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0 Introduction
In this thesis, we are concerned with existence and nonnegativity results for solutions of
the fourth-order nonlinear degenerate parabolic partial differential equation
ut − div (m(u)∇p) = 0
p = −div ∇u√
1 + |∇u|2
in R+ × Ω, (0.1)
where Ω ⊂ R1 is an open, bounded interval. Equation (0.1) is supplemented by Neumann
boundary conditions for u and p. For the nonlinear mobilitym(.) we have in mind functions
of the form m(u) = |u|n, n ≥ 1. Problem (0.1) is closely related to the thin-film equation
ut − div (m(u)∇p) = 0
p = −4u in R
+ × Ω, (0.2)
where the curvature term has been replaced by the linear approximation −4u.
Serving as a model problem for the evolution of thin liquid films, equation (0.2) has been
extensively studied throughout the last two decades. The unknown u = u(t, x) describes
the thickness of a thin film of viscous fluid that spreads over a horizontal solid surface. The
motion of the fluid is solely driven by surface tension, which is modeled by the pressure
term p = p(t, x). In this regard, the definition of the nonlinear function m(.) is determined
by the flow condition that is imposed at the liquid-solid surface. For instance, for a no-
slip condition one considers m(u) = |u|3, whereas various slip conditions entail mobility
functions of the form m(u) = |u|3 + β|u|s, 0 < s < 3, β > 0. For a derivation of the
model problem (0.2), which is based on lubrication approximation for the incompressible
Navier–Stokes equations, we refer the reader to Oron, Davis and Bankoff [22].
The mathematical investigation of problem (0.2) started in 1990 with the paper of Bernis
and Friedman [8], who were the first to prove existence of a weak solution to (0.2) in
one space dimension, supplemented by Neumann boundary conditions ux = px = 0. In
addition, Bernis and Friedman were able to show that initially nonnegative solutions stay
nonnegative for all times. This is a remarkable result in comparison to non-degenerate
fourth-order equations, solutions of which may in general take negative values even if
the initial data are strictly positive. Their study of equation (0.2) relies on two kinds of
estimates: The energy estimate, which reads in one space dimension as∫
Ω
|ux(T, x)|2 dx+
∫∫
ΩT
m(u) |uxxx|2 dx dt =
∫
Ω
|u0,x|2 dx, (0.3)
and the entropy estimate
∫
Ω
u(T,x)∫
a
s∫
a
1
m(r)
dr ds dx+
∫∫
ΩT
|uxx|2 dx dt =
∫
Ω
u0(x)∫
a
s∫
a
1
m(r)
dr ds dx. (0.4)
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As another noteworthy feature of equation (0.2), one observes that the evolution of a thin
liquid film may in fact be considered as a free-boundary problem. More precisely, the
free boundary is given by the contact line of fluid, solid and air, that is ∂ {u > 0}. In
this context, it turns out that the qualitative behaviour of the solution u depends on the
growth exponent n of the mobility m(.) at zero. In one space dimension, Beretta, Bertsch
and Dal Passo [5] showed that the support of the solution u is non-decreasing if n ≥ 32
and stays constant in time if n ≥ 4. Moreover, the solution u exhibits the property of
finite speed of propagation if 0 < n < 3 (see Bernis [6, 7] and Hulshof and Shishkov [20]).
These results have partly been extended to higher space dimensions. For instance, we refer
to Gru¨n [17] and Elliott and Garcke [12] for existence results and to Beretta, Dal Passo,
Garcke and Gru¨n [9] and Dal Passo, Gracke and Gru¨n [10] for results on the qualitative
behaviour of solutions. We also mention the occurrence of waiting time phenomena in
multiple space dimensions (see Dal Passo, Giacomelli and Gru¨n [11]).
Recently, Becker [4] introduced a slight modification of the lubrication approximation
appearing in [22] to derive an evolution equation for the film height. In the course of
this derivation, the linear approximation to the surface tension −4u is replaced by the
exact curvature term −∇·(∇u/√1 + |∇u|2), which finally leads to problem (0.1). Related
to this equation, the analogous energy estimate in one space dimension can be formally
derived as ∫
Ω
√
1 + |ux(T, x)|2 dx+
∫∫
ΩT
m(u) |px|2 dx dt =
∫
Ω
√
1 + |u0,x|2 dx, (0.5)
whereas the entropy estimate reads as
∫
Ω
u(T,x)∫
a
s∫
a
1
m(r)
dr ds dx+
∫∫
ΩT
|uxx|2√
1 + |ux|23
dx dt =
∫
Ω
u0(x)∫
a
s∫
a
1
m(r)
dr ds dx. (0.6)
In view of the surface energy terms appearing in the corresponding estimates (0.5) and (0.3)
respectively, one expects solutions of problem (0.1) to exhibit spherical-cap-shaped profiles,
whereas solutions of the standard thin-film equation (0.2) are in general paraboloid-shaped.
This has indeed been confirmed by the numerical simulations presented by Becker [4]. In
addition, Becker proved existence and nonnegativity of discrete solutions to problem (0.1)
in multiple space dimensions.
It is the aim of the present thesis to prove existence and nonnegativity of weak solutions to
problem (0.1) in the continuous setting in one space dimension. Following the arguments
of [8, 17, 3], our investigation relies solely on the energy estimate (0.5) and the entropy
estimate (0.6). However, in comparison to the standard thin-film equation (0.2) and its
associated estimates (0.3) and (0.4), we will have to deal with two essential analytical
difficulties. First, the pressure p is given by a nonlinear second-order differential operator
applied to u, which is the so-called minimal surface operator. Secondly – and even more
important –, this operator is not coercive, which leads to very weak a priori estimates.
Contrary to equation (0.2), where the estimates (0.3) and (0.4) immediately imply that
4
u is bounded in L∞(R+;H1(Ω)) ∩ L2loc(R+;H2(Ω)), it is not obvious at all whether the
estimates (0.5) and (0.6) allow to infer any reasonable a priori estimate for weak derivatives
of u in any reflexive function space.
However, we suggest an argument that combines the estimates (0.5) and (0.6) and yields
an estimate for u in the space H2(Ω) for almost all times (see Lemma 4.2). This allows
to identify the pressure p and, in turn, to prove existence of a solution in a certain weak
sense. In addition, we may partly employ of the arguments of Bernis and Friedman [8] to
prove that the solution u is nonnegative or even positive for almost all times depending
on the growth exponent n ≥ 1.
Although our overall strategy might be adopted for a proof of existence in multiple space
dimensions, some of the crucial arguments (including the aforementioned Lemma 4.2) are
valid in one space dimension only. Hence, we will confine ourselves to the one-dimensional
setting in the sequel. In particular, an existence result in higher space dimensions as well
as qualitative results analogous to those mentioned above remain open.
Let us briefly describe the organization of this thesis. In section 1, after introducing some
notation, the problem and the results are stated and an outline of the proofs is given.
Using an multi-step approximation procedure, sections 2, 3 and 4 are devoted to the
proofs of the theorems. Finally, in section 5 we shall discuss several open problems related
to equation (0.1).
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1 Preliminaries
1.1 Notation and Facts
In the following, we will consider functions on the open, bounded intervals Ω = (−l, l) and
I = (0, T ), where l, T > 0 are arbitrary positive numbers. We set ΩT := (0, T )× Ω.
We will use subscripts to denote partial derivatives, e.g. ux = ∂xu. Superscripts will
mostly denote sequence indices or parameters and must not be confused with exponents,
e.g. {u}>0. We will drop arguments of functions if there is no misunderstanding pos-
sible. Generic positive constants are denoted by C(.), where the arguments indicate the
dependencies on parameters (except on T and Ω). The value of a constant may change
within an estimate.
For a Lebesgue-measurable set A, µ(A) denotes the Lebesgue measure and χA the char-
acteristic function of A. For functions u : ΩT → R and ρ ≥ 0 we define
{u > ρ}T := {(t, x) ∈ ΩT : u(t, x) > ρ} ⊆ ΩT ,
{u(t) > ρ} := {x ∈ Ω : u(t, x) > ρ} ⊆ Ω,
and analogously for <,=,≥,≤.
Let X be a real Banach space with norm
∥∥.∥∥
X
. Then, X ′ denotes the dual of X and〈
., .
〉
X
:=
〈
., .
〉
X′×X
the pairing of elements of X ′ and X. If X is a Hilbert space,(
., .
)
X
:=
(
., .
)
X×X
denotes the scalar product. We write X ↪→ Y and X c↪→ Y for the continuous and
compact embedding, respectively, of X into another Banach space Y . L(X;Y ) is the
space of continuous linear operators mapping from X to Y . We use the symbols →, ⇀
and
∗
⇀ to denote strong, weak and weak-* convergence, respectively.
We will deal with the following spaces of functions on Ω:
• By Lp(Ω), 1 ≤ p ≤ ∞, we denote the spaces of measurable functions which are
integrable to the p-th power. These are Banach spaces equipped with the usual
norms∥∥f∥∥
Lp(Ω)
:=
(∫
Ω
|f(x)|p dx
) 1
p
(1 ≤ p <∞), ∥∥f∥∥
L∞(Ω) := ess sup
x∈Ω
|f(x)|.
Lp(Ω) is separable if 1 ≤ p < ∞ and reflexive if 1 < p < ∞. L2(Ω) is a Hilbert
space, where the scalar product is given by(
f, g
)
L2(Ω)
:=
∫
Ω
f(x) g(x) dx.
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• The Sobolev spaces W k,p(Ω), k ∈ N, 1 ≤ p ≤ ∞, are the spaces of weakly differen-
tiable functions in Lp(Ω) whose distributional derivatives up to order k are elements
of Lp(Ω) as well. These are Banach spaces equipped with the norms
∥∥f∥∥
Wk,p(Ω)
:=
( ∑
0≤j≤k
∥∥∂jf∥∥pLp(Ω)) 1p (1 ≤ p <∞),∥∥f∥∥
Wk,∞(Ω) := max0≤j≤k
∥∥∂jf∥∥L∞(Ω).
W k,p(Ω) is separable if 1 ≤ p <∞ and reflexive if 1 < p <∞.
• We set Hk(Ω) := W k,2(Ω), k ∈ N.
• H10 (Ω) denotes the Banach space comprising functions of H1(Ω) that attain zero
boundary values in the sense of traces.
• Lploc(Ω) (W k,ploc (Ω), k ∈ N), 1 ≤ p ≤ ∞, are the spaces of locally and integrable
(weakly differentiable) functions. That is, f ∈ Lploc(Ω) (f ∈ W k,ploc (Ω)) holds if
f ∈ Lp(U) (f ∈W k,p(U)) for all U ⊂⊂ Ω.
• BV (Ω) is the space of functions of bounded variation on Ω. We will barely make
use of the properties of BV (Ω) and hence refer to [14] for a precise definition.
• Ck,α(Ω), k ∈ N, 0 ≤ α ≤ 1, are the spaces of Ho¨lder-continuous functions on Ω
equipped with the usual norms (see for instance [1]).
• C∞0 (Ω) denotes the set of smooth functions that have compact support in Ω.
Moreover, we will deal with spaces of vector-valued functions on the interval I = (0, T ).
In the following, let X be a Banach space.
• Lp(I;X), 1 ≤ p ≤ ∞, is the space of X-valued Bochner-measurable functions whose
integrals exist up to the p-th power. Lp(I;X) are Banach spaces equipped with the
norms ∥∥f∥∥
Lp(I;X)
:=
(∫
I
∥∥f(t)∥∥p
X
dt
) 1
p
(1 ≤ p <∞),
∥∥f∥∥
L∞(I;X) := ess sup
t∈I
∥∥f(t)∥∥
X
.
Lp(I;X) is separable if 1 ≤ p < ∞ and X is separable. Lp(I;X) is reflexive if
1 < p <∞ and X is reflexive.
• By C([0, T ];X) we denote the space of continuous functions with values in X. The
norm is given by ∥∥f∥∥
C([0,T ];X)
:= sup
t∈[0,T ]
∥∥f(t)∥∥
X
.
• The spaces Ck([0, T ];X), k ∈ N, are defined in an analogous way, where the deriva-
tives up to order k are understood in the sense of Fre´chet (cf. [25]).
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We will often make use the following facts (cf. for instance [13, 23]):
• Lp(I;X ′) ∼= Lq(I;X)′ for 1 < p, q <∞, 1p + 1q = 1.
• Lp(I;Lp(Ω)) ∼= Lp(ΩT ) for 1 ≤ p <∞.
• L∞(I;L∞(Ω)) ⊆ L∞(ΩT ).
Some more important facts involving vector-valued functions are cited in the Appendix.
Note in particular the results on so-called “evolution triples” A.2 and Simon’s compactness
criterion A.3, which will be of major importance in the sequel.
We assume the reader to be familiar with some well-known theorems and results from
calculus and functional analysis, e.g. Vitali’s convergence theorem, Fatou’s lemma, the
theorem of Arzela`–Ascoli, Ho¨lder’s and Young’s inequality, as well as embedding results
for Sobolev spaces, which we will frequently use in the course of the proofs. For reference
we suggest [1, 2, 25, 26].
1.2 Statement of the Theorems
In this thesis, we consider the following system of partial differential equations:
ut − ∂x (m(u) px) = 0 in (0, T )× Ω
p = −∂x ux√
1 + |ux|2
in (0, T )× Ω
ux = px = 0 on (0, T )× ∂Ω
u = u0 on {t = 0} × Ω
(1.1)
Here, Ω = (−l, l), l > 0, is an open, bounded interval. In addition, we formulate the
following hypotheses:
(H1) The mobility m : R→ R+0 is a continuous nonnegative function given by
m(s) = |s|nm0(s) ∀ s ∈ R (1.2)
with growth exponent n ≥ 1 and a smooth function m0 ∈ C1(R) satisfying
m0(s) ≥ cm0 > 0 ∀ s ∈ R (1.3)
for a positive constant cm0 .
(H2) For the initial data u0 we assume that
u0 ∈ H1(Ω) (1.4)
and
u0 ≥ 0 (1.5)
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on Ω. Furthermore, we require that∫
Ω
G(u0) dx <∞, (1.6)
where the function G : R→ R+ is given by (cf. section 3.2 below)
G(t) =
a∫
t
a∫
s
1
m(r)
dr ds, a > sup
x∈Ω
u0(x).
Note that condition (1.6) is quite restrictive. In fact, it is easy to show that (1.4)–(1.6)
imply that µ ({u0 = 0}) = 0 if n ≥ 2, and that u0 > 0 on Ω if n ≥ 4 (cf. [8, Remark 4.1]
and the proof of Proposition 3.7 below). Hence, u0 may have compact support only in the
case 1 ≤ n < 2.
The aim of this work is to prove the following theorems. The first one yields existence of
a weak solution in the following sense:
Theorem 1. Assume (H1)–(H2). Then a pair of functions (u, p) exists such that
u ∈ L∞(I;BV (Ω)) ∩ C([0, T ];Lq(Ω)), 1 ≤ q <∞, (1.7)
ut ∈ L2(I;H1(Ω)′), (1.8)
p ∈ L2(ΩT ), (1.9)
u(0) = u0, (1.10)∫
Ω
u(t) dx =
∫
Ω
u0 dx, t ∈ [0, T ], (1.11)
and a set S ⊂ (0, T ) with µ(S) = T such that
u(t) ∈ H2(Ω), (1.12)
u(t) ≥ 0 on Ω, (1.13)
ux(t) = 0 on ∂Ω, (1.14)
px(t) ∈ L2loc({u(t) > 0}) (1.15)
for all t ∈ S. Furthermore, we have
m(u) px χ{u>0}T ∈ L2(ΩT )
and the following equations are satisfied:
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
{u>0}T
m(u) px · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (1.16)
p(t) = −∂x ux(t)√
1 + |ux(t)|2
∀ t ∈ S (1.17)

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Remark 1.1. The regularity results of Theorem 1 are quite weak and may be interpreted
as follows. We have u(t) ∈ H2(Ω) for almost all t ∈ (0, T ). By standard embedding results
for the one-dimensional setting, this implies that u(t) ∈ C1, 12 (Ω) for almost all t ∈ (0, T ).
That is, the function u(t) is indeed quite smooth in space, if we fix t ∈ S. In particular,
the results of Theorem 1 imply that a zero contact angle is attained at ∂ {u(t) > 0} for
almost all times t ∈ (0, T ). However, the numbers ∥∥u(t)∥∥
H2(Ω)
might increase rapidly in
time such that we do not even manage to prove that u ∈ L1(I;H2(Ω)). 
Remark 1.2. For comparison, in the setting of the standard thin-film equation in one
space dimension (i.e. p = −uxx) one typically obtains at least the following regularity
results for the solution u:
u ∈ L2(I;H2(Ω)) ∩ L∞(I;H1(Ω)) ∩ C([0, T ];Lq(Ω)), 1 ≤ q <∞,
uxxx ∈ L2loc({u > 0}T )
In particular, one is able to prove that
u ∈ C
1
8
, 1
2
t,x (ΩT ),
that is, u is globally Ho¨lder-continuous on ΩT (cf. for instance [8]). 
Note that the solution u obtained by Theorem 1 is nonnegative for almost all times. We
may prove the following additional nonnegativity and positivity results, depending on the
growth exponent n of the mobility m(.):
Theorem 2. Assume (H1)–(H2) and let (u, p) be a solution in the sense of Theorem 1.
In particular, let u(t) ≥ 0 on Ω for all t ∈ S, where µ(S) = T . Then the following hold:
(i) If n ≥ 2, then µ ({u(t) = 0}) = 0 for all t ∈ S.
(ii) If n ≥ 83 , then u(t) > 0 on Ω for all t ∈ S. 
Remark 1.3. Note that Bernis and Friedman proved the following positivity result for
solutions of the standard thin-film equation (see [8, Theorem 4.1]):
If n ≥ 4, then u > 0 holds on ΩT .
This result is by no means weaker than the second statement of Theorem 2, which holds
for n ≥ 83 . On the contrary, solutions u having property Theorem 2 (ii) may in fact be
0 on a set of measure zero in ΩT . Moreover, Bernis and Friedman prove the very same
result as Theorem 2 (ii) in the setting of the standard thin-film equation (see [8, Corollary
4.5]). 
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1.3 Plan of the Proofs
We will prove Theorem 1 by a multi-step approximation procedure. That is, we introduce
several regularizations, depending on real numbers 0 < δ, , η ≤ 1, in order to deal with the
difficulties that arise from the degeneracy of the equation and the non-coercive structure
of the pressure p in (1.1). The regularized problem we will consider is the following:
ut − ∂x (m,η(u) px) = 0 in (0, T )× Ω
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
in (0, T )× Ω
ux = px = 0 on (0, T )× ∂Ω
u = u0 on {t = 0} × Ω
(1.18)
Here, the mobility m has been replaced by a bounded and non-degenerate approximation
m,η satisfying
 ≤ m,η(.) ≤ 1
η
+ 1.
Our studies of system (1.18) will heavily rely on the following energy estimate:
sup
t∈[0,T ]
∫
Ω
√
1 + |ux(t)|2 dx+ δ
2
∥∥ux(t)∥∥2L2(Ω) + ∫∫
ΩT
m,η(u) |px|2 dx dt ≤ C(u0) (1.19)
In addition, one easily observes that solutions u of equation (1.18) conserve mass.
In section 2.1, we will prove existence of a weak solution of system (1.18) by means of
the Faedo–Galerkin method. The boundedness of m,η provided by η > 0 is a necessary
ingredient in this context. However, note that (1.19) and the fact that W 1,1(Ω) ↪→ L∞(Ω)
– which holds true in one space dimension only – implies that any solution of (1.18)
is uniformly bounded independently of δ, , η > 0. Hence, we may easily let η → 0 to
prove existence in the case of unbounded mobilities afterwards. This will be done in
section 2.2. In these and the following limit processes, the pressure p can be identified by
straightforward arguments relying on the relation
−∂x ux√
1 + |ux|2
= − uxx√
1 + |ux|23
,
which holds true in one space dimension. Nevertheless, we will briefly outline an alternative
way of identifying the nonlinearity. This method is based on the theory of monotone
operators and would work in multiple space dimensions.
So far, the positivity of m(.) = m(.)+  allowed to control the pressure p and its gradient.
In section 3, we follow the lines of Bernis and Friedman [8] to prove that the approx-
imating solutions {u}>0 are indeed Ho¨lder-continuous on ΩT independently of  > 0
(but depending on δ > 0). Therefore, a subsequence of {u}>0 converges uniformly to a
11
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continuous function u as → 0. This will help to control the gradient of the pressure p on
the set {|u| > 0}T as → 0. Moreover, we will prove that the so-called entropy estimate
sup
t∈[0,T ]
∫
Ω
G(u(t)) dx+
∫∫
ΩT
|uxx|2√
1 + |ux|23
+ δ|uxx|2 dx dt ≤ C(u0) (1.20)
holds, where G : R → R+ is a positive primitive of m. Using this estimate, we will be
able to control second-order derivatives of u and identify the pressure p in the limit. After
letting  → 0, we will prove nonnegativity of the solution u by the arguments of Bernis
and Friedman [8], relying on the boundedness of G(u) and the continuity of u.
In section 4, we will finally prove Theorems 1 and 2 by letting δ → 0. In view of (1.19) and
(1.20), note that the quality of the a priori estimates substantially changes when δ → 0.
In particular, the energy estimate (1.19) is not strong enough to infer any compactness
results for the gradient of u, and it is not clear whether the entropy estimate (1.20) can help
to improve this situation. Furthermore, results on non-parametric mean curvature type
equations are not applicable either due to the higher-order structure of problem (1.18).
However, relying on both estimates (1.19) and (1.20), we will show that the approximating
solutions {uδ(t)}δ>0 are bounded in H2(Ω) for almost all times t ∈ (0, T ) independently
of δ > 0 (see Lemma 4.2). This will be the most crucial step in the proof of Theorem 1 as
we will henceforth be able to identify the pressure p for almost all t ∈ (0, T ). Moreover,
we will immediately obtain that {uδ(t)}δ>0 converges to a continuous function u(t) for
almost all t ∈ (0, T ) as δ → 0 and hence argue similarly as before to identify the flux
m(u(t)) px(t) on the positivity set {u(t) > 0}. This will prove Theorem 1. For the proof of
the additional nonnegativity and positivity results of Theorem 2, we will basically repeat
the arguments from the previous section.
12
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In the first step, we will apply the Faedo–Galerkin method to prove existence of a weak
solution (u, p) of a regularized version of system (1.1). We consider the system
ut − ∂x (m,η(u) px) = 0 in (0, T )× Ω,
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
in (0, T )× Ω,
ux = px = 0 on (0, T )× ∂Ω,
u = u0 on {t = 0} × Ω,
(2.1)
where 0 < δ, , η ≤ 1 are arbitrary. Here, the regularized mobility m,η is given by
m,η(s) :=
m(s)
1 + ηm(s)
+  ∀ s ∈ R. (2.2)
Note in particular that
m,η(s) ≤ 1
η
+ 1, (2.3)
m,η(s) ≥  (2.4)
hold for 0 < , η ≤ 1 and arbitrary s ∈ R.
Moreover, for 0 < δ ≤ 1 we define the nonlinear operator Aδ : H1(Ω)→ H1(Ω)′ by〈
Aδ(u), v
〉
H1(Ω)
=
∫
Ω
(
ux√
1 + |ux|2
+ δux
)
· vx dx ∀u, v ∈ H1(Ω). (2.5)
We will make use of the following, rather rough bounds on Aδ, which hold obviously true
for 0 < δ ≤ 1 and arbitrary u, v, w ∈ H1(Ω):〈
Aδ(u), v
〉
H1(Ω)
≤ (1 + δ)∥∥u∥∥
H1(Ω)
∥∥v∥∥
H1(Ω)
(2.6)〈
Aδ(w), w
〉
H1(Ω)
≥ δ ∥∥wx∥∥2L2(Ω) (2.7)
In view of (2.5) and (2.6), the nonlinear operator Aδ : H
1(Ω) → H1(Ω)′ induces an
operator A˜δ : L
2(I;H1(Ω)) → L2(I;H1(Ω)′) given by (A˜δ(u))(t) = Aδ(u(t)). Using this
relation, we will identify Aδ and A˜δ in the sequel.
Furthermore, one observes that the operator Aδ is monotone and hemicontinuous for δ ≥ 0.
This provides us with an elegant method of identifying Aδ(u) and in turn the pressure p in
the limit. However, it will turn out that p can be identified even more easily in our setting
by straightforward arguments such that we will not need to make use of the theory of
monotone operators throughout this work. In this context, also confer Remark 2.3 below.
Nevertheless, we will use the definition of Aδ (2.5) for shorthand notation and in order to
apply the estimates (2.6) and (2.7) directly.
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2.1 Galerkin Approximation
Our existence result for problem (2.1) is stated in the following proposition:
Proposition 2.1. Assume (H1)–(H2) and let 0 < δ, , η ≤ 1. Then a pair of functions
(u, p) = (uδ,,η, pδ,,η) exists such that
u ∈ L2(I;H2(Ω)) ∩ L∞(I;H1(Ω)) ∩ C([0, T ];L2(Ω)), (2.8)
ut ∈ L2(I;H1(Ω)′), (2.9)
p ∈ L2(I;H1(Ω)), (2.10)
ux(t) ∈ H10 (Ω) a.e. in (0, T ), (2.11)
u(0) = u0, (2.12)
which solves (2.1) in the following sense:
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
ΩT
m,η(u) px · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (2.13a)
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
(2.13b)
Furthermore, the solution satisfies the energy estimate∫
Ω
√
1 + |ux(t)|2 dx+ δ
2
∥∥ux(t)∥∥2L2(Ω) + ∫∫
ΩT
m,η(ux) |px|2 dx dt ≤ C(u0) (2.14)
for almost all t ∈ (0, T ). 
Following the lines of [18], we intend to prove Proposition 2.1 by means of the Faedo–
Galerkin method. That is, we discretize equations (2.1) in space and solve for N ∈ N an
(N + 1)-dimensional system of first-order ordinary differential equations. Afterwards, we
will let N →∞ and obtain a solution in the sense of Proposition 2.1.
As ansatz functions we choose the L2(Ω)-normalized eigenfunctions of the Laplacian sub-
ject to Neumann boundary conditions, denoted by {ej}j∈N. That is, the functions {ej}j∈N
satisfy 
−ej,xx = λjej in Ω,
ej,x = 0 on ∂Ω,∥∥ej∥∥L2(Ω) = 1.
where 0 < λ1 < λ2 < . . . are the positive eigenvalues. Of course, for Ω = (−l, l) ⊂ R1 we
immediately obtain
ej(x) =
1√
l
· cos
(√
λj x+
pi
2
j
)
, λj =
( pi
2l
j
)2
, j ∈ N.
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In addition we set
e0 ≡ µ(Ω)−1/2 ≡ 1√
2l
.
By the spectral theorem (see for instance [2]), the set {ej}j∈N0 is an orthonormal basis
of L2(Ω). Moreover, the functions {ej}j∈N0 are obviously orthogonal in H1(Ω) and we
observe that {ej}j∈N0 ⊆ C∞(Ω).
For N ∈ N we define
VN := span{ej : 0 ≤ j ≤ N}
and consider the orthogonal projection PN : L
2(Ω)→ VN given by
PNv :=
N∑
i=0
(
v, ei
)
L2(Ω)
ei ∀ v ∈ L2(Ω).
Finally, employing the H1(Ω)-orthogonality of the functions {ej}j∈N0 we easily deduce
that
PN ∈ L
(
H1(Ω);H1(Ω)
)
,
∥∥PN∥∥L(H1(Ω);H1(Ω)) = 1. (2.15)
Now, for fixed N ∈ N we consider the Galerkin approximations
uN (t, x) =
N∑
i=0
cNi (t) ei(x), (2.16a)
pN (t, x) =
N∑
i=0
dNi (t) ei(x), (2.16b)
where the functions cNj , d
N
j : [0, T ]→ R have to be determined from the following system
of ordinary differential equations:( d
dt
uN (t), ej
)
L2(Ω)
+
(
m,η(u
N (t)) pNx (t), ej,x
)
L2(Ω)
= 0, j = 0, 1, . . . , N (2.17a)(
pN (t), ek
)
L2(Ω)
=
〈
Aδ(u
N (t)), ek
〉
H1(Ω)
, k = 0, 1, . . . , N (2.17b)
uN (0) = uN0 := PNu0 (2.17c)
We summarize our existence result for system (2.17) in the following Lemma:
Lemma 2.2. Assume (H1)–(H2) and let 0 < δ, , η ≤ 1. Then, for N ∈ N there exists a
pair of functions (uN , pN ) such that uN and pN have the form (2.16) and satisfy equations
(2.17).
Furthermore, the energy estimate∫
Ω
√
1 + |uNx (t)|2 dx+
δ
2
∥∥uNx (t)∥∥2L2(Ω) + ∫∫
ΩT
m,η(u
N
x (s)) |pNx (s)|2 dx dt ≤ C(u0) (2.18)
holds for t ∈ [0, T ]. 
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Proof. Inserting (2.16) into (2.17), we may employ the orthogonality of the functions
{ej}j∈N0 to obtain by at first formal calculation
d
dt
cNj (t) +
N∑
i=0
dNi (t)
(
m,η(u
N (t)) ei,x, ej,x
)
L2(Ω)
= 0, j = 0, 1, . . . , N, (2.19a)
dNk (t) =
〈
Aδ(u
N (t)), ek
〉
H1(Ω)
, k = 0, 1, . . . , N, (2.19b)
cNl (0) =
(
u0, el
)
L2(Ω)
, l = 0, 1, . . . , N. (2.19c)
Eliminating dNk (t) from (2.19a) and (2.19b) gives
d
dt
cNj (t) = −
N∑
i=0
(
m,η(u
N (t)) ei,x, ej,x
)
L2(Ω)
〈
Aδ(u
N (t)), ei
〉
H1(Ω)
for j = 0, 1, . . . , N . Hence, for a = (ai)
N
i=0 ∈ RN+1 and j = 0, 1, . . . , N we define
fNj (a) := −
N∑
i=0
(
m,η(
∑
k akek) ei,x, ej,x
)
L2(Ω)
〈
Aδ(
∑
k akek), ei
〉
H1(Ω)
and set
cN (.) :=
(
cNj (.)
)N
j=0
, fN (.) :=
(
fNj (.)
)N
j=0
, cN0 :=
((
u0, ej
)
L2(Ω)
)N
j=0
,
such that (2.19) can finally be written as
d
dt
cN (t) = fN (cN (t)), (2.20a)
cN (0) = cN0 . (2.20b)
We intend to use Peano’s theorem A.1 to prove existence of a local solution of the system
of ordinary differential equations (2.20). To this end, we choose an arbitrary r > 0 and
observe that by the definition of m,η and Aδ (and for instance Lebesgue’s dominated
convergence theorem) fN is continuous on Br(c
N
0 ), where
Br(c
N
0 ) := {a ∈ RN+1 :
∥∥a− cN0 ∥∥∞ ≤ r}.
Here and in the following,
∥∥a∥∥∞ := max0≤i≤N|ai| denotes the maximum norm on RN+1.
Moreover, using the boundedness of m,η (2.3) and Aδ (2.6) we may estimate
|fNj (a)| ≤
N∑
i=0
[
(
1
η
+ 1)
∥∥ei,x∥∥L2(Ω)∥∥ej,x∥∥L2(Ω) · N∑
k=0
(1 + δ)
∥∥a∥∥∞∥∥ek,x∥∥L2(Ω)∥∥ej,x∥∥L2(Ω)
]
≤ C(N,λN , η)
∥∥a∥∥∞
for 0 ≤ j ≤ N , such that ∥∥fN (a)∥∥∞ ≤ C(N,λN , η) ∥∥a∥∥∞. (2.21)
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This in particular implies
sup
Br(cN0 )
∥∥fN (a)∥∥∞ ≤ C(N,λN , η) · (∥∥cN0 ∥∥∞ + r) =: K0.
Now, by Peano’s theorem A.1 there exists a continuously differentiable solution cN (t) of
(2.20) on [0, T0], where
T0 := min
{
T,
r
K0
}
.
In particular, the solution is regular enough for the formal calculations above to be justi-
fied, and we may determine dj(t), j = 0, 1, . . . , N , from (2.19) to obtain a local solution
of system (2.17). Global solvability of (2.17) will follow from the a priori estimates that
we are going to derive in the following step.
To this end, we multiply (2.17a) by dNj (t), sum over j = 0, 1, . . . , N and integrate over
(0, t) for arbitrary 0 < t ≤ T0. This yields
t∫
0
( d
dt
uN , pN
)
L2(Ω)
ds +
t∫
0
∫
Ω
m,η(u
N ) |pNx |2 dx ds = 0. (2.22)
On the other hand, multiplication of (2.17b) by
d
dt
cNj (t), summation over j = 0, 1, . . . , N
and integration over (0, t) leads to
t∫
0
(
pN ,
d
dt
uN
)
L2(Ω)
ds =
t∫
0
∫
Ω
( uNx√
1 + |uNx |2
+ δuNx
)
· d
dt
uNx dx ds
=
t∫
0
∫
Ω
d
dt
(√
1 + |uNx |2 +
δ
2
|uNx |2
)
dx ds .
(2.23)
Hence, employing the fundamental theorem of calculus, it follows from (2.22) and (2.23)
that
∫
Ω
√
1 + |uNx (t)|2 dx+
δ
2
∥∥uNx (t)∥∥2L2(Ω) +
t∫
0
∫
Ω
m,η(u
N
x ) |pNx |2 dx ds
≤
∫
Ω
√
1 + |uN0,x|2 dx+
δ
2
∥∥uN0,x∥∥2L2(Ω) ≤ C(u0),
(2.24)
where the right-hand side is bounded due to the definition of uN0 in (2.19c) and the fact
(2.15).
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Now, assume that T0 < T . By (2.24), it holds for 0 ≤ t ≤ T0 and 1 ≤ j ≤ N that
|cNj (t)|2 ≤
N∑
i=1
|cNi (t)|2 ≤
1
λ1
N∑
i=1
λi |cNi (t)|2
∫
Ω
|ei|2 dx
=
1
λ1
N∑
i=1
|cNi (t)|2
∫
Ω
|ei,x|2 dx = 1
λ1
∫
Ω
N∑
i=1
|cNi (t)ei,x|2 dx
=
1
λ1
∫
Ω
|uNx (t)|2 dx ≤ C(u0, δ),
where we have used the fact that 0 < λ1 < λ2 < . . . and the orthogonality of {ej}j∈N0 .
Since moreover
d
dt
cN0 (t) = 0 by (2.19a), we have for 0 ≤ t ≤ T0
|cN0 (t)| = |cN0 (0)| = |
(
u0, e0
)
L2(Ω)
| ≤ C(u0).
Hence, we conclude that ∥∥cN (t)∥∥∞ ≤ C(u0, δ) (2.25)
for 0 ≤ t ≤ T0. From (2.21) and (2.25) we now infer that
sup
Br(cN (t))
∥∥f(a)∥∥∞ ≤ C(N,λN , η) · (∥∥cN (t)∥∥∞ + r)
≤ C(u0, N, λN , η, δ, r) =: K.
Thus, applying Peano’s theorem A.1 again, we may extend the local solution of (2.20)
found above as well as the energy estimate (2.24) onto the interval [0, T0 +
r
K ]. Note in
particular that the constant K depends on given data and the choice of r > 0 only. Hence,
we may repeat this argument to obtain a solution of (2.20) and in turn of system (2.17)
on all of [0, T ] after finitely many steps. This proves the lemma.
We are now ready to prove Proposition 2.1.
Proof of Proposition 2.1. Let N ∈ N. Multiplying (2.17a) and (2.17b) by arbitrary
constants and summing over j, k = 0, . . . , N , we see that the functions uN and pN obtained
by Lemma 2.2 satisfy( d
dt
uN (t), ϕ
)
L2(Ω)
+
(
m,η(u
N (t)) pNx (t), ϕx
)
L2(Ω)
= 0, (2.26a)(
pN (t), ψ
)
L2(Ω)
=
〈
Aδ(u
N (t)), ψ
〉
H1(Ω)
, (2.26b)
uN (0) = PNu0 (2.26c)
for arbitrary ϕ,ψ ∈ VN . In addition,∫
Ω
√
1 + |uNx (t)|2 dx+
δ
2
∥∥uNx (t)∥∥2L2(Ω) + ∫∫
ΩT
m,η(u
N
x (s)) |pNx (s)|2 dx dt ≤ C(u0) (2.27)
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holds for t ∈ [0, T ].
A priori estimates. We are going to derive some a priori estimates from the energy estimate
(2.27). First of all, we use the constant function ϕ ≡ 1 ∈ VN as a test function in (2.26a)
to obtain ∫
Ω
uN (t) dx =
∫
Ω
uN0 dx (2.28)
for arbitrary 0 ≤ t ≤ T . That is, the solution uN conserves mass. Similarly, testing
(2.26b) with ψ ≡ 1 ∈ VN yields ∫
Ω
pN (t) dx = 0 (2.29)
for 0 ≤ t ≤ T . Now, the boundedness of the second term in (2.27) together with (2.28)
and Poincare´’s inequality implies∥∥uN∥∥
L∞(I;H1(Ω)) ≤ C(u0, δ). (2.30)
Moreover, from the positivity of m,η (2.4), estimate (2.27), (2.29) and Poincare´’s inequal-
ity once more we deduce ∥∥pN∥∥
L2(I;H1(Ω))
≤ C(u0, ). (2.31)
Going further, we may integrate by parts in (2.26b) to obtain(
pN (t), ψ
)
L2(Ω)
=
〈
Aδ(u
N (t)), ψ
〉
H1(Ω)
= −
∫
Ω
(
∂x
uNx (t)√
1 + |uNx (t)|2
+ δuNxx(t)
)
· ψ dx
= −
∫
Ω
(
uNxx(t)√
1 + |uNx (t)|2
3 + δu
N
xx(t)
)
· ψ dx
(2.32)
for ψ ∈ VN and t ∈ [0, T ]. Hence, taking ψ = −uNxx(t) ∈ VN as a test function, integrating
over (0, T ) and employing Ho¨lder’s and Young’s inequality leads to
∫∫
ΩT
|uNxx|2√
1 + |uNx |2
3 + δ|uNxx|2 dx dt = −
T∫
0
(
pN , uNxx
)
L2(Ω)
dt
≤ δ
2
∥∥uNxx∥∥2L2(ΩT ) + C(δ)∥∥pN∥∥L2(ΩT ).
Thus, ∥∥uN∥∥
L2(I;H2(Ω))
≤ C(u0, δ, ). (2.33)
To prove compactness in time, we observe that uNt (t) =
d
dt
uN (t) ∈ VN such that for
arbitrary ζ ∈ H1(Ω) and t ∈ [0, T ](
uNt (t), ζ
)
L2(Ω)
=
(
uNt (t), PNζ
)
L2(Ω)
= −(m,η(uN (t)) pNx (t), (PNζ)x)L2(Ω) (2.34)
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holds by equation (2.26a). Hence, having in mind the boundedness of m,η (2.3), the
energy estimate (2.27) and the fact∥∥PN∥∥L(H1(Ω);H1(Ω)) = 1,
we integrate relation (2.34) over (0, T ) and employ Ho¨lder’s inequality to deduce for arbi-
trary v ∈ L2(I;H1(Ω))
∣∣∣ T∫
0
(
uNt , v
)
L2(Ω)
dt
∣∣∣ ≤ ∫∫
ΩT
|m,η(uNx ) pNx · (PNv)x| dx dt
≤ ∥∥m,η(uNx ) pNx ∥∥L2(ΩT )∥∥(PNv)x∥∥L2(ΩT )
≤ (1
η
+ 1)
1
2
∥∥m,η(uNx ) 12 pNx ∥∥L2(ΩT )∥∥(PNv)x∥∥L2(ΩT )
≤ C(u0, η)
∥∥v∥∥
L2(I;H1(Ω))
.
It follows
uNt ∈ L2(I;H1(Ω))′ ∼= L2(I;H1(Ω)′)
and in particular ∥∥uNt ∥∥L2(I;H1(Ω)′) ≤ C(u0, η). (2.35)
The limit N → ∞. Using the a priori estimates (2.30), (2.31), (2.33) and (2.35), we
infer the following convergence results for a subsequence, also denoted by {uN}N∈N and
{pN}N∈N, for N →∞:
uN ⇀ u in L2(I;H2(Ω)) (2.36)
uN
∗
⇀ u in L∞(I;H1(Ω)) (2.37)
uNt ⇀ ut in L
2(I;H1(Ω)′) (2.38)
pN ⇀ p in L2(I;H1(Ω)) (2.39)
Since H2(Ω)
c
↪→ H1(Ω) ↪→ H1(Ω)′ and H1(Ω) c↪→ L2(Ω) ↪→ H1(Ω)′, Simon’s theorem A.3
implies for a further subsequence that
uN → u in L2(I;H1(Ω)), (2.40)
uN → u in C([0, T ];L2(Ω)). (2.41)
This proves the regularity results (2.8)–(2.10). Since moreover uNx ∈ L2(I;H10 (Ω)) for
all N ∈ N by construction, (2.11) follows from (2.36). The initial condition (2.12) is an
immediate consequence of (2.26c), (2.41) and the fact that
PNu0 → u0 in L2(Ω)
as N →∞.
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Going further, we deduce from the strong convergence of uN and uNx in L
2(ΩT ) (2.40) for
yet a further subsequence that (cf. for instance [2, Lemma 1.18])
uN → u pointwise almost everywhere in ΩT , (2.42)
uNx → ux pointwise almost everywhere in ΩT . (2.43)
Using this, we will prove below that
m,η(u
N ) pNx ⇀m,η(u) px in L
2(ΩT ), (2.44)
−∂x u
N
x√
1 + |uNx |2
⇀ −∂x ux√
1 + |ux|2
in L2(ΩT ). (2.45)
Now, for arbitrary v, w ∈ L2(I;H1(Ω)) we may choose sequences {vN}N∈N, {uN}N∈N ⊂
C1([0, T ];H1(Ω)) such that vN (t), wN (t) ∈ VN for N ∈ N, t ∈ [0, T ] and
vN , wN → v, w in L2(I;H1(Ω)) (2.46)
as N →∞. Thus, if we integrate equations (2.26a) and (2.26b) over (0, T ) we obtain
T∫
0
〈
uNt , v
N
〉
H1(Ω)
dt+
∫∫
ΩT
m,η(u
N ) pNx · vNx dx dt = 0, (2.47a)
T∫
0
(
pN , wN
)
L2(Ω)
dt = −
∫∫
ΩT
∂x
(
uNx√
1 + |uNx |2
+ δuNx
)
· wN dx dt. (2.47b)
Letting N →∞ in (2.47) and using the convergence results above, we end up with
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
ΩT
m,η(u) px · vx dx dt = 0, (2.48a)
T∫
0
(
p, w
)
L2(Ω)
dt = −
∫∫
ΩT
∂x
(
ux√
1 + |ux|2
+ δux
)
· w dxdt. (2.48b)
In particular, by the arbitrariness of w ∈ L2(I;H1(Ω)) we may indeed identify
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
in L2(ΩT ). This proves (2.13).
It remains to prove (2.44) and (2.45). By the continuity of m,η and the pointwise conver-
gence of uN (2.42), m,η(u
N ) converges pointwise almost everywhere in ΩT to m,η(u) as
N →∞. Moreover, the boundedness of m,η (2.3) and Vitali’s convergence theorem yield
m,η(u
N ) v → m,η(u) v in L2(ΩT )
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for arbitrary v ∈ L2(ΩT ). Taking the weak convergence of pNx (2.39) into account, it
follows that
lim
N→∞
∫∫
ΩT
m,η(u
N ) pNx · v dx dt =
∫∫
ΩT
m,η(u) px · v dx dt
for v ∈ L2(ΩT ). This proves (2.44).
Similarly, having the relation
−∂x u
N
x√
1 + |uNx |2
= − u
N
xx√
1 + |uNx |2
3
in mind, we deduce from the boundedness
√
1 + |uNx |2
−3 ≤ 1, the pointwise convergence
of uNx (2.43) and once more Vitali’s convergence theorem that
1√
1 + |uNx |2
3 w →
1√
1 + |ux|23
w in L2(ΩT )
for arbitrary w ∈ L2(ΩT ) as N → ∞. As above, it follows from the weak convergence of
uNxx (2.36) that
lim
N→∞
∫∫
ΩT
uNxx√
1 + |uNx |2
3 · w dxdt =
∫∫
ΩT
uxx√
1 + |ux|23
· w dxdt.
for w ∈ L2(ΩT ). This proves (2.45). For another method of identifying the nonlinear
pressure, confer Remark 2.3 below.
To establish the energy estimate (2.14), note that by (2.42) and (2.43) the functions uN (t, .)
and uNx (t, .) converge pointwise almost everywhere in Ω for almost all t ∈ (0, T ) (cf. for
instance [2, Lemma A4.9]). Thus, by Fatou’s lemma and the discrete energy estimate
(2.27) we have ∫
Ω
√
1 + |ux(t)|2 dx ≤ lim inf
N→∞
∫
Ω
√
1 + |uNx (t)|2 dx ≤ C(u0)
for almost all t ∈ (0, T ). Furthermore, note that by the same arguments as above we may
prove that
m,η(u
N )
1
2 pNx ⇀m,η(u)
1
2 px in L
2(ΩT ).
Hence, using weak lower semicontinuity of the norm in L2(ΩT ) we deduce from estimate
(2.27) that ∫∫
ΩT
m,η(u) |px|2 dx dt =
∥∥m,η(u) 12 px∥∥L2(ΩT )
≤ lim inf
N→∞
∥∥m,η(uN ) 12 pNx ∥∥L2(ΩT ) ≤ C(u0).
The boundedness of the second term in (2.14) is straightforward. This proves the energy
estimate (2.14), and the proof of Proposition 2.1 is complete.
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Remark 2.3. As previously mentioned, the nonlinear operator Aδ : H
1(Ω) → H1(Ω)′,
δ > 0, can be shown to be monotone and hemicontinuous. For instance, the monotonicity
follows easily from the fact that Aδ can be obtained as the Gaˆteaux derivative of the
nonlinear convex functional Fδ : H
1(Ω)→ R given by
Fδ(u) =
∫
Ω
√
1 + |ux|2 + δ
2
|ux|2 dx ∀u ∈ H1(Ω)
for δ > 0 (cf. [21, Proposition 1.1, p. 158]). Hence, there is a more elegant method of
identifying the nonlinear pressure p in the limit. To this end, we depart from
T∫
0
(
pN , wN
)
L2(Ω)
dt =
T∫
0
〈
Aδ(u
N ), wN
〉
H1(Ω)
dt
instead of (2.47b). Furthermore, we may employ the energy estimate (2.27) to prove
that Aδ(u
N ) is uniformly bounded in L2(I;H1(Ω)′). Thus, we deduce the existence of a
convergent subsequence, also denoted by {Aδ(uN )}N∈N, and may employ the monotonicity
of Aδ to prove that indeed
Aδ(u
N ) ⇀ Aδ(u) in L
2(I;H1(Ω)′).
as N →∞ (cf. for instance [21, 26, 23]). Hence, we obtain
T∫
0
(
p, w
)
L2(Ω)
dt =
T∫
0
〈
Aδ(u), w
〉
H1(Ω)
dt
in the limit. By the regularity of u, we may finally identify
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
.
Note in particular that this method does not require the gradient uNx to converge pointwise
almost everywhere in ΩT . However, since we will always have pointwise convergence of
uNx throughout this work, we will continue to use the straightforward method as in the
proof of Proposition 2.1 above. 
Remark 2.4. So far, we could also have used the well-known theorem of Aubin–Lions
(see [21, Theorem 5.1, p. 58]) to prove strong convergence of uN in L2(I;H1(Ω)). In this
context, Proposition A.2 would guarantee that u ∈ C([0, T ];L2) in the limit. However, we
will necessarily need the more general theorem of Simon A.3 below, as it does not require
any of the involved spaces to be reflexive. 
23
2 Approximate Solutions
2.2 Unbounded Mobilities
In the previous step, we have proved existence of a weak solution (uη, pη) = (uδ,,η, pδ,,η),
0 < δ, , η ≤ 1, of the following system:
T∫
0
〈
uηt , v
〉
H1(Ω)
dt+
∫∫
ΩT
m,η(u
η) pηx · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (2.49a)
pη = −∂x
(
uηx√
1 + |uηx|2
+ δuηx
)
(2.49b)
In addition, the solution satisfies the following energy estimate for almost all t ∈ (0, T ):∫
Ω
√
1 + |uηx(t)|2 dx+ δ
2
∥∥uηx(t)∥∥2L2(Ω) + ∫∫
ΩT
m,η(u
η) |px|2 dx dt ≤ C(u0) (2.50)
The redundancy of the artificial bound on the mobility m,η provided by η > 0 is obvious:
Estimate (2.50) and conservation of mass imply that the solutions {uη}η>0 are uniformly
bounded in L∞(I;W 1,1(Ω)). Since W 1,1(Ω) ↪→ L∞(Ω) holds true in the one-dimensional
setting, uη and m,η(u
η) are bounded almost everywhere in ΩT independently of η > 0.
Relying on the energy estimate (2.50) above, we will obtain the same regularity results as
in Proposition 2.1 in the limit η → 0.
For the upcoming results we define
m(s) := lim
η→0
m,η(s) = m(s) +  ∀ s ∈ R.
The goal of this section is the proof of the following proposition:
Proposition 2.5. Assume (H1)–(H2) and let 0 < δ,  ≤ 1. Then a pair of functions
(u, p) = (uδ,, pδ,) exists such that
u ∈ L2(I;H2(Ω)) ∩ L∞(I;H1(Ω)) ∩ C([0, T ];L2(Ω)), (2.51)
ut ∈ L2(I;H1(Ω)′), (2.52)
p ∈ L2(I;H1(Ω)), (2.53)
ux(t) ∈ H10 (Ω) a.e. in (0, T ), (2.54)
u(0) = u0, (2.55)
which solves the following system:
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
ΩT
m(u) px · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (2.56a)
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
(2.56b)
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Furthermore, the solution satisfies the energy estimate∫
Ω
√
1 + |ux(t)|2 dx+ δ
2
∥∥ux(t)∥∥2L2(Ω) + ∫∫
ΩT
m(ux) |px|2 dx dt ≤ C(u0) (2.57)
for almost all t ∈ (0, T ). 
Proof of Proposition 2.5. Let (uη, pη) be a solution in the sense of Proposition 2.1.
A priori estimates. We may easily prove that conservation of mass holds by taking v ≡ 1
as a test function in (2.49a) and using Proposition A.2. That is, we have∫
Ω
uη(t) dx =
∫
Ω
u0 dx (2.58)
for all t ∈ [0, T ]. Moreover, we infer from equation (2.49b) and the boundary regularity of
uη (2.11) that ∫
Ω
pη(t) dx = 0 (2.59)
for almost all t ∈ (0, T ).
From the energy estimate (2.50), conservation of mass (2.58) and Poincare´’s inequality we
deduce that ∥∥uη∥∥
L∞(I;W 1,1(Ω)) ≤ C(u0), (2.60)∥∥uη∥∥
L∞(I;H1(Ω)) ≤ C(u0, δ). (2.61)
Moreover, using (2.50) and (2.59) together with Poincare´’s inequality once again, we obtain∥∥pη∥∥
L2(I;H1(Ω))
≤ C(u0, ). (2.62)
Multiplying (2.49b) by −uηxx ∈ L2(ΩT ), calculation as in the proof of Proposition 2.1
yields ∫∫
ΩT
|uηxx|2√
1 + |uNx |2
3 + δ|uηxx|2 dx dt ≤
δ
2
∥∥uηxx∥∥2L2(ΩT ) + C(δ)∥∥pη∥∥L2(ΩT ). (2.63)
Thus, ∥∥uη∥∥
L2(I;H2(Ω))
≤ C(u0, δ, ). (2.64)
Finally, note that W 1,1(Ω) ↪→ L∞(Ω) and moreover L∞(I;L∞(Ω)) ⊆ L∞(ΩT ). Hence, by
(2.60), ∥∥uη∥∥
L∞(ΩT )
≤ C(u0). (2.65)
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Using (2.65), the energy estimate (2.50) and Ho¨lder’s inequality, we may proceed similarly
as in the previous proof to obtain
∣∣∣ T∫
0
〈
uηt , v
〉
H1(Ω)
dt
∣∣∣ ≤ ∫∫
ΩT
|m,η(uη) pηx · vx| dx dt
≤ ∥∥m,η(uη) pηx∥∥L2(ΩT )∥∥vx∥∥L2(ΩT )
≤ ∥∥m,η(uη)∥∥ 12L∞(ΩT )∥∥m,η(uη) 12 pηx∥∥L2(ΩT )∥∥vx∥∥L2(ΩT )
≤ C(u0,m)
∥∥v∥∥
L2(I;H1(Ω))
such that ∥∥uηt ∥∥L2(I;H1(Ω)′) ≤ C(u0). (2.66)
The limit η → 0. Using the a priori estimates (2.61), (2.62), (2.64), (2.66) and applying
Simon’s theorem A.3 in the fashion above, we infer the following convergence results for
a subsequence, also denoted by {uη}η>0 and {pη}η>0, for η → 0:
uη ⇀ u in L2(I;H2(Ω)) (2.67)
uη
∗
⇀ u in L∞(I;H1(Ω)) (2.68)
uη → u in L2(I;H1(Ω)) (2.69)
uη → u in C([0, T ];L2(Ω)) (2.70)
uηt ⇀ ut in L
2(I;H1(Ω)′) (2.71)
pη ⇀ p in L2(I;H1(Ω)) (2.72)
This proves the regularity results (2.51)–(2.53). (2.54) and (2.55) follow from the very
same arguments as in the proof of Proposition 2.1.
As before, the strong convergence of uη and uηx in L2(ΩT ) (2.69) implies for a further
subsequence that
uη → u pointwise almost everywhere in ΩT , (2.73)
uηx → ux pointwise almost everywhere in ΩT . (2.74)
Hence, we may argue as in the proof of Proposition 2.1 and deduce from (2.72), (2.73),
the boundedness of m,η(u
η) (2.65) and Vitali’s convergence theorem that
m,η(u
η) pηx ⇀m(u) px in L
2(ΩT ).
Similarly, by the arguments in the proof of Proposition 2.1, (2.67) and (2.74) yield
−∂x u
η
x√
1 + |uηx|2
⇀ −∂x ux√
1 + |ux|2
in L2(ΩT ).
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Letting η → 0 in (2.49) and using the convergence results above, equations (2.56) hold.
To prove the energy estimate (2.57), we argue as in the proof of Proposition 2.1, using
Fatou’s lemma and weak lower semicontinuity of the norm.
Remark 2.6. In (2.63), we employed a straightforward calculation to infer an uniform
L2(I;H2(Ω))-bound on {uη}η>0, eventually relying on the uniform L2(I;H1(Ω))-bound
on {pη}η>0 provided by the energy estimate as long as  > 0. As an alternative argument,
which would work in arbitrary space dimensions also, one observes that uη solves
Aδ(u
η(t)) = pη(t) in H1(Ω)′
for almost all t ∈ (0, T ) and may henceforth apply regularity theory for second-order
nonlinear elliptic equations (cf. for instance [16]) to deduce the estimate∥∥uη(t)∥∥
H2(Ω)
≤ C(δ)∥∥pη(t)∥∥
L2(Ω)
for almost all t ∈ (0, T ). This implies (2.64). Of course, either approach is heavily
depending on the condition δ > 0. However, this observation will become redundant
in the next step when we let  → 0 and an additional estimate has to be derived in
order to control p and spatial derivatives of u. Finally, let us mention that in the case of
the standard thin-film equation, where the pressure pη = −4uη is linear, the very same
regularity argument would yield an estimate in the space L2(I;H3(Ω)), whereas an uniform
L2(I;H2(Ω))-bound is the best one can expect in our setting due to the nonlinearity. 
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3 Degenerate Mobilities
By Proposition 2.5, there exists a solution (u, p) = (uδ,, pδ,), 0 < δ,  ≤ 1, of the
following system:
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
ΩT
m(u
) px · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (3.1a)
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
(3.1b)
Furthermore, the solution satisfies the following energy estimate for almost all t ∈ (0, T ):∫
Ω
√
1 + |ux(t)|2 dx+
δ
2
∥∥ux(t)∥∥2L2(Ω) + ∫∫
ΩT
m(u
) |px|2 dx dt ≤ C(u0) (3.2)
We intend to let  → 0 in the next step. Note that we would lose control of {px}>0
and {uxx}>0, if we would rely on the energy estimate (3.2) only. As a remedy, we will
prove that the solutions {u}>0 obtained by Proposition 2.5 are Ho¨lder-continuous on
ΩT . Hence, u
 will converge uniformly on ΩT to a continuous function u as → 0. Using
this result, we may show that indeed px ∈ L2loc({|u| > 0}T ) in the limit. Moreover, we
will derive a new a priori estimate, the so-called entropy estimate. It will help controlling
second-order derivatives of {u}>0 and henceforth identifying the pressure p in the limit.
In addition, it is the key to prove nonnegativity results for the solution u.
3.1 Continuous Solutions
By the energy estimate (3.2), we have for any solution u in the sense of Proposition 2.5
that ∥∥ux(t)∥∥L2(Ω) ≤ C(u0, δ)
for almost all t ∈ (0, T ). In addition, we may take v ≡ 1 as a test function in (3.1a)
and use Proposition A.2 to show that conservation of mass holds. Hence, by Poincare´’s
inequality we obtain ∥∥u(t)∥∥
H1(Ω)
≤ C(u0, δ) (3.3)
for almost all t ∈ (0, T ). Since moreover u ∈ C([0, T ];L2(Ω)) by (2.51), we may easily
deduce that u(t) ∈ H1(Ω) is uniquely determined for every t ∈ [0, T ] and that (3.3) is in
fact valid for all t ∈ [0, T ]. Finally, it follows from the continuous embedding C0, 12 (Ω) ↪→
H1(Ω) that
sup
t∈[0,T ]
∥∥u(t)∥∥
C0,
1
2 (Ω)
≤ C(u0, δ) =: K. (3.4)
Note, that the constant is independent of  > 0, but may depend on δ > 0.
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The following lemma was introduced by Bernis and Friedman (see [8, Lemma 2.1]). We
may basically adopt their proof for our case, since it does not involve the structure of the
pressure p at all. However, we will differ slightly in one detail, making use of Proposition
A.2 once more.
Lemma 3.1. Let 0 < δ,  ≤ 1 and u = uδ, be a solution in the sense of Proposition 2.5.
Then, there is a constant M(δ) independent of  > 0 such that
|u(t2, x)− u(t1, x)| ≤M(δ) |t2 − t1| 18 (3.5)
for all x ∈ Ω and t1, t2 ∈ [0, T ]. 
Proof. We argue by contradiction and suppose that for all M > 0 there exist x0 ∈ Ω and
t1, t2 ∈ [0, T ] such that
|u(t2, x0)− u(t1, x0)| > M |t2 − t1| 18 . (3.6)
Without loss of generality we may assume u(t2, x0) ≥ u(t1, x0) such that (3.6) is equiv-
alent to
u(t2, x0)− u(t1, x0) > M |t2 − t1|β, (3.7)
where x0 ∈ Ω, t1, t2 ∈ [0, T ] and β := 18 . We now choose ϕ(t, x) = θ(t) ξ(x) as a test
function in (3.1a), where the functions ξ and θ will be defined in the following.
We set
ξ(x) := ξ0
(
x− x0
M2
16K2
|t2 − t1|2β
)
,
where M is the constant from (3.7), K the Ho¨lder-constant from (3.4) and ξ0 is a smooth
function satisfying ξ0(x) = ξ0(−x), ξ0(x) = 1 for 0 ≤ x < 12 , ξ0(x) = 0 for x ≥ 1 and
ξ′0(x) ≤ 0 for x ≥ 0. In particular, we have
ξ(x) =
{
0 if |x− x0| ≥ M216K2 |t2 − t1|2β,
1 if |x− x0| ≤ M22·16K2 |t2 − t1|2β.
Furthermore, we may assume that t1 < t2 (otherwise replace θ by −θ below) and set
θ(t) := χ(t1,t2)(t).
Obviously it holds that ϕ(t, x) = θ(t) ξ(x) ∈ L2(I;H1(Ω)). Using ϕ as a test function in
(3.1a) leads to
T∫
0
〈
ut, ξ(.)
〉
H1(Ω)
θ(t) dt = −
∫∫
ΩT
m(u
) px · ξ′(x) θ(t) dx dt. (3.8)
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For the left-hand side, we observe that 1 · ξ ∈ C1([0, T ];H1(Ω)), and by the rule of partial
integration as in Proposition A.2 (iv) we obtain
T∫
0
〈
ut, ξ(.)
〉
H1(Ω)
θ(t) dt =
t2∫
t1
〈
ut, ξ(.)
〉
H1(Ω)
dt
=
∫
Ω
(
u(t2, x)− u(t1, x)
) · ξ(x) dx. (3.9)
We estimate the right-hand side of (3.9) from below: Since ξ(x) = 0 for |x − x0| ≥
M2
16K2
|t2 − t1|2β, we only need to consider x ∈ Ω with |x− x0| ≤ M216K2 |t2 − t1|2β. For such
x it holds by (3.4) and (3.7) that
u(t2, x)− u(t1, x) =
(
u(t2, x)− u(t2, x0)
)
+
(
u(t2, x0)− u(t1, x0)
)
+
(
u(t1, x0)− u(t1, x)
)
≥ −2K|x− x0| 12 +M |t2 − t1|β
≥ M
2
|t2 − t1|β.
Moreover, we set E := {x ∈ Ω : ξ(x) = 1} and observe that µ(E) ≥ M2
2·16K2 |t2 − t1|2β
independently of x0 ∈ Ω. Thus,∫
Ω
(
u(t2, x)− u(t1, x)
) · ξ(x) dx ≥ ∫
E
(
u(t2, x)− u(t1, x)
) · ξ(x) dx
≥
∫
E
M
2
|t2 − t1|β · ξ(x) dx
≥ M
2
|t2 − t1|β · M
2
2 · 16K2 |t2 − t1|
2β
=
M3
4 · 16K2 |t2 − t1|
3β.
(3.10)
On the other hand, using Ho¨lder’s inequality, Fubini’s theorem and the energy estimate
(3.2), we estimate for the right-hand side of (3.8)∣∣∣∫∫
ΩT
m(u
) px · ξx(x) θ(t) dx dt
∣∣∣
≤
(∫∫
ΩT
|m(u) px|2 dx dt
) 1
2
(∫∫
ΩT
|ξ′(x)θ(t)|2 dx dt
) 1
2
=
(∫∫
ΩT
|m(u) px|2 dx dt
) 1
2
(∫
Ω
|ξ′(x)|2 dx
) 1
2
( T∫
0
|θ(t)|2 dt
) 1
2
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≤ C(u0) · sup
x∈Ω
|ξ′(x)| · µ (supp(ξ)) 12 · |t2 − t1| 12
≤ C(u0) · C(ξ0)M2
16K2
|t2 − t1|2β
·
√
2M
4K
|t2 − t1|β · |t2 − t1| 12
≤ C1(u0, ξ0,K) · 1
M
|t2 − t1| 12−β.
Thus, together with (3.8) and (3.10) we obtain
M3|t2 − t1|3β ≤ C2(u0, ξ0,K) 1
M
|t2 − t1| 12−β.
But since β = 18 , this is equivalent to
M4 ≤ C2(u0, ξ0,K)|t2 − t1| 12−4β = C2(u0, ξ0,K).
Hence, M is bounded by a constant independent of x0, t1 and t2. This contradicts the
assumption and the lemma is proved.
Corollary 3.2. Let 0 < δ,  ≤ 1 and u = uδ, be a solution in the sense of Proposition
2.5. Then u is continuous on ΩT and satisfies
|u(t0, x0)| ≤ C0(u0), (3.11)
|u(t2, x2)− u(t1, x1)| ≤ C1(u0, δ)
(|t2 − t1| 18 + |x2 − x1| 12 ) (3.12)
for all (ti, xi) ∈ ΩT , i = 0, 1, 2. 
Proof. The continuity and the Ho¨lder-condition (3.12) follow from (3.4) and Lemma 3.1.
As in (2.65), we deduce from the energy estimate (3.2) and conservation of mass that∥∥u∥∥
L∞(ΩT )
≤ C(u0)
holds independently of δ > 0 and  > 0, and (3.11) follows.
3.2 The Entropy Estimate
For 0 <  ≤ 1 we consider the functions
g(s) := −
a∫
s
1
m(r)
dr, (3.13)
G(s) := −
a∫
s
g(r) dr, (3.14)
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where we choose
a > max
(t,x)∈ΩT
|u(t, x)|. (3.15)
Note in particular that we may choose a independently of  > 0 due to Corollary 3.2.
Obviously it holds that
G(s) ≥ 0, G′(s) = g(s) ≤ 0 ∀ s ≤ a (3.16)
and we may estimate
g(s) ≤ 1

|s− a|, G(s) ≤ 1

|s− a|2.
Furthermore, we have for 0 < 1 < 2
G2(t) ≤ G1(t) ≤ G(t) := lim
→0
G(t). (3.17)
Since g ∈ C1(R) and g′ =
1
m(.)
∈ L∞(R) for  > 0, we may apply the chain rule for
weak derivatives (cf. for instance [15, Lemma 7.5]) to obtain(
g(u)
)
x
= g′(u
)ux =
1
m(u)
ux
and deduce that g(u
) ∈ L2(I;H1(Ω)) holds by the regularity of u. Using g(u) · χ(t1,t2)
for 0 ≤ t1, t2 ≤ T as a test function in (3.1a) leads to
0 =
t2∫
t1
〈
ut, g(u
)
〉
H1(Ω)
dt+
∫∫
(t1,t2)×Ω
m(u
) px · (g(u))x dx dt
=
t2∫
t1
〈
ut, g(u
)
〉
H1(Ω)
dt+
∫∫
(t1,t2)×Ω
px · ux dx dt.
(3.18)
On the other hand, we may multiply (3.1b) by −uxx · χ(t1,t2) ∈ L2(ΩT ) and integrate by
parts to obtain ∫∫
(t1,t2)×Ω
px · ux dx dt = −
t2∫
t1
(
p, uxx
)
L2(Ω)
dt
=
∫∫
(t1,t2)×Ω
|uxx|2√
1 + |ux|2
3 + δ|uxx|2 dx dt
(3.19)
Note that the boundary terms vanish due to the regularity of u provided by (2.54).
Putting together (3.18) and (3.19) we arrive at
T∫
0
〈
ut, g(u
)
〉
H1(Ω)
dt+
∫∫
(t1,t2)×Ω
|uxx|2√
1 + |ux|2
3 + δ|uxx|2 dx dt = 0 (3.20)
for 0 ≤ t1, t2 ≤ T . We prove the following lemma:
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Lemma 3.3. Let G ∈ C2(R) and denote g := G′. Moreover, suppose that |g′| ≤ c0. Then,
for u ∈W 12
(
I;H1(Ω);L2(Ω)
)
and arbitrary 0 ≤ t1, t2 ≤ T it holds that∫
Ω
G(u(t2)) dx−
∫
Ω
G(u(t1)) dx =
t2∫
t1
〈
ut, g(u)
〉
H1(Ω)
dt.

Proof. By Proposition A.2 (iii) we may choose a sequence {uk}k∈N ⊂ C1([0, T ];H1(Ω))
such that
uk → u in L2(I;H1(Ω)), (3.21)
ukt → ut in L2(I;H1(Ω)′) (3.22)
as k → ∞. In view of (3.21) we may in particular assume that uk and ukx converge
pointwise almost everywhere in ΩT as k → ∞. Furthermore, from the continuity of the
embedding W 12
(
I;H1(Ω);L2(Ω)
)
↪→ C([0, T ];L2(Ω)) (cf. Proposition A.2 (ii)) we deduce
that
uk(t)→ u(t) in L2(Ω) (3.23)
for all t ∈ [0, T ]. Moreover, note that by the boundedness of g′ the following growth
conditions on g and G hold:
|g(s)| ≤ c1|s|+ c2 ∀ s ∈ R
|G(s)| ≤ c3|s|2 + c4 ∀ s ∈ R
Hence, using Vitali’s convergence theorem and (3.21) we infer
g(uk)→ g(u) in L2(I;H1(Ω)) (3.24)
as k →∞.
We define the functional
G =
∫
Ω
G(.) dx : L2(Ω)→ R.
By the differentiability of G and the boundedness of g′ we get∫
Ω
G(v + h) dx−
∫
Ω
G(v) dx =
∫
Ω
g(v) · h dx+ o(∥∥h∥∥
L2(Ω)
)
,
for arbitrary v, h ∈ L2(Ω). Hence, G is differentiable in the sense of Fre´chet, and since uk ∈
C1([0, T ];H1(Ω)) we may apply the chain rule for Fre´chet-derivatives (see [25, Proposition
4.10]) to G ◦ uk : [0, T ]→ R and obtain
d
dt
∫
Ω
G(uk(t)) dx =
∫
Ω
g(uk(t)) · ukt (t) dx
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for arbitrary t ∈ [0, T ]. The fundamental theorem of calculus yields
∫
Ω
G(uk(t2)) dx−
∫
Ω
G(uk(t1)) dx =
t2∫
t1
(
g(uk), ukt
)
L2(Ω)
dt (3.25)
for t1, t2 ∈ [0, T ].
Letting k →∞ in (3.25), we observe that by (3.22) and (3.24)
t2∫
t1
(
g(uk), ukt
)
L2(Ω)
dt =
t2∫
t1
〈
ukt , g(u
k)
〉
H1(Ω)
dt
k→∞−−−→
t2∫
t1
〈
ut, g(u)
〉
H1(Ω)
dt
and by (3.23) together with Vitali’s convergence theorem∫
Ω
G(uk(t)) dx
k→∞−−−→
∫
Ω
G(u(t)) dx
for any t ∈ [0, T ]. This proves the lemma.
Now, note that by (3.17) ∫
Ω
G(u0) dx ≤
∫
Ω
G(u0) dx ≤ C(u0)
independently of  > 0 due to assumption (H2). Hence, combining (3.20) and Lemma 3.3
applied to the functions G yields the estimate
sup
t∈[0,T ]
∫
Ω
G(u
(t)) dx+
∫∫
ΩT
|uxx|2√
1 + |ux|2
3 + δ|uxx|2 dx dt ≤ C(u0) (3.26)
for 0 <  ≤ 1, which will in the following be referred to as “entropy estimate”.
Remark 3.4. In [17], the author uses a very similar argument to derive the entropy
estimate and, in addition, to reestablish the energy estimate in the setting of the standard
thin-film equation in higher space dimensions. Regarding the latter, Lemma 3.3 seems to
be well suited for this purpose in our case also, since the function
s 7→ Fδ(s) =
√
1 + |s|2 + δ
2
|s|2
is convex and meets the conditions of Lemma 3.3 for δ > 0. However, note that the
regularity of ux is too weak to apply Lemma 3.3 or a similar argument directly. Moreover,
it turns out to be rather difficult to mimic the above approximation argument because
of the coupling and the nonlinearity of the pressure p. This is the reason why we spend
careful effort on preserving the energy estimate in each limit. 
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Using the continuity of u and the entropy estimate (3.26), we will now prove the following
proposition:
Proposition 3.5. Assume (H1)–(H2) and let 0 < δ ≤ 1. Then a pair of functions
(u, p) = (uδ, pδ) exists such that
u ∈ L2(I;H2(Ω)) ∩ L∞(I;H1(Ω)) ∩ C([0, T ];L2(Ω)), (3.27)
ut ∈ L2(I;H1(Ω)′), (3.28)
p ∈ L2(ΩT ), px ∈ L2loc({|u| > 0}T ) (3.29)
ux(t) ∈ H10 (Ω) a.e. in (0, T ), (3.30)
u(0) = u0, (3.31)
which solves the following system:
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
{|u|>0}T
m(u) px · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (3.32a)
p = −∂x
(
ux√
1 + |ux|2
+ δux
)
(3.32b)
Furthermore, the solution satisfies the energy estimate∫
Ω
√
1 + |ux(t)|2 dx+ δ
2
∥∥ux(t)∥∥2L2(Ω) + ∫∫
{|u|>0}T
m(u)r |px|2 dx dt ≤ C(u0, r) (3.33)
for almost all t ∈ (0, T ) and arbitrary r > 1, and the estimate∫∫
ΩT
|uxx|2√
1 + |ux|23
+ δ |uxx|2 dx dt ≤ C(u0) (3.34)
holds true. Finally, the function u is continuous on ΩT and satisfies
|u(t0, x0)| ≤ C0(u0), (3.35)
|u(t2, x2)− u(t1, x1)| ≤ C1(u0, δ)
(|t2 − t1| 18 + |x2 − x1| 12 ) (3.36)
for all (ti, xi) ∈ ΩT , i = 0, 1, 2. 
Proof of Proposition 3.5. Let (u, p) be a solution in the sense of Proposition 2.5.
A priori estimates. Note that conservation of mass holds by the argument in (3.3). By
the energy estimate (3.2) we have the following estimates independent of  > 0:∥∥u∥∥
L∞(I;H1(Ω)) ≤ C(u0, δ) (3.37)∫∫
ΩT
m(u

x) |px|2 dx dt ≤ C(u0) (3.38)
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In particular, the second bound implies that
√

∥∥px∥∥L2(ΩT ) ≤ C(u0), (3.39)∫∫
ΩT
m(ux) |px|2 dx dt ≤ C(u0). (3.40)
By (3.37) and the entropy estimate (3.26) we have∥∥u∥∥
L2(I;H2(Ω))
≤ C(u0, δ). (3.41)
Moreover, for p we get
∥∥p∥∥2
L2(ΩT )
≤
∫∫
ΩT
∣∣∣∣ uxx√
1 + |ux|2
3 + δu

xx
∣∣∣∣2 dx dt
≤ 2
∫∫
ΩT
|uxx|2√
1 + |ux|2
6 + δ
2|uxx|2 dx dt
≤ 2
∫∫
ΩT
|uxx|2√
1 + |ux|2
3 + δ|uxx|2 dx dt,
(3.42)
such that ∥∥p∥∥
L2(ΩT )
≤ C(u0) (3.43)
by the entropy estimate (3.26). Furthermore, using∥∥m(u) px∥∥L2(Ω) ≤ C(u0)
due to the energy estimate (3.2) and the boundedness of u (cf. Corollary 3.2), we show
as before that ∥∥ut∥∥L2(I;H1(Ω)′) ≤ C(u0,m). (3.44)
Finally, by Corollary 3.2 the function u is continuous on ΩT and satisfies
|u(t0, x0)| ≤ C0(u0), (3.45)
|u(t2, x2)− u(t1, x1)| ≤ C1(u0, δ)
(|t2 − t1| 18 + |x2 − x1| 12 ) (3.46)
for all (ti, xi) ∈ ΩT , i = 0, 1, 2.
The limit  → 0. By Arzela`–Ascoli’s theorem, there exists a subsequence, again denoted
by {u}>0, such that
u → u uniformly on ΩT (3.47)
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as  → 0. Since the set of functions satisfying the estimates (3.45) and (3.46) is closed
with respect to uniform convergence, u is continuous and satisfies (3.35) and (3.36) in the
limit.
Using the a priori estimates (3.37), (3.41), (3.43), (3.44) and Simon’s theorem A.3, we infer
the following convergence results for a further subsequence, again denoted by {u}>0 and
{p}>0, for → 0:
u ⇀ u in L2(I;H2(Ω)) (3.48)
u
∗
⇀ u in L∞(I;H1(Ω)) (3.49)
u → u in L2(I;H1(Ω)) (3.50)
u → u in C([0, T ];L2(Ω)) (3.51)
ut ⇀ ut in L
2(I;H1(Ω)′) (3.52)
p ⇀ p in L2(ΩT ) (3.53)
This proves the regularity results (3.27) and (3.28). (3.30) and (3.31) follow from the same
arguments as before.
Again, from the strong convergence of ux in L
2(ΩT ) (3.50) we deduce that
ux → ux pointwise almost everywhere in ΩT (3.54)
for a subsequence and hence argue as in the proof of Proposition 2.5 to infer that
−∂x u

x√
1 + |ux|2
⇀ −∂x ux√
1 + |ux|2
in L2(ΩT ).
This proves identity (3.32b).
Let us now show that indeed
px ⇀ px in L
2(U) ∀U ⊂⊂ {|u| > 0}T . (3.55)
To this end, let U ⊂⊂ {|u| > 0}T be arbitrary and denote
σ := min
(t,x)∈U
|u(t, x)| > 0.
By the continuity of u, we have U ⊂ U ′ := {|u| > σ2}T , and by the uniform convergence
(3.47) it holds that u(t, x) ≥ σ4 on U ′ for  > 0 sufficiently small. Thus, by the energy
estimate (3.2),
cm0
(σ
4
)n ∫∫
U ′
|px|2 dx dt ≤
∫∫
ΩT
m(u
) |px|2 dx dt ≤ C(u0),
which implies ∫∫
U ′
|px|2 dx dt ≤ C(u0, cm0 , U ′).
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Hence, there exists a subsequence depending on U ′ such that
px ⇀ q in L
2(U ′). (3.56)
Since u is continuous on ΩT , there exists a finite number of rectangles R1, R2, . . . , Rk such
that U ⊂ ⋃kj=1Rj ⊂ U ′. On each Rj , j = 1, . . . , k, we choose an arbitrary ϕ ∈ C∞0 (Rj)
and deduce from (3.53) and (3.56) that the relation∫∫
Rj
q · ϕdx dt = −
∫∫
Rj
p · ϕx dx dt
holds true. Hence, we may identify q = px on U and deduce that in fact the whole sequence
converges, that is,
px ⇀ px weakly in L
2(U)
as → 0. The arbitrariness of U proves (3.55) and in turn (3.29).
We shall now prove that∫∫
ΩT
m(u
) px · vx dx dt →0−−→
∫∫
{|u|>0}T
m(u) px · vx dx dt. (3.57)
for arbitrary v ∈ L2(I;H1(Ω)). First of all, observe that∫∫
ΩT
m(u
) px · vx dx dt =
∫∫
ΩT
m(u) px · vx dx dt+ 
∫∫
ΩT
px · vx dx dt,
and for the second term we have by (3.39)

∫∫
ΩT
px · vx dx dt ≤ 
∥∥px∥∥L2(ΩT )∥∥vx∥∥L2(ΩT ) →0−−→ 0.
Moreover, for arbitrary ρ > 0 we split∫∫
ΩT
m(u) px · vx dx dt =
∫∫
{|u|>ρ}T
m(u) px · vx dx dt+
∫∫
{|u|≤ρ}T
m(u) px · vx dx dt
=: I1 + I2.
We deduce from the weak convergence of px (3.55), the uniform convergence of u
 (3.47)
and the boundedness of m(u) (3.45), that
I1 →0−−→
∫∫
{|u|>ρ}T
m(u) px · vx dx dt. (3.58)
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On the other hand, using (3.40) we may estimate
|I2| =
∣∣∣ ∫∫
{|u|≤ρ}T
m(u) px · vx dx dt
∣∣∣
≤
( ∫∫
{|u|≤ρ}T
m(u) |vx|2 dx dt
) 1
2
( ∫∫
{|u|≤ρ}T
m(u) |px|2 dx dt
) 1
2
≤ ρn2 · C(m0)
∥∥v∥∥
L2(I;H1(Ω))
( ∫∫
{|u|≤ρ}T
m(u) |px|2 dx dt
) 1
2
≤ C(u0,m0, v) ρn2
(3.59)
independently of  > 0. Hence, the arbitrariness of ρ > 0 proves (3.57), and equation
(3.32a) follows.
It remains to prove the estimates (3.33) and (3.34). As before, we obtain the boundedness
of the first and second term in the energy estimate (3.33) by the pointwise convergence of
ux (3.54) and Fatou’s lemma.
In view of the proof of Proposition 2.5, we would like to prove that
m(u)
1
2 px ⇀m(u)
1
2 px χ{|u|>0}T in L
2(ΩT ) (3.60)
and infer that ∫∫
{|u|>0}T
m(u) |px|2 dx dt ≤ C(u0)
by weak lower semicontinuity of the norm. However, note that we are not able to prove
(3.60) by the arguments above, namely, we would not succeed in estimating I2 in terms
of ρ as in (3.59), if we would replace m(u) by m(u)
1
2 . But, for any r > 1 and arbitrary
w ∈ L2(ΩT ), we still may estimate∣∣∣ ∫∫
{|u|≤ρ}T
m(u)
r
2 px · w dxdt
∣∣∣
≤
( ∫∫
{|u|≤ρ}T
m(u)r−1 |w|2 dx dt
) 1
2
( ∫∫
{|u|≤ρ}T
m(u) |px|2 dx dt
) 1
2
≤ ρ (r−1)n2 · C(m0)
∥∥w∥∥
L2(ΩT )
( ∫∫
{|u|≤ρ}T
m(u) |px|2 dx dt
) 1
2
≤ C(u0,m0, w) ρ
(r−1)n
2 .
In addition, it holds by the same arguments as in (3.58) that∫∫
{|u|>ρ}T
m(u)
r
2 px · w dxdt →0−−→
∫∫
{|u|>ρ}T
m(u)
r
2 px · w dxdt.
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Hence, we deduce that
m(u)
r
2 px ⇀m(u)
r
2 px χ{|u|>0}T in L
2(ΩT )
for any r > 1. Moreover,∥∥m(u) r2 px∥∥2L2(ΩT ) ≤ ∥∥m(u)r−1∥∥L∞(ΩT )
∫∫
ΩT
m(u) |px|2 dx dt ≤ C(u0, r)
by (3.40) and (3.45). Therefore, weak lower semicontinuity of the norm proves the energy
estimate (3.33).
Finally, to prove (3.34), we observe once more that by (3.54) ux converges pointwise almost
everywhere and that
√
1 + |ux|2
−3/2 ≤ 1 holds. This together with Vitali’s convergence
theorem and the weak convergence of uxx (3.48) yields
uxx√
1 + |ux|2
3
2
⇀
uxx√
1 + |ux|2
3
2
in L2(ΩT ).
by the arguments above. Thus, (3.34) follows from weak lower semicontinuity of the norm
and the entropy estimate (3.26).
Remark 3.6. Note that (3.57) would directly imply∫∫
{|u|>0}T
m(u)2 |px|2 dx dt ≤ C(u0).
However, it will turn out that the effort we spent on proving∫∫
{|u|>0}T
m(u)r |px|2 dx dt ≤ C(u0, r)
for r > 1 is necessary. In fact, we will need the energy estimate (3.33) for some 1 < r < 2 in
the proof of Theorem 1 in order to identify the flux m(u) px by an analogous argumentation
as in the preceding proof. 
3.4 Nonnegativity
We may indeed prove that, given n ≥ 1, any solution in the sense of Proposition 3.5 is
nonnegative. Again, this result was introduced by Bernis and Friedman (see [8, Theorem
4.1]) in the setting of the standard thin-film equation. Their proof, which relies on the
entropy estimate and the continuity of the solution, can be literally applied to our case.
For the upcoming results, we define
g(s) := lim
→0
g(s) ∀ s ∈ R,
G(s) := lim
→0
G(s) ∀ s ∈ R.
We are going to prove the following proposition:
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Proposition 3.7. Assume (H1)–(H2), let 0 < δ ≤ 1 and u = uδ be a solution in the
sense of Proposition 3.5.
(i) If n ≥ 1, then
u ≥ 0 (3.61)
holds on ΩT .
(ii) If n ≥ 2, we have ∫
Ω
G(u(t)) dx ≤ C(u0) (3.62)
for all t ∈ [0, T ]. 
Proof. As in [8, Section 4], one may calculate the following growth properties for the
function G(s) = lim→0G(s) for 0 < s ≤ a (remember the choice of a in (3.15)):
G(s) =

c0 +O(s2−n) if 1 < n < 2
c1 log
1
s +O(1) if n = 2
c2s
2−n +R(s) if n > 2
(3.63)
Here, the positive constants c0, c1 and c2 depend on m0 only and we have
R(s) =

O(1) if 2 < n < 3,
O(log 1s ) if n = 3,
O(s2−n) if n > 3.
Now, let u be a solution in the sense of Proposition 3.5 and {u}>0 the sequence that we
have obtained in the course of the preceding proof. In particular, we may suppose that
u → u uniformly on ΩT (3.64)
as → 0, and the functions {u}>0 satisfy the entropy estimate (3.26).
ad (i). We argue by contradiction and assume that there exists a point (t0, x0) ∈ ΩT such
that u(t0, x0) < 0. Due to (3.64), there is σ > 0 such that
u(t0, x) < −σ
for x ∈ Ω, |x− x0| < σ and  > 0 sufficiently small. For such x we obtain
G(u
(t0, x)) = −
a∫
u(t0,x)
g(s) ds ≥ −
0∫
−σ
g(s) ds
→0−−→ −
0∫
−σ
g(s) ds
by the monotone convergence theorem. However, since g(s) = −∞ for s < 0 and n ≥ 1,
the integral on the right-hand side is equal to +∞. Hence,
lim inf
→0
∫
Ω
G(u
(t0, x)) dx = +∞
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in contradiction to the entropy estimate (3.26).
ad (ii). Let now n ≥ 2. We shall at first prove that
µ ({u(t) = 0}) = 0 (3.65)
for all t ∈ [0, T ]. To this end, we argue again by contradiction and assume that there
exists t0 ∈ [0, T ] such that µ(E) > 0, where E := {u(t0) = 0} ⊆ Ω. Let ρ > 0. In view of
(3.64), it holds that
u(t0, x) < ρ
for x ∈ E and  > 0 sufficiently small. Similarly as before, it follows from the monotone
convergence theorem that
G(u
(t0, x)) = −
a∫
u(t0,x)
g(s) ds ≥ −
a∫
ρ
g(s) ds
→0−−→ −
a∫
ρ
g(s) ds.
and by (3.63) we have
−
a∫
ρ
g(s) ds = G(ρ) ≥
{
c log 1ρ if n = 2,
c ρ2−n if n > 2,
for a positive constant c > 0 and ρ > 0 sufficiently small. Therefore,
lim inf
→0
∫
Ω
G(u
(t0, x)) dx ≥
{
c log 1ρ µ(E) if n = 2,
c ρ2−n µ(E) if n > 2.
Letting ρ→ 0, we obtain a contradiction to the entropy estimate (3.26), and (3.65) follows.
Finally, we have for every point (t, x) ∈ [0, T ]× Ω where u(t, x) > 0
G(u
(t, x))
→0−−→ G(u(t, x)).
Hence, using (3.65), we deduce from the entropy estimate (3.26) and Fatou’s lemma that∫
Ω
G(u(t, x)) dx ≤ C(u0)
for all t ∈ [0, T ], and the proof is complete.
Remark 3.8. Observe that µ ({u = 0}T ) = 0 holds true if n ≥ 2, which we have proved
above as an intermediate result. Following the lines of [8, Theorem 4.1], we could moreover
show that u > 0 on ΩT if n ≥ 4. However, note that these results would be worthless in
view of the upcoming limit process δ → 0, even if the approximating solutions {uδ}δ>0
would converge uniformly on ΩT . 
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Remark 3.9. Since the solution u in the sense of Proposition 3.5 is nonnegative because
of Proposition 3.7 and since we assume n ≥ 1 throughout this work, we may replace
{|u| > 0}T = {u > 0}T
and similar expressions on every occurrence. 
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In the previous step, we obtained a solution (uδ, pδ), 0 < δ < 1, of the following system:
T∫
0
〈
uδt , v
〉
H1(Ω)
dt+
∫∫
{uδ>0}
T
m(uδ) pδx · vx dx dt = 0 ∀ v ∈ L2(I;H1(Ω)) (4.1a)
pδ = −∂x
(
uδx√
1 + |uδx|2
+ δuδx
)
(4.1b)
In particular, note that the solution is continuous and nonnegative on ΩT by Proposition
3.7 (i). Moreover, the solution satisfies the energy estimate∫
Ω
√
1 + |uδx(t)|2 dx+
δ
2
∥∥uδx(t)∥∥2L2(Ω) + ∫∫
{uδ>0}
T
m(uδ)r |pδx|2 dx dt ≤ C(u0, r) (4.2)
for almost all t ∈ (0, T ) and arbitrary r > 1, and∫∫
ΩT
|uδxx|2√
1 + |uδx|2
3 + δ|uδxx|2 dx dt ≤ C(u0) (4.3)
holds. If in addition n ≥ 2, we have∫
Ω
G(uδ(t)) dx ≤ C(u0) (4.4)
for all t ∈ [0, T ] by Proposition 3.7 (ii).
In the last step, we intend to let δ → 0 and to prove Theorems 1 and 2. In view of the
estimates (4.2) and (4.3), we will lose control of the L∞(I;H1(Ω))- and L2(I;H2(Ω))-
norm of {uδ}δ>0. In other words, the operator Aδ is not uniformly coercive for δ → 0.
Furthermore, the linear growth of the function s 7→ √1 + |s|2 is not sufficient to deduce
any compactness results for a sequence of functions {uδ}δ>0 ⊂ L∞(I;W 1,1(Ω)) satisfying
the energy estimate (4.2). Of course, this is a well-known issue of non-parametric mean
curvature type equations. However, due to the degenerate and higher-order structure
of our equation, the usual approaches known from this theory are not applicable to our
problem. (For an overview of methods for mean curvature type equations, we refer the
reader to [15].)
Instead, we hope that the uniform bounds on {uδ}δ>0 induced by the estimates (4.2) and
(4.3), namely
ess sup
t∈(0,T )
∫
Ω
√
1 + |uδx(t)|2 dx ≤ C(u0),
∫∫
ΩT
|uδxx|2√
1 + |uδx|2
3 dx dt ≤ C(u0),
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are strong enough to ensure an uniform bound on {uδx}δ>0 or even {uδxx}δ>0 in a reflexive
space. This does not seem to be entirely true either. But, supposing that∫
Ω
√
1 + |uδx(t)|2 dx ≤ C(u0, t),
∫
Ω
|uδxx(t)|2√
1 + |uδx(t)|2
3 dx ≤ C(u0, t)
hold true for t ∈ (0, T ), we are able to show that∥∥uδ(t)∥∥
H2(Ω)
≤ C(u0, t)
independently of δ > 0. This is the basic idea of the following approach and the results
in Theorem 1. That is, we will obtain very low regularity results for the solutions u and
p as functions on ΩT , but for almost all t ∈ (0, T ) the functions u(t) and p(t) will possess
more regular representations as functions on Ω.
Before we prove Theorems 1 and 2, we are going to derive several helpful results in the
following section.
4.1 Preliminaries
The first lemma gives a notion of estimates pointwise in time for sequences of functions
that are uniformly bounded in L1(I;R). The very same result was proved in [18, Theorem
8.2].
Lemma 4.1. Let {fk}k∈N ⊂ L1(I;R) such that fk ≥ 0 for k ∈ N and∥∥fk∥∥L1(I;R) ≤ C, (4.5)
where C > 0 is a constant independent of k ∈ N. Then there exists a subsequence {fkj}j∈N
such that
|fkj (t)| ≤ C(t) <∞
for j ∈ N and almost all t ∈ (0, T ). 
Proof. Consider the set
E := {t ∈ (0, T ) : lim inf
k→∞
fk(t) = +∞}
and assume that
µ(E) > 0. (4.6)
For arbitrary L > 0, we have by Fatou’s lemma and (4.5)
L · µ(E) =
∫
E
lim inf
k→∞
min{fk(t), L} dt ≤ lim inf
k→∞
∫
E
min{fk(t), L} dt
≤ lim inf
k→∞
∫
E
fk(t) dt ≤ C.
Hence, letting L→ +∞ contradicts (4.6) and the lemma is proved.
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Given the estimates (4.2) and (4.3) and using the previous Lemma 4.1, we are able to
prove an uniform H2(Ω)-bound on {uδ(t)}δ>0 for almost all t ∈ (0, T ). This will be the
most crucial result in this work, as otherwise no identification of the pressure p and of the
flux m(u) px would be possible. Since we will consider the sequence {uδ(t)}δ>0 ⊂ H2(Ω)
for arbitrary but fixed t ∈ (0, T ), we will drop the dependency on t for shorthand notation
in the following lemma.
Lemma 4.2. Let {uδ}δ>0 ⊂ H2(Ω) satisfy the estimates∫
Ω
uδ dx ≤ c0, (4.7)∫
Ω
√
1 + |uδx|2 dx ≤ c1, (4.8)
∫
Ω
|uδxx|2√
1 + |uδx|2
3 dx ≤ c2. (4.9)
Then {uδ}δ>0 is uniformly bounded in W 1,∞(Ω) ∩H2(Ω) independently of δ > 0. 
Proof. We introduce the functions
Qδ(x) :=
√
1 + |uδx(x)|2, (4.10)
f δ(x) :=
uδx(x)
Qδ(x)
, (4.11)
gδ(x) := (1− |f δ(x)|2) 14 = Qδ(x)− 12 , (4.12)
where x ∈ Ω. Note that by assumption uδ ∈ H2(Ω) ↪→ C1,β(Ω) for 0 ≤ β ≤ 12 such that
we may assume f δ to be continuous on Ω. We set
yδ := max
x∈Ω
|f δ(x)| ∈ [0, 1) (4.13)
and claim that yδ is bounded by a constant strictly smaller than 1 independently of δ > 0.
We calculate
gδx(x) = ∂xQ
δ(x)−
1
2 = −1
2
Qδ(x)−
3
2 · u
δ
x(x)
Qδ(x)
· uδxx(x) = −
1
2
f δ(x)
uδxx(x)
Qδ(x)
3
2
.
Hence, by (4.9) and Ho¨lder’s inequality,∫
Ω
|gδx(x)|2 dx =
1
4
∫
Ω
|f δ(x)|2 |u
δ
xx(x)|2
Qδ(x)3
dx
≤ 1
4
∥∥f δ∥∥2
L∞(Ω)
∫
Ω
|uδxx(x)|2
Qδ(x)3
dx ≤ 1
4
c2.
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Since moreover ∥∥gδ∥∥
L∞(Ω) =
∥∥(Qδ)− 12∥∥
L∞(Ω) ≤ 1,
it follows that gδ ∈ H1(Ω) ↪→ C0, 12 (Ω) and in particular∥∥gδ∥∥
C0,
1
2 (Ω)
≤ C ∥∥gδ∥∥
H1(Ω)
≤ C(c2) =: K, (4.14)
where the constant K is independent of δ > 0. We now choose xδ ∈ Ω such that |f δ(xδ)| =
yδ. Then, (4.12) and (4.14) imply∣∣gδ(x)− (1− y2δ) 14 ∣∣ ≤ K |x− xδ| 12
for all x ∈ Ω. Since gδ(x) ≥ (1− y2δ) 14 > 0 by (4.12) and (4.13), we obtain
gδ(x) ≤ K |x− xδ|
1
2 +
(
1− y2δ
) 1
4
and may moreover estimate
gδ(x)2 ≤ 2K2 |x− xδ|+ 2
(
1− y2δ
) 1
2
for all x ∈ Ω. From this we deduce that
1
2
∫
Ω
1
K2 |x− xδ|+
(
1− y2δ
) 1
2
dx ≤
∫
Ω
1
gδ(x)2
dx.
Having in mind that we have chosen Ω = (−l, l) without loss of generality, we may estimate
the left-hand side from below by
1
2
∫
Ω
1
K2 |x− l|+ (1− y2δ) 12 dx ≤
1
2
∫
Ω
1
K2 |x− xδ|+
(
1− y2δ
) 1
2
dx,
whereas we get for the right-hand side by (4.8)∫
Ω
1
gδ(x)2
dx =
∫
Ω
Qδ(x) dx ≤ c1.
Thus, we finally arrive at
1
2
∫
Ω
1
K2 |x− l|+ (1− y2δ) 12 dx ≤ c1. (4.15)
Now, we observe that the left-hand side of (4.15) depends continuously on yδ and tends
to +∞ if we let yδ → 1. Hence, we immediately infer the existence of a constant 0 < M =
M(c1, c2) < 1 such that
|f δ(x)| ≤ yδ ≤M
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for all x ∈ Ω and independently of δ > 0. By the definition of f δ in (4.11), this implies
|uδx(x)| ≤M ·
√
1 + |uδx(x)|2
and therefore
|uδx(x)| ≤
M√
1−M2 <∞.
This together with assumption (4.7) and Poincare´’s inequality proves∥∥uδ∥∥
W 1,∞(Ω) ≤ C(c0, c1, c2)
independently of δ > 0. As a consequence,
∥∥uδxx∥∥2L2(Ω) = ∫
Ω
Qδ(x)3
|uδxx(x)|2
Qδ(x)3
dx
≤ ∥∥(Qδ)3∥∥
L∞(Ω)
∫
Ω
|uδxx|2
Qδ(x)3
dx
≤ C(c0, c1, c2)
and the proof is complete.
Remark 4.3. Note that the conditions (4.7) and (4.8) in Lemma 4.2 are immediately
satisfied for the functions {uδ(t)}δ>0 ⊂ H2(Ω) for almost all t ∈ (0, T ) by conservation
of mass and the energy estimate (4.2), whereas condition (4.9) will be deduced from the
entropy estimate (4.3) and Lemma 4.1. Of course, observing that∫
Ω
|uδxx(t)|2√
1 + |uδx(t)|2
3 dx ≤ ϕ(t),
∥∥ϕ∥∥
L1(I;R) ≤ C(u0) <∞
by the entropy estimate (4.3), one might hope that the proof of Lemma 4.2 can be adopted
to obtain an uniform Lp(I;H2(Ω))-bound on {uδ}δ>0 for some 1 < p ≤ ∞: Quantifying
the constant K in the preceding proof in terms of ϕ(t), one is able calculate the time-
dependent constant M(ϕ(t)) from (4.15) such that yδ(t) ≤ M(ϕ(t)) < 1 holds for almost
all t ∈ (0, T ). However, by this procedure we eventually end up with
∥∥uδx(t)∥∥L∞(Ω) ≤ M(ϕ(t))√1−M(ϕ(t))2 ≈ C · exp(ϕ(t)2) · ϕ(t)−2,
such that not necessarily
∥∥uδx(t)∥∥L∞(Ω) ∈ L1(I;R). Even if we proceed more rigorously
and exploit all the estimates in the proof of Lemma 4.2 more carefully, we arrive at
transcendent equations for M(ϕ(t)) which nevertheless suggest exponential growth of the
bound on
∥∥uδx(t)∥∥L∞(Ω). 
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Remark 4.4. In order to improve the regularity results of Theorem 1, one were willing
to trade regularity in space for regularity in time. In particular, a uniform bound in the
space Lp(I;W 1,q(Ω)), 1 < p, q < ∞ would be sufficient to be able to prove Theorem 1
by means of monotone operators (cf. Remark 2.3). However, the strategy of the proof of
Lemma 4.2 can yield an W 1,∞(Ω)-bound on {uδ}δ>0 only. Moreover, the author did not
succeed in applying interpolation arguments. 
Finally, in view of the preceding results we will need to identify the limit of a sequence of
functions {fk}k∈N ⊂ Lp(I;X) that converges weakly in Lp(I;X) as well as weakly in X
for almost all t ∈ (0, T ). The following lemma will be helpful.
Lemma 4.5. Let X be a Banach space and {fk}k∈N ⊂ Lp(I;X), 1 < p <∞, a sequence
such that
fk ⇀ f in L
p(I;X) (4.16)
and
fk(t) ⇀ g(t) in X (4.17)
for almost all t ∈ (0, T ) as k → ∞. Then we may identify f(t) = g(t) for almost all
t ∈ (0, T ). 
Proof. Let x′ ∈ X ′ and ϕ ∈ C0([0, T ]). Then we have ϕx′ ∈ Lq(I;X ′) ∼= Lp(I;X)′,
1
p +
1
q = 1, and
T∫
0
〈
ϕ(t)x′, fk(t)
〉
X
dt
δ→0−−−→
T∫
0
〈
ϕ(t)x′, f(t)
〉
X
dt
by (4.16). On the other hand, since〈
ϕ(t)x′, fk(t)
〉
X
δ→0−−−→ 〈ϕ(t)x′, g(t)〉
X
for almost all t ∈ (0, T ) by (4.17) and∣∣〈ϕ(t)x′, fk(t)〉X ∣∣ ≤ ∥∥ϕ∥∥C0([0,T ])∥∥x′∥∥X′∥∥fk(t)∥∥X ,
where
∥∥fk∥∥X is uniformly bounded in Lp(I;R) due to (4.16), we may apply Vitali’s con-
vergence theorem to obtain
T∫
0
〈
ϕ(t)x′, fk(t)
〉
X
dt
δ→0−−−→
T∫
0
〈
ϕ(t)x′, g(t)
〉
X
dt.
Hence, we conclude
T∫
0
ϕ(t)
〈
x′, f(t)
〉
X
dt =
T∫
0
ϕ(t)
〈
x′, g(t)
〉
X
dt.
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Since ϕ ∈ C0([0, T ]) was arbitrary, it follows that〈
x′, f(t)
〉
X
=
〈
x′, g(t)
〉
X
for almost all t ∈ (0, T ), and the arbitrariness of x′ ∈ X ′ completes the proof.
4.2 Proof of Theorem 1
Using these results, we are now ready to prove Theorem 1. Our method is somewhat
similar to the approach appearing in the proof of [18, Theorem 8.2], even though there are
several substantial differences in comparison to our case.
Proof of Theorem 1. Let (uδ, pδ) be a solution in the sense of Proposition 3.5. In
particular, the functions uδ and pδ satisfy the equations (4.1) and the estimates (4.2) and
(4.3). Furthermore, note that uδ is continuous and nonnegative on ΩT .
A priori estimates. As before, conservation of mass is easy to prove employing Proposition
A.2, that is, ∫
Ω
uδ(t) dx =
∫
Ω
u0 dx (4.18)
holds for t ∈ [0, T ]. Hence, we deduce from the energy estimate (4.2) and Poincare´’s
inequality that ∥∥uδ∥∥
L∞(I;W 1,1(Ω)) ≤ C(u0). (4.19)
Moreover, using (4.2) with r = 2, we argue as usual to show that∥∥uδt∥∥L2(I;H1(Ω)′) ≤ C(u0,m). (4.20)
Using estimate (4.3), calculation as in the proof of Proposition 3.5 (cf. (3.42)) gives∥∥pδ∥∥
L2(ΩT )
≤ C(u0). (4.21)
Furthermore, we define the flux
Jδ =
{
m(uδ) pδx on
{
uδ > 0
}
T
,
0 on
{
uδ = 0
}
T
.
(4.22)
By the energy estimate (4.2) with r = 2 it holds that∥∥Jδ∥∥2
L2(ΩT )
=
∫∫
{uδ>0}
T
m(uδ)2 |pδx|2 dx dt ≤ C(u0) (4.23)
The limit δ → 0. From (4.19), (4.20), (4.21), (4.23) and Simon’s compactness criterion
A.3 (note in particular that W 1,1(Ω)
c
↪→ Lq(Ω) ↪→ H1(Ω)′ holds true for all 1 ≤ q <∞ in
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one space dimension), we deduce the existence of a subsequence, also denoted by {uδ}δ>0,
{pδ}δ>0 and {Jδ}δ>0, respectively, such that
uδ
∗
⇀ u in L∞(I;BV (Ω)), (4.24)
uδ → u in C([0, T ];Lq(Ω)), 1 ≤ q <∞, (4.25)
uδt ⇀ ut in L
2(I;H1(Ω)′), (4.26)
pδ ⇀ p in L2(I;L2(Ω)), (4.27)
Jδ ⇀ J in L2(I;L2(Ω)) (4.28)
as δ → 0. This proves the regularity results (1.7)–(1.9). Moreover, since uδ(0) = u0 holds
uniformly for δ > 0 by Proposition 3.5, the initial condition (1.10) follows immediately
from (4.25). Similarly, conservation of mass (1.11) follows from (4.18) and (4.25) once
again. Employing the relation (4.22) and letting δ → 0 in (4.1a), we obtain
T∫
0
〈
ut, v
〉
H1(Ω)
dt+
∫∫
ΩT
J · vx dx dt = 0
for all v ∈ L2(I;H1(Ω)). The flux J as well as the pressure p will be identified below.
Identification of p. From the estimates (4.2) and (4.3) together with Lemma 4.1 we infer
the existence of a further subsequence, again denoted by {uδ}δ>0, and a set S satisfying
µ(S) = T such that ∫
Ω
√
1 + |uδx(t)|2 dx ≤ C(u0), (4.29)
∫
Ω
|uδxx(t)|2√
1 + |uδx(t)|2
3 + δ |uδxx(t)|2 dx ≤ C(u0, t), (4.30)∫
{uδ(t)>0}
m(uδ(t))r |pδx(t)|2 dx ≤ C(u0, r, t) (4.31)
for all t ∈ S, r > 1, independently of δ > 0. Now, it follows from (4.18), (4.29), (4.30) and
Lemma 4.2 that ∥∥uδ(t)∥∥
H2(Ω)
≤ C(u0, t) (4.32)
for t ∈ S independently of δ > 0. Indeed, since (4.25) in particular implies
uδ(t)→ u(t) in L2(Ω)
for every t ∈ S, we deduce from (4.32) that the whole subsequence weakly converges in
H2(Ω), that is
uδ(t) ⇀ u(t) in H2(Ω) (4.33)
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holds for t ∈ S as δ → 0. Since the embedding H2(Ω) c↪→ C1,β(Ω) is compact for β < 12 ,
it follows from (4.32) and (4.33) once more for t ∈ S and the whole subsequence that (cf.
[2, Lemma 8.2])
uδ(t)→ u(t) in C1,β(Ω).
This in particular implies that
uδ(t, .)→ u(t, .) uniformly on Ω, (4.34)
uδx(t, .)→ ux(t, .) uniformly on Ω (4.35)
for t ∈ S. Now, (1.12) follows obviously from (4.33). Furthermore, from the uniform
convergence (4.34) and the fact that uδ(t) ≥ 0 for t ∈ S and δ > 0 by Proposition 3.7
(i), we deduce that indeed u(t) ≥ 0 holds, which is (1.13). Finally, since uδ(t) ∈ H10 (Ω)
for almost all t ∈ (0, T ), the boundary regularity (1.14) follows from (4.33) after possibly
restricting S by a set of measure zero.
To identify the pressure p, we argue as usual and use the relation
−∂x u
δ
x(t)√
1 + |uδx(t)|2
= − u
δ
xx(t)√
1 + |uδx(t)|2
3
and the fact
1√
1 + |uδx(t)|2
3 ≤ 1
to infer from the pointwise convergence of uδx(t) (4.35), the weak convergence of u
δ
xx(t)
(4.33) and Vitali’s convergence theorem that
−∂x u
δ
x(t)√
1 + |uδx(t)|2
⇀ −∂x ux(t)√
1 + |ux(t)|2
in L2(Ω).
Moreover, by (4.30), we have for arbitrary v ∈ L2(Ω)
δ
∫
Ω
uδxx(t) · v dx ≤ δ
∥∥uδxx(t)∥∥L2(Ω)∥∥v∥∥L2(Ω) δ→0−−−→ 0
for t ∈ S. Hence,
pδ(t) ⇀ −∂x ux(t)√
1 + |ux(t)|2
in L2(Ω) (4.36)
for all t ∈ S as δ → 0. This together with Lemma 4.5 proves (1.17).
We now fix t ∈ S and intend to show that
pδx(t) ⇀ px(t) in L
2(U) ∀U ⊂⊂ {u(t) > 0} (4.37)
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by similar arguments as in the proof of Proposition 3.5. First of all, note that the function
u(t, .) : Ω → R is continuous and nonnegative on Ω by the uniform convergence (4.34).
We choose an arbitrary U ⊂⊂ {u(t) > 0} and denote
σ := min
x∈U
u(t, x).
Owing to (4.34), we have uδ(t, .) ≥ σ2 on U for δ > 0 sufficiently small, and in particular
U ⊂ {uδ(t) > 0}. Therefore, from the energy estimate (4.31) with r = 2 we deduce
c2m0
(σ
2
)2n ∫
U
|pδx(t)|2 dx ≤
∫
{uδ(t)>0}
m(uδ)2 |pδx(t)|2 dx ≤ C(u0, t)
for δ > 0 sufficiently small. This implies∥∥pδx(t)∥∥L2(U) ≤ C(u0, cm0 , t, U).
For the weak limit q ∈ L2(U) of a subsequence of {pδx(t)}δ>0, we infer from the weak
convergence of pδ(t) (4.36) that for arbitrary ϕ ∈ C∞0 (U) the relation∫
U
q · ϕdx = −
∫
U
p(t) · ϕx dx
is satisfied. Hence, we may identify q = px(t) and conclude that the whole sequence
converges for t ∈ S. The arbitrariness of U proves (4.37) and in turn (1.15).
Identification of J . It remains to identify J . To this end, we shall prove that∫
Ω
Jδ(t) · w dx =
∫
{uδ(t)>0}
m(uδ(t)) pδx(t) · w dx δ→0−−−→
∫
{u(t)>0}
m(u(t)) px(t) · w dx (4.38)
for w ∈ L2(Ω) and t ∈ S. For arbitrary ρ > 0 we split∫
{uδ(t)>0}
m(uδ(t)) pδx(t) · ϕdx =
∫
{u(t)>ρ}
∩ {uδ(t)>0}
m(uδ(t)) pδx(t) · ϕdx
+
∫
{u(t)≤ρ}
∩ {uδ(t)>0}
m(uδ(t)) pδx(t) · ϕdx
=: I1 + I2.
Regarding I1, note that {u(t) > ρ} ∩ {uδ(t) > 0} = {u(t) > ρ} for δ > 0 sufficiently small
due to the uniform convergence of uδ (4.34). As before, we deduce from (4.34) and (4.37)
that
I1 δ→0−−−→
∫
{u(t)>ρ}
m(u(t)) px(t) · w dx.
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On the other hand, writing Eρ := {u(t) ≤ ρ} ∩ {uδ(t) > 0}, we infer from (4.31) with
r = 32 (cf. Remark 3.6 at this point) that
|I2| ≤
∣∣∣∫
Eρ
m(uδ(t)) pδx(t) · w dx
∣∣∣
≤
∫
Eρ
|m(uδ(t)) 14 w ·m(uδ(t)) 34 pδx(t)| dx
≤
(∫
Eρ
m(uδ(t))
1
2 w2 dx
) 1
2
(∫
Eρ
m(uδ(t))
3
2 |pδx(t)|2 dx
) 1
2
≤ ρn4 · C(m0)
∥∥w∥∥
L2(Ω)
∫
{uδ(t)>0}
m(uδ(t))
3
2 |pδx(t)|2 dx
) 1
2
≤ C(u0,m0, t, w) ρn4 .
for any w ∈ L2(Ω) and independently of δ > 0. Thus, the arbitrariness of ρ > 0 proves
(4.38). In particular, using Lemma 4.5 once more, we finally infer that
J(t) =
{
m(u(t)) px(t) on {u(t) > 0},
0 on {u(t) = 0}.
for almost all t ∈ (0, T ). This completes the proof of Theorem 1.
4.3 Proof of Theorem 2
In order to prove Theorem 2 (i), we will basically repeat the arguments from the proof of
Proposition 3.7 (ii), using the uniform convergence of the functions uδ(t, .) for t ∈ S and
estimate (4.4). Regarding Theorem 2 (ii), we adopt once more the arguments of Bernis
and Friedman (cf. [8, Corollary 4.5]), who have proved the very same result in the setting
of the standard thin-film equation.
Proof of Theorem 2. Let u be a solution in the sense of Theorem 1 and {uδ}δ>0 be
the sequence of functions that we have obtained in the course of the previous proof. In
particular, we may suppose that
uδ(t, .)→ u(t, .) uniformly on Ω (4.39)
as δ → 0 for t ∈ S, µ(S) = T , and β < 12 , where the functions {uδ}δ>0 are solutions in the
sense of Proposition 3.5
ad (i). Suppose that n ≥ 2. Then the conditions of Proposition 3.7 are satisfied such that
uδ(t, .) is nonnegative on Ω and ∫
Ω
G(uδ(t, x)) dx ≤ C(u0) (4.40)
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holds for all t ∈ S and independently of δ > 0. As in the proof of Proposition 3.7, we
argue by contradiction and assume that there exists t0 ∈ S such that µ(E) > 0, where
E := {u(t0) = 0} ⊆ Ω. Let ρ > 0. Since uδ(t0, .) → u(t0, .) uniformly on Ω by (4.39), we
have
uδ(t0, x) < ρ
for x ∈ E and δ > 0 sufficiently small. Moreover, it follows immediately from the mono-
tonicity of the functions G(.) for  > 0 (see (3.16)) that the limit G(s) = lim→0G(s) is
monotonically decreasing for 0 < s ≤ a. Hence, remembering that uδ(t0, x) > 0 for almost
all x ∈ Ω if n ≥ 2 and using the the growth properties of G derived in (3.63), we infer that
G(uδ(t0, x)) ≥ G(ρ) ≥
{
c log 1ρ if n = 2,
c ρ2−n if n > 2,
for almost all x ∈ E, a positive constant c > 0 and ρ > 0 sufficiently small. Therefore,
lim inf
δ→0
∫
Ω
G(uδ(t0, x)) dx ≥
{
c log 1ρ µ(E) if n = 2,
c ρ2−n µ(E) if n > 2.
Letting ρ → 0, we obtain a contradiction to (4.40) and the assertion µ ({u(t0) = 0}) = 0
follows.
ad (ii). Using the result above together with the uniform convergence of uδ(t, .) for t ∈ S,
we may argue as in the proof of Proposition 3.7 and employ Fatou’s lemma to show that∫
Ω
G(u(t, x)) dx ≤ C(u0). (4.41)
Now, assume that u(t0, x0) = 0 for any (t0, x0) ∈ S × Ω. Since
u(t0, .) ∈ H2(Ω) ↪→ C1, 12 (Ω), (4.42)
u(t0, .) ≥ 0 on Ω
hold, we infer at first for x0 ∈ Ω˚ that
u(t0, x0) = ux(t0, x0) = 0. (4.43)
If x0 ∈ ∂Ω, (4.43) follows from the boundary regularity ux(t0, .) = 0 on ∂Ω (cf. (1.14)).
Hence, we deduce from (4.42) and (4.43) that
u(t0, x) ≤ C(t0) |x− x0| 32
for arbitrary x ∈ Ω. This leads to∫
Ω
|x− x0|
3(2−n)
2 dx ≤ C(t0)
∫
Ω
u(t0, x)
2−n dx,
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where the left-hand side is equal to +∞ if 3(2−n)2 ≤ −1, that is if n ≥ 83 . On the other
hand, in view of the growth of G (cf. again (3.63)) and (4.41), the right-hand side is
bounded by ∫
Ω
u(t0, x)
2−n dx ≤ C
∫
Ω
G(u(t0, x)) dx ≤ C(u0).
Hence, we obtain a contradiction and the proof of Theorem 2 is complete.
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5.1 Uniqueness
Regarding standard thin-film equations, there is no general answer to the question of
uniqueness so far. Bernis and Friedman [8] proved that solutions to the one-dimensional
thin-film equation are unique, provided that the initial data are positive and n ≥ 4 holds
for the growth exponent n of the mobility m(.) at zero. The proof relies on the continuity
of u and the fact that initially positive solutions stay positive on ΩT if n ≥ 4, which has
also been proved in [8]. In this context, we refer to Beretta, Bertsch and Dal Passo [5] for
an example of non-uniqueness in one space dimension.
As we end up with significantly less regularity results for u in Theorem 1, we can not
hope to prove uniqueness in our case by the arguments appearing in [8]. In particular, the
solution u is not necessarily continuous and positive on ΩT for arbitrary n ≥ 1.
5.2 Additional Singular Terms
Following the derivation of Oron, Davis and Bankoff [22], Gru¨n and Rumpf [19] and Gru¨n
[18] considered thin-film flows of the form
ut + div
(
m(u)∇(4u−W ′(u))) = 0 in (0, T )× Ω ⊂ Rd+1,
where the generalized pressure p = −4u+W ′(u) includes a nonlinear term W ′(u) that is
supposed to model additional effects arising for instance from molecular interactions (e.g.
van der Waals forces) or gravity. In typical applications, the function W ′ will be singular
at zero. One has in mind energy functions W of the form
W (s) = − H11−ρ1 s1−ρ1 + H21−ρ2 s1−ρ2
for some positive constants H1, H2 > 0 and real numbers ρ1 > ρ2 > 1. For example,
the classical 6–12 Lennard–Jones–Potential (which models attractive van der Waals forces
at long ranges together with repulsive forces caused by Pauli repulsion at short ranges)
entails ρ1 = 9 and ρ2 = 3. To be more general, we suppose that W can be decomposed
into
W (s) = W+(s) +W−(s)
with a convex, nonnegative function W+ and a concave function W−, both satisfying cer-
tain growth conditions. For the precise assumptions on W ′ as well as further information
on the physical background, we refer the reader to [19] and references therein.
In our case, we would hence consider the generalized pressure
p = −∂x ux√
1 + |ux|2
+W ′(u) (5.1)
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and formally derive the energy estimate
sup
t∈[0,T ]
∫
Ω
√
1 + |ux(t)|2 dx+
∫
Ω
W (u(t)) dx+
∫∫
ΩT
m(u) |px|2 dx dt
≤
∫
Ω
√
1 + |u0,x|2 dx+
∫
Ω
W (u0) dx,
(5.2)
where we may assume W to be nonnegative. Regarding the entropy estimate, one ends
up with
sup
t∈[0,T ]
∫
Ω
G(u(t)) dx+
∫∫
ΩT
|uxx|2√
1 + |ux|23
dx dt+
∫∫
ΩT
W ′′+(u)|ux|2 dx dt
≤
∫
Ω
G(u0) dx−
∫∫
ΩT
W ′′−(u)|ux|2 dx dt.
(5.3)
In addition, under some reasonable assumptions on W we may suppose that the second
term on the right-hand side is bounded by
−
∫∫
ΩT
W ′′−(u)|ux|2 dx dt ≤ C(W )
∫∫
ΩT
|ux|2 dx dt, (5.4)
In the setting of the standard thin-film equation, it is now easy to estimate the right-hand
side of (5.4) uniformly due to the boundedness of ∇u provided by the energy estimate.
In our case, we do not have any comparable uniform estimates at our disposal. Also, the
author did not succeed in absorbing the second term on the right-hand side of (5.3). Since
our overall strategy relies on a valid entropy estimate, we may not expect an existence
result in the case of a generalized pressure having the form (5.1) with a general, possibly
singular function W ′.
However, observe that if we require the corresponding energy function W : R+ → R to
be purely convex, the second term on the right-hand side of (5.3) vanishes and we would
indeed be able to prove an existence result in the spirit of Theorem 1. In addition, note
that the quality of our a priori estimates for u significantly improves on account of the
entropy estimate (5.3) for strictly convex energy functions W , as we would then be able
to estimate ∥∥ux∥∥L2(ΩT ) ≤ C(u0).
Moreover, if W is singular at zero, the energy estimate (5.2) yields additional nonnegativity
and positivity results.
Let us mention that in order to proceed rigorously one would have to introduce a further
regularization by – for instance – linearizing W ′ at zero in a first step. For the merely
technical details of this procedure, we refer the reader to [19] once again.
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Finally, we want to draw the reader’s attention to the thesis of Becker [4] once more, where
the author considers the thin-film equation comprising the generalized pressure with the
nonlinear surface tension term and a singular term W ′ as given by (5.1). In particular,
Becker successfully proved an existence result for a discrete solution to this equation in
multiple space dimensions.
5.3 Higher Space Dimensions
In the setting of the standard thin-film equation in higher space dimensions, which reads
as
ut + div (m(u)∇4u) = 0 in (0, T )× Ω ⊂ Rd+1
in its most simplified form, existence of a weak solution has been proved by Gru¨n [17]
among others. In comparison to the results of Bernis and Friedman [8] for the one-
dimensional case, the regularity of the solution is subject to some essential limitations.
In particular, one may not expect the solutions to be bounded and globally Ho¨lder-
continuous, as both results rely on one-dimensional Sobolev embeddings. As a conse-
quence, existence of solutions in the case of general unbounded mobilities m is in fact an
open question up to now in the higher-dimensional setting.
Considering system (0.1) in higher space dimensions, that is
ut − div (m(u)∇p) = 0
p = −div ∇u√
1 + |∇u|2
in (0, T )× Ω ⊂ Rd+1, (5.5)
we shall not expect any better outcome and at first confine ourselves to bounded mobilities
m having potential growth at zero. Moreover, an intermediate Ho¨lder-continuity result as
in Corollary 3.2 is also not to be expected. However, since we have used Corollary 3.2 as a
handy tool on an approximative level only and were not able to conserve global continuity
in the final result anyway, there might be a workaround.
More importantly, note that we took advantage of the identity
p = −∂x ux√
1 + |ux|2
= − uxx√
1 + |ux|23
several times, which holds true in one space dimension. In higher space dimensions, this
relation becomes far more complicated. One calculates
p = −div ∇u√
1 + |∇u|2 = −
4u+ |∇u|24u− (∇u,D2u∇u)Rd√
1 + |∇u|23
. (5.6)
Up to a certain level, our approach might nevertheless be applicable in multiple space
dimensions. Regularizing equations (5.5) in the fashion above by introducing the positive
mobility
m(s) := m(s) +  ∀ s ∈ R
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and the coercive nonlinear operator Aδ : H
1(Ω)→ H1(Ω)′ given by
〈
Aδ(u), v
〉
H1(Ω)
:=
∫
Ω
( ∇u√
1 + |∇u|2 + δ∇u
)
· ∇v dx ∀u, v ∈ H1(Ω),
the existence result for a discrete solution as in Lemma 2.2 remains valid without any
limitations, and we obtain the energy estimate
sup
t∈[0,T ]
∫
Ω
√
1 + |∇u(t)|2 dx+ δ
2
∥∥∇u(t)∥∥2
L2(Ω)
+
∫∫
ΩT
m(u) |∇p|2 dx dt ≤ C(u0).
Concerning the proof of Proposition 2.1, one would avoid making use of relation (5.6) and
instead argue by the monotonicity of Aδ to identify
p = Aδ(u) in L
2(I;H1(Ω)′)
in the limit (cf. Remark 2.3). Eventually, supposing that ∂Ω is sufficiently smooth, we
may employ regularity results for second-order nonlinear elliptic equations afterwards to
find that u ∈ L2(I;H2(Ω)) (cf. Remark 2.6).
However, the prospects decrease when we try to derive the entropy estimate. This would
require multiplying the right-hand side of (5.6) by −4u, but it is not obvious whether we
arrive at any reasonable estimate in terms of u in the end. Moreover, even if the derivation
of an analogous estimate would be possible, there is no hope to prove a result in the spirit
of Lemma 4.2, the proof of which heavily relies on an one-dimensional embedding result
with critical exponents. In other words, it is open how to derive any reasonable a priori
estimate for ∇u in order to identify the pressure p in the limit.
60
A Appendix
Theorem A.1 (Peano’s existence theorem, [25, Theorem 3.B]). Let N ≥ 1, t0 ∈ R,
y0 ∈ RN and f : R× RN → RN be given. Consider the initial value problem
d
dt
x(t) = f(t,x(t)),
x(t0) = y0.
(A.1)
For a, b > 0 we set
Q :=
{
(t,y) ∈ R× RN : |t− t0| ≤ a,
∥∥y − y0∥∥ ≤ b}.
If f is continuous on Q and bounded by∥∥f(t,y)∥∥ ≤ K ∀(t,y) ∈ Q,
then there exists a continuously differentiable solution to the initial value problem (A.1)
on the interval [t0 − τ, t0 + τ ], where
τ := min
{
a,
b
K
}
.

Proposition A.2 (Evolution triples, [26, Chapter 23]). Let V be a real, separable, re-
flexive Banach space, H be a real, separable Hilbert space, and the embedding V ↪→ H be
continuous. Then the triple
V ↪→ H ↪→ V ′
is called an “evolution triple”. Moreover, we define for 1 < p, q <∞, 1p + 1q = 1,
W 1p (I;V,H) := {u ∈ Lp(I;V ) : ut ∈ Lq(I;V ′)}.
The following hold:
(i) The space W 1p (I;V,H) is a real Banach space.
(ii) The embedding
W 1p (I;V,H) ↪→ C([0, T ];H)
is continuous.
(iii) The space C1([0, T ];V ) is dense in W 1p (I;V,H).
(iv) For arbitrary u, v ∈ W 1p (I;V,H) and 0 ≤ t1, t2 ≤ T , the generalized integration by
parts formula
(
(u(t2), v(t2)
)
H
− ((u(t1), v(t1))H =
t2∫
t1
〈
u′(t), v(t)
〉
V
− 〈v′(t), u(t)〉
V
dt
holds. 
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Theorem A.3 (Simon, [24, Corollary 4]). Let X, B and Y be Banach spaces such that
X
c
↪→ B ↪→ Y.
For a set of functions F ⊂ L1(I;X) we denote by
∂tF := {∂tf : f ∈ F}
the set of the distributional derivatives of functions in F . It holds:
(i) Let F be bounded in Lp(I;X) where 1 ≤ p < ∞, and ∂tF be bounded in L1(I;Y ).
Then F is relatively compact in Lp(I;B).
(ii) Let F be bounded in L∞(I;X) and ∂tF be bounded in Lr(I; I(Ω))Y where r > 1.
Then F is relatively compact in C([0, T ];B). 
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