In this paper, by using the Krasnosel'skii fixed point theorem in a cone, we discuss the existence of positive solutions to the discrete third-order three-point boundary value problem
Introduction
Let [a, b] Z denote the integer set {a, a + , . . . , b} with b > a. In this paper, we consider the existence of positive solutions for the discrete nonlinear third-order three-point BVP  Boundary value problems for third-order differential or difference equations arise in many problems of physics, control system and applied mathematics, such as the deflection of a curved beam having a constant or varying cross section, three-layer beam and the electromagnetic wave incident on a system of charges sets them into motion, etc. [] . In recent years, the existence of positive solutions of third-order boundary value problems has been discussed by several authors. For example, in [-], by using different methods, such as the Krasnosel'skii's fixed point theorem in a cone, the iterative technique, and the fixed point theory, the authors obtained the existence of positive solutions of the boundary value problems for third-order differential equations. For the discrete case, there are also several excellent results on the existence of positive solutions of the discrete third-order boundary value problems; see, for instance, [-] and the references therein. Specially, in [], Agarwal and Henderson considered the following discrete third-order nonlinear eigenvalue problems:
u(t -) = λa(t)f (t, u(t)), t ∈ [, T -]
By using the Krasnosel'skii fixed point theorem in a cone, they obtained the existence of positive solutions of (.) under both the case that λ =  and that λ = . Later, by using the Krasnosel'skii fixed point theorem, 
It is worth to notice that the Green's function changes its sign in this paper. Inspired by the work of the above papers, we try to establish some criteria for the existence of positive solutions of (.) in this paper. The Green's function we construct in Section  changes its sign and is more complicated than in the continuous case. This will takes lots of difficulties for us to obtain the existence of positive solutions. To overcome it, a new cone is introduced to overcome these obstacles. Meanwhile, we will point out that the condition (H  ) is optimal for η to obtain the existence of a positive solution of (. 
Preliminaries
First, let us consider the following linear problem:
then the Green's function G(t, s) is defined only by (.) and (.).
In the rest of this paper, we always suppose that for two integers a, b with a < b and a
where G(t, s) is defined in (.), (.), and (.).
Proof Summing from s =  to s = t - at both sides of the equation in (.), then we get
Repeating the above process, we obtain
Summing from s =  to s = t at both sides of the above equation, we have
By using the boundary condition u()
Therefore,
This implies that (.) holds.
Lemma . Suppose that (H  ) holds. Then the Green's function G(t, s) has the following properties:
(i) If s ∈ [, η] Z , then G(t, s) is nonincreasing with respect to t ∈ [, T] Z . If s ∈ [η + , T -] Z , then G(t,
s) is nondecreasing with respect to t ∈ [, T] Z . (ii) G(t, s) changes its sign on
[, T] Z × [, T -] Z . In details, if (t, s) ∈ [, T] Z × [, η] Z , then G(t, s) ≥ . If (t, s) ∈ [, T] Z × [η + , T -] Z , then G(t, s) ≤ . (iii) If s > η, then max t∈[,T] Z G(t, s) = G(T, s) =  and min t∈[,T] Z G(t, s) = G(, s) = -(T -s)(T -s -)  ≥ -(T -η)(T -η -)  . (.) If s ≤ η, then min t∈[,T] Z G(t, s) = G(T, s) =  and max t∈[,T] Z G(t, s) = G(, s) = -s  -s + sT  ≤ -η  -η + ηT  . (  .  )
Proof (i) As we know, if t G(t, s) ≥  (≤ ), then G(t, s) is nondecreasing (nonincreasing) with respect to t. Now, we discuss the sign of t G(t, s). From (.), we know that
then the proof will be divided into two cases.
we know G(t, s) is nondecreasing with respect to t, then we have max t∈[,T] Z G(t, s) = G(T, s) =  and
Furthermore, the function z(s) = -(T -s)(T -s -) is increasing for s < (T -)/. Combining this with η ≤ T - and (T -)/ > s > T -, we get the inequality in (.).
Meanwhile, if s ≤ η, G(t, s) is nonincreasing with respect to t. Then min t∈[,T] G(t, s) = G(T, s) =  and
Moreover, since η satisfies (H  ) and (T -)/ < s < η, we obtain that
Remark . If η = T -, then we will find that G(t, s) ≥  and G(t, s) ≡ . This case has been discussed by several authors; see, for instance, [-]. So, in the rest of this paper, we could suppose that η < T -.
Remark . Before we consider the existence of positive solutions of (.), we may discuss the existence of positive solution of a more special problem
We will see that (H  ) is a necessary and sufficient condition for the existence of positive solutions to (.). To some extent, this explains why we choose η which satisfies (H  ).
From Lemma ., we know that (.) has a solution u(t) as follows:
For the sake of convenience, let
Obviously, u(t) ≥  ⇔ φ(t) ≥ . By direct computation, we get φ(t) = t(t - -η), φ(t) ≥  for t >  + η and φ(t) ≤  for  < t ≤  + η. Furthermore, if  + η is an integer, then φ( + η) = . Now, we prove that (H  ) is a necessary and sufficient condition of φ(t) ≥ , t ∈ [, T] Z . In fact, if φ(t) ≥ , then φ(T) =  implies that φ(T -) ≥ . If φ(T -) > , then φ(T -) < . This implies that η > T-  . If φ(T -) = , then φ(T -) > . Otherwise, φ(t) ≡ , t ∈ [, T] Z . This contradicts φ(t) ≡ . Therefore, φ(T -) <  and φ(T -) = . These two equations imply that T is an even number and η =
T-  .
Conversely, if η ≥

T-  , then T - ≤  + η and φ(T -) ≤ . This combined with the condition φ(T) =  implies that φ(t)
Then E is a Banach space under the norm u = max t∈[,T] Z |u(t)|. Define a subset P ⊂ E as follows:
Then P is a cone in E.
Lemma . Assume that (H  ) holds. If y ∈ P, then the unique solution u(t) of (.) belongs to P, where u(t) is defined as (.). Moreover, u(t) is concave on
Since η satisfies (H  ), we obtain
By (.) and (.), we get u(t) ≤  for all t ∈ [, T -] Z . Combining this with the boundary condition u(T) = , we get u(t) ≥  for t ∈ [, T]
Z , which implies u ∈ P. Moreover, by (.) and the condition  u(η) = , we get
Lemma . Suppose that (H  ) holds. If y ∈ P, then the unique solution u(t), defined in (.), satisfies the following inequality:
From Lemma ., we see that u(t) is nonincreasing for t ∈ [, T] Z , which implies that u() = u . Combining this with (.), we obtain
This implies
Existence results
In this section, we are concerned with the existence of at least one positive solution of the problem (.). Assume that
Define the cone K by
From Lemma . to Lemma ., we know that
we could define two positive constants as follows:
Lemma . Suppose that (H  ), (H  ), and (H  ) hold. If there exist two positive constants r and R with r = R such that
Then (.) has at least one positive solution u ∈ K with min{r, R} ≤ u ≤ max{r, R}.
Proof We only deal with the case r < R, the case that r > R could be treated similarly.
Since η satisfies (H  ), we get -
Let  = {u ∈ E : u < R}. By (.) and Lemma ., we know that
Meanwhile, by (.) and Lemma ., we get G(θ , s) ≥  for s ≤ θ ≤ η. Combining this with (.), we get
this with (A  ), we have
On the other hand, since f ∞ = , there exists R  >  such that
We consider two cases: f is bounded and f is unbounded. If f is bounded, i.e., there exists a constant M > , such that f ≤ M, then we take R  = max{R  , λMA} and  = {u ∈ K : u < R  }. If f is unbounded, then we take
and  = {u ∈ K : u < R  }. Now, similar to the proof of (.), we will get
Therefore, by Theorem ., we obtain a positive solution u of problem (.). Similar to the discussion of Lemma ., Theorem ., and Theorem ., we could obtain the following two theorems. So, we just state them here without any proof.
