ABSTRACT. This paper is concerned with error bounds for numerical solution of linear ordinary differential equation using collocation method. It is shown that if the differential operator is split in different operator forms then the applicability conditions for the computable error bounds which are based on the collocation matrices could be improved.
INTRODUCTION
This paper extends previous work of Cruickshank & Wright 1] and Ahmed [2] on computable error bounds for collocation solution of ordinary differential equations. In [1 computable error bounds for the solution with the global collocation method were described in terms of matrices related to the highest derivatives of the solution. It is shown later in [2] that ifthe bounds were related directly to the matrices involved in the solution and not via the highest derivatives then significant improvement in the closeness of these bounds could be achieved. However, despite this improvement, the conditions of applicability which were the main drawback of [1] have turned out to be the same. That is for many practical problems an inordinate amount of work is necessary to produce any strict error bounds of this type. The aim of this paper is to consider this problem in order to improve the applicability of these bounds. The work in this paper is developed from Ahmed's thesis [3] .
THE NEW SPLITTING OF THE DIFFERENTIAL OPERATOR
Before investigating the remit more precisely we introduce the following assumptions and notations. We confider an m-th order differential equation of the form m-1 zm(t) + E P.i(t)zO)(t) F(t) ( 
2.1)
I=o with associated homogeneous boundary conditions. The theory in 1] and [2] deals with this equation in the operator form (D"' T)z F, (2.2) where (D'm)() (--)() But as indicated in Kantorvich & Akilov [4] and Anselone [5] , the theory can be applied to a general equation ofthe form (D-T)x /, (2.3) where D is invertible. Clearly different choices may be treated to deal with the problem of applicability.
However, there are some practical difficulties which would limit them. Firstly the inverse of D needs to be known explicitly. Secondly the procedure for calculating the projection norm or bound on it needs to be available. Thirdly all the assumptions required by the theory in [4] and [5] should be satisfied.
To avoid the difficulty of knowing the inverse of D explicitly, perhaps the simplest extension could be to define the differential operator D by Dz D'z + A_D'-z + .--+ A0z (2.4) where the A's are some parameters to be chosen to g/ve the highest possible applicability with a reasonable amount of work. Since D is a linear differential operator wih constant coefficients its inverse if" it exists can be found analytically.
The norm of the project operaor associated with D, which will be denoted by " was shown in Ahrned [6] o be asymptotically the same as the norm of the usual interpolating projection operator if, for the global collocation method, the points are more usually Tchebychev. It was also shown here that bounds of" the norm of this projection operator can be calculated in terms of the usual interpolating projection. These results will overcome the second problem. For satisfaction of the conditions required by the theory in [4] and [5] , using the analysis in [6] [2] we reach smilar expressions for the error bounds with slight computational modifications in certain terms. This is shown in the next section.
Since the main purpose of this paper is to study the problem of applicability we are not going to compare the closeness of these new bounds. However, we don't expect to have any significant changes, especially with the bounds using matrices related directly to the solution as they will not be affected by the new splitting. But for the applicability conditions we expect significant changes since all modified terms are involved.
NUMERICAL APPLICATIONS
In our numerical application we will consider the simple second order case z" + a(1 + t2)x y x( + t) 0
Problem (2) x" x y z( + 1) O Problem (3) x" 2x 5-
The parameter c= is included to vary the smoothness ofthe problem. Problem [2] .
We note here the following: (viii) For problem (1) as expected from (i) and (v) we see good improvements with a 0.5 and a I but no improvement with a 2. This case will be reconsidered.
(ix) For problem (3) huge improvements were achieved, especially with c 100 as expected from (ii) and (vi) .
(x) For problem (4) , there are also good improvements as expected from (iii) and (vii).
In We see that the bounds take their minimum around A 1. The applicability is tested in table (4) and to investigate for satisfaction ofthe theory and look for practical bounds for m"-Tll.
