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Resumo
Neste trabalho estudamos o escoamento de fluidos viscosos na˜o Newtoni-
anos, modelados pelo sistema estaciona´rio incompressı´vel de Navier-Stokes obe-
decendo a uma Lei de Poteˆncia, em domı´nios com canais infinitos.
Tratamos basicamente de dois tipos de domı´nios: domı´nios com canais cuja
sec¸a˜o transversal e´ limitada e domı´nios com canais possuindo sec¸a˜o transversal
ilimitada.
Tanto para domı´nios com sec¸a˜o transversal limitada quanto para domı´nios com
sec¸a˜o transversal ilimitada, estudamos o problema proposto por Ladyzhenskaya e
Solonnikov [Zap. Nauchn. Sem. Leningrad Otdel. Mat. Inst. Steklov (LOMI),
96(1980)117-160 (English Transl.: J. Soviet Math., 21, 1983, 728-761)].
Findamos nosso trabalho fazendo um estudo sobre estimativas em espac¸os de
Sobolev com peso para soluc¸o˜es do sistema de Stokes com Lei de Poteˆncia.
Palavras-chave: Escoamento estaciona´rio, equac¸o˜es de Navier-Stokes com Leis
de Poteˆncia, problema de Ladyzhenskaya e Solonnikov, espac¸os de Sobolev com
peso, fluidos na˜o Newtonianos.
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Abstract
In this work we study the flow of the viscous non-Newtonian fluids, mode-
led by the steady incompressible Navier-Stokes system obeying a power-law, in
domains with infinite channels.
We deal basically two types of domains: domains with channels whose cross
section is limited and domains with channels having unlimited cross section. For
both domains with limited cross section and for domains with unbounded cross
section, we study the problem proposed by Ladyzhenskaya and Solonnikov [Zap.
Nauchno. Sem Leningrad Otdel. Mat. Inst. Steklov (Lomi), 96 (1980) 117-160
(Portugueˆs Transl.: J. Soviet Math., 21, 1983, 728-761)].
We finished our work making a study of estimates in Sobolev weight spaces
for solutions of the Stokes power-law system.
Keywords: steady flow, Navier-Stokes power-law equations, Ladyzhenskaya and
Solonnikov problem, Sobolev weight spaces, non Newtonianos fluids.
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INTRODUC¸A˜O
Um Pouco Sobre Fluidos Na˜o Newtonianos
O modelo tradicional para a expressa˜o do tensor stress de um fluido viscoso
incompressı´vel e´
T = 2νD(~v) − pI, (1)
onde ~v e´ a velocidade, p a pressa˜o, ν > 0 e´ a viscosidade, I a matriz identidade,
D(~w) =
1
2
(
∇~w + ∇~wT
)
, e´ a matriz, denominada gradiente sime´trico, que tem
entradas Di j(~w) =
1
2
(
∂w j
∂xi
+
∂wi
∂x j
)
.
Sobre a exprssa˜o (1), Marusic-Paloka, em [29], comenta que foi deduzida
por Navier em 1822 e por Poisson em 1829 e mais tarde por Saint-Venant em
1843 e por Stokes em 1845, entretanto (1) e´ muitas vezes chamada Lei de Stokes.
Tambe´m Newton propoˆs uma versa˜o simplificada de (1) e por isto alguns autores
(veja por exemplo [36]) se referem a tal expressa˜o como Lei de Newton.
Na equac¸a˜o (1) a viscosidade do fluido, expressando sua resisteˆncia para es-
coar, e´ constante, o que significa que a viscosidade na˜o depende do escoamento.
Os fluidos com tal comportamento sa˜o conhecidos por fluidos Newtonianos e tem
como exemplos a a´gua e o o´leo. Este modelo, para muitos fluidos, na˜o e´ uma
aproximac¸a˜o razoa´vel para as situac¸o˜es fı´sicas reais, pois em muitos fluidos a re-
sisteˆncia do escoamento muda com a intensidade do shear rate |D(~v)| (veja [36]).
Essa mudanc¸a de viscosidade pode ser significativa em tais fluidos e por isso na˜o
pode ser ignorada. A forma mais simples para modelar tais comportamentos e´ in-
troduzir uma dependeˆncia do shear rate para a viscosidade ν em (1). Tais classes
de fluidos na˜o Newtonianos sa˜o, geralmente, chamadas quase-Newtonianos.
Em geral podemos dividir tais fluidos quase-Newtonianos em dois grupos:
shear-thinning (ou pla´sticos e pseudo-pla´sticos), que sa˜o os fluidos com viscosi-
dade decrescente com o shear rate; e shear thickening (ou dilatante), que sa˜o
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aqueles com viscosidade crescente com o shear rate. Como exemplo de comporta-
mento dilatante temos o barro e o cimento, ja´ o comportamento de pseudo-pla´stico
e´ tı´pico de muitos polı´meros e soluc¸o˜es.
Sobre Fluidos com Lei de Poteˆncia
O mais simples e popular modelo para fluidos na˜o Newtonianos que descreve
a dependeˆncia da viscosidade ν em relac¸a˜o a` |D(v)| e´ o modelo de Lei de Poteˆncia
(power-law ou Ostwald-Dewaele law)
ν
(
D(~v)
)
= µ|D(~v)|p−2. (2)
os paraˆmetros µ e p sa˜o chamados ı´ndices de consisteˆncia e escoamento, res-
pectivamente. Para p > 2 temos os fluidos shear thickening; enquanto para
1 ≤ p < 2 temos os fluidos shear-thinning, sendo o escoamento pseudo-pla´stico
para 1 < p < 2 e puramente pla´stico para p = 1. O caso p = 2 corresponde ao
comportamento Newtoniano.
O sistema de equac¸o˜es que modela o escoamento estaciona´rio de um flu-
ido viscoso incompressı´vel com Lei de Poteˆncia, em um subdomı´nio Ω ⊂ IRn,
chamado Sistema de Navier-Stokes com Lei de Poteˆncia, e´ dado abaixo:
−div T + ~v · ∇~v = ~f em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω ,
(3)
com T dado por (1), para ν como em (2). As notac¸o˜es acima esta˜o no Capı´tulo
1 de preliminares. Descartando o termo convectivo ~v · ∇~v, em (31), obtemos o
Sistema de Stokes com Lei de Poteˆncia, como abaixo:
−div T = ~f em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω .
(4)
Observamos que para fluidos paralelos, podemos identificar ~v com uma func¸a˜o
escalar v e as primeiras equac¸o˜es dos sistemas (3) e (4), reduzem-se a` famosa
equac¸a˜o do p-Laplaciano
−div
{
|∇v|p−2∇v
}
= c ,
2
para alguma constante c (relacionada a` pressa˜o p).
A existeˆncia de soluc¸a˜o fraca para os sistemas (3) e (4), Em domı´nios limi-
tados, tem sido estudada por diversos autores: Lions [28] e Ladyzhenskaya [24],
[25] e [26], para p > 3nn+2 ; Frehse, Ma´lek e Steinhauer em [18] e Ruzicka em
[37], para p > 2nn+1 ; e Frehse, Ma´lek e Steinhauer em [19] para p >
2n
n+2 . Em
domı´nios limitados sa˜o poucas as refereˆncias, citamos Marusic-Paloka em [29]
para domı´nios com canais cilı´ndricos infinitos e em [30] para domı´nios exteriores
(o complementar em IRn de um domı´nio Lipschitz limitado).
Sobre Navier-Stokes em Domı´nios com Canais Infini-
tos
Tomando p = 2 em (2), temos que o sistema (3) fica da seguinte forma
−ν∆~v + ~v · ∇~v − ∇p = ~f em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω ,
(5)
conhecido como sistema de Navier-Stokes estaciona´rio incompressı´vel. Se negli-
genciarmos, em (5), o termo convectivo o sistema e´ dito sistema de Stokes esta-
ciona´rio incompressı´vel.
O sistema de Navier-Stokes estaciona´rio incompressı´vel de um fluido escoando
por um domı´nio com canais cilı´ndricos ilimitados, com velocidade convergindo
para a velocidade de um escoamento paralelo (escoamento de Poiseuille) e com
forc¸a externa ~f = 0, foi resolvido por Amick em [2]. Esse problema e´ conhecido
como Problema de Leray, pois foi propposto por J. Leray para O. Ladyzhenskaya
([2], p. 476). Amick obteve soluc¸a˜o para o problema de Leray com a condic¸a˜o
do fluxo que passa pelas sec¸o˜es transversais ser suficientemente pequeno. O prob-
lema de Leray para um fluxo arbitra´rio ainda e´ um problema em aberto. Ladyzhen-
skaya e Solonnikov em [27], propoˆs um problema alternativo: considerando um
fluxo arbitra´rio, resolver o problema sem pedir que a soluc¸a˜o convirja para a ve-
locidade de Poiseuille correspondente ao fluxo, pore´m exigindo que a integral de
Dirichlet cresc¸a com velocidade no ma´ximo linear (Problema de Ladyzhenskaya
e Solonnikov).
Ladyzhenskaya e Solonnikov propoem, ainda em [27], o sistema (5) , com
~f = 0, em canais coˆnicos infinitos, para um fluxo qualquer. Pore´m, como no
caso do problema de Ladyzhenskaya e Solonnikov acima, pede que aintegral
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de Dirichlet, agora com peso, cresc¸a limitada por uma func¸a˜o que depende do
crescimento das sec¸o˜es transversais (neste caso as sec¸o˜es transversais crescem
indefinidamente). Veja o Teorema 4.1, p. 749 de [27].
G. Galdi em [20] capı´tulo VI.3 estuda, para canais coˆnicos, o sistema de
Stokes com ~f = 0, para um fluxo arbita´rio. A soluc¸a˜o para tal problema per-
tence ao espac¸o Dˆ1,20 (Ω). K. Pileckas em [34], estuda o mesmo problema para
a forc¸a externa ~f pertencente a um espac¸o de distribuic¸o˜e apropriado, obtendo
soluc¸o˜es num espac¸o de Sobolev com peso.
Alguns Pontos Relevantes da Tese
A resoluc¸a˜o de (3) e da equac¸a˜o p-Laplaciano tem alguns pontos em comum,
por exemplo o uso das inequac¸o˜es (1.4) e (1.5). Dessas inequac¸o˜es, conclui-
se que o termo na˜o linear div
{
|∇~v|p−2∇~v
}
(presente em (3)) define um operador
mono´tono, e por este motivo empregamos o me´todo de monotonicidade de Brow-
der-Minty para tratar este termo. Diferentemente, da resoluc¸a˜o do sistema de
Navier-Stokes para fluidos Newtonianos, visto que neste caso na˜o precisamos li-
dar com um operador mono´tono (na˜o linear), pois o termo correspondente, quando
p = 2, e´ linear. Assim, resolvemos (3) combinando te´cnicas usadas para tratar o
termo na˜o linear convectivo e o me´todo de monotonicidade, citado acima, para o
termo na˜o linear com lei de poteˆncia. A grande dificuldade de aplicar esta te´cnica
reside no seguinte: em parte, como em [39] e [33], queremos aplicar a te´cnica
desenvolvida em [27] para obtenc¸a˜o de existeˆncia de uma soluc¸a˜o, que em parti-
cular, consiste em primeiro resolver o problema em um domı´nio truncado limitado
e enta˜o tomar o limite quando o paraˆmetro de truncamento tende ao infinito, a fim
de obter a soluc¸a˜o em todo o domı´nio. Para tomar esse limite precisamos de es-
timativas uniformes, com relac¸a˜o ao paraˆmetro de truncamento, para as soluc¸o˜es
nos domı´nios truncados, e isto e´ obtido via integrac¸a˜o por partes, em um sub-
domı´no, das equac¸o˜es para uma soluc¸a˜o em algum domı´nio limitado fixo. Assim,
precisamos da regularidade da soluc¸a˜o em domı´nios limitados (fato este bastante
conhecido para o caso Newtoniano, Capı´tulo VIII.5 de [20]), mais precisamente,
que as soluc¸o˜es tenham campo velocidade, pelo menos, no espac¸o de Sobolev W2,l
e a pressa˜o em W1,l, para algum nu´mero positivo l, devido aos termos de fronteira
oriundos da integrac¸a˜o por partes. Entretando, tamanha regularidade na˜o e´ espe-
rada para as soluc¸o˜es fracas de (3). Contornamos este problema modificando o
termo |D(~v)|p−2 para (ε + |D(~v)|)p−2, onde ε e´ uma constante positiva dependendo
do paraˆmetro de truncamento. E´ interessante observar que resultados de regula-
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ridade para a equac¸a˜o com esta alterac¸a˜o foram obtidos em papers recentes pelos
autores Beira˜o da Veiga [4] e Beira˜o da Veiga, Kaplicky´ e Ruzicka [5] e [6], para
dimenso˜es n ≥ 2. Para dimensa˜o dois, o resultado foi obtido primeiramente em
[22].
Como em [27] e [40], e em va´rios papers subsequentes, o campo velocidade ~v
e´ olhado na forma ~v = ~u+~a, onde ~u e´ a nova varia´vel desconhecida com fluxo zero,
enquanto ~a e´ um campo vetorial construido carregando o fluxo dado nos canais
(isto e´, se o fluxo dado em um canal com sec¸a˜o transversal Σ e´ Φ, enta˜o
∫
Σ
~a·~n = Φ
e
∫
Σ
~u · ~n = 0, onde ~n e´ o vetor unita´rio normal a` Σ apontando sempre na direc¸a˜o
infinita dos canais). Esse campo vetorial ~a depende da geometria do domı´nio e foi
desenvolvido em muitos papers, sua construc¸a˜o e´ bastante engenhosa e faz uso da
func¸a˜o cut-off de Hopf (veja [27] e [40]). No caso de fluidos com lei de poteˆncia
(3), com p > 2, a construc¸a˜o de ~a pode ser simplificada. De fato, um ponto chave
em sua construc¸a˜o, em qualquer caso, e´ obter um campo ~a que controle o termo
quadra´tico na˜o linear ~u · ∇~u · ~a, que aparece apo´s a substituic¸a˜o de ~v = ~u + ~a em
(3) e multiplicac¸a˜o por ~u. Isto e´, para obter estimativas a priori, multiplicamos a
primeira equac¸a˜o em (3) por ~u e tentamos limitar todos os termos resultantes pelo
termo dominante |D(~u)|p. Em [27] e´ mostrado que dado um nu´mero positivo δ
existe um campo vetorial ~a que, em particular, satisfaz a estimativa∫
Ωt
|~u|2|~a|2 ≤ cδ
∫
Ωt
|∇~u|2, (6)
para alguma constante c independente de δ, ~u e Ωt, onde Ωt e´ qualquer subdomı´nio
truncado do domı´nio, com um comprimento de ordem t. Olhando sua construc¸a˜o
e usando a desigualdade de Korn e´ possı´vel mostrar que∫
Ωt
|~u|p′ |~a|p′ ≤ cδp′t(p−2)/(p−1)
(∫
Ωt
∣∣∣D(~u)∣∣∣p)p′/p , (7)
onde p′ e´ o expoente conjugado de p, isto e´, p′ = p/(p − 1). Quando p = 2, essa
estimativa junto com a desigualdade de Ho¨lder, produz∣∣∣∣∣∣
∫
Ωt
~u · ∇~u · ~a
∣∣∣∣∣∣ ≤
(∫
Ωt
|∇~u|2
)1/2 (∫
Ωt
|~u|2′ |~a|2′
)1/2′
≤ cδ
∫
Ωt
|∇~u|2.
Assim controlamos o termo na˜o linear ~u · ∇~u · ~a tomando, necessariamente, δ
suficientemente pequeno. Quando p > 2, procedendo similarmente e usando a
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desigualdade de Korn, obtemos∣∣∣∣∣∣
∫
Ωt
~u · ∇~u · ~a
∣∣∣∣∣∣ ≤ cδt(p−2)/p
(∫
Ωt
∣∣∣D(~u)∣∣∣p)2/p .
Enta˜o, pela Desigualdade de Young com ε, temos∣∣∣∣∣∣
∫
Ωt
~u · ∇~u · ~a
∣∣∣∣∣∣ ≤ ε
∫
Ωt
∣∣∣D(~u)∣∣∣p + Cεt ,
para alguma nova constante Cε. Devido a` esta estimativa podemos controlar o
termo na˜o linear ~u · ∇~u · ~a tomando ε suficientemente pequeno e, portanto, na˜o
precisamos (necessariamente) construir o campo vetorial ~a satisfazendo a estima-
tiva (7) para algum δ suficientemente pequeno (os detalhes desta construc¸a˜o do
campo ~a esta˜o no Capı´tulo 2).
No caso de sec¸o˜es coˆnicas, as sec¸o˜es transversais sa˜o caracterizadas por uma
func¸a˜o Lipschitz g, e a necessidade da construc¸a˜o do campo ~a com a propriedade
(6), fica condicionada a convergeˆncia da integral∫ ∞
0
g−n(p−1)−1(t)dt . (8)
Note que o caso de sec¸o˜es transversais limitadas, pode ser considerado como um
caso particular para (8) divergente.
Para (8) convergente, no caso p=2 (Navier-Stokes), [40] obtem soluc¸a˜o para δ
suficientemente pequeno em (6), ademais, devido a` convergeˆncia de (8), o campo
velocidade pertence ao espac¸o Dˆ1,20 (Ω); no nosso caso, para p > 2, como ja´ co-
mentado acima na˜o precisamos da condic¸a˜o δ suficientemente pequeno em (6)
e, devido a` convergeˆncia de (8), na˜o aparece o termo t em (7), e assim o campo
velocidade pertence a` Dˆ1,p0 (Ω), como veremos no Capı´tulo 3.2.
Para o caso de sec¸o˜es transversais, onde a integral de (8) diverge, teremos uma
dificuldade a mais na aplicac¸a˜o da te´cnica descrita acima, devido ao fato de que
antes nos beneficiamos da propriedade de troncos de comprimento 1 terem vo-
lumes limitados em qualquer parte do canal, o que na˜o ocorre nos canais coˆnicos,
visto que neste caso tais troncos teˆm volumes crescendo indefinidamente quando
caminhamos na direc¸a˜o infinita. Este problema e´ contornado tomando uma func¸a˜o
truncamento em func¸a˜o da posic¸a˜o no canal. Essa func¸a˜o possibilita fazer uma
mudanc¸a de varia´veis que leva os troncos em novos troncos limitados, indepen-
dentes de sua posic¸a˜o no canal. Assim, como e´ de se esperar para canais coˆnicos,
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na˜o conseguimos soluc¸a˜o com integral de Dirichlet crescendo linearmente, mas
sim com integral de Dirichlet ponderada pela func¸a˜o truncamento crescendo do-
minada pelo crescimento da integral de (8).
Ainda para canais coˆnicos, nos papers [34] e [35], Pileckas obte´m soluc¸a˜o e
estimativas em espac¸os de Sobolev com peso, para os sistemas de Stokes e Navier-
Stokes, com fluxos arbitra´rios dados e forc¸a externa em espac¸os de distribuic¸o˜es
apropriados. Um estudo semelhante para os sistema de Stokes e Navier-Stokes
com Lei de Poteˆncia, e´ gravimente prejudicado pela na˜o linearidade do termo
div
{
|∇~v|p−2∇~v
}
. A te´cnica usada em [34] tem como um dos passos cruciais, o
estudo do caso para fluxo zero e, devido a linearidade do sistema, estende para
o caso de fluxo na˜o zero (veja equac¸a˜o (6.6), p. 131 de [34]), o que ainda na˜o e´
possı´vel para o nosso caso. Desta forma desenvolvemos um resultado semelhante
para fluxo zero, onde a principal diferenc¸a do paper [34], consiste na necessi-
dade de usar compacidade fraca na tomada do limite (veja (4.172)) enquanto la´ a
convergeˆncia e´ imediata da linearidade (p. 125 de [34]).
Organizac¸a˜o da Tese
De uma forma geral a Tese combina as sec¸o˜es dois e treˆs acima, ou seja, ela
trata de fluidos com Lei de Poteˆncia em canais ilimitados, dando um enfoque
especial a` condic¸a˜o das sec¸o˜es transversais dos canais: quando estas sa˜o limitadas
e quando estas sa˜o ilimitadas.
Naturalmente, em se tratando de canais ilimitados, a primeira pergunta se-
ria sobre o problema de Leray para Navier-Stokes com Lei de Poteˆncia. Este
problema foi estudado por Marusic-Paloka em [29], que como no caso de Navier-
Stokes, obte´m soluc¸a˜o para fluxos suficientemente pequenos, mas apenas para
p > 2; para 1 < p < 2 o problema esta´ em aberto.
Assim, concentramos nosso trabalho no estudo do problema de Ladyzhen-
skaya e Solonnikov para Navier-Stokes com poteˆncia, bem como o estudo destes
fluidos em canais coˆnicos ilimitados.
No Capı´tulo 1 introduzimos as notac¸o˜es gerais (que sera˜o usadas em toda a
Tese) e os resultados preliminares, necessa´rios para o desenvolvimento do tra-
balho. As notac¸o˜es exclusivas de um certo capı´tulo sera˜o introduzidas no pro´prio
capı´tulo.
Os Capı´tulos 2 e 3, denominamos Sec¸a˜o Transversal Limitada e Sec¸a˜o Trans-
versal Ilimitada, respectivamente. Sendo que no Capı´tulo 2 tratamos do problema
de Ladyzhenskaya e Solonnikov, visto que neste problema a sec¸a˜o transversal e´
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limitada. Ja´ no Capı´tulo 3 tratamos de canais coˆnicas, onde as sec¸o˜es transversais
sa˜o ilimitadas.
Por fim, no Capı´tulo 4, tratamos do estudo de estimativas em espac¸os de
Sobolev com peso para o sistema de Stokes com Lei de Poteˆncia em canais
coˆnicos.
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Capı´tulo 1
PRELIMINARES
Neste Capı´tulo introduziremos algumas notac¸o˜es e resultados que sera˜o usa-
dos no decorrer deste trabalho. As notac¸o˜es e resultados peculiares a cada capı´tulo
sera˜o definidas e apresentadas nos mesmos.
1.1 Notac¸o˜es
Introduziremos, nesta sec¸a˜o, as notac¸o˜es comuns a todos os capı´tulos.
Denotaremos por Ω um domı´nio (aberto e conexo) do IRn, n = 2, 3, de classe
C∞, do tipo
Ω =
m⋃
i=0
Ωi , (1.1)
onde Ω0 e´ um subconjunto limitado do IRn, enquanto Ωi, i = 1, . . . ,m, sa˜o
“canais”que sera˜o definidos em cada problema, conforme a natureza do domı´nio
em questa˜o. Σ denotara´ uma sec¸a˜o transversal qualquer de Ω, isto e´, uma interse-
c¸a˜o limitada qualquer de Ω com um plano (n − 1) - dimensional, que em Ωi, para
possı´veis diferentes sistemas de coordenadas cartesianas, reduz-se a`
Σi(t) = {x(i) ∈ Ωi; x(i)n = t} .
Para tornar a leitura mais agrada´vel omitiremos o ı´ndice i na notac¸a˜o das co-
ordenadas locais.
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Adotaremos ainda, para s > r > 0, as seguintes notac¸o˜es:
Ωir = {x ∈ Ωi ; |xn| < r}
Ωir,s = Ωis \Ωir
Ωri = {x ∈ Ωi ; |xn| > r}
Ωr = Ω0
m⋃
i=1
Ωir
Ωr,s = Ωs rΩr
Ω(r), Ω(r, s) sera˜o definidos no capı´tulo 3
Ωi(r) , Ω(r) sera˜o definidos no capı´tulos 4 .
Segue abaixo duas figuras ilustrativas do domı´nio Ω, em uma Ω possui sec¸o˜es
transversais Σ limitadas e na outra as sec¸o˜es transversais sa˜o ilimitadas.
Figura 1.1: sec¸a˜o transversal limitada Figura 1.2: sec¸a˜o transversal ilimitada
Adotaremos as seguintes notac¸o˜es para operadores de diferenciac¸a˜o:
∇ f =
(
∂ f
∂x1
, . . . ,
∂ f
∂xn
)
∇ · ~w = div ~w =
n∑
i=1
∂wi
∂xi
∇~w e´ a matriz n × n com entradas ∂wi
∂x j
D(~w) =
1
2
(
∇~w + [∇~w]T
)
e´ a matriz n × n com entradas Di j(~w) = 12
(
∂wi
∂x j
+
∂w j
∂xi
)
~u · ∇~w =
n∑
i=1
ui
∂
∂xi
~w .
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Consideraremos agora notac¸o˜es para espac¸os de func¸o˜es. Observamos que
neste trabalho na˜o distinguiremos, na notac¸a˜o, espac¸os de func¸o˜es a valores reais
de vetoriais, uma vez que acreditamos na˜o existir confusa˜o na leitura do texto. U
denotara´ um subdomı´nio de IRn:
• C∞0 (U) sa˜o func¸o˜es infitamente diferencia´veis com suporte em U.
• Lq(U), para 1 ≤ q ≤ ∞, denotara´ os espac¸os de Lebesgue munido com as
normas
‖~w‖q,U =
(∫
U
|~w|q
)1/q
, 1 ≤ q < ∞
‖~w‖∞,U = sup essU |~w| .
• Lqloc(U) =
{
~w ∈ Lq(U′), ∀ U¯′ ⊂ U, com U′ limitado
}
, 1 ≤ q < ∞, onde
U¯ = U ∪ ∂U.
• Lqloc(U¯) =
{
~w ∈ Lq(U′), ∀U′ ⊂ U, com U′ limitado} , 1 ≤ q < ∞.
• W1,q(U) e W1,q0 (U), para 1 ≤ q < ∞, sa˜o espac¸os de Sobolev canoˆnicos. Um
detalhamento sobre tais espac¸os pode ser encontrado em [1]. A norma do
espac¸o de Sobolev sera´ denotada por
‖ ~w ‖1,q,U=
(∫
U
|~w|q + |∇~w|q
)1/q
.
• D1,q0 (U) denotara´ o fecho de C∞0 (U) na norma
|~ϕ|1,q,U =
(∫
U
|∇~ϕ|q
)1/q
.
• D(U) = {~ϕ ∈ C∞0 (U); ∇ · ~ϕ = 0}.
• D1,q0 (U) denotara´ o fecho deD(U) na norma | · |1,q,U .
• Dˆ1,q0 (U) =
{
~w ∈ D1,q0 (U); ∇ · ~w = 0
}
.
• D−1,q′(U) e´ o espac¸o dual de D1,q0 (U), onde q′ e´ o conjugado de q, isto e´, q e
q′ satisfazem
1
q
+
1
q′
= 1 .
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• V(U; Γ) e´ o espac¸o das func¸o˜es de V(U) que se anulam em Γ ⊂ ∂Ω, com
|Γ| > 0.
Outras notac¸o˜es:
(~u, ~w)U =
n∑
i=1
∫
U
uiwi .
A : B =
n∑
i, j=1
Ai jBi j, para A e B matrizes n × n .
a  1 : a positivo e suficientemente pequeno.
a  1 : a suficientemente grande.
Nas notac¸o˜es, sempre que na˜o houver du´vidas sobre o domı´nio, ele podera´ ser
omitido a fim de simplificar a escrita das sentenc¸as matema´ticas.
1.2 Resultados Auxiliares
Nesta sec¸a˜o apresentaremos alguns resultados que sera˜o usados nos demais
capı´tulos.
Lema 1 . Sejam z, ϕ : IR −→ IR func¸o˜es suaves, na˜o negativas, na˜o decrescentes
e na˜o identicamente nulas satisfazendo, no intervalo [0,T ], as inequac¸o˜es:
z(t) ≤ Ψ(z′(t)) + (1 − δ1)ϕ(t),
ϕ(t) ≥ δ−11 Ψ(ϕ′(t)),
para algum δ1 ∈ (0, 1), onde Ψ : IR → IR e´ uma func¸a˜o suave e estritamente
crescente, tal que Ψ(0) = 0 e Ψ(τ)→ ∞, quando τ→ ∞.
1. Se z(T ) ≤ ϕ(T ) temos
z(t) ≤ ϕ(t) , ∀ t ∈ [0,T ].
2. As func¸o˜es z(t), na˜o identicamente nulas, satisfazendo a` desigualdade
z(t) ≤ δ−11 Ψ
(
z′(t)
) ∀ t ≥ 0 ,
crescem indefinidamente com t, isto e´, lim
t→∞ z(t) = ∞. Se δ
−1
1 Ψ(τ) ≤ cτm,
com m > 1 e τ ≥ τ1 (para algum τ1 > 0), enta˜o
lim inf
t→∞ t
− mm−1 z(t) > 0 ;
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se, contudo, δ−11 Ψ(τ) ≤ cτ, para τ ≥ τ1, enta˜o
lim inf
t→∞ e
−t/cz(t) > 0 .
Para a prova deste lema, ver [27], Lema 2.3, p. 736, ou [39], Teorema 1, p. 708.
Lema 2 . Valem as seguintes desigualdades:
(a1 + . . . + ak)q ≤ kq−1
(
aq1 + . . . + a
q
k
)
, (1.2)
onde ai > 0, i = 1, . . . , k e q ≥ 1.
(Desigualdade de Young com ε) ab ≤ εaq + C(ε)bq′ ,
(1.3)
onde a, b, ε > 0, com C(ε) = (εp)−q
′/q(q′)−1 e
1
q
+
1
q′
= 1. Agora, para x, y ∈ IRN
e q > 2
〈|x|q−2x − |y|q−2y, x − y〉 ≥ cq|x − y|q , (1.4)
〈|x|q−2x − |y|q−2y, x − y〉 ≥ cq|x − y|2
(
|x|q−2 + |y|q−2
)
. (1.5)
Aqui 〈x, y〉 esta´ denotando o produto interno de IRN .
Para a prova de (1.2) ver [21], Teorema 16, p. 26; de (1.3) ver Apeˆncice B.2 de
[16]; de (1.4) e (1.5) ver [13] ou [3] Lema 2.1, p. 526.
Lema 3 .
(Desigualdade de Ho¨lder) Sejam 1 ≤ q1, . . . , qk ≤ ∞ , com
1
q1
+ · · · + 1
qk
= 1, e suponhamos que wi ∈ Lpi(U), para i = 1, . . . , k. Enta˜o
∫
U
|w1 · · · uk| dx ≤
k∏
i=1
‖wi‖Lpi (U) . (1.6)
(Desigualdade de Ho¨lder para a Soma) Sejam 1 ≤ q1, . . . , qk ≤ ∞ , com
1
q1
+ · · · + 1
qk
= 1, e suponhamos que ais ≥ 0, para i = 1, . . . , k. Enta˜o
∞∑
s=1
a1s · · · aks ≤
 ∞∑
s=1
(a1s)
q1

1
q1
· · ·
 ∞∑
s=1
(aks)
qk

1
qk
. (1.7)
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Para prova de (1.6), ver Apeˆncice B.2 de [16]; e para prova de (1.7), ver
para´grafo 5.4 de [21].
O pro´ximo lema trata de uma desigualdade do tipo Korn.
Lema 4 . Sejam U um domı´nio lipschitz limitado de IRn, n = 2, 3 e ~w ∈ W1,q(U),
1 ≤ q < ∞, tal que ~w ≡ 0 em Γ ⊂ ∂U, com |Γ| > 0. Enta˜o
c1|~w|1,q,U ≤ ‖ D(~w) ‖q,U≤ c2|~w|1,q,U . (1.8)
Prova: Para n = 3 ver [31], Teorema 4.10. Ja´ para n = 2, tomamos
U3 = U × (0, 1) ⊂ IR3,
daı´ temos que U3 e Γ3 = Γ × (0, 1) satisfazem as hipo´teses do teorema para n = 3.
Assim, tomando
~W(x, y, z) = (~w(x, y), 0),
segue | ~W |1,q,U3 = |~w|1,q,U e ‖D( ~W)‖q,U3 = ‖D(~w)‖q,U . Portanto, como ~W satisfaz
(1.8) (para n = 3), temos que ~w satisfaz (1.8) (para n = 2).
2
O pro´ximo lema e´ sobre desigualdade do tipo Poincare´.
Lema 5 . Sejam |U | < ∞ , ~w ∈ W1,q(U), 1 ≤ q < ∞, e Γ ⊂ ∂U com |Γ| > 0.
Enta˜o
‖ ~w ‖q,U≤ c3
(
|~w|1,q,U+ ‖ ~w ‖1,Γ
)
, ∀~w ∈ W1,q(U) . (1.9)
Consideremos agora ~w ∈ W1,q0 (U), 1 ≤ q < ∞. Enta˜o
‖ ~w ‖q,U≤ c4|U |1/n|~w|1,q,U . (1.10)
Para a prova de (1.9) e (1.10) ver [20], Exercı´cio II.4.4, p. 51 e Exercı´cio II.4.10,
p. 56.
Lema 6 . Seja F : IRN −→ IRN contı´nua, tal que para algum ρ > 0
F(ξ) · ξ ≥ 0 , ∀ ξ ∈ IRN com |ξ| = ρ.
Enta˜o existe ξ0 ∈ IRN , com |ξ0| ≤ ρ, tal que F(ξ0) = 0.
Para prova ver [20], Lema VIII.3.1, p. 15; ou [16], Lema, p. 493.
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Lema 7 . Seja U um domı´nio de IRN , N ≥ 2, limitado e localmente lipschitziana.
Dado f ∈ Lq(U), 1 < q < ∞, satisfazendo ∫
U
f = 0, existe ~w ∈ W1,q0 (U) tal que
∇ · ~w = f
~w ∈ W1,q0 (U)‖ ~w ‖1,q,U≤ c ‖ f ‖q,U ,
onde c = c(n, q,U).
Para prova ver [20]. Teorema III.3.2, p. 135.
Lema 8 . Seja V um domı´nio de IRN e seja d(x) = dist(x, ∂V). Enta˜o existe uma
func¸a˜o ρ ∈ C∞(V), tal que para todo x ∈ V
d(x) ≤ ρ(x);
|Dαρ(x)| ≤ k|α|+1(d(x))1−|α|, |α| ≥ 0 , (1.11)
onde k|α|+1 depende so´ de α e N.
Para prova ver [20], Lema III.6.1, p. 172.
O pro´ximo lema sera´ importante para a aplicac¸a˜o do me´todo de Galerkin, em
espac¸os que na˜o sa˜o de Hilbert.
Lema 9 . Seja U um domı´nio arbitra´rio de IRn, n ≥ 2. Enta˜o existe um conjunto
enumera´vel {~ϕk} ⊂ D(U) total em D1,q0 (U) (1 ≤ q ≤ ∞), isto e´, o conjunto das
combinac¸o˜es lineares finitas de {~ϕk} e´ denso em D1,q0 (U). Ademais este conjunto
e´ ortogonal em L2(U).
Prova: Sabemos que D1,q0 (U) e´ um espac¸o separa´vel. Daı´, como subconjunto de
D1,q0 (U), temos queD(U) e´ separa´vel (com efeito, Proposic¸a˜o III.22 de [9]),enta˜o
existe {~ψk} ⊂ D(U), de modo que D(U) e´ o limite, na norma | · |1,q, de sub-
sequeˆncias do referido conjunto. Agora, comoD1,p0 (U) e´ o fecho deD(U), segue
que {~ψk} ⊂ D(U) e´ denso emD1,p0 (U).
Agora, seja L({~ψk}) o conjunto das combinac¸o˜es lineares finitas de {~ψk}. Por
Gram-Schmidt (Proposic¸a˜o 21.6, p.122 de [32]), existe um conjunto enumera´vel
{~ϕk} ⊂ D(U) ortogonal em L2(U), tal que os subespac¸os gerados por um nu´mero
finito de elementos de {~ψk} e {~ϕk} sa˜o iguais, ou seja, L({~ψk}) = L({~ϕk}). Portanto
L({~ϕk}) e´ denso emD1,q0 (U). Assim provamos o lema.
2
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Capı´tulo 2
SEC¸A˜O TRANSVERSAL
LIMITADA
2.1 Formulac¸a˜o do Problema
Neste Capı´tulo assumiremos Ω como em (1.1), com m = 2 (isto para simpli-
ficar a redac¸a˜o, visto que para m ≥ 2 qualquer em IN, os resultados seguem sem
alterac¸o˜es), e denotaremos os “canais”de Ω, em possı´veis diferentes sistemas de
coordenadas cartesianas, por
Ω1 =
{
x ∈ IRn; x1n < 0, x′ ≡
(
x11, . . . , x
1
n−1
)
∈ Σ1(x1n)
}
Ω2 =
{
x ∈ IRn; x2n > 0, x′ ≡
(
x21, . . . , x
2
n−1
)
∈ Σ2(x2n)
}
,
com Σi, i = 1, 2, domı´nios de classe C∞ simplesmente conexo do IRn−1, tais que
para algumas constantes l1 e l2, independentes de xin, satisfazem
sup
xin
diam Σi(xin) = l2 < ∞
inf
xin
diam Σi(xin) = l1 > 0,
e conte´m os cilindros
C1l1 =
{
x ∈ IRn; x1n < 0 e |x′| < l14
}
⊂ Ω1
C2l1 =
{
x ∈ IRn; x2n > 0 e |x′| < l14
}
⊂ Ω2 .
Denotaremos por ~n um vetor unita´rio ortogonal a` Σ, orientado de Ω1 para Ω2.
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Propomos a resoluc¸a˜o de um problema correlato ao Problema 2.1 de [27],
que sera´ chamado Problema de Ladyzhenskaya e Solonnikov para o Sistema de
Navier-Stokes com Lei de Poteˆncia: Dado Φ ∈ IR, obter um campo velocidade ~v e
uma pressa˜o p tal que
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = ~v · ∇~v + ∇p em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σ
~v · ~n = Φ
sup
t>0
t−1
∫
Ωt
|∇~v|p < ∞ .
(2.1)
Buscaremos uma soluc¸a˜o da forma ~v = ~u+~a, onde~a e´ uma func¸a˜o que carrega
o fluxo, construı´da no lema seguinte (veja [27], p. 744; veja tambe´m [20], Lema
XI.7.1, p. 272 e [33], p. 46):
Lema 10 . Dado p > 2, existe um campo suave ~a ≡ ~a(p) : Ω −→ IRn satis-
fazendo:
(a1) ~a ∈ W1,ploc
(
Ω
)
;
(a2) ∇ · ~a = 0 em Ω e ~a = 0 em ∂Ω;
(a3)
∫
Σi(s)
~a · ~n = Φ, ∀ s ≥ 0, i = 1, 2;
(a4) Existe uma constante c independente de t ≥ 0, tal que∫
Ωit−1,t
|∇~a|p ≤ c|Φ|p, ∀ t ≥ 0, i = 1, 2;
(a5) Dado ~φ ∈ D(Ω), tem-se∫
Ωt
|~a|p′ |~φ|p′ ≤ c|Φ|p′t(p−2)/(p−1)|~φ|p′1,p,Ωt , ∀ t > 0;
(a6) Existe uma constante c2 independente de t ≥ 1, tal que∫
Ωt
|∇~a|p ≤ c2(t + 1) , ∀ t ≥ 1.
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Prova: Sejam σ, ψ : IR −→ IR func¸o˜es suaves na˜o decrescentes tais que
σ(t) =

l1
4
, t ≤ l1
4
t , t >
l1
2
ψ(t) =
{
0 , t ≤ 0
1 , t > 1 .
Dado ε ∈ (0, 1), definamos
ζ(x) = ψ
(
ε ln
σ(|x′|)
ρ(x)
)
, (2.2)
com ρ introduzido no Lema 8.
Devido a`s propriedades de ψ, temos
ζ(x) =
{
0 , σ(|x′|) ≤ ρ(x)
1 , σ(|x′|) ≥ ρ(x) e1/ε (2.3)
que, em particular, implica
supp(∇ζ) ⊂
{
x ∈ Ω; ρ(x) < σ(|x′|) < ρ(x) e1/ε
}
. (2.4)
Verificaremos agora algumas propriedades relevantes da func¸a˜o ζ:
1. ζ(x) = 0, para todo x ∈ Cil1 , i = 1, 2.
De fato, seja x ∈ Cil1 , enta˜o d(x) > l14 . Assim, decorre de (1.11) que
ρ(x) >
l1
4
, ∀x ∈ Cil1 . (2.5)
Ainda, se x ∈ Cil1 , enta˜o σ(|x′|) = l14 , desde que |x′| ≤ l14 . Disto e de (2.5)
temos, ρ(x) ≥ σ(|x′|), para todo x ∈ Cil1 , que por (2.3) nos leva a` ζ(x) = 0, como
querı´amos.
2. ζ(x) = 1, para todo x ∈ Vε, onde Vε e´ a seguinte vizinhanc¸a de ∂Ω
Vε =
{
x ∈ Ω; d (x) ≤ l1e
−1/ε
4k1
}
.
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De fato, como σ e´ na˜o decrescente,
σ(|x′|) ≥ l1
4
, (2.6)
e por (1.11), k1d (x) > ρ(x). Daı´, para x ∈ Vε, temos l1e−1/ε4 > ρ(x), que devido a`
(2.6) implica σ(|x′|) ≥ ρ(x) e1/ε e, de (2.3) obtemos ζ(x) = 1, como querı´amos.
3. Pela definic¸a˜o de ζ, a partir de ca´lculos diretos, obtemos para todo x ∈ Ω,
|∇ζ(x)| ≤ εc1d−1(x)
|D2ζ(x)| ≤ c2d−2(x) . (2.7)
Vamos agora construir os campos ~a, para n = 2, 3, separadamente.
n = 2:
Podemos considerar, neste momento apenas, Ω =
{
x ∈ IR2; f1(x2) < x1 < f2(x2)
}
com f j, j = 1, 2, func¸o˜es suaves. Para Ω, como em (1.1), fazemos uma colagem
usando as construc¸o˜es em cada canal, como feito no capı´tulo VI de [20].
Definimos
ϕ(s) =
{
0 , s < 0
1 , s > 0 . (2.8)
Note que devido ao ponto 1 acima, temos ζ˜ ≡ ζϕ ≡ 0 , em Cl1 , e assim ζ˜ ∈ C∞(Ω).
Por fim, definimos
~a = Φ∇⊥ (ζ(x)ϕ(x1)) = Φ (−∂x2(ζϕ), ∂x1(ζϕ)) .
Agora verificaremos que ~a satisfaz as propriedades requeridas:
(a1): E´ satisfeita pois ~a ∈ C∞
(
Ω
)
.
(a2): Por construc¸a˜o ∇ · ~a = 0, e ~a
∣∣∣∣∣
∂Ω
= 0, devido ao ponto 2.
(a3): Devido ao ponto 2, temos∫
Σ(x2)
~a · ~n =
∫
Σ(x2)
a2d x1 = Φ
∫
Σ(x2)
∂
∂x1
(ζϕ)d x1
= Φζ(s, x2)ϕ(s)
∣∣∣∣∣ f2(x2)
s= f1(x2)
= Φ
[
ϕ( f2(x2)) − ϕ( f1(x2))] = Φ.
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(a4): De (2.7) obtemos∣∣∣∣∣ ∂∂x2 [ζ(x1, x2)ϕ(x1)]
∣∣∣∣∣ = ∣∣∣∣∣ ∂ζ∂x2ϕ(x1)
∣∣∣∣∣ ≤ c1d−1(x)∣∣∣∣∣ ∂∂x1 (ζϕ)
∣∣∣∣∣ ≤ ∣∣∣∣∣ ∂ζ∂x1ϕ
∣∣∣∣∣ + |ζϕ′| ≤ c1d−1(x) + cd−1(x) ≤ c2d−1(x)
logo, devido a` (1.11),
|~a(x)| ≤ c3|Φ|
ρ(x)
. (2.9)
Procedendo analogamente, obtemos
|∇~a(x)| ≤ c4d−2(x)χΩ\Vε ≤ c4l−21 = c5|Φ| . (2.10)
Daı´, para t ≥ 1, segue de (2.10)∫
Ωt−1,t
|∇~a|p ≤
∫ t
t−1
∫
Σ(s)
|∇~a|p ≤ c|Σ(s)||Φ|p ≤ c|Φ|p.
(a5): Pelo ponto 2, ~a ≡ 0 em Vε, e para x ∈ Ω r Vε, temos
ρ(x) ≥ d(x) ≥ l1
4k1e1/ε
≡ c(ε, l1). (2.11)
Assim, dado ~φ ∈ D(Ω),∫
Ωt
|~a|p′ |~φ|p′ dx ≤ c|Φ|p′
∫
ΩtrVε
 |~φ|
ρ
p′ dx ≤ c|Φ|p′ ∫
ΩtrVε
|~φ|p′ dx
≤ c|Φ|p′
∫ t
0
∫
Σ(x2)
|~φ|p′ dx1dx2 ≤ c|Φ|p′
∫ t
0
∫
Σ(x2)
|∇x1~φ|p′ dx1dx2
≤ c|Φ|p′
∫ t
0
∫
Σ(x2)
|∇~φ|p′ dx1dx2 ≤ c|Φ|p′t(p−2)/(p−1)|~φ|p′1,p,Ω ,
onde na primeira desigualdade usamos (2.9), na segunda (2.11), na quarta a De-
sigualdade de Poincare´ e na u´ltima a Desigualdade de Ho¨lder com q = p/p′.
(a6): E´ uma consequeˆncia imediata de (a4). De fato, indicando por [t] o maior
inteiro menor ou igual a t, temos∫
Ωt
|∇~a|p ≤
∫ t
0
∫
Σ
|∇~a|p ≤
[t]+1∑
s=1
∫ s
s−1
∫
Σ
|∇~a|p
=
[t]+1∑
s=1
∫
Ωs−1,s
|∇~a|p ≤ 2ca([t] + 1) ≤ c2(t + 1),
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para todo t ≥ 1, onde usamos (a4) na penu´ltima desigualdade.
n = 3:
Definamos o campo ~a como
~a =
Φ
2pi
∇ × (ζ~b), (2.12)
onde ~b(x) =
(−x2
|x′|2 ,
x1
|x′|2 , 0
)
.
Devido a` identidade ∇ × (ζ~b) = ∇ζ × ~b + ζ∇ × ~b e como ∇ × ~b = 0, temos
~a =
Φ
2pi
∇ζ × ~b . (2.13)
Agora verificaremos que ~a satisfaz as propriedades requeridas:
(a1): Devido ao ponto 1 temos ~a ∈ C∞
(
Ω
)
, daı´ ~a ∈ W1,ploc
(
Ω
)
;
(a2): Por construc¸a˜o ∇ · ~a = 0, e ~a
∣∣∣∣∣
∂Ω
= 0, devido ao ponto 2 e (2.13);
(a3): Primeiro observemos que∫
∂Σi(s)
~b × ~ν · ~e3 = −2pi , (2.14)
onde ~ν e´ a normal exterior a` ∂Σi(s).
De fato, seja ~w ≡ (~b2,−~b1, 0) e Bl1 = {|x′| < l1/2} ⊂ Σi(s), daı´
∇x′ · ~w = ∇ × ~b · ~e3 = 0 em Σi r Bl1 ≡ U.
Assim, pelo teorema da divergeˆncia
0 =
∫
U
∇x′ · ~w =
∫
∂Σi
~w · ~ν −
∫
∂Bl1
~w · ~er, (2.15)
onde ~er = x
′
|x′ | . Para qualquer vetor γ = (γ1, γ2, 0) temos ~w ·~γ = −~b×~γ ·~e3. Assim,
de (2.15), usando coordenadas cilı´ndricas, temos∫
∂Σi
~b × ~ν · ~e3 =
∫
∂Bl1
~b × ~er · ~e3 =
∫
∂Bl1
sen 2θ + cos2 θ
r
r d θ =
∫ 2pi
0
d θ = −2pi ,
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como querı´amos.
Agora,∫
Σi(s)
~a · ~n =
∫
Σi(s)
~a3 =
Φ
2pi
∫
Σi(s)
[
∂
∂x1
(ζb2) − ∂
∂x2
(ζb1)
]
=
Φ
2pi
∫
Σi(s)
∇ · (ζb2,−ζb1) = Φ2pi
∫
∂Σi(s)
(ζb2,−ζb1) · ~ν
=
Φ
2pi
∫
∂Σi(s)
(b2 · ν1 − b1 · ν2) = − Φ2pi
∫
∂Σi(s)
~b × ~ν · ~e3 = Φ ,
onde na segunda igualdade usamos (2.12), na quarta o teorema da divergeˆncia, na
quinta o ponto 2 e na u´ltima (2.14).
(a4), (a5) e (a6) sa˜o verificadas como no caso n = 2.
2
Portanto, devido a`s propriedades de~a , para resolver o problema (2.1) devemos
buscar ~u soluc¸a˜o do seguinte problema
div
{∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)]} = ~u · ∇~u + ~u · ∇~a + ~a · ∇~u
+~a · ∇~a + ∇p em Ω
∇ · ~u = 0 em Ω
~u = 0 em ∂Ω∫
Σ
~u · ~n = 0
sup
t>0
t−1
∫
Ωt
|∇~u|p < ∞ .
(2.16)
Multiplicando (2.161) por ~ϕ ∈ D(Ω) e observando que
n∑
i, j=1
Di j(~u)
∂ϕi
∂x j
=
n∑
i, j=1
Di j(~u)Di j(~ϕ) , ∀~ϕ ∈ W1,p(Ω) (2.17)
e
∫
Ω
∇p · ~ϕ = −
∫
Ω
p∇ · ~ϕ = 0, apo´s integrar por partes obtemos
∫
Ω
∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)] : D(~ϕ) =
− (~u · ∇~u, ~ϕ) − (~u · ∇~a, ~ϕ) − (~a · ∇~u, ~ϕ) − (~a · ∇~a, ~ϕ) . (2.18)
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Definic¸a˜o 1 . Uma soluc¸a˜o fraca para o problema (2.16) e´ uma func¸a˜o
~u : Ω −→ IRn que satisfaz as seguintes propriedades:
(i) ~u ∈ W1,ploc (Ω¯);
(ii) ~u satisfaz (2.18) para todo ~ϕ ∈ D(Ω);
(iii) ~u satisfaz (2.162) − (2.165).
Observac¸a˜o 1 . O uso de func¸o˜es testes com divergente zero elimina a pressa˜o p,
a qual e´ posteriormente recuperada devido a um lema de De Rham (ver e.g. [20],
Corola´rio III.5.2, p. 171).
2.2 O Problema Aproximado em Domı´nio Limitado
Nesta sec¸a˜o denotaremos por U um subdomı´nio limitado de Ω, e considera-
remos a seguinte variac¸a˜o do problema (2.16): obter ~u e p soluc¸a˜o fraca de
div
{(
1
T
+
∣∣∣D(~u) + D(~a)∣∣∣p−2) [D(~u) + D(~a)]} = ~u · ∇~u + ~u · ∇~a + ~a · ∇~u
+~a · ∇~a + ∇p em U
∇ · ~u = 0 em U
~u = 0 em ∂U∫
Σ
~u · ~n = 0 .
(2.19)
Com a seguinte definic¸a˜o de soluc¸a˜o fraca
Definic¸a˜o 2 . Uma soluc¸a˜o fraca para o problema (2.19) e´ uma func¸a˜o
~u : U −→ IRn que satisfaz as seguintes propriedades:
(i) ~u ∈ W1,p0 (U);
(ii) ~u satisfaz para todo ~ϕ ∈ D(U)
1
T
∫
U
[
D(~u) + D(~a)
]
: D(~ϕ) +
∫
U
∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)] : D(~ϕ) =
− (~u · ∇~u, ~ϕ) − (~u · ∇~a, ~ϕ) − (~a · ∇~u, ~ϕ) − (~a · ∇~a, ~ϕ) ;
(2.20)
(iii) ~u satisfaz (2.192) − (2.194).
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Obviamente, a pressa˜o p relacionada a` soluc¸a˜o ~u, para o problema (2.19), e´
obtida conforme a Observac¸a˜o 1.
Para resolver o problema (2.19), aplicaremos o me´todo de Galerkin junto com
o me´todo de monotonicidade de Browder-Minty (veja [16], Remark, p. 497). O
uso do me´todo de Browder-Minty faz-se necessa´rio devido ao termo na˜o linear do
lado esquerdo de (2.191).
Seja {~ϕ j} ⊂ D(U) total emD1,p0 (U), tal que (~ϕi, ~ϕ j) = δi j, conforme o Lema 9.
Escreveremos para cada m = 1, 2, . . .
~um =
m∑
j=1
c jm~ϕ j , (2.21)
tal que, para j = 1, . . . ,m,
1
T
∫
U
[
D(~um) + D(~a)
]
: D(~ϕ j) +
∫
U
∣∣∣D(~um) + D(~a)∣∣∣p−2 [D(~um) + D(~a)] : D(~ϕ j)
+
(
~um · ∇~um, ~ϕ j
)
+
(
~um · ∇~a, ~ϕ j
)
+
(
~a · ∇~um, ~ϕ j
)
+
(
~a · ∇~a, ~ϕ j
)
= 0.
(2.22)
Lema 11 . Para cada m ∈ IN o problema (2.21), (2.22) admite uma soluc¸a˜o fraca
~um.
Prova: Para ξ = (ξ1, . . . , ξm), definimos ~um =
m∑
j=1
ξ j~ϕ
j e
F j(ξ) =
1
T
∫
U
[
D(~um) + D(~a)
]
: D(~ϕ j)
+
∫
U
∣∣∣D(~um) + D(~a)∣∣∣p−2 [D(~um) + D(~a)] : D(~ϕ j)
+
(
~um · ∇~um, ~ϕ j
)
+
(
~um · ∇~a, ~ϕ j
)
+
(
~a · ∇~um, ~ϕ j
)
+
(
~a · ∇~a, ~ϕ j
)
.
Pelo Lema 6, basta mostrar que para algum ρ > 0 tem-se ~F(ξ) · ξ ≥ 0, para todo
|ξ| = ρ. Ora, facilmente vemos que (~um · ∇~um, ~um) = (~a · ∇~um, ~um) = 0. Daı´
~F(ξ) · ξ = 1
T
∫
U
[
D(~um) + D(~a)
]
: D(~um)∫
U
∣∣∣D(~um) + D(~a)∣∣∣p−2 [D(~um) + D(~a)] : D(~um)
+
(
~um · ∇~a, ~um) + (~a · ∇~a, ~um) .
(2.23)
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Agora, usando a Desigualdade de Ho¨lder, (a5) e a Desigualdade de Young com ε,
obtemos
∣∣∣(~um · ∇~a, ~um)∣∣∣ = ∣∣∣(~um · ∇~um,~a)∣∣∣ ≤ ∣∣∣~um∣∣∣
1,p
(∫
U
|~a|p′ ∣∣∣~um∣∣∣p′)1/p′
≤ c ∣∣∣~um∣∣∣2
1,p
≤ ε1|~um|p1,p + c(ε1) .
(2.24)
Analogamente, obte´m-se∣∣∣(~a · ∇~a, ~um)∣∣∣ ≤ ε2|~um|p1,p + c(ε2) . (2.25)
Quanto ao primeiro termo de (2.23), aplicando a desigualdade 〈x, y〉 ≤ x
2
2
+
y2
2
,
para todo x, y ∈ IRn2 , obtemos∫
U
[
D(~um) + D(~a)
]
: D(~um) ≥ 1
2
∫
U
∣∣∣D(~um)∣∣∣2 − 1
2
∫
U
∣∣∣D(~a)∣∣∣2 . (2.26)
Para o termo que resta de (2.23), usamos (1.4) e (1.8) para obter∫
U
(∣∣∣D(~um) + D(~a)∣∣∣p−2 [D(~um) + D(~a)] − ∣∣∣D(~a)∣∣∣p−2 D(~a)) : D(~um) ≥ cp ∫
U
∣∣∣D(~um)∣∣∣p .
Daı´∫
U
∣∣∣D(~um) + D(~a)∣∣∣p−2 (D(~um) + D(~a)) : D(~um) ≥ cp ∣∣∣~um∣∣∣p1,p
+
∫
U
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~um),
(2.27)
mas∣∣∣∣∣∫
U
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~um)∣∣∣∣∣ ≤ ∫
U
∣∣∣D(~a)∣∣∣p−1 ∣∣∣D(~um)∣∣∣
≤
(∫
U
∣∣∣D(~a)∣∣∣p)(p−1)/p (∫
U
∣∣∣D(~um)∣∣∣p)1/p
≤ ε3
∣∣∣~um∣∣∣p
1,p
+ c(ε3).
(2.28)
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Assim, para εi, i = 1, 2, 3 suficientemente pequenos tais que cp−(ε1 +ε2 +ε3) > 0,
e observando que
∣∣∣~um∣∣∣q
1,q
≥ |ξ|qcm, q = 2, p , de (2.23) − (2.28) obtemos
~F(ξ) · ξ ≥ c1|ξ|2 − c2 ≥ 0
para |ξ|2 ≥ max
{
1,
c2
c1
}
. Como querı´amos.
2
Observac¸a˜o 2 . Na˜o e´ necessa´rio usar (a5) para obtenc¸a˜o de (2.24), pois apli-
cando a Desigualdade de Ho¨lder com p, p,
p
p − 2, podemos usar Imersa˜o de
Sobolev, desde que
p
p − 2 ≤ p
∗ =
np
n − p ⇔ p ≥
3n
n + 1
(isto para p < n, pois
para p ≥ n na˜o ha´ o que fazer). Para 2 < p < 3n
n + 1
, aplicamos a Desigualdade de
Ho¨lder com p,
p∗
p′
,
p∗p′
p∗ − p′ e temos Imersa˜o de Sobolev, pois
p ≤ p
∗p′
p∗ − p′ ≤ p
∗ ⇔ 3n
n + 2
≤ p < 3n
n + 1
.
Lema 12 . |~um|1,p ≤ c, com c independente de m.
Prova: Multiplicando (2.22) por ξ j e somando em j de 1 a` m, obtemos como em
(2.23)
1
T
∫
U
(∣∣∣D(~um)∣∣∣2 + D(~um) : D(~a)) + ∫
U
∣∣∣D(~um) + D(~a)∣∣∣p−2 [D(~um) + D(~a)] : D(~um)
+
(
~um · ∇~a, ~um) + (~a · ∇~a, ~um) = 0.
Agora, procedendo como na obtenc¸a˜o de (2.24) e (2.28), obtemos
|~um|p1,p ≤ c.
2
Observac¸a˜o 3 . (a5) vale para ~w ∈ D1,p0 (Ω) no lugar de ~ϕ ∈ D(Ω).
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Teorema 1 . O problema (2.19) admite uma soluc¸a˜o fraca ~u ∈ W1,p0 (U).
Prova: Devido ao Lema 12, obtemos uma subsequeˆncia {~umk} e uma func¸a˜o
~u ∈ D1,p0 (U), tal que
~umk ⇀ ~u em D1,p0 (U)
~umk → ~u em Lp(U). (2.29)
Agora pretendemos passar o limite em (2.22) e tomar ~ϕ qualquer em D(U),
para isto precisamos proceder com cuidado devido ao termo na˜o linear. Comec¸are-
mos introduzindo algumas notac¸o˜es para facilitar a redac¸a˜o. Para ~w ∈ D1,p0 (U),
denotamos:
A~w ≡ −div
{∣∣∣D(~w) + D(~a)∣∣∣p−2 [D(~w) + D(~a)]}
B(~w) ≡ − (~w · ∇~w + ~w · ∇~a + ~a · ∇~w + ~a · ∇~a)
F(~w) ≡ − 1
T
div
{
D(~w) + D(~a)
}
.
Neste momento, procederemos com a demonstrac¸a˜o pontualmente.
1. Usando (1.2), obtemos A : D1,p0 (U) −→
[
D1,p0 (U)
]′
e, devido ao Lema 12
temos A~umk limitado em
[
D1,p0 (U)
]′
, isto implica que existe χ ∈
[
D1,p0 (U)
]′
tal que
〈A~umk , ~w〉 −→ 〈χ, ~w〉 , ∀ ~w ∈ D1,p0 (U). (2.30)
2. Para toda ~ϕ ∈ D(U) temos∫
U
B(~umk) · ~ϕ −→
∫
U
B(~u) · ~ϕ . (2.31)
De fato, para ~ϕ ∈ D(U),∫
U
B(~umk) · ~ϕ = − [(~umk · ∇~umk , ~ϕ) + (~umk · ∇~a, ~ϕ) + (~a · ∇~umk , ~ϕ) + (~a · ∇~a, ~ϕ)] .
Agora,∣∣∣(~umk · ∇~umk , ~ϕ) − (~u · ∇~u, ~ϕ)∣∣∣ ≤ ∣∣∣(~umk · ∇~ϕ,~umk − ~u)∣∣∣ + ∣∣∣((~umk − ~u) · ∇~ϕ,~u)∣∣∣
≤ c ‖ ~umk ‖p‖ ~umk − ~u ‖p +c ‖ ~u ‖p‖ ~umk − ~u ‖p
≤ c
(
~ϕ, ‖ ~u ‖p
)
‖ ~umk − ~u ‖p −→ 0,
onde na segunda desigualdade usamos a Desigualdade de Ho¨lder e na u´ltima
(2.292). Aplicando ainda a Desigualdade de Ho¨lder, obtemos tambe´m∣∣∣(~umk · ∇~a, ~ϕ) − (~u · ∇~a, ~ϕ)∣∣∣ ≤ c (~ϕ) ∣∣∣~a∣∣∣
1,p
∥∥∥~umk − ~u∥∥∥
p
−→ 0∣∣∣(~a · ∇~umk , ~ϕ) − (~a · ∇~u, ~ϕ)∣∣∣ ≤ c (~ϕ) ∥∥∥~a∥∥∥
p
∥∥∥~umk − ~u∥∥∥
p
−→ 0.
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Assim, temos provado (2.31).
3. Devido a` (2.29), temos para todo ~w ∈ D1,20 (U)
〈F(~umk), ~w〉 −→ 〈F(~u), ~w〉 . (2.32)
4. Agora, de (2.22) temos
〈F(~umk), ~ϕ j〉 + 〈A~umk , ~ϕ j〉 =
∫
U
B(~umk) · ~ϕ j
que, devido a` (2.30) − (2.32), fica
〈F(~u), ~ϕ j〉 + 〈χ, ~ϕ j〉 =
∫
U
B(~u) · ~ϕ j. (2.33)
5. Mostraremos agora que
〈F(~u), ~ϕ〉 + 〈χ, ~ϕ〉 =
∫
U
B(~u) · ~ϕ , ∀ ~ϕ ∈ D(U). (2.34)
Vejamos. Seja ~ϕ ∈ D(U), podemos, sem perda de generalidade, considerar que
existe {~ϕ js}∞s=1 ⊂ {~ϕ j} tal que ~ϕ js −→ ~ϕ em D1,p0 (U), mas como |U | < ∞ temos
~ϕ js −→ ~ϕ em W1,p0 (U) (ver [20], Remark II.5.1, p. 58). Agora∣∣∣∣∣〈F(~u), ~ϕ〉 + 〈χ, ~ϕ〉 − ∫
U
B(~u) · ~ϕ
∣∣∣∣∣ ≤ ∣∣∣〈F(~u), ~ϕ − ~ϕ js〉∣∣∣ + ∣∣∣〈χ, ~ϕ − ~ϕ js〉∣∣∣
+
∣∣∣∣∣〈F(~u), ~ϕ js〉 + 〈χ, ~ϕ js〉 − ∫
U
B(~u) · ~ϕ js
∣∣∣∣∣
+
∣∣∣∣∣∫
U
B(~u) ·
(
~ϕ − ~ϕ js
)∣∣∣∣∣ = J1 + J2 + J3 + J4 .
Mas,
J1 −→ 0 , quando s → ∞, pois F(~u) ∈ W−1,2(U).
J2 =
∣∣∣〈χ, ~ϕ − ~ϕ js〉∣∣∣ ≤ ‖χ‖(D1,p0 (U))′ ∣∣∣~ϕ − ~ϕ js ∣∣∣1,p −→ 0 , quando s → ∞ .
J3 = 0 por (2.33).
J4 =
∣∣∣∣∣∫
U
B(~u) · (~ϕ − ~ϕ js)
∣∣∣∣∣ ≤ ∣∣∣∣(~u · ∇(~ϕ − ~ϕ js), ~u)∣∣∣∣ + ∣∣∣∣(~u · ∇(~ϕ − ~ϕ js),~a)∣∣∣∣
+
∣∣∣∣(~a · ∇(~ϕ − ~ϕ js), ~u)∣∣∣∣ + ∣∣∣∣(~a · ∇(~ϕ − ~ϕ js),~a)∣∣∣∣
= I1 + I2 + I3 + I4.
(2.35)
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Analisaremos enta˜o Ii, i = 1, 2, 3, 4.
I1 =
∣∣∣∣(~u · ∇(~ϕ − ~ϕ js), ~u)∣∣∣∣ ≤ ∣∣∣~ϕ − ~ϕ js ∣∣∣1,p (∫
U
∣∣∣~u∣∣∣(2p)/(p−1))(p−1)/p
≤ c ∣∣∣~u∣∣∣p−1
1,p
∣∣∣~ϕ − ~ϕ js ∣∣∣
1,p
≤ c(~u) ∣∣∣~ϕ − ~ϕ js ∣∣∣
1,p
−→ 0 ,
(2.36)
onde na segunda desigualdade usamos imersa˜o de Sobolev, uma vez que para
n > p,
2p
p − 1 < p
∗ =
np
n − p ⇔ p ≥
3n
n + 2
, e isto, para n = 3, e´ sempre verdade
pois p > 2 > 95 =
3.3
3+2 ; para n = 2 a imersa˜o e´ trivial. Procedendo similarmente, so´
que em vez de imersa˜o de Sobolev, usamos a Observac¸a˜o 3, obtemos
I2 =
∣∣∣∣(~u · ∇(~ϕ − ~ϕ js),~a)∣∣∣∣ ≤ ∣∣∣~ϕ − ~ϕ js ∣∣∣1,p (∫
U
∣∣∣~u∣∣∣p′ |~a|p′)1/p′
≤ c ∣∣∣~u∣∣∣
1,p
∣∣∣~ϕ − ~ϕ js ∣∣∣
1,p
≤ c(~u) ∣∣∣~ϕ − ~ϕ js ∣∣∣
1,p
−→ 0 .
(2.37)
Analogamente a (2.37) e (2.36),
I3 =
∣∣∣∣(~a · ∇(~ϕ − ~ϕ js), ~u)∣∣∣∣ −→ 0 (2.38)
I4 =
∣∣∣∣(~a · ∇(~ϕ − ~ϕ js),~a)∣∣∣∣ −→ 0 . (2.39)
Assim, de (2.35) − (2.39), vem
J4 −→ 0 .
E assim, temos a validade de (2.34). Como querı´amos.
6. Note que para concluir a demonstrac¸a˜o desta proposic¸a˜o basta mostrar que
χ = A~u.
6.1. Para este fim, comec¸aremos mostrando que
〈F(~umk), ~umk〉 + 〈A~umk , ~umk〉 −→ 〈F(~u), ~u〉 + 〈χ,~u〉. (2.40)
Provaremos (2.40) em cinco passos:
6.1.1. ∫
U
∣∣∣B(~umk)∣∣∣p′ ≤ c ‖ ~u ‖1,p . (2.41)
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De fato,∫
U
∣∣∣B(~umk)∣∣∣p′ ≤ c (∫
U
∣∣∣~umk · ∇~umk ∣∣∣p′ + ∫
U
∣∣∣~umk · ∇~a∣∣∣p′ + ∫
Ω
∣∣∣~a · ∇~umk ∣∣∣p′
+
∫
U
∣∣∣~a · ∇~a∣∣∣p′) ≤ c (|~umk |1,p ‖ ~umk ‖1,p +|~a|1,p ‖ ~umk ‖1,p
+|~umk |1,p ‖ ~a ‖1,p +|~a|1,p ‖ ~a ‖1,p
)
≤ c ‖ ~u ‖1,p,
onde na primeira desigualdade usamos (1.2), na segunda a Observac¸a˜o 2 para
2 < p < 3n/(n + 1) e a mesma observac¸a˜o so´ que com a Desigualdade de Ho¨lder
com q = p/p′ para p ≥ 3n/(n + 1) e na u´ltima a Afirmac¸a˜o 2.
6.1.2. De (2.31) e (2.41) obtemos∫
U
B(~umk) · ~u −→
∫
U
B(~u) · ~u. (2.42)
6.1.3. Enquanto, de (2.22), (2.29), (2.41) e (2.42),
〈F(~umk), ~umk〉 + 〈A(~umk), ~umk〉 −→
∫
U
B(~u) · ~u. (2.43)
6.1.4. Sem muita dificuldade, mostra-se que (2.34) vale para ~u no lugar de ~ϕ, isto
e´,
〈F(~u), ~u〉 + 〈χ,~u〉 =
∫
U
B(~u) · ~u. (2.44)
6.1.5. Por fim, (2.43) e (2.44) nos da´ (2.40). Como querı´amos.
6.2. De (1.4) e da linearidade de F, facilmente obtemos que F + A e´ mono´tona,
isto e´,
〈(F + A)(~w1) − (F + A)(~w2), ~w1 − ~w2〉 ≥ 0 ,∀ ~w1, ~w2 ∈ D1,p0 (U). (2.45)
Agora, tomando ~w1 = ~umk e ~w2 = ~w ∈ D1,p0 (U) em (2.45), obtemos
〈(F + A)(~umk), ~umk〉 − 〈(F + A)(~umk), ~w〉 − 〈(F + A)(~w), ~umk〉 + 〈(F + A)(~w), ~w〉 ≥ 0.
(2.46)
Tomando o limite em (2.46), devido a` (2.291), (2.30) e (2.40),
〈F(~u) + χ − F(~w) − A~w, ~u − ~w〉 ≥ 0 ,∀ ~w ∈ D1,p0 (U), (2.47)
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e assim, fazendo em (2.47), ~w = ~u − λ~w1 com ~w1 ∈ D1,p0 (U), e λ > 0, temos
〈χ − λF(~w1) − A(~u − λ~w1), ~w1〉 ≥ 0.
Daı´, fazendo λ→ 0 obtemos
〈χ − A~u, ~w1〉 ≥ 0 (2.48)
e tomando −~w1 no lugar de ~w1 em (2.48), temos
〈χ − A~u, ~w1〉 ≤ 0 . (2.49)
Ora, (2.48) e (2.49) implicam
〈χ − A~u, ~w1〉 = 0
que, pela arbitrariedade de ~w1 ∈ D1,p0 (U), nos conduz a` χ = A~u. Assim con-
cluı´mos o ponto 6.
Os 6 pontos mostrados acima, garantem que tomando o limite em (2.22) e
tomando ~ϕ qualquer emD(U) obtemos
〈F(~u), ~ϕ〉 + 〈A~u, ~ϕ〉 =
∫
U
B(~u) · ~ϕ , ∀ ~ϕ ∈ D(U).
Isto conclui a prova do teorema.
2
O pro´ximo resultado e´ sobre a regularidade da soluc¸a˜o ~u do problema (2.19).
Teorema 2 . Sejam n = 3, ~u soluc¸a˜o de (2.19), para 2 < p ≤ 3, e p a pressa˜o
associada a ~u. Enta˜o ~u ∈ W2,l(U) e p ∈ W1,r(U), com
l =
12 − 3p
5 − p e r =
24 − 6p
8 − p .
Para prova deste teorema, veja os Teoremas 2.3, 2.4 e a observac¸a˜o 3.2 de [4].
Observac¸a˜o 4 . Para o caso n = 2, temos para p > 2, ~u ∈ W2,p(U) e p ∈ W1,p(U)
(veja Teorema 6.1 de [22]), no entanto, este resultado e´ para ~u = 0 em ∂U. Na˜o
temos certeza sobre a validade deste resultado para ~u = ~u0 em ∂U.
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2.3 Existeˆncia e Unicidade
Nesta sec¸a˜o apresentaremos resultados de existeˆncia e unicidade para o pro-
blema (2.1). Para esse fim consideremos o seguinte problema modificado:
div
{
1
T
+
∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)]} = ~u · ∇~u + ~u · ∇~a + ~a · ∇~u
+~a · ∇~a + ∇p em ΩT
∇ · ~u = 0 em ΩT
~u = 0 em ∂ΩT∫
Σ
~u · ~n = 0 .
(2.50)
Pelo Teorema 1, temos que existe uma soluc¸a˜o fraca, ~uT ∈ W1,p0 (ΩT ), para
o problema acima. No lema abaixo apresentamos algumas identidades integrais
para a soluc¸a˜o do problema (2.50), com pT ∈ Lp(ΩT ) sendo a pressa˜o associada a`
soluc¸a˜o ~uT .
Lema 13 . Para t + 1 < T vale:
(i)
∫
Ωt
~uT · ∇~uT · ~uT =
∫
∂Ωt
|~uT |2
2
(
~uT · ~n
)
;
(ii)
∫
Ωt
~uT · ∇~a · ~uT = −
∫
Ωt
~uT · ∇~uT · ~a +
∫
∂Ωt
(
~uT · ~a
) (
~uT · ~n
)
;
(iii)
∫
Ωt
∇pT · ~uT =
∫
∂Ωt
pT
(
~uT · ~n
)
;
(iv) −
∫
Ωt
div
{(
1
T
+
∣∣∣D(~uT ) + D(~a)∣∣∣p−2) [D(~uT ) + D(~a)]} · ~uT =
1
T
∫
Ωt
[
D(~uT ) + D(~a)
]
: D(~uT )+
∫
Ωt
∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)] : D(~uT )
−
∫
∂Ωt
~uT ·
{∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)]} · ~n
− 1
T
∫
∂Ωt
~uT ·
[
D(~uT ) + D(~a)
]
· ~n .
Prova: Ca´lculos diretos.
33
Segundo o Teorema 2, temos regularidade suficiente para multiplicar (2.501)
por ~uT e integrar por partes em Ωt, para t + 1 ≤ T . Assim, pelo Lema 13 obtemos
1
T
∫
Ωt
∣∣∣D(~uT )∣∣∣2 + ∫
Ωt
∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)] : D(~uT ) =
−
∫
Ωt
D(~a) : D(~uT ) +
∫
Ωt
(
~uT · ∇~uT · ~a − ~a · ∇~uT · ~uT − ~a · ∇~a · ~uT
)
∫
∂Ωt
(
~uT ·
[
D(~uT ) + D(~a)
]
· ~n + ~uT ·
{∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)]} · ~n)
−
∫
∂Ωt
[ |~uT |2
2
(
~uT · ~n
)
+
(
~uT · ~a
) (
~uT · ~n
)
+ pT
(
~uT · ~n
)]
.
(2.51)
Estimaremos primeiro as integrais de (2.51) em Ωt. Usando a Desigualdade
de Young com ε, vem
−
∫
Ωt
D(~a) : D(~uT ) ≤ ε1
T
∫
Ωt
∣∣∣D(~uT )∣∣∣2 + c(ε1) . (2.52)
Agora, usando a Observac¸a˜o 3 e a Desigualdade de Young com ε, novamente,
temos ∣∣∣∣∣∣
∫
Ωt
~uT · ∇~uT · ~a
∣∣∣∣∣∣ ≤ ∣∣∣~uT ∣∣∣1,p,Ωt
(∫
Ωt
∣∣∣~a∣∣∣p′ ∣∣∣~uT ∣∣∣p′)1/p′
≤ ct(p−2)/p ∣∣∣~uT ∣∣∣2
1,p,Ωt
≤ ε2
∣∣∣~uT ∣∣∣p
1,p,Ωt
+ c(ε2)t .
Assim, ∣∣∣∣∣∣
∫
Ωt
~uT · ∇~uT · ~a
∣∣∣∣∣∣ ≤ ε2 ∣∣∣~uT ∣∣∣p1,p,Ωt + c(ε2)t . (2.53)
Analogamente se obte´m∣∣∣∣∣∣
∫
Ωt
~a · ∇~uT · ~uT
∣∣∣∣∣∣ ≤ ε3 ∣∣∣~uT ∣∣∣p1,p,Ωt + c(ε3)t . (2.54)
Procedendo como em (2.53) e, ale´m disso, usando (a6), temos∣∣∣∣∣∣
∫
Ωt
~a · ∇~a · ~uT
∣∣∣∣∣∣ ≤ ε4 ∣∣∣~uT ∣∣∣p1,p,Ωt + c(ε4)t , (2.55)∣∣∣∣∣∣
∫
Ωt
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~uT )∣∣∣∣∣∣ ≤ ε5 ∣∣∣~uT ∣∣∣p1,p,Ωt + c(ε5)t . (2.56)
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Ainda, procedendo como em (2.28) resulta∫
Ωt
∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)] : D(~uT ) ≥
cp
∣∣∣~uT ∣∣∣p
1,p,Ωt
+
∫
Ωt
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~uT ). (2.57)
Assim, de (2.51) − (2.57), para ε j  1, j = 1, 2, 3, 4 e 5, obtemos
y(t) ≡ 1
T
∣∣∣~uT ∣∣∣2
1,2,Ωt
+
∣∣∣~uT ∣∣∣p
1,p,Ωt
≤ c1t + I , (2.58)
onde
I =
∫
∂Ωt
[
1
T
~uT ·
[
D(~uT ) + D(~a)
]
· ~n + ~uT ·
{∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)]} · ~n
−|~u
T |2
2
(
~uT · ~n
)
−
(
~uT · ~a
) (
~uT · ~n
)
− p
(
~uT · ~n
)]
.
(2.59)
Observac¸a˜o 5 . Aqui e´ necessa´rio (a5), pois se aplicarmos a Desigualdade de
Ho¨lder como na Observac¸a˜o 2 obteremos, por exemplo, para o caso n = 3, 94 <
p < 3 ∣∣∣∣(~uT · ∇~uT ,~a)∣∣∣∣ ≤ ε ∣∣∣~uT ∣∣∣p1,p,Ωt + ct p(2p+3)3p(p−2) ,
mas
p(2p + 3)
3p(p − 2) ≤ 1 ⇔ p ≥ 9, que na˜o e´ o caso.
A fim de estimarmos o termo de fronteira I, integramos (2.58) em relac¸a˜o a t
de η − 1 a η, para 1 ≤ η ≤ T , e obtemos
z(η) ≡
∫ η
η−1
y(t) dt ≤ 2c1η + I1 + I2 + I3 + I4 + I5 , (2.60)
onde
I1 =
1
T
∫
∂Ωt
~uT ·
[
D(~uT ) + D(~a)
]
· ~n
I2 =
∫
Ωη−1,η
~uT · {∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)]} · ~n
I3 = −
∫
Ωη−1,η
|~uT |2
2
(
~uT · ~n
)
I4 = −
∫
Ωη−1,η
(
~uT · ~a
) (
~uT · ~n
)
I5 = −
∫
Ωη−1,η
p
(
~uT · ~n
)
.
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Para η ≥ 1 temos
y(η − 1) ≤ z(η) ≤ y(η) , (2.61)
ainda
z′(η) =
1
T
∣∣∣~uT ∣∣∣2
1,2,Ωη−1,η
+
∣∣∣~uT ∣∣∣p
1,p,Ωη−1,η
.
Agora estimaremos os termos Ii, i = 1, 2, 3, 4 e 5. Usando (1.9) e (a4), obte-
mos, para i = 1, 2 com q = 2, p, respectivamente,
|Ii| ≤ ς(q)
∫
Ωη−1,η
∣∣∣D(~uT ) + D(~a)∣∣∣q−1 ∣∣∣~uT ∣∣∣
≤ cς(q)
(∫
Ωη−1,η
∣∣∣D(~uT )∣∣∣q−1 ∣∣∣~uT ∣∣∣ + ∫
Ωη−1,η
∣∣∣D(~a)∣∣∣q−1 ∣∣∣~uT ∣∣∣)
≤ cς(q)
(∣∣∣~uT ∣∣∣q−1
1,q,Ωη−1,η
∥∥∥~uT∥∥∥
q,Ωη−1,η
+
∣∣∣~a∣∣∣q−1
1,q,Ωη−1,η
∥∥∥~uT∥∥∥
q,Ωη−1,η
)
≤ cς(q)
(∣∣∣~uT ∣∣∣q
1,q,Ωη−1,η
+
∣∣∣~uT ∣∣∣
1,q,Ωη−1,η
)
= c
(
z′(η) + (z′(η))1/q
)
,
onde
ς(q) =

1
T
, q = 2
1 , q = p .
Assim,
|Ii| ≤ c
(
z′(η) + (z′(η))1/q
)
, i = 1, 2 , q = 2, p . (2.62)
Agora,
|I3| + |I4| ≤
∫
Ωη−1,η
∣∣∣~uT ∣∣∣3
2
+
∫
Ωη−1,η
∣∣∣~uT ∣∣∣2 ∣∣∣~a∣∣∣
≤ c ∥∥∥~uT∥∥∥3
1,p,Ωη−1,η
+
(∫
Ωη−1,η
∣∣∣~uT ∣∣∣p∗)2/p∗ (∫
Ωη−1,η
∣∣∣~a∣∣∣ p∗p∗−2 ) p∗−2p∗
≤ c ∥∥∥~uT∥∥∥3
1,p,Ωη−1,η
+
∥∥∥~uT∥∥∥2
1,p,Ωη−1,η
∥∥∥~a∥∥∥
1,p,Ωη−1,η
≤ c
(∣∣∣~uT ∣∣∣3
1,p,Ωη−1,η
+
∣∣∣~a∣∣∣
1,p,Ωη−1,η
∣∣∣~uT ∣∣∣2
1,p,Ωη−1,η
)
≤ c
(∣∣∣~uT ∣∣∣3
1,p,Ωη−1,η
+
∣∣∣~uT ∣∣∣2
1,p,Ωη−1,η
)
= c
(
(z′(η))2/p + (z′(η))3/p
)
,
onde, ale´m de usarmos (1.9) e (a4), usamos tambe´m Imersa˜o de Sobolev, pois
p∗
p∗ − 2 ≤ p
∗ ⇔ p∗ ≥ 3 ⇔ p ≥ 3n
n + 3
.
36
Assim,
|I3| + |I4| ≤ c
(
(z′(η))2/p + (z′(η))3/p
)
. (2.63)
Para estimar o termo I5, observamos que o problema
∇ · ~w = ~uT · ~n em Ωη−1,η
~w ∈ W1,p0 (Ωη−1,η)∥∥∥~w∥∥∥
1,p,Ωη−1,η
≤ c ∥∥∥~uT · ~n∥∥∥
p,Ωη−1,η
(2.64)
admite soluc¸a˜o, segundo o Lema 7, visto que a condic¸a˜o de compatibilidade∫
Ωη−1,η
~uT · ~n = 0 e´ satisfeita.
Usando (2.501) e (2.64), escrevemos
|I5| ≤
∣∣∣∣∣∣
∫
Ωη−1,η
(
1
T
+
∣∣∣D(~uT ) + D(~a)∣∣∣p−2) [D(~uT ) + D(~a)] : D(~w)
+
∫
Ωη−1,η
~uT · ∇~uT · ~w +
∫
Ωη−1,η
~uT · ∇~a · ~w
+
∫
Ωη−1,η
~a · ∇~uT · ~w +
∫
Ωη−1,η
~a · ∇~a · ~w
∣∣∣∣∣∣ .
(2.65)
Agora estimamos os termos de (2.65) procedendo como na obtenc¸a˜o de (2.62) −
(2.63) e usando (2.64) e a Observac¸a˜o 2, donde vem
|I5| ≤ c
(
z′(η) + (z′(η))1/p + (z′(η))2/p + (z′(η))3/p
)
. (2.66)
Por fim, de (2.60), (2.62) − (2.63) e (2.66), segue
z(η) ≤ 2c1η+c2
(
z′(η) +
[
z′(η)
]1/2
+
[
z′(η)
]1/p
+
[
z′(η)
]2/p
+
[
z′(η)
]3/p) , 1 ≤ η ≤ T .
(2.67)
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Lema 14 . Existem constantes c5 e c6, independentes de t e T , tais que∣∣∣~uT ∣∣∣p
1,p,Ωt−1
≤ c5t + c6 , ∀ t ∈ [1,T ] . (2.68)
Prova: Mostraremos primeiro que existe uma constante c3 > 2c1 (onde c1 e´ a
constante de (2.67)), independente de T , tal que
y(T ) ≤ c3T . (2.69)
Para isto, multiplicamos (2.501) por ~uT e integramos em ΩT , para obtermos
1
T
∫
ΩT
∣∣∣D(~uT )∣∣∣2 + ∫
ΩT
∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)] : D(~uT ) =
− 1
T
∫
ΩT
D(~uT ) : D(~a) −
(
~uT · ∇~a · ~uT
)
−
(
~a · ∇~a · ~uT
)
.
(2.70)
Usando (1.4), vem∫
ΩT
∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)] : D(~uT ) ≥ cp ∫
ΩT
∣∣∣D(~uT )∣∣∣p
+
∫
ΩT
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~uT ) ,
que de (2.70) e de (1.8) nos leva a`
y(T ) ≤ c
{
1
T
∣∣∣∣∣∣
∫
ΩT
D(~uT ) : D(~a)
∣∣∣∣∣∣ + ∣∣∣∣(~uT · ∇~a · ~uT )∣∣∣∣ + ∣∣∣∣(~a · ∇~a · ~uT )∣∣∣∣
+
∣∣∣∣∣∣
∫
ΩT
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~uT )∣∣∣∣∣∣
}
.
(2.71)
Agora, estimando os temos do lado direito de (2.71) como em (2.52) − (2.56)
(Obviamente para T  1), temos (2.69). Como querı´amos.
Agora, de (2.69), devido a` (2.61), obtemos z(T ) ≤ c3T . Tomando agora
ϕ(η) =
c3η + c4
1 − δ1 , δ1 ∈ (0, 1) temos z(T ) ≤ ϕ(T ) e 2c1η ≤ (1 − δ1)ϕ(η). Assim, de
(2.67)
z(η) ≤ (1 − δ1)ϕ(η) + Ψ(z′(η)) 1 ≤ η ≤ T
z(T ) ≤ ϕ(T ) ,
onde Ψ(τ) := c2(τ + τ1/2 + τ1/p + τ2/p + τ3/p), τ > 0 (c2 e´ a constante de (2.67)).
Para obtermos todas as hipo´teses do Lema 1, precisamos tomar as constantes
c3 e c4 tais que
ϕ(η) ≥ δ−11 Ψ(ϕ′(η)) , ∀ η ∈ [1,T ]. (2.72)
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Ora, isto e´ simples visto que ϕ′ e´ constante e ϕ e´ crescente, logo basta escolhermos
c3, c4 de modo que (2.72) valha para η = 1.
Assim z, Ψ e ϕ verificam as hipo´teses do Lema 1. Portanto, pela parte 1 do
mesmo lema, concluı´mos que
z(η) ≤ ϕ(η) , ∀ η ∈ [1,T ] ,
o que por sua vez, segundo (2.61), implica (2.68).
2
Agora provaremos o principal resultado deste capı´tulo.
Teorema 3 . Para n = 3 e
2 < p ≤ 3, (2.73)
o problema (2.1) possui uma soluc¸a˜o fraca ~v = ~u + ~a.
Prova: Consideremos a sequeˆncia crescente de domı´nios, Ω1 ⊂ · · · ⊂ Ωk ⊂ · · ·,
tal que
Ω =
⋃
k∈IN
Ωk .
Seja ~uk soluc¸a˜o fraca em Ωk, conforme o Teorema 1. Assim, de (2.68), temos∫
Ωr
|∇~uk|p ≤ c5r + c6 , ∀ r ∈ IN , r + 1 ≤ k, (2.74)
onde c5 e c6 independem de r e k. Portanto, para cada r fixado existe uma sub-
sequeˆncia {~uk j} de {~uk} e ~ur ∈ W1,p(Ωr), tais que
~uk j ⇀ ~ur em W1,p(Ωr)
~uk j → ~ur em Lp(Ωr). (2.75)
Tomando subsequeˆncia de subsequeˆncia e observando que ~ur1 = ~ur2 em Ωr1 , para
r2 ≥ r1, definindo ~u = ~ur em Ωr, temos que existe uma subsequeˆncia final con-
vergindo fraco para ~u em W1,ploc (Ω).
Resta agora, mostrar que ~u e´ soluc¸a˜o fraca de (2.16). Facilmente vemos que
~u satisfaz (2.162)− (2.164), enquanto (2.165) e´ garantido pela Proposic¸a˜o III.5(iii)
de [9] e (2.74). Ja´ a prova de que ~u satisfaz (2.18), sera´ mais trabalhosa e contara´,
novamente, com o me´todo de Browder-Minty.
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Dado ~ϕ ∈ D(Ω), existe k0 ∈ IN tal que supp ~ϕ ⊂ Ωk0−1 e, para todo
k ∈ IN , k ≥ k0, ~uk satisfaz (2.20) com ~ϕ, isto e´,∫
Ωk0
S k(~uk) : D(~ϕ) =
∫
Ωk0
B(~uk) · ~ϕ, (2.76)
onde
S k(~w) ≡
(
1
k
+
∣∣∣D(~w) + D(~a)∣∣∣p−2) [D(~w) + D(~a)].
Denotaremos ainda
S (~w) ≡ ∣∣∣D(~w) + D(~a)∣∣∣p−2 [D(~w) + D(~a)].
Consideremos agora a func¸a˜o suave ζ : Ω −→ IR+, tal que ζ = 1 em supp ~ϕ e
ζ = 0 em Ω \Ωk0 . Denotemos
V0 ≡ W1,p(Ωk0 , ∂Ω ∩ ∂Ωk0) =
{
~w ∈ W1,p(Ωk0) ; ~w = 0 em ∂Ω ∩ ∂Ωk0
}
,
e definamos os operadores
Aζ , Aζ,k : V0 −→ V∗0 ,
por
〈Aζ,k~w1, ~w2〉 ≡
∫
Ωk0
S k(~w1) : D(~w2)ζ
〈Aζ ~w1, ~w2〉 ≡
∫
Ωk0
S (~w1) : D(~w2)ζ.
Facilmente verificamos que Aζ,k esta´ bem definido e, como ζ ≥ 0 temos, dev-
ido a` (1.4), Aζ,k mono´tono. Agora, aplicamos a Desigualdade de Ho¨lder e (2.74),
para obtermos
{
Aζ,k~uk
}
limitado em V∗0 (uniformemente em relac¸a˜o a` k). Daı´, ex-
iste χζ ∈ V∗0 tal que, a menos de subsequeˆncia,
Aζ,k~uk
∗
⇀ χζ em V∗0 . (2.77)
Devido a` monotonicidade de Aζ,k, temos para todo ~w ∈ V0
〈Aζ,k~uk, ~uk〉 − 〈Aζ,k~uk, ~w〉 − 〈Aζ,k~w, ~uk〉 + 〈Aζ,k~w, ~w〉 ≥ 0 (2.78)
De (2.77), (2.74) e (2.751), temos
〈Aζ,k~uk, ~w〉 −→ 〈χζ , ~w〉
〈Aζ,k~w, ~uk〉 −→ 〈Aζ ~w, ~u〉. (2.79)
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Mostraremos agora que
〈Aζ,k~uk, ~uk〉 −→ 〈χζ , ~u〉. (2.80)
Primeiramente, com ~uk e´ soluc¸a˜o fraca de (2.50), multiplicamos (2.501) por ζ~u
(aqui estamos usando o Teorema 2, donde adve´m a hipo´tese (2.73) sobre p) e
integramos em Ωk0 , daı´
〈Aζ,k~uk, ~u〉 =
∫
Ωk0
B(~uk) · (ζ~u) −
∫
Ωk0
pk~u · ∇ζ − 1
2
∫
Ωk0
~u · S (~uk) · ∇ζ
−1
k
∫
Ωk0
~u · D(~uk) · ∇ζ +
∫
Ωk0
~u · D(~a) · ∇ζ
 , (2.81)
onde pk e´ a pressa˜o referente a` soluc¸a˜o ~uk. Ora, de (2.165), (1.9) e (a6) vem
1
k
∫
Ωk0
~u · D(~uk) · ∇ζ +
∫
Ωk0
~u · D(~a) · ∇ζ
 ≤ c(k0)k −→ 0 . (2.82)
E, de (2.74) e (a6), temos ∫
Ωk0
∣∣∣S (~uk)∣∣∣p′ ≤ c .
Daı´, existe χp′ ∈ Lp′(Ωk0), tal que
S (~uk) ⇀ χp′ em Lp
′
(Ωk0).
O que implica ∫
Ωk0
~u · S (~uk) · ∇ζ −→
∫
Ωk0
~u · χp′ · ∇ζ . (2.83)
Tambe´m, de (2.77)
〈Aζ,k~uk, ~u〉 −→ 〈χζ , ~u〉 . (2.84)
Falta verificarmos ainda, a convergeˆncia de dois termos de (2.81). Para o primeiro
termo, do lado direito, temos∫
Ωk0
B(~uk) · (ζ~u) −→
∫
Ωk0
B(~u) · (ζ~u). (2.85)
De fato, vamos verificar a convergeˆncia para um dos termos de
∫
Ωk0
B(~uk) · (ζ~u),
pois os demais seguem analogamente. Mostremos enta˜o que
(~uk · ∇~uk, ζ~u)Ωk0 −→ (~u · ∇~u, ζ~u)Ωk0 . (2.86)
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Ora ∣∣∣(~uk · ∇~uk, ζ~u)Ωk0 − (~u · ∇~u, ζ~u)Ωk0 ∣∣∣ ≤
∣∣∣∣∣∣∣
∫
Ωk0
(~uk − ~u) · ∇~uk · ζ~u
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
∫
Ωk0
~u · (∇~uk − ∇~u) · ζ~u
∣∣∣∣∣∣∣ .
(2.87)
Verificaremos primeiro a convergeˆncia do u´ltimo termo de (2.87). para isto, defi-
namos
T~u : Lp(Ωk0) −→ IR,
por
T~u~w =
∫
Ωk0
~u · ~w · ζ~u.
Devemos mostrar que T~u ∈ Lp′(Ωk0). Para isto consideremos dois casos:
p = 3: Este e´ o caso mais simples, pois podemos aplicar a Desigualdade de
Ho¨lder, apropriadamente, e obter∣∣∣T~u~w∣∣∣ ≤ c ∥∥∥~u∥∥∥21,p,Ωk0 ∥∥∥~w∥∥∥p,Ωk0 .
2 < p < 3: Pelo Teorema de Imersa˜o de Sobolev∥∥∥~u∥∥∥
r,Ωk0
≤ c ∥∥∥~u∥∥∥
1,p,Ωk0
, r ∈ [1, p∗].
Como 2p′ ≤ p∗ ⇔ p ≥ 9/5, daı´ temos ~u ∈ L2p′(Ωk0) e assim, aplicando a
Desigualdade de Ho¨lder vem∣∣∣T~u~w∣∣∣ ≤ c ∥∥∥~u∥∥∥22p′,Ωk0 ∥∥∥~w∥∥∥p,Ωk0 ≤ c ∥∥∥~u∥∥∥21,p,Ωk0 ∥∥∥~w∥∥∥p,Ωk0 .
Assim, concluimos a prova de que T~u ∈ Lp′(Ωk0) e, portanto, devido a` (2.75),
temos que o u´ltimo termo de (2.87) converge para zero. agora checaremos a con-
vergeˆncia do primeiro termo de (2.87). Como antes, consideraremos os casos
p = 3 e 2 < p < 3, separadamente.
p = 3: Este e´ o caso mais simples, pois aplicamos a Desigualdade de Ho¨lder e
usamos (2.75) para obter a convergeˆncia para zero.
2 < p < 3: Como antes, devido a` (2.74), pelo Teorema de Compacidade de
Rellich-Kondrachov (ver [16]), temos que, a menos de subsequeˆncia,
~uk −→ ~u em Lr(Ωk0) , r ∈ [1, p∗). (2.88)
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Agora, aplicando a Desigualdade de Ho¨lder∣∣∣∣∣∣∣
∫
Ωk0
(~uk − ~u) · ∇~uk · ζ~u
∣∣∣∣∣∣∣ ≤ c ∣∣∣~uk∣∣∣1,p,Ωk0 ∥∥∥~uk − ~u∥∥∥p1,Ωk0 ∥∥∥~u∥∥∥p2,Ωk0 , (2.89)
onde 1 ≤ p1 < p∗ e 1 ≤ p2 ≤ p∗, devido ao Teorema de Imersa˜o de Sobolev, isto
e´ possı´vel, pois
1
p1
+
1
p2
=
1
p′
, p1 < p∗ =
3p
3 − p , p2 ≤ p
∗ =
3p
3 − p ⇐⇒ p ≥
9
5
.
Assim, devido a` (2.74) e (2.88), temos que (2.89) converge para zero. Assim,
concluı´mos que o primeiro termo de (2.87) converge para zero e, por conseguinte,
concluı´mos a prova de (2.86), como deseja´vamos para a obtenc¸a˜o de (2.85).
Falta apenas verificar a convergeˆncia∫
Ωk0
pk~u · ∇ζ −→
∫
Ωk0
p~u · ∇ζ, (2.90)
onde p e´ a pressa˜o associada a` ~u. Para este intu´ito basta mostrar que existe p ∈
Lp
′
(Ωk0) tal que
pk ⇀ p em Lp
′
(Ωk0). (2.91)
Primeiro comecemos observando que pk e´ u´nica a menos de constante. De fato,
seja pk1 outra pressa˜o associada a ~u
k. Daı´ para toda ~ψ ∈ C∞0 (Ωk), temos∫
Ωk
(pk1 − pk)∇ · ~ψ = 0,
o que implica pk1 = p
k + ck. Portanto, sem perda de generalidade, podemos con-
siderar pk satisfazendo ∫
Ωk0
pkdx = 0. (2.92)
Agora, seja
g =
∣∣∣pk∣∣∣p′−2 pk − |Ωk0 |−1 ∫
Ωk0
∣∣∣pk∣∣∣p′−2 pkdx.
Sem dificuldades verificamos que
∫
Ωk0
g dx = 0, g ∈ Lp(Ωk0) e ‖g‖p,Ωk0 ≤ c
∥∥∥pk∥∥∥ 1p−1
p′,Ωk0
.
Daı´, pelo Lema 7, existe ~ψ ∈ W1,p0 (Ωk0) soluc¸a˜o do problema
∇ · ~ψ = g∥∥∥~ψ∥∥∥
1,p,Ωk0
≤ c ∥∥∥pk∥∥∥ 1p−1
p′,Ωk0
.
(2.93)
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Portanto, de (2.92) e (2.93), vem∫
Ωk0
∣∣∣pk∣∣∣p′ = ∫
Ωk0
(∣∣∣pk∣∣∣p′−2 pk) pk = ∫
Ωk0
gpk + |Ωk0 |−1
∫
Ωk0
∣∣∣pk∣∣∣p′−2 pk ∫
Ωk0
pk
=
∫
Ωk0
pk∇ · ~ψ =
∫
Ωk0
S k(~uk) : D(~ψ) +
∫
Ωk0
B(~uk) · ~ψ.
(2.94)
Agora, fazendo uso, novamente, de (2.93), e procedendo como na obtenc¸a˜o de
(2.85), temos∫
Ωk0
S k(~uk) : D(~ψ) +
∫
Ωk0
B(~uk) · ~ψ ≤ c
(∥∥∥~uk∥∥∥
1,p,Ωk0
+
∥∥∥~a∥∥∥
1,p,Ωk0
) ∥∥∥pk∥∥∥ 1p−1
p′,Ωk0
. (2.95)
Assim, de (2.94) e (2.95)∥∥∥pk∥∥∥
p′,Ωk0
≤ c
(∥∥∥~uk∥∥∥
1,p,Ωk0
+
∥∥∥~a∥∥∥
1,p,Ωk0
)
≤ c ,
e isto implica (2.91). Como deseja´vamos.
Portanto, de (2.81) − (2.85) e (2.90), obtemos
〈χζ , ~u〉 =
∫
Ωk0
B(~u) · (ζ~u) −
∫
Ωk0
p~u · ∇ζ − 1
2
∫
Ωk0
~u · χp′ · ∇ζ. (2.96)
Agora, se em (2.81) trocarmos ~u por ~uk, obtemos
〈Aζ,k~uk, ~uk〉 =
∫
Ωk0
B(~uk) · (ζ~uk) −
∫
Ωk0
pk~uk · ∇ζ − 1
2
∫
Ωk0
~uk · S (~uk) · ∇ζ
−1
k
∫
Ωk0
~u · D(~uk) · ∇ζ +
∫
Ωk0
~u · D(~a) · ∇ζ
 .
(2.97)
Passando o limite no lado direito de (2.97) obtemos o lado direito de (2.96) (o
procedimento segue os passos do procedimento para (2.81), as diferenc¸as que
surgem sa˜o facilmente contorna´veis), ou seja,
〈Aζ~uk, ~uk〉 −→ 〈χζ , ~u〉. (2.98)
Portanto, de (2.78), (2.79) e (2.98), temos
〈χζ , ~u〉 − 〈χζ , ~w〉 − 〈Aζ ~w, ~u〉 + 〈Aζ ~w, ~w〉 ≥ 0,
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e procedendo como no final da Teorema 1, segue
χζ = Aζ~u. (2.99)
Por fim, como ζ = 1 no suporte de ~ϕ, de (2.77) e (2.99) temos∫
Ωk0
S k(~uk) : D(~ϕ) = 〈Aζ,k~uk, ~ϕ〉 −→ 〈Aζ~u, ~ϕ〉 =
∫
Ωk0
S (~u) : D(~ϕ).
E como ∫
Ωk0
B(~uk) · ~ϕ −→
∫
Ωk0
B(~u) · ~ϕ,
passando o limite em (2.76), obtemos∫
Ωk0
S (~u) : D(~ϕ) =
∫
Ωk0
B(~u) · ~ϕ,
ou seja, ~u satisfaz (2.18), como querı´amos demonstrar.
2
Observac¸a˜o 6 . Se descartarmos o termo convectivo ~v · ∇~v em (2.11), obtemos
o Problema de Ladyzhenskaya e Solonnikov para o sistema de Stokes com Lei
de Poteˆncia, cuja soluc¸a˜o e´ obtida repetindo os argumentos usados no problema,
correlato, para Navier-Stokes (problema (2.1)), so´ que com menos ca´lculos, obvi-
amente.
As soluc¸o˜es do problema (2.1), obtidas pelo Teorema 3, possuem dissipac¸a˜o
de energia distribuida uniformemente (veja Teorema 3.2, p. 745 de [27]), mais
precisamente:
Proposic¸a˜o 1 . Seja ~v uma soluc¸a˜o do Problema 2.1, obtida pelo Teorema 3.
Enta˜o existe uma constante c independente de t, tal que∫ t+1
t
∫
Σi
|∇~v|p ≤ c , ∀ t ≥ 0, i = 1, 2 , (2.100)
com p satisfazendo (2.73).
Prova: Denotemos ~u = ~v − ~a e, para τ ≥ 2, definamos
Ωτi (t) ≡ Ωi,τ−t,τ+t , τ ≥ t .
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Como a soluc¸a˜o ~v e´ obtida pelo Teorema 3, temos que ~u e´ limite fraco, em
W1,ploc (Ω), de uma sequeˆncia de soluc¸o˜es ~u
k do Problema aproximado (2.50). As-
sim, pelo Teorema 2, temos regularidade suficiente para multiplicarmos (2.501)
por ~uk e integrarmos por partes em Ωτi (t), e depois proceder como nos ca´culos
feitos anteriormente ao Teorema 3, para obtermos
zτ(η) ≤ ϕ(η) , ∀ η ∈ [1, τ] ,
onde zτ(η) ≡
∫ η
η−1
yτ(t) dt, com yτ(t) ≡ 1k
∣∣∣~uk∣∣∣2
1,2,Ωτi (t)
+
∣∣∣~uk∣∣∣p
1,p,Ωτi (t)
e ϕ(η) = c2η + c3.
Como τ ≥ 2, temos
yτ(1/2) =
∫ 3/2
3/2−1
yτ(1/2) dt ≤
∫ 3/2
3/2−1
yτ(t) dt = zτ(3/2) ≤ ϕ(3/2) = c .
Daı´, ∫ τ+1/2
τ−1/2
∫
Σi
∣∣∣∇~uk∣∣∣p ≤ yτ(1/2) ≤ c .
Assim, pela Proposic¸a˜o III.5(iii) de [9], temos∫ τ+1/2
τ−1/2
∫
Σi
∣∣∣∇~u∣∣∣p ≤ c .
Portanto, obtivemos (2.100) com ~u no lugar de ~v e para todo t = τ−1/2. Como
~u ∈ W1,ploc (Ωi), temos que ~u satisfaz (2.100) para todo t ≥ 0. Por fim, de (a4) segue
o resultado.
2
Em [29], p. 1437, Marusic-Paloka comenta a dificuldade de obtenc¸a˜o de re-
sultados de unicidade para problemas de valores de fronteira para o sistema de
Navier-Stokes com Lei de Poteˆncia para p > 2, inclusive esta e´ uma questa˜o em
aberto para domı´nios limitados. Em face de todas estas dificuldades, estabelece-
remos apenas um resultado de unicidade sob hipo´teses adicionais. Comec¸aremos
com o seguinte lema.
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Lema 15 . Seja ~v soluc¸a˜o de (2.1) satisfazendo∣∣∣∣∣∣∂v j∂x j
∣∣∣∣∣∣ ≥ c|x′|1/(p−1), (2.101)
em Ωi , i = 1, 2, para algum j = 1, . . . , n. Enta˜o para todo ~w ∈ D1,ploc (Ωi) vale
(~w · ∇~v, ~w)Ωit ≤ c |Φ|
∥∥∥∥∣∣∣D(~v)∣∣∣(p−2)/2 D(~w)∥∥∥∥2
2,Ωit
, ∀ t > 0. (2.102)
Prova: Denotemos Ω ≡ Ωi. Usando a Desigualdade de Ho¨lder e (a4), obtemos∣∣∣∣∣(~w · ∇~v, ~w)Ωt−1,t ∣∣∣∣∣ ≤ c |Φ| ∥∥∥~w∥∥∥22p′,Ωt−1,t . (2.103)
Usando Imersa˜o de Sobolev e (1.9), temos∥∥∥~w∥∥∥
2p′,Ωt−1,t
≤ c ∣∣∣~w∣∣∣
1,r,Ωt−1,t
, (2.104)
para todo 1 < r < 2, tal que 2p′ ≤ rn
n − r . Agora, usando (1.8), a Desigualdade de
Ho¨lder e (2.101), obtemos∣∣∣~w∣∣∣r
1,r,Ωt−1,t
=
∫
Ωt−1,t
∣∣∣∇~w∣∣∣r ≤ c ∫
Ωt−1,t
∣∣∣D(~v)∣∣∣(p−2)r/2 ∣∣∣D(~w)∣∣∣r 1∣∣∣D(~v)∣∣∣(p−2)r/2
≤ c
(∫
Ωt−1,t
∣∣∣D(~v)∣∣∣p−2 ∣∣∣D(~w)∣∣∣2)r/2 ∫
Ωt−1,t
1∣∣∣D(~v)∣∣∣(p−2)r/(2−r)

(2−r)/2
≤ c
∥∥∥∥∣∣∣D(~v)∣∣∣(p−2)/2 D(~w)∥∥∥∥r
2,Ωt−1,t
(∫ l2
0
sn−2−
(p−2)r
(p−1)(2−r) ds
)(2−r)/2
.
Daı´, para r ≤ 2(n − 1)(p − 1)
np − (n + 1) , temos∣∣∣~w∣∣∣
1,r,Ωt−1,t
≤ c
∥∥∥∥∣∣∣D(~v)∣∣∣(p−2)/2 D(~w)∥∥∥∥
2,Ωt−1,t
. (2.105)
E assim, de (2.104) e (2.105),∥∥∥~w∥∥∥
2p′,Ωt−1,t
≤ c
∥∥∥∥∣∣∣D(~v)∣∣∣(p−2)/2 D(~w)∥∥∥∥
2,Ωt−1,t
e de (2.103) vem,∣∣∣∣∣(~w · ∇~v, ~w)Ωt−1,t ∣∣∣∣∣ ≤ c |Φ| ∥∥∥∥∣∣∣D(~v)∣∣∣(p−2)/2 D(~w)∥∥∥∥22,Ωt−1,t . (2.106)
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Por fim, somando (2.106) obtemos (2.102).
2
Observac¸a˜o 7 . Um exemplo de soluc¸a˜o satisfazendo (2.101) e´ a soluc¸a˜o de
Poiseuille para Ωi apropriado, ver [29] p. 1429.
Teorema 4 . Seja Φ suficientemente pequeno e l algum nu´mero positivo, enta˜o
existe na˜o mais que uma soluc¸a˜o fraca de (2.1) em W2,lloc
(
Ω
)
, satisfazendo (2.100)
e a propriedade (2.102) em todo Ω, isto e´,
(~w · ∇~v, ~w)Ωt ≤ c |Φ|
∥∥∥∥∣∣∣D(~v)∣∣∣(p−2)/2 D(~w)∥∥∥∥2
2,Ωt
, ∀ ~w ∈ D1,ploc (Ω) e t > 0.
Prova: Denotemos ~w = ~v1 −~v2, onde ~v1 e ~v2 sa˜o soluc¸o˜es de (2.1) satisfazendo as
hipo´tese acima. Daı´
−div
{∣∣∣D(~v1)∣∣∣p−2 D(~v1)} + ~v1 · ∇~v1 + ∇p1 = 0 ,
Introduzindo ~w e usando o fato de ~v2 tambe´m ser soluc¸a˜o , vem
−div
{∣∣∣D(~w) + D(~v2)∣∣∣p−2 [D(~w) + D(~v2)] − ∣∣∣D(~v2)∣∣∣p−2 D(~v2)}
+~w · ∇~w + ~w · ∇~v2 + ~v2 · ∇~w + ∇ (p1 − p2) = 0.
Agora, multiplicamos por ~w, integramos em Ωt e procedemos como na obtenc¸a˜o
de (2.51) para obtermos∫
Ωt
{∣∣∣D(~w) + D(~v2)∣∣∣p−2 [D(~w) + D(~v2)] − ∣∣∣D(~v2)∣∣∣p−2 D(~v2)} : D(~w)
= − (~w · ∇~v2, ~w)Ωt − I ,
onde
I =
∫
∂Ωt
[
~w ·
{∣∣∣D(~w) + D(~v2)∣∣∣p−2 [D(~w) + D(~v2)] − ∣∣∣D(~v2)∣∣∣p−2 D(~v2)} · ~n
−
∣∣∣~w∣∣∣2
2
(~w · ~n + ~v2 · ~n − (p1 − p2) (~w · ~n)
 .
Usando as desigualdades (1.8), (1.4), (1.5) e (2.102), obtemos
c1
∫
Ωt
∣∣∣∇~w∣∣∣p+c2 ∫
Ωt
∣∣∣D(~v2)∣∣∣p−2 ∣∣∣D(~w)∣∣∣2 ≤ c3 |Φ|∫
Ωt
∣∣∣D(~v2)∣∣∣p−2 ∣∣∣D(~w)∣∣∣2+I . (2.107)
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Assim, para |Φ| < c1/c2 e, definindo y(t) =
∣∣∣~w∣∣∣p
1,p,Ωt
, de (2.107) temos
y(t) ≤ cI .
Por fim, integrando em relac¸a˜o a t de η − 1 a` η, para η ≥ 1, obtemos
z(η) ≡
∫ η
η−1
y(t) dt ≤ I1 + I2 + I3 + I4
onde
I1 =
∫
Ωη−1,η
∣∣∣∣∣~w · {∣∣∣D(~w) + D(~v2)∣∣∣p−2 [D(~w) + D(~v2)] − ∣∣∣D(~v2)∣∣∣p−2 D(~v2)} · ~n∣∣∣∣∣
I2 =
∫
Ωη−1,η
∣∣∣∣∣∣
∣∣∣~w∣∣∣2
2
~w · ~n
∣∣∣∣∣∣
I3 =
∫
Ωη−1,η
∣∣∣∣∣∣
∣∣∣~w∣∣∣2
2
~v2 · ~n
∣∣∣∣∣∣
I4 =
∫
Ωη−1,η
∣∣∣(p1 − p2) ~w · ~n∣∣∣ .
Note que
y(t − 1) ≤ z(t) ≤ y(t)
z′(η) =
∣∣∣~w∣∣∣p
1,p,Ωη−1,η
.
Agora, procedemos como na obtenc¸a˜o de (2.67), so´ que usando (2.100) em
vez de (a4), para obtermos
z(η) ≤ cΨ (z′(η)) ,
onde Ψ(τ) = τ+ τ1/p + τ2/p + τ3/p. Assim, Supondo z na˜o identicamente nula, pelo
Lema 1 temos
lim
t→∞ z(t) = ∞.
Ainda, como para τ ≥ τ1 (para algum τ1 > 0)
Ψ(τ) ≤
{
τ , p = 3
3
p , p < 3,
pelo mesmo lema, temos
lim inf
t→∞ e
−tz(t) > 0 , p = 3
lim inf
t→∞ t
−3/(3−p)z(t) > 0 , p < 3 .
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O que e´ um absurdo, segundo (2.15).
Portanto z ≡ 0, o que implica ~w = 0, que por sua vez implica ~w = 0, isto e´,
~v1 = ~v2.
2
Observac¸a˜o 8 . Para exemplo de um domı´nio satisfazendo a propriedade (2.102)
em todo Ω, ver [29] p. 1437.
Observac¸a˜o 9 . Quanto ao problema de Ladyzhenskaya e Solonnikov para o
sistema de Stokes com Lei de Poteˆncia, tem-se a demonstrac¸a˜o de unicidade direta
(sem o uso do Lema 15) para um fluxo qualquer, como ocorre no caso p = 2 (ver
Corola´rio 2.1, p. 739 de [27]).
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Capı´tulo 3
SEC¸A˜O TRANSVERSAL
ILIMITADA
Introduc¸a˜o
Consideraremos um domı´nio Ω como em (1.1), com
Ωi =
{
x(i); |x(i)| < gi(x(i)n ), x(i)n > 0
}
,
onde as func¸o˜es gi(t) satisfazem as condic¸o˜es
gi(t) ≥ g0 > 0
|gi(t1) − gi(t2)| ≤ Mi|t1 − t2| , (3.1)
para todo t1, t2, t > 0.
Para tornar a leitura mais agrada´vel omitiremos o ı´ndice i na notac¸a˜o das co-
ordenadas locais. Assumiremos ainda que gi e´ de classe C∞ e Σ = Σi(xn) a sec¸a˜o
transversal de Ωi perpendicular ao eixo x′ = 0 e passando pelo ponto (0, xn). De-
notaremos por ~n um vetor unita´rio de Σi. Segue imediatamente de (3.1) que
|g′i(t)| ≤ M , ∀ t > 0
gi(t) ≤ 2Mt , ∀t ≥ t0 = M−1gi(0). (3.2)
Para i = 1, . . . ,m, definimos
Ii(∞) =
∫ ∞
0
gλi (t) , (3.3)
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λ podendo assumir as formas 1 − 2p, 2 − 3p ou 2 − p
p − 2. Temos as seguintes
possibilidades
Ii(∞) = ∞ , para i = 1, . . . ,m1 ,
Ii(∞) < ∞ , para i = m1 + 1, . . . ,m . (3.4)
No caso Ii(∞) = ∞ diremos que a sec¸a˜o transversal diverge, enquanto no caso
Ii(∞) < ∞ diremos que a sec¸a˜o transversal converge.
Consideremos o problema: Dados Φi ∈ IR quaisquer, satisfazendo a condic¸a˜o
m∑
i=1
Φi = 0 , (3.5)
obter um par ~v, p, tal que
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = δ(~v · ∇~v) + ∇p em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σi
~v · ~n = Φi ,
(3.6)
onde δ = 1 ou 0. Se δ = 1, (3.6) e´ dito sistema de Navier-Stokes com Lei de
Poteˆncia; se δ = 0, (3.6) e´ dito sistema de Stokes com Lei de Poteˆncia.
Neste capı´tulo estudaremos o problema acima sob as seguintes condic¸o˜es so-
bre (3.4): m1 = 0, isto e´, todas as sec¸o˜es transversais divergem; m1 = m, ou seja,
todas as sec¸o˜es transversais convergem; e 0 < m1 < m, que significa que Ω possui
sec¸o˜es transversais que convergem e sec¸o˜es transversais que divergem.
Observac¸a˜o 10 . Sempre que a integral∫ ∞
0
g−n(p−1)−1i (t) dt (3.7)
converge, temos (Teorema III.4.3 de [28]) que existe um campo, ~ai ∈ Dˆ1,p0 (Ωi),
com
∫
Σi
~ai ·~n = Φi. Assim sendo, se (3.7) converge para todo i = 1, . . . ,m, podemos
buscar soluc¸o˜es da forma ~v = ~u + ~a com ~a ∈ Dˆ1,p0 (Ω),
∫
Σi
~a · ~n = Φi e ~u ∈ W1,ploc (Ω)
com fluxo zero, isto e´,
∫
Σi
~u · ~n = 0. Se (3.7) converge apenas para um “canal”, ou
se (3.7) sempre diverge, temos Dˆ1,p0 (Ω) = D1,p0 (Ω), daı´~a < Dˆ1,p0 (Ω), caso contra´rio∫
Σi
~a · ~n = 0 (Teorema III.5.1 de [28]). Tambe´m se m=1, pelo Teorema 1 de [40],
temos Dˆ1,p0 (Ω) = D1,p0 (Ω).
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3.1 Problema de Stokes com Lei de Poteˆncia para
Sec¸o˜es Convergentes
Nesta sec¸a˜o assumiremos
λ = −n(p − 1) − 1 , (3.8)
e consideraremos o seguinte problema: Dados Φi ∈ IR quaisquer, satisfazendo a
condic¸a˜o (3.5), obter um par ~v, p, tal que
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = ∇p em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σi
~v · ~n = Φi
lim
|x|→∞
~v(x) = 0 em Ωi , i = 1, . . . ,m ,
(3.9)
com Ω agora na˜o mais caracterizado por (3.4), mas sim satisfazendo para todo
i = 1, . . . ,m
Ii(∞) =
∫ ∞
0
gλi (t) dt < ∞ . (3.10)
Um exemplo de domı´nio satisfazendo a condic¸a˜o (3.10), e´ o domı´nio onde
os canais sa˜o dados pelas func¸o˜es gi(t) = t + t0, i = 1, . . . ,m, e t0 > 0 . Mais
geralmente, os domı´nios cujos canais sa˜o definidos pelas func¸o˜es gi(t) = (t + t0)θ,
para θ >
1
n(p − 1) + 1 , i = 1, . . . ,m; satisfazem (3.10).
A formulac¸a˜o fraca para (3.91), e´ obtida multiplicando-a por ~ϕ ∈ D(Ω) e
integrando por partes, donde vem∫
Ω
|D(~v)|p−2D(~v) : D(~ϕ) = 0 . (3.11)
Definic¸a˜o 3 : Uma soluc¸a˜o fraca para o problema (3.5), (3.9) com Ω caracte-
rizado por (3.10), e´ uma func¸a˜o ~v : Ω −→ IRn satisfazendo as seguintes pro-
priedades:
(i) ~v ∈ Dˆ1,p0 (Ω);
(ii) ~v satisfaz (3.11) para todo ~ϕ ∈ D(Ω);
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(iii) ~v satisfaz (3.92) − (3.94).
Observamos que a pressa˜o p e´ obtida conforme a Observac¸a˜o 1.
Observac¸a˜o 11 . A condic¸a˜o (i) na definic¸a˜o acima implica
1
|Σi(xn)| pn−1
∫
Σi(xn)
|~v|p −→ 0 , quando |x| → ∞ , em Ωi , i = 1, . . . ,m . (3.12)
De fato, seja i = 1, . . . ,m. De (1.10) temos, para ~w ∈ D1,p(Ωi; ∂Ω ∩ ∂Ωi),∫
Σi(s)
|~w(x′, s)|pdx′ ≤ c|Σi(s)| pn−1
∫
Σi(s)
|∇x′ ~w|pdx′ ≤ cgpi (s)
∫
Σi(s)
|∇~w|pdx′ . (3.13)
Consideremos agora ~fi(xn) = g
−p
i (xn)~en. Do Teorema de Green vem, para t1 > t,∫
Ωit,t1
∇ ·
(
~fi|~w|p
)
=
∫
Σi(t1)
g−pi (t1)|~w(x′, t1)|pdx′ −
∫
Σi(t)
g−pi (t)|~w(x′, t)|pdx′ . (3.14)
Agora, integramos a identidade ∇ ·
(
~f |~w|p
)
= |~w|p∇ · ~f + ~f · ∇|~w|p, em Ωit,t1 , para
obter ∫
Ωit,t1
∇ ·
(
~fi|~w|p
)
= p
∫
Ωit,t1
|~w|p−1
gpi (xn)
∂|~w|
∂xn
− p
∫
Ωit,t1
g′i(xn)|~w|p
gp+1i (xn)
. (3.15)
Assim, de (3.14) e (3.15), obtemos
1
gpi (t)
∫
Σi(t)
|~w|p = 1
gpi (t1)
∫
Σi(t1)
|~w|p + p
∫
Ωit,t1
g′i(xn)|~w|p
gp+1i (xn)
− p
∫
Ωit,t1
|~w|p−1
gpi (xn)
∂|~w|
∂xn
,
que devido a` (3.21), fica
1
gpi (t)
∫
Σi(t)
|~w|p ≤ 1
gpi (t1)
∫
Σi(t1)
|~w|p + Mp
∫
Ωit,t1
|~w|p
gp+1i (xn)
+p
∫ t1
t
1
gpi (s)
(∫
Σi(s)
|~w|p−1|∇~w| dΣ
)
ds .
(3.16)
Agora usando (3.13), obtemos∫
Ωit,t1
|~w|p
gp+1i (xn)
≤ c
∫
Ωti
|∇~w|p∫ t1
t
1
gpi (s)
(∫
Σi(s)
|~w|p−1|∇~w| dΣ
)
ds ≤ c
∫
Ωti
|∇~w|p.
(3.17)
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Assim, de (3.16) e (3.17), temos
1
gpi (t)
∫
Σi(t)
|~w|p ≤ 1
gpi (t1)
∫
Σi(t1)
|~w|p + c2
∫
Ωti
|∇~w|p. (3.18)
Por fim, como ~w ∈ D1,p(Ωi; ∂Ω ∩ ∂Ωi), devido a` (3.13), temos, pelo menos ao
longo de uma subsequeˆncia de valores para t1,∫
Σi(t1)
|~w|p −→ 0 , quando t1 → ∞ .
Daı´, fazendo t1 → ∞ em (3.18), vem
1
gpi (t)
∫
Σi(t)
|~w|p ≤ c2
∫
Ωti
|∇~w|p. (3.19)
E, desde que gpi (t) = |Σi(t)|
p
n−1 , fazendo t → ∞ em (3.19), obtemos (3.12). Como
querı´amos demonstrar.
Observac¸a˜o 12 . Note que (3.12) e´ uma formulac¸a˜o fraca para (3.95).
Como procedemos anteriormente, buscaremos uma soluc¸a˜o fraca para o pro-
blema (3.5), (3.9), da forma ~v = ~u +~a, onde ~a e´ obtido segundo o Lema III.4.3 de
[20], e satisfaz as seguintes propriedades:
(a1) ~a ∈ C∞(Ω);
(a2) ~a se anula pro´ximo da fronteira ∂Ω;
(a3) |Dα~a(x)| ≤ cg−n+1−|α|i (xn) , ∀ x ∈ Ωi , |α| ≥ 0;
(a4)
∫
Σi
~a · ~n = Φi.
Enquanto ~u ∈ D1,p0 (Ω) satisfaz para toda ~ϕ ∈ D(Ω)∫
Ω
∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)] : D(~ϕ) = 0 . (3.20)
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A seguir, provaremos um resultado fundamental para esta sec¸a˜o.
Teorema 5 . Existe ~u ∈ D1,p0 (Ω) satisfazendo (3.20).
Prova: Seja {~ϕ j} ⊂ D(Ω) denso em D1,p0 (Ω) e tal que
(
~ϕi, ~ϕ j
)
= δi j (ver Lema 4).
Como em teoremas anteriores, temos que para cada N ∈ IN existe
~uN =
N∑
j=1
c jN~ϕ j, (3.21)
tal que para j = 1, . . . ,N∫
Ω
∣∣∣D(~uN) + D(~a)∣∣∣p−2 [D(~uN) + D(~a)] : D(~ϕ j) = 0 (3.22)
e ∣∣∣~uN ∣∣∣
1,p
≤ c , (3.23)
onde c e´ independente de N. Agora, pela compacidade fraca deD1,p0 (Ω), devido a`
(3.23), podemos obter uma subsequeˆncia {~uNk} de {~uN} e uma func¸a˜o ~u ∈ D1,p0 (Ω)
tal que
~uNk ⇀ ~u , em D1,p0 (Ω) . (3.24)
Pretendemos agora passar o limite em (3.22) e tomar ~ϕ qualquer em D(Ω).
Para tal, como temos procedido anteriormente, comec¸aremos definindo para
~w ∈ D1,p0 (Ω)
A~w = −div
{∣∣∣D(~w) + D(~a)∣∣∣p−2 [D(~w) + D(~a)]} .
Assim,
A : D1,p0 (Ω) −→
(
D1,p0 (Ω)
)′ ≡ D−1,p′(Ω)∥∥∥A~uNk∥∥∥
D−1,p′ (Ω) ≤ c ,
(3.25)
com c independete de k. Daı´, existe χ ∈ D−1,p′(Ω), tal que
〈A~uNk , ~w〉 −→ 〈χ, ~w〉 , ∀ ~w ∈ D1,p0 (Ω) . (3.26)
Facilmente, vemos tambe´m que A e´ um operador mono´tono, isto e´,
〈A~w1 − A~w2, ~w1 − ~w2〉 ≥ 0 , ∀ ~w1, ~w2 ∈ D1,p0 (Ω) . (3.27)
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Agora, tomando em (3.27), ~w1 = ~uNk e ~w2 = ~w ∈ D1,p0 (Ω), obtemos
〈A~uNk , ~uNk〉 − 〈A~uNk , ~w〉 − 〈A~w, ~uNk〉 + 〈A~w, ~w〉 ≥ 0 . (3.28)
Mas, obviamente, 〈A~uNk , ~uNk〉 = 0 e de (3.24) e (3.25), segue
〈A~w, ~uNk〉 −→ 〈A~w, ~u〉.
Disto, de (3.26) e (3.28), temos
−〈χ, ~w〉 − 〈A~w, ~u − ~w〉 ≥ 0 , ∀ ~w ∈ D1,p0 (Ω) . (3.29)
Agora, facilmente vemos que 〈χ,~u〉 = 0. Daı´ reescrevemos (3.29) como
〈χ − A~w, ~u − ~w〉 ≥ 0 , ∀ ~w ∈ D1,p0 (Ω) .
Assim, procedendo como no Capı´tulo 2, mostra-se que
χ = A~u .
Portanto, (3.26) fica
〈A~uNk , ~w〉 −→ 〈A~u, ~w〉 , ∀ ~w ∈ D1,p0 (Ω) ,
que garante passar o limite em (3.22) e tomar ~ϕ qualquer em D(Ω). Como
querı´amos.
2
Agora provaremos o principal teorema desta sec¸a˜o.
Teorema 6 . Existe uma u´nica soluc¸a˜o fraca ~v para o problema (3.5), (3.9), e tal
soluc¸a˜o satisfaz
|~v|1,p ≤ c Φ , (3.30)
onde Φ = max{|Φ1|, . . . , |Φm|}.
Prova: A existeˆncia e´ obtida pelo teorema anterior, onde ~v = ~u + ~a. Note que
(3.92,3) sa˜o imediatas, enquanto (3.94) segue de ~u ∈ D1,p0 (Ω) e de (a4).
Quanto a` unicidade, comec¸amos observando que (3.11) e´ satisfeita com ~w ∈
D1,p0 (Ω) no lugar de ~ϕ ∈ D(Ω). Agora consideremos ~v1 outra soluc¸a˜o do problema
e denotemos ~w = ~v − ~v1. Assim temos ~w ∈ Dˆ1,p0 (Ω) com fluxo zero. Portanto,
57
pelo Teorema 5.1 do capı´tulo III de [20], ~w ∈ D1,p0 (Ω). Daı´, usamos ~w em (3.11),
como comentado, para obter∫
Ω
|D(~w) + D(~v1)|p−2[D(~w) + D(~v1)] : D(~w) = 0,
e daı´ aplicando (1.4)
|~w|p1,p ≤ c
∫
Ω
{
|D(~w) + D(~v1)|p−2[D(~w) + D(~v1)] − |D(~v1)|p−2D(~v1)
}
: D(~w)
= −c
∫
Ω
|D(~v1)|p−2D(~v1) : D(~w) = 0 .
Logo |~w|1,p = 0. O que implica ~w ≡ 0, ou seja, ~v1 = ~v. Assim temos a unicidade.
Falta apenas demonstrar (3.30). Para isto, tomamos ~u no lugar de ~ϕ em (3.20),
e obtemos ∫
Ω
{∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)] − |D(~a)|p−2D(~a)} : D(~u)
= − ∫
Ω
|D(~a)|p−2D(~a) : D(~u) .
Daı´, usando (1.4) e a Desigualdade de Young com ε, vem
|~u|p1,p ≤ c
∫
Ω
|D(~a)|p−1|D(~u)| ≤ ε|~u|p1,p + c|~a|p1,p.
Tomando ε  1 temos
|~u|1,p ≤ c|~a|1,p ≤ c Φ .
Como ~v = ~u+~a, da desigualdade acima obtemos facilmente a desigualdade (3.30),
e assim, provamos o teorema.
2
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3.2 Problema de Navier-Stokes com Lei de Poteˆncia
para Sec¸o˜es Convergentes
Nesta sec¸a˜o assumiremos n = 3 e
λ =

2 − 3p , 2 < p ≤ 7
3
2 − p
p − 2 , p >
7
3
(3.31)
e, similarmente a` sec¸a˜o anterior, consideraremos o problema: Dados Φi ∈ IR
quaisquer, satisfazendo a condic¸a˜o (3.5), obter um par ~v, p, tal que
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = ~v · ∇~v + ∇p em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σi
~v · ~n = Φi ,
lim
|x|→∞
~v(x) = 0 em Ωi , i = 1, . . . ,m ,
(3.32)
com Ω tal que para i = 1, . . . ,m,
Ii(∞) < ∞ . (3.33)
Multiplicando (3.321) por ~ϕ ∈ D(Ω) e integrando por partes, obtemos, como
em (2.18), ∫
Ω
|D(~v)|p−2D(~v) : D(~ϕ) = (~v · ∇~v, ~ϕ) . (3.34)
Definic¸a˜o 4 : Uma soluc¸a˜o fraca para o problema (3.32) e´ uma func¸a˜o
~v : Ω −→ IRn satisfazendo as seguintes propriedades:
(i) ~v ∈ Dˆ1,p0 (Ω);
(ii) ~v satisfaz (3.34) para todo ~ϕ ∈ D(Ω);
(iii) ~v satisfaz (3.322) − (3.324).
59
Lembramos, como de praxe, que a pressa˜o p, associada a` velocidade ~v, e´
obtida conforme a Observac¸a˜o 1, e satisfaz∫
Ω
∣∣∣D(~v)∣∣∣p−2 D(~v) : D(~ϕ) = (~v · ∇~v, ~ϕ) − ∫
Ω
p div ~ϕ , ∀ ~ϕ ∈ C∞0 (Ω). (3.35)
Buscaremos uma soluc¸a˜o fraca para o problema (3.32) da forma ~v = ~u + ~a,
onde ~a e´ obtido como na sec¸a˜o anterior, enquanto ~u e´ soluc¸a˜o fraca do seguinte
problema auxiliar
div
{∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)]} = ~u · ∇~u + ~u · ∇~a + ~a · ∇~u
+~a · ∇~a + ∇p em Ω
∇ · ~u = 0 em Ω
~u = 0 em ∂Ω∫
Σi
~u · ~n = 0 ,
(3.36)
cuja formulac¸a˜o fraca e´ dada por∫
Ω
∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)] : D(~ϕ) =
− (~u · ∇~u, ~ϕ) − (~u · ∇~a, ~ϕ) − (~a · ∇~u, ~ϕ) − (~a · ∇~a, ~ϕ) , (3.37)
para toda ~ϕ ∈ D(Ω).
Observac¸a˜o 13 . Na construc¸a˜o de~a em [40], destaca-se a seguinte, fundamental,
propriedade ∫
Ω
|~a|2|~w|2 ≤ cε
∫
Ω
|∇~w|2 , ∀ ~w ∈ D1,p0 (Ω) ,
com ε  1. Pore´m, aqui, devido a` p > 2, tal condic¸a˜o na˜o sera´ necessa´ria.
Para obter ~u soluc¸a˜o fraca de (3.36), primeiro obteremos uma soluc¸a˜o fraca
~uT para o problema (3.36) truncado, e depois obteremos ~u como o limite de ~uT ,
quando T → ∞.
Consideremos, enta˜o, o problema (3.36) truncado, isto e´,
div
{∣∣∣D(~u) + D(~a)∣∣∣p−2 [D(~u) + D(~a)]} = ~u · ∇~u + ~u · ∇~a + ~a · ∇~u
+~a · ∇~a + ∇p em ΩT
∇ · ~u = 0 em ΩT
~u = 0 em ∂ΩT∫
Σi
~u · ~n = 0 .
(3.38)
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Definic¸a˜o 5 : Uma func¸a˜o ~u e´ uma soluc¸a˜o fraca para o problema (3.38) se,
(i) ~u ∈ W1,p0 (ΩT );
(ii) ~u satisfaz (3.37) com ΩT no lungar de Ω;
(iii) ~u satisfaz (3.382) − (3.384).
Proposic¸a˜o 2 . Existe ~uT soluc¸a˜o fraca do problema (3.38).
Prova: Ideˆntica a` prova da Teorema 1.
Lema 16 . A soluc¸a˜o ~uT satisfaz para ε1, ε2 , ε3 > 0:∣∣∣∣∣∫
ΩT
~uT · ∇~uT · ~a
∣∣∣∣∣ ≤ ε1 ∣∣∣~uT ∣∣∣p1,p,ΩT + c1;∣∣∣∣∣∫
ΩT
~a · ∇~uT · ~a
∣∣∣∣∣ ≤ ε2 ∣∣∣~uT ∣∣∣p1,p,ΩT + c2;∣∣∣∣∣∫
ΩT
|D(~a)|p−2D(~a) : D(~uT )
∣∣∣∣∣ ≤ ε3 ∣∣∣~uT ∣∣∣p1,p,ΩT + c3 ,
(3.39)
onde c j = c j(Ω0, p, ε j), j = 1, 2, 3.
Prova: Comec¸aremos provando (3.391). Aplicando a Desigualdade de Ho¨lder
obtemos de imediato∣∣∣∣∣∫
ΩT
~uT · ∇~uT · ~a
∣∣∣∣∣ ≤ ∣∣∣~uT ∣∣∣1,p,ΩT
(∫
ΩT
|~uT |p′ |~a|p′
)1/p′
. (3.40)
Agora usando a Desigualdade de Ho¨lder e (1.10) obtemos∫
ΩiT
g−2p
′
i |~uT |p
′ ≤ c
(∫ T
0
g
2− pp−2
i (s) ds
) p−2
p−1 (∫
ΩiT
|∇~uT |p
) 1
p−1
.
Daı´, usando as propriedades de ~a junto com (1.9) e (1.2) temos∫
ΩT
|~uT |p′ |~a|p′ =
∫
Ω0
|~uT |p′ |~a|p′ +
m∑
i=1
∫
ΩiT
|~uT |p′ |~a|p′
≤ c
(∫
Ω0
|∇~uT |p
) 1
p−1
+
m∑
i=1
∫
ΩiT
g−2p
′
i |~uT |p
′

≤ c
 m∑
i=1
∫ T
0
g
2− pp−2
i (s) ds

p−2
p−1 ∣∣∣~uT ∣∣∣p′
1,p,ΩT
.
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Disto, de (3.40) e de (3.33), aplicando a Desigualdade de Young, vem∣∣∣∣∣∫
ΩT
~uT · ∇~uT · ~a
∣∣∣∣∣ ≤ ε1 ∣∣∣~uT ∣∣∣p1,p,ΩT + c1. (3.41)
Com um raciocı´nio semelhante, mostra-se (3.392) e (3.393).
2
Observac¸a˜o 14 . Este lema e´ o motivo de n = 3 nesta sec¸a˜o, pois no caso n = 2
terı´amos expoente em gi tal que a convergeˆncia da integral na˜o seria garantida.
Agora provaremos o principal teorema desta sec¸a˜o.
Teorema 7 . Existe uma soluc¸a˜o fraca, ~v para o problema (3.6).
Prova: Diante do exposto acima e´ suficiente mostrar que existe uma soluc¸a˜o fraca
~u ∈ D1,p0 (Ω), para o problema (3.36).
Seja ~uT uma soluc¸a˜o fraca, conforme a Proposic¸a˜o 2. Como ~uT ∈ W1,p0 (ΩT )
temos que (3.37) vale para ~uT no lugar de ~u e de ~ϕ, isto e´,∫
ΩT
∣∣∣D(~uT ) + D(~a)∣∣∣p−2 [D(~uT ) + D(~a)] : D(~uT ) = − (~uT · ∇~uT , ~uT )
−
(
~uT · ∇~a, ~uT
)
−
(
~a · ∇~uT , ~uT
)
−
(
~a · ∇~a, ~uT
)
.
(3.42)
Como ja´ vimos no Capı´tulo 2(
~uT · ∇~uT , ~uT
)
=
(
~a · ∇~uT , ~uT
)
= 0 ,(
~uT · ∇~a, ~uT
)
= −
(
~uT · ∇~uT ,~a
)
e
(
~a · ∇~a, ~uT
)
= −
(
~a · ∇~uT ,~a
)
.
Assim, de (3.42) e (1.4), obtemos
c
∣∣∣~uT ∣∣∣p
1,p,ΩT
≤
(
~uT · ∇~uT ,~a
)
+
(
~a · ∇~uT ,~a
)
+
∣∣∣∣∣∣
∫
ΩT
|D(~a)|p−2D(~a) : D(~uT )
∣∣∣∣∣∣ , (3.43)
que pelo Lema 16 nos leva a`∫
Ω
|∇~uT |p =
∫
ΩT
|∇~uT |p ≤ c . (3.44)
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Portanto, existe uma subsequeˆncia de
{
~uT
}∞
T=1
, que ainda denotaremos por
{
~uT
}∞
T=1
,
e uma func¸a˜o ~u ∈ D1,p0 (Ω), tal que
~uT ⇀ ~u em D1,p0 (Ω)
~uT → ~u em Lploc(Ω) .
(3.45)
Resta agora mostrar que ~u e´ soluc¸a˜o fraca do problema (3.36). Ora, dado
~ϕ ∈ D(Ω), existe T0 > 0 tal que supp ~ϕ ⊂ ΩT , para todo T ≥ T0. Daı´, ~uT satisfaz
(3.37), e assim, passando o limite em T , como no Capı´tulo 2, obtemos que ~u
satisfaz (3.37). Facilmente vemos que ~u satisfaz (3.362) − (3.364). Portanto ~u e´
soluc¸a˜o, como querı´amos.
2
3.3 Problema de Navier-Stokes com Lei de Poteˆncia
para Sec¸o˜es Divergentes
Nesta sec¸a˜o, como na anterior, consideraremos n = 3 e λ dada por (3.31,
pore´m, aqui estudaremos o problema composto por (3.5) e pelo sistema (3.6) para
δ = 1, ou seja,
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = ~v · ∇~v + ∇p em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σi
~v · ~n = Φi ,
(3.46)
sob a condic¸a˜o
Ii(∞) = ∞ . (3.47)
Procedendo como na sec¸a˜o anterior, buscaremos uma soluc¸a˜o fraca da forma
~v = ~u + ~a, com ~a definido na sec¸a˜o 3.1. Entretanto, devido a` (3.47), na˜o podemos
proceder como na sec¸a˜o 2, visto que neste caso a constante de (3.44) dependeria
de T . Sendo assim, aplicaremos a te´cnica do Capı´tulo 2.
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Comec¸amos definindo, para cada i = 1, . . . ,m, a func¸a˜o hi(t) como a inversa
da func¸a˜o
h−1i (t) =
∫ t
0
gβi (s) ds , t ≥ 0 , (3.48)
isto e´,
t =
∫ hi(t)
0
gβi (s) ds , t ≥ 0 , (3.49)
onde β ≥ λ, sera´ determinado posteriormente. Obviamente, hi e h−1i sa˜o cres-
centes, com hi(0) = h−1i (0) = 0 e
hi(t) , h−1i (t) −→ ∞ , quando t → ∞.
Tomamos o seguinte truncamento de Ω
Ω(T ) = Ω0
⋃ m⋃
i=1
Ωihi(T )
 .
Como no Capı´tulo 2, consideramos o problema modificado (2.50) (obvia-
mente, com Ω(T ) no lugar de ΩT ) que possui uma soluc¸a˜o ~uT ∈ W1,p0 (Ω(T )),
com pT ∈ Lp(Ω(T )) sendo a pressa˜o associada a` tal soluc¸a˜o.
A seguir, apresentaremos um lema te´cnico.
Lema 17 . Para M = max
1≤i≤m1
Mi, temos
1
2
gi(t) ≤ gi(s) ≤ 23gi(t) , ∀ s ∈ [t − (2M)
−1gi(t) , t] , ∀ t ≥ t0. (3.50)
Prova: s ∈ [t − (2M)−1gi(t) , t] implica a existeˆncia de ξ ∈ [0, 1], tal que
s = t − (2M)−1gi(t)ξ. Daı´, usando (3.1), temos
gi(t) − gi(s) ≤ M(t − s) = ξ2gi(t);
gi(s) − gi(t) ≤ M(t − s) = ξ2gi(t).
Como 1 − ξ
2
≥ 1
2
e 1 +
ξ
2
≤ 3
2
, temos (3.50).
2
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Agora, introduzimos a func¸a˜o “truncamento”, como em [27], dependendo do
paraˆmetro t
ζ(x, t) =

hi(t) − xn
gi(hi(t))
, x ∈ ωi(t)
(2M)−1 , x ∈ Ω0
⋃ m⋃
i=1
Ωih¯i(t)

0 , x ∈
m⋃
i=1
[
Ωi \Ωihi(t)
] (3.51)
onde, para i = 1, . . . ,m,
ωi(t) = {x ∈ Ωi; h¯i(t) < xn < hi(t)}
h¯i(t) = hi(t) − (2M)−1gi(hi(t)).
Segundo o Teorema 2, temos regularidade suficiente para multiplicarmos (2.501)
por ζ~uT e integrarmos sobre o cojunto
Ω(t) = Ω0
⋃ m⋃
i=1
Ωihi(t)
 , t0 ≤ t ≤ T ,
para obtermos∫
Ω(t)
{
1
T
[D(~uT ) + D(~a)] + S (~uT )
}
: D(ζ~uT ) = −
∫
Ω(t)
B(~uT ) ·(ζ~uT )+
∫
Ω(t)
pT~uT ·∇ζ.
(3.52)
Agora, como
[D(~uT ) + D(~a)] : D(ζ~uT ) = ζ[D(~uT ) + D(~a)] : D(~uT )
+
1
4
∂ζ
∂xn
n∑
j=1
∂uTj∂xn + ∂u
T
n
∂x j
 + ∂aTj∂xn + ∂a
T
n
∂x j
 uTj ,
usando (1.4) e (3.52), obtemos
1
T
∫
Ω(t)
ζ
∣∣∣D(~uT )∣∣∣2 + ∫
Ω(t)
ζ
∣∣∣D(~uT )∣∣∣p ≤ −c ∫
Ω(t)
ζ
∣∣∣D(~a)∣∣∣p−2 D(~a) : D(~uT )
− 1
T
∫
Ω(t)
ζD(~a) : D(~uT ) + J
−
∫
Ω(t)
B(~uT ) · (ζ~uT ) +
∫
Ω(t)
pT~uT · ∇ζ,
(3.53)
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onde
J = −1
4
∫
Ω(t)
∂ζ
∂xn
(
1
T
+
∣∣∣D(~uT ) + D(~a)∣∣∣p−2) n∑
j=1
∂uTj∂xn + ∂u
T
n
∂x j
 + ∂aTj∂xn + ∂a
T
n
∂x j
 uTj .
Na proposic¸a˜o seguinte, apresentaremos estimativas para os termos do lado
direito de (3.53).
Proposic¸a˜o 3 . As seguintes estimativas valem para ε j > 0, j = 1, 2, 3 e c
constante independente de t:∫
Ω(t)
ζ |D(~a)|q−2D(~a) : D(~uT ) ≤ ε1
T δ2q
∫
Ω(t)
ζ |∇~uT |q + c
T δ2q
∫
Ω(t)
ζ |∇~a|q (3.54)
J ≤ c
T δ2q
m∑
i=1
(
|~uT |q1,q,ωi(t) + |~a|
q
1,q,ωi(t)
)
(3.55)
∫
Ω(t)
ζ~uT · ∇~uT · ~uT ≤ c
m∑
i=1
[
gi(hi(t))
] 5p−9
p |~uT |31,p,ωi(t) (3.56)∫
Ω(t)
ζ~uT · ∇~a · ~uT ≤ (ε2 + ε3)
∫
Ω(t)
ζ |∇~uT |p + c
m∑
i=1

∫ h¯i(t)
0
g
p−4
p−2
i (s)ds
+
[
gi(hi(t))
] 2p−6
p |~uT |21,p,ωi(t) +
[
gi(hi(t))
] 2p−6
p−1 |~uT |p′1,p,ωi(t)
}
(3.57)∫
Ω(t)
ζ~a · ∇~uT · ~uT ≤ c
m∑
i=1
[
gi(hi(t))
] 2p−6
p |~uT |21,p,ωi(t) (3.58)∫
Ω(t)
ζ~a · ∇~a · ~uT ≤ c
m∑
i=1
[
gi(hi(t))
]− 3+pp |~uT |1,p,ωi(t) (3.59)∫
Ω(t)
pT~uT · ∇ζ ≤ c
m∑
i=1
{
[gi(hi(t))]
p−6
p |~uT |1,p,ωi(t) +
[
gi(hi(t))
] 9(p−2)
2p |~uT |21,p,ωi(t)
+[gi(hi(t))]2|~uT |31,p,ωi(t) + |~uT |1,p,ωi(t)
}
,
(3.60)
onde q = 2 ou q = p e
δ2q =
{
1 , q = 2
0 , q = p .
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Prova:
(3.54) segue de ca´lculos imediatos. (3.55) segue da aplicac¸a˜o de (1.10) e do Lema
17.
(3.56) sera´ mais trabalhosa. Primeiro observamos que∫
Ω(t)
ζ~uT · ∇~uT · ~uT =
n∑
r,s=1
∫
Ω(t)
ζuTs
∂uTr
∂xs
uTr
= −
∫
Ω(t)
|~uT |2~uT · ∇ζ −
∫
Ω(t)
ζ~uT · ∇~uT · ~uT ,
que devido a (3.51), nos da´∫
Ω(t)
ζ~uT · ∇~uT · ~uT = 1
2
m∑
i=1
∫
ωi(t)
|~uT |2ung−1i (hi(t)). (3.61)
Agora, introduzimos a seguinte mudanc¸a de coordenadas,{
y′ = 2Mg−1i (hi(t))x
′
yin = 2Mg
−1
i (hi(t))[hi(t) − xin] . (3.62)
Facilmente, com o uso do Lema 17, obtemos
0 < yin < 1
|y′| ≤ 3M .
Seja
Git(yn) ≡ 2Mg−1i (hi(t))gi
(
hi(t) − (2M)−1gi(hi(t))yn
)
.
Segue, imediatamente do Lema 17, que
M < Git(yn) < 3M .
Assim, temos que a mudanc¸a de coordenadas (3.62) leva ωi(t) em ωˆi(t), onde
ωˆi(t) = {y ∈ IRn; |y′| < Git(yn), 0 < yn < 1}
e
|ωˆi(t)| ≤ 9piM2 .
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Agora, vamos estimar os termos do lado direito de (3.61) via mudanc¸a de coorde-
nadas (3.62):∫
ωi(t)
|~uT |2ung−1i (hi(t)) dx ≤ g−1i (hi(t))
∫
ωi(t)
|~uT |3dx = 2Mgn−1i (hi(t))
∫
ωˆi(t)
|~uT |3dy
≤ cgn−1i (hi(t))
(∫
ωˆi(t)
|∇~uT |pdy
) 3
p
= c[gi(hi(t))]
5p−9
p |~uT |31,p,ωi(t),
(3.63)
onde na u´ltima desigualdade usamos o Teorema de Imersa˜o de Sobolev junto com
(1.9). Com isto, de (3.61) e (3.63), obtemos (3.56). Como deseja´vamos.
Provaremos agora (3.57). Para isto, comec¸amos observando que∫
Ω(t)
ζ~uT · ∇~a · ~uT = −
∫
Ω(t)
ζ~uT · ∇~uT · ~a −
∫
Ω(t)
~a · ~uT uTn
∂ζ
∂xn
. (3.64)
Denotando U(t) ≡ Ω(t) \
m1⋃
i=1
ωi(t), temos
∫
Ω(t)
ζ~uT · ∇~uT · ~a ≤
(∫
Ω(t)
ζ |∇~uT |p
) 1
p
c ∫
U(t)
|~uT |p′ |~a|p′ +
m∑
i=1
∫
ωi(t)
ζ |~uT |p′ |~a|p′

p−1
p
.
(3.65)
Usando (a3), (1.9), (1.10) e (1.2), obtemos∫
U(t)
|~uT |p′ |~a|p′ ≤
 m∑
i=1
∫ h¯i(t)
0
g
p−4
p−2
i (s)ds

p−2
p−1 (∫
Ω(t)
ζ |∇~uT |p
) 1
p−1
(3.66)
e, como ζ ≤ (2M)−1, usando (a3), (1.10) e o Lema 17, estimamos tambe´m∫
ωi(t)
ζ |~uT |p′ |~a|p′ ≤ c[gi(hi(t))]
2p−6
p−1 |~uT |p′1,p,ωi(t). (3.67)
Assim, de (3.65) − (3.67), vem∫
Ω(t)
ζ~uT · ∇~uT · ~a ≤ (ε2 + ε3)
∫
Ω(t)
ζ |∇~uT |p + c
m∑
i=1
∫ h¯i(t)
0
g
p−4
p−2
i (s)ds
+c
m∑
i=1
[gi(hi(t))]
2p−6
p−1 |~uT |p′1,p,ωi(t).
(3.68)
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Procedendo de forma similar com o u´ltimo termo de (3.64), sem dificuldades,
chegamos a` ∫
Ω(t)
~a · ~uT uTn
∂ζ
∂xn
≤ c
m∑
i=1
[gi(hi(t))]
2p−6
p |~uT |21,p,ωi(t). (3.69)
Por fim, de (3.64), (3.68) e (3.69) temos (3.57), como querı´amos.
A prova de (3.58) e´ imediata. Vejamos,∫
Ω(t)
ζ~a · ∇~uT · ~uT = −1
2
∫
Ω(t)
|~uT |2an ∂ζ
∂xn
≤ c
m∑
i=1
[gi(hi(t))]
2p−6
p |~uT |21,p,ωi(t),
onde, a desigualdade e´ do tipo (3.69).
A prova de (3.59) tambe´m segue facilmente.
Agora provaremos a u´ltima estimativa desta proposic¸a˜o, isto e´, (3.60). Para
comec¸ar, observamos que∫
Ω(t)
pT~uT · ∇ζ =
m∑
i=1
g−1i (hi(t))
∫
ωi(t)
pT uTn . (3.70)
Agora, desde que ∫
ωi(t)
uTn = 0 ,
pelo Lema 7, temos que existe uma soluc¸a˜o para o problema abaixo
∇ · ~ψ = uTn em ωi(t)
~ψ ∈ W1,p0 (ωi(t))
|~ψ|1,p,ωi(t) ≤ c‖uTn ‖p,ωi(t) .
(3.71)
O ponto importante aqui e´ que a constante em (3.713) na˜o depende de t, isto
pode ser verificado simplesmente observando que a mudanc¸a de coordenadas
(3.62) leva o problema (3.71) em um problema equivalente, so´ que no domı´nio
ωˆi(t) que na˜o depende de t. Temos tambe´m que (3.713) implica
|~ψ|1,q,ωi(t) ≤ c[gi(hi(t))]β2 |~uT |1,q,ωi(t) , (3.72)
onde
β2 =

5p − 6
2p
, q = 2
1 , q = p .
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Assim, de (3.35) e (3.71), para cada i = 1, . . . ,m, vem∫
ωi(t)
puTn =
∫
ωi(t)
(
1
T
+
∣∣∣D(~uT ) + D(~a)∣∣∣p−2) [D(~uT ) + D(~a)] : D(~ψ)
+
∫
ωi(t)
~uT · ∇~uT · ~ψ +
∫
ωi(t)
~uT · ∇~a · ~ψ +
∫
ωi(t)
~a · ∇~uT · ~ψ
+
∫
ωi(t)
~a · ∇~a · ~ψ .
(3.73)
Agora, fazendo uso de (a3), (3.72), (1.10), Lema 17 e Imersa˜o de Sobolev, temos∫
ωi(t)
(
1
T
+
∣∣∣D(~uT ) + D(~a)∣∣∣p−2) [D(~uT ) + D(~a)] : D(~ψ) ≤ c {gi(hi(t))|~uT |p1,p,ωi(t)
+
1
T
[gi(hi(t))]
11p−18
2p |~uT |21,p,ωi(t) +
(
1
T
[gi(hi(t))]
4p−12
2p + [gi(hi(t))]1−
3(p−1)2
p
)
|~uT |1,p,ωi(t)
}
∫
ωi(t)
~uT · ∇~uT · ~ψ ≤ cg3i (hi(t))|~uT |31,p,ωi(t)∫
ωi(t)
~uT · ∇~a · ~ψ ≤ c[gi(hi(t))]
3p−6
p |~uT |21,p,ωi(t)∫
ωi(t)
~a · ∇~uT · ~ψ ≤ c[gi(hi(t))]
3p−6
p |~uT |21,p,ωi(t)∫
ωi(t)
~a · ∇~a · ~ψ ≤ c[gi(hi(t))]− 3p |~uT |1,p,ωi(t) .
(3.74)
Portanto, de (3.70), (3.73) e (3.74), obtemos (3.60). Como querı´amos demonstrar.
Assim concluı´mos a prova desta proposic¸a˜o.
2
Da proposic¸a˜o anterior e de (3.53), chegamos a`
y(t) ≡
∫
Ω(t)
ζ |∇~uT |p ≤ c
m∑
i=1
{
ϕi1(t) + [gi(hi(t))]
p−6
p |~uT |1,p,ωi(t)
+[gi(hi(t))]
9(p−2)
2p |~uT |21,p,ωi(t) + [gi(hi(t))]2|~uT |31,p,ωi(t)
+[gi(hi(t))]
2(p−3)
p−1 |~uT |p′1,p,ωi(t) + |~uT |
p
1,p,ωi(t)
}
,
(3.75)
onde
ϕi1(t) =

∫ hi(t)
0
g−4i (s) ds , 2 < p ≤
12
5∫ hi(t)
0
g
p−4
p−2
i (s) ds ,
12
5
< p ≤ 3 .
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Lema 18 . Para y(t) definido em (3.75), temos
y′(t) ≥ 1
2
m1∑
i=1
[gi(hi(t))]−β−1|~uT |p1,p,ωi(t). (3.76)
Prova: Comec¸amos calculando
∂y(t)
∂t
. Ora,
y′+(t) = limh→0+
1
h
∫
Ω(t+h)\Ω(t)
ζ(x, t + h)|∇~uT (x)|pdx +
∫
Ω(t)
∂ζ
∂t
|∇~uT (x)|pdx
y′−(t) = limh→0−
−1
h
∫
Ω(t)\Ω(t+h)
ζ(x, t + h)|∇~uT (x)|pdx +
∫
Ω(t)
∂ζ
∂t
|∇~uT (x)|pdx.
Pore´m, ambos os limites acima sa˜o zero. De fato, mostraremos apenas o primeiro,
uma vez que o segundo segue ana´logo. Temos,
lim
h→0+
1
h
∫
Ω(t+h)\Ω(t)
ζ(x, t + h)|∇~uT (x)|pdx
= lim
h→0+
1
h
m1∑
i=1
∫ hi(t+h)
hi(t)
∫
Σi(s)
ζ(x, t + h)|∇~uT (x)|pdΣ ds.
Sejam
Er(hi(t)) ≡ [hi(t), hi(t + h)] ⊂ IR , r > 0
H(s, h) ≡ ∫
Σi(s)
ζ(x, t + h)|∇~uT (x)|pdΣ.
Obviamente H ∈ L1loc(IR2). Ainda,
h′i(s) = g
−β
i (hi(s)).
Assim, do Teorema do Valor Me´dio e do Lema 17, vem
hi(t + r) − hi(t) ≤ 2g−βi (hi(t))r ,
com isto os subconjuntos de IR2, Er(hi(t)) × [−r, r], sa˜o “shrink nicely”(ver [17]),
e assim podemos aplicar o Teorema 3.21 de [17], para obter
lim
h→0+
1
h
∫
Eh(hi(t))
H(s, h) ds = lim
h→0+
c(t)
|Eh(hi(t)) × [−r, r]|
∫
Eh(hi(t))×[−r,r]
H(s, h) ds dx2
= H(hi(t), 0) =
∫
Σi(hi(t))
ζ(x, t)|∇~uT (x)|pdΣ = 0 ,
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uma vez que ζ(·, t) = 0 em Σi(hi(t)). Assim temos,
lim
h→0+
1
h
∫
Ω(t+h)\Ω(t)
ζ(x, t + h)|∇~uT (x)|pdx = 0.
Como quera´mos demonstrar.
Portanto
y′(t) =
∫
ωi(t)
∂ζ
∂t
|∇~uT (x)|pdx. (3.77)
Agora, em ωi(t), temos
∂ζ
∂t
=
h′i(t)gi(hi(t)) − (hi(t) − xn) g′i(hi(t))h′i(t)
g2i (hi(t))
=
h′i(t)
gi(hi(t))
[
1 − (hi(t) − xn) g
′
i(hi(t))
gi(hi(t))
]
≥ h
′
i(t)
gi(hi(t))
[
1 − (2M)
−1gi(hi(t))g′i(hi(t))
gi(hi(t))
]
≥ 1
2
[gi(hi(t))]−β−1,
onde na u´ltima desigualdade usamos (3.21). Disto e de (3.77) obtemos (3.76).
2
Agora, de (3.76), podemos deduzir estimativas relacionando |~uT |1,p,ωi(t) com a
derivada de y, como segue:
|~uT |1,p,ωi(t) ≤ cy′(t)[
gi(hi(t))
] −β−1
p |~uT |1,p,ωi(t) ≤ c
[
y′(t)
] 1
p[
gi(hi(t))
] −2(β+1)
p |~uT |21,p,ωi(t) ≤ c
[
y′(t)
] 2
p[
gi(hi(t))
] −3(β+1)
p |~uT |31,p,ωi(t) ≤ c
[
y′(t)
] 3
p[
gi(hi(t))
] −β−1
p−1 |~uT |p′1,p,ωi(t) ≤ c
[
y′(t)
] 1
p−1 .
(3.78)
No lema a seguir obteremos restric¸o˜es para β de forma que os coeficientes dos
termos do tipo |~uT |γ1,p,ωi(t), em (3.75), sejam limitados pelos coeficientes dos termos
respectivos, em (3.78).
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Lema 19 . Seja
β =

−1 − 2p
3
, 2 < p ≤ 54
19
14 − 9p
4
,
54
19
< p ≤ 3
. (3.79)
Enta˜o [
gi(hi(t))
] p−6
p ≤ [gi(hi(t))] −β−1p[
gi(hi(t))
] 9(p−2)
2p ≤ [gi(hi(t))] −2(β+1)p[
gi(hi(t))
]2 ≤ [gi(hi(t))] −3(β+1)p[
gi(hi(t))
] 2(p−3)
p−1 ≤ [gi(hi(t))] −β−1p−1 .
(3.80)
Prova: Segue de ca´lculos diretos.
2
Lema 20 . As func¸o˜es hi , i = 1, . . . ,m, esta˜o bem definidas para
2 < p ≤ p0 =
√
37 − 1
2
. (3.81)
Prova: Para que as func¸o˜es hi estejam bem definidas e´ suficiente termos β ≥ λ, o
que so´ e´ possı´vel para p satisfazendo (3.81).
2
Do lema acima, de (3.75) e (3.78), vem
y(t) ≤ c1ϕ1(t) + c2
{
y′(t) + [y′(t)]
1
p + [y′(t)]
2
p + [y′(t)]
3
p + [y′(t)]
1
p−1
}
, (3.82)
onde ϕ1(t) =
m1∑
i=1
ϕi1(t).
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Proposic¸a˜o 4 . Para todo t ∈ [t0,T ] temos
y(t) ≤ ϕ(t) , (3.83)
onde
ϕ(t) =
c1
1 − δ1ϕ1(t) + c3,
para algum δ1 ∈ (0, 1).
Prova: Aplicaremos o Lema 1. Para isto verificaremos se as hipo´teses de tal lema
sa˜o satisfeitas. Consideramos para algum δ1 ∈ (0, 1)
ϕ(t) =
c1
1 − δ1ϕ1(t) + c3
Ψ(τ) = c2
(
τ + τ
1
p + τ
2
p + τ
3
p + τ
1
p−1
)
.
Temos y, ϕ func¸o˜es suaves, na˜o negativas e na˜o decrescentes e satisfazem
y(t) ≤ Ψ(y′(t)) + (1 − δ1)ϕ(t) , ∀ t ∈ [t0,T ].
Facilmente vemos que ϕ′(t) ≤ c1c0
1 − δ1 . Ainda, como 2 < p ≤ p0 < 3, temos
Ψ(t) ≤
 5c2t
3
p , t ≥ 1
5c2t
1
p , t < 1 .
(3.84)
Daı´, como Ψ e´ estritamenente crescente, temos
Ψ(ϕ′(t)) ≤ Ψ
(
c1c0
1 − δ1
)
. (3.85)
Agora, tomaremos δ1 e c3, tais que
c1c0
1 − δ1 ≥ 1
ϕ(t0) ≥ 1
δ1
5c2
(
c1c0
1 − δ1
) 3
p
.
(3.86)
E assim, devido a` (3.84) − (3.86), temos (uma vez que ϕ e´ crescente)
ϕ(t) ≥ 1
δ1
Ψ(ϕ′(t)).
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Por fim, para aplicarmos o Lema 1 resta apenas mostrar que
y(T ) ≤ ϕ(T ). (3.87)
Comec¸amos multiplicando (2.501) por ~uT e integrando sobre Ω(T ), para obter
|~uT |p1,p,Ω ≤ c
m1∑
i=1
∫ hi(t)
0
[
(gi(s))2−
p
p−2 + (gi(s))2−
4p
p−1 + (gi(s))2−3p + (gi(s))−4
]
ds
≤ c(1 − δ1)
c1
ϕ(T ) ,
(3.88)
como feito anteriormente.
E assim, tomando δ1 ≥ 1 − 2Mc1c , temos
c(1 − δ1)
c1
≤ 2M, o que nos leva a`
|~uT |p1,p,Ω ≤ 2Mϕ(T ). (3.89)
Por fim, como ζ(x, t) ≤ (2M)−1 para todo t, de (3.89) vem
y(T ) =
∫
Ω
ζ(x,T )|∇~uT |pdx ≤ (2M)−1
∫
Ω
|∇~uT |pdx ≤ ϕ(T ).
Portanto, obtivemos (3.87), como deseja´vamos.
Agora, aplicando o Lema 1, obtemos (3.83).
2
A seguir apresentaremos mais um lema te´cnico.
Lema 21 . Seja h¯i(t) = hi(t) − (2M)−1gi(hi(t)), introduzida em (3.51). Temos que
h¯i e´ crescente e satisfaz
h¯i(t) ≥ 14hi(t) , ∀ t ≥ h
−1
i (t∗) , (3.90)
onde t∗ ≡ 2M−1gi(0).
Prova: Facilmente se verifica que h¯i e´ crescente. Mostremos enta˜o (3.90). Para
isto e´ suficiente mostrarmos que
t − (2M)−1gi(t) ≥ 14 t , ∀ t ≥ t∗ . (3.91)
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Ora
gi(t) − gi(0) ≤ Mt ⇐⇒ t − (2M)−1gi(t) ≥ t2 − (2M)
−1gi(0) ≥ t4 ,
pois t ≥ t∗ = 2M−1gi(0) ⇔ t4 ≥ (2M)
−1gi(0). Assim temos (3.91), como de-
seja´vamos.
2
Agora apresentaremos o principal teorema desta sec¸a˜o.
Teorema 8 . Sejam 2 < p ≤ p0 e Φi ∈ IR, i = 1, . . . ,m, quaisquer. Existe uma
soluc¸a˜o fraca ~v do problema (3.5), (3.46) satisfazendo∫
Ω(t)
ζ |∇~v|p ≤ cϕ(t) .
Prova: Denotemos
U(t) ≡ Ω(t¯) ≡ Ω0
⋃ m⋃
i=1
Ωi(h¯i(t))
 .
Devido ao lema anterior, temos a sequeˆncia crescente de domı´nios
U(1) ⊂ U(2) ⊂ · · · ⊂ U(k) ⊂ · · ·, satisfazendo
Ω =
⋃
k∈IN
U(k) .
Seja ~uk soluc¸a˜o fraca em Ω(k), conforme Proposic¸a˜o 4. Para t0 ≤ r + 1 ≤ k, de
(3.83), temos
yk(r) =
∫
Ω(r)
ζ |∇~uk|p = (2M)−1
∫
U(r)
|∇~uk|p +
m1∑
i=1
∫
ωi(r)
ζ |∇~uk|p ≤ ϕ(r).
Daı´, ∫
U(r)
|∇~uk|p ≤ 2Mϕ(r) , ∀ t0 ≤ r + 1 ≤ k.
Portanto, para cada r fixado existe uma subsequeˆncia {~uk j} de {~uk} e uma func¸a˜o
~ur ∈ W1,p(U(r)), tais que
~uk j ⇀ ~ur , em W1,p(U(r))
~uk j → ~ur , em Lp(U(r)) . (3.92)
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Tomando subsequeˆncia de subsequeˆncia e observando que ~ur1 = ~ur2 em U(r1),
para r2 ≥ r1, definindo ~u = ~ur em U(r), temos que existe uma subsequeˆncia final
convergindo fraco para ~u ∈ W1,ploc
(
Ω
)
. E, analogamente ao Capı´tulo 2, mostra-se
que ~u e´ soluc¸a˜o fraca de (3.36).
Agora mostraremos que ∫
Ω(r)
ζ |∇~u|p ≤ cϕ(r) . (3.93)
Comec¸amos definindo o espac¸o de Sobolev Homogeˆneo com Peso
V1,p(Ω(r)) ≡
{
~w ∈ D1,p(Ω(r)); ‖~w‖V < ∞ e ~w = 0 em ∂Ω ∩ ∂Ω(r)
}
,
onde
‖~w‖V =
(∫
Ω(r)
ζ |∇~w|p
) 1
p
.
Agora, usando (3.83) temos
‖~uk‖V =
∫
Ω(r)
ζ |∇~uk|p ≤ cϕ(r) , ∀ t0 ≤ r + 1 ≤ k. (3.94)
Como ζ−
1
p−1 ∈ L1loc(Ω(r)), temos que V1,p(Ω(r)) e´ reflexivo (Teorema 1.3 de [15]),
e assim (3.94) implica que, a menos de subsequeˆncia,
~uk ⇀ ~wr em V1,p(Ω(r)). (3.95)
Afirmamos que
~wr = ~u em Ω(r).
De fato, como ζ e´ constante em U(r), temos
V1,p(Ω(r)) ⊂ V1,p(U(r)) ≡ D1,p (U(r), ∂Ω ∪ ∂U(r)) .
Assim, de (3.92) e (3.95), teˆm-se que ~wr = ~u em U(r). Ora, para r′ > r temos
~wr′ = ~wr em Ω(r). Daı´, tomamos r′ > r tal que Ω(r) ⊂ U(r′) (isto e´ possı´vel
devido a` (3.90)), temos ~wr′ = ~u em U(r′), o que implica ~wr = ~u em Ω(r), como
afirmamos.
Portanto, pela Proposic¸a˜o III.5(iii) de [9], temos (3.93). Assim, concluı´mos a
prova do teorema.
2
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3.4 Problema de Stokes com Lei de Poteˆncia para
Sec¸o˜es Divergentes
Nesta sec¸a˜o estamos nas mesmas condic¸o˜es da sec¸a˜o anterior, diferindo ape-
nas na definic¸a˜o de λ, que aqui e´ dada por (3.8), para n = 3, ou seja,
λ = 2 − 3p ; (3.96)
e no valor de δ, que aqui vale 0, ou seja, o nosso sistema de equac¸o˜es agora e´
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = ∇p em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σi
~v · ~n = Φi.
(3.97)
E´ natural que sigamos os passos da sec¸a˜o anterior, inclusive esperando menos
ca´lculos. A importaˆncia desta sec¸a˜o esta´ na “melhora”do intervalo de aceitac¸a˜o
de p para o teorema de existeˆncia, que antes era (2, p0], enquanto aqui sera´ (2, 3],
como veremos a seguir.
Teorema 9 . Dados Φi ∈ IR, i = 1, . . . ,m, quaisquer satisfazendo (3.5). Enta˜o
existe ~v soluc¸a˜o fraca de (3.97), com p ∈ (2, 3]. Ademais, ~v satisfaz∫
Ω(t)
ζ |∇~v|p ≤ c
m∑
i=1
∫ hi(t)
0
gλi (s) ds .
Prova: Procederemos como na sec¸a˜o anterior, so´ que usando h(T )−3 ao inve´s de
T−1, com h(T ) = max
1≤i≤m
hi(T ). Assim, o sistema truncado fica,
div
{(
h(T )−3 +
∣∣∣D(~u) + D(~a)∣∣∣p−2) [D(~u) + D(~a)]} = ∇p em Ω(T )
∇ · ~u = 0 em Ω(T )
~u = 0 em ∂Ω(T )∫
Σ
~u · ~n = 0 .
(3.98)
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Contas similares a` sec¸a˜o anterior nos levam a`
y(t) ≡
∫
Ω(t)
ζ |∇~uT |p ≤ h(T )−3
∫
Ω(T )
ζ |∇~a|2 +
m∑
i=1
|~a|21,2,ωi(t)
 + ∫
Ω(T )
ζ |∇~a|p
+
m∑
i=1
{
|~a|p1,p,ωi(t) +
(
h(T )−3[gi(hi(t))]
p−6
p + [gi(hi(t))]
−3(p−1)2
p
)
|~uT |1,p,ωi(t)
+h(T )−3
(
[gi(hi(t))]
3(p−2)
p + [gi(hi(t))]
9(p−2)
2p
)
|~uT |21,p,ωi(t) + |~uT |p1,p,ωi(t)
}
.
(3.99)
Os termos de (3.99), que na˜o sa˜o coeficientes de |~uT |r1,p,ωi(t), r = 1, 2, p, sa˜o ma-
jorados como anteriormente, salvo os termos multiplicados por h(T )−3. Para estes
termos, como h(T ) ≥ cgi(hi(s)), fazendo a mudanc¸a de varia´vel r = h−1i (s) esti-
mamos
h(T )−3
∫
Ω(T )
ζ |∇~a|2 ≤ c
∫ hi(t)
0
[gi(hi(s))]−4−λds
h(T )−3|~a|21,2,ωi(t) ≤ c
∫ hi(t)
0
[gi(hi(s))]−4−λds .
Assim, os termos de (3.99) que na˜o sa˜o coeficientes de |~uT |r1,p,ωi(t), r = 1, 2, p, sa˜o
majorados por
cϕi1(t) = c
∫ hi(t)
0
[gi(hi(s))]2−3pds .
Majorando os termos de (3.99) que sa˜o coeficientes de |~uT |r1,p,ωi(t), r = 1, 2, p,
obtemos por fim
y(t) ≤ c
m∑
i=1
{
ϕi1(t) + [gi(hi(t))]
−3(p−1)2
p |~uT |1,p,ωi(t)
+[gi(hi(t))]
3(p−6)
2p |~uT |21,p,ωi(t) + |~uT |p1,p,ωi(t)
}
.
Agora, tomamos β = λ e a restric¸a˜o para p fica p ∈ (2, 3]. O restante da prova
e´ ana´logo a` sec¸a˜o anterior.
2
Observac¸a˜o 15 . Tomando h(T )−3 no lugar de T−1 na sec¸a˜o anterior, embora
tenhamos contas diferentes, a restric¸a˜o para p continua a mesma (2 < p ≤ p0),
isto deve-se ao fato de p0 <
54
19
.
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3.5 Problema de Stokes com Lei de Poteˆncia para
Domı´nios com Sec¸o˜es Convergentes e Divergentes
Nesta sec¸a˜o estamos nas mesmas condic¸o˜es da anterior, apenas diferindo na
condic¸a˜o sobre Ii(∞), que aqui satisfaz (3.4), com 0 < m1 < m.
Teorema 10 . Sejam Ω caracterizado pela condic¸a˜o (3.4), com 0 < m1 < m e
Φi ∈ IR, i = 1, . . . ,m, quaisquer satisfazendo (3.5). Enta˜o existe ~v soluc¸a˜o fraca
de (3.97), com p ∈ (2, 3]. Ademais, ~v satisfaz∫
Ω(t)
ζ |∇~v|p ≤ c
m1∑
i=1
∫ hi(t)
0
gλi (s) ds .
Prova: Consideremos o seguinte truncamento de Ω, para t0 ≤ t ≤ T
Ω(t,T ) = Ω0
⋃ m1⋃
i=1
Ωihi(T )
⋃
 m⋃
i=m1+1
ΩiT
 ,
onde
hi(t) =
{
t , i = m1 + 1, . . . ,m
como em (3.48), (3.49) , i = 1, . . . ,m1 .
Seja ~uT ∈ W1,p0 (Ω(T,T )), a soluc¸a˜o do sistema (3.98), para esta sec¸a˜o (existe
conforme Capı´tulo 2), com pT ∈ Lp(Ω(T,T )) sendo a pressa˜o associada a` tal
soluc¸a˜o. Agora, como antes, introduzimos a func¸a˜o “truncamento”:
ζ(x, t) =

hi(t) − xn
gi(hi(t))
, x ∈ ωi(t) , i = 1, . . . ,m1
(2M)−1 , x ∈ Ω0
⋃ m1⋃
i=1
Ωih¯i(t)
⋃
 m⋃
i=m1+1
ΩiT

0 , x ∈
 m1⋃
i=1
Ωi \Ωihi(t)
⋃
 m⋃
i=m1+1
Ωi \ΩiT
 .
(3.100)
Multiplicamos (3.981) por ζ~uT , conforme o Teorema 2, e integramos sobre o
cojunto Ω(t,T ), para t0 ≤ t ≤ T , a fim de obtermos∫
Ω(t,T )
{
h(T )−3[D(~uT ) + D(~a)] + S (~uT )
}
: D(ζ~uT ) =
∫
Ω(t,T )
pT~uT · ∇ζ ,
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que, como em (3.99), fornece
y(t) ≡
∫
Ω(t,T )
ζ |∇~uT |p ≤ h(T )−3
∫
Ω(T,T )
ζ |∇~a|2 +
m1∑
i=1
|~a|21,2,ωi(t)
 + ∫
Ω(t,T )
ζ |∇~a|p
+
m1∑
i=1
{
|~a|p1,p,ωi(t) +
(
h(T )−3[gi(hi(t))]
p−6
p + [gi(hi(t))]
−3(p−1)2
p
)
|~uT |1,p,ωi(t)
+h(T )−3
(
[gi(hi(t))]
3(p−2)
p + [gi(hi(t))]
9(p−2)
2p
)
|~uT |21,p,ωi(t) + |~uT |p1,p,ωi(t)
}
.
(3.101)
Agora, desde que os canais i = m1 + 1, . . . ,m, convergem, temos
h(T )−3
∫
Ω(t,T )
ζ |∇~a|2 ≤ c
 m1∑
i=1
∫ hi(t)
0
g−7i (s) ds + 1
∫
Ω(T,T )
ζ |∇~a|2 ≤ c
 m1∑
i=1
∫ hi(t)
0
g2−3pi (s) ds + 1
 .
Os demais termos de (3.101), que na˜o sa˜o coeficientes de |~uT |r1,p,ωi(t), r = 1, 2, p,
sa˜o majorados como na sec¸a˜o anterior, e assim, podemos majorar todos estes ter-
mos por
ϕ1(t) = c
 m1∑
i=1
∫ hi(t)
0
g2−3pi (s) ds + 1
 .
Os termos restantes de (3.101) sa˜o majorados tambe´m como na sec¸a˜o anterior.
Por fim, tomando β = λ, o restante da prova segue exatamente como na u´ltima
sec¸a˜o.
2
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3.6 Problema de Navier-Stokes com Lei de Poteˆncia
para Domı´nios com Sec¸o˜es Convergentes e Di-
vergentes
Nesta sec¸a˜o, como na anterior, temos Ii(∞) = ∞ , i = 1, . . . ,m1 e
Ii(∞) < ∞ , i = m1 + 1, . . . ,m , com λ definido por (3.31).
Obviamente, combinando as te´cnicas das sec¸o˜es 3 e 5 obtemos o seguinte
teorema.
Teorema 11 . Sejam Ω caracterizado por (3.4), com 0 < m1 < m e Φi ∈ IR ,
i = 1, . . . ,m, quaisquer satisfazendo (3.5). Enta˜o existe ~v soluc¸a˜o fraca de (3.32),
com p ∈ (2, p0]. Ademais, ~v satisfaz∫
Ω(t)
ζ |∇~v|p ≤ c
m1∑
i=1
∫ hi(t)
0
gλi (s) ds .
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Capı´tulo 4
ESTIMATIVAS EM ESPAC¸OS DE
SOBOLEV COM PESO
4.1 Introduc¸a˜o e Notac¸o˜es
Neste capı´tulo estudaremos o problema de Stokes com Lei de Poteˆncia sujeito
a uma forc¸a externa, num domı´nio Ω como em (1.1), com
Ωi = {x; |x′| < gi(xn), xn > 0}, (4.1)
onde as func¸o˜es gi(t) satisfazem as seguintes condic¸o˜es, para todo t1, t2, t > 0,
gi(t) ≥ g0 > 0
|gi(t1) − gi(t2)| ≤ Mi|t1 − t2| . (4.2)
Assumiremos ainda que as func¸o˜es gi satisfazem
lim
t−→∞ g
′
i(t) = 0 , |g′i(t)| ≤ Mi , i = 1, . . . ,m . (4.3)
Denotaremos
Ri0 = 0, Rik+1 = Rik + (2Mi)−1gik, gik = gi(Rik), i = 1, . . . ,m ,
Ωi(k) = {x ∈ Ωi; xn < Rik} , ωik = Ωi(k+1) \Ωi(k) , Ω(k) = Ω0
m⋃
i=1
Ωi(k) ;
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Ni(xn) = gi(xn)g−1ik0 , i = 1, . . . ,m ,
N(x)γ =
{
Ni(xn)γi , x = Ωi \Ω(k0), i = 1, . . . ,m ,
1 , x ∈ Ω(k0),
γ = (γ1, . . . , γm),
αi(t) =
∫ t
0
gi(τ)−1dτ , αik = αi(Rik), i = 1, . . . ,m.
Agora introduziremos os espac¸os de func¸o˜es com peso. Para
q = (q0, q1, . . . , qm), β = (β1, . . . , βm) e γ = (γ1, . . . , γm), denotamos por
Lq(γ,β)(Ω)
o espac¸o de func¸o˜es com a seguinte norma finita∥∥∥∥ f ; Lq(γ,β)(Ω)∥∥∥∥ =
∫
Ω(k0+1)
| f |q0 dx
1/q0
+
m∑
i=1
(∫
Ωi\Ω(k0)
Nqiγii e
qiβiαi(xn) | f |qi dx
)1/qi
.
Denotamos por
V1,q(γ,β)(Ω)
o fecho de C∞0 (Ω) na norma∥∥∥∥ f ; V1,q(γ,β)(Ω)∥∥∥∥ ≡ ∥∥∥∥ f ; Lq(γ−1,β)(Ω)∥∥∥∥ + ∥∥∥∥∇ f ; Lq(γ,β)(Ω)∥∥∥∥ ,
e por
V−1,q,p(γ,β) (Ω)
o espac¸o das distribuic¸o˜es ~f , que podem ser representadas na forma
~f = ~f (0) +
(
div ~f (1), . . . , div ~f (n)
)
, (4.4)
com ~f (0) ∈ Lq((p−1)(γ+1),(p−1)β)(Ω), ~f ( j) ∈ Lq((p−1)γ,(p−1)β)(Ω) , j = 1, . . . , n e∥∥∥∥ ~f ; V−1,q,p(γ,β) (Ω)∥∥∥∥ ≡ ∥∥∥∥ ~f (0); Lq((p−1)(γ+1),(p−1)β)(Ω)∥∥∥∥ + n∑
j=1
∥∥∥∥ ~f ( j); Lq((p−1)γ,(p−1)β)(Ω)∥∥∥∥ ,
onde (p − 1)(γ + l) = ((p − 1)(γ1 + l), . . . , (p − 1)(γm + l)). Sempre que tivermos
q0 = q1 = · · · = qm, escreveremos simplesmente q ao inve´s de q.
Os espac¸os de func¸o˜es com peso em subdomı´nios Ω′ de Ω, sa˜o definidos da
mesma forma, com uma u´nica diferenc¸a, as integrais sa˜o tomadas sobre Ω′ em
vez de Ω.
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4.2 Resultados Auxiliares
Nesta sec¸a˜o, apresentaremos alguns resultados que sera˜o necessa´rios no decor-
rer deste capı´tulo.
Lema 22 . Sejam i = 1, . . . ,m e l, k ∈ IN. Enta˜o valem as seguintes relac¸o˜es:
1
2
gik ≤ gi(t) ≤ 32gik , t ∈ [Rik,Rik+1]; (4.5)∫ ∞
0
gi(τ)−1dτ = ∞; (4.6)
µ∗|l − k| ≤ |αil − αik| ≤ µ∗|l − k| , (4.7)
onde µ∗ e µ∗ sa˜o constantes independentes de k e l.
Para prova ver [34], p. 102.
Sempre que uma func¸a˜o f satisfizer uma condic¸a˜o do tipo (4.5), isto e´, exis-
tirem constantes positivas, c1 e c2, tais que
c1 f (β) ≤ f (t) ≤ c2 f (β) , ∀ t ∈ [α, β]; (4.8)
denotaremos (4.8) por
f (t) ∼ f (β) em [α, β].
Como uma consequeˆncia imediata de (4.7) temos enta˜o
eθαi(t) ∼ eθαil em ωil , ∀ θ ∈ IR . (4.9)
Lema 23 . Seja ~u ∈ C∞0 (Ω). Enta˜o temos∫
ωik
gi(xn)qi(γi−1)
∣∣∣~u∣∣∣qi ≤ c ∫
ωik
gi(xn)qiγi
∣∣∣D(~u)∣∣∣qi , i = 1, . . . ,m , (4.10)
com c independente de ~u e k.
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Prova: Devido a` (1.10) e (1.8) temos,∫
Σi(xn)
∣∣∣~u∣∣∣qi dx′ ≤ c |Σi(xn)|qi/(n−1) ∫
Σi(xn)
∣∣∣∇x′~u∣∣∣qi dx′ ≤ cgi(xn)qi ∫
Σi(xn)
∣∣∣D′(~u)∣∣∣qi dx′
≤ cgi(xn)qi
∫
Σi(xn)
∣∣∣D(~u)∣∣∣qi dx′,
onde D′(~u(x′, xn)) =
1
2
(
∂ur
∂xs
+
∂us
∂xr
)
, s, r = 1, . . . , n−1. Agora, multiplicando por
gi(xn)qi(γi−1) e integrando sobre xn de Rik a` Rik+1, obtemos (4.10).
2
Proposic¸a˜o 5 . Seja ~u ∈ V1,qγ,β(Ω). Enta˜o∥∥∥∥~u; Lq(γ−1,β)(Ω)∥∥∥∥ ≤ c ∥∥∥∥∇~u; Lq(γ,β)(Ω)∥∥∥∥ , (4.11)
onde c = c(k0, µ∗, µ∗).
Prova: Seja ~ϕn ∈ C∞0 (Ω) tal que
~ϕn −→ ~u em V1,q(γ,β)(Ω).
Usando (1.9), (4.9), (4.10) e (1.8), obtemos
∥∥∥∥~ϕn; Lq(γ−1,β)(Ω)∥∥∥∥ =
∫
Ω(k0+1)
∣∣∣~ϕn∣∣∣q1/q + m∑
i=1
∫
Ωi\Ω(k0)
Nq(γi−1)i e
qβiαi
∣∣∣~ϕn∣∣∣q1/q
≤ c

∫
Ω(k0+1)
∣∣∣∇~ϕn∣∣∣q1/q + m∑
i=1
∫
Ωi\Ω(k0)
Nq(γi−1)i e
qβiαi
∣∣∣∇~ϕn∣∣∣q1/q

= c
∥∥∥∥∇~ϕn; Lq(γ,β)(Ω)∥∥∥∥ ,
onde c = c(k0, µ∗, µ∗). Fazendo n −→ ∞, obtemos (4.11).
2
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Lema 24 . Seja ~u ∈ D1,q0 (Ω) e seja ξk uma func¸a˜o suave “cut-off”tal que
ξk(x) =
{
1, x ∈ Ω(k)
0, x ∈ Ω \Ω(k+1) , 0 ≤ ξk ≤ 1 ,
e
|∇ξk| ≤ cg−1ik , x ∈ ωik , i = 1, . . . ,m . (4.12)
Enta˜o existe um vetor ~Wk ∈ W1,q0 (Ω), satisfazendo a equac¸a˜o
div ~Wk = −div (ξkNqγ~u) , (4.13)
~Wk pode ser representado como uma soma
~Wk = ~W
(1)
k +
~W (2)k ,
onde supp ~W (1)k ⊂ Ω(k+1)\Ω(k) , supp ~W (2)k ⊂ Ω(k+1)\Ω(k0), e as seguintes estimativas
valem: ∥∥∥∥N−(q−1)γ∇ ~W (1)k ∥∥∥∥q,Ω(k+1)\Ω(k) ≤ c ∥∥∥NγD(~u)∥∥∥q,Ω(k+1)\Ω(k) ; (4.14)∥∥∥∥N−(q−1)γ∇ ~W (2)k ∥∥∥∥q,Ω(k+1)\Ω(k0) ≤ cε(k0) ∥∥∥NγD(~u)∥∥∥q,Ω(k+1)\Ω(k0) , (4.15)
com ε(k0) −→ 0, quando k0 → ∞, e a constante c independe de k e ~u.
Prova: Tomamos a func¸a˜o “cut-off” ξk dependendo so´ de x
(i)
n quando x ∈ Ωi ,
i = 1, . . . ,m, sempre podemos fazer esta escolha. Como div~u = 0, representamos
o lado direito de (4.13) na forma:
−div (ξkNqγ~u) = −Nqγ∇ξk · ~u − ξk∇Nqγ · ~u ≡ S k1(x) + S k2(x) .
Agora construiremos ~Wk = ~W
(1)
k +
~W (2)k , com ~W
( j)
k , j = 1, 2, sendo soluc¸a˜o da
equac¸a˜o
div ~W ( j)k = S k j. (4.16)
j = 1: Como ~u ∈ D1,q0 (Ω),∫
ωik
S k1dx = g
−qγi
ik0
∫ Rik+1
Rik
ξ′kgi(xn)
qγi
(∫
Σi(xn)
~u · ~n dx′
)
dxn = 0.
Daı´, devido ao Lema 7, existe ~W (1)ik , tal que
div ~W (1)ik = S k1 em ωik
~W (1)ik = 0 em ∂ωik∥∥∥∥∇ ~W (1)ik ∥∥∥∥q,ωik ≤ ci ‖S k1‖q,ωik .
(4.17)
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O ponto importante aqui e´ que podemos tomar a constate ci em (4.173) indepen-
dente de k. De fato, a mudanc¸a de coordenadas
y′ = 2Mig−1ik x
′ , yn = 2Mig−1ik (xn − Rik),
leva o domı´nio ωik no domı´nio
ω˜ik ≡ {y : |y′| < Gik(yn) , 0 < yn < 1} ,
onde Gik(yn) ≡ gi
(
Rik + (2Mi)−1gikyn
)
2Mig−1ik e, devido a` (4.5), Gik satisfaz
Mi ≤ Gik(t) ≤ 3Mi , |Gik(t1) −Gik(t2)| ≤ Mi|t1 − t2| , t, t1, t2 > 0.
Assim, uma vez que
∂
∂x j
= 2Mig−1ik
∂
∂y j
, temos
divx ~W
(1)
ik (x) = 2Mig
−1
ik divy
~˜W
(1)
ik (y)
S k1(x) = 2Mig−1ik S˜ k1(x)∥∥∥∥∇x ~W (1)ik ∥∥∥∥qq,ωik = 2Mig−1ik
∥∥∥∥∥∇x ~˜W (1)ik ∥∥∥∥∥q
q,Ω˜i(k)
.
Disto, vemos que a mudanc¸a de coordenadas leva o problema (4.17) num pro-
blema ana´logo em ω˜ik, com a mesma constante ci, e como ω˜ik na˜o depende de k
temos que ci tambe´m na˜o depende de k.
Agora vamos estimar a norma ‖S k1‖q,ωik . Devido a` (4.12), (4.5) e (4.10), temos
‖S k1‖q,ωik =
(∫
ωik
∣∣∣Nqγi∇ξk · ~u∣∣∣q)1/q ≤ c (∫
ωik
gq
2γi
i (xn)g
−q2γi
ik0
g−qik
∣∣∣~u∣∣∣q)1/q
≤ cg−qγiik0
(∫
ωik
gq(qγi−1)i (xn)
∣∣∣~u∣∣∣q)1/q
≤ c
(∫
ωik
gq
2γi
i (xn)g
−q2γi
ik0
∣∣∣D(~u)∣∣∣q)1/q = c ∥∥∥Nqγii D(~u)∥∥∥q,ωik .
(4.18)
Assim, de (4.173) e (4.18), segue∥∥∥∥∇ ~W (1)ik ∥∥∥∥q,ωik ≤ c ∥∥∥Nqγii D(~u)∥∥∥q,ωik . (4.19)
Agora, segundo (4.5), gi(xn) ∼ gik, isto implica que podemos multiplicar
(4.19) por N−(q−1)γii para obter∥∥∥∥N−(q−1)γii ∇ ~W (1)ik ∥∥∥∥q,ωik ≤ c ∥∥∥Nγii D(~u)∥∥∥q,ωik . (4.20)
88
Por fim, estendemos os vetores ~W (1)ik por zero em Ω \ ωik e definimos
~W (1)k (x) ≡
m∑
i=1
~W (1)ik (x).
Obviamente div ~W (1)k = S k1, supp ~W
(1)
k ⊂ Ω(k+1) \Ω(k) e∥∥∥∥N−(q−1)γ∇ ~W (1)k ∥∥∥∥q,Ω(k+1)\Ω(k) ≤ c ∥∥∥NγD(~u)∥∥∥q,Ω(k+1)\Ω(k) ,
e assim temos (4.14).
j = 2: Como, para i = 1, . . . ,m,∫
Σi(xn)
S k2 dx′ = qγig
−qγi
ik0
gi(xn)qγi−1g′i(xn)ξk(xn)
∫
Σi(xn)
undx′ = 0,
temos ∫
ωil
S k2(x) dx = 0 , i = 1, . . . ,m , l = k0, k0 + 1, . . . , k .
Assim, pelo Lema 7, para cada ωil podemos obter um vetor ~W
(2)
il , tal que
div ~W (2)il = S k2 em ωil
~W (2)il = 0 em ∂ωil∥∥∥∥∇ ~W (2)il ∥∥∥∥q,ωil ≤ ci ‖S k2‖q,ωil ,
(4.21)
com ci independente de k e l (como no caso j = 1).
Agora estimaremos ‖S k2‖q,ωil . Devido a` (4.10), temos
‖S k2‖q,ωil ≤ c
(∫
ωil
∣∣∣g′i(xn)∣∣∣q gi(xn)q(qγi−1)g−q2γiik0 ∣∣∣~u∣∣∣q)1/q
≤ cg−qγiik0 supx∈ωil
(∣∣∣g′i(xn)∣∣∣) (∫
ωil
gi(xn)q(qγi−1)
∣∣∣~u∣∣∣q)1/q
≤ cε(i)(k0)
(∫
ωil
(
gqγii (xn)g
−qγi
iko
)q ∣∣∣D(~u)∣∣∣q)1/q
= cε(i)(k0)
∥∥∥Nqγii D(~u)∥∥∥q,ωil ,
(4.22)
onde c independe de l e, devido a` (4.3),
ε(i)(k0) ≡ sup
x ∈ Ωi
xn ≥ k0
|g′i(xn)| −→ 0 , quando k0 → ∞ , i = 1, . . . ,m .
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Procedendo como antes, de (4.213) e (4.22), obtemos∥∥∥∥N−(q−1)γii ∇ ~W (2)il ∥∥∥∥q,ωil ≤ cε(i)(k0) ∥∥∥Nγii D(~u)∥∥∥q,ωil .
Como
Ω(k+1) \Ω(k0) =
m⋃
j=1
 k⋃
l=k0
ωil
 ,
podemos definir
~W (2)k ≡
m∑
i=1
k∑
l=k0
~W (2)il .
Assumindo que ~W (2)il e´ estendido por zero em Ω \ ωil, obviamente temos
div ~W (2)k = S k2 , supp ~W
(2)
k ⊂ Ω(k+1) \Ω(k0) e∥∥∥∥N−(q−1)γ∇ ~W (2)k ∥∥∥∥q,Ω(k+1)\Ω(k0) ≤ cε(k0) ∥∥∥NγD(~u)∥∥∥q,Ω(k+1)\Ω(k0) ,
onde ε(k0) ≡ max
i=1,...,m
ε(i)(k0) e a constante c e´ independente de k. Portanto, temos
(4.15).
2
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4.3 Soluc¸o˜es Fracas para o Problema de Stokes com
Lei de Poteˆncia e Fluxo Zero
Consideremos o problema: Obter ~v e p satisfazendo
−div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} + ∇p = ~f em Ω
∇ · ~v = 0 em Ω
~v = 0 em ∂Ω∫
Σ
~v · ~n = 0 .
(4.23)
Multiplicando (4.231) por ~ϕ ∈ D(Ω) e integrando por partes, obtemos como
em (2.18), ∫
Ω
∣∣∣D(~v)∣∣∣p−2 D(~v) : D(~ϕ) = 〈 ~f , ~ϕ〉. (4.24)
Definic¸a˜o 6 : Uma soluc¸a˜o fraca para o problema (4.23) e´ uma func¸a˜o
~v : Ω −→ IRn satisfazendo as seguintes propriedades:
(i) ~v ∈ D1,p0 (Ω);
(ii) ~v satisfaz (4.24), para todo ~ϕ ∈ D(Ω);
(iii) ~v satisfaz (4.232) − (4.234).
A seguir temos um teorema de existeˆncia e unicidade para o problema (4.23).
Teorema 12 . Se ~f ∈ D−1,p′(Ω), enta˜o existe uma u´nica soluc¸a˜o fraca ~v para o
problema (4.23) e, esta soluc¸a˜o satisfaz∣∣∣~v∣∣∣
1,p
≤ c
∥∥∥∥ ~f ∥∥∥∥1/(p−1)
D−1,p′ (Ω)
. (4.25)
A prova deste teorema e´ feita aplicando o me´todo de Galerkin junto com o
me´todo de monotonicidade de Browder-Minty, como na prova da Proposic¸a˜o 11.
Agora deduziremos algumas estimativas com peso para as integrais de Dirich-
let das soluc¸o˜es do problema (4.23), sobre os domı´nios ωik. Iniciaremos provando
uma estimativa em Ω(k).
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Teorema 13 . Seja ~v uma soluc¸a˜o fraca do problema (4.23), satisfazendo (4.24)
com ~f ∈ V−1,p′,p(γ,β) (Ω) ∩ D−1,p
′
(Ω) e ~ϕ ∈ W1,p′loc (Ω) ∩ D(Ω). Enta˜o existem nu´meros
β0 > 0 e γ0 > 0, tais que para |βi| < β0 e |γi| < γ0 , i = 1, . . . ,m, ~v satisfaz∫
Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p dx ≤ cQk ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ , (4.26)
com
Qk = 1 +
m∑
i=1
Q(i)k , onde Q
(i)
k =
{
1 , βi ≥ 0
e−pβiαik+1 , βi < 0
,
e a constante c independe de k.
Prova: Tomamos a func¸a˜o
~η(x) ≡ ξkN pγ(x)~v(x) + ~Wk(x) ,
onde div ~Wk = −div (ξkN pγ~v), sendo ξk e ~Wk dados pelo Lema 24. Facilmente
temos η ∈ D1,p0 (Ω). Obviamente (4.24) vale para ~ϕ ∈ D1,p0 (Ω). Assim, substi-
tuindo ~η em (4.24), obtemos∫
Ω
~f · ~η =
∫
Ω
∣∣∣D(~v)∣∣∣p−2 D(~v) : D(ξkN pγ~v) + ∫
Ω
∣∣∣D(~v)∣∣∣p−2 D(~v) : D( ~Wk) . (4.27)
Como
Drs(ξkN pγ~v) = ξkN pγDrs(~v) +
1
2
[
∂ξk
∂xr
N pγvs +
∂ξk
∂xs
N pγvr
]
+
1
2
[
ξk
(
∂N pγ
∂xr
vs +
∂N pγ
∂xs
vr
)]
,
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de (4.27),
zk ≡
∫
Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p ≤ ∫
Ω(k+1)\Ω(k)
ξkN pγ
∣∣∣D(~v)∣∣∣p
+
∣∣∣∣∣∣
∫
Ω(k+1)\Ω(k)
∣∣∣D(~v)∣∣∣p−2 D(~v) : D( ~W (1)k )∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
Ω(k+1)\Ω(k0)
∣∣∣D(~v)∣∣∣p−2 D(~v) : D( ~W (2)k )∣∣∣∣∣∣
+c
∣∣∣∣∣∣
∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p−2 ∇ξk · D(~v) · ~v∣∣∣∣∣∣
+c
∣∣∣∣∣∣
∫
Ω(k+1)\Ω(k0)
ξk
∣∣∣D(~v)∣∣∣p−2 ∇N pγ · D(~v) · ~v∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
Ω(k+1)
~f (0) ·
(
ξkN pγ~v + ~Wk
)∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
Ω(k+1)
m∑
j=1
~f ( j) · ∇
(
ξkN pγv j + Wk j
)∣∣∣∣∣∣
≡
7∑
s=1
Is .
(4.28)
Agora vamos estimar cada um dos termos Is, de (4.28).
I1 ≤
∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p = zk+1 − zk . (4.29)
Aplicando a Desigualdade de Ho¨lder e (4.14), temos
I2 ≤
∫
Ω(k+1)\Ω(k)
∣∣∣D(~v)∣∣∣p−1 ∣∣∣∣D( ~W (1)k )∣∣∣∣
≤
(∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p) p−1p (∫
Ω(k+1)\Ω(k)
N−p(p−1)γ
∣∣∣∣∇ ~W (1)k ∣∣∣∣p)1/p
≤ c
(∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p) p−1p (∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p)1/p
=
∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p = c(zk+1 − zk) .
(4.30)
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Aplicando a Desigualdade de Ho¨lder e (4.15), vem
I3 ≤ c
∫
Ω(k+1)\Ω(k0)
N pγ
∣∣∣D(~v)∣∣∣p
p−1
p (∫
Ω(k+1)\Ω(k)
N−p(p−1)γ
∣∣∣∣∇ ~W (2)k ∣∣∣∣p)1/p
≤ cε(k0)
∫
Ω(k+1)\Ω(k0)
N pγ
∣∣∣D(~v)∣∣∣p ≤ cε(k0)zk + c(z(k+1) − zk) . (4.31)
Agora, aplicamos a Desigualdade de Ho¨lder, (4.5), (4.12) e (4.10), para obtermos
I4 ≤ c
∫
Ω(k+1)\Ω(k)
N pγ |∇ξk|
∣∣∣D(~v)∣∣∣p−1 ∣∣∣~v∣∣∣
≤ c
m∑
i=1
∫
ωik
N pγii g
−1
i (xn)gik0g
−1
ik
∣∣∣D(~v)∣∣∣p−1 ∣∣∣~v∣∣∣
≤ c
m∑
i=1
g−1ik0
∫
ωik
(
Nγii
∣∣∣D(~v)∣∣∣)p−1 Nγi−1i ∣∣∣~v∣∣∣
≤ c
m∑
i=1
g−1ik0
(∫
ωik
N pγii
∣∣∣D(~v)∣∣∣p) p−1p (∫
ωik
N p(γi−1)i
∣∣∣~v∣∣∣p)1/p
≤ c
m∑
i=1
g−γiik0
(∫
ωik
N pγii
∣∣∣D(~v)∣∣∣p) p−1p (∫
ωik
gpγii
∣∣∣D(~v)∣∣∣p)1/p
= c
∫
Ω(k+1)\Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p = c(zk+1 − zk) .
(4.32)
Usando a Desigualdade de Ho¨lder, (4.3) e (4.10), temos
I5 ≤ c
∫
Ω(k+1)\Ω(k0)
|∇N pγ|
∣∣∣D(~v)∣∣∣p−1 ∣∣∣~v∣∣∣
≤ c
m∑
i=1
k∑
l=k0
∫
ωil
∣∣∣g′i(xn)∣∣∣ g−pγiik0 gpγi−1i ∣∣∣D(~v)∣∣∣p−1 ∣∣∣~v∣∣∣
≤ cε(k0)
m∑
i=1
k∑
l=k0
g−pγiik0
∫
ωil
(
gγii
∣∣∣D(~v)∣∣∣)p−1 (gγi−1i ∣∣∣~v∣∣∣)
≤ cε(k0)
m∑
i=1
k∑
l=k0
g−pγiik0
(∫
ωil
gpγii
∣∣∣D(~v)∣∣∣p) p−1p (∫
ωil
gp(γi−1)i
∣∣∣~v∣∣∣p)1/p
≤ cε(k0)
m∑
i=1
k∑
l=k0
g−pγiik0
(∫
ωil
gpγii
∣∣∣D(~v)∣∣∣p) p−1p (∫
ωil
gpγii
∣∣∣D(~v)∣∣∣p)1/p
= cε(k0)
∫
Ω(k+1)\Ω(k0)
N pγ
∣∣∣D(~v)∣∣∣p = cε(k0)zk + c(zk+1 − zk) .
(4.33)
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Aplicando a Desigualdade de Young obtemos,
I6 ≤ c
∫
Ω(k+1)
N pγ
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~v∣∣∣ + ∫
Ω(k+1)\Ω(k0)
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣∣ ~Wk∣∣∣∣
≤ c(δ)
∫
Ω(k+1)
N pγ+
p
p−1
∣∣∣∣ ~f (0)∣∣∣∣ pp−1 + δ∫
Ω(k+1)
N p(γ−1)
∣∣∣~v∣∣∣p
+δ
∫
Ω(k+1)\Ω(k0)
N p(−(p−1)γ−1)
∣∣∣∣ ~Wk∣∣∣∣p .
(4.34)
Precisamos estimar as duas u´ltimas integrais em (4.34), para isto usamos (4.10),
(4.14) e (4.15) donde vem∫
Ω(k+1)
N p(γ−1)
∣∣∣~v∣∣∣p ≤ c ∫
Ω(k0)
∣∣∣D(~v)∣∣∣p + m∑
i=1
k∑
l=k0
g−p(γi−1)ik0
∫
ωil
gpγii
∣∣∣D(~v)∣∣∣p
≤ cgpk0
∫
Ω(k+1)
N pγ
∣∣∣D(~v)∣∣∣p = cgpk0zk+1
(4.35)
e ∫
Ω(k+1)\Ω(k0)
N p(−(p−1)γ−1)
∣∣∣∣ ~Wk∣∣∣∣p ≤ c m∑
i=1
k∑
l=k0
gp(p−1)γi+pik0
∫
ωil
g−p(p−1)γii
∣∣∣∣D( ~Wk)∣∣∣∣p
≤ cε(k0)gpk0
∫
Ω(k+1)\Ω(k0)
N pγ
∣∣∣D(~v)∣∣∣p
= cε(k0)g
p
k0
zk + cg
p
k0
(zk+1 − zk) .
(4.36)
Assim, de (4.34) − (4.36), segue
I6 ≤ c(δ)Fk+1 + δzk + c(zk+1 − zk) , (4.37)
onde
Fk+1 =
∫
Ω(k+1)
N pγ+p
′
∣∣∣∣ ~f (0)∣∣∣∣p′ + n∑
j=1
∫
Ω(k+1)
N pγ
∣∣∣∣ ~f ( j)∣∣∣∣p′ .
Procedendo com ca´lculos como na obtenc¸a˜o de (4.37), obtemos
I7 ≤ c(δ)Fk+1 + δzk + c(zk+1 − zk) . (4.38)
Portanto, de (4.28) − (4.33) e (4.37) − (4.38), temos
zk ≤ c1(zk+1 − zk) + c2Fk+1 ,
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ou equivalentemente,
zk ≤ b−10 zk+1 + c3Fk+1, (4.39)
onde b−10 =
c1
1 + c1
< 1.
Agora vamos estimar Fk+1 pela norma
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥.
βi0 ≥ 0 , i0 ∈ {1, . . . ,m}:∫
Ωi0k+1
N
pγi0 +p
′
i0
∣∣∣∣ ~f (0)∣∣∣∣p′ + n∑
j=1
∫
Ωi0k+1
N
pγi0
i0
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤ c(k0)
∫
Ωi0k0
∣∣∣∣ ~f (0)∣∣∣∣p′ + ∫
Ωi0\Ω(k0)
N
p(γi0 +1)
i e
pβi0αi0 (xn)| ~f (0)|p′+
n∑
j=1
c(k0) ∫
Ωi0k0
∣∣∣∣ ~f ( j)∣∣∣∣p′ + ∫
Ωi0\Ω(k0)
N
pγi0
i e
pβi0αi0 (xn)
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤ c(k0)
∥∥∥∥ ~f (0); Lp′((p−1)(γ+1),(p−1)β)(Ω)∥∥∥∥p′ + n∑
j=1
∥∥∥∥ ~f ( j); Lp′((p−1)γ,(p−1)β)(Ω)∥∥∥∥p′
≤ c(k0)
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
(4.40)
βi0 < 0 , i0 ∈ {1, . . . ,m}:∫
Ωi0k+1
N
pγi0 +p
′
i0
∣∣∣∣ ~f (0)∣∣∣∣p′ + n∑
j=1
∫
Ωi0k+1
N
pγi0
i0
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤ e−pβi0αi0k+1
∫
Ωi0k+1
N
p(γi0 +1)
i0
epβi0αi0
∣∣∣∣ ~f (0)∣∣∣∣p′ + e−pβi0αi0k+1 n∑
j=1
∫
Ωi0k+1
N
pγi0
i0
epβi0αi0
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤ ce−pβi0αi0k+1
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
(4.41)
Seja
Q(i)k =
{
1 , βi ≥ 0
e−pβiαik+1 , βi < 0 .
(4.42)
Note que os nu´meros Q(i)k satisfazem as condic¸o˜es:
Q(i)k+1 ≥ Q(i)k , Q(i)k+l ≤ Q(i)k bl , i = 1, . . . ,m . (4.43)
De fato, a primeira condic¸a˜o e´ o´bvia, uma vez que αik+2 ≥ αik+1. Ja´ a segunda, no
caso βi ≥ 0, segue imediatamente para bi = 1 + ε , ε > 0, ja´ para βi < 0, usando
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(4.5), temos
Q(i)k+l = Q
(i)
k exp
−pβi l∑
j=1
∫ Rik+ j+1
Rik+ j
g−1i (t) dt
 ≤ Q(i)k e−pβi M−1i l
= Q(i)k b
l
i ,
onde bi = e−pβi M
−1
i . Tomando b = max
1≤i≤m
bi, temos a segunda condic¸a˜o de (4.43),
como deseja´vamos.
Seja agora Qk = 1 +
m∑
i=1
Q(i)k . De (4.40) − (4.42), temos
Fk+1 ≤ cQk
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ , (4.44)
onde os nu´meros Qk satisfazem (4.43). Assim, de (4.39) e (4.44), obtemos
zk ≤ b−10 zk+1 + cQk
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ . (4.45)
Como em (4.45), podemos escrever
zk+1 ≤ b−10 zk+2 + cQk+1
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
≤ b−10
(
b−10 zk+3 + cQk+2
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′) + cQk+1 ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
= b−20 zk+3 + c
(
Qk+1 + Qk+2b−10
) ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
Daı´ reescrevemos (4.45) como
zk ≤ b−30 zk+3 + c
(
Qk + b−10 Qk+1 + b
−2
0 Qk+2
) ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
Assim, sucessivamente, obtemos
zk ≤ c
(
Qk + b−10 Qk+1 + . . . + b
−l
0 Qk+l
) ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + b−(l+1)0 zk+l+1 .
Agora, usamos (4.43), para obtermos
zk ≤ c
(
1 + bb−10 + . . . + (bb
−1
0 )
l
)
Qk
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + b−(l+1)0 zk+l+1 . (4.46)
Tomamos
1 < b < b0 , (4.47)
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do que segue
1 + bb−10 + . . . + (bb
−1
0 )
l ≤ b0(b0 − b)−1,
e daı´, (4.46) fica
zk ≤ c Qk
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + b−(l+1)0 zk+l+1 . (4.48)
Analisaremos agora, quais as condic¸o˜es sobre βi, a fim de que possamos ter
(4.47):
1 < b ≡ max
i=1,...,m
bi:
Ora, se βi ≥ 0, na˜o ha´ o que fazer, pois neste caso bi = 1 + ε , ε > 0. Ja´ para
β < 0 , bi = ep|βi |/Mi > 1. Portanto, sempre b > 1.
b < b0:
Se βi ≥ 0 , bi = 1 + ε < b0, para ε  1. Se βi < 0 , bi = ep|βi |/Mi < b0, desde que
|βi| < Mi ln b0p .
Portanto, para que possamos ter (4.47), basta
|βi| < Mi ln b0p ≡ β0.
Agora passaremos o limite l→ ∞ em (4.48). De (4.5), temos para
t ∈ [Rik,Rik+1],
gi(t) ≤ 32gik =
3
2
gi(Rik) ≤
(
3
2
)2
gi(Rik−1) ≤ · · · ≤
(
3
2
)k+1−k0
gi(Rik0) .
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Daı´, para γ ≡ max
i=1,...,m
|γi|,
zk+l+1 =
∫
Ω(k+l+1)
N pγ
∣∣∣D(~v)∣∣∣p
=
∫
Ω(k0)
∣∣∣D(~v)∣∣∣p + m∑
i=1
∫
Ωik+l+1\Ω(k0)
N pγii
∣∣∣D(~v)∣∣∣p
≤
∫
Ω(k0)
∣∣∣∇~v∣∣∣p + c m∑
i=1
∫
Ωik+l+1\Ω(k0)
N p|γi |i
∣∣∣∇~v∣∣∣p
≤
∫
Ω(k0)
∣∣∣∇~v∣∣∣p + c m∑
i=1
∫
Ωik+l+1\Ω(k0)
gp|γi |i
∣∣∣∇~v∣∣∣p
≤
∫
Ω(k0)
∣∣∣∇~v∣∣∣p + c (3
2
)pγ(k+l) ∫
Ω\Ω(k0)
∣∣∣∇~v∣∣∣p
≤ c(k)
(32
)pγl ∫
Ω
∣∣∣∇~v∣∣∣p ≤ c(k) (32
)pγl ∥∥∥∥ ~f ∥∥∥∥p′−1,p′,Ω .
Assim,
b−(l+1)0 zk+l+1 ≤ c(k)

(
3
2
)pγ0
b0

l ∥∥∥∥ ~f ∥∥∥∥p′−1,p′,Ω l→∞−→ 0 , (4.49)
desde que
γ <
ln b0
p ln(3/2)
≡ γ0 .
Portanto, fazendo l→ ∞ em (4.48), de (4.49), temos∫
Ω(k)
N pγ
∣∣∣D(~v)∣∣∣p ≤ c Qk ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ ,
onde c independe de k.
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O pro´ximo resultado e´ a estimativa com peso para as integrais de Dirichlet da
soluc¸a˜o em ωik, como havı´amos prometido.
Teorema 14 . Consideremos as condic¸o˜es do Teorema 13 satisfeitas. Enta˜o exis-
te um nu´mero β∗ > 0, tal que para |βi| < β∗, a soluc¸a˜o fraca ~v, do problema (4.23),
satisfaz a estimativa∫
ωik
N pγii
∣∣∣D(~v)∣∣∣p dx ≤ cν(i)k ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ , (4.50)
com ν(i)k = e
−pβiαik , i = 1, . . . ,m , k ≥ k0, e a constante c independe de k e ~f .
Prova: Para bi = ep|βi |M
−1
i , i = 1, . . . ,m, temos
ν(i)k+s ≤ ν(i)k bsi , ν(i)k−s ≤ ν(i)k bsi . (4.51)
De fato, para a primeira inequac¸a˜o,
αik+s = αik +
∫ Rik+s
Rik
g−1i (t) dt ,
mas de (4.5)
2
3
s−1∑
j=0
(Rik+ j+1 − Rik+ j)g−1ik+ j ≤
s−1∑
j=0
∫ Rik+ j+1
Rik+ j
g−1i (t) dt ≤ 2
s−1∑
j=0
(Rik+ j+1 − Rik+ j)g−1ik+ j ,
que pela definic¸a˜o de Rir+1 nos da´
1
3
(Mi)−1s ≤
∫ Rik+s
Rik
g−1i (t) dt ≤ (Mi)−1s .
Daı´
ν(i)k+s = e
−pβiαik+s ≤ ν(i)k e−p|βi |M
−1
i s = ν(i)k b
s
i .
Assim temos a primeira inequac¸a˜o de (4.51). A verificac¸a˜o da segunda e´ ana´loga.
Agora, para i = 1, . . . ,m e l + 1 ≤ k, sejam
Q˜(i)l (k) =
l+1∑
s=−l−1
ν(i)k+s e Q̂
(i)
k =
k∑
s=k0
ν(i)s .
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Para k ≥ max{l + 2, l + j + 1}, temos
Q˜(i)l+1(k) ≥ Q˜(i)l (k) e Q˜(i)l+ j(k) ≤ c Q˜(i)l (k)b ji . (4.52)
De fato, a primeira segue direto da definic¸a˜o, quanto a` segunda,
Q˜(i)l+ j(k) = Q˜
(i)
l (k) +
−l∑
s=−l− j−1
ν(i)k+s +
l+ j+1∑
s=l+2
ν(i)k+s
≤ Q˜(i)l (k) +
j+1∑
s=0
ν(i)k−l−s +
j+1∑
s=2
ν(i)k+l+s
≤ Q˜(i)l (k) + ν(i)k−l
j+1∑
s=0
bsi + ν
(i)
k+l
j+1∑
s=2
bsi
≤ c
(
Q˜(i)l (k) + ν
(i)
k−lb
j
i + ν
(i)
k+lb
j
i
)
≤ c Q˜(i)l (k)b ji ,
onde, na segunda desigualdade usamos (4.51) e na terceira a desigualdade ba´sica
1 + a + · · · + ar ≤ car, com c independente de r e a > 1.
Similarmente, para l ≤ k − k0 − 1, mostra-se que
Q̂(i)k+1 ≥ Q̂(i)k e Q̂(i)k+l ≤ c Q̂(i)k bli . (4.53)
Assumiremos, neste momento, l ≤ k − k0 − 1 e, denotaremos por
~u(i)k+l ∈ W1,p0
(
Ωik+l+1 \Ωik−l
)
, a soluc¸a˜o do sistema div~u(i)k+l = −div
(
N pγii ~v
)
em Ωik+l+1 \Ωik−l
~u(i)k+l = 0 em ∂
(
Ωik+l+1 \Ωik−l
)
.
Como no Lema 24, tal soluc¸a˜o existe e satisfaz∥∥∥N−(p−1)γii ∇~u(i)k+l∥∥∥p,Ωik+l+1\Ωik−l ≤ cε(k0) ∥∥∥Nγii D(~v)∥∥∥p,Ωik+l+1\Ωik−l , (4.54)
com c independente de k e l. Seja ξk a mesma func¸a˜o “cut-off”do Lema 24. Defi-
nimos
~η(x) =

N pγii ξk+l+1~v + ~Wk+l+1 , x ∈ ωik+l+1
N pγii ξk−l−1~v + ~Wk−l−1 , x ∈ ωik−l−1
N pγii ~v + ~u
(i)
k+l , x ∈ Ωik+l+1 \Ωik−l
0 , x ∈ Ω \
 l+1⋃
s=−l−1
ωik+s
 ,
onde os vetores ~W j foram construı´dos no Lema 24. Obviamente, div~η = 0 e
supp~η ⊂ Ωik+l+2 \Ωik−l−1.
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Agora, substituimos ~η na integral (4.24) e procedemos como na prova do Teo-
rema 13, para obtermos
z(k)l ≤ c1
(
z(k)l+1 − z(k)l
)
+ c2F
(k)
l , (4.55)
onde
z(k)l ≡
∫
Ωik+l+1\Ωik−l
N pγii
∣∣∣D(~v)∣∣∣p
e
F
(k)
l ≡
∫
Ωik+l+2\Ωik−l−1
N pγi+p′i ∣∣∣∣ ~f (0)∣∣∣∣p′ + n∑
j=1
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣p′ .
Como no Teorema 13, devemos estimar F(k)l .
F
(k)
l =
2l+1∑
t=−1
∫
ωik−l+t
N pγi+p
′
i
∣∣∣∣ ~f (0)∣∣∣∣p′ + n∑
j=1
2l+1∑
t=−1
∫
ωik−l+t
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤
2l+1∑
t=−1
e−pβiαik−l+t+1
∫
ωik−l+t
N pγi+p
′
i e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
j=1
2l+1∑
t=−1
epβiαik−l+t
∫
ωik−l+t
N pγii e
pβiαi
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤
2l+1∑
t=−1
e−pβiαik−l+t
(∫
ωik−l+t
N pγi+p
′
i e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
j=1
∫
ωik−l+t
N pγii e
pβiαi
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤
2l+1∑
t=−1
e−pβiαik−l+t
 2l+1∑
t=−1
(∫
ωik−l+t
N p(γi+1)i e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
j=1
∫
ωik−l+t
N pγii e
pβiαi
∣∣∣∣ ~f ( j)∣∣∣∣p′

≤
 l+1∑
s=−l−1
e−pβiαik+s
 (∫
Ωik+l+2\Ωik−l
N p(γi+1)i e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
j=1
∫
Ωik+l+2\Ωik−l
N pγii e
pβiαi
∣∣∣∣ ~f ( j)∣∣∣∣p′
≤ c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ l+1∑
s=−l−1
ν(i)k+s = c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ Q˜(i)l (k) .
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Assim temos,
F
(k)
l ≤ c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ Q˜(i)l (k) .
Daı´, reescrevemos (4.55) como,
z(k)l ≤ b−1∗ z(k)l+1 + c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ Q˜(i)l (k) , (4.56)
onde b∗ =
1 + c1
c1
> 1. Agora, aplicando (4.56) repetidas vezes e usando
1 < bi < b∗, obtemos
z(k)l ≤ b−k+2l+1∗ z(k)k−l−1 + c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ k−2l−2∑
j=0
b− j∗ Q˜
(i)
l+ j(k)
≤ b−k+2l+1∗ z(k)k−l−1 + c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ Q˜(i)l (k) k−2l−2∑
j=0
(
bi
b∗
) j
≤ c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ Q˜(i)l (k) + b−k+2l+1∗ z(k)k−l−1 ,
isto e´
z(k)l ≤ c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ Q˜(i)l (k) + b−k+2l+1∗ z(k)k−l−1 . (4.57)
Agora, fazendo l = k0 em (4.57), temos∫
ωik
N pγii
∣∣∣D(~v)∣∣∣p ≤ z(k)k0 ≤ c ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ k0+1∑
s=−k0−1
ν(i)k+s + b
−k+2k0+1∗ z
(k)
k−k0−1
≤ cν(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ k0+1∑
s=0
bsi + b
−k+2k0+1∗ z
(k)
k−k0−1 ,
ou seja,∫
ωik
N pγii
∣∣∣D(~v)∣∣∣p ≤ c(k0)ν(i)k ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + b−k+2k0+1∗ z(k)k−k0−1 . (4.58)
Neste ponto, precisamos estimar z(k)k−k0−1, para isto comec¸amos demonstrando
a seguinte afirmac¸a˜o:
Afirmac¸a˜o: Para k ≥ k0 + 1 , |βi| < β∗ e |γi| < γ0, temos∫
ωik0+1
⋃
...
⋃
ωik−1
N pγii
∣∣∣D(~v)∣∣∣p ≤ c Q̂(i)k ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ . (4.59)
103
De fato, tomamos uma func¸a˜o “cut-off” ξ(i)k , do tipo ξk, so´ que ξ
(i)
k e´ igual a 1 em
ωik0+1
⋃
. . .
⋃
ωik−1 e se anula em Ω \
k⋃
s=k0
ωis, e procedemos como na prova do
Teorema 13. Assim sendo, tomamos ~η(x) = ξ(i)k N
pγi
i ~v(x) + ~Wk(x), substituimos em
(4.24) e, como em (4.28), obtemos
hk ≡
∫
ωik0+1
⋃
...
⋃
ωik−1
N pγii
∣∣∣D(~v)∣∣∣p ≤ ∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p + 5∑
s=1
Is , (4.60)
depois procedemos como em (4.31) − (4.38), para obtermos as estimativas
I1 ≡
∣∣∣∣∣∫
Ωik+1\Ω(k0)
∣∣∣D(~v)∣∣∣p−2 D(~v) : D( ~Wk)∣∣∣∣∣
≤
∫
Ωik+1\Ω(k0)
∣∣∣D(~v)∣∣∣p−1 ∣∣∣∣D( ~Wk)∣∣∣∣ ≤ cε(k0) ∫
Ωik+1\Ω(k0)
N pγii
∣∣∣D(~v)∣∣∣p
= cε(k0)
∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p + cε(k0)hk
(4.61)
I2 ≡
∣∣∣∣∣∫
ωik0∪ωik
N pγii
∣∣∣D(~v)∣∣∣p−2 ∇ξk · D(~v) · ~v∣∣∣∣∣
≤
∫
ωik0∪ωik
N pγii
∣∣∣D(~v)∣∣∣p−1 ∣∣∣∇ξ(i)k ∣∣∣ ∣∣∣~v∣∣∣ ≤ c ∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p (4.62)
I3 ≡
∣∣∣∣∣∫
Ωik+1\Ω(k0)
∣∣∣D(~v)∣∣∣p−2 ∇N pγii · D(~v) · ~v∣∣∣∣∣
≤
∫
Ωik+1\Ω(k0)
∣∣∣∇N pγii ∣∣∣ ∣∣∣D(~v)∣∣∣p−1 ∣∣∣~v∣∣∣
≤ cε(k0)
∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p + cε(k0)hk
(4.63)
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I4 ≡
∣∣∣∣∣∫
Ωik+1\Ω(k0)
~f (0) ·
(
ξ(i)k N
pγi
i ~v + ~Wk
)∣∣∣∣∣
≤ c
∫
Ωik+1\Ω(k0)
N pγii
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~v∣∣∣ + ∫
Ωik+1\Ω(k0)
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣∣ ~Wk∣∣∣∣
≤ c(δ)
∫
Ωik+1\Ω(k0)
N pγi+p
′
i
∣∣∣∣ ~f (0)∣∣∣∣p′ + δ∫
Ωik+1\Ω(k0)
N p(γi−1)i
∣∣∣~v∣∣∣p
+δ
∫
Ωik+1\Ω(k0)
N p(−(p−1)γi−1)i
∣∣∣∣ ~Wk∣∣∣∣p ≤ c(δ) ∫
Ωik+1\Ω(k0)
N pγi+p
′
i
∣∣∣∣ ~f (0)∣∣∣∣p′
+cδgpk0
∫
Ωik+1\Ω(k0)
N pγii
∣∣∣D(~v)∣∣∣p + cε(k0)gpk0 ∫
Ωik+1\Ω(k0)
N pγii
∣∣∣D(~v)∣∣∣p
≤ c(δ)
∫
Ωik+1\Ω(k0)
N p(γi+1)i
∣∣∣∣ ~f (0)∣∣∣∣p′ + cgpk0δ∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p + cgpk0δhk
(4.64)
I5 ≡
∣∣∣∣∣∫
Ωik+1\Ω(k0)
n∑
j=1
~f ( j) · ∇
(
ξ(i)k N
pγi
i v j + Wk j
)∣∣∣∣∣
≤ c
n∑
j=1
∫
Ωik+1\Ω(k0)
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣ ∣∣∣∇ξ(i)k ∣∣∣ ∣∣∣v j∣∣∣ + ∫
Ωik+1\Ω(k0)
∣∣∣∣ ~f ( j)∣∣∣∣ ∣∣∣∇N pγii ∣∣∣ ∣∣∣v j∣∣∣
+
∫
Ωik+1\Ω(k0)
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣ ∣∣∣∇v j∣∣∣ + ∫
Ωik+1\Ω(k0)
∣∣∣∣ ~f ( j)∣∣∣∣ ∣∣∣∇Wk j∣∣∣
≤ c
n∑
j=1
c(δ) ∫
Ωik+1\Ω(k0)
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣p′ + δ∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p + δhk .
(4.65)
Assim, de (4.60) − (4.65), temos para k0  1 e δ  1
hk ≤ c
∫
Ωik+1\Ω(k0)
N p(γi+1)i
∣∣∣∣ ~f (0)∣∣∣∣p′ + n∑
j=1
∫
Ωik+1\Ω(k0)
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣p′
+c1
∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p . (4.66)
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Agora, como∫
Ωik+1\Ω(k0)
N p(γi+1)i
∣∣∣∣ ~f (0)∣∣∣∣p′ ≤ c ∥∥∥∥ ~f (0); Lp′((p−1)(γ+1),(p−1)β)(Ω)∥∥∥∥p′ k∑
s=k0
ν(i)s
=
∥∥∥∥ ~f (0); Lp′((p−1)(γ+1),(p−1)β)(Ω)∥∥∥∥p′ Q̂(i)k ,
e igualmente,∫
Ωik+1\Ω(k0)
N pγii
∣∣∣∣ ~f ( j)∣∣∣∣p′ ≤ ∥∥∥∥ ~f ( j); Lp′((p−1)(γ+1),(p−1)β)(Ω)∥∥∥∥p′ Q̂(i)k ,
temos
hk ≤ cQ̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + c1 ∫
ωik0
⋃
ωik
N pγii
∣∣∣D(~v)∣∣∣p
= cQ̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + c1 ∫
ωik0
N pγii
∣∣∣D(~v)∣∣∣p + c1(hk+1 − hk) .
Daı´, para b0 = (c1 + 1)/c1, segue
hk ≤ cQ̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + c1 ∫
ωik0
N pγii
∣∣∣D(~v)∣∣∣p + b−10 hk+1 . (4.67)
Aplicando (4.67) recursivamente e usando (4.53), obtemos para 1 < bi < b0 e
r ≥ 1,
hk ≤ c
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ r∑
s=0
Q̂(i)k+sb
−s
0
+c1
 r∑
s=0
b−s0
 ∫
ωik0
N pγii
∣∣∣D(~v)∣∣∣p + b−r0 hk+r
≤ cQ̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ r∑
s=0
(bib−10 )
s
+c1
 r∑
s=0
b−s0
 ∫
ωik0
N pγii
∣∣∣D(~v)∣∣∣p + b−r0 hk+r
≤ cb0(b0 − bi)−1Q̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
+c1b0(b0 − bi)−1
∫
ωik0
N pγii
∣∣∣D(~v)∣∣∣p + b−r0 hk+r.
(4.68)
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Agora, como em (4.49), para
γ0 ≡ ln b0p ln(3/2) > γi,
temos
b−10 hk+r −→ 0 , quando r → ∞ .
Portanto, fazendo r → ∞ em (4.68), obtemos
hk ≤ cQ̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + c ∫
ωik0
N pγii
∣∣∣D(~v)∣∣∣p .
Por fim, aplicamos (4.26) ao u´ltimo termo da inequac¸a˜o acima, para obtermos
hk ≤ cQ̂(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ ,
desde que |βi| < β∗ e |γi| < γ0, onde
β∗ ≡ min
{
Mi ln b0
p
,
Mi ln b∗
p
}
.
Assim provamos a Afirmac¸a˜o.
Agora, usamos (4.59), (4.53) e o fato que Q̂(i)2k ≤ cbki ν(i)k , para obtermos
z(k)k−k0−1 =
∫
ωik0+1
⋃
...
⋃
ωi2k−k0−1
N pγii
∣∣∣D(~v)∣∣∣p ≤ cQ̂(i)2k−k0 ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
≤ c(k0)bki ν(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ . (4.69)
Por fim, de (4.58) e (4.69), vem∫
ωik
N pγii
∣∣∣D(~v)∣∣∣p ≤ c(k0)ν(i)k ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ + c(k0) ( bib∗
)k
ν(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
≤ cν(i)k
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
2
Agora, para func¸o˜es ~f (0), ~f (s), s = 1, . . . , n, de suporte compacto em ωik,
provaremos um resultado semelhante ao Teorema 3.4 de [34].
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Teorema 15 . Suponhamos que as func¸o˜es ~f (0), ~f (s), s = 1, . . . , n, tenham suporte
compacto contido em ωik e ~f ∈ V−1,p′,p(γ,β) (Ω). Enta˜o a soluc¸a˜o fraca ~v de (4.23)
satisfaz as seguintes estimativas∫
ωil
N pγii e
pβiαi
∣∣∣D(~v)∣∣∣p ≤ ce−pε0c0 |k−l| ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ , i = 1, . . . ,m (4.70)
∫
ω jl
N pγ jj e
pβ jα j
∣∣∣D(~v)∣∣∣p ≤ ce−pε0α jl ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ ,
j , i , i, j = 1, . . . ,m ,
(4.71)
onde ε0 > 0 , |β j| ≤ β∗ e as constantes sa˜o independentes de k e l.
Prova: Sejam βi, βˆi ∈ (−β∗, β∗). Devido a` (4.9) temos∫
ωil
N pγii e
pβiαi
∣∣∣D(~v)∣∣∣p ≤ cep(βi−βˆi)αil ∫
ωil
N pγii e
pβˆiαil
∣∣∣D(~v)∣∣∣p . (4.72)
Aplicaremos (4.50), ao lado direito de (4.72), com
βˆ = (β1, . . . , βi−1, βˆi, βi+1, . . . , βn),∫
ωil
N pγii e
pβˆiαil
∣∣∣D(~v)∣∣∣p ≤ c ∥∥∥∥ ~f ; V−1,p′,p(γ,βˆ) (Ω)∥∥∥∥p′
= c
[∫
ωik
N pγi+pi e
pβˆiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
s=1
∫
ωik
N pγii e
pβˆiαi
∣∣∣∣ ~f (s)∣∣∣∣p′
≤ cep(βˆi−βi)αik
[∫
ωik
N pγi+pi e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
s=1
∫
ωik
N pγii e
pβiαi
∣∣∣∣ ~f (s)∣∣∣∣p′
= cep(βˆi−βi)αik
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
Disto e de (4.72), temos∫
ωil
N pγii e
pβiαi
∣∣∣D(~v)∣∣∣p ≤ cep(βi−βˆi)αil+p(βˆi−βi)αik ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
= cep(βi−βˆi)(αil−αik)
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ . (4.73)
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Tomando em (4.73) βˆi = βi − ε se k < l e βˆi = βi + ε se k ≥ l, e usando (4.7),
obtemos ∫
ωil
N pγii e
pβiαi
∣∣∣D(~v)∣∣∣p ≤ ce−pε0 |αik−αil | ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′
≤ ce−pε0µ∗ |k−l|
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
Assim provamos (4.70).
Agora, para provarmos (4.71), tomamos
β(1) = (β1 + ε0, . . . , βi−1 + ε0, βi, βi+1 + ε0, . . . , βm + ε0)
com ε0 > 0 e |βs + ε0| < β∗ , s = 1, . . . , i − 1, i + 1, . . . ,m. Devido a` estimativa
(4.50), temos∫
ω jl
N pγ jj
∣∣∣D(~v)∣∣∣p ≤ ce−p(β j+ε0)α jl ∥∥∥∥ ~f ; V−1,p′,p(γ,β(1)) (Ω)∥∥∥∥p′ , j , i. (4.74)
Como supp ~f ⊂ ωik e β(1)i = βi, segue que∥∥∥∥ ~f ; V−1,p′,p(γ,β(1)) (Ω)∥∥∥∥p′ = ∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
E assim, de (4.74), temos∫
ω jl
N pγ jj e
pβ jα j
∣∣∣D(~v)∣∣∣p ≤ epβ jα jl ∫
ω jl
N pγ jj
∣∣∣D(~v)∣∣∣p
≤ cepβ jα jl−p(β j+ε0)α jl
∥∥∥∥ ~f ; V−1,p′,p(γ,β(1)) (Ω)∥∥∥∥p′
= ce−pε0α jl
∥∥∥∥ ~f ; V−1,p′,p(γ,β) (Ω)∥∥∥∥p′ .
2
109
4.4 Estimativa Local em Espac¸os Lq com Peso
4.4.1 Introduc¸a˜o e Notac¸o˜es
Agora analisaremos estimativas locais, das soluc¸o˜es, em espac¸os Lq com peso.
Consideraremos o problema (4.23) no domı´nio ω∗il ≡ Ωil+2 \Ωil−1:
−div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} + ∇p = ~f em ω∗il
∇ · ~v = 0 em ω∗il
~v = 0 em ∂Ω ∩ ∂ω∗il .
(4.75)
Afirmac¸a˜o 1: Fazendo a mudanc¸a de coordenadas
y′ = 2Mig−1il x
′ , yn = (xn − Ril−1)2Mig−1il , (4.76)
temos que ωil e ω∗il sa˜o levados, respectivamente, em
ωˆil ≡
{
y; |y′| < Gil(yn) , γ(1)il < yn < 1 + γ(1)il
}
ωˆ∗il ≡
{
y; |y′| < Gil(yn) , 0 < yn < 1 + γ(1)il + γ(2)il
}
,
(4.77)
onde
Gil(yn) ≡ g−1il 2Migi
(
Ril−1 + (2Mi)−1gilyn
)
γ(1)il = gil−1 g
−1
il , γ
(2)
il = gil+1 g
−1
il .
De fato,
x ∈ ωil ⇔ Ril < xn < Ril+1 ⇔ (Ril − Ril−1)2Mig−1il < yn < (Ril+1 − Ril−1)2Mig−1il ,
mas
(Ril − Ril−1)2Mig−1il = γ(1)il e (Ril+1 − Ril−1)2Mig−1il = 1 + γ(1)il .
Daı´
x ∈ ωil ⇔ γ(1)il < yn < 1 + γ(1)il .
Ainda,
|x′| < gi(xn) ⇔ |y′| < 2Mig−1il gi(xn) = Gil(yn) .
Assim, (4.76) leva ωil em ωˆil. Analogamente, mostra-se tambe´m que (4.76) leva
ω∗il em ωˆ
∗
il. Portanto, concluimos a verificac¸a˜o da Afirmac¸a˜o 1.
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Afirmac¸a˜o 2: Os domı´nios ωˆil e ωˆ∗il independem de l, mais precisamente,
2
3
≤ γ(1)il ≤ 2 ,
1
2
≤ γ(2)il ≤
3
2
1
2
Mi ≤ Gil(yn) ≤ 6Mi , |Gil(t1) −Gil(t2)| ≤ Mi|t1 − t2|.
(4.78)
De fato, usando (4.5), obtemos
γ(1)il = gil−1g
−1
il = gil−1g
−1
i (Ril) ≥
2
3
gil−1g−1il−1 =
2
3
.
E analogamente,
γ(1)il ≤ 2 e
1
2
≤ γ(2)il ≤
3
2
.
Assim verificamos a primeira linha de (4.78). Quanto ao primeiro termo da se-
gunda linha de (4.78) analisaremos em treˆs casos:
Caso 1: 0 < yn < γ
(1)
il
xn = Ril−1 + (2Mi)−1gilyn ≥ Ril−1
xn ≤ Ril−1 + (2Mi)−1gilγ(1)il = Ril−1 + (2Mi)−1gil−1 = Ril.
Daı´, xn ∈ ωil−1 e, de (4.5), vem
1
2
gil−1g−1il 2Mi ≤ g−1il 2Migi(xn) ≤
3
2
gil−1g−1il 2Mi,
donde, usando agora (4.781), temos
2
3
Mi ≤ γ(1)il Mi ≤ Gil(yn) ≤ 3γ(1)il Mi ≤ 6Mi ,
ou seja,
2
3
Mi ≤ Gil(yn) ≤ 6Mi. (4.79)
Caso 2: γ(1)il < yn < 1 + γ
(1)
il
xn ≥ Ril−1 + (2Mi)−1gilγ(1)il = Ril−1 + (2Mi)−1gil−1 = Ril
xn ≤ Ril−1 + (2Mi)−1gil(1 + γ(1)il ) = Ril−1 + (2Mi)−1gilγ(1)il + (2Mi)−1gil
= Ril + (2Mi)−1gil = Ril+1.
Assim, xn ∈ ωil e, de (4.5), temos
Mi =
1
2
gilg−1il 2Mi ≤ Gil(yn) ≤
3
2
gilg−1il 2Mi ≤ 3Mi ,
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ou seja,
Mi ≤ Gil(yn) ≤ 3Mi. (4.80)
Caso 3: 1 + γ(1)il < yn < 1 + γ
(1)
il + γ
(2)
il
xn ≥ Ril−1 + (2Mi)−1gil(1 + γ(1)il ) = Ril+1
xn ≤ Ril−1 + (2Mi)−1gil(1 + γ(1)il + γ(2)il ) = Ril+1 + (2Mi)−1gilγ(2)il
= Ril+1 + (2Mi)−1gil+1 = Ril+2.
Portanto, xn ∈ ωil+1 e, de (4.5),
1
2
gil+1g−1il 2Mi ≤ Gil(yn) ≤
3
2
g−1il gil+12Mi ,
ou seja,
γ(2)il Mi ≤ Gil(yn) ≤ 3Miγ(2)il
e, usando novamente (4.781), vem
1
2
Mi ≤ Gil(yn) ≤ 92 Mi. (4.81)
Assim, de (4.79) − (4.81), temos
1
2
Mi ≤ Gil(yn) ≤ 6Mi , ∀ y ∈ ωˆ∗il .
E para concluir a prova de (4.782), aplicamos (4.2), e obtemos
|Gil(t1) −Gil(t2)| = g−1il 2Mi
∣∣∣∣gi (Ril−1 + (2Mi)−1gilt1) − gi (Ril−1 + (2Mi)−1gilt2)∣∣∣∣
≤ 2g−1il M2i
∣∣∣(2Mi)−1gil(t1 − t2)∣∣∣ = Mi|t1 − t2|.
Assim, concluı´mos a prova da Afirmac¸a˜o 2.
Afirmac¸a˜o 3: A mudanc¸a de coordenadas (4.76), leva o sistema (4.75) no seguinte
sistema:
−div
{∣∣∣D(~w)∣∣∣p−2 D(~w)} + ∇p˜ = ~g em ωˆ∗il
∇ · ~w = 0 em ωˆ∗il
~w = 0 em S ∗il ,
(4.82)
onde
~w(y) = ~v(x(y));
p˜(y) = (2Mi)−(p−1)g
p−1
il p(x(y));
~g(y) = ~g(0)(y) +
(
div~g(1)(y), . . . , div~g(n)(y)
)
;
~g(0)(y) = (2Mi)−pg
p
il
~f (0)(x(y));
~g( j)(y) = (2Mi)−(p−1)g
p−1
il
~f ( j)(x(y));
S ∗il ≡ ∂ωˆ∗il \
{
y; yn = 0 ou yn = 1 + γ
(1)
il + γ
(2)
il
}
.
(4.83)
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De fato, devido a` (4.76),
∂xr
∂ys
= (2Mi)−1gilδrs,
e assim obtemos,
D(~v) = 2Mig−1il D(~w),
que nos leva a`
div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = (2Mi)pg−pil div {∣∣∣D(~w)∣∣∣p−2 D(~w)} . (4.84)
Obtemos, ainda,
∇p = 2Mig−1il ∇p˜ e div ~f ( j) = 2Mig−1il div~g( j). (4.85)
Assim, de (4.75), (4.84) e (4.85), temos
−div
{∣∣∣D(~w)∣∣∣p−2 D(~w)} + ∇ ((2Mi)−(p−1)gp−1il p) =
(2Mi)−pg
p
il
~f (0) +
(
div
[
(2Mi)−(p−1)g
p−1
il
~f (1)
]
, . . . , div
[
(2Mi)−(p−1)g
p−1
il
~f (n)
])
.
E temos (4.821), conforme (4.83). Assim findamos a prova da Afirmac¸a˜o 3.
Consideremos o sistema (4.82) num domı´nio UiR ao inve´s de ωˆ∗il, isto e´,
−div
{∣∣∣D(~w)∣∣∣p−2 D(~w)} + ∇p˜ = ~g em UiR
∇ · ~w = 0 em UiR
~w = 0 em S iR ,
(4.86)
onde
UiR = {y; |y′| < Gil(yn) , 0 < yn < R}
S iR = ∂UiR \ {y; yn = 0 ou yn = R} .
Definic¸a˜o 7 . Seja ~g ∈ Lp(UiR). Uma func¸a˜o ~w ∈ W1,p(UiR) e´ uma soluc¸a˜o fraca
local de (4.86) se, para toda ~ϕ ∈ W1,p0 (UiR),∫
UiR
∣∣∣D(~w)∣∣∣p−2 D(~w) : D(~ϕ) = ∫
UiR
~g(0) ·~ϕ−
n∑
j=1
∫
UiR
~g( j) ·∇ϕ j +
∫
UiR
p˜div ~ϕ . (4.87)
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Observac¸a˜o 16 . A fo´rmula (4.24) vale para ~ϕ ∈ D1,p0 (Ω), assim, temos que ~v e´
uma soluc¸a˜o fraca local de (4.86), para todo R > 0.
Agora, como ~v = 0 em S iR, denotamos
U∗iR ≡ {y; 0 < yn < R}
e estendemos ~v por zero em U∗iR \ UiR e continuamos ainda denotando tal ex-
tensa˜o por ~v ∈ W1,p(U∗iR). Tambe´m estendemos ~g e p˜ por zero em U∗iR \ UiR e per-
manecemos com a mesma notac¸a˜o. Para facilitar os ca´lculos fazemos a translac¸a˜o
x = y − (0,R/2) e continuamos ainda denotando ~v(y(x)) ≡ ~v(x) e o mesmo para ~g
e p˜, e escrevemos
Uˆ∗iR ≡
{
y;−R
2
< |yn| < R2
}
.
4.4.2 Estimativa Local para o Gradiente
Agora, usaremos as ide´ias de [12] e [14] para obtermos estimativa local para
o gradiente da soluc¸a˜o fraca ~v. Comec¸aremos listando uma se´rie de lemas auxi-
liares.
Lema 25 . (ver [11]) Suponha que g e´ uma func¸a˜o mensura´vel na˜o negativa em
U ⊂ IRn (limitado). Sejam θ > 0 e a > 1 duas constantes. Enta˜o, para 0 < q < ∞,
temos
g ∈ Lq(U) ⇐⇒ S ≡
∑
i≥1
aiq
∣∣∣∣{x ∈ U; g(x) > θai}∣∣∣∣ < ∞
e
1
C
S ≤ ‖g‖qq ≤ C (|U | + S ) ,
onde C > 0 e´ uma constante que depende apenas de θ, a e q.
Lema 26 . (ver [17]) Se g ∈ L1loc(IRn), enta˜o
lim
r→0
?
Br(x)
|~u(y)| dy = g(x) , qtp em IRn,
onde ?
U
f dx =
1
|U |
∫
U
f dx .
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Definic¸a˜o 8 . Seja ~u ∈ L1loc(IRn), a func¸a˜o maximal de Hardy-Littlewood e´ definida
como
M~u(x) ≡ sup
r>0
?
Br(x)
|~u(y)| dy .
Se ~u na˜o esta´ definida fora de U, enta˜o difinimos
MU~u(x) ≡ M (χU~u) (x) .
A func¸a˜o maximal satisfaz a estimativa Lq forte e L1 fraca, como vemos no
lema abaixo.
Lema 27 . (ver [41])
(i) Se ~u ∈ Lq(IRn), para q > 1, enta˜o M~u ∈ Lq(IRn) com a estimativa∥∥∥M~u∥∥∥
q,IRn
≤ c ∥∥∥~u∥∥∥
q,IRn
;
(ii) Se ~u ∈ L1(IRn), enta˜o ∣∣∣{x ∈ IRn;M~u(x) > λ}∣∣∣ ≤ c
λ
∥∥∥~u∥∥∥
1,IRn
.
Usaremos agora uma versa˜o modificada do Lema de Vitale.
Lema 28 . (ver [10] e [42]) Sejam C e D conjuntos mensura´veis, C ⊂ D ⊂ B1 e
ε > 0, tais que
|C| < ε|B1| ,
e para todo x ∈ B1, r ∈ (0, 1) com |C ∩ Br(x)| > ε|Br|,
Br(x) ∩ B1 ⊂ D .
Enta˜o temos
|C| ≤ 10nε|D| .
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Lema 29 . Se para ~w ∈ W1,p(BR), ~u e´ uma soluc¸a˜o fraca local de
div
{∣∣∣D(~u)∣∣∣p−2 D(~u)} = 0 em BR
∇ · ~u = 0 em BR
~u = ~w em ∂BR .
Enta˜o ∫
BR
∣∣∣D(~u)∣∣∣p ≤ ∫
BR
∣∣∣D(~w)∣∣∣p .
Prova: Tomamos ~ϕ = ~u−~w ∈ W1,p0 (BR) na definic¸a˜o de soluc¸a˜o fraca local. Assim,
0 =
∫
BR
∣∣∣D(~u)∣∣∣p−2 D(~u) : [D(~u) − D(~w)] = ∫
BR
∣∣∣D(~u)∣∣∣p−∫
BR
∣∣∣D(~u)∣∣∣p−2 D(~u) : D(~w) .
Agora, aplicamos a Desigualdade de Ho¨lder, para obtermos∫
BR
∣∣∣D(~u)∣∣∣p ≤ ∫
BR
∣∣∣D(~u)∣∣∣p−1 ∣∣∣D(~w)∣∣∣ ≤ (∫
BR
∣∣∣D(~u)∣∣∣p) p−1p (∫
BR
∣∣∣D(~w)∣∣∣p) 1p .
Portanto, temos ∫
BR
∣∣∣D(~u)∣∣∣p ≤ ∫
BR
∣∣∣D(~w)∣∣∣p .
2
Lema 30 . Se ~u e´ uma soluc¸a˜o fraca local de div
{∣∣∣D(~u)∣∣∣p−2 D(~u)} = 0 em Uˆ∗iR,
enta˜o ∥∥∥D(~u)∥∥∥∞,BτR(x0) ≤ c(n, p, τ,R)
(?
BR
∣∣∣D(~u)∣∣∣p) 1p ,
para todo τ ∈ (0, 1), onde BR(x0) ⊂ Uˆ∗iR.
Para prova deste lema seguir as ide´ias de [7], Proposic¸a˜o 1.1, p. 49.
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Lema 31 . Seja B uma bola com B4 ⊂ B ⊂ Uˆ∗iR. Existe uma constante N1 tal que,
para todo ε > 0, existe δ = δ(ε) > 0 e, se ~v e´ uma soluc¸a˜o fraca local de
−div
{∣∣∣D(~w)∣∣∣p−2 D(~w)} + ∇p˜ = ~g em Uˆ∗iR
∇ · ~w = 0 em Uˆ∗iR
lim
|x′ |→∞
~w = 0 ,
(4.88)
com MB
 n∑
j=0
∣∣∣~g( j)∣∣∣p ≤ δp
 ∩ {MB (∣∣∣D(~v)∣∣∣p) ≤ 1} ∩ B1 , ∅ , (4.89)
enta˜o, ∣∣∣∣{MB (∣∣∣D(~v)∣∣∣p) > N p1 } ∩ B1∣∣∣∣ < ε|B1| . (4.90)
Prova: De (4.89), existe x0 ∈ B1 tal que
MB
 n∑
j=1
∣∣∣~g( j)∣∣∣p (x0) ≤ δp e MB (∣∣∣D(~v)∣∣∣p) (x0) ≤ 1 . (4.91)
Agora, como B4 ⊂ B e B4 ⊂ B8(x0), (4.91) nos da´?
B4
∣∣∣D(~v)∣∣∣p ≤ |B8(x0)||B4|
?
B8(x0)∩B
∣∣∣D(~v)∣∣∣p ≤ 2nMB (∣∣∣D(~v)∣∣∣p) (x0) ≤ 2n , (4.92)
e, similarmente, ?
B4
n∑
j=1
∣∣∣~g( j)∣∣∣p ≤ 2nδp. (4.93)
Seja ~u soluc¸a˜o fraca local de
div
{∣∣∣D(~u)∣∣∣p−2 D(~u)} = 0 em B4
∇ · ~u = 0 em B4
~u = ~w em ∂B4 .
(4.94)
Do Lema 29 e (4.92), temos?
B4
∣∣∣D(~u)∣∣∣p ≤ ?
B4
∣∣∣D(~v)∣∣∣p ≤ 2n ,
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que pelo Lema 30 segue
∥∥∥D(~u)∥∥∥∞,B3 ≤ c(n, p)
(?
B4
∣∣∣D(~u)∣∣∣p) 1p ≤ N0(n, p) ,
isto e´, ∥∥∥D(~u)∥∥∥p∞,B3 ≤ N p0 . (4.95)
Agora vamos estimar
∫
B4
∣∣∣D(~v − ~u)∣∣∣p. Para isto tomamos ~ϕ = ~v−~u na definic¸a˜o
de soluc¸a˜o fraca local de (4.88), pois ~v−~u ∈ W1,p0 (B4) devido (4.943), e daı´ usando
a Desigualdade de Ho¨lder, a Desigualdade de Young, (1.2), (1.4), (1.8) e (4.93),
obtemos∫
B4
∣∣∣D(~v − ~u)∣∣∣p ≤ c ∫
B4
~g(0) · (~v − ~u) −
n∑
j=1
∫
B4
~g( j) · ∇(v j − u j)

≤ c

(∫
B4
∣∣∣~g(0)∣∣∣p) 1p (∫
B4
∣∣∣~v − ~u∣∣∣p) 1p
+
n∑
j=1
(∫
B4
∣∣∣~g( j)∣∣∣p) 1p (∫
B4
∣∣∣∇(~v − ~u)∣∣∣p) 1p 
≤ c
n∑
j=0
(∫
B4
∣∣∣~g( j)∣∣∣p) 1p (∫
B4
∣∣∣D(~v − ~u)∣∣∣p) 1p
≤ c
n∑
j=0
∫
B4
∣∣∣~g( j)∣∣∣p + δ1 ∫
B4
∣∣∣D(~v − ~u)∣∣∣p
≤ cδp + δ1
∫
B4
∣∣∣D(~v − ~u)∣∣∣p ,
que para δ1  1 nos fornece ∫
B4
∣∣∣D(~v − ~u)∣∣∣p ≤ cδp . (4.96)
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Usamos (4.96) e o Lema 27 (ii) para
∣∣∣D(~v − ~u)∣∣∣p ∈ L1loc(IRn), para obtermos
λ
∣∣∣∣{x ∈ B1;MB3 (∣∣∣D(~v − ~u)∣∣∣p) (x) > λ}∣∣∣∣ ≤ c ∥∥∥∣∣∣D(~v − ~u)∣∣∣p∥∥∥1,B3 ≤ cδp.
Agora, tomamos na inequac¸a˜o acima, λ = N p0 , assim
λ
∣∣∣∣{x ∈ B1;MB3 (∣∣∣D(~v − ~u)∣∣∣p) (x) > N p0 }∣∣∣∣ ≤ cδp < ε|B1| ,
desde que tomemos δ(ε)  1.
Devido a` u´ltima inequac¸a˜o, para provar (4.90) basta obter N1 > 1 tal que
A ≡
{
x ∈ B1;MB
(∣∣∣D(~v)∣∣∣p) (x) > N p1 } ⊂ {x ∈ B1;MB3 (∣∣∣D(~v − ~u)∣∣∣p) (x) > N p0 } ≡ D,
e para isto e´ suficiente tomar x1 ∈ Dc e mostrar que x1 < A. Seja enta˜o
x1 ∈
{
x ∈ B1;MB3
(∣∣∣D(~v − ~u)∣∣∣p) (x) ≤ N p0 } ≡ Dc. (4.97)
Caso 1: 0 < r ≤ 2.
Neste caso temos Br(x1) ⊂ B3, e assim para y ∈ Br(x1), devido a` (1.2) e (4.95)
|D(~v)|p(y) ≤ 2p−1
(∣∣∣D(~v − ~u)∣∣∣p (y) + ∣∣∣D(~u)∣∣∣p (y)) ≤ 2p−1 ∣∣∣D(~v − ~u)∣∣∣p (y) + 2p−1N p0 .
Daı´,
1
|Br(x1)|
∫
Br(x1)∩B
∣∣∣D(~v)∣∣∣p (y) dy ≤ 2p−1|Br(x1)|
∫
Br(x1)∩B
∣∣∣D(~v − ~u)∣∣∣p (y) dy + 2p−1N p0
≤ 2p−1MB3
(∣∣∣D(~v − ~u)∣∣∣p) (x1) + 2p−1N p0
e, de (4.97), vem
1
|Br(x1)|
∫
Br(x1)∩B
∣∣∣D(~v)∣∣∣p (y) dy ≤ 2pN p0 . (4.98)
Caso 2: r > 2.
Como x0, x1 ∈ B1, temos Br(x1) ⊂ B2r(x0) e daı´ usando (4.91),
1
|Br(x1)|
∫
Br(x1)∩B
∣∣∣D(~v)∣∣∣p (y) dy ≤ |B2r(x0)||Br(x1)| 1|B2r(x0)|
∫
B2r(x0)∩B
∣∣∣D(~v)∣∣∣p (y) dy
≤ 2nMB
(∣∣∣D(~v)∣∣∣p) (x0) ≤ 2n,
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isto e´,
1
|Br(x1)|
∫
Br(x1)∩B
∣∣∣D(~v)∣∣∣p (y) dy ≤ 2n. (4.99)
Portanto, de (4.98) e (4.99), obtemos
MB
(∣∣∣D(~v)∣∣∣p) (x1) ≤ N p1 ,
onde N p1 ≡ max
{
2n, 2pN p0
}
> 1. Portanto x1 < A, como querı´amos demonstrar.
2
Lema 32 . Seja B uma bola com B4r(x0) ⊂ B ⊂ Uˆ∗iR. Se ~v e´ uma soluc¸a˜o fraca
local de (4.88), satisfazendo a condic¸a˜o∣∣∣∣{MB (∣∣∣D(~v)∣∣∣p) > N p1 } ∩ Br(x0)∣∣∣∣ ≥ ε|Br(x0)| , (4.100)
enta˜o
Br(x0) ⊂

MB
 n∑
j=1
∣∣∣~g( j)∣∣∣p > δp
 ∪ {MB (∣∣∣D(~v)∣∣∣p) > 1}
 . (4.101)
Prova: Aplicaremos a contra-positiva do Lema 31, para isto fazemos a mudanc¸a
de varia´veis
T : y 7−→ x = ry + x0 , y ∈ B1.
Assim, temos que T leva B1 em Br(x0). Agora escrevemos
~u(y) =
1
r
~v(x) , ~h(y) = ~g(x) e pˆ(y) =
1
r
p˜(x),
e temos que −div
{∣∣∣D(~v)∣∣∣p−2 D(~v)} = ~g − ∇p˜ e´ equivalente a`
−div
{∣∣∣D(~u)∣∣∣p−2 D(~u)} = ~h − ∇pˆ .
Temos ainda,
MB
(∣∣∣D(~v)∣∣∣p) (x) = MT−1B (∣∣∣D(~u)∣∣∣p) (y) .
Assim, (4.100) fica ∣∣∣∣{MT−1B (∣∣∣D(~u)∣∣∣p) > N p1 } ∩ B1∣∣∣∣ ≥ ε|B1| .
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Daı´, a contra-positiva do Lema 31 nos da´
B1 ⊂

MT−1B
 n∑
j=1
∣∣∣∣~h( j)∣∣∣∣p > δp
 ∪ {MT−1B (∣∣∣D(~u)∣∣∣p) > 1}
 .
E voltando a` varia´vel x, temos (4.101).
2
Lema 33 . Suponhamos que B5 ⊂ Uˆ∗iR. Se ~v e´ uma soluc¸a˜o fraca local de (4.88),
com ∣∣∣∣{MB5 (∣∣∣D(~v)∣∣∣p) > N p1 } ∩ B1∣∣∣∣ < ε|B1| . (4.102)
Enta˜o, para ε1 = 10nε, temos∣∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > (N p1 )k}∣∣∣∣∣ ≤ k∑
i=1
εi1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > δp (N p1 )k−i

∣∣∣∣∣∣∣
+εk1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > 1}∣∣∣∣ .
(4.103)
Prova:
Passo 1: Sejam
C = B1 ∩
{
MB5
(∣∣∣D(~v)∣∣∣p) > N p1 }
D =
(
B1 ∩
{
MB5
(∣∣∣D(~v)∣∣∣p) > 1}) ∪ (B1 ∩ {MB5 (∑nj=0 ∣∣∣~g( j)∣∣∣p) > δp}) .
De (4.102) temos,
|C| < ε|B1| . (4.104)
Daı´, se
|C ∩ Br(x1)| ≥ ε|Br(x1)|, (4.105)
para cada x1 ∈ B1 e r arbitra´rio em (0, 1), enta˜o
B1 ∩ Br(x1) ⊂ D . (4.106)
De fato, (4.105) implica∣∣∣∣Br(x1) ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > N p1 }∣∣∣∣ ≥ ε|Br(x1)| . (4.107)
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Agora, como B4r(x1) ⊂ B5, de (4.107) e Lema 32, temos
Br(x1) ⊂

MB5
 n∑
j=1
∣∣∣~g( j)∣∣∣p > δp
 ∪ {MB5 (∣∣∣D(~v)∣∣∣p) > 1}
 ,
e portanto, temos (4.106), como querı´amos.
Obviamente C ⊂ D. Disto e de (4.104) − (4.107), pelo Lema 28, temos
|C| < ε1|D| ,
e isto implica (4.103) para k = 1, isto e´,∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > N p1 }∣∣∣∣ ≤ ε1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > δp

∣∣∣∣∣∣∣
+ε1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > 1}∣∣∣∣ . (4.108)
Passo 2: Sejam λ > 1 uma constante arbitra´ria; ~w = λ−1~v ; ~h = λ−(p−1)~g e
pˆ = λ−(p−1)p˜. Desta forma, ~w satisfaz −div
{∣∣∣D(~w)∣∣∣p−2 D(~w)} = ~h − ∇pˆ . Assim,
aplicando o resultado do Passo 1 a` ~w, obtemos∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~w)∣∣∣p) > N p1 }∣∣∣∣ ≤ ε1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p > δp

∣∣∣∣∣∣∣
+ε1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~w)∣∣∣p) > 1}∣∣∣∣ ,
ou, equivalentemente,∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > λpN p1 }∣∣∣∣ ≤ ε1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > λpδp

∣∣∣∣∣∣∣
+ε1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > λp}∣∣∣∣ .
(4.109)
Agora, fazemos iterac¸o˜es com λ = N i1 , i = 1, . . . , k − 1, em (4.109):
i = 1:∣∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > (N p1 )2}∣∣∣∣∣ ≤ ε1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > δpN p1

∣∣∣∣∣∣∣
+ε1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > N p1 }∣∣∣∣
≤
2∑
i=1
εi1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > δp (N p1 )2−i

∣∣∣∣∣∣∣
+ε21
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > 1}∣∣∣∣ ,
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onde na u´ltima desigualdade usamos (4.108).
i = 2:∣∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > (N p1 )3}∣∣∣∣∣ ≤ ε1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > δp (N p1 )2

∣∣∣∣∣∣∣
+ε1
∣∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > (N p1 )2}∣∣∣∣∣
≤
3∑
i=1
εi1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣~g( j)∣∣∣p > δp (N p1 )3−i

∣∣∣∣∣∣∣
+ε31
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v)∣∣∣p) > 1}∣∣∣∣ ,
onde na u´ltima desigualdade usamos a iterac¸a˜o i = 1. Prosseguindo com este
argumento, de sempre usar a iterac¸a˜o anterior, obtemos a desigualdade (4.103) na
iterac¸a˜o i = k − 1.
2
Lema 34 . Seja ~v uma soluc¸a˜o fraca local de (4.88). Enta˜o
∥∥∥D(~v)∥∥∥p
p,BτR1 (x0)
≤ c(n, p,R1)
n∑
j=0
∥∥∥~g( j)∥∥∥p′
p′,BR1 (x0)
+ ‖ p˜‖p′p′,BR1 (x0) +
∥∥∥~v∥∥∥p
p,BR1 (x0)
, (4.110)
onde BR1(x0) ⊂ Uˆ∗iR.
Prova: Sem perda de generalidade podemos considerar x0 = 0 em (4.110).
Tomemos como func¸a˜o teste, na definic¸a˜o de soluc¸a˜o fraca local de (4.88), a
func¸a˜o ~ϕ = ηp~v, onde η ∈ C∞0 (Uˆ∗iR) satisfaz{
η ≡ 1 , BτR1
η ≡ 0 , Uˆ∗iR \ BR1 , 0 ≤ η ≤ 1 , |∇η| ≤
c
R1
.
Daı´ temos,∫
Uˆ∗iR
∣∣∣D(~v)∣∣∣p−2 D(~v) : D(ηp~v) = ∫
Uˆ∗iR
~g(0)·(ηp~v)−
n∑
j=1
∫
Uˆ∗iR
~g( j)·∇(ηpv j)+
∫
Uˆ∗iR
p˜ div (ηp~v).
(4.111)
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Agora, como
D(ηp~v) = ηpD(~v) +
n∑
s,r=1
pηp−1
2
(
∂η
∂xs
vr +
∂η
∂xr
vs
)
div (ηp~v) = ∇(ηp) · ~v ,
segue de (4.111)∫
BR1
ηp
∣∣∣D(~v)∣∣∣p ≤ p ∫
BR1
ηp−1
∣∣∣D(~v)∣∣∣p−1 |∇η| ∣∣∣~v∣∣∣ + ∫
BR1
∣∣∣~g(0)∣∣∣ ∣∣∣ηp~v∣∣∣
+
n∑
j=1
∫
BR1
∣∣∣~g( j)∣∣∣ ∣∣∣∇(ηpv j)∣∣∣ + ∫
BR1
∣∣∣p˜∣∣∣ |∇ηp| ∣∣∣~v∣∣∣
=
4∑
s=1
Is .
(4.112)
Estimaremos, separadamente, cada um dos termos Is:
Aplicando a Desigualdade de Ho¨lder, a Desigualdade de Young e (1.8), obtemos
I1 = p
∫
BR1
ηp−1
∣∣∣D(~v)∣∣∣p−1 |∇η| ∣∣∣~v∣∣∣ ≤ c1 ∫
BR1
∣∣∣~v∣∣∣p + δ1 ∫
BR1
ηp
∣∣∣D(~v)∣∣∣p
I2 =
∫
BR1
∣∣∣~g(0)∣∣∣ ∣∣∣ηp~v∣∣∣ ≤ c2 ∫
BR1
∣∣∣~g(0)∣∣∣p′ + c3 ∫
BR1
∣∣∣~v∣∣∣p
I3 =
n∑
j=1
∫
BR1
∣∣∣~g( j)∣∣∣ ∣∣∣∇(ηpv j)∣∣∣ ≤ n∑
j=1
∫
BR1
∣∣∣~g( j)∣∣∣p′1/p′ ∫
BR1
∣∣∣∇(ηp~v)∣∣∣p1/p
≤ c
n∑
j=1
∫
BR1
∣∣∣~g( j)∣∣∣p′1/p′ ∫
BR1
∣∣∣D(ηp~v)∣∣∣p1/p
≤ c4
n∑
j=1
∫
BR1
∣∣∣~g( j)∣∣∣p′ + c5 ∫
BR1
∣∣∣~v∣∣∣p + δ2 ∫
BR1
ηp
∣∣∣D(~v)∣∣∣p
I4 =
∫
BR1
∣∣∣p˜∣∣∣ |∇ηp| ∣∣∣~v∣∣∣ ≤ c6 ∫
BR1
∣∣∣p˜∣∣∣p′ + c7 ∫
BR1
∣∣∣~v∣∣∣p .
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Daı´, para δ1, δ2  1 e como η ≡ 1 em BτR1 , temos∫
BR1
∣∣∣D(~v)∣∣∣p ≤ c  n∑
j=0
∫
BR1
∣∣∣~g( j)∣∣∣p′ + ∫
BR1
∣∣∣~v∣∣∣p + ∫
BR1
∣∣∣p˜∣∣∣p′ ,
isto e´, (4.110) para x0 = 0, como querı´amos.
2
Teorema 16 . Sejam B6 ⊂ Uˆ∗iR e g( j) ∈ Lq(Uˆ∗iR) , j = 0, 1, . . . , n, com q ≥ p. Se ~v
e´ uma soluc¸a˜o fraca local de (4.88) em Uˆ∗iR, enta˜o
∥∥∥D(~v)∥∥∥
q,B1
≤ c(n, p, q)

 n∑
j=0
∥∥∥~g( j)∥∥∥
q,B6

1
p−1
+
∥∥∥~v∥∥∥
p,B6
+ ‖ p˜‖
1
p−1
p′,B6
 . (4.113)
Prova: O caso q = p segue imediatamente de (4.110), com x0 = 0 , R1 = 6,
τ = 1/6 e aplicac¸a˜o da Desigualdade de Ho¨lder. Vamos provar enta˜o o caso
q > p. Ainda, em (4.110) tomando x0 = 0 , R1 = 6 e τ = 5/6, obtemos
∥∥∥D(~v)∥∥∥
p,B5
≤ c

 n∑
j=0
∥∥∥~g( j)∥∥∥
p,B6

1
p−1
+
∥∥∥~v∥∥∥
p,B6
+ ‖ p˜‖
1
p−1
p′,B6
 . (4.114)
Agora, sejam
~v(1) = ζ1~v , ~h( j) = ζ
p−1
1 ~g
( j), pˆ = ζ p−11 p˜ ,
onde j = 0, 1, . . . , n e
ζ1 ≡ λ n∑
j=0
∥∥∥~g( j)∥∥∥
q,B5

1
p−1
+
∥∥∥p˜∥∥∥ 1p−1
p′,B5
+
∥∥∥D(~v)∥∥∥
p,B5
e λ e´ uma constante suficientemente pequena que sera´ determinada mais adiante.
E´ fa´cil ver que
∥∥∥D(~v(1))∥∥∥
p,B5
≤ λ ,
n∑
j=0
∥∥∥∥~h( j)∥∥∥∥
q,B5
≤ λp−1 e ∥∥∥pˆ∥∥∥
p′,B5
≤ λp−1.
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Ainda, ~v(1) satisfaz
−div
{∣∣∣D(~v(1))∣∣∣p−2 D(~v(1))} = ~h − ∇pˆ.
Agora, do Lema 27 (ii), existe λ0 = λ0(p, q, ε) tal que∣∣∣∣{MB5 (∣∣∣D(~v(1))∣∣∣p) > N p1 } ∩ B1∣∣∣∣ ≤ cN−p1 ∫
B5
∣∣∣D(~v(1))∣∣∣p ≤ cN−p1 λp ≤ ε|B1|, (4.115)
para todo λ ≤ λ0. Note que para provar (4.113) e´ suficiente mostrar que∥∥∥D(~v(1))∥∥∥
q,B1
≤ c , (4.116)
onde c depende so´ de p e q. De fato, (4.116) implica
∥∥∥D(~v)∥∥∥
q,B1
≤ c
λ

 n∑
j=0
∥∥∥~g( j)∥∥∥
q,B5

1
p−1
+
∥∥∥p˜∥∥∥ 1p−1
p′,B5
+
∥∥∥D(~v)∥∥∥
p,B5

≤ c
λ

 n∑
j=0
∥∥∥~g( j)∥∥∥
q,B6

1
p−1
+
∥∥∥~v∥∥∥
p,B6
+ ‖p˜‖
1
p−1
p′,B6
 ,
onde na u´ltima desigualdade usamos (4.114) e a Desigualdade de Ho¨lder. Provare-
mos enta˜o (4.116). Do Lema 27 (i) temos MB5
(∣∣∣∣~h( j)∣∣∣∣p) ∈ Lq/p(B5). Agora apli-
camos o Lema 25 com θ = δp , a = N p1 e g = MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p, donde obtemos
que existe c = c(δ, q,N1), tal que
∞∑
i=1
N iq1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p > δp(N p1 )i

∣∣∣∣∣∣∣ ≤ c
∥∥∥∥∥∥∥MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p
∥∥∥∥∥∥∥
q/p
q/p,B1
≤ c
∥∥∥∥∥∥∥
n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p
∥∥∥∥∥∥∥
q/p,B1
≤ c
 n∑
j=0
∥∥∥∥~h( j)∥∥∥∥
q,B1

q
≤ λ(p−1)q ≤ 1 ,
(4.117)
tomando λ ≤ λ0 apropriado.
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Agora, usando (4.115), Lema 33 e (4.117), obtemos
S ≡
∞∑
i=1
N iq1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v(1)∣∣∣p) > (N p1 )i}∣∣∣∣
≤
∞∑
i=1
N iq1
i∑
k=1
εk1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p > δp (N p1 )i−k

∣∣∣∣∣∣∣
+
∞∑
i=1
N iq1 ε
i
1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v(1))∣∣∣p) > 1}∣∣∣∣
=
∑
k≥1
∑
i≥k
N iq1 ε
k
1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p > δp (N p1 )i−k

∣∣∣∣∣∣∣
+
∞∑
i=1
N iq1 ε
i
1
∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v(1))∣∣∣p) > 1}∣∣∣∣
≤
∑
k≥1
(
Nq1ε1
)k ∑
i≥k
N(i−k)q1
∣∣∣∣∣∣∣B1 ∩
MB5
 n∑
j=0
∣∣∣∣~h( j)∣∣∣∣p > δp (N p1 )i−k

∣∣∣∣∣∣∣
+
∞∑
i=1
(
Nq1ε1
)i ∣∣∣∣B1 ∩ {MB5 (∣∣∣D(~v(1))∣∣∣p) > 1}∣∣∣∣
≤
∞∑
k=1
(
Nq1ε1
)k
+ c
∞∑
i=1
(
Nq1ε1
)i ≤ c ∞∑
i=1
(
Nq1ε1
)i ≤ c ,
(4.118)
desde que ε1 = 10nε seja tal que N
q
1ε1 < 1. Aplicamos novamente o Lema 25, so´
que para g = MB5
(∣∣∣D(~v(1))∣∣∣p) ∈ Lq/p(B5) e, devido a` (4.118), chegamos a`∥∥∥∥MB5 (∣∣∣D(~v(1))∣∣∣p)∥∥∥∥q/p,B1 ≤ c(|B1| + S ) ≤ c .
Mas, pelo Lema 26, segue
MB5
(∣∣∣D(~v(1))∣∣∣p) (x) = sup
r>0
1
|Br(x)|
∫
Br(x)∩B5
∣∣∣D(~v(1))∣∣∣p
≥ lim
r→0
1
|Br(x)|
∫
Br(x)∩B5
∣∣∣D(~v(1))∣∣∣p = ∣∣∣D(~v(1))∣∣∣p (x) .
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Daı´ ∥∥∥D(~v(1))∥∥∥p
q,B1
≤
∥∥∥∥MB5 (∣∣∣D(~v(1))∣∣∣p)∥∥∥∥q/p,B1 ≤ c .
Como querı´amos demonstrar.
2
Teorema 17 . Suponhamos que ~g ∈ Lq
(
Uˆ∗iR
)
, para algum q ≥ p. Se ~w e´ uma
soluc¸a˜o fraca local de (4.88), enta˜o
∥∥∥D(~w)∥∥∥
q,B r
6
(x0)
≤ c(n, p, q, r)

 n∑
j=0
∥∥∥~g( j)∥∥∥
q,Br(x0)

1
p−1
+
∥∥∥~w∥∥∥
p,Br(x0)
+ ‖ p˜‖
1
p−1
p′,Br(x0)
 ,
(4.119)
onde Br(x0) ⊂ Uˆ∗iR.
Prova: Fazendo a mudanc¸a de coordenadas
T : y 7−→ x = T (y) = 6
r
(y − x0) ,
temos que B r
6
(x0) e´ levado em B1, enquanto Br(x0) e´ levado em B6. Assim, fazendo
~u(x) =
6
r
~w(y(x)) , ~h(0)(x) = ~g(0)(y(x)) , ~h( j)(x) =
6
r
~g( j)(y(x)) , e pˆ(x) =
6
r
p˜(y(x)) ,
j = 1, . . . , n, temos
−div
{∣∣∣D(~u)∣∣∣p−2 D(~u)} = ~h − ∇pˆ ,
e asim, aplicando o Teorema 16, obtemos
∥∥∥D(~u)∥∥∥
q,B1
≤ c(n, p, q)

 n∑
j=0
∥∥∥∥~h( j)∥∥∥∥
q,B6

1
p−1
+
∥∥∥~u∥∥∥
p,B6
+
∥∥∥pˆ∥∥∥ 1p−1
p′,B6
 .
Por fim, voltando a`s coordenadas iniciais temos (4.119).
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4.4.3 Resultado Principal
Agora provaremos o resultado principal desta sec¸a˜o, ou seja, provaremos que
a soluc¸a˜o ~v, do problema (4.23), satisfaz uma estimativa local num espac¸o Lq com
peso.
Teorema 18 . Suponhamos que a func¸a˜o ~f tenha a representac¸a˜o (4.4) e ~f ( j) ∈
Lqiloc(Ωi), j = 0, 1, . . . , n , qi ≥ p, i = 0, 1, . . . ,m. Enta˜o a soluc¸a˜o fraca ~v, do
problema (4.23), satisfaz a estimativa local∥∥∥∥∇~v; Lqi(γi,βi)(ωil)∥∥∥∥ ≤ c {∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗il)∥∥∥∥ 1(p−1) + ∥∥∥∥∥∇~v; Lp(γi+γ(1)i ,βi)(ω∗il)
∥∥∥∥∥} , (4.120)
onde γˆ = γ +
n(p − 2)
q(p − 1) , γ
(1) =
n(p − q)
pq
e a constante c e´ independente de l.
Prova: O problema (4.75) e´ equivalente ao problema (4.82) via mudanc¸a de coor-
denadas (4.76). Assim, trabalhando nas novas coordenadas temos, para ~w soluc¸a˜o
fraca local de (4.82),
∥∥∥∇~w∥∥∥
qi,ωˆil
≤ c(n, p, qi)

 n∑
j−0
∥∥∥~g( j)∥∥∥
qi,ωˆ∗il

1
(p−1)
+
∥∥∥~w∥∥∥
p,ωˆ∗il
+
∥∥∥p˜∥∥∥ 1(p−1)
p′,ωˆ∗il
 . (4.121)
De fato, existem r1, . . . , rN ∈ IR+ e x1, . . . , xN ∈ ωˆil, com N = N(Mi) ∈ IN, tais que
ωˆil ⊂ ∪Ns=1Brs/6(xs). Assim, de (4.119) temos∥∥∥∇~w∥∥∥
qi,ωˆil
≤
N∑
s=1
∥∥∥∇~w∥∥∥
qi,Brs/6(xs)
≤ c
N∑
s=1

 n∑
j=0
∥∥∥~g( j)∥∥∥
qi,Brs (xs)

1
p−1
+
∥∥∥~w∥∥∥
p,Brs (xi)
+
∥∥∥p˜∥∥∥ 1p−1
p′,Brs (xi)

≤ c(N)

 n∑
j=0
∥∥∥~g( j)∥∥∥
qi,ωˆ∗il

1
p−1
+
∥∥∥~w∥∥∥
p,ωˆ∗il
+
∥∥∥p˜∥∥∥ 1p−1
p′,ωˆ∗il
 .
Assim provamos (4.121).
Agora vamos estimar o u´ltimo termo do lado direito de (4.121). Para isto
lembramos que p˜, na definic¸a˜o de soluc¸a˜o fraca local, e´ “a menos de constante”,
daı´ podemos tomar p˜ tal que
∫
ωˆ∗il
p˜ = 0.
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Seja h =
∣∣∣p˜∣∣∣p′−2 p˜ − ∣∣∣ωˆ∗il∣∣∣−1 ∫
ωˆ∗il
∣∣∣p˜∣∣∣p′−2 p˜. Daı´ h ∈ Lp(ωˆ∗il) com ∫
ωˆ∗il
h = 0 e
∫
ωˆ∗il
|h|p ≤ c
∫
ωˆ∗il
∣∣∣p˜∣∣∣p′ . (4.122)
Pelo Lema 7 e (4.122), existe ~u soluc¸a˜o de
∇ · ~u = h
~u ∈ W1,p0 (ωˆ∗il)∥∥∥~u∥∥∥
1,p,ωˆ∗il
≤ c ∥∥∥p˜∥∥∥ 1p−1
p′,ωˆ∗il
,
(4.123)
com c independente de l. Assim, (4.123) e (4.87) nos leva a`∫
ωˆ∗il
∣∣∣p˜∣∣∣p′ = ∫
ωˆ∗il
∣∣∣p˜∣∣∣p′−2 p˜ − ∣∣∣ωˆ∗il∣∣∣−1 ∫
ωˆ∗il
∣∣∣p˜∣∣∣p′−2 p˜ p˜ + ∣∣∣ωˆ∗il∣∣∣−1 ∫
ωˆ∗il
∣∣∣p˜∣∣∣p′−2 p˜ p˜
=
∫
ωˆ∗il
hp˜ =
∫
ωˆ∗il
p˜∇ · ~u
=

∫
ωˆ∗il
∣∣∣D(~w)∣∣∣p−2 D(~w) : D(~u) − ∫
ωˆ∗il
~g(0) · ~u −
n∑
j=1
∫
ωˆ∗il
~g( j) · ∇u j

≤ c

∫
ωˆ∗il
∣∣∣D(~w)∣∣∣p p−1p + n∑
j=0
∫
ωˆ∗il
∣∣∣~g( j)∣∣∣p′ 1p′
 ∥∥∥~u∥∥∥1,p,ωˆ∗il
≤ c

∫
ωˆ∗il
∣∣∣D(~w)∣∣∣p p−1p + n∑
j=0
∫
ωˆ∗il
∣∣∣~g( j)∣∣∣p′ 1p′
 ∥∥∥p˜∥∥∥ 1p−1p′,ωˆ∗il .
Portanto, estimamos o u´ltimo termo do lado direito de (4.121) da seguinte forma
∥∥∥p˜∥∥∥ 1(p−1)
p′,ωˆ∗il
≤ c

∫
ωˆ∗il
∣∣∣D(~w)∣∣∣p 1p + n∑
j=0
∫
ωˆ∗il
∣∣∣~g( j)∣∣∣p′ 1p  . (4.124)
Agora, substituindo (4.124) em (4.121), obtemos
∥∥∥∇~w∥∥∥
qi,ωˆil
≤ c

 n∑
j=0
∥∥∥~g( j)∥∥∥
qi,ωˆ∗il

1
p−1
+
∥∥∥∇~w∥∥∥
p,ωˆil
 . (4.125)
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Agora, voltando a`s coordenadas de origem, segundo (4.76), temos:∥∥∥∇~w∥∥∥
qi,ωˆil
=
(
2Mig−1il
) n−qi
qi
∥∥∥∇~v∥∥∥
qi,ωil∥∥∥~g(0)∥∥∥
qi,ωˆ∗il
=
(
2Mig−1il
) n−pqi
qi
∥∥∥∥ ~f (0)∥∥∥∥
qi,ω∗il∥∥∥~g( j)∥∥∥
qi,ωˆ∗il
=
(
2Mig−1il
) n−(p−1)qi
qi
∥∥∥∥ ~f ( j)∥∥∥∥
qi,ω∗il∥∥∥∇~w∥∥∥
p,ωˆ∗il
=
(
2Mig−1il
) n−p
p
∥∥∥∇~v∥∥∥
p,ω∗il
.
Assim, (4.125) e´ equivalente a
∥∥∥∇~v∥∥∥
qi,ωil
≤ c
g qi+p−n−1qi(p−1)il ∥∥∥∥ ~f (0)∥∥∥∥ 1p−1qi,ω∗il + g
n(p−2)
qi(p−1)
il
n∑
j=1
∥∥∥∥ ~f ( j)∥∥∥∥ 1p−1
qi,ω∗il
+ g
n(p−qi)
pqi
il
∥∥∥∇~v∥∥∥
p,ω∗il
 .
Agora, multiplicamos a inequac¸a˜o acima por gγiil e
βiαil e usamos (4.5) e (4.7), para
obtermos∥∥∥∥∇~v; Lqi(γi,βi)(ωil)∥∥∥∥ ≤ c (∥∥∥∥ ~f (0); Lqi((p−1)(γˆi+1),(p−1)βi)(ω∗il)∥∥∥∥ 1p−1
+
n∑
j=1
∥∥∥∥ ~f ( j); Lqi((p−1)γˆi,(p−1)βi)(ω∗il)∥∥∥∥ 1p−1 + ∥∥∥∥∇~v; Lp(γi+γ(1),βi)(ω∗il)∥∥∥∥
 ,
ou seja, (4.120). Assim concluı´mos a demonstrac¸a˜o do teorema.
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4.5 Estimativas em Espac¸os de Sobolev com Peso
Iniciaremos provando um resultado para o problema de Stokes com Lei de
Poteˆncia equivalente ao resultado do Teorema 5.1 de [34] para o Problema de
Stokes com Fluxo Zero.
Teorema 19 . Suponhamos que a forc¸a externa ~f tenha representac¸a˜o (4.4), com
supp ~f ( j) ⊂ ω∗ik e ~f ( j) ∈ Lqi(ω∗ik) para algum qi ≥ p. Enta˜o o problema (4.23) possui
uma u´nica soluc¸a˜o fraca ~v ∈ D1,p0 (Ω) ∩ V1,q(γ,β)(Ω) , onde q = (q0, q1, . . . , qm),
q j ≥ p, |β j| < β∗ (β∗ definido no Teorema 14) e γ e´ arbitra´rio. Ale´m disso, vale a
estimativa ∥∥∥∥~v; V1,q(γ,β)(Ω)∥∥∥∥ ≤ c ∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗ik)∥∥∥∥ 1p−1 . (4.126)
Prova: Como supp ~f ( j) ⊂ ω∗ik, facilmente verificamos que ~f ∈ D−1,p
′
(Ω) e daı´,
pelo Teorema 12, temos que existe uma u´nica soluc¸a˜o ~v ∈ D1,p0 (Ω). Assim sendo,
basta verificarmos a validade de (4.126). Pelo Teorema 18, temos que ~v satisfaz
(4.120). Usando (4.75), temos∥∥∥∥∥∇~v; Lp(γi+γ(1)i , βi)(ω∗il)
∥∥∥∥∥ ≤ ce−ε0c0 |k−l| ∥∥∥∥∥ ~f ; V−1,p′,p(γi+γ(1)i , βi)(ω∗ik)
∥∥∥∥∥ 1p−1 . (4.127)
Ora, ∥∥∥∥∥ ~f ; V−1,p′,p(γi+γ(1)i ,βi)(ω∗ik)
∥∥∥∥∥ 1p−1 ≤ c

∫
ω∗ik
N
p(γi+γ
(1)
i +1)
i e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′
+
n∑
j=1
∫
ω∗ik
N
p(γi+γ
(1)
i )
i e
pβiαi
∣∣∣∣ ~f ( j)∣∣∣∣p′
1
p
.
(4.128)
Agora, usando a mudanc¸a de coordenadas (4.76) e aplicando a Desigualdade de
Ho¨lder estimamos cada um dos termos de (4.128), como abaixo:∫
ω∗ik
N
p(γi+γ
(1)
i +1)
i e
pβiαi
∣∣∣∣ ~f (0)∣∣∣∣p′ ≤ c ∥∥∥∥ ~f (0); Lqi((p−1)(γˆi+1),(p−1)βi)(ω∗ik)∥∥∥∥ pp−1∫
ω∗ik
N
p(γi+γ
(1)
i )
i e
pβiαi
∣∣∣∣ ~f ( j)∣∣∣∣p′ ≤ c ∥∥∥∥ ~f ( j); Lqi((p−1)γˆi,(p−1)βi)(ω∗ik)∥∥∥∥ pp−1 .
E assim, de (4.128) vem∥∥∥∥∥ ~f ; V−1,p′,p(γi+γ(1)i ,βi)(ω∗ik)
∥∥∥∥∥ 1p−1 ≤ c ∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗ik)∥∥∥∥ 1p−1 . (4.129)
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Por fim, de (4.120), (4.127) e (4.129) temos∥∥∥∥∇~v; Lqi(γi,βi)(ωil)∥∥∥∥ ≤ c {∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗il)∥∥∥∥ 1p−1 + e−ε0c0 |k−l| ∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗ik)∥∥∥∥ 1p−1 } .
(4.130)
Agora, se j , i, enta˜o ~f = 0 em ω∗jl e assim, de (4.120), (4.71) e (4.129), em vez
de (4.130), obtemos∥∥∥∥∇~v; Lq j(γ j,β j)(ω jl)∥∥∥∥ ≤ ce−ε0α jl ∥∥∥∥ ~f ; V−1,qi(γˆi,βi)(ω∗ik)∥∥∥∥ 1p−1 . (4.131)
Por fim, como
∥∥∥∥ ~f ; V−1,qi(γˆi,βi)(ω∗ik)∥∥∥∥ = 0, para l < k−2 e l > k+2, e como ∞∑
l=1
e−ε0α jl < ∞,
podemos somar as inequac¸o˜es (4.130) e (4.131) em l. Daı´ obtemos∥∥∥∥∇~v; Lq(γ,β)(Ω \Ω(k0))∥∥∥∥ ≤ c ∥∥∥∥ ~f ; V−1,qi(γˆi,βi)(ω∗ik)∥∥∥∥ 1p−1 . (4.132)
Quanto ao termo
∥∥∥∇~v∥∥∥
q0,Ω(k0+1)
, como no Teorema 18, temos a estimativa local
∥∥∥∇~v∥∥∥
q0,Ω(k0+1)
≤ c

 n∑
j=0
∥∥∥∥ ~f ( j)∥∥∥∥
q0,Ω(k0+2)

1
p−1
+
∥∥∥∇~v∥∥∥
p,Ω(k0+2)
 . (4.133)
E de (4.26) e (4.129), temos∥∥∥∇~v∥∥∥
p,Ω(k0+2)
≤ c(k0)
∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗ik)∥∥∥∥ 1p−1 . (4.134)
Portanto, de (4.132) − (4.134) vem∥∥∥∥∇~v; Lq(γ,β)(Ω)∥∥∥∥ = ∥∥∥∇~v∥∥∥q0,Ω(k0+1) +
m∑
i=1
∥∥∥∥∇~v; Lqi(γi,βi)(Ωi \Ω(k0))∥∥∥∥
≤ c(k0)
∥∥∥∥ ~f ; V−1,qi,p(γˆi,βi) (ω∗ik)∥∥∥∥ 1p−1 .
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Consideraremos agora, ~f ∈ V−1,q,p(γ,β) (Ω), onde q ≥ p, e seja
{
ϕk0 , ϕik
}m,∞
i=1,k=k0 uma
partic¸a˜o da unidade subordinada a` cobertura
{
Ω(k0+2), ω
∗
ik
}m,∞
i=1,k=k0
, isto e´,
Ω = Ω(k0+2)
⋃ m⋃
i=1
 ∞⋃
k=k0
ω∗ik


e suppϕk0 ⊂ Ω(k0+2), suppϕik ⊂ ω∗ik, ϕk0 , ϕik ∈ C∞0 (IR) com
m∑
i=1
∞∑
k=k0
ϕik(x) + ϕk0(x) = 1 em Ω .
Denotamos por
~f ( j)k0 = ϕk0
~f ( j) , ~f ( j)ik = ϕik ~f
( j) , j = 0, 1, . . . , n
~fk0 = ~f
(0)
k0
+
(
div ~f (1)k0 , . . . , div
~f (n)k0
)
~fik = ~f
(0)
ik +
(
div ~f (1)ik , . . . , div ~f
(n)
ik
)
~f [N]i =
N∑
k=k0
~fik
~f [N] = ~fk0 +
m∑
i=1
~f [N]i .
Lema 35 . Existe uma u´nica soluc¸a˜o fraca, ~v[N] ∈ D1,p0 (Ω), para o problema
(4.23) com ~f [N] no lugar de ~f .
Prova: Basta verificar que ~f [N] ∈ D−1,p′(Ω), e o resultado segue do Teorema 12.
Verificaremos, enta˜o, que ~f [N] ∈ D−1,p′(Ω). Seja ~ψ ∈ D1,p0 (Ω), daı´∣∣∣∣〈 ~f [N], ~ψ〉∣∣∣∣ ≤ ∣∣∣∣〈 ~fk0 , ~ψ〉∣∣∣∣ +
∣∣∣∣∣∣∣
〈 m∑
i=1
N∑
k=k0
~fik, ~ψ
〉∣∣∣∣∣∣∣ . (4.135)
Agora, usando a Desigualdade de Ho¨lder, (1.2) e (1.9), obtemos∣∣∣∣〈 ~fk0 , ~ψ〉∣∣∣∣ ≤ c(q, k0) ∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ ∣∣∣~ψ∣∣∣1,p , (4.136)
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e usando (1.9) e
N∑
k=k0
ϕik(x) ≤ 1 , para todo x ∈ Ω, temos
∣∣∣∣∣∣∣
〈 m∑
i=1
N∑
k=k0
~fik, ~ψ
〉∣∣∣∣∣∣∣ ≤
m∑
i=1
N∑
k=k0
∫
Ω
∣∣∣∣ ~f (0)ik ∣∣∣∣ ∣∣∣~ψ∣∣∣ + n∑
j=1
∫
Ω
∣∣∣∣ ~f ( j)ik ∣∣∣∣ ∣∣∣∇~ψ∣∣∣

≤
m∑
i=1

∫
Ωi\Ω(k0−1)
Nq(p−1)(γˆi+1)i e
q(p−1)βi
∣∣∣∣ ~f (0)∣∣∣∣q1/q ·∫
Ωi\Ω(k0−1)
N−q
′(p−1)(γˆi+1)
i e
−q′(p−1)βi
∣∣∣∣∣∣∣
N∑
k=k0
ϕik
∣∣∣∣∣∣∣
q′ ∣∣∣~ψ∣∣∣q′
1/q′
+
n∑
j=1
∫
Ωi\Ω(k0−1)
Nq(p−1)γˆii e
q(p−1)βi
∣∣∣∣ ~f ( j)∣∣∣∣q1/q ·∫
Ωi\Ω(k0−1)
N−q
′(p−1)γˆi
i e
−q′(p−1)βi
∣∣∣∣∣∣∣
N∑
k=k0
ϕik
∣∣∣∣∣∣∣
q′ ∣∣∣∇~ψ∣∣∣q′
1/q′
≤ c
m∑
i=1
{(∥∥∥∥ ~f (0); Lq((p−1)(γˆi+1),(p−1)βi)(Ωi \Ω(k0−1))∥∥∥∥
+
n∑
j=1
∥∥∥∥ ~f ( j); Lq((p−1)γˆi,(p−1)βi)(Ωi \Ω(k0−1))∥∥∥∥
 ·∫
Ωi\Ω(k0−1)
N−q
′(p−1)γˆi
i e
−q′(p−1)βi
∣∣∣∣∣∣∣
N∑
k=k0
ϕik
∣∣∣∣∣∣∣
q′ (∣∣∣~ψ∣∣∣q′ + ∣∣∣∇~ψ∣∣∣q′)
1/q′
≤ c(N)
∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ ∣∣∣~ψ∣∣∣1,p .
Disto e de (4.135) e (4.136), vem∣∣∣∣〈 ~f [N], ~ψ〉∣∣∣∣ ≤ c(N) ∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ ∣∣∣~ψ∣∣∣1,p .
Portanto, ~f [N] ∈ D−1,p′(Ω), como deseja´vamos.
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Agora, para provarmos o principal resultado deste capı´tulo, provaremos alguns
lemas auxiliares.
Lema 36 . Para q ≥ p e β > 0, temos V−1,q,p(γˆ,β) (Ω) ⊂ V−1,p
′,p
(γ+γ(1),0)(Ω), com∥∥∥∥~g; V−1,p′,p(γ+γ(1),0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥~g; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ , ∀ ~g ∈ V−1,q,p(γˆ,β) (Ω) . (4.137)
Prova: Basta mostrar (4.137). Comec¸amos relembrando que∥∥∥∥~g; V−1,p′,p(γ+γ(1),0)(Ω)∥∥∥∥ = ∥∥∥∥~g(0); Lp′((p−1)(γ+γ(1)+1),0)(Ω)∥∥∥∥ + n∑
j=1
∥∥∥∥~g( j); Lp′((p−1)(γ+γ(1)),0)(Ω)∥∥∥∥ .
(4.138)
Analisaremos os termos de (4.138). Para j = 1, . . . , n, temos
∥∥∥∥~g( j); Lp′((p−1)(γ+γ(1)),0)(Ω)∥∥∥∥ =
∫
Ω(k0+1)
∣∣∣~g( j)∣∣∣p′
1
p′
+
m∑
i=1
∫
Ωi\Ω(k0)
N
p(γi+γ
(1)
i )
i
∣∣∣~g( j)∣∣∣p′
1
p′
.
(4.139)
Agora, usando (4.9) e procedendo como na obtenc¸a˜o de (4.129), obtemos, para
cada i = 1, . . . ,m,∫
Ωi\Ω(k0)
N
p(γi+γ
(1)
i )
i
∣∣∣~g( j)∣∣∣p′
1
p′
≤ c
 ∞∑
k=k0
e−pβiαik
(∫
ωik
Nq(p−1)γˆii e
q(p−1)βiαi ∣∣∣~g( j)∣∣∣q) pq(p−1) 
1
p′
≤ c

 ∞∑
k=k0
∫
ωik
Nq(p−1)γˆii e
q(p−1)βiαi ∣∣∣~g( j)∣∣∣q
p
q(p−1)
·
 ∞∑
k=k0
e−pr
′βiαik

1
r′

1
p′
≤ c
∫
Ωi\Ω(k0)
Nq(p−1)γˆii e
q(p−1)βiαi ∣∣∣~g( j)∣∣∣q
1
q
,
(4.140)
onde na segunda desigualdade usamos a Desigualdade de Ho¨lder para soma com
r = q(p − 1)/p e na u´ltima a convergeˆncia da se´rie, visto que β > 0. Ainda,
aplicando a Desigualdade de Ho¨lder, segue∫
Ω(k0+1)
∣∣∣~g( j)∣∣∣p′
1
p′
≤ c
∫
Ω(k0+1)
∣∣∣~g( j)∣∣∣q
1
q
. (4.141)
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Agora de (4.139) − (4.141), temos∥∥∥∥~g( j); Lp′((p−1)(γ+γ(1)),0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥~g( j); Lq((p−1)γˆ,(p−1)β)(Ω)∥∥∥∥ . (4.142)
Analogamente, obtemos∥∥∥∥~g(0); Lp′((p−1)(γ+γ(1)+1),0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥~g(0); Lq((p−1)(γˆ+1),(p−1)β)(Ω)∥∥∥∥ . (4.143)
E assim, de (4.138), (4.142) e (4.143) segue (4.137).
2
Lema 37 . Para q ≥ p e β > 0, temos ~f [N] e ~f ∈
(
V1,q(γ,0)(Ω)
)∗
, para todo N ∈ IN, e
satisfazem
|〈~g, ~w〉| ≤ c
∥∥∥∥~g; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ ∥∥∥∥~w; V1,q(γ,0)(Ω)∥∥∥∥ , (4.144)
onde ~g e´ ~f [N] ou ~f .
Prova: Basta fazermos a prova para ~f , pois para ~f [N] e´ ana´loga. Seja enta˜o ~w ∈
V1,q(γ,0)(Ω), daı´
|〈 ~f , ~w〉| ≤
∫
Ω
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ + n∑
j=1
∫
Ω
∣∣∣∣ ~f ( j)∣∣∣∣ ∣∣∣∇~w∣∣∣ . (4.145)
Vejamos o primeiro termo de (4.145)∫
Ω
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ ≤ ∫
Ω(k0+1)
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ + m∑
i=1
∫
Ωi\Ω(k0)
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ . (4.146)
Ora, aplicando a Desigualdade de Ho¨lder obtemos∫
Ω(k0+1)
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ ≤ c ∫
Ω(k0+1)
∣∣∣∣ ~f (0)∣∣∣∣q1/q ∫
Ω(k0+1)
∣∣∣~w∣∣∣q1/q . (4.147)
Enquanto, para cada i
∫
Ωi\Ω(k0)
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ ≤ ∫
Ωi\Ω(k0)
Nq(p−1)(γˆi+1)i e
(p−1)βiαi
∣∣∣∣ ~f (0)∣∣∣∣q
1
q
∫
Ωi\Ω(k0)
Nq(γi−1)i
∣∣∣~w∣∣∣q
1
q
I
q−2
q
i ,
(4.148)
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onde
Ii =
∫
Ωi\Ω(k0)
N
q
q−2 [−(p−1)(γˆi+1)−γi+1]
i e
− qq−2 (p−1)βiαi .
Mostraremos agora que a integral Ii converge. Comec¸aremos denotando
θ1 =
q
q−2 [−(p − 1)(γˆi + 1) − γi + 1], θ2 = qq−2 (p − 1)βi. Daı´
Ii ≤ c
∫ ∞
k0
gzi (t)e
−θ2αi(t)dt , (4.149)
onde z = n + 1 − θ1. E´ suficiente mostrar que a integral em (4.149) e´ finita para
z > 0 limitado. Ora, como lim
t→∞ g
′
i(t) = 0, temos que para c0 = c0(z, θ2) > 0, existe
t1 = t1(c0(z, θ2)) tal que
g′i(t) ≤ c0 , ∀t ≥ t1 .
Daı´
gi(t) ≤ 2c0t , ∀t ≥ t2 = max
{
t1,
Mit1
c0
}
.
Portanto, ∫ ∞
k0
gzi (t)e
−θ2αi(t)dt ≤ c(k0, z, θ2) + c(z, θ2)
∫ ∞
t2
tz−
θ2
2c0 dt ≤ ∞ ,
desde que z− θ22c0 < −1, mas para isto basta tomarmos c0 =
q(p−1)βi
3(1+z)(q−2) . Assim temos
mostrado que a integral em (4.149) e´ finita, ou seja, Ii converge e portanto, usando
a Desigualdade de Ho¨lder para a soma, de (4.146) − (4.148) vem∫
Ω
∣∣∣∣ ~f (0)∣∣∣∣ ∣∣∣~w∣∣∣ ≤ c ∥∥∥∥ ~f (0); Lq((p−1)(γˆ+1),(p−1)β)(Ω)∥∥∥∥ ∥∥∥∥~w; Lq(γ−1,0)(Ω)∥∥∥∥ . (4.150)
Analogamente, se mostra que para cada j = 1, . . . ,m,∫
Ω
∣∣∣∣ ~f ( j)∣∣∣∣ ∣∣∣∇~w∣∣∣ ≤ c ∥∥∥∥ ~f ( j); Lq((p−1)γˆ,(p−1)β)(Ω)∥∥∥∥ ∥∥∥∥∇~w; Lq(γ−1,0)(Ω)∥∥∥∥ . (4.151)
Portanto, de (4.145), (4.150) e (4.151) temos (4.144) para ~f , como querı´amos
demonstrar.
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Teorema 20 . Dado ~f ∈ V−1,q,p(γˆ,β) (Ω), com q ≥ p , β > 0 e γ como nos teoremas an-
teriores. Existe uma u´nica soluc¸a˜o fraca ~v ∈ D1,p0 (Ω) ∩ V1,q(γ,0)(Ω), para o problema
(4.23) e, esta soluc¸a˜o, satisfaz as seguintes estimativas:∣∣∣~v∣∣∣
1,p
≤ c
∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 (4.152)∥∥∥∥~v; V1,q(γ,0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.153)
Prova: Seja ~v[N] ∈ D1,p0 (Ω) a soluc¸a˜o do problema (4.23) com ~f [N] no lugar de ~f ,
conforme o Lema 35. Estimaremos agora∥∥∥∥∇~v[N]; Lq(γ,0)(Ω)∥∥∥∥ =
∫
Ω(k0+1)
∣∣∣∇~v[N]∣∣∣q1/q + m∑
i=1
∫
Ωi\Ω(k0)
Nqγii
∣∣∣∇~v[N]∣∣∣q1/q . (4.154)
Cada um dos termos de (4.154) sera´ estimado separadamente. Para o primeiro
termo, como em (4.133), temos∫
Ω(k0+1)
∣∣∣∇~v[N]∣∣∣q1/q ≤ c

∥∥∥∥ ~fk0∥∥∥∥q,Ω(k0+2) +
m∑
i=1
k0+3∑
k=k0
∥∥∥∥ ~fik∥∥∥∥
q,Ω(k0+2)

1
p−1
+
∥∥∥∇~v[N]∥∥∥
p,Ω(k0+2)
 .
(4.155)
Agora, usando o Lema 36 e (4.26), vem∥∥∥∇~v[N]∥∥∥
p,Ω(k0+2)
≤ c
∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ . (4.156)
Como, obviamente∥∥∥∥ ~fk0∥∥∥∥q,Ω(k0+2) +
m∑
i=1
k0+3∑
k=k0
∥∥∥∥ ~fik∥∥∥∥
q,Ω(k0+2)
≤ c
∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ , (4.157)
de (4.155)− (4.157), temos a seguinte estimativa para o primeiro termo de (4.154)∫
Ω(k0+1)
∣∣∣∇~v[N]∣∣∣q1/q ≤ c ∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.158)
Agora vamos estimar o segundo termo de (4.154). Usando (4.120), temos para
cada i = 1, . . . ,m e k = k0, k0 + 1, . . .,∥∥∥∥∇~v[N]; Lq(γi,0)(ωik)∥∥∥∥ ≤ c {∥∥∥∥ ~f [N]; V−1,q,p(γˆi,0) (ω∗ik)∥∥∥∥ 1p−1 + ∥∥∥∥∥∇~v[N]; Lp(γi+γ(1)i ,0)(ω∗ik)
∥∥∥∥∥} .
(4.159)
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Agora, usando (4.50) obtemos∥∥∥∥∥∇~v[N]; Lp(γi+γ(1)i ,0)(ω∗ik)
∥∥∥∥∥ ≤ ce− p2 βiαik {∥∥∥∥∥ ~f (0)[N]; Lp′((p−1)(γ+γ(1)+1),(p−1) β2 )(Ω)
∥∥∥∥∥
+
n∑
j=1
∥∥∥∥∥ ~f ( j)[N]; Lp′((p−1)(γ+γ(1)),(p−1) β2 )(Ω)
∥∥∥∥∥

1
p−1
.
(4.160)
Analisaremos agora, os termos de (4.160). Para cada j = 1, . . . , n, temos∥∥∥∥∥ ~f ( j)[N]; Lp′((p−1)(γ+γ(1)),(p−1) β2 )(Ω)
∥∥∥∥∥ =
∫
Ω(k0+1)
∣∣∣∣ ~f ( j)[N]∣∣∣∣p′
1
p′
+
m∑
i=1
∫
Ωi\Ω(k0)
N
p(γi+γ
(1)
i )
i e
p
2 βiαi
∣∣∣∣ ~f ( j)[N]∣∣∣∣p′
1
p′
.
(4.161)
Agora, procedendo como em (4.140), obtemos∫
Ωi\Ω(k0)
N
p(γi+γ
(1)
i )
i e
p
2 βiαi
∣∣∣∣ ~f ( j)[N]∣∣∣∣p′
1
p′
=
 ∞∑
k=k0
∫
ωik
N
p(γi+γ
(1)
i )
i e
pβiαie−
p
2 βiαi
∣∣∣∣ ~f ( j)[N]∣∣∣∣p′
1
p′
≤ c
∫
Ωi\Ω(k0)
Nq(p−1)γˆii e
q(p−1)βiαi
∣∣∣∣ ~f ( j)[N]∣∣∣∣q
1
q
,
(4.162)
e, como em (4.141),∫
Ω(k0+1)
∣∣∣∣ ~f ( j)[N]∣∣∣∣p′
1
p′
≤ c
∫
Ω(k0+1)
∣∣∣∣ ~f ( j)[N]∣∣∣∣q
1
q
. (4.163)
Assim, de (4.161) − (4.163), obtemos∥∥∥∥∥ ~f ( j)[N]; Lp′((p−1)(γ+γ(1)),(p−1) β2 )(Ω)
∥∥∥∥∥ ≤ c ∥∥∥∥ ~f ( j)[N]; Lq((p−1)γˆ,(p−1)β)(Ω)∥∥∥∥ . (4.164)
Analogamente, temos∥∥∥∥∥ ~f (0)[N]; Lp′((p−1)(γ+γ(1)+1),(p−1) β2 )(Ω)
∥∥∥∥∥ ≤ c ∥∥∥∥ ~f (0)[N]; Lq((p−1)(γˆ+1),(p−1)β)(Ω)∥∥∥∥ . (4.165)
Daı´, substituindo (4.164) e (4.165) em (4.160), vem∥∥∥∥∥∇~v[N]; Lp(γi+γ(1)i ,0)(ω∗ik)
∥∥∥∥∥ ≤ ce− p2 βiαik ∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.166)
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Agora, facilmente vemos que∥∥∥∥ ~f [N]; V−1,q,p(γˆi,0) (ω∗ik)∥∥∥∥ ≤ ce− pq βiαik ∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ . (4.167)
E assim, de (4.159), (4.166) e (4.167), obtemos∥∥∥∥∇~v[N]; Lq(γi,0)(ωik)∥∥∥∥ ≤ ce− pq(p−1)βiαik ∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.168)
Ainda, como β > 0, de (4.168) segue∫
Ωi\Ω(k0)
Nqγii
∣∣∣∇~v[N]∣∣∣q1/q ≤ c ∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.169)
E assim, de (4.154), (4.158) e (4.169), temos∥∥∥∥∇~v[N]; Lq(γ,0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.170)
Pela tomada de ~f [N], sem dificuldades, vemos que∥∥∥∥ ~f [N]; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ ≤ ∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ .
Daı´, de (4.170), segue∥∥∥∥∇~v[N]; Lq(γ,0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 ,
que pela Proposic¸a˜o 5 nos da´∥∥∥∥~v[N]; V1,q(γ,0)(Ω)∥∥∥∥ ≤ c ∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ 1p−1 . (4.171)
Agora, como os espac¸os V1,q(γ,0)(Ω) sa˜o reflexivos para 1 < q < ∞ (ver [15],
Teorema 1.3) de (4.171) temos que existe uma subsequeˆncia, que denotaremos
ainda por ~v[N], que converge fraco em V1,q(γ,0)(Ω), isto e´, existe ~v ∈ V1,q(γ,0)(Ω) tal que
〈~v[N], ~ϕ〉 −→ 〈~v, ~ϕ〉 , ∀~ϕ ∈
(
V1,q(γ,0)(Ω)
)∗
. (4.172)
Precisamos mostrar enta˜o, que ~v e´ soluc¸a˜o fraca do nosso problema, isto e´,
satisfaz (4.24). Para tal e´ necessa´rio passar o limite em∫
Ω
∣∣∣D(~v[N])∣∣∣p−2 D(~v[N]) : D(~ϕ) = 〈 ~f [N], ~ϕ〉 , ∀~ϕ ∈ D(Ω). (4.173)
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Procedendo como na demonstrac¸a˜o dos Lemas 35 e 37, obtemos
~f ∈ D−1,p′(Ω) , (4.174)
satisfazendo
|〈 ~f , ~w〉| ≤ c
∥∥∥∥ ~f ; V−1,q,p(γˆ,β) (Ω)∥∥∥∥ ∣∣∣~w∣∣∣1,p,Ω . (4.175)
Tambe´m e´ fa´cil ver que
~f [N] −→ ~f em
(
V1,q(γ,0)(Ω)
)∗
e em D−1,p
′
(Ω). (4.176)
Agora, como (4.173) vale para ~ϕ = ~v[N], de (4.172) e (4.176) temos, para
A~w = −div
{∣∣∣D(~w)∣∣∣p−2 D(~w)},
cp
∣∣∣~v[N]∣∣∣
1,p
≤
∫
Ω
∣∣∣D(~v[N])∣∣∣p = 〈A~v[N], ~v[N]〉 = 〈 ~f [N], ~v[N]〉 −→ 〈 ~f , ~v〉 , (4.177)
onde a desigualdade e´ devido a` (1.8) e a convergeˆncia devido ao resultado cla´ssico
de [9] (Proposic¸a˜o III.5(iv)). ComoD1,p0 (Ω) e´ reflexivo (ver [20], Exercı´cio II.5.1),
devido a` (4.177) podemos obter uma subsequeˆncia (que ainda denotaremos por
~v[N]) que converge fraco emD1,p0 (Ω), isto e´, existe ~u ∈ D1,p0 (Ω) tal que
〈~v[N], ~w〉 −→ 〈~u, ~w〉 , ∀ ~w ∈ D−1,p′(Ω) . (4.178)
Pore´m, devido ao Lema 37, (4.172), (4.174) e (4.178) temos ~u = ~v. Agora
aplicando o Me´todo de Monotonicidade, como no Capı´tulo 2, concluı´mos que ~v
satisfaz (4.24), como querı´amos.
Resta ainda provar as estimativas (4.152) e (4.153). Vejamos enta˜o: (4.152)
segue de (4.175) e (1.8), enquanto (4.153) segue do uso do resultado cla´ssico de
[9] (Proposic¸a˜o III.5(iii)), devido a` (4.172), junto com a estimativa (4.171).
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TRABALHOS FUTUROS
Uma tese de doutoramento e´ um trabalho inicial de formac¸a˜o do pesquisador.
Nas muitas vezes o trabalho apresenta resultados parciais e levanta muitas questo˜es
e problemas para trabalhos futuros. Assim, nas linhas abaixo, citaremos algumas
propostas de trabalhos futuros.
Obviamente, este nosso trabalho, nos depara com uma gama de problemas
“duais”, isto e´, uma vez que a tese se propo´s a estudar fluidos shear thickening
(fluidos obedecendo a Lei de Poteˆncia para p > 2), podemos propor os mesmos
problemas para fluidos shear thinning (1 < p < 2). Um ponto favora´vel e´ a
existeˆncia de uma literatura para fluidos shear thinning, praticamente em mesmo
volume da literatura para fluidos shear thickening.
Um ponto crucial desta tese foi a questa˜o de regularidade em domı´nios limita-
dos. Ainda, o que nos deixou mais motivados foi o fato dos resultados, tanto para
fluidos shear thickening quanto para fluidos shear thinning, estarem sendo desen-
volvidos nos dois u´ltimos anos (pelo menos para n = 3) pelos autores Beira˜o da
Veiga, Kaplicky´ e Ruzicka. Sendo assim, uma possı´vel proposta de estudo seria
regularida para fluidos com poteˆncia.
No Capı´tulo 4, na˜o atingimos o objetivo que era obter as estimativas para os
sistemas de Stokes e Navier-Stokes com fluxo prescrito qualquer. Como comenta-
mos na Introduc¸a˜o, a na˜o linearidade do termo com poteˆncia aniquilou as nossas
tentativas, ate´ enta˜o. Isto na˜o significa a irresubilidade de tal problema.
Por fim, ao iniciar os trabalhos desta Tese, tivemos que decidir entre estudar
o problema de Ladyzhenskaya e Solonnikov para fluidos shear thickening ou o
problema de Leray para fluidos shear thinning. Portanto um problema interessante
e´ contribuir com o trabalho do Marusic-Paloka, resolvendo o problema de Leray
para fluidos shear thinning.
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