ABSTRACT In order to interpret, enrich, and analyze the streaming data, stream applications often access the data stored in an external database. Although there has been a lot of studies on stream processing, little attention has been paid so far to the join between streaming data and stored data. In this paper, we propose a comprehensive solution called DS-join for distributed processing of the join under the micro-batch model of recently distributed stream processing engines (SPEs), such as spark streaming. The micro-batch model performs stream processing as a series of very small batch jobs and is more fault-tolerant in a distributed environment compared with the record-at-a-time model. The DS-join reduces the number of database accesses by using micro-batching. Furthermore, the DS-join optimizes the join operation by minimizing the data shuffling, managing a cache in a distributed SPE, parallelizing the join processing, and balancing the load between the SPE and the external database system. The experimental results using real and synthetic datasets show that, compared with the state-of-the-art methods, the DS-join significantly improves throughput, especially for large databases.
I. INTRODUCTION
In the IoT era, a huge number of IoT devices such as RadioFrequency IDentification (RFID) tags and sensors continuously generate massive streaming data, and large-scale stream processing has become very important. For example, streaming data can be exploited to automate and optimize industrial manufacturing as well as business decision making [1] .
In order to interpret, enrich, and analyze the streaming data, streams need to be joined with data stored in relational or NoSQL databases (e.g., reference tables containing information about users or items) [2] , [3] . To get meaningful information about an RFID tag ID, a Stream Processing Engine (SPE) must query the database to get the information about the ID [3] . To resolve shortened URLs in Tweets, an SPE needs to look up the expanded URLs stored in a database [4] . In advertising analytics, an SPE joins each
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advertising event with its associated campaign to count the number of events per campaign [5] . Another common use case of the join operation is comparing present streaming data with stored past data [6] - [8] to detect malicious and abnormal activities such as credit card fraud [6] .
Although it is very important to efficiently support the join between streaming data and stored data in practice, little attention has been paid so far to this type of operation in a distributed environment. Most current SPEs sequentially process the join using the record-at-a-time model, which is slow because the SPE sends one query to the database for every incoming record. Although the use of a cache can reduce the number of database accesses, the number is still large for large databases. Furthermore, after sending a query, the SPE waits for the completion of the query while incoming records queue up. Another method [3] that uses the record-ata-time model checks if each incoming record hits the cache. Cache hit records are processed immediately, but cache miss records are added to a waiting queue. A separate thread waits until the queue is filled and processes cache miss records as a batch by sending one query for all the records in the waiting queue. This method still sequentially processes incoming records one by one and shows similar throughput with current SPEs when the batch interval is short.
Existing methods that use the record-at-a-time model do not adequately support recent distributed SPEs. Recent distributed SPEs use the micro-batch model, which discretizes a stream into very small non-overlapping windows and processes one window at a time. The micro-batch model is more fault-tolerant in a distributed environment compared with the record-at-a-time model [9] .
Challenging problems that existing methods do not address are how to support the micro-batch model, how to control data partitioning across distributed nodes to minimize network communication, how to manage a cache in a distributed SPE, and how to balance loads across a distributed SPE and an external database system. In this paper, we propose a comprehensive solution called DS-join for distributed processing of the join between streaming and stored big data under the micro-batch model of recent distributed SPEs. Figure 1 summarizes our contributions. First, we carefully control data partitioning to minimize network communication; we only shuffle the input stream into distributed nodes, and each node computes part of the join locally and in parallel. Second, we manage a cache in a distributed SPE to reduce database accesses. Third, we parallelize join processing using the cache. Fourth, we balance load between the SPE and the external database system by automatically adjusting the cache size. Fifth, we provide crucial implementation details with the widely used Spark framework [10] . Our work is practically useful to the big data community.
We focus on Spark Streaming [11] , [12] , which is an extension of Spark to support stream processing. Spark is a wellknown big data processing engine that has been rapidly and widely adopted by industries such as finance, e-commerce, healthcare, media, and entertainment [13] , and most Spark users (56%) such as Uber, Netflix, and Pinterest also use Spark Streaming [14] . However, our work is not specific to Spark Streaming nor to SPEs that support the micro-batch model. DS-join can be extended to other SPEs that support the window semantics because a window can be treated as a micro batch.
We perform extensive experiments using real and synthetic datasets. The experimental results show that our method significantly outperforms state-of-the-art SPEs such as Esper [15] , Storm [16] , and Flink [17] in terms of throughput, especially for large databases. Although DS-join shows higher latency compared with the others, it can handle higher input rates.
In the rest of the paper, Section II reviews existing work, and Section III introduces Spark and Spark Streaming. Section IV presents our method, and Section V presents the experimental results. Finally, Section VI presents our conclusions and future work.
II. RELATED WORK
There has been considerable research work focused on stream-stream joins [18] - [21] , and distributed SPEs such as Storm, Flink, and Spark Streaming support stream-stream joins. Carbone et al. [22] present the techniques implemented in Flink for state management. Fernandez et al. [23] propose a scale-out mechanism for large stateful operators such as join, which potentially depend on the full history of previously processed records. Elseidy et al. [20] propose a scalable method for a full-history theta-join between two streams. If we treat a relation as a bounded stream, we can perform a streamrelation join using a stream-stream join. Structured Streaming [24] directly supports stream-relation joins. However, these existing methods assume that the relation (or the state) fits in the memory of the SPE. In this paper, we address a fundamentally different problem. We assume that the relation is stored in an independent external database system and does not fit in the SPE's memory. This important difference raises many challenging problems such as managing a cache in the SPE, minimizing data shuffling during the whole process including a cache management step, parallelizing join processing using the cache, and balancing load between the SPE and the external database system.
Derakhshan et al. [3] propose a cache-based method for the join between streaming data and a relation stored in a database under the record-at-a-time model in a centralized environment. So far, little attention has been paid to the stream-relation join processing under the micro-batch model in a distributed environment.
The Lambda architecture uses real-time stream processing for timely approximate results and batch processing for late accurate results [25] . Queries are resolved by merging the results from the batch and real-time views together [26] . The Lambda architecture is a generic architectural pattern and does not provide any join method that we focus on in this paper. The Lambda architecture is orthogonal to our work, and our join algorithm can be easily integrated in the architecture if the stream processing requires database access.
Distributed SPEs such as Storm, Flink, Spark Streaming, and Naiad [27] can handle big data streams and use a dataflow graph representation. In Storm, the dataflow graph is comprised of spouts and bolts. Spouts are sources of streams, and bolts perform computation to the streams such as filtering and aggregating [4] . In Flink, the dataflow graph is comprised of operators such as map and data streams that represent data produced/consumed by the operators [25] . In Spark Streaming, the dataflow graph is comprised of Resilient Distributed Datasets (RDDs) and operations on the RDDs. Naiad uses a computational model called timely dataflow to support loops in the dataflow graph. These SPEs provide many functionalities for stream processing but do not natively support the join between streaming data and a relation stored in a database.
Benchmarking studies for Storm, Flink, and Spark Streaming show that there is no single winner. Flink and Storm show lower latency and higher throughput than Spark Streaming [5] , [9] , [28] . Flink shows lower latency and higher throughput for aggregation and stream-stream join queries than the others [28] , [29] . Flink and Spark Streaming are robust to fluctuations in the input rate for aggregation queries [28] . Spark Streaming shows less variation in latency than the others [28] . Spark Streaming, which uses the micro-batch model, is more fault-tolerant than Storm and Flink, which use the record-at-a-time model [9] . In the micro-batch model, the recovery process that recomputes lost data can easily be parallelized because we do not need to guarantee the ordering of data within a micro batch. When a node fails, the system launches parallel tasks across multiple nodes to recompute lost data [11] and recovers quickly from faults [9] , [11] . This parallel recovery mechanism is hard to perform in the record-at-a-time model because the model often requires serial replay processing [11] .
Esper is one of the most widely used open-source Complex Event Processing (CEP) engines [30] . CEP engines are closely related to SPEs but support more complex operators such as temporal patterns and tend to be more centralized. More recently, the differences are diminishing. Esper supports join processing between streaming and stored data using the record-at-a-time model and caches stored data using the Least Recently Used (LRU) policy. The open-source edition of Esper does not support distributed processing, but the commercial edition, Esper Enterprise Edition, implements distributed processing on top of the open-source edition of Esper. There has been little work on caching in distributed SPEs because most of existing methods assume that the state fits in the memory of the SPE. MillWheel [31] uses an external database for persistent state and a cache to buffer data until a low watermark, which indicates input completeness, has passed a window boundary and then to fetch the data for window aggregation. Samza [32] uses partitioned local databases for persistent state instead of an external database and provides a cache for each local database. In this paper, we focus on distributed caching for join processing between a stream and an independent external database. DS-join generates multiple queries that are executed in parallel in the database system. There has been a lot of research on multi-query processing and optimization. Roy et al. [33] propose cost-based heuristic algorithms for multi-query optimization. Li et al. [34] address the problem of optimizing data movement when executing multiple queries in a distributed environment. Dobra et al. [35] consider the problem of approximately answering multiple queries over data streams with limited memory. Kim et al. [36] propose multi-query processing methods for XML data streams using multi-cores.
III. BACKGROUND
In this section, we provide the relevant background on Spark and Spark Streaming, which is needed to understand our design and implementation.
A. SPARK Spark [10] , [37] , [38] is a distributed data processing framework that allows shared-nothing scale-out parallelism. Spark supports MapReduce operations and significantly outperforms Hadoop when the data that needs to be iteratively reused fits into the cluster's memory.
The key concept in Spark is RDDs, which let users perform in-memory parallel computations on a large cluster with fault tolerance. An RDD is a collection of objects that are partitioned across a set of cluster nodes. Each partition of an RDD is processed in parallel, and thus, the number of partitions determines the amount of parallelism. To achieve efficient fault tolerance, Spark does not offer fine-grained inplace updates, but provides coarse-grained transformations (e.g., filter and map) on RDDs. RDDs are read-only and can only be created through transformations of either raw input data or other RDDs. Spark logs the chain of transformations used to build an RDD (called lineage). If a partition of an RDD is lost, Spark rebuilds the lost partition using the lineage information. Spark performs transformations on RDDs lazily when they are first used in an action operation (e.g., count and reduce), which computes non-RDD results. Figure 2 summarizes transformations and actions on RDDs. An action operation triggers computation and returns the results to a driver program or writes them to external storage. The driver program corresponds to the master in a master/slave architecture. VOLUME 7, 2019 By default, an RDD is recomputed every time used in an action operation, but users can explicitly persist (i.e., store) an RDD in memory to reuse it efficiently across multiple operations. From the point of view of traditional databases, persistent RDDs resemble materialized views [38] .
RDDs containing key-value pairs are called pair RDDs. Transformations on two pair RDDs used in this paper are join, cogroup, and subtractByKey. The join operation performs an inner join. The cogroup operation is similar to FULL OUTER JOIN in SQL but groups values with the same key. For a given key K and two input RDDs A and B, the result value of cogroup is a tuple with two lists of values for K . If B does not have K that is present in A, the corresponding list of B is empty. The subtractByKey removes elements with a key present in the other RDD. For example, let A = {(1, 2), (3, 4) , (3, 6 )} and B = {(3, 9)}. Then, join(A, B) = {(3, (4, 9)), (3, (6, 9) (3, ([4, 6] , [9] ))}, and subtractByKey(A, B) = {(1, 2)}. The join operation is implemented using cogroup, and the implementation of cogroup is similar to the hash-partitioned join. By default, cogroup requires shuffling of both of the input RDDs as in Figure 3 (a) so that all the records with the same key are grouped in the same partition. However, if we have already partitioned one of the input RDDs using partitionBy(partitioner), no shuffling is required for that RDD (RDD B) as in Figure 3 (b). Here, a partitioner is an object that defines how a key-value pair RDD is partitioned by key. Because Spark knows how RDD B is partitioned, it only shuffles RDD A using the partitioner of RDD B. Many operations other than cogroup such as join and subtractByKey also take advantage of the partitioning information given by partitionBy. For unary operations that do not change keys such as filter and flatMapValues, the partitioner of the input RDD will be the partitioner of the output RDD. For binary operations, if one of the input RDDs has a partitioner, that partitioner will be the partitioner of the output RDD; and if both input RDDs have a partitioner, the partitioner of the first input RDD will be that of the output RDD.
B. SPARK STREAMING
Spark Streaming [11] is an extension of Spark to support stream processing. It divides an incoming stream into a sequence of RDDs called discretized streams (or DStreams) based on small time intervals (say 1 s) and processes many records together as a batch. Thus, this approach, called microbatch processing, sacrifices latency for throughput. DStreams provide most of the RDD operations, plus new operations for stream processing, such as sliding windows [40] .
IV. DISTRIBUTED JOIN PROCESSING
In this section, we propose a distributed join method called DS-join. Section IV-A explains design goals. Sections IV-B and IV-C present the architecture and the outline of DS-join. Section IV-D describes DS-join in detail.
A. DESIGN GOALS
We identify the following design goals to achieve high performance for the join between a distributed SPE and an external database system under the micro-batch model.
• Minimizing data shuffling • Managing a cache in a distributed SPE • Parallelizing join processing • Balancing load between the SPE and the external database system
B. ARCHITECTURE Figure 4 shows an architecture for distributed join processing of streaming and stored data. In a distributed SPE, the distributed join operator, DS-join, receives data from other operators or external data sources and produces joined data that can be consumed by other operators or external applications. More specifically, the inputs of the distributed join operator are a micro-batch of streaming data and stored data. We represent both data as a pair RDD whose key is a value of the join attribute (or a join key) and whose value is the data itself (or a record). Stored data are accessed from an independent external database system, which could be distributed. DS-join supports any type of database system (relational, NoSQL, etc.) that supports search by key. The cache cache SPE of the distributed SPE caches some of the stored data. The two inputs for the join are shuffled into multiple worker nodes, and each worker node computes part of the join locally and in parallel. By controlling data partitioning, we can avoid the shuffling of stored data, as will be explained later. We note that a worker node and a database (DB) node could map to the same physical machine, and there could be multiple input streams. We implement DS-join on top of Spark Streaming, which provides useful primitive features such as micro-batching, parallel and distributed computing, data partitioning, and data persistence in memory. More specifically, we use the APIs of Spark Streaming presented in Table 3 in Appendix and those on two pair RDDs explained in Section III-A. The main technical contribution of our work is the sophisticated join method that achieves all the design goals using the primitive features. For example, the cache function of Spark is just a primitive that stores an RDD in memory, and DS-join uses the function and other primitives to implement an efficient LRU cache in an SPE for an external database. Our work can be viewed as an extension of Spark Streaming, but the extension is sophisticated and significant. Furthermore, our work is general to be extended to other SPEs that support the micro-batch model and that use the record-at-atime model but support the window semantics as explained in Section IV-E.
C. OUTLINE OF THE ALGORITHM
In this section, we briefly explain how each desired goal is achieved. A detailed explanation is presented in the next section. We focus on inner equi-joins in this and the next sections and discuss other types of joins in Section IV-E. The cache referred in this section is cache SPE . DS-join maintains an RDD for cache SPE called cachedRDD that stores records retrieved from the database.
1) PARALLELIZING JOIN PROCESSING
We use cache SPE to avoid accessing the database for all the incoming records. The use of cache SPE also offers the opportunity of parallelizing join processing. The incoming data that hit cache SPE (or hit data) can be simultaneously processed with the incoming data that miss cache SPE (or missed data). We split the incoming data into hit and missed data and process hit and missed data in parallel using multi-threading.
To process missed data, we first generate an RDD that contains only missed data. For each partition of the RDD, we generate one query in which all the join keys present in the partition are connected by OR. A query to a relational database system is a SELECT query with a large WHERE clause with many ORs such as ''WHERE key = 2 OR key = 5 OR . . . ''. The number of queries generated equals the number of partitions. By using mapPartitions, we can generate queries for multiple partitions in parallel. The generated queries are executed in parallel in the database system to efficiently retrieve stored records for all the join keys that missed cache SPE . This method is analogous to the semi-join in distributed query processing.
2) MINIMIZING DATA SHUFFLING
Data shuffling is expensive because it involves disk I/O, data serialization/deserialization, and network I/O [41] . DS-join shuffles only the input RDD during the whole join process including a cache management step for cache SPE by preserving the partitioning of persisted RDDs. We note that shuffling of the input RDD is inevitable because it is generated from external data sources. A naive method to process hit and missed data in parallel would use join for the hit data and subtractByKey to find the missed data, as in Figure 5 . The disadvantage of this method is that the input RDD is shuffled twice. By using cogroup, we can shuffle the input RDD only once. Missed (hit) data are cogrouped records in which the cache side is empty (not empty), and we can separate missed and hit data using filter without shuffling. Furthermore, we avoid shuffling for each processing of hit and missed data by prepartitioning cachedRDD and preserving the partitioning for subsequent operations.
3) MANAGING A CACHE IN A DISTRIBUTED SPE
To manage a cache in a distributed SPE, i.e., Spark Streaming, we should implement cache management using only the VOLUME 7, 2019 distributed operations on RDDs. Furthermore, cache management should not require any data shuffling to satisfy the design goal.
We focus on the LRU policy in this paper, but our implementation is extensible with different cache-cleaning policies. Implementing the LRU policy on top of Spark Streaming is challenging because the in-place update of individual elements in an RDD is not possible, but we need to update the time of last reference of each record. The other RDD, inputKeysRDD, contains the distinct keys present in the input RDD. The keys in inputKeysRDD are associated with the current value of the clock because the records with those keys will be referenced in the current iteration. The clock is incremented at each micro-batch interval. If there exists an entry in LRU_RDD whose key also appears in inputKeysRDD (e.g., 27 in Figure 6 ), the reference time of the entry should be updated. Because an in-place update is impossible, we first remove those entries using subtractByKey and then insert new entries. We insert all the entries of inputKeysRDD into LRU_RDD using union.
We periodically select keys from LRU_RDD whose reference time is smaller than a threshold and then remove records from cachedRDD using those keys. We can guarantee that all the records for a specific join key are evicted from cachedRDD by using subtractByKey. Determining the threshold and avoiding data shuffling will be discussed in Sections IV-D.5 and IV-D.6.
4) BALANCING LOAD BETWEEN THE SPE AND THE EXTERNAL DATABASE SYSTEM
We balance load between the SPE and the external database system by adjusting the size of cache SPE . The load of the database system decreases as the cache SPE size increases, but the load of the SPE increases because cache-related operations such as cogroup and subtractByKey slow down. We monitor the execution times of cache-related and database-related operations and dynamically adjust the size of cache SPE .
D. ALGORITHM
We first give an introduction of the whole process and then systematically explain each part of the process. The cache referred in this section is cache SPE . Figure 7 shows the flowchart of DS-join, which is iteratively run for each micro batch. At each micro-batch interval, the input RDD is produced. All the branches of the flowchart are processed in parallel by calling an action operation (e.g., count) in each thread. The shaded RDDs in Figure 7 denote persisted RDDs. We persist an RDD if it is used multiple times or used in an action operation and unpersist it when it is no longer needed.
1) WHOLE PROCESS
We first perform a full outer join between the input RDD and cachedRDD, which groups records from the two RDDs sharing the same join key. If we have already partitioned cachedRDD, only the input RDD is shuffled. We then select records in which the input side is not empty because the join type is INNER JOIN. After cogroup and filter, we can process hit and missed data in parallel without any data shuffling. Finally, we union the results of the join processing for hit and missed data.
2) JOIN PROCESSING FOR HIT DATA
The join processing for hit data requires only selecting cogrouped records in which the cache side is not empty and transforming the form of cogrouped records. We need this transformation, flatMapValues, because cogrouped records have the form of (key, ) where 1 ≤ i ≤ m, which we call missedRDD. The other branch retrieves stored records for the cache miss join keys in parallel using mapPartitions, as mentioned in Section IV-C.1. Here, we set the preservesPartitioning option of mapPartitions to true to preserve the partitioning information. The retrieved records are transformed into a pair RDD of (join key, record), which we call DB_RDD. We can join missedRDD and DB_RDD without any data shuffling because both RDDs have the same partitioner, which is the partitioner of cachedRDD.
4) CACHE INITIALIZATION
In Figure 7 , the cache initialization step creates a pair RDD from a cache file and partitions it using partitionBy. We create a cache file in advance by randomly selecting stored data. The cache file should be big enough to fully utilize all of the worker nodes. We need this step because without it, the initial size of cachedRDD would be too small to be distributed across all of the worker nodes. In Spark, the initial distribution of an RDD greatly affects overall performance because it determines the set of nodes to be used for future operations on the RDD. This step is executed only once before the continuous join processing is started. We pre-partition cachedRDD in this step considering the total number of CPU cores available in the worker nodes.
5) CACHE MANAGEMENT
In each iteration, the cache management step in Figure 7 removes some records from cachedRDD using the remove list produced by a cache-cleaning policy. The remove list includes the keys of records that need to be removed. If the remove list is empty, the cache-cleaning step (subtractByKey) is skipped. Because our implementation of cache management is decoupled from any particular cache-cleaning policy, it is extensible with different cachecleaning policies. After cache cleaning, DB_RDD, which contains newly retrieved records from the database, is added to cachedRDD using union. Because both DB_RDD and cachedRDD are partitioned by the same partitioner, they can be unified into a single RDD without any data shuffling. Finally, cachedRDD is persisted and will be used in the next iteration.
We periodically checkpoint cachedRDD because if there is no checkpoint, the lineage of cachedRDD becomes too long, complex, and expensive to analyze. We use localCheckpoint rather than checkpoint for better performance because checkpoint is more fault-tolerant, but more expensive. Figure 8 shows the implementation of the LRU policy for cache cleaning, which corresponds to the box labeled ''cache-cleaning policy'' in Figure 7 . Initially, LRU_RDD VOLUME 7, 2019 is created from the cache file and pre-partitioned by the same partitioner of cachedRDD. Because cogroupedRDD in Figure 7 has distinct keys present in the input RDD, we can obtain inputKeysRDD from cogroupedRDD. For LRU_RDD, we first select entries that are recently used based on the threshold determined in the previous iteration. We then update the reference time and insert new entries using subtractByKey and union, as explained in Section IV-C.3. We note that there is no data shuffling because both inputKeysRDD and LRU_RDD have the same partitioner. Finally, we generate the remove list by selecting entries from LRU_RDD whose reference time is smaller than the current threshold.
The threshold is defined by the size of a cache window. If we have cached records that are referenced in the latest n iterations (excluding the current iteration), the size of the cache window is n; and the threshold is c − n where c is the current value of the clock. The cache window size may be fixed or dynamically adjusted by a load balancing algorithm. To prevent out-of-memory error caused by a large cache window size, DS-join uses a parameter to limit the maximum size of the cache window.
6) LOAD BALANCING
Algorithm 1 shows the load-balancing algorithm. To balance loads, we adjust the cache window size (or CWS) for cache SPE based on the execution times of the DB-related part and the two cache-related parts A and B shown in Figure 7 . Let T i DB be the execution time of the DB-related part at the ith iteration. Let T i cache be the sum of the execution time of the cache-related part A at the ith iteration and that of the cache-related part B at the i − 1th iteration. In lines 1 and 2, if T i DB + T i cache increases after the last change on CWS, we cancel the unsuccessful change by setting CWS to the last successful value (or sCWS). We set sCWS to the current value 
E. DISCUSSION
We choose the micro-batch model for the join between streaming and stored data because it can reduce the number of database accesses compared with the record-at-a-time model, which issues one query per input record to access the database. Using the micro-batch model, DS-join issues only n queries per micro-batch where n is the number of parallel partitions. The advantage of the micro-batch model becomes more prominent as the database size increases because the database access time increases. We note that, however, without the optimization techniques of DS-join, the micro-batch model itself could show worse performance than the recordat-a-time model as we can see in Experiment 9 in Section V-B because of the overhead of coordinating and scheduling batch jobs [28] .
Our work is not Spark Streaming-specific and can be easily extended to other SPEs that support the micro-batch model. For example, Trident [42] is a high-level abstraction on top of Storm that processes a stream as a series of small batches and provides batch processing APIs, which are similar to those of Spark Streaming. The optimization techniques of DS-join can be implemented for Trident using partition-local operations that apply locally to each partition, repartitioning operations, and state management [43] .
Our work can also be extended to other SPEs that use the record-at-a-time model but support the window semantics. A window is a finite subsequence of a stream [44] , and a tumbling window is a non-overlapping window. We can consider a tumbling window as a micro batch and implement the optimization techniques of DS-join using existing functions of the SPEs. For example, we can manage a cache in the SPE using state management and perform a streamcache join using a stream-stream join if we treat a cache as a bounded stream. We leave these extensions as topics for future work.
For non-static databases, DS-join can be extended to provide cache coherence between cached SPE and the database using the Change Data Capture (CDC) feature provided by most of database management systems. DS-join receives the stream of record updates from the database using CDC and removes the cached records whose key appears in the stream before the join processing for each micro batch. The updated records will be retrieved from the database and cached again. This technique provides near real-time data consistency.
Although the algorithm of DS-join focuses on inner joins, supporting outer joins is very easy because most of SPEs provide outer join operations. We can perform a left outer join between the input stream and the database if we use leftOuterJoin instead of join in the missed-data join part in Figure 7 . We do not allow right and full outer joins between the input stream and the database because we assume that the database does not fit in the SPE's memory.
Most of SPEs provide non-equi-join (or theta join) operations, and DS-join can be extended to support non-equijoins by using them. However, we do not allow non-equi-joins because the output size of the join often exceeds the memory size of the SPE for large databases. For example, non-equijoin conditions such that stream_data.key = DB_data.key result in almost all of the database records being retrieved.
Finally, we focus on structured and semi-structured data in this paper and plan to support unstructured data such as text in future work.
V. EXPERIMENTAL EVALUATION A. EXPERIMENTAL SETUP
We compare our method, DS-join, with the open-source edition of Esper, Storm, and Flink in terms of throughput and latency. We choose Esper because it directly supports join processing between streaming and stored data, and Storm and Flink because they can call arbitrary external functions including database lookups.
Because the open-source edition of Esper does not support distributed processing, we implement distributed processing functionality on top of it. There are n worker nodes, where each of them is running one Esper instance. Each Esper instance has its own cache and independently processes one input stream. The cache size is manually optimized for the best performance. We note that this implementation of Esper does not have the overhead of supporting fault tolerance, but Storm, Flink, and DS-join have the overhead. We note that the existing method [3] that processes cache miss records as a batch shows similar throughput compared with Esper because the gain obtained with batch processing is small due to the queueing time when the batch interval is short (<1s) (see [3, Fig. 3]) . We exclude Esper Enterprise Edition because the license agreement disallows publishing performance tests.
Storm and Flink support distributed processing of streaming data, but do not natively support join processing between streaming and stored data. We implement join processing according to the record-at-a-time model of Storm and Flink. For Flink (Storm), the join operation is implemented using a map (bolt) API. Each worker node has its own cache, and the cache size is manually optimized for the best performance. We note that, in record-at-a-time systems such as Storm and Flink, processing a group of records in a batch is not trivial because we should consider the distributed fault-tolerance mechanism of each system, which assumes that records are processed one-by-one. This is another research topic of our future work.
Flink supports a window join that joins the elements of two streams lie in the same window. However, implementation of the stream-relation join using a window join is not trivial because the relation is stored in an independent external database system and does not fit in the SPE's memory. The implementation is another research topic with challenging problems such as managing a cache in the SPE using state management and performing a stream-cache join. Further research on this topic is our future work.
For Esper, n input streams are sent to n worker nodes with one-to-one correspondence because Esper does not support distributed processing. For the other methods, the n input streams are shuffled into n worker nodes. To receive the n input streams, Storm uses n spouts, and Flink and DS-join use n stream sources. For a fair comparison, we set the parallelism of the join operation of all the methods to n. For Esper, we use n Esper instances; for Storm, we use one bolt with n executors; for Flink, we set the parallelism of the map operator to n; for DS-join, we set the number of partitions to n.
Our experimental system has a two-tier cache hierarchy for stored data. The first tier is the cache cache SPE of the distributed SPE, and the second tier is the cache cache DB of the external database system. The two caches cache SPE and cache DB reside in different independent systems. DS-join controls only cache SPE and does not know even the existence of cache DB . In general, cache SPE is smaller and more significant than cache DB . We use synthetic TPC-H datasets [45] and a real weather dataset [46] . To measure the average throughput for each dataset, we count the number of join results in a period of 10 minutes after the cache cache DB of the distributed database system, MongoDB [47] , is warmed up. Because cache SPE is smaller than cache DB , cache SPE is also warmed up. For all the methods, we use the maximum input rate (i.e., the number of incoming records per second) that the system can sustain. For example, for DS-join, the processing time of a micro batch almost reaches the micro-batch interval at the maximum input rate.
TPC-H simulates the activities of a wholesale supplier. We store the PART table in MongoDB and use the  LINEITEM table as streaming data. The PART table is distributed by hash partitioning. The PART table contains information about each item, and the LINEITEM table contains the quantity ordered and the corresponding supplier for each item ordered. The query used in the experiments joins the two tables to retrieve information about items ordered; the join key is the part ID. We can generate a TPC-H dataset with a specified amount of data, which is referred to as a scale factor (SF). According to the TPC-H specification [45] , the number of rows in the PART (LINEITEM) table is SF * 200,000 (SF * 6,000,000). The size of the database that stores the PART table and an index on the part ID for TPC-H SFs 100, 1,000, and 10,000 is 5.3, 55.9, and 532.4 GB, respectively. The database size does not increase exactly linearly with SF because the internal storage structures of the database system also affect the size. The LINEITEM table is not stored in the database, but a set of rows is read from raw text files and streamed to the SPE. If we reach the end of the files, we start from the beginning again. For each experiment, we generate enough number of records for the LINEITEM table (about 100 GB) to perform testing with a given probability distribution. If we generate the whole LINEITEM table, it would be unnecessarily too big and time consuming. For example, the size is more than 7 TB for SF 10,000.
The weather dataset contains 139 million records collected from world-wide weather stations for a 10-year period from Dec. 1981 to Nov. 1991. We use a much larger dataset, weather ×10 , with 1.39 billion records obtained by duplicating the weather dataset 10 times. We store records from Dec. 1981 to Dec. 1990 in MongoDB and use records from Jan. 1991 to Nov. 1991 as streaming data. The streaming data is in random order. The join key is a tuple of latitude, longitude, month, day, hour, and a sequence number field that distinguishes duplicates. The database size is 336 GB including the size of an index on the join key.
We use Spark Streaming 2.1.0, MongoDB 3.2.12, Mesos 1.1.0 [48] as a cluster manager, Esper 5.5.0 with a JDBC driver for MongoDB [49] , Storm 1.2.1, Flink 1.6.0, a Scala toolkit for MongoDB [50] , and Scaffeine [51] for implementing cache SPE for Storm and Flink. All the nodes are connected by 1 gigabit ethernet network and installed with Ubuntu 14.04 LTS. Table 1 shows the parameters used for experiments. We perform a checkpoint every 20 iterations, unless explicitly stated otherwise. The micro-batch interval of DS-join is set to 700 ms, unless explicitly stated otherwise. The experiments are conducted on the hardware platforms shown in Table 2 . The storage devices for all the nodes are Samsung 850 PRO 256 GB SSDs.
B. EXPERIMENTAL RESULTS
We conduct the following experiments to test various scenarios. 
Experiment 1 (TPC-H Throughput as the Database Size is Varied):
We measure throughput for the TPC-H SFs 100, 1,000, and 10,000. The join key is uniformly distributed as defined in the TPC-H specification. To warm up cache DB , we access 20 million PART records from ID = 1 to 20 million. For SF 100, the database is small enough to fit in cache DB , but larger than the size of cache SPE . In contrast, for SF 10,000, the database is too big to fit in cache DB .
We use 4 nodes for worker nodes and 4 nodes for DB nodes. A worker node and a DB node are physically distinct. There are 4 input streams. We call this configuration the default system configuration. Figure 9 shows that DS-join achieves much higher throughput than the other methods for all the database sizes. Flink achieves higher throughput than Esper and Storm, and the improvement of DS-join over Flink is up to 2.2 times. This is because DS-join reduces the number of database accesses using micro-batching and optimizes the join processing. The advantage of DS-join becomes more prominent as the database size increases because the database access time increases.
We note that, for the uniform distribution of the join key, the throughput only slightly decreases as the database size increases because the caching effectiveness is very low. The hit ratios of cache SPE of all the methods are very low (<10%) even for SF 100 because of the uniform distribution. Furthermore, the ratio of the cache DB size to the database size only slightly affects overall throughput because the network communication cost is larger than the local database processing cost including the cache DB miss cost.
Experiment 2 (Throughput and Latency for TPC-H as the Micro-Batch Interval is Varied):
We measure throughput and latency by varying the micro-batch interval. For DS-join, we measure latency in terms of the micro-batch interval. For the other methods, we measure both average and 99th percentile latency. We use TPC-H SF 10,000 under the default system configuration. Figure 10 shows that DS-join can perform near real-time processing by using a small micro-batch interval. Decreasing the micro-batch interval less than 600 ms causes the throughput to decrease because the gain introduced by the micro-batch processing decreases. Increasing the microbatch interval more than 700 ms only slightly increases the throughput. The throughput of DS-join is significantly higher than that of the other methods until the micro-batch interval reaches 200 ms. The average (99th percentile) latency of the other methods is 1.6 to 3.2 ms (3 to 5 ms), which is much smaller than the latency of DS-join because incoming records are processed immediately after arrival.
Experiment 3 (TPC-H Throughput as the Data Distribution is Varied):
Under the default system configuration, we use the Zipfian distribution for the join key of the LINEITEM table because many large datasets follow the Zipfian distribution [52] . To generate the Zipfian distribution, we use an open-source program [53] . To warm up cache DB , we access 20 million PART records in decreasing frequency order in the join key of the LINEITEM table. Figure 11 shows that compared with the throughput for the uniform distribution, the throughput for the Zipfian distribution is much higher for all the methods. Because the Zipfian distribution is highly skewed, the hit ratio of cache SPE of all the methods is much higher (> 50%) than that for the uniform distribution. DS-join achieves the highest throughput also for the Zipfian distribution. Flink achieves higher throughput than Esper and Storm, and the improvement of DS-join over Flink is up to 1.9 times. The improvement of DS-join over the other methods is slightly decreased compared with that for the uniform distribution because the average database access time per input record is reduced due to the higher hit ratio. As the database size increases, the advantage of DS-join increases because the hit ratio decreases.
Experiment 4 (TPC-H Throughput When the HashPartitioning Technique is Used):
In this experiment, we test the effect of the hash-partitioning technique of DS-join on the other methods under the default system configuration. For Esper, the input is hash-partitioned by the join key in advance and stored in files. At runtime, each Esper node receives an already hash-partitioned input stream. We note that this method, Esper hash , is the best case for Esper because it does not have the overhead of input shuffling that the other methods have, and the hit ratio of cache SPE is improved. In general, the input is not already partitioned in advance. For Storm and Flink, we apply hash partitioning on the join key for the input streams. We use the fieldsGrouping function for Storm and the keyBy function for Flink. Figure 12 shows that for large databases (SFs 1,000 and 10,000), DS-join significantly outperforms the other methods because the effect of cache SPE decreases. Among Esper hash , Storm hash , and Flink hash , only Esper hash outperforms DSjoin only for SF 100 with the Zipfian distribution, as shown in Figure 12 (b). This is because the hit ratio of Esper hash is improved by already hash-partitioned input streams and Esper hash does not have the overhead of input shuffling that Storm hash , Flink hash , and DS-join have.
Experiment 5 (Maximum Processing Time for TPC-H as the Input Rate is Varied):
To demonstrate the effectiveness of the load-balancing algorithm of DS-join, we measure the maximum processing time of a micro batch for TPC-H as the input rate is varied from 2,000 to 14,000. We compare DS-join with a baseline method, DS-join static , whose cache window size is optimized for the input rate 2,000 and fixed as a constant. The microbatch interval is set to 1 s. We use TPC-H SF 100 with the Zipfian distribution under the default system configuration. Figure 13 (a) shows that as the input rate increases, DS-join outperforms DS-join static because DS-join increases the cache window size from 5 to 150 to reduce the load of the database system, but DS-join static does not. Figure 13(b) shows that the number of cache misses per micro-batch for DS-join static is higher than that for DS-join because of the smaller cache window size.
Experiment 6 (Stability Test):
To demonstrate the stability of DS-join, we run DS-join for 24 hours and measure the average processing time and cache window size for each hour. We use TPC-H SF 10,000 with the Zipfian distribution under the default system configuration. Figure 14 (a) shows that the processing time (the cache window size) becomes stable very quickly within 1 minute after decreasing (increasing). Figure 14(b) shows that the average processing time of a micro batch continuously does not exceed the micro-batch interval (700 ms) after a stable state is reached. 
Experiment 7 (Scalability Test):
To test the scalability of DS-join, we measure TPC-H throughput by varying the number n of nodes from 4 to 8. In this experiment, there are n input streams and n nodes where each of the nodes is a worker as well as a DB node. Thus, both the SPE and the database system are scaled out as n increases. We use the Zipfian distribution. Figure 15 shows that the improvement of DS-join over the other methods decreases as n increases, but DS-join still outperforms the other methods even for the case of SF 100, which is the worst for DS-join. For each scale factor, as more DB nodes are used, the database shard on each DB node becomes smaller, and thus database access time becomes shorter. This means that the benefit of reducing database accesses, i.e., the advantage of DS-join decreases. However, as long as the database cannot fit in cache SPE , database access is still the slowest operation among all the operations performed in join processing. Thus, even if the cluster is scaled further, DS-join will perform better than the other methods if the database is big enough. Using eight commodity PCs, DS-join achieves throughput of 27,859 records per second for SF 100 and 15,359 for SF 10,000. default system configuration, we measure throughput and latency for the weather ×10 dataset by varying the micro-batch interval. To warm up cache DB , we randomly access 5 million records, which is enough to fill cache SPE . Figure 16 shows the result, which it similar to that for TPC-H datasets. DS-join outperforms the other methods when the micro-batch interval exceeds 600 ms. Increasing the microbatch interval more than 800 ms only slightly increases the throughput. The average (99th percentile) latency of the other methods is 1.5 to 6.4 ms (3 to 34 ms). These latencies are very small, but DS-join can handle higher input rates.
Experiment 9 (The Effect of the Optimizations in DS-Join):
To see how much of the performance improvements come from the optimizations in DS-join, we compare DS-join with naive methods without the optimizations. The naivest one, DS-join 1st , uses only micro-batching, i.e., vanilla Spark Streaming with database access. For each partition of the input RDD, DS-join 1st generates one query in which all the join keys present in the partition are connected by OR. The second-most naive one, DS-join 2nd , uses micro-batching and caching as in Section IV-C.3. The third-most naive one, DS-join 3rd , is an enhancement of DS-join 2nd that minimizes data shuffling using cogroup as in Section IV-C.2. Finally, DS-join is an enhancement of DS-join 3rd that parallelizes join processing as in Section IV-C.1. For all the methods that use cache SPE (DS-join 2nd , DS-join 3rd , and DS-join), we control data partitioning for cache SPE to avoid shuffling as in Section IV-D.5 because without this optimization, the performance is worse than that of DS-join 1st . We also apply the load-balancing technique for all the methods except DS-join 1st , which does not use caching. We note that the effect of the load-balancing technique is shown in Experiment 5. We use TPC-H SF 100 with the Zipfian distribution under the default system configuration. Figure 17 shows that each optimization technique has its own improvement, and DS-join significantly outperforms all the naive methods. Without the optimization techniques, the micro-batch model itself could show worse performance than the record-at-a-time model due to the overhead of batch processing.
Experiment 10 (The Effect of the Checkpoint Interval of DS-Join):
To see the effect of the checkpoint interval of DS-join on the performance of the system, we measure throughput by varying the checkpoint interval of DS-join. We use the TPC-H SF-100 dataset under the default system configuration, which is the worst case for DS-join. Figure 18 shows that DS-join achieves the best throughput at the interval of 20 iterations. As the checkpoint interval decreases, the throughput deceases because the checkpoint overhead increases. On the other hand, as the checkpoint interval increases, the throughput deceases because the cost of lineage analysis increases. For the interval from 5 to 40, DS-join shows better or similar throughput compared with Flink. We note that automatic checkpointing [55] is another research topic.
Experiment 11 (The Effect of Distribution Changes on DSJoin):
To see what happens if the distribution changes over time, we start from the uniform distribution then change to the Zipfian distribution then go back to the uniform distribution. Each distribution lasts for 10 minutes, and we measure the average throughput per minute. We use the TPC-H SF-100 dataset under the default system configuration. Figure 19 shows that DS-join quickly adapts to the distribution changes by the virtue of the dynamic cache management algorithm (Algorithm 1).
C. DISCUSSION
The record-at-a-time model of existing methods shows low latency, but it is hard to use when incoming records are arriving at a very fast rate. If the immediate processing of incoming records cannot follow the fast input rate, the system might violate the Quality of Service (QoS) requirement. In the case of high input rates, we need to sacrifice latency for throughput. DS-join is adequate for such an environment because it achieves high throughput by using micro-batching, minimizing data shuffling, parallelizing join processing, and balancing loads. Moreover, the performance advantage of DS-join over the state-of-the-art methods becomes more marked as the database size increases. Thus, DS-join is suitable for big data.
Besides the higher throughput, DS-join also has other advantages. Owing to the complexity of real systems, the manual tuning of the cache size is difficult and timeconsuming. Furthermore, when the workload or configuration changes, the tuning job must be performed again [56] .
In contrast to existing methods, DS-join automatically tunes the cache size by using the load-balancing algorithm. Fault tolerance is also supported in DS-join because it is implemented on top of Spark Streaming.
VI. CONCLUSIONS AND FUTURE WORK
As a pioneer work, we have identified challenges in joining streaming and stored big data in a distributed environment. We have proposed a comprehensive solution for distributed processing of the join under the micro-batch model. We have performed extensive experiments using real and synthetic datasets, and experimental results show that our method significantly improves throughput compared with the state-ofthe-art SPEs. Because we implement our method in a widely used distributed SPE, Spark Streaming, our work has the potential for wider applicability and is practically useful to the big data community.
We have several future directions to pursue. First, we plan to extend our work to other SPEs that support the microbatch model and that use the record-at-a-time model but support the window semantics. Second, we plan to support similarity joins between streaming and stored text data, which can be applied to many online text mining problems. Third, we plan to apply our join methods to online machine learning problems that require to integrate streaming and stored data. Fourth, we plan to develop an application in finance using the distributed join and online machine learning methods.
APPENDIX
See Table 3 .
