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Модуль прогнозирования осложнений после 
трансплантации костного мозга у детей с лейкозами
Описан программный модуль, оценивающий вероятность возникновения осложнений после трансплан­
тации костного мозга. В основу положена модель, построенная на основе логистической регрессии и исполь­
зующая базу данных, содержащую записи 155 пациентов в возрасте от 5 до 21 года. Модуль содержит по­
дробное графическое представление результатов в виде ROC-кривой, вычисленных значений истинного и 
ложного прогнозов, а также отношения правдоподобия полученных оценок. На графиках выделяются обла­
сти достоверного и недостоверного прогнозов, а также область невозможности прогнозирования.
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Трансплантация костного мозга (Т К М ) -  про­
цедура, используемая для лечения лейкозов. На 
этапе подготовки обычно используют химиотера­
пию, которая ослабляет иммунитет. В результате 
пациент в этот период подвержен различным ин­
фекциям (бактериальным, вирусным, грибковым). 
Для борьбы с инфекциями пациенту делают про­
филактические процедуры [1].
Инфекционные осложнения часто являются 
причиной смерти, поэтому до ТКМ  лечащий врач 
проводит собеседование, на котором принимается 
решение о трансплантации. Представленный в 
настоящей статье программный модуль наглядно 
демонстрирует вероятность возникновения ослож­
нений, тем самым облегчает принятие решения и 
повышает его объективность. В частности, пред­
ставление информации программным модулем об­
легчает ее понимание родителями или опекунами 
ребенка, дающими согласие на трансплантацию.
В большинстве известных прогностических 
калькуляторов [1]-[3] используются многомерные 
регрессионные модели, разработанные для получе­
ния оценок одной целевой переменной (ЦП), зави­
сящей от нескольких переменных. В случае логи­
стической регрессии ЦП имеет бинарный тип. Про­
гнозируется вероятность появления целевой катего­
рии в зависимости от независимых переменных.
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В настоящей статье ЦП  характеризует воз­
можность появления осложнений. Она является 
бинарной со значениями "да" или "нет". Целью 
построения логистической регрессии является 
достижение ЦП  значения "нет".
Логистическая регрессия -  статистический 
подход, используемый для оценки связи дихото­
мической зависимой переменной от набора не­
зависимых переменных [4]. Благодаря тому что 
значения логистической функции заключены в 
интервале [0, 1] (рис. 1), ее удобно использовать 
для описания вероятности прогноза целевой ка­
тегории:
1
p ( г ) = -
1 + e
(1)
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г
Аргумент г регрессионного уравнения (1) за­
писывается как взвешенная сумма всех независи­
мых переменных X t , включенных в модель:
г  = ! Р гХ г-, i = 1, m, (2)
где Pi -  весовые коэффициенты, определяемые в
результате построения модели; m -  количество 
независимых переменных.
Переменная г (2) строилась обычным поша­
говым методом в процедуре логистической ре­
грессии пакета SPSS [5]. Исходными данными 
являлся экспериментальный материал медико-био­
логических параметров: база данных из 155 запи­
сей детей в возрасте от 5 до 21 года. Перед по­
строением модели был выполнен разведочный 
анализ [6], который позволил получить список 
потенциальных предикторов из 21 переменной, 
на основе которого сформирована логистическая 
модель из 6 переменных.
Предложенная модель прогнозирования от­
сутствия осложнений (состояние "нет") представ­
ляет собой линейное уравнение из бинарных не­
зависимых переменных X i , i = 1, 6 :
г  =  ln
p  ( г )
=  1.771X1 + 0.984X 2 -
1 -  p ( г )
-1.365X 3 -1.853X 4 - 2 X 5 - 2.75X6. (3)
Для приведения исходных данных к бинар­
ным значениям { 0, 1}  использовано внутреннее
преобразование при построении регрессии. Весо­
вые коэффициенты (3) получены в процессе под­
гонки модели.
Значение г = 0 используется как порог клас­
сификации: при г  >  0, состояние классифицирует­
ся как целевая категория (в данном случае -  со­
стояние "нет"), а при г < 0 как альтернативная 
категория ("есть") (рис. 1). Полученная модель не 
единственная, возможны и другие варианты, 
например учитывающие двухфакторные связи [6].
С точки зрения радиотехники логистическая 
регрессия похожа на задачу распознавания двух 
сигналов, соответствующих различным состоя­
ниям индивида, причем распределения состояний 
могут различаться. Отношение "сигнал/шум", 
используемое для решения этой задачи, отражает 
полноту представления и качество извлечения 
информации из исходных данных.
Выражение (3) с учетом преобразования (1) 
доступно для анализа влияния указанного в нем 
набора переменных на ЦП и классификации 
осложнений конкретного индивида. Однако для
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применения модели в целях медицинской диагно­
стики и проверки ее качества целесообразно пе­
рейти к общепринятым в указанной отрасли ха­
рактеристикам прогнозирования: чувствительно - 
сти и специфичности, которые, в свою очередь, 
можно получить из RO C-кривых1 [3], [6], [7].
Чувствительность метода определятся как доля 
правильных решений среди всех положительных:
Sen = T P / (T P  +  F N ) ,
где TP, F N  -  количества верных и ошибочных 
положительных решений соответственно.
Специфичность метода определяется как доля 
правильных отрицательных решений среди всех 
отрицательных:
Spe = TN /  (T N  +  F P ),
где TN, F P  -  количества верных и ошибочных 
отрицательных решений соответственно.
Если при отсутствии сигнала плотность вероят­
ности значений анализируемого параметра г  имеет 
вид ф1( г ) , а при его наличии -  вид ф2 ( г ) (рис. 2), 
вероятности принятия решений при пороге г = г п 
определяются указанными на рис. 2 площадями.
R O C-кривая -  это график, построенный в ко­
ординатах "Sen -  Spe" (Spe = 1 -  Spe) (рис. 3),
позволяющий оценить качество работы класси­
фикатора через уравнивание его чувствительно­
сти и специфичности. Классификатор обладает тем 
лучшим качеством, чем выше над биссектрисой 
первого квадранта 1 проходит его ROC-кривая 2.
В медицинской практике для принятия реше­
ния о классификации конкретного набора незави­
симых переменных, характеризующих индивида, 
обычно используется критерий идеального наб­
людателя [7], [8], согласно которому ошибки пер­
вого и второго рода уравниваются. В ROC-про­
странстве (рис. 3) порог по критерию идеального
ROC -  receiver operating characteristic (рабочая характе­
ристика приемника).
наблюдателя выбирается как точка, наиболее 
близкая к пересечению RO C-кривой 2 с линией 3, 
в котором Spe = 1 -  Sen (на рис. 3 обозначена 
круглым маркером).
ROC-пространство на рис. 3 разбито на две ча­
сти линией 1. Пространство, лежащее выше этой 
диагонали, относится к выбору целевой категории. 
Пространство ниже диагонали относится к оши­
бочному выбору категории. Сама диагональ соот­
ветствует случайному выбору или ’’нулевому про­
гнозу”. Обычно используется первый вариант. По­
явление порога классификации позволяет разбить 
ROC-пространство еще на две части: пространство 
отсутствия осложнений 4 (целевая категория) и 
пространство осложнений 5 (альтернативная кате­
гория). В этих двух пространствах и должны быть 
представлены характеристики прогнозирования 
осложнений индивидов.
ROC-кривая -  один из популярных видов пред­
ставления информации о модели прогнозирования. 
По ней видно, как регрессионный анализ извлекает 
информацию о ЦП из экспериментальных данных, 
как оценивается качество прогнозирования.
Интегрально качество извлечения информа­
ции оценивается по площади между реальной 
RO C-кривой и линией нулевого прогноза (крите­
рий A U C  [7]). Кроме того, из RO C-кривой видны 
связь ошибок первого и второго рода модели, по­
тенциальные значения Sen и Spe, однако по ней
сложно определить вероятности прогнозов для 
реального индивида.
Поэтому второй вариант представления модели, 
который используется в разрабатываемом моду­
ле, -  график зависимости вероятностей прогнозов 
от значений регрессионного уравнения z (2). 
Предлагается ввести: вероятность истинного про­
гноза (ТИп ) -  правильного предсказания состоя­
ния при его истинности и вероятность ложного 
прогноза ( л и  ) -  предсказания состояния при
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его ложности. Вместо значений чувствительности, 
специфичности и их дополнений предлагаются пе­
ременные: РИи1 -  вероятность истинного прогноза 
состояния ’ нет”, Рдш  -  вероятность ложного про­
гноза состояния ’ нет”, /Иио -  вероятность истин­
ного прогноза состояния ”да”, /Дио -  вероятность 
ложного прогноза состояния ”да”.
Значения ТИп и /Дп определяются по ROC-кри­
вой в соответствии с выбранной областью (рис. 3). 
Для области прогнозирования отсутствия ослож­
нений (рис. 3, 4) ТИп1 определяется по оси Sen 
как разность между пороговым значением и точ­
кой состояния пациента, а Рдш  -  как разность по
оси Spe между порогом и точкой состояния па­
циента (рис. 4).
Для области прогнозирования осложнений 
(рис. 3, 5) вычисляются такие же разности, но для
ТИио по оси Spe, а /дпо -  по оси Sen (рис. 5).
По значениям ИП и Л П  строится график про­
гнозов (рис. 6) в зависимости от значений регрес­
сионного уравнения z , т. е. от состояния пациента. 
По этому графику более просто классифициро­
вать осложнения (наличие -  левее порога, отсут­
ствие -  правее) и определять числовое значение 
прогноза. На рис. 6 в области прогнозирования 
отсутствия осложнений сплошная кривая -
вероятность P-и ш  и штриховая кривая -  вероят­
ность P лп l переходят после порогового уровня в 
штриховую линию P n ^  и сплошную линию 
P]3OT в области прогноза наличия осложнений 
соответственно. Как видно из рис. 6, условие 
нормировки выполняется.
По графику прогнозов (рис. 6) определилась 
область, где вероятность Л П  оказалась выше ве­
роятности ИП (на рис. 6 , 1). Эту область следует 
отнести к невозможности прогнозирования, воз­
никновение которой обусловлено различием рас­
пределений вероятностей ф1( г ) и ф2 ( г ) вблизи 
порогового уровня и значительными величинами 
ошибок первого и второго рода.
Третий вариант представления характеристик 
прогнозирования (рис. 7) -  отношения правдо­
подобия
L R 1 = Pn m  / ^ Л т ; L R 0 = ^ Л т
или относительный риск. Эта статистика широко 
используется для описания взаимосвязи номиналь­
ных переменных [5].
Оценки отношения правдоподобия можно задать 
в интервальном виде с учетом 95 %-го довери­
тельного интервала (ДИ). Тогда вне зоны (рис. 7, 1) 
значения регрессионного уравнения (2) таковы, 
что весь ДИ лежит выше 1, что указывает грани­
цы, гарантирующие правильность прогноза с 
95 %-й достоверностью. Эти значения могут быть 
использованы в лечебной практике как границы 
достоверного прогноза.
Если ДИ L R  включает значение 1, это означа­
ет, что прогноз ненадежен и может наблюдаться 
как одно состояние, так и другое.
Так, на рис. 7 левая граница области 1 дает 
превышение оценки наличия осложнений над
оценкой их отсутствия в 2.3 раза при 95 %-м ДИ, 
а правая граница этой области -  превышение 
оценки отсутствия осложнений над оценкой их 
наличия в 1.8 раза поэтому справа и слева от 1 
находятся области надежных прогнозов. В обла­
сти 1 вероятность истинного прогноза может ока­
заться меньше вероятности ложного прогноза -  
это область ненадежного анализа.
По мере увеличения объема анализируемой 
выборки превышения верных оценок над оши­
бочными на границах области 1 будут снижаться.
Описание программного модуля. Програм­
мный модуль написан на языке Matlab с исполь­
зованием графического интерфейса GUIDE. М о­
дуль исполняется в среде Windows 7.
При исполнении модуля формируется главное 
окно (риа 8), в котором расположены: блок выбо­
ра значений предикторов 1 , блок вывода числен­
ных результатов 2 и окно графических представ­
лений 4. Результаты в окне 4 могут быть отобра­
жены в формах, соответствующих рис. 3, 6, 7. 
Вариант представления задается в выпадающим 
меню в окне 3.
В блоке выбора значений предикторов 1 раз­
мещены независимые переменные X i , i = 1, 6 (2), 
входящие в модель регрессии. Задавая набор пре-
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дикторов состоянии конкретного пациента, т. е. 
определяя вектор его состояния, можно получить 
числовые характеристики прогнозирования ослож­
нений индивида и на их основании принять тера­
певтическое решение.
На рис. 8 приведен пример состояния пациен­
та, определенный предикторами 1. Вычисленное 
значение z = -4.7379 соответствует прогнозирова­
нию осложнений (метка 5). На графике отношения 
шансов эта точка находится в области надежного 
прогнозирования (не менее 95 %). Вычисленное 
отношение шансов говорит о встречаемости 
осложнения 2.53 раза чаще, чем их отсутствия.
Приведенные в настоящей статье материалы 
показывают построение на основании модели 
логистической регрессии программного модуля 
прогнозирования осложнений после трансплан­
тации костного мозга у  детей с лейкозами. Про­
граммный модуль представляет три варианта ви­
зуализации решения проблемы прогнозирования. 
Модуль является инструментом информационной 
поддержки принятия решения в сложных вариан­
тах лечения онкологических заболеваний. На ос­
новании полученных данных из модуля и личного 
мнения врача о пациенте будет вынесено решение 
о трансплантации.
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Abstract. The paper presents the program module that estimates the probability of complications after the bone marrow 
transplantation. The shown approach is based on a logistic regression. The medical database containing the records of 155 
patients aged from 5 to 21 is used. The program module contains a detailed graphical representation of the results in the form  
of a ROC curve, the calculated values of true and false predictions as well as likelihood ratio of the obtained values. The areas 
of reliable and unreliable predictions as well as the area where predictions are impossible are highlighted on the chart.
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