Abstract. An old question asks whether extreme contractions on C(K) are necessarily nice; that is, whether the conjugate of such an operator maps extreme points of the dual ball to extreme points. Partial results have been obtained. Determining which operators are extreme seems to be a difficult task, even in the scalar case. Here we consider the case of extreme contractions on C (K, E), where E itself is a Banach space. We show that every extreme contraction T on C(K, E) to itself which maps extreme points to elements of norm one is nice, where K is compact and E is the sequence space c 0 .
By an extreme contraction, we mean an element T of the set L(X, Y ) of bounded linear operators from a Banach space X to a Banach space Y , which is an extreme point of the unit ball of L(X, Y ). In 1965, Blumenthal, Lindenstrauss, and Phelps [2] showed that the conjugate T * of an extreme contraction T on the space C(Q) of real-valued continuous functions on a compact metric space Q to C(K), where K is compact and Hausdorff, must map the extreme points of C(K) * to extreme points. Such operators have been called nice operators [6] . In fact, what Blumenthal, Lindenstrauss, and Phelps really showed was that the operator T must have the form
T f(t) = h(t)f (ϕ(t)),
where h ∈ C(K) with modulus one, and ϕ is continuous on K to Q. This form is typical of nice operators on continuous function spaces, even in the vector-valued case [1] .
It is always the case, and easy to show, that every nice operator is extreme. The general question to be asked, then, is the converse: if T ∈ L(X, Y ) is extreme, must it be nice? The answer, in general, is no, since it has been shown that there exists a four-dimensional Banach space X and an extreme contraction T from X to C[0, 1] that is not nice [2] . However, there is a positive answer for certain C(K) spaces, as we have already mentioned above, and other versions of the BLP result have been given by several authors. Utilising results of Sharir [7] , Gendler [3] extended the result of BLP [2] to the case of complex-valued functions as follows. The papers of Sharir [7] and Gendler [3] provide a good discussion of the history of the general problem and the names of various contributors. Our goal in the present paper is to generalize the result of Theorem 1 to the case of vector-valued continuous functions. The spaces in question are denoted by C(K, E), where K is a compact Hausdorff space and E is a Banach space. We will generally denote an element of C(K, E) by uppercase letters such as F, G and use the lowercase for scalar-valued functions. Thus, for F ∈ C(K, E), the norm is given by F = sup t∈K F (t) E . By B(X) and S(X) we will mean, respectively, the closed unit ball of X and the surface of the unit ball of X. The set of extreme points of the unit ball of a Banach space X will be abbreviated by ext(X). The reader will recall that the elements of the dual space for C(K, E) are regular Borel measures on K with values in E * , and the extreme points of the unit ball are the point-mass measures of the form x * • ψ t , where x * ∈ ext(E * ) and ψ t is the evaluation function defined by ψ t (F ) = F (t). We will find it convenient to shorten this designation of an extreme point by writing the pair (x * , t) to represent x * • ψ t . The problem of characterizing extreme operators seems difficult. An interesting illustration of this for two-dimensional p -spaces can be found in [5] . Hence, it may not be surprising that we find it necessary to consider a very narrow class of spaces for E. Here is the theorem. The first part of the proof owes much to Gendler's argument in the scalar case.
Theorem 1 (Gendler

Theorem 2. Suppose Q, K are compact Hausdorff spaces and T is an extreme contraction on C(Q, E) to C(K, E), where E
= ∞ (n) or E = c 0 . If T *
maps extreme points to elements of norm one, then T is nice.
Proof. For the proof we will assume E = c 0 .
Let us suppose that T is not nice. There are two cases to consider:
is not a point-mass measure; (ii) T * maps all extreme points to point-mass measures, but there exists a pair
Let us begin with (i). We assume then that T * (x * , t) is a regular Borel measure on K with values in E * and with the norm of the total variation measure ν = |T * (x * , t)| equal to one. The support of this total variation measure, denoted by supp|T Next, we define operators U 1 , U 2 on C(Q, E) by U 1 (F ) = T (gF ) and U 2 (F ) = T ((1 − g) We define a bounded operator U on C(Q, E) by
for each e * ∈ ext(E * ) and r ∈ K. Note that since there is a Schauder basis for E * = 1 whose modulus one scalar multiples exhaust the entire collection of extreme points of B(E * ), the above equation really does define U . Then U * (e * , r)) = V (e * , r) for each (e * , r), and we have
Suppose that F ∈ C(K, E) with F = 1. There exists an extreme point (e * , r) (one for + and one for −) such that
It follows that T ± U ≤ 1, and since T is extreme, we must have U = 0. This assumption would lead us to conclude that for every pair (e * , r), g is constant a.e. with respect to the total variation measure |T * (e * , r)|. However, we observed above that this is not the case for the measure ν = |T * (x * , t)|, and this contradiction proves that T cannot satisfy the first case.
Next we turn to (ii). First we argue that given any y * ∈ B(E * ), we can write y * as a unique convex combination of two elements of B(E * ), one of which has at most finitely many nonzero entries. To this end, let y * = (a 1 , a 2 , . . . ) = 0 be given, and choose the positive integer k with the property that Here, y * r,1 and y * r,2 are the unique elements associated with y * r given in (2) and (3). It is important to note that V (e * , r) = 0 if y * is not an extreme point. We use this V to define a linear operator U on C(Q, E) to C(K, E) in a way similar to what we did in the first case. Given F ∈ C(Q, E), r ∈ K, and z * ∈ ext(E * ) we define
We need to see that UF really is an element of C(K, E). We observe that the only nonzero coordinate of UF (r) for any r ∈ K is the one corresponding to the extreme point e * . Hence, to show that UF is continuous at r, it suffices to show that given any net {r α } in K converging to r, we must have e * (UF (r α )) → e * (UF (r)). Since T F (r α ) → T F (r), we have T * (e * , r α ) converging in the weak * -topology to T * (e * , r), and as a consequence, y * r α converges coordinatewise to y * r . Because of this it will be true that for some index α 0 , the elements y * r α ,1 and y * r,1 as given by (2) for α ≥ α 0 , will have zero values for all coordinates beyond some fixed k. Hence, by the construction given in (2) and the coordinatewise convergence, the corresponding net will converge to y * r,1 in the weak * -topology of E * . Therefore, we also have y * r α ,2 → y * r,2 . Furthermore, we must have s(r α ) → s(r) in Q. Suppose not. Then there is a neighborhood A of s(r) and a subnet s(r β ) such that s(r β ) / ∈ A for every β. Let g be a continuous function on Q to [0, 1] which is zero on Q\A and one at s(r). Let u ∈ E be such that y * r (u) = 0 and G 0 is the function that is constantly u. If G = gG 0 , then 0 = y * r β (G(s(r β ))) y
Proof.
We proceed exactly as in the case of the proof of Theorem 2. If we let ν 1 (e * , r) = U * 1 (e * , r) and ν 2 (e * , r) = U * 2 (e * , r) for r ∈ A(e * ) (as in the lemma), it can be shown that these functions are continuous on A(e * ). Since K is extremally disconnected, it is the Stone-Cech compactification of the dense subset A(e * ), so ν 1 and ν 2 can be extended continuously to all of K and so that ν 1 (e * , r)+ν 2 (e * , r) = 1 for all r ∈ K. Hence equation (1) can be extended to all of K. The rest of the argument follows as before. Note that the proof of case (ii) in Theorem 2 did not require the assumption about mapping extreme points to elements of norm one.
