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Abstract We present a new branch and bound algorithm for weighted Max-SAT, called1
Lazy which incorporates original data structures and inference rules, as well as a lower2
bound of better quality. We provide experimental evidence that our solver is very competi-3
tive and outperforms some of the best performing Max-SAT and weighted Max-SAT solvers4
on a wide range of instances.5
Keywords Max-SAT ·Weighted Max-SAT ·Branch and bound ·Lower bound ·Heuristics ·6
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1 Introduction8
In recent years we have seen an increasing interest in propositional satisfiability (SAT) that has9
led to the development of fast and sophisticated complete SAT solvers like Chaff [29], SATO10
[27], and Satz [15], which are based on the well-known Davis–Putnam–Logemann–Loveland11
(DPLL) procedure [6]. Such algorithms determine whether there is a truth assignment that12
satisfies the input CNF formula.13
A Conjunctive Normal Form (CNF) formula is a conjunction of clauses, each clause being14
a disjunction of literals, and each literal being a propositional variable or its negation. A truth15
assignment is a mapping that assigns to each propositional variable either the value 0 (for16
false) or the value 1 (for true), and it satisfies a clause if it satisfies at least one of its literals17
and satisfies a CNF formula if it satisfies all its clauses.18
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Unfortunately, SAT algorithms are not able to solve the optimization version of SAT: Max-19
SAT. Given a CNF formula φ, Max-SAT consists of finding a truth assignment that minimizes20
the number of unsatisfied clauses in φ. A more general and related problem is weighted Max-21
SAT. In this case, a positive integer, called weight, is associated with each clause and the22
problem consists of finding a truth assignment that minimizes the sum of weights of unsat-23
isfied clauses. A weight represents the significance of the clause or an induced penalty if it24
is violated.25
To the best of our knowledge, there are only four exact algorithms for weighted Max-SAT26
that are variants of the DPLL procedure. The first was developed by Wallace and Freu-27
der [25] (WF), the second was developed by Borchers and Furman [4] (BF), the third,28
which is based on BF, was developed by Alsinet et al. [2] (AMP), and the fourth was29
developed by Xing and Zhang [26] (XZ). All of them are depth-first branch and bound30
algorithms. The first was implemented in Lisp, while the rest were implemented in C and31
are publicly available. A weighted Max-SAT solver that encodes the input instance as a32
weighted constraint network and solves that network with a state-of-the-art weighted Max-33
CSP solver was developed by Givry et al. [8] (toolbar). There are other exact algorithms for34
weighted Max-SAT, but based on mathematical programming techniques [5,13,14]. There35
are also two exact DPLL-based algorithms specialized to solve Max-2-SAT (they do not36
solve weighted Max-2-SAT): one is due to Zhang et al. [28] (ZSM), and the other to Alber37
et al. [1] (AGN).38
An alternative to exact methods is provided by heuristic and approximation algorithms;39
they cannot guarantee that the solution found is optimal, but can solve instances that are40
beyond the reach of the existing exact Max-SAT algorithms. Furthermore, they can be used41
to compute good quality upper bounds in Max-SAT branch and bound solvers [4,26]. One of42
the first heuristic algorithms for Max-SAT is the steepest ascent, mildest descent approach by43
Hansen and Jaumard [10]. Other relevant heuristic algorithms are the reactive search approach44
by Battiti and Protasi [3], and the Greedy Randomized Adaptive Search Procedures (GRASP)45
approach to Max-SAT by Resende et al. [20,21]. In the SAT community, variants of the local46
search algorithms GSAT [23] and WalkSAT [22] have been used to solve Max-SAT; see [24]47
for a survey. Approximations algorithms based on semidefinite programming are described48
in Ref. [7,9].49
In this paper we first present a new branch and bound algorithm for weighted Max-SAT50
which incorporates original data structures and inference rules, as well as a lower bound51
of better quality. We then report on an experimental investigation we have conducted in52
order to evaluate our solver on (weighted) Max-SAT instances. The results obtained provide53
experimental evidence that our solver is very competitive and outperforms some of the best54
performing (weighted) Max-SAT solvers on a wide range of instances.55
Our new solver, which we call Lazy differs from previous solvers in the data struc-56
tures used to represent and manipulate CNF formulas, in the simplification preprocessing57
techniques applied, in the lower bound computation method, and in the variable selection58
heuristic (which is static in our solver).59
2 Preliminaries60
A weighted clause is a pair (Ci , wi ), where Ci is a disjunction of literals and wi , its weight,61
is a positive integer. A weighted CNF formula is a conjunction of weighted clauses. In the62
following when we say clause we refer to a weighted clause, and when we say formula we63
refer to a weighted CNF formula.64
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The weighted Max-SAT problem for a formula φ is the problem of finding an assign-65
ment of values to propositional variables that minimizes the sum of weights of unsatisfied66
clauses (or equivalently, that maximizes the sum of weights of satisfied clauses). When all the67
clauses of a formula φ have weight 1, we usually omit the weights. The Max-SAT problem is68
the weighted Max-SAT problem restricted to formulas whose clauses have weight 1, and is69
defined as the problem of finding an assignment of values to propositional variables that sat-70
isfies as many clauses as possible (i.e., minimizes the number of unsatisfied clauses). When71
all the clauses have at most k literals per clause, (weighted) Max-SAT is called (weighted)72
Max-k-SAT.73
Finally, we introduce the mixed integer programming (MIP) formulation of weighted74
Max-SAT defined in Ref. [20]. That formulation is used in the experimental investigation to75
compare our solver with a MIP solver.76
Let φ = (C1, w1) ∧ · · · ∧ (Cm, wm) be a weighted Max-SAT instance over the the prop-77
ositional variables p1, . . . , pn . Let y j = 1 if variable p j is true and y j = 0, otherwise.78
Furthermore, the continuous variable zi = 1 if clause Ci is satisfied and zi = 0, otherwise.79
The MIP formulation of the weighted Max-SAT instance φ is:80
max F(y, z) =
m∑
i=1
wi zi81
subject to82
∑
j∈I+i y j +
∑
j∈I−i (1− y j ) ≥ zi i = 1, . . . ,m,
yi ∈ {0, 1} i = 1, . . . , n,
zi ∈ {0, 1} i = 1, . . . ,m,
83
where I+i denotes the set of unnegated variables in clause ci and I
−
i is the set of negated84
variables in C j .85
3 A basic solver for weighted Max-SAT86
The space of all possible assignments for a propositional formula φ can be represented as87
a search tree, where internal nodes represent partial assignments and leaf nodes represent88
complete assignments. A basic branch and bound algorithm for weighted Max-SAT explores89
the search tree in a depth-first manner. At every node, the algorithm compares the sum of the90
weights of the clauses unsatisfied by the best complete assignment found so far—called upper91
bound (UB)—with the sum of the weights of the clauses unsatisfied by the current partial92
assignment (unsat) plus an underestimation of the sum of the weights of the clauses that93
will become unsatisfied if we extend the current partial assignment into a complete assign-94
ment (underestimation). The sum unsat + underestimation is called lower bound (LB).95
Obviously, if UB ≤ LB, a better assignment cannot be found from this point in search. In96
that case, the algorithm prunes the subtree below the current node and backtracks to a higher97
level in the search tree. If UB > LB, it extends the current partial assignment by instantiating98
one more variable; which leads to the creation of two branches from the current branch:99
the left branch corresponds to instantiating the new variable to false, and the right branch100
corresponds to instantiating the new variable to true. In that case, the formula associated with101
the left (right) branch is obtained from the formula of the current node by deleting all the102
clauses containing the literal ¬p (p) and removing all the occurrences of the literal p (¬p);103
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Fig. 1 A basic branch and bound algorithm for weighted Max-SAT
i.e., the algorithm applies the one-literal rule [16]. The solution to weighted Max-SAT is the104
value that UB takes after exploring the entire search tree.105
Figure 1 shows the pseudo-code of a basic branch and bound algorithm for weighted106
Max-SAT. We use the following notation:107
• sum-weights-empty-clauses(φ) is a function that returns the sum of weights associated108
with the empty clauses of φ. Empty clause are unsatisfied by any truth assignment.109
• LB(φ) is a lower bound for φ.110
• UB is an upper bound of the sum of weights of unsatisfied clauses in an optimal solution.111
We assume that the initial value is∞.112
• select-variable(φ) is a function that returns a variable of φ through a heuristic113
procedure.114
• φp (φ¬p) is the formula obtained by applying the one-lit ral rule to φ using the literal p115
(¬p).116
State-of-the-art weighted Max-SAT solvers implement such a basic algorithm augmented117
with preprocessing techniques, the computation of an initial upper bound by a local search118
algorithm, clever variable selection heuristics, powerful inference techniques, lower bounds119
of good quality, and suitable data structures.120
4 Lazy: a new weighted Max-SAT solver121
Lazy implements the previous basic branch and bound algorithm augmented with a number122
of improvements that are described below: preprocessing techniques, inference methods,123
lower bound computation, variable selection heuristics, and data structures.124
4.1 Preprocessing125
Before starting to explore the search tree, Lazy obtains an upper bound on the sum of the126
weights of unsatisfied clauses in an optimal solution using a variant of the local search pro-127
cedure GSAT [23]. This technique was first used by Borchers and Furman in their solver BF128
[4] and helps accelerate the search for an optimal solution.129
Besides, Lazy simplifies the input formula by applying a novel resolution refinement:130
It replaces every pair of binary clauses (p1 ∨ p2, w1) and (¬p1 ∨ p2, w2) with the clauses131
(p2,min(w1, w2)), (p1∨ p2, w1−min(w1, w2)), and (¬p1∨ p2, w2−min(w1, w2)). That132
resolution refinement for unweighed Max-SAT is defined as follows: every pair of binary133
clauses p1∨ p2 and ¬p1 ∨ p2 can be replaced with the unit clause p2. The advantage of that134
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preprocessing is that new unit clauses are generated. As we will show in the experimental135
investigation, it gives raise to substantial performance improvements.136
4.2 Inference137
When branching is done, branch and bound algorithms for Max-SAT apply the one-literal rule138
(simplifying with the branching literal) instead of applying unit propagation (i.e., the repeated139
application of the one-literal rule until a saturation state is reached) as in most SAT solvers.140
If unit propagation is applied at each node, the algorithm can return a non-optimal solution.141
For example, if we apply unit propagation to the unweighted clauses p∧¬q∧(¬p∨q)∧¬p142
using the unit clause ¬p, we derive one empty clause while if we use the unit clause p, we143
derive two empty clauses. However, when the difference between the lower bound and the144
upper bound is one, unit propagation can be safely applied, because otherwise by fixing to145
false any literal of any unit clause we reach the upper bound. This technique, which Lazy146
incorporates, was developed by Borchers and Furman [4].147
Lazy also incorporates the weighted complementary unit-clause (CUC) rule: The sum of148
the weights of unsatisfied clauses in an optimal solution of a formula φ∧ (p, w1)∧ (¬p, w2)149
that contains two complementary unit clauses ((p;w1) and (¬p;w2)) is equal to min(w1, w2)150
plus the sum of the weights of unsatisfied clauses in an optimal solution of the formula151
φ ∧ (p, w1 −min(w1, w2)) ∧ (¬p, w2 −min(w1, w2)).152
The unweighted CUC rule was defined in Ref. [18]: The number of unsatisfied clauses153
in an optimal solution of a formula φ ∧ p ∧ ¬p is equal to 1 plus the number of unsatisfied154
clauses in an optimal solution of φ.155
4.3 Lower bound computation156
Wallace and Freuder [25] defined a lower bound computation method for Max-SAT that can157
be generalized to weighted Max-SAT as follows:158
LB(φ) = unsat (φ)+
∑
p occurs in φ
min(ic(p), ic(¬p)), (1)159
where φ is the formula associated with the current partial assignment, unsat (φ) is the sum of160
the weights of the clauses unsatisfied by the current partial assignment, and ic(p) (ic(¬p))—161
inconsistency count of p (¬p)—is the sum of the weights of the clauses that will become162
unsatisfied if the current partial assignment is extended by fixing p to true (false). Note that163
ic(p) (ic(¬p)) coincides with the sum of the weights of unit clauses of φ that contain ¬p164
(p).165
The lower bound of Lazy LBLazy, is of better quality and can be understood as the166
weighted version of the lower bound of Wallace and Freuder (LB) extended with a new rule167
that we call star rule. We define the star rule for unweighted Max-SAT as follows: If a formula168
contains a clause of the form l1 ∨ · · · ∨ lk , where l1, . . . , lk are literals, and k unit clauses169
of the form ¬l1, . . . ,¬lk , then the lower bound can be incremented by one. In the weighted170
case, we only consider clauses of length two,1 and define the rule as follows: If a formula171
contains a binary clause of the form (l1 ∨ l2, w1) and two unit clauses of the form (¬l1, w2)172
and (¬l2, w3), then the lower bound can be incremented by w = min(w1, w2, w3) and those173
clauses have to be replaced with (l1 ∨ l2, w1 − w), (¬l1, w2 − w), and (¬l2, w3 − w).174
1 For longer clauses the star rule did not lead to performance improvements in our experimental investigation.
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Fig. 2 Pseudo-code of the lower bound computation method of Lazy
The pseudo-code of LBLazy, for an input formula φ, is shown in Fig. 2. Note that after175
applying our variant of the star rule, Lazy applies the lower bound of Wallace and Freuder176
(LB) to the resulting formula (line 11 of the pseudo-code).177
It is worth to mention that we took the name star rule from Ref. [18]. The star rule of178
Niedermeier and Rossmanith is not used to compute lower bounds. It simply states that the179
minimum number of unsatisfied clauses of the formula ¬l1 ∧ · · · ∧ ¬lk ∧ (l1 ∨ · · · ∨ lk) ∧180
(l1 ∨ · · · ∨ lk) is 1.181
4.4 Variable selection heuristic182
The variable selection heuristic of Lazy is static, and computed before applying the pre-183
processing. It uses heuristic MOMS [19] adapted to weighted Max-SAT. Lazy orders the184
variables by the sum of the weights associated with the clauses of minimum size in which185
the variable appears. Variables are instantiated following that ordering.186
4.5 Data structures187
Existing Max-SAT and weighted Max-SAT solvers use adjacency lists to represent formulas,188
and their variable selection heuristics are typically dynamic. Lazy uses a static variable189
selection heuristic that allows us to implement extremely efficient data structures for repre-190
senting and manipulating formulas. In this section, we first describe the data structures of a191
simpler solver. Based on that description, we then describe the data structures of Lazy.192
If we would like to define data structures for the basic solver described in Sect. 3,193
incorporating the weighted version of the lower bound of Wallace and Freuder, we should194
take into account that the solver is only interested in knowing when a clause has become195
unit or empty. Thus, given a clause with four variables, it is not necessary to perform any196
operation in that clause until three of the variables have been instantiated; i.e., the evaluation197
of a clause with k variables can be delayed until k − 1 variables have been instantiated.198
In that case, and using a static variable selection heuristic, we could define the following199
data structures: Clauses are ordered lists of literals (literals are ordered following the order200
used to instantiate variables) and there is a pointer to the penultimate literal and to the last201
literal of the clause. When a variable p is fixed to true (false), the clauses whose penultimate202
literal is ¬p (p) are evaluated. If there is an instantiated literal in the clause which is true, the203
clause become satisfied; otherwise, a unit clause with the same weight, whose only literal is204
the last literal of the clause, is derived. This approach has two advantages: the cost of main-205
taining that data structure when the solvers backtracks is constant (we do not have to undo206
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pointers like in adjacency lists) and, at each step, we evaluate a minimum number of clauses207
(we do not evaluate all the clauses that contain the variable we are instantiating, we only208
evaluate the clauses in which the penultimate literal contains that variable). In addition, we209
also maintain an array that contains, for each literal, the sum of the weights of the unit clauses210
in which that literal appears. This array is used to derive empty clauses and to compute lower211
bounds. This array is the only data structure that the algorithm maintains when it backtracks.212
Lazy as considers the star rule in the computation of the lower bound, has pointers,213
besides to the last and penultimate literals, to the second from last literal of each clause. This214
way, it can maintain an array of binary clauses in order to compute the new lower bound215
efficiently.216
5 Experimental results217
We conducted an experimental investigation in order to compare the performance of Lazy218
with the following state-of-the-art solvers:219
• BF [4]: It is a branch and bound weighted Max-SAT solver which uses MOMS as dynamic220
variable selection heuristic, and it does not consider any underestimation in the lower221
bound. Formulas are represented using adjacency lists. It was developed by Borchers and222
Furman in 1999.223
• AMP [2]: It is a branch and bound Max-SAT solver based on BF that incorporates the224
lower bound of Wallace & Freuder, and uses the Jeroslow-Wang rule [12]2 as dynamic225
variable selection heuristic. It was developed by Alsinet, Manyà and Planes in 2003.226
• XZ [26]: It is a branch and bound weighted Max-SAT solver developed by Xing and227
Zhang in 2004. We used the second release of this solver which is known as MaxSolver.228
• Toolbar [8]: It is a weighted Max-SAT solver that encodes the input instance as a229
weighted constraint network and solves that network with a state-of-the-art weighted230
Max-CSP solver with a sophisticated and good performing lower bound. It was devel-231
oped by Givry, Larrosa, Meseguer, and Schiex in 2003.232
• AGN [1]: It is a branch and bound Max-2-SAT solver; the weighted version is not available.233
It was developed by Alber, Gramm, and Niedermeier in 1998.234
• ZSM [28]: It is a branch and bound Max-2-SAT solver; the weighted version is not avail-235
able. It was developed by Zhang, Shen, and Manyà in 2003.236
• CBC: It is an open source branch and cut MIP solver developed within the COIN-OR237
project.3 We used version 1.1.0.238
As benchmarks we used randomly generated (weighted) Max-2-SAT and (weighted) Max-239
3-SAT instances, as well as all the weighted Max-SAT instances solved in the Max-SAT240
Evaluation 2006 4 and the modified instances of the class jnh from the 2nd DIMACS imple-241
mentation challenge [11] used in [20,21]. Unweighted random Max-2-SAT (Max-3-SAT)242
instances were generated using the method described in [17]. Weighted random Max-2-SAT243
(Max-3-SAT) instances were generated as unweighted random Max-2-SAT (Max-3-SAT)244
instances except that each clause was given a random integer weight uniformly distributed245
2 Given a formula φ, for each literal l of φ the following function is defined: J (l) = l∈C∈φ2−|C |, where |C |
is the length of clause C . It selects a variable p of φ among those that maximize J (p)+ J (¬p).
3 The COIN-OR (Computational Infrastructure for Operations Research) project is available at
http://www.coin-or.org/
4 http://www.iiia.csic.es/∼maxsat06/
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Fig. 3 Experimental results for 30-variable Max-3-SAT instances. Mean time (in seconds)
between one and ten. This generation method was used, among others, by Refs. [4,26]. The246
experiments were performed on a 2 GHz Pentium IV with 512 Mb of RAM under Linux.247
In our first experiment, we evaluated the relevance of defining lazy data structures to get248
substantial performance improvements. To this end, we compared BF and Lazy using a sim-249
ple variable selection heuristic: variables are instantiated in lexicographical order. Moreover,250
we removed all the improvements we introduced into Lazy and replaced LBLazy with the251
lower bound of BF. This way, we have that BF and Lazy traverse the same search tree. Fig. 3252
shows the results obtained when solving sets of randomly generated Max-3-SAT instances253
with 30 variables and a different number of clauses. We generated sets for 180, 240, 300,254
360, 420, and 480 clauses, where each set had 500 instances. We observe that this modified255
version of Lazy is about five times faster than BF when both solvers traverse the same search256
tree.257
In our second experiment, we generated sets of random Max-2-SAT instances with 50258
variables and a different number of clauses. Each set had 500 instances. The results of solv-259
ing such instances with CBC, BF, XZ, AMP, Toolbar, ZSM, AGN, and Lazy are shown in260
Fig. 4. Along the horizontal axis is the number of clauses, and along the vertical axis is the261
mean time (in seconds) needed to solve an instance of a set. Notice that we use a log scale262
to represent run-time. Observe that Lazy outperforms the rest of solvers in almost all the263
instances, even ZSM and AGN that are specifically designed to solve Max-2-SAT instances.264
Toolbar is very competitive and outperforms Lazy on large clauses/variables ratios. For XZ,265
we consider only formulas with less than 1,000 clauses because the available version of XZ266
does not deal with bigger formulas.267
In our third experiment, we generated sets of random Max-3-SAT instances with 50 vari-268
ables and a different number of clauses. Each set had 300 instances. The results of solving269
such instances with CBC, BF, AMP, Toolbar, ZX, and Lazy are shown in Fig. 5. We observe270
that Lazy outperforms the rest of solvers. The second best performing solver is Toolbar.271
CBC, BF, AMP, and XZ are much worse than the rest of solvers.272
In our fourth experiment, we generated sets of random weighted Max-2-SAT and weighted273
Max-3-SAT instances with 50 variables and a different number of clauses. Each set had 500274
instances. The results of solving such instances with CBC, BF, AMP, Toolbar, XZ, and Lazy275
are shown in Figs. 6 and 7. We observe that Lazy is the best performing solver for weighted276
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Fig. 4 Experimental results for 50-variable Max-2-SAT instances. Mean time (in seconds)
Fig. 5 Experimental results for
50-variable Max-3-SAT
instances. Mean time (in seconds)
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Max-2-SAT and weighted Max-3-SAT. Toolbar is competitive in both cases, while CBC,277
BF, and AMP are not competitive. It is worth mentioning that weighted Max-CSP has been278
intensively studied in the constraint programming community during the last decade, while279
DPLL-based solvers for weighted Max-SAT have only been recently investigated in the SAT280
community.281
In our fifth experiment, we compared solvers CBC, BF, AMP, Toolbar, and Lazy on the282
instances from the Max-SAT Evaluation 2006 and the modified instances of the class jnh.283
This way, we evaluated the solvers on more structured instances. The results obtained are284
shown in Table 1, where we give, for each set of instances and for each solver, the mean285
time of the instances that were solved within 1,800 s, as well as the total number of solved286
instances (in brackets).5 We observe that Lazy outperforms the rest of solvers on most of287
the sets of instances, providing empirical evidence that it also has a good performance profile288
on more structured instances.289
5 The set of instances not solved by any solver is not shown.
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Fig. 6 Experimental results for
50-variable weighted Max-2-SAT
instances. Mean time (in seconds)
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Fig. 7 Experimental results for
50-variable weighted Max-3-SAT
instances. Mean time (in seconds)
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In our sixth experiment, we analyzed the impact of the improvements we have incorpo-290
rated into Lazy on sets of random weighted Max-2-SAT instances with 50 variables and291
a different number of clauses. Each set had 500 instances. The results obtained are shown292
in Figs. 8 and 9. Figure 8 shows the mean time needed to solve an instance while Fig. 9293
shows the mean number of backtracks. Basic refers to the basic solver explained in Sect. 3294
augmented with the weighted version of the lower bound of Wallace and Freuder and the295
computation of the initial upper bound with GSAT; Lower bound refers to Basic augmented296
with the lower bound LBLazy; Resolution refinement refers to Basic augmented with the pre-297
processing based on resolution; Unit propagation refers to Basic augmented with the safe298
application of unit propagation explained in Sect. 4.2; and CUC refers to Basic augmented299
with the weighted CUC rule.300
From the results obtained we draw the following conclusions that help understand the301
good performance profile of Lazy :302
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Table 1 Experimental results for benchmarks in the MAX-SAT Evaluation 2006 for weighted instance
Set Name #Instances BF AMP XZ CBC Toolbar Lazy
Auction (paths) 30 416.5(9) 244.3(9) 926.6(6) 146.4(15) 95.4(9) 261.3(15)
Auction (regions) 30 1.5(1) 0.8(1) (0) 299.9(26) 237.7(30) 5.8(14)
Auction (schedulling) 30 10.7(11) 5.8(11) (0) 544.2(8) 454.3(15) 217.3(24)
Max-Clique (brock) 12 (0) (0) (0) 717.4(1) 475.7(3) 589.4(2)
Max-Clique (c-fat) 7 (0) (0) (0) (0) 304.0(7) (0)
Max-Clique (hamming) 6 0.3(2) 0.1(2) 0.1(1) (0) 39.2(4) 27.5(4)
Max-Clique (johnson) 4 51.7(3) 28.4(3) 0.2(2) (0) 184.6(3) 458.9(3)
Max-Clique (keller) 2 (0) (0) (0) (0) 291.9(1) 623.9(1)
Max-Clique (MANN a) 4 3.5(1) 2.1(1) 0.7(1) (0) 0.6(1) 19.4(1)
Max-Clique (p hat) 12 (0) (0) (0) (0) 535.8(2) (0)
Max-Clique (sanr) 4 (0) (0) (0) (0) (0) 1,561.0(1)
Weighted Max-Cut (brock) 12 (0) 998.2(2) 1,157.0(5) 577.2(1) 260.2(12) 222.0(12)
Weighted Max-Cut (c-fat) 7 32.8(4) 196.6(5) 331.2(7) 123.0(6) 225.3(7) 289.8(7)
Weighted Max-Cut (hamming) 6 (0) 301.0(1) 1,457.1(5) (0) 352.6(2) 523.8(2)
Weighted Max-Cut (johnson) 4 92.4(1) 264.5(2) 0.54 (1) 43.9(1) 20.3(2) 15.0(2)
Weighted Max-Cut (keller) 2 (0) 293.0(1) (0) (0) 294.1(2) 233.8(2)
Weighted Max-Cut (p hat) 12 528.4(3) 146.1(8) 9.7(8) 90.1(6) 287.2(12) 139.5(12)
Weighted Max-Cut (san) 11 (0) 742.8(2) 1,238.3(6) 952.5(2) 543.1(9) 496.4(10)
Weighted Max-Cut (sanr) 4 (0) 289.5(1) 54.2(1) (0) 497.8(4) 321.7(4)
Weighted Max-Cut (random) 40 (0) (0) (0) (0) 626.7(11) 800.4(15)
Weighted Max-Cut (spinglass) 5 (0) (0) 611.5(3) 302.0(3) 2.1 (2) 3.1(2)
Max-One 45 1,042.2(1) 1,217.1(3) 117.8(4) 112.2(39) 276.3(4) 273.2(11)
Quasigroup Completion 25 2.3(10) 1.1(10) (0) 150.5(18) 83.3(5) 1,385.9(2)
Ramsey 48 3.6(31) 1.9(31) 46.5(35) (0) 49.0(29) 51.9(28)
Weighted CSP (DENSE LOOSE) 40 98.1(39) 57.1(39) 54.5(16) 378.6(29) 409.7(20) 638.1(2)
Weighted CSP (DENSE TIGHT) 60 (0) (0) 1,619.4(10) (0) 501.4(23) (0)
Weighted CSP (SPARSE LOOSE) 40 57.9(40) 32.7(40) 2.1(11) 237.0(34) 393.4(24) (0)
Weighted CSP (spot) 42 153.3(4) 73.6(4) (0) 133.9(8) 53.1(12) 113.3(5)
JNH 44 0.2(44) 0.2(44) 0.4(42) 315.5(41) 6.1(44) 625.2(27)
• The safe application of unit propagation explained in Sect. 4.2 does not seem to be useful303
when a good quality lower bound is applied.304
• The resolution refinement that we applied as preprocessing leads to significant improve-305
ments on both time and backtracks.306
• The CUC rule accelerates the computation of the lower bound because it reduces the307
number of variables that the lower bound computation method must consider at each308
node of the search tree.309
• The lower bound of Lazy gives rise to important performance improvements compared310
with the weighted version of the lower bound of Wallace and Freuder.311
We believe that our results could be further improved by adapting the lazy data structures312
defined in the paper to deal with dynamic variable selection heuristics, as well as by applying313
more inference rules at each node of the search tree.314
123
Journal: JOGO MS: 9166 CMS: 10898_2007_9166_Article TYPESET DISK LE CP Disp.:2007/6/11 Pages: 13
un
co
rr
ec
te
d p
ro
of
J Glob Optim
Fig. 8 Experimental results for
50-variable weighted Max-2-SAT
instances. Mean time (in seconds)
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Fig. 9 Experimental results for
50-variable weighted Max-2-SAT
instances. Mean number of
backtracks
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