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Abstract
Model selection is crucial to high-dimensional learning and inference for contemporary
big data applications in pinpointing the best set of covariates among a sequence of can-
didate interpretable models. Most existing work assumes implicitly that the models are
correctly specified or have fixed dimensionality. Yet both features of model misspecifi-
cation and high dimensionality are prevalent in practice. In this paper, we exploit the
framework of model selection principles in misspecified models originated in Lv and Liu
(2014) and investigate the asymptotic expansion of Bayesian principle of model selection in
the setting of high-dimensional misspecified models. With a natural choice of prior proba-
bilities that encourages interpretability and incorporates Kullback-Leibler divergence, we
suggest the high-dimensional generalized Bayesian information criterion with prior proba-
bility (HGBICp) for large-scale model selection with misspecification. Our new information
criterion characterizes the impacts of both model misspecification and high dimensionality
on model selection. We further establish the consistency of covariance contrast matrix
estimation and the model selection consistency of HGBICp in ultra-high dimensions under
some mild regularity conditions. The advantages of our new method are supported by
numerical studies.
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1 Introduction
With rapid advances of modern technology, big data of unprecedented size, such as genetic
and proteomic data, fMRI and functional data, and panel data in economics and finance, are
frequently encountered in many contemporary applications. In these applications, the dimen-
sionality p can be comparable to or even much larger than the sample size n. A key assumption
that often makes large-scale learning and inference feasible is the sparsity of signals, meaning
that only a small fraction of covariates contribute to the response when p is large compared
to n. High-dimensional modeling with dimensionality reduction and feature selection plays an
important role in these problems [15, 5, 16]. A sparse modeling procedure typically produces
a sequence of candidate interpretable models, each involving a possibly different subset of co-
variates. An important question is how to compare different models in high dimensions when
models are possibly misspecified.
The problem of model selection has been studied extensively by many researchers in the
past several decades. Among others, well-known model selection criteria include the Akaike
information criterion (AIC) [1, 2] and Bayesian information criterion (BIC) [32], where the
former is based on the Kullback-Leibler (KL) divergence principle of model selection and the
latter is originated from the Bayesian principle of model selection. A great deal of work has
been devoted to understanding and extending these model selection criteria to different model
settings; see, for example, [4, 20, 25, 24, 8, 9, 27, 30, 11, 23]. The connections between the AIC
and cross-validation have been investigated in [34, 21, 31] for various contexts. In particular,
[19] showed that classical information criteria such as AIC and BIC can no longer be consistent
for model selection in ultra-high dimensions and proposed the generalized information criterion
(GIC) for tuning parameter selection in high-dimensional penalized likelihood, for the scenario
of correctly specified models. See also [3, 6, 7, 33, 18, 17] for some recent work on high-
dimensional inference for feature selection.
Most existing work on model selection and feature selection usually makes an implicit as-
sumption that the model under study is correctly specified or of fixed dimensions. Given the
practical importance of model misspecification, [36] laid out a general theory of maximum like-
lihood estimation in misspecified models for the case of fixed dimensionality and independent
and identically distributed (i.i.d.) observations. [10] also studied maximum likelihood esti-
mation of a multi-dimensional log-concave density when the model is misspecified. Recently,
[28] investigated the problem of model selection with model misspecification and originated
asymptotic expansions of both KL divergence and Bayesian principles in misspecified gener-
alized linear models, leading to the generalized AIC (GAIC) and generalized BIC (GBIC),
for the case of fixed dimensionality. A specific form of prior probabilities motivated by the
KL divergence principle led to the generalized BIC with prior probability (GBICp). Yet both
features of model misspecification and high dimensionality are prevalent in contemporary big
data applications. Thus an important question is how to characterize the impacts of both
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model misspecification and high dimensionality on model selection. We intend to provide
some answer to this question in this paper.
Let us first gain some insights into the challenges of the aforementioned problem by con-
sidering a motivating example. Assume that the response Y depends on the covariate vector
(X1, · · · , Xp)T through the functional form
Y = f(X1) + f(X2 −X3) + f(X4 −X5) + ε, (1)
where f(x) = x3/(x2 + 1) and the remaining setting is the same as in Section 4.1. Consider
sample size n = 200 and vary dimensionality p from 100 to 3200. Without any prior knowledge
of the true model structure, we take the linear regression model
y = Zβ + ε (2)
as the working model and apply some information criteria to hopefully recover the oracle
working model consisting of the first five covariates, where y is an n-dimensional response
vector, Z is an n× p design matrix, β = (β1, · · · , βp)T is a p-dimensional regression coefficient
vector, and ε is an n-dimensional error vector. When p = 100, the traditional AIC and BIC,
which ignore model misspecification, tend to select a model with size larger than five. As
expected, GBICp in [28] works well by selecting the oracle working model over 90% of the
time. However, when p is increased to 3200, these methods fail to select such a model with
significant probability and the prediction performance of the selected models deteriorates.
This motivates us to study the problem of model selection in high-dimensional misspecified
models. In contrast, our new method can recover the oracle working model with significant
probability in this challenging scenario.
The main contributions of our paper are threefold. First, we provide the asymptotic
expansion of Bayesian principle of model selection in high-dimensional misspecified general-
ized linear models which involves delicate and challenging technical analysis. Motivated by the
asymptotic expansion and a natural choice of prior probabilities that encourages interpretabil-
ity and incorporates Kullback-Leibler divergence, we suggest the high-dimensional generalized
BIC with prior probability (HGBICp) for large-scale model selection with misspecification.
Second, our work provides rigorous theoretical justification of the covariance contrast matrix
estimator that incorporates the effect of model misspecification and is crucial for practical
implementation. Such an estimator is shown to be consistent in the general setting of high-
dimensional misspecified models. Third, we establish the model selection consistency of our
new information criterion HGBICp in ultra-high dimensions under some mild regularity condi-
tions. In particular, our work provides important extensions to the studies in [28] and [19] to
the cases of high dimensionality and model misspecification, respectively. The aforementioned
contributions make our work distinct from other studies on model misspecification including
[6, 23, 33].
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The rest of the paper is organized as follows. Section 2 introduces the setup for model
misspecification and presents the new information criterion HGBICp based on Bayesian prin-
ciple of model selection. We establish a systematic asymptotic theory for the new method in
Section 3. Section 4 presents several numerical examples to demonstrate the advantages of
our newly suggested method for large-scale model selection with misspecification. We provide
some discussions of our results and possible extensions in Section 5. The proofs of main results
are relegated to the Appendix. Additional technical details are provided in the Supplementary
Material.
2 Large-scale model selection with misspecification
2.1 Model misspecification
The main focus of this paper is investigating ultra-high dimensional model selection with
model misspecification in which the dimensionality p can grow nonpolynomially with sample
size n. We denote by M an arbitrary subset with size d of all p available covariates and
X = (x1, · · · ,xn)T the corresponding n × d fixed design matrix given by the covariates in
model M. Assume that conditional on the covariates in model M, the response vector Y =
(Y1, · · · , Yn)T has independent components and each Yi follows distribution Gn,i with density
gn,i, with all the distributions Gn,i unknown to us in practice. Denote by gn =
∏n
i=1 gn,i the
product density and Gn the corresponding true distribution of the response vector Y.
Since the collection of true distributions {Gn,i}1≤i≤n is unknown to practitioners, one often
chooses a family of working models to fit the data. One class of popular working models is the
family of generalized linear models (GLMs) [29] with a canonical link and natural parameter
vector θ = (θ1, · · · , θn)T with θi = xTi β, where xi is a d-dimensional covariate vector and
β = (β1, · · · , βd)T is a d-dimensional regression coefficient vector. Let τ > 0 be the dispersion
parameter. Then under the working model of GLM, the conditional density of response yi
given the covariates in model M is assumed to take the form
fn,i(yi) = exp{yiθi − b(θi) + c(yi, τ)}, (3)
where b(·) and c(·, ·) are some known functions with b(·) twice differentiable and b′′(·) bounded
away from 0 and ∞. Fn denotes the corresponding distribution of the n-dimensional response
vector y = (y1, · · · , yn)T with the product density fn =
∏n
i=1 fn,i assuming the independence
of components. Since the GLM is chosen by the user, the working distribution Fn can be
generally different from the true unknown distribution Gn.
For the GLM in (3) with natural parameter vector θ, let us define two vector-valued
functions b(θ) = (b(θ1), · · · , b(θn))T and µ(θ) = (b′(θ1), · · · , b′(θn))T , and a matrix-valued
function Σ(θ) = diag{b′′(θ1), · · · , b′′(θn)}. The basic properties of GLM give the mean vector
Ey = µ(θ) and the covariance matrix cov(y) = Σ(θ) with θ = Xβ. The product density of
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the response vector y can be written as
fn(y;β, τ) =
n∏
i=1
fn,i(yi) = exp
[
yTXβ − 1Tb(Xβ) +
n∑
i=1
c(yi, τ)
]
, (4)
where 1 represents the n-dimensional vector with all components being one. Since GLM is
only our working model, (4) results in the quasi-log-likelihood function [36]
`n(y;β, τ) = log fn(y;β, τ) = y
TXβ − 1Tb(Xβ) +
n∑
i=1
c(yi, τ). (5)
Hereafter we treat the dispersion parameter τ as a known parameter and focus on our main
parameter of interest β. Whenever there is no confusion, we will slightly abuse the notation
and drop the functional dependence on τ .
The quasi-maximum likelihood estimator (QMLE) for the parameter vector β in our work-
ing model of GLM (3) is defined as
β̂n = arg max
β∈Rd
`n(y,β), (6)
which is the solution to the score equation
Ψn(β) = ∂`n(y,β)/∂β = X
T [y− µ(Xβ)] = 0. (7)
For the linear regression model with µ(Xβ) = Xβ, such a score equation becomes the familiar
normal equation XTy = XTXβ. Note that the KL divergence [26] of our working model Fn
from the true model Gn is defined as I(gn; fn(·,β)) = E log gn(Y) − E`n(Y,β) with the
response vector Y following the true distribution Gn. As in [28], we consider the best working
model that is closest to the true model under the KL divergence. Such a model has parameter
vector βn,0 = arg minβ∈Rd I(gn; fn(·,β)), which solves the equation
XT [EY− µ(Xβ)] = 0. (8)
We see that equation (8) is simply the population version of the score equation given in (7).
Following [28], we introduce two matrices that play a key role in model selection with
model misspecification. Note that under the true distribution Gn, we have cov
(
XTY
)
=
XT cov(Y)X. Computing the score equation at βn,0, we define matrix Bn as
Bn = cov
[
Ψn(βn,0)
]
= cov
(
XTY
)
= XT cov(Y)X (9)
with cov(Y) = diag{var(Y1), · · · , var(Yn)} by the independence assumption and under the
true model. Note that under the working model Fn, it holds that cov
(
XTY
)
= XTΣ(Xβ)X.
We then define matrix An(β) as
An(β) =
∂2I(gn; fn(·,β))
∂β2
= −E
{
∂2`n(Y,β)
∂β2
}
= XTΣ(Xβ)X, (10)
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and denote by An = An(βn,0). Hence we see that matrices An and Bn are the covariance
matrices of XTY under the best working model Fn(βn,0) and the true model Gn, respectively.
To account for the effect of model misspecification, we define the covariance contrast matrix
Hn = A
−1
n Bn as revealed in [28]. Observe that An and Bn coincide when the best working
model and the true model are the same. In this case, Hn is an identity matrix of size d.
2.2 High-dimensional generalized BIC with prior probability
Given a set of competing models {Mm : m = 1, · · · ,M}, a popular model selection procedure
using Bayesian principle of model selection is to first put nonzero prior probability αMm on
each model Mm, and then choose a prior distribution µMm for the parameter vector in the
corresponding model. Assume that the density function of µMm is bounded in RMm = Rdm
with dm = |Mm| and locally bounded away from zero throughout the domain. The Bayesian
principle of model selection is to choose the most probable model a posteriori; that is, choose
the model Mm0 such that
m0 = arg max
m∈{1,··· ,M}
S(y,Mm;Fn), (11)
where the log-marginal-likelihood is
S(y,Mm;Fn) = log
∫
αMm exp [`n(y,β)] dµMm(β) (12)
with the log-likelihood `n(y,β) as defined in (5) and the integral over Rdm .
The choice of prior probabilities αMm is important in high dimensions. [28] suggested the
use of prior probability αMm ∝ e−Dm for each candidate model Mm, where the quantity Dm
is defined as
Dm = E
[
I(gn; fn(·, β̂n,m))− I(gn; fn(·,βn,m,0))
]
(13)
with the subscript m indicating a particular candidate model. The motivation is that the
further the QMLE β̂n,m is away from the best misspecified GLM Fn(·,βn,m,0), the lower prior
probability we assign to that model. In the high-dimensional setting when dimensionality p
can be much larger than sample size n, it is sensible to also take into account the complexity
of the space of all possible sparse models with the same size as Mm. Such an observation
motivates us to consider a new prior probability of the form
αMm ∝ p−de−Dm (14)
with d = |Mm|. The complexity factor p−d is motivated by the asymptotic expansion of((
p
d
)
d!
)−1
. In fact, an application of Stirling’s formula yields
log
((
p
d
)
d!
)−1
≈ −d log p = log(p−d)
6
up to an additive term of order o(d) when d = o(p). The factor of
(
p
d
)−1
was also exploited in
[8] who showed that using the term
(
p
d
)−γ
with some constant 0 < γ ≤ 1, the extended BIC
can be model selection consistent for the scenario of correctly specified models with p = O(nκ)
for some positive constant κ satisfying 1− (2κ)−1 < γ. Moreover, we add the term d! to reflect
a stronger prior on model sparsity. See also [19] for the characterization of model selection in
ultra-high dimensions with correctly specified models.
The asymptotic expansion of the Bayes factor for Bayesian principle of model selection
in Theorem 1 to be presented in Section 3.2 motivates us to introduce the high-dimensional
generalized BIC with prior probability (HGBICp) as follows for large-scale model selection
with misspecification.
Definition 1. We define HGBICp = HGBICp(y,M;Fn) of model M as
HGBICp = −2`n(y, β̂n) + 2(log p∗)|M|+ tr(Ĥn)− log |Ĥn|, (15)
where Ĥn is a consistent estimator of Hn and p
∗ = pn1/2.
In correctly specified models, the term tr(Ĥn)− log |Ĥn| in (15) is asymptotically close to
|M| when Ĥn is a consistent estimator of Hn = A−1n Bn = Id. Thus compared to BIC with
factor log n, the HGBICp contains a larger factor of order log p when dimensionality p grows
nonpolynomially with sample size n. This leads to a heavier penalty on model complexity
similarly as in [19]. As shown in [28] for GBICp, the HGBICp defined in (15) can also be viewed
as a sum of three terms: the goodness of fit, model complexity, and model misspecification; see
[28] for more details. Our new information criterion HGBICp provides an important extension
of the original GBICp in [28], which was proposed for the scenario of model misspecification
with fixed dimensionality, by explicitly taking into account the high dimensionality of the
whole feature space.
3 Asymptotic properties of HGBICp
3.1 Technical conditions
We list the technical conditions required to prove the main results and the asymptotic prop-
erties of QMLE with diverging dimensionality. Denote by Z the full design matrix of size
n× p whose (i, j)th entry is xij . For any subset M of {1, · · · , p}, ZM denotes the submatrix
of Z formed by columns whose indices are in M. When there is no confusion, we drop the
subscript and use X = ZM for fixed M. For theoretical reasons, we restrict the parameter
space to B0 which is a sufficiently large convex and compact set of Rp. We consider param-
eters with bounded support. Namely, we define B(M) = {β ∈ B0 : supp(β) = M} and
B = ∪|M|≤KB(M) where the maximum support size K is taken to be o(n). Moreover, we
assume that c0 ≤ b′′(Zβ) ≤ c−10 for any β ∈ B where c0 is some positive constant.
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We use the following notation. For matrices, ‖ · ‖2, ‖ · ‖∞, and ‖ · ‖F denote the matrix
operator norm, entrywise maximum norm, and matrix Frobenius norm, respectively. For
vectors, ‖·‖2 and ‖·‖∞ denote the vector L2-norm and maximum norm, and (v)i represents the
ith component of vector v. Denote by λmin(·) and λmax(·) the smallest and largest eigenvalues
of a given matrix, respectively.
Condition 1. There exists some positive constant c1 such that for each 1 ≤ i ≤ n,
P (|Wi| > t) ≤ c1 exp(−c−11 t) (16)
for any t > 0, where W = (W1, · · · ,Wn)T = Y−EY. The variances of Yi are bounded below
uniformly in i and n.
Condition 2. Let u1 and u2 be some positive constants and mn = O(n
u1) a diverging sequence.
We have the following bounds
(i) max{‖EY‖∞, supβ∈B ‖µ(Zβ)‖∞} ≤ mn;
(ii)
∑n
i=1
[
[EYi−(µ(Xβn,0))i]2
var(Yi)
]2
= O(nu2).
For simplicity, we also assume that mn diverges faster than log n.
Condition 3. Let K = o(n) be a positive integer. There exist positive constants c2 and u3
such that
(i) For any M ⊂ {1, · · · , p} such that |M| ≤ K,
c2 ≤ λmin(n−1ZTMZM) ≤ λmax(n−1ZTMZM) ≤ c−12 ;
(ii) ‖Z‖∞ = O(nu3);
(iii) For simplicity, we assume that columns of Z are normalized:
∑n
i=1 x
2
ij = n for all
j = 1, · · · , p.
Condition 1 is a standard tail condition on the response variable Y . This condition ensures
that the sub-exponential norm of the response is bounded. Conditions 2 and 3 have their
counterparts in [19]. However, Condition 2 is modified to deal with model misspecification.
More specifically, the means of the true distribution and fitted model as well as their relations
are assumed in Condition 2. The first part simultaneously controls the tail behavior of the
response and fitted model. The second part ensures that the mean of the fitted distribution
does not deviate from the true mean too significantly. Condition 3 is on the design matrix X.
The first part is important for the consistency of QMLE β̂n and uniqueness of the population
parameter. Conditions 2 and 3 also provide bounds for the eigenvalues of An(β) and Bn. See
[19] for further discussions on these assumptions.
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For the following conditions, we define a neighborhood around βn,0. Let δn = mn
√
log p =
O(nu1
√
log p). We define the neighborhood Nn(δn) = {β ∈ Rd : ‖(n−1Bn)1/2(β − βn,0)‖2 ≤
(n/d)−1/2δn}. We assume that (n/d)−1/2δn converges to zero so that Nn(δn) is an asymptot-
ically shrinking neighborhood of βn,0.
Condition 4. Assume that the prior density relative to the Lebesgue measure µ0 on Rd
pi(h(β)) = dµMdµ0 (h(β)) satisfies
inf
β∈Nn(2δn)
pi(h(β)) ≥ c3 and sup
β∈Rd
pi(h(β)) ≤ c−13 , (17)
where c3 is a positive constant, and h(β) = (n
−1Bn)1/2β.
Condition 5. Let Vn(β) = B
−1/2
n An(β)B
−1/2
n , Vn = Vn(βn,0) = B
−1/2
n AnB
−1/2
n , and
V˜n(β1, · · · ,βd) = B−1/2n A˜n(β1, · · · ,βd)B−1/2n , where A˜n(β1, · · · ,βd) is the matrix whose
jth row is the corresponding row of An(βj) for each j = 1, · · · , d. There exists some sequence
ρn(δn) such that ρn(δn)δ
2
nd converges to zero,
(i) maxβ∈Nn(2δn) max{|λmin(Vn(β)−Vn)|, |λmax(Vn(β)−Vn)|} ≤ ρn(δn);
(ii) maxβ1,··· ,βd∈Nn(δn) ‖V˜n(β1, · · · ,βd)−Vn‖2 ≤ ρn(δn).
Similar versions of Conditions 4 and 5 were imposed in [28]. Under Condition 4, the
prior density is bounded above globally and bounded below in a neighborhood of βn,0. This
condition is used in Theorem 1 for the asymptotic expansion of the Bayes factor. Condition
5 is on the continuity of the matrix-valued function Vn and V˜n in a shrinking neighborhood
Nn(2δn) of βn,0. The first and second parts control the expansions of expected log-likelihood
and score functions, respectively. Condition 5 ensures that the remainders are negligible in
approximating the log-marginal-likelihood S(y,Mm;Fn). See [28] for more discussions.
3.2 Asymptotic expansion of Bayesian principle of model selection
We now provide the asymptotic expansion of Bayesian principle of model selection with the
prior introduced in Section 2.2. As mentioned earlier, the Bayesian principle chooses the model
that maximizes the log-marginal-likelihood given in (12). To ease the presentation, for any
β ∈ Rd, we define a quantity
`∗n(y,β) = `n(y,β)− `n(y, β̂n), (18)
which is the deviation of the quasi-log-likelihood from its maximum. Then from (12) and (18),
we have
S(y,Mm;Fn) = `n(y, β̂n) + logEµMm [Un(β)
n] + logαMm , (19)
where Un(β) = exp[n
−1`∗n(y,β)]. With the choice of the prior probability in (14), it is clear
that
logαMm = −Dm − d log p. (20)
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Aided by (19) and (20), some delicate technical analysis unveils the following expansion of the
log-marginal-likelihood.
Theorem 1. Let αMm = Cp
−de−Dm with C > 0 some normalization constant and assume
that Conditions 1, 2(i), 3(i), 3(iii), 4, and 5 hold. If (n/d)−1/2δn = o(1), then we have with
probability tending to one,
S(y,M;Fn) = `n(y, β̂n)− (log p∗)|M| −
1
2
tr(Hn) +
1
2
log |Hn|
+ log(Ccn) + o(µn), (21)
where Hn = A
−1
n Bn, p
∗ = pn1/2, µn = tr(A−1n Bn) ∨ 1, and cn ∈ [c3, c−13 ].
Theorem 1 lays the foundation for investigating high-dimensional model selection with
model misspecification. Based on the asymptotic expansion in (21), our new information
criterion HGBICp in (15) is defined by replacing the covariance contrast matrix Hn with a
consistent estimator Ĥn. The HGBICp naturally characterizes the impacts of both model
misspecification and high dimensionality on model selection. A natural question is how to
ensure a consistent estimator for Hn. We address such a question in the next section.
3.3 Consistency of covariance contrast matrix estimation
For practical implementation of HGBICp, it is of vital importance to provide a consistent
estimator for the covariance contrast matrix Hn. To this end, we consider the plug-in estimator
Ĥn = Â
−1
n B̂n with Ân and B̂n defined as follows. Since the QMLE β̂n provides a consistent
estimator of βn,0 in the best misspecified GLM Fn(·,βn,0), a natural estimate of matrix An
is given by
Ân = An(β̂n) = X
TΣ(Xβ̂n)X. (22)
When the model is correctly specified, the following simple estimator
B̂n = X
Tdiag
{[
y− µ(Xβ̂n)
]
◦
[
y− µ(Xβ̂n)
]}
X (23)
with ◦ denoting the componentwise product gives an asymptotically unbiased estimator of
matrix Bn.
Theorem 2. Assume that Conditions 1–3 hold, n−1An(β) is Lipschitz in operator norm
in the neighborhood Nn(δn), d = O(n
κ1), and log p = O(nκ2) with constants satisfying 0 <
κ1 < 1/4, 0 < u3 < 1/4 − κ1, 0 < u2 < 1 − 4κ1 − 4u3, 0 < u1 < 1/2 − 2κ1 − u3, and
0 < κ2 < 1 − 4κ1 − 2u1 − 2u3. Then the plug-in estimator Ĥn = Â−1n B̂n satisfies that
tr(Ĥn) = tr(Hn) + oP (1) and log |Ĥn| = log |Hn|+ oP (1).
Theorem 2 improves the result in [28] in two important aspects. First, the consistency of
the covariance contrast matrix estimator was justified in [28] only for the scenario of correctly
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specified models. Our new result shows that the simple plug-in estimator Ĥn still enjoys
consistency in the general setting of model misspecification. Second, the result in Theorem
2 holds for the case of high dimensionality. These theoretical guarantees are crucial to the
practical implementation of the new information criterion HGBICp. Our numerical studies
in Section 4 reveal that such an estimate works well in a variety of model misspecification
settings.
3.4 Model selection consistency of HGBICp
We further investigate the model selection consistency property of information criterion HGBICp.
Assume that there are M = o(nδ) sparse candidate modelsM1, · · ·MM , where δ is some suffi-
ciently large positive constant. For each candidate modelMm, we have the HGBICp criterion
as defined in (15)
HGBICp(Mm) = −2`n(y, β̂n,m) + 2(log p∗)|Mm|+ tr(Ĥn,m)− log |Ĥn,m|, (24)
where Ĥn,m is a consistent estimator of Hn,m and p
∗ = pn1/2. Assume that there exists an
oracle working model in the sequence {Mm : m = 1, · · · ,M} that has support identical to the
set of all important features in the true model. Without loss of generality, suppose that M1
is such oracle working model.
Theorem 3. Assume that all the conditions of Theorems 1–2 hold and the population version
of HGBICp criterion in (24) is minimized at M1 such that for some ∆ > 0,
min
m>1
{
HGBIC∗p(Mm)−HGBIC∗p(M1)
}
> ∆ (25)
with HGBIC∗p(Mm) = −2`n(y,βn,m,0) + 2(log p∗)|Mm|+ tr(Hn,m)− log |Hn,m|. Then it holds
that
min
m>1
{HGBICp(Mm)−HGBICp(M1)} > ∆/2 (26)
with asymptotic probability one.
Theorem 3 formally establishes the model selection consistency property of the new in-
formation criterion HGBICp for large-scale model selection with misspecification in that the
oracle working model can be selected among a large sequence of candidate sparse models with
significant probability. Such a desired property is an important consequence of results in
Theorems 1 and 2.
4 Numerical studies
We now investigate the finite-sample performance of the information criterion HGBICp in com-
parison to the information criteria AIC, BIC, GAIC, GBIC, and GBICp in high-dimensional
misspecified models via simulation examples.
11
4.1 Multiple index model
The first model we consider is the following multiple index model
Y = f(β1X1) + f(β2X2 + β3X3) + f(β4X4 + β5X5) + ε, (27)
where the response depends on the covariatesXj ’s only through the first five ones in a nonlinear
fashion and f(x) = x3/(x2 + 1). Here the rows of the n × p design matrix Z are sampled as
i.i.d. copies from N(0, Ip), and the n-dimensional error vector ε ∼ N(0, σ2In). We set the true
parameter vector β0 = (1,−1, 1, 1,−1, 0, · · · , 0)T and σ = 0.8. We vary the dimensionality p
from 100 to 3200 while keeping the sample size n fixed at 200. We would like to investigate
the behavior of different information criteria when the dimensionality increases. Although the
data was generated from model (27), we fit the linear regression model (2). This is a typical
example of model misspecification. Note that since the first five variables are independent of
the other variables, the oracle working model is M0 = supp(β0) = {1, · · · , 5}. Due to the high
dimensionality, it is computationally prohibitive to implement the best subset selection. Thus
we first applied Lasso followed by least-squares refitting to build a sequence of sparse models
and then selected the final model using a model selection criterion. In practice, one can apply
any preferred variable selection procedure to obtain a sequence of candidate interpretable
models.
We report the consistent selection probability (the proportion of simulations where selected
model M̂ = M0), the sure screening probability [14, 13] (the proportion of simulations where
selected mode M̂ ⊃M0), and the prediction error E(Y −zT β̂)2 with β̂ an estimate and (z, Y )
an independent observation for z = (X1, · · · , Xp)T . To evaluate the prediction performance of
different criteria, we calculated the average prediction error on an independent test sample of
size 10,000. The results for prediction error and model selection performance are summarized
in Table 1. In addition, we calculate the average number of false positives for each method in
Table 2.
From Table 1, we observe that as the dimensionality p increases, the consistent selection
probability tends to decrease for all criteria except the newly suggested HGBICp, which main-
tains a perfect 100% consistent selection probability throughout all dimensions considered.
Generally speaking, GAIC improved over AIC, and GBIC, GBICp performed better than BIC
in terms of both prediction and variable selection. In particular, the model selected by our
new information criterion HGBICp delivered the best performance with the smallest prediction
error and highest consistent selection probability across all settings.
An interesting observation is the comparison between GBICp and HGBICp in terms of
model selection consistency property. While GBICp is comparable to HGBICp when the
dimensionality is not large (e.g., p = 100 and 200), the difference between these two methods
increases as the dimensionality increases. In the case when p = 3200, HGBICp has 100% of
success for consistent selection, while GBICp has success rate of only 45%. This confirms the
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Table 1: Average results over 100 repetitions for Example 4.1 with all entries multiplied by
100.
Consistent selection probability with sure screening probability in parentheses
p AIC BIC GAIC GBIC GBICp HGBICp Oracle
100 1(100) 71(100) 5(100) 72(100) 92(100) 100(100) 100(100)
200 0(100) 43(100) 4(100) 44(100) 79(100) 100(100) 100(100)
400 0(100) 27(100) 1(100) 31(100) 67(100) 100(100) 100(100)
800 0(100) 16(100) 1(100) 21(100) 57(100) 100(100) 100(100)
1600 0(100) 13(100) 2(100) 18(100) 49(100) 100(100) 100(100)
3200 0(100) 5(100) 3(100) 8(100) 45(100) 100(100) 100(100)
Mean prediction error with standard error in parentheses
100 97(1) 84(1) 89(1) 84(1) 82(1) 82(1) 82(1)
200 103(1) 84(1) 89(1) 84(1) 81(1) 80(1) 80(1)
400 112(2) 88(1) 94(1) 87(1) 84(1) 82(1) 82(1)
800 120(1) 93(1) 97(1) 92(1) 86(1) 83(1) 83(1)
1600 121(1) 94(1) 96(1) 93(1) 87(1) 82(1) 82(1)
3200 117(1) 93(1) 93(1) 91(1) 84(1) 80(1) 80(1)
necessity of including the log p∗ factor with p∗ = pn1/2 in the model selection criterion to take
into account the high dimensionality, which is in line with the results in [19] for the case of
correctly specified models.
We further study a family of model selection criteria induced by the HGBICp and charac-
terized as follows
HGBICp,ζ(Mm) = −2`n(y, β̂n,m) + ζ
[
2(log p∗)|Mm|+ tr(Ĥn,m)− log |Ĥn,m|
]
, (28)
where ζ is a positive factor controlling the penalty level on both model misspecification and
high dimensionality. Note that HGBICp,ζ with ζ = 1 reduces to our original HGBICp. Here
we examine the impact of the factor ζ on the false discovery proportion (FDP) and the true
positive rate (TPR) for the selected model M̂ compared to the oracle working model M0. In
Figure 1, we observe that as ζ increases, the average FDP drops sharply as it gets close to 1.
In addition, we have the desired model selection consistency property (with FDP close to 0
and TPR close to 1) when ζ ∈ [1, 2]. This figure demonstrates the robustness of the introduced
HGBICp,ζ criteria.
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Table 2: Average false positives over 100 repetitions for Example 4.1.
AIC BIC GAIC GBIC GBICp HGBICp
100 8.55 0.51 3.49 0.48 0.08 0.00
200 13.05 1.07 3.70 0.98 0.28 0.00
400 17.68 1.65 4.66 1.49 0.40 0.00
800 21.28 2.61 4.57 2.17 0.70 0.00
1600 22.20 3.01 4.40 2.68 0.96 0.00
3200 22.48 3.92 4.07 3.20 0.86 0.00
Figure 1: The average false discovery proportion (left panel) and the true positive rate (right
panel) as the factor ζ varies for Example 4.1.
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4.2 Logistic regression with interaction
Our second simulation example is the high-dimensional logistic regression with interaction.
We simulated 100 data sets from the logistic regression model with interaction and an n-
dimensional parameter vector
θ = Zβ + 2xp+1 + 2xp+2, (29)
where Z = (x1, · · · ,xp) is an n × p design matrix, xp+1 = x1 ◦ x2 and xp+2 = x3 ◦ x4 are
two interaction terms, and the rest of the setting is the same as in the simulation example
in Section 4.1. For each data set, the n-dimensional response vector y was sampled from the
Bernoulli distribution with success probability vector [eθ1/(1 + eθ1), · · · , eθn/(1 + eθn)]T with
θ = (θ1, · · · , θn)T given in (29). As in Section 4.1, we consider the case where all covariates are
independent of each other. We chose β0 = (2.5,−1.9, 2.8,−2.2, 3, 0, · · · , 0)T and set sample
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Table 3: Average results over 100 repetitions for Example 4.2 with all entries multiplied by
100.
Consistent selection probability with sure screening probability probability in parentheses
p AIC BIC GAIC GBIC GBICp HGBICp Oracle
100 0(100) 30(100) 0(100) 32(100) 55(100) 99(99) 100(100)
200 0(100) 27(100) 0(100) 29(100) 41(100) 95(97) 100(100)
400 0(100) 12(100) 0(100) 16(100) 35(100) 95(95) 100(100)
800 0(100) 2(99) 0(100) 4(99) 12(99) 94(95) 100(100)
1600 0(100) 0(100) 0(100) 1(100) 5(100) 84(85) 100(100)
3200 0(100) 0(100) 0(100) 1(100) 1(100) 79(84) 100(100)
Mean classification error (in percentage) with standard error in parentheses
100 25.3(0.3) 16.1(0.2) 27.4(0.3) 16.1(0.2) 15.7(0.2) 15.2(0.2) 15.2(0.2)
200 24.9(0.3) 17.2(0.3) 28.4(0.3) 16.9(0.3) 16.5(0.2) 15.5(0.2) 15.4(0.2)
400 25.0(0.3) 19.7(0.4) 28.7(0.3) 17.8(0.3) 16.8(0.3) 15.3(0.2) 15.2(0.2)
800 24.7(0.3) 21.9(0.4) 28.0(0.3) 18.8(0.3) 17.7(0.3) 15.7(0.2) 15.5(0.2)
1600 26.0(0.4) 24.3(0.4) 28.4(0.3) 20.2(0.3) 18.7(0.3) 15.9(0.3) 15.4(0.2)
3200 25.7(0.3) 24.4(0.4) 28.2(0.3) 20.7(0.3) 19.5(0.3) 15.9(0.2) 15.3(0.2)
size n = 300. Although the data was generated from the logistic regression model with
parameter vector (29), we fit the logistic regression model without the two interaction terms.
This provides another example of misspecified models. As argued in Section 4.1, the oracle
working model is supp(β0) = {1, · · · , 5} which corresponds to the logistic regression model
with the first five covariates. To build a sequence of sparse models, we applied Lasso followed
by maximum-likelihood refitting based on the support of the estimated model.
Since the goal in logistic regression is usually classification, we replace the prediction error
with the classification error rate. Tables 3 and 4 show similar conclusions to those in Section
4.1. Again HGBICp outperformed all other model selection criteria with greater advantage as
the dimensionality increases (e.g., p ≥ 800). As in Example 4.1, we also present the trend of
FDP and TPR as ζ varies in Figure 2. From the figure, we observe that it is a more difficult
setting than the multiple index model to reach model selection consistency. The proposed
HGBICp criterion with the choice of ζ = 1 appears to strike a good balance between FDP and
TPR.
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Table 4: Average false positives over 100 repetitions for Example 4.2.
AIC BIC GAIC GBIC GBICp HGBICp
100 55.71 1.57 86.50 1.48 0.78 0.00
200 40.83 3.24 119.82 2.14 1.33 0.02
400 35.25 11.74 130.33 4.27 2.24 0.00
800 31.78 18.22 140.20 6.00 3.45 0.01
1600 30.25 22.65 142.81 8.02 4.80 0.01
3200 28.41 22.31 142.75 8.61 6.15 0.05
Figure 2: The average false discovery proportion (left panel) and the true positive rate (right
panel) as the factor ζ varies for Example 4.2.
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5 Discussions
Despite the rich literature on model selection, the general case of model misspecification in
high dimensions is less well studied. Our work has investigated the problem of model selection
in high-dimensional misspecified models and characterized the impacts of both model misspec-
ification and high dimensionality on model selection, providing an important extension of the
work in [28] and [19]. The newly suggested information criterion HGBICp has been shown to
perform well in high-dimensional settings. Moreover, we have established the consistency of
the covariance contrast matrix estimator that captures the effect of model misspecification in
the general setting, and the model selection consistency of HGBICp in ultra-high dimensions.
The log p∗ term in HGBICp with p∗ = pn1/2 is adaptive to high dimensions. In the setting of
correctly specified models, [19] showed that a similar term is necessary for the model selection
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consistency of information criteria when the dimensionality p grows fast with the sample size
n. It would be interesting to study optimality property of the information criteria HGBICp
and the HGBICp,ζ defined in (28) under model misspecification, and investigate these model
selection principles in more general high-dimensional misspecified models such as the additive
models and survival models. It would also be interesting to combine the strengths of the newly
suggested HGBICp and the recently introduced knockoffs inference framework [3, 7, 17] for
more stable and enhanced large-scale model selection with misspecification. These problems
are beyond the scope of the current paper and are interesting topics for future research.
A Proofs of main results
We provide the proofs of Theorems 1–3 in this appendix. Additional technical details are
provided in the Supplementary Material.
A.1 Proof of Theorem 1
We consider the decomposition of S(y,Mm;Fn) in (19) and deal with terms logEµMm [Un(β)
n]
and logαMm separately by invoking Taylor’s expansion. In fact, logEµMm [Un(β)
n] is based
on `∗n(y,β), the deviation of the quasi-log-likelihood from its maximum, while logαMm is
the log-prior probability which depends on Dm = E[I(gn; fn(·, β̂n,m)) − I(gn; fn(·,βn,m,0))],
expected difference in the KL divergences. In light of consistency of the estimator β̂n as shown
in Lemma 1, we focus only on the neighborhood of βn,0.
First, we make a few remarks on the technical details of the proof. Throughout the proof,
we condition on the event Q˜n = {β̂n ∈ Nn(δn)}, where Nn(δn) = {β ∈ Rd : ‖(n−1Bn)1/2(β −
βn,0)‖2 ≤ (n/d)−1/2δn}, Bn = XT cov(Y)X, δn = O(Ln
√
log p) and β̂n is the unrestricted
MLE. Note that the eigenvalues of n−1An(β) and n−1Bn are bounded away from 0 and ∞
by Conditions 1 and 3. This follows from the fact that eigenvalues of MTNM lie between
λmin(N)λmin(M
TM) and λmax(N)λmax(M
TM) for any matrix M and positive semidefinite
symmetric matrix N. Therefore, from Lemma 1 we have that P (Q˜n)→ 1 as n→∞.
To establish this theorem we require a possibly dimension dependent bound on the quantity
‖n−1/2Xβ̂n‖2. This can be achieved by putting some restriction on the parameter space. Let
Mn(α) = {β ∈ Rd : ‖Xβ‖∞ ≤ α log n} be a neighborhood, where α is some positive constant.
One way of bounding the quantity ‖n−1/2Xβ̂n‖2 is to restrict the QMLE β̂n on the set Mn(α).
Here, the constant α can be chosen as large as desired to make Mn(α) large enough, whereas
the neighborhood Nn(δn) is asymptotically shrinking. Then, we have Nn(δn) ⊂Mn(α) for all
sufficiently large n, which implies that conditional on Q˜n, the restricted MLE coincides with
its unrestricted version. Hereafter in this proof β̂n will be referred to as the restricted MLE,
unless specified otherwise.
Part I: expansion of the term logEµMm [Un(β)
n].
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Recall that Un(β) = exp
[
n−1`∗n(y,β)
]
and `∗n(y,β) = `n(y,β) − `n(y, β̂n). First, we
observe that the maximum value of the function `∗n(y,β) is attained at β = β̂n. Moreover, we
have ∂2`∗n(y,β)/∂β
2 = −An(β) from (10) where An(β) = XTΣ(Xβ)X. Then, we consider
Taylor’s expansion of the log-likelihood function `n(y, ·) around β̂n in a new neighborhood
N˜n(δn) = {β ∈ Rd : ‖(n−1Bn)1/2(β − β̂n)‖2 ≤ (n/d)−1/2δn}. We get
`∗n(y,β) =
1
2
(β − β̂n)T
[
∂2`∗n(y,β∗)/∂β
2
]
(β − β̂n) (30)
= −n
2
δTVn(β∗)δ,
where β∗ lies on the line segment joining β and β̂n, δ = n−1/2B
1/2
n (β − β̂n), and Vn(β) =
B
−1/2
n An(β)B
−1/2
n . Since β̂n ∈ N˜n(δn), by the convexity of the neighborhood N˜n(δn) we have
β∗ ∈ N˜n(δn). We also note that conditional on the event Q˜n, it holds that N˜n(δn) ⊂ Nn(2δn).
Now, we will bound Un(β)
n over the region N˜n(δn) using Taylor’s expansion in (30). By
Condition 5, we get
q1(β)1N˜n(δn)(β) ≤ −n
−1`∗n(y,β)1N˜n(δn)(β) ≤ q2(β)1N˜n(δn)(β), (31)
where q1(β) =
1
2δ
T [Vn−ρn(δn)Id]δ and q2(β) = 12δT [Vn +ρn(δn)Id]δ. Then, we consider the
linear transformation h(β) = (n−1Bn)1/2β. For sufficiently large n, we obtain
EµM [e
−nq2(β)1
N˜n(δn)
(β)] ≤ EµM [Un(β)n1N˜n(δn)(β)] ≤ EµM [e
−nq1(β)1
N˜n(δn)
(β)], (32)
where µM denotes the prior distribution on h(β) ∈ Rd for the model M.
The final expansion of logEµM [Un(β)
n] results from combination of Lemmas 7–10. The
expressions EµM [Un(β)
n1
N˜cn(δn)
] and
∫
δ∈Rd e
−nqj1
N˜cn(δn)
dµ0 for j = 1, 2 in Lemmas 8 and 10
converge to zero faster than any polynomial rate in n since κn = λmin(Vn)/2 is bounded away
from 0. Moreover, Lemmas 7 and 9 yield
logEµM [Un(β)
n] = log
{(
2pi
n
)d/2
|Vn ± ρn(δn)Id|−1/2
}
+ log cn,
where cn ∈ [c3, c−13 ]. Finally, we observe that
|Vn ± ρn(δn)Id|−1/2 = |Vn|−1/2|Id ± ρn(δn)V−1n |−1/2 = |Vn|−1/2{1 +O[ρn(δn)tr(V−1n )]}−1/2
= |Vn|−1/2{1 +O[ρn(δn)dλ−1min(Vn)]}−1/2 = |Vn|−1/2[1 + o(1)],
where we use Condition 5. So, we obtain
logEµM [Un(β)
n] = log
{(
2pi
n
)d/2
|Vn|−1/2[1 + o(1)]
}
+ log cn
= − log n
2
d+
1
2
log |A−1n Bn|+
log(2pi)
2
d+ log cn + o(1). (33)
This completes the expansion of logEµM [Un(β)
n].
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Part II: expansion of the prior term logαMm .
Now, we consider the prior term logαMm which depends on β̂n through Dm. Simple
calculation shows that
logαMm = −Dm + logC − d log p. (34)
We aim to provide a decomposition of Dm in terms of Hn. Observe that −Dm = Eηn(β̂n)−
ηn(βn,0) where ηn(β) = E`n(y˜,β), and y˜ is an independent copy of y. We expand Eηn(β̂n)
around ηn(βn,0). In the GLM setup, we observe that `n(y˜,β) = y˜
TXβ − 1Tb(Xβ) and
ηn(β) = (Ey˜
T )Xβ−1Tb(Xβ). Then, we split Eηn(β̂n) in the region Q˜n and its complement,
that is,
Eηn(β̂n) = E{ηn(β̂n)1Q˜n}+ E{ηn(β̂n)1Q˜cn} (35)
= E{ηn(β̂n)1Q˜n}+ E{[(Ey˜)
T (Xβ̂n)− 1Tb(Xβ̂n)]1Q˜cn}.
First, we aim to show that the second term on the right hand side of (35) is o(1). Per-
forming componentwise Taylor’s expansion of b(·) around 0 and evaluating at Xβ̂n, we obtain
b(Xβ̂n) = b(0) + b
′(0)Xβ̂n + r, where r = (r1, · · · , rn)T with ri = 2−1b′′((Xβ∗i )i)(Xβ̂n)2i and
β∗1, · · · ,β∗n lying on the line segment joining β̂n and 0. Thus, we get
E{|(Ey˜)TXβ̂n − 1Tb(Xβ̂n)|1Q˜cn} ≤ O{n log n+ n+ n(log n)
2}P (Q˜cn) = o(1) (36)
for sufficiently large n. The last inequality follows from the fact that P (Q˜cn) converges to zero
faster than any polynomial rate. To verify the orders, we recall that β̂n is the constrained
MLE and b′′(·) is bounded away from 0 and ∞. Thus, we obtain following bounds for the
four terms |(Ey˜)TXβ̂n| = O(n log n), |1Tb(0)| = O(n), |b′(0)1TXβ̂n| = O(n log n), and
|1T r| = O(n(log n)2).
Now, we consider the first term on the right hand side of (35). We begin by expanding
ηn(β) around βn,0 conditioned on the event Q˜n. By the definition of βn,0, ηn(β) attains its
maximum at βn,0. By evaluating Taylor’s expansion of ηn(·) around βn,0 at β̂n, we derive
ηn(β̂n) = ηn(βn,0)−
1
2
(β̂n − βn,0)TAn(β∗)(β̂n − βn,0)
= ηn(βn,0)−
1
2
(β̂n − βn,0)TAn(β̂n − βn,0)−
sn
2
,
where An(·) = −∂2`n(y, ·)/∂β2, An = An(βn,0), and β∗ is on the line segment joining βn,0
and β̂n. The second equality is obtained by taking sn = (β̂n−βn,0)T [An(β∗)−An](β̂n−βn,0).
Furthermore, setting Cn = B
−1/2
n An and vn = Cn(β̂n −βn,0) simplifies the above expression
to
ηn(β̂n) = ηn(βn,0)−
1
2
vTn [(C
−1
n )
TAnC
−1
n ]vn −
sn
2
. (37)
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In (37), we first handle the term sn. Note that on the event Q˜n, by the convexity of the
neighborhood Nn(δn) we have β
∗ ∈ Nn(δn). Then, Condition 5 implies∣∣∣sn1Q˜n∣∣∣ = ∣∣∣(β̂n − βn,0)T (An(β∗)−An)(β̂n − βn,0)∣∣∣ 1Q˜n (38)
=
∣∣∣[B1/2n (β̂n − βn,0)]T [Vn(β∗)−Vn][B1/2n (β̂n − βn,0)]∣∣∣ 1Q˜n
≤ ρn(δn)δ2nd1Q˜n ,
where Vn(·) = B−1/2An(·)B−1/2n and Vn = V(βn,0). We then deduce that E(sn1Q˜n) = o(1),
since ρn(δn)δ
2
nd1Q˜n = o(1) by Condition 5. Therefore, (37) becomes
E[ηn(β̂n)1Q˜n ] = E[ηn(βn,0)−
1
2
vTn [(C
−1
n )
TAnC
−1
n ]vn1Q˜n ] + o(1). (39)
We provide a decomposition of vn to handle the term v
T
n [(C
−1
n )
TAnC
−1
n ]vn in (39). Define
Ψ(βn) = X
T [y− µ(Xβn)]. From the score equation we have Ψ(β̂n) = 0. From (8), it holds
that XT [Ey − µ(Xβn,0)] = 0. For any β1, · · · ,βd ∈ Rd, denote by A˜n(β1, · · · ,βd) a d × d
matrix with jth row the corresponding row of An(βj) for each j = 1, · · · , d. Then, we
define matrix-valued function V˜n(β1, · · · ,βd) = B−1/2n A˜n(β1, · · · ,βd)B−1/2n . Assuming the
differentiability of Ψ(·) and applying the mean-value theorem componentwise around βn,0, we
obtain
0 = Ψn(β̂n) = Ψn(βn,0)− A˜n(β1, · · · ,βd)(β̂n − βn,0)
= XT (y− Ey)− A˜n(β1, · · · ,βd)(β̂n − βn,0),
where each of β1, · · · ,βd lies on the line segment joining β̂n and βn,0. Therefore, we have the
decomposition
vn = Cn(β̂n − βn,0) = un + wn, (40)
where un = B
−1/2
n X
T (y− Ey) and wn = −
[
V˜n(β1, · · · ,βd)−Vn
] [
B
1/2
n (β̂n − βn,0)
]
.
We handle the quadratic term vTn [(C
−1
n )
TAnC
−1
n ]vn in (39) by using the decomposition of
vn. For simplicity of notation, denote by Rn = (C
−1
n )
TAnC
−1
n . Recall that Cn = B
−1/2
n An.
With some calculations we obtain
E(uTnRnun) = E{(y− Ey)TXA−1n XT (y− Ey)}
= E{tr(A−1n XT (y− Ey)(y− Ey)TX)} = tr(A−1n Bn).
Note that E(uTnRnun1Q˜n) = E(u
T
nRnun) − E(uTnRnun1Q˜nc). From Lemma 1, we have
P (Q˜n
c
) → 0 as n → ∞. We set µn = tr(A−1n Bn) ∨ 1, hereby µn is bounded away from zero.
We apply Vitali’s convergence theorem to show that E(uTnRnun1Q˜n
c) = o(µn). To establish
uniform integrability, we use Lemma 6 which states that supnE|(uTnRnun)/µn|1+γ < ∞ for
some constant γ > 0. This leads to E(uTnRnun1Q˜n
c) = o(µn). Hence we have
1
2
E(uTnRnun1Q˜n) =
1
2
tr(A−1n Bn) + o(µn). (41)
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Now, it remains to show that
E[(wTnRnwn + 2w
T
nRnun)1Q˜n ] = o(µn). (42)
Using the definition of Rn and wn, we can bound w
T
nRnwn:
wTnRnwn = ‖R1/2n wn‖22 ≤ ‖V˜n(β1, · · · ,βd)−Vn‖22δ2ndtr(A−1n Bn).
So, on the event Q˜n, it holds that E(w
T
nRnwn1Q˜n) = o(µn) by Condition 5. For the cross
term wTnRnun, applying the Cauchy–Schwarz inequality yields
|E(wTnRnun1Q˜n)| ≤ E(‖R
1/2
n wn‖221Q˜n)
1/2E(‖uTnR1/2n ‖22)1/2
≤ E[‖V˜n(β1, · · · ,βd)−Vn‖21Q˜nδnd
1/2tr(A−1n Bn)].
Thus, we obtain that E(wTnRnun1Q˜n) = o(µn). Note that E{|ηn(βn,0)|1Q˜nc} is of order o(1)
by similar calculations as in (36). Then, combining (35), (39), (41) and (42) yields
E{ηn(β̂n)} = ηn(βn,0)−
1
2
tr(A−1n Bn) + o(µn). (43)
Combining (34) and (43) yields the expansion
logαM = −1
2
tr(A−1n Bn) + logC − d log p+ o(µn).
Part I and Part II conclude the proof of Theorem 1.
A.2 Proof of Theorem 2
In the beginning of the proof, we demonstrate that the theorem follows from the consistency
of Ân and B̂n. Next, we establish the consistency of Ân and B̂n. The consistency of Ân
follows directly from the Lipschitz assumption; however, the consistency of B̂n is harder to
prove. To accomplish this, we break down B̂n and invoke Bernstein-type tail inequalities and
concentration theorems to handle challenging pieces.
We first introduce some notation to simplify the presentation of the proof. λk(·) denotes
the eigenvalues arranged in increasing order. Denote the spectral radius of d×d square matrix
M by ρ(M) = max1≤k≤d{|λk(M)|}. ‖ · ‖2 denotes the matrix operator norm. oP (·) denotes
the convergence in probability of the matrix operator norm.
We want to show that log |Ĥn| = log |Hn| + oP (1) and tr(Ĥn) = tr(Hn) + oP (1). To
establish both equalities, it is enough to show that Ĥn = Hn + oP (1/d). Indeed, assume that
Ĥn = Hn + oP (1/d) is established. In that case, we observe that
|tr(Ĥn)− tr(Hn)| = |tr(Ĥn −Hn)| ≤ dρ(Ĥn −Hn) = d‖Ĥn −Hn‖2 = oP (1),
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where the equality of the spectral radius and the operator norm follows from the symmetry
of the matrix Ĥn −Hn. Moreover, we have
| log |Ĥn| − log |Hn|| ≤ d max
1≤k≤d
| log λk(Ĥn)− log λk(Hn)|
= d max
1≤k≤d
log
(
max
{
λk(Ĥn)
λk(Hn)
,
λk(Hn)
λk(Ĥn)
})
≤ d max
1≤k≤d
(
max
{
λk(Ĥn)
λk(Hn)
,
λk(Hn)
λk(Ĥn)
}
− 1
)
≤ d max
1≤k≤d
|λk(Ĥn)− λk(Hn)|
min{λk(Ĥn), λk(Hn)}
. (44)
Recall that the smallest and largest eigenvalues of both n−1Bn and n−1An are bounded away
from 0 and ∞. (See the note in the beginning of the proof of Theorem 1.) So, we get
λk(Hn) = O(1) and λ
−1
k (Hn) = O(1) uniformly for all 1 ≤ k ≤ d. An application of Weyl’s
theorem shows that |λk(Ĥn) − λk(Hn)| ≤ ρ(Ĥn −Hn) for each k. We have ρ(Ĥn −Hn) =
‖Ĥn −Hn‖2 = oP (1/d). Hence, the right hand side of (44) is oP (1).
Now, we proceed to show that Ĥn = Hn + oP (1/d). It suffices to prove that n
−1Ân =
n−1An + oP (1/d) and n−1B̂n = n−1Bn + oP (1/d). To see the sufficiency, note that
Ĥn −Hn = (n−1Ân)−1(n−1dB̂n)− (n−1An)−1(n−1dBn)
= (n−1Ân)−1(n−1dB̂n)− (n−1Ân)−1(n−1dBn)
+ (n−1Ân)−1(n−1dBn)− (n−1An)−1(n−1dBn).
Then, Ĥn = Hn+oP (1/d) can be obtained by repeated application of the following properties
of the operator norm: ‖(Id −M)−1‖2 ≤ 1/(1 − ‖M‖2) if ‖M‖2 < 1, ‖MN‖2 ≤ ‖M‖2‖N‖2,
and ‖M + N‖2 ≤ ‖M‖2 + ‖N‖2, where M and N are d× d matrices [22].
Part 1: prove n−1Ân = n−1An + oP (1/d). From Lemma 1 we have, ‖β̂n − βn,0‖2 =
OP {(n/d)−1/2δn}, which entails β̂n = βn,0 + OP {(n/d)−1/2δn}. Then it follows from the
Lipschitz assumption for n−1An(β) in the neighborhood Nn(δn) that n−1Ân = n−1An +
oP (1/d).
Part 2: prove n−1B̂n = n−1Bn + oP (1/d). We need to control the term y − µ(Xβ̂n).
In correctly specified models, µ(Xβn,0) and Ey are the same. So, it is enough to introduce
the mean Ey which is close to both y and µ(Xβ̂n). However, it is harder to control the term
y− µ(Xβ̂n) in misspecified models since we need to deal with both µ(Xβn,0) and Ey.
First, we use the fact that µ(Xβn,0) and µ(Xβ̂n) are close. To accomplish this, we add
and subtract µ(Xβn,0) to get the following decomposition:
n−1B̂n = n−1XTdiag
{[
y− µ(Xβ̂n)
]
◦
[
y− µ(Xβ̂n)
]}
X
= G1 + G2 + G3,
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where
G1 = n
−1XTdiag{[y− µ(Xβn,0)] ◦ [y− µ(Xβn,0)]}X,
G2 = 2n
−1XTdiag{[y− µ(Xβn,0)] ◦ [µ(Xβn,0)− µ(Xβ̂n)]}X,
G3 = n
−1XTdiag{[µ(Xβ̂n)− µ(Xβn,0)] ◦ [µ(Xβ̂n)− µ(Xβn,0)]}X.
Next, we introduce Ey to obtain terms y−Ey and Ey−µ(Xβn,0) both of which can be
kept small. We split G1 as G1 = G11 + G12 + G13 and G2 as G2 = G21 + G22, where
G11 = n
−1XTdiag{(y− Ey) ◦ (y− Ey)}X,
G12 = 2n
−1XTdiag{(y− Ey) ◦ [Ey− µ(Xβn,0)]}X,
G13 = n
−1XTdiag{[Ey− µ(Xβn,0)] ◦ [Ey− µ(Xβn,0)]}X,
G21 = 2n
−1XTdiag{(y− Ey) ◦ [µ(Xβn,0)− µ(Xβ̂n)]}X,
G22 = 2n
−1XTdiag{[Ey− µ(Xβn,0)] ◦ [µ(Xβn,0)− µ(Xβ̂n)]}X.
Now, we will control each of the above terms separately. Before we begin, we observe that
for any matrices M and N, we have
P (d‖M−N‖2 ≥ t) ≤ P (d‖M−N‖F ≥ t)
≤ d2 max
1≤j,k≤d
P (|Mjk −Njk| ≥ t/d2), (45)
where ‖ · ‖F denotes the matrix Frobenius norm and Mjk denotes the (j, k)th entry of M.
Therefore, it is enough to bound P (|Mjk − Njk| ≥ t/d2) by o(1/d2) to show that M =
N + op(1/d).
Part 2a) prove G11 = n
−1Bn + oP (1/d). We will use Bernstein-type tail inequality.
First, note that EG11 = n
−1Bn and G
jk
11 = n
−1∑n
i=1{xijxik[yi−Eyi]2} =
∑n
i=1 a
jk
i q
2
i , where
ajki = n
−1xijxikvar(yi) and qi = {var(yi)}−1/2(yi − Eyi). Let ajk = (ajk1 , · · · , ajkn )T . Then we
have ‖ajk‖22 = O(n4u3−1) since ‖X‖∞ = O(nu3) from Condition 3. It may be noted that qi’s
are 1-sub-exponential random variables from Condition 1 and so q2i ’s are 2-sub-exponential
random variables. Furthermore, sup1≤i≤n var(q2i ) = O(1). To see this, we note
var(q2i ) ≤ Eq4i ≤ 44(4−1[Eq4i ]1/4)4 ≤ 44
(
sup
m≥1
{
m−1(E|qi|m)1/m
})4
= O(1),
where we use Lemma 5. Then combining (45) with Lemma 12 for a choice of α = 2, we deduce
P (d‖G11 − EG11‖2 ≥ t) ≤ d2 max
1≤j,k≤d
P (|Gjk11 − EGjk11| ≥ t/d2)
≤ Cd2 exp{−Ct1/2n 14−u3/d}
for some constant C. Since d = O(nκ1) and u < 1/4−u3, the right hand side of above equation
tends to zero. Thus, we obtain G11 = EG11 + oP (1/d) = n
−1Bn + oP (1/d).
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Part 2b) prove G12 = oP (1/d). Similar to the previous part, we invoke Bernstein-
type tail inequality. Observe that Gjk12 = n
−1∑n
i=1 2{xijxik[Ey − µ(Xβn,0)]i[yi − Eyi]} =∑n
i=1 a˜
jk
i qi, where a˜
jk
i = 2n
−1var(yi)1/2xijxik[Ey − µ(Xβn,0)]i and qi = {var(yi)}−1/2(yi −
Eyi). Then, we get ‖a˜jk‖22 = O(n4u3+u2/2−3/2) by Conditions 2 and 3.
By Lemma 11, we have
P (d‖G12‖2 ≥ t) ≤ d2 max
1≤j,k≤d
P (|Gjk12| ≥ t/d2)
≤ Cd2 exp{−Ctn 34−2u3−u24 /d2}
for some constant C. Since d = O(nκ1) and 3/4− 2u3 − u2/4− 2κ1 > 0, the right hand side
of above equation tends to zero. Hence, we have G12 = oP (1/d).
Part 2c) prove G13 = o(1/d). We derive
‖G13‖22 ≤ ‖n−1
n∑
i=1
{xixTi [Eyi − [µ(Xβn,0)]i]2}‖2F
= Σ1≤j,k≤d[
n∑
i=1
ajki [Eyi − [µ(Xβn,0)]i]2/var(yi)]2
≤
n∑
i=1
{[Eyi − [µ(Xβn,0)]i]2/var(yi)}2Σ1≤j,k≤d‖ajk‖22,
where the last step follows from the componentwise Cauchy–Schwarz inequality. From Con-
ditions 2 and 3, we get ‖G13‖22 = O(nu2d2n4u3−1). Therefore, G13 = o(1/d) since d = O(nκ1)
and u2 + 4κ1 + 4u3 − 1 < 0.
Part 2d) prove G21 = o(1/d
2). Bounding G21 is the trickiest part. The use of classical
Bernstein-type inequalities are prohibited since the summation includes two random quantities
y and β̂. Instead, we will apply concentration inequalities.
We start by truncating the random variable y by conditioning on the set Ωn = {‖W‖∞ ≤
C1 log n} which is defined in Lemma 2. Since β̂n belongs to the neighborhood Nn(δn) by
Lemma 1, we get
|Gjk21| =|2n−1
n∑
i=1
xijxik[yi − Eyi][µ(Xβn,0)− µ(Xβ̂n)]i|
≤ sup
βn∈Nn(δn)
2n−1|
n∑
i=1
xijxik[yi − Eyi][µ(Xβn,0)− µ(Xβn)]i|.
Then, we can separate the right hand side by conditioning on Ωn. So, we have |Gjk21| ≤
Gjk211 + G
jk
212 where
Gjk211 = sup
βn∈Nn(δn)
2n−1|
n∑
i=1
xijxik[yi − Eyi][µ(Xβn,0)− µ(Xβn)]i1Ωn |,
Gjk212 = sup
βn∈Nn(δn)
2n−1|
n∑
i=1
xijxik[yi − Eyi][µ(Xβn,0)− µ(Xβn)]i(1− 1Ωn)|.
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First, we bound EGjk211. We take a Rademacher sequence {i}ni=1 independent of y. Then,
we apply symmetrization and contraction inequalities in [5] as follows.
EGjk211 =E sup
βn∈Nn(δn)
2n−1|
n∑
i=1
xijxik[yi − Eyi][µ(Xβn,0)− µ(Xβn)]i1Ωn |
≤4n−1E sup
βn∈Nn(δn)
|
n∑
i=1
ixijxikyi[µ(Xβn,0)− µ(Xβn)]i1Ωn |
≤4n−1c0E sup
βn∈Nn(δn)
|
n∑
i=1
ixijxikyi[Xβn,0 −Xβn]i1Ωn |
≤4n−1c0 sup
βn∈Nn(δn)
‖βn,0 − βn‖2E‖
n∑
i=1
ixijxikyi1Ωnxi‖,
where the last step follows from the Cauchy–Schwarz inequality. We observe that supβn∈Nn(δn)
‖βn,0 − βn‖2 ≤ n−1/2d1/2δn and E‖
∑n
i=1 ixijxikyi1Ωnxi‖2 ≤ (
∑n
i=1 x
2
ijx
2
ikE[y
2
i 1Ωn ]‖xi‖22)1/2.
So, we can bound EGjk211 by 4c0n
−3/2d1/2δn(
∑n
i=1 x
2
ijx
2
ikE[y
2
i 1Ωn ]‖xi‖22)1/2 . Using Conditions
2 and 3, we obtain EGjk211 = O(n
−1+2u3dδnmn). Since d = O(nκ1) and −1 + 2u3 + 3κ1 + 2u1 +
κ2/2 < 0, we deduce EG
jk
211 = o(1/d
2).
Furthermore, we need to bound 2|xijxikyi[µ(Xβn,0)−µ(Xβn)]i1Ωn | for any βn ∈ Nn(δn)
in order to use the concentration theorem in [5]. We use Lemma 2 to bound yi:
2|xijxikyi[µ(Xβn,0)− µ(Xβn)]i1Ωn | ≤ 2|xij ||xik||(yi − Eyi + Eyi)|1Ωn |[µ(Xβn,0)− µ(Xβn)]i|
≤ 2|xij ||xik|(|Eyi|+ C1 log(n))|[µ(Xβn,0)− µ(Xβn)]i|.
Since b′′(Xβ) ≤ c−10 for any β joining the line segment βn,0 and βn, we have |[µ(Xβn,0) −
µ(Xβn)]i| ≤ c−10 ‖xi‖2‖βn,0 − βn‖2 for any βn ∈ Nn(δn). When we put last two inequalities
together with Conditions 2 and 3, we get 2|xijxikyi[µ(Xβn,0) − µ(Xβn)]i1Ωn | ≤ ci,βn where
ci,βn
= O(n2u3mn)‖xi‖2‖βn,0 − βn‖2. Moreover, we have
sup
βn∈Nn(δn)
n−1
n∑
i=1
c2
i,βn
≤ O(n−1+4u3m2n) sup
βn∈Nn(δn)
‖βn,0 − βn‖22
n∑
i=1
‖xi‖22
≤ O(n−1+4u3m2nd2δ2n)
where we use the fact that ‖βn,0−βn‖22 = O(n−1dδ2n) for any βn ∈ Nn(δn). Thus, we can use
the concentration inequality in [5] which yields
P (Gjk211 ≥ EGjk211 + t) ≤ C exp
{
−C nt
2
n−1+4u3m2nd2δ2n
}
, (46)
for some constant C.
Now, take any t˜ > 0. We know that EGjk211 < t˜/(2d
2) for large enough n. Then by taking
t = t˜/(2d2) in equation (46), we obtain
P (Gjk211 ≥ t˜/d2) ≤ C exp{−C
t˜2
n−2+4u3m2nd6δ2n
}.
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Since −2 + 4u3 + 6κ1 + 4u1 + κ2 < 0, we have P (Gjk211 ≥ t˜/d2) = o(1/d2).
Lastly, Gjk212 = 0 on the event Ωn which holds with probability at least 1 − O(n−δ) by
Lemma 2. Therefore, we obtain G21 = o(1/d
2) by using (45).
Part 2e) prove G22 = o(1/d). First, we apply the Cauchy–Schwarz inequality to obtain
|Gjk22|2 =
(
2
n∑
i=1
[
n−1var(yi)1/2xijxik[µ(Xβn,0)− µ(Xβ̂n)]i
] [ [Ey− µ(Xβn,0)]i
var(yi)1/2
])2
≤ 4
n∑
i=1
n−2var(yi)x2ijx
2
ik[µ(Xβn,0)− µ(Xβ̂n)]2i
n∑
i=1
[Ey− µ(Xβn,0)]2i
var(yi)
Since β̂n lies in the region Nn(δn) with high probability and b
′′(·) is bounded, [µ(Xβn,0) −
µ(Xβ̂n)]
2
i can be bounded by ‖xi‖22O(n−1dδ2n). Condition 2 and the Cauchy–Schwarz inequal-
ity yield
∑n
i=1[var(yi)]
−1[Ey− µ(Xβn,0)]2i ≤ O(n1/2+u2/2). We further use Conditions 1 and
3 to obtain |Gjk22|2 = O(n−3/2+4u3+u2/2d2δ2n). Since d = O(nκ1) and −3/2+4u3 +u2/2+6κ1 +
2u1 + κ2 < 0, we get |Gjk22|2 = o(1/d4). Thus, we obtain G22 = op(1/d).
Part 2f) prove G3 = o(1/d). We decompose (i, j)th entry of G3 as follows
|Gjk3 | = n−1|
n∑
i=1
xijxik[µ(Xβn,0)− µ(Xβ̂n)]2i |
≤ n−1
n∑
i=1
|xij ||xik|[µ(Xβn,0)− µ(Xβ̂n)]2i
= O(n−1+2u3d2δ2n),
where the last line is similar to Part 2e. So, |Gjk3 | = o(1/d2) since −1+2u3+4κ1+2u1+κ2 < 0.
Therefore, we get G3 = o(1/d).
We have finished the proof of Part 2. This concludes the proof of Theorem 2.
A.3 Proof of Theorem 3
Theorem 3 is a direct consequence of Theorem 2, Lemma 1, and assumption (25). To see this,
observe that the difference in the sample version HGBICp can be written as the sum of the
population version HGBIC∗p and the terms consisting of differences of likelihood, tr(Hn) and
log(det(Hn)) between the sample and population versions. That is,
HGBICp(Mm)−HGBICp(M1) = HGBIC∗p(Mm)−HGBIC∗p(M1)
− 2[`n(y, β̂n,m)− `n(y,βn,m,0)] + 2[`n(y, β̂n,1)− `n(y,βn,1,0)]
+ [tr(Ĥn,m)− tr(Hn,m)]− [tr(Ĥn,1)− tr(Hn,1)]
− [log |Ĥn,m| − log |Hn,m|] + [log |Ĥn,1| − log |Hn,1|].
The equation (25) suggests that the first line is bounded below by ∆ for any m > 1. Then
we focus on the remaining terms. Let m = 2, · · · ,M be fixed. The consistency of QMLE in
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Lemma 1 implies that −2[`n(y, β̂n,m)− `n(y,βn,m,0)] + 2[`n(y, β̂n,1)− `n(y,βn,1,0)] converges
to zero with probability at least 1 − O(n−δ) for some constant δ > 0 . Moreover, Theorem
2 proves that the last two lines are also of order o(∆) with probability at least 1 − O(n−δ).
Therefore, {HGBICp(Mm)−HGBICp(M1)} > ∆/2 with probability 1−O(n−δ) for any fixed
m > 1. Applying the union bound over all M = o(nδ) competing models completes the proof
of Theorem 3.
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Supplementary Material to “Large-Scale Model Selection with
Misspecification”
Emre Demirkaya, Yang Feng, Pallavi Basu and Jinchi Lv
This Supplementary Material contains key lemmas, their proofs, and additional technical
details. All the notation is the same as in the main body of the paper.
B Technical lemmas
We aim to establish the asymptotic consistency of QMLE uniformly over all models M such
that |M| ≤ K where K = o(n). For this purpose, we extend our notation. βn,0(M) denotes the
parameter vector for the working model and is defined by the minimizer of the KL-divergence
whose support is M: βn,0(M) = arg minβ∈B(M) I(gn; fn(·;β, τ)). βn,0(M) is estimated by the
QMLE β̂(M) which is defined by β̂(M) = arg maxβ∈B(M) `n(β).
B.1 Lemma 1 and its proof
Lemma 1 (Uniform consistency of QMLE). Assume Conditions 1, 2(i), 3(i), and 3(iii) hold.
If Ln
√
Kn−1 log p→ 0, then
sup
|M|≤K,M⊂{1,··· ,p}
1√|M|‖β̂(M)− βn,0(M)‖2 = Op
[
Ln
√
n−1 log p
]
,
where Ln = 2mn +C1 log n. mn is a diverging sequence which appears in Condition 2 and C1
is the positive constant from Lemma 2.
Proof. First, we construct the auxiliary parameter vector β̂u(M) as follows. For any sequence
Nn, we take u = (1+‖β̂(M)−βn,0(M)‖2/Nn)−1 and define β̂u(M) = uβ̂(M)+(1−u)βn,0(M).
We have ‖β̂u(M)−βn,0(M)‖2 = u‖β̂(M)−βn,0(M)‖2 ≤ Nn by the definition of u. So, β̂u(M)
belongs to the neighborhood BM(Nn) = {β ∈ Rd, supp(β) = M : ‖β − βn,0(M)‖2 ≤ Nn}.
Moreover, we observe that ‖β̂u(M) − βn,0(M)‖2 ≤ Nn/2 implies ‖β̂(M) − βn,0(M)‖2 ≤ Nn.
Thus, it is enough to bound ‖β̂u(M)− βn,0(M)‖2 to prove the theorem.
Now, we consider ‖β̂u(M) − βn,0(M)‖2. First, the concavity of `n and the definition of
β̂(M) yield
`n(β̂u(M)) ≥ u`n(β̂(M)) + (1− u)`n(βn,0(M))
≥ u`n(β̂u(M)) + (1− u)`n(βn,0(M)).
So, by rearranging terms, we get
−`n(βn,0(M)) + `n(β̂u(M)) ≥ 0. (A.1)
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Besides, for any β ∈ BM(Nn), we have
E[`n(βn,0(M))− `n(β)] = I(gn; fn(·;β, τ))− I(gn; fn(·;βn,0(M), τ)) ≥ 0, (A.2)
by the optimality of βn,0(M). Combining (A.1) and (A.2) gives
0 ≤ E[`n(βn,0(M))− `n(β̂u(M))]
≤ −`n(βn,0(M)) + `n(β̂u(M)) + E[`n(βn,0(M))− `n(β̂u(M))]
≤ sup
β∈BM(Nn)
∣∣`(β)− E[`n(β)]− {`n(βn,0(M))− E[`n(βn,0(M))]}∣∣
= nTM(Nn), (A.3)
since β̂u(M) ∈ BM(Nn).
On the other hand, for any β ∈ BM(Nn),
E[`n(βn,0(M))− `n(β)] = EYTZM(βn,0(M)− β)− 1T (b(ZMβn,0(M))− b(ZMβ))
= µ(ZMβn,0(M))ZM(βn,0(M)− β)− 1T (b(ZMβn,0(M))− b(ZMβ)),
since βn,0(M) satisfies the score equation: Z
T
M[EY − µ(ZMβ)] = 0. Furthermore, applying
the second order Taylor expansion yields
E[`n(βn,0(M))− `n(β)] =
1
2
(
βn,0(M)− β
)T
ZTMΣ(ZMβ¯)ZM
(
βn,0(M)− β
)
,
where β¯ lies on the line segment connecting βn,0(M) and β. Then, we use Condition 3 and
the assumption that c0 ≤ b′′(Zβ) ≤ c−10 for any β ∈ B. So, we get E[`n(βn,0(M))− `n(β)] ≥
1
2nc0c2‖βn,0(M)− β̂u(M)‖22. Therefore, for any β ∈ BM(Nn),
‖βn,0(M)− β‖22 ≤ 2(c0c2)−1n−1E[`n(βn,0(M))− `n(β)]. (A.4)
Finally, we take a slowly diverging sequence γn such that γnLn
√
K log(p)/n → 0. Then,
we choose Nn = γnLn
√|M|n−1 log p. Since β̂u(M) ∈ BM(Nn), we combine equations (A.3)
and (A.4) to obtain
sup
|M|≤K
1√|M|‖βn,0(M)− β̂u(M)‖2 ≤ sup|M|≤K
(
TM(Nn)
|M|
)1/2√
2(c0c2)−1n−1
= Op[Ln
√
n−1 log p],
where the last step follows from Lemma 4. This completes the proof of Lemma 1.
B.2 Lemma 2 and its proof
Lemma 2. Assume that Y1, · · · , Yn are independent and satisfy Condition 1. Then, for any
constant δ > 0, there exist large enough positive constants C1 and C2 such that
‖W‖∞ ≤ C1 log n, (A.5)
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with probability at least 1−O(n−δ) and,
‖n−1/2E[W|Ωn]‖2 = O((log n)n−C2), (A.6)
where Ωn = {‖W‖∞ ≤ C1 log n}.
Proof. We take t = C1 log n in Condition 1. So we get
P (‖W‖∞ ≤ C1 log n) ≥ 1− nP (|W1| > C1 log n) ≥ 1− c1n1−c
−1
1 C1 .
We choose C1 large enough so that 1 − c−11 C1 ≤ 0. Thus, we have P (‖W‖∞ ≤ C1 log n) =
1−O(n−δ) where we pick δ = c−11 C1 − 1 > 0. This proves the first part of the lemma.
Now, we proceed the proof of the second part of the lemma. We will bound each term
E[Wi|Ωn] for i = 1, · · · , n. Since {Wi} for i = 1, · · · , n are independent, the conditional
expectation E[Wi|Ωn] can be written as follows
E[Wi|Ωn] = E[Wi | |Wi| ≤ C1 log n] = E[Wi1{|Wi| ≤ C1 log n}]
P (|Wi| ≤ C1 log n) .
Since EW = 0 by definition, we get E[Wi1{|Wi| ≤ C1 log n}] = −E[Wi1{|Wi| > C1 log n}].
Last two equalities result in
|E[Wi|Ωn]| ≤ E[|Wi|1{|Wi| > C1 log n}]
P (|Wi| ≤ C1 log n) .
We already showed that the denominator P (|Wi| ≤ C1 log n) can be bounded below by 1 −
O(n−δ) uniformly in i. Thus, it suffices to bound the numerator E[|Wi|1{|Wi| > C1 log n}].
Indeed, we have
E[|Wi|1{|Wi| > C1 log n}] =
∫ ∞
0
P (|Wi|1{|Wi| > C1 log n} ≥ t)dt
=
∫ C1 logn
0
P (|Wi|1{|Wi| > C1 log n} ≥ t)dt
+
∫ ∞
C1 logn
P (|Wi|1{|Wi| > C1 log n} ≥ t)dt
=
∫ C1 logn
0
P (|Wi| ≥ C1 log n)dt+
∫ ∞
C1 logn
P (|Wi| ≥ t)dt
≤ C1 log nP (|Wi| ≥ C1 log n) +
∫ ∞
C1 logn
c1 exp(−c−11 t)dt
≤ C1 log nc1 exp(−c−11 C1 log n) + c21 exp(−c−11 C1 log n),
where we use Condition 1 in the last two steps. This concludes the proof of Lemma 2 by
choosing C2 = c
−1
1 C1.
B.3 Lemma 3 and its proof
Lemma 3. Under Condition 2, the function ρ defined by ρ(xTi β, Yi) = Yix
T
i β − b(xTi β) is
Lipschitz continuous with the Lipschitz constant Ln = 2mn + C1 log n conditioned on the set
Ωn = {‖W‖∞ ≤ C1 log n} given in Lemma 2.
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Proof. We consider the difference ρ(xTi β1, Yi) − ρ(xTi β2, Yi) for any β1 and β2 in Rp. We
observe that
|ρ(xTi β1, Yi)− ρ(xTi β2, Yi)| ≤ |Yi||xTi (β1 − β2)|+ |b(xTi β1)− b(xTi β2)|.
We can bound |Yi| on Ωn using Condition 2 as |Yi| ≤ ‖Y‖∞ ≤ ‖EY‖∞ + ‖W‖∞ ≤
mn + C1 log(n). Then we apply the mean-value theorem to obtain |b(xTi β1) − b(xTi β2)| ≤
|b′(β˜)||xTi (β1 − β2)| where β˜ lies on the line segment connecting β1 and β2. Thus, we get
|b(xTi β1)−b(xTi β2)| ≤ mn|xTi (β1−β2)| by Condition 2. Hereby, we showed that |ρ(xTi β1, Yi)−
ρ(xTi β2, Yi)| ≤ (2mn + C1 log n)|xTi β1 − xTi β2| conditioned on Ωn. Thus, ρ(·, Yi) is Lipschitz
continuous with the Lipschitz constant Ln = 2mn + C1 log n conditioned on the set Ωn. This
completes the proof of Lemma 3.
B.4 Lemma 4 and its proof
Lemma 4. Assume that Conditions 1, 2(i), 3(i), and 3(iii) hold. Define the neighborhood
BM(N) = {β ∈ Rd, supp(β) =M : ‖β − βn,0(M)‖2 ≤ N} and
TM(N) = sup
β∈BM(N)
n−1
∣∣`n(β)− `n(βn,0(M))− E[`n(β)− `n(βn,0(M))]∣∣ .
If γn is a slowly diverging sequence such that γnLn
√
Kn−1 log p→ 0, then
sup
|M|≤K
1
|M|TM
(
γnLn
√
|M|n−1 log p
)
= O(L2nn
−1 log p)
with probability at least (1− e2p1−8c2γ2n)(1−O(n−δ)), where Ln = 2mn + C1 log n.
Proof. To prove the lemma, we condition on the set Ωn = {‖Y − EY ‖∞ ≤ C1 log n}. We
observe that ∣∣`n(β)− `n(βn,0(M))− E[`n(β)− `n(βn,0(M))]∣∣
≤ ∣∣`n(β)− `n(βn,0(M))− E[`n(β)− `n(βn,0(M))|Ωn]∣∣
+ |E[`n(β)− `n(βn,0(M))]− E[`n(β)− `n(βn,0(M))|Ωn]|,
by the triangle inequality. Thus, TM(Nn) can be bounded by the sum of the following two
terms:
T˜M(Nn) = sup
β∈BM(Nn)
n−1
∣∣`n(β)− `n(βn,0(M))− E[`n(β)− `n(βn,0(M))|Ωn]∣∣ , and
RM(Nn) = sup
β∈BM(Nn)
n−1{E[`n(β)− `n(βn,0(M))]− E[`n(β)− `n(βn,0(M))|Ωn]}
That is,
TM(Nn) ≤ T˜M(Nn) +RM(Nn). (A.7)
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In the rest of the proof, we will show the following bounds
RM(Nn) = o
(
L2n
log p
n
)
, (A.8)
and
T˜M(Nn) = Op
(
L2n
log p
n
)
. (A.9)
First, we consider RM(Nn). We split RM(Nn) by the Cauchy–Schwarz inequality so that
RM(Nn) = sup
β∈BM(Nn)
n−1|(EY − E[Y |Ωn])TX[β − βn,0(M)]|
≤ ‖n−1/2(EY − E[Y |Ωn])‖2 sup
β∈BM(Nn)
‖n−1/2X[β − βn,0(M)]‖2.
We have
‖n−1/2(EY − E[Y |Ωn])‖2 = ‖n−1/2(E[W |Ωn])‖2 = O(n−C2 log n)
by Lemma 2. We also have
‖n−1/2X(β − βn,0(M))‖2 ≤ (λmax(n−1XTMXM))1/2‖β − βn,0(M)‖2 ≤ c−1/22 Nn,
for any β ∈ BM(Nn).
Therefore, RM(β) = O(Nnn
−C2 log n). So, (A.8) follows by taking C2 large enough.
Next, we deal with the term T˜M(Nn) by showing (A.9). We observe that the difference
`n(β)− `n(βn,0(M)) can be written as
`n(β)− `n(βn,0(M)) =
n∑
i=1
{
Yi[x
T
i β − xTi βn,0(M)]− [b(xTi β)− b(xTi βn,0(M))]
}
=
n∑
i=1
[
ρ(xTi β, Yi)− ρ(xTi βn,0(M), Yi)
]
.
In Lemma 3, we showed that ρ(xTi β, Yi) = Yix
T
i β − b(xTi β) is Lipschitz continuous with the
Lipschitz constant Ln conditioned on the set Ωn.
Next, we choose a Rademacher sequence {i}ni=1. Then, we apply symmetrization and
concentration inequalities in [5] as follows:
E[T˜M(Nn)|Ωn]
≤ 2E
[
sup
β∈BM(Nn)
n−1
∣∣∣∣∣
n∑
i=1
i
[
ρ(xTi β, Yi)− ρ(xTi βn,0(M), Yi)
]∣∣∣∣∣ |Ωn
]
≤ 4LnE
[
sup
β∈BM(Nn)
n−1
∣∣∣∣∣
n∑
i=1
i(x
T
i β − xTi βn,0(M))
∣∣∣∣∣ |Ωn
]
.
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Furthermore, we have
E
[
sup
β∈BM(Nn)
n−1
∣∣∣∣∣
n∑
i=1
i(x
T
i β − xTi βn,0(M))
∣∣∣∣∣ |Ωn
]
≤ E
[
n−1 sup
β∈BM(Nn)
‖β − βn,0(M)‖2‖
n∑
i=1
i(xi)M‖2|Ωn
]
≤ E
[
n−1Nn‖
n∑
i=1
i(xi)M‖2|Ωn
]
= n−1NnE

∑
j∈M
(
n∑
i=1
ixij
)21/2

≤ n−1Nn
∑
j∈M
E
( n∑
i=1
ixij
)21/2 = Nnn−1/2|M|1/2,
where we use the Cauchy–Schwarz inequality and the assumption
∑n
i=1 x
2
ij = n. Therefore,
we obtain the bound
E[T˜M(Nn)|Ωn] ≤ 4LnNnn−1/2|M|1/2. (A.10)
For any β ∈ BM(Nn), we have
n−1
n∑
i=1
|ρ(xTi βn,0(M), Yi)− ρ(xTi β, Yi)|2
≤ n−1L2n
n∑
i=1
|xTi βn,0(M)− xTi β|2
= n−1L2n(βn,0(M)− β)TXTMXM(βn,0(M)− β)
≤ L2nc−12 N2n.
Then we apply Theorem 14.2 in [5] to obtain
P
(
T˜M(Nn) ≥ E[T˜M(Nn)|Ωn] + t|Ωn
)
≤ exp
(−nc2t2
8L2nN
2
n
)
.
Now, we take t = 4LnNnn
−1/2|M|1/2u for some positive u that will be chosen later. So,
we get P (T˜M(Nn) ≥ 4LnNnn−1/2|M|1/2(1 + u)|Ωn) ≤ exp(−2c2u2|M|) by using (A.10).
We choose Nn = Lnn
−1/2|M|1/2(1 + u). So, it follows that
P
(
T˜M(Nn)
|M| ≥ 4L
2
nn
−1(1 + u)2|Ωn
)
≤ exp(−8c2u2|M|).
Thus, we have
P
(
sup
|M|≤K
T˜M(Nn)
|M| ≥ 4L
2
nn
−1(1 + u)2|Ωn
)
≤
∑
|M|≤K
P
(
T˜M(Nn)
|M| ≥ 4L
2
nn
−1(1 + u)2|Ωn
)
≤
∑
k≤K
(
p
k
)
exp(−8c2u2k) ≤
∑
k≤K
(pe
k
)k
exp(−8c2u2k).
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Now, we choose u = γn
√
log p. So, for n large enough, we get
∑
k≤K
(pe
k
)k
exp(−8c2u2k) =
∑
k≤K
(pe
k
)k
p−8c2γ
2
nk =
∑
k≤K
(ep(1−8c2γ2n))k
kk
≤
∑
k≤K
ep(1−8c2γ2n)
k!
≤ e2p1−8c2γ2n .
So far, the probability of the event T˜M(Nn) = O(L
2
n log p/n), which we call A, is bounded
below conditional on Ωn. Simple calculation yields P (A) ≥ P (A ∩ Ωn) = P (Ωn)P (A|Ωn).
Thus, P (A) ≥ (1− e2p1−8c2γ2n)(1−O(n−δ)). So, (A.9) follows.
We have shown (A.8) and (A.9), which control the terms T˜M(Nn) and RM(Nn), respec-
tively. Thus, (A.7) concludes the proof of Lemma 4.
B.5 Lemma 5 and its proof
Lemma 5. Let qi’s be n independent, but not necessarily identically distributed, scaled and
centered random variables with uniform sub-exponential decay, that is,
P (|qi| > t) ≤ C exp(−C−1t)
for some positive constant C. Let ‖qi‖ψ1 denote the sub-exponential norm defined by
‖qi‖ψ1 := sup
m≥1
{
m−1(E|qi|m)1/m
}
.
Then, we have ‖qi‖ψ1 ≤ e1/eC(C ∨ 1) for all i.
Proof. From the condition on sub-exponential tails, we derive
E|qi|m = m
∫ ∞
0
xm−1P (|qi| ≥ x)dx ≤ Cm
∫ ∞
0
xm−1 exp(−C−1x)dx
= CmCm
∫ ∞
0
um−1 exp(−u)du = CmCmΓ(m) ≤ CmCmmm,
where the last line follows from the definition of the Gamma function. Taking the mth root,
we have
(E|qi|m)1/m ≤ (Cm)1/mCm.
Rewriting above equation, we obtain
m−1(E|qi|m)1/m ≤ m1/mC1/mC ≤ e1/e(C ∨ 1)C,
for all m ≥ 1. Since the bound is independent of m, it holds that ‖qi‖ψ1 ≤ e1/eC(C ∨ 1) for
all i. This completes the proof of Lemma 5.
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B.6 Lemma 6 and its proof
Lemma 6. Under Condition 1, for some constant γ > 0, we have
sup
n
E|(uTnRnun)/µn|1+γ <∞,
where un = B
−1/2
n X
T (Y− EY), Rn = B1/2n A−1n B1/2n , and µn = tr(A−1n Bn) ∨ 1.
Proof. From the expression of uTnRnun, we have
uTnRnun =(Y− EY)TXA−1n XT (Y− EY)
=[(Y− EY)T cov(Y)−1/2][cov(Y)1/2XA−1n XT cov(Y)1/2]
· [cov(Y)−1/2(Y− EY)].
Denote Sn = cov(Y)
1/2XA−1n X
T cov(Y)1/2 and q = cov(Y)−1/2(Y − EY). We decompose
uTnRnun into two terms, the summations of the diagonal entries and the off-diagonal entries,
respectively,
uTnRnun = q
TSnq =
n∑
i=1
siiq
2
i +
∑
1≤i 6=j≤n
sijqiqj ,
where sij and qi denote the (i, j)th entry of Sn and ith entry of q. Then, we have
E(uTnRnun)
2 =
n∑
i=1
s2iiE(q
4
i ) +
∑
1≤i 6=j≤n
siisjjE(q
2
i )E(q
2
j )
+ 2
∑
1≤i 6=j≤n
s2ijE(q
2
i )E(q
2
j ).
Using Condition 1 and the sub-Gaussian norm bound in Lemma 5, both quantities E(q4i ) and
E(q2i )E(q
2
j ) can be uniformly bounded by a common constant. Hence
E(uTnRnun)
2 ≤ O(1) · {[tr(Sn)]2 + tr(S2n)}.
Since Sn is positive semidefinite it holds that tr(S
2
n) ≤ [tr(Sn)]2. Finally noting that tr(Sn) =
tr(A−1n Bn) ≤ µn, we see that supnE|(uTnRnun)/µn|1+γ < ∞ for γ = 1, which concludes the
proof of Lemma 6.
C Additional technical details
Lemmas 7–10 below are similar to those in [28]. Their proofs can be found in [28] or with
minor modifications.
Lemma 7. Under Condition 4, for j = 1, 2, we have
c4
∫
δ∈Rd
e−nqj1
N˜n(δn)
dµ0 ≤ EµM
[
e−nqj1
N˜n(δn)
]
≤ c5
∫
δ∈Rd
e−nqj1
N˜n(δn)
dµ0. (A.11)
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Lemma 8. Conditional on the event Q˜n, for sufficiently large n we have
EµM [Un(β)
n1
N˜cn(δn)
] ≤ exp{−[κn − ρn(δn)/2]dδ2n} (A.12)
≤ exp[−(κn/2)dδ2n],
where κn = λmin(Vn)/2.
Lemma 9. It holds that∫
δ∈Rd
e−nq1dµ0 =
(
2pi
n
)d/2
|Vn − ρn(δn)Id|−1/2 (A.13)
and ∫
δ∈Rd
e−nq2dµ0 =
(
2pi
n
)d/2
|Vn + ρn(δn)Id|−1/2. (A.14)
Lemma 10. For j = 1, 2, it holds that∫
δ∈Rd
e−nqj1
N˜cn(δn)
dµ0 ≤
(
2pi
nκn
)d/2
exp
[
−(
√
κndδ2n −
√
d)2/2
]
. (A.15)
Lemma 11 ([35]). For independent sub-exponential random variables {yi}ni=1, we have that
the sub-exponential norm of qi = {var(yi)}−1/2(yi−Eyi) is bounded by some positive constant
C3. Moreover, the following Bernstein-type tail probability bound holds
P
{
|
n∑
i=1
aiqi| ≥ t
}
≤ 2 exp
[
−C3 min
(
t2
C23‖a‖22
,
t
C3‖a‖∞
)]
for a ∈ Rn, t ≥ 0.
Lemma 11 rephrases Proposition 5.16 of [35] for the case where ‖qi‖Ψ1 ≤ C3. Further,
for our proof we need to characterize the concentration of the square of a sub-exponential
random variable. In this regard, we define a general α-sub-exponential random variable ξα
which satisfies
P (|ξα| > tα) ≤ H exp(−t/H)
for H, t > 0. Note that the usual sub-exponential qi’s are 1-sub-exponential random variables.
It may be useful to note that α = 1/2 corresponds to sub-Gaussian random variables.
Lemma 12 ([12]). For independent α-sub-exponential random variables q2i , the following
Bernstein-type tail probability bound holds
P
{
|
n∑
i=1
aiq
2
i − E[
n∑
i=1
aiq
2
i ]| ≥ t
}
≤ C4 exp
−C4
 t
sup
i
var1/2(q2i )‖a‖2
 22+α

for a ∈ Rn, t ≥ sup
i
var1/2(q2i )‖a‖2, and C4 > 0 depending on the choice of α,H.
The proof of Lemma 12 follows from that of Lemma 8.2 in [12].
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