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BRAIDED COFREE HOPF ALGEBRAS AND QUANTUM
MULTI-BRACE ALGEBRAS
RUN-QIANG JIAN AND MARC ROSSO
Abstract. We give a systematic construction of Hopf algebra structures on
braided cofree coalgebras. The relevant underlying structures are braided al-
gebras and braided coalgebras. We provide some interesting examples of these
algebras and coalgebras related to quantum groups. We introduce quantum
multi-brace algebras which are generalizations of both braided algebras and
B∞-algebras, as the natural framework. This new subject enables one to
quantize some important algebra structures in a uniform way. Particular in-
teresting examples are quantum quasi-shuffle algebras.
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1. Introduction
In [21], Loday and Ronco proved a classification theorem for connected cofree
bialgebras with analogues of the Poincaré-Birkhoff-Witt theorem and of the Cartier-
Milnor-Moore theorem for non-cocommutative Hopf algebras. The main tool used
is the notion of B∞-algebra. This enables one to investigate all associative algebra
structures on T (V ) compatible with the deconcatenation coproduct. By using the
universal property of T (V ) with respect to the connected coalgebra structure, the
product can be rebuilt from the data of some linear maps Mpq : V
⊗p ⊗ V ⊗q → V
for p, q ≥ 0. Conversely, one can construct an associative algebra structure for such
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given maps under some associativity conditions. Furthermore, with this algebra
structure and the deconcatenation coproduct, T (V ) becomes a bialgebra.
On the other hand, after the works on quantum groups which were introduced by
Drinfel’d [8] and Jimbo [17], mathematicians began to be interested in subjects re-
lated to braided categories. Besides the natural interest for mathematics (see, e.g.,
[18], [28] and the references therein), this also brings many significant applications
in mathematical physics, for instance, in quantum field theory (see, e.g., [5] and the
references therein). For this purpose and the importance of cofree Hopf algebras, we
would like to study the braided version of cofree Hopf algebra structures on T (V ).
In order to do this, we need to extend the notion of B∞-algebra to the braided
framework, where we use the braided coproduct instead of the tensor deconcatena-
tion coproduct of T (V )⊗T (V ). In contrast to the classical case, the structure map
coming from B∞-algebras with braided coproduct is not associative in general. To
overcome the problem, it requires some compatibility conditions between the maps
Mpq and the braiding. It leads to the definition of quantum multi-brace algebras.
With the product from quantum multi-brace algebra structure, T (V ) becomes a
"twisted" Hopf algebra in the sense of [26]. Quantum multi-brace algebras provide
a systematic construction of Hopf algebra structures on cofree braided coalgebras.
Another motivation comes from works on multiple zeta values. They led natu-
rally to so-called quasi-shuffle algebras. Mainly, the underlying vector space used
to construct the shuffle algebra has also an algebra structure. These algebras were
first discovered by Newman and Radford in [22], and later studied by many math-
ematicians in different aspects (see, e.g., [9], [13], [14], [15], [20], and the references
therein). For the reason mentioned in the preceding paragraph, there were some
attempts to quantize the quasi-shuffle algebra, for instance, [6] and [13]. We want
to deform quasi-shuffle algebras in the spirit of quantum shuffle algebras, where the
usual flip is replaced by a braiding. This way seems more natural. But we have to
impose compatibility between the braiding and the algebra structure on the under-
lying vector space. The quantum multi-brace algebras provide a good framework.
At this level, we obtain a natural framework for quantum quasi-shuffle algebras,
where the quantum multi-brace algebra structure has only the M11 term. It is
valuable to mention that Hoffman’s q-deformation of quasi-shuffle product ([14]) is
a special case of quantum quasi-shuffle algebras.
Therefore, quantum multi-brace algebras allow one to quantize many important
algebra structures, such as shuffle algebras and quasi-shuffle algebras, in a uniform
way. The new object is not just the generalization of B∞-algebras, but also of
braided algebras. As we know, braided algebras were introduced in an explicit
form by Baez in [3], and Hashimoto and Hayashi in [12] independently, where they
were called r-algebras and Yang-Baxter algebras respectively. These algebras play
an important role in braided categories. For instance, they were used to construct
braided Hochschild homologies ([4]) and they are the relevant structure between
the braiding and the multiplication in our construction of quantum quasi-shuffle
algebras. They also proved to be of interest in their own right (see, e.g., [1], [2] and
[27]). But up to now, there were few examples of these. Here we use quantum multi-
brace algebras to provide some. In particular, we show that the "upper triangular
part" of quantum groups are braided algebras.
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This paper is organized as follows. In Section 2, we recall the definitions of
braided algebras and braided coalgebras. We also study some of their properties.
After recalling the construction of braided algebras from Yetter-Drinfel’d mod-
ules with extra natural conditions, we show that module-algebras (resp. module-
coalgebras) over a quasi-triangular Hopf algebra are braided algebras (resp. coal-
gebras). Section 3 contains interesting examples of braided algebras from quantum
groups, which are the so-called quantum shuffle algebras (introduced in [26]). We
prove that the cotensor algebra T cH(M) over a Hopf algebra H and an H-Hopf
bimodule M is both a braided algebra and a braided coalgebra. As a consequence,
the "upper triangular part" U+q of the quantized enveloping algebra with a sym-
metrizable Cartan matrix is a braided algebra. In Section 4, we define quantum
multi-brace algebras and prove that their tensor spaces have braided algebra struc-
tures. Quantum shuffle algebras and quantum quasi-shuffle algebras are special
quantum multi-brace algebras. Finally, in Section 5, we introduce the notion of
2-braided algebras and use them to construct quantum multi-brace algebras.
Notation. In this paper, we denote by K a ground field of characteristic 0. All
the objects we discuss are defined over K.
Let (H,△, ε, S) be a Hopf algebra. As usual, we denote △(1) = △ and △(n) =
(△(n−1) ⊗ idH)△ for n ≥ 2. We adopt Sweedler’s notation for coalgebras and
comodules: for any h ∈ H ,
△(h) =
∑
(h)
h(1) ⊗ h(2),
and for a left H-comodule (M,ρ) and any m ∈M ,
ρ(m) =
∑
(m)
m(−1) ⊗m(0),
where the part m(−1) lies in H and the part m(0) lies in M .
The symmetric group of n letters {1, 2, . . . , n} is written by Sn.
A braiding σ on a vector space V is an invertible linear map in End(V ⊗ V )
satisfying the braid relation on V ⊗3:
(σ ⊗ idV )(idV ⊗ σ)(σ ⊗ idV ) = (idV ⊗ σ)(σ ⊗ idV )(idV ⊗ σ).
A braided vector space (V, σ) is a vector space V equipped with a braiding σ. For
any n ∈ N and 1 ≤ i ≤ n−1, we denote by σi the operator id
⊗i−1
V ⊗σ⊗ id
⊗n−i−1
V ∈
End(V ⊗n). For any w ∈ Sn, we denote by T σw the corresponding lift of w in the
braid group Bn, defined as follows: if w = si1 · · · sil is any reduced expression of w,
where si = (i, i + 1), then T
σ
w = σi1 · · ·σil . Sometimes we use Tw instead of T
σ
w if
there is no ambiguity.
For a vector space V , we denote by ⊗ the tensor product within T (V ), and by
⊗ the one between T (V ) and T (V ).
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2. Braided algebras and braided coalgebras
We start by recalling the definitions of braided algebras and braided coalgebras.
In the following, algebras are always assumed to be associative and unital, and
coalgebras are always assumed to be coassociative and counital.
Definition 2.1 ([3], [12]). 1. Let A = (A,m, η) be an algebra with product m
and unit η. Let σ be a braiding on A. We call (A,m, σ) a braided algebra if the
following diagram is commutative:
A⊗3
σ1σ2−−−−→ A⊗3
σ2σ1−−−−→ A⊗3ym⊗idA yidA⊗m ym⊗idA
A⊗2
σ
−−−−→ A⊗2
σ
−−−−→ A⊗2xη⊗idA xidA⊗η xη⊗idA
K ⊗A
≃
−−−−→ A⊗K
≃
−−−−→ K ⊗A.
2. Let C = (C,△, ε) be a coalgebra with coproduct △ and counit ε. Let σ be
a braiding on C. We call (C,△, σ) a braided coalgebra if the following diagram is
commutative:
C⊗3
σ1σ2−−−−→ C⊗3
σ2σ1−−−−→ C⊗3x△⊗idC xidC⊗△ x△⊗idC
C⊗2
σ
−−−−→ C⊗2
σ
−−−−→ C⊗2yε⊗idC yidC⊗ε yε⊗idC
K ⊗ C
≃
−−−−→ C ⊗K
≃
−−−−→ K ⊗ C.
These definitions give an appropriate way to extend the usual algebra (resp.
coalgebra) structure on the tensor products of algebras (resp. coalgebras) in braided
categories.
Proposition 2.2 ([12], Proposition 4.2). 1. For a braided algebra (A,m, σ) and any
i ∈ N, the braided vector space (A⊗i, T σχii) becomes a braided algebra with product
mσ,i = m
⊗i ◦ T σwi and unit η
⊗i : K ≃ K⊗i → A⊗i, where χii, wi ∈ S2i are given by
χii =
(
1 2 · · · i i+ 1 i+ 2 · · · 2i
i+ 1 i + 2 · · · 2i 1 2 · · · i
)
,
and
wi =
(
1 2 3 · · · i i+ 1 i+ 2 · · · 2i
1 3 5 · · · 2i− 1 2 4 · · · 2i
)
.
2. For a braided coalgebra (C,△, σ), the braided vector space (C⊗i, T σχii) becomes
a braided coalgebra with coproduct △σ,i = T
σ
w
−1
i
◦△⊗i and counit ε⊗i : C⊗i → K⊗i ≃
K.
Remark 2.3. 1. Any algebra (resp. coalgebra) is a braided algebra (resp. coalge-
bra) with the usual flip.
2. If (A,m, σ) is a braided algebra, then so is (A,m, σ−1). Similarly, if (C,△, σ)
is a braided coalgebra, then so is (C,△, σ−1).
BRAIDED COFREE HOPF ALGEBRAS AND QUANTUM MULTI-BRACE ALGEBRAS 5
3. Let <,>: V ×W → K and <,>′: V ′×W ′ → K be two bilinear non-degenerate
forms on vector spaces. For any f ∈ Hom(V, V ′), the adjoint operator adj(f) ∈
Hom(W ′,W ) of f is defined to be the one such that < x, adj(f)(y) >=< f(x), y >′
for any x ∈ V and y ∈ W ′. If (A,m, η, σ) is a braided algebra, then its adjoint
(B, adj(m), adj(η), adj(σ)) is a braided coalgebra. A similar statement for braided
coalgebras holds. This indicates some sort of duality between braided algebras and
braided coalgebras.
The braided algebra and braided coalgebra structures given by Remark 2.3.1 are
trivial. We give nontrivial examples by using braided vector spaces as follows.
Let (V, σ) be a braided vector space. For any i, j ≥ 1, we denote
χij =
(
1 2 · · · i i+ 1 i+ 2 · · · i+ j
j + 1 j + 2 · · · j + i 1 2 · · · j
)
,
and define β : T (V )⊗T (V ) → T (V )⊗T (V ) by requiring that βij = T σχij on
V ⊗i⊗V ⊗j . For convenience, we denote by β0i and βi0 the usual flip map.
It is easy to see that β is a braiding on T (V ) and (T (V ),m, β) is a braided
algebra, where m is the concatenation product. The algebra (T (V ),m, β) has a
sort of universal property in the category of braided algebras (see [2], Theorem 1.17
).
We define δ to be the deconcatenation on T (V ), i.e.,
δ(v1 ⊗ · · · ⊗ vn) =
n∑
i=0
(v1 ⊗ · · · ⊗ vi)⊗(vi+1 ⊗ · · · ⊗ vn).
We denoted by T c(V ) the coalgebra (T (V ), δ). This coalgebra is cofree among
connected coalgebras. For more information, one can see [21].
The coalgebra T c(V ) is the dual construction of (T (V ),m). So (T c(V ), β) is a
braided coalgebra.
Now we recall the construction of braided algebras and braided coalgebras in the
category of Yetter-Drinfel’d modules.
Recall that a triple (V, ·, ρ) is a (left) Yetter-Drinfel’d module over a Hopf algebra
H if (V, ·) is a left H-module, (V, ρ) is a left H-comodule, and for any h ∈ H and
v ∈ V , ∑
h(1)v(−1) ⊗ h(2) · v(0) =
∑
(h(1) · v)(−1)h(2) ⊗ (h(1) · v)(0).
The category of Yetter-Drinfel’d modules overH , denoted HHYD, is a braided tensor
category (for the definition, see, e.g., [18]). Given two objects V,W in HHYD, the
commutativity constraint cV,W associated to V and W is given by cV,W (v ⊗ w) =∑
v(−1) · w ⊗ v(0) , for any v ∈ V,w ∈ W .
An algebra (A,m, 1) is said to be in HHYD if A is an object in
H
HYD, and the
multiplication m and the unit map are morphisms in HHYD. That means (A,m, 1)
is both a comodule-algebra and a module-algebra. There is a dual description
of coalgebras. A coalgebra (C,△, ε) is said to be in HHYD if C is an object in
H
HYD, and the coproduct △ and the counit ε are morphisms in
H
HYD. That means
(C,△, ε) is both a comodule-coalgebra and module-coalgebra. One has the following
proposition immediately (see, e.g., [27]).
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Proposition 2.4. 1. If (A,m, 1) is an algebra in HHYD, then (A,m, cA,A) is a
braided algebra.
2. If (C,△, ε) is a coalgebra in HHYD, then (C,△, cC,C) is a braided coalgebra.
Moreover, we have that
Proposition 2.5. Let V and W be Yetter-Drinfel’d modules over H.
1 If both V and W are module-algebras and comodule-algebras. Then (V ⊗
W, cV⊗W,V⊗W ) is a braided algebra with the following product: for any v, v
′ ∈ V
and w,w′ ∈ W ,
(v ⊗ w) ⋆ (v′ ⊗ w′) =
∑
v(w(−1) · v
′)⊗ w(0)w
′.
2 If both V and W are module-coalgebras and comodule-coalgebras. Then (V ⊗
W, cV⊗W,V⊗W ) is a braided coalgebra with the following coproduct: for any v, v
′ ∈
V ,
△(v ⊗ w) =
∑
(v),(w)
v(1) ⊗ (v(2))(−1) · w
(1) ⊗ (v(2))(0) ⊗ w
(2).
Here, for avoiding the ambiguity, we denote △(v) =
∑
(v) v
(1) ⊗ v(2) and △(w) =∑
(w) w
(1) ⊗ w(2).
The product and coproduct introduced in the above proposition are the gener-
alizations of smash products and smash coproducts respectively. This is related to
some work of Lambe and Radford ([19], pp. 115-119), but without considering the
notion of braided algebras.
Example 2.6 (Woronowicz’s braiding). For any Hopf algebra (H,m, η,△, ε, S),
Woronowicz [30] constructed two braidings on H : for any a, b ∈ H ,
TH(a⊗ b) =
∑
(b)
b(2) ⊗ aS(b(1))b(3),
T ′H(a⊗ b) =
∑
(b)
b(1) ⊗ S(b(2))ab(3).
We consider Hop = (H,m ◦ τ, η,△, ε, S−1) and Hcop = (H,m, η, τ ◦ △, ε, S−1).
Denote FH = T
−1
Hop and F
′
H = (T
′
Hcop)
−1, then
FH(a⊗ b) =
∑
(a)
a(1)S(a(3))b⊗ a(2),
F ′H(a⊗ b) =
∑
(a)
a(1)bS(a(2))⊗ a(3).
It is well-known that H is a Yetter-Drinfel’d module over itself with the following
structures: for any x, h ∈ H ,{
x · h =
∑
(x) x(1)hS(x(2)),
ρ(h) =
∑
(h) h(1) ⊗ h(2).
It is easy to check that H is a module-algebra and a comodule-algebra with these
structures. The braiding from Yetter-Drinfel’d module structure is just F ′. So
(H,m,F ′) is a braided algebra.
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Dually, H has also the following Yetter-Drinfel’d module structure: for any
x, h ∈ H , {
x · h = xh,
ρ(h) =
∑
(h) h(1)S(h(3))⊗ h(2).
It is easy to check that H is a module-coalgebra and a comodule-coalgebra with
these structures. The braiding from Yetter-Drinfel’d module structure is just F .
So (H,△, F ) is a braided coalgebra.
In the rest of this section, we focus on the category of Yetter-Drinfel’d mod-
ules over a special kind of Hopf algebras–the quasi-triangular Hopf algebra (for
definition, see [8] or [18]).
Let (H,R) be a quasi-triangular Hopf algebra with R-matrix R =
∑
i si ⊗ ti ∈
H ⊗H .
For any H-module M , we define ρ : M → H ⊗M by ρ(m) =
∑
i ti ⊗ si · m.
Then (M, ·, ρ) is a Yetter-Drinfel’d module over H and the braiding σM is just the
action of the R-matrix of H (see, e.g., [7]).
Theorem 2.7. Under the assumptions above, if (A,m) is a module-algebra over
(H,R), then (A,m, σA) is a braided algebra.
Proof. We only need to check that A is also a comodule-algebra. Notice that the
R-matrix R satisfies (△⊗ id)(R) = R13R23, i.e.,∑
i
△(si)⊗ ti =
∑
k,l
sk ⊗ sl ⊗ tktl.
Hence ∑
i
∑
(si)
ti ⊗ (si)(1) ⊗ (si)(2) =
∑
k,l
tktl ⊗ sk ⊗ sl.
For any a, b ∈ A, we have∑
(ab)
(ab)(−1) ⊗ (ab)(0) =
∑
i
ti ⊗ si · (ab)
=
∑
i,(si)
ti ⊗
(
(si)(1) · a
)(
(si)(2) · b
)
=
∑
k,l
tktl ⊗ (sk · a)(sl · b)
=
∑
(a),(b)
a(−1)b(−1) ⊗ a(0)b(0).
Finally,
ρ(1A) =
∑
i
ti ⊗ si · 1A
=
∑
i
ε(si)ti ⊗ 1A
= 1H ⊗ 1A,
where the last equality follows from the fact (ε⊗ id)(R) = 1. 
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Theorem 2.8. With the assumptions above, if (C,△) is a module-coalgebra over
(H,R), then (C,△, σC) is a braided coalgebra.
Proof. It follows from a direct computation in some spirit as the preceding one. 
3. Examples related to quantum groups
For the relation between quantum groups and braidings, one would expect there
are some examples of braided algebras coming from quantum groups. In this sec-
tion, we prove that the upper triangular part of a quantum group makes sense by
using the result about quantum shuffles in [26].
For a Yetter-Drinfel’d module V which is both a module-algebra and a comodule-
algebra, V ⊗i is a braided algebra for each i by Proposition 2.2. One can have
another interesting example of braided algebras as follows, which will be generalized
for any braided vector space later.
We first recall some terminologies. An (i, j)-shuffle is an element w ∈ Si+j such
that w(1) < · · · < w(i) and w(i + 1) < · · · < w(i + j). We denote by Si,j the set
of all (i, j)-shuffles.
Let V be a Yetter-Drinfel’d module over a Hopf algebra H with the natural
braiding σ. In [26], the following associative product on T (V ) was constructed (in
fact, the construction works for any braided vector space, one can see [10]): for any
x1, . . . , xi+j ∈ V ,
(x1 ⊗ · · · ⊗ xi)xσ(xi+1 ⊗ · · · ⊗ xi+j) =
∑
w∈Si,j
Tw(x1 ⊗ · · · ⊗ xi+j).
The space T (V ) equipped with the product xσ is called the quantum shuffle
algebra and denoted by Tσ(V ). Moreover, the Yetter-Drinfel’d module Tσ(V ) is
a module-algebra and a comodule-algebra with the diagonal action and coaction
respectively (see [26], Proposition 9). So Tσ(V ) is a braided algebra. In fact, the
result holds for any braided vector space.
Theorem 3.1. Let (V, σ) be a braided vector space. Then (Tσ(V ), β) is a braided
algebra. The subalgebra Sσ(V ) of Tσ(V ) generated by V is also a braided algebra
with the braiding β.
Proof. For any triple (i, j, k) of positive integers and any w ∈ Si,j , we have that
(1Sk × w)(χik × 1Sj )(1Si × χjk) = χi+j,k(w × 1Sk).
And all the expressions are reduced. It follows that
(id⊗kV ⊗xσ)(βik ⊗ id
⊗j
V )(id
⊗i
V ⊗ βjk) = βi+j,k(xσ ⊗ id
⊗k
V ).
The other conditions can be proved similarly. Hence (Tσ(V ), β) is a braided algebra.
From the definition, Sσ(V ) = ⊕i≥0Im(
∑
w∈Si
T σw). By observing that χij(w ×
w′) = (w′×w)χij for any w ∈ Si and w
′ ∈ Sj and all the expressions are reduced,
we have that β is a braiding on Sσ(V ). It is certainly a braided algebra since it is
a subalgebra of Tσ(V ). 
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Remark 3.2. By using the dual construction, we know (T (V ), β) is a braided
coalgebra with the following coproduct △: for any x1, . . . , xn ∈ V , the component
of △(x1 ⊗ · · · ⊗ xn) in V ⊗p⊗V ⊗n−p is
△(x1 ⊗ · · · ⊗ xn) =
∑
w∈Sp,n−p
Tw−1(x1 ⊗ · · · ⊗ xn).
Example 3.3 (Quantum exterior algebras). Let V be a vector space over C with
basis {e1, . . . , eN}. Take a nonzero scalar q ∈ C. We define a braiding σ on V by
σ(ei ⊗ ej) =


ei ⊗ ei, i = j,
q−1ej ⊗ ei, i < j,
q−1ej ⊗ ei + (1− q−2)ei ⊗ ej , i > j.
Then σ satisfies the Iwahori’s quadratic equation (σ− idV⊗V )(σ+ q−2idV⊗V ) = 0.
In fact, this σ is given by the action of the R-matrix on the fundamental represen-
tation of UqslN . By a result of Gurevich (see [11], Proposition 2.13), we know that
T (V )/I ∼= ⊕i≥0Im(
∑
w∈Si
(−1)l(w)Tw) as algebras, where l(w) is the length of w
and I is the ideal of T (V ) generated by Ker(idV⊗V − σ). By easy computation, we
get that Ker(idV⊗V −σ) = SpanC{ei⊗ei, q
−1ei⊗ej+ej⊗ei(i < j)}. We denote by
ei1 ∧· · ·∧eis the image of ei1⊗· · ·⊗eis in Sσ(V ). So Sσ(V ) is an algebra generated
by (ei) with the relations e
2
i = 0 and ej ∧ ei = −q
−1ei ∧ ej if i < j. This Sσ(V )
is called the quantum exterior algebra over V . It is a finite dimensional braided
algebra with the braiding β.
The quantum exterior algebra has another braided algebra structure as follows.
We denote the increasing set (i1, . . . , is) by i and so on. For 1 ≤ i1 < · · · < is ≤ N
and 1 ≤ j1 < · · · < jt ≤ N , we denote
(i1, · · · , is|j1, · · · , jt) =
{
0, if i ∩ j 6= ∅,
2♯{(ik, jl)|ik > jl} − st, otherwise.
Using the above notation, it is easy to see that
ei1 ∧ · · · ∧ eis ∧ ej1 ∧ · · · ∧ ejt = (−q)
−(i1,··· ,is|j1,··· ,jt)ej1 ∧ · · · ∧ ejt ∧ ei1 ∧ · · · ∧ eis .
We define the q-flip T =
⊕
s,t Ts,t: Sσ(V )⊗Sσ(V )→ Sσ(V )⊗Sσ(V ) as follows:
for 1 ≤ i1 < · · · < is ≤ N and 1 ≤ j1 < · · · < jt ≤ N ,
Ts,t(ei1 ∧· · ·∧eis⊗ej1 ∧· · ·∧ejt) = (−q)
(i1,··· ,is|j1,··· ,jt)ej1 ∧· · ·∧ejt ⊗ei1 ∧· · ·∧eis .
Obviously, T is a braiding and it induces a representation of the symmetric
group since T 2 = id. Furthermore, it is easy to show that (Sσ(V ),∧,T ) is a
braided algebra and (Sσ(V ), δ,T ) is a braided coalgebra.
Originally, quantum shuffle algebras were discovered from the cotensor algebras
(see [26]). Cotensor algebras are the dual construction of tensor algebras. They are
constructed over Hopf bimodules.
Definition 3.4 ( [23], [29]). Let H be a Hopf algebra. A Hopf bimodule over H is
a vector space M given with an H-bimodule structure, an H-bicomodule structure
with left and right coactions δL : M → H ⊗M , δR : M →M ⊗H which commute
in the following sense: (δL ⊗ idM )δR = (idM ⊗ δR)δL, and such that δL and δR are
morphisms of H-bimodules.
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We denote byMR the subspace of right coinvariants, i.e.,MR = {m ∈M |δR(m) =
m ⊗ 1}. Then MR is a left Yetter-Drinfel’d module with coaction δ and the left
adjoint action given by: for any h ∈ H and m ∈MR,
h ·m =
∑
h(1)mS(h(2)).
Combining the discussions in the preceding section, it is not hard to see that the
cotensor algebra is both a braided algebra and a braided coalgebra. Here, we give a
more general description of this phenomenon in the framework due to Radford [25]
of bialgebras with a projection onto a Hopf algebra. We first recall some results in
[25] which we will use in our discussion.
Let H be a Hopf algebra with antipode S and A be a bialgebra. Suppose there
are two bialgebra maps i : H → A and π : A → H such that π ◦ i = idH . Set
Π = idA ⋆ (i◦S ◦π), where ⋆ is the convolution product on End(A), and B = Π(A).
1. The bialgebra A is a Hopf bimodule over H with actions h · a = i(h)a and
a · h = ai(h), coactions δL(a) =
∑
π(a(1)) ⊗ a(2) and δR(a) =
∑
a(1) ⊗ π(a(2)) for
any h ∈ H and a ∈ A. Obviously, by the projection formula from a Hopf bimodule
to its right coinvariant subspace, AR = B. So B is a left Yetter-Drinfel’d module
over H with the left adjoint action.
2. The set B is a subalgebra of A. Furthermore it is both a module-algebra
and a comodule-algebra. Moreover, B has a coalgebra structure such that Π is a
coalgebra map. With this coalgebra structure, B is both a module-coalgebra and
a comodule-coalgebra.
3. The map B ⊗ H → A given by b ⊗ h 7→ bi(h) is a bialgebra isomorphism,
where B ⊗H is with the smash product and smash coproduct.
So by combining Woronowicz’s examples on H and Proposition 2.5 for tensor
products, the bialgebra A is both a braided algebra and a braided coalgebra. If A is
moreover a Hopf algebra, then it is again a braided algebra and braided coalgebra
using directly Woronowicz’s braidings. Obviously, these two braided algebra (resp.
coalgebra) structures are different.
Now we restrict our attention on cotensor algebras, which will give us braided
algebras related to quantum groups. For a Hopf bimodule M over H , one can
construct the cotensor algebra T cH(M) over H and M . More precisely, we define
MM = Ker(δR ⊗ idM − idM ⊗ δL) and Mk = Mk−1M for k ≥ 3. And
the cotensor algebra built over H and M is T cH(M) = H ⊕M ⊕ ⊕k≥2M
k. It is
again a Hopf bimodule over H . From the universal property of cotensor algebras,
one can construct a Hopf algebra structure with a complicated multiplication on
T cH(M). We denote by SH(M) the subalgebra of T
c
H(M) generated by H and M .
Then SH(M) is a sub-Hopf algebra. For more details, one can see [?]. Apparently,
the cofree Hopf algebra T c(V ) defined in Section 2 is the cotensor algebra over
the trivial Hopf algebra K and the trivial Hopf bimodule V . Here V is a Hopf
bimodule with scalar multiplication and the coactions defined by δL(v) = 1⊗v and
δR(v) = v ⊗ 1 for any v ∈ V .
Since the inclusion H → T cH(M) and the projection T
c
H(M)→ H are bialgebra
maps, we get:
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Theorem 3.5. Let M be a Hopf bimodule over H. Then T cH(M) is both a braided
algebra and a braided coalgebra. So is SH(M).
As an application of the above theorem, we consider the following special case.
Let G = Zr × Z/l1 × Z/l2 × · · ·Z/lp and H = K[G] be the group algebra of G.
We fix generators K1, . . . ,KN of G (N = r + p). Let V be a vector space over
C with basis {e1, . . . , eN}. It is known that V is a Yetter-Drinfel’d module over
H with action and coaction given by Ki · ej = qijej and δL(ei) = Ki ⊗ ei with
some nonzero scalar qij ∈ C respectively. The braiding coming from the Yetter-
Drinfel’d module structure is given by σ(ei⊗ej) = qijej⊗ei. Now we choose special
qij to construct meaningful examples. Let A = (aij)1≤i,j≤N be a symmetrizable
generalized Cartan matrix, (d1, . . . , dN ) be positive relatively prime integers such
that (diaij) is symmetric. Let q ∈ C and define qij = qdiaij . By Theorem 15 in
[26], SH(M) is isomorphic, as a Hopf algebra, to the sub Hopf algebra U
+
q of the
quantized universal enveloping algebra associated with A when G = ZN and q is
not a root of unity; SH(M) is isomorphic, as a Hopf algebra, to the quotient of the
restricted quantized enveloping algebra u+q by the two-sided Hopf ideal generated
by the elements (K li − 1), i = 1, . . . , N when G = (Z/l)
N and q is a primitive l-th
root of unity. Then we have:
Corollary 3.6. Both U+q and u
+
q are braided algebras and braided coalgebras.
We use the above special Sσ(V )⊗H to illustrate the difference between the braid-
ing coming from Woronowicz’s construction and the one from the tensor product
of two Yetter-Drinfel’d modules.
We use the following notation: for any g = Ki11 · · ·K
iN
N ∈ G, qgj = q
i1
1j · · · q
iN
Nj ,
i.e., g · ej = qgjej . For any g, h ∈ G, Woronowicz’s braiding F ′ has the following
action on Sσ(V )⊗H :
F ′
(
(ei ⊗ g)⊗ (ej ⊗ h)
)
= qijqgj(ej ⊗ h)⊗ (ei ⊗ g)− qijqgjqhi(ejei ⊗ h)⊗ g + qgj(eiej ⊗ h)⊗ g.
But the braiding in the category of Yetter-Drinfel’d modules is :
Σ
(
(ei ⊗ g)⊗ (ej ⊗ h)
)
= qij(ej ⊗ h)⊗ (ei ⊗ g).
4. Quantum multi-brace algebras
In this section, we introduce and study the main objects of this paper: quantum
multi-brace algebras. The fact that they lead naturally to braided algebras relies
on compatibilities between the braiding and the maps Mij involved. Part of our
task is to deduce from our assumptions in the definition all the identities satisfied
by braiding, coproducts and maps Mij , which is done in a series of lemmas.
Let (C,△, ε) be a coalgebra with a preferred group-like element 1C ∈ C and
denote △(x) = △(x) − x ⊗ 1C − 1C ⊗ x for any x ∈ C. The map △ is called
the reduced coproduct. It is coassociative. The following definition and universal
property play an essential role in the theory of quantum multi-brace algebras.
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Definition 4.1 ([24]). A coalgebra (C,△) with a preferred group-like element
1C ∈ C is said to be connected if C = ∪r≥0FrC, where
F0C = K1C ,
FrC = {x ∈ C|△(x) ∈ Fr−1C ⊗ Fr−1C}, for r ≥ 1.
There is a well-known universal property for the cofree Hopf algebra T c(V ) in
the category of connected coalgebras (see, e.g., [21]):
Proposition 4.2. Given a connected coalgebra (C,△, ε) and a linear map φ : C →
V such that φ(1C) = 0, there is a unique coalgebra morphism φ : C → T c(V ) which
extends φ, i.e., PV ◦ φ = φ, where PV : T c(V ) → V is the projection onto V .
Explicitly, φ = ε+
∑
n≥1 φ
⊗n ◦ △
(n−1)
.
Indeed, the sum
∑
n≥1 φ
⊗n ◦△
(n−1)
in the above formula for the map φ is finite
since C is connected and φ(F0C) = 0 imply that φ
⊗n ◦△
(n−1)
vanishes on Fn−1C.
There is a useful consequence of this universal property.
Corollary 4.3. Let C be a connected coalgebra. If Φ,Ψ : C → T c(V ) are coalgebra
maps such that PV ◦ Φ = PV ◦Ψ and PV ◦ Φ(1C) = 0 = PV ◦Ψ(1C), then Φ = Ψ.
Using Proposition 2.2 and the fact (T c(V ), β) is a braided coalgebra, we know
there is a coalgebra structure on T c(V )⊗i by combining β and δ:
△β,i = T
β
w−1i
◦ δ⊗i,
and the counit is ε⊗i.
Proposition 4.4. Let (V, σ) be a braided vector space. Then for any n ≥ 1, the
coalgebra (T c(V )⊗n,△β,n) is connected.
Proof. Obviously, 1⊗n is a group-like element of T c(V )⊗n. For any r ≥ 0, we have
that
Fr = Fr(T
c(V )⊗n) =
⊕
0≤i1+···+in≤r
V ⊗i1⊗ · · · ⊗V ⊗in .

From now on, we use △β to denote △β,2 when n = 2. Since w
−1
2 = s2 ∈ S4,
△β = (idT c(V ) ⊗ β ⊗ idT c(V )) ◦ (δ ⊗ δ).
LetM = ⊕Mpq : T c(V )⊗T c(V )→ V be a linear map such thatMpq : V ⊗p⊗V ⊗q →
V , and 

M00 = 0,
M10 = idV = M01,
Mn0 = 0 = M0n, for n ≥ 2.
Since M(1⊗1) = 0, there is a unique coalgebra map ∗ : T c(V )⊗T c(V )→ T c(V )
by the universal property of T c(V ). Explicitly,
∗ = (ε⊗ ε) +
∑
n≥1
M⊗n ◦ △β
(n−1)
.
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We shall investigate conditions under which ∗ is an associative product. Here we
start by giving another form of ∗ by using the map M and the deconcatenation δ.
Proposition 4.5. For n ≥ 0, we have that
△
(n)
β = T
β
wn+1
◦ (δ(n))⊗2.
Proof. We use induction on n.
When n = 0, it is trivial since w1 = 1S2 .
When n = 1, △
(1)
β = △β = β2(δ ⊗ δ) = T
β
w2
◦ (δ(1))⊗2 since w2 = s2.
When n = 2,
△
(2)
β = (△β ⊗ idT c(V ) ⊗ idT c(V ))△β
= β2(δ ⊗ δ ⊗ idT c(V ) ⊗ idT c(V ))β2(δ ⊗ δ)
= β2
(
δ ⊗ (δ ⊗ idT c(V ))β ⊗ idT c(V )
)
◦ (δ ⊗ δ)
= β2
(
δ ⊗ β2β1(idT c(V ) ⊗ δ)⊗ idT c(V )
)
◦ (δ ⊗ δ)
= β2β4β3(δ ⊗ idT c(V ) ⊗ δ ⊗ idT c(V )) ◦ (δ ⊗ δ)
= T βw3 ◦ (δ
(2))⊗2.
For n ≥ 3,
△
(n+1)
β = (△β ⊗ id
⊗2n
T c(V ))△
(n)
β
= β2(δ ⊗ δ ⊗ id
⊗2n
T c(V ))T
β
wn+1
◦ (δ(n))⊗2
= β2(δ ⊗ δ ⊗ id
⊗2n
T c(V ))(id
⊗2
T c(V ) ⊗ T
β
wn
)β1 · · ·βn+1 ◦ (δ
(n))⊗2
= β2(id
⊗2
T c(V ) ⊗ T
β
wn
)(δ ⊗ δ ⊗ id⊗2n
T c(V ))β1 · · ·βn+1 ◦ (δ
(n))⊗2
= β2(id
⊗2
T c(V ) ⊗ T
β
wn
)β4β3β5β4 · · ·βn+3βn+2
◦(δ ⊗⊗id⊗nT c(V ) ⊗ δ ⊗ id
⊗n
T c(V )) ◦ (δ
(n))⊗2
= T βwn+2 ◦ (δ
(n+1))⊗2.
The third and last equalities follow from the fact that wn+1 = (1S2×wn)s2 · · · sn+1
for n ≥ 1, wn+2 = s2(1S4×wn)s4s3s5s4 · · · sn+3sn+2 for n ≥ 3 and both expressions
are reduced. 
Lemma 4.6. For n ≥ 1, we have M⊗n△
(n−1)
β (1⊗1) = 0.
Proof. It follows from the fact that △
(n−1)
β (1⊗1) = (1⊗1)
⊗n and M00 = 0. 
Proposition 4.7. For n ≥ 1, we have M⊗n△β
(n−1)
= M⊗n△
(n−1)
β
Proof. We use induction on n.
When n = 1, it is trivial.
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For n ≥ 2 any u, v ∈ T c(V ),
M⊗n△β
(n−1)
=
(
(M⊗n−1△β
(n−2)
)⊗M
)
△β(u⊗v)
=
(
(M⊗n−1△
(n−2)
β )⊗M
)(
△β (u⊗v)− (1⊗1)⊗(u⊗v)− (u⊗v)⊗(1⊗1)
)
= M⊗n△
(n−1)
β (u⊗v)−
(
M⊗n−1 △
(n−2)
β (1⊗1)
)
⊗M11(u⊗v)
−
(
M⊗n−1 △
(n−2)
β (u⊗v)
)
⊗M00(1⊗1)
= M⊗n△
(n−1)
β (u⊗v).

From this lemma, the map ∗ defined by Mpq’s can be rewritten as ∗ = ε⊗ ε +∑
r≥1M
⊗r ◦ △
(r−1)
β . And we have the following formula immediately.
Corollary 4.8. We can rewrite ∗ as
∗ = ε⊗ ε+
∑
n≥1
M⊗n ◦ T βwn ◦ (δ
(n−1))⊗2.
But this ∗ is not an associative product on T c(V ) in general. Now we will
generalize the notion of braided algebras by giving some compatibility conditions
between Mpq’s and the braiding, and prove that under these conditions the new
object makes ∗ to be associative automatically and T c(V ) becomes a braided algebra
with ∗.
Definition 4.9. A quantum multi-brace algebra (V,M, σ) is a braided vector space
(V, σ) equipped with a operation M = ⊕Mpq, where
Mpq : V
⊗p ⊗ V ⊗q → V, p ≥ 0, q ≥ 0,
satisfying
1. 

M00 = 0,
M10 = idV = M01,
Mn0 = 0 = M0n, for n ≥ 2,
2. braid condition: for any i, j, k ≥ 1,{
β1k(Mij ⊗ id
⊗k
V ) = (id
⊗k
V ⊗Mij)βi+j,k,
βi1(id
⊗i
V ⊗Mjk) = (Mjk ⊗ id
⊗i
V )βi,j+k,
3. associativity condition: for any triple (i, j, k) of positive integers,
i+j∑
r=1
Mrk ◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
=
j+k∑
l=1
Mil ◦
(
id⊗iV ⊗ (M
⊗l ◦ △
(l−1)
β )
)
.
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Remark 4.10. For any vector space V , (V, τ) is always a braided vector space
with the usual flip τ . In this case, the braid condition in the above definition
holds automatically, and the quantum multi-brace algebra returns to the classical
B∞-algebra (for the definition of B∞-algebras, one can see [21]).
Example 4.11. 1. A braided vector space (V, σ) is a quantum multi-brace algebra
with Mij = 0 except for the pairs (1, 0) and (0, 1).
2. A braided algebra (A,m, σ) is a quantum multi-brace algebra with M11 = m
and Mij = 0 except for the pairs (1, 0), (0, 1) and (1, 1).
In the following, we adopt the notation M(i1,j1,...,ik,jk) =Mi1j1 ⊗ · · · ⊗Mikjk .
Lemma 4.12. Let (V,M, σ) be a quantum multi-brace algebra. Then for any k, l ≥
1, we have{
βkl(M(i1,j1,...,ik,jk) ⊗ id
⊗l
V ) = (id
⊗l
V ⊗M(i1,j1,...,ik,jk))βi1+j1+···+ik+jk,l,
βlk(id
⊗l
V ⊗M(i1,j1,...,ik,jk)) = (M(i1,j1,...,ik,jk) ⊗ id
⊗l
V )βl,i1+j1+···+ik+jk .
Proof. We use induction on k.
The case k = 1 is trivial.
βk+1,l(M(i1,j1,...,ik+1,jk+1) ⊗ id
⊗l
V )
= (βkl ⊗ idV )(id
⊗k
V ⊗ β1l)(M(i1,j1,...,ik+1,jk+1) ⊗ id
⊗l
V )
= (βkl ⊗ idV )
(
M(i1,j1,...,ik,jk) ⊗ β1l(Mik+1jk+1 ⊗ id
⊗l
V )
)
= (βkl ⊗ idV )
(
M(i1,j1,...,ik,jk) ⊗ (id
⊗l
V ⊗Mik+1jk+1)βik+1+jk+1,l
)
=
(
βkl(M(i1,j1,...,ik,jk) ⊗ id
⊗l
V )⊗ idV
)
◦(id⊗i1+···+ik+lV ⊗Mik+1jk+1)(id
⊗i1+···+ik
V ⊗ βik+1+jk+1,l)
=
(
(id⊗lV ⊗M(i1,j1,...,ik,jk))βi1+j1+···+ik+jk,l ⊗ idV
)
◦(id⊗i1+···+ik+lV ⊗Mik+1jk+1)(id
⊗i1+···+ik
V ⊗ βik+1+jk+1,l)
= (id⊗lV ⊗M(i1,j1,...,ik+1,jk+1))
◦(βi1+j1+···+ik+jk,l ⊗ idV )(id
⊗i1+···+ik
V ⊗ βik+1+jk+1,l)
= (id⊗lV ⊗M(i1,j1,...,ik,jk))βi1+j1+···+ik+jk,l.
The another equality is proved similarly. 
The following notation is adopted to simplify the identities. We denote by
△β (i1,j1,i2,j2) the composition of△β : V
⊗i1+i2⊗V ⊗j1+j2 →
(
T (V )⊗T (V )
)
⊗
(
T (V )⊗T (V )
)
with the projection
(
T (V )⊗T (V )
)
⊗
(
T (V )⊗T (V )
)
→ (V ⊗i1⊗V ⊗j1)⊗(V ⊗i2⊗V ⊗j2),
and by
△
(k−1)
β (i1,j1,...,ik,jk)
= (△β (i1,j1,i2,j2) ⊗ id
⊗i3+j3+···+ik+jk
V ) ◦△
(k−2)
β (i1+i2,j1+j2,i3,j3,...,ik,jk)
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the map from V ⊗i1+···+ik⊗V ⊗j1+···+jk to V ⊗i1⊗V ⊗j1⊗ · · · ⊗V ⊗ik⊗V ⊗jk induc-
tively.
Lemma 4.13. For any k, l ≥ 1, we have

βi1+j1+···+ik+jk,l(△
(k−1)
β (i1,j1,...,ik,jk)
⊗ id⊗lV )
= (id⊗lV ⊗△
(k−1)
β (i1,j1,...,ik,jk)
)βi1+j1+···+ik+jk,l,
βl,i1+j1+···+ik+jk(id
⊗l
V ⊗△
(k−1)
β (i1,j1,...,ik,jk)
)
= (△
(k−1)
β (i1,j1,...,ik,jk)
⊗ id⊗lV )βl,i1+j1+···+ik+jk .
Proof. Since (T c(V )⊗2,△β , T βχ22) is a braided coalgebra, we have

(idT c(V )⊗2 ⊗△β)T
β
χ22
= (T βχ22 ⊗ idT c(V )⊗2)(idT c(V )⊗2 ⊗ T
β
χ22
)(△β ⊗ idT c(V )⊗2),
(△β ⊗ idT c(V )⊗2)T
β
χ22
= (idT c(V )⊗2 ⊗ T
β
χ22
)(T βχ22 ⊗ idT c(V )⊗2)(idT c(V )⊗2 ⊗△β).
On V ⊗i⊗V ⊗j⊗V ⊗k⊗V ⊗l, we have T βχ22 = T
σ
χi+j,k+l
= βi+j,k+l.
So on V ⊗i1+i2⊗V ⊗j1+j2⊗V ⊗r⊗V ⊗s,
(id⊗r+sV ⊗△β (i1,j1,i2,j2)βi1+j1+i2+j2,r+s)
= (βi1+j1,r+s ⊗ id
⊗i2+j2
V )(id
⊗i1+j1
V ⊗ βi2+j2,r+s)(△β (i1,j1,i2,j2) ⊗ id
⊗r+s
V ),
and on V ⊗i⊗V ⊗j⊗V ⊗k⊗V ⊗l,
(△β (i1,j1,i2,j2) ⊗ id
⊗r+s
V )βr+s,i1+j1+i2+j2
= (id⊗i1+j1V ⊗ βr+s,i2+j2)(βr+s,i1+j1 ⊗ id
⊗i2+j2
V )(id
⊗r+s
V ⊗△β (i1,j1,i2,j2)).
In order to prove our lemma, we use induction on k and the above formulas for
r = l and s = 0.
The cases k = 1 and k = 2 are trivial.
βi1+j1+···+ik+1+jk+1,l(△
(k)
β (i1,j1,...,ik,jk)
⊗ id⊗lV )
= (βi1+i2+j1+j2,l ⊗ id
⊗i3+j3+···+jk+1
V )(id
⊗i1+j1+i2+j2
V ⊗ βi3+j3+···+jk+1,l)
◦(△β (i1,j1,i2,j2) ⊗ id
⊗i3+j3+···+jk+1+l
V )(△
(k−1)
β (i1+i2,j1+j2,i3,j3,...,ik+1,jk+1)
⊗ id⊗lV )
= (βi1+i2+j1+j2,l ⊗ id
⊗i3+j3+···+jk+1
V )(△β (i1,j1,i2,j2) ⊗ id
⊗i3+j3+···+jk+1+l
V )
◦(id⊗i1+j1+i2+j2V ⊗ βi3+j3+···+jk+1,l)(△
(k−1)
β (i1+i2,j1+j2,i3,j3,...,ik+1,jk+1)
⊗ id⊗lV )
= (βi1+j1+i2+j2,l(△β (i1,j1,i2,j2) ⊗ id
⊗l
V )⊗ id
⊗i3+j3+···+jk+1
V )
◦(id⊗i1+j1+i2+j2V ⊗ βi3+j3+···+jk+1,l)(△
(k−1)
β (i1+i2,j1+j2,i3,j3,...,ik+1,jk+1)
⊗ id⊗lV )
= ((id⊗lV ⊗△β (i1,j1,i2,j2))βi1+j1+i2+j2,l ⊗ id
⊗i3+j3+···+jk+1
V )
◦(id⊗i1+j1+i2+j2V ⊗ βi3+j3+···+jk+1,l)(△
(k−1)
β (i1+i2,j1+j2,i3,j3,...,ik+1,jk+1)
⊗ id⊗lV )
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= (id⊗lV ⊗△β (i1,j1,i2,j2) ⊗ id
⊗i3+j3+···+jk+1
V )
◦βi1+j1+···+jk+1,l(△
(k−1)
β (i1+i2,j1+j2,i3,j3,...,ik+1,jk+1)
⊗ id⊗lV )
= (id⊗lV ⊗△β (i1,j1,i2,j2) ⊗ id
⊗i3+j3+···+jk+1
V )
◦(id⊗lV ⊗△
(k−1)
β (i1+i2,j1+j2,i3,j3,...,ik+1,jk+1)
)βi1+j1+···+jk+1,l
= (id⊗lV ⊗△
(k)
β (i1,j1,...,ik+1,jk+1)
)βi1+j1+···+ik+1+jk+1,l.
The another equality can be proved similarly. 
Proposition 4.14. Let (V,M, σ) be a quantum multi-brace algebra. Then we have{
β(∗ ⊗ idT c(V )) = (idT c(V ) ⊗ ∗)β1β2,
β(idT c(V ) ⊗ ∗) = (∗ ⊗ idT c(V ))β2β1,
where ∗ = ε⊗ ε+
∑
r≥1M
⊗r ◦ △
(r−1)
β .
Proof. We only need to verify that for all k, l ≥ 1,

βkl
(
(M(i1,j1,...,ik,jk) ◦ △
(k−1)
β (i1,j1,...,ik,jk)
)⊗ id⊗lV
)
=
(
id⊗lV ⊗ (M(i1,j1,...,ik,jk) ◦ △
(k−1)
β (i1,j1,...,ik,jk)
)
)
βi1+j1+···+ik+jk,l,
βlk
(
id⊗lV ⊗ (M(i1,j1,...,ik,jk) ◦ △
(k−1)
β (i1,j1,...,ik,jk)
)
)
=
(
(M(i1,j1,...,ik,jk) ◦ △
(k−1)
β (i1,j1,...,ik,jk)
)⊗ id⊗lV
)
βl,i1+j1+···+ik+jk .
They follow from the preceding lemmas immediately. 
Theorem 4.15. Let (V,M, σ) be a quantum multi-brace algebra. Then (T (V ), ∗, β)
is a braided algebra.
Proof. We only need to show that ∗ is associative. First we show that ∗(∗⊗ idT c(V ))
and ∗(idT c(V ) ⊗ ∗) are coalgebra maps from (T
c(V )⊗3,△β,3) to T c(V ).
We have
δ ◦ ∗(∗ ⊗ idT c(V ))
= (∗ ⊗ ∗) ◦ △β ◦ (∗ ⊗ idT c(V ))
= (∗ ⊗ ∗) ◦ β2 ◦ δ
⊗2 ◦ (∗ ⊗ idT c(V ))
= (∗ ⊗ ∗) ◦ β2 ◦ (δ ∗ ⊗δ)
= (∗ ⊗ ∗) ◦ β2 ◦ ((∗ ⊗ ∗) ◦ △β ⊗ δ)
= (∗ ⊗ ∗) ◦ β2 ◦ (∗ ⊗ ∗ ⊗ idT c(V ) ⊗ idT c(V )) ◦ β2 ◦ β
⊗3
= (∗ ⊗ ∗) ◦ (∗ ⊗ β(∗ ⊗ idT c(V ))⊗ idT c(V )) ◦ β2 ◦ δ
⊗3
= (∗ ⊗ ∗) ◦ (∗ ⊗ (idT c(V ) ⊗ ∗)β1β2 ⊗ idT c(V )) ◦ β2 ◦ δ
⊗3
= (∗ ⊗ ∗) ◦ (∗ ⊗ idT c(V ) ⊗ ∗ ⊗ idT c(V )) ◦ β3β4β2 ◦ δ
⊗3
= (∗ ⊗ ∗) ◦ (∗ ⊗ idT c(V ) ⊗ ∗ ⊗ idT c(V )) ◦ T
β
w
−1
3
◦ δ⊗3
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= (∗(∗ ⊗ idT c(V ))⊗ ∗(∗ ⊗ idT c(V )))△β,3 .
The first and third equalities follow from the fact that ∗ : T c(V )⊗T c(V )→ T c(V )
is a coalgebra map.
Similarly, we can prove that ∗(idT c(V ) ⊗ ∗) is also a coalgebra map.
Now we show that PV ◦ ∗(∗ ⊗ idT c(V )) = PV ◦ ∗(idT c(V ) ⊗ ∗).
On V ⊗i⊗V ⊗j⊗V ⊗k, we have
PV ◦
(
∗ (∗ ⊗ idT c(V ))
)
= PV
( i+j+k∑
s=1
M⊗s ◦ △
(s−1)
β ◦
( i+j∑
r=1
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
))
=
i+j∑
r=1
Mrk ◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
=
j+k∑
l=1
Mil ◦
(
id⊗iV ⊗ (M
⊗l ◦ △
(l−1)
β )
)
= PV
( i+j+k∑
s=1
M⊗s ◦ △
(s−1)
β ◦
( j+k∑
l=1
id⊗iV ⊗ (M
⊗l ◦ △
(l−1)
β )
))
= PV ◦ ∗(idT c(V ) ⊗ ∗),
where the third equality follows from the associativity condition.
Finally, it is clear that both of PV ◦ ∗(∗⊗ idT c(V )) and PV ◦ ∗(idT c(V )⊗∗) vanish
on 1⊗1⊗1. Then by the Corollary 4.3, we have that ∗(∗⊗ idT c(V )) = ∗(idT c(V )⊗∗).
The compatibility conditions for the unit and braiding are trivial. 
Remark 4.16. By using the dual construction stated in Remark 2.3.3, we can
easily define coalgebra structures on the tensor space T (V ) which provide braided
coalgebras.
Example 4.17 (Reconstruction of quantum shuffle algebras). Let (V, σ) be a
braided vector space. Then (V,M, σ) is a multi-brace algebra with M10 = idV =
M01 andMpq = 0 for other cases. The resulting algebra T (V ) in the above theorem
is just the quantum shuffle algebra, i.e., ∗ = xσ.
Example 4.18 (Quantum quasi-shuffle algebras). Let (V,m, σ) be a braided al-
gebra. Then (V,M, σ) is a multi-brace algebra with M10 = idV = M01, M11 = m
and Mpq = 0 for other cases. The resulting algebra T (V ) in the above theorem
is called the quantum quasi-shuffle algebra. We denote by ⋊⋉σ the quantum quasi-
shuffle product. This new product has the following inductive relation: for any
u1, . . . , ui, v1, . . . , vj ∈ V ,
(u1 ⊗ · · · ⊗ ui) ⋊⋉σ (v1 ⊗ · · · ⊗ vj)
= u1 ⊗
(
(u2 ⊗ · · · ⊗ ui) ⋊⋉σ (v1 ⊗ · · · ⊗ vj)
)
+(idV⊗ ⋊⋉σ(i−1,j))(βi,1 ⊗ id
⊗j−1
V )(u1 ⊗ · · · ⊗ ui ⊗ v1 ⊗ · · · ⊗ vj)
+(µ⊗ ⋊⋉σ(i−1,j−1))(idV ⊗ βi−1,1 ⊗ id
⊗j−1
V )(u1 ⊗ · · · ⊗ ui ⊗ v1 ⊗ · · · ⊗ vj),
BRAIDED COFREE HOPF ALGEBRAS AND QUANTUM MULTI-BRACE ALGEBRAS 19
where⋊⋉σ(i,j) the restriction of ⋊⋉σ on V
⊗i⊗V ⊗j . It is the generalization of quantum
shuffle algebra and the quantization of the classical quasi-shuffle algebra. It is not
hard to see that Hoffman’s q-deformation of quasi-shuffle product (see [14]) is a
special quantum quasi-shuffle product.
Proposition 4.19. Let V be a Yetter-Drinfel’d module over a Hopf algebra H.
If V is both a module-algebra and comodule-algebra with multiplication mV , then
the quantum quasi-shuffle algebra built on V is a module-algebra with the diagonal
action and a comodule-algebra with the diagonal coaction.
Proof. We use induction to prove the statement. On V⊗V , ⋊⋉σ= mV +xσ. Since
Tσ(V ) is both a module-algebra and a comodule-algebra with the diagonal action
and coaction respectively, and mV is both a module map and comodule map, we
get the result. By using the above inductive formula of quantum quasi-shuffles to
reduce the degree, the rest of the proof follows from that mV is both a module map
and comodule map. 
Remark 4.20. Under the assumptions in the above proposition, we can define a
map ⋊⋉σ: T (V ) ⊗ T (V ) → T (V ) by using the inductive formula. It is not difficult
to prove by induction that this ⋊⋉σ defines an associative product on T (V ). By
noticing that the natural braiding of the Yetter-Drinfel’d module T (V ) is just β,
T (V ) satisfies all conditions of Proposition 2.4. Hence we can reprove directly that
(T (V ),⋊⋉σ, β) is a braided algebra in this special case.
For more properties about the quantum quasi-shuffle algebra, one can see [16].
Let (V,M, σ) be a quantum multi-brace algebra and ∗ be the product constructed
by M and σ as before. We denote by Qσ(V ) the subalgebra of (T (V ), ∗) generated
by V . If we define ∗n : V ⊗n+1 → T (V ) by v1⊗ · · · ⊗vn+1 7→ v1 ∗ · · · ∗ vn+1,
and ∗0 = idV for convenience, then Qσ(V ) = K ⊕ ⊕n≥0Im∗
n. This algebra is a
generalization of the quantum symmetric algebra over V .
Proposition 4.21. The pair (Qσ(V ), β) is a braided algebra.
Proof. In order to prove the statement, we only need to verify that β is a braiding
on Qσ(V ). In fact, we have that β(∗k ⊗ ∗l) = (∗l ⊗ ∗k)βk+1,l+1. We use induction
on k + l.
The case k = l = 0 is trivial since σ(idV ⊗ idV ) = (idV ⊗ idV )σ.
When k + l ≥ 1,
β(∗k ⊗ ∗l) = β(∗ ⊗ idT (V ))(idV ⊗ ∗
k−1 ⊗ ∗l)
= (idT (V ) ⊗ ∗)β1β2(idV ⊗ ∗
k−1 ⊗ ∗l)
= (idT (V ) ⊗ ∗)β1
(
idV ⊗ β(∗
k−1 ⊗ ∗l)
)
= (idT (V ) ⊗ ∗)β1(idV ⊗ ∗
l ⊗ ∗k−1)(idV ⊗ βk,l+1)
= (idT (V ) ⊗ ∗)(β(idV ⊗ ∗
l)⊗ ∗k−1)(idV ⊗ βk,l+1)
= (∗l ⊗ ∗k)(β1,l+1 ⊗ id
⊗k
V )(idV ⊗ βk,l+1)
= (∗l ⊗ ∗k)βk+1,l+1.
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
For any quantum multi-brace algebra (V,M, σ), if we endow T (V ) with the usual
grading, then the algebra (T (V ), ∗) is not graded in general. But with this grading,
we have:
Proposition 4.22. The term of highest degree in the product ∗ is the quantum
shuffle product.
Proof. We need to verify that for any i, j ≥ 1,
M⊗i+j ◦△
(i+j−1)
β (u1⊗· · ·⊗ui⊗v1⊗· · ·⊗vj) =
∑
w∈Sij
T σw(u1⊗· · ·⊗ui⊗v1⊗· · ·⊗vj).
We use induction on i+ j. When i = j = 1, M⊗2 ◦△β(u⊗ v) = u⊗ v+σ(u⊗ v) =
uxσv. By inductive hypothesis, we have
M⊗i+j ◦ △
(i+j−1)
β (u1 ⊗ · · · ⊗ ui⊗v1 ⊗ · · · ⊗ vj)
=
(
(M⊗i+j−1 ◦ △
(i+j−2)
β )⊗M
)
△β (u1 ⊗ · · · ⊗ ui⊗v1 ⊗ · · · ⊗ vj)
=
(
(M⊗i+j−1 ◦ △
(i+j−2)
β )⊗M
)
(u1 ⊗ · · · ⊗ ui⊗v1 ⊗ · · · ⊗ vj−1⊗1⊗vj
+u1 ⊗ · · · ⊗ ui−1⊗β1j(ui⊗v1 ⊗ · · · ⊗ vj)⊗1)
=
( ∑
w∈Si,j−1
T σw ⊗ idV +
∑
w′∈Si−1,j
(T σw ⊗ idV )σi+j−1 · · ·σi
)
(u1 ⊗ · · · ⊗ vj)
= (u1 ⊗ · · · ⊗ ui)xσ(v1 ⊗ · · · ⊗ vj),
where the second equality follows from the fact that M⊗k△
(k−1)
β (x) = 0 for any x
with degree smaller than k, and the fourth equality follows from the fact that for
any w ∈ Si,j we have either w(i + j) = i+ j or w(i) = i+ j. 
From the classical theory (see, e.g., [21]), we also know that (T c(V ), ∗) has an
antipode S given by S(1) = 1 and S(x) =
∑
n≥0(−1)
n+1 ∗⊗n ◦δ
(n)
(x) for any
x ∈ Kerε.
5. Constructions of quantum multi-brace algebras
Since the conditions in the definition of quantum multi-brace algebras are a little
bit complicated, it seems that it is not easy to obtain the mapM . We now introduce
a new notion motivated by [21] and use it to provide quantum multi-brace algebras.
Definition 5.1. A unital 2-braided algebra is a braided vector space (V, σ) equipped
with two associative algebra structures ∗ and ·, which share the same unit, such
that both (V, ∗, σ) and (V, ·, σ) are braided algebras. We denote a 2-braided algebra
by (V, ∗, ·, σ).
Example 5.2. 1. Let (A,m,α) be a braided algebra. Then (A,m,m, α) is a trivial
unital 2-braided algebra.
2. Let (V, σ) be a braided vector space. Then (T (V ),m,xσ, β) is a unital 2-
braided algebra, where m is the concatenation product.
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Let (V, ∗, ·, σ) be a unital 2-braided algebra. We denote by ·k the map from
V ⊗k+1 to V given by v1⊗· · ·⊗vk+1 7→ v1 ·· · ··vk+1. We defineMpq : V ⊗p⊗V ⊗q → V
for p, q ≥ 0 inductively as follows:

M00 = 0,
M10 = idV = M01,
Mn0 = 0 = M0n, for n ≥ 2,
and
Mpq(u1 ⊗ · · · ⊗ up⊗v1 ⊗ · · · ⊗ vq)
= (u1 · · · · · up) ∗ (v1 · · · · · vq)
−
p+q∑
k=2
∑
Ik,Jk
·k−1M(ii,j1,...,ik,jk) ◦ △
(k−1)
β (i1,j1,...,ik,jk)
(u1 ⊗ · · · ⊗ up⊗v1 ⊗ · · · ⊗ vq),
where Ik = (i1, . . . , ik) and Jk = (j1, . . . , jk) run through all the partitions of length
k of p and q respectively.
For instance,
M11(u⊗v) = u ∗ v
− · (M01 ⊗M10)(1⊗ σ(u ⊗ v)⊗ 1)
− · (M10 ⊗M01)(u⊗ σ(1 ⊗ 1)⊗ v)
= u ∗ v − ·σ(u ⊗ v)− u · v,
M21(u⊗ v⊗w) = (u · v) ∗ w
−u ·M11(v⊗w) − ·(M11 ⊗ idV )(u ⊗ σ(v ⊗ w))
− ·2
(
u⊗ v ⊗ w + σ2(u⊗ v ⊗ w) + σ1σ2(u ⊗ v ⊗ w)
)
= (u · v) ∗ w − u · (v ∗ w)
+ ·2 σ2(u⊗ v ⊗ w)− ·(∗ ⊗ idV )σ2(u⊗ v ⊗ w),
and
M12(u⊗v ⊗ w) = u ∗ (v · w) − (u ∗ v) · w
+ ·2 σ1(u⊗ v ⊗ w) − ·(idV ⊗ ∗)σ1(u⊗ v ⊗ w).
Theorem 5.3. Let (V, ∗, ·, σ) be a unital 2-braided algebra and M = (Mpq) be the
maps defined above. Then (V,M, σ) is a quantum multi-brace algebra.
Proof. First we verify the Yang-Baxter condition. We use induction on i+ j + k.
When i = j = k = 1,
β11(M11 ⊗ idV ) = σ(∗ ⊗ idV − (· ⊗ idV )σ1 − · ⊗ idV )
= (idV ⊗ ∗)σ1σ2 − (idV ⊗ ·)σ1σ2σ1 − (idV ⊗ ·)σ1σ2
= (idV ⊗ ∗)σ1σ2 − (idV ⊗ ·)σ2σ1σ2 − (idV ⊗ ·)σ1σ2
=
(
idV ⊗ (∗ − ·σ − ·)
)
σ1σ2
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= (idV ⊗M11)β21.
For general case, we have
β1k(Mpq ⊗ id
⊗k
V )
= β1k(∗ ⊗ id
⊗k
V )(·
p−1 ⊗ ·q−1 ⊗ id⊗kV )
−
∑
β1k(·
r−1 ⊗ id⊗l)
(
(M(ii,j1,...,ir ,jr) ◦ △β (i1,j1,...,ir ,jr))⊗ id
⊗l
V
)
= (id⊗kV ⊗ ∗)(β1k ⊗ idV )(idV ⊗ β1k)(·
p−1 ⊗ ·q−1 ⊗ id⊗kV )
−
∑
(id⊗l ⊗ ·r−1)βrk
(
(M(ii,j1,...,ir,jr) ◦ △β (i1,j1,...,ir,jr))⊗ id
⊗l
)
= (id⊗kV ⊗ ∗)(id
⊗k
V ⊗ ·
p−1 ⊗ ·q−1)βp+q,k
−
∑
(id⊗l ⊗ ·r−1)
(
(M(ii,j1,...,ir ,jr) ◦ △β (i1,j1,...,ir ,jr))⊗ id
⊗l
V
)
βp+q,k
= (id⊗kV ⊗Mpq)βp+q,k.
The condition βi1(id
⊗i
V ⊗Mjk) = (Mjk ⊗ id
⊗i
V )βi,j+k can be verified similarly.
Now we want to prove that M = (Mpq) also satisfies the associativity condition.
We use induction on i+ j + k.
When i = j = k = 1, the associativity condition is just M11(M11⊗ idV )+M21+
M21σ1 = M11(idV ⊗M11) +M12 +M12σ2. Now we verify it:
M11(M11 ⊗ idV ) +M21 +M21σ1
= ∗2 − ·σ(∗ ⊗ idV )− ·(∗ ⊗ idV )
− ∗ (· ⊗ idV )σ1 + ·σ(· ⊗ idV )σ1 + ·
2σ1
− ∗ (· ⊗ idV ) + ·σ(· ⊗ idV ) + ·
2
+ ∗ (· ⊗ idV )− ·(idV ⊗ ∗) + ·
2σ2 − ·(∗ ⊗ idV )σ2
+ ∗ (· ⊗ idV )σ1 − ·(idV ⊗ ∗)σ1 + ·
2σ2σ1 − ·(∗ ⊗ idV )σ2σ1
= ∗2 − ·(idV ⊗ ∗)σ1σ2 − ·(∗ ⊗ idV )
+ ·2 σ1σ2σ1 + ·
2σ1 + ·
2σ1σ2 + ·
2
− · (idV ⊗ ∗) + ·
2σ2 − ·(∗ ⊗ idV )σ2
− · (idV ⊗ ∗)σ1 + ·
2σ2σ1 − ·σ(idV ⊗ ∗)
= ∗2 − ·σ(idV ⊗ ∗)− ·(idV ⊗ ∗)
− ∗ (idV ⊗ ·)σ2 + ·σ(idV ⊗ ·)σ2 + ·
2σ2
− ∗ (idV ⊗ ·) + ·σ(idV ⊗ ·) + ·(idV ⊗ ·)
+ ∗ (idV ⊗ ·)− ·(∗ ⊗ idV ) + ·
2σ1 − ·(idV ⊗ ∗)σ1
+ ∗ (idV ⊗ ·)σ2 − ·(∗ ⊗ idV )σ2 + ·
2σ1σ2 − ·(idV ⊗ ∗)σ1σ2
= M11(idV ⊗M11) +M12 +M12σ2.
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For i+ j + k ≥ 2, we have
i+j∑
r=1
Mrk ◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
=
∑
r≥1
(
∗ (·r−1 ⊗ ·r−1)−
∑
l≥2
·l−1M⊗l ◦ △
(l−1)
β )
)
◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
= ∗
(
(
∑
r≥1
·r−1M⊗r ◦ △
(r−1)
β )⊗ ·
k−1
)
−
∑
r≥1
∑
l≥2
·l−1M⊗l ◦ △
(l−1)
β ◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
= ∗
(
∗ (·i−1 ⊗ ·j−1)⊗ ·k−1
)
−
∑
r≥1
∑
l≥2
·
(
(·l−2M⊗l−1 ◦ △
(l−2)
β )⊗M
)
△β ◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
= ∗(∗ ⊗ idV )(·
i−1 ⊗ ·j−1 ⊗ ·k−1)
−
∑
r≥1
∑
2
·
(
∗ (·p1−1 ⊗ ·q1−1)⊗Mp2,q2
)
◦ △β (p1,q1,p2,q2) ◦
(
(M⊗r ◦ △
(r−1)
β )⊗ id
⊗k
V
)
= ∗(∗ ⊗ idV )(·
i−1 ⊗ ·j−1 ⊗ ·k−1)
−
∑
r≥1
∑
2
·
(
∗ (·p1−1 ⊗ ·q1−1)⊗Mp2,q2
)
◦ (id⊗p1V ⊗ βp2,q1 ⊗ id
⊗q2
V )
◦(
∑
M(r1,s1,...,rp1 ,sp1) △
(p1−1)
β (r1,s1,...,rp1 ,sq1 )
⊗M(rp1+1,sp1+1,...,rp1+p2 ,sp1+p2) △
(p2−1)
β (rp1+1,sp1+1,...,rp1+p2 ,sp1+p2)
⊗id⊗q1V ⊗ id
⊗q2
V )
◦(△β (r1+···+rp1 ,s1+···+sp1 ,rp1+1+···+rp1+p2 ,sp1+1+···+sp1+p2) ⊗ id
⊗k
V )
= ∗(∗ ⊗ idV )(·
i−1 ⊗ ·j−1 ⊗ ·k−1)
−
∑
r≥1
∑
2
·
(
∗ (·p1−1 ⊗ ·q1−1)⊗Mp2,q2
)
◦(
∑
M(r1,s1,...,rp1 ,sp1) △
(p1−1)
β (r1,s1,...,rp1 ,sq1 )
⊗id⊗q1V
⊗M(rp1+1,sp1+1,...,rp1+p2 ,sp1+p2) △
(p2−1)
β (rp1+1,sp1+1,...,rp1+p2 ,sp1+p2)
⊗id⊗q2V )
◦(id
⊗r1+···+sp1
V ⊗ βrp1+1+···+sp1+p2 ,q1 ⊗ id
⊗q2
V )
◦(△β (r1+···+rp1 ,s1+···+sp1 ,rp1+1+···+rp1+p2 ,sp1+1+···+sp1+p2) ⊗ id
⊗k
V )
= ∗(∗ ⊗ idV )(·
i−1 ⊗ ·j−1 ⊗ ·k−1)
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−
∑
r≥1
∑
2
·
(
∗ (·p1−1 ⊗ ·q1−1)⊗Mp2,q2
)
◦(
∑
M(r1,s1,...,rp1 ,sp1) △
(p1−1)
β (r1,s1,...,rp1 ,sq1 )
⊗id⊗q1V
⊗M(rp1+1,sp1+1,...,rp1+p2 ,sp1+p2) △
(p2−1)
β (rp1+1,sp1+1,...,rp1+p2 ,sp1+p2)
⊗id⊗q2V )
◦ △β,3,(r1+···+rp1 ,s1+···+sp1 ,q1,rp1+1+···+rp1+p2 ,sp1+1+···+sp1+p2 ,q2)
= ∗(∗ ⊗ idV )(·
i−1 ⊗ ·j−1 ⊗ ·k−1)
− ·
∑
p+q+r<i+j+k
(
∗ (∗ ⊗ idV )(·
i−p−1 ⊗ ·j−q−1 ⊗ ·k−r−1)
⊗
∑
s≥1
Msr ◦
(
(M⊗s ◦ △
(s−1)
β )⊗ id
⊗s
V
)
◦ △β,3,(i−p,j−q,k−r,p,q,r)
= ∗(idV ⊗ ∗)(·
i−1 ⊗ ·j−1 ⊗ ·k−1)
− ·
∑
p+q+r<i+j+k
(
∗ (idV ⊗ ∗)(·
i−p−1 ⊗ ·j−q−1 ⊗ ·k−r−1)
⊗
∑
s≥1
Mps ◦
(
id⊗pV ⊗ (M
⊗s ◦ △
(s−1)
β )
)
◦ △β,3,(i−p,j−q,k−r,p,q,r)
=
j+k∑
l=1
Mil ◦
(
id⊗iV ⊗ (M
⊗l ◦ △
(l−1)
β )
)
,
where the third equality follows from the inductive hypothesis and the associativity
of ∗. Here △β,3 = T
β
w
−1
3
◦ δ⊗3, and △β,3,(i,j,k,l,m,n) is denoted by the composition
of △β,3 : V ⊗i+k⊗V ⊗j+m⊗V ⊗l+n → T (V )⊗6 with the projection from T (V )⊗6 to
V ⊗i⊗V ⊗j⊗V ⊗k⊗V ⊗l⊗V ⊗m⊗V ⊗n. 
Let A2−braided be the category of unital 2-braided algebras and AQMB be the
category of quantum multi-brace algebras. By the above proposition, we get a
functor
(−)QMB : A2−braided → AQMB,
by (V )QMB = (V,M, σ), where M is the quantum multi-brace algebra constructed
from (V, ∗, ·, σ), for any (V, ∗, ·, σ) ∈ A2−braided.
By the above proposition, we have immediately that:
Corollary 5.4. Let (V,M, σ) be a quantum multi-brace algebra and (T (V ), ∗,m, β)
be the 2-braided algebra with product ∗ = ε ⊗ ε +
∑
n≥1M
⊗n△
(n−1)
β and m the
concatenation. Then the inclusion i : V → T (V ) is a quantum multi-brace algebra
morphism, i.e., i ◦Mpq = Mpq ◦ (i⊗p ⊗ i⊗q), for any p, q ≥ 0. Here Mpq is the
quantum multi-brace algebra structure on T (V ) defined above.
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