E-optimality for the subsystem Qr = K'S of the design e, that is opti the scalar system c'KK'O. To do so we make the assumption that the index set I contains at least one index for which the Chebyshev coefficient is nonzero.
The proof concentrates on showing that the information matrix C of the design e, has /IllK'c 112 for its smallest eigenvalue. For degree d eigenvalue is shown to be simple.
Section 5 concludes the paper with a discussion of the results. There are interesting interrelations with the theory of polynomials, strengthening a result that flows from Erd6s (1947) , and rederiving a theorem on the extremum properties of Chebyshev polynomials that is due to Markoff (1916) .
We comment on the asymptotic behaviour of eI as the degree d tends to infinity, and on the transition to an arbitrary interval [a, b] .
Independently Heiligers (1991) has obtained results of a similar nature. He convexifies the kernel (d, M) --> d'K'M-1Kd on which we comment after Corollary 2.3, and he decomposes the E-optimal moment matrix M(e1) into two blocks of which each is investigated separately. In our exposition this corresponds to the polynomials P and Q which we introduce in part I of the proof of our Theorem 4.1. Our analysis is geometric in nature and connections with extremal properties of polynomials are made in Section 5. Besides these technical differences, Heiligers has a different outlook in that he exhibits the dependence of the results on the underlying interval [a, b] which we here simply take to be [-1, 1].
2. E-Optimality and c-optimality. We consider the usual linear model in which the experimenter chooses experimental conditions x from a compact experimental domain g and then observes a real-valued response Y with expectation f(x)'O, where the continuous regression function f: 2-R' is known while 0 e WRk is an unknown mean parameter vector. Responses under different experimental conditions, or replicated responses under identical experimental conditions are taken to be uncorrelated, with constant variance or This set-up for the design of experiments is standard, compare Kiefer (1974) .
An experimental design 6 on g" is a probability measure with finite suppo xl, ... , xl and corresponding weights w1, . . ., wl, directing the experimenter realize a proportion wi of all observations under experimental conditions xi.
The performance of a design 6 is evaluated through its moment matrix M(() = Eli = wi f(xi) f(xd) Let the parameter system of interest be K'O where the k x s matrix K has full column rank s. With a design 6 we associate the information matrix CK(M(6)) for K'O, given by CK(M()) = min LM() L LE-Rsxk: LK=I see Gaflke (1987) . A design is called E-optimal for K'S when it maximizes the smallest eigenvalue of the information mat designs.
Given a coefficient vector c E Rk, a design is called optimal for c'O when it minimizes the standardized variance c'M(f)-c of the least squares estimator among all designs f under which the scalar parameter function c'6 is estimable.
The following two theorems point towards some intricate relations between E-optimality for K'S and optimality for z'K'6. The first theorem considers the case when the smallest eigenvalue of the E-optimal information matrix is simple.
THEOREM 2.1. Let f be a design that has a positive definite information matrix C for K'6, and let +z E RW be an eigenvector corresponding to the smallest eigenvalue of C. If the smallest eigenvalue of C has multiplicity one, then f is E-optimal for K'O if and only if f is optimal for z'K'O.
PROOF. By Theorem 8 of Pukelsheim (1980) , if the smallest eigenvalue of C is simple, then 6 is E-optimal for K'O if and only if there exists a
By the same theorem, the condition is necessary and sufficient for optimality for z'K'6. o
In general, E-optimality may obtain without any scalar optimality property.
For K = Ik and f(x) = (sin x, cos x)', with x e (0,2r], the only E-optimal design for 0 has moment matrix I2/2. But for every vector 0 # c e 0Rk the unique optimal design for c'6 has moment matrix cc'/IIc112. See Example 5 of Pukelsheim (1981) .
Following Elfving (1952) an important tool to discuss optimality for c'6 is the convex and compact set . c WRk which is the convex hull of the vectors ?f(x), with x e 9. We introduce p(c) = inf{,ut ? 0: c e , r = min{llcll ? 0: c e R k, p(c) = 1).
We assume that there are k linearly independent vectors f(xl),..., f(xk); then . has nonempty interior, and p is a norm on R k. The quantity r is the in-ball radius of ., that is, the radius of the largest Euclidean ball inscribed in S.
The central role of the Elfving set . is generally well known. For instance, for every design 6 there exists a design -q whose support points lie in t boundary of . such that -q is at least as good as 6, that is, M(rq) > M((). T is Proposition III.7 of Pazman (1986) , see also Fellman [(1974) , Theorem 2.1.2] and Elfving [(1959), Theorem 4.3] . In the present paper we take a different approach in starting out, not from the boundary of M, but from the in-ball radius r.
In Example 5 of Pukelsheim (1981) the E-optimal value for 0, v = 1/2, is strictly smaller than the squared in-ball radius, r2 = 1. In other instances, the two are equal. The following theorem implies the general inequality v < r2. THEOREM 2.2. Every design f with information matrix C for K'O and every
If a design e and a vector z # 0 satisfy (1) with equality, the for K'O and every E-optimal design ( for K'S is also optimal for z'K'O.
PROOF. Maximization of the smallest eigenvalue of C is the same as minimization of the largest eigenvalue of C1. We have the trivial inequalities
The last equality follows from the Elfving (1952) 
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That is, the pair (z/lIllz, M( ()) (1), and f is E-optimal for 0. Thus Theorem 2.2 suggests a reverse approach to the problem, to begin with a vector z 0 0. Next find an optimal design f for z'K'6, the minimum variance provides the norm p(Kz). Finally check whether for ( and z equality holds in (1). If so, f is E-optimal for K'6.
This poses the question with which vector z to begin. For K = Ik, the minimum of the right-hand side in (1) is given by the squared in-ball radius,
The minimum is attained by a vector c which defin a direction where the in-ball touches the boundary of the Elfving set S.
3. c-Optimal polynomial regression designs. In a polynomial regression model of degree d ? 1 the regression function is f(x) = (1, x, ... , xdy.
The experimental domain is taken to be Y= [-1, 1] . It is evident from Studden (1968) and the references given there that the Chebyshev polynomial
Td(x) = E0Ocix' = c'f(x) plays a central role in the discussion. We call c = (c0, c1, ... , Cd)' E =d+1 the Chebyshev coefficient vector, and s= cos((d -i)7r/d), for i = 0, 1,... , d, the Chebyshev points.
The Lagrange polynomials with nodes sO, Sl... . Sd are Now (7) implies that the weights are all positive, unless J {d/2}, as well as symmetric. Using (-1)d-' = Td(si) = c'f(si) we find that they sum to one,
Let M be the moment matrix of I The key step is the following: Furthermore only points x with f(x)'cc'f(x) = 1, that is, the Chebyshev points si, can support an optimal design. Corollary 1 of Pukelsheim and Torsney (1991) provides the unique optimal weights, wi = IuI /Ed0Iu k We remark that two index sets I and H that contain the same members from the Chebyshev index set lead to the same set J in (8), and hence yield identical designs in the theorem, fI = fH The case I = {, 1, ... , d} gives the optimal design (c for c'6, with minimum variance I1c114. The cases I = {d -2j} yield the optimal designs fd-2j for the individual parameters 6d -2j, with minimum variance (p(ed 2j))2 = Cd21, given in Section 4 of Studden (1968) . One has the relation _Jsi_ = E Cd2=) id2 __d2j~-j(i TrCr i j=o hCe Cd-2j j=w c /CI/2 Therefore (c is a mixture of the designs d -2j, wihm 4. E-Optimal polynomial regression designs. For E-optimality we need to ensure that the smallest eigenvalue comes from the block corresponding to the Chebyshev index set. Our second essential assumption is sufficient to secure this, demanding that any non-Chebyshev index is accompanied by the Chebyshev index following it,
for all j = 0, 1, .. ., [d/2] . Since the scalar case is taken care of by Theorem 3.1, we assume that I contains at least two indices. Because of (13) the set J from (8) then cannot degenerate to {d/2}. Our main result is that the design { from Theorem 3.1 is E-optimal for K'O = OI. (8) and (13), the design fI from Theorem 3.1 is the only E-optimal design for K'O, with optimal value IIK'cIVl d > 1, then the smallest eigenvalue of the information matrix C = CK(M(I)) has multiplicity one.
PROOF. (i) From Theorem 3.1 we know p(KK'c) = IIK'c112. In view of (1) of Theorem 2.2 we show that (IIK'c1I/p(KK'c))2 = IIK'cll-2 is the smallest eigen-(ii) From (11) and (6) we get (iv) Combining (15), (16) and (17), and now utilizing assumption (13) we obtain IIK'cII2 a'Ma ? E (a 2J +a2
With a = L'z and LK = Is we get a'KK'a = 11Z112. Hence (14) It is an immediate consequence of the theorem that the design (c that is optimal for c'O is the unique E-optimal design for the full parameter vector 0, and that the smallest eigenvalue of its moment matrix is IICII-2. PROOF. For K = Id+?, the eigenvalue property (14) is a'Ma This is equivalent to 1 ? 11aII2/11C1I2, for all vectors a E R a'Ma < 1. r1
Yet another form of our result pertains to the polynomials P(x)= a'f(x)/llall that are standardized so that their coefficient vector has Euclidean norm one. Then (14) becomes Hence among all polynomials P(x) = a'f(x) that satisfy a'KK'c = 1, the sup-norm maxX E[_1 1]IP(x)J has minimum value IIK'cI1-2, and this is attained only by the standardized Chebyshev polynomial Td/IlIK'cl2 highest index d this result is due to Chebyshev, for d -2j to Markoff (1916) , see Natanson [(1955), pages 36, 50] or Rivlin [(1990), pages 67, 112] . Our formulation also allows for combinations of those coefficients.
It is not hard to provide an analogue of Theorem 3.1 that covers optimality for the remaining individual coefficients od-1-2j' see Pukelsheim (1992) . As pointed out by Studden (1968) , the optimal design for Od-1-2j is supported by the Chebyshev points of one degree lower.
For large degree regression d --oo, the E-optimal designs (c converge weakly to the distribution with Lebesgue density Murty (1971) ] that the optimal design , for w'KK'O for every index set I (including the designs el for the individual coefficients) is supported by the extreme points of Wd. The same will apply to the E-optimal design 6, for 0, where now the interlacing block structure of M(6,) needed in the proof of our Theorem 4.1 is no longer prevalent. All these designs are supported on the full set of extreme points of Wd with the lone exception of the single coefficient 00 where the design concentrates all its mass at zero when the interval [0, 1] is under consideration.
