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ABSTRACT
Stimulated chlorophyll fluorescence (ChlF) is a fairly simple measurement to
collect, and is ubiquitous on most biogeochemical autonomous platforms. However,
complex physiological phenomenon challenge the interpretation of the data. Non-
photochemical quenching (NPQ) markedly reduces the fluorescence during high
light regimes, favoring dissipation of this energy as heat. This study evaluates
previously developed NPQ correction methods, typically implemented on floats or
gliders, for a fast profiling, autonomous, drifting Wirewalker deployed during the
EXPORTS field campaign at Ocean Station Papa (OSP) in the Subpolar North
Pacific Ocean. Through validating NPQ-corrected chlorophyll to absorption line
height, which is not subject to the same physiological e↵ects as fluorescence, the
best performing NPQ correction was developed by Thomalla et al. (2018), which
uses a combination of night-time profiles of ChlF and backscatter. However, if it
is preferred to correct for fluorescence quenching independently from other optical
parameters, this study suggests that a linear relationship to PAR performs similarly
well. A comparison between Wirewalker ChlF from OSP to data from coastal
California reveals two distinct physiological e↵ects that are not yet well understood.
The OSP region shows 1) much stronger quenching, and 2) a night-time enhanced
ChlF peaking near midnight. Fitting and correcting the evening ChlF relative with
a Gaussian function e↵ectively reduces the maximum fluorescence yield at night
to o↵er a presumably more robust ChlF-based proxy for chlorophyll concentration
in iron-limited systems. Overall, this work highlights the continuum of e↵orts
that can improve in situ ChlF observations, and the challenges encountered when
teasing apart physiological e↵ects and environmental variability.
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1 A timeseries of Wirewalker profiles of a) photosynthetic available
radiation (PAR), and b) raw chlorophyll fluorescence (ChlF)
conducted at roughly 40 min intervals over the upper 35m.
During daytime, fluorescence quenching due to NPQ causes a
marked reduction in the raw counts relative to night-time values. 3
2 Positions of the drifting Wirewalker (WW) during the EX-
PORTS field campaign during three 8 day WW deployments.
WW positions are colored by the date of data collection. The
grey line shows the positions of the Revelle ship. All black stars
indicate a CTD cast and the red diamonds indicate CTD casts
where there were also bottle samples collected with measure-
ments of chlorophyll concentration either from high-performance
liquid chromotography (HPLC) or extractions. . . . . . . . . . . 8
3 (a) Calibration of the Revelle CTD ChlF sensor to the HPLC
bottle samples of total chlorophyll-a concentration. Colors in-
dicate the PAR measured for each data point. Fitting through
zero was done using polyfitzero.m code by Mikofski 2020. (b)
Calibration of the Revelle CTD ChlF sensor to the WW ChlF
sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4 (a) An example of an underway particulate absorption spectrum
(ap) from the ACS on the R/V Revelle, indicating how the ab-
sorption line height was calculated (solid red line). (b) The
calibration of absorption line height to direct Chl concentration
measured by HPLC (green) or extractions (orange) collected on
the Revelle CTD rosette. (c) The time-series of Chlalh with the
bottle sample measurements. . . . . . . . . . . . . . . . . . . . 12
5 Temperature profiles observed by the WW during deployments
2 and 3 over the upper a) 35 m and b) 100 m. Panel a) highlights
mixed layer variability, showing the diurnal warming events on
08/28 and 09/04 that caused a shoaling of the zMLD when using
a 0.03 kg/m3 threshold (black line). Panels c) and d) show the
salinity profiles over the same depth ranges. Panel e) shows raw
ChlF with the 0.03 kg/m3 (black) and 0.1 kg/m3 (white) mixed




6 An example of the Thomalla et al. (2018) method applied to
one daytime WW profile. (a) The quenching depth (horizontal
line) is computed from the maximum gradient di↵erence from
the surface di↵erence in average night ChlF to day ChlF profile
(black line). Gradients are computed from the surface maximum
di↵erence (circle nearest to surface) to each of the other circles
showing the zero crossings and smallest di↵erences. (b) The
average night (dashed line) and day (solid line) ChlF:backscatter
ratio profiles. (c) The raw quenched day time ChlF (solid black
line) was corrected by multiplying the night ChlF to backscatter
profile by the day backscatter, shown in panel d. The NPQ
corrected day time ChlF is shown in orange on panel c and
closely matches the night ChlF (black dashed line, panel c). (e)
The corresponding PAR profile. . . . . . . . . . . . . . . . . . . 17
7 Example of one day of inverse ChlF (orange) and PAR (blue)
from the first deployment, when the WW stayed within the
mixed layer, demonstrating the strong correlation between the
two, even over very short time scales. . . . . . . . . . . . . . . . 19
8 Daily (Epoch 1 only) scatter plots between PAR and uncor-
rected, raw ChlF (grey points), the fitted region spanning the
PAR range 20 to 350 µmol photons m-2s-1 (blue), and the NPQ
corrected ChlF (orange). Where PAR was less than 20, or
greater than 350 µmol photons m-2s-1 the data were not included
in the fit. ChlF was binned to 1 µmol photons m-2s-1 PAR to
aid in visualizing the data. . . . . . . . . . . . . . . . . . . . . 20
9 Scatter plots following Fig. 8 for August 26, 2018 (Epoch 2).
Where depth-resolved WW profiles were available, the PAR-
based correction was implemented as a function of depth, with
(a) 1 m, (b) 10 m and (c) 20 m shown here. . . . . . . . . . . . 21
10 NPQ, defined as the ratio of daytime quenched ChlF to the
night-time unquenched ChlF and PAR for all deployment 2 (pur-
ple) and 3 (green) profiles collected by the WW were fit with a
sigmoid function following Xing et al. 2018. . . . . . . . . . . . 23
11 A timeseries of the average of the upper five meters of WW
uncorrected ChlF (black), NPQ-corrected ChlF from the various
methods highlighted here (colored) from Epochs 2 and 3. Only
data when the corresponding surface PAR was greater than 10
µmol photons m-2s-1 are shown. . . . . . . . . . . . . . . . . . . 25
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12 NPQ corrected ChlF (using the linear PAR fitting method from
this study) versus discrete Chl measurements from HPLC and
extractions collected from the Revelle CTD bottle samples. Blue
indicates day and shallow matches, which can be used to validate
the NPQ corrected data. Red points are either night-time or
deep matches, which would likely not have been impacted by
NPQ or needed for the validation analysis. . . . . . . . . . . . . 27
13 NPQ-corrected ChlF versus Chl from absorption line height for
the array of published methods examined here. Grey data points
are uncorrected ChlF. Orange are corrected, with a line of best
fit indicated. The black dashed line is the 1:1 line. Only matches
where the PAR was greater than 20 µmol photons m-2s-1 are
shown and included in the linear fit. The Xing 2012 method
has two di↵erent fits depending on the zMLD calculation density
threshold. Green is a 0.1 kg-3 and orange is a 0.03 kg-3 threshold. 29
14 Xing 2012 method variation by choice in mixed layer depth
shows (a) the time-series of PAR and (b) the uncorrected ChlF.
The 0.1 kg m-3 threshold is shown in the black line and the 0.03
0.1 kg m-3 threshold in the black dashed line. (c) shows cor-
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16 a) A histogram of the PAR observations from the EXPORTS
(orange) and Falkor (blue) cruises, demonstrating that the
Falkor deployment experienced brighter sunlight than EX-
PORTS. Panels (b) and (d) show a metric demonstrating the
degree of quenching (NPQ) as a function of PAR following b)
Omand et al. (2017) and d) Ryan-Keogh and Thomalla (2020).
(c) shows time-series of ChlF normalized to the value at dusk,
for each night. Sunset was defined as the first time that PAR
reached 20 µmol photons m-2s-1. . . . . . . . . . . . . . . . . . 37
17 Regression between nighttime measurements of underway ChlF
and the absorption line height Chl. Only data where PAR was
less 20 µmol photons m-2s-1) is shown. Points are colored by
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Phytoplankton are responsible for approximately half of the worlds oxygen
and form the basis of the marine food web. The ability to quantify phytoplankton
biomass is critical to understand ocean ecosystems as they change with global
climate (Finkel et al., 2009). However, physiological and environmental conditions
have a strong influence on bio-optical proxies, which can cause deviations between
phytoplankton biomass and sensor values. The focus of this thesis is to improve our
ability to quantify the relationship between chlorophyll-a fluorescence (ChlF) and
chlorophyll-a concentration by considering both physical and physiological impacts
on ChlF observations.
Chlorophyll-a is an important and ubiquitous pigment existing in all species
of phytoplankton to harness and convert light energy for photosynthesis (Cheka-
lyuk and Hafez, 2011). Ultimately there are three pathways for light absorbed
by chlorophyll in phytoplankton: photochemistry, fluorescence, or heat dissipation
(Murchie et al., 2013). While photochemistry, or rather photosynthesis, is often
the physiological process of interest, chlorophyll fluorescence is one of the most
common measurements, as observations of ChlF have been collected in situ since
sensor development in the 1960s (Lorenzen 1966). Modern ChlF sensors stimulate
fluorescence by emitting light with a high emission light emitting diode (LED),
typically centered at 460 or 470 nm, to excite the soret band in chlorophyll-b
(Croce et al., 2000; Hanelt, 2018;Roeseler, 2019). Upon the excitation of the elec-
trons within the soret band of the chlorophyll-b molecule, this energy is passed to
chlorophyll-a, and during relaxation the molecule fluoresces light at a lower energy,
longer wavelength, which is then detected by the sensor.
1
Despite ChlF being a simple, non-invasive measurement collected on a wide
range of autonomous and ship-board instrumentation platforms, the interpreta-
tion of these observations are complicated. One important physiological process
impacting the relationship between chlorophyll concentration and fluorescence is
non-photochemical quenching (NPQ). In high-light environments, phytoplankton
absorb more light than needed for growth and to avoid creating damaging free
radicals, they will use NPQ as a protective strategy (Murchie et al., 2013). Of
the aforementioned three pathways for light energy, NPQ occurs through heat dis-
sipation, which reduces the amount of fluorescence, and thus, lowers the signal
detected by commonly used in situ fluorometers. This reduction in fluorescence
due to NPQ creates a nonlinear relationship between ChlF and chlorophyll con-
centration (Lin et al., 2016), suppressing fluorescence by up to 90 percent (Xing
et al., 2018).
To date, there are many di↵erent NPQ correction methods established span-
ning a range of sensor platforms aimed at estimating unquenched ChlF to o↵er
a more accurate estimation of chlorophyll concentration (Biermann et al., 2015;
Carberry et al., 2019; Davis et al., 2008; Hodges, 2006; Sackmann et al., 2008;
Swart et al., 2015; Thomalla et al., 2018; Todd et al., 2009; Xing et al., 2012;
Xing et al., 2018) . Since not all autonomous platforms have the same suite of
parameters measured, or the same profiling sequences, there have been a variety
of NPQ correction methods implemented, each with their own set of assumptions.
In general, the three types of correction methods use 1) extrapolation of un-
quenched ChlF at depth to the surface (Biermann et al., 2015; Sackmann et al.,
2008; Xing et al., 2012), 2) incorporate ratios of fluorescence to other optical pa-
rameters that do not undergo the same physiological e↵ects as ChlF (Sackmann et
al., 2008; Thomalla et al., 2018; Xing et al., 2018) or 3) implement a relationship
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between ChlF and irradiance (Davis et al., 2008; Hodges, 2006; Todd et al., 2009;
Xing et al.,2018).
Most NPQ assessments for autonomous platforms have been implemented
on gliders (Davis et al., 2008; Sackmann et al., 2008; Thomalla et al., 2018) or
floats (Xing et al., 2018), which profile roughly 3-4 times per day to every 10 days
respectively. Few studies (Lucas et al. 2011; Omand et al. 2017) have done NPQ
corrections on rapid autonomous profilers like the Wirewalker. The diel variations
in NPQ are evident in the raw ChlF Wirewalker time-series (fig. 1).
Figure 1. A timeseries of Wirewalker profiles of a) photosynthetic available radia-
tion (PAR), and b) raw chlorophyll fluorescence (ChlF) conducted at roughly 40
min intervals over the upper 35m. During daytime, fluorescence quenching due to
NPQ causes a marked reduction in the raw counts relative to night-time values.
The physical environment plays an important role in quenching corrections.
The level of mixing can influence the degree of light exposure of phytoplankton. For
example, regimes with a shallow mixed layer have been shown to require di↵erent
quenching corrections from regions with a deep mixed layer (Xing et al., 2018).
Ryan-Keogh and Thomalla (2020) also show that mixing plays a key role in the
degree of quenching in terms of nutrient availability.
The availability of nutrients, particularly iron, impacts the magnitude of fluo-
rescence quenching, which can add further complexity to ChlF corrections (Behren-
feld and Kolber, 1999; Behrenfeld and Milligan, 2013; Ryan-Keogh and Thomalla,
2020; Schallenber et al., 2020). In the Southern Ocean, an iron limited region
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(Martin and Fitzwater, 1998), iron addition experiments showed that iron limita-
tion strongly enhanced NPQ observed on a glider and using fast repetition rate
fluorometry (FRRF) (Ryan-Keogh and Thomalla, 2020). Similarly, Shallenberg
et al.(2020) showed using a combination of in situ, FRRF observations, and in-
cubation experiments in an HNLC region shows that iron availability plays a key
role in NPQ capacity. This linkage of iron limitation to enhanced quenching is of
particular importance to this study, which was conducted in iron-limited waters
near Ocean Station Papa (OSP). We will demonstrate increased NPQ, likely a
result of iron-limitation, by contrasting the OSP region with Wirewalker observa-
tions collected near the California current, which has an iron supply replenished
by upwelling (Johnson et al., 2001).
The rapid profiles from the Wirewalker o↵er a high resolution, depth-resolved
view of the night-time ChlF signal from standard fluorometers, which has not yet
been closely examined for iron-limited regions. Studies using FRRF have found a
change in the maximum fluorescence yield in the evening due to the reduction of
the plastoquinone pool that increased the maximum fluorescence, decreasing the
overall photosynthetic e ciency (Behrenfeld and Milligan, 2013). This enhanced
night-time fluorescence observable with high-frequency sampling using in situ flu-
orometers further complicates the physiological corrections of fluorescence needed
in order to accurately implement these observations as a proxy for chlorophyll
concentration and biomass.
This study develops a two-fold ChlF correction for Wirewalker data collected
in a low iron region of the North Pacific Gyre. First we evaluate an array of
published methods for NPQ, and contribute our own method that is suited to the
Wirewalker profiler. Next, we demonstrate an enhancement in night-time ChlF
that we believe is linked to iron stress, and propose a correction that may be
4




2.1 Overview of Measurements
Data were collected on research cruise in August to September of 2018 in
the subpolar North Pacific ocean near Ocean Station Papa (OSP). The cruise was
part of the NASA and NSF funded field campaign, EXport Processes in the Ocean
from Remote Sensing (EXPORTS), and all data used in this study are available
on the SeaBASS data repository. The Wirewalker (WW) consists of a buoyant,
instrumented platform that is clipped to a wire of variable length (here 500m).
The wire hangs from a freely-drifting surface buoy and is held vertically by a
clump weight at the lower termination. A one-way cam mechanism inside the
WW allows the instrumented platform to ‘walk’ down the wire using wave action.
Upon reaching the bottom, the mechanism is disengaged and the buoyant platform
rises back along the wire to the surface, and immediately begins walking down the
wire again (Rainville and Pinkel, 2001). In this experiment, the WW traversed
from the surface to 500 m and back approximately every 40 minutes. Data from
the downward ‘walking’ phase was discarded and only the smooth upward profiles
were used for analysis.
During the field campaign, the WW was deployed in a series of three eight-
day deployments (fig. 2). During the second and third deployments, it collected
a total of 560 profiles over 16 days. During the first deployment, the WW did
not profile due to a ballasting error. Instead, it stayed within the mixed layer,
generally following the 24.1 kg/m3 isopycnal. This dataset was interpreted in our
analysis as a mixed layer timeseries. The four profiles at the beginning of the first
deployment were removed, as was a period where the WW briefly dipped below
6
the 24.1 kg/m3 isopycnal on August 20th.
Measurements collected on the WW profiler included chlorophyll-a (ex/em
470/695 nm), colored dissolved organic matter fluorescence (ex/em 370/460 nm)
and backscatter (700 nm) measured by a WETLabs ECO puck. Temperature and
salinity were measured and logged with an RBR Maestro and dissolved oxygen
was measured using a Rinko optode. Photosynthetic available radiation (PAR)
was measured with a JFE Advantech Co. DEFI2-L Pocket-sized PAR logger.
Transmittance, for computing beam attenuation, was measured by a Wetlabs C-
Star(550 nm). All data from profiling casts were binned to one meter intervals.
While the main platform used in this study is the WW, it is important to
note that this large-scale field campaign also included two ships, each equipped
with chlorophyll fluorescence (ChlF) sensors on the underway system and CTD
rosettes. Additional fluorescence sensors were deployed on autonomous robots,
such as the Seaglider, Lagrangian float, and Biogeochemical Argo Floats. Of the
two ships, one surveyed the area on a broad spatial scale, while the other ship
focused on process studies and more closely tracked the positions of autonomous
robots. For this study, we only incorporate observations from the process studies
ship, the Revelle. The locations of the Revelle, as well as the 83 CTD casts are
highlighted in figure 2. CTD casts where bottle samples were collected and used
for direct measurements of chlorophyll (Chl) concentrations are also highlighted.
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Figure 2. Positions of the drifting Wirewalker (WW) during the EXPORTS field
campaign during three 8 day WW deployments. WW positions are colored by
the date of data collection. The grey line shows the positions of the Revelle ship.
All black stars indicate a CTD cast and the red diamonds indicate CTD casts
where there were also bottle samples collected with measurements of chlorophyll
concentration either from high-performance liquid chromotography (HPLC) or ex-
tractions.
2.2 Sensor Calibration
Bottle sample Chl measurements were used to calibrate ChlF sensors. First
the ChlF sensor on the CTD rosette was calibrated to bottle samples of Chl concen-
tration determined from high-performance liquid chromatography pigment analy-
sis (HPLC). Norm Nelson, Sasha Kramer, Kelsey Bisson, Stuart Halewood, Weiyi
Tang provided chlorophyll extraction data and Crystal Thomas analyzed HPLC
samples. Data are available on Seabass repository. The dark value of the CTD
ChlF sensor was determined to be 0.051 V from the taped cast value. This was
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subtracted from the measurements before establishing the fit to the HPLC Chl
concentrations. As a first step, the ChlF sensor on the CTD was calibrated to
the bottle Chl, because they were collected from the same platform and have the
greatest potewntial for alignment. A PAR threshold of 24 µmol photons m-2s-1
was determined by iteratively solving for the linear fit forcing through zero using
polyfitZero.m and solving for the PAR threshold that yielded the maximum slope
(Mikofski 2020). ChlF measurements collected where PAR was below this thresh-
old (including both night and deep observations) were preserved, and all others
were excluded from the fit. Once the CTD sensor was calibrated, this sensor was
used to calibrate the ChlF sensor on the WW. To be considered a match-up, WW
and CTD data points were required to have occurred within one hour, and one
nautical mile horizontal distance, and one vertical meter. We also imposed a sur-
face salinity threshold of 0.05 psu to ensure that consistent water masses were
compared, since salinity was a fairly robust indicator of micro- water masses dur-
ing this experiment. The intercept from the calibration fitting was consistent with
the average deep value of 53 counts.
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Figure 3. (a) Calibration of the Revelle CTD ChlF sensor to the HPLC bottle
samples of total chlorophyll-a concentration. Colors indicate the PAR measured
for each data point. Fitting through zero was done using polyfitzero.m code by
Mikofski 2020. (b) Calibration of the Revelle CTD ChlF sensor to the WW ChlF
sensor.
Backscatter was calibrated using the factory dark, 48 counts and multiplied
by the scale factor 3.07E-6 m-1sr-1/counts. Seawater scattering was removed using
betasw wetlabs.m with a chi value of 1.02, wavelength 700 nm, and angle 124
degrees (Zhang et al., 2009).
Beam attenuation was computed from transmittance measurements using the
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factory calibration, with a path length of 25 cm, a reference of 4.699 V and dark
of 0.002 V. The deep values (495 m) of beam attenuation were used to remove
sensor drift over the course of deployments 2 and 3. The time-series of the ratio of
deep to the initial deep value were smoothed using a moving median filter with a
window of 7 samples. This was fit with a nonlinear quadratic function (coe cients;
a=-3.28E-4, b=0.018, c=0.997) and applied to the data for correction. The same
fit was applied to the first deployment, which did not have enough deep values to
fit the time-series.
Absorption line height was developed by Roesler and Barnard (2013) as a
linear proxy for Chl concentration (fig. 4). Absorption line height was computed
from the underway ACS particulate absorption (ap) spectra using 672.6 nm as the
reference wavelength, instead of 676 nm, because it better aligned with the peak
in ap (fig. 4a). The baseline was computed from 650.2 to 701 nm. Emmanuel Boss
and Nils Haentjens provided the Revelle underway ACS data, which is available
on Seabass. To convert the absorption line height to Chl concentration, the HPLC
and Chl extraction Revelle bottle samples collected at 5 m depth or shallower were
matched temporally to the underway apto create a linear proxy for absorption line
height based chlorophyll concentration (Chlalh) (fig. 4b and c). The underway
ChlF sensor (Wetlabs WS3S) was calibrated to the Chlalh. No factory calibration
information was available for this sensor.
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Figure 4. (a) An example of an underway particulate absorption spectrum (ap)
from the ACS on the R/V Revelle, indicating how the absorption line height was
calculated (solid red line). (b) The calibration of absorption line height to direct
Chl concentration measured by HPLC (green) or extractions (orange) collected
on the Revelle CTD rosette. (c) The time-series of Chlalh with the bottle sample
measurements.
2.3 Characterization of Physical Environment
The intensity and variability in ambient light experienced by a phytoplankton
cell depends on its physical environment. For example, a cell in the mixed layer
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may be moved across light gradients by turbulent mixing, or below the mixed
layer, where light exposure may be limited. Here, the mixed layer depth (zMLD)
was computed using potential density thresholds of 0.03 and 0.1 kg/m3 relative
to the density at 10 m following de Boyer Montégut (2004). Generally, the field
campaign experienced relatively consistent temperature and salinity throughout
the experiment (Fig. 5a-d). The zMLD mainly stayed around 30 to 35 m and
depending on the density threshold used to compute the depth of the mixed layer,
it occasionally shoaled due to diurnal warming. However, the more relaxed density
threshold of 0.1 kg m-3 tended to follow the sharp density stratification and was
una↵ected by diurnal warming (compare black and white lines, fig. 5). The impact
on the choice in zMLD for NPQ corrections will be discussed further in the next
section.
The euphotic depth (zeu), the depth below which there is insu cient light
for many cells to undergo photosynthesis, is another relevant parameter for this
analysis. Here, a daily zeu was computed as the one percent light level by linearly
fitting the average daily natural log of the PAR with respect to depth for upper
100 m to compute a daily attenuation coe cient. This attenuation coe cient was
then used to solve for the depth of the 1 percent light level.
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Figure 5. Temperature profiles observed by the WW during deployments 2 and 3
over the upper a) 35 m and b) 100 m. Panel a) highlights mixed layer variability,
showing the diurnal warming events on 08/28 and 09/04 that caused a shoaling of
the zMLD when using a 0.03 kg/m3 threshold (black line). Panels c) and d) show
the salinity profiles over the same depth ranges. Panel e) shows raw ChlF with the
0.03 kg/m3 (black) and 0.1 kg/m3 (white) mixed layer density thresholds.
2.4 Correction of Non-Photochemical Quenching (NPQ)
This analysis follows the work of two recent studies that evaluate a range
of NPQ corrections, Thomalla et al. 2018 and Xing et al. 2018, for a glider
and a profiling float, respectively. The major outcome of Thomalla et al. (2018)
was development of an NPQ correction based on relationships between ChlF and
backscatter that related day corrections to the previous night observations for a
region with a deep Chl maximum. Xing et al. (2018) posited the implementation
of PAR to advance NPQ correction methods on floats in a range of environments.
We aim to further test these NPQ correction methods for our region (iron-limited
region with a deep Chl maximum) using the added information gained from a rapid
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profiling platform. We categorize the NPQ corrections according to 1) vertical
extrapolation of ChlF, 2) use of additional bio-optical proxies for biomass (ie.
backscatter), or 3) use of PAR.
1) Extrapolation of deep ChlF to the surface
If the only bio-optical parameter measured is ChlF, knowledge of the vertical
fluorescence structure, temperature and salinity can be used to extrapolate a deep
fluorescence measurement to the surface. Xing et al. (2012) developed an NPQ
correction for ChlF measured by Cyclops 7 sensors on sub-Antarctic elephant seals.
For each daytime profile, this method identifies the maximum ChlF in the mixed
layer and extrapolates the maximum value from that depth to the surface . Another
study by Biermann et al. (2015) - also with Cyclops 7 on elephant seals - modified
the extrapolation method by using estimates of zeu from satellite (MODIS L3 8
day 4 km) to find the depth of the maximum ChlF in the euphotic zone and
extrapolate the maximum value from that depth to the surface for day-time profiles
. Since we had minimal cloud-free satellite imagery during EXPORTS 2018, in our
reproduction of this method we instead use the zeu calculated from in situ PAR
data.
2) Fluorescence to optical backscatter ratios
If additional bio-optical observations are available on the sensor platform,
such as backscatter, this can be used for NPQ correction. Sackmann et al. (2008)
deployed a Seaglider o↵ the coast of Washington, USA and measured ChlF and
backscatter with an ECO-BB2F. They used the shape of the backscatter profiles
to infer the shape of unquenched ChlF profiles. They identified the depth of
the maximum ChlF to backscatter ratio in the mixed layer. From the depth of
the maximum ratio to the surface, the day-time ChlF to backscatter ratio was
multiplied by the backscatter .
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In addition to reviewing the aforementioned methods and their assumptions,
Thomalla et al. (2018) also expanded on this method by incorporating night
profiles into the correction method for two Seagliders profiling with approximate 5
hour dives in the South Atlantic sub-Antarctic. Instead of following their IQR1.5
rule, we despiked ChlF profiles by a running median with a filter size of 3 m.
Backscatter profiles were despiked as done by Thomalla et al. (2018) following
Briggs et al. (2011) with a moving minimum filter of 7 m and then a moving
maximum filter of 7 m. NPQ was determined to occur from the surface down to
a computed quenching calculated by the following: 1. Subtracting the daily ChlF
profile from the closest night average ChlF profile to compute a night-day di↵erence
profile. 2. Finding the places where the night-day di↵erence profile crosses zero
and the five smallest values of the di↵erence profile in the euphotic zone (1 percent
light level). 3. Finding the largest night-day di↵erence in the upper 5 m. 4.
Computing the vertical gradient in ChlF from the surface maximum (step 3) to
each point identified in step 2. 5. The depth at the point with the steepest gradient
is the quenching depth. Once the quenching depth was computed, the corrected
chlorophyll fluorescence was determined by multiplying the day backscatter profile
by the mean night-time ChlF:backscatter profile from the quenching depth to the
surface (Thomalla et al., 2018). An example of this correction method is shown in
figure 6.
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Figure 6. An example of the Thomalla et al. (2018) method applied to one daytime
WW profile. (a) The quenching depth (horizontal line) is computed from the
maximum gradient di↵erence from the surface di↵erence in average night ChlF to
day ChlF profile (black line). Gradients are computed from the surface maximum
di↵erence (circle nearest to surface) to each of the other circles showing the zero
crossings and smallest di↵erences. (b) The average night (dashed line) and day
(solid line) ChlF:backscatter ratio profiles. (c) The raw quenched day time ChlF
(solid black line) was corrected by multiplying the night ChlF to backscatter profile
by the day backscatter, shown in panel d. The NPQ corrected day time ChlF is
shown in orange on panel c and closely matches the night ChlF (black dashed line,
panel c). (e) The corresponding PAR profile.
3) Relationship between ChlF and PAR
The highly temporally resolved data from the WW (particularly during de-
ployment one) highlights the tight correlations between PAR and ChlF, even over
short timescales as clouds pass overhead (fig. 7). Thus, we used a PAR-based
method for NPQ correction. This method is similar to and follows assumptions
outlined in Hodges 2006 and Davis et al. 2008 in that we assumed quenching to
be a function of irradiance. However, since we had PAR observations, we did not
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need to estimate the irradiance from sun angle. A similar method in Todd et al.
2009 using a linear relationship between surface light intensity and quenching.We
used the high-resolution Epoch 1 record to determine a reasonable PAR range for
establishing a linear relationship between ChlF and PAR. For each local day and
for PAR values greater than 20 and less than 350 µmol photons m-2s-1 a linearly fit
was computed to fit the quenched fluorescence values to the PAR (fig 8). This was
done using Matlab polyfit. The slope of this line was then used to extrapolate the
measured ChlF back to the y-axis yielding an estimate of the unquenched value.
Any times where the linear fit had a p-value, determined with the Matlab corrceof
function, was greater than 0.05 or there was a positive slope, the data were not
corrected. Any values where the PAR was less than 20 µmol photons m-2s-1 were
not corrected, as we assumed they were not subjected to NPQ. PAR values greater
than 350 µmol photons m-2s-1 were not included in the fitting process because our
observations in Epoch 1 showed that further increases in PAR did not change the
degree of quenching. However, these data points still required NPQ correction, so
the slope was extrapolated and used to correct for NPQ at these high-PAR points.
For Epoch 1, one slope value was computed per day. However, for deployments 2
and 3 the fitting was computed for each 1-m depth bin (fig. 9).
18
Figure 7. Example of one day of inverse ChlF (orange) and PAR (blue) from the
first deployment, when the WW stayed within the mixed layer, demonstrating the
strong correlation between the two, even over very short time scales.
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Figure 8. Daily (Epoch 1 only) scatter plots between PAR and uncorrected, raw
ChlF (grey points), the fitted region spanning the PAR range 20 to 350 µmol
photons m-2s-1 (blue), and the NPQ corrected ChlF (orange). Where PAR was
less than 20, or greater than 350 µmol photons m-2s-1 the data were not included
in the fit. ChlF was binned to 1 µmol photons m-2s-1 PAR to aid in visualizing the
data.
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Figure 9. Scatter plots following Fig. 8 for August 26, 2018 (Epoch 2). Where
depth-resolved WW profiles were available, the PAR-based correction was imple-
mented as a function of depth, with (a) 1 m, (b) 10 m and (c) 20 m shown here.
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Another method that uses concurrent PAR measurements was developed by
Xing et al. 2018. Here, we applied the method most appropriate for OSP, where
the mixed layer is shallower than the depth where the light level reaches 15 µmol
photons m-2s-1, and there is a defined deep Chl maximum. This method fits the
ratio of quenched (day time) to unquenched (night) ChlF as a function of PAR
with a three parameter sigmoid function based on, 1. the ratio of quenched to un-
quenched ChlF (r), 2. the PAR value corresponding to the steepest gradient in the
function (PARmid), and 3. the exponent of the function (e). We re-parameterized
the sigmoid fit function for all WW profiles collected during deployments 2 and 3
using fittype in matlab following the function from Xing et al. (2018): NPQ(z) =
r+(1- r)/(1 + (PAR(z)/PARMID)e from the surface to the PAR threshold depth.
The 10 m depth corrected value was extrapolated to the surface, as suggested by
Xing et al. 2018 to avoid issues of surface PAR measurements impacted by wave
focusing. For times when the mixed layer is shallow than PAR threshold depth,
the ChlF profile is corrected by dividing the raw ChlF by the sigmoid fit function.
When the mixed layer is deeper than the PAR threshold depth, then the Xing 12
method is used to correct the profile instead (Xing et al., 2012; Xing et al., 2018).
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Figure 10. NPQ, defined as the ratio of daytime quenched ChlF to the night-time
unquenched ChlF and PAR for all deployment 2 (purple) and 3 (green) profiles
collected by the WW were fit with a sigmoid function following Xing et al. 2018.
2.5 Non-Photochemical Quenching Method Inter-Comparison and
Validation
To evaluate these various NPQ correction methods, corrected data were com-
pared to direct measurements of Chl concentrations from HPLC and Chl extrac-
tions. Matches of NPQ corrected Chl concentrations to bottle samples were iden-
tified first by finding the nearest WW cast to the CTD cast, with at most a one
hour time di↵erence. Then, once the temporal casts were determined bottles were
matched to WW by depth to the nearest vertical meter. Any bottles from cast
matches greater than 5 km in distance from the WW were discarded. Data were
fit using a linear regression.
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While HPLC and extractions include day and night, as well as surface and
deep direct Chl measurements, only the day-time surface samples are impacted
by NPQ. Since there are a limited amount of these discrete samples from surface
sunlit waters, to increase the amount of validation data, underway Chlalh was also
used. NPQ corrected WW ChlF from all tested correction methods were compared
to absorption line height by linear regression. Since Chlalh was derived from the
ship underway system, the upper five meters of WW ChlF were averaged. The
Chlalh was linearly interpolated to the time-scale of the WW casts and only times
where the ship was within 5km of the WW were used for the regression analysis.
2.6 Characterization of Nighttime Chlorophyll Fluorescence Increase
These corrections revealed a systematic increase in nighttime ChlF which was
not corrected for by any of the NPQ methods. Through discussions with other
EXPORTS PIs, and comparison with Chlalh (which did not show this e↵ect), we
concluded that the increase was related to a night-time physiological response
which is amplified under iron stress. To evaluate the hypothesis that this e↵ect
is enhanced in iron deplete regions, we compared the results to WW observations
collected during a cruise on the R/V Falkor near station M in the California current,
during a 5 day deployment in February 2017. This area is not believed to be iron
limited under upwelling conditions. NPQ was corrected on the Falkor dataset
following the linear relationship to PAR method established in this study. The
degree of quenching was computed following Omand et al. 2017 and Ryan-Keogh
and Thomalla 2020 . The EXPORTS nighttime ChlF observations were fit and





3.1 Non-Photochemical Quenching Method Inter-Comparison and
Validation
A range of NPQ correction methods were implemented to correct Wirewalker
ChlF (Biermann et al., 2015; Carberry et al., 2019; Sackmann et al., 2008; Swart et
al., 2015; Thomalla et al., 2018; Xing et al., 2012; Xing et al., 2018). Each method
has a unique set of assumptions, as outlined in previous NPQ inter-comparison
studies by Thomalla et al. 2018 for gliders and Xing et al. 2018 for floats. Our
Wirewalker based study shows over sub-daily timescales, NPQ correction methods
return di↵ering results. Figure 11 shows the time-series from upper five meter
averaged Chl estimates (daytime only) using a subset of correction methods, high-
lighting some of these di↵erences.
Figure 11. A timeseries of the average of the upper five meters of WW uncorrected
ChlF (black), NPQ-corrected ChlF from the various methods highlighted here
(colored) from Epochs 2 and 3. Only data when the corresponding surface PAR
was greater than 10 µmol photons m-2s-1 are shown.
In order to evaluate the accuracy of these correction methods, NPQ-corrected
estimates were compared with discrete measurements of Chl concentration from
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HPLC. Discrete Chl samples o↵er direct information of Chl concentration, as op-
posed to fluorescence, and are not subject to the same physiological e↵ects. Figure
12 shows an example of NPQ corrected data, using the linear relationship to PAR,
compared to HPLC Chl concentrations. However, only a subset of the spatiotem-
poral matches were actually collected during the day in the surface, sunlit waters
which are impacted by NPQ. There were 29 discrete Chl matches to Wirewalker
ChlF observations where PAR was greater than 20 µmol photons m-2s-1 and the
depth was shallower than 35 m. The limited number of data points makes it
challenging to use discrete samples as a validation tool.
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Figure 12. NPQ corrected ChlF (using the linear PAR fitting method from this
study) versus discrete Chl measurements from HPLC and extractions collected
from the Revelle CTD bottle samples. Blue indicates day and shallow matches,
which can be used to validate the NPQ corrected data. Red points are either
night-time or deep matches, which would likely not have been impacted by NPQ
or needed for the validation analysis.
To supplement the limited bottle data, absorption line height based chloro-
phyll (Chlalh) was also used. Chlalh is a proxy for Chl concentration, and similarly
to HPLC is, una↵ected by NPQ. Discrete HPLC-based measurements were used
to calibrate Chlalh to represent a Chl concentration (fig. 4b). This o↵ers a con-
tinuous time-series from the ship underway system to compare against corrected
Wirewalker observations (fig. 13). Previous studies have used midnight ChlF for
validation (Thomalla et al., 2018), which leverages the same sensor and sensor
platform for a direct space and time validation. However we found an additional
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physiological e↵ect that appears to inflate night-time ChlF (described later on in
text). To avoid this bias, the Chlalh was used for validation. While validating with
Chlalh is advantageous in o↵ering an independent measure of Chl, there are chal-
lenges with this method considering the ship is not always near the WW and the
ship underway system only captures surface Chl. For comparison, we average the
upper 5 m of the WW NPQ corrected Chl. With this in mind, we would caution
any interpretation of Chl concentrations with NPQ corrections on the sub-10 m
vertical scales.
From here on, the Thomalla et al. 2018 method will be referred to as Thomalla
2018, the Xing et al. 2012 method as Xing 2012, the Sackmann et al. 2008 method,
also used by Swart et al. 2015 will be referenced as Sackmann 2008, The Xing et
al. 2018 method as Xing 2018, and the Biermann et al. 2015 method as Biermann
2015. Validation of each of these methods to absorption line height is shown in
figure 13.
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Figure 13. NPQ-corrected ChlF versus Chl from absorption line height for the
array of published methods examined here. Grey data points are uncorrected
ChlF. Orange are corrected, with a line of best fit indicated. The black dashed
line is the 1:1 line. Only matches where the PAR was greater than 20 µmol photons
m-2s-1 are shown and included in the linear fit. The Xing 2012 method has two
di↵erent fits depending on the zMLD calculation density threshold. Green is a 0.1
kg-3 and orange is a 0.03 kg-3 threshold.
ChlF-based NPQ correction
The Xing 2012 method requires the fewest coincident measurements, just zMLD
and ChlF. This method extrapolates the maximum ChlF in the mixed layer from
the depth of the maximum value to the surface (Xing et al., 2012), assuming
a constant distribution of Chl in the surface mixed layer, and that there is no
quenching below the mixed layer (Thomalla et al., 2018; Xing et al., 2012; Xing
et al., 2018). An important consideration for the Xing 2012 method is the depth
of the mixed layer chosen for correction. Despite similar regression statistics, the
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overall Chl magnitude and distribution of individual points were quite di↵erent
depending on the choice of mixed layer threshold (fig. 13 a). A closer look at
how zMLD can significantly impact the results of an NPQ correction is shown in
fig. 14, which displays the time-series of the Xing 2012 method computed with
di↵erent zMLD thresholds. Computing the di↵erence between the results from the
Xing 2012 method while varying zMLD thresholds resulted in a range of corrected
values, showing how sensitive this method is to the choice in zMLD.
Figure 14. Xing 2012 method variation by choice in mixed layer depth shows (a)
the time-series of PAR and (b) the uncorrected ChlF. The 0.1 kg m-3 threshold is
shown in the black line and the 0.03 0.1 kg m-3 threshold in the black dashed line.
(c) shows correcting using the Xing 2012 method by finding the maximum ChlF
in the mixed layer with a 0.1 kg m-3 threshold. (d) shows the same method with
a 0.03 kg m-3 threshold, and (e) is the di↵erence between the results while varying
mixed layer. In summary, the choice in mixed layer can result in a change in ChlF
correction of approximately 10 to 20 counts.
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Backscatter-based NPQ corrections
The Sackmann 2008 method relates the strength of the ChlF to measurements
of optical backscatter, since backscatter is not quenched in sunlight. Assuming the
shape of the backscatter profile is consistent with the shape of the Chl profile,
multiplying the backscatter profile by the maximum ChlF to backscatter ratio
in the mixed layer corrects for quenching (Sackmann et al., 2008; Swart et al.,
2015; Thomalla et al., 2018). This method is similar to the Xing 2012 method,
in that it assumes that the maximum mixed layer values (or ratio in this case)
can be extrapolated to the surface. We find that this method, like Xing 2012,
under-predicts ChlF at high concentrations (fig. 13b).
The Thomalla 2018 method uses a combination of night-time profiles and
ChlF to backscatter ratios, which assumes that there is no quenching during the
night and the NPQ signal is stronger than advection, growth or losses (fig. 13c)
(Thomalla et al.,2018). This also holds the same assumption from the Sackmann
2008 method, that the shape of the backscatter profile is representative of the Chl
profile. Overall, this method developed by Thomalla et al. (2018) aligns best with
absorption line height, as it has the highest R2 value, as well as the slope nearest
to 1. Since many in situ ChlF sensors also measure backscatter, it makes this
correction method easy to implement.
Irradiance-based NPQ correction
An alternative to backscatter is to use measured irradiance (Carberry et al.,
2019, Davis et al., 2008; Hodges 2006; Omand et al., 2017; Todd et al., 2009, Xing
et al., 2018). One advantage to using irradiance for corrections is that it does
not create an inter-dependence of ChlF on backscatter. As Cetinić et al. 2012
showed, the ratio of ChlF to backscatter is indicative of community composition,
and observed areas which contained more diatoms had larger ChlF to backscatter
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ratios, whereas regions with smaller phytoplankton had a smaller ratio. Correcting
for NPQ independently of backscatter allows for independent analysis of the these
biological proxies.
Since NPQ is a physiological response to large amounts of light, knowledge of
the photosynthetic active radiation (PAR), or being able to estimate PAR from
satellite parameters, is often used to correct for quenching. The Biermann 2015
method finds the maximum ChlF over the zeu, instead of just to the zMLD(fig. 13d)
(Biermann et al., 2015). This can be important in regions with shallow mixed
layers, where the phytoplankton beneath the mixed layer may still experience
quenching (Thomalla et al., 2018; Xing et al., 2018). However, it is likely that in
this region the zeu is deep enough that by using the maximum value in this sunlit
zone, the deep Chl maximum is being incorrectly applied to a surface quenching
correction. Thus, for regions with a deep Chl maximum it is better to use a method
that only corrects NPQ to the zMLD, rather than to the zeu. This is consistent with
findings from Xing et al. 2018. Xing et al. 2018 modified the zeu method from
Biermann et al. 2015 to correct for quenching to whichever is shallower, the zMLD
or zeu, as an opportunity to improve this approach. Since the zeu was always deeper
during this study, this modification would be equivalent to the Xing 2012 method,
which corrects to the zMLD.
The Xing et al. 2018 method implemented for this region incorporated an
empirical sigmoid fit between PAR and NPQ, and combined this with the Xing 2012
method. For profiles where the mixed layer was shallower than the PAR threshold
depth, the Xing 2012 correction was applied. For profiles where the mixed layer
was deeper than the PAR threshold depth, the Xing 2018 result was applied. As
shown in figure 13e, this method (referred to as Xing 2018) underestimates Chl
for times where there is more Chl in the water according to Chlalh. It is important
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to note while, we re-parameterized the fit with data from this study, we did not
obtain a good fit (R2 = 0.3) (fig. 10). Epoch 2 also showed di↵erent levels of
NPQ from Epoch 3, and Epoch 3 shows the sigmoid shape with much less scatter
than Epoch 2. While we are uncertain for the causes on the di↵erences between
epochs, one possible cause for the data poorly fitting sigmoid function may be that
the overall deployment was cloudy. Without many high PAR values, the tail of
the sigmoid function is challenging to fit. It is likely that for the profiling floats,
which this method was developed for, there was much more data to fit improving
this method than for the relatively short WW deployments. Profiling floats also
tend to surface at consistent times of the day, and we find that with such a rapid
response in changes of ChlF to changes in PAR, the WW data inevitably has a lot
of introduced variability depending on the time of day the profiles are collected.
This variability further increases the scatter in the data making it challenging to
fit considering the WW profiles at any hour of the day.
The linear PAR-based NPQ correction method determines the slope between
PAR and ChlF for intermediate levels of light (20 to 350 µmol photons m-2s-1) and
extrapolates this fit to the highest PAR levels. While this method was not the
best performing when comparing to Chlalh, it is does perform do well enough to
implement.It appears as though a cluster of points with high Chl are potentially
under-corrected by the method developed in this study, which is resulting in a
smaller slope (fig. 13e). Despite this discrepancy, the benefit to this method is
that it is adaptable for non-profiling platforms, and it makes no assumption about
consistency from day to night, which is important for preserving diel cyles in Chl.
It also does not assume any pre-existing vertical structure in Chl profiles. Since
our future work will incorporate comparing Chl and backscatter independently
for information on community composition, we will use this linear PAR-based
33
correction method as an alternative to Thomalla 2018.
3.2 Characterization of Nighttime Chlorophyll Fluorescence Increase
Once the ChlF was corrected for NPQ, the night values often appeared too
large relative to the day-time correction. This is an interesting finding, that would
not be apparent when validating day time ChlF (PAR greater than 20µmol photons
m-2s-1) against Chlalh, but is observable when plotting a time-series of quenching-
corrected ChlF (fig. 15). At night, the ratio of ChlF to l Chlalh is generally greater
than one, suggesting that ChlF from the sensors is enhanced. This prompted a
more in-depth analysis of the nighttime ChlF observations. A key question is
whether or not this is an extended NPQ e↵ect (that is prolonged past dusk and
initiates pre-dawn) or if this represents a physiological response that is unrelated
to NPQ.
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Figure 15. (a) The time-series of surface PAR, with grey bars highlighting night-
time. (b) Chl concentration with NPQ corrections applied either using the linear
PAR method (black line) or the Thomalla 2018 method (red line). The blue line
shows the absorption line height time-series with points to show times where the
ship and WW were within 5 km. (c) The ratio of ChlF to line height based Chl
concentrations (Chlalh), with scattered points also indicating periods within 5 km.
While we are not incorporating iron observations in this study directly, we are
highlighting a potential physiological mechanism that could result in a night-time
increase in ChlF. Behrenfeld and Milligan 2013 posit that electrons can back-
transfer to a quinone acceptor (Qa) in photosystem II. The electrons backlogged
at photosystem II reduce the plastoquinone pool (PQ) pool. A reduced PQ pool
increases the maximum fluorescence yield (Behrenfeld and Kolber, 1999; Behren-
feld and Milligan, 2013; Petrou et al., 2014). Behrenfeld and Milligan 2013 review
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that these electrons are brought to the PQ pool by NDH (NADH dehyodrogenase)
during eukaryotic chlororespiration and prokaryotic respiration. They observed a
similar phenomenon with fast repetition fluorescence measurements where the vari-
able fluorescence divided by the maximum fluorescence (Fv/Fm) rapidly decreased
at sunset and recovered by sunrise (Behrenfeld and Kolber, 1999; Behrenfeld and
Milligan, 2013). While this is not unique to iron-limited regions, the e↵ect was
amplified in regions where iron was limited. While this e↵ect has been observed for
FRRF, to our knowledge, it has not yet been qualified for in in situ fluorometers,
such as the Wetlabs ECO.
A comparison between the EXPORTS observations and WW data from a
traditionally non iron-limited region showed:
1. Increased NPQ occurred in the traditionally iron-limited region (fig. 16 b and
d), despite lower overall PAR levels (fig. 16a), and
2. Increased ChlF occurred at night in the traditionally iron-limited region
(compare the orange and blue lines in fig. 16c).
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Figure 16. a) A histogram of the PAR observations from the EXPORTS (orange)
and Falkor (blue) cruises, demonstrating that the Falkor deployment experienced
brighter sunlight than EXPORTS. Panels (b) and (d) show a metric demonstrating
the degree of quenching (NPQ) as a function of PAR following b) Omand et al.
(2017) and d) Ryan-Keogh and Thomalla (2020). (c) shows time-series of ChlF
normalized to the value at dusk, for each night. Sunset was defined as the first
time that PAR reached 20 µmol photons m-2s-1.
Despite higher PAR levels observed during the Falkor cruise, there was much
less quenching, and this is likely attributed to the iron-replete environment. These
results are consistent with Ryan-Keogh and Thomalla (2020) and Shallenberg et
al. (2020), who found that quenching is substantially stronger in iron-limited
regions. With stronger day time quenching and enhanced night fluorescence in
the EXPORTS region, further assessment of the night-time ChlF increase was
conducted to better characterize this nighttime e↵ect.
One way to assess the variation in ChlF over the course of the night is to
use the ship underway ChlF sensor paired with the Chlalh. Since these two ob-
servations are from the same platform, it o↵ers a more direct comparison than
matching WW profiles to the ship underway system (fig. 17). Since there was
no calibration available for the underway ChlF sensor, it was directly calibrated
to the line height Chl using nighttime observations to remove quenching e↵ects
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(PAR less than 20 µmol photons m-2s-1). When calibrating the ChlF sensor to line
height, the time of night appears to have a potential impact on the calibration
slope, and thus, an impact on the resulting sensor based Chl concentration (fig.
17). Using ChlF measurements collected near sunset and or dawn would result
in a flatter calibration slope compared to late-night values. This is an important
consideration, as ChlF sensor are typically calibrated using night and deep mea-
surements. This suggests that choosing the time of day for calibration, even after
removing daytime quenched values, can have an impact on the calibration.
Figure 17. Regression between nighttime measurements of underway ChlF and
the absorption line height Chl. Only data where PAR was less 20 µmol photons
m-2s-1) is shown. Points are colored by time after sunset, where sunset is the time
where PAR first reaches 20 µmol photons m-2s-1). Since there was no ChlF sensor
calibration available for this sensor, we did not include units.
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Therefore, comparing the EXPORTS and Falkor cruises and assessing the
EXPORTS ship underway ChlF sensor nighttime patterns suggest the ChlF in-
crease at night is an enhanced fluorescence quantum yield. In order to quantify
the amount of ChlF reduction necessary to remove the nighttime increase in ChlF
quantum yield, the evening ChlF observations were fit with Gaussian functions.
For every night, the varying night fluorescence was divided by the initial night flu-
orescence value. The start of every night sequence was determined as the first time
the upper 1 m in situ PAR reached 3 µmol photons m-2s-1. The light threshold
used here was a much lower light level than previously used to ensure any residual
quenching was not used in the Gaussian fitting. If the R-squared of the Gaussian
fit was greater than 0.5, the corrected night value, ChlCorrected(t), was calculated
following equation 1. The original night fluorescence, Chlmeasure(t), was multiplied
by the initial value, Chl(t(0), and divided by the Gaussian fit function, ChlGaussian





Figure 18. The time-series at 5 m depth from the Wirewalker observations during
deployments 2 and 3. Plotted PAR based NPQ corrected Wirewalker in light green.
The black line shows the measured night-time observations (bold) and the raw day
time (quenched) observations. The new night corrected values using the Gaussian
fit application of eqn. 1 are in orange. The Chlalh time-series is also plotted in
dark green for comparison.
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This method was applied to the 1 m binned gridded Wirewalker observations
for the upper 40 m. Figure 19 shows a summary of the series of corrections we
applied to the ChlF observations to obtain Chl concentrations. Applying solely
the NPQ correction(fig. 19b) shows that in the evening (19a shows the PAR for
reference) Chl is generally higher than during the day. When applying the Gaussian
correction, this e↵ect is slightly reduced, as shown in figure 19c. Figure 19d is the
di↵erence in Chl concentration with and without the nighttime correction. Though
it is still a small e↵ect relative to NPQ, the largest night-time corrections are a
reduction of approximately 20% of the highest surface Chl concentrations. The
systematic nature of the increase makes it important to consider when correcting
ChlF. This is also particularly important when considering biomass diel cycles in
Chl, as a nighttime increase could have a significant impact on the overall cycle
for estimating growth rates.
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Figure 19. Mixed layer ChlF corrections. (a) Shows the light measurements as a
reference for day and night di↵erences. Panels b-d all show Chl concentrations in
µg/L. (b). NPQ corrected ChlF with the Thomalla 2018 method appears to have
the highest Chl concentrations during the evening (c). Applying the night-time
Gaussian correction to the Thomalla 2018 NPQ corrected Wirewalker Chlf removes
some of the increased night-time ChlF e↵ect (d). Subtracting the NPQ corrected
from the night and NPQ corrected ChlF shows that generally the fitting removes
fluorescence during the night to bring the values down to the a lower quantum
yield.
We also revisited the comparison of WWChlF to ship underway Chlalh because
previously only day-time matches were used for fitting (fig 13). When comparing
across day and night-time observations, applying the night-time Gaussian correc-
tion improves the validation to Chlalh (compare fig 20a which has both NPQ and
night corrections to 20b which only has an NPQ correction applied). This e↵ect
would go unnoticed when only validating NPQ with daytime points (fig. 20e or
fig. 13f) and plotting only the nighttime matches of ChlF and Chlalh reveals that
the night ChlF have a slope near 1, but the ChlF are biased high with an intercept
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of 0.05 µg/L Chl.
Figure 20. Regressions between ChlF absorption line height Chl. Black solid line
is the line of best fit and dashed line is the 1:1. Space/time matches of ChlF and
Chlalh are colored by PAR. (a) Application of both the day NPQ correction and
the night Gaussian correction. (b) NPQ correction only. Both (a) and (b) plot all
day and night spatiotemporal matches, whereas (c) and (d) plot only the nighttime
observations with (c) and without (d) the nighttime correction.(e) This is the same
plot as in figure 13f, which shows the daytime NPQ corrected data for reference.
While we show this e↵ect for the WW, a high-resolution profiling platform
and the ship underway ChlF sensors, it is important to consider whether this is a
necessary correction step for other ChlF deployment platforms. Typically gliders
conduct only a few profiles over the course of the night. Since many NPQ correc-
tion methods rely on night-time profiles, knowing how the ChlF changes over the
course of the night could be an important consideration for correcting quenching.
Thomalla et al. (2018) suggests that the dawn profile can be used instead of the
average night-time profile for correction. We observe that surface fluorescence is
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low both at dusk and dawn based on figure 17. If the increased fluorescence at
night were a result of slow NPQ recovery, it is possible the nearest-in-time night
profile, the average night profile, and the dawn profile would all be biased low. In
this scenario, the midnight profile would provide the most accurate, highest Chl
concentration proxy. However, we suggest this is an increased fluorescence quan-
tum yield at night due to iron limitation. In this case, the dawn profile should be
adequate for quenching corrections. This is consistent with correcting the night-
time observations fluorescence quantum yield in order to make any comparisons
between day and night ChlF proxy concentrations. While the profiling frequency of
gliders may not be adequate to observe the nighttime ChlF increase, we suggest fu-
ture studies assess whether or not this feature is identifiable in gliders. While floats
do not profile rapidly enough to resolve this nighttime ChlF increase, knowledge of
this e↵ect may provide useful information for future deployment of Biogeochemical
ARGO floats. This information could o↵er insights in regards to the ideal time
of night to collect profiles for validating NPQ corrections. This study suggests
that a dawn profile would be adequate, and better suited than a midnight profile,
assuming that losses over the course of the night are minimal.
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CHAPTER 4
Conclusions and Future Studies
In summary, ChlF is a challenging proxy for chlorophyll concentration due to
the complex interactions of the physical environment and phytoplankton physiol-
ogy. The goal of this work was to identify the best route for obtaining an accu-
rate chlorophyll concentration time-series from an in situ chlorophyll fluorometer.
Observations of ChlF were obtained from a high-resolution autonomous, drifting
profiling sensor platform, a Wirewalker, during a month-long field campaign in the
Subpolar North Pacific called EXPORTS. The major physiological barrier to re-
lating ChlF to concentration is due to NPQ in the surface sunlit waters. There are
numerous avenues to correct for this phenomenon on autonomous platforms, which
generally use one of three di↵erent approaches: Chl-, backscatter-, or irradiance-
based methods. Validating each method against a time-series of underway Chlalh
showed strongest correlation and agreement to the NPQ correction method devel-
oped by Thomalla et al. 2018. This method uses the di↵erence between day and
night profiles to identify a quenching depth and then applies a Chl to backscat-
ter ratio to adjust ChlF values (Thomalla et al. 2018). However, there may be
circumstances wherein the user does not want to make Chl dependant function of
optical backscatter. For example, the ratio of Chl to backscatter can reflect in-
trinsic di↵erences in community composition (Cetinić et al., 2012). Thus we used
an irradiance-based method that performed similarly well. This method fits ChlF
as a function of PAR linearly over moderate light levels. For high PAR (greater
than 350 µmol photons m-2s-1), the quenching e↵ect appeared to flatten out, and
a constant o↵set was used.
After correcting for NPQ, there remained an apparent elevation in ChlF at
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night. Validation against Chlalh suggested that the ChlF quantum yield increased
at night relative to day. A potential mechanism for this result could be iron-
limitation reduction of the PQ pool (Behrenfeld and Milligan, 2013), however
incorporation of iron data into the study is needed to test this hypothesis. To
correct for this e↵ect, the ratio of time varying evening fluorescence values to the
initial value were fit with a Gaussian function. This enhanced night-time fluo-
rescence observable with high-frequency sampling of in situ fluorometers likely
further complicates the physiological corrections of fluorescence in traditionally
iron-limited regions when sampling at high-resolution. However, the majority of
autonomous platforms do not sample frequently enough to resolve this interesting,
and poorly understood feature. Caution should be taken when using nighttime
ChlF measurements to calibrate ChlF sensors in iron-limited regions. Future in-
vestigations could explore whether this apparent night-time enhancement is linked
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