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A lot of researchers have been investigating interactive portable projection systems such as a mini-projector. In addition, in exhibition halls and
museums, there is a trend toward using interactive projection systems to make viewing more exciting and impressive. They can also be applied in
the ﬁeld of art, for example, in creating shadow plays. The key idea of the interactive portable projection systems is to recognize the user's gesture
in real-time. In this paper, a vision-based shadow gesture recognition method is proposed for interactive projection systems. The gesture
recognition method is based on the screen image obtained by a single web camera. The method separates only the shadow area by combining the
binary image with an input image using a learning algorithm that isolates the background from the input image. The region of interest is
recognized with labeling the shadow of separated regions, and then hand shadows are isolated using the defect, convex hull, and moment of each
region. To distinguish hand gestures, Hu's invariant moment method is used. An optical ﬂow algorithm is used for tracking the ﬁngertip. Using
this method, a few interactive applications are developed, which are presented in this paper.
& 2015 Society of CAD/CAM Engineers. Production and hosting by Elsevier. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
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There have been the increasing demands for a more active
and interesting viewing experience, and interactive projection
technology has been considered as a solution to this issue. For
example, if you can ﬂip pages with a gesture when you make a
presentation, or write a sentence without any manual tools,
then the presentations can be more immersive and attractive to
the audiences. An interactive projection system also helps
people to produce more attractive artistic exhibits, such as
interactive walls and ﬂoors. Lately, a lot of attempts have been
made to use human–computer interaction in plays and musical
performances. Namely, if appropriate events occur when an
actor performs on stage, a better reaction can be obtained from
the audience because such events are well synchronized with/10.1016/j.jcde.2014.11.003
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nder responsibility of Society of CAD/CAM Engineers.the actor's performance. Using this concept, new applications
with interesting interactions are possible such as the magic
drawing board or virtual combat simulation.
From a technical standpoint, research on gesture recognition
is a topic of interest in the ﬁeld of computer vision. In
particular recognizing gestures in real time is of paramount
importance. Most research groups use the Kinect camera
to recognize gestures precisely because the Kinect camera
can discern both depth and color information. On the other
hand, the Kinect cannot obtain depth and color information
for shadows generated by light from behind the screen. The
detection range of the Kinect is limited when applied to a large
screen because the distance from the sensor to the screen is
considerably large. Another method for gesture recognition is
to recognize gestures from images. The image-based approach
is less expensive than the Kinect-based method because it uses
less hardware for gesture acquisition.
In this work, a vision-based interactive projection system is
proposed, which recognizes shadow gestures with proper preci-
sion. The process consists of detection and recognition modules
of shadow gestures in real time, which are the core parts of thelsevier. This is an open access article under the CC BY-NC-ND license
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proposed system are presented to demonstrate the potential of the
proposed method for use in various applications.
Numerous studies have been conducted regarding interactive
projection systems. In particular researchers are interested in
generating events using hand gestures because the hand gestures
can represent diverse shapes appropriate for recognition.
Mistry et al. [1] proposed a portable interactive projection
system, SixthSense, based on natural hand gestures. It provides a
wearable gestural interface that allows the user to interact with
digital information augmented around the user. The system consists
of a portable projector, a camera and a mobile wearable device,
which shows digital information on physical objects in real time.
Grønbæk et al. [2] introduced an interactive ﬂoor support system
using a vision-based tracking method. The system consists of a
12 m2 glass surface with a projector that projects the glass upward.
Limbs of users (children) are tracked and recognized for various
interactions, which provide learning environments for children.
Wilson of Microsoft Research [3] reported the prototype of an
interactive tabletop projection-vision system, called PlayAnywhere,
which allows the user to interact with virtual objects projected on a
ﬂat surface. For this interaction, the shadow-based ﬁnger recogni-
tion, tracking, and various other image processing are incorporated
to provide a convenient but ﬂexible tabletop projection-vision
system. It consists of off-the-shelf commodities such as a camera,
projector, and a screen that do not require any detailed conﬁgura-
tions or calibration. Berard [4] developed the “Magic Table” for
meetings. It has a whiteboard on the surface. It was developed to
overcome the limitation of the current whiteboard by providing
various operations such as copy, paste, translation, and rotation of
the drawn contents. It consists of a projector, two cameras and a
white board. The pen stroke and the contents on the board are
captured by the cameras. The captured images are then processed
to extract the position and the contents using various image
processing techniques. Practically, this system allows the user to
interactively create and control the contents. In addition to the
above-mentioned systems, various other projection systems have
been developed worldwide [5–7].
This paper is structured as follows: Section 2 presents the
overall process of the proposed algorithm. Section 3 explains
the process of detection and separation of image data.
In Section 4, the recognition process for distinguishing hand
gestures is presented. In Section 5, the tracking process ofFig. 1. Overviewshadows is presented. Section 6 shows the experimental results
of the proposed algorithm. Finally, the conclusion of the paper
is presented with future work in Section 7.2. Overall process
Fig. 1 shows the entire system consisting of a beam
projector, a screen, a web camera and a computer. If a user
creates a gesture, the shadow is created on the screen, which is
captured by the camera. The computer then performs calcula-
tions in order to recognize the gesture through image proces-
sing. Next, the computer controls the beam projector to create
an event at the proper place in real-time.
The overall workﬂow of the proposed system is illustrated in
Fig. 2. First, the computer receives an input image from the
web camera. The image is processed to produce a binary
image. Then, an AND operation is performed on the back-
ground and the binary image in order to remove the back-
ground. Shadows that are distinct from the background are
detected using a labeling algorithm. The area of the hand can
be obtained through curvature, a convex hull, and defect in
each labeled area. The center of the hand can be recognized
using the moment value. Invariant moments are used
for gesture recognition. After the gesture is recognized, the
shadow hand is traced by an optical ﬂow algorithm. Finally,
events corresponding to the gesture are generated and given to
the user. In the subsequent sections, each module in the overall
process is explained in detail.3. Separation and detection process
In this section, the technical approaches for separation and
detection are explained. Given an image, the shadow part is
extracted using the background separation and shadow detec-
tion methods.3.1. Background separation process
The background separation step segments the image into the
background and objects. For this operation, an improved
averaging background algorithm is employed.of the system.
H. Ha, K. Ko / Journal of Computational Design and Engineering 2 (2015) 26–37283.1.1. Averaging background algorithm
The averaging background algorithm is used in order to
distinguish between the background and the objects in an
image. The algorithm is designed to generate a background
model using the mean and variance of each pixel, and to delete
the background based on the model. When the current frame is
present between the upper and lower thresholds obtained from
the background model, we consider it as a background.
Otherwise, it is recognized as an object. First, to obtain the
background model, the images of each frame are accumulated
for some period. The formula is expressed as
dst1 x; yð Þ’dst1 x; yð Þþ f rame x; yð Þ: ð1Þ
Here, dst1(x,y) is a pixel at the position of x and y in the
image of dst1, and frame(x,y) indicate the pixel value at x and y
of an image in a frame. Next, variance is needed to generate a
background model. Accumulating the absolute value of the
difference between the previous frame and the current frame is
carried out as
dst2 x; yð Þ’jPf rame x; yð Þ f rame x; yð Þj: ð2Þ
Here, dst2(x,y) is a pixel at the position of x and y in the
image of dst2, and Pframe(x,y) is the pixel value at x and y of
the image in the previous frame. We obtain average values of
dst1 and dst2 by dividing the total number of frames asFig. 2. Shadow gesture
Fig. 3. Separation between bfollows:
dst1 x; yð Þ’ dst1 x; yð Þ
total
dst2 x; yð Þ’ dst2 x; yð Þ
total
ð3Þ
The upper and lower threshold values are determined by
calculating the addition and subtraction of values. If a user
wants to adjust the range where the background is recognized,
he/she can do this by adjusting the threshold. In this paper,
the upper and lower thresholds are calculated through the
following formulae:
upper x; yð Þ’dst1 x; yð Þþdst2 x; yð Þ
lower x; yð Þ’dst1 x; yð Þdst2 x; yð Þ ð4Þ
To apply this method in real-time, we need to introduce the
ratio α, which is the ratio of the accumulated values and
current frame values. The formula is expressed as follows:
dst x; yð Þ’ 1αð ÞUdst x; yð ÞþαU f rame x; yð Þ: ð5Þ
Fig. 3 represents the result of the averaging background
algorithm. It indicates that the shadow can be detected when
the user's shadow appears after the background is recognized by
accumulating the ﬁrst 30 frames. The separated portions are
divided with certainty by using a reverse binarization method
provided through the OpenCV library [8]. In addition, stationary
objects are recognized as belonging to the background, and only
moving objects are detected because of the real-time updates.recognition process.
ackground and shadow.
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It was determined that some problems occur because the
background is updated in real-time. Shadows are recognized as a
background when they stay in the same place for longer than a
certain period of time. Then, if the shadow moves, its former
location is still regarded as a shadow. The right ﬁgure in Fig. 4
shows the aforementioned problem that the previous shadow is still
detected as a shadow in the current frame although it no longer
exists.
In the previous studies, the depth and color information was
used to solve the same problem; however, we have only the
shadow's 2D image information. To solve this problem, a current
binary image should be employed. The image of the averaging
background algorithm and the current binary image are recalcu-
lated by the AND operation. This method contributes to the
improved recognition of the shadow. Fig. 5 shows the process of
solving the problem.
3.2. Shadow detection process
Once the background is separated, the shadows are then
processed for recognition. The isolated shadows are labeled for
an efﬁcient access using the labeling algorithm.
3.2.1. Labeling algorithm
The principle of the labeling algorithm [9] is as follows.
A binary image has only values of Zero (0) and One (1). The
algorithm begins at a pixel (the left-top pixel). If the value of
one is not present in every direction, the algorithm continues
searching. When the ﬁrst pixel that has the value of one is
detected, it is marked as the starting point. The endpoint is
where the last value of one is detected. Fig. 6 depicts the
operation of the labeling algorithm.Fig. 4. Problem with the averag
Fig. 5. AND operator. (a) Image of the averaging background algorith3.2.2. Region of interest (ROI)
To distinguish the hand and to increase the processing
speed, we need to set a region of interest (ROI) within the
previously labeled areas. Image processing can be made faster
by using an ROI image instead of using the entire image.
Examples of ROIs are shown in Fig. 7.
4. Recognition process
This paper is focused on the recognition of hand gestures,
which may ﬁnd a lot of applications in diverse areas. Detecting
the hand region represented in shadows, however, can be
limited in that the shadows do not have depth or color
information. In order to overcome this limitation, this paper
proposes a method of extracting the hand area only using
convex hull and defect information.
4.1. Recognition of the hand region
Given ROIs' in the image, the hand region is detected for
gesture recognition.
4.1.1. Convex hull and defect detection
This method consists of three steps as follows.
Step 1: In order to extract the convex hull and defects, we
need to determine the contours of the regions. The contour
information is obtained using the Canny edge detection
algorithm [10]. Fig. 8 shows the detected contours of the
shadow regions.
Step 2: Many researchers have been studying and develop-
ing algorithms to search for convex hulls, such as Gift
wrapping [11] and Quick hull [12]. The convex hull is theing background algorithm.
m. (b) Current binary image. (c) Image after the AND operation.
Fig. 7. Example of regions of interest.
Fig. 8. Detected contours.
Fig. 9. Convex Hull Principle.
Fig. 6. Operation of the labeling algorithm.
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points. An example of a convex hull for points is given in
Fig. 9.
In this paper, the Graham scan algorithm [13,14] was chosen
for convex hull computation. The algorithm relies upon the
principle that a point cannot be part of the convex hull when a
triangle consisting of three points includes that point. That is, if
there are points S, A, B, C, D as in Fig. 10(a), S is selected to
be the smallest value of the y-axis (if it has the same value, the
largest point of the x-axis is selected). Then, the angles of all
four points (A, B, C, D) from point S are obtained and sorted in
the order of size. As a result, S, A, and B are put on the stack,
and the scan algorithm begins for all remaining points. We candetermine whether a point is on the convex hull by checking the
direction of the cross vector around each result of the scan. If
the cross vector of the three stacked points is negative, it means
that the point is located inside the triangle. In that case, the point
is removed from the stack, and the next point is stacked. A
convex hull can be obtained as shown in Fig. 10(d) once all
points are scanned. We can obtain convex hulls separately for
each ROI because the searching algorithm operates indepen-
dently in each ROI.
Step 3: To distinguish hands and other objects from the
shadow, a new method that uses only the shape of the
shadow is necessary because there is no depth or color
information that can be utilized. Thus, we propose a method
for extracting the hand area. To classify the shadow of the
hand, the best method is to plot the location of the wrist. In
this step, defects of shadow are used for this purpose.
Defects are deﬁned as the farthest point from the line
segment made by two points of the convex hull. In other
words, they are the points on contour lines that have the
longest distance between the shadow and convex hull line.
We can draw the line perpendicular from the convex hull line
to the shadow using a straight-line equation. The shadow
edge point that has the longest straight line is then identiﬁed
as the defect point. Fig. 11 shows the defect points.
4.1.2. Resetting the ROI
For faster image processing, the smaller shadow regions are
considered. Original ROIs often change because the aspect ratio of
the ROI image size is modiﬁed according to the length of the arm,
which makes it difﬁcult to identify a hand gesture because we can
Fig. 10. Convex hull searching algorithm.
Fig. 11. Defect points and the experimental result.
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crop the image at the wrist position, our ROI includes only the
hand regardless of the length of the arm. The moment values are
not changed because the aspect ratio of the new ROI is ﬁxed.
Therefore, resetting the ROI will contribute to recognizing hand
gestures. We can reset the new ROI using the ﬁrst and last defects.
Fig. 12 indicates the new ROI using defect points.4.2. Recognition of hand gestures
In this section, we describe the process to be used in
distinguishing the various hand gestures. Recognition algo-
rithms are executed by calculating moments of ROIs. Accord-
ing to the uniqueness theorem [15], if it is assumed that the
density distribution function f x; yð Þ is piecewise and contin-
uous, and therefore, a bounded function; it can have nonzero
values only in the ﬁnite part of the xy plane, and then, the
moments of all orders exist. The moments sequence mij
 
is
uniquely determined by f x; yð Þ; and contrariwise, f x; yð Þ is
uniquely determined by mij
 
. It should be noted that therestriction assumption is important; otherwise, the abovemen-
tioned uniqueness theorem may not hold.
4.2.1. Hu invariant moments
In digital images, the two-dimensional ðiþ jÞth order
moments of f x; yð Þ are deﬁned in terms of Riemann integrals as
mij ¼∑
x;y
f x; yð Þxiyj i; j¼ 0; 1; 2…ð Þ ð6Þ
The centroid of gravity is determined by the moment value,
and it is utilized as a reference point when an event occurs.
The centroid of gravity (x;
0








Fig. 13 indicates the centroid of the hand and the farthest
located convex hull from the center. This point is very useful
when users want to select a benchmark, such as the mouse
pointer. The central moments do not change under translation
[16]. The central moments shifted by a centroid are deﬁned as
μij ¼∑
x;y
f x; yð Þ xx0 i yy0 j: ð8Þ
Here, i and j represent the horizontal x-axis and vertical
y-axis, respectively, in Eq. (8). The central moments have a
relationship as follows:
μ00 ¼m00 ð9Þ








0 þ2μy0 3 ð14Þ
μ30 ¼m303m20μx
0 þ2μx0 3 ð15Þ
μ21 ¼m21m20y
0 2m11x
0 þ2μx0 2y0 2 ð16Þ
Fig. 13. Center of the hand.
Fig. 12. Resetting a ROI.
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0 2m11y
0 þ2μxy0 2 ð17Þ
The mathematical interpretation of the moments is as
follows.
μ02: The dispersion of the horizontal axis.
μ20: The dispersion of the vertical axis.
μ11: The covariance of the horizontal and vertical axes.
μ12: The degree of dispersion of the left side compared to
the right side in the horizontal axis
μ21: The degree of dispersion of the lower direction
compared to the upper direction in the horizontal axis
μ30: The degree of asymmetry in the horizontal axis (skew).
μ03: The degree of asymmetry in the vertical axis (skew).The normalized moments are obtained by dividing the
values of consistent size, and those give the invariable





; γ ¼ iþ j
2
þ1: ð18ÞIn this work, we extract the Hu invariant moments [18]
through (18) and (25) and use them for the gesture recognition
algorithm. The Hu invariant moments consist of 2nd and 3rd
order central moments, and are as follows:
I1 ¼ η20þη02 ð19Þ
I2 ¼ ðη20þη02Þ2þ4η211 ð20Þ
I3 ¼ ðη303η12Þ2þð3η21η03Þ2 ð21Þ
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above equation is as follows:
I1: The sum of the dispersion of the horizontal and vertical
directions. The more the values are spread out along the
horizontal and vertical directions, the greater the value is.
I2: The covariance of the horizontal and vertical directions.
(if dispersions of the horizontal and vertical directions are
similar.)
I3: The emphasizing value of dispersion of the horizontal
and vertical directions.
I4: The countervailing value of dispersion of the horizontal
and vertical directions.
I5, I6: Size, rotation, and translation invariant moments.
I7: The skew orthogonal invariants. This skew invariant is
useful in distinguishing mirror images.Hu invariant moments are inﬂuenced by the brightness of
the image. Even when the user makes the same gesture, the
moments have different values. The most frequent variation of
invariant moments occurs in one particular corner. Therefore,
we propose a method to improve the recognition rate. This
method is to measure each different Hu invariant moment by
dividing the image into four-parts, because the brightness of
the shadows changes according to the position of the images.Fig. 14. Subdivision of the recognition area.
Fig. 15. Error in strong illumination. The left is aThis method contributes to an increase in the recognition rate.
Fig. 14 represents how the image is divided.
When the Hu invariant moments are compared with the pre-
computed ones in the database, valid ranges of the moment
values are considered for handling the variations of the
computed Hu invariant values in order to improve the
robustness of recognition. The ranges need to be selected
considering the environment of the system. In this work, 2–3%
of the Hu moments were considered for the ranges of each
moment values.
4.2.2. Multiscale retinex algorithm
Shadows are not detected correctly when the ambient light is
strong. Fig. 15 displays one such case of strong light. The
hand's shadow is observed in the gray scale image, but only
part of a ﬁnger or nothing at all is detected in the binary image.
In order to solve this problem, we use the multiscale retinex
algorithm. The multiscale retinex algorithm is widely used for
improving image differences [19]. The algorithm assumes that
a scene in an image consists of two components, illumination
and reﬂectance. The clarity of the image can be improved
when the illumination element is removed from scene. An
equation is applied only for the value channel of the input




ωn log Si x; yð Þ log ½Gn x; yð Þ*Sn x; yð Þ
  ð26Þ
RMSRi is the resulting image, S represents the scene intensity,
G indicates the Gaussian ﬁlter, and ω refers to the weight
coefﬁcient. Fig. 16 shows the result of applying this multiscale
retinex algorithm. The formerly invisible hand is now clearly
visible.
4.3. Discussion on hand gesture recognition
Extracting the hand region is critical for hand gesture
recognition because features of each gesture are computed
based on the shadow of hands. The proposed method extracts
the hand region of a labeled sub-image using an ROI, and then
resets the ROI using the ﬁrst and last defects, which produces a
more compact region for the hand. This procedure can mostlygray scale image. The right is a binary image.
Fig. 16. Result of the multiscale retinex algorithm.
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such as arms and head as shown in Fig. 7. However, the
robustness of the shadow region for hands can be compro-
mised because the defects may not be computed consistently.
Therefore, in this work, the user is asked to make a gesture
such that the shadow regions of the hand are consistently
obtained.
Robust extraction of the hand region is necessary for more
diverse gesture recognition. In order to solve this problem, the
color information as well as data from other sensors needs to
be utilized. This extension is not discussed in this work, but it
is recommended for future work.
5. Tracking process
In this section, we present a tracking algorithm to improve
the recognition rate. Most tracking algorithms such as SIFT
[20]or SURF [21] use feature points extracted from the image.
However, there is no feature point in shadows because
shadows only have binary images. In this paper, we use an
optical ﬂow algorithm proposed by Lucas and Kanade [22] to
solve this problem. Optical ﬂow indicates the relative move-
ment as viewed by an observer. The optical ﬂow in the image
means that the speeds of position changes of the pixels in the
frame are represented as two-dimensional vectors.
There are various methods of calculating optical ﬂow. This
paper uses the Lucas–Kanade optical ﬂow algorithm, which is
spatiotemporal gradient-based. To calculate the optical ﬂow,
if brightness is constant from time t to tþδt corresponding to
the x; yð Þcoordinates, we can get the image constraint equation
as a ﬂow:
I x; yð Þ ¼ I xþ δx; yþδy; tþδtð Þ ð27Þ
We applied the Taylor series at Eq. (27). Neglecting high-












Here, v¼ ðdx=dyÞ=ðdt=dtÞ T is the optical ﬂow at a pixel
I x; yð Þ and ∇I ¼ ð∂I=∂IÞ=ð∂x=∂yÞ T represents the gradient in
the space. It ¼ ∂I=∂t indicates the variation of brightness inaccordance with time. Assuming that the optical ﬂow v is
constant in the small search area, it can be estimated using the
least squares method as












This method of tracking gestures is performed using the
Lucas–Kanade optical ﬂow algorithm. Therefore, we can
generate the desired event at the required position. Tracking
does not always involve using optical ﬂow. Optical ﬂow is
used as a supplement when Hu invariant moments do not
recognize the gesture.
6. Experimental results
In this study, recognition of hand gestures is tested using the
values of seven Hu invariant moments, and four interactive
applications are presented using the hand gesture recognition.
6.1. Hu invariant moments measurement
Four gestures are considered for interaction, which are the
movements of the palm, ﬁst, one ﬁnger, and two ﬁngers that
are shown in Table 1. In theory, the same gesture should have
the same Hu invariant moments, but the values would differ
for each gesture. This phenomenon is due to the inconsistent
brightness of the projector, the surrounding illumination, and
camera performance. Four different environmental conditions
were applied for the Hu invariant moment computation. For
each condition, different Hu invariant moments are computed.
Table 1 summarizes the values of Hu invariant moments for
the four different gestures in the four different environmental
conditions. Some values are similar, and some of the values are
signiﬁcantly different. In particular, the 7th Hu invariant
moment values are unstable, and, therefore, we do not use
them in the demonstration. These values are relative, and not
Table 2
Number of recognized frames.
Palm Fist Finger1 Finger 2 Avg.
Before 1592 1624 1394 1290 1475
After 1638 1684 1528 1487 1584
Table 1
Values of Hu invariant moments according to gesture and environmental conditions.
Unit
Hu 1 A 9 6.8 9.5 10.8 10−4
B 10.6 7.7 12.4 11
C 11.6 6.8 10.7 10.8
D 12.4 7.2 10.6 11.8
Hu 2 A 1 0.3 3.4 3.7 10−7
B 0.5 0.4 5.4 3.6
C 1 0.04 3.5 3.8
D 0.6 0.3 3.9 4.4
Hu 3 A 2.5 0.8 25 1.5 10-11
B 2.2 2.9 7.9 3.5
C 4 0.5 49 3.8
D 3.12 0.02 17 1.24
Hu 4 A 3 0.03 15 8 10−11
B 9.5 0.3 19 10
C 8 0.08 28 19.4
D 6 0.07 25 19.6
Hu 5 A 1 0 200 55 10−14
B −38 0.04 227 75
C −4 0 1700 307
D −166 0.02 506 47
Hu 6 A 1 0 6 5 10−22
B 1.4 0.02 24 6.49
C 1.9 0 13 11
D 1.8 0 13 10
Hu 7 A -30 0.01 500~600 65 10−23
B 192 −2.5 -400~-100 72
C 574 0.02 -800 -400
D 2350 0.05 -700 690
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environment only. These values are one example, and if the
experiment is performed in a different environment, it is
recommended to measure these values again.
In this experiment, we discovered that the recognition rate of
Hu invariant moments is improved by using the subdivision
method. Table 2 indicates the numbers of recognized frames
using Hu invariant moments. There are 1800 frames/min in
total. In the case of the palm, 1592 frames were recognizedbefore the subdivision method was applied; however, 1638
frames were recognized after the subdivision method is
applied. The recognition rates of other gestures were also
improved. Fig. 17 shows the graphs of the enhanced recogni-
tion rates. In terms of the average value, the total recognition
rate was increased from 1475 frames (81.9%) to 1584 frames
(88%). This result shows that the recognition rate can be
elevated if more divisions are applied.6.2. Demonstration of gesture recognition
We conducted a simple demonstration using three types of
gestures. If the user made a palm gesture, the board was
initialized. A curve was drawn on the board when the user
made a single-ﬁnger gesture. Finally, the board was ready to
extract the color of pixels in response to a two-ﬁnger gesture.
Fig. 17. Recognition rate chart.
Fig. 18. Example of the drawing board.
Table 3
Values of Hu invariant moments.
M Gun Heart Dog Cat Unit
Hu1 12 18 12 9.2 10−4
Hu2 10 14 7 1.9 10−7
Hu3 5 262 37 4.2 10−11
Hu4 1.2 3.0~3.1 1.3 8.4 10−11
Hu5 2.6 −500 −4 7.1 10−14
Hu6 0.6 −10 0 3.6 10−22
Hu7 – – – – 10−23
H. Ha, K. Ko / Journal of Computational Design and Engineering 2 (2015) 26–3736Fig. 18 shows a drawing depicting the sea created using the
developed drawing board.
We also experimented the proposed recognition method
using different gestures such as ﬁnger puppet imitations of
guns, hearts, dogs, and cats. The effect of these gestures
in a shadow play can create a great deal of interest and
entertainment. The values of the Hu invariant moments are
summarized in Table 3. When the user made a gun gesture,
a gunshot was heard. A heart image appeared when the user
made a heart gesture. If a dog image appears, a bark is
generated.6.3. Application experiment
A shadow alone can be used to make an interesting
performance. Fig. 19 indicates an example showing such
possibility. Fig. 19(a) is the shadow afterimage effect, which
is meant to simulate a dreamlike sensation. Fig. 19(b) shows
that if the shadow moves, the ball tracks the shadow in real-
time. In Fig. 19(c), the logo is bound to the shadows. People
can be part of the exhibition using this technique. These
examples do not use gesture recognition. However, if you add
gesture recognition to this technique, interesting content can be
created.7. Conclusion
In this paper, we presented a shadow gesture recognition
method for use with an interactive projection system. In the
ﬁeld of interactive projection systems, there has been no
research about shadow gesture recognition since 2000. In that
respect, this paper provides a ground for various novel
applications using the shadow gesture recognition concept
and opens a new research topic related with an interface of a
human with a virtual content.
The shadow gesture recognition that was presented in this
work may not be directly applicable for engineering purposes.
However, various algorithms developed in this work can be
used for engineering applications such as vision-based mon-
itoring and management in a manufacturing site. For example,
images of the current fabrication process are processed to
obtain binary images, from which various features and shapes
can be analyzed for checking the current status. Recognition
using Hu invariant moments can be used for recognition of
various products in the manufacturing process.
There are some limitations of the proposed system. 3D
gesture recognition is impossible because 2D-based Hu
invariant moments are used for the recognition of gestures.
This is an inherent limitation of the proposed method, which
would restrict the scope of application of the proposed method.
We are considering to combining 3D scanners with our
method for more sophisticated gesture recognition. Second,
the robustness of image processing is not always assured. It
means that at some conditions the gesture recognition fails,
and unexpected results would happen. These two problems
Fig. 19. Application Experiments. (a) Shadow afterimage effect (b) Tracking shadow (c) Simple bounce game.
H. Ha, K. Ko / Journal of Computational Design and Engineering 2 (2015) 26–37 37including use of additional sensors for an improved recogni-
tion are recommended for future work.
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