Pressure, capacity, and the Navier-Stokes equations  by Shapiro, Victor L
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 65, 236-246 (1978) 
Pressure, Capacity, and the Navier-Stokes Equations 
VICTOR L. SHAPIRO* 
Department of Mathematics, University of California, Riverside, California 92502 
Submitted by W. F. Ames 
1. INTR~DUCTI~N 
Let Q be a bounded open set in Euclidean N-space, EN, N 3 2, and let 
f = (h ,-,fi,J b e a xe vector in CO(Q). The pair (w,p) will be said to be a fi d 
classical solution of the nonlinear stationary Navier-Stokes equations in Sz if w is 
in C2(sZ), p is in Cl(Q) and 
vA~i - wk awijax, - apjax, = -fi, i = I,..., N, 
aw,jax, = 0 
(1-l) 
in Q, where w = (wl ,..., wN), v is a nonzero constant, and the summation 
convention is used. 
Dropping the continuity assumption and assuming instead that f is in Ll(sZ), 
we say that the pair (w, p) is a distribution solution of (1 .l) in D if w is inIP( p 
is in Ll(sZ) and 
s [mi Ap, i- wk% wax, i- P @/aXi + fVi dx = 0, i = l,..., N, Q 
(1.2) 
s [Wk avk/axk] dX = o n 
for ‘p in C,“(Q). 
Next, for 2, a compact subset of EN , we let P(Z) denote the class of proba- 
bility measures having support on Z, i.e., P(Z) = {cl: p is a nonnegative Bore1 
measure with p(Z) = 1 and p(EN - Z) = 0). Al so, for convenience of notation, 
we set 
Q(x) = [(N - 2)w,] 1 x 12--N for N33 
= (24-l log 1 x j--l for N=2 
(1.3) 
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where wN = 2rrN/2[F(N/2)]-1 for N 2 3, and define the energy integral I(p) as 
follows: 
for p in P(Z). 
w = jz jz @(x - Y) 444 MY) (1.4) 
We then define the capacity of Z, designated by Cap (Z), to be 
Cap Z = [inf{I(p): p in 9(Z)>]. (1.5) 
In particular, we observe that Cap Z = 0 if 1, = + co for all p in 9(Z). 
It is our intention in this paper to establish a connection between distribution 
solutions of (1.1) and sets of capacity zero. The main theorem in this direction 
that we shall prove in this paper is the following: 
THEOREM 1. Let f, p, v, and u be respective& in Ll(Q), L*(Q), L”(Q), and 
W*2(Q), and let Z be a compact subset of s;! with Cap Z = 0. Suppose that 
w =v+uandthat(w,p) is a distribution solution of (1.1) in Q-Z. Then (w, p) is 
a distribution solution of (1.1) in Q. 
As an immediate consequence of Theorem 1 and [8, Theorem 31, we obtain 
the following result: 
COROLLARY 1. Let Z be compact subset of ~2 with Cap Z = 0, and let f be 
locally in C*(Q), 0 < 01 < 1. Suppose that (v, p) is a classical soktion of (1.1) in 
Q-Z, that v is in Lm(Q--Z), and that p is in L2(Q-Z). Then v andp can be deftned at 
the points of Z so that (v, p) is a classical solution of (1.1) in J2. 
We observe that Corollary 1 represents an improvement over the corre- 
sponding result in [4, p. 5371. To see this, we observe (as the authors do on [4; 
p. 536, line 221. See also [I]) that for s = 2 the s-capacity in [4] corresponds to 
the capacity dealt with in this paper. The result obtained in [4] for s = 2 is 
similar to Corollary 1 above except for the hypothesis concerningp which in [4] 
is assumed to be in LNfs(SZ-Z), 6 > 0. Here we only assume that p is in L*(Q-Z) 
for all N 3 2. 
With this new improvement concerning p, we can also obtain a result which 
shows that the assumption concerning the size of 2 is best possible. 
To accomplish this, once again let 2 be compact subset of 52, and let (l.l), 
designate (1.1) with fi = 0. Call Z an (Lm, L2) removable set for the Navier- 
Stokes equations if the following obtains: 
Let v and p be respectively in Lm(G-Z) and L2(Q-Z). Suppose that (v, p) is a 
classical solution of (I. l). in Q-Z. Then v and p can be defined at the points of Z, 
so that (v, p) is a classical solution of (1. l),, in Q. 
As a consequence of Corollary 1 above and the proof given in [9], we see that 
the following result holds: 
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COROLLARY 2. Let N = 2 or 3. Then a necessary and su$icient condition that Z 
be an (Lm, L2) removable setfor the Navier-Stokes equations is that Cap Z = 0. 
We shall not prove the necessity of the above result for N = 2 or 3, but leave 
the proof to the reader who using the material on [9, pp. 88, 891 should have no 
difficulty in adjusting the proof given in [9] to the current situation. For N > 4, 
the necessity of the above result appears to be open. (The main point of difficulty 
appears to be the classical aspects of the counterexample that one constructs for 
sets of positive capacity. See [5, p. 1361 for a parallel situation.) 
2. POTENTIAL THEORY 
In order to establish Theorem 1, we shall have to first establish a new result 
in potential theory. Following the customary notation, given w and f in&Q), we 
shall say dw = f in the distribution sense in Q if 
I wAg,dx = sDfVdX for ‘p in C,“(Q). R 
We intend to establish the following results: 
THEOREM 2. Let f, v, and u be respectively in U(Q), L”(Q), and Wl*2(sZ), 
and let Z be a compact subset of Sz with Cap Z = 0. Suppose that w = v + u and 
that Aw = f in the distribution sense in G-Z. Then Aw = f in the distribution sense 
in Sz. 
As an immediate consequence of Theorem 2, we obtain the following result, 
which appears never to have been previously stated (see [3, p. 881). 
COROLLARY 3. Let Z be a compact subset of Q with Cap Z = 0, and let v and 
u be respectively in Lffi(Q-Z) and w14$l-Z). Suppose that w = v + u and that w 
is harmonic in 0-Z. Then w can be dejined at the points of Z so that w is harmonic 
in G. 
We now prove Theorem 2. To do so, we introduce j(x) as in [l, p. 41, and for 
t > 0, we set j,(x) = tFj(xt-I). (In particular, we note that j is a nonnegative 
function in Cm(EN) with j(x) = 0 for 1 x 1 3 1 and JEN j(x) dx = 1.) We then 
define 
Jdx> = JQitCx - Y> 4~) dr. (2-l) 
Since w is in L”(Q), we see that J$w(x) is defined for all x in EN and furthermore 
Jtw is in Cm(EN). Also, we have from [l, p. 51 and the fact that Sz is a bounded 
open set that J1w --f w in Ll(.Q) as t -+ 0. 
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Let 0 be a fixed but arbitrary function in Corn(Q) and let E > 0, be given. As a 
consequence of the above ramarks, we see that Theorem 2 will be established 
once we show that there is a t, > 0 such that 
1 ID ~[AJP - f] dx 1 < 8~ for 0 < t < to , (2.2) 
To show that (2.2) holds, we define Jtf as in (2.1) and observe from the proof 
in [I, Theorem I.71 that 
Next, we let A be a compact subset of Q-Z. From the fact that dw = f in the 
distribution ,sense in Q-2, we obtain from the proof of [I, Theorem I.81 that 
AJPJ(x) = JtfW for x in A (2.4) 
provided that dist[il, a(Q-Z)] > t. We conclude from (2.3) and this last fact 
that there is a tA > 0 such that 
f IAJ,w-fldx<e 
for O<t<t,. (2.5) 
A 
Next, let D be a bounded domain in EN and let D- designate its closure. 
Following [6, p. 241, we say D- satisfies the condition of PoincarC if each point 
on its boundary is the vertex of a cone of revolution whose interior lies in D. 
From [6, p. 331 ( see also [3, p, 171 or [I 1, p. 64]), we have that the following fact 
holds: 
Let R, C D be the union of a finite number of closed domains each 
satisfying the condition of PoincarC. Then there exists a pk in P(Rk) 
such that M,(X) = lRL @(x - y) dp,(y) is in CO(E,) and Mk(x) = (26) 
I&J = [Cap( for x in RI, . 
In (2.6), @ is defined by (1.3), I&J by (1.4), and Cap(R,) by (1.5). 
Since 2 is a compact subset of Q and since Cap(Z) = 0, it follows that there 
is a sequence of sets {R,},“=, with each set having the properties stated in (2.6) 
such that 
(9 2 C R;,, C R,,, C &co, K = 1, 2,..., (2.7) 
(ii) fi R, = 2 
k=l 
where Rko designates the interior of R, . 
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Setting Ik = I(&, we see from standard capacity theory ([6, pp. 50-521 or 
[ll, p. 711) that 
l&Ik = fco. (2.8) 
Also it follows from (2.6) and (2.7) that there is a positive constant yr such that 
I ~&)/4c I < Yl for x in Q and k = 1, 2,..., (2-9) 
and that 
pt M,(x)/& = 0 for x in Q - Z. (2.10) 
Next, we set 
Q,(x) = a@(x)/axi (2.11) 
for x # 0 and observe from (2.6) that the support of pcrc is in aR, . Consequently, 
we have that 
~~k(wxi = jRk w - 4 444 (2.12) 
for x in Q - aR, . 
Also, we have from the proof of [7, p. 1981 that there is a positive constant yz 
and a nonnegative constant ya such that 
forxandyinQandi = l,..., N. Assuming, as we may, that aR, is of N-dimen- 
sional Lebesgue measure zero, we conclude from (2.12) and the definition of 
IK that 
II aMxM/a% 112 G (Y2Ik + YP (2.13) 
for i = 1 ,..., N and all k, where the left side of the inequality is theL2-norm of 
aivklaxi over Q. 
Designating the La-norm of ZI in 52 by I/ ZI I/,,, we next choose a value of k, 
call it K, such that simultaneously 
(9 (Y&K + YP/IK < 4N II w Ilm Ill Ve l/l2 ,
(ii) I/ ~1 Iloo II 0 ILPK < 6, 
(iv> (Y~IK + Y~~/“/IK < E/N III Vu l/l2 II 6 IL , 
(2.14) 
6’) jn If 1 1 MK 1 WI, < c/II 19 llco 9 
(4 la I MK I2 dx/-fK2 G [4lll Vd ll/oo IllVU 111212~ 
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Parts (i), (ii), and (iv) follow from (2.Q and (iii), (v), and (vi) follow from 
(2.9) and (2.10) and the fact that 2 is of N-dimensional Lebesgue measure zero. 
We now proceed to establish (2.2). We let a(t) designate the integral on the 
left side of the inequality in (2.2) and observe from the fact that MK(x)/IK = 1 
for x in R,c that 
where 
(2.15) 
a&) = 
s 
[AJ,w - f] MKI,% dx. 
c.2 
Next, we choose 52, , an open subset of R, with the following properties: 
and we set 
RKCQn,CQ,-CQ, 
support of 0 C Q, , 
(2.16) 
B = (Qn, - RK)-. (2.17) 
It follows from (2.7)(i) and from (2.16)(i) that 
B is a compact subset of Q-Z. 
Also, from (2.9), (2.16), and (2.17), we obtain that for t 
(2.18) 
> 0 
I dt)l G (1 + rd II 0 IL s, I AJPJ - f I dx. (2.19) 
Next, we observe that 
where 
Now, from (2.14)(v), we have that 
(2.20) 
(2.21) 
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for all t > 0. Also, from (2.9) and (2.13), we have that MI, is in W1*z(Q) and from 
the definition of MK that so AyGM, dx = -SD $ dpK for 4 in Cam(Q). We con- 
sequently conclude from (2.20) that 
ad(t) = R (Jp) ABM& dx 
s 
+ 2 j Jp[Ve . VIM,] I;l dx - I (Jp) 81,l dpx (2.22) 
sz 51 
and that 
a5(t) = 
I 
[VJ,u . V(BM,)] 1;;l dx. (2.23) 
a 
Since ZI is in L”(Q), it follows from (2.1) that 11 Jp /Im < /I z, ljco for all t > 0. 
Consequently, we obtain from (2.22) that for t > 0 
I 4)I < II n Ilm II A0 llm 1 I MK IG’dx 52 
But then we conclude from (2.13) and (2.14)(i), (ii), and (iii) that 
I &)I G 3E for t > 0. (2.24) 
Next, from (2.16), (2.23), and [l, Theorem 1.81, we see that 
for 0 < t < dist($, a&)). We consequently conclude from (2.13), (2.14)(iv) 
and (vi), and this last fact that 
I %(Q < 2E + Ill v~~K)lll2&? III JtW - vu Ill2 (2.25) 
for 0 < t < dist(Q,-, afin>. 
We consequently have from (2.15), (2.19), (2.20), (2.21), (2.24), and (2.25) that 
I 4t)l G 6~ + (1 + rd II 0 llm jB I AJP -f I dx 
+ Ill W’Mt&G Ill JO’4 - Vu Ill2 (2.26) 
for 0 < t < dist(Q,-, aL’n>. From (2.5) and (2.18), it follows that there is a 
tB > 0 such that the second term on the right in (2.26) is less than E for 
0 < t < te . Also, since au/ax, is inL*(!J) for i = l,..., N, it follows [I, Theorem 
I.71 that there is t* > 0 such that the third term on the right in (2.26) is less 
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than E for 0 < t < t*. Setting t, = min[t, , t*, dist(Qr , kX2)], we conclude 
from these last two facts and (2.26) that 1 a(t)/ < 8~ for 0 < t < t, . This 
establishes (2.2), and the proof of Theorem 2 is complete. 
3. PROOF OF THEOREM 1 
We fix i and suppose that 
J 
n-Z 
[VW( de + Wink aejax, + p aejax,] dx = -Jaezfie dx 
for e in C,m(.Q - 2) (3.1) 
where Cap 2 = 0 and 2 is a closed subset of Q. We propose to show that the 
first equation in (1.2) holds for v in Corn(Q). 
To accomplish this, we set 
Pi(X) = S, @i(X - Y) P(Y) dY (3.2) 
for x in Q where Qi(x) is defined in (2.11). By hypothesis, p is in L?(Q). As a 
consequence, we have from [2, Theorems 1 and 71 and standard facts in potential 
theory that 
Pi is in IG2(Q) (3.3) 
and that 
APi = -apjaxi (3.4) 
in the distribution sense in Q, i.e., ssa A#P, dx = snp i%,b/ax, dx for # in Corn(Q). 
Next, we observe from the hypothesis of the theorem that for k = l,..., IV, 
(i) 
(ii) 
(iii) 
viz+ and uiwk are in L2(Q); 
wiwk is in L”(Q); 
uiuk is in PPl(Q). 
(35) 
Using the summation convention, we set 
for x in Q and observe from (3.5)(i)-just as we did in (3.3) and (3.4)-that 
UIi and Uzi are in wl*2(Q) (3.7) 
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Au,, = -aviukjax,, 
A Uli = -aviu,jax, , 
in the distribution sense in Sz. 
Next, we set 
Illi = s, c&.(x - y) vi(x) v&) dx 
and observe from (3.5)(ii) and standard facts in potential theory that 
Vii is in La(Q) 
and 
AVli = - av,v,/ax, 
in the distribution sense in L?. Also, we set 
gi = -fi + aui2d,lax, 
and observe from the hypothesis of the theorem and (3S)(iii) that 
gi is in Ll(Q). 
Next, we set 
(9 vi = vvi + Vii , 
(ii) lJi = VUi + Uli + Usi + Pi j 
(iii) wi = vi + ui , 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
and observe from (3.3), (3.7), (3.10), and the hypothesis of the theorem that 
(9 Vi is in L”(Q), 
(ii) Ui is in W1~z(Q). 
(3.15) 
From (3.1), (3.12), and (3.13), we observe next that 
s 
[wide + vivt aejax, + viuk aqax, + 2divk aejax, + p aejax,] 
D-Z 
= 
s gi6’ dx (3.16) Q-Z 
for 0 in Csm(Q-2). 
From (3.4), (3.8), and (3.11), we see that the integral on the left side of the 
equality in (3.16) is given by 
I R-z [VW +Vii + Uli + Uzi + Pi] A0 dx. (3.17) 
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By hypothesis, wi = vui + ui; so we obtain from (3.14)(i) and (ii) that the 
expression in brackets in (3.17) is equal to Vi + Vi . We consequently conclude 
from (3.14)(iii), (3.16), and (3.17) that 
for e in C,m(sZ--2). 
I 
WiAedx = 
D-Z s 
g,e dx (3.18) 
R-Z 
By assumption 2 is a closed subset of Q and Cap 2 = 0. We consequently 
conclude from (3.13) (3.14)(iii), (3.15) (3.18) and Theorem 2 that 
A Wi = gi in the distribution sense in Q. (3.19) 
But then it follows from (3.12) (3.14), and (3.19) that 
for v in C,m(Q. 
From (3.4), (3.5), (3.8) and (3.11) we in turn obtain from (3.20) that 
s, (mi Ag, + [Vi% + ViUk + WI; + u$k] &-+k + p +“laXi} dx = -s, fip, dx 
(3.21) 
for v in Csm(Q). By hypothesis wi = vi + ui , and therefore the expression in 
brackets on the left side in (3.21) is equal to wiwk . But then the first equation in 
(1.2) for fixed, but arbitrary i, and v in Corn(Q) follows immediately from (3.21), 
and our desired result is established. 
To complete the proof of the theorem, it remains to show that the second 
equation in (1.2) also holds for v in C,,a(Q), i.e., 
implies that 
aw,/ax, = 0 in the distribution sense in Q-2 (3.22) 
aw,/ax, = 0 in the distribution sense in Q. (3.23) 
To accomplish this, we observe first that in particular, wk is in Lz(s2) for 
k = l,..., N. Next, we set 
F(x) = -I, @kcX - Y) wk(Y) dr (3.24) 
and obtain-as we did in (3.3) and (3.4)-that 
F is in W1s2(Q) 
and that 
(3.25) 
AF = aw,Jax, in the distribution sense in 52. (3.26) 
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From (3.22) and this last fact, we obtain in turn that AF = 0 in the distribu- 
tion sense in 0-Z. But then we refer from (3.25) in conjunction with Theorem 2 
that 
AF = 0 in the distribution sense in Q. (3.27) 
(3.23) follows immediately from (3.26) and (3.27), and the proof of Theorem 1 
is complete. 
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