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Abstract. Let R be a ring of characteristic 0 with field of fractions K, and let m ≥ 2. The Böttcher coordinate of a power series ϕ(x) ∈ x m + x m+1 R[ [x] ] is the unique power series
. In this paper we study the integrality properties of the coefficients of f ϕ (x), partly for their intrinsic interest and partly for potential applications to padic dynamics. Results include: (1) If p is prime and R = Z p and ϕ(x) ∈ x p + px
, then f ϕ (x) = x
Introduction
The following well-known result is essentially due to Böttcher [2] . Proposition 1. Let K be a field of characteristic 0, and let m ≥ 2.
be a power series of the indicated form. Then there is a unique formal power series
There are two standard ways to prove Proposition 1. First, one can use the Böttcher equation (1) to construct a recursion that defines each coefficient of f ϕ (x) in terms of the earlier coefficients and the coefficients of ϕ(x). Second, one can show that
Definition. The series f ϕ (x) ∈ K [[x] ] uniquely determined by (1) is called the (local ) Böttcher coordinate for the series ϕ(x).
For K = C, Böttcher proved that if ϕ(x) is analytic at 0, then f ϕ (x) ∈ C [[x] ] converges on a neighborhood of 0, and thus gives a local complex analytic conjugacy between ϕ(x) and x m . See [8, Chapter 9] , for example, for a discussion of Böttcher coordinates over C. In this paper we are interested in the convergence properties of the series f ϕ in the case that K is a non-archimedean field, or alternatively, we want to study the integrality properties of the coefficients of the Böttcher coordinate. Suppose that ϕ(x) ∈ R [[x] ] has coefficients in a ring R. If we further assume that the ramification degree m is invertible in R, then the coefficients of f ϕ (x) are quite well-behaved, as in the following result.
Proposition 2. Let R be a ring, let m ≥ 2 be an integer satisfying m ∈ R * , and let
be a power series of the indicated form. Then both the Böttcher coordinate f ϕ (x) and its inverse series f
Proof. This is well-known, cf. [6] . It follows easily via an induction argument similar to the proof of Theorem 3.
The coefficients of the Böttcher coordinate become more complicated, and much more interesting, when the ramification degree m is not invertible in R. Our first main result gives a general bound for the denominators of the coefficients of the Böttcher coordinate for maps of the form (3) without the assumption that m is invertible in R. We also give a better bound if a few of the non-leading coefficients of ϕ(x) have some additional m-divisibility. ϕ (x) are series of the form
k with a 0 = 1 and a k ∈ R for all k.
(b) Suppose further that the coefficients of ϕ satisfy
. Then the Böttcher coordinate f ϕ (x) and its inverse f −1 ϕ (x) are series of the form
A special case of Theorem 3(b) says that if ϕ(
, then the Böttcher coordinate f ϕ (x) has the form x a k x k /k! with a k ∈ R. It turns out that if m is prime, then we can often do much better, as shown in the following somewhat surprising result.
Theorem 4. Let R be a ring of characteristic 0 with fraction field K, and let p be a prime such that a p ≡ a (mod pR) for all a ∈ R. For example, R could be Z or Z p . Let
be a power series of the indicated form. Then the Böttcher coordinate and its inverse satisfy
. We've already noted that Theorem 4, which deals with the case that m = p is prime, is much stronger than Theorem 3(b), which deals with the case that m is composite. The proof of Theorem 4 relies on Fermat's little theorem, so one might suppose that Theorem 3(b) could be strengthened by using the congruence
which valid for p | m. However, this is not the case, as shown by the following result, whose proof Section 6 is a complicated induction on the coefficients of the Böttcher coordinate.
be the Böttcher coordinate for ϕ, and write f ϕ (x) as
where a k ∈ Z from Theorem 3(b). Then for all k that are powers of p, we have a k ≡ −1 (mod p). Böttcher coordinates of polynomials over p-adic fields have been investigated in [4, 6] , where they are applied to the study of p-adic dynamics. (See Section 2 for details.) In this context, a key quantity is the radius of convergence of the Böttcher coordinate. Our main results yield the following estimates for this radius.
Corollary 6. Let p be a prime, let R p = {c ∈ C p : c p ≤ 1} be the ring of integers of C p , and let m ≥ 2 be an integer. For each indicated type of map ϕ , the Böttcher coordinate f ϕ and its inverse f −1 ϕ converge on the indicated disk D and define an isometry
In particular, ϕ(x) is p-adically analytically conjugate to x m on D.
, as in Proposition 2 and Theorem 3(a), we may take
] as in Theorem 4, we may take 
and for p = 3 we have
Although the coefficients of f ϕ (x) are in Q[t], we can verify that they are integer-valued, as they must be according to Theorem 4, by writing their Newton-Mahler expansions. For example, for p = 2 the coefficient of
Remark 9. In this paper we start with a power series ϕ(x) = x m + · · · having a critical point at 0 and study the arithmetic properties of the coefficients of the Böttcher coordinate f ϕ (x) that conjugates ϕ(x) to x m . We mention that if instead we start with an invertible power series f (x) = x + · · · , then there is a unique power series for which f is the m-power Böttcher coordinate. Indeed, replacing x by f −1 (x) in the Böttcher equation (1) yields
and this ϕ clearly satisfies ϕ(x) = x m + · · · and f ϕ (x) = ϕ(x).
We briefly indicate the contents of this paper. In Section 2 we review some of the earlier work that has been done on Böttcher coordinates in the p-adic and characteristic p setting, after which Section 3 contains some useful facts concerning inverses of various types of power series. This is followed in Sections 4, 5, and 5 with the proofs, respectively, of Theorems 4, 3 and 5. In Section 7 we use our earlier results to prove Corollary 6. Finally, in Section 8 we give various precise conjectures describing the coefficients of the Böttcher coordinate for maps of the form x p 2 + p r+2 x p 2 +1 .
Earlier and Related Work
In this section we briefly summarize earlier work on p-adic and characteristic p Böttcher coordinates and relate it to the present paper. Böttcher coordinates of polynomials over p-adic fields appear to have first been studied by Ingram [6] in the case that the ramification degree m is relatively prime to p. This work was extended and generalized by DeMarco, Ghioca, Krieger, Nguyen, Tucker, and Ye [4] in two ways. First, they allow m to be divisible by p, and second, they work uniformly in families of polynomials. Both of these earlier papers consider only the Böttcher coordinate of a monic polynomial in a neighborhood of ∞, i.e., they restrict attention to rational functions having a totally ramified fixed point. This contrasts with our results, which apply in particular to rational functions having a critical fixed point that need not be totally ramified.
We state the result of DeMarco et al., which generalizes Ingram [6, Theorem 2], but we conjugate by x → x −1 so as to move their (totally) ramified fixed point to 0. 
. . , β m p , and let D ϕ be the disk
Then the Böttcher coordinate f ϕ (x) converges on D and defines an injective map f ϕ : D ֒→ C p .
We observe that if we apply Theorem 10 in the case that β 1 , . . . , β m are p-integral, then ϕ(x) has p-integral coefficients, and the convergence results in Theorem 10 are the same as those obtained in Corollary 6(a).
However, even if we assume that β 1 , . . . , β m are highly p-divisible in Theorem 10, we obtain no improvement in the disk D, since we always have β p ≥ 1. In particular, Theorem 10 does not imply the stronger convergence estimates given in Corollary 6(b,c). On the other hand, the results of Ingram and of DeMarco et al. do apply to series whose coefficients are not necessarily p-integral, a situation that we do not consider in the present paper. Roughly speaking, the earlier papers include (polynomial) maps having bad reduction, while our results deal with maps having good reduction, and we give improved estimates in the case that ϕ(x) ≡ x m (mod m), which one might say is the case that ϕ(x) has "very good reduction."
We note again that the work of Ingram [6] and DeMarco et al [4] deal only with the Böttcher coordinates of polynomial functions, i.e., rational functions having a totally ramified fixed point. This contrasts with our results, which apply in particular to rational functions having a critical fixed point that need not be totally ramified, although we expect that their arguments could be adapted to the more general setting.
We also note that these earlier papers construct the Böttcher coordinate via the classical limit (2) mentioned in the introduction. This may well have some technical advantages, but it seems that in order to study subtler p-adic properties of Böttcher coordinates, it is necessary to use the finer combinatorial information provided by the recursive formula for the coefficients of the Böttcher coordinate, as is done in the present paper.
Remark 11. Superattracting germs in characteristic p present many additional complications if the ramification index is divisible by p. In particular, the Böttcher coordinate need not exist, and one obtains interesting parameter and moduli spaces of Böttcher-like coordinates.
] was studied by Spencer in his thesis [12] , and the general case was investigated by Ruggiero in [10] .
Remark 12. Böttcher coordinates have also been studied for higher dimensional maps C N → C N ; see for example [3] . It would be interesting to investigate the higher dimensional situation for non-archimedean fields, but we do not do so in the present paper.
Remark 13. There is, of course, a wide body of work on linearization of maps at non-critical fixed points, i.e., at fixed points that are not superattracting, in both the complex and the non-archimedean settings. For the latter, see for example [1, 5] .
Inverses of power series
In this section we describe various sets of power series that are invariant under taking inverses. We will use the following well-known formula for the k'th derivative of the composition of functions.
Lemma 14 (Formula of Faá di Bruno and Arbogast). Let F (x) and G(x) be functions that are sufficiently differentiable. Then the k'th derivative of the composition F • G is given by the formula
Proof. See [7, 9] , for example, for proofs of this formula, which dates to the 19'th century.
Parts (a) and (b) of the next proposition are well-known results, but (c) and (d), which are essentially equivalent one another, are less so. In particular, we do not see an easy way to use (b), or its usual proof by induction as in [11, Lemma IV.5.4] , to prove (c).
Proposition 15. Let R be a ring of characteristic 0. Then each of the following sets of power series P 1 (R), . . . ,
Proof. (c) As noted earlier, we do not see a way to use (b) to prove (c), so we give a direct proof. We let K be the fraction field of R, and we set the notation
The facts that f g(x) = x and a 0 = 1 imply that b 0 = 1, so it remains to prove that every b k is in R.
We set some useful notation. For any list e = (e 1 , e 2 , . . .) of nonnegative integers, with only finitely many non-zero entries, we let σ(e) = e 1 + e 2 + e 3 + · · · , ν(e) = 1 · e 1 + 2 · e 2 + 3 · e 3 + · · · .
We apply the formula of Faá di Bruno (Lemma 14) to compute the n'th derivative of the composition f g(x) and evaluate at 0, where we note that with our labeling, we have
On the other hand, since f g(x) = x, we have D n x (f • g) = 0 for all n ≥ 2. This yields a recursion for the coefficients of g(x).
Thus the term with ν(e) = n and σ(e) = 1, i.e., the term with e n = 1 and all other e j = 0, is
so if we assume (by induction) that b 1 , . . . , b n−2 ∈ R, and use a 0 = b 0 = 1 and a k ∈ R for all k, we see that in order to prove that b n−1 ∈ R, it suffices to show that for every e satisfying ν(e) = n, we have
The validity of this congruence, which is by no means obvious, is proven in a separate lemma at the end of this section; see Lemma 16.
Using the identity f (x) = mF (x/m), we see that
which proves that f −1 (x) ∈ P 4 (R).
Lemma 16. Let e 1 , e 2 , . . . , e n be non-negative integers satisfying
Proof. To ease notation, we let
For the given list e = (e 1 , . . . , e n ), let Z(e) be the collection of all expressions of the form
where:
We observe that (i) and (iii) imply that Z/nZ is equal to the disjoint union of S 1 , . . . , S m . We also note that an element of Z(e) consists of a distinguished pointed set (S 1 , s 1 ) and an unordered collection of m − 1 additional pointed sets (S 2 , s 2 ), . . . , (S m , s m ). We claim that
i.e., we claim that #Z(e) is exactly the quantity that we are trying to prove is divisible by n. To see this, we count the number of ways to create an element of Z(e). First we take Z/nZ and partition it into m subsets S 1 , . . . , S m consisting of e 1 subsets containing 1 element, e 2 subsets containing 2 elements, etc. The number of ways to do this if we keep track of the order of S 1 , . . . , S m is the multinomial coefficient
However, if we don't care about the order, then we need to divide by e 1 ! to account for reordering the 1-element subsets and by e 2 ! to account for reordering the 2-element subsets, etc. This accounts for the factor of e j ! in the denominator of (5). Next, we actually want S 1 , . . . , S m to be pointed subsets, so we choose one element from each S i . This can be done in #S i = j e j ways, where the equality follow from (iii). Finally we need to choose one of the pointed sets (S i , s i ) to be distinguished, which can be done in m ways. This concludes the verification of (5).
For any subset S ⊂ Z/nZ, we let S + 1 := {s + 1 mod n : s ∈ S}.
We define an "increment-by-1" operation on Z(e) by the formula
Now the key observation, for which we thank Melody Chan, is that the increase-by-1 operator is a permutation of the set Z(e) for which the orbit of every element has size exactly n. This will obviously imply that n divides #Z(e), so it remains to prove that truth of this observation.
Since we are working in Z/nZ, it is clear that the n'th iterate I n acts as the identity map on Z(e), so it suffices to prove that if I k fixes an element
then n | k. But if I k fixes this element, then incrementing by k must fix the distinguished point s 1 of the distinguished pointed subset (S 1 , s 1 ), i.e., s 1 ≡ s 1 + k (mod n). Hence n | k, which completes the proof of Lemma 16.
Question 17. Continuing with the notation in Lemma 16, if e 1 < n, is it true that we always have
We have verified this stronger result experimentally for various values of n and e.
Proof of Theorem 4
We start by setting some notation for truncating and for picking out coefficients of power series. This notation will be used in this section and in Section 6. For any power series P (x) = k≥0 c k x k , we write
Proof of Theorem 4. Write
We assume that f
, and we proceed to prove that f
. To ease notation, we write
Then β is determined by its appearance in the x p+k coefficient of the defining relation (1). Thus
. Hence
The assumptions that f
ϕ and ψ(x) have coefficients in R imply that the second term has coefficients in R. As for the first term, it has coefficients in R, since for any polynomial F (x) ∈ R[x], we have
We note that (8) is the property that requires the assumption that a p ≡ a (mod pR) for every a ∈ R. Without that assumption, we would only have
, whereF is obtained from F by raising its coefficients to the pth power. This completes the proof of Theorem 4.
Proof of Theorem 3
We start with an elementary, but useful, description of the k'th derivative of the m'th power of a function. For notational convenience, we let D x denote differentiation with respect to x. In particular, we note that D x operates formally on power series rings such as Remark 19. We note that Lemma 18 may also be derived as a special case of the classical formula of Faá di Bruno for the k'the derivative of a composition of functions. Thus setting F (x) = x m , with G(x) = y in Lemma 14, we see that the term in (4) with e k = 1, and necessarily
matching the initial term in Lemma 18. And the other terms have the desired form once we note that for any ℓ ≥ 1, the term
has the desired factor of m, and that the quantity (D j x y)/j! is integral.
We are now ready to prove Theorem 3.
Proof of Theorem 3. It turns out to be somewhat easier to work with the inverse Böttcher coordinate, so we let
. Thus F is determined by the functional equation
We define series ν(x) and G(x) by
Substituting these expressions for F and ϕ into (9) and canceling
This functional equation determines the coefficients of G(x) in terms of the coefficients of ν(x). We are going to take the k'th derivative of both sides of (10) and evaluate at x = 0. For the right-hand side we use Lemma 18 with y = G(x). Noting that (D 
where
is as defined in Lemma 18.
In order to handle the left-hand side of (10), we expand G x m ν(x) as a series and differentiate. Thus
Evaluating at x = 0, we note that
so the only term that remains in the inner sum is (i, j) = (mℓ, k − mℓ).
We next observe that (mℓ)! m!ℓ! ∈ Z for ℓ ≥ 1, so pulling off the ℓ = 0 term and using the fact that c 0 = 1, we find that
Subsituting (11) and (12) into the k'th derivative of (10) evaluated at x = 0, and dividing by m, we obtain
We now proceed by induction, starting from c 0 = 1. If we assume that k!b k ∈ mR, as in part (b), then it is clear from (13) that
Hence under the assumption in (b), we see that f
In order to prove (a), our induction hypothesis is that c ℓ ∈ m −ℓ R for all 0 ≤ ℓ < k, and our goal is to conclude that c k ∈ m −k R. We Writing c ℓ = γ ℓ /m ℓ with γ ℓ ∈ R, we see that
−ℓ R with ℓ ≤ k/m < k, so these terms are also in m −k R. This concludes the proof by induction that c k ∈ m −k R for all k ≥ 1. This completes the proof that the inverse Böttcher coordinate f −1 ϕ (x) has the desired form. To complete the proof of Theorem 3, we need merely note that Proposition 15(c,d) then tells us that f ϕ (x) also has the desired form.
Proof of Theorem 5
Proof of Theorem 5. We will make frequent use of Legendre's formula for the valuation of a factorial. Writing the base-p expansion of a nonnegative integer N as
In particular,
We note that a 0 = 1, and one easily checks that a 1 = −1. We are going to prove that if k is a non-trivial power of p, then
Combined with the initial value a 1 = −1, this clearly implies that a k ≡ −1 (mod p) for all k that are powers of p.
So we take k to be a power of p with k ≥ p. To ease notation (and with a view to generalizations), we let
Expanding the Böttcher equation ϕ f ϕ (x) = f (x q ), we find that the coefficient of x k gives us a recursive formula for a k in terms of the lower a i . More specifically, we can write a k as a sum of three terms
where as in (6), we write P [x k ] for the coefficient of x k in a polynomial or power series P (x), and where A k , B k , and C k are given by the formulas
.
We start by analyzing B k [x k ], since this is the term in which we will find a single monomial in the a i whose coefficient is prime to p. Expanding the q'th power that defines B k yields
For any given e := (e 0 , . . . , e k−1 ), the coefficent of a e := a
We claim that
In (17) we expressed
as a product of three terms. We compute the valuations of these three terms, using the fact that k and q are powers of p, and using Legendre's formula (14) to compute the valuations of various factorials. Thus
S p (e n ) using e n = q,
e n S p (n) using ne n = k.
Adding these three pieces and using ord p (q) = 2, we find that
As a warm-up, we use (20) to prove (18), which is one of our claims. Thus
Before proceeding, we are going to rewrite (20) to exploit the fact that S p (n) ≥ 1 for all n ≥ 1. So we pull the n = 0 term out of the sum, replace S p (n) with S p (n) − 1 + 1, and use the fact that e n = q = p 2 . This yields
Hence
In particular, we have e 0 ≥ p 2 − 2p, while e n = p 2 combined with ne n = k > 0 tell us that e 0 < p 2 . Thus p 2 − 2p ≤ e 0 < p 2 . We split this interval into two pieces. Thus for 0 ≤ j < p, we have
Since p ≥ 2, we have proven that
We know from ne n = k that there exists at least one m ≥ 1 such that e m ≥ 1, and for each such m we have S p (e m ) ≥ 1. Thus there is a unique m ≥ 1 with e m ≥ 1. Further, we observe that if e m is not a power of p, then S p (e m ) ≥ 2, so we conclude that e m is a power of p. Also, since the sum is strictly positive, we see that p 2 > e 0 ≥ p 2 − p. We now know the following three facts:
Thus e m is a power of p satisfying p ≥ e m > 0, which proves that e m = p. Then
This proves that
, which concludes the proof of (19).
We next consider A k . For k a power of p, we have
We next consider C k [x k ]. Expanding the power, and noting that there is an x q+1 that comes out, we find a formula similar to formula (16) for B k [x k ], the primary difference being that there is no 1/q and the sum is over a different collection of indices. With the obvious notation for the multinomial coefficient, we have
is always divisible by p. To see this, we compute
Since q = p 2 ≥ 4, this quantity is certainly positive.
Combining our computations for
, we have proven that for k a power of p, the recursion (15) for a k in terms of a i with i < k has the following form:
In order to simplify (22), we set a useful piece of notation. For N ≥ 1, we let
This completes the proof that a k ≡ a k/p (mod p), and hence the proof of Theorem 5.
Remark 21. During the proof of Theorem 5, we derived a formula (20) for the quantity ord
under the assumption that q = p 2 and k is a power of p. We note that this calculation easily generalizes for arbitrary q and k. Without giving the details, we list the result in the hope that it might be useful in future investigations, e.g., in proving Conjecture 23:
The radius of convergence of Böttcher coordinates
In this section we use Theorems 3, 4, and 5 to prove Corollary 6, which describes the radius of convergence of the Böttcher coordinate of various sorts of power series.
We start with an elementary lemma that is undoubtedly well-known, but for lack of a suitable reference and for the convenience of the reader, we give the short proof. We set the notation D(R) := x ∈ C p : x p < R . We observe that in each case the sum consists of an odd number of monomials, each of which is a product of even index a i , which is consistent with the conjecture that B k [x k ] is odd when k is even.
We next consider the coefficients for the Böttcher coordinate of
as r increases. Not surprisingly, the integrality of the coefficients of the Böttcher coordinate increases with increasing r, but we conjecture that we never achieve a Böttcher coordinate whose coefficients are entirely pintegral. More precisely, experiments suggest that the valuations of the Bött-cher quantities a k for p | k exhibit a great deal of regularity. Here is a typical example. For the function
we observe numerically that that the coefficients of the Böttcher coordinate f ϕ (x) = x (a k /k!)x k satisfy the following somewhat complicated recursion:
if n ≡ 0 (mod 2), −5 if n ≡ 1 (mod 2) and n ≡ −1 (mod 8), −16 if n ≡ −1 (mod 8) and n ≡ −1 (mod 32). −21 if n ≡ −1 (mod 32).
More generally, for
with r ≥ 0, we find (numerically) that there are recursions for even values of k having the form ord 2 (a k+2 r+1 ) = ord 2 (a k ) + 2 r+1 − 2 if r is odd, ord 2 (a k+2 r ) = ord 2 (a k ) + 2 r − 1 if r is even.
Based on these and other computations, we make the following conjecture.
Conjecture 25. Let
with r ≥ 0, and let f ϕ (x) = x (a k /k!)x k be the associated Böttcher coordinate. We remark that (b) does not follow from (a). Indeed, applying (a) with k a power of p only shows that the radius of convergence is bounded above by the quantity given by (b).
