General theory of feedback control of a nuclear spin ensemble in quantum
  dots by Yang, Wen & Sham, L. J.
ar
X
iv
:1
30
7.
08
97
v1
  [
co
nd
-m
at.
me
s-h
all
]  
3 J
ul 
20
13
General theory of feedback control of a nuclear spin ensemble in quantum dots
Wen Yang∗ and L. J. Sham
Center for Advanced Nanoscience, Department of Physics,
University of California San Diego, La Jolla, California 92093-0319, USA
We present a microscopic theory of the nonequilibrium nuclear spin dynamics driven by the electron and/or
hole under continuous wave pumping in a quantum dot. We show the correlated dynamics of the nuclear spin
ensemble and the electron and/or hole under optical excitation as a quantum feedback loop and investigate
the dynamics of the many nuclear spins as a nonlinear collective motion. This gives rise to three observable
effects: (i) hysteresis, (ii) locking (avoidance) of the pump absorption strength to (from) the natural resonance,
and (iii) suppression (amplification) of the fluctuation of weakly polarized nuclear spins, leading to prolonged
(shortened) electron spin coherence time. A single nonlinear feedback function as a “measurement” of the
nuclear field operator in the quantum feedback loop is constructed which determines the different outcomes of
the three effects listed above depending on the feedback being negative or positive. The general theory also
helps to put in perspective the wide range of existing theories on the problem of a single electron spin in a
nuclear spin bath.
PACS numbers: 78.67.Hc, 72.25.-b, 71.70.Jp, 03.67.Lx, 05.70.Ln
I. INTRODUCTION
The nonequilibrium dynamics of the nuclear spins has a
long history in spin resonance spectroscopy.1 The recently
revived interest in this topic is mostly due to the decoher-
ence issue of the electron spin qubit in semiconductor quan-
tum dots (QDs) for quantum computation.2–4 The nuclear
spins, abundant in popular III-V semiconductor QDs, pro-
duce a randomly fluctuating nuclear field [straight arrow in
Fig. 1(a)] that rapidly deprives the electron spin of its phase
coherence,5–17 the wellspring of various advantages of quan-
tum computation over its classical counterpart. Suitable con-
trol of the nuclear spin dynamics can suppress the fluctua-
tion of the nuclear field (and hence mitigate the detrimen-
tal effect of the electron spin decoherence) and even turn
the nuclear spins into a resource to store long-lived quantum
information.18–21
In this introduction, we introduce the most widely explored
control of the nuclear spin dynamics: dynamic nuclear po-
larization and more generally, the flip of the nuclear spins
by the electron and/or the hole (the removal of an electron
from the fully occupied valence band of a semiconductor).
This process, followed by the back action of the nuclear spins
on the electron and/or hole, forms different feedback loops
responsible for a variety of experimental observations, espe-
cially the suppression of the nuclear spin fluctuation. First, in
Sec. I A, we introduce dynamic nuclear polarization, the feed-
back loops, and relevant experimental observations. Then,
in Sec. I B, we briefly survey the electron-nuclear and hole-
nuclear interactions and the most general feedback loop con-
structed from these interactions. Next, in Sec. I C, we summa-
rize the exitsting theoretical treatments of different feedback
loops (especially the back action part). Finally, in Sec. I D,
we introduce our systematic, microscopic theory of the most
general feedback loop and summarize the main results.
A. Dynamic nuclear polarization and feedback
The simplest control of the nuclear spins is dynamic nuclear
polarization, by which a nonequilibrium steady-state nuclear
spin polarization s is induced. Then the nuclear field acting
on the electron spin [straight arrow in Fig. 1(a)] acquires a
nonzero average and its fluctuation is expected22 to be sup-
pressed to (1 − s2)1/2 of its thermal equilibrium fluctuation,
e.g., a ∼ 99% nuclear spin polarization can suppress the nu-
clear field fluctuation by an order of magnitude and hence pro-
long the coherence time of the electron spin in the QD by
the same factor. This prospect has stimulated intensive in-
terest in dynamic nuclear polarization in the QD. The most
widely explored scenario is to transfer the spin angular mo-
menta from the conduction band electron to the nuclear spins
[wavy arrow in Fig. 1(a)]23–29 through the isotropic electron-
nuclear contact hyperfine interaction∝ ˆSe ·ˆI. This scenario has
been demonstrated via different processes in various experi-
mental setups, including the two-electron singlet-triplet tran-
sition in transport experiments in lateral and vertical double
QDs,30–42 electron spin resonance in lateral double QDs,43–45
and in particular, interband optical pumping in fluctuation
QDs and self-assembled QDs,46–68 where the highest degree
of steady-state nuclear spin polarization (up to ∼ 65%) has
been achieved.48,49,67 The nonzero average nuclear field pro-
duced by the polarized nuclear spins is then detected as an av-
erage energy shift of the electron [straight arrow in Fig. 1(a)].
In many experiments, the average energy shift exhibits hys-
teretic behaviors, indicating the bistability or multistability of
the average nuclear field due to the nonlinear feedback loop
[Fig. 1(a)] between the electron and the nuclear spins. Note
that, as a convention, the “nuclear spin flip” [e.g., denoted by
the wavy arrow in Fig. 1(a)] may or may not have a prefer-
ential direction and therefore is more general than dynamic
nuclear polarization, which involves nuclear spin flip with a
preferential direction.
Recently, several experimental groups reported significant
suppression of the nuclear field fluctuation for weakly or mod-
erately polarized nuclear spins in QD ensembles,69,70 two
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FIG. 1. (a) Feedback loop between the electron spin ˆSe and the nu-
clear spins {ˆI j} through the contact hyperfine interaction ∝ ˆSe · ˆI =
( ˆS e,+ ˆI−+ ˆS e,− ˆI+)/2+ ˆS e,z ˆIz: the electron flips the nuclear spins (with or
without a preferential direction) through ˆS e,+ ˆI−+ ˆS e,− ˆI+ (wavy arrow)
and changes the nuclear field, which in turn acts back on the electron
through ˆS e,z ˆIz (straight arrow). (b) A specific feedback loop between
the electron spin ˆSe, the hole spin ˆSh, and the nuclear spins {ˆI j}. First,
the hole flips the nuclear spins through the non-collinear dipolar hy-
perfine interaction ∝ ˆS h,z( ˆI+ + ˆI−) (wavy arrow) and changes the nu-
clear field. Second, the nuclear field acts on the electron through the
diagonal part ˆS e,z ˆIz of the contact hyperfine interaction (straight ar-
row). Third, the electron is coupled to the hole through interband
optical pumping.
coupled quantum dots,71–74 and in particular, single quantum
dots,75–77 an important configuration for quantum computa-
tion. In single quantum dots,75–78 the key experimental ob-
servation is the maintenance (i.e., locking) of resonant ab-
sorption over a range of pump frequency around the natu-
ral resonance. This locking behavior arises from the shift
of the electron energy level from off-resonance to resonance
by the average nuclear field. A striking observation by both
Xu et al.75 and Latta et al.76 is that the locking occurs nearly
symmetrically on both sides of the resonance. This symmet-
ric locking reveals that the steady-state nuclear field is anti-
symmetric across the resonance, a prominent feature beyond
the framework of the electron-nuclear contact hyperfine in-
teraction [Fig. 1(a)]. In order to explain this feature, Xu et
al.75 (followed by Ladd et al.64,79 in a different context) in-
troduced a new feedback loop [Fig. 1(b)] consisting of the
nuclear spin flip (with no preferential direction) induced by
a valence band hole inside a trion (which consists of two in-
ert conduction band electrons in the spin singlet state and an
unpaired valence band hole) and the back action of the nu-
clear field on the conduction band electron, which is then cou-
pled to the hole by interband optical pumping. Very recently,
the mechanism for the hole-driven nuclear spin flip with a
preferential direction (i.e., hole-driven dynamic nuclear po-
larization) through the non-collinear dipolar hyperfine inter-
action was also established80 and generalized81,82 to the non-
collinear electron-nuclear hyperfine interaction to explain the
experimentally observed locking and avoidance of the pump
absorption strength from resonance.
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FIG. 2. (a) Feedback processes between the electron spin ˆSe, the
hole spin ˆSh, and the nuclear spins {ˆI j}. The electron flips the nu-
clear spins through the off-diagonal contact hyperfine interaction
∝ ˆS e,+ ˆI− + ˆS e,− ˆI+ and the non-collinear interaction ∝ ˆS e,z( ˆI+ + ˆI−).
The hole flips the nuclear spins through the off-diagonal dipolar hy-
perfine interaction ∝ ˆS h,+ ˆI−+ ˆS h,− ˆI+ and the non-collinear dipolar hy-
perfine interaction ∝ ˆS h,z( ˆI+ + ˆI−). The nuclear spins act back on the
electron through the diaognal contact hyperfine interaction ∝ ˆS e,z ˆIz,
and on the hole through the diagonal dipolar hyperfine interaction
∝ ˆS h,z ˆIz. (b) A general feedback loop between the nuclear spins and
externally controlled electron and/or hole (hereafter referred to as e-
h system for brevity). For the sake of generality, ˆFz and ˆF+ (= ˆF†−)
refer to arbitrary electron or hole operators (not necessarily spin op-
erators). In particular, ˆFz does not necessarily refer to ˆS e,z or ˆS h,z and
ˆF+ does not necessarily refer to ˆS e,+ or ˆS h,+.
B. General feedback processes between electron, hole, and
nuclear spins
To date, the following interactions between the electron, the
hole, and the nuclear spins have been considered:
• The isotropic electron-nuclear contact hyperfine inter-
action ∝ ˆSe · ˆI, which consists of the diagonal part
∝ ˆS e,z ˆIz and the off-diagonal part ∝ ˆS e,+ ˆI− + ˆS e,− ˆI+.
• The anisotropic hole-nuclear dipolar hyperfine
interaction,66,68,75,80,83–85 whose dominant part is diag-
onal ∝ ˆS h,z ˆIz. Heavy-light hole mixing86–88 introduces
a smaller off-diagonal part ∝ ˆS h,+ ˆI− + ˆS h,− ˆI+ and an
even smaller non-collinear part ∝ ˆS h,z( ˆI+ + ˆI−). This
interaction becomes relevant when the valence band
hole is excited by interband optical pumping.
• The non-collinear electron-nuclear hyperfine interac-
tion ∝ ˆS e,z( ˆI++ ˆI−), which exists between the electron of
the phosphorus donor in silicon and the 29Si isotope nu-
clear spins.89,90 It may also arise in optically excited III-
V QDs when the quadrupolar axes of the nuclear spins
are not parallel to the external field.91
These interactions enable a variety of feedback pro-
cesses between the electron, the hole, and the nuclear spins
[Fig. 2(a)]. In the general scenario, the nuclear spins can be
3flipped by both the electron and the hole, through both the
pair-wise flip-flop ( ˆS e,+ ˆI− + ˆS e,− ˆI+ or ˆS h,+ ˆI− + ˆS h,− ˆI+) and the
non-collinear interaction [ ˆS e,z( ˆI++ ˆI−) or ˆS h,z( ˆI++ ˆI−)]. The nu-
clear spins act back on both the electron and the hole through
the diagonal interaction ( ˆS e,z ˆIz or ˆS h,z ˆIz). Such feedback pro-
cesses correlate the dynamics of different nuclear spins and
play a critical role in suppressing the nuclear field fluctuation
and hence prolonging the electron spin coherence time. In
particular, all experimentally reported69–73,75–77 suppressions
of the nuclear field fluctuation occur in weakly or moderately
polarized systems and are attributed to feedback processes
[Fig. 2(a)] instead of a strong nuclear spin polarization. They
demonstrate that to suppress the nuclear field fluctuation sig-
nificantly, constructing a proper feedback loop is more feasi-
ble than achieving a strong nuclear spin polarization s ∼ 99%,
which remains an experimentally demanding goal.
A general feedback loop [Fig. 2(b)] between the electron
and the hole (hereafter referred to as e-h system for brevity)
and the nuclear spins consists of two steps. First, the e-h sys-
tem flips the nuclear spins [wavy arrow in Fig. 2(b)] and hence
changes the nuclear field. Second, the nuclear field acts back
on the e-h system [straight arrow in Fig. 2(b)]. For the first
step, perturbation theory is usually sufficient since the hyper-
fine interaction between the e-h system and the nuclear spins
is weak. For the second step, however, the nuclear field act-
ing back on the e-h system must be treated non-perturbatively
since it may be comparable with the characteristic energy
scale of the electron or hole spin.
C. Theoretical treatment of nuclear field back action
In treating the nuclear field back action, many existing the-
ories take into account the average nuclear field but neglect its
fluctuation. This approach is capable of reproducing the aver-
age nuclear field responsible for the experimentally observed
hysteretic or locking behaviors, but provides no information
about the nuclear field fluctuation. In addition to numerical
simulation,76,92 different approaches have been utilized to in-
corporate the nuclear field fluctuation:
• For the electron-nuclei feedback loop [Fig. 1(a)], Rud-
ner and Levitov36,93 and subsequently Danon and
Nazarov29,45,77 introduced the stochastic approach for
nuclear spin-1/2’s by assuming that the nuclear field ex-
periences a random walk described by a single-variable
Fokker-Planck equation. The analytical solution of the
Fokker-Planck equation quantifies the nuclear field fluc-
tuation and shows that the competition between dy-
namic nuclear polarization and nuclear spin depolariza-
tion gives rise to a restoring force that can suppress the
nuclear field fluctuation well below the thermal equilib-
rium value.
• For the electron-nuclei feedback loop [Fig. 1(a)] in-
volving nuclear spin flip with no preferential direc-
tion, Greilich et al.69 derived a slightly different Fokker-
Planck equation by assuming a semi-classical rate equa-
tion for the nuclear field distribution for nuclear spin-
1/2’s.94 The solution shows that even if the nuclear
spin flip has no preferential direction, a strong feedback
suppressing the nuclear field fluctuation can still exist
in steady state, in contrast to the stochastic approach,
which gives a vanishing feedback in this case.
• For the electron-hole-nuclei feedback loop [Fig. 1(b)],
Xu et al.75 argued that the dependence of the average
nuclear field on the optical detuning (which in turn de-
pends on the fluctuating nuclear field) provides a feed-
back channel that can significantly suppress the nuclear
field fluctuation. This provide an intuitive, qualitative
picture for suppressing the nuclear field fluctuation by
the feedback loop.
• For the electron-hole-nuclei feedback loop [Fig. 1(b)],
our previous study80 established the mechanism of
hole-driven dynamic nuclear polarization through the
non-collinear dipolar hyperfine interaction [wavy ar-
row in Fig. 1(b)]. There, motivated by the
stochastic29,36,45,77,93 and rate equation69 approaches,
we outlined a microscopic derivation of the Fokker-
Planck equation for this specific mechanism without
any stochastic or semi-classical assumptions. The
analytical solution quantifies the intuitive picture by
Xu et al.75 and establishes a connection to different
approaches.22,29,36,45,69,77,93
The above approaches provide an excellent understanding
for certain feedback processes, but still have the drawback that
they are constructed for nuclear spin-1/2’s (while the widely
explored GaAs and InAs quantum dots all contain nuclei with
spins higher than 1/2) or for specific feedback loops [Figs. 1(a)
and 1(b)] with specific nuclear spin-flip mechanism (while
the identified electron-nuclear and hole-nuclear interactions
enable more general feedback processes) and/or they involve
certain (stochastic or semi-classical) assumptions. To maxi-
mize the control over the nuclear field and its fluctuation by
flexible construction of the feedback loop, it is desirable to de-
velop a comprehensive understanding for a general feedback
loop and nuclear spin-flip mechanism, such as that shown in
Fig. 2(b).
D. A systematic, microscopic theory for a general feedback
loop
In this paper, we present a systematic, microscopic theory
for such a feedback loop [Fig. 2(b)], with the e-h system sub-
jected to continuous wave pumping, an important experimen-
tal situation. In particular, we study how this feedback loop
controls both the average nuclear field and its fluctuation. This
is achieved by decoupling the slow nuclear field dynamics
from the fast motion of other dynamical variables (e.g., the
off-diagonal nuclear spin coherences and the e-h variables)
through the adiabatic approximation, which enables us to in-
corporate non-perturbatively the back action from the fluctuat-
ing nuclear field [straight arrow in Fig. 2(b)]. Our microscopic
theory justifies and unifies the stochastic approach29,36,45,77,93
4and the rate equation approach69 and generalizes them to in-
clude nuclei with spins higher than 1/2. It identifies two dif-
ferent kinds of steady-state feedback. The “drift” feedback
(as considered by the stochastic approach29,36,45,77,93 and Xu
et al.75) originates from the nonlinear drift of the nuclear field,
thus its existence requires nuclear spin flip with a preferential
direction. By contrast, the “diffusion” feedback (as consid-
ered by Greilich et al.69 and Barnes and Economou94 in the
rate equation approach and Issler et al.76,92 by numerical sim-
ulation) originates from the nonlinear diffusion of the nuclear
field, so it remains efficient even when the nuclear spin flip
has no preferential direction.
In this paper we focus on the more popular “drift” feedback
followed by a brief discussion about the “diffusion” feedback.
The control of the “drift” feedback over the nuclear field can
be understood from three successive steps. (i) When the feed-
back loop is broken by neglecting the back action, each nu-
clear spin is driven by the e-h system independently. (ii) When
the feedback loop is closed by taking into account the back ac-
tion from the average nuclear field, the average nuclear field
becomes coupled to the dynamics of different nuclear spins
and its motion becomes nonlinear or even multistable. This is
responsible for the experimentally observed hysteresis and ab-
sorption strength locking or avoidance.75–77,81 (iii) When the
back action from the fluctuating nuclear field is fully taken
into account, the fluctuating nuclear field becomes coupled
to the dynamics of different nuclear spins, which enables the
feedback loop to further control (e.g., suppress or amplify)
the nuclear field fluctuation. This is responsible for the exper-
imentally observed suppression of the nuclear field fluctuation
and hence prolonged electron spin coherence time.69–73,75–77
Our key finding is that all the above controls can be quan-
tified concisely by a single nonlinear nuclear field feedback
functionH(h). In the feedback loop, an “input” magnetic field
h from the nuclear spins [straight arrow in Fig. 2(b)] influ-
ences the e-h system, which in turn drives the nuclear spins
[wavy arrow in Fig. 2(b)] to a collective mixed state, pro-
ducing an “output” nuclear field H. Physically, this nonlin-
ear feedback function encapsulates the mutual response be-
tween the nuclear field and the e-h system. It provides a uni-
fied, quantitative description to three observable effects in the
steady state:
(i) Hysteresis, which originates from multiple stable av-
erage nuclear fields. The average nuclear field h(ss) is
determined by the self-consistent equation h = H(h),
which, due to the strong nonlinearity of H(h), may have
multiple solutions {h(ss)α } (α = 1, 2, · · · ). Each solution
h(ss)α is associated with a nuclear field feedback strength
H
′(h(ss)α ) ≡
(
dH(h)
dh
)
h=h(ss)α
, (1)
which quantifies the sensitivity of the average “output”
nuclear field to the “input” nuclear field. If H′(h(ss)α ) <
1, then h(ss)α is a stable average nuclear field associated
with a stable feedback and a macroscopic nuclear spin
state.
(ii) Locking (Avoidance) of the pump absorption strength
to (from) a certain value.75–77 Suppose that the nuclear
spins are in a macroscopic state h(ss)α with a feedback
strengthH′(h(ss)α ). When the pump frequencyω changes
by δω, the nuclear field will shift the electron or hole
excitation energy ωeh by δωeh, in such a way that the
detuning ∆ ≡ ωeh − ω (which determines the pump ab-
sorption strength) changes by
δ∆ = δωeh − δω = −δω
1 − H′(h(ss)α )
.
(ii-a) For a strong negative feedbackH′(h(ss)α ) ≪ −1, we
have |δ∆| ≪ |δω|, i.e., the detuning and hence the
pump absorption strength remains nearly constant
over a wide range of the pump frequency, corre-
sponding to the locking of the pump absorption
strength to a plateau value.
(ii-b) For a strong positive feedback H′(h(ss)α ) > 1, the
value h(ss)α becomes unstable, leading to the avoid-
ance of the corresponding absorption strength.
(ii-c) For a weak positive feedback H′(h(ss)α ) . 1, we
have |δ∆| ≫ |δω|, i.e., the detuning and hence
the pump absorption strength changes drastically
upon a slight change of the pump frequency, cor-
responding to the avoidance of the pump absorp-
tion strength from a certain value.
(iii) The suppression or amplification of the nuclear field
fluctuation of weakly polarized nuclear spins. In a
weakly polarized macroscopic nuclear spin state h(ss)α
with a feedback strength H′(h(ss)α ), the feedback loop
changes the nuclear field fluctuation from the thermal
equilibrium value σeq to σeq[1 − H′(h(ss)α )]−1/2. Thus
negative (positive) feedback suppresses (amplifies) the
nuclear field fluctuation. Combination of (ii) and
(iii) gives a positive correlation between the absorption
strength locking (avoidance) and the suppression (am-
plification) of the nuclear field fluctuation: the stronger
the locking (avoidance), the stronger the suppression
(amplification).
By estimating the efficiency of the “drift” feedback and the
“diffusion” feedback, we conclude that the feedback approach
is capable of suppressing the nuclear field fluctuation to re-
cover the intrinsic electron spin coherence time.
To exemplify our general theory, especially the quantifica-
tion of the “drift” feedback by the nonlinear feedback func-
tion, we consider the feedback loop in Fig. 2(b), initially pro-
posed by Xu et al.75 and subsequently explored by our pre-
vious study80 that established the mechanism of hole-driven
dynamic nuclear polarization through the non-collinear dipo-
lar hyperfine interaction. This feedback loop serves as an ex-
cellent example for our general theory because it can realize
all the interesting regimes discussed above. In particular, we
find a highly nonlinear feedback function that gives rise to
bistable macroscopic nuclear spin states. For negative nuclear
5Zeeman frequency, one state has a strong negative feedback
H
′(h(ss)α ) ≪ −1, leading to strong locking of the pump absorp-
tion strength to the resonance and significantly suppressed nu-
clear field fluctuation. When the nuclear Zeeman frequency is
reversed, one state has a positive feedback, leading to strong
avoidance of the pump absorption strength from resonance
and enhanced nuclear field fluctuation.
II. THEORY
We consider many nuclear spins coupled to a generic e-h
system under continuous wave pumping in a single QD sub-
jected to an external magnetic field B along the z growth axis.
The total Hamiltonian is
ˆH(t) = ˆHN + ˆHeh(t) + ˆV(t). (2)
The nuclear spin Hamiltonian is
ˆHN ≡
∑
j
ω j,N ˆIzj, (3)
where ω j,N ≡ −γ j,N B is the nuclear Zeeman frequency and
the summation
∑
j runs over all nuclear spins in the QD.
The e-h Hamiltonian ˆHeh(t) includes the continuous pump-
ing and the coupling of the e-h system to the environment
(e.g., vacuum electromagnetic fluctuation95 or neighboring
electron/hole reservoirs96), which introduces damping into the
e-h system. The general coupling between the e-h system and
the nuclear spins can be written as
ˆV(t) ≡ ˆFz(t)ˆhz + ˆF+(t)ˆh− + ˆF−(t)ˆh+, (4)
where ˆFz(t) = ˆF†z (t) and ˆF−(t) = ˆF†+(t) are arbitrary dimen-
sionless operators (not necessarily spin operators) for the elec-
tron or the hole. In particular, ˆFz does not necessarily refers to
ˆS e,z or ˆS h,z and ˆF+ does not necessarily refer to ˆS e,+ or ˆS h,+.
These operators are coupled to different components
ˆhz ≡
∑
j
a j,z ˆI j,z,
ˆh+ ≡
∑
j
a j,+ ˆI j,+,
and ˆh− = ˆh†+ of the nuclear field, where ˆI j,± ≡ ˆI j,x ± i ˆI j,y. The
feedback loop in this model corresponds to Fig. 2(b) with ˆIα
replaced by ˆhα. Through the off-diagonal coupling
ˆVnd(t) ≡ ˆF+(t)ˆh− + ˆF−(t)ˆh+, (5)
the e-h system flips the nuclear spins [wave arrow in Fig. 2(b)]
and changes the nuclear field, which in turn acts back on the
e-h system through the diagonal coupling ˆFz(t)ˆhz [straight ar-
row in Fig. 2(b)]. To incorporate non-perturbatively the back
action by the diagonal coupling, we divide the total Hamilto-
nian ˆH(t) into the diagonal, unperturbed part
ˆH0(t) ≡ ˆHN + ˆHeh(t) + ˆFz(t)ˆhz, (6)
to be treated non-perturbatively, and the off-diagonal part
ˆVnd(t), to be treated perturbatively.
We are interested in the control of the feedback loop over
the nuclear field dynamics, which is associated with the diago-
nal part ˆP(t) of the nuclear spin density matrix. Therefore, we
need to single out the motion of ˆP(t) from the exact equation
of motion
d
dt ρˆ(t) = −i[
ˆH0(t) + ˆVnd(t), ρˆ(t)]
for the density matrix ρˆ(t) of the coupled system. This can be
achieved by the following time-scale analysis for three essen-
tial processes, two being driven by the unperturbed Hamilto-
nian ˆH0(t) and one being driven by the perturbation ˆVnd(t):
1. Dissipative dynamics of the e-h system driven by ˆH0(t).
Here ˆhz may be regarded as a classical parameter since
it commutes with every term in ˆH0(t). Through the
diagonal coupling ˆFz(t)ˆhz in ˆH0(t), the back action of
the nuclear field ˆhz on the e-h system [straight arrow in
Fig. 2(b)] changes the free e-h evolution
ˆUeh(t) = T e−i
∫ t
0
ˆHeh(t′)dt′ (7)
to a ˆhz-dependent evolution
ˆUeh(ˆhz, t) = T e−i
∫ t
0 [ ˆHeh(t′)+ ˆFz (t′)ˆhz]dt′ (8)
(T is the time-ordering operator) that establishes
a ˆhz-dependent steady e-h state ρˆ(ss)eh (ˆhz, t) =
ˆUeh(ˆhz, t)ρˆeh(0) ˆU†eh(ˆhz, t) within the e-h relaxation
time Teh ∼ 1 ns75 [recall that ˆHeh(t) includes the e-h
relaxation].
2. Nuclear spin dephasing driven by ˆH0(t). Through the
diagonal coupling in ˆH0(t), the e-h fluctuation elimi-
nates the off-diagonal nuclear spin coherences (see Ap-
pendix A for details) within the nuclear spin dephas-
ing time T2,N ∼ 0.01 − 1 ms. Additional nuclear spin
dephasing on the time scale ∼ 0.1 ms comes from
the nuclear-nuclear dipolar interaction.1,21 This pro-
cess transforms an arbitrary nuclear spin density matrix
ρˆN(t) to a diagonal one ˆP(t) with vanishing nuclear spin
coherences.
3. Nuclear spin relaxation driven by ˆVnd(t). Through the
off-diagonal coupling, the e-h fluctuation flips the nu-
clear spins [wavy arrow in Fig. 2(b)] and changes the
nuclear field within the nuclear spin relaxation time
T1,N ∼ 1 − 100 s.30,43,51,55,67,69 The decay of the nuclear
field due to, e.g., the non-secular part of the nuclear-
nuclear dipolar interaction, occurs on the same time
scale.35,57,69,71
To summarize, the unperturbed evolution driven by ˆH0(t)
rapidly establish a classically correlated state ρˆ(ss)
eh (ˆhz, t) ˆP(t) on
a short time scale ∼ Teh, T2,N , while the off-diagonal coupling
ˆVnd(t) slowly flips the nuclear spins and changes the nuclear
field ˆhz on a much longer time scale ∼ T1,N ≫ Teh, T2,N . This
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FIG. 3. (a) The back action of the nuclear field ˆhz (straight arrow)
instantaneously establish a ˆhz-dependent e-h steady state ρˆ(ss)eh (ˆhz, t),
whose fluctuation in turn flips the nuclear spin (wavy arrow) and
changes the nuclear field. (b) The spin-flip transition rates W j,±(ˆhz)
of the jth nuclear spin between adjacent eigenstates {|m〉 j} of ˆIzj are
dependent on the nuclear field ˆhz.
fact enables us to use the adiabatic approximation to separate
the unperturbed evolution from the nuclear spin flip by as-
suming that the classically correlated state is instantaneously
established after each nuclear spin flip. In this case, on the
time scale of T1,N , we can use the classically correlated state
ρˆ
(ss)
eh (ˆhz, t) ˆP(t) as the zeroth-order approximation to the state of
the whole system and incorporate the off-diagonal coupling
[wavy arrow in Fig. 2(b)] through the second-order perturba-
tion theory in the density matrix formalism. Through straight-
forward algebra (see Appendix B for details), we arrive at the
following rate equation for ˆP(t) up to second order of ˆVnd on
the time scale of T1,N under the condition that the e-h fluctua-
tion is invariant under temporal translation:
d
dt
ˆP(t) = −
∑
j
[ ˆI j,−, ˆI j,+W j,+(ˆhz) ˆP(t)]−
∑
j
[ ˆI j,+, ˆI j,−W j,−(ˆhz) ˆP(t)],
(9)
where
W j,±(ˆhz) =
∣∣∣a j,+∣∣∣2
∫ ∞
−∞
e∓iω j,N tdt Treh ˆFI±(ˆhz, t) ˆFI∓(ˆhz, 0)ρˆ(ss)eh (ˆhz, 0)
(10)
is the rate of the transition of the jth nuclear spin that increases
[for W j,+(ˆhz)] or decreases [for W j,−(ˆhz)] the quantum number
of ˆI j,z by one [Fig. 3(b)] and
ˆOI(ˆhz, t) ≡ ˆUeh(ˆhz, t) ˆO(t) ˆU†eh(ˆhz, t) (11)
for an arbitrary e-h operator ˆO(t). The e-h fluctuation
Treh ˆFI±(ˆhz, t) ˆFI∓(ˆhz, 0)ρˆ(ss)eh (ˆhz, 0) and hence the transition rates
W j,±(ˆhz) can be evaluated through the quantum regression
theorem.95
Equation (9) describes the dynamics of the diagonal part of
the nuclear spin density matrix (i.e., the population flow of
the nuclear spins) driven by the feedback loop. Equation (10)
is the non-equilibrium version97 of the fluctuation-dissipation
theorem:98 the fluctuation of the non-equilibrium e-h system
[driven by the ˆhz-dependent evolution ˆUeh(ˆhz, t)] induces irre-
versible population flow of the nuclear spins towards a non-
equilibrium steady state. Now the entire feedback loop re-
duces from Fig. 2(b) to Fig. 3(a). First, the “input” nuclear
field ˆhz acting on the e-h system [straight arrow in Fig. 3(a)]
changes the free e-h evolution ˆUeh(t) [Eq. (7)] to a ˆhz-
dependent evolution ˆUeh(ˆhz, t) [Eq. (8)] that instantaneously
establishes the ˆhz-dependent e-h steady state ρˆ(ss)eh (ˆhz, t) and
hence e-h fluctuation Treh ˆFI±(ˆhz, t) ˆFI∓(ˆhz, 0)ρˆ(ss)eh (ˆhz, 0). Sec-
ond, through the off-diagonal coupling [wavy arrow in
Fig. 3(a)], the ˆhz-dependent e-h fluctuation induces an ˆhz-
dependent irreversible population flow of the nuclear spins
[Fig. 3(b)]. Then the “output” nuclear field generated by this
population flow depends on the “input” nuclear field ˆhz. Fi-
nally, the back action of this “output” nuclear field on the e-h
system [straight arrow in Fig. 3(a)] closes the feedback loop.
Up to now we have neglected the nuclear spin depolariza-
tion, e.g., by the nuclear-nuclear dipolar interactions. If these
processes do not interfere with the e-h mechanism considered
here, then they can be characterized by phenomenological de-
cay rates {Γ j,1} and incorporated into Eq. (9) by replacing the
transition rates W j,±(ˆhz) by W j,±(ˆhz) + Γ j,1/2. Hereafter it is
understood that W j,±(ˆhz) already includes the nuclear spin de-
polarization.
Our solution of Eq. (9) consists in the control of the average
nuclear field and the nuclear field fluctuation by the feedback
loop. For simplicity we consider uniform couplings a j,+ =
a+, a j,z = az (generalization to non-uniform couplings can be
achieved by coarse graining99) of the e-h system to identical
nuclear spin-I’s with ω j,N = ωN in the QD, so that W j,±(ˆhz) =
W±(ˆhz) is independent of j. The nuclear field
ˆhz = (NIaz) ×
 1NI
N∑
j=1
ˆIzj
 ≡ hmax sˆ,
where N is the total number of nuclear spins in the QD, hmax ≡
NIaz is the nuclear field from fully polarized nuclear spins,
and sˆ ≡ ˆhz/hmax is the polarization per unit nuclear spin or the
normalized nuclear field. Hereafter, we will refer to sˆ as the
nuclear field in cases of no confusion.
The explanation of the feedback control is organized as fol-
lows. (A) We start with a nuclear field operator ˆhz acting back
on the e-h system [straight arrow in Fig. 3(a)] taking a con-
stant value h (as if it were measured) and introduce the notion
of a nuclear field feedback function H(h). (B) We take into
account the back action of the average nuclear field, discuss
the multistability of the nuclear field, and use the nuclear field
feedback strength H′(h) ≡ dH(h)/dh to quantify the locking
(or avoidance) of the pump absorption strength to (or from) a
certain value. (C) We close the feedback loop by fully taking
into account the back action from the fluctuating nuclear field
ˆhz. In this case, we identify two different kinds of steady-state
feedback: the “drift” feedback originating from the nonlinear
drift of the nuclear field and the “diffusion” feedback originat-
ing from the nonlinear diffusion of the nuclear field. We show
that the nuclear field fluctuation controlled by the “drift” feed-
back is quantified by the nuclear spin polarization22 (negligi-
ble for weakly polarized system) and the feedback strength
7H
′(h). By estimating the efficiency of the “drift” feedback
and “diffusion” feedback, we conclude that the feedback ap-
proach is capable of suppressing the nuclear field fluctuation
to recover the intrinsic electron spin coherence time.
A. Back action from constant nuclear field: nuclear field
feedback function
Here we assume that the nuclear field ˆhz acting on the e-
h system takes a constant value h, then the e-h induced nu-
clear spin-flip rate W±(ˆhz) → W±(h) becomes c-numbers as
the feedback loop is “measured”. In this case, the dynamics
of different nuclear spins are decoupled and the density matrix
for all the nuclear spins is the product of the density matrices
of individual nuclear spins. The average polarization 〈 ˆIzj〉/I
of each nuclear spin is equal to s(t) ≡ Tr sˆ ˆP(t). Therefore, as
long as s(t) is concerned, we need only consider one nuclear
spin in this case.
For nuclear spin-1/2’s, Eq. (9) gives
d
dt s = −Γtot(h)[s − s
(1/2)
0 (h)], (12)
where
s
(1/2)
0 (h) =
W+(h) − W−(h)
W+(h) + W−(h) (13)
is the steady-state nuclear spin polarization, established within
the nuclear spin relaxation time T1,N(h) = 1/Γtot(h), where
Γtot(h) ≡ W+(h) + W−(h).
For nuclei with a general spin I, the steady-state nuclear
spin polarization becomes
s0(h) ≡ BI
I ln 1 + s
(1/2)
0 (h)
1 − s(1/2)0 (h)
 ≈ 2(I + 1)3 s(1/2)0 (h), (14)
where BI(x) ≡ (2I + 1)/(2I) coth[(2I + 1)x/(2I)] −
1/(2I) coth[x/(2I)] is the Brillouin function. The real-time
motion of s(t) is given by
d
dt s = −Γtot(h)
s −
〈 ˆI2j,x〉 + 〈 ˆI2j,y〉
I
s
(1/2)
0 (h)

≈ −Γtot(h)[s − s0(h)]. (15)
The last step of Eqs. (14) and (15) is valid if I = 1/2 or
|s0(h)| ≪ 1. Below, unless explicitly stated, we always con-
sider this situation. Equation (14) shows that for weak po-
larization |s0(h)| ≪ 1, the polarization of nuclear spin-I’s is
enhanced by a factor ∼ 2(I + 1)/3 compared with that of nu-
clear spin-1/2’s.
The steady state value of the average nuclear field Tr ˆhz ˆP(t)
as a function of h is given by a nonlinear function
H(h) ≡ hmaxs0(h). (16)
Since the function H(h) connects the “input” nuclear field h
acting on the e-h system [straight arrow in Fig. 3(a)] and the
average “output” nuclear field produced by the nuclear spins
driven by the e-h fluctuation [wavy arrow in Fig. 3(a)], we
call H(x) the nuclear field feedback function. It encapsulates
(i) the nonlinear response of the e-h fluctuation to the nuclear
field acting on the e-h system [straight arrow in Fig. 3(a)]
and (ii) the response of the nuclear field to the e-h fluctua-
tion [wavy arrow in Fig. 3(b)]. Equation (16) also shows that
s0(h) = H(h)/hmax is just the normalized nuclear field feed-
back function.
B. Back action from average nuclear field: absorption
strength locking or avoidance
Here we take into account the average nuclear field h(t) ≡
Tr ˆP(t)ˆhz acting on the e-h system, i.e., W±(ˆhz) → W±(h(t)). In
this case, the dynamics of different nuclear spins are coupled
to the average nuclear field h(t). This enables the feedback
loop to control the average nuclear field. As a result, the mo-
tion of h(t) = hmaxs(t), as obtained from Eq. (15) by replacing
h with h(t), becomes nonlinear:
d
dt h(t) ≈ −Γtot(h(t))[h(t) − H(h(t))]. (17)
The average nuclear field h(ss) in the steady state is deter-
mined by the self-consistent equation h = H(h), which, due to
the nonlinearity of H(h), may have multiple solutions {h(ss)α }
(distinguished by the subscript α = 1, 2, · · · ). Each solu-
tion h(ss)α is associated with a nuclear field feedback strength
H
′(h(ss)α ), as defined in Eq. (1). A positive (negative) feedback
corresponds to H′(h(ss)α ) > 0 [H′(h(ss)α ) < 0]. The equation of
motion for the deviation δhα(t) ≡ h(t) − h(ss)α of the average
nuclear field h(t) from the α-th steady-state value h(ss)α follows
from Eq. (17) as
d
dt δhα ≈ −Γtot(h
(ss)
α )[1 − H′(h(ss)α )]δhα + O[(δhα)2]. (18)
For h(ss)α to be stable, the corresponding feedback strength
must satisfy H′(h(ss)α ) < 1, so that any deviation of the
average nuclear field away from its steady-state value h(ss)α
would decay to zero within the nuclear spin relaxation time
T1,N(h(ss)α ) = 1/Γtot(h(ss)α ). In this case, h(ss)α corresponds to a
macroscopic nuclear spin state. For weak nuclear spin polar-
ization, since s0 ≈ 2(I + 1)s(1/2)0 /3 and H = hmaxs0 = NazIs0,
we have H′(h(ss)α ) ∝ I(I + 1), i.e., nuclei with higher spin have
stronger feedback strength.
Recently, under continuous wave pumping, several
groups75–77 observed the locking of the pump absorption
strength to the resonance: when gradually sweeping the pump
frequencyω away from the resonance with the electron or hole
excitation, the nuclear field tends to compensate this change
and shift the electron or hole excitation energy to restore the
resonance. Very recently, the opposite behavior (i.e., push-
ing the pump absorption strength away from the natural reso-
nance) was predicted80 and observed.81 These behaviors orig-
inate from the feedback of the average nuclear field. Below
8we use the nuclear field feedback function to quantify these
(and more general) behaviors.
In a typical continuous pumping experiment, the back ac-
tion of an average nuclear field h on the e-h system shifts the
electron or hole excitation energy from ω0
eh to ωeh ≡ ω0eh + h
or ωeh ≡ ω0eh − h. For specificity we first consider the for-
mer case ωeh = ω
0
eh + h. The detuning between the elec-
tron or hole excitation energy and the pump frequency is
∆ ≡ ωeh −ω = ω0eh + h −ω. Typically the nuclear spin transi-
tion rates W± (due to e-h fluctuation) are nonlinear functions
of ∆ and this is the only source for the dependence of the nu-
clear field feedback function on h. In this case, the feedback
function can be written as H(h) = H(ω0
eh + h − ω). Suppose
that at an initial pump frequency ω, the nuclear spins are in
the α-th macroscopic state with an average nuclear field h(ss)α
determined by
h(ss)α = H(ω0eh + h(ss)α − ω), (19)
the electron or hole excitation energy is ωeh = ω0eh + h
(ss)
α , and
the detuning is ∆ = ω0
eh + h
(ss)
α − ω. Now the pump frequency
changes by δω (which is not necessarily small), then the nu-
clear field changes by δh(ss)α determined by
h(ss)α + δh(ss)α = H(ω0eh + h(ss)α + δh(ss)α − ω − δω), (20)
the electron or hole excitation energy changes by δωeh =
δh(ss)α , and the detuning changes by δ∆ = δωeh − δω. If
the detuning change δ∆ is small, then we can make a first-
order Taylor expansion to H(ω0
eh + h
(ss)
α + δh(ss)α − ω − δω) =
H(ω0
eh + h
(ss)
α − ω + δ∆) and obtain
δωeh = − H
′(h(ss)α )
1 − H′(h(ss)α )
δω, (21)
δ∆ =
−δω
1 − H′(h(ss)α )
. (22)
For the nuclear field shifting the electron or hole excitation
energy from ω0
eh to ωeh ≡ ω0eh − h, Eqs. (21) and (22) still
hold.
Equation (22) shows that the feedback loop controls the
sensitivity of the pump detuning ∆ [and hence the pump ab-
sorption strength χ(∆)] to the change of the pump frequency
(for clarity we assume that the nuclear field shifts the electron
or hole excitation energy from ω0
eh to ωeh ≡ ω0eh + h although
the same conclusions apply to the opposite caseωeh ≡ ω0eh−h):
• If h(ss)α is associated with a strong negative feedback
H
′(h(ss)α ) ≪ −1, then the nuclear field induced shift
of the electron or hole excitation energy δωeh ≈ δω
[Eq. (21)] largely compensates the change of the pump
frequency, so that the change of the detuning |δ∆| =
|δωeh − δω| ≪ |δω| [Eq. (22)] is very small, which in
turn justifies the first-order Taylor expansion toH(ω0
eh+
h(ss)α − ω + δ∆) [used to derive Eqs. (21) and (22)]
even when δω is not small. As a result, the absorption
strength becomes insensitive to the change of the pump
frequency. Therefore, the feedback loop with a strong
negative feedback serves as a “trap” of the absorption
strength: once a strong negative feedback H′(h(ss)α ) ≪
−1 is formed at a certain pump frequency ω, further
change of the pump frequency over a wide range does
not appreciably change the detuning from the value
ω0
eh + h
(ss)
α − ω and hence does not change the pump
absorption strength from the value χ(ω0
eh + h
(ss)
α − ω).
The experimentally observed75–77 locking of the pump
absorption strength to the resonance corresponds to the
occurance of such a “trap” around the resonance point:
ω0
eh + h
(ss)
α − ω = 0 (see Sec. III B 1 for an example).
• If h(ss)α is associated with a strong positive feedback
H
′(h(ss)α ) > 1, then h(ss)α is unstable, thus the correspond-
ing pump absorption value χ(ω0
eh + h
(ss)
α −ω) will not be
observed experimentally in steady state, i.e., the pump
absorption value χ(ω0
eh + h
(ss)
α − ω) is avoided. The ex-
perimentally observed81 avoidance of the pump absorp-
tion strength from the resonance corresponds to the oc-
curance of such a unstable feedback on the resonance
point: ω0
eh + h
(ss)
α − ω = 0 (see Sec. III B 2 for an exam-
ple).
• If h(ss)α is associated with a stable, positive feedback
0 < H′(h(ss)α ) < 1, then the nuclear spin induced shift
of the electron or hole excitation energy δωeh has an
opposite sign to the pump frequency change δω, so that
|δ∆| > |δω|. Therefore, if a stable, positive feedback
H
′(h(ss)α ) ≈ 1 is formed at a certain pump frequency
ω, then even a small change of the pump frequency
will lead to drastic change of the nuclear field, which
in turn shifts the detuning far away from the expected
value ω0
eh + h
(ss)
α − ω, corresponding to rapid pushing
of the pump absorption strength away from the value
χ(ω0
eh + h
(ss)
α − ω) (see Sec. III B 3 for an example).
C. Back action from fluctuating nuclear field: suppression or
amplification of nuclear field fluctuation
Here we close the feedback loop by fully incorporating the
back action of the fluctuating nuclear field ˆhz. In this case, the
dynamics of different nuclear spins are coupled to ˆhz through
the ˆhz-dependent transition rates W±(ˆhz). This enables the
feedback loop to control the nuclear field, both its average
value and its fluctuation. For the paradigmatic central spin
model consisting of a confined electron spin coupled to the
nuclear spins through the contact hyperfine interaction
ˆVeN =
∑
j
a j,e ˆSe · ˆI j, (23)
we identify ˆFz ≡ ˆS e,z and the nuclear field ˆhz ≡ ∑ j a j,e ˆI j,z,
whose strong fluctuation leads to the detrimental effect of
rapid electron spin decoherence.5–17 Suppressing the nuclear
field fluctuation is a major direction of recent research in spin
based quantum computation.
9The diagonal nuclear spin density matrix ˆP(t) contains the
information for the population of every nuclear spin, but it is
difficult to obtain such microscopic details by solving Eq. (9),
even in the steady state, because different nuclear spins are
coupled to the fluctuating nuclear field ˆhz. Fortunately, the
quantity of importance is the nuclear field ˆhz = hmax sˆ. There-
fore, the key is to single out the dynamics of the nuclear field
from Eq. (9), as motivated by the stochastic29,36,45,77,93 and
rate equation69 approaches. For this purpose, we define the
probability distribution function p(s, t) ≡ Tr δ sˆ,s ˆP(t) of sˆ, i.e.,
the probability for the nuclear field sˆ to be equal to s at time
t. From Eq. (9), we can approximately derive (see Appendix
C for details) a closed equation of motion, i.e., the Fokker-
Planck equation for p(s, t):
∂
∂t
p(s, t) = ∂
∂s
[
∂
∂s
D(s)p(s, t) − v(s)p(s, t)
]
, (24)
where
D(s) ≈ 1
2NI
Γtot(hmaxs)
(
2(I + 1)
3 − ss
(1/2)
0 (hmaxs)
)
(25)
is the diffusion coefficient and
v(s) ≈ −Γtot(hmaxs)[s − s0(hmaxs)] (26)
is the drift coefficient. The steady-state solution is given by
p(ss)(s) = D(s
∗)
D(s) p
(ss)(s∗) exp
(∫ s
s∗
v(s′)
D(s′)ds
′
)
, (27)
where s∗ is an arbitrary constant. The steady-state distribu-
tion function p(ss)(s) contains all the information for the nu-
clear field. Each peak of p(ss)(s) corresponds to a macroscopic
nuclear spin state (distinguished by subscript α): the position
s
(ss)
α of the α-th peak gives the average nuclear field s(ss)α , while
the width σα of the α-th peak quantifies the fluctuation of the
nuclear field sˆ around its average value s(ss)α .
Equations (24)-(27) justify and unify the stochastic
approach29,36,45,77,93 and the rate equation approach69 and gen-
eralize them to include nuclei with spins higher than 1/2. For
nuclear spin-1/2, the drift coefficient v(s), the diffusion coef-
ficient D(s), and the exponent in Eq. (27) coincide with the
stochastic approach,29,36,45,77,93 while the factor D(s∗)/D(s)
coincides with the rate equation approach.69 The exponent is
associated with the nonlinear drift v(s) of the nuclear field,
while the factor D(s∗)/D(s) is associated with the nonlin-
ear diffusion D(s) of the nuclear field. They correspond to
two distinct feedback processes controlling the nuclear field.
As shown below, the feedback originating from the nonlin-
ear drift (hereafter referred to as “drift” feedback) vanishes
when the nuclear spin flip has no preferential direction (i.e.,
W+ = W−). By contrast, the feedback originating from the
nonlinera diffusion (hereafter referred to as “diffusion” feed-
back) remains efficient even for nuclear spin flip with no pref-
erential direction.
The rest of this subsection is organized as follows. First,
we focus on quantifying the “drift” feedback by the nuclear
field feedback function. Second, we briefly discuss the “dif-
fusion” feedback. Finally, with the estimate of the efficiency
of the “drift” feedback and “diffusion” feedback, we conclude
that the feedback is capable of recovering the intrinsic electron
spin coherence time.
1. “Drift” feedback
The “drift” feedback associated with the expo-
nent of p(ss)(s) has been discussed by the stochastic
approach29,36,45,77,93 for nuclear spin-1/2’s. Here we focus on
quantifying the control over the nuclear field ˆhz = hmax sˆ by
the “drift” feedback with our nuclear field feedback function
for nuclei with a general spin.
Without the factor D(s∗)/D(s), the extremum of p(ss)(s) is
determined by v(s) = 0 as s = s0(hmaxs), equivalent to the
self-consistent equation h = hmaxs0(h) = H(h) for the av-
erage nuclear field since h = hmaxs. Further, the condition
v′(s(ss)α ) ≡ [dv(s)/ds]s=s(ss)α < 0 for an extremum at s
(ss)
α to be a
peak gives [ds0(hmaxs)/ds]s=s(ss)α < 1, equivalent to the stabil-
ity condition H′(h(ss)α ) < 1 since h(ss)α = hmaxs(ss)α . Therefore,
the conditions determining the average nuclear field and its
stability are exactly the same as the mean-field treatment dis-
cussed in Sec. II B, where the nuclear field feedback function
provides a complete description. According to the analysis
there, h = H(h) may have multiple stable solutions {h(ss)α }, cor-
responding to multiple peaks of p(ss)(s) at {s(ss)α ≡ h(ss)α /hmax}
and hence multiple macroscopic nuclear spin states.
The key quantity of interest is the fluctuation of the nu-
clear field sˆ = ˆhz/hmax in each macroscopic state, as quan-
tified by the width of the probability distribution p(ss)(s)
around each peak. For the fluctuation of the nuclear field
around its average value s(ss)α in the α-th macroscopic state,
we follow the stochastic approach29,36,45,77,93 and expand v(s)
around s(ss)α to the first order v(s) ≈ v′(s(ss)α )(s − s(ss)α ). Then
the exponential factor becomes a Gaussian peak exp[−(s −
s
(ss)
α )2/(2σ2α)] centered at s(ss)α . The width of this peak is
σα = [D(s(ss)α )/|v′(s(ss)α )|]1/2, which, for nuclear spin-1/2’s, co-
incides with the stochastic approach. By substituting Eqs. (25)
and (26) into σα, we obtain
σα = σeq
√
1 − [s(1/2)0 (h(ss)α )]2
1 − H′(h(ss)α )
, (28)
where σeq ≡ [(I + 1)/(3NI)]1/2 is the thermal equilibrium
fluctuation of the nuclear field sˆ. Note that the normalization
|s(1/2)0 | ≤ 1 and the stability conditionH′(h(ss)α ) < 1 ensures that
the quantity inside the square root of Eq. (28) is always finite
and non-negative.
Equation (28) shows that in the α-th macroscopic nuclear
spin state, the nuclear field fluctuation is controlled by the nu-
clear spin polarization and the feedback:
(1) In the absence of the e-h system, we have s(1/2)0 (h) =
H(h) = H′(h) = 0 and hence a unique, vanishing nu-
clear field s(ss) = 0 in steady state. The fluctuation of
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the nuclear field sˆ is given by Eq. (28) as σeq, i.e., the
thermal equilibrium fluctuation.
(2) If we take into account the e-h induced nuclear spin
flip [wavy arrow in Fig. 2(b)] but neglect the back ac-
tion of the nuclear field on the e-h system [straight ar-
row in Fig. 2(b)], then the dynamics of different nuclear
spins is decoupled. In steady state, each individual nu-
clear spin acquires a finite polarization s(1/2)0 (0) that sup-
presses its own fluctuation by a factor
√
1 − [s(1/2)0 (0)]2.
The fluctuation of the collective nuclear field is sup-
pressed by the same factor.
(3) Inclusion of the back action of the average nuclear field
(Sec. II B) leads to multiple stable nuclear fields {s(ss)α },
so that the suppression of the nuclear field fluctuation
around s(ss)α becomes
√
1 − [s(1/2)0 (h(ss)α )]2. Points (2)
and (3) describe the suppression of the nuclear field
fluctuation by nuclear spin polarization.22
(4) If we fully take into account the back action of the
fluctuating nuclear field, then in addition to the fac-
tor
√
1 − [s(1/2)0 (h(ss)α )]2 associated with the polarization
s
(1/2)
0 (h(ss)α ) of each individual nuclear spin, the nuclear
field fluctuation is further controlled by the feedback, as
quantified by the factor [1−H′(h(ss)α )]−1/2 in Eq. (28). It
can either suppress [for negative feedbackH′(h(ss)α ) < 0]
or amplify [for positive feedback 0 < H′(h(ss)α ) < 1]
the nuclear field fluctuation without changing the fluc-
tuation of each individual nuclear spin. This quantifies
a previous qualitative argument75 of feedback induced
suppression of the nuclear field fluctuation: when the
fluctuation increases (decreases) the nuclear field above
(below) its macroscopic value, the negative feedback
decreases (increases) the nuclear field and tends to re-
store its macroscopic value.
2. “Diffusion” feedback
The “drift” feedback is associated with the peaks {s(ss)α }
of p(ss)(s) originating from its exponent. One distinguish-
ing feature of the “drift” feedback is that it vanishes when
the nuclear spin flip has no preferential direction, i.e., when
W+(h) = W−(h). This is because W+(h) = W−(h) leads to
vanishing nuclear field feedback function H(h) ∝ s(h) = 0.
Consequently, the self-consistent condition h = H(h) gives
a unique, vanishing steady-state nuclear field and vanishing
control over the nuclear field fluctuation, so that σ = σeq
[Eq. (28)]. Correspondingly, the exponent reduces to the ther-
mal equilibrium distribution exp[−s2/(2σ2eq)].
By contrast, the “diffusion” feedback is associated with the
peaks {s¯(ss)α } of p(ss)(s) originating from the sharp dips of D(s).
Therefore, it does not vanish even for nuclear spin flip with no
preferential direction. Again, the peak of p(ss)(s) at s¯(ss)α cor-
responds to a macroscopic nuclear spin state with average nu-
clear field s¯(ss)α . The fluctuation σ¯α of the nuclear field around
the average value s¯(ss)α is determined by the width of the peak.
For example, the nuclei induced frequency focusing observed
by Greilich et al.69 upon periodic pulsed excitation of the elec-
tron spin originates from such “diffusion” feedback. There,
D(s) exhibits multiple sharp dips spaced by 2piνrep/hmax as
determined by the pulse repetition rate νrep. Recently, based
on the electron-induced nuclear spin flip with no preferen-
tial direction, Issler et al.92 proposed a nuclear spin cooling
scheme with nuclear field selective coherent population trap-
ping, where the suppression of the nuclear field fluctuation
was analyzed with Monte Carlo simulation. This scheme is
an excellent example of the “diffusion” feedback: the coherent
dark state dip of the electron population introduces a sharp dip
into the electron-induced nuclear spin flip rates W±(hmaxs) and
hence the diffusion coefficient D(s). Consequently, the distri-
bution function p(ss)(s) exhibits a narrow peak, corresponding
to a finite nuclear field with suppressed fluctuation.
3. Recovering intrinsic electron spin coherence time by feedback
First we estimate the efficiency of the “drift” feedback and
the “diffusion” feedback. Suppose that the characteristic scale
for the nuclear spin transition rates W±(h) to change appre-
ciably is δh. For the “drift” feedback, the maximal feedback
strength is roughly estimated as |H′(h)| ∼ hmax/δh, where we
have assumed that the maximal achievable nuclear spin polar-
ization ∼ O(1). Therefore, according to Eq. (28), the typical
fluctuation of the nuclear field ˆhz under the “drift” feedback is
hmaxσ ∼
√
azδh.
On the other hand, the typical width σ¯ of a dip of D(s)
is given by the characteristic scale for D(s) to change, i.e.,
σ¯ ∼ δh/hmax, thus the typical fluctuation of the nuclear field
ˆhz under the “diffusion” feedback is
hmaxσ¯ ∼ δh.
Note that hmaxσ ∝
√
δh and hmaxσ¯ ∝ δh scales differently
with δh.
Second we compare the efficiency of the “drift” feedback
with the “diffusion” feedback. If δh ≪ az, i.e., the nu-
clear spin flip rates W±(h) change drastically upon a slight
change of the nuclear field induced by a single nuclear spin
flip event, then hmaxσ¯ ≪ hmaxσ ≪ az, i.e., the “diffusion”
feedback is more efficient. In this case, the rate of the elec-
tron spin decoherence due to the nuclear field fluctuation is
much smaller than az. In the opposite case δh ≫ az, we have
hmaxσ¯ ≫ hmaxσ ≫ az, i.e., the “drift” feedback is more effi-
cient. In this case, the rate of the electron spin decoherence
due to nuclear field fluctuation is much larger than az.
Since W±(h) are determined by the e-h fluctuation, the typ-
ical scale δh for W±(h) to change appreciably is the relevant
e-h relaxation rate γeh. Typically the orbital relaxation of the
e-h system is much faster than their spin relaxation, thus the
smallest γeh corresponds to the “intrinsic” electron or hole
spin relaxation rate 1/T2,e or 1/T2,h. Therefore, as long as
the limit δh ∼ 1/T2,e is achieved, the “diffusion” feedback
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can suppress the nuclear field fluctuation to hmaxσ¯ ∼ 1/T2,e
and hence recover the intrinsic electron spin coherence time
T2,e. On the other hand, if az ≪ 1/T2,e, then achievement of
δh ∼ 1/T2,e also enables the “drift” feedback to suppress the
nuclear field fluctuation to hmaxσ ∼
√
az/T2,e ≪ 1/T2,e and
hence recover T2,e.
III. EXAMPLE: NUCLEAR SPIN DYNAMICS THROUGH
NON-COLLINEAR DIPOLAR HYPERFINE INTERACTION
To exemplify our general theory, we consider the electron-
hole-nuclei feedback loop in Fig. 1(b). It was first proposed by
Xu et al.75 to explain the experimentally observed symmetric
locking of the pump absorption strength and suppressed nu-
clear field fluctuation, and the key element of this loop, i.e.,
the mechanism of hole-driven dynamic nuclear polarization,
was established recently.80 While Ref. 80 introduced the con-
cept of the feedback loop for this single spin with spin bath
problem, the current work differs from it in the perspective
of a general theory providing key insight into the important
consequences. Here, instead of explicitly classifying the den-
sity matrix elements into the “slow” ones and the “fast” ones
(which is rather tedious), we directly apply the general re-
sult Eq. (10) to the electron-hole-nuclei feedback loop and
utilize the quantum regression theorem for a compact deriva-
tion. This feedback loop was also utilized by Ladd et al.64,79 to
explain the experimentally observed hysteretic sawtooth pat-
tern in the electron spin free induction decay. An advantage
of exemplifying our theory with this feedback loop instead
of the more intensively investigated electron-nuclei feedback
loop [Fig. 1(a)], is that this loop can realize all the interesting
regimes discussed in our general theory, i.e., bistability, strong
negative feedback, and positive feedback.
The essential difference between the electron-hole-nuclei
feedback loop [Fig. 1(b)] and the electron-nuclei feedback
loop [Fig. 1(a)] is that in Fig. 1(b), the nuclear spins are flipped
by the non-collinear interaction ∝ ˆS h,z( ˆI+ + ˆI−) with the hole,
while in Fig. 1(a), the nuclear spins are flipped by the contact
hyperfine interaction ∝ ˆS e,+ ˆI− + ˆS e,− ˆI+ with the electron. The
former process is not accompanied by the hole spin flip, so
it involves a very small energy mismatch (∼ nuclear Zeeman
splitting) and hence is nearly resonant. By contrast, the latter
process is accompanied by the electron spin flip, so it involves
a much larger energy mismatch (∼ electron Zeeman split-
ting) and hence is off-resonant. Consequently, although the
hole-nuclear non-collinear interaction is much weaker than
the electron-nuclear contact hyperfine interaction, the tremen-
dous resonant enhancement originating from a small energy
mismatch could make the strength of the former process com-
parable with the latter process.80 Recently, this mechanism is
generalized to the case of non-collinear electron-nuclear in-
teraction (which arises from nuclear quadrupolar effect100) to
explain the experimentally observed avoidance of resonant
absorption91. Under optical excitation conditions, both the
electron-nuclear and hole-nuclear non-collinear hyperfine in-
teraction may play a role in determining the nuclear polariza-
tion. However, the relative contributions from the electron and
the hole remains an open issue.82
For the realistic physical system corresponding to the
electron-hole-nuclei feedback loop [Fig. 1(b)], we consider
a negatively charged QD subjected to an external magnetic
field B along the QD growth direction (defined as the z axis).
A right circularly polarized continuous wave laser applied in
the Faraday configuration couples the spin-up electron level
|0〉 to the spin-up trion level |1〉. The spin-up trion consists of
two inert electrons in the spin singlet and one unpaired spin-
up hole. Since the hole is the only active member of the trion,
hereafter we refer to the trion as hole for brevity. The electron
level |0〉 and the hole level |1〉 form the e-h system illustrated
in Fig. 1(b). The optically pumped e-h system is described by
the Hamiltonian
ˆHeh(t) = −ω0σˆ00 + ΩR2
(
σˆ10e
−iωt + σˆ01eiωt
)
+ ˆHdamp,
where ω0 is the “bare” e-h excitation energy in the absence of
the nuclear spins, σˆ ji ≡ | j〉 〈i|, ω is the laser frequency, ˆHdamp
denotes the coupling to the vacuum electromagnetic fluctua-
tion that leads to spontaneous emission |1〉 → |0〉 with rate
γ1 and hole dephasing with total rate γ2 in the Lindblad form,
and ΩR = −eE0 · 〈1| r |0〉 is the Rabi frequency: the coupling
between the electric dipole −e 〈1| r |0〉 and the pump electric
field E(t) = E0 cosωt. The coupling between the e-h system
and the nuclear spins, after being projected into the relevant
hilbert space spanned by {|0〉,|1〉}, is
ˆV =
1
2
σˆ00
∑
j
a j,e ˆI j,z + σˆ11
∑
j
a˜ j,h( ˆI j,+ + ˆI j,−),
where the first term is the diagonal part of the electron-nuclear
contact hyperfine interaction [leading to the nuclear field back
action, as denoted by the straight arrow in Fig. 1(b)] and the
second term is the non-collinear part of the hole-nuclear dipo-
lar hyperfine interaction [leading to nuclear spin flip, as de-
noted by the wavy arrow in Fig. 1(b)]. A brief summary
of the nuclear spin dynamics driven by other parts of the
electron-nuclear and hole-nuclear interactions could be found
elsewhere.80 The total Hamiltonian ˆH(t) = ˆHN + ˆHeh(t) + ˆV
assumes the same form as our theory [Eq. (2)], where ˆHN is
the nuclear spin Hamiltonian given in Eq. (3).
To apply our theory to this model, we further put the cou-
pling ˆV into the same form as our theory [Eq. (4)] by identi-
fying ˆFz(t) = σˆ00, ˆF±(t) = σˆ11, a j,z = a j,e/2, and a j,± = a˜ j,h.
Then, according to our theory, after adiabatically eliminating
the e-h dynamics, the diagonal part ˆP(t) of the nuclear spin
density matrix obeys Eq. (9), where the transition rate W j,±(ˆhz)
is equal to Eq. (10) plus Γ1, j/2, which accounts for the nuclear
spin depolarization due to other nuclear spin relaxation mech-
anisms.
As in the general theory, we consider identical nuclear spins
(I j = I, ω j,N = ωN , and Γ1, j = Γ1) uniformly coupled to the
electron and the hole (a j,e = ae, a˜ j,h = a˜h). For a typical self-
assembled QD containing N = 104 nuclear spins subjected to
an external magnetic field B ∼ 1 T, the order of magnitude of
relevant parameters13,75,76,80 is listed in Table I.
For the present model, the nuclear spin transition rates
W±(h) and hence the diffusion coefficient D(s) do not exhibit
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TABLE I. Order of magnitude of relevant parameters (unit: ns−1,
with the convention ~ = 1 understood) for a typical self-ensembled
QD containing N = 104 nuclear spins under a magnetic field B ∼ 1
T.
ΩR γ1 γ2 |ωN | ae |a˜h| Γ1
1 1 1 0.1 10−2 10−5 10−10
sharp dips, so the “diffusion” feedback is negligible. In the
rest, we only consider the “drift” feedback. First we calcu-
late the nuclear field feedback function H(h). Then we use it
to quantify the “drift” feedback (including absorption strength
locking or avoidance and the suppression or amplification of
the nuclear field fluctuation) for three cases: strong negative
feedback, strong positive feedback, and weak positive feed-
back.
A. Nuclear field feedback function
Following the theory in Sec. II A, to obtain the nuclear field
feedback function H(h), we need the nuclear spin flip rates
W±(h) = a˜2hC(h,∓ωN) + Γ1/2, where ˆhz has been replaced by
a constant h and, from Eq. (10),
C(h, ν) ≡
∫ ∞
−∞
eiνtdt Treh σˆI11(h, t)σˆI11(h, 0)ρˆ(ss)eh (h, 0).
We note that for the present model, the h-dependent e-h evo-
lution ˆUeh(h, t) [see Eq. (8)] is obtained from the free e-h evo-
lution ˆUeh(t) [see Eq. (7)] by replacing the “bare” e-h excita-
tion energy ω0 with the actual e-h excitation energy ω0 − h or
equivalently, by replacing the nominal detuning ∆0 ≡ ω0 − ω
with the actual detuning ∆ ≡ ∆0 − h. So C(h, ν) is ob-
tained from C(h = 0, ν) by replacing ∆0 with ∆, i.e., C(h, ν)
is a function of ∆ and ν. Therefore, the h-dependence of
C(h, ν) and hence other h-dependent quantities such as s0(h)
and H(h) ≡ hmaxs0(h) entirely comes from their dependence
on ∆. To emphasize this dependence, we use functions of ∆
for functions of h, e.g., C(∆, ν) for C(h, ν), s0(∆) for s0(h), and
H(∆) for H(h), etc.
In the absence of the nuclear spin depolarization (Γ1 = 0),
Eq. (13) gives the steady-state nuclear spin polarization
s
(1/2)
0 (∆) =
C(∆,−ωN) − C(∆, ωN)
C(∆,−ωN) + C(∆, ωN)
for nuclear spin-1/2’s. For nuclear spin-I’s, the steady-state
nuclear spin polarization s0(∆) is obtained from Eq. (14) or
s0(∆) ≈ [2(I + 1)/3]s(1/2)0 (∆) for weak polarization |s0(∆)| ≪
1. In the presence of nuclear spin depolarization, s(1/2)0 (∆)
is reduced by a factor 1 + Γ1/Γp(∆) determined by the ra-
tio between the hole-induced nuclear spin flip rate Γp(∆) =
a˜2h[C(∆,−ωN)+C(∆, ωN)] and the nuclear spin depolarization
rate Γ1. For Γ1 = 0, by evaluating C(∆, ν) (see Appendix D)
through the quantum regression theorem,95 we obtain explicit
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FIG. 4. (color online). s0(∆) (solid curves) and H′(∆)/500 (dotted
curves) vs. detuning ∆ for nuclear spin-9/2’s (e.g., InAs QD) for
Γ1 = 0, (a) ωN = −0.1 ns−1 and (b) ωN = 0.1 ns−1. Other parame-
ters are from Table I. Dark (Black and blue) segments of the curves
correspond to stable feedback H′(∆) < 1. Light (Orange) segments
correspond to unstable feedback H′(∆) > 1. The straight lines de-
note (∆0 − ∆)/hmax, whose intersections with s0(∆) give the steady-
state nuclear field {s(ss)α }, including stable (filled circles) and unstable
(empty squares) ones.
analytical experessions
Γp(∆) ≈
4a˜2hγ1W(∆)
[γ1 + 2W(∆)]3 c1(∆), (29)
s
(1/2)
0 (∆) ≈ −
∆ωN
∆2 + γ22
γ1
γ2
c0(∆)
c1(∆) , (30)
up to leading order of the small quantity ε ≡ ωN/γ1,2, where
c0(∆) = γ2/γ1 + 1/2 + f (∆) + W(∆)/γ1 and c1(∆) = 1 +
[γ1/(2γ2)] f (∆) + W(∆)/γ1 are non-negative constants (be-
cause γ2 ≥ γ1/2) with f (∆) ≡ (γ22 − ∆2)/(γ22 + ∆2) and
W(∆) = 2pi(ΩR/2)2δ(γ2)(∆) is the optical pumping rate from
level |0〉 to level |1〉, with δ(γ2)(∆) ≡ (γ2/pi)/(∆2 + γ22) the
energy-conserving δ-function broadened by hole dephasing.
Near resonance ∆ = 0, we estimate Γp ∼ a˜2h/γ1 ∼ 0.1 s−1
to be comparable with the typical nuclear spin depolarization
rate Γ1 (see Table I).
Equations (29) and (30) are the key results of the recently
established mechanism of dynamic nuclear polarization by
non-collinear hyperfine interaction.80 In addition to the de-
pendence s(1/2)0 (∆), s0(∆) ∼ ∆ responsible for the absorption
strength locking or avoidance,80 another distinguishing fea-
ture of this mechanism is that in the absence of nuclear spin
depolarization (Γ1 = 0), the steady-state nuclear spin polar-
ization s0(∆) and hence the nuclear field feedback function
H(∆) = hmaxs0(∆) still strongly depend on the optical detun-
ing ∆ = ∆0 − h, so that the “drift” feedback as quantified by
the feedback strength H′(∆) = dH(∆)/dh = −dH(∆)/d∆ =
−hmaxds0(∆)/d∆ remains efficient, as shown in Fig. 4. By
contrast, for other dynamic nuclear polarization mechanisms
such as the Overhauser or reverse Overhauser effect,23,27,29,45
if Γ1 = 0, then s0(∆) and hence H(∆) are independent of ∆, so
that the “drift” feedback vanishes (as mentioned in the intro-
duction, the stochastic approach constructed for those mech-
anisms shows that suppression of the nuclear field fluctuation
comes entirely from the competition between dynamic nu-
clear polarization and nuclear spin depolarization). In other
words, the “drift” feedback is extrinsic to those mechanisms
but intrinsic to the dynamic nuclear polarization induced by
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non-collinear hyperfine interaction. Below we focus on this
intrinsic “drift” feedback by setting Γ1 = 0.
In addition to the specific results in Fig. 4, we can also
analyze s0(∆) and H′(∆) more generally. First, s(1/2)0 (∆),
s0(∆), and H′(∆) are reversed upon reversal of the Zeeman
frequency ωN . Second, by dropping the O(1) factors of
(γ1/γ2)c0(∆)/c1(∆) in Eq. (29), we obtain the maximal mag-
nitude of s(1/2)0 (∆):
∣∣∣s(1/2)0
∣∣∣
max
∼ |ωN |
γ2
.
The typical magnitude is |s(1/2)0 |max ∼ 10% (based on Table I).
Third, near the resonance |∆| ≪ γ2, s(1/2)0 (∆) ∝ ∆ is linear in
∆ and the feedback strength is maximal:
H
′(0) ∼ I(I + 1) Nae
γ2
ωN
γ2
,
where we have used s0(∆) ∼ (I + 1)s(1/2)0 (∆). Based on Ta-
ble I, the typical magnitude is |H′(0)| ∼ 10I(I + 1). Thus the
feedback near the resonance is strongly negative (positive) for
negative (positive) nuclear Zeeman frequency ωN . These re-
sults agree with Fig. 4.
B. Back action from nuclear field
We consider three cases: (i) strong negative feedback [ωN =
−0.1, Fig. 4(a)], (ii) strong positive feedback [ωN = 0.1,
Fig. 4(b)], and (iii) weak positive feedback. Case (iii) can be
realized by considering nuclear spin-1/2’s (instead of nuclear
spin-9/2’s) with a larger hole dephasing rate γ2. The back
action of the nuclear field induces three effects: bistability,
absorption strength locking or avoidance, and suppression or
amplification of the nuclear field fluctuation. In the following,
we illustrate these three effects for each case.
1. Strong negative feedback
Here we consider negative nuclear Zeeman frequencyωN =
−0.1 ns−1 [Fig. 4(a)], corresponding to a strong negative feed-
back near the resonance ∆ = 0.
For each nominal detuning ∆0, the steady-state nuclear
field h(ss) = hmaxs(ss) is determined by the nonlinear equation
h = H(∆0 − h) or equivalently s = s0(∆0 − hmaxs), i.e., s(ss)
corresponds to the intersections of s0(∆) and (∆0 − ∆)/hmax
[Fig. 4(a)], where ∆ ≡ ∆0 − h = ∆0 − hmaxs. For vanishing
hmax and hence vanishing feedback strength H′ = 0, we have
a unique solution s(ss) = s0(∆0). For large hmax and hence
strong feedback, (∆0 − ∆)/hmax becomes less steep and has
up to three intersections with s0(∆), corresponding to three
steady-state nuclear fields. The stability condition H′ < 1
gives dH(∆)/d∆ > −1, i.e., the slope of s0(∆) = H(∆)/hmax
should be larger than that of (∆0 − ∆)/hmax. So the three
steady-state nuclear fields consist of two stable ones [filled
circles in Fig. 4(a)] separated by a unstable one [empty square
in Fig. 4(a)].
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FIG. 5. (color online). Steady-state (a) nuclear field h(ss), (b) detun-
ing ∆(ss) ≡ ∆0 −h(ss), and (c) feedback strength H′ vs. nominal detun-
ing ∆0 for ωN = −0.1 ns−1 and I = 9/2. Other parameters are from
Table I. Dark (Black and blue) segments of the curves correspond
to stable feedback H′ < 1. Light (Orange) segments correspond to
unstable feedback H′ > 1. (d) Solid curve: steady-state distribution
p(ss)(s) of the nuclear field sˆ at ∆0 = 10 ns−1 [marked by dashed
straight lines in panels (a)-(c)]. The thermal equilibrium distribution
(dotted curve) is also shown for comparison. The unit of the nuclear
spin polarization is σeq = [(I + 1)/(3NI)]1/2, the thermal equilibrium
fluctuation.
These steady-state nuclear fields vs. the nominal detuning
∆0 are shown in Fig. 5(a). A striking feature is that in the mid-
dle segment (crossed by the dashed line), over a wide range
of the nominal detuning ∆0 ∼ [−60 ns−1, 60 ns−1], the stable
nuclear field h(ss) follows ∆0 as h(ss) ≈ ∆0, so that the steady-
state detuning∆(ss) = ∆0−h(ss) is locked to resonance∆(ss) ≈ 0
[Fig. 5(b)]. As discussed in Sec. II B, this behavior originates
from the strong negative feedback H′(∆) ≪ −1 that occurs
near ∆ ≈ 0 [Fig. 4(a)].
The strong locking of ∆(ss) to resonance ∆(ss) ≈ 0 over
∆0 ∼ [−60 ns−1, 60 ns−1] in turn keeps the nuclear field feed-
back strength H′(∆(ss)) ≈ H′(0) strongly negative over the
same range of ∆0 [Fig. 5(c)], although strong negative feed-
back H′(∆) ≪ −1 only appears over ∆ ∼ [−1 ns−1, 1 ns−1].
This strong negative feedback over a wide range of ∆0 in turn
strongly suppresses the nuclear field fluctuation over the same
range of ∆0 according to Eq. (28). For example, at ∆0 = 10
ns−1 [marked by the straight dashed line in Figs. 5(a)-5(c)],
the detuning is still locked to resonance ∆(ss) ≈ 0, so the feed-
back is still strongly negative. Correspondingly, the width of
the peak of p(ss)(s) [solid curve in Fig. 5(d)], which quanti-
fies the nuclear field fluctuation under the feedback control,
is much narrower than the width of the thermal distribution
[dotted curve in Fig. 5(d)].
2. Strong positive feedback
Here we consider positive nuclear Zeeman frequency ωN =
0.1 ns−1 [Fig. 4(b)], corresponding to a strong positive (and
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FIG. 6. (color online). The same as Fig. 5, except that ωN = 0.1 ns−1.
In panel (d), the two peaks (marked by filled and empty circles) and
the dip (marked by empty square) of p(ss)(s) correspond, respectively,
to the two stable solutions and the unstable solution in panels (a)-(c)
(marked by corresponding symbols).
hence unstable) feedback near the resonance ∆ = 0.
In this case, for each nominal detuning ∆0, (∆0 − ∆)/hmax
could also have up to three intersections with the curve s0(∆)
[Fig. 4(b)], corresponding to three steady-state nuclear fields
{h(ss)α }, consisting of two stable ones [filled circles in Fig. 4(b)]
separated by a unstable one [empty square in Fig. 4(b)].
These steady-state nuclear fields vs. the nominal detuning
∆0 are shown in Fig. 6(a). As a result of the strong positive
feedback H′(∆) ≫ 1 near ∆ ≈ 0 [Fig. 4(b)], although the un-
stable (and hence not observable) nuclear field (marked by the
empty square) follows the nominal detuning ∆0 and locks the
detuning ∆(ss) = ∆0 −h(ss) to resonance, the two stable nuclear
fields (marked by empty and filled circles) always push the de-
tuning ∆(ss) away from resonance, so that resonant absorption
is avoided at the natural resonance ∆0 = 0.
The feedback associated with these two stable solutions are
weakly negative and hence, according to Eq. (28), do not ap-
preciably change the nuclear field fluctuation. For example, at
∆0 = 10 ns−1 [marked by empty and filled circles in Fig. 6(a)-
6(c)], the widths of the two peaks of p(ss)(s) [solid curve in
6(d)] are not appreciably changed relative to the peak of the
thermal equilibrium distribution [dotted curve in Fig. 6(d)].
3. Weak positive feedback
For ωN = 0.1 ns−1, to realize weak positive feedback
H
′(∆) . 1 near the resonance ∆ = 0, we decrease the mag-
nitude of the feedback strength by considering nuclear spin-
1/2’s instead of nuclear spin-9/2’s and a larger hole dephasing
rate γ2 = 1.8 ns−1.
In this case, since the feedback strength is small, the steady-
state nuclear field h(ss) [Fig. 7(a)] is unique and does not ex-
hibit bistability. At ∆ = 0 [marked by the empty circle in
Fig. 7(a)-7(c)], the stable steady-state nuclear field h(ss) van-
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FIG. 7. (color online). The same as Fig. 6, except that I = 1/2 and
γ2 = 1.8 ns−1. In panel (b), the nominal detuning (dotted straight
line) is also shown for comparison. In panel (d), the peak of p(ss)(s)
correspond to the stable solution at ∆0 = 0 in panels (a)-(c) (marked
by empty circles).
ishes, so the resonance condition ∆(ss) = ∆0 − h(ss) and hence
resonant absorption is achieved at natural resonance ∆0 = 0.
However, due to the feedback strength H′(0) ≈ 1, a slight
change of ∆0 (or equivalently the pump frequency) away from
zero will drastically change the nuclear field [Fig. 7(a)] and
hence the detuning ∆(ss) [Fig. 7(b)] away from zero, corre-
sponding to large push-away from the natural resonance upon
a slight change of the pump frequency (Sec. II B).
At ∆0 = 0, the feedback strength H′(0) ≈ 1 [Fig. 7(c)].
According to Eq. (28), the nuclear field fluctuation is strongly
enhanced, as can be seen from the much wider peak of p(ss)(s)
[solid curve in Fig. 7(d)] compared with the peak of the ther-
mal equilibrium distribution [dotted curve in Fig. 7(d)].
IV. CONCLUSION
We have developed a microscopic theory for the control of
the nuclear field dynamics by a general feedback loop medi-
ated by the electron and/or the hole (referred to as e-h sys-
tem for brevity) under continuous wave pumping in a quan-
tum dot. This feedback loop consists of two steps. First,
the nuclear spins produce a quantum magnetic field ˆhz act-
ing on the e-h system [straight arrow in Fig. 3(a)] and estab-
lishes a ˆhz-dependent steady e-h state and hence ˆhz-dependent
e-h fluctuation. Second, through a nonequilibrium fluctuation-
dissipation relation, the e-h fluctuation induces an irreversible
nuclear spin population flow [wavy arrow in Fig. 3(a)], which
in turn changes the nuclear field ˆhz. By coupling the dynam-
ics of individual nuclear spins to the collective nuclear field ˆhz,
this feedback loop gains control over the average nuclear field
and the nuclear field fluctuation. This control leads to three
experimentally observed effects: (i) hysteresis in the pump
absorption strength; (ii) locking (avoidance) of the pump ab-
sorption strength to (from) a certain value; (iii) suppression or
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amplification of the nuclear field fluctuation, leading to pro-
longed or shortened electron spin coherence time. By adia-
batically eliminating the fast e-h motion in favor of the slow
nuclear field dynamics through the adiabatic approximation,
we have found that all these three effects can be quantified
concisely by a single nonlinear nuclear field feedback function
H(h), which encapsulate the mutual response between the e-h
system and the nuclear field. A negative (positive) feedback
leads to locking (avoidance) of the pump absorption strength
and suppresses (amplifies) the nuclear field fluctuation. This
general theory is exemplified by considering a electron-hole-
nuclei feedback loop [Fig. 1(b)] consisting of the hole-induced
nuclear spin flip through the non-collinear dipolar hyperfine
interaction and the back action of the nuclear field on the elec-
tron.
In the present work, we focus on the dynamics of the nu-
clear field on the time scale of the nuclear spin relaxation, the
longest time scale of the problem. On a shorter time scale
(much shorter than both the nuclear spin dephasing time and
the nuclear spin relaxation time, but still much longer than the
time scale of the e-h dynamics), we expect that a generaliza-
tion of the adiabatic approximation as used here could single
out the dynamics of both the nuclear spin coherence and the
nuclear field, so that coherent nuclear spin dynamics (e.g., nu-
clear spin coherent rotation and squeezing101) can be studied.
One limitation of the present treatment is that although the
back action of the diagonal coupling between the e-h system
and the nuclear spins is treated non-perturbatively, the off-
diagonal coupling is treated by second-order perturbation the-
ory. This amounts to completely neglecting the back action
of the off-diagonal coupling on the e-h dynamics, e.g., the
electron spin relaxation due to the dynamic nuclear spin fluc-
tuation through the off-diagonal part of the electron-nuclear
contact hyperfine interaction.28,99 This effect may be impor-
tant when the relaxation of the e-h system is dominated by the
nuclear spins.
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Appendix A: Nuclear spin dephasing by electron-hole
fluctuation
To show the nuclear spin dephasing induced by the e-h
fluctuation through the diagonal coupling ˆFz ˆhz, we divide
the unperturbed Hamiltonian ˆH0(t) into the uncoupled part
ˆHN + ˆHeh(t) and the coupling ˆFz ˆhz and treat the latter by
perturbation theory. It is understood that the mean-field part
ˆhz Treh ˆFzρˆ(ss)eh (t) of the coupling ˆFz ˆhz has been absorbed into
the uncoupled Hamiltonian. We start from the steady state
ρˆ(t) = ρˆ(ss)
eh (t)ρˆ(ss)N of the uncoupled evolution
uˆ(t, t0) = e−i ˆHN (t−t0)T e−i
∫ t
t0
ˆHeh(t′)dt′ ,
define the interaction picture ˆOI(t) ≡ uˆ†(t, 0) ˆOuˆ(t, 0) and
ρˆI(t) ≡ uˆ†(t, 0)ρˆ(t)uˆ(t, 0), and turn on the coupling at
t = 0. Treating the e-h system under continuous pump-
ing as a nonequilibrium bath and using the Born-Markov
approximation98 lead to the equation for the nuclear spin den-
sity matrix ρˆIN(t) in the interaction picture:
d
dt ρˆ
I
N(t) = −
∫ t
0
dt′[ ˆFIz(t)ˆhz, [ ˆFIz(t′)ˆhz, ρˆ(ss)eh (0)ρˆIN(t)]].
By neglecting the imaginary part (corresponding to second-
order nuclear spin energy shift induced by the diagonal cou-
pling) of the e-h fluctuation function Treh ρˆ(ss)eh (0) ˆFIz(t) ˆFIz(t′),
the above equation can be put into the Lindblad form for pure
dephasing:
d
dt ρˆ
I
N(t) = −gz,z(t)

ˆhz ˆhzρˆIN(t) + ρˆIN(t)ˆhz ˆhz
2
− ˆhzρˆIN(t)ˆhz
 .
(A1)
Here the pure dephasing rate
gz,z(t) ≡
∫ t
0
dt′ Treh ρˆ(ss)eh (0){ ˆFIz(t), ˆFIz(t′)} ∼ ||Fz||2Teh,
is determined by the e-h fluctuation, with Teh being its charac-
teristic decay time. In the product basis |m〉 ≡ ⊗ j|m j〉 j of the
eigenstates |m j〉 j of individual nuclear spin, Eq. (A1) becomes
d
dtρ
I
m,n(t) = −
1
2
gz,z(t)(〈m|ˆhz|m〉 − 〈n|ˆhz|n〉)2ρIm,n(t),
which shows that the coherence between two nuclear spin
states |m〉 and |n〉 decays with rate ∼ (〈m|ˆhz|m〉−〈n|ˆhz|n〉)2Teh.
For example, the coherence 〈 ˆI±j 〉 of the jth nuclear spin de-
cays with rate ∼ a2j,zTeh. The inter-spin coherences 〈 ˆI±i ˆI±j 〉 and
〈 ˆI±i ˆI∓j 〉 decay with rates ∼ (ai,z+a j,z)2Teh and ∼ (ai,z−a j,z)2Teh,
respectively. Note that the inter-spin coherence 〈 ˆI±i ˆI∓j 〉 does
not decay if ai,z = a j,z. For the nuclear spin dynamics
driven by an electron through the contact hyperfine interaction
[Eq. (23)], we have a j,z = a j,e ∼ 1 − 10 µs−1 for a quantum
dot with N = 104 − 106 nuclear spins (see Table I). Using
Teh ∼ 1/γ1,2 ∼ 1 ns, the single nuclear spin dephasing rate
∼ a2j,eTeh ∼ 0.01 − 1 ms. The persistent inter-spin coherences
for ai,e = a j,e are manifested as nuclear spin dark states, which
limit the efficiency of dynamic nuclear polarization.26,28,99
Here to focus on the nuclear spin feedback effect, we assume
that persistent inter-spin coherences have been removed, e.g.,
through e-h wave function modulation.28,99
Appendix B: Decoupling nuclear field dynamics from e-h
dynamics through adiabatic approximation
The essential assumption of the adiabatic approximation is
that on the time scale T1,N of the nuclear spin flip driven by
16
the off-diagonal coupling ˆVnd(t) [Eq. (5)], a classically corre-
lated steady state ρˆ(ss)
eh (ˆhz, t) ˆP(t) is instantaneously established
by the unperturbed evolution driven by ˆH0(t) [Eq. (6)]. To in-
corporate the influence of the nuclear spin flip on the evolution
of the diagonal part ˆP(t) of the nuclear spin density matrix, we
start from the classically correlated state ρˆ(ss)
eh (ˆhz, 0) ˆP(0) and
turn on the off-diagonal coupling at t = 0. The density matrix
ρˆI(t) ≡ ˆU†0(t, 0)ρˆ(t) ˆU0(t, 0) in the interaction picture obeys
d
dt ρˆ
I(t) = −i[ ˆV Ind(t), ρˆI(t)], (B1)
where
ˆU0(t, t0) ≡ T e−i
∫ t
t0
ˆH0(t′)dt′
is the unperturbed evolution and
ˆV Ind(t) = ˆU†0(t, 0) ˆVnd(t) ˆU0(t, 0) ≡ ˆFI+(t)ˆhI+(t) + ˆFI−(t)ˆhI−(t)
is the operator in the interaction picture. For |ωN | ≫ |a j,α|, we
can neglect the shift of nuclear Zeeman frequency induced by
the diagonal coupling, so that ˆhI+(t) ≈
∑
j a j,+ ˆI j,+eiω j,N t. Iterat-
ing Eq. (B1) once and transforming back to the Schro¨dinger
picture yields the exact equation
d
dt ρˆ(t) = −i[
ˆH0(t), ρˆ(t)] − i[ ˆVnd(t), ρˆ(ss)eh (ˆhz, t) ˆP(0)] (B2)
−
∫ t
0
dt′[ ˆVnd, ˆU0(t, t′)[ ˆVnd, ρˆ(t′)] ˆU†0(t, t′)].
Then, using the adiabatic approximation, we replace ρˆ(t′) by
ρˆ
(ss)
eh (ˆhz, t′) ˆP(t′) on the right hand side. Since the decay of the
e-h fluctuation functions
Ca,b(ˆhz, t, t′) ≡ Treh ˆFIa(t) ˆFIb(t′)ρˆ(ss)eh (ˆhz, 0)
is much faster than the motion of ˆP(t′), we further replace
ρˆ
(ss)
eh (ˆhz, t′) ˆP(t′) by ρˆ(ss)eh (ˆhz, t′) ˆP(t) and obtain
d
dt ρˆ(t) = −i[
ˆH0(t), ρˆ(t)] − i[ ˆVnd(t), ρˆ(ss)eh (ˆhz, t) ˆP(0)]
−
∫ t
0
dt′[ ˆVnd, [ ˆU0(t, t′) ˆVnd ˆU†0(t, t′), ρˆ(ss)eh (ˆhz, t) ˆP(t)]].
Finally, tracing over the e-h degrees of freedom and taking
the diagonal part of the nuclear spin density matrix yields an
equation of motion for ˆP(t):
d
dt
ˆP(t) = −
∑
j
a2j,+
∫ t
0
dt′{e−iω j,N (t−t′)[ ˆI j,−, ˆI j,+C+,−(ˆhz, t, t′) ˆP(t)]
+ eiω j,N (t−t
′)[ ˆI j,+, ˆI j,−C−,+(ˆhz, t, t′) ˆP(t)] + h.c.}. (B3)
The above equation shows that the nuclear spin dynamics is
driven by the e-h fluctuation, which in turn is controlled by
the continuous pumping and the nuclear field ˆhz.
If the time dependence of the effective e-h Hamiltonian
ˆHeh(ˆhz, t) ≡ ˆHeh(t)+ ˆFz ˆhz can be eliminated by a rotating wave
transformation
ρˆroteh (t) = ˆR(t)ρˆeh(t) ˆR−1(t), (B4a)
ˆHroteh (ˆhz) = ˆR(t) ˆHeh(ˆhz, t) ˆR−1(t) + i
d ˆR(t)
dt
ˆR−1(t), (B4b)
then ρˆ(ss)
eh (ˆhz, 0) is the time-independent steady state in the ro-
tating frame, i.e., ρˆ(ss)
eh (ˆhz, 0) commutes with ˆHroteh (ˆhz), so that
ˆU0(t, t0) = e−i ˆHN (t−t0) ˆR−1(t)e−i ˆHroteh (ˆhz)(t−t0) ˆR(t0),
Ca,b(ˆhz, t, t′) = Treh ei ˆHroteh (ˆhz)(t−t′) ˆFrota (t)e−i ˆH
rot
eh (ˆhz)(t−t′)
× ˆFrotb (t′)ρˆ(ss)eh (ˆhz, 0),
where ˆOrot(t) ≡ ˆR(t) ˆO(t) ˆR−1(t) is the operator in the rotating
frame. In the simplest case, the e-h operator ˆF−(t) = ˆF†+(t) has
a definite frequency ˆFrot− (t) = e−iω0t ˆF− in the rotating frame,
then C∓,±(ˆhz, t, t′) are invariant under simultaneous temporal
translation: t → t + τ and t′ → t′ + τ. Generally, ˆFrot− (t) can be
expanded into different frequency components
ˆFrot− (t) =
∑
α
ˆF−,αe−iωαt
and the e-h fluctuation functions
C∓,±(ˆhz, t, t′) =
∑
αβ
e−i(ωα−ωβ)tC∓α,±β(ˆhz, t − t′)
contain the interference terms
C∓α,±β(ˆhz, τ)
= e−iωβτ Treh ei
ˆHrot
eh (ˆhz)τ ˆF∓,αe−i
ˆHrot
eh (ˆhz)τ ˆF(ss)±,β ρˆ
(ss)
eh (ˆhz, 0).
However, on the time scale T1,N of nuclear spin relaxation,
the rapidly oscillating phase factor e−i(ωα−ωβ)t averages out
the interference terms if |ωα − ωβ|T1,N ≫ 1, which is satis-
fied for α , β under typical experimental conditions. Ne-
glecting the interference terms restores the temporal transla-
tional invariance of the e-h fluctuation functions ˆC∓,±(ˆhz, τ) =∑
α
ˆC∓α,±α(ˆhz, τ). Note that even when the time dependence of
ˆHeh(ˆhz, t) cannot be eliminated by a rotating wave transforma-
tion, a similar reasoning can be used to show that the steady-
state fluctuation functions ˆC∓,±(ˆhz, t, t′) (with t, t′ → ∞) is in-
variant under temporal translation if |ωα − ωβ|T1,N ≫ 1 is
satisfied for two arbitrary characteristic frequencies of ˆFI+(t).
For the e-h fluctuation functions being invariant under
temporal translations, by further neglecting the second-order
energy correction of the nuclear spins induced by the off-
diagonal coupling, Eq. (B3) simplifies to Eq. (9).
Appendix C: Derivation of Fokker-Planck equation
The equation of motion of p(s, t) follows from Eq. (9) as
∂
∂t
p(s, t) = −NI[W+(hmaxs) Tr δ sˆ,s( ˆK − s) ˆP(t)
− W+(hmax(s − a)) Tr( ˆK − (s − a))δ sˆ,s−a ˆP(t)]
− NI[W−(hmaxs) Tr δ sˆ,s( ˆK + s) ˆP(t)
− W−(hmax(s + a)) Tr( ˆK + s + a)δ sˆ,s+a ˆP(t)],
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where N is the number of nuclear spins in the QD, a ≡ 1/(NI)
is the change of sˆ by each nuclear spin flip, and
ˆK ≡ 1
NI
∑
j
( ˆI2j,x + ˆI2j,y).
For nuclear spin-1/2’s or weak nuclear spin polarization
|s0(h)| ≪ 1, the transverse fluctuation of each individual nu-
clear spin is not influenced by its longitudinal polarization,
then ˆK can be replaced with 2(I + 1)/3 and we obtain a closed
equation for p(s, t):
∂
∂t
p(s, t) = −[G+(s)p(s, t) −G+(s − a)p(s − a, t)] (C1)
− [G−(s)p(s, t) −G−(s + a)p(s + a, t)],
where
G±(s) ≡ NIW±(hmaxs)
(
2(I + 1)
3 ∓ s
)
.
For N ≫ 1, we expand Eq. (C1) up to the second order of
the small quantity a and obtain the Fokker-Planck equation
Eq. (24).
For the general situation, the equation of motion for p(s, t)
is not closed. In this case, to quantify the fluctuation of nuclear
spin-I’s, we define the population number operator
ˆNm ≡
N∑
j=1
|m〉 j 〈m|
to count the number of nuclear spins in the mth single spin
eigenstate |m〉 for m = −I,−(I − 1), · · · , I and the population
ˆN ≡ [ ˆN−I , · · · , ˆNI]T to characterizes the state of the nuclear
spins. The information about the nuclear spin fluctuation is
contained in the population number distribution
p(N, t) ≡ Tr ˆP(t)
∏
m
δ
ˆNm,Nm ≡ Tr ˆP(t)δ ˆN,N,
where N ≡ [N−I , · · · , NI]T . Straightforward algebra shows
that p(N, t) obeys the equation of motion
∂
∂t
p(N, t) = −
∑
m
Nmη2mW+(h(N))p(N, t)
+
∑
m
(Nm + 1)η2mW+(h(N(m,m+1)))p(N(m,m+1), t)
−
∑
m
Nm+1η2mW−(h(N))p(N, t)
+
∑
m
(Nm+1 + 1)η2mW−(h(N(m+1,m)))p(N(m+1,m), t),
(C2)
where ηm ≡ 〈m + 1 |I+ |m〉,
h(N) ≡ az
∑
m
mNm
is the nuclear field produced by nuclear spins in a state char-
acterized by population numbers N,
N(m,m+1) ≡ [· · · , Nm + 1, Nm+1 − 1, · · · ]T
is obtained from N by flipping one nuclear spin from state
|m + 1〉 to state |m〉, and
N(m+1,m) ≡ [· · · , Nm − 1, Nm+1 + 1, · · · ]T
is obtained from N by flipping one nuclear spin from state
|m〉 to state |m + 1〉. The corresponding Overhauser shift
h(N(m,m+1)) = h(N) − az and h(N(m+1,m)) = h(N) + az. Equa-
tion (C2) describes the population flow of the nuclear spins
induced by the e-h fluctuation. The first two terms of Eq. (C2)
come from the jump of one nuclear spin from |m〉 to |m + 1〉,
which changes the nuclear spin population from N to N(m+1,m)
(the first term) or from N(m,m+1) to N (the second term). The
last two terms come from the jump of one nuclear spin from
|m + 1〉 to |m〉, which changes the nuclear spin population
from N to N(m,m+1) (the third term) or from N(m+1,m) to N (the
fourth term). For N ≫ 1, a second-order Taylor expansion can
be used to transform Eq. (C2) into a multi-variable Fokker-
Planck equation.
As an example, for I = 1, we define x = N+1/N and y =
N−1/N, where N = N−1 + N0 + N+1 is the total number of
nuclear spins in the quantum dot. The equation of motion for
the distribution function q(x, y, t) ≡ p(N−1, N0, N+1) follows
from Eq. (C2) as
∂
∂t
q(x, y, t) = −gy+(x, y)p(x, y, t) + gy+(x, y + a)p(x, y + a, t)
− gx−(x, y)p(x, y, t) + gx−(x − a, y)p(x − a, y, t)
− gy−(x, y)p(x, y, t) + gy−(x, y − a)p(x, y − a, t)
− gx+(x, y)p(x, y, t) + gx+(x + a, y)p(x + a, y, t),
where
gx+(x, y) = 2NxW−(hmax(x − y)),
gx−(x, y) = 2N(1 − x − y)W+(hmax(x − y)),
gy+(x, y) = 2NyW+(hmax(x − y)),
gy−(x, y) = 2N(1 − x − y)W−(hmax(x − y)).
Through a second-order Taylor expansion, we obtain the
Fokker-Planck equation
∂
∂t
q(x, y, t) = − ∂
∂x
[
vx(x, y)p(x, y, t) − ∂
∂x
Dxx(x, y)p(x, y, t)
]
− ∂
∂y
[
vy(x, y)p(x, y, t) − ∂
∂y
Dyy(x, y)p(x, y, t)
]
where
vx(x, y) ≡ a [gx−(x, y) − gx+(x, y)] ,
vy(x, y) ≡ a
[
gy−(x, y) − gy+(x, y)
]
,
Dxx(x, y) ≡ 12 a
2 [gx−(x, y) + gx+(x, y)] ,
Dyy(x, y) ≡ 12 a
2
[
gy+(x, y) + gy−(x, y)
]
.
18
Appendix D: Evaluation of e-h fluctuation function C(∆, ν)
In the absence of the nuclear spins, the e-h fluctuation func-
tion becomes
C(∆0, ν) ≡
∫ ∞
−∞
eiνtdt Treh σˆI1,1(t)σˆI1,1(0)ρˆ(ss)eh (0)
=
∫ ∞
0
eiνtdt Treh σˆI1,1(t)σˆI1,1(0)ρˆ(ss)eh (0) + h.c.,
where σˆI1,1(t) is driven by the free e-h evolution ˆUeh(t)
[Eq. (7)] and ρˆ(ss)
eh (0) is the steady-state of the e-h system in
the absence of the nuclear spins. Below we evaluate C(∆0, ν),
so that C(∆, ν) is obtained by replacing ∆0 with ∆.
First we define a three-component operator ˆX(t) ≡
[σˆI1,1(t), eiωtσˆI0,1(t), e−iωtσˆI1,0(t)]T and its average
〈 ˆX(t)〉(ss) ≡ Treh ˆX(t)ρˆ(ss)eh (0)
over the steady e-h state ρˆ(ss)
eh (0). Since the coupling ˆHdamp to
the vacuum electromagnetic fluctuation induces the hole re-
laxation |1〉 → |0〉 with rate γ1 and hole dephasing with to-
tal rate γ2 in the Lindblad form, the equation of motion of
〈 ˆX(t)〉(ss) is given by
d
dt 〈
ˆX(t)〉(ss) = −A[〈 ˆX(t)〉(ss) − A−1B]
≡ −A[〈 ˆX(t)〉(ss) − 〈 ˆX(+∞)〉(ss)]
for t > 0, where
A =

γ1 −iΩR/2 iΩR/2
−iΩR i(∆0 − iγ2) 0
iΩR 0 −i(∆0 + iγ2)
 ,
and B = [0,−iΩR/2, iΩR/2]T . According to the quantum
regression theorem,95 the fluctuation functions 〈 ˆX(t)σˆ1,1〉(ss)
obey a similar equation
d
dt 〈
ˆX(t)σˆ1,1〉(ss) = −A[〈 ˆX(t)σˆ1,1〉(ss) − 〈 ˆX(+∞)〉(ss)〈σˆ1,1〉(ss)],
from which we obtain
〈 ˆX(t)σˆ1,1〉(ss) = 〈 ˆX〉(ss)〈σˆ1,1〉(ss)+e−At
[
〈 ˆXσˆ1,1〉(ss) − 〈 ˆX〉(ss)〈σˆ1,1〉(ss)
]
,
where we have used 〈 ˆX(+∞)〉(ss) = 〈 ˆX〉(ss) for the steady-state
average. As a result, C(∆0, ν) is given by the first element of
∫ ∞
0
eiνtdt [〈 ˆX(t)σˆ1,1〉(ss) − 〈 ˆX〉(ss)〈σˆ1,1〉(ss)] + h.c.
= (A − iν)−1[〈 ˆXσˆ1,1〉(ss) − 〈 ˆX〉(ss)〈σˆ1,1〉(ss)] + h.c.
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