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We investigate an interfacial spin-transfer torque and β-term torque with alternating current (AC) parallel to
a magnetic interface. We find that both torques are resonantly enhanced as the AC frequency approaches to the
exchange splitting energy. We show that this resonance allows us to estimate directly the interfacial exchange
interaction strength from the domain wall motion. We also find that the β-term includes an unconventional
contribution which is proportional to the time derivative of the current and exists even in absence of any spin
relaxation processes.
Introduction.— A variety of physical phenomena arises
near interfaces, such as spin-dependent transports [1–6], in-
terfacial magnetic phenomena [7–12], and chiral/topological
phenomena [13–16], which have attracted attention from
many years ago [17]. Among these, the spin-dependent trans-
port has been closely related to the aspect of not only funda-
mental physics but device application; especially the tunnel-
ing magnetoresistance [2–4] impacted upon the invention of
the magnetoresistive random access memory [18].
The spin-dependent transports near the interfaces are im-
portant from the viewpoint of the understanding of recent
developments in spintronics, such as the spin pumping ef-
fect (SPE) [19–25] and the spin Seebeck effect (SSE) [26, 27],
because the mutual dependence between the magnetization
dynamics and the spin-dependent transports is the key mech-
anism in various spin-dependent phenomena. The two effects
are the ways of generating spin currents without electric cur-
rents, in a bilayer system consisting of a ferromagnet (FM)
and a normal metal (NM); the spin precession due to the rf
microwave in FM induces the spin current in NM in the case
of SPE, and the temperature difference between FM and NM
induces that for SSE. Both of effects can be described by the
tunnel Hamiltonian method [24, 27, 28], which also captures
tunneling magnetoresistance.
The interfacial exchange interaction between conduction
electrons in NM and magnetization in FM plays a crucial role
in SPE and SSE, which are proportional to J2sd, where Jsd
is the interfacial exchange interaction strength [24, 27]. In
general, the exchange interaction possibly gives rise to an es-
sential contribution to spin-related phenomena near the inter-
faces, such as the spin Hall magnetoresistance [29]. However,
this physically essential parameter Jsd has not been directly
measured, and the direct method of evaluating it is not yet
proposed.
In this Letter, we present a direct method of evaluating the
interfacial exchange interaction strength Jsd from the domain
wall dynamics in FM adjoined by NM, applying an alternat-
ing current (AC) parallel to the interface (Fig. 1 (a)). It is a
well-known fact that in bulk ferromagnetic metals with non-
colinear magnetic textures such as domain walls, the direct
current (DC) accompanying with spin polarization exerts spin
torques on the magnetization, which leads to its dynamics
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FIG. 1. (a) Schematic description of the configuration, where a
ferromagnet (FM) having two magnetic domains with one domain
wall (DW) is adjoined by a normal metal (NM) whose conduction
electron couples with the magnetization in FM through the interfa-
cial exchange interaction. The alternating current (AC) is applied
parallel to the interface due to the electric field with finite frequency.
The AC-induced spin torques on the DW leads to the oscillation of
the position of the DW center, which allows us to evaluate the inter-
facial exchange interaction strength. (b) DW configuration, which is
described by the corrective coordinates of the DW center X and the
angle φ0.
such as the domain wall motion [30–35]. We here extend the
DC-induced spin torques into the region of an arbitrary fre-
quency of the current, based on the quantum field theoretical
approach, and apply this to the interfacial exchange interact-
ing system of the FM-NM bilayer. We consider so thin NM
that we focus only on the spin polarized electronic states near
the interface due to the interfacial exchange interaction. We
find that the AC-induced spin torques consist of correspond-
ing extensions of the spin-transfer torque [34, 36–38] and the
so-called β-term torque [34, 39–42]. However, we also find
that the results we obtain include physically a novel contribu-
tion to the β-term torque, which depends on the time derivative
of the current density. Our important finding is that both spin
torques are proportional to (1 − ω2τ2sd)−1 for the case of no
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2spin relaxation processes, where ω is the AC frequency and
τsd = ~/2∆ with 2∆ being the interfacial exchange splitting.
The exchange splitting is related to Jsd by ∆ = S Jsd, where
S is the localized spin length constructing the magnetization.
This dependence suggests that we can evaluate Jsd from the
magnetization dynamics driven by the spin torques. In the
viewpoint of application, the enhancement of the spin torques
have an advantage in that less current density is needed to ex-
cite the magnetization dynamics.
We then solve the equation of motion of a rigid domain
wall (DW) [35, 38] driven by the obtained spin torques, in
the presence of a spin relaxation process. The equation is ex-
pressed by the two collective coordinates; the position of the
DW center X and the angle φ0 (Fig. 1 (b)), and the spin torques
act as the forces to X and φ0. We find that X and φ0 oscillate
along with the frequency ω in the region of the small electric
current density, and the amplitude of the oscillation of X in-
creases resonantly near ωτsd ' 1. Hence, we conclude that
the dependence of X on the frequency allows us to estimate
the interfacial exchange splitting.
This Letter is organized as follows. We first present the
total Lagrangian of the magnetization in FM and the conduc-
tion electron in NM as well as their interfacial exchange in-
teraction, and introduce the rotated frame picture sometimes
used in the context of the ferromagnetic spintronics. Then,
the AC-induced spin torques are evaluated based on the linear
response theory with the thermal Green function method. As
an application, we consider the DW dynamics driven by the
obtained spin torques.
Theory.— The total Lagrangian that we consider is given
by L = Lm + Le − Hsd, where Lm is the Lagrangian of the
magnetization in the FM layer, Le is that of the conduction
electron in the NM layer, and Hsd is the sd-like interfacial
exchange interaction between them.
Considering that the magnetization is constructed by the lo-
calized spins ordering, we express the Lagrangian of the mag-
netization as that of the localized spin, M = −MSmwith m =
(sin θ cos φ, sin θ sin φ, cos θ), where MS is the saturated mag-
netization, and θ = θ(r, t), φ = φ(r, t). Here, m does not rep-
resent the unit vector of the magnetization, but that of the lo-
calized spin, whose signs are opposite. The Lagrangian of the
localized spin is defined asLm =
∫
dr (~S/a3)φ˙(cos θ−1)−Hm
with
Hm =
∫
dr
a3
[ Jex
2
S 2 (∇m)2 − K
2
S 2m2z +
K⊥
2
S 2m2y
]
, (1)
where a is the lattice constant of FM, Jex is the exchange in-
teraction between the localized spins, and K and K⊥ are easy-
and hard-axis magnetic anisotropies, respectively. Note that
the saturated magnetization MS is related to the localized spin
length by MS = γe~S/a3 with the gyromagnetic ratio γe, and
Jex, K, and K⊥ are all positive.
We show the rest of the Lagrangian, which is written by
Le − Hsd =
∫
drψ†(r, t)(i~∂t − He − Hsd)ψ(r, t), where ψ(†)
is the field operator of electrons, He = p2/2me + V de-
scribes the kinetic energy with the electron mass me and
the nonmagnetic and magnetic impurity potentials given by
V = ui
∑Ni
i=1 δ(r−Ri)+us
∑Ns
j=1(Simp, j ·σ)δ(r−R′j) with the im-
purity numbers Ni and Ns and with the strengths ui and us, and
Hsd = −∆m(r, t) · σ represents the interfacial exchange inter-
action with the coupling constant ∆ > 0 with σ = (σx, σy, σz)
being the Pauli matrices. The magnetic impurity spin Simp, j is
assumed to be quenched.
Then, we transform the Hamiltonian into the ‘rotated
frame’ [35, 43] by using the unitary transformation U(r, t)
defined by U†(r, t) (m(r, t) · σ)U(r, t) = σz with ψ¯ = U†ψ.
The physical meaning of the unitary transformation is that the
quantization axis of the electron spin is to be reoriented to
m(r, t) at each position and time. Hence, we call the frame af-
ter the transformation as the rotated frame and denote A¯ as the
quantity A in the rotated frame. The electron described by ψ¯(†)
feels the uniform exchange interaction in the rotated frame.
We also express the rotational unitary transformation by us-
ing the rotational matrix R(r, t) for the three-dimensional vec-
tor defined by U†(r, t)σU(r, t) = R(r, t)σ. This expression of
the unitary transformation is useful for the magnetic impurity
potential and the spin torques. Note that the relation to the
definition of U is U†(m · σ)U = m · (Rσ) = (R−1m) · σ = σz,
hence R−1m = zˆ, where zˆ is the unit vector along the z-axis.
We now look into the equation of motion of the localized
spin, which is obtained from the Euler-Lagrange equation
with the relaxation functionW [35],
d
dt
(
δL
δq˙
)
− δL
δq
= −δW
δq˙
, (2)
where q ∈ {θ, φ}, and W = ∫ dr (~SαG/2a3)m˙2 with the
Gilbert damping constant αG. Equation (2) leads to the
Landau-Lifshitz-Gilbert equation, m˙ = γeHeff × m + αGm˙ ×
m + τe, where Heff is the effective magnetic field defined as
γeHeff = (1/~S ) δHm/δm, and τe is the spin torque through
the interfacial exchange interaction;
γeHsd =
1
~S
〈
δHsd
δm
〉
neq
, (3)
τe = γeHsd × m = − ∆
~S
〈s〉neq × m. (4)
Here, s = s(r, t) = ψ†(r, t)σψ(r, t) is the spin density operator
divided by ~/2, and 〈 · · · 〉neq describes the statistical average
in the nonequilibrium.
The spin torque is expressed in the rotated frame as τ¯e =
R−1τe = −(∆/~S )〈s¯〉neq × zˆ. We emphasise that, in the rotated
frame, the perpendicular components of the nonequilibrium
spin polarization 〈s¯〉neq to the zˆ-axis only act as torques.
In this Letter, we evaluate the nonequilibrium spin polar-
ization 〈s¯〉neq in the linear response to the electric field E(ω)
with the frequency ω as
〈s¯α(q, ω)〉neq = χ¯αi(q, ω)Ei(ω) (5)
in the Fourier space (α = x, y and i = y, z). From the linear re-
sponse theory, we can obtain the response coefficient χ¯αi(q, ω)
3from χ¯αi(q;ω) = (K¯αi(q;ω) − K¯αi(q; 0))/iω, where K¯αi(q;ω)
can be evaluated from the following spin-current correlation
function in the Matsubara form
K¯αi(q; iωλ) =
∫ 1/kBT
0
dτ eiωλτ
〈
Tτ s¯α(q, τ)J¯i(0)
〉
eq
(6)
through the analytic continuation iωλ → ~ω + i0; K¯αi(q;ω) =
K¯αi(q; ~ω + i0). Here ωλ = 2piλkBT is the Matsubara fre-
quency of bosons with the temperature T [44], and the spin
and the electric current operator in the rotated frame are given
by
s¯α(q) =
1
V
∑
k
c¯†k−qσ
αc¯k, (7)
J¯i = −e
∑
k
~ki
me
c¯†kc¯k −
e~
2me
∑
q′
Aβi (q
′)
∑
k
c¯†kσ
βc¯k−q′ , (8)
where c¯(†)k is the Fourier transform of the field operator ψ¯
(†)(r).
The first term of Eq. (8) is the normal velocity term and the
second is the anomalous velocity term due to the spin gauge
field Aβi (r) = −itr [U†∂iUσβ] with β = x, y, z.
As the detailed calculation will be shown elsewhere, we
here sketch out the procedures of the calculation. By substi-
tuting Eqs. (7) and (8) into Eq. (6), we rewrite the correlation
function by using the thermal Green functions according to
Wick’s theorem. We expand the Green function by the spin
gauge field up to the first order, and take the statistical aver-
age on the impurity positions, then we obtain
K¯αi(q; iωλ) = e~4meV A
β
j (q)kBT
∑
n
∑
k
Φ
αβ
i j (k; i
+
n , in) (9)
where +n = n + ωλ, n = (2n + 1)kBT is the Matsubara fre-
quency of fermions, and
Φ
αβ
i j (k; i
+
n , in) = 2δi jtr
[
Λαgk(i+n )σ
βgk(in)
]
− ~
2kik j
me
tr
[
Λαgk(i+n )σ
βgk(i+n )gk(in)
]
− ~
2kik j
me
tr
[
Λαgk(i+n )gk(in)σ
βgk(in)
]
.
(10)
Here, gk(i
(+)
n ) = (i
(+)
n + µ − ~2k2/2me − ∆σz − Σ(i(+)n ))−1
is the thermal Green function with the self energy within the
self-consistent Born approximation Σ(in) = niu2i
∑
k gk(in) +
nsu2sS
2
imp
∑
k σ
γgk(in)σγ, where ni and ns are the impurity
concentrations of nonmagnetic and magnetic impurities, re-
spectively, and we have taken the statistical average on the
impurity spins and assume the spherical spins, S αimp,iS
β
imp, j =
(S 2imp/3)δi jδ
αβ. In Eq. (10), we have evaluated Φαβi j by as-
suming q = 0 since K¯αi(q; iωλ) is already in the q-linear
order because of Aβi (q). The full vertex of spin Λ
σ =
Λσ(i+n , in) is given by Λ
α = σα + niu2i
∑
k gk(i+n )Λ
αgk(in) +
1
3nsu
2
sS
2
imp
∑
k σ
γgk(i+n )Λ
αgk(in)σγ. After some straightfor-
ward calculation and taking the analytic continuation with the
assumption of T = 0, we then obtain
χ¯αi(q, ω) =
~σs
e
Aβi (q)
∑
σ=±
(
δαβ + iσαβz
) σ
2σ∆ − ~ω + i~/τs ,
(11)
where we neglected the higher order contribution of ~/Fστσ
with the spin-dependent Fermi energy Fσ and the momen-
tum lifetime τσ. Here, σs = σs(ω) is the spin conductiv-
ity, σs(ω) = (e2/me)
∑
σ=± σnστσ/(1 − iωτσ), with the spin-
dependent electron density nσ and lifetime τσ withσ = ±, and
τs is the relaxation time due to the magnetic impurity scatter-
ing defined as τ−1s = (2pi/3~)nsu2sS 2imp
(
ν+ + ν−
)
, where ν± is
the density of states at the Fermi level.
Results.— Here we show the expression of the AC-
induced spin-transfer torque and β-term torque obtained from
Eq. (11) combined with Eq. (5) and (4),
τe(r, ω) =
(
js · ∇)m+ (iωτsd + ζs)m× ( js · ∇)m
1 + (iωτsd + ζs)2
(12)
in the laboratory frame, where τsd = ~/2∆, ζs = τsd/τs, and
we used RA⊥i = −m × ∂im and R(zˆ × A⊥i ) = ∂im. The
frequency-dependent spin current is denoted by js = js(ω) =
(~/2eS )σs(ω)E(ω). By taking the static field limit of ω → 0,
we find that the first term proportional to
(
js ·∇)m corresponds
to the spin-transfer torque and the second term proportional to
m×( js ·∇)m coincides with the β-term torque, and we confirm
that our result agrees with that by Zhang and Li [34] and by
Kohno and Shibata [42] for the model of the conduction elec-
tron in a ferromagnet, although they are not for the interfacial
exchange interaction like our situation. Hence, our result (12)
is an extension of the DC-induced spin torques into the arbi-
trary frequency. Equation (12) is the main result of this Letter.
Considering the case of the dilute magnetic-impurity con-
centration, τs → ∞, so that ζs → 0, we find
τ(r, ω) =
1
1 − ω2τ2sd
(
( js · ∇)m+ iωτsdm× ( js · ∇)m) ,
which implies that the spin torques increase resonantly as the
AC frequency approaches to the 1/τsd. As shown in Appli-
cation, this frequency dependence allows us to determine the
magnitude of the interfacial exchange interaction.
We also find that the β-term toque is present proportional to
the frequency ω, without the magnetic impurity which results
in a spin relaxation process. The β-term torques are known to
arise from the spin relaxation process [34], such as the scatter-
ing due to the magnetic impurity potential [45] and spin-orbit
impurity potential [46]. Actually, Eq. (12) shows that there is
also the β-term proportional to the magnetic impurity concen-
tration, ζs ∼ ns. The β-term torques also arise from nonadia-
baticity, which stands for the higher order of the derivatives,
such as the terms proportional to m × ∂t∂im [40, 47]. Note
4that Eq. (12) is the Fourier form in the frequency space, so
that in the real time space, the β-term torque is expressed as
m× ((d js/dt) · ∇)m, which is the first order derivative for the
magnetization, not higher orders. For these reasons, the β-
term torque we obtain is different from the ones which are
already known.
It should be discussed that the relation of the spin torques
obtained here to the Rashba spin-orbit torques (SOT) [48–
51] and the spin Hall torques (SHT) [52–54]. Both Rashba
SOT and SHT originate from the spin-orbit couplings (SOCs);
Rashba SOT comes from the interfacial SOC due to the inver-
sion symmetry breaking and SHT arises from the bulk SOC in
NM. We have assumed that these SOCs are weak so that these
torques do not contribute much; for instance, that is the case
of Cu as a NM and Py as a FM. For the strong SOCs, we have
to develop our theory which contains these strong SOCs, but
that is out of our focus.
Application.— Now, we focus on the domain wall (DW)
motion as an application of the obtained torques. Following
Tatara et al. [35] and assuming K⊥  K and no pinning po-
tentials, we rewrite the Lagrangian Lm into that of DW, intro-
ducing the corrective coordinates of the DW center X(t) and
the angle φ0(t) (Fig. 1 (b)),
m =
 cos φ0(t)
cosh z−X(t)
λ
,
sin φ0(t)
cosh z−X(t)
λ
, tanh
z − X(t)
λ
 , (13)
where λ =
√
Jex/K is the DW width. By using X(t) and
φ0(t), the DW Lagrangian and the dissipation function are
written byLw = NwS
(
~X˙φ0/λ − (K⊥S/2) sin2 φ0
)
andWw =
αNw~S
2
(
X˙2
λ2
+ φ˙20
)
, where Nw = 2λA/a3 is the number of spins
in the wall with A being the cross-sectional area. We have ne-
glected the spin wave excitations. From these, the equation of
motion is written as
φ˙0 + α
X˙
λ
= −τsd dTdt + ζsT , (14a)
X˙
λ
− αφ˙0 = vc
λ
sin 2φ0 + T , (14b)
where
T = a
3
2eSλ
P j0e−iωt
1 + (iωτsd + ζs)2
, vc =
K⊥λS
2~
(14c)
with the electric current density j0 and its polarization P.
Here, T is the spin torques that we obtain and act as the
forces to X(t) and φ0(t). Solving Eqs. (14a) and (14b) nu-
merically, we find that the DW position X(t) and angle φ0(t)
oscillate with the period 2pi/ω for the low current density
(a3/2eS )P j0 . vc. We also find that the amplitude of
the oscillations become larger as ωτsd approaching to uni-
tary (Fig. 2). Figure 2 depicts the oscillation amplitude of
the DW position for the case of (a3/2eS )P j0/vc = 10−4 and
vcτsd/λ = 0.1, which are equivalent to the case that, for
vc ' 3 [m/s] [33] and a ∼ 1.5 [Å], j0/S ∼ 3 × 108 [A/m2]
for P = 0.1 and τsd = 6.7 × 10−10 [s] assuming λ = 20 [nm].
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FIG. 2. Amplitude of the oscillation of the position X during the
period 1/2piω for various ζs. It is clear that the amplitude enhances
near the resonance point ωτsd = 1.
Hence, when observing the DW position as changing the AC
frequency, we estimate the exchange interaction strength from
the particular frequency in which the oscillation amplitude
takes a maximum value. Note that the current density is four
order smaller than common one [33].
In conclusion, we have developed a theory of the interfacial
spin-transfer torque and β-term torque, by consider the bilayer
structure of the normal metal and the ferromagnet with the
spatially-varying magnetic texture, applying alternating cur-
rent parallel to the interface. We find that both torques are
enhanced as the alternating current frequency ω approaches
to 1/τsd = 2∆/~. We also find that the β-term torque we ob-
tain here includes a novel contribution which is proportional
to the time derivative of the current and exists even in the
absence of spin relaxation processes. Evaluating the domain
wall motion due to the spin torques, we directly estimate the
interfacial exchange interaction strength. We have revealed an
aspect of the spin-transfer torque with finite frequency, which
are enhanced by the resonance of electronic states. By using
this enhancement, less current density is needed to magneti-
zation dynamics, which may lead to low-energy consuming
magnetic devices.
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