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1
Uvod
Automatizacija procesa poljoprivredne proizvodnje problem je koji znanstvenici istrazˇuju
dugi niz godina. Neki od prvih znanstvenih radova u ovom podrucˇju pojavljuju se sredi-
nom 80-ih godina 20. stoljec´a (Gerrish et al., 1986; Reid i Searcy, 1986, 1988; Brandon
et al., 1989). Procesi kao sˇto su sjetva, gnojidba, prskanje te zˇetva ili branje plodova samo
su neki od procesa poljoprivredne proizvodnje koji mogu biti automatizirani. Navedeni
procesi su cˇesto mukotrpni i zamorni za cˇovjeka te iziskuju visoku preciznost i ponavljanje
iste radnje nekoliko sati. Upravljanje traktorom uz istovremeno prac´enje redova usjeva,
ponekada je neizvediv zadatak za jednog cˇovjeka. Cˇesto se u prosˇlosti, ali i danas, mozˇe
vidjeti da jedan cˇovjek upravlja traktorom ili drugim poljoprivrednim strojem, dok drugi
cˇovjek sjedi na strazˇnjem kraju stroja i daje upute vozacˇu. Automatizacijom procesa
poljoprivredne proizvodnje cˇovjeku se olaksˇava rad te se povec´ava preciznost, a time se
dolazi i do vec´e produktivnosti. Osim toga, spomenutom automatizacijom se mozˇe postic´i
i manje zagadivanje okoliˇsa jer se proces prskanja zasˇtitnim sredstvima mozˇe preciznije
obaviti te se pri tome koristi manja kolicˇina zasˇtitnih sredstava sˇtetnih za okoliˇs.
U literaturi je moguc´e pronac´i razne pristupe rjesˇavanju problema automatizacije pro-
cesa u poljoprivredi. Prema preglednim radovima (Billingsley i Schoenfisch, 1995; Hague
et al., 2000; Wilson, 2000; Li et al., 2009; Mousazadeh, 2013) znanstvenici su istrazˇili
moguc´nost upravljanja poljoprivrednim strojevima zasnovanu na mehanicˇkom upravlja-
nju, opticˇkom upravljanju, radio upravljanju, GPS (engl. Global Positioning System)
upravljanju te upravljanju koriˇstenjem racˇunalnog vida. Zbog niske cijene kamera i ra-
zvoja brojnih algoritama u podrucˇju racˇunalnog vida, veliki broj radova zasniva se na
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primjeni racˇunalnog vida za prepoznavanje redova usjeva i automatsko upravljanje poljo-
privrednim strojevima.
Prepoznavanje redova usjeva jedan je od najvazˇnijih koraka u postupku automatizacije
procesa poljoprivredne proizvodnje. Na temelju informacije o poziciji redova usjeva, mozˇe
se automatski upravljati poljoprivrednim strojem te pri tome obavljati odredeni proces
poljoprivredne proizvodnje (prskanje, gnojidba, zˇetva i sl.). Tocˇnost prepoznavanja redova
usjeva vazˇna je zbog preciznosti obavljanja odredenog procesa poljoprivredne proizvodnje,
ali i zbog sprjecˇavanja osˇtec´ivanja plodova. Trazˇena tocˇnost prepoznavanja redova usjeva
ovisi o zˇeljenoj primjeni, odnosno procesu poljoprivredne proizvodnje koji se automatizira.
Prema navedenom, razvoj metoda za prepoznavanje redova usjeva na slici ima veliki znacˇaj
u podrucˇju automatizacije procesa poljoprivredne proizvodnje.
U istrazˇivanju provedenom u sklopu izrade ove doktorske disertacije naglasak je stav-
ljen na razvoj metoda i algoritama za prepoznavanje redova usjeva na slici. Dosadasˇnjim
proucˇavanjem literature iz podrucˇja automatizacije procesa poljoprivredne proizvodnje,
odnosno prepoznavanja redova usjeva u svrhu automatizacije procesa poljoprivredne pro-
izvodnje (poglavlje 3), uocˇena su brojna ogranicˇenja postojec´ih metoda. Neka od ogra-
nicˇenja su: osjetljivost na prisutnost korova ili sjene, moguc´nost prepoznavanja samo
odredenog (unaprijed zadanog) broja redova usjeva, moguc´nost prepoznavanja redova
usjeva samo za odredeni raspored redova usjeva ili odredenu kulturu i sl. Temeljni cilj
istrazˇivanja u sklopu ove doktorske disertacije je razviti metodu koja posjeduje sljedec´a
svojstva:
• robusnost s obzirom na prisutnost korova i sjene,
• moguc´nost prepoznavanja redova usjeva za razlicˇite kulture,
• moguc´nost prepoznavanja redova usjeva u razlicˇitim stadijima rasta kulture,
• moguc´nost prepoznavanja razlicˇitog broja proizvoljno razmaknutih redova usjeva,
• moguc´nost prepoznavanja ravnih i zakrivljenih redova usjeva.
Zadovoljavanjem prva cˇetiri svojstva omoguc´ava se sˇiroka primjena razvijene metode u
rjesˇavanju problema automatizacije procesa poljoprivredne proizvodnje. Moguc´nost pre-
poznavanja ravnih i zakrivljenih redova usjeva predstavlja vazˇno svojstvo metode, buduc´i
da vec´ina pristupa predlozˇenih u literaturi ima moguc´nost prepoznavanja samo ravnih
redova usjeva. Ovo svojstvo vazˇno je zbog cˇinjenice da su brezˇuljci i udubljenja cˇesta
pojava u poljima te se zbog toga ravno zasijani redovi usjeva projiciraju na sliku kao
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zakrivljene linije.
Osim navedenih nedostataka metoda za prepoznavanje redova usjeva na slici, tijekom
proucˇavanja literature uocˇeni su i problemi pri evaluaciji predlozˇenih metoda. U vec´ini
slucˇajeva, redovi usjeva dobiveni primjenom predlozˇene metode ocjenjuju se vizualnom
analizom od strane eksperta. Ovakvim nacˇinom evaluacije unosi se subjektivnost u pos-
tupak evaluacije jer je ekspert obicˇno jedan od autora predlozˇene metode. Takoder, vizu-
alnom analizom prepoznatih redova usjeva ne dobiva se kvantitativna mjera odstupanja
prepoznatih redova usjeva od referentnih vrijednosti. Nadalje, u podrucˇju prepoznavanja
redova usjeva ne postoji standardizirana baza slika redova usjeva koja bi se mogla koris-
titi za evaluaciju predlozˇenih metoda. Trenutno, autori prilikom evaluacije predlozˇenih
metoda koriste vlastiti skup slika za testiranje, cˇime se unosi dodatna subjektivnost u pos-
tupak evaluacije. Zbog navedenih nedostataka, u sklopu ovog istrazˇivanja cilj je razviti
evaluacijski okvir za usporedbu metoda prepoznavanja redova usjeva koji bi ukljucˇivao:
• bazu slika redova usjeva,
• postupak rucˇnog kreiranja referentnih vrijednosti redova usjeva,
• kriterije za evaluaciju prepoznatih redova usjeva.
Razvojem spomenutog evaluacijskog okvira omoguc´ila bi se jednostavnija, efikasnija i
objektivnija evaluacija novo razvijenih metoda za prepoznavanje redova usjeva. Eva-
luacijom novo predlozˇenih metoda na skupu slika iz baze slika, autorima bi se, osim
objektivnosti, osigurala i jednostavnija usporedba s postojec´im metodama iz literature
koje su evaluirane na istom skupu slika. Koriˇstenjem postupka za kreiranje referentnih
vrijednosti redova usjeva moguc´e je brzo i efikasno kreirati referentne vrijednosti redova
usjeva za nove slike te na taj nacˇin prosˇiriti bazu slika redova usjeva.
Doktorska disertacija, koja je rezultat spomenutog istrazˇivanja, organizirana je kako
slijedi. Prvo poglavlje sadrzˇi uvod u istrazˇivanje provedeno u sklopu izrade ove doktorske
disertacije. Uz motivaciju i osnovne pojmove, navedeni su ciljevi istrazˇivanja te izvorni
znanstveni doprinosi koji su ostvareni kao rezultat istrazˇivanja.
U drugom poglavlju predstavljen je problem prepoznavanja redova usjeva na slici.
Opisan je postupak automatizacije procesa poljoprivredne proizvodnje, koji je podijeljen
na automatizaciju kretanja poljoprivrednog stroja te obavljanje odredenog procesa poljo-
privredne proizvodnje. Navedene su faze automatizacije kretanja poljoprivrednog stroja
te su, uz fazu prepoznavanja redova usjeva na slici, detaljno opisane faze koje prethode
fazi prepoznavanja redova usjeva. Osim navedenog, u drugom poglavlju definirane su
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pretpostavke i matematicˇki modeli redova usjeva koriˇsteni pri razvoju metoda u kasnijim
poglavljima.
Pregled dosadasˇnjih spoznaja iz podrucˇja prepoznavanja redova usjeva na slici naprav-
ljen je u trec´em poglavlju. Prvo je napravljen pregled metoda za prepoznavanje vegetacije
na slikama redova usjeva. Ove metode obicˇno se primjenjuju u postupku predobrade slike
pri rjesˇavanju problema prepoznavanja redova usjeva. U nastavku poglavlja napravljen
je pregled najvazˇnijih metoda za prepoznavanje redova usjeva. Metode su podijeljene u
sˇest grupa prema pristupu koji je koriˇsten za rjesˇavanje navedenog problema. Konacˇno, u
sklopu ovog poglavlja, opisan je pristup koriˇsten pri razvoju novih metoda u sklopu ovog
istrazˇivanja.
Nova metoda za prepoznavanje pravaca u proizvoljnom polozˇaju predlozˇena je u
cˇetvrtom poglavlju. Predlozˇena metoda zasniva se na inkrementalnoj metodi za trazˇenje
priblizˇno optimalne particije skupa podataka i DIRECT algoritmu za globalnu optimizaciju.
Predlozˇena metoda prilagodena je za rjesˇavanje problema prepoznavanja redova usjeva.
Prilagodba se sastoji od zasebnih algoritama za prepoznavanje dva i tri reda usjeva te
poopc´enog algoritma za prepoznavanje k redova usjeva.
U petom poglavlju predlozˇena je nova metoda zasnovana na podudaranju s predlosˇkom
i minimizaciji funkcije globalne energije koja omoguc´uje prepoznavanje i zakrivljenih re-
dova usjeva. Za razliku od metode predlozˇene u cˇetvrtom poglavlju i vec´ine metoda
dostupnih u literaturi, broj redova usjeva ne mora biti unaprijed poznat. Predlozˇena me-
toda robusna je na prisutnost korova i sjene te omoguc´ava prepoznavanje redova usjeva
za razlicˇite kulture u razlicˇitim stadijima rasta te za razlicˇite geometrije polja. Problem
prepoznavanja redova usjeva se, kao i kod metode predlozˇene u cˇetvrtom poglavlju, for-
mulira kao optimizacijski problem. Optimizacijski problem je formuliran na nacˇin da se
efikasno mozˇe rijesˇiti primjenom dinamicˇkog programiranja, a funkcija globalne energije
koja se minimizira, uz podatke sa slike, koristi predznanje o geometrijskoj strukturi redova
usjeva.
Evaluacijski okvir za usporedbu metoda prepoznavanja redova usjeva opisan je u
sˇestom poglavlju. Predlozˇeni evaluacijski okvir sastoji se od baze slika redova usjeva, pos-
tupka generiranja referentnih vrijednosti redova usjeva te kriterija za odredivanje tocˇnosti
prepoznavanja redova usjeva.
Sedmo poglavlje donosi rezultate eksperimentalne evaluacije predlozˇenih metoda za
prepoznavanje redova usjeva. Metoda predlozˇena u cˇetvrtom poglavlju ispitana je na
umjetno generiranim skupovima podataka i usporedena sa Standardnom Houghovom
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transformacijom te s predlozˇenom metodom za prepoznavanje pravaca u proizvoljnom
polozˇaju. Metoda predlozˇena u petom poglavlju ispitana je na stvarnim slikama redova
usjeva iz baze slika redova usjeva te je usporedena s dvjema metodama zasnovanim na
Houghovoj transformaciji i s jednom metodom zasnovanoj na linearnoj regresiji.
Zakljucˇci dobiveni u sklopu ovog istrazˇivanja navedeni su u osmom poglavlju. Uz to,
u ovom poglavlju napravljen je osvrt na dobivene rezultate evaluacije predlozˇenih metoda
te su navedene smjernice za buduc´e istrazˇivanje.
Razvojem metoda za prepoznavanje redova usjeva na slici i evaluacijskog okvira za
usporedbu metoda prepoznavanja redova usjeva, u sklopu ovog istrazˇivanja, ostvareni su
sljedec´i izvorni znanstveni doprinosi:
• Metoda za prepoznavanje redova usjeva zasnovana na inkrementalnoj metodi za
trazˇenje priblizˇno globalne optimalne particije skupa podataka i DIRECT algoritmu
za globalnu optimizaciju,
• Metoda zasnovana na podudaranju s predlosˇkom i minimizaciji globalne funkcije
energije koja omoguc´uje prepoznavanje i zakrivljenih redova usjeva,
• Evaluacijski okvir za usporedbu metoda prepoznavanja redova usjeva koji ukljucˇuje
bazu slika redova usjeva, postupak generiranja referentnih vrijednosti i kriterije za
odredivanje tocˇnosti prepoznavanja redova usjeva.
5
2
Problem prepoznavanja redova usjeva
Prepoznavanje redova usjeva vazˇan je korak u automatizaciji procesa poljoprivredne pro-
izvodnje. Postupak automatizacije procesa poljoprivredne proizvodnje mozˇe se podijeliti
na i) automatizaciju kretanja poljoprivrednog stroja i ii) obavljanje odredenog procesa po-
ljoprivredne proizvodnje. Ova dva procesa izvode se paralelno, odnosno poljoprivredni
stroj obavlja odredenu poljoprivrednu radnju (plijevljenje korova, sijanje i sl.) dok se
istovremeno obavlja proces automatizacije kretanja. Proces automatizacije kretanja po-
ljoprivrednog stroja mozˇe se podijeliti u sljedec´e faze (slika 2.1): snimanje slike polja, fil-
triranje i segmentacija slike, prepoznavanje redova usjeva, odredivanje trenutnog polozˇaja
stroja u odnosu na redove usjeva, planiranje kretanja stroja te upravljanje strojem. Ove
faze izvode se ciklicˇki pri cˇemu se, u jednom ciklusu automatizacije kretanja poljoprivred-
nog stroja, svaka od navedenih faza izvodi jednom. Prikaz jednog ciklusa automatizacije
kretanja poljoprivrednog stroja prikazan je na slici 2.1. Na slici je vidljivo, ranije spome-
nuto paralelno izvodenje procesa automatizacije kretanja i procesa obavljanja odredenog
procesa poljoprivredne proizvodnje.
Buduc´i da je naglasak istrazˇivanja u sklopu doktorske disertacije stavljen na rjesˇavanje
problema prepoznavanja redova usjeva, u nastavku ovog poglavlja ukratko su objasˇnjene
prve tri faze automatizacije procesa kretanja poljoprivrednog stroja. Faze koje prema
slici 2.1 sljede nakon faze prepoznavanja redova usjeva (odredivanje trenutnog polozˇaja
stroja u odnosu na redove usjeva, planiranje kretanja stroja te upravljanje strojem) izlaze
iz okvira ovog istrazˇivanja pa u nastavku nisu detaljnije objasˇnjene.
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Snimanje slike
polja Filtriranje i
segmentacija
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Prepoznavanje
redova usjeva
Upravljanje
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kretanja stroja Određivanje
trenutnog položaja
stroja u odnosu na
redove usjeva
Obavljanje
određenog  procesa
poljoprivredne
proizvodnje
Slika 2.1: Ciklus automatizacije procesa poljoprivredne proizvodnje.
2.1 Snimanje slike polja
Snimanje slike polja, radi primjene algoritama racˇunalnog vida za automatizaciju procesa
poljoprivredne proizvodnje, prvi je, ali vazˇan korak.
Slika polja mozˇe biti snimljena kamerom u boji, infracrvenom kamerom ili nekim od
3D senzora koji uz snimljenu sliku daje trodimenzionalnu informaciju u obliku dubinske
slike. U 3D senzore spadaju senzori zasnovani na strukturiranom svjetlu (npr. Microsoft
Kinect senzor) ili na mjerenju vremena putovanja svjetlosne zrake (time-of-flight kamere).
Infracrvena kamera pogodna je za primjenu u automatizaciji procesa poljoprivredne pro-
izvodnje jer biljke koje sadrzˇe klorofil, na slici snimljenoj infracrvenom kamerom imaju
svjetlije nijanse od ostatka scene (slika 2.2b). Prema tome, ukoliko je slika snimljena
infracrvenom kamerom, postoji moguc´nost primjene algoritama racˇunalnog vida bez po-
trebe za filtriranjem ili segmentacijom ulazne slike. Podatak o udaljenosti objekata na
sceni, odnosno primjena nekog od 3D senzora za snimanje slike polja mozˇe biti korisna
jer se na temelju podatka o dubini (Kise et al., 2005) mozˇe odrediti visina biljaka. Na
taj nacˇin mozˇe se laksˇe razlikovati biljke od ostatka scene (zemlje, korova, kamenja i sl.)
te ujedno povec´ati preciznost primijenjenih metoda racˇunalnog vida. Primjer slike polja
snimljene kamerom u boji prikazan je na slici 2.2a, dok je na slici 2.2b prikazan primjer
7
Poglavlje 2 Problem prepoznavanja redova usjeva
(a) (b)
Slika 2.2: Primjer slike polja. (a) Slika snimljena kamerom u boji, (b) Slika snimljena infracrvenom
kamerom (izvor: http://www.chrisupdegrave.com/infrared/).
slike polja snimljene infracrvenom kamerom.
Prilikom automatizacije procesa poljoprivredne proizvodnje potrebno je odabrati naj-
pogodniji nacˇin snimanja slike polja. U sklopu ovog istrazˇivanja koriˇstena je kamera u
boji, a u nekom od buduc´ih istrazˇivanja potrebno je istrazˇiti moguc´nost primjene metoda
i algoritama predlozˇenih u ovoj disertaciji na slikama snimljenim na druge nacˇine.
2.2 Filtriranje i segmentacija slike
Nakon snimanja slike polja, sljedec´i korak u postupku automatizacije kretanja poljopri-
vrednog stroja (slika 2.1) je filtriranje i segmentacija slike.
Cilj ovog koraka je primjenom raznih filtara te metoda segmentacije kreirati binarnu
sliku na kojoj su usjevi/plodovi prikazani bijelom bojom, a ostalo (korov, zemlja, kamenje
i sl.) crnom. Ovaj korak zapravo predstavlja korak prepoznavanja vegetacije na ulaznoj
slici polja. Jedna od najcˇesˇc´e koriˇstenih metoda segmentacije u podrucˇju automatizacije
procesa poljoprivredne proizvodnje je Otsu metoda (Otsu, 1979). Viˇse o Otsu metodi i
ostalim cˇesto koriˇstenim metodama segmentacije mozˇe se vidjeti u poglavlju 3.1.
Na slici 2.3b prikazan je primjer segmentirane slike dobivene primjenom Otsu metode
na ulaznoj slici prikazanoj na slici 2.3a. Prag binarizacije za prikazani primjer iznosi
125. Buduc´i da se Otsu metoda primjenjuje na slici sivih tonova, ulazna slika u boji je
transformirana u sliku sivih tonova (poglavlje 3.1) i na tako dobivenoj slici je primijenjena
Otsu metoda. Iz prikazanog primjera mozˇe se uocˇiti da na segmentiranoj slici postoji puno
sˇuma, odnosno neki dijelovi ulazne slike, koji ne pripadaju usjevima, su na segmentiranoj
slici oznacˇeni bijelom bojom. Zbog toga je u vec´ini slucˇajeva ulaznu sliku potrebno
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filtrirati prije primjene metoda segmentacije. Osim standardnih postupaka filtriranja
slike (filtar usrednjavanja, median filtar, Gaussov filtar i sl.), u podrucˇju automatizacije
poljoprivredne proizvodnje cˇesto se koriste indeksi boje vegetacije. Indeksi boje vegetacije
sluzˇe kako bi se naglasila boja usjeva/plodova (obicˇno zelena) u odnosu na boje ostalih
elemenata na slici (zemlja, kamenje, slama i sl.). Primjer slike dobivene racˇunanjem
Excess green (ExG) indeksa (Woebbecke et al., 1995) boje vegetacije za ulaznu sliku 2.3a
prikazan je na slici 2.3c. Na slici 2.3c je vidljivo da vec´u vrijednost intenziteta imaju
oni dijelovi slike koji pripadaju usjevima na slici 2.3a. Primjenom Otsu metode na slici
2.3c dobiva se segmentirana slika 2.3d. Na prikazanoj segmentiranoj slici je vidljivo da je
uklonjena vec´ina sˇuma koji je postojao na slici 2.3b. U ovom primjeru prag binarizacije
odreden Otsu metodom iznosi 37. Detaljniji opis ExG indeksa boje vegetacije te pregled
ostalih cˇesto koriˇstenih indeksa boje vegetacije u literaturi napravljen je u poglavlju 3.1.
Filtriranje slike, s ciljem boljeg prepoznavanja vegetacije, se, osim primjene prije seg-
mentacije slike, mozˇe napraviti i nakon nje. Na segmentiranoj slici se, uz standardne pos-
(a) (b)
(c) (d)
Slika 2.3: Primjer segmentacije slike polja. (a) Originalna slika, (b) Segmentirana slika dobivena primje-
nom Otsu metode, (c) Slika dobivena racˇunanjem ExG indeksa boje vegetacije, (d) Segmentirana slika
dobivena primjenom Otsu metode na slici c).
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tupke filtriranja slike, cˇesto koriste i morfolosˇke operacije primjenom kojih se poboljˇsava
rezultat prepoznavanja vegetacije dobiven segmentacijom. U poglavlju 3.1 je napravljen
pregled cˇesto koriˇstenih morfolosˇkih operacija u podrucˇju primjene racˇunalnog vida za
automatizaciju procesa poljoprivredne proizvodnje.
2.3 Prepoznavanje redova usjeva
Prepoznavanje redova usjeva je korak u postupku automatizacije kretanja poljoprivrednog
stroja koji slijedi nakon prepoznavanja vegetacije, odnosno nakon koraka filtriranja i seg-
mentacije slike. Ovaj korak je vazˇan jer se na temelju precizno prepoznatih redova usjeva
mozˇe upravljati kretanjem poljoprivrednog stroja bez osˇtec´ivanja usjeva. Prepoznava-
nje redova usjeva predstavlja temelj za sljedec´e korake koji rezultiraju automatizacijom
odredenog procesa poljoprivredne proizvodnje. Znanstvenici su za rjesˇavanje problema
prepoznavanja redova usjeva iskoristili razne pristupe, a pregled najznacˇajnijih metoda iz
ovog podrucˇja napravljen je u poglavlju 3.2.
Rezultat postupka prepoznavanja redova usjeva je matematicˇki model kojim se opi-
suju redovi usjeva prikazani na ulaznoj slici polja. Kao sˇto se mozˇe vidjeti iz pregleda
postojec´ih metoda za prepoznavanje redova usjeva na slikama (poglavlje 3.2), predlozˇene
metode imaju moguc´nost detekcije samo ravnih redova usjeva koji se obicˇno opisuju prav-
cima. Medutim, kao sˇto je ranije recˇeno, u istrazˇivanju u sklopu ove doktorske disertacije
razvijena je metoda koja ima moguc´nost prepoznavanja zakrivljenih redova usjeva. Prema
tome potrebno je, osim modela za opisivanje ravnih redova usjeva, definirati novi mate-
maticˇki model kojim se mogu opisati zakrivljeni redovi usjeva na slici polja.
U nastavku ovog poglavlja navedeni su uvijeti koji moraju biti zadovoljeni kako bi se
paralelni jednako razmaknuti redovi usjeva projicirali na sliku kao jednako razmaknute
tocˇke te su definirana dva matematicˇka modela: i) model ravnih redova usjeva i ii) model
zakrivljenih redova usjeva.
2.3.1 Projekcija redova usjeva na sliku
Problem prepoznavanja redova usjeva se u ovom radu razmatra za one redove usjeva koji su
posadeni/posijani paralelno i na konstantnom razmaku izmedu dva susjedna reda usjeva.
Na ovaj nacˇin se sadi/sije vec´ina poljoprivrednih kultura zbog toga sˇto su alati za obavlja-
nje poljoprivrednih radnji (pravljenje redova, sijanje, sadnja) napravljeni da istovremeno
obrade viˇse redova i pri tome je razmak izmedu dijelova alata konstantan. Koriˇstenjem
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takvog alata se u jednom prolasku poljem zasadi/posije 10-ak redova usjeva koji su para-
lelni i imaju konstantan razmak izmedu dva susjedna reda. U svakom sljedec´em prolasku
cˇovjek koji upravlja traktorom prati redove usjeva iz prethodnog prolaska i na taj nacˇin
su novi redovi usjeva zasadeni priblizˇno paralelno s redovima iz prethodnog prolaska.
Radi jednostavnosti, redovi usjeva se u ovom poglavlju promatraju kao krivulje koje
lezˇe na povrsˇini koja predstavlja polje. Vec´ina metoda za prepoznavanje redova usjeva
predlozˇenih u literaturi koristi pretpostavku da su redovi usjeva paralelne ravne linije koje
lezˇe na ravnoj povrsˇini (slika 2.4a). Projekcija takvih paralelnih ravnih linija na sliku je
niz pravaca koji imaju zajednicˇko sjeciˇste (slika 2.5).
Kako bi se potvrdila prethodna tvrdnja o projekciji paralelnih redova usjeva na sliku
potrebno je definirati referentni koordinatni sustav kamere postavljene iznad polja. Neka
je ishodiˇste tog referentnog koordinatnog sustava postavljeno u opticˇkom centru kamere,
z os neka je paralelna s opticˇkom osi kamere, a x i y osi neka su paralelne s horizontalnim i
vertikalnim rubovima matricˇnog osjetnika kamere. Ovako definirani referentni koordinatni
sustav i pripadajuc´a projekcijska ravnina prikazani su na slici 2.4a.
Uz pretpostavku da je projekcija tocˇaka na sliku definirana tzv. pinhole modelom
(Wo¨hler, 2009), tocˇka s koordinatama (x, y, z) u referentnom koordinatnom sustavu ka-
mere se pojicira u tocˇku (u, v) na slici. Pri tome su koordinate tocˇke (u, v) definirane
izrazom
u = fx
x
z
+ uc, (2.1)
v = fy
y
z
+ vc, (2.2)
gdje su fx, fy, uc i vc intrinsicˇni parametri kamere (Wo¨hler, 2009). U nastavku se pro-
matra niz jednako razmaknutih tocˇaka koje lezˇe na pravcu paralelnom s x osi referentnog
Lv Pv
X
Y
Z
redovi usjeva
v-ti
redak
slike
opticˇki
centar
kamere
ravnina
slike
(a)
Lv Pv
X
Y
Z
(b)
Slika 2.4: Model polja. (a) Ravno polje, (b) Zakrivljeno polje.
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koordinatnog sustava kamere. Prema slici 2.4a, sve tocˇke na spomenutom pravcu imaju
jednaku y i jednaku z koordinatu te se prema (2.2) projiciraju na isti redak slike. Nada-
lje, buduc´i da su tocˇke na pravcu jednako razmaknute i da imaju jednaku z koordinatu,
njihove projekcije na sliku c´e prema (2.1) biti takoder jednako razmaknute. Iz navedenog
primjera mozˇe se zakljucˇiti da c´e se tocˇke koje predstavljaju redove usjeva projicirati na
sliku kao jednako razmaknute tocˇke u v-tom retku slike, ukoliko je presjek ravnine Pv i
redova usjeva niz jednako razmaknutih tocˇaka koje lezˇe na pravcu Lv paralelnom s x osi
referentnog koordinatnog sustava kamere. Pri tome ravnina Pv predstavlja ravninu koja
prolazi opticˇkim centrom kamere i v-tim retkom slike. Stoga, ako je kamera pozicionirana
tako da je x os referentnog koordinatnog sustava kamere paralelna s poljem, jednako raz-
maknuti redovi usjeva projiciraju se u jednako razmaknute tocˇke na slici (slika 2.5). Vazˇno
je uocˇiti da se objasˇnjeni uvjet projekcije jednako razmaknutih redova usjeva u jednako
razmaknute tocˇke na slici mozˇe primijeniti i na zakrivljeno polje prikazano na slici 2.4b.
Pri tome moraju biti zadovoljeni sljedec´i uvjeti: i) redovi usjeva su predstavljeni paralel-
nim jednako razmaknutim krivuljama, i ii) presjek ravnine Pv i polja (za odredeni interval
radova slike) predstavlja linije paralelne s x osi referentnog koordinatnog sustava kamere
(slika 2.4b). Cˇak i ako ovi uvjeti nisu idealno zadovoljeni, paralelni jednako razmaknuti
redovi usjeva projicirat c´e se u priblizˇno jednako razmaknute tocˇke na slici, pogodne za
prepoznavanje redova usjeva, sˇto je i pokazano u poglavlju 7.
2.3.2 Model ravnih redova usjeva
Prema spoznajama stecˇenim kroz proucˇavanje literature iz podrucˇja prepoznavanja redova
usjeva, dostupne metode imaju moguc´nost prepoznavanja samo ravnih redova usjeva. Za
opisivanje prepoznatih ravnih redova usjeva znanstvenici obicˇno koriste pravce. Ravni red
usjeva mozˇe se matematicˇki opisati jednadzˇbom pravca
Ax+By − C = 0, A2 +B2 = 1, C ≥ 0, (2.3)
koji predstavlja centralnu liniju odgovarajuc´eg reda usjeva. Prema tome, model ravnih
redova usjeva predstavlja skup k jednadzˇbi pravaca opisanih izrazom (2.3), pri cˇemu k
predstavlja broj redova usjeva koje je potrebno prepoznati na slici polja.
Primjer ravnih redova usjeva koje je potrebno prepoznati i modela kojim se mogu
opisati ovakvi redovi usjeva prikazani su na slici 2.5. Redovi usjeva su na slici 2.5 prikazani
zelenom bojom, a pravci modela ravnih redova usjeva koji predstavljaju centralne linije
svakog reda usjeva prikazani su sivom bojom i oznacˇeni s p1 . . . p6. Iz slike 2.5 se mozˇe
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d d d
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slike
S
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Slika 2.5: Model ravnih redova usjeva.
vidjeti da je udaljenost dvaju susjednih redova usjeva/pravaca konstantna za odredeni
redak slike. Takoder, vidljivo je da pravci p1 . . . p6 imaju zajednicˇko sjeciˇste, oznacˇeno sa
S. Ovakav model redova usjeva se u nastavku naziva SCR model sˇto je skrac´enica od
engleskog izraza Straight Crop Rows.
2.3.3 Model zakrivljenih redova usjeva
Buduc´i da je jedan od temeljnih ciljeva istrazˇivanja provedenog u sklopu izrade ove dok-
torske disertacije razviti metodu koja ima moguc´nost prepoznavanja zakrivljenih redova
usjeva, potrebno je definirati matematicˇki model za opisivanje zakrivljenih redova usjeva.
Analogno SCR modelu, predlozˇenom u prethodnom poglavlju, zakrivljeni red usjeva
se mozˇe matematicˇki opisati jednadzˇbom polinoma n-tog stupnja. Pri tome minimalni
stupanj polinoma nije jednostavno unaprijed odrediti jer ovisi o nacˇinu zakrivljenosti reda
usjeva. Zbog toga se u ovom radu predlazˇe novi model za opisivanje zakrivljenih redova
usjeva zasnovan na opisivanju svakog retka slike polja jednim parom parametara c i d.
Parametar c u predlozˇenom modelu oznacˇava udaljenost najblizˇeg reda usjeva do centra
slike, a parametar d oznacˇava medusobnu udaljenost dva susjedna reda usjeva. Stoga se
13
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Slika 2.6: Model zakrivljenih redova usjeva.
matematicˇki model zakrivljenih redova mozˇe opisati izrazom
CCR = {xv = (cv, dv), v = 1, . . . , h}, (2.4)
gdje je h visina ulazne slike polja, a xv oznacˇava par parametara c i d za v-ti redak slike.
Iz izraza (2.4) mozˇe se zakljucˇiti da predlozˇeni model predstavlja niz parova parametara c
i d za svaki redak ulazne slike polja. Ovako definirani model zakrivljenih redova usjeva se
u nastavku naziva CCR model, sˇto je skrac´enica od engleskog izraza Curved Crop Rows.
Vazˇno je naglasiti da je predlozˇeni CCR model redova usjeva primjenjiv i za opisivanje
ravnih redova usjeva, sˇto je objasˇnjeno u poglavlju 5 te pokazano u eksperimentalnoj
analizi provedenoj u poglavlju 7.3.
Na slici 2.6 prikazan je primjer zakrivljenih redova usjeva te parametri cv i dv v-tog
retka slike u predlozˇenom CCR modelu. Redovi usjeva su na slici 2.6 prikazani zelenom
bojom, a sivom bojom je prikazana projekcija nastavka redova usjeva te je pri tome
vidljivo da svi redovi imaju zajednicˇko sjeciˇste oznacˇeno sa S.
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Dosadasˇnje spoznaje o problemu
prepoznavanja redova usjeva
Problem prepoznavanja redova usjeva predstavlja temu brojnih znanstvenih radova u po-
sljednjih 30-ak godina. Vazˇnost ovog koraka, u procesu automatizacije kretanja poljopri-
vrednog stroja, naglasˇena je u prethodnim poglavljima, a u ovom poglavlju je napravljen
pregled postojec´ih metoda za prepoznavanje redova usjeva.
Na slici 2.1 je vidljivo da se proces automatizacije kretanja poljoprivrednog stroja,
u procesu automatizacije procesa poljoprivredne proizvodnje, sastoji od sˇest koraka koji
se izvode ciklicˇki. Prepoznavanje redova usjeva je, u spomenutom ciklicˇkom procesu,
trec´i korak, a prije njega se obavljaju korak snimanja slike polja te korak filtriranja i
segmentacije slike.
Najcˇesˇc´i nacˇini snimanja slike polja, za primjenu u automatizaciji procesa poljopri-
vredne proizvodnje, navedeni su u poglavlju 2.1. U ovom poglavlju nije napravljen pose-
ban pregled radova prema nacˇinu snimanja slike polja, nego je prilikom pregleda metoda
iz podrucˇja prepoznavanja redova usjeva navedeno koji nacˇin snimanja slike je koriˇsten.
Nakon snimanja slike polja, prema slici 2.1, slijedi korak filtriranja i segmentacije slike.
Svrha ovog koraka je, kao sˇto je navedeno u poglavlju 2.2, prepoznavanje vegetacije na slici
redova usjeva. U sklopu ovog poglavlja napravljen je pregled najcˇesˇc´e koriˇstenih pristupa
u postupku prepoznavanja vegetacije.
Osim pregleda najcˇesˇc´e koriˇstenih pristupa rjesˇavanju problema prepoznavanja vege-
tacije, u ovom poglavlju je napravljen i pregled najznacˇajnijih metoda za prepoznavanje
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redova usjeva. Prema dosadasˇnjim spoznajama, vec´ina metoda predlozˇenih u literaturi,
ima moguc´nost prepoznavanja samo ravnih redova usjeva. Zbog toga je pregled postojec´ih
metoda napravljen samo za metode prepoznavanja ravnih redova usjeva. Pregled je po-
dijeljen prema nacˇinu na koji su autori rijesˇili problem prepoznavanja redova usjeva, a
nacˇin podjele je naveden u nastavku poglavlja.
3.1 Prepoznavanje vegetacije
Prepoznavanje vegetacije na slikama redova usjeva jedan je od koraka u procesu auto-
matizacije procesa poljoprivredne proizvodnje. Ovaj korak slijedi nakon snimanja slike
redova usjeva i predstavlja korak predobrade snimljene slike prije primjene metoda za
prepoznavanje redova usjeva.
Cilj ovog koraka je naglasiti usjeve na slici redova usjeva. Kao rezultat ovog koraka,
obicˇno se dobiva binarna slika na kojoj su usjevi oznacˇeni bijelom, a sve ostalo (korov,
zemlja i sl.) crnom bojom. Za dobivanje binarne slike koriste se metode segmentacije koje
racˇunaju prag binarizacije (engl. threshold), na temelju kojeg se odreduje koji pikseli na
slici pripadaju usjevima, a koji ne. Primjeri segmentirane binarne slike prikazani su na
slici 2.3b i 2.3d.
Pri rjesˇavanju problema prepoznavanja vegetacije, metode segmentacije se obicˇno pri-
mjenjuju na slici sivih tonova (engl. grayscale image), koja se dobiva postupkom usred-
njavanja vrijednosti intenziteta pojedine komponente boje piksela na RGB slici. Osim
usrednjavanja, slika sivih tonova mozˇe se dobiti i primjenom drugacˇijih filtara na ulaznoj
slici u boji. U podrucˇju automatizacije procesa poljoprivredne proizvodnje, primjenom
racˇunalnog vida, cˇesto se, za dobivanje slike sivih tonova, koriste indeksi boje vegeta-
cije. Koriˇstenjem indeksa boje vegetacije na slici sivih tonova se naglasˇava odredena boja
piksela na ulaznoj slici u boji. Boja koja se naglasˇava je, u pravilu, boja usjeva koji se
ocˇekuju na slici. Primjeri slika vegetacije prikazani su na slici 2.3c u poglavlju 2.2 te na
slikama 5.2a i 5.2b u poglavlju 5.1.
S ciljem poboljˇsavanja rezultata prepoznavanja vegetacije na slikama cˇesto se, osim
indeksa boje vegetacije, primjenjuju i razni filtri kao sˇto su filtar usrednjavanja, medijan
filtar ili Gaussov filtar. Slika se mozˇe filtrirati prije primjene metoda segmentacije ili nakon
nje. Nakon primjene metoda segmentacije, na dobivenoj binarnoj slici se, osim standard-
nih postupaka filtriranja, cˇesto koriste morfolosˇke operacije. Primjenom morfolosˇkih ope-
racija, u odredenim slucˇajevima se poboljˇsava rezultat prepoznavanja vegetacije dobiven
16
Poglavlje 3 Dosadasˇnje spoznaje o problemu prepoznavanja redova usjeva
primjenom metoda segmentacije.
U ovom radu je za prepoznavanje vegetacije koriˇsten samo ExG indeks boje vegeta-
cije. Metoda predlozˇena u poglavlju 5 se mozˇe primijeniti na slici sivih tonova pa je zbog
toga, u postupku predobrade slike, dovoljno samo primijeniti ExG indeks boje vegetacije.
Ovime je slozˇenost predobrade znacˇajno manja od slozˇenosti predobrade za metode koje
zahtijevaju binarnu sliku, sˇto za sobom povlacˇi primjenu odredene metode za segmen-
taciju slike. Metoda predlozˇena u poglavlju 4 zahtjeva binarnu sliku, ali je ispitana na
umjetno generiranim skupovima podataka, pa stoga u ovom radu za njeno ispitivanje nije
bilo potrebno primjenjivati metode za segmentaciju slike. Primjena navedene metode na
stvarnim slikama izlazi iz okvira ove disertacije te predstavlja temu za buduc´e istrazˇivanje.
U nastavku poglavlja napravljen je pregled najcˇesˇc´e koriˇstenih indeksa boje vegetacije
za kreiranje sive slike na kojoj je naglasˇena boja usjeva. Nakon spomenutog pregleda
prikazane su cˇesto koriˇstene metode za binarizaciju slike sivih tonova, te su objasˇnjene
osnovne morfolosˇke operacije.
3.1.1 Indeksi boje vegetacije
Indeksi boje vegetacije (Woebbecke et al., 1995; Ribeiro et al., 2005; Meyer i Neto, 2008;
Guijarro et al., 2011; Xiang i Tian, 2011) se koriste u podrucˇju automatizacije procesa
poljoprivredne proizvodnje za transformaciju ulazne slike u boji u sliku sivih tonova. Na
tako kreiranoj slici sivih tonova naglasˇeni su usjevi u odnosu na ostale elemente prikazane
na slici, kao sˇto su korov, zemlja ili kamenje. Indeksi boje vegetacije zapravo naglasˇavaju
odredenu boju na ulaznoj slici, a buduc´i da se za odredenu primjenu odabire indeks boje
vegetacije koji naglasˇava boju ocˇekivanih usjeva, ovim postupkom se postizˇe zˇeljeni efekt
naglasˇavanja usjeva na slici.
Indeksi boje vegetacije se racˇunaju koriˇstenjem normiranih vrijednosti Rs, Gs i Bs
kanala RGB slike. Oznake Rs, Gs i Bs oznacˇavaju crveni (engl. red), zeleni (engl. green)
i plavi (engl. blue) kanal slike u boji. Normirane vrijednosti piksela (rˆ, gˆ, bˆ) se prema
(Meyer i Neto, 2008; Ge´e et al., 2008) racˇunaju na sljedec´i nacˇin
rˆ(u, v) =
Rˆ(u, v)
Rˆ(u, v) + Gˆ(u, v) + Bˆ(u, v)
,
gˆ(u, v) =
Gˆ(u, v)
Rˆ(u, v) + Gˆ(u, v) + Bˆ(u, v)
,
bˆ(u, v) =
Bˆ(u, v)
Rˆ(u, v) + Gˆ(u, v) + Bˆ(u, v)
.
(3.1)
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U izrazu (3.1) Rˆ(u, v), Gˆ(u, v) i Bˆ(u, v) predstavljaju normirane vrijednosti piksela (u, v)
za pojedini kanal RGB slike, a odreduju se prema
Rˆ(u, v) =
Rs(u, v)
Rm
,
Gˆ(u, v) =
Gs(u, v)
Gm
,
Bˆ(u, v) =
Bs(u, v)
Bm
,
(3.2)
pri cˇemu je Rm = Gm = Bm = 255 za 24-bitnu RGB sliku.
U svrhu prepoznavanja redova usjeva primjenom racˇunalnog vida, u literaturi se
najcˇesˇc´e koriste sljedec´i indeksi boje vegetacije:
• Excess Green (Woebbecke et al., 1995)
ExG = 2gˆ − rˆ − bˆ, (3.3)
• Excess Red (Meyer i Neto, 2008)
ExR = 1.4rˆ − gˆ, (3.4)
• Excess Blue (Guijarro et al., 2011)
ExR = 1.4bˆ− gˆ, (3.5)
• Excess Green minus Excess Red (Neto, 2004)
ExGR = ExG− ExR, (3.6)
• Vegetative (Hague et al., 2006)
VEG =
gˆ
rˆav bˆ1−av
, (3.7)
gdje je av = 0.667,
• Color Index of Vegetation Extraction (Kataoka et al., 2003)
CIVE = 0.441rˆ − 0.811gˆ + 0.385bˆ+ 18.78745, (3.8)
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• Combined index (Guijarro et al., 2011)
COM = wExGExG + wExGRExGR + wCIV ECIVE + wV EGVEG, (3.9)
gdje je wExG = 0.25, wExGR = 0.30, wCIV E = 0.33 i wV EG = 0.12.
• Normalized Difference Index (Pe´rez et al., 2000)
NDI =
gˆ − rˆ
gˆ + rˆ
. (3.10)
Kao sˇto je recˇeno ranije, indeksi boje vegetacije sluzˇe kako bi se dobila slika sivih
tonova na kojoj su naglasˇeni usjevi u odnosu na ostale elemente prikazane na slici. Stoga,
indeksi boje vegetacije obicˇno naglasˇavaju ocˇekivanu boju usjeva. Medutim, na popisu
cˇesto koriˇstenih indeksa boje vegetacije nalaze se ExR i ExB indeksi koji rade suprotno
od navedenog. Koriˇstenjem ova dva indeksa boje vegetacije naglasˇava se crvena, odnosno
plava boja na slici. Buduc´i da su za zemlju i nebo dominantne komponente boje upravo
crvena i plava, koriˇstenjem navedena dva indeksa boje vegetacije mogu se sa slike ukloniti
dijelovi koji pripadaju zemlji ili nebu, cˇime se postizˇe zˇeljeni efekt naglasˇavanja usjeva.
3.1.2 Metode segmentacije slike
Metode segmentacije se cˇesto koriste za rjesˇavanje problema prepoznavanja vegetacije u
podrucˇju prepoznavanja redova usjeva na slici u svrhu automatizacije procesa poljopri-
vredne proizvodnje. Rezultat primjene metoda segmentacije je binarna slika na kojoj su
usjevi prikazani bijelom, a korov, zemlja, nebo, kamenje i ostali elementi na slici, crnom
bojom. Primjeri binarne slike prikazani su na slici 2.3b i 2.3d.
Metode segmentacije obicˇno se primjenjuju na slici sivih tonova koja se najcˇesˇc´e dobiva
usrednjavanjem vrijednosti intenziteta piksela za pojedinu komponentu boje. Kreiranje
slike sivih tonova, na ovaj nacˇin, definirano je izrazom
Is(u, v) =
Rs(u, v) +Gs(u, v) +Bs(u, v)
3
, (3.11)
gdje u i v oznacˇavaju koordinate stupca, odnosno retka slike.
Najcˇesˇc´e koriˇstena metoda segmentacije u podrucˇju prepoznavanja redova usjeva na
slici je Otsu metoda (Otsu, 1979) koja se primjenjuje na histogramu intenziteta sive slike.
Metoda daje zadovoljavajuc´e rezultate segmentacije za slike s bimodalnim histogramom
pri cˇemu omjer broja piksela objekta od interesa i broja piksela koji pripadaju ostatku
slike ne prelazi omjer 1:100 (Kittler i Illingworth, 1986). Otsu metoda je neparametarska
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metoda za globalnu binarizaciju koja odreduje prag binarizacije na temelju maksimizacije
meduklasne varijance ili minimizacije unutarklasne varijance. Meduklasna varijanca se
definira funkcijom cilja
Jo(Tb) = ω0(Tb) · ω1(Tb) ·
[
µ1(Tb)− µ0(Tb)
]2
, (3.12)
gdje su ω0(Tb) i ω1(Tb) vjerojatnosti pojavljivanja dviju klasa (objekata), a µ0(Tb) i µ1(Tb)
srednje vrijednosti pojedine klase. Primjer binarne slike dobivene primjenom Otsu metode
na slici sivih tonova, dobivenoj primjenom postupka usrednjavanja, prikazan je na slici
2.3b, dok slika 2.3d predstavlja primjer binarne slike dobivene primjenom Otsu metode
na slici sivih tonova dobivenoj primjenom ExG indeksa boje vegetacije.
Druga metoda segmentacije, opisana u sklopu ovog poglavlja, je Minimum Error Thre-
sholding (MET) metoda predlozˇena u (Kittler i Illingworth, 1986). MET metoda se, kao i
Otsu metoda, primjenjuje na histogramu intenziteta sive slike. Pretpostavka, primijenjena
u MET metodi, je da histogram predstavlja kombinaciju dviju normalnih razdioba, pri
cˇemu jedna normalna razdioba predstavlja piksele objekta, a druga piksele pozadine. Prag
binarizacije se odreduje na temelju minimizacije preklapanja Gaussovih funkcija kojima
se opisuju dvije ranije spomenute normalne distribucije intenziteta piksela. Odgovarajuc´a
vrijednost praga binarizacije odreduje se minimizacijom funkcije cilja
JMET = 1 + 2
[
ω0(Tb) · log σ0(Tb) + ω1(Tb) · log σ1(Tb)
]−
−2[ω0(Tb) · logω0(Tb) + ω1(Tb) · logω1(Tb)], (3.13)
gdje su ω0(Tb) i ω1(Tb) vjerojatnosti pojavljivanja dviju klasa, a σ0(Tb) i σ1(Tb) standardne
devijacije pojedine klase.
Minimum Cross-Entropy Threshold (MCET) metoda je josˇ jedna metoda koja odreduje
prag binarizacije na temelju histograma intenziteta sive slike. Metoda se zasniva na
racˇunanju entropije (engl. cross-entropy) izmedu originalne sive slike i sive slike binarizi-
rane na dvije razine sive boje. Siva slika binarizirana na dvije razine sive boje sastoji se od
dviju razina sive boje koje su odredene racˇunanjem srednje vrijednosti intenziteta piksela
iznad i ispod praga binarizacije. Vrijednost praga binarizacije odreduje se minimizacijom
funkcije entropije definirane izrazom
JMCET =
Tb∑
i=0
h(i) · µ0(Tb) · log µ0(Tb)
i
+
+
255∑
i=Tb+1
h(i) · µ1(Tb) · log µ1(Tb)
i
,
(3.14)
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gdje h(i) oznacˇava vrijednost histograma i-tog intenziteta, a µ0(Tb) i µ1(Tb) srednju vri-
jednost piksela prvog i drugog objekta.
U sklopu ovog istrazˇivanja napravljena je usporedba navedenih metoda segmentacije, a
rezultati usporedbe su pokazali da se najbolji rezultati prepoznavanja vegetacije dobivaju
primjenom Otsu metode. Rezultati usporedbe su objavljeni u radu (Vidovic´ et al., 2014),
a uz navedene tri metode segmentacije testirana je i dvostruka Otsu metoda segmentacije
objasˇnjena u poglavlju 7.1.2.
Osim navedenih pristupa rjesˇavanju problema segmentacije slike, postoje i brojni drugi
jednostavniji i slozˇeniji pristupi. Od slozˇenijih pristupa koriˇstene su metode cˇvrstog grupi-
ranja podataka (Bossu et al., 2009), neizrazitog grupiranja podataka (Romeo et al., 2012)
te umjetne neuronske mrezˇe (Leemans i Destain, 2006).
3.1.3 Morfolosˇke operacije
Pojam morfologija, u podrucˇju obrade slike, koristi se u kontekstu pojma matematicˇke
morfologije (engl. mathematical morphology) koja predstavlja alat za pronalazˇenje dije-
lova slike koji su korisni za opisivanje oblika na slici kao sˇto su granice (engl. boundaries),
kosturi (engl. skeletons) ili konveksne ljuske (engl. convex hull) (Gonzalez i Woods,
2006). Nadalje, morfolosˇke operacije predstavljaju primjenu morfologije za predobradu ili
postobradu slike s ciljem filtriranja, stanjivanja (engl. thinning) ili procˇiˇsc´avanja (engl.
pruning). U podrucˇju obrade slike s ciljem prepoznavanja redova usjeva, morfolosˇke ope-
racije se koriste u predobradi i postobradi slike za uklanjanje dijelova binarne slike koji
ne pripadaju usjevima.
Morfolosˇke operacije definiraju se koriˇstenjem teorije skupova pri cˇemu skup oznacˇava
niz koordinata (u, v) svih bijelih piksela na binarnoj slici. Za definiranje morfolosˇkih ope-
racija vazˇno je razumijevanje osnovnih operacija refleksije (engl. reflection) i translacije
(engl. translation) koje su opisane u nastavku.
Refleksija skupa K definirana je izrazom
Kˆ = {(−u,−v), za sve (u, v) ∈ K}. (3.15)
Iz izraza (3.15) se mozˇe zakljucˇiti da operacija refleksije jedan piksel iz skupa K na lokaciji
(u, v) reflektira u skup Kˆ kao piksel s lokacijom (−u,−v). Refleksija cijelog skupa K se
radi tako da se napravi refleksija svih elemenata skupa. Primjer refleksije skupa K u skup
Kˆ prikazan je na slici 3.1a.
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Slika 3.1: (a) Primjer refleksije piksela skupa K u skup Kˆ, (b) Primjer translacije skupa K u skup (K)z.
Translacija skupa K za vrijednost z = (uz, vz) definirana je izrazom
(K)z = {(u+ uz, v + vz), za sve (u, v) ∈ K} (3.16)
Iz izraza (3.16) je vidljivo da translacija jedan piksel skupa K na lokaciji (u, v) translatira
u piksel na lokaciji (u+ uz, v+ vz). Cijeli skup K se translatira za vrijednost z = (uz, vz)
tako da se translatiraju svi elementi skupa. Primjer translacije skupa K u skup (K)z
prikazan je na slici 3.1b.
Koriˇstenjem strukturnog elementa (engl. structuring element) i operacija refleksije i
translacije definiraju se morfolosˇke operacije. Strukturni element je mali set ili dio slike
koji se koristi za obavljanje morfolosˇke operacije na slici od interesa. Primjeri strukturnih
elementa prikazani su na slici 3.2, gdje crna tocˇka oznacˇava ishodiˇste za primjenu ope-
racija refleksije i translacije. Ishodiˇste kod simetricˇnih strukturnih elemenata je obicˇno
postavljeno u centar simetrije. Najcˇesˇc´e koriˇstene morfolosˇke operacije su erozija (engl.
erosion), dilatacija (engl. dilation), otvaranje (engl. opening) i zatvaranje (engl. closing)
i svaka od njih je ukratko opisana u nastavku.
Erozija skupa K strukturnim elementom Kse oznacˇava se K 	 Kse, a definirana je
izrazom
K 	Kse = {z|(Kse)z ⊂ K}. (3.17)
Iz izraza (3.17) je vidljivo da erozija skupa K strukturnim elementom Kse predstavlja
Slika 3.2: Primjeri strukturnih elemenata za morfolosˇke operacije.
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skup piksela z takvih da strukturni element Kse, translatiran za z, predstavlja podskup
skupa K. Prema tome, mozˇe se zakljucˇiti da se primjenom erozije na slici filtriraju oni
dijelovi koji su manji od strukturnog elementa.
Dilatacija skupa K strukturnim elementom Kse oznacˇava se K ⊕Kse, a definirana je
izrazom
K ⊕Kse = {z|(Kˆse)z ∩K 6= ∅}. (3.18)
Iz izraza (3.18) se mozˇe zakljucˇiti da dilatacija skupa K strukturnim elementom Kse
predstavlja skup piksela z takvih da strukturni element Kse, translatiran za z i reflektiran
oko ishodiˇsta, ima barem jedan zajednicˇki piksel sa skupom K. Prema tome, jedna od
primjena dilatacije je popunjavanje praznina unutar odredenog objekta.
Morfolosˇke operacije erozije i dilatacije su dualne te vrijede izrazi
(K 	Kse)c = Kc ⊕ Kˆse, (3.19)
(K ⊕Kse)c = Kc 	 Kˆse. (3.20)
Primjeri primjene operacije erozije i dilatacije na slici 3.3a prikazani su na slikama 3.3c i
3.3d. U prikazanom primjeru koriˇsten je strukturni element sa slike 3.3b.
Operacija otvaranja primijenjena na skupu K sa strukturnim elementom Kse oznacˇava
se K ◦Kse, a definirana je izrazom
K ◦Kse = (K 	Kse)⊕Kse. (3.21)
Iz izraza (3.21) je vidljivo da operacija otvaranja predstavlja primjenu erozije sa struktur-
nim elementom Kse nakon cˇega se na dobivenom skupu primjenjuje dilatacija. Primjena
operacije otvaranja na slici rezultira prosˇirivanjem malih otvora i uklanjanjem slabo po-
vezanih piksela.
Operacija zatvaranja primijenjena na skupuK sa strukturnim elementomKse oznacˇava
(a) (b) (c) (d)
Slika 3.3: Primjer morfolosˇkih operacija erozije i dilatacije. (a) Ulazna slika, (b) Strukturni element, (c)
Rezultat primjene morfolosˇke operacije erozije, (d) Rezultat primjene morfolosˇke operacije dilatacije.
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(a) (b) (c) (d)
Slika 3.4: Primjer morfolosˇkih operacija otvaranja i zatvaranja. (a) Ulazna slika, (b) Strukturni ele-
ment, (c) Rezultat primjene morfolosˇke operacije otvaranja, (d) Rezultat primjene morfolosˇke operacije
zatvaranja.
se K •Kse, a definirana je izrazom
K •Kse = (K ⊕Kse)	Kse. (3.22)
Iz izraza (3.22) je vidljivo da je operacija zatvaranja slicˇna operaciji otvaranja, samo je
redoslijed primjene erozije i dilatacije obrnut. Operacija zatvaranja predstavlja primjenu
dilatacije sa strukturnim elementom Kse nakon cˇega se na dobivenom skupu primjenjuje
erozija. Primjenom operacije zatvaranja na slici popunjavanju se mali otvori i izolirani
pikseli pozadine.
Kao sˇto su erozija i dilatacija dualne operacije s obzirom na komplement i preslikavanje,
isto vrijedi i za operacije otvaranja i zatvaranja. Navedeno se mozˇe zapisati izrazima
(K •Kse)c = Kc ◦ Kˆse, (3.23)
(K ◦Kse)c = Kc • Kˆse. (3.24)
Primjeri djelovanja operacije otvaranja i zatvaranja na slici 3.4a sa strukturnim elementom
u obliku kruga prikazanog na slici 3.4b, prikazani su na slikama 3.4c i 3.4d.
3.2 Prepoznavanje redova usjeva
Tocˇno prepoznavanje redova usjeva na slici jedan je od glavnih preduvjeta za automatiza-
ciju bilo kojeg procesa poljoprivredne proizvodnje. U literaturi postoje brojni razlicˇiti pris-
tupi rjesˇavanju spomenutog problema, a u nastavku je napravljen pregled najznacˇajnijih
radova iz tog podrucˇja. Pregled radova je podijeljen u sljedec´ih sˇest grupa: metode zas-
novane na Houghovoj transformaciji, metode zasnovane na linearnoj regresiji, metode
zasnovane na akumulaciji zelenih piksela, metode zasnovane na filtriranju slike, metode
zasnovane na stereoviziji i ostale pristupe.
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3.2.1 Metode zasnovane na Houghovoj transformaciji
U (Marchant, 1996) predlozˇena je metoda za prepoznavanje redova usjeva temeljena na
Houghovoj transformaciji uz koriˇstenje informacije o broju redova i njihovoj strukturi.
Koriˇstenjem spomenutog predznanja postizˇe se robusnost s obzirom na prisutnost korova
i izostanak plodova u redovima usjeva. Glavna ideja metode je prac´enje maksimuma u
Houghovoj ravnini, umjesto trazˇenja istih. Navedeno se postizˇe koriˇstenjem aproksimacije
koja se dobiva estimacijom na temelju vrijednosti prikupljenih od razlicˇitih senzora po-
ljoprivrednog stroja. Predlozˇena metoda ispitana je na redovima cvjetacˇe, sˇec´erne repe i
sˇiroko razmaknutim dvostrukim redovima psˇenice. Usporedbom s cˇovjekovim prepoznava-
njem redova usjeva pokazano je da su pogresˇke metode oko 18 mm lateralnog odstupanja
i 1◦ kutnog odstupanja. Glavni nedostatak predlozˇene metode je potrebno poznava-
nje broja redova usjeva. Prepoznavanje redova zasijanja i redova cikorije koriˇstenjem
prilagodene Houghove transformacije opisano je u (Leemans i Destain, 2006). U koraku
predobrade slike, redovi zasijanja su prepoznati koriˇstenjem Gaussovog filtra i oduzima-
njem slike pozadine, dok se za prepoznavanje plodova cikorije koristi umjetna neuronska
mrezˇa. Nakon predobrade, prilagodena Houghova transformacija se koristi za prepozna-
vanje linija. Prilagodba se sastoji od toga da se ocˇekivana pozicija redova koristi kao
ishodiˇste Houghove ravnine. Ovime se postizˇe da sve linije na originalnoj slici glasaju
za gotovo istu tocˇku u Houghovoj ravnini te se na taj nacˇin olaksˇava problem pronala-
ska maksimuma u Houghovoj ravnini. Nedostatak predlozˇene metode je sˇto ocˇekivana
pozicija redova mora biti poznata unaprijed. U eksperimentalnoj analizi pokazano je da
odstupanje prepoznatih redova usjeva od ocˇekivanih iznosi nekoliko centimetara. Houg-
hova transformacija za prepoznavanje redova usjeva primijenjena je i u (Bakker et al.,
2008). Autori su u ovom radu testirali razlicˇite transformacije ulazne slike u sivu sliku na
kojoj je naglasˇeno zelenilo usjeva. Nakon transformacije ulazne slike i segmentacije, slika
je podijeljena na tri vertikalna segmenta na temelju poznavanja geometrije redova usjeva.
Ovaj korak predstavlja ogranicˇenje predlozˇene metode pri primjeni na drugim redovima
usjeva, osim onih koji su ispitani u radu. Vrijednosti piksela vertikalnih segmenata se
zbrajaju i na novo dobivenom segmentu primjenjuje se Houghova transformacija. Buduc´i
da sumirani segment slike sadrzˇi samo jedan red usjeva, u Houghovoj ravnini je potrebno
pronac´i samo jedan maksimum, a na temelju poznate geometrije redova usjeva moguc´e
je rekonstruirati sva tri reda. Metoda je ispitana na redovima sˇec´erne repe, a median
odstupanja prepoznatih redova usjeva od ocˇekivanih ima vrijednost izmedu 5 i 198 mm.
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Autori u radu navode da linearne strukture na povrsˇini zemlje mogu imati utjecaj na
tocˇnost prepoznavanja redova usjeva u stvarnoj primjeni. Nadalje, metoda mozˇe prepoz-
nati samo tri reda usjeva i kamera mora biti postavljena na nacˇin da snima samo tri reda
usjeva. U (Ji i Qi, 2011) predlozˇena je modifikacija Randomizirane Houghove transforma-
cije (Xu et al., 1990) za prepoznavanje centralne linije jednog reda usjeva. Ulazna slika
je segmentirana i na segmentiranoj slici su redovi oznacˇeni provjerom povezanosti piksela
sa susjednim pikselima. Filtriranjem su uklonjeni pogresˇno oznacˇeni redovi nakon cˇega
su izracˇunate centralne koordinate. Nakon toga, primijenjena je Randomizirana Hougova
transformacija, uz koriˇstenje informacije o gradijentu redova, cˇime je postignuto krac´e
vrijeme izvodenja i vec´a tocˇnost prepoznavanja u odnosu na Standardnu Houghovu tran-
sformaciju. Houghova transformacija ili njena prilagodba koriˇstene su za prepoznavanje
redova usjeva u brojnim drugim radovima (Marchant i Brivot, 1995; Rovira-Ma´s et al.,
2005; A˚strand i Baerveldt, 2005; Ericson i A˚strand, 2009).
3.2.2 Metode zasnovane na linearnoj regresiji
U (Montalvo et al., 2012) autori su predstavili metodu za automatsko prepoznavanje
redova usjeva u poljima kukuruza uz visoku prisutnost korova. Za segmentaciju slike
autori su koristili ExG indeks boje vegetacije, nakon cˇega je primijenjena dvostruka Otsu
metoda segmentacije (poglavlje 7.1.2) za razdvajanje usjeva od korova i zemlje. Nakon
segmentacije slike, redovi usjeva su prepoznati koriˇstenjem linearne regresije. Predlozˇena
metoda ima nekoliko ogranicˇenja za stvarnu primjenu. Pretpostavlja se da je broj re-
dova usjeva poznat, da je ocˇekivana pozicija redova usjeva poznata te da je podrucˇje na
slici koje treba pretrazˇiti poznato. U radu su definirani posebni predlosˇci (engl. templa-
tes) koji omoguc´avaju primjenu linearne regresije na ogranicˇenom skupu segmentiranih
tocˇaka. Usporedba sa Standardnom Houghovom transformacijom pokazuje bolje rezul-
tate za predlozˇenu metodu, a autori isticˇu da je glavni doprinos rada segmentacija slike
koriˇstenjem dvostruke Otsu metode segmentacije. Ova metoda koriˇstena je u eksperimen-
talnoj analizi provedenoj u poglavlju 7 pa je stoga detaljnije opisana u poglavlju 7.1.2.
Metoda predstavljena u (Guerrero et al., 2013) zasniva se na kombinaciji razlicˇitih in-
deksa boje vegetacije, Otsu metodi za binarizaciju i Theil-Sen estimatoru. Koriˇstenjem
kombinacije indeksa boje vegetacije, zelenilo usjeva i korova je naglasˇeno u odnosu na
zemlju, kamenje i ostale elemente na slici. Otsu metoda je primijenjena na transformi-
ranoj slici za dobivanje binarne slike. Koriˇstenjem znanja o rasporedu redova usjeva te
znanja o ekstrinsicˇnim i intrinsicˇnim parametrima kamere, dobiveni su ocˇekivani redovi
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usjeva. Ocˇekivani redovi usjeva su korigirani primjenom Theil-Sen estimatora na poda-
cima koji predstavljaju usjeve i korov u okolini svakog ocˇekivanog reda usjeva. Pearsonov
koeficijent momenta korelacije je takoder ispitan u ovom radu te je pokazano da Theil-
Sen estimator ima vec´u tocˇnost. Kao i metoda predstavljena u (Montalvo et al., 2012),
ova metoda takoder ima ogranicˇenu primjenu na prepoznavanje redova usjeva razlicˇitog
rasporeda. Vremena izvodenja metode s Theil-Sen estimatorom krec´u se izmedu 9.568
i 0.03 s, ovisno o postavkama metode. Autori tvrde da je vrijeme izvodenja metode od
9.568 s prihvatljivo za rad u stvarnom vremenu.
3.2.3 Metode zasnovane na akumulaciji zelenih piksela
Metoda zasnovana na infracrvenim slikama i zbrajanju sivih piksela za prepoznavanje
redova usjeva predstavljena je u (Olsen, 1995). Infracrveni filtar se koristi za izbjega-
vanje segmentacije slike jer su usjevi i korov svjetliji od zemlje pri valnim duljinama
svjetlosti izmedu 700 i 1400 nm (Deering, 1989). Zbrajanje sivih piksela napravljeno je za
svaki stupac pravokutnog podrucˇja slike koje se analizira. Nakon toga, krivulja zbroja se
aproksimira sinus funkcijom ili se filtrira nisko propusnim filtrom. Maksimumi aproksimi-
rane sinus funkcije ili maksimumi filtrirane krivulje zbroja predstavljaju pozicije redova
usjeva. Kamera je u eksperimentima postavljena u ortogonalni polozˇaj te se na slikama
ne vidi utjecaj perspektive. Metoda je jednostavna i nije osjetljiva na sjene, dok bocˇni
vjetrovi i osvjetljenje uzrokuju pogresˇku u detekciji. Kut redova usjeva vec´i od 15◦ i vi-
soka prisutnost korova takoder mogu uzrokovati pogresˇku. U (Romeo et al., 2012) autori
su predstavili metodu za prepoznavanje redova usjeva u poljima kukuruza temeljenu na
neizrazitom grupiranju podataka (engl. fuzzy clustering) i akumulaciji zelenih piksela.
Neizrazito grupiranje primjenjuje se za odredivanje praga binarizacije koji se koristi za
segmentaciju usjeva i korova od ostalih elemenata na slici. Nakon segmentacije, redovi
usjeva se prepoznaju trazˇenjem maksimuma akumulacije zelenih piksela duzˇ ravnih seg-
menata. Autori su koristili opc´enito znanje o polju kukuruza kako bi postigli nisko vrijeme
izvodenja, ali glavni nedostatak metode je sˇto broj redova usjeva mora biti poznat una-
prijed. Takoder, metoda mozˇe prepoznati samo ravne redove usjeva i samo one redove
usjeva cˇiji je pocˇetak na dnu slike. Metoda je usporedena sa Standardnom Houghovom
transformacijom, a mjerena je ucˇinkovitost i vrijeme izvodenja. Razlicˇite rezolucije slike
su ispitane u sklopu eksperimentalne evaluacije te je pokazano da predlozˇena metoda daje
bolje rezultate od Houghove transformacije u svim ispitanim slucˇajevima. U (Søgaard i
Olsen, 2003) autori su predstavili metodu za prepoznavanje redova usjeva zasnovanu na
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akumulaciji zelenih piksela i otezˇanoj linearnoj regresiji. Ulazna slika se transformira
u sliku sivih tonova koriˇstenjem ExG indeksa, nakon cˇega se dobivena slika podijeli na
15 horizontalnih linija. Za svaku liniju racˇuna se zbroj intenziteta piksela po stupcima
te se odreduje centar gravitacije. Priblizˇna vrijednost udaljenosti izmedu redova usjeva
mora biti poznata i ona se koristi pri racˇunanju centra gravitacije. Metoda je ispitana na
polju jecˇma, a rezultati pokazuju da srediˇsnja tocˇka prepoznatog reda usjeva mozˇe biti
prepoznata s tocˇnosˇc´u od 6− 12 mm.
3.2.4 Metode zasnovane na filtriranju slike
Pocˇetni pokusˇaj automatskog navodenja poljoprivrednog stroja zasnovan na racˇunalnom
vidu predstavljen je u (Tillett i Hague, 1999). Metoda se zasniva na prosˇirenom Kal-
manovom filtru i jednostavnim znacˇajkama dobivenim na binariziranoj infracrvenoj slici.
Predikcija stanja sustava se odreduje koriˇstenjem modela procesa, prethodnog stanja sus-
tava i ulaza u Kalmanov filtar. Tako dobivena predikcija korigira se novim znacˇajkama
koriˇstenjem metode najmanjih kvadrata. Na ispitanim slikama nije bila prisutna sjena
i prema rezultatima navedenim u radu, autori tvrde da metoda nije komercijalno pri-
mjenjiva. U (Hague i Tillett, 2001) autori su prosˇirili sustav iz ranijeg rada (Tillett i
Hague, 1999) zamjenom binarizacije slike s pojasno propusnim filtriranjem infracrvene
slike. Prema ponavljajuc´em pravilnom uzorku redova usjeva, autori su kreirali pojasno
propusni filtar kojim su filtrirali osam linja na svakoj snimljenoj slici. Maksimalne vrijed-
nosti filtriranih linija, zajedno s informacijom o kinematici traktora koriste se u prosˇirenom
Kalmanovom filtru za estimiranje pozicije poljoprivrednog stroja. Dobivene maksimalne
vrijednosti postupka filtriranja se obraduju sekvencijalno s Kalmanovim filtrom, sˇto znacˇi
da prethodni rezultati imaju utjecaj na trenutni rezultat. Metoda je testirana na polju
psˇenice i prosjecˇno odstupanje prepoznatih linija je 15.6 mm. Za razliku od ranijih ra-
dova istih autora, ova metoda nije osjetljiva na prisutnost sjene na slikama. Prilagodba
ove metode za automatsko plijevljenje korova u poljima sˇec´erne repe predstavljena je u
(Tillett et al., 2002). Zbog toga sˇto u redovima sˇec´erne repe postoje razmaci izmedu
plodova, slika je podijeljena u osam horizontalnih grupa te se filtrirane linije unutar iste
grupe spajaju. Vazˇno je osigurati da svaka horizontalna grupa sadrzˇi dio ploda u svakom
redu usjeva. U radu (Tillett et al., 2002) predstavljena su dva razlicˇita pojasno propusna
filtra. Jedan je isti kao filtar u (Hague i Tillett, 2001) i u (Tillett et al., 2002) se koristi
za velike plodove, a drugi je pojednostavljena verzija tog filtra i koristi se za male usjeve.
Zbog moguc´e upotrebe dva razlicˇita filtra, operator mora specificirati jesu li plodovi mali
28
Poglavlje 3 Dosadasˇnje spoznaje o problemu prepoznavanja redova usjeva
ili veliki, sˇto smanjuje automatiziranost metode. Eksperimentalni rezultati predlozˇene
metode pokazuju prosjecˇnu gresˇku od 16 mm.
3.2.5 Metode zasnovane na stereoviziji
U (Kise et al., 2005) autori su predstavili metodu za prepoznavanje redova usjeva i auto-
matsku navigaciju traktora zasnovanu na stereoviziji. Koriˇstenjem stereo parova slika
kreira se slika dubine na temelju koje se odreduju 3D tocˇke plodova. Koriˇstenjem 3D
tocˇaka kreira se visinska mapa (engl. elevation map) koja se filtrira kako bi se nado-
mjestile tocˇke koje nedostaju. Tocˇke za navigaciju poljoprivrednog stroja odreduju se na
temelju poprecˇne korelacije izmedu redaka visinske mape i predlozˇenog modela redova
usjeva. Metoda je ispitana na redovima usjeva soje s ravnim i zakrivljenim linijama, a
pokazano je da je RMS (engl. Root Mean Square) pogresˇka manja od 0.05 m. Algoritam
za odredivanje lateralnog pomaka pri navigaciji poljoprivrednog stroja koriˇstenjem stere-
ovizije predlozˇen je u (Wang et al., 2011). Znacˇajke na zemlji se detektiraju koriˇstenjem
Harrisovog detektora uglova (engl. Harris corner detector), a koriˇstenjem normalizirane
poprecˇne korelacije se tako detektirane znacˇajke prate na dvjema uzastopnim stereo sli-
kama. RANSAC (Fischler i Bolles, 1981) metoda se koristi za uklanjanje odudarajuc´ih vri-
jednosti, a lateralni pomak se odreduje na temelju 3D koordinata tocˇno sparenih znacˇajki.
Testiranje metode u polju pokazalo je da je pogresˇka u odredivanju lateralnog pomaka pri
prac´enju ravnih linija manja od 50 mm, dok je pogresˇka pri prac´enju zakrivljenih linija
znatno vec´a. Nedostatak predlozˇenog algoritma je u cˇinjenici da se pretpostavlja da ne
postoji rotacija kamere sˇto u stvarnoj primjeni, zbog neravnina u polju, gotovo nikada
nije slucˇaj.
3.2.6 Ostali pristupi rjesˇavanju problema prepoznavanja redova
usjeva
Autori su u (Pla et al., 1997) predstavili metodu za usmjeravanje poljoprivrednog stroja
u redovima usjeva zasnovanu na gradenju strukture scene koriˇstenjem tocˇke nestajanja
(engl. vanishing point). Znacˇajke se pronalaze koristec´i metodu zasnovanu na pronala-
sku kontura. Metoda ne daje dobre rezultate u slucˇajevima kada je slika snimljena na
kraju polja gdje je preostala duljina redova usjeva mala te kada je na slici prisutno puno
korova. Nedavno, su u (Jiang et al., 2015) autori predstavili metodu za prepoznavanje
redova usjeva zasnovanu na akumulaciji zelenih piksela, jednostavnoj metodi klasifikacije
i linearnoj regresiji. U ovom radu se za dobivanje slike sivih tonova koristi indeks boje ve-
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getacije predlozˇen u (Burgos-Artizzu et al., 2011), a na dobivenoj sivoj slici se primjenjuje
Otsu metoda za segmentaciju plodova. Centralne tocˇke redova usjeva odreduju se zbra-
janjem piksela plodova u viˇsestrukim prozorima obrade (engl. ROI - Region Of Interest)
na binariziranoj slici. Zbrajanje se obavlja horizontalnim skeniranjem slike, a optimalne
vrijednosti prethodnih centralnih tocˇaka se koriste kao pocˇetne vrijednosti pri izracˇunu
trenutnih centralnih tocˇaka. Pseudo centralne tocˇke uklanjaju se jednostavnom metodom
klasifikacije, a nakon toga se primjenjuje linearna regresija. Metoda je usporedena sa
Standardnom Houghovom transformacijom, a mjeren je postotak prepoznavanja, tocˇnost
prepoznavanja i vrijeme izvodenja. Rezultati pokazuju da postotak prepoznavanja mozˇe
biti i do 93%.
3.2.7 Predlozˇeni pristup
U sklopu ovog istrazˇivanja predlozˇene su dvije metode za rjesˇavanje problema prepoz-
navanja redova usjeva na slici. Obje metode zasnovane su na primjeni metoda globalne
optimizacije, a detaljnije su opisane u nastavku.
Prva predlozˇena metoda (poglavlje 4) zasnovana je na inkrementalnoj metodi za
trazˇenje priblizˇno optimalne particije skupa podataka i DIRECT algoritmu za globalnu
optimizaciju. Ideja primjene inkrementalne metode slicˇna je metodi predlozˇenoj u (Bagi-
rov et al., 2013) u kojoj se u svakom koraku novi centralni pravac pronalazi rjesˇavanjem
odgovarajuc´eg lokalno optimalnog problema. S druge strane, metoda predlozˇena u ovom
radu u svakom koraku novi centralni pravac odreduje pronalaskom globalno optimalnog
rjesˇenja odgovarajuc´eg problema. Centralni pravci dobiveni kao rezultat globalne optimi-
zacije se u predlozˇenoj metodi korigiraju primjenom k-means algoritma kako bi se dobili
konacˇni pravci koji predstavljaju centralne pravce redova usjeva. Broj redova usjeva koje
je potrebno prepoznati mora biti poznat unaprijed, a omoguc´avanje automatskog prepoz-
navanja broja redova usjeva predstavlja temu za buduc´e istrazˇivanje.
U poglavlju 5 predlozˇena je metoda za prepoznavanje redova usjeva na slici zasno-
vana na racˇunanju podudaranja s predlosˇkom te minimizaciji funkcije globalne energije.
Predlozˇena metoda u koraku predobrade slike koristi ExG indeks boje vegetacije. Za
razliku od metoda predlozˇenih u (Bakker et al., 2008; Montalvo et al., 2012; Guerrero
et al., 2013; Jiang et al., 2015), za prepoznavanje vegetacije se ne primjenjuje metoda
segmentacije, nego se redovi usjeva prepoznaju na slici transformiranoj primjenom ExG
indeksa. Nadalje, broj redova usjeva, ocˇekivana pozicija redova usjeva, te podrucˇje na
slici koje treba pretrazˇiti ne moraju biti unaprijed poznati. Kao u radu (Hague i Til-
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lett, 2001), predlozˇena metoda koristi postupak podudaranja s predlosˇkom. Za razliku
od metode (Hague i Tillett, 2001), u ovom radu je kreiran niz filtara i filtriran je svaki
redak slike. Parametri kreiranih filtara odreduju se primjenom postupka ucˇenja, odnosno
optimizacijom na skupu za ucˇenje. Optimalni CCR model redova usjeva prikazanih na
slici odreduje se minimiziranjem funkcije globalne energije primjenom dinamicˇkog progra-
miranja. Nadalje, za razliku od svih proucˇenih metoda za prepoznavanje redova usjeva na
slikama, predlozˇena metoda ima moguc´nost prepoznavanja i zakrivljenih redova usjeva.
Metoda za prepoznavanje redova usjeva na stereo parovima slika, predlozˇena u (Wang
et al., 2011), ispitana je na ravnim i zakrivljenim putanjama, ali autori tvrde da su
potrebna dodatna poboljˇsanja metode u slucˇaju zakrivljenih putanja. Nadalje, pristup
predlozˇen u (Wang et al., 2011) je razvijen za potrebe rada u polju nakon zˇetve, dok
je metoda predlozˇena u sklopu ovog istrazˇivanja namijenjena za rad u strukturiranom
okruzˇenju, kao sˇto su redovi usjeva. Josˇ jedna razlika izmedu metode predlozˇene u ovom
radu i metode (Wang et al., 2011) je ta sˇto je metoda predlozˇena u ovom radu zasnovana
na racˇunanju podudaranja s predlosˇkom na monokularnoj slici nakon cˇega se primjenjuje
globalna optimizacija, dok je metoda predlozˇena u (Wang et al., 2011) zasnovana na
detekciji i prac´enju znacˇajki na stereo parovima slika.
Metoda predlozˇena u (Kise et al., 2005) uspjesˇno je ispitana na stereo slikama rav-
nih i zakrivljenih redova soje. Uz razliku u nacˇinu snimanja slike, metoda (Kise et al.,
2005) pronalazi samo jednu tocˇku za navigaciju na snimljenom stereo paru slika, dok
metoda predlozˇena u ovom radu prepoznaje sve redove usjeva vidljive na monokular-
noj slici. Model predlozˇen u (Kise et al., 2005) je pogodan samo za polja s korisnicˇki
definiranom udaljenosˇc´u izmedu redova usjeva, dok je metoda predlozˇena u ovom radu
pogodna za prepoznavanje redova usjeva razlicˇitih kultura, u razlicˇitim stadijima rasta te
pri razlicˇitim geometrijama polja. Nadalje, buduc´i da je metoda (Kise et al., 2005) zasno-
vana na visinskoj mapi, vazˇno je da usjevi budu relativno visoki, kako bi ih metoda mogla
razlikovati od neravnina u polju. S druge strane metoda predlozˇena u ovom radu zasniva
se na zelenilu usjeva, cˇime je omoguc´eno prepoznavanje redova usjeva relativno malih
biljaka u ranim fazama rasta. Ideja primjene visinske mape za prepoznavanje vegetacije,
iskoriˇstena u (Kise et al., 2005), mozˇe se iskoristiti u kombinaciji s metodom predlozˇenom
u ovom radu. U tom slucˇaju visinska mapa bi zamijenila korak racˇunanja ExG indeksa za
transformaciju ulazne slike u sliku sivih tonova, sˇto predstavlja zanimljivu temu za neko
od buduc´ih istrazˇivanja.
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Kao sˇto je recˇeno u uvodu, problem prepoznavanja redova usjeva vazˇan je korak u pos-
tupku automatizacije kretanja poljoprivrednog stroja, odnosno automatizacije procesa
poljoprivredne proizvodnje. Za rjesˇavanje spomenutog problema znanstvenici su koristili
razlicˇite pristupe, a najcˇesˇc´i od njih prikazani su u poglavlju 3. U istrazˇivanju provedenom
u sklopu izrade ove doktorske disertacije predlozˇena je nova metoda za prepoznavanje re-
dova usjeva zasnovana na primjeni inkrementalnog cˇvrstog grupiranja podataka. Metoda
je opisana u radu (Vidovic´ i Scitovski, 2014), u kojem je prvo predlozˇena nova efikasna
metoda za prepoznavanje pravaca u proizvoljnom polozˇaju zasnovana na inkremental-
noj metodi za trazˇenje priblizˇno optimalne particije skupa podataka (Likas et al., 2003;
Bagirov i Ugon, 2005; Scitovski i Scitovski, 2013) i DIRECT (engl. DIviding RECTangles)
algoritmu (Finkel, 2003) za globalnu optimizaciju. Predlozˇena metoda za prepoznavanje
pravaca ispitana je na brojnim umjetno generiranim skupovima podataka koji simuli-
raju redove usjeva. Prilikom analize rezultata prepoznavanja redova usjeva (poglavlje
7.2) uocˇeno je da, za odredene ispitane slucˇajeve, predlozˇena metoda ne uspijeva do-
bro prepoznati referentne redove usjeva. Zbog toga je predlozˇena metoda prilagodena
za rjesˇavanje problema prepoznavanja redova usjeva. Spomenuta prilagodba sastoji se
od zasebnih algoritama za rjesˇavanje problema prepoznavanja dva i tri reda usjeva te
poopc´enja navedenih algoritama za rjesˇavanje problema prepoznavanja k redova usjeva.
Buduc´i da je predlozˇena metoda za prepoznavanje redova usjeva prilagodba metode
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za prepoznavanje pravaca, mozˇe se zakljucˇiti da su redovi usjeva dobiveni ovom metodom
opisani pravcima. Prema tome jedna od pretpostavki koja mora biti zadovoljena, kako
bi predlozˇena metoda uspjesˇno prepoznala redove usjeva, je da su redovi usjeva ravni,
odnosno da se mogu opisati SCR modelom definiranim u poglavlju 2.3.2. Osim ove pret-
postavke vazˇno je da distribucija tocˇaka koje predstavljaju usjeve bude takva da TLS
pravac, kojim se skup podataka dijeli na dva podskupa (algoritam 2, algoritam 3, algori-
tam 4), bude vertikalan s odredenom tolerancijom kuta. Na taj nacˇin se koriˇstenjem TLS
pravca skup podataka dijeli na lijevi i desni podskup. Ukoliko bi TLS pravac bio hori-
zontalan, podijelio bi skup podataka na gornji i doljnji te pri tome predlozˇeni algoritmi
za prepoznavanje redova usjeva ne bi dobro prepoznali referentne redove usjeva. Nadalje,
broj redova usjeva koje je potrebno prepoznati, mora biti unaprijed poznat.
U nastavku poglavlja formalno je opisan problem prepoznavanja pravaca u proizvolj-
nom polozˇaju te je definiran nacˇin generiranja skupa tocˇaka koje potjecˇu od pravaca u
proizvoljnom polozˇaju. Spomenuti postupak generiranja tocˇaka koristi se i u eksperimen-
talnoj analizi (poglavlje 7.2) za generiranje testnih skupova tocˇaka koji simuliraju redove
usjeva. Prijedlog metode za rjesˇavanje problema prepoznavanja pravaca u proizvoljnom
polozˇaju dan je u poglavlju 4.1.4, dok je u poglavlju 4.2 navedena prilagodba spomenute
metode za rjesˇavanje problema prepoznavanja redova usjeva.
4.1 Problem prepoznavanja pravaca
Problem prepoznavanja pravaca mozˇe se promatrati na primjeru prepoznavanja proizvolj-
nih pravaca u ravnini od kojih je svaki definiran izrazom (2.3). Pravce je potrebno prepoz-
nati na temelju skupa tocˇaka A koje potjecˇu od unaprijed nepoznatih pravaca. Pri tome
broj pravaca koje je potrebno prepoznati mozˇe, ali ne mora biti poznat. Jedan moguc´i
nacˇin za generiranje skupa tocˇaka A opisan je u nastavku poglavlja.
4.1.1 Generiranje skupa tocˇaka
Tocˇke na temelju kojih je potrebno prepoznati redove usjeva mogu se dobiti postupkom
opisanim u poglavlju 2.2. Buduc´i da se u nastavku ovog poglavlja prvo razmatra problem
prepoznavanja pravaca u proizvoljnom polozˇaju, potrebno je definirati nacˇin generira-
nja skupa tocˇaka A koje potjecˇu od k pravaca u proizvoljnom polozˇaju. Ovaj postupak
generiranja tocˇaka koristi se i za generiranje testnih skupova tocˇaka koriˇstenih u eks-
perimentalnoj analizi metode predlozˇene za prepoznavanje redova usjeva (poglavlje 7).
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Slika 4.1: Primjer generiranja jedne tocˇke skupa Aj koriˇstenjem izraza (4.3).
Postupak generiranja skupa tocˇaka opisan je u nastavku. Neka je
A = {Ti = (xi, yi) ∈ R2 : i ∈ {1, . . . ,m}} ⊂ R (4.1)
skup m tocˇaka T (x, y) sadrzˇanih u pravokutniku R = [xmin, xmax] × [ymin, ymax]. Tocˇke
skupa A generirane su na temelju k pravaca oblika
pj : Ajx+Bjy − Cj = 0, A2j +B2j = 1, Cj ≥ 0, j ∈ J = {1, . . . , k}. (4.2)
Prvi korak generiranja ovakvog skupa tocˇaka je odabir intervala [ymin, ymax] ⊂ R na-
kon cˇega se za svaki j ∈ J definira mj ≥ 3 jednako razmaknutih brojeva η1, . . . , ηmj ∈
[ymin, ymax] i skup
Aj = {(ξ(j)i , η(j)i ) + (j)i (Aj, Bj)} (4.3)
gdje je
ξ
(j)
i =
1
Aj
(Cj −Bjη(j)i ), Aj ≥ 0,

(j)
i ∼ N (0, σ2),
i = 1, . . . ,mj.
Pri tome N (0, σ2) oznacˇava normalnu razdiobu sa srednjom vrijednosˇc´u 0 i varijancom
σ2, a 
(j)
i predstavlja slucˇajan broj odreden tom razdiobom. Primjer generiranja jedne
tocˇke skupa Aj na temelju izraza (4.3) prikazan je na slici 4.1. Iz prikazanog primjera
i jednadzˇbe (4.3), mozˇe se uocˇiti da se za odabrani broj η
(j)
i (y koordinata) izracˇunava
vrijednost ξ
(j)
i (x koordinata) na temelju jednadzˇbe pravca pj. Konacˇne koordinate tocˇke
dobivaju se dodavanjem vrijednosti 
(j)
i Aj x koordinati i vrijednosti 
(j)
i Bj y koordinati.
Skup tocˇaka A se nakon toga dobiva kao unija skupova Aj i sastoji se od m tocˇaka na
temelju kojih je potrebno prepoznati pravce p1, . . . , pk.
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4.1.2 Prepoznavanje pravaca zasnovano na grupiranju podataka
Grupiranje podataka (engl. clustering) je postupak razvrstavanja podataka ulaznog skupa
u viˇse grupa pri cˇemu podaci unutar odredene grupe trebaju biti sˇto slicˇniji po nekom
obiljezˇju, a istodobno po istom obiljezˇju sˇto razlicˇitiji od podataka u drugim grupama. U
literaturi je grupiranje podataka dobro proucˇen problem koji ima prakticˇnu primjenu u
brojnim podrucˇjima kao sˇto su medicina, biologija, ekonomija, psihologija, racˇunarstvo i
sl. te u specificˇnim problemima kao sˇto su prepoznavanje predmeta, klasifikacija teksta,
istrazˇivanje potresa, proucˇavanje klime i sl. (Kogan, 2007; Liao et al., 2012; Mostafa,
2013; Pinte´r, 2013; Reyes et al., 2013; Scitovski i Scitovski, 2013).
Problem prepoznavanja pravaca mozˇe se takoder promatrati kao problem grupiranja
podataka (engl. clustering problem) (Bagirov i Ugon, 2005; Spa¨th, 1983; Yin, 1998) skupa
A u k nepraznih razdvojenih podskupova pi1, . . . , pik takvih da je
k⋃
i=1
pii = A, pir ∩ pis = ∅, r 6= s, |pij| ≥ 1, j = 1, . . . , k. (4.4)
Takva particija se u nastavku oznacˇava s Π, a skup svih particija skupa A u k grupa
oznacˇava se s P(A;m, k). Elementi particije Π u nastavku se nazivaju klasteri.
Ako je funkcija udaljenosti tocˇke T (ξ, η) ∈ A do pravca pj(Aj, Bj, Cj) zadanog s (2.3)
definirana kao ortogonalna kvadratna udaljenost (Nievergelt, 1994; Chernov, 2010)
d(pj(Aj, Bj, Cj), T ) = (Ajξ +Bjη − Cj)2, (4.5)
tada se za svaki klaster pij ∈ Π mozˇe definirati centralni pravac pˆj(Aˆj, Bˆj, Cˆj) oblika
(Aˆj, Bˆj, Cˆj) = argmin
Aj ,Bj ,Cj∈R
∑
T∈pij
d(pjAj, Bj, Cj), T ). (4.6)
Buduc´i da se minimizacijom izraza (4.6) pronalazi pravac oblika (2.3), vazˇno je uocˇiti da
pri minimizaciji moraju biti zadovoljeni uvjeti A2 + B2 = 1 i C ≥ 0. Prema (4.6) mozˇe
se zakljucˇiti da centralni pravac pj predstavlja TLS (engl. Total Least Square) pravac
klastera pij.
Kvaliteta particije mozˇe se odrediti definiranjem funkcije cilja F : P(A;m, k) → R+,
a globalno optimalna k-particija mozˇe se dobiti rjesˇavanjem sljedec´eg problema globalne
optimizacije (PGO)
Π∗ = argmin
Π∈P(A;m,k)
F(Π), F(Π) =
k∑
j=1
∑
T∈pij
d(pˆj(Aˆj, Bˆj, Cˆj), T ), (4.7)
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pri cˇemu je centralni pravac pˆj definiran s (4.6).
Obratno, primjenom principa minimalnih udaljenosti za dani set centralnih pravaca
p1, . . . pk, mozˇe se odrediti particija Π = {pi1(p1), . . . pik(pk)} skupa A, koja se sastoji od
klastera
pij(pj) = {T ∈ A : d(pj, T ) ≤ d(ps, T ), ∀s = 1, . . . , k}, j = 1, . . . , k, (4.8)
pri cˇemu pojedina tocˇka skupaAmozˇe pripadati jednom i samo jednom klasteru. Problem
trazˇenja optimalne particije skupa A se tada svodi na sljedec´i PGO
(A∗,B∗,C∗) = argmin
A,B,C∈Rk
F (A,B,C),
= argmin
A,B,C∈Rk
∑
T∈A
min
1≤s≤k
d(ps(As, Bs, Cs), T ),
(4.9)
gdje je F : R3×k → R+ i A = (A1, . . . , Ak), B = (B1, . . . , Bk), C = (C1, . . . , Ck). Mozˇe se
pokazati da se rjesˇenja (4.7) i (4.9) podudaraju (Scitovski i Scitovski, 2013; Spa¨th, 1983).
Prema navedenom, problem prepoznavanja pravaca svodi se na rjesˇavanje PGO de-
finiranog izrazom (4.9). Funkcija cilja (4.9) je Lipschitz kontinuirana funkcija, te se za
njenu minimizaciju mogu iskoristiti brojne metode dostupne u literaturi (Evtushenko,
1985; Neumaier, 2004; Floudas i Gounaris, 2009; Pinte´r, 2013). Jedna od najpoznatijih
metoda za minimizaciju ovakvih funkcija je DIRECT metoda. Medutim, zbog velikog broja
nezavisnih varijabli i velikog broja globalnih minimuma koje funkcija (4.9) mozˇe imati,
ovakve metode nisu dovoljno efikasne. Stoga se u literaturi cˇesto koriste razlicˇita pojed-
nostavljenja pomoc´u kojih se pronalazi dobra particija. U takvim slucˇajevima obicˇno nije
poznato koliko je dobivena particija blizu globalno optimalne particije.
4.1.3 Prilagodba k-means algoritma
Jedan od najpopularnijih algoritama za trazˇenje lokalno optimalne particije je k-means
algoritam (Kogan, 2007; Liao et al., 2012; Scitovski i Sabo, 2014; Spa¨th, 1983; Tebo-
ulle, 2007) koji mozˇe dati prihvatljivo rjesˇenje u slucˇajevima kada je pocˇetna particija
dobro odabrana. U slucˇajevima kada pocˇetnu particiju nije moguc´e dobro odabrati, al-
goritam se pokrec´e viˇse puta s nasumicˇno odabranim pocˇetnim particijama. Prilagodba
k-means algoritma (algoritam 1) za rjesˇavanje PGO definiranog izrazom (4.9) predlozˇena
je u (Spa¨th, 1982). Ulaz u algoritam je skup tocˇaka A te k medusobno razlicˇitih pocˇetnih
pravaca p1, . . . , pk. Prvi korak algoritma je odredivanje k nepraznih razdvojenih klas-
tera koriˇstenjem principa minimalnih udaljenosti (4.8). Nakon toga se za svaki klaster
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Algoritam 1 k-means algoritam.
1. Neka je A = {Ti = (xi, yi) : i = 1, . . . ,m}, i neka su p1, . . . , pk medusobno razlicˇiti
pravci;
2. Koriˇstenjem principa minimalnih udaljenosti (4.8) odrediti k nepraznih razdvojenih
klastera pi1(p1), . . . , pik(pk);
3. Za svaki klaster pij odrediti centralni pravac pˆj prema (4.6);
4. if {pˆ1, . . . , pˆk} = {p1, . . . , pk} then
5. STOP
6. else
7. Postaviti pj := pˆj, j = 1, . . . , k i skocˇiti na korak 2;
8. end if
racˇunaju novi centralni pravci te se algoritam iterativno ponavlja dok god se centralni
pravci mijenjaju.
4.1.4 Prilagodba inkrementalnih metoda
Druga moguc´nost za rjesˇavanje PGO definiranog izrazom (4.9) je prilagodba inkremental-
nih metoda za trazˇenje priblizˇno globalno optimalne particije (Likas et al., 2003; Bagirov
i Ugon, 2005; Scitovski i Scitovski, 2013). Navedena prilagodba se u nastavku rada naziva
IMLD (engl. Incremental Method for Line Detection) metoda.
Uz pretpostavku da je pocˇetni centralni pravac pˆ1(Aˆ1, Bˆ1, Cˆ1) proizvoljno odabran ili
odreden kao TLS pravac, sljedec´i centralni pravac pˆ2(Aˆ2, Bˆ2, Cˆ2) odreduje se rjesˇavanjem
PGO (Scitovski i Scitovski, 2013)
argmin
α,β,γ∈R
m∑
i=1
min{d(pˆ1(Aˆ1, Bˆ1, Cˆ1), Ti), d(p(α, β, γ), Ti)},
α2 + β2 = 1, γ ≥ 0,
koriˇstenjem DIRECT algoritma. Primjenom k-means algoritma (algoritam 1) s pocˇetnim
centrima (pˆ1, pˆ2) dobiva se priblizˇno globalno optimalna particija Π
∗{pi∗1(p∗1), pi∗2(p∗2)} s
centralnim pravcima p∗1 i p
∗
2.
Analogno, za k − 1 poznatih centralnih pravaca pˆ1, . . . pˆk−1, sljedec´i centralni pravac
pˆk(Aˆk, Bˆk, Cˆk) odreduje se primjenom DIRECT algoritma za rjesˇavanje PGO
argmin
α,β,γ2∈R
m∑
i=1
min{δˆik−1, d(p(α, β, γ), Ti)}, (4.10)
gdje je
δˆik−1 = min{d(pˆ1, Ti), . . . , d(pˆk−1, Ti)}.
Primjenom k-means algoritma (algoritam 1) s pocˇetnim centralnim pravcima (pˆ1, . . . pˆk)
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Slika 4.2: Prepoznavanje pravaca primjenom IMLD metode. (a) Primjer generiranih tocˇaka, (b) Pravci
dobiveni primjenom IMLD metode.
dobiva se priblizˇno globalno optimalna particija Π∗{pi∗1(p∗1), . . . pi∗k(p∗k)} s centralnim prav-
cima p∗1 . . . p
∗
k.
Vazˇno je uocˇiti da predlozˇena IMLD metoda u svakom koraku novi centralni pravac
odreduje pronalaskom globalno optimalnog rjesˇenja problema (4.10) primjenom DIRECT
algoritma za globalnu optimizaciju. Slicˇna metoda predlozˇena je u (Bagirov et al., 2013),
ali se u toj metodi u svakom koraku novi centralni pravac pronalazi rjesˇavanjem odgo-
varajuc´eg lokalno optimalnog problema. U tom slucˇaju vazˇno je dobro odabrati pocˇetnu
aproksimaciju, jer funkcija cilja mozˇe imati nekoliko lokalnih i globalnih minimuma.
Na slici 4.2 prikazan je primjer prepoznavanja pravaca predlozˇenom IMLD metodom.
Tocˇke skupa A, prikazane na slici 4.2a, generirane su prema postupku opisanom u po-
glavlju 4.1.1 na temelju pravaca p1 : 0.9x − 0.4y + 0.18 = 0, p2 : x + 0.05y + 0.6 = 0,
p3 : 0.135x+ y + 0.3 = 0. Pravci dobiveni primjenom IMLD metode prikazani su na slici
4.2b. Na slici se mozˇe vidjeti da IMLD metoda uspjeva prepoznati sva tri originalna
pravca.
4.2 Metoda za prepoznavanje redova usjeva
Problem prepoznavanja redova usjeva predstavlja specijalan slucˇaj problema prepoznava-
nja pravaca. Formalno, problem prepoznavanja redova usjeva mozˇe se definirati na sljedec´i
nacˇin. Neka je skup tocˇaka A ⊂ R, R = [xmin, xmax] × [ymin, ymax] generiran na nacˇin
opisan u poglavlju 4.1.1 na temelju pravaca p1, . . . , pk koji sijeku interval [xmin, xmax]
u jednako razmaknutim tocˇkama ν1, . . . , νk ∈ [xmin, xmax] i imaju zajednicˇko sjeciˇste
S = (xs, ys), xmin ≤ xs ≤ xmax, ys > ymax (slika 7.3). Na temelju ovako generiranog
skupa tocˇaka potrebno je prepoznati originalne pravce, koji predstavljaju centralne linije
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redova usjeva, odnosno odrediti pravce SCR modela (poglavlje 2.3.2).
Kao sˇto je navedeno u poglavlju 3, postoje razlicˇiti pristupi rjesˇavanju problema pre-
poznavanja redova usjeva. Problem se mozˇe rijesˇiti i primjenom predlozˇene IMLD metode.
Ipak, eksperimentalna analiza provedena u sklopu ove doktorske disertacije (poglavlje 7)
pokazala je da IMLD metoda u odredenim slucˇajevima ne daje zadovoljavajuc´e rezultate
prepoznavanja redova usjeva. Stoga se u nastavku poglavlja predlazˇe prilagodba IMLD
metode za problem prepoznavanja redova usjeva. Navedena prilagodba se u nastavku
rada naziva CRDI metoda sˇto je skrac´enica od engleskog izraza Crop Row Detection ba-
sed on Incremental method for line detection. U nastavku poglavlja navedeni su algoritmi
za prepoznavanje dva i tri reda usjeva, a nakon toga je predlozˇen poopc´eni algoritam za
prepoznavanje proizvoljnog, unaprijed poznatog, broja redova usjeva.
4.2.1 Algoritam za prepoznavanje dva reda usjeva
Algoritam CRDI metode za prepoznavanje dva reda usjeva (algoritam 2) zasniva se na
trazˇenju TLS pravca i primjeni k-means algoritma (algoritam 1). Ulaz u algoritam je
skup tocˇaka A koje potjecˇu od dva unaprijed nepoznata pravca. Prvi korak algoritma je
odredivanje TLS pravca p0 pomoc´u kojeg se skup A dijeli u dva razdvojena podskupa A1
i A2 takva da vrijedi A = A1 ∪ A2. Skup tocˇaka se dijeli na nacˇin da se tocˇke s jedne
strane TLS pravca svrstaju u skup A1, a tocˇke s druge strane pravca u skup A2. Nakon
toga se za svaki od podskupova A1 i A2 odreduje TLS pravac. Dobiveni pravci se koriste
kao pocˇetni pravci u k-means algoritmu (algoritam 1) kako bi se dobili priblizˇno globalno
optimalni pravci koji predstavljaju centralne linije redova usjeva. Vazˇno je primijetiti da
se pravac p0 koristi samo za dijeljenje skupa A na dva podskupa i nakon toga se odbacuje.
Primjer rada algoritma 2, podijeljen u osnovne korake, vidljiv je na slici 4.3. Dva
referentna reda usjeva i tocˇke generirane na temelju tih redova usjeva prikazane su na slici
4.3a. Slika 4.3b prikazuje TLS pravac koji dijeli skup generiranih tocˇaka na dva podskupa:
Algoritam 2 Algoritam CRDI metode za prepoznavanje 2 reda usjeva.
1. Neka je A = {Ti = (xi, yi) : i = 1, . . . ,m};
2. Za skup tocˇaka A odrediti TLS pravac p0;
3. Koriˇstenjem pravca p0 podijeliti skup A u dva razdvojena podskupa takva da je
A = A1 ∪ A2;
4. for j = 1, 2 do
5. Za skup tocˇaka Aj odrediti TLS pravac pˆj;
6. end for
7. Primijeniti k-means algoritam (algoritam 1) na skupu tocˇaka A s pocˇetnim centralnim
pravcima pˆ1, pˆ2
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Slika 4.3: Primjer rada algoritma 2. (a) Referentni redovi usjeva i generirane tocˇke, (b) TLS pravac, (c)
Pravci dobiveni primjenom DIRECT algoritma, (d) Pravci dobiveni nakon korekcije k-means algoritmom
(algoritam 1).
lijevi (plave zvjezdice) i desni (ljubicˇaste zvjezdice). Ovaj pravac se, nakon podjele ulaznog
skupa tocˇaka na dva podskupa, odbacuje te se ne koristi u daljnjim koracima algoritma.
Prema algoritmu 2, za svaki od podskupova pronalazi se TLS pravac. Oba dobivena TLS
pravca vidljiva su na slici 4.3c te su prikazana plavom i ljubicˇastom bojom, ovisno koji
skup tocˇaka predstavljaju. Nakon korekcije primjenom k-means algoritma dobivaju se
konacˇni redovi usjeva prikazani na slici 4.3d. Iz prikazanog primjera mozˇe se vidjeti kako
predlozˇeni algoritam uspijeva prepoznati oba referentna reda usjeva. Rezultati detaljnijeg
ispitivanja i usporedbe tocˇnosti prepoznavanja dva reda usjeva predlozˇenom metodom s
drugim postojec´im metodama prikazani su u poglavlju 7.2.2.
4.2.2 Algoritam za prepoznavanje tri reda usjeva
Algoritam CRDI metode za prepoznavanje tri reda usjeva (algoritam 3) zasniva se na
na trazˇenju TLS pravca, rjesˇavanju dva PGO primjenom DIRECT algoritma te primjeni
k-means algoritma (algoritam 1). Ulaz u algoritam je skup tocˇaka A koje potjecˇu od tri
unaprijed nepoznata pravca. Prvi korak jednak je kao i kod algoritma 2, odreduje se TLS
pravac pˆ0 pomoc´u kojeg se skup A dijeli u dva razdvojena podskupa A1 i A2 takva da
vrijedi A = A1 ∪A2. Za razliku od algoritma 2 gdje se pravac p0 odbacuje, u algoritmu 3
se pravac pˆ0 koristi kao jedan od pocˇetnih centralnih pravaca u posljednjem koraku (pri-
mjeni k-means algoritma). Nakon odredivanja podskupova A1 i A2, koriˇstenjem DIRECT
algoritma za svaki od podskupova rjesˇava se PGO kako bi se odredili pravci pˆ1 i pˆ2. Mozˇe
se uocˇiti da se pravci pˆ1 i pˆ2 odreduju na nacˇin da se trazˇi takav pravac da suma odstupa-
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Algoritam 3 Algoritam CRDI metode za prepoznavanje 3 reda usjeva.
1. Neka je A = {Ti = (xi, yi) : i = 1, . . . ,m};
2. Za skup tocˇaka A odrediti TLS pravac pˆ0;
3. Koriˇstenjem pravca pˆ0 podijeliti skup A u dva razdvojena podskupa takva da je
A = A1 ∪ A2;
4. for j = 1, 2 do
5. Koriˇstenjem DIRECT algoritma rijesˇiti PGO
(ζ1, ζ2, ζ3) = argmin
α,β,γ∈R
∑
T∈Aj
min{d(pˆ0, T ), d(p(α, β, γ), T )};
6. i postaviti pˆj := p(ζ1, ζ2, ζ3)
7. end for
8. Primijeniti k-means algoritam (algoritam 1) na skupu tocˇaka A s pocˇetnim centralnim
pravcima pˆ0, pˆ1, pˆ2;
nja svake tocˇaka u skupu Aj do njoj najblizˇeg pravca bude minimalna. Dobiveni pravci
pˆ1 i pˆ2 se zajedno s pravcem pˆ0 koriste kao pocˇetni pravci u k-means algoritmu (algoritam
1) kako bi se dobili priblizˇno globalno optimalni pravci koji predstavljaju centralne linije
redova usjeva.
Slika 4.4 prikazuje primjer rada algoritma 3. Prikaz primjera podijeljen je u osnovne
korake koji su prikazani na slikama 4.4b, 4.4c i 4.4d. Tri referentna reda usjeva i tocˇke
generirane na temelju tih redova vidljivi su na slici 4.4a. Slika 4.4b prikazuje TLS pravac
koji dijeli ulazni skup tocˇaka na dva podskupa: lijevi (plave zvjezdice) i desni (ljubicˇaste
zvjezdice). Za svaki od podskupova rjesˇava se PGO primjenom DIRECT algoritma te se
dobivaju plavi i ljubicˇasti pravci prikazani na slici 4.4c. Pravci sa slike 4.4c koriste se
kao pocˇetni pravci u k-means algoritmu te se dobivaju konacˇni pravci (redovi usjeva)
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Slika 4.4: Primjer rada algoritma 3. (a) Referentni redovi usjeva i generirane tocˇke, (b) TLS pravac, (c)
TLS pravac i pravci dobiveni primjenom DIRECT algoritma, (d) Pravci dobiveni nakon korekcije k-means
algoritmom (algoritam 1).
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prikazani na slici 4.4d. Iz prikazanog primjera mozˇe se zakljucˇiti da predlozˇeni algoritam
CRDI metode uspjesˇno prepoznaje sva tri referentna reda usjeva. Rezultati detaljnijeg
ispitivanja i usporedbe tocˇnosti prepoznavanja tri reda usjeva predlozˇenom metodom s
drugim postojec´im metodama prikazani su u poglavlju 7.2.3.
4.2.3 Algoritam za prepoznavanje proizvoljnog broja redova
usjeva
Algoritam CRDI metode za prepoznavanje proizvoljnog, unaprijed poznatog, broja redova
usjeva (algoritam 4) sastoji se od iterativne primjene dijelova algoritma 2 ili algoritma
3. Ulaz u algoritam je skup tocˇaka A koje potjecˇu od k ≥ 2 unaprijed nepoznatih
pravaca. Algoritam 4 se, uz inicijalizacijski dio, mozˇe podijeliti na tri dijela: i) dijeljenje
skupa A0, ii) iterativna primjena dijelova algoritma 2 ili algoritma 3 i iii) primjena k-
means algoritma. U inicijalizacijskom koraku se varijabla n postavi na vrijednost k (broj
Algoritam 4 Algoritam CRDI metode za prepoznavanje k redova usjeva.
1. Neka je A = {Ti = (xi, yi) : i = 1, . . . ,m}; k ≥ 2;
n = k; cnt = 0; A0 = A, P¯ = ∅; Pˆ = ∅;
2. while n > 3 do
3. for j = 0 to 2cnt − 1 do
4. Za skup Aj odrediti TLS pravac pj;
5. Dodati pj u P¯ ;
6. Koriˇstenjem pravca pj podijeliti skup Aj u dva razdvojena podskupa B2j,B2j+1;
7. end for
8. if n mod 2 6= 0 then
9. Dodaj P¯ u Pˆ
10. end if
11. Postaviti P¯ = ∅; n = bn/2c; cnt = cnt+ 1;
12. for j = 0 to 2cnt − 1 do
13. Aj = Bj;
14. Bj = ∅;
15. end for
16. end while
17. for j = 0 to 2cnt − 1 do
18. if n == 2 then
19. Primijeniti korake 2-6 algoritma 2 na skupu Aj;
20. Dobivene pravce p1, p2 dodati u Pˆ ;
21. end if
22. if n == 3 then
23. Primijeniti korake 2-7 algoritma 3 na skupu Aj;
24. Dobivene pravce p0, p1, p2 dodati u Pˆ ;
25. end if
26. end for
27. Primijeniti algoritam 1 na skupu A s pocˇetnim centralnim pravcima Pˆ ;
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pravaca), varijabla cnt se postavi na 0, tocˇke skupa A kopiraju se u skup A0 te se skupovi
P i Pˆ inicijaliziraju kao prazni skupovi. Prvi dio algoritma 4 (linije 2− 16) dijeli skup A0
na manje podskupove sve dok se ne dobiju podskupovi koji potjecˇu od dva ili tri pravca.
Dijeljenje skupa provodi se iterativno pomoc´u TLS pravca te se nakon svake podjele
provjerava treba li TLS pravce zadrzˇati ili odbaciti (linije 8 − 10). Drugi dio algoritma
(linije 17−26) sastoji se od iterativne primjene dijelova algoritma 2, odnosno algoritma 3,
ovisno o tome potjecˇu li podijeljeni podskupovi iz koraka i) od 2 ili 3 originalna pravca. U
trec´em dijelu algoritma 4 na ulaznom skupu tocˇaka A primjenjuje se k-means algoritam
s pocˇetnim centralnim pravcima Pˆ . Nakon primijene k-means algoritma dobiva se k
priblizˇno globalno optimalnih pravaca koji predstavljaju centralne linije redova usjeva.
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Slika 4.5: Primjer rada algoritma 4. (a) Referentni redovi usjeva i generirane tocˇke, (b) TLS pravac,
(c) TLS pravci za lijevi i desni skup tocˇaka iz prethodnog koraka, (d) TLS pravci za cˇetiri podskupa
iz prethodnog koraka, (e) Svi pravci koji se koriste kao pocˇetni pravci u k-means algoritmu, (f) Pravci
dobiveni nakon korekcije k-means algoritmom (algoritam 1).
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Primjer rada algoritma 4, podijeljen u nekoliko koraka, prikazan je na slici 4.5. Slika
4.5a prikazuje pet referentnih redova usjeva te tocˇke generirane na temelju tih redova
usjeva. Prvi korak algoritma je podjela ulaznog skupa tocˇaka na dva podskupa pomoc´u
TLS pravca. Ovaj korak prikazan je na slici 4.5b gdje su podskupovi oznacˇeni plavim
i ljubicˇastim zvjezdicama, a TLS pravac crvenom bojom. Prema algoritmu 4, buduc´i
da je n neparan broj, TLS pravac se sprema u skup Pˆ te se kasnije koristi kao pocˇetni
pravac u k-means algoritmu. Nakon ovog koraka, vrijednost varijable n u algoritmu 4
jednaka je 2 te se zbog toga na svaki od podskupova prikazanih na slici 4.5b primjenjuje
algoritam 2. Prvi korak algoritma 2 je pronalazak TLS pravca koji dijeli skup tocˇaka na
dva podsupa. TLS pravci koji dijele podskupove sa slike 4.5b prikazani su na slici 4.5c,
gdje su vidljivi i novi podskupovi dobiveni podjelom koriˇstenjem novih TLS pravaca. Za
svaki od podskupova sa slike 4.5c odreduje se TLS pravac, a dobiveni pravci prikazani su
na slici 4.5d. Ovako odredeni pravci, zajedno s TLS pravcem iz prvog koraka koriste se kao
pocˇetni pravci u k-means algoritmu, a prikazani su na slici 4.5e. Nakon korekcije pravaca
primjenom k-means algoritma dobivaju se konacˇni pravci (redovi usjeva) vidljivi na slici
4.5f. Iz ovog primjera mozˇe se zakljucˇiti da predlozˇeni algoritam 4 uspijeva prepoznati
svih pet unaprijed nepoznatih redova usjeva.
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Prepoznavanje redova usjeva zasnovano na
minimizaciji globalne energije
CRDI metoda predlozˇena u radu (Vidovic´ i Scitovski, 2014) i opisana u poglavlju 4 ima
moguc´nost prepoznavanja samo unaprijed poznatog broja redova usjeva. Nadalje, ne-
dostatak CRDI metode je i moguc´nost detekcije samo ravnih redova usjeva. Potreba za
prepoznavanjem zakrivljenih redova usjeva proizlazi iz cˇinjenice da su brezˇuljci i udub-
ljenja cˇesta pojava u poljima pa se zbog toga paralelni, ravno zasadeni redovi usjeva
projiciraju na sliku snimljenu kamerom kao zakrivljene linije (slika 2.6).
Zbog navedenih nedostataka CRDI metode, u sklopu ovog istrazˇivanja predlozˇena je
nova metoda za prepoznavanje redova usjeva koja je opisana u nastavku ovog poglavlja,
a objavljena je u radu (Vidovic´ et al., 2016). Metoda je nazvana TMGEM metoda sˇto je
skrac´enica od engleskog izraza Template Matching followed by Global Energy Minimiza-
tion. Osim otklanjanja uocˇenih nedostataka CRDI metode, ciljevi postavljeni pri razvoju
TMGEM metode su razviti metodu robusnu na prisutnost korova i sjene te omoguc´iti pre-
poznavanje redova usjeva za razlicˇite kulture u razlicˇitim stadijima rasta i pri razlicˇitim
geometrijama polja, sˇto su ujedno i temeljni ciljevi postavljeni u sklopu ovog istrazˇivanja.
Osnovni princip TMGEM metode je definiranje problema prepoznavanja redova usjeva
kao optimizacijskog problema koji se mozˇe efikasno rijesˇiti primjenom dinamicˇkog progra-
miranja. Funkcija energije, koja se minimizira, osim podataka sa slike koristi i predznanje
o geometrijskoj strukturi redova usjeva. Moguc´nost prepoznavanja ravnih i zakrivljenih
redova usjeva predstavlja vazˇno svojstvo metode buduc´i da vec´ina pristupa predlozˇenih u
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(a) (b)
Slika 5.1: Slika redova usjeva. (a) Bez korova, (b) S puno korova.
literaturi ima moguc´nost prepoznavanja samo ravnih redova usjeva.
Predlozˇena metoda sastoji se od tri koraka koji se izvode jedan iza drugog: i) pre-
poznavanje vegetacije, ii) prepoznavanje pravilnih uzoraka, iii) odredivanje optimalnih
parametara modela. U koraku prepoznavanja vegetacije, ulazna slika redova usjeva se fil-
trira te se dobiva nova slika koja se u nastavku naziva slika vegetacije. Na slici vegetacije
pikseli, koji na originalnoj slici pripadaju vegetaciji, imaju vec´e vrijednosti intenziteta.
Vrijednosti intenziteta na slici vegetacije odreduju se koriˇstenjem Excess Green indeksa
boje vegetacije. Na dobivenoj slici vegetacije se u drugom koraku primjenjuje algoritam
za prepoznavanje pravilnih uzoraka koji su karakteristicˇni za redove usjeva. Spomenuti
pravilni uzorci vidljivi su na slici 5.1. Svaki redak slike vegetacije usporeduje se s ni-
zom pravilnih uzoraka kreiranih za sve kombinacije parametara cv i dv CCR modela iz
zadanog skupa diskretnih vrijednosti. Znacˇenje parametara CCR modela objasˇnjeno je
u poglavlju 2.3.3. Dobiveni rezultati podudaranja redova slike vegetacije i pravilnih uzo-
raka predstavljaju temelj za korak odredivanja optimalnog modela. U ovom koraku cilj je
pronac´i optimalni CCR model redova usjeva, odnosno optimalni niz parova parametara
redova usjeva (cv, dv) za sve redove slike vegetacije. Optimalni niz parova parametara trazˇi
se maksimiziranjem rezultata podudaranja za parove parametara u nizu, uz istovremenu
minimizaciju promjene parametara za dva susjedna retka slike. U nastavku poglavlja
opisani su svi navedeni koraci predlozˇene TMGEM metode.
5.1 Prepoznavanje vegetacije
Prepoznavanje vegetacije je prvi korak predlozˇene TMGEM metode. Za razliku od brojnih
metoda predlozˇenih u literaturi (Bakker et al., 2008; Montalvo et al., 2012; Guerrero
46
Poglavlje 5 Prepoznavanje redova usjeva zasnovano na minimizaciji globalne energije
et al., 2013; Jiang et al., 2015) koje za prepoznavanje vegetacije koriste razne metode
segmentacije, u koraku prepoznavanja vegetacije TMGEM metode ne primjenjuje se ni
jedna metoda za segmentaciju slike.
Slika vegetacije se, kao sˇto je ranije recˇeno, dobiva racˇunanjem ExG indeksa boje
vegetacije. Indeksi boje vegetacije sluzˇe kako bi se naglasila boja usjeva na slici u odnosu
na ostale elemente na slici (zemlja, kamenje i sl.). U slucˇaju ExG indeksa naglasˇava se
zelena boja na slici pa se prema tome, na slici naglasˇavaju oni dijelovi koji pripadaju
usjevima i korovu koji je zelene boje. Primjeri slika vegetacije dobiveni racˇunanjem ExG
indeksa boje vegetacije za slike 5.1a i 5.1b prikazani su na slikama 5.2a i 5.2b. Treba
napomenuti da zbog primjene ExG indeksa TMGEM metoda daje najbolje rezultate
prepoznavanja redova usjeva u slucˇajevima kada su usjevi zelene boje. Ukoliko usjevi,
za koje je potrebno prepoznati redove usjeva, nisu zelene boje, sliku vegetacije bi bilo
potrebno odrediti primjenom nekog drugog indeksa boje vegetacije ili nekog drugog nacˇina
filtriranja i segmentacije ulazne slike polja. Korov koji je u odredenim slucˇajevima zelene
boje c´e na slici vegetacije imati intenzitet slicˇan intenzitetu dijelova slike koji pripadaju
usjevima. Na slici 5.2a se mozˇe vidjeti kako dijelovi slike koji pripadaju usjevima imaju
znatno vec´i intenzitet od ostatka slike, dok je na slici 5.2b vidljivo kako korov ima gotovo
jednak intenzitet kao i usjevi. TMGEM metoda je robusna na prisutnost korova tako da
uspjesˇno prepoznaje redove usjeva i za slucˇaj prikazan na slici 5.2b, sˇto je pokazano na
slici 5.12b i u eksperimentalnoj analizi provedenoj u poglavlju 7.3. Preduvjet koji mora
biti zadovoljen kako bi TMGEM metoda bila robusna na prisutnost korova je da usjevi
imaju vec´i intenzitet piksela na slici vegetacije od korova.
Vrijednosti intenziteta slike vegetacije se u nastavku oznacˇavaju s I(u, v), gdje u i v
(a) (b)
Slika 5.2: Slike vegetacije dobivene racˇunanjem ExG indeksa boje vegetacije za slike redova usjeva pri-
kazane na slici 5.1.
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predstavljaju koordinate stupca, odnosno retka na slici.
5.2 Prepoznavanje pravilnih uzoraka u redovima slike
Na slici 5.1a i 5.1b vidljivi su pravilni ponavljajuc´i uzorci, odnosno vidljivo je da su u
svakom retku slike redovi usjeva jednako razmaknuti. Kao sˇto je objasˇnjeno u poglavlju
2.3.1, ukoliko je kamera pozicionirana iznad polja tako da je x os referentnog koordinatnog
sustava kamere paralelna s ravninom polja, tada se paralelni jednako razmaknuti redovi
usjeva projiciraju na sliku kao jednako razmaknute krivulje koje imaju zajednicˇko sjeciˇste
(slika 2.5 i 2.6). Pri tome svaki redak snimljene slike sijecˇe odredeni broj redova usjeva
te se na taj nacˇin dobivaju ranije spomenuti pravilni uzorci.
Na slici 5.3 prikazani su profili intenziteta slike vegetacije za retke oznacˇene isprekida-
nim linijama na slici 5.2. Os apscisa na slici 5.3 predstavlja stupac (u) na slici vegetacije,
dok os ordinata predstavlja vrijednost intenziteta slike vegetacije za piksel na lokaciji
(u, v), gdje v predstavlja redak oznacˇen isprekidanom linijom na slici 5.2. Pravilan po-
navljajuc´i uzorak intervala velike i male vrijednosti intenziteta uocˇljiv je na slici 5.3a.
Intervali velike vrijednosti intenziteta predstavljaju redove usjeva, dok intervali male vri-
jednosti intenziteta predstavljaju prostor izmedu redova usjeva. Redovi usjeva na profilu
intenziteta su jasno vidljivi kao vrhovi, a razlog tome je sˇto ovaj profil odgovara retku slike
prikazanom na slici 5.2a u kojem nema korova. Na slici 5.3b vidljiv je profil intenziteta
slike vegetacije za redak s puno korova prikazan na slici 5.2b. Na ovom profilu se mozˇe
vidjeti da prostor izmedu redova usjeva ima znatno vec´u vrijednost intenziteta od intenzi-
teta prostora izmedu redova usjeva na profilu prikazanom na slici 5.3a. Redovi usjeva su
stoga manje istaknuti, ali su i dalje uocˇljivi. Kao sˇto je recˇeno u prethodnom poglavlju,
pretpostavka koja mora biti zadovoljena, kako bi TMGEM metoda uspjesˇno prepoznala
redove usjeva na slici, je da su redovi usjeva uocˇljivi kao vrhovi na profilu intenziteta
slike vegetacije. Ovaj uvjet ne mora biti zadovoljen za sve retke slike vegetacije, zbog
toga sˇto TMGEM metoda pri odredivanju optimalnog CCR modela koristi predznanje o
geometriskoj strukturi redova usjeva, kao sˇto je opisano u poglavlju 5.3.
Buduc´i da je udaljenost izmedu dva susjedna reda usjeva jednaka, udaljenost dvaju
susjednih vrhova na profilu intenziteta slike vegetacije je takoder jednaka. Prema tome,
ovakvi profili intenziteta se mogu aproksimirati periodicˇnom funkcijom. Aproksimacija
profila intenziteta periodicˇnom funkcijom mozˇe se odrediti primjenom metode poduda-
ranja s predlosˇkom (engl. template matching) (Gonzalez i Woods, 2006) pri cˇemu se
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Slika 5.3: Profili intenziteta za redove slike vegetacije oznacˇene isprekidanim linijama na slici 5.2.
periodicˇna funkcija koristi kao predlozˇak.
U nastavku poglavlja opisan je postupak kreiranja predlosˇka redova usjeva na temelju
odabranog skupa slika redova usjeva. Nakon toga objasˇnjena je primjena metode poduda-
ranja s predlosˇkom s ciljem izracˇunavanja rezultata podudaranja redova slike vegetacije s
predlosˇcima redova usjeva, sˇto predstavlja temelj za korak odredivanja optimalnog CCR
modela redova usjeva.
5.2.1 Kreiranje predlosˇka redova usjeva
Odgovarajuc´i predlozˇak redova usjeva stvara se na temelju srednjeg profila intenziteta
vegetacije. S tim ciljem provedena je analiza profila intenziteta slika vegetacije za 56
stvarnih slika razlicˇitih poljoprivrednih kultura. Broj slika odreden je odabirom 20% slika
od 281 slike u bazi slika redova usjeva opisanoj u poglavlju 6.3. Na vec´ini slika iz baze
pri vrhu slike se redovi usjeva spajaju, kako se priblizˇavaju horizontu, pa nije vidljiv
ranije spomenuti ponavljajuc´i uzorak. Stoga se u analizi intenziteta profila koristi samo
doljnja polovica redaka svake od 56 odabranih slika vegetacije. Skup navedenih redova
slika vegetacije, koji se koristi za odredivanje predlosˇka redova usjeva, se u nastavku rada
naziva skup za ucˇenje.
Prvi korak analize profila intenziteta slika vegetacije, odnosno kreiranja predlosˇka
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redova usjeva, je odredivanje referentnih redova usjeva. Za svaku sliku skupa za ucˇenje
rucˇno su kreirani referentni redovi usjeva koriˇstenjem postupka opisanog u poglavlju 6.2.
Primjer referentnih redova usjeva prikazan je na slici 6.3. Presjek redaka slike s krivuljama
koje predstavljaju referentne redove usjeva je niz jednako razmaknutih tocˇaka koje se mogu
opisati parametrima c∗v i d
∗
v, odnosno mogu se opisati CCR modelom redova usjeva.
Sljedec´i korak nakon odredivanja referentnih redova usjeva je mapiranje svakog piksela
(u, v) skupa za ucˇenje na interval [0, 1) prema poziciji piksela u odnosu na referentne
redove usjeva. Pri tome 0 oznacˇava centar najblizˇeg reda usjeva lijevo od pozicije (u, v),
a 1 oznacˇava centar prvog sljedec´eg reda usjeva desno od pozicije piksela koji se mapira.
Ovakvo mapiranje definirano je izrazom
ϕv(u) =
u− (uc + c∗v + τd∗v)
d∗v
, (5.1)
pri cˇemu uc ima vrijednost koja odgovara centru slike, a τ je najvec´i cijeli broj za koji
vrijedi ϕv(u) ≥ 0. Primjer mapiranja jednog piksela prikazan je na slici 5.4 gdje su
referentni redovi usjeva oznacˇeni zelenom bojom. Na slici se mozˇe uocˇiti da je piksel
s koordinatama (u, v) mapiran na vrijednost 0.6. Na isti nacˇin mapiraju se svi ostali
pikseli. Nakon mapiranja svih piksela u skupu za ucˇenje, interval [0, 1) se dijeli na n
jednakih podintervala i za svaki od podintervala se formira skup piksela Si, i = 1, . . . , n
definiran izrazom
Si =
{
(u, v)
∣∣∣∣i− 1n ≤ ϕv(u) < in
}
. (5.2)
(u, v)
0.8 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 0 0.2
Slika 5.4: Primjer mapiranja piksela slike na interval [0, 1).
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Zbog razumljivosti prikaza, izraz (5.2) je definiran samo za jednu sliku, ali u postupku
kreiranja predlosˇka redova usjeva podskupovi Si se formiraju za sve piksele u skupu za
ucˇenje.
Konacˇno, za svaki podskup Si racˇuna se srednja vrijednost intenziteta vegetacije
pomoc´u izraza
I¯i =
1
|Si|
∑
(u,v)∈Si
I(u, v), (5.3)
gdje I(u, v) predstavlja vrijednost intenziteta piksela na slici vegetacije s lokacijom (u, v),
a | · | oznacˇava broj elemenata skupa. Iz definicije izraza I¯i i jednadzˇbi (5.1) i (5.2) mozˇe
se zakljucˇiti da vrijednosti I¯i predstavlja srednju vrijednost intenziteta slike vegetacije
na odgovarajuc´oj poziciji izmedu dva susjedna reda usjeva. Prema tome, vektor p =
[I¯1, . . . , I¯n] se mozˇe smatrati srednjim profilom intenziteta vegetacije. Primjer takvog
srednjeg profila intenziteta vegetacije prikazan je na slici 5.5.
Srednji profil intenziteta vegetacije, odnosno vektor p, mogao bi se koristiti kao predlo-
zˇak redova usjeva za postupak podudaranja s predlosˇkom zasnovan na poprecˇnoj korelaciji
(engl. cross-correlation) (Gonzalez i Woods, 2006). Medutim, racˇunanje poprecˇne kore-
lacije s ovako definiranim predlosˇkom predstavlja racˇunski zahtjevnu operaciju. Kako bi
se smanjili racˇunski zahtjevi, dobiveni srednji profil intenziteta vegetacije aproksimira se
jednostavnijom funkcijom M0. Funkcija M0, prikazana isprekidanom linijom na slici 5.5,
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Slika 5.5: Srednji profil intenziteta vegetacije (histogram) i funkcija M0 (isprekidana linija).
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omoguc´ava efikasan izracˇun poprecˇne korelacije primjenom kumulativne sume (engl. cu-
mulative sum), sˇto je pokazano u u nastavku poglavlja. Domena funkcije M0 je interval
[0, 1), a definirana je izrazom
M0(y; a, b) =

za, ako je y ≤ a/2 ∨ y ≥ 1− a/2
−zb, ako je (1− b)/2 ≤ y ≤ (1 + b)/2
0, u suprotnom.
(5.4)
Kao sˇto se mozˇe vidjeti na slici 5.5, funkcija M0 sastoji se od tri pravokutna intervala.
Pozitivni intervali predstavljaju polovine dvaju susjednih redova usjeva, dok negativni
interval predstavlja prostor izmedu tih redova u kojem nema vegetacije ili raste nisko
raslinje (korov). Sˇirine pozitivnih i negativnih intervala definirane su parametrima a i b, a
amplitude intervala parametrima za i zb. Ostatak intervala [0, 1), s amplitudom nula, pred-
stavlja granicˇno podrucˇje izmedu redova usjeva i prostora niske vegetacije. U slucˇajevima
kada je velicˇina biljaka relativno velika u odnosu na udaljenost izmedu susjednih redova
usjeva, granicˇna podrucˇja mogu biti prekrivena redovima usjeva, a u slucˇajevima kada
je velicˇina biljaka znatno manja, granicˇna podrucˇja mogu biti nastavak podrucˇja niske
vegetacije. Prema tome, kreirani predlozˇak bi trebao biti pogodan za prepoznavanje re-
dova usjeva u slucˇajevima razlicˇitih velicˇina usjeva. Srednji profil intenziteta vegetacije
prikazan na slici 5.5 izracˇunat je za razlicˇite poljoprivredne kulture pa bi stoga predlozˇak
kreiran na temelju takvog profila trebao biti pogodan za prepoznavanje redova usjeva
za razlicˇite kulture. Vazˇno je naglasiti da, cˇak i ako se kreira samo za jednu kulturu,
predlozˇak treba biti pogodan za prepoznavanje razlicˇitih velicˇina usjeva kako bi bio pri-
mjenjiv za prepoznavanje redova usjeva u razlicˇitim stadijima rasta kulture.
U nastavku poglavlja razmatraju se parametri za i zb. Ako su vrijednosti parametara
za i zb postavljene na
za =
κ
a
,
zb =
κ
b
,
(5.5)
gdje je κ proizvoljna pozitivna konstanta, tada funkcija M0 na intervalu [0, 1) ima srednju
vrijednost nula, sˇto je uobicˇajeno svojstvo predlozˇaka koriˇstenih u algoritmima poduda-
ranja s predlosˇkom.
Optimalne vrijednosti parametara a i b odreduju se kao kombinacija parametara
koja ima najvec´u vrijednost normalizirane poprecˇne korelacije (engl. normalized cross-
correlation) s profilom p. Vrijednost normalizirane poprecˇne korelacije racˇuna se pomoc´u
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izraza
fp(a, b) =
n∑
i=1
M0(i/n; a, b) · I¯i
σMσp
, (5.6)
gdje su σM i σp standardne devijacije funkcije M0 i profila p. Buduc´i da je
σM = κ
√
1
a
+
1
b
(5.7)
i σp ne ovisi o parametrima a i b, maksimizacija funkcije (5.6) ekvivalentna je maksimizaciji
funkcije
f
′
p(a,b) =
1√
1
a
+ 1
b
n∑
i=1
M0(i/n; a, b) · I¯i, (5.8)
gdje je
za =
1
a
,
zb =
1
b
.
Maksimizacija funkcije (5.8) napravljena je racˇunanjem vrijednosti funkcije f
′
p(a,b) za
sve kombinacije parametara a i b odabrane iz intervala [0.02, 0.98] s korakom 0.02. Mak-
simalna vrijednost funkcije (5.8) dobivena je za parametre a = 0.16 i b = 0.56. Funkcija
M0 s navedenim vrijednostima parametara a i b prikazana je na slici 5.5.
Buduc´i da funkcijaM0 predstavlja predlozˇak jednog reda usjeva (polovice dvaju susjed-
nih redova usjeva i prostor izmedu njih), repliciranjem takvog predlosˇka mozˇe se kreirati
predlozˇak za k redova usjeva. Takav predlozˇak je periodicˇna funkcija pozitivnih i negativ-
nih pravokutnih impulsa (intervala) i u nastavku rada se oznacˇava s M . Parametrizirani
oblik predlosˇka, dobiven na temelju funkcije M , mozˇe se kreirati pomicanjem funkcije M
za vrijednost parametra c i skaliranjem s vrijednosˇc´u parametra d. U nastavku rada se
ovakav parametrizirani predlozˇak naziva predlozˇak redova usjeva, a prikazan je na slici 5.6.
Funkcija M , koja predstavlja predlozˇak redova usjeva, definirana je sljedec´im izrazima
M(u,x) = M0
(
u− uc − c
d
)
, za c ≤ u− uc ≤ c+ d, (5.9)
M(u,x) = M(u− d,x), (5.10)
gdje x = [c, d]T predstavlja vektor parametara objasˇnjenih u poglavlju 2.3.3, a uc ima
vrijednost koja odgovara srediˇstu slike. Iz izraza (5.9) i (5.10) mozˇe se zakljucˇiti da se za
svaki par parametara c i d dobiva drugacˇiji predlozˇak redova usjeva. Prema tome, kreira-
njem niza predlozˇaka, za razlicˇite parove parametara c i d, omoguc´eno je prepoznavanje
redova usjeva razlicˇitog medusobnog razmaka za razlicˇite velicˇine usjeva i za razlicˇite
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d c
uc
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slike
za
zb
b · da · d
M
u0
Slika 5.6: Predlozˇak redova usjeva.
polozˇaje redova usjeva na slici. U nastavku poglavlja objasˇnjen je nacˇin odredivanja
slicˇnosti predlozˇaka redova usjeva i redaka slike vegetacije primjenom postupka poduda-
ranja s predlosˇkom.
5.2.2 Racˇunanje podudaranja redova slike s predlosˇcima redova
usjeva
Predlozˇak, opisan funkcijom M , koja je kreirana na temelju srednjeg profila intenziteta
vegetacije, predstavlja idealizirani profil intenziteta jednog retka slike vegetacije. Slicˇnost
v-tog retka slike vegetacije i predlosˇka redova usjeva s parametrima c i d mozˇe se odrediti
racˇunanjem poprecˇne korelacije
fv(x) =
w−1∑
u=0
I(u, v) ·M(u,x), (5.11)
pri cˇemu je w sˇirina slike vegetacije. Vrijednost funkcije fv(x) predstavlja mjeru poduda-
ranja koja se mozˇe promatrati kao vjerojatnost da v-ti redak slike vegetacije predstavlja
redove usjeva opisane vektorom parametara x = [c, d]T (poglavlje 2.3.3).
Zbog utjecaja perspektive, cˇak i idealno paralelni redovi usjeva se na sliku projiciraju
kao linije koje imaju zajednicˇko sjeciˇste (poglavlje 2.3.1) pa stoga parametri c i d imaju
razlicˇite vrijednosti za razlicˇite retke slike vegetacije. Optimalni vektor parametara x,
odnosno optimalne vrijednosti parametara cv i dv za v-ti redak slike, mogu se odrediti
racˇunanjem vrijednosti funkcije fv(x) za razlicˇite vrijednosti parametara x te odabirom
onih parametara za koje je mjera podudaranja najvec´a. Racˇunanje vrijednosti funk-
cije (5.11) za razlicˇite vrijednosti parametara x predstavlja racˇunanje poprecˇne korelacije
izmedu v-tog retka slike i niza predlozˇaka redova usjeva opisanih razlicˇitim vrijednostima
vektora x. Primjeri predlozˇaka redova usjeva za tri kombinacije vektora parametara x
prikazani su na slici 5.7. Stvarni profil intenziteta odredenog retka slike vegetacije mozˇe
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Slika 5.7: Primjeri predlozˇaka redova usjeva za tri kombinacije parametara c i d. (a) c = 10, d = 16, (b)
c = −10, d = 40, (c) c = 15, d = 100.
znacˇajno odstupati od idealiziranog predlosˇka redova usjeva zbog razlicˇitih velicˇina bi-
ljaka, nesavrsˇenog pozicioniranja sijacˇice, prisutnosti korova i utjecaja svjetlosti odnosno
sjene. Medutim, vektor x za koji je mjera podudaranja (5.11) najvec´a, je vec´inom jako
slicˇan tocˇnom vektoru x, kao sˇto je pokazano na slici 5.9 i u eksperimentima provedenim
u poglavlju 7.3.
Pristup predlozˇen u ovom radu podrazumijeva usporedbu svakog retka slike vegetacije
s nizom predlozˇaka redova usjeva M , pri cˇemu svaki predlozˇak odgovara jednom vektoru
x iz diskretnog podskupa χ ⊂ R2. Skup χ bi trebao sadrzˇavati sve ocˇekivane vrijednosti
parametara c i d kojima bi se omoguc´ilo upravljanje poljoprivrednim strojem sa zˇeljenom
preciznosˇc´u. Medutim, velika rezolucija skupa χ, kao i veliki raspon vrijednosti koje taj
skup pokriva za rezultat ima velik broj elemenata skupa. Buduc´i da se za svaki x ∈ χ
mora racˇunati vrijednost izraza (5.11), racˇunska slozˇenost predlozˇenog postupka povec´ava
se s povec´anjem broja elemenata skupa χ. Stoga pravilan odabir vrijednosti skupa χ ima
znacˇajan utjecaj na performanse cjelokupne TMGEM metode. U istrazˇivanju provedenom
u sklopu izrade ove doktorske disertacije, skup χ je odabran na sljedec´i nacˇin. Interval
〈dmin, dmax〉 uzorkovan je uniformno u logaritamskoj skali, pri cˇemu svaka oktava sadrzˇi
nspo diskretnih vrijednosti. Izraz oktava oznacˇava interval izmedu vrijednosti d i 2d.
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Prema tome, diskretne vrijednosti parametra d koriˇstene za formiranje skupa χ racˇunaju
se prema izrazu
d = dmin2
i
nspo , (5.12)
gdje je i = 0, 1, . . . , nd, a nd je broj diskretnih vrijednosti parametra d. Za odredenu
vrijednost parametra d, vrijednosti parametra c odredene su uniformnim uzorkovanjem
intervala 〈−d/2, d/2〉, pri cˇemu razlika izmedu dvije uzastopne vrijednosti iznosi 1 piksel.
Kao sˇto je ranije recˇeno, za odredenu sliku vegetacije I potrebno je odrediti mjeru
podudaranja fv(x) izmedu svakog retka slike i niza predlozˇaka definiranih vektorom para-
metara x iz diskretnog skupa χ. Mjere podudaranja za sliku vegetacije mogu se izracˇunati
primjenom algoritma 5 koji je opisan u nastavku. Ulazi u algoritam 5 su slika vegetacije
I, minimalna vrijednost parametra d oznacˇena s dmin, broj vrijednosti parametra d po
oktavi oznacˇen s nspo, broj oktava noct, sˇirine pozitivnih i negativnih impulsa funkcije
M oznacˇene s a i b, sˇirina slike w i centar retka slike uc. U ovom radu parametar uc
postavljen je na vrijednost w/2. Simbol [d/2] u liniji 5 oznacˇava zaokruzˇivanje na najblizˇi
cijeli broj u okolini vrijednosti d/2. Funkcija CrossCorrelation u liniji 7 predstavlja po-
precˇnu korelaciju izmedu v-tog retka slike i predlosˇka redova usjeva definiranog vektorom
parametara x. Poprecˇna korelacija retka slike i predlosˇka redova usjeva mozˇe se efikasno
izracˇunati primjenom kumulativne sume, sˇto je pokazano u nastavku.
Kumulativna suma retka slike vegetacije mozˇe se definirati izrazom
J(u, v) =
u∑
i=0
I(u, v). (5.13)
Izraz (5.11) za odredeni redak slike vegetacije i pravokutni impuls prikazan na slici 5.8,
mozˇe se efikasno izracˇunati koriˇstenjem kumulativne sume razmatranog retka slike vege-
Algoritam 5 Podudaranje s predlosˇkom.
Ulaz: I, dmin, nspo, noct, a, b, w, uc
Izlaz: fv(x), za sve x ∈ χ, v = 0, 1, . . . h− 1, gdje je χ definiran s dmin, nspo, noct
1. nd = nspo · noct + 1
2. for v = 0 to h− 1 do
3. for k = 0 to nd − 1 do
4. d = dmin2
k
nspo
5. for c = −[d/2] to [d/2]− 1 do
6. x = [c, d]T
7. fv(x) = CrossCorrelation(I,x, v, a, b, w, uc)
8. end for
9. end for
10. end for
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Slika 5.8: Primjer pravokutnog impulsa.
tacije na sljedec´i nacˇin
w−1∑
i=0
I(u, v) ·M ′(u) = z · (J(u2, v)− J(u1, v)). (5.14)
Buduc´i da predlozˇak redova usjeva, opisan funkcijom M , predstavlja niz pozitivnih i ne-
gativnih pravokutnih impulsa, za odredeni predlozˇak M(u,x) mjera podudaranja (5.11)
mozˇe se efikasno izracˇunati koriˇstenjem konacˇnog broja operacija (5.14). Broj operacija
iznosi priblizˇno 2w/d, pri cˇemu w oznacˇava sˇirinu slike. U predlozˇenoj metodi, izraz
(5.11) se za odredeni parametar d racˇuna za svaku vrijednost parametra c iz intervala
〈−d/2, d/2〉. Prema tome, slozˇenost postupka podudaranja s predlosˇkom za svaku vrijed-
nost parametra d mozˇe se procijeniti na O(w). Za svaki od h redaka slike vegetacije, u
predlozˇenoj metodi, razmatra se nd vrijednosti parametra d. Stoga se, slozˇenost postupka
podudaranja s predlosˇkom za cijelu sliku, mozˇe procijeniti na O(w · h · nd), gdje w · h
predstavlja ukupan broj piksela na slici.
Algoritam 6 predstavlja pseudokod koji se mozˇe iskoristiti za efikasno racˇunanje mjere
podudaranja fv(x). U algoritmu 6 ulazi su slika vegetacije I, vektor parametara x, raz-
matrani redak slike v, parametri predlosˇka redova usjeva a i b te sˇirina slike w i centar
redaka slike uc, a izlaz je vrijednost mjere podudaranja fv(x). Parametar uc je u ovom
radu postavljen na vrijednost w/2. Simbol [u] oznacˇava zaokruzˇivanje na najblizˇi cijeli
broj u okolini u, due zaokruzˇivanje na prvi vec´i cijeli broj od u, dok sat(u;umin, umax)
oznacˇava funkciju zasic´enja koja je definirana izrazom
sat(u;umin, umax) = max{min{u, umax}, umin}. (5.15)
Kumulativna suma je u algoritmu 6 definirana izrazom
J(u, v) =

u∑
i=0
I(u, v), ako je u > 0
0, za u = 0.
(5.16)
Algoritam 6 iterativno racˇuna vrijednost mjere podudaranja (5.11) za predlozˇak redova
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Algoritam 6 Poprecˇna korelacija retka slike vegetacije i predlosˇka redova usjeva.
Ulaz: I, x = [c, d]T , v, a, b, w, uc
Izlaz: fv(x)
1. u = uc + c− duc+cd e · d
2. fa = 0
3. fb = 0
4. µa = 0
5. µb = 0
6. repeat
7. ua1 =
[
u− a
2
]
8. ua2 = ua1 + a
9. ub1 =
[
u+ d
2
− b
2
]
10. ub2 = ub1 + b
11. u¯a1 = sat(ua1; 0, w)
12. u¯a2 = sat(ua2; 0, w)
13. u¯b1 = sat(ub1; 0, w)
14. u¯b2 = sat(ub2; 0, w)
15. fa = fa + J(u¯a2, v)− J(u¯a1, v)
16. fb = fb + J(u¯b2, v)− J(u¯b1, v)
17. µa = µa + u¯a2 − u¯a1
18. µb = µb + u¯b2 − u¯b1
19. u = u+ d
20. until u− a
2
> w
21. za =
1
µa
22. zb =
1
µb
23. fv(x) = za · fa − zb · fb
usjeva, definiran parametrima a, b, c i d, i v-ti redak slike vegetacije. Parametar u
predstavlja centar pozitivnih impulsa predlosˇka redova usjeva. Vrijednost parametra u
je u liniji 1 inicijalno postavljena na iznos koji je za d manji od centra prvog pozitivnog
impulsa s lijeva te se u svakoj iteraciji povec´ava za vrijednost d. Algoritam zavrsˇava kada
vrijednost parametra u postane toliko velika da se cijeli pozitivni impuls nalazi izvan slike.
Parametri µa i µb predstavljaju ukupan broj piksela slike koji odgovaraju pozitivnim,
odnosno negativnim pravokutnim impulsima. Vrijednosti parametara za i zb su u liniji 21
i 22 odredene na nacˇin da predlozˇak redova usjeva ima srednju vrijednost jednaku nula.
Konacˇni rezultat mjere podudaranja u liniji 23 odreden je zbrajanjem doprinosa poprecˇne
korelacije s pozitivnim i negativnim pravokutnim impulsima.
Na slici 5.9 su prikazana dva primjera odredivanja pravilnih uzoraka, odnosno najbo-
ljih parametara c i d, za retke slike vegetacije prikazane na slici 5.3. Najbolji parametri
odredeni su na temelju rezultata usporedbe radaka slike vegetacije prikazanih na slici
5.3 i 24832 predlozˇaka redova usjeva. Svaki piksel na slici 5.9 predstavlja rezultat jedne
usporedbe. Os apscisa na slici 5.9 predstavlja vrijednosti parametra c, a os ordinata
58
Poglavlje 5 Prepoznavanje redova usjeva zasnovano na minimizaciji globalne energije
d
c
8
16
32
64
128
256−120 −80 −40 0 40 80 120
(a)
d
c
8
16
32
64
128
256−120 −80 −40 0 40 80 120
(b)
Slika 5.9: Vrijednosti mjere podudaranja za retke slike vegetacije prikazane na slici 5.3. Globalni maksi-
mumi su oznacˇeni iprekidanim kruzˇnicama.
vrijednosti parametra d. Prema tome, piksel s koordinatama (c, d) predstavlja rezultat
usporedbe promatranog retka slike vegetacije i predlosˇka redova usjeva definiranog para-
metrima c i d. Intenzitet piksela na slici odgovara vrijednosti mjere podudaranja fv(x)
pri cˇemu svjetlije vrijednosti intenziteta odgovaraju vec´im vrijednostima fv(x) i obrnuto.
Globalni maksimum mjere podudaranja fv(x), koji odgovara tocˇnim parametrima c i d, je
na slici 5.9a jasno vidljiv. Na slici 5.9b, koja predstavlja rezultate usporedbe retka slike s
puno korova (slika 5.3b), postoji puno viˇse lokalnih maksimuma i globalni maksimum nije
istaknut kao na slici 5.9a. Ipak globalni maksimum, oznacˇen isprekidanom kruzˇnicom,
predstavlja tocˇne parametre razmatranog retka slike vegetacije.
Zbog prisutnosti korova ili prekida u redovima usjeva, poput onog prikazanog bijelim
isprekidanim pravokutnikom na slici 5.1a, za odredene retke slike vegetacije pravilni uzorci
ne mogu biti pouzdano odredeni. U takvim slucˇajevima tocˇno odredeni parametri za os-
tale retke slike mogu se iskoristiti za rekonstrukciju dijelova redova usjeva koji nedostaju.
Postupak, koji objedinjuje informacije dobivene na temelju primjene postupka podudara-
nja s predlosˇkom na zasebne retke slike vegetacije u globalni model redova usjeva, opisan
je u nastavku poglavlja.
5.3 Odredivanje optimalnog modela redova usjeva
Redovi usjeva vidljivi na slici mogu se modelirati CCR modelom (poglavlje 2.3.3), od-
nosno nizom vektora parametara x0, . . . ,xh−1, pri cˇemu xv predstavlja vektor parametara
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za v-ti redak slike, a h ukupan broj redaka slike. U nastavku se pretpostavlja da je vri-
jednost mjere podudaranja fv(x) zadovoljavajuc´a mjera vjerojatnosti da odredeni vektor
parametara xv predstavlja tocˇnu interpretaciju v-tog retka slike vegetacije. Ukoliko se
svaki redak slike vegetacije promatra zasebno, optimalni CCR model, za danu sliku, mozˇe
se odrediti maksimiziranjem funkcije energije
E
′
(x0, . . . ,xh−1) =
h−1∑
i=0
fi(xi). (5.17)
Funkcija energije definirana izrazom (5.17) ima maksimalnu vrijednost za niz vektora
parametara x0, . . . ,xh−1, pri cˇemu svaki vektor parametara xv predstavlja one parametre
za koje je mjera podudaranja fv(x) maksimalna. Takav niz vektora xv mozˇe se odrediti
pomoc´u izraza
xv = argmax
x
fv(x), v = 0, . . . , h− 1. (5.18)
Vazˇno je uocˇiti da CCR model odreden maksimiziranjem funkcije energije (5.17) ne-
dovoljno koristi predznanje o geometrijskoj strukturi redova usjeva. Naime, na slici koja
prikazuje stvarne redove usjeva, parametri c i d se, za dva susjedna retka slike, ne mije-
njaju znacˇajno. Koriˇstenjem navedene cˇinjenice, mozˇe se odrediti puno realisticˇniji CCR
model redova usjeva. Realisticˇni CCR model se, u sklopu ovog istrazˇivanja, odreduje
trazˇenjem niza vektora parametara x0, . . . ,xh−1 ∈ χ koji minimiziraju funkciju globalne
energije
Eh−1(x0, . . . ,xh−1) =
h−1∑
i=0
Di(xi) +
h−2∑
i=0
V (xi,xi+1), (5.19)
gdje je Di(xi) funkcija trosˇka (engl. cost function) koja vektorima parametara x s vec´om
vrijednosti mjere podudaranja fi(x) pridruzˇuje manje vrijednosti, a V (x,x
′) je funkcija
koja penalizira razliku u parametrima c i d za dva susjedna retka slike. Funkcije D i V
definirane su sljedec´im izrazima
Dv(x) = min
(
1− fv(x)
fv,max
, Dmax
)
, (5.20)
V (x,x′) = λc(c
′ − c)2 + λd(d′ − d)2, (5.21)
gdje je
fv,max = max
x
fv(x),
a λc, λd i Dmax su korisnicˇki definirani parametri. Parametri λc i λd su konstante penali-
zacije razlike parametara c i d za dva susjedna retka slike. Za vec´e vrijednosti parametara
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λc i λd, razlika u parametrima se viˇse penalizira, dok se za manje vrijednosti razlika ma-
nje penalizira, odnosno vec´a vazˇnost se daje rezultatu dobivenom primjenom postupka
podudaranja s predlosˇkom. Mjera podudaranja fv(x), dobivena primjenom postupka po-
dudaranja s predlosˇkom, mozˇe u odredenim slucˇajevima biti vec´a za vektor parametara
x koji predstavlja pogresˇne parametre redova usjeva od mjere podudaranja za tocˇni vek-
tor parametara. Tada se takvi redci slike predstavljaju krivim modelom redova usjeva,
odnosno takvi redci slike se mogu smatrati odudarajuc´im vrijednostima (engl. outliers).
Ovakvi slucˇajevi se mogu dogoditi zbog prekida u stvarnim redovima usjeva (bijeli is-
prekidani pravokutnik na slici 5.1a) ili zbog prisutnosti korova u prostoru izmedu redova
usjeva. Cˇest pristup za smanjivanje osjetljivosti metoda optimizacije na odudarajuc´e vri-
jednosti je ogranicˇavanje funkcije trosˇka. Stoga se, kao sˇto je vidljivo u izrazu (5.20), za
sve parametre x za koje vrijedi
1− fv(x)
fv,max
> Dmax, (5.22)
vrijednost Dv(x) postavlja na Dmax. Na taj nacˇin se u slucˇaju odudarajuc´ih vrijednosti,
odnosno kada je izraz (5.22) istinit za tocˇan vektor parametara x, odabir optimalnih
vrijednosti parametara xv obavlja na temelju funkcije V , sˇto znacˇi da se odabire vektor
parametara koji je u prostoru parametara blizu vektoru parametara prethodnog retka
slike.
Ukoliko u odredenom retku slike nije jasno vidljiv ponavljajuc´i uzorak karakteristicˇan
za sliku redova usjeva, tada je za taj redak maksimalna vrijednost mjere podudaranja
fv,max jako mala. U takvim slucˇajevima vrijednost Dv(x) nije relevantna za odredivanje
optimalnih vrijednosti parametara x. Prema tome, ako je vrijednost fv,max manja od za-
danog praga flow, vrijednost Dv(x) se postavlja na Dmax za sve x ∈ χ. U eksperimentima
provedenim u sklopu ovog istrazˇivanja prag flow postavljen je na ekperimentalno odredenu
vrijednost koja iznosi 1. Na slici 5.10 prikazan je primjer vrijednosti fv,max za sliku 5.1a.
Iz prikazanog primjera mozˇe se uocˇiti da, za sliku u kojoj su redovi usjeva jasno vidljivi,
vrijednost fv,max znacˇajno vec´a od vrijednosti praga flow = 1.
Minimizacija funkcije globalne energije (5.19) mozˇe se izvesti primjenom algoritma
zasnovanog na dinamicˇkom programiranju, koji je opisan u radu (Felzenszwalb i Zabih,
2011). Algoritam 7 predstavlja implementaciju spomenutog algoritma za rjesˇavanje pro-
blema trazˇenja optimalnog CCR modela. Primjenom algoritma 7 se za zadane parametre
h, λc, λd, Dmax i flow odreduje optimalni niz x0, . . . ,xh−1 koji minimizira funkciju glo-
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Slika 5.10: Maksimalne vrijednosti mjere podudaranja fv,max za sve retke slike 5.1a.
balne energije (5.19). Ulazi u algoritam su skup χ i vrijednosti mjere podudaranja fv(x)
izracˇunate za svaki x ∈ χ te ranije spomenuti parametri h, λc, λd, Dmax i flow.
Algoritam 7 se sastoji od dva dijela. U prvom dijelu se, pocˇevsˇi od prvog retka slike,
za svaki sljedec´i redak odreduje optimalni niz x0, . . . ,xv−1 koji minimizira funkciju glo-
balne energije Ev(x0, . . . ,xv−1,x). Takav optimalni niz koji minimizira funkciju globalne
energije Ev(x0, . . . ,xv−1,x) racˇuna se za svaki x ∈ χ, a minimalna vrijednost funkcije glo-
balne energije se za odredeni x oznacˇava s Bv(x). Linije 1− 17 algoritma 7 predstavljaju
spomenuti prvi dio algoritma. U nastavku je ovaj dio algoritma detaljnije objasˇnjen. U
linijama 2 − 8 se za svaki x ∈ χ racˇuna vrijednost funkcije trosˇka Dv(x), dok se u liniji
9, takoder za svaki x ∈ χ, odreduje vrijednost Bv(x). Buduc´i da Bv−1(x′) predstavlja
minimalnu vrijednost funkcije globalne energije Ev−1(x0, . . . ,xv−2,x
′
) za odredeni x
′
, mi-
nimalna vrijednost funkcije Ev(x0, . . . ,xv−1,x) za odredeni x predstavlja sumu funkcije
trosˇka Dv(x) i minimalne vrijednosti sume Bv−1(x
′
) + V (x
′
,x) odredene za sve x
′ ∈ χ.
Minimalna vrijednost sume Bv(x
′
)+V (x
′
,x) za v-ti redak slike je u algoritmu 7 oznacˇena
s Uv(x) (linija 13). Za proizvoljnu funkciju V , vrijednost Uv(x) bi se odredila racˇunanjem
vrijednosti sume Bv(x
′
) + V (x
′
,x) za sve parove x,x
′ ∈ χ i trazˇenjem najmanje od tih
vrijednosti. Racˇunska slozˇenost ovog koraka je O(N2), a buduc´i da je to najslozˇeniji dio
algoritma 7, ukupna slozˇenost algoritma 7 je O(hN2). Medutim, za funkciju V oblika
(5.21), minimalna vrijednosti izraza Uv(x) mozˇe se odrediti metodom transformacije uda-
ljenosti (engl. distance transform method) predlozˇene u (Felzenszwalb i Huttenlocher,
2012) pri cˇemu racˇunska slozˇenost pretrage iznosi O(N). Koriˇstenjem metode transfor-
macije udaljenosti ukupna slozˇenost algoritma 7 iznosi O(hN). Vektor parametara x
′
, za
koji je suma Bv(x
′
) + V (x
′
,x) minimalna, se nakon pronalaska sprema u meduspremnik
(linija 14). Spremanje vektora parametara x
′
je u algoritmu predstavljeno funkcijom
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Algoritam 7 Optimalni CCR model redova usjeva.
Ulaz: h, χ, fv(x), za svaki v = 0, 1, . . . h− 1, x ∈ χ, flow, λc, λd, Dmax
Izlaz: x0, . . . ,xh−1
1. for v = 0 to h− 1 do
2. fv,max = max
x
fv(x)
3. for svaki x ∈ χ do
4. if fv,max ≥ flow then
5. Dv(x) = min
(
1− fv(x)
fv,max
, Dmax
)
6. else
7. Dv(x) = Dmax
8. end if
9. Bv(x) =
{
Dv(x), ako je v = 0
Dv(x) + Uv−1(x), u suprotnom
10. end for
11. if v < h− 1 then
12. for svaki x ∈ χ do
13. Uv(x) = min
x′
(Bv(x
′
) + V (x
′
,x))
14. Tv(x) = argmin
x′
(Bv(x
′
) + V (x
′
,x))
15. end for
16. end if
17. end for
18. xh−1 = argmin
x
Bh−1(x)
19. for svaki x ∈ χ do
20. xv = Tv(xv+1)
21. end for
Tv(x) koja predstavlja mapiranje vektora x na vektor x
′
za koji je suma Bv(x
′
)+V (x
′
,x)
minimalna.
U drugom dijelu algoritma 7 (linije 18− 21), za svaki redak slike, pocˇevsˇi od posljed-
njeg, odabire se optimalni vektor parametara x. Linija 18 predstavlja odabir optimalnog
vektora x za posljednji redak slike. Za optimalni vektor xh−1 se odabire onaj vektor x za
koji je vrijednost Bh−1(x) minimalna. U linijama 19−21 se, za svaki prethodni redak slike
v, odabire vektor xv koji je optimalan za vektor xv+1 odreden u prethodnoj iteraciji. Vek-
tor xv predstavlja optimalnu interpretaciju v-tog retka slike, a odgovara vektoru Tv(xv+1)
spremljenom u prvom dijelu algoritma (linija 14). Na kraju drugog dijela algoritma 7
odredeni su optimalni vektori xv za sve retke slike. Dobiveni niz vektora x0, . . . ,xh−1
predstavlja optimalni CCR model prema predlozˇenom kriteriju.
Utjecaj predlozˇenog optimizacijskog postupka na prepoznavanje redova usjeva prika-
zan je na slici 5.11. Na slici 5.11a prikazani su redovi usjeva (CCR model) dobiveni
odredivanjem maksimalne mjere podudaranja za svaki redak slike zasebno, dok su na slici
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(a) (b)
Slika 5.11: Utjecaj optimizacijskog postupka na prepoznavanje redova usjeva. (a) CCR model dobiven
odredivanjem maksimalne mjere podudaranja za svaki redak slike zasebno, (b) CCR model dobiven
minimizacijom funkcije globalne energije.
5.11b prikazani redovi usjeva dobiveni minimizacijom funkcije globalne energije. Na prika-
zanom primjeru vidljivo je kako su redovi usjeva dobiveni minimizacijom funkcije globalne
energije puno tocˇniji od redova usjeva dobivenih maksimizacijom mjere podudaranja za
svaki redak slike zasebno.
Na slici 5.12 prikazani su redovi usjeva dobiveni primjenom TMGEM metode na sli-
kama 5.1a i 5.1b. Na prikazanim primjerima vidljivo je da predlozˇena TMGEM metoda
uspijeva prepoznati redove usjeva za obje ispitane slike. Primjer prepoznavanja ravnih
redova usjeva prikazan je na slici 5.12a. U ovom primjeru, kao sˇto se mozˇe vidjeti na slici
5.1a, prisutnost korova je minimalna i TMGEM uspijeva dobro prepoznati sve prikazane
redove usjeva. Slika 5.1b predstavlja primjer zakrivljenih redova usjeva uz visoku pri-
sutnost korova. Na slici 5.12b je vidljivo da TMGEM metoda uspijeva tocˇno prepoznati
redove usjeva i za ovakav primjer.
(a) (b)
Slika 5.12: Redovi usjeva dobiveni primjenom TMGEM metode na slikama 5.1a i 5.1b.
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Rezultati detaljnijeg ispitivanja TMGEM metode prikazani su u poglavlju 7.3. Me-
toda je prvo usporedena s postojec´im metodama za prepoznavanje ravnih redova usjeva,
a nakon toga je ispitana na skupu slika zakrivljenih redova usjeva. Evaluacija prepozna-
tih redova usjeva napravljena je koriˇstenjem evaluacijskog okvira za usporedbu metoda
prepoznavanja redova usjeva predlozˇenog u sljedec´em poglavlju.
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6
Evaluacijski okvir za usporedbu metoda
prepoznavanja redova usjeva
U znanstvenom podrucˇju, u kojem se istrazˇuje problem prepoznavanja redova usjeva,
osim nedostataka predlozˇenih metoda (poglavlje 3.2), uocˇeni su i odredeni problemi pri
evaluaciji predlozˇenih metoda.
Jedan od glavnih problema je evaluacija predlozˇenih metoda na temelju vizualne ana-
lize prepoznatih redova usjeva od strane eksperta (Pla et al., 1997; Ji i Qi, 2011; Montalvo
et al., 2012; Romeo et al., 2012; Guerrero et al., 2013). Pri ovakvom nacˇinu evaluacije,
ekspert, koji je obicˇno i jedan od autora metode, vizualnom analizom ocjenjuje jesu li
redovi usjeva dobro prepoznati ili nisu. Na temelju broja slika, za koje ocijeni da su
redovi usjeva dobro prepoznati, i ukupnog broja analiziranih slika, racˇuna se postotak
uspjesˇnosti prepoznavanja redova usjeva. Iako ovakva mjera predstavlja kvantitativnu
ocjenu metode, ona zapravo ne daje jasnu informaciju o tome koliko prepoznati redovi
usjeva odstupaju od referentnih vrijednosti. Informacija o odstupanju prepoznatih re-
dova usjeva je vazˇna jer se na temelju nje mozˇe odrediti kolika c´e biti preciznost kretanja
poljoprivrednog stroja. Na taj nacˇin mozˇe se donijeti zakljucˇak zadovoljava li metoda
za prepoznavanje redova usjeva trazˇenu preciznost za obavljanje odredenog procesa po-
ljoprivredne proizvodnje ili ne. Preciznost je vazˇna jer se preciznom navigacijom poljo-
privrednog stroja sprjecˇava uniˇstavanje/osˇtec´ivanje usjeva prilikom prolaska poljoprivred-
nog stroja kroz redove usjeva. Nadalje, ovakav nacˇin evaluacije metoda za prepoznavanje
usjeva je subjektivan, sˇto mozˇe predstavljati veliki problem pri usporedivanju predlozˇene
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metode s postojec´im metodama iz literature.
Drugi problem koji je uocˇen pri evaluaciji metoda za prepoznavanje redova usjeva je
nepostojanje standardizirane baze slika redova usjeva. Zbog toga, autori neke predlozˇene
metode ispituju tu metodu na svom setu slika, cˇime se unosi dodatna subjektivnost u
postupak evaluacije. Naime, autori pri odabiru slika za ispitivanje mogu odabrati slike
koje su pogodne za predlozˇenu metodu. Postojanje standardizirane baze slika redova
usjeva omoguc´ilo bi autorima da svoju metodu testiraju na slikama iz te baze te rezultate
svoje metode usporede s rezultatima postojec´ih metoda ostvarenim na istim slikama, cˇime
bi se postigla vec´a objektivnost usporedbe razlicˇitih metoda.
Kao doprinos rjesˇavanju navedenog problema, u sklopu ovog istrazˇivanja predlozˇen
je novi evaluacijski okvir za usporedbu metoda prepoznavanja redova usjeva. Predlozˇeni
evaluacijski okvir ukljucˇuje bazu slika redova usjeva, postupak rucˇnog generiranja referent-
nih vrijednosti i kriterije za odredivanje tocˇnosti prepoznavanja redova usjeva. Predlozˇena
baza slika sadrzˇi slike redova usjeva razlicˇitih kultura, u razlicˇitim stadijima rasta usjeva
te uz razlicˇitu prisutnost korova i sjene. Referentne vrijednosti parametara redova usjeva
predstavljaju temelj za evaluaciju prepoznatih redova usjeva primjenom odredene mjere
tocˇnosti prepoznavanja redova usjeva. Postupak rucˇnog generiranja referentnih vrijed-
nosti, predlozˇen u sklopu evaluacijskog okvira, predstavlja doprinos jer znatno olaksˇava
generiranje referentnih vrijednosti redova usjeva. Koriˇstenjem predlozˇenog postupka eks-
pert na brz i jednostavan nacˇin mozˇe generirati referentne vrijednosti redova usjeva za
velik broj slika. Kriteriji za odredivanje tocˇnosti prepoznavanja redova usjeva zasnivaju
se na racˇunanju kvantitativne mjere odstupanja prepoznatih redova usjeva od referentnih
vrijednosti redova usjeva. U sklopu spomenutog evaluacijskog okvira predlozˇena su dva
kriterija za odredivanje tocˇnosti prepoznavanja redova usjeva. Jedan kriterij predlozˇen je
za odredivanje tocˇnosti redova usjeva definiranih SCR modelom, a drugi za odredivanje
tocˇnosti redova usjeva definiranih CCR modelom.
U nastavku poglavlja detaljno je opisan predlozˇeni evaluacijski okvir za usporedbu me-
toda prepoznavanja redova usjeva. Ovaj evaluacijski okvir je u eksperimentalnoj analizi,
provedenoj u poglavlju 7, koriˇsten za odredivanje tocˇnosti prepoznavanja redova usjeva
primjenom CRDI i TMGEM metoda predlozˇenih u poglavlju 4 i 5.
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6.1 Kriteriji za odredivanje tocˇnosti prepoznavanja
redova usjeva
Kako bi se rezultati prepoznavanja redova usjeva dobiveni primjenom odredene metode
mogli kvantitativno ocijeniti, potrebno je definirati kriterij za odredivanje tocˇnosti pre-
poznavanja redova usjeva. Definiranje ovakvog kriterija predstavlja odredivanje nacˇina
racˇunanja mjere odstupanja prepoznatih redova usjeva od referentnih vrijednosti. Re-
ferentne vrijednosti redova usjeva, u slucˇaju ravnih redova usjeva, mogu biti definirane
jednadzˇbama centralnih linija koje predstavljaju redove usjeva. U slucˇaju zakrivljenih
redova usjeva, referentne vrijednosti mogu biti definirane kao jednadzˇbe polinoma viˇseg
reda ili kao niz vektora parametara x∗ = [c∗, d∗]T za svaki redak slike. Efikasan postu-
pak generiranja referentnih vrijednosti za zakrivljene redove usjeva opisan je u poglavlju
6.2. Vazˇno je naglasiti da je spomenuti postupak moguc´e primijeniti i za generiranje
referentnih vrijednosti za ravne redove usjeva. Racˇunanjem mjere odstupanja prepozna-
tih redova usjeva od referentnih vrijednosti, postizˇe se objektivnija kvantitativna ocjena
tocˇnosti prepoznavanja redova usjeva od kvantitativne ocjene na temelju vizualne analize
od strane eksperta.
Kao sˇto je navedeno u poglavlju 2, u sklopu ovog rada predlozˇena su dva modela za opi-
sivanje prepoznatih redova usjeva. Zbog toga su predlozˇena i dva kriterija za odredivanje
tocˇnosti prepoznavanja redova usjeva. Jedan kriterij predlozˇen je za odredivanje tocˇnosti
prepoznavanja redova usjeva opisanih SCR modelom, a jedan za odredivanje tocˇnosti pre-
poznavanja redova usjeva opisanih CCR modelom. U nastavku poglavlja su opisana oba
spomenuta kriterija.
6.1.1 Kriterij za odredivanje tocˇnosti prepoznavanja redova us-
jeva opisanih SCR modelom
Prilikom prepoznavanja ravnih redova usjeva, svaki red usjeva mozˇe se opisati pravcem,
koji u tom slucˇaju predstavlja centralnu liniju tog reda usjeva. Ovakav opis redova usjeva
predstavlja SCR model redova usjeva opisan u poglavlju 2.3.2. Kako bi se odredila tocˇnost
prepoznavanja redova usjeva opisanih SCR modelom, potrebno je definirati kriterij za
odredivanje tocˇnosti prepoznavanja redova usjeva opisanih pravcima. Prijedlog ovakvog
kriterija naveden je u nastavku.
Neka je P = {p1, . . . , pk} skup pravaca koji predstavljaju centralne linije prepoznatih
redova usjeva, a P ? = {p?1, . . . , p?k} skup referentnih pravaca (centralne linije koje opisuju
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referentne redove usjeva). Tocˇnost prepoznavanja redova usjeva se u tom slucˇaju mozˇe
odrediti racˇunanjem Hausdorff-ove udaljenosti skupova P i P ?, definirane izrazom
dˆH := dH(P, P
?)
= max{max
r
min
s
dI(pr, p
?
s),max
s
min
r
dI(pr, p
?
s)},
r, s ∈ {1, . . . , k}.
(6.1)
Pri tome dI(p1, p2) oznacˇava integralnu udaljenost izmedu dva pravca
p1 : A1x+B1y − C1 = 0, p2 : A2x+B2y − C2 = 0.
Integralna udaljenost dI(p1, p2) predstavlja povrsˇinu izmedu pravaca p1 i p2 u podrucˇju
podataka odredenom pravokutnikom R = [xmin, xmax]×[ymin, ymax]. Vrijednost integralne
udaljenosti mozˇe se izracˇunati pomoc´u izraza
dI(p1, p2) =
ymax∫
ymin
|x2(y)− x1(y)|dy, (6.2)
gdje je
x1(y) =
1
A1
(C1 −B1y),
x2(y) =
1
A2
(C2 −B2y).
Izraz (6.2) mozˇe se izracˇunati koriˇstenjem jednostavnijeg izraza
dI(p1, p2) = (ymax − ymin)
∣∣∣α− β22 (ymax + ymin)∣∣∣ , (6.3)
gdje je
α = C1
A1
− C2
A2
,
β = B1
A1
− B2
A2
.
U tablici 6.1 prikazane su vrijednosti integralne udaljenosti za sve polozˇaje pravaca
prikazane na slici 6.1. Iz prikazanih vrijednosti mozˇe se uocˇiti da integralna udaljenost
ima manje vrijednosti za pravce koji su blizˇi i cˇiji presjek zatvara manji kut. Najmanju
Slika 6.1a 6.1b 6.1c 6.1d
dI(p1, p2) 2.43 0.33 0.82 0.76
dI(p1, p3) 2.57 1.71 3.02 2.67
dI(p2, p3) 0.91 1.81 2.20 1.91
Tablica 6.1: Vrijednosti integralne udaljenosti za razne polozˇaje pravaca prikazane na slici 6.1.
69
Poglavlje 6 Evaluacijski okvir za usporedbu metoda prepoznavanja redova usjeva
0.0 0.5 1.0 1.5 2.0
0
1
2
3
4
5
p1p2 p3
(a)
0.0 0.5 1.0 1.5 2.0
0
1
2
3
4
5
p1p2 p3
(b)
0.0 0.5 1.0 1.5 2.0
0
1
2
3
4
5
p1p2 p3
(c)
0.0 0.5 1.0 1.5 2.0
0
1
2
3
4
5
p1p2 p3
(d)
Slika 6.1: Razni polozˇaji pravaca p1, p2 i p3.
vrijednost integralna udaljenost imala bi u slucˇaju dva identicˇna pravca i iznosila bi
nula. Prema tome, mozˇe se zakljucˇiti da integralna udaljenost predstavlja dobru mjeru
udaljenosti, te se u nastavku koristi kao kriterij za odredivanje tocˇnosti prepoznavanja
redova usjeva opisanih SCR modelom. U nastavku se ovaj kriterij naziva CRHID sˇto je
skrac´enica od engleskog izraza Crop Row Hausdorff Integral Distance.
6.1.2 Kriterij za odredivanje tocˇnosti prepoznavanja redova us-
jeva opisanih CCR modelom
Kriterij definiran u prethodnom poglavlju primjenjiv je samo u slucˇaju ravnih redova
usjeva. Buduc´i da su brezˇuljci i udubljenja cˇesta pojava u poljima, zbog cˇega se paralelni
i ravno zasadeni redovi usjeva projiciraju kao zakrivljene linije na sliku snimljenu kamerom
(poglavlje 2.3.3), potrebno je definirati novi kriterij za odredivanje tocˇnosti prepoznavanja
zakrivljenih redova usjeva.
Predlozˇeni kriterij zasniva se na usporedbi prepoznatih redova usjeva s referentnim
vrijednostima redova usjeva dobivenih primjenom postupka opisanog u poglavlju 6.2.
Referentne vrijednosti redova usjeva dobivene primjenom spomenutog postupka opisane
su nizom parametara x∗v odnosno CCR modelom redova usjeva. Kako bi se kriterij
za odredivanje tocˇnosti prepoznavanja zakrivljenih redova usjeva mogao primijeniti za
odredivanje tocˇnosti prepoznavanja redova usjeva koji nisu opisani CCR modelom, refe-
rentne vrijednosti redova usjeva prikazuju se u opc´enitijem obliku. Na temelju referentnih
vrijednosti parametara c∗v i d
∗
v, odreduje se niz vrijednosti u
∗
v,1, . . . , u
∗
v,k koje predstavljaju
referentne vrijednosti horizontalnih koordinata za k susjednih redova usjeva u v-tom retku
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slike. Racˇunanjem vrijednosti u∗v,1, . . . , u
∗
v,k za svaki redak slike i prikazivanjem u obliku
matrice postizˇe se opc´enitiji prikaz referentnih vrijednosti redova usjeva. Prema tome,
matrica referentnih vrijednosti ima k stupaca i onoliko redaka za koliko su definirane
referentne vrijednosti redova usjeva (poglavlje 6.2). U istom obliku mogu se prikazati re-
dovi usjeva dobiveni primjenom odredene metode za prepoznavanje redova usjeva. U tom
slucˇaju, svaki redak matrice sastoji se od k vrijednosti uv,1, . . . , uv,k koje predstavljaju
horizontalne koordinate k susjednih redova usjeva.
Na temelju usporedbe horizontalnih koordinata referentnih i prepoznatih redova usjeva
mozˇe se odrediti mjera odstupanja redova usjeva, dobivenih primjenom odredene metode,
od referentnih vrijednosti redova usjeva. U sklopu evaluacijskog okvira za usporedbu
metoda prepoznavanja redova usjeva predlozˇen je novi kriterij za odredivanje tocˇnosti
prepoznavanja redova usjeva opisanih CCR modelom, koji se zasniva na usporedbi ho-
rizontalnih koordinata. U nastavku se ovaj kriterij naziva CRDA, sˇto je skrac´enica od
engleskog izraza Crop Row Detection Accuracy. CRDA kriterij definiran je izrazom
CRDA =
1
k(h− v0)
h−1∑
v=v0
k∑
i=0
s
(
u∗v,i, uv,i, d
∗
v
)
, (6.4)
gdje je
s(u∗, u, d) = max
(
1−
(
u∗ − u
σsd
)2
, 0
)
, (6.5)
a σs ∈ 〈0, 1〉 je korisnicˇki definiran parametar. Varijabla v0, u izrazu (6.4), predstavlja
koordinatu prvog retka slike za koji postoji definirana referentna vrijednost redova usjeva
(poglavlje 6.2).
Iz izraza (6.4) je vidljivo da se vrijednost kriterija CRDA odreduje usporedivanjem
horizontalnih koordinata redova usjeva dobivenih primjenom odredene metode (uv,i) i re-
ferentnih vrijednosti horizontalnih koordinata (u∗v,i) te racˇunanjem prosjecˇne vrijednosti
mjere podudaranja za sve retke slike. Koordinate uv,i i u
∗
v,i usporeduju se koriˇstenjem
funkcije s definirane izrazom (6.5) pri cˇemu mjera podudaranja ima vrijednosti u in-
tervalu [0, 1]. Oblik funkcije s prikazan je na slici 6.2. U slucˇaju savrsˇenog podudara-
nja, kada je uv,i = u
∗
v,i, funkcija s vrac´a maksimalnu vrijednost, odnosno 1. Suprotno,
ukoliko je razlika vrijednosti uv,i i odgovarajuc´e referentne vrijednosti u
∗
v,i vec´a od σsd
(|uv,i − u∗v,i| > σsd), funkcija s vrac´a vrijednost 0. Iz navedenog i iz izraza (6.5) se mozˇe
zakljucˇiti da σs predstavlja korisnicˇki definirani parametar kojim se odreduje dopusˇtena
tolerancija odstupanja prepoznatih redova usjeva od referentnih vrijednosti. Ukoliko je
vrijednost parametra σs = 0.1, vrijednost funkcije s je vec´a od 0 samo ako je razlika
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s
u
σsd σsd
uv,i = u
∗
v,i
1
0.8
0.6
0.4
0.2
0
Slika 6.2: Oblik funkcije podudaranja s.
izmedu koordinata uv,i i u
∗
v,i manja od 10% udaljenosti dvaju susjednih redova usjeva.
Opc´enito, vrijednost parametra σs ovisi o zˇeljenoj tocˇnosti, potrebnoj za sigurno uprav-
ljanje poljoprivrednim strojem.
6.2 Postupak generiranja referentnih vrijednosti re-
dova usjeva
Referentne vrijednosti redova usjeva predstavljaju temelj za odredivanje kvantitativne
ocjene redova usjeva dobivenih primjenom odredene metode. Kao sˇto je recˇeno ranije, re-
ferentne vrijednosti za ravne redove usjeva obicˇno se definiraju u obliku jednadzˇbi pravaca
koji predstavljaju centralne linije redova usjeva (SCR model redova usjeva). Analogno
tome, u slucˇaju zakrivljenih redova usjeva referentne vrijednosti mogu biti definirane kao
parametri polinoma viˇseg stupnja. Ipak, u sklopu ovog istrazˇivanja predlazˇe se koriˇstenje
CCR modela za opisivanje referentnih vrijednosti zakrivljenih redova.
Postupak generiranja referentnih vrijednosti je u slucˇaju ravnih redova usjeva jednos-
tavniji nego u slucˇaju zakrivljenih redova usjeva. Buduc´i da se ravni redovi usjeva obicˇno
opisuju SCR modelom, odnosno pravcima, dovoljno je za svaki red usjeva definirati po
dvije tocˇke, na temelju kojih se odrede centralni pravci koji predstavljaju referentne vri-
jednosti redova usjeva.
Analogno postupku generiranja referentnih vrijednosti za ravne redove usjeva, u sklopu
izrade evaluacijskog okvira za usporedbu metoda prepoznavanja redova usjeva, predlazˇe
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se novi efikasan postupak za rucˇno generiranje referentnih vrijednosti zakrivljenih redova
usjeva. S ciljem generiranja referentnih vrijednosti razvijena je aplikacija u programskom
jeziku C++, a sam postupak opisan je u nastavku. Ekspert definira dvije ili viˇse tocˇaka
koje lezˇe na jednom redu usjeva na slici za koju se generiraju referentne vrijednosti. Nakon
toga, razvijena aplikacija automatski generira glatku krivulju koja prolazi tim tocˇkama.
Isti postupak ponavlja se i za susjedni red usjeva na slici te se na taj nacˇin dobiva druga
krivulja. Krivulje za ostale redove usjeva na slici rekonstruiraju se na temelju tih dviju
krivulja, koje predstavljaju centralne linije dvaju susjednih redova usjeva, i na temelju
cˇinjenice da je razmak izmedu susjednih redova usjeva u odredenom retku slike konstantan.
Ovakav postupak generiranja referentnih vrijednosti redova usjeva je vrlo jednostavan
i efikasan jer je za odredenu sliku potrebno definirati samo nekoliko tocˇaka. Na taj nacˇin
ekspert mozˇe generirati referentne vrijednosti za velik broj slika u kratkom vremenu.
Broj tocˇaka koje je potrebno definirati za odredenu sliku ovisi o zakrivljenosti redova
usjeva. Kao sˇto je ranije recˇeno, za potpuno ravni red usjeva dovoljne su dvije tocˇke,
a sˇto je zakrivljenost vec´a i slozˇenija, broj tocˇaka se povec´ava. Vazˇno je naglasiti da
razvijena aplikacija za generiranje referentnih vrijednosti omoguc´ava efikasno definiranje
spomenutih tocˇaka. Nakon dodavanja odredenog broja tocˇaka i generiranja krivulja, svaku
od tocˇaka je moguc´e pomicati i na taj nacˇin precizno podesˇavati referentne vrijednosti
redova usjeva. Aplikacija, u bilo kojem trenutku, omoguc´ava i dodavanje novih tocˇaka te
uklanjanje neke od postojec´ih.
Na nekima od slika iz baze slika redova usjeva (poglavlje 6.3), redovi usjeva nisu vidljivi
pri vrhu slike. Razlozi za to su utjecaj perspektive ili nebo koje se pojavljuje pri vrhu
odredenih slika. Zbog toga su referentne vrijednosti redova usjeva definirane od retka v0
do dna slike. Prema tome, konacˇan rezultat predlozˇenog postupka generiranja referentnih
vrijednosti je niz referentnih vrijednosti parametara c∗v i d
∗
v za sve retke slike, pocˇevsˇi od
v0 do dna. Niz referentnih parametara mozˇe se prikazati u obliku niza referentnih vektora
parametara x∗v, odnosno u obliku referentnog CCR modela.
Primjer referentnih vrijednosti za jednu sliku iz baze slika redova usjeva prikazan je
na slici 6.3. Na slici 6.3 je vidljivo kako je ekspert za lijevi centralni red usjeva definirao 5
tocˇaka (zˇuti krizˇic´i), a za desni 3 tocˇke (crveni krizˇic´i). Na temelju tih tocˇaka definirane
su referentne krivulje za ta dva centralna reda usjeva, a na temelju njih su rekonstruirane
krivulje za ostale redove usjeva na slici. Iz prikazanog primjera mozˇe se uocˇiti da se,
koriˇstenjem predlozˇenog postupka za generiranja referentnih vrijednosti, referentne vri-
jednosti mogu definirati brzo, jednostavno i dovoljno precizno. Vazˇno je naglasiti da se
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Slika 6.3: Primjer referentnih vrijednosti redova usjeva. Zˇuti i crveni krizˇic´i oznacˇavaju tocˇke na temelju
kojih su odredene referentne krivulje centralnih redova usjeva.
predlozˇeni postupak mozˇe koristiti i za definiranje referentnih vrijednosti u slucˇaju rav-
nih redova usjeva. Pri tome je potrebno za dva susjedna reda usjeva definirati po dvije
tocˇke nakon cˇega aplikacija generira referentne vrijednosti u obliku CCR modela. Ukoliko
je potrebno definirati referentne vrijednosti u obliku SCR modela, aplikaciju bi trebalo
prilagoditi da na temelju zadane 4 tocˇke odredi jednadzˇbe pravaca koje opisuju redove
usjeva.
Koriˇstenjem predlozˇenog postupka generirane su referentne vrijednosti za sve slike iz
baze slika redova usjeva, opisane u sljedec´em poglavlju. Generirane referentne vrijednosti
koriˇstene su u poglavlju 7.3 pri eksperimentalnoj analizi predlozˇene TMGEM metode.
6.3 Baza slika redova usjeva
Zbog navedenog problema nepostojanja standardizirane baze slika redova usjeva, u sklopu
izrade evaluacijskog okvira za usporedbu metoda prepoznavanja redova usjeva, kreirana
je baza slika redova usjeva. Ovakva baza slika omoguc´ava znanstvenicima objektivniju
i laksˇu usporedbu novih metoda za prepoznavanje redova usjeva s postojec´im meto-
dama. Dosadasˇnjim proucˇavanjem literature, uocˇeno je da autori novo razvijene metode
usporeduju na svojim skupovima slika sˇto dovodi u pitanje objektivnost odabira testnih
slika. Koriˇstenjem standardizirane baze slika, znanstvenici bi napravili evaluaciju nove
metode na poznatom skupu slika te dobivene rezultate usporedili s vec´ postojec´im re-
zultatima drugih metoda na istom skupu slika. Ovime bi se postupak evaluacije novih
metoda, i usporedbe s postojec´im, znatno ubrzao i olaksˇao.
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U svrhu kreiranja spomenute baze slika redova usjeva, snimljene su slike razlicˇitih po-
ljoprivrednih kultura. Kulture koje su snimljene su kukuruz, celer, krumpir, luk, suncokret
i soja. Na slikama je prisutna razlicˇita kolicˇina korova te je vidljiv razlicˇit utjecaj svje-
tlosti. Slike su snimane po danu pa nije koriˇsteno dodatno osvjetljenje, a na nekim slikama
je vidljiva prisutnost sjene nastale zbog raznih objekata u blizini polja. Na odredenim sli-
kama vidljivi su dijelovi travnjaka, neba ili ceste. Slike su snimljene digitalnom kamerom
drzˇanom u ruci, pa je polozˇaj kamere u odnosu na polje varirao u odredenom rasponu.
Slike su snimljene u proljec´e 2014. godine na raznim poljima u Slavoniji, a za snimanje je
koriˇstena Panasonic LUMIX DMC-F2 digitalna kamera. Originalna rezolucija snimljenih
slika je 2560× 1920, a nakon snimanja je smanjena na 320× 240. Postupkom smanjenja
rezolucije se smanjuje vrijeme potrebno za prepoznavanje redove usjeva, bez znacˇajnog
gubitka informacija, sˇto je pokazano u eksperimentalnoj analizi TMGEM metode opisa-
noj u poglavlju 7.3.4, gdje su usporedeni rezultati prepoznavanja redova usjeva na slikama
razlicˇite rezolucije.
Kreirana baza slika sadrzˇi 281 sliku redova usjeva te je u cijelosti dana na raspolaganje
znanstvenoj zajednici1. Primjeri slika iz baze dani su na slici 6.4. Slike 6.4a − 6.4d
prikazuju primjere slika redova usjeva na kojima su prisutni korov i sjena. Razlicˇite
poljoprivredne kulture vidljive su na slikama 6.4e − 6.4h. Usjevi u razlicˇitim stadijima
rasta prikazani su na slikama 6.4i − 6.4l, dok su na slikama 6.4m − 6.4p dani primjeri
razlicˇite zakrivljenosti redova usjeva. Iz primjera slika prikazanih na slici 6.4 mozˇe se
uocˇiti da kreirana baza slika sadrzˇi raznolike primjere slika redova usjeva. Prema tome,
evaluacijom metoda za prepoznavanje redova usjeva na slikama iz baze mozˇe se ispitati
robusnost metode, odnosno primjenjivost na razlicˇitim poljoprivrednim kulturama te na
sˇirokom spektru uvjeta okoline, geometrije polja i nacˇina snimanja slike.
Pri evaluaciji odredene metode za prepoznavanje redova usjeva mozˇe se koristiti sve ili
samo dio slika iz baze. Za potrebe ovog istrazˇivanja baza slika je podijeljena u dva skupa,
skup za ucˇenje i testni skup. Skup za ucˇenje, koji sadrzˇi 56 slika (20% od ukupno 281 slike),
koriˇsten je za odredivanje odgovarajuc´ih vrijednosti parametara a i b TMGEM metode
(poglavlje 5.3). Testni skup, s preostalih 225 slika, je koriˇsten pri evaluaciji predlozˇene
TMGEM metode (poglavlje 7.3). Za potrebe usporedbe s postojec´im metodama iz testnog
skupa slika izdvojene su 34 slike ravnih redova usjeva, dok je preostala 191 slika koriˇstena
za evaluaciju TMGEM metode na zakrivljenim redovima usjeva.
Za svaku od slika u kreiranoj bazi slika redova usjeva odredene su referentne vrijed-
1http://www.etfos.unios.hr/r3dvgroup/index.php?id=crd dataset
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(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Slika 6.4: Primjeri slika iz baze slika redova usjeva.
nosti redova usjeva primjenom postupka opisanog u poglavlju 6.2. U nastavku se baza
slika redova usjeva, s referentnim vrijednostima redova usjeva za sve slike, naziva CRBD,
sˇto je skrac´enica od engleskog izraza Crop Row Benchmark Dataset. Kompletan CRBD
se mozˇe pruzeti na istom linku kao i baza slika. Uz bazu slika i referentne vrijednosti re-
dova usjeva za sve slike, CRBD sadrzˇi i Matlab datoteke za prikaz referentnih vrijednosti
redova usjeva na slici te za odredivanje vrijednosti CRDA kriterija. Rezultati prepozna-
vanja redova usjeva primjenom TMGEM metode su takoder ukljucˇeni u CRBD kako bi
se omoguc´ila laksˇa usporedba novo razvijenih metoda s predlozˇenom TMGEM metodom.
Uz sve navedeno, CRBD sadrzˇi i detaljne upute za koriˇstenje.
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Eksperimentalni rezultati
U ovom poglavlju prikazani su rezultati eksperimentalne evaluacije metoda prepoznavanja
redova usjeva predlozˇenih u sklopu ove doktorske disertacije. Eksperimentalna evaluacija
podijeljena je u dva dijela: i) eksperimentalna evaluacija CRDI metode i ii) eksperimen-
talna evaluacija TMGEM metode.
U prvom dijelu dani su rezultati eksperimentalne evaluacije CRDI metode predlozˇene
u poglavlju 4. Predlozˇena metoda ispitana je na umjetno generiranim skupovima poda-
taka pri cˇemu je usporedena s predlozˇenom IMLD metodom te sa Standardnom Hougho-
vom transformacijom. Za generiranje umjetnih skupova podataka, koji simuliraju redove
usjeva, koriˇsten je postupak opisan u poglavlju 4.1.1, dok je za mjeru tocˇnosti prepozna-
vanja redova usjeva koriˇsten CRHID kriterij predlozˇen u poglavlju 6.1.1. Umjetni skupovi
generirani su za slucˇaj dva i tri reda usjeva, te su pri tome simulirani utjecaj korova i
neravnog zasijanja.
U drugom dijelu napravljena je eksperimentalna evaluacija TMGEM metode, predlo-
zˇene u poglavlju 5, na stvarnim slikama redova usjeva iz baze slika redova usjeva (poglavlje
6.3). Baza slika sadrzˇi slike redova usjeva razlicˇitih kultura, razlicˇitih uvjeta okoline (pri-
sutnost korova, sjene i sl.), geometrije polja i nacˇina snimanja slike. U sklopu ovog dijela
eksperimentalne evaluacije, provedena su tri pokusa. U prvom je predlozˇena metoda is-
pitana na slikama ravnih redova usjeva, u drugom na slikama zakrivljenih redova usjeva,
dok je u trec´em analiziran utjecaj rezolucije slike na tocˇnost prepoznavanja. Prema do-
sadasˇnjim spoznajama, vec´ina metoda za prepoznavanje redova usjeva mozˇe prepoznati
samo ravne redove usjeva. Zbog navedenog, rezultati prepoznavanja ravnih redova usjeva
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dobiveni TMGEM metodom usporedeni su s rezultatima prepoznavanja dobivenih dvjema
metodama zasnovanim na Houghovoj transformaciji i jednom metodom zasnovanom na
linearnoj regresiji. Ispitivanjem TMGEM metode na zakrivljenim redovima usjeva po-
kazana je robusnost predlozˇene metode, odnosno moguc´nost prepoznavanja i zakrivljenih
redova usjeva. Tocˇnost prepoznavanja redova usjeva, u eksperimentalnoj analizi TMGEM
metode, odredena je koriˇstenjem CRDA kriterija opisanog u poglavlju 6.1.2.
U nastavku poglavlja prvo su objasˇnjene metode koriˇstene za usporedbu s metodama
predlozˇenim u ovom istrazˇivanju, a nakon toga su dani rezultati eksperimentalne analize
koja je podijeljena na spomenuta dva dijela.
7.1 Metode koriˇstene za usporedbu
Za potrebe eksperimentalne analize predlozˇenih CRDI i TMGEM metode, napravljena
je usporedba rezultata prepoznavanja redova usjeva dobivenih predlozˇenim metodama s
rezultatima prepoznavanja redova usjeva dobivenih nekim od postojec´ih metoda iz litera-
ture.
CRDI metoda usporedena je sa Standardnom Houghovom transformacijom na umjetno
generiranim skupovima podataka. Osim Houghove transformacije, u eksperimentalnoj
analizi je, za usporedbu, koriˇstena i IMLD metoda predlozˇena u poglavlju 4.1.4.
TMGEM metoda je ispitana na slikama ravnih i zakrivljenih redova usjeva iz baze slika
redova usjeva (poglavlje 6.3). Za usporedbu rezultata prepoznavanja ravnih redova usjeva,
dobivenih TMGEM metodom, koriˇstene su tri metode. Dvije metode su zasnovane na
Standardnoj Houghovoj transformaciji, a jedna na linearnoj regresiji. Metoda zasnovana
na linearnoj regresiji je metoda predlozˇena u (Montalvo et al., 2012). Jedna od metoda
zasnovanih na Houghovoj transformaciji je Standardna Houghova transformacija u svom
izvornom obliku, a druga metoda je Standardna Houghova transformacija koja koristi
predlosˇke kao metoda predlozˇena u (Montalvo et al., 2012).
U nastavku poglavlja opisane su sve tri metode koriˇstene u eksperimentalnoj analizi za
usporedbu rezultata prepoznavanja redova usjeva dobivenih primjenom CRDI i TMGEM
metode.
7.1.1 Houghova transformacija
Standardna Houghova transformacija (Duda i Hart, 1972) je jedan od najcˇesˇc´ih pristupa
rjesˇavanju problema prepoznavanja redova usjeva (Marchant, 1996; Leemans i Destain,
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2006; Bakker et al., 2008; Ji i Qi, 2011; Marchant i Brivot, 1995; Rovira-Ma´s et al., 2005;
Ericson i A˚strand, 2009).
Prepoznavanje pravaca koriˇstenjem Houghove transformacije ostvaruje se trazˇenjem
maksimuma u Houghovoj ravnini (akumulatoru) koja predstavlja transformaciju ulazne
slike. Prije primjene Houghove transformacije potrebno je napraviti binarnu sliku. Na
binarnoj slici su objekti od interesa (pravci/usjevi) prikazani bijelom bojom, a sve ostalo
crnom. Nakon binarizacije slike primjenjuje se Houghova transformacija, pri cˇemu se za
svaku tocˇku T (x, y) ∈ R2 binarne slike unosi niz glasova u Houghovu ravninu. Glasovi
predstavljaju sve moguc´e pravce u Hesseovom obliku koji prolaze tocˇkom T s odredenom
rezolucijom parametara ρ i δ. Parametri ρ i δ su parametri Hesseovog oblika jednadzˇbe
pravca definiranog izrazom
x cos ρ+ y sin ρ− δ = 0, (7.1)
gdje parametar ρ predstavlja kut koji normala iz ishodiˇsta na pravac zatvara s pozitiv-
nim dijelom x-osi koordinatnog sustava, dok parametar δ oznacˇava udaljenost pravca od
ishodiˇsta. Koriˇstenjem ovakve transformacije, odredeni pravac p u prostoru (na slici)
predstavljen je tocˇkom (ρ, δ) u Houghovoj ravnini, a jedna tocˇka na slici predstavljena je
nizom tocˇaka u Houghovoj ravnini. Iz navedenog se mozˇe zakljucˇiti da tocˇke koje lezˇe na
istom pravcu na originalnoj slici povec´avaju broj glasova tocˇke (ρ, δ) u Houghovoj ravnini
koja predstavlja parametre tog pravca. Na taj nacˇin se trazˇenjem lokalnih maksimuma u
Houghovoj ravnini mozˇe prepoznati najdominantnije pravce na slici.
Primjer Houghove transformacije prikazan je na slici 7.1. Na slici 7.1b prikazana je
Houghova ravnina dobivena primjenom Houghove transformacije na binarnu sliku 7.1a.
δ
ρ
(a)
−90◦ −45◦ 0◦ 45◦ 90◦
ρ
−300
−150
0
150
300
δ
(b)
Slika 7.1: Primjer Houghove transformacije. (a) Binarna slika, (b) Houghova ravnina.
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Iz prikazanog primjera mozˇe se uocˇiti kako sve tocˇke koje lezˇe na pravcu prikazanom na
slici 7.1a, daju glas za tocˇku oznacˇenu isprekidanom kruzˇnicom na slici 7.1b. Ta tocˇka
predstavlja maksimum Houghove ravnine, odnosno parametre ρ i δ najdominantnijeg
pravca originalne slike. Binarna slika 7.1a je velicˇine 320× 240, a ishodiˇste koordinatnog
sustava pri racˇunanju Houghove transformacije je postavljeno u lijevi gornji kut slike.
Parametri ρ i δ za najdominantniji pravac, u ovom primjeru, iznose ρ = 45◦ i δ = 185.
Analogno prikazanom primjeru za prepoznavanje pravca (slika 7.1), Houghova tran-
sformacija se mozˇe primijeniti za prepoznavanje redova usjeva. U slucˇaju eksperimen-
talne analize CRDI metode (poglavlje 7.2), gdje se koriste umjetni skupovi podataka,
nije potrebno raditi predobradu prije primjene Houghove transformacije, dok je u slucˇaju
eksperimentalne analize TMGEM metode (poglavlje 7.3), gdje se koriste stvarne slike po-
lja, potrebno napraviti predobradu, kako bi se od ulazne slike u boji dobila binarizirana
slika na kojoj se primjenjuje Houghova transformacija. Binarna slika, u eksperimentalnoj
analizi TMGEM metode, dobivena je primjenom dvostruke Otsu segmentacije (poglav-
lje 7.1.2) na sliku vegetacije koja se dobiva racˇunanjem ExG indeksa boje vegetacije za
ulaznu sliku (slika 5.2).
U nastavku se metoda za prepoznavanje redova usjeva, zasnovana na Standardnoj
Houghovoj transformaciji, oznacˇava kraticom HT, a koristi se u eksperimentalnoj analizi
obje predlozˇene metode.
7.1.2 Linearna regresija s predlosˇcima
Drugi cˇesto koriˇsteni pristup rjesˇavanju problema prepoznavanja redova usjeva je primjena
linearne regresije (Harrington, 2012). Kao i Houghova transformacija, linearna regresija se
primjenjuje na binarnoj slici pa je u slucˇaju prepoznavanja redova usjeva na stvarnim sli-
kama potrebno napraviti predobradu, odnosno binarizirati ulaznu sliku. Za skup umjetno
generiranih tocˇaka, kao ni kod Houghove transformacije, nije potrebno raditi predobradu.
Primjenom linearne regresije, za odredeni skup tocˇaka se pronalazi pravac oblika
y = kpx+ lp, (7.2)
takav da je suma kvadratnih odstupanja svih tocˇaka skupa do pravca minimalna. U izrazu
(7.2) kp predstavlja koeficijent nagiba pravca, a lp duljinu odsjecˇka koju pravac odreduje
na y osi. Suma kvadrata ortogonalnih odstupanja m tocˇaka od pravca definiranog izrazom
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(7.2) mozˇe se izracˇunati koriˇstenjem izraza
F (kp, lp) =
m−1∑
i=0
(kpx+ lp − yi)2
1 + kp
2 . (7.3)
Mozˇe se uocˇiti da pravac odreden minimizacijom izraza (7.3) predstavlja TLS pravac za
razmatrani skup tocˇaka.
Za potrebe usporedbe rezultata prepoznavanja redova usjeva primjenom predlozˇene
TMGEM metode, osim HT metode, u ovom radu se koristi i metoda zasnovana na line-
arnoj regresiji, predlozˇena u (Montalvo et al., 2012). U nastavku se navedena metoda
naziva LR metoda, sˇto je skrac´enica od engleskog izraza Linear Regression. Postupak
prepoznavanja redova usjeva na slici primjenom LR metode mozˇe se podijeliti u nekoliko
koraka, koji su detaljno objasˇnjeni u nastavku.
Prvi korak LR metode je transformacija ulazne slike primjenom ExG indeksa boje
vegetacije. Ovaj korak jednak je koraku prepoznavanja vegetacije predlozˇene TMGEM
metode (poglavlje 5.1), a kao rezultat dobiva se slika vegetacije (slika 5.2). Sljedec´i korak
LR metode je primjena dvostruke Otsu segmentacije (engl. Double Otsu). Ovaj korak
autori smatraju glavnim doprinosom predlozˇene metode, a sastoji se od dvostruke pri-
mjene Otsu metode segmentacije opisane u poglavlju 3.1.2. Buduc´i da Otsu metoda pro-
nalazi prag binarizacije u slucˇaju kada je histogram slike bimodalan, prvom primjenom, u
slucˇaju slika redova usjeva, se dobiva prag binarizacije kojim se razdvaja vegetacija (usjevi
i korov) od zemlje. Nakon toga se ponovno primjenjuje Otsu metoda, ali na histogramu
kreiranom od onih piksela slike koji su nakon prve binarizacije pripali vegetaciji. Autori
LR metode tvrde da se drugom primjenom Otsu metode mozˇe razdvojiti usjeve od korova
te na taj nacˇin postic´i bolje prepoznavanje redova usjeva u daljnjim koracima metode.
Nakon binarizacije slike, primjenjuju se posebno kreirani predlosˇci kojima se olaksˇava
prepoznavanje redova usjeva primjenom linearne regresije. Predlosˇci se kreiraju na teme-
lju predznanja o broju redova usjeva, geometrijskoj strukturi redova usjeva, ocˇekivanom
polozˇaju redova usjeva na slici te ocˇekivanom dijelu slike koji je potrebno analizirati. U
radu (Montalvo et al., 2012) su kreirana 2 ovakva predlosˇka, za dva tipa geometrije polja.
Ipak, za potrebe usporedbe LR metode s TMGEM metodom, za svaku sliku iz skupa slika
za testiranje kreiran je poseban predlozˇak. Primjer jednog takvog predlosˇka, kreiranog
za sliku 7.2a, prikazan je na slici 7.2b. Primjenom ovakvog predlosˇka, kao maske na bi-
narnoj slici, kreiraju se tri odvojena skupa tocˇaka te se za svaki od skupova primjenom
linearne regresije pronalazi pravac koji predstavlja centralnu liniju odgovarajuc´eg reda
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(a) (b)
Slika 7.2: Primjer predlosˇka LR metode. (a) Ulazna slika redova usjeva, (b) Predlozˇak kreiran na temelju
predznanja.
usjeva. Umjesto klasicˇne linearne regresije, definirane na pocˇetku ovog poglavlja, u radu
(Montalvo et al., 2012) koristi se linearna regresija kojom se minimizira suma ortogonalnih
udaljenosti definirana izrazom
F (kp, lp) =
m−1∑
i=0
|kpx+ lp − yi|√
1 + kp
2
. (7.4)
Radi jednostavnosti, u eksperimentalnoj evaluaciji TMGEM metode, implementacija LR
metode napravljena je koriˇstenjem klasicˇne linearne regresije, odnosno minimiziran je
izraz (7.3) kojim se dobiva TLS pravac. Vazˇno je uocˇiti da se LR metoda mozˇe uspjesˇno
primijeniti samo na redove usjeva za koje su kreirani predlosˇci. Ovaj uvjet predstavlja
ogranicˇenje u stvarnoj primjeni metode jer se za primjenu na redovima usjeva drugacˇijeg
rasporeda moraju kreirati novi predlosˇci.
7.1.3 Houghova transformacija s predlosˇcima
Trec´a metoda koriˇstena u eksperimentalnoj evaluaciji TMGEM metode je Houghova tran-
sformacija s predlosˇcima. Ova metoda je kombinacija prethodno opisane HT i LR metode,
a detaljnije je opisana u nastavku.
Buduc´i da se metoda koristi u eksperimentalnoj analizi TMGEM metode, koja se pro-
vodi na stvarnim slikama redova usjeva, potrebno je od ulazne slike napraviti binarnu
sliku. Binarizacija slike je, kao i kod LR metode, napravljena primjenom dvostruke Otsu
metode na slici vegetacije. Nakon binarizacije, primjenjuju se posebno kreirani predlosˇci
koji su jednaki predlosˇcima koriˇstenim za LR metodu. Ovim korakom se izdvajaju tri
skupa tocˇaka, koji predstavljaju usjeve za tri razmatrana reda usjeva. Primjenom Stan-
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dardne Houghove transformacije, odnosno HT metode, na svakom od izdvojenih skupova
tocˇaka, dobivaju se pravci koji predstavljaju centralne linije redova usjeva. Vazˇno je uocˇiti
da se, koriˇstenjem predlozˇaka, HT metodom trazˇi samo najdominantniji pravac za svaki
od izdvojenih skupova tocˇaka. Ovime se postizˇe poboljˇsanje u odnosu na HT metodu jer
se sprjecˇava da metoda pronade dva pravca za jedan red usjeva, a za drugi red usjeva ne
pronade niti jedan pravac. Ovakva situacija bi se dogodila kada bi dva pravca za jedan red
usjeva imali viˇse glasova u Houghovoj ravnini od pravca koji predstavlja centralnu liniju
drugog reda usjeva. Medutim, koriˇstenje predlozˇaka omoguc´ava primjenu metode samo
na redovima usjeva za koje su kreirani predlosˇci, sˇto predstavlja ogranicˇenje u stvarnoj
primjeni. U nastavku se ova metoda naziva HTT, sˇto je kratica od engleskog izraza Hough
Transform with Templates.
7.2 Eksperimentalna evaluacija CRDI metode
U poglavlju 4.1.4 predlozˇena je IMLD metoda za prepoznavanje pravaca u proizvoljnom
polozˇaju. Eksperimentalnom analizom IMLD metode pokazalo se da metoda ne mozˇe s
dovoljnom tocˇnosˇc´u prepoznati redove usjeva u svim razmatranim slucˇajevima te je zbog
toga u poglavlju 4.2 predlozˇena prilagodba IMLD metode za problem prepoznavanja re-
dova usjeva. Predlozˇena prilagodba nazvana je CRDI metoda te su u poglavlju 4.2 dani
algoritmi za rjesˇavanje problema prepoznavanja 2 (algoritam 2), 3 (algoritam 3) i k (algo-
ritam 4) redova usjeva. U ovom poglavlju predlozˇene IMLD i CRDI metoda su usporedene
s HT metodom. Metode su usporedene na umjetno generiranim skupovima podataka za
slucˇaj 2 i 3 reda usjeva, a kao mjera tocˇnosti prepoznavanja koriˇsten je CRHID kriterij
opisan u poglavlju 6.1.1. Nacˇin generiranja skupova testnih podataka, nacˇin provodenja
eksperimenta, te rezultati prepoznavanja redova usjeva dani su u nastavku poglavlja.
7.2.1 Postavke pokusa
Sve ispitivane metode (IMLD, CRDI i HT) implementirane su u Matlabu. IMLD i CRDI
metode implementirane su prema algoritmima danim u poglavlju 4, dok je HT metoda
implementirana prema algoritmu opisanom u (Gonzalez i Woods, 2006).
U eksperimentima je koriˇsteno osobno racˇunalo s Intel Core i5-3350P 3.30 GHz pro-
cesorom i 8 GB RAM memorije. Na racˇunalu je instaliran Windows 8.1 Pro 64-bit ope-
racijski sustav te je koriˇstena R2009a verzija Matlaba.
Metode su usporedene na umjetno generiranim skupovima tocˇaka koji simuliraju re-
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dove usjeva (poglavlje 4.2). Postupak generiranja takvih skupova tocˇaka objasˇnjen je u
nastavku. Prvo se odabire sjeciˇste pravaca S = (xs, ys) pri cˇemu se koordinate sjeciˇsta
biraju u intervalu [0, 1] za xs te u intervalu [2, 10] za ys. Nakon toga odabire se k pravaca
koji imaju zajednicˇko sjeciˇste te interval [0, 1] sijeku u jednako razmaknutim tocˇkama
0 < ν1 < ν2 <, . . . , νk < 1 pri cˇemu je
νj+1 − νj = d < 1k−1 .
Buduc´i da tocˇke ν1, . . . , νk moraju biti jednako razmaknute (redovi usjeva su medusobno
jednako udaljeni), tocˇka ν1 mozˇe se nasumicˇno odabrati u intervalu [0, 1 − (k − 1)d], a
ostale tocˇke se onda odreduju pomoc´u izraza
νj = ν1 + (j − 1)d, j = 2, . . . , k.
Nakon odabira tocˇaka νj i k pravaca oblika (2.3) koji prolaze tocˇkom {νj, 0} i imaju
zajednicˇko sjeciˇste, koriˇstenjem postupka opisanog u poglavlju 4.1.1 za svaki pravac se
generira skup tocˇakaAj koji sadrzˇi mj tocˇaka. Pri tome su η1, . . . , ηmj jednako razmaknuti
brojevi iz intervala [0, 2]. Skup tocˇaka A za evaluaciju metoda se nakon generiranja
skupova tocˇaka Aj dobiva kao
A =
k⋃
j=1
(Aj ∩ [0, 1]× [0, 2]) , |A| = m, (7.5)
a tocˇke skupa A se, kao i u poglavlju 4.1.1, oznacˇavaju s Ti(xi, yi), i = 1, . . . ,m. Iz izraza
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Slika 7.3: Primjer tri pravca koji prolaze sjeciˇstem S i tocˇaka generiranih na temelju tih pravaca.
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(7.5) se mozˇe vidjeti da se skup A sastoji od svih tocˇaka skupova Aj koje se nalaze unutar
pravokutnika [0, 1] × [0, 2]. Tocˇke koje izlaze izvan navedenog pravokutnika se odbacuju
pa stoga ukupni broj tocˇaka u skupu A nije jednak ∑kj=1mj.
Na slici 7.3 prikazana su 3 pravca koji imaju zajednicˇko sjeciˇste S = (0.4, 3) (plava
zvjezdica) te interval [0, 1] sijeku u tocˇkama 0.215, 0.465 i 0.715. Tocˇke generirane na
temelju prikazanih pravaca oznacˇene su crnim zvjezdicama.
Za potrebe eksperimentalne analize, odnosno usporedbe IMLD, CRDI i HT metoda,
skup tocˇaka A je generiran na cˇetiri razlicˇita nacˇina. Generiranjem tocˇaka simulirano je
kompletno i nekompletno zasijanje uz manju i vec´u varijancu. Pod pojmom kompletno
zasijanje smatraju se oni redovi usjeva u kojima su svi plodovi zasijani te su iznikli.
Analogno tome, pod pojmom nekompletno zasijanje smatraju se oni redovi usjeva u ko-
jima neki plodovi nisu zasijani ili nisu iznikli. Pri generiranju skupa tocˇaka, kompletno
zasijanje je simulirano tako da svaki skup Aj sadrzˇi 20 tocˇaka, dok je nekompletno zasi-
janje simulirano tako da je 5 − 25% nasumicˇno odabranih tocˇaka izbacˇeno iz skupa Aj.
Postotak izbacˇenih tocˇaka je, pri simuliranju nekompletnog zasijanja, za svaki skup Aj
nasumicˇno odabran u intervalu 5− 25%. Nadalje, mijenjanjem varijance pri generiranju
tocˇaka simulirano je neravno zasijanje i utjecaj korova. Ravnije zasijanje i manji utjecaj
korova simuliran je postavljanjem varijance na vrijednost σ2 = 0.002, dok je neravno zasi-
janje i vec´i utjecaj korova simuliran postavljanjem vrijednosti varijance na σ2 = 0.02. Na
slici 7.4a i 7.4b prikazane su tocˇke koje simuliraju kompletno i nekompletno zasijanje pri
manjoj varijanci (σ2 = 0.002). Primjer tocˇaka koje simuliraju kompletno i nekompletno
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Slika 7.4: Primjer tocˇaka generiranih na temelju tri referentna pravca. (a) Kompletno zasijanje i manja
varijanca, (b) Nekompletno zasijanje i manja varijanca, (c) Kompletno zasijanje i vec´a varijanca, (d)
Nekompletno zasijanje i vec´a varijanca.
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zasijanje pri vec´oj varijanci (σ2 = 0.02) prikazan je na slici 7.4c i 7.4d.
U nastavku poglavlja dani su rezultati usporedbe IMLD, CRDI i HT metode u slucˇaju
prepoznavanja 2 i 3 reda usjeva. U svakom pokusu usporedena je tocˇnost prepoznavanja
redova usjeva, odredena vrijednosˇc´u CRHID kriterija, te efikasnost, odredena vremenom
izvodenja.
7.2.2 Usporedba prepoznavanja dva reda usjeva
Usporedba HT, IMLD i CRDI metode za prepoznavanje dva reda usjeva na umjetno ge-
neriranim skupovima tocˇaka ponovljena je 100 puta za sve cˇetiri kombinacije kompletnog
i nekompletnog zasijanja te manje i vec´e varijance (poglavlje 7.2.1). Pri svakom ponav-
ljanju pokusa generiran je novi skup tocˇaka s m1 = m2 = 20 tocˇaka po pravcu. Nadalje,
u svakom pokusu su nasumicˇnim odabirom sjeciˇsta S te nasumicˇnim odabirom tocˇke ν1 i
udaljenosti pravaca d ponovno odredeni referentni pravci (referentni redovi usjeva).
Rezultati prepoznavanja dva reda usjeva u slucˇaju manje varijance (σ2 = 0.002) za
sve tri razmatrane metode prikazani su u tablici 7.1. Brojevi u tablici predstavljaju
broj pokusa u kojima je odredena metoda postigla tocˇnost prepoznavanja redova usjeva u
rasponu navedenom u prvom stupcu tablice. Buduc´i da je svaki pokus ponovljen 100 puta,
ovi brojevi su jednaki postotcima. Posljednji redak tablice predstavlja prosjecˇno vrijeme
potrebno za prepoznavanje redova usjeva za svaku metodu. Kao sˇto se mozˇe vidjeti u
tablici 7.1, u slucˇaju kompletnog zasijanja predlozˇena CRDI metoda uspijeva u 100%
testova prepoznati redove usjeva s visokom tocˇnosˇc´u. IMLD i HT metoda istu tocˇnost
prepoznavanja, u slucˇaju kompletnog zasijanja, uspijevaju postic´i u 75%, odnosno 60%
testova, dok je u ostalim slucˇajevima tocˇnost prepoznavanja losˇija. Vrijeme izvodenja
CRDI metode u slucˇaju kompletnog zasijanja iznosi 0.04 s, sˇto je gotovo 6 puta krac´e
od vremena izvodenja IMLD metode i viˇse od 30 puta krac´e od vremena izvodenja HT
Kompletno zasijanje Nekompletno zasijanje
Metoda HT IMLD CRDI HT IMLD CRDI
CRHID < 0.005 60 75 100 54 81 100
0.005 ≤ CRHID < 0.01 39 - - 46 - -
0.01 ≤ CRHID < 0.02 1 - - - - -
0.02 ≤ CRHID < 0.20 - 25 - - 19 -
Vrijeme (s) 1.25 0.23 0.04 1.25 0.23 0.04
Tablica 7.1: Usporedba HT, IMLD i CRDI metode pri prepoznavanju dva reda usjeva uz manju varijancu
(σ2 = 0.002)
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Kompletno zasijanje Nekompletno zasijanje
Metoda HT IMLD CRDI HT IMLD CRDI
CRHID < 0.05 31 84 99 30 69 98
0.05 < CRHID ≤ 0.1 12 3 1 14 4 2
0.1 < CRHID ≤ 0.2 9 12 - 17 27 -
0.2 < CRHID ≤ 0.5 48 1 - 39 - -
Vrijeme (s) 1.25 0.24 0.04 1.24 0.23 0.04
Tablica 7.2: Usporedba HT, IMLD i CRDI metode pri prepoznavanju dva reda usjeva uz vec´u varijancu
(σ2 = 0.02)
metode. U slucˇaju nekompletnog zasijanja (za istu varijancu), rezultati prepoznavanja
redova usjeva su slicˇni. I u ovom slucˇaju CRDI metoda uspijeva u 100% testova postic´i
visoku tocˇnost, dok IMLD i HT metoda istu tocˇnost postizˇu u 81% i 54% testova. Vremena
izvodenja algoritama jednaka su kao i u slucˇaju kompletnog zasijanja. Iz provedenog
pokusa mozˇe se zakljucˇiti da pri prepoznavanju dva reda usjeva u slucˇaju relativno male
varijance (σ2 = 0.002), u svim razmatranim metodama nema znacˇajne razlike u tocˇnosti
prepoznavanja izmedu kompletnog i nekompletnog zasijanja.
U tablici 7.2 prikazani su rezultati prepoznavanja dva reda usjeva za sve tri razma-
trane metode u slucˇaju vec´e varijance (σ2 = 0.02). Iz tablice se mozˇe vidjeti da pri
kompletnom zasijanju CRDI metoda u 99% testova uspjeva postic´i visoku tocˇnost, dok
IMLD i HT metoda istu tocˇnost postizˇu u 84%, odnosno 31% testova. U ostalim testo-
vima, tocˇnost prepoznavanja redova usjeva primjenom IMLD i HT metode je losˇija. U
slucˇaju nekompletnog zasijanja i vec´e varijance (σ2 = 0.02) CRDI metoda uspijeva u 98%
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Slika 7.5: Primjer pokusa prepoznavanja dva reda usjeva u slucˇaju kompletnog zasijanja i vec´e varijance
(σ2 = 0.02). (a) Generirane tocˇke, (b) HT metoda, (c) IMLD metoda, (d) CRDI metoda.
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testova prepoznati redove usjeva s visokom tocˇnosˇc´u. IMLD i HT metoda istu tocˇnost
postizˇu u samo 69% i 30% testova, dok je u ostalim testovima tocˇnost prepoznavanja
losˇija. Vremena izvodenja svih metoda podjednaka su kao u prvom pokusu pa se mozˇe
zakljucˇiti da varijanca pri generiranju tocˇaka ne utjecˇe na vrijeme izvodenja razmatranih
metoda. Za razliku od prvog pokusa, u ovom pokusu se pokazalo da postoji razlika u
tocˇnosti prepoznavanja redova usjeva HT i IMLD metodom u slucˇajevima kompletnog i
nekompletnog zasijanja.
Na slici 7.5 prikazan je primjer pokusa prepoznavanja dva reda usjeva u slucˇaju kom-
pletnog zasijanja i vec´e varijance (σ2 = 0.02). Generirane tocˇke i referentni redovi usjeva
prikazani su na slici 7.5a, dok su redovi usjeva dobiveni primjenom HT, IMLD i CRDI
metode prikazani na slikama 7.5b, 7.5c i 7.5d. Na slikama se mozˇe vidjeti kako IMLD
i CRDI metoda uspjevaju dobro prepoznati oba reda usjeva, dok HT metoda uspjeva
dobro prepoznati samo lijevi red usjeva. Za prikazani primjer navedene su i vrijednosti
CRHID kriterija koje iznose 0.26 za HT metodu, te 0.01 za IMLD i CRDI metodu.
Primjer pokusa prepoznavanja dva reda usjeva u slucˇaju nekompletnog zasijanja i vec´e
varijance (σ2 = 0.02) prikazan je na slici 7.6. Referentni redovi usjeva i tocˇke generirane
na temelju tih referentnih redova prikazani su na slici 7.6a. Na slikama 7.6b, 7.6c i 7.6d
prikazani su redovi usjeva dobiveni primjenom HT, IMLD i CRDI metode. Iz prikazanih
rezultata mozˇe se vidjeti da IMLD metoda ne uspijeva prepoznati ni jedan red usjeva,
HT metoda uspijeva prepoznati desni red usjeva, dok CRDI metoda s visokom tocˇnosˇc´u
prepoznaje oba reda usjeva. Vrijednosti CRHID kriterija za prikazani primjer iznose 0.29,
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Slika 7.6: Primjer pokusa prepoznavanja dva reda usjeva u slucˇaju nekompletnog zasijanja i vec´e varijance
(σ2 = 0.02). (a) Generirane tocˇke, (b) HT metoda, (c) IMLD metoda, (d) CRDI metoda.
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0.11 i 0.01 za HT, IMLD i CRDI metodu.
Iz provedenih pokusa te prikazanih rezultata i primjera mozˇe se zakljucˇiti da CRDI
metoda s visokom tocˇnosˇc´u prepoznaje dva reda usjeva u slucˇajevima kompletnog i nekom-
pletnog zasijanja te manje i vec´e varijance. Pri manjoj varijanci, nekompletno zasijanje
nema utjecaj na tocˇnost prepoznavanja redova usjeva primjenom CRDI metode, dok je
utjecaj pri vec´oj varijanci gotovo zanemariv. U ovim pokusima je pokazana i potreba za
prilagodbom IMLD metode za problem prepoznavanja redova usjeva, kao sˇto je navedeno
u poglavlju 4.2.
7.2.3 Usporedba prepoznavanja tri reda usjeva
Usporedba HT, IMLD i CRDI metode za prepoznavanje tri reda usjeva na umjetno ge-
neriranim skupovima ponovljena je, kao i u slucˇaju pokusa s dva reda usjeva (poglavlje
7.2.2), 100 puta za sve cˇetiri kombinacije kompletnog i nekompletnog zasijanja te manje
i vec´e varijance (poglavlje 7.2.1). Nadalje, jednako kao u poglavlju 7.2.2, za svako po-
navljanje pokusa generirani su novi referentni redovi usjeva te novi skupovi tocˇaka. Broj
tocˇaka po redu usjeva je u svim ponavljanjima postavljen na m1 = m2 = m3 = 20.
U tablici 7.3 prikazani su rezultati prepoznavanja tri reda usjeva u slucˇaju manje va-
rijance (σ2 = 0.002) za sve tri razmatrane metode. Iz prikazanih rezultata mozˇe se uocˇiti
da, u slucˇaju kompletnog zasijanja, HT i CRDI metoda u 100% testova postizˇu visoku
tocˇnost, dok IMLD metoda istu tocˇnost postizˇe u 79% testova. U ostalim slucˇajevima
tocˇnost prepoznavanja redova usjeva primjenom IMLD metode je losˇija. U slucˇaju ne-
kompletnog zasijanja IMLD metoda postizˇe visoku tocˇnost u samo 63% testova, dok HT
i CRDI metoda i u ovom slucˇaju postizˇu visoku tocˇnost u svih 100% testova. Vremena
izvodenja metoda su slicˇna u slucˇaju kompletnog i nekompletnog zasijanja. Iz prikazanih
vremena mozˇe se uocˇiti da je vrijeme izvodenja CRDI metode nesˇto krac´e od vremena
Kompletno zasijanje Nekompletno zasijanje
Metoda HT IMLD CRDI HT IMLD CRDI
CRHID < 0.05 100 79 100 100 63 100
0.05 < CRHID ≤ 0.1 - 6 - - 5 -
0.1 < CRHID ≤ 0.15 - 13 - - 16 -
0.15 < CRHID ≤ 0.20 - 2 - - 16 -
Vrijeme (s) 1.25 0.45 0.37 1.25 0.44 0.36
Tablica 7.3: Usporedba HT, IMLD i CRDI metode pri prepoznavanju tri reda usjeva uz manju varijancu
(σ2 = 0.002)
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Kompletno zasijanje Nekompletno zasijanje
Metoda HT IMLD CRDI HT IMLD CRDI
CRHID < 0.05 18 74 100 8 67 98
0.05 < CRHID ≤ 0.1 5 2 - 5 3 2
0.1 < CRHID ≤ 0.15 2 10 - 6 11 -
0.15 < CRHID ≤ 0.20 6 14 - 4 19 -
Vrijeme (s) 1.25 0.46 0.36 1.25 0.45 0.36
Tablica 7.4: Usporedba HT, IMLD i CRDI metode pri prepoznavanju tri reda usjeva uz vec´u varijancu
(σ2 = 0.02)
izvodenja IMLD metode te je 3− 4 puta krac´e od vremena izvodenja HT metode.
Rezultati prepoznavanja tri reda usjeva u slucˇaju vec´e varijance (σ2 = 0.02) za sve
tri razmatrane metode prikazani su u tablici 7.4. Iz prikazanih rezultata mozˇe se uocˇiti
da, u slucˇaju kompletnog zasijanja, CRDI metoda ponovno postizˇe visoku tocˇnost u
100% testova, dok je postotak testova u kojima HT metoda postizˇe jednaku tocˇnost
prepoznavanja znatno nizˇi u odnosu na eksperiment s manjom varijancom (tablica 7.3) i
iznosi samo 18%. Jednaku tocˇnost prepoznavanja IMLD metoda postizˇe u 74% testova,
sˇto je slicˇan rezultat kao u slucˇaju manje varijance. U slucˇaju nekompletnog zasijanja,
CRDI metoda zadrzˇava visok postotak testova (98%) u kojima postizˇe visoku tocˇnost
prepoznavanja redova usjeva. Postotak testova u kojima HT i IMLD metoda postizˇu
visoku tocˇnost opada u odnosu na slucˇaj s kompletnim zasijanjem i iznosi 8% i 67%.
Vremena izvodenja svih razmatranih metoda, za oba pokusa prepoznavanja tri reda usjeva
u slucˇaju vec´e varijance, slicˇna su kao vremena izvodenja u pokusima prepoznavanja tri
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★ ★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
(a)
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★ ★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
(b) CRHID = 0.23
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★ ★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
(c) CRHID = 0.02
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★ ★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
★
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
(d) CRHID = 0.02
Slika 7.7: Primjer pokusa prepoznavanja tri reda usjeva u slucˇaju kompletnog zasijanja i vec´e varijance
(σ2 = 0.02). (a) Generirane tocˇke, (b) HT metoda, (c) IMLD metoda, (d) CRDI metoda.
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reda usjeva u slucˇaju manje varijance.
Primjer pokusa prepoznavanja tri reda usjeva u slucˇaju vec´e varijance i kompletnog
zasijanja prikazan je na slici 7.7. Na slici 7.7a prikazani su referentni redovi usjeva i gene-
rirane tocˇke, a na slikama 7.7b, 7.7c i 7.7d prikazani su redovi usjeva dobiveni primjenom
HT, IMLD i CRDI metode. Iz prikazanih slika mozˇe se vidjeti da IMLD i CRDI metoda
uspjevaju dobro prepoznati sva tri reda usjeva, dok HT metoda uspjeva prepoznati samo
centralni i desni red usjeva. Ispod svake od slika prikazane su vrijednosti CRHID kriterija
koje iznose 0.23 za HT metodu te 0.02 za IMLD i CRDI metodu.
Na slici 7.8 prikazan je primjer pokusa prepoznavanja tri reda usjeva u slucˇaju vec´e
varijance i nekompletnog zasijanja. Na slici 7.8a prikazani su referentni redovi usjeva te
tocˇke generirane na temelju tih referentnih redova. Redovi usjeva dobiveni primjenom
HT, IMLD i CRDI metode prikazani su na slikama 7.8b, 7.8c i 7.8d. Na prikazanim
primjerima mozˇe se vidjeti kako CRDI metoda dobro prepoznaje sva tri reda usjeva,
HT metoda uspjeva prepoznati centralni i desni red usjeva, dok IMLD metoda dobro
prepoznaje samo desni red usjeva. I u ovom primjeru navedene su vrijednosti CRHID
kriterija koje iznose 0.30 za HT metodu, 0.14 za IMLD metodu te 0.01 za CRDI metodu.
Analiziranjem provedenih pokusa za prepoznavanje tri reda usjeva mozˇe se zakljucˇiti
da CRDI metoda s visokom tocˇnosˇc´u prepoznaje redove usjeva u slucˇajevima kompletnog i
nekompletnog zasijanja te manje i vec´e varijance. Kao i kod pokusa provedenih u poglavlju
7.2.2 i u ovom poglavlju je pokazano da ne postoji utjecaj nekompletnog zasijanja na
tocˇnost prepoznavanja redova usjeva primjenom CRDI metode pri manjoj varijanci, dok je
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Slika 7.8: Primjer pokusa prepoznavanja tri reda usjeva u slucˇaju nekompletnog zasijanja i vec´e varijance
(σ2 = 0.02). (a) Generirane tocˇke, (b) HT metoda, (c) IMLD metoda, (d) CRDI metoda.
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utjecaj pri vec´oj varijanci gotovo zanemariv. Iz tablica 7.3 i 7.4 mozˇe se uocˇiti i da tocˇnost
prepoznavanja redova usjeva primjenom HT metode znatno opada pri povec´anju varijance.
Provedeni pokusi pokazuju i utjecaj nekompletnog zasijanja na tocˇnost prepoznavanja
redova usjeva primjenom IMLD pri manjoj i vec´oj varijanci. Tocˇnost prepoznavanja
primjenom IMLD ponovno potvrduje potrebu za prilagodbom IMLD metode za problem
prepoznavanja redova usjeva, kao sˇto je navedeno u poglavlju 4.2.
7.3 Eksperimentalna evaluacija TMGEM metode
Predlozˇena TMGEM metoda je eksperimentalno analizirana na stvarnim slikama redova
usjeva iz baze slika redova usjeva koja je sastavni dio evaluacijskog okvira za usporedbu
metoda prepoznavanja redova usjeva, predlozˇenog u poglavlju 6. Za odredivanje tocˇnosti
(a) CRDA = 0.839 (b) CRDA = 0.706 (c) CRDA = 0.792 (d) CRDA = 0.793
(e) CRDA = 0.790 (f) CRDA = 0.812 (g) CRDA = 0.627 (h) CRDA = 0.846
(i) CRDA = 0.752 (j) CRDA = 0.873 (k) CRDA = 0.884 (l) CRDA = 0.908
(m) CRDA = 0.845 (n) CRDA = 0.755 (o) CRDA = 0.887 (p) CRDA = 0.834
Slika 7.9: Primjeri redova usjeva dobivenih primjenom TMGEM metode na slikama redova usjeva prika-
zanim na slici 6.4.
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prepoznatih redova usjeva koriˇsten je CRDA kriterij, kojim se odreduje mjera odstupanja
prepoznatih redova usjeva od referentnih redova usjeva. Referentne vrijednosti redova
usjeva su odredene koriˇstenjem postupka predlozˇenog u poglavlju 6.2.
Rezultati prepoznavanja redova usjeva za primjere slika iz baze slika redova usjeva
(slika 6.4) prikazani su na slici 7.9. Ispod svake slike prikazana je vrijednost CRDA kri-
terija koja je izracˇunata na temelju referentnih vrijednosti redova usjeva iz CRBD seta.
Analiziranjem prikazanih rezultata, mozˇe se zakljucˇiti da TMGEM metoda mozˇe tocˇno
prepoznati redove usjeva za razlicˇite kulture, razlicˇite geometrije redova usjeva te razlicˇite
uvjete okoline. Kako bi se doneseni zakljucˇak potvrdio, u sklopu ovog poglavlja naprav-
ljena je detaljnija analiza rezultata prepoznavanja redova usjeva primjenom TMGEM
metode, pri cˇemu su za usporedbu rezultata prepoznavanja koriˇstene HT, LR i HTT
metoda.
U nastavku poglavlja detaljnije su opisane postavke provedenih pokusa, prikazani su
dobiveni rezultati te su napravljene detaljne analize i zakljucˇci koji iz njih proizlaze.
7.3.1 Postavke pokusa
Za potrebe eksperimentalne evaluacije, predlozˇena TMGEM metoda je implementirana
u programskom paketu Visual Studio, koriˇstenjem C++ programskog jezika. Predlozˇena
metoda ima nekoliko korisnicˇki definiranih parametara, objasˇnjenih u poglavlju 5. Para-
metri dmin i nspo predstavljaju minimalnu vrijednost parametra d i broj uzoraka parametra
d po oktavi. Pri tome, pojam oktava oznacˇava interval izmedu vrijednosti d i 2d. Navedeni
parametri su u izrazu (5.12) koriˇsteni za odredivanje diskretnih vrijednosti parametra d.
Broj oktava definiran je parametrom noct. Penalizacija promjena parametara c i d, za dva
susjedna retka slike, u izrazu (5.21) odredena je parametrima λc i λd. Sˇto je vrijednost
ovih parametara vec´a, viˇse se penalizira promjena u parametrima i obrnuto. Parametri
Dmax i flow se u izrazu (5.20) i u algoritmu 7 koriste za smanjivanje osjetljivosti metode
Parametar Vrijednost
dmin 8
nspo 70
noct 5
λc 0.5
λd 0.2
Dmax 0.5
flow 1
Tablica 7.5: Korisnicˇki definirani parametri TMGEM metode i njihove vrijednosti.
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optimizacije na odudarajuc´e vrijednosti. Vrijednosti svih navedenih parametara prika-
zane su u tablici 7.5 i jednake su za sve pokuse provedene u sklopu ovog istrazˇivanja.
Prikazane vrijednosti dobivene su kroz niz preliminarnih pokusa provedenih tijekom ra-
zvoja predlozˇene TMGEM metode. Broj uzoraka po oktavi nspo je postavljen na 70, sˇto
predstavlja povec´anje od priblizˇno 1% izmedu dvije susjedne vrijednosti parametra d u
skupu χ. Vrijednosti parametra d podijeljene su na noct = 5 oktava te je pocˇetna vrijed-
nost postavljena na dmin = 8. Prema tome, u skupu χ ima ukupno nd = 351 diskretnih
vrijednosti parametra d, od minimalne dmin = 8 do maksimalne dmax = 256. Parametri
penalizacije λc i λd postavljeni su na vrijednost 0.5, odnosno 0.2. Vrijednost parametra
Dmax postavljena je na 0.5, a parametra flow na 1.
Kao sˇto je recˇeno u uvodu ovog poglavlja, eksperimentalna evaluacija TMGEM metode
napravljena je na stvarnim slikama redova usjeva iz baze slika redova usjeva (poglavlje
6.3). Osim tocˇnosti prepoznavanja redova usjeva, odredene primjenom CRDA kriterija, u
svim pokusima je mjereno i vrijeme izvodenja svakog koraka TMGEM metode. U sklopu
evaluacije napravljena su tri pokusa koja su detaljnije objasˇnjena u nastavku.
U prvom pokusu napravljena je usporedba TMGEM metode s postojec´im metodama.
Buduc´i da vec´ina metoda predlozˇenih u literaturi ima moguc´nost prepoznavanja samo
ravnih redova usjeva, usporedba je napravljena na skupu slika ravnih redova usjeva. Iz
baze slika su, za potrebe ovog pokusa, izdvojene 34 slike ravnih redova usjeva. Slike su
izabrane iz testnog skupa slika (poglavlje 6.3) koji sadrzˇi 225 slika. Za usporedbu su
koriˇstene HT, LR i HTT metode koje su implementirane u Matlabu. HT metoda je im-
plementirana prema algoritmu opisanom u (Gonzalez i Woods, 2006), LR metoda prema
radu (Montalvo et al., 2012), a HTT metoda prema opisu danom u poglavlju 7.1.3. Pri-
likom implementacije HT metode dodana su odredena ogranicˇenja, s ciljem povec´anja
tocˇnosti prepoznavanja redova usjeva. Spomenuta ogranicˇenja ukljucˇuju ogranicˇavanje
vrijednosti kuta ρ na interval [−35◦, 35◦], ogranicˇavanje udaljenosti pravca od ishodiˇsta
δ na interval [100, 200] te ogranicˇavanje broja linija na 4 najdominantnije. Redovi usjeva
dobiveni primjenom HT, LR i HTT metode opisani su pravcima, odnosno SCR mode-
lom, dok su redovi usjeva dobiveni primjenom TMGEM metode opisani CCR modelom
redova usjeva. Kako bi se za dobivene rezultate mogla izracˇunati vrijednost CRDA krite-
rija, dobiveni redovi usjeva prikazani su u uniformnom obliku opisanom u poglavlju 6.1.2.
Uniformni oblik zapravo predstavlja matricu koja za svaki redak slike sadrzˇi horizontalne
koordinate k susjednih redova usjeva. Za sve razmatrane metode, napravljena je uspo-
redba tri reda usjeva s referentnim vrijednostima redova usjeva, odnosno parametar k u
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izrazu 6.5 je postavljen na vrijednost 3. U slucˇajevima kada je na slici vidljivo viˇse od
tri reda usjeva, javlja se problem pri odabiru redova usjeva za usporedbu. Stoga se, pri
svakoj usporedbi, referentne vrijednosti u∗v,i odreduju za devet susjednih redova usjeva
te se vrijednost CRDA kriterija racˇuna za sve moguc´e trojke susjednih redova usjeva.
Konacˇno, maksimalna CRDA vrijednost, od izracˇunatih sedam vrijednosti, uzima se kao
konacˇna mjera tocˇnosti prepoznavanja redova usjeva za odredenu sliku.
U drugom pokusu je TMGEM metoda ispitana na preostalih 191 slika iz testnog skupa
slika, na kojima su prikazani zakrivljeni redovi usjeva. Buduc´i da, prema dosadasˇnjim
spoznajama, u literaturi ne postoje metode za prepoznavanje zakrivljenih redova usjeva
na 2D slici, u ovom pokusu ispitana je, izmedu ostalog, robusnost predlozˇene metode na
zakrivljenost redova usjeva.
Trec´i pokus napravljen je s ciljem ispitivanja utjecaja rezolucije slike na tocˇnost pre-
poznavanja redova usjeva. U ovom pokusu ispitana je samo TMGEM metoda koja je
primijenjena na svih 225 slika iz testnog skupa slika. Osim slika rezolucije 320×240, koje
su koriˇstene u prva dva pokusa, u ovom pokusu su koriˇstene i slike rezolucije 640× 480.
U svim navedenim pokusima je, kao i pri eksperimentalnoj evaluaciji CRDI metode
(poglavlje 7.2), koriˇsteno osobno racˇunalo s Intel Core i5-3350P 3.30 GHz procesorom i 8
GB RAM memorije. Na racˇunalu je instaliran Windows 8.1 Pro 64-bit operacijski sustav
te Matlab R2009a i Microsoft Visual Studio 2008 Professional Edition.
7.3.2 Usporedba prepoznavanja ravnih redova usjeva
U prvom pokusu, u sklopu eksperimentalne evaluacije TMGEM metode, napravljena je
usporedba redova usjeva dobivenih primjenom predlozˇene TMGEM metode i redova usjeva
dobivenih primjenom HT, LR i HTT metode. Za usporedbu je koriˇsten skup od 34 slike
na kojima su prikazani ravni redovi usjeva.
Kvantitativna ocjena prepoznatih redova usjeva odredena je koriˇstenjem CRDA kri-
terija. Srednja vrijednost, medijan i standardna devijacija CRDA kriterija, za sve 4
razmatrane metode, prikazane su u tablici 7.6. Iz prikazanih rezultata mozˇe se uocˇiti
CRDA HT HTT LR TMGEM
Srednja vrijednost 0.572 0.622 0.679 0.737
Medijan 0.618 0.670 0.708 0.787
Std. devijacija 0.287 0.253 0.198 0.182
Poredak 4 3 2 1
Tablica 7.6: Vrijednosti CRDA kriterija za prvi pokus.
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da srednja vrijednost CRDA kriterija za TMGEM metodu iznosi 0.737, dok je za ostale
ispitane metode srednja vrijednost manja od 0.7. Medijan CRDA kriterija za TMGEM
metodu ima vrijednost 0.787, dok za HT, HTT i LR metodu iznosi 0.618, 0.670 i 0.708.
Osim najvec´eg iznosa srednje vrijednosti i medijana, TMGEM metoda ima i najmanju
vrijednost standardne devijacije CRDA kriterija. Standardna devijacija CRDA kriterija
za TMGEM metodu iznosi 0.182, dok su za ostale ispitane metode vrijednosti standardne
devijacije vec´e ili jednake od 0.198. Poredak u tablici 7.6 odreden je usporedivanjem sred-
nje vrijednosti, medijana i standardne devijacije. Iz prikazanog poretka mozˇe se vidjeti
da TMGEM metoda zauzima prvo mjesto, LR metoda drugo, HTT metoda trec´e, a HT
metoda posljednje, cˇetvrto, mjesto. Iz rezultata prikazanih u tablici 7.6 mozˇe se zakljucˇiti
da TMGEM metoda daje znacˇajno vec´e vrijednosti CRDA kriterija od ostalih metoda.
Rezultati prvog pokusa prikazani su na slici 7.10 u obliku normaliziranih kumula-
tivnih histograma (engl. normalized cumulative histograms). Normalizirani kumulativni
histogram je nacˇin prikaza podataka pri cˇemu os apscisa odgovara vrijednostima mje-
rene varijable x, a os ordinata oznacˇava postotak mjerenja koja imaju vrijednost ≥ x.
Iz prikazanih normaliziranih kumulativnih histograma se mozˇe vidjeti da CRDA kriterij,
u 95% ispitanih slika, za TMGEM metodu ima vrijednost 0.495 ili vec´u. Za HT, HTT
i LR metodu, u 95% ispitanih slika, CRDA kriterij ima vrijednosti jednake ili vec´e od
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Slika 7.10: Normalizirani kumulativni histogrami CRDA kriterija za prvi pokus.
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(a) CRDA = 0.819 (b) CRDA = 0.818
(c) CRDA = 0.870 (d) CRDA = 0.917
Slika 7.11: Primjer redova usjeva dobivenih primjenom (a) HT metode, (b) HTT metode, (c) LR metode,
(d) TMGEM metode.
0.319, 0.175 i 0.026. Iz ovog prikaza rezultata se ponovno mozˇe zakljucˇiti kako predlozˇena
TMGEM metoda znacˇajno nadmasˇuje ostale tri razmatrane metode.
Redovi usjeva, dobiveni primjenom sve 4 razmatrane metode na jednoj testnoj slici,
prikazani su na slici 7.11. Ispod svake slike prikazane su vrijednosti CRDA kriterija koje
iznose 0.819, 0.818, 0.870 i 0.917 za HT, HTT, LR i TMGEM metodu. Iz prikazanih rezul-
tata i vrijednosti CRDA kriterija, mozˇe se zakljucˇiti da za razmatrani primjer TMGEM
metoda postizˇe najvec´u tocˇnost prepoznavanja redova usjeva.
Kao sˇto je recˇeno u poglavlju 7.3.1, svi pokusi su izvedeni na osobnom racˇunalu s
Intel Core i5-3350P 3.30 GHz procesorom i 8 GB RAM memorije. Vremena izvodenja
pojedinih koraka TMGEM metode prikazana su u tablici 7.7. Koraci TMGEM metode
su kreiranje slike vegetacije, racˇunanje podudaranja s predlosˇkom te odredivanje optimal-
Slika vegetacije
Podudaranje
Optimizacija Ukupno
s predlosˇkom
min max avg min max avg min max avg min max avg
Pokus 1 < 1 16 1.7 875 937 880.6 812 907 862.2 1687 1979 1744.5
Tablica 7.7: Vremena izvodenja pojedinih koraka TMGEM metode za prvi pokus. Vremena su prikazana
u ms.
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nog CCR modela redova usjeva. Osim vremena pojedinih koraka prikazano je i ukupno
vrijeme izvodenja TMGEM metode. Za sva mjerena vremena prikazane su minimalna,
maksimalna i srednja vrijednost odredene za sve 34 slike. Srednja vrijednost je u ta-
blici 7.7 oznacˇena s avg, sˇto je kratica od engleskog izraza za srednju vrijednost (engl.
average). Iz prikazanih vremena mozˇe se uocˇiti da korak kreiranja slike vegetacije nije
racˇunski zahtjevan korak, dok koraci racˇunanja podudaranja s predlosˇkom i odredivanja
optimalnog CCR modela traju oba oko 870 ms. Nadalje, vidljivo je da ukupno vrijeme
izvodenja TMGEM metode u prvom pokusu iznosi oko 1750 ms.
7.3.3 Evaluacija prepoznavanja zakrivljenih redova usjeva
U drugom pokusu napravljena je evaluacija predlozˇene TMGEM metode na 191 slici za-
krivljenih redova usjeva. Analogno prvom pokusu, za odredivanje tocˇnosti prepoznavanja
redova usjeva koriˇsten je CRDA kriterij. Osim tocˇnosti prepoznavanja redova usjeva, i u
ovom pokusu je mjereno vrijeme izvodenja metode. Rezultati prepoznavanja zakrivljenih
redova usjeva primjenom TMGEM metode nisu usporedeni s rezultatima prepoznavanja
dobivenim primjenom postojec´ih metoda jer, prema dosadasˇnjim spoznajama, metode
predlozˇene u literaturi imaju moguc´nost prepoznavanja samo ravnih redova usjeva.
Primjeri slika zakrivljenih redova usjeva prikazani su na slici 7.12. Slika 7.12a prika-
zuje zakrivljene redove usjeva uz minimalnu prisutnost korova, dok slika 7.12b prikazuje
zakrivljene redove usjeva uz vec´u prisutnost korova. Na slici 7.12b osim korova izmedu
redova usjeva, mozˇe se uocˇiti i vec´a kolicˇina trave u lijevom gornjem kutu slike. Takoder,
zbog utjecaja perspektive, pri vrhu slike 7.12b nije vidljiv ponavljajuc´i uzorak redova
usjeva.
(a) (b)
Slika 7.12: Primjeri slika zakrivljenih redova usjeva.
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CRDA TMGEM
Srednja vrijednost 0.748
Medijan 0.776
Std. devijacija 0.136
Tablica 7.8: Vrijednosti CRDA kriterija za drugi pokus.
Srednja vrijednost, medijan i standardna devijacija CRDA kriterija, za sve ispitane
slike, prikazane su u tablici 7.8. U tablici se mozˇe vidjeti da srednja vrijednost CRDA
kriterija iznosi 0.748, medijan 0.776, a standardna devijacija 0.136. Iz prikazanih rezul-
tata se mozˇe uocˇiti da je tocˇnost prepoznavanja redova usjeva slicˇna kao u prvom pokusu.
Prema tome, mozˇe se zakljucˇiti da je predlozˇena TMGEM metoda robusna na zakrivlje-
nost redova usjeva, odnosno da s visokom tocˇnosˇc´u mozˇe prepoznati ravne i zakrivljene
redove usjeva.
Normalizirani kumulativni histogrami CRDA kriterija za drugi pokus prikazani su na
slici 7.13. Zbog laksˇe usporedbe s normaliziranim kumulativnim histogramom TMGEM
metode iz prvog pokusa, na slici 7.13 su prikazana dva normalizirana kumulativna his-
tograma. Prvi (puna linija) se odnosi na rezultate TMGEM metode na slikama ravnih
redova usjeva, a drugi (isprekidana linija) na rezultate TMGEM metode na slikama za-
krivljenih redova usjeva. Iz prikazanih histograma mozˇe se vidjeti da CRDA kriterij, u
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Slika 7.13: Normalizirani kumulativni histogrami CRDA kriterija za drugi pokus.
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slucˇaju zakrivljenih redova usjeva, za 95% ispitanih slika, ima vrijednost 0.491 ili vec´u. U
prvom pokusu CRDA kriterij je, za 95% ispitanih slika, imao vrijednost 0.495 ili vec´u. Ovi
rezultati potvrduju zakljucˇak da je predlozˇena TMGEM metoda robusna na zakrivljenost
redova usjeva, odnosno da s visokom tocˇnosˇc´u mozˇe prepoznati i ravne i zakrivljene redove
usjeva.
Prepoznati redovi usjeva dobiveni primjenom TMGEM metode na primjerima zakriv-
ljenih redova usjeva sa slike 7.12 prikazani su na slici 7.14. Ispod svake slike prikazane
su vrijednosti CRDA kriterija koje iznose 0.865 i 0.816 za sliku 7.14a, odnosno 7.14b.
Na slici 7.14a se mozˇe vidjeti da predlozˇena metoda uspjeva prepoznati redove usjeva s
velikom tocˇnosˇc´u. Medutim, na slici 7.14b je vidljivo da TMGEM metoda pri vrhu slike
ne uspjeva dobro prepoznati redove usjeva. Razlog tome je ranije spomenuti utjecaj per-
spektive zbog kojeg se pri vrhu slike ne vidi pravilni ponavljajuc´i uzorak (slika 7.12b).
Osim toga na slici 7.12b i 7.14b je u lijevom gornjem kutu vidljiva vec´a kolicˇina trave, sˇto
ima utjecaj na tocˇnost prepoznavanja redova usjeva. Uklanjanjem ovakvih dijelova slike
mogla bi se povec´ati tocˇnost prepoznavanja, a to bi se moglo postic´i primjenom predo-
brade slike za uklanjanje vec´ih nakupina trave. Razvoj algoritma za takvu predobradu
ulazne slike redova usjeva izlazi iz okvira ovog istrazˇivanja te predstavlja temu za buduc´e
istrazˇivanje.
Kao i u prethodnom, i u ovom pokusu je mjereno vrijeme izvodenja pojedinog koraka
TMGEM metode. U tablici 7.9 su prikazana vremena izvodenja koraka kreiranja slike
vegetacije, racˇunanja podudaranja s predlosˇkom, odredivanja optimalnog CCR modela te
ukupno vrijeme izvodenja algoritma. Za svaki korak prikazane su minimalne, maksimalne
i srednje vrijednosti izmjerenog vremena za svih 191 slika. Srednja vrijednost je, kao i
(a) CRDA = 0.865 (b) CRDA = 0.816
Slika 7.14: Primjeri redova usjeva dobivenih primjenom TMGEM metode na slikama zakrivljenih redova
usjeva prikazanim na slici 7.12.
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Slika vegetacije
Podudaranje
Optimizacija Ukupno
s predlosˇkom
min max avg min max avg min max avg min max avg
Pokus 2 < 1 16 2.7 875 1063 880.3 812 984 867.1 1687 1953 1750.1
Tablica 7.9: Vremena izvodenja pojedinih koraka TMGEM metode za drugi pokus. Vremena su prikazana
u ms.
u prvom pokusu, oznacˇena kraticom avg. Iz prikazanih vrijednosti se mozˇe uocˇiti da su
vremena izvodenja slicˇna kao u slucˇaju prepoznavanja ravnih redova usjeva pa se mozˇe
zakljucˇiti da zakrivljenost redova usjeva nema utjecaj na racˇunsku slozˇenost TMGEM me-
tode. Korak kreiranja slike vegetacije, i u ovom pokusu, ne predstavlja racˇunski zahtjevnu
operaciju te je u prosjeku potrebno 2.7 ms za izvodenje ovog koraka. Vrijeme potrebno
za racˇunanje podudaranja s predlosˇkom iznosi u prosjeku 880.3 ms, dok je za odredivanje
optimalnog CCR modela potrebno u prosjeku 867.1 ms. Srednje vrijeme potrebno za
izvodenje svih koraka pri prepoznavanju zakrivljenih redova usjeva iznosi 1750.1 ms.
Trenutna implementacija predlozˇene TMGEM metode, za prepoznavanje redova usjeva
na slici velicˇine 320 × 240, traje u prosjeku oko 1.75 s. Zbog toga predlozˇena metoda
nije direktno primjenjiva za upravljanje poljoprivrednim strojem u stvarnom vremenu.
Medutim, TMGEM metoda se mozˇe koristiti u kombinaciji s nekim brzˇim algoritmom,
kao sˇto su LR, HTT ili CRDI metoda. Pri tome bi se LR, HTT ili CRDI metoda koristile
za prepoznavanje redova usjeva u stvarnom vremenu, dok bi se TMGEM metoda izvodila u
paralelnoj (sporijoj) niti za periodicˇko kreiranje predlozˇaka za LR, HTT ili CRDI metodu.
Nadalje, dva najzahtjevnija koraka TMGEM metode (racˇunanje podudaranja redova slike
vegetacije s nizom predlozˇaka i minimizacija funkcije globalne energije) su jako pogodne
za paralelizaciju. Stoga predlozˇeni algoritam predstavlja dobru osnovu za puno efikasniju
implementaciju na paralelnim arhitekturama kao sˇto je GPU. Paralelna implementacija
na nekoj od pogodnih arhitektura izlazi iz okvira ove doktorske disertacije te predstavlja
josˇ jednu temu za buduc´e istrazˇivanje.
7.3.4 Analiza utjecaja rezolucije slike na tocˇnost prepoznavanja
redova usjeva
Trec´i pokus, u sklopu eksperimentalne analize TMGEM metode, proveden je s ciljem
utvrdivanja utjecaja rezolucije ulazne slike na tocˇnost prepoznavanja redova usjeva. Za
potrebe ovog pokusa su, osim slika s rezolucijom 320× 240, koriˇstene i slike s rezolucijom
640 × 480. Slike razlicˇitih rezolucija su kreirane od originalnih slika koje su snimljene u
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CRDA
TMGEM
320× 240 640× 480
Srednja vrijednost 0.747 0.759
Medijan 0.776 0.789
Std. devijacija 0.144 0.139
Tablica 7.10: Vrijednosti CRDA kriterija za trec´i pokus.
rezoluciji 2560× 1920, a za smanjivanje rezolucije je koriˇstena kubna metoda (engl. cubic
method) te program Light Image Resizer.
Analiza utjecaja rezolucije je napravljena odredivanjem tocˇnosti prepoznavanja redova
usjeva na svih 225 slika iz testnog skupa slika. Za odredivanje tocˇnosti prepoznavanja re-
dova usjeva je, kao i u prethodna dva pokusa, koriˇsten CRDA kriterij. Srednja vrijednost,
medijan i standardna devijacija CRDA kriterija, za obje rezolucije, prikazane su u tablici
7.10. U tablici 7.10 se mozˇe vidjeti da, za slike rezolucije 320 × 240, srednja vrijednost
CRDA kriterija iznosi 0.747, medijan 0.776, a standardna devijacija 0.144. Za slike re-
zolucije 640× 480 srednja vrijednost iznosi 0.759, medijan 0.789, a standardna devijacija
0.139. Analiziranjem prikazanih rezultata mozˇe se zakljucˇiti da CRDA kriterij ima nesˇto
vec´e vrijednosti u slucˇaju slika s rezolucijom 640× 480.
Normalizirani kumulativni histogrami CRDA kriterija za ovaj pokus prikazani su na
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Slika 7.15: Normalizirani kumulativni histogrami CRDA kriterija za trec´i pokus.
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Slika vegetacije
Podudaranje
Optimizacija Ukupno
s predlosˇkom
min max avg min max avg min max avg min max avg
320× 240 < 1 16 2.5 875 1063 880.4 812 984 866.2 1687 1953 1749.1
640× 480 < 1 16 9.63 2812 2906 2827.6 1579 1859 1683.4 4422 4719 4527
Tablica 7.11: Vremena izvodenja pojedinih koraka TMGEM metode za trec´i pokus. Vremena su prikazana
u ms.
slici 7.15. Iz prikazanih histograma mozˇe se uocˇiti neznatno smanjenje tocˇnosti prepoz-
navanja redova usjeva koje je posljedica smanjenja rezolucije slike.
Vremena izvodenja koraka kreiranja slike vegetacije, koraka racˇunanja podudaranja
s predlosˇkom te koraka odredivanja optimalnog CCR modela, kao i ukupna vremena
izvodenja TMGEM metode, za obje ispitane rezolucije slika, prikazana su u tablici 7.11.
U tablici 7.11 je vidljivo da, u slucˇaju slika s rezolucijom 640×480, srednje vrijeme koraka
kreiranja slike vegetacije iznosi 9.63 ms. Korak racˇunanja podudaranja s predlosˇkom
ima srednje vrijeme izvodenja 2827.6 ms, a odredivanje optimalnog CCR modela 1683.4
ms. Srednje ukupno vrijeme izvodenja TMGEM metode, za slike s rezolucijom 640 ×
480, iznosi 4.57 s. Analiziranjem prikazanih rezultata mozˇe se zakljucˇiti da je ukupno
vrijeme izvodenja, za slike s rezolucijom 640×480, oko 2.5 puta duzˇe od ukupnog vremena
izvodenja metode za slike s rezolucijom 320× 240. Nadalje, mozˇe se uocˇiti da je najvec´a
razlika u vremenima izvodenja u koraku racˇunanja podudaranja s predlosˇkom, koji je
racˇunski najzahtjevniji korak predlozˇene metode.
Prema prikazanim rezultatima utjecaja rezolucije na tocˇnost prepoznavanja redova
usjeva, mozˇe se zakljucˇiti da bi koriˇstenje slika vec´ih rezolucija dodatno produzˇilo vrijeme
izvodenja algoritma, bez znacˇajnog povec´anja tocˇnosti prepoznavanja.
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Zakljucˇak
Proucˇavanjem literature uocˇeno je da postojec´e metode za prepoznavanje redova usjeva na
2D slikama posjeduju brojna ogranicˇenja pa su stoga u sklopu ovog istrazˇivanja razvijene
dvije nove metode kojima se pokusˇavaju otkloniti uocˇena ogranicˇenja.
Prva predlozˇena metoda opisana je u poglavlju 4, a nazvana je CRDI metoda. Metoda
je zasnovana na inkrementalnoj metodi za trazˇenje priblizˇno optimalne particije skupa
podataka i DIRECT metodi za globalnu optimizaciju. U svakom koraku predlozˇena metoda
odreduje novi centralni pravac pronalaskom globalno optimalnog rjesˇenja odgovarajuc´eg
optimizacijskog problema. Tako dobiveni centralni pravci korigiraju se primjenom k-
means algoritma kako bi se dobili konacˇni pravci koji predstavljaju centralne linije redova
usjeva. U poglavlju 4 predlozˇeni su zasebni algoritmi za prepoznavanje 2 i 3 reda usjeva
te poopc´eni algoritam za prepoznavanje k redova usjeva. Vazˇno je naglasiti da broj
redova usjeva, koje treba prepoznati, mora biti unaprijed poznat. Nadalje, metoda ima
moguc´nost prepoznavanja samo ravnih redova usjeva, odnosno redova usjeva opisanih
SCR modelom.
Druga predlozˇena metoda za rjesˇavanje problema prepoznavanja redova usjeva na
slici, opisana u poglavlju 5, nazvana je TMGEM metoda. Prvi korak predlozˇene metode
je prepoznavanje vegetacije koje se obavlja primjenom ExG indeksa boje vegetacije. Na
dobivenoj slici vegetacije primjenjuje se metoda podudaranja s predlosˇkom pri cˇemu se
svaki redak slike usporeduje s nizom kreiranih predlozˇaka redova usjeva. Nakon racˇunanja
mjere podudaranja izmedu redaka slike vegetacije i niza predlozˇaka, odreduju se optimalni
parametri CCR modela redova usjeva. Optimalni model dobiva se minimizacijom funk-
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cije globalne energije. Funkcija globalne energije, uz podatke sa slike, koristi i prethodno
znanje o geometrijskoj strukturi redova usjeva. Nadalje, optimizacijski problem je for-
muliran na nacˇin da se mozˇe efikasno minimizirati primjenom dinamicˇkog programiranja.
Predlozˇena metoda, za razliku od vec´ine postojec´ih metoda, ima moguc´nost prepozna-
vanja zakrivljenih rezova usjeva. Uz to robusna je na prisutnost korova i sjene te mozˇe
prepoznati unaprijed nepoznati broj redova usjeva za razlicˇite kulture, u razlicˇitim stadi-
jima rasta te uz razlicˇite geometrije polja.
Osim spomenutih metoda za prepoznavanje redova usjeva na slici, u sklopu ovog is-
trazˇivanja predlozˇen je i evaluacijski okvir za usporedbu metoda prepoznavanja redova
usjeva. Evaluacijski okvir ukljucˇuje bazu slika redova usjeva, postupak za rucˇno generira-
nje referentnih vrijednosti redova usjeva te kriterije za odredivanje tocˇnosti prepoznavanja
redova usjeva. Koriˇstenje predlozˇenog evaluacijskog okvira omoguc´ava efikasniju i objek-
tivniju evaluaciju novo razvijenih metoda za prepoznavanje redova usjeva.
CRDI metoda je, u sklopu eksperimentalne evaluacije, ispitana na umjetno generira-
nim skupovima podataka kojima su simulirani redovi usjeva. Prilikom generiranja skupova
podataka simulirano je kompletno i nekompletno zasijanje te utjecaj korova i neravnog za-
sijanja. Metoda je usporedena s predlozˇenom IMLD metodom te s HT metodom za slucˇaj
dva i tri reda usjeva. Prepoznati redovi usjeva evaluirani su koriˇstenjem predlozˇenog CR-
HID kriterija za odredivanje tocˇnosti prepoznavanja redova usjeva. Dobiveni rezultati, u
oba pokusa prepoznavanja dva reda usjeva, pokazuju da CRDI metoda u viˇse od 98% pro-
vedenih testova uspijeva postic´i visoku tocˇnost prepoznavanja redova usjeva, dok IMLD
i HT metoda istu tocˇnost postizˇu u manje od 85%, odnosno 61% testova. Usporedba u
slucˇaju tri reda usjeva pokazala je da CRDI metoda u viˇse od 98% testova postizˇe visoku
tocˇnost prepoznavanja, dok IMLD istu tocˇnost prepoznavanja postizˇe u manje od 80%
testova. HT metoda, u slucˇaju manje varijance, postizˇe jednake rezultate kao predlozˇena
CRDI metoda, dok u slucˇaju vec´e varijance visoku tocˇnost postizˇe u manje od 19% tes-
tova. Iz provedenih pokusa prepoznavanja dva i tri reda usjeva mozˇe se zakljucˇiti da
predlozˇena CRDI metoda s visokom tocˇnosˇc´u prepoznaje redove usjeva u slucˇaju male i
velike varijance te kompletnog i nekompletnog zasijanja. U svim provedenim pokusima
mjereno je i vrijeme izvodenja te je pokazano da su vremena izvodenja CRDI metode i do
30 puta krac´a od vremena izvodenja HT metode. Prosjecˇno vrijeme izvodenja CRDI me-
tode u pokusima prepoznavanja dva reda usjeva iznosi 0.04 s, a u pokusima prepoznavanja
tri reda usjeva 0.36 s.
Eksperimentalna evaluacija predlozˇene TMGEM metode provedena je na testnom
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skupu slika iz baze slika redova usjeva, koja je sastavni dio predlozˇenog evaluacijskog ok-
vira za usporedbu metoda prepoznavanja redova usjeva. Na koriˇstenim slikama snimljeni
su redovi usjeva kukuruza, celera, krumpira, luka, suncokreta i soje. Buduc´i da vec´ina
metoda predlozˇenih u literaturi ima moguc´nost prepoznavanja samo ravnih redova usjeva,
testni skup podijeljen je na dva podskupa, skup slika ravnih redova usjeva i skup slika za-
krivljenih redova usjeva. Skup slika ravnih redova usjeva, koji sadrzˇi 34 slike, koriˇsten je za
usporedbu predlozˇene metode s postojec´im metodama u literaturi. Metoda je usporedena
s HT, HTT i LR metodom, a tocˇnost prepoznavanja redova usjeva odredena je koriˇstenjem
predlozˇenog CRDA kriterija za odredivanje tocˇnosti prepoznavanja redova usjeva. Srednja
vrijednost CRDA kriterija u prvom pokusu za TMGEM metodu iznosi 0.737, dok za HT,
HTT i LR metodu iznosi 0.572, 0.622 i 0.679. Analiziranjem dobivenih rezultata pokazano
je da predlozˇena TMGEM metoda, za 95% ispitanih slika, ima vrijednost CRDA kriterija
0.495 ili vec´u. Iz provedenog pokusa mozˇe se zakljucˇiti da predlozˇena TMGEM metoda
s visokom tocˇnosˇc´u prepoznaje ravne redove usjeva te da znacˇajno nadmasˇuje ostale tri
razmatrane metode. U drugom pokusu predlozˇena TMGEM metoda ispitana je na skupu
od 191 slike zakrivljenih redova usjeva. Srednja vrijednost CRDA kriterija u ovom pokusu
iznosi 0.748, a za 95% ispitanih slika CRDA kriterij ima vrijednost 0.491 ili vec´u. Analizi-
ranjem dobivenih rezultata i usporedbom s rezultatima dobivenim u prvom pokusu, mozˇe
se zakljucˇiti da je predlozˇena TMGEM metoda robusna na zakrivljenost redova usjeva,
odnosno da mozˇe s visokom tocˇnosˇc´u prepoznati i ravne i zakrivljene redove usjeva. U
oba provedena pokusa mjereno je vrijeme izvodenja pojedinih koraka TMGEM metode.
Iz dobivenih vremena mozˇe se zakljucˇiti da korak prepoznavanja vegetacije nije racˇunski
zahtjevan korak, dok koraci racˇunanja podudaranja s predlosˇkom i odredivanja optimal-
nog CCR modela traju oba oko 870 ms. Ukupno vrijeme izvodenja TMGEM metode u
prva dva pokusa iznosi oko 1.75 s, sˇto predstavlja ogranicˇenje za primjenu u stvarnom
vremenu. Medutim, koraci racˇunanja podudaranja s predlosˇkom i odredivanja optimalnog
modela su pogodni za paralelizaciju, cˇime bi se ukupno vrijeme izvodenja znatno skratilo.
Konacˇno, u trec´em pokusu analiziran je utjecaj rezolucije slike na tocˇnost prepoznavanja
redova usjeva dobivenih primjenom TMGEM metode. U pokusu su koriˇstene slike s rezo-
lucijom 320×240 te 640×480. Analiziranjem dobivenih rezultata mozˇe se zakljucˇiti da su
vrijednosti CRDA kriterija neznatno vec´e za slike s rezolucijom 640× 480, dok je ukupno
vrijeme izvodenja oko 2.5 puta duzˇe od ukupnog vremena izvodenja za slike s rezolucijom
320 × 240. Nadalje, mozˇe se zakljucˇiti da je korak racˇunanja podudaranja s predlosˇkom
racˇunski najzahtjevniji korak predlozˇene metode.
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Buduc´i rad mogao bi ukljucˇivati prilagodbu CRDI metode za automatsko odredivanje
broja redova usjeva te ispitivanje metode na stvarnim slikama redova usjeva. Automat-
sko odredivanje broja redova usjeva moguc´e je napraviti definiranjem novog indeksa za
odredivanje kvalitete particije u slucˇaju kada su klasteri opisani pravcima. Slicˇni indeksi
definirani su za odredivanje odgovarajuc´eg broja klastera u particiji u slucˇaju kada su
klasteri opisani tocˇkom koja predstavlja centar klastera (Vendramin et al., 2009; Halkidi
et al., 2002). Definiranjem ovakvog indeksa mogao bi se odrediti optimalan broj klastera
particije, odnosno broj redova usjeva koje je potrebno prepoznati ne bi morao biti una-
prijed poznat. Nadalje, razvojem i primjenom algoritma za uklanjanje nezˇeljenih dijelova
na slici kao sˇto su velike kolicˇine trave, neba ili ceste, povec´ala bi se tocˇnost prepoznava-
nja redova usjeva primjenom TMGEM metode. Dodatno poboljˇsanje TMGEM metode
moglo bi biti primjena metode za izgladivanje prepoznatih redova usjeva. Ovime bi se do-
bili redovi usjeva koji su direktno primjenjivi za kreiranje trajektorije kojom bi se kretao
autonomni poljoprivredni stroj. S ciljem skrac´ivanja ukupnog vremena izvodenja TM-
GEM metode, planirana je implementacija metode na GPU. Na taj nacˇin bi se vremena
izvodenja racˇunski zahtjevnih koraka, racˇunanja podudaranja s predlosˇkom i odredivanja
optimalnog modela, znatno skratila te bi se omoguc´ila direktna primjena TMGEM me-
tode u stvarnom vremenu. Konacˇno, predlozˇene metode bi se trebale implementirati kao
dio prototipa autonomnog poljoprivrednog stroja te bi se na taj nacˇin ispitale u stvarnoj
primjeni.
U sklopu ovog istrazˇivanja razvijene su dvije metode za prepoznavanje redova usjeva
na slikama te je predlozˇen evaluacijski okvir za usporedbu metoda prepoznavanja redova
usjeva. Ovime su postignuti sljedec´i izvorni znanstveni doprinosi:
• Metoda za prepoznavanje redova usjeva zasnovana na inkrementalnoj metodi za
trazˇenje priblizˇno globalne optimalne particije skupa podataka i DIRECT algoritmu
za globalnu optimizaciju,
• Metoda zasnovana na podudaranju s predlosˇkom i minimizaciji globalne funkcije
energije koja omoguc´uje prepoznavanje i zakrivljenih redova usjeva,
• Evaluacijski okvir za usporedbu metoda prepoznavanja redova usjeva koji ukljucˇuje
bazu slika redova usjeva, postupak generiranja referentnih vrijednosti i kriterije za
odredivanje tocˇnosti prepoznavanja redova usjeva.
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Sazˇetak
U ovoj doktorskoj disertaciji naglasak je stavljen na razvoj metoda za prepoznavanje
redova usjeva na slici. Cilj je razviti metodu koja posjeduje sljedec´a svojstva: robus-
nost s obzirom na prisutnost korova i sjene, moguc´nost prepoznavanja redova usjeva za
razlicˇite kulture u razlicˇitim stadijima rasta, moguc´nost prepoznavanja razlicˇitog broja
proizvoljno razmaknutih redova usjeva te moguc´nost prepoznavanja ravnih i zakrivlje-
nih redova usjeva. Razvijene su dvije metode koje su nazvane CRDI metoda i TMGEM
metoda. CRDI metoda zasnovana je na inkrementalnoj metodi za trazˇenje priblizˇno op-
timalne particije skupa podataka te primjeni DIRECT algoritma za globalnu optimizaciju.
Metoda je pogodna za prepoznavanje ravnih redova usjeva, pri cˇemu broj redova usjeva
mora biti unaprijed poznat. TMGEM metoda zasnovana je racˇunanju podudaranja s
predlosˇkom i minimizaciji funkcije globalne energije primjenom dinamicˇkog programira-
nja. Funkcija globalne energije, uz podatke sa slike, koristi i prethodno znanje o geometrij-
skoj strukturi redova usjeva, cˇime se postizˇe vec´a tocˇnost prepoznavanja redova usjeva.
Predlozˇena metoda ima moguc´nost prepoznavanja proizvoljnog broja redova usjeva za
razlicˇite kulture u razlicˇitim stadijima rasta te pri razlicˇitim geometrijama polja. Nadalje,
predlozˇena TMGEM metoda robusna je na zakrivljenost redova usjeva. Osim navedenih
metoda, u radu je predlozˇen novi evaluacijski okvir za usporedbu metoda prepoznavanja
redova usjeva koji ukljucˇuje bazu slika redova usjeva, postupak rucˇnog generiranja refe-
rentnih vrijednosti redova usjeva te kriterije za odredivanje tocˇnosti prepoznavanja redova
usjeva. Na slikama u bazi snimljeni su redovi usjeva kukuruza, celera, krumpira, luka,
suncokreta i soje. Koriˇstenjem predlozˇenog evaluacijskog okvira moguc´e je efikasnije i
objektivnije usporediti novo razvijene metode za prepoznavanje redova usjeva s postojec´im
metodama. U eksperimentalnoj evaluaciji CRDI metoda je usporedena s IMLD i HT me-
todom na umjetno generiranim skupovima podataka. Tocˇnost prepoznavanja odredena
je primjenom CRHID kriterija, a rezultati pokazuju da CRDI metoda prepoznaje re-
dove usjeva sa znatno vec´om tocˇnosˇc´u u odnosu na ostale razmatrane metode. TMGEM
metoda testirana je na 225 stvarnih slika redova usjeva iz baze slika te je usporedena s
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HT, HTT i LR metodom. Tocˇnost prepoznavanja redova usjeva odredena je koriˇstenjem
CRDA kriterija, a rezultati pokazuju da predlozˇena metoda znacˇajno nadmasˇuje ostale tri
razmatrane metode pri prepoznavanju ravnih redova usjeva te je robusna na zakrivljenost
redova usjeva.
Kljucˇne rijecˇi: automatizacija u poljoprivredi, DIRECT, dinamicˇko programiranje, inkre-
mentalna metoda, optimizacija, podudaranje s predlosˇkom, prepoznavanje redova usjeva,
racˇunalni vid.
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Abstract
Image based crop row detection using global optimi-
zation methods
The topic of this doctoral thesis is the development of image based crop row detection
methods. The main goal of the research is to develop a method which is: highly insensitive
to the presence of weeds and shadows, capable of detecting crop rows of different crop
types at different stages of growth, capable of detecting straight and curved crop rows
and insensitive to the number and spacing of crop rows. Two methods are proposed
entitled CRDI and TMGEM. CRDI method is based on incremental method of searching
for an approximate globally optimal partition of a set of data points and on the DIRECT
algorithm for global optimization. The method is capable of detecting straight crop
rows, wherein the number of crop rows must be known in advance. TMGEM method
is based on template matching followed by global energy minimization with dynamic
programming technique. For accurate crop row detection, the global energy function
combines image evidence and prior knowledge about the geometric structure of crop rows.
The proposed method is insensitive to the number and spacing of crop rows and is capable
of detecting crop rows of different crop types at different stages of growth. Furthermore,
the proposed TMGEM method is capable of detecting curved crop rows. A new evaluation
framework is proposed that consists of a crop row image database, manual ground truth
image creation approach and two crop row detection performance measures. The image
database includes images of different crop types including maize, celery, potato, onion,
sunflower and soybean. The proposed evaluation framework enables efficient and objective
comparison of new crop row detection methods with existing ones. The experimental
evaluation of CRDI method includes comparison with IMLD and HT method on synthetic
datasets, based on the proposed CRHID performance measure. The results show that
CRDI method outperforms other considered methods. TMGEM method is evaluated on
a set of 225 real-world crop row images from the image database and it is compared
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with HT, HTT and LR method. The proposed CRDA measure is used as a performance
measure in the comparison. The results show that TMGEM significantly outperforms
the other considered methods in straight crop row detection and is capable of detecting
curved crop rows.
Keywords: agricultural automation, computer vision, crop row detection, DIRECT, dyna-
mic programming, incremental method, optimization, template matching.
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