ABSTRACT. By using the critical point theory, the existence of periodic solutions for 2nth-order nonlinear pLaplacian difference equations is obtained. The main approaches used in our paper are variational techniques and the Saddle Point theorem. The problem is to solve the existence of periodic solutions for 2nth-order p-Laplacian difference equations. The results obtained successfully generalize and complement the existing ones.
Introduction.
In this paper, we consider the following 2nth-order p-Laplacian difference equation
where ∆ is the forward difference operator ∆u k = u k+1 − u k , ∆ n u k = ∆(∆ n−1 u k ), φ p (s) is the p-Laplacian operator φ p (s) = |s| p−2 s, 1 < p < ∞, {r k } and {q k } are real sequences, f ∈ C(Z × R, R), T is a given positive integer, r k+T = r k > 0, q k+T = q k ≥ 0, f (k + T, v) = f (k, v).
We may think of equation (1.1) as a discrete analogue of the following 2nth-order differential equation:
Existence of periodic solutions of higher-order differential equations has been the subject of many investigations If q k ≡ 0, p = 2 and n = 2, and replacing f (k, u k ) with −f (k, u k ), (1.1) reduces to the following equation: Recently, Cai and Yu [9] obtained some criteria for the existence of periodic solutions of the following 2nth-order difference equation
for the case where f grows superlinearly at both 0 and ∞.
A great deal of work has also been done on the study of the existence of solutions to discrete boundary value problems with the p-Laplacian operator. Because of potential applications in many fields, we refer the reader to the monograph by Agarwal, et al., and some recent contributions 
Now we state the main results of this paper. Theorem 1.1. Assume that the following hypotheses are satisfied :
Then, for any given positive integer m > 0, equation (1.1) has at least one mT -periodic solution.
Remark 1.4. Assumption (F 4 ) implies that, for each k ∈ Z, there exist constants a 3 > 0 and a 4 > 0 such that
Remark 1.5. The results of Theorems 1.1 and 1.3 ensure that equation (1.1) has at least one mT -periodic solution. However, in some cases, we are interested in the existence of nontrivial periodic solutions for equation (1.1).
In this case, we have Theorem 1.6. Assume that (F 1 ) holds; further,
Then, for any given positive integer m > 0, equation (1.1) has at least one nontrivial mT -periodic solution.
there exist constants a 6 > 0 and θ, 0 < θ < 2, such that
Then, for any given positive integer m > 0, equation (1.1) has at least one nontrivial mT -periodic solution. 
Then, for any given positive integer m > 0, equation (1.5) has at least one nontrivial mT -periodic solution.
(F 14 ) there exist constants a 8 > 0 and θ, 0 < θ < 2, such that The rest of the paper is organized as follows. First, in Section 2, we shall establish the variational framework associated with (1.1) and transfer the problem of the existence of periodic solutions of (1.1) into that of the existence of critical points of the corresponding functional. Some related fundamental results will also be recalled. Then, in Section 3, we shall complete the proof of the results by using the critical point method. Finally, in Section 4, we shall give two examples to illustrate the main results.
Regarding the basis for variational methods, we refer the reader to [32, 34, 38].
2. Variational structure and some lemmas. In order to apply the critical point theory, we shall establish the corresponding varia-tional framework for (1.1) and give some lemmas which will be of fundamental importance in proving our main results. We start with some basic notation.
Let S be the set of sequences
For any u, v ∈ S, a, b ∈ R, au + bv is defined by
Then S is a vector space.
For any given positive integers m and T , E mT is defined as a subspace of S by
Clearly, E mT is isomorphic to R mT . E mT can be equipped with the inner product
by which the norm ∥ · ∥ can be induced by
It is obvious that E mT with the inner product (2.1) is a finitedimensional Hilbert space and linearly homeomorphic to R mT .
On the other hand, we define the norm ∥ · ∥ s on E mT as follows:
for all u ∈ E mT and s > 1.
Since ∥u∥ s and ∥u∥ 2 are equivalent, there exist constants c 1 , c 2 such that c 2 ≥ c 1 > 0, and
Clearly, ∥u∥ = ∥u∥ 2 . For all u ∈ E mT , define the functional J on E mT as follows: (2.5)
where
It is evident that J ∈ C 1 (E mT , R) and, for any u = {u k } k∈Z ∈ E mT , by using u 0 = u mT and u 1 = u mT +1 , we can compute the partial derivative as
Thus, u is a critical point of J on E mT if and only if
Due to the periodicity of u = {u k } k∈Z ∈ E mT and f (k, v) in the first variable k, we reduce the existence of periodic solutions of (1.1) to the existence of critical points of J on E mT , that is, the functional J is just the variational framework of (1.1).
be an mT × mT matrix. By matrix theory, we see that the eigenvalues of P are
when mT is odd.
Let V be the direct orthogonal complement of E mT to W , i.e.,
Let E be a real Banach space, J ∈ C 1 (E, R), i.e., J is a continuously Fréchet-differentiable functional defined on E. J is said to satisfy the Palais-Smale condition (abbreviated PS condition) if any sequence
Let B ρ denote the open ball in E about 0 of radius ρ, and let ∂B ρ denote its boundary. Point theorem [32, 38]) . Let E be a real Banach space, E = E 1 ⊕E 2 , where E 1 ̸ = {0} and is finite-dimensional. Suppose that J ∈ C 1 (E, R) satisfies the PS condition and
Lemma 2.1 (Saddle
Then J possesses a critical value c ≥ ω, where
and id denotes the identity operator.
Lemma 2.2. Assume that (F
and combining with (F 2 ) and (F 3 ), we have
On the other hand, we know that
and
Thus, we have
The above inequality implies that {v (i) } is bounded.
Next, we shall prove that {w (i) } is bounded. Since
combining with (2.8), we get
where θ ∈ (0, 1). It is not difficult to see that 
For i large enough, we have
The continuity of (α/2)pF (k, v)−f (k, v)v with respect to the second variable implies that there exists a constant M 4 > 0 such that
for k ∈ Z(1, mT ) and |v| ≤ R 1 . Therefore,
By (F 5 ), we get
So, we have
The conditions of (J 1 ) and (J 2 ) are satisfied.
Proof of Theorem 1.2. By Lemma 2.3, J satisfies the PS condition. To apply the Saddle Point theorem, it suffices to prove that J satisfies conditions (J 1 ) and (J 2 ).
For any w ∈ W , since H(w) = 0, we have
Combining with (F Proof of Theorem 1.3. Similarly to the proof of Lemma 2.3, we can prove that J satisfies the PS condition. We shall prove this theorem It is easy to verify that all of the assumptions of Theorem 1.7 are satisfied. Consequently, for any given positive integer m > 0, equation (4.2) has at least one nontrivial mT -periodic solution.
