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Introduction
In commercial software applications, the terms "user-friendly" and "usability" have received the importance they deserve. Companies have now realized that successful software applications require a good interface. However, in spite of this emphasis on user interface, the functionality of most software applications is still mastered in a proportion of only around 50 % ( 20 %). The other half is either not useful to the specific needs of the user, or s/he has never had the time, or made the effort of mastering it. Evidence from the scientific literature (Eason, 1984; Nielsen et al., 1986; Fisher et al., 1985; Tremblay, 1990) and from our day to day experience suggest the latter is true and that most users would gain considerable efficiency by learning some of the unknown functionality of their software application.
Consultants constitute an excellent solution to sub-optimal usage because they provide the user with contextual help and advice while the user is working and when it is apparent s/he would benefit from knowledge of a particular system function or topic.
However, consultants require a great effort to build and few, if any, have had a practical success outside experimental laboratories. This should be a major concern, not only from a commercial and economic point of view, but to the research community as well.
Can a coach be designed and implemented with a reasonable effort, and yet provide efficient assistance for all that is to be taught? Or do we have to limit its scope, and go through a time consuming and complex knowledge engineering process to cover yet only a small portion of the assistance we would expect from a consultant? Those question are crucial for future researches in this field, as well as for its spinoffs and transfer to the industry. Failure to focus a part of the research effort on viable solutions outside experimental settings, that could be implemented in the foreseable future, can result in a highly negative impact on a research domain that may nevertheless reveal great potential benefits, as suggested by Carroll and McKendree (1987) .
It is with such a concern in mind that we proposed an architecture for a coach with the objective that is will be transferable in a practical context: not only do we want the approach to provide valid recommendations, we also want the approach to be scalable in order to meet the "real-world" requirements imposed outside the laboratory context.
This objective involves, on the one hand, an assessment of the output of the consultant per se, in terms of correctness of recommendations, timing of interventions, etc. With this respect, a large part of this paper is devoted to the validation process of EdCoach's recommendations and its individual modules' ouput.
On the other hand, it also involves an assessment of its scalability.
Scalability is itself a multi-faceted approach that involves at least four characteristics:
1. Subset problem: the ability to cover more than a subset of problems upon which the system is tested (this question addresses whether the approach is correct outside a "toy world" context).
2. Extendability: the ability to coexist with other approaches that can complement and extend the system's functions; 3. Generalizability: the ability to be generalized to other domains.
4. Practicality: the ability to be used in a large number of different practical context, namely that it be cost-effective and easy to use 1 .
Those characteristics of scalability resulted in a number of guiding principles in designing the architecture of EdCoach. One of those principles is to favor as much as possible an automatic approach. This has a favorable impact on the cost-effectiveness of the approach and its usability by non-specialists. For example, the user model of EdCoach is an automatic knowledge assessment tool that requires no programming but relies instead on empirical data to build the model.
Another principle is that of modularity. It is through modularity that we can achieve complementarity among modules and adapt and extend the approach to other domains and applications. In EdCoach, this is reflected by the choice of a simple and standard protocol of communication between modules that relies on the task model definition.
In spite of guiding principles to design an architecture that is scalable, there will always remain limits to the scalability. Just as we must evaluate objectively the validity of the system's output, the architecture's scalability, too, must be objectively assessed to every possible extent. Effort were thus put into the assessment of what is the global domain of potential recommendations, what proportion is covered by different approaches, and at what cost. This is the topic of section 3 in which the choice of an attribute grammar for the system's task analysis module is indicated by such a cost-benefit analysis.
Consultants and advice-giving systems
Consultants are often considered as active help systems, as opposed to passive systems (Fisher et al., 1985) , in the sense that they can initiate an interaction with the user to provide information instead of waiting for a request.
However, they are also considered a special type of tutoring system, to the extent that they teach the user skills relevant for the task at hand.
Dimensions of automated assistance
In table 1 we categorize a number of different help and training systems using the following three dimensions. EMACS "apropos" (Stallman, 1985) Lotus TM "help" no no no
Tutoring systems
EMACS "tutorial" (Stallman, 1985) Lotus TM "help" yes yes no
Intelligent tutoring systems
Lisp-tutor (Anderson et al., 1985) SOPHIE Algebra tutor (Sleeman, 1982) yes yes yes
Passive consultants
UC (Wilensky et al., 1984) PASSIVIST (Fisher et al., 1985) see also Carberry (1983) and Grosz and Sidner (1985) no no yes
Active consultants
WIZARD (Schrager and Finin, 1982) ACTIVIST (Fisher et al., 1985) SINIX (Hecking, 1987) yes no yes 1. task control 2. interaction control 3. task/user model table 1 about here Task control refers to whether the task at hand is determined by the system or by the user. A tutoring system that submits exercises or tests has control over the task, whereas a coach or an on-line manual have no control over the task at hand.
The control of the interaction is determined by the manner in which the system is activated. The system is considered to have control over the interaction if it is triggered by events other than an explicit request by the user. Note that a system could also work in a mixed initiative mode such that the interaction could be controlled by both the user and the system.
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Finally, the task model and user model represent another important dimension for our taxonomy. Although this last dimension is less circumscribed than the others, it refers to the distinction often made between an "intelligent" and "non-intelligent" help or tutoring system. A task-model is generally represented by a structure of goals and actions. It encompasses the notions of "expert-model", "mal-rules" (Sleeman, 1982) 2 , and "methods"
(efficient and inefficient; see section 3). Whereas expert-models and efficient methods are often based on a task-decomposition analysis, mal-rules and inefficient methods are often derived from empirical analysis of how users solve problems or complete tasks.
The task model is one type of information, or knowledge, that can account for the "intelligence" of a system.
A second type of knowledge is the user model. Probably the most relevant information about the user is the level of knowledge he has about some domain or application. "Does he know how to complete a certain task efficiently?", or "does he understand a given notion?", are the typical questions that a user model must respond to.
Other important informations relate to the user's typical needs or activities (see for example London, 1992, and Benyon, 1993) . Such information is usually provided by a profile of the user (e.g. profession, trait of personality, etc.) which can be used to delimit a sub-domain for which the system can offer more relevant assistance.
Types and requirements of automated assistance
As shown in table 1, the dimensions just presented allow us to distinguish among five major types of automated user assistance:
1. On-line documentation. The most simple form of assistance is the on-line documentation. This type of help has no user model and no control of the task or the interaction. It is also the most prevalent type of help because of its straightforward implementation.
2.
Tutors. The objective of tutors is to provide training to the user. Therefore, tutors control the user's task and the interaction. However, they do not incorporate a user model and so they can be considered more or less as an interactive version of a textbook. (Sleeman, 1982; Burton, 1982) . The representation and the diagnosis of such problems is an active research domain in cognitive psychology (see, for example, (Self, 1974; Self, 1988b; Self, 1988a; VanLehn, 1983) ).
Intelligent tutoring systems (ITS
4. Passive consultants. Passive consultants also incorporate a user model but, contrary to tutors and ITS, they do not control the task nor the interaction. They provide help on demand only. Whereas ITS will generally focus on the representation and diagnostic of learning difficulties, user models for passive consultants will put more emphasis on the representation of the user's goals (to determine the most relevant content) and on the evaluation of his level of expertise (to choose the appropriate level of details and technicality of assistance) to provide contextual and tailored help.
5. Active consultants. Active consultants can take control of the interaction to provide the user with relevant assistance, but they do not control the user's task. Like passive consultants, they incorporate a user model to analyse goals and user knowledge.
The requirements and particularities of each of the different types of systems are highly determined by the three dimensions used to outline them. Thus, in controlling the task, tutoring systems determine the user's goal.
Such information is of course crucial to an understanding of the actions taken by the user to achieve that goal. In contrast, consultants have no control over the task. They must necessarily infer the user's goal before considering what assistance to provide. However, to a large degree, they are exempt from determining the content of the assistance to give, since it is mostly determined by the goal the user is pursuing.
As for the task/user model, its functions and importance vary considerably as a function of whether the system controls the task or the interaction. Tutors, for instance, must rely on the user model to determine the most relevant pedagogical content. The diagnostic of learning problems is therefore important to them. Conversely, passive consultants have no need to choose the content of the advice since it is specified in the user's request. For passive consultants, the user model will be more useful in determining the appropriate level of explanation (e.g. novice versus expert) to provide.
Finally, the control of the interaction also involves complex didactic decisions. Burton and Brown (1982) were among the first to assess the requirements for an adequate control of the interaction: Some of the principles they suggest are: make the intervention on a weakness of the user; make a suggestion only if it is clearly advantageous to the user; do not make consecutive interruptions; let the user get familiar with the application before any intervention; always suggest an optimal method.
How requirements are met by EdCoach
EdCoach falls into the category of active consultants.
(1) Since it does not control the task, it must be capable of inferring the user's goals. (2) It must also be able to analyse and evaluate the user's actions. determine the appropriate recommendation to make. (4) Finally, it must determine when to make recommendations.
EdCoach's architecture addresses those four requirements with its three basic modules : a task analysis, a knowledge assessment, and a didactic module.
The three modules comprised in EdCoach and shown in figure 1. The task analysis module monitors the user's actions to derive the goals and identify the methods chosen to reach these goals (first two requirements).
The knowledge assessment module makes inferences on which methods are mastered, or not, by the user. The decision to make a recommendation (third requirement) is based upon the output of the first two modules: a recommendation will be made only if an inefficient method is identified and a more efficient method is inferred to be unknown. The didactic module incorporates a simple rule concerning the timing of recommendation: they are made immediately after the completion of an inefficient method (fourth requirement). In general, this strategy conforms well with the didactic principle of Burton and Brown (1982) outlined above. ert figure 1 out here The next two sections describe in more details each of the task analysis and knowledge assessment modules.
Little work has been done on the didactic module which essentially applies a straightforward principle: if an inefficient method is identified and the corresponding efficient method is unknown, then recommend immediately the efficient method. We will see that, although this principle is sound and reliable, it is limited and must be complemented to cover the all the potential recommendations that we expect from a coach in the practical context of this study.
The task analysis module
The task analysis module is based on a grammatical approach to plan recognition (see Kautz and Allen, 1986, for different approaches). Such an approach was chosen because it draws upon a mature body of theory, that of formal languages and parsing. Therefore, it represents a sound and simple basis to build upon, in agreement with our objective of determining a practical approach to advice-giving systems.
Another advantage of the grammatical approach that its limits and scalability can be evaluated. The need and importance of a reliable assessment of a plan recognition approach is prevalent. It was stressed by David Chin in a recent special issue of the Journal User Modeling and User-Adapted Interaction that focused on the topic of plan recognition:
"One issue that was raised by several reviewers concerns empirical validation of the results. As in many other developing research fields, the field of plan recognition lacks a consensual methodology for the empirical validation of ascribed plans. [...] We as researchers must take the first step to apply empirical validation methods to our own work. If we do not, then we run the risk of being branded ad-hoc by observers outside the field.
As researchers become more concerned with plan recognition in real world situations [...] plan recognition algorithms will need to be more robust. (Chin, 1991, p. 122) It is with the concern of adopting a simple and robust approach, yet powerful enough to face the real world requirements of advice-giving, that we conducted a study aimed at estimating the practical utility of grammarbased plan recognition. The utility is measured by the tradeoff between the complexity and computational cost of such type of grammar, and by the proportion of plans it can correctly recognize for the purpose of a consultant in the text-editing domain. We will briefly review this study in the context of the EdCoach system. Let us first describe the task domain and plan representation in the EdCoach system.
Task domain
The domain of application chosen for EdCoach is text-editing, more specifically the WordPerfect TM3 text-editor.
We defined the task domain as being composed of 192 different tasks which can be executed using different system functions of the text editor. These tasks were taken from a test designed to assess user knowledge of WordPerfect (Leclerc, 1990) . Examples of such tasks are given in figure 2 (see Desmarais, 1990 , for a complete listing). ert figure 2 out here Each task can be completed with at least one dedicated system function. That system function represents the efficient method to complete the task. The set of all efficient methods also represent the domain of potential recommendations for a WordPerfect coach. However, 55 of the 192 tasks comprise more than one method. The alternate methods are the inefficient methods: methods that complete the same tasks as a system function but in a less efficient manner.
The tasks and methods compiled for the study are representative of the system functions available in WordPerfect. However, the specialized modules of WordPerfect were left out (e.g. mathematical functions). The core tasks that remains are a common denominator for the majority of text-editors and cover most if not all of the normal day to day tasks (see Roberts and Moran, 1982, for instance) . This factor is important to assess how appropriate and powerful the approach chosen for the task analysis module is.
Plan representation
Each of the 192 tasks can be decomposed into a number of plans, each plan being composed of a hierarchy of goals with actions as terminal nodes. The plan grammar represents the set of "well formed" plans, that is, plans that constitute an acceptable decompositions of a task into goal hierarchies. The system's plan grammar is compiled into PROLOG code to produce an executable program which thereafter reads in the user actions monitored. It can also be complied into an executable ATN. out here The parameters impose constraints on the parsing. For instance, the sequence of actions shown in figure 4 is invalid for the move-text plan because the text deleted is not the same as the inserted text. It is correctly rejected in the plan recognition process because of the constraint that the parameter ?text must be the same for delete-text and insert-text. Witten (1985) has to revert to a heuristic approach to identify a number of inefficient methods which can easily be detected by an attribute grammar (Knuth, 1968) . ert figure 4 out here
Performance
The choice of an attribute grammar vs. lexical parser should be based on a cost/performance assessment. There is a tradeoff between the complexity and computational cost of the plan recognition scheme and its "power" in terms of how many plans it recognizes correctly. The proportion of the useful advice we could expect to deliver with different plan recognition schemes was evaluated and the results are summarized in figure 5.
The plan recognition schemes are the (1) lexical, (2) attribute, and (3) context dependent parsing techniques.
The lexical technique is the fastest and most resource efficient parsing with a finite state automata. Attribute parsing is the approach chosen for EdCoach. The attributes are represented by the "parameters" and can be thought of as objects onto which actions are applied. Such parsers are easily implemented in languages such as PROLOG. Finally, the context dependent approach is the most difficult to implement and most computationally expensive. However, it can take into account preconditions and effects of actions which are sometimes required to correctly identify methods. ert figure 5 out here The results of the parsing techniques analysis are summarized in figure 5 . They indicate that the simple lexical approach can identify 69% of all 287 text-editing methods involved in the study. Moreover, all but one efficient strategies are recognizable in this manner. On the other hand, only 6% (6/94) of the inefficient strategies can be recognized with lexical parsing, whereas an additional two thirds (63/94) are recognizable by adopting an attribute grammar. By switching to a context dependent approach, only 16% (15/94) more methods can be added. Finally, 10 methods, all of which are inefficient, cannot be unambiguously identified (eg. an inefficient method for the task of finding a piece of text -task no. 4 in figure 2 -consists of scanning through the text by moving the cursor, but it is theoretically impossible to unambiguously determine with a grammar alone that the user is, in fact, searching for a specific string of text, or simply reading it).
These results indicate that the optimal tradeoff between computational complexity and recognition power occurs at the lexical parsing level for efficient methods, and at the attribute parsing level for the inefficient 
The knowledge assessment module
In addition to the analysis of user methods, the consultant must also rely on some model of user knowledge to decide the content of the recommendations. Knowledge assessment in EdCoach is based on a representation of interdependencies among units of knowledge (KU-"knowledge units"). Falmagne et al. (see also Doignon and ) give an interesting set theory interpretation of this representation as well as its mathematical foundations.
A methodology based on this representation was developed and tested in a number of studies. A simple version of this methodology has been shown to correctly infer user knowledge of UNIX command in a monitoring process similar to the context of EdCoach (Pavel and Desmarais, 1985; Desmarais and Pavel, 1987) . Extensions to this methodology have also demonstrated its ability to infer knowledge based on negative implications ( ! ) (Desmarais et al., 1988) and modus ponens reasoning (
) (Desmarais and Liu, 1993) . We will briefly describe the version of this methodology adopted for this study and demonstrate how it has been applied and complemented by a probabilistic assessment in the EdCoach consultant.
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Text-editing methods
lexical (198) attribute (262) context dependant (277) As explained in the next section, these constraints are used to make inferences for the purpose of knowledge assessment. Figure 6 illustrates an example of interdependencies among KU in the domain of mathematics. It is composed of five problems. The arrows indicate the implications among each problem from which we can follow the modus ponens and modus tollens rules of logical inferences. For example, we would assume that a person which succeeds at solving problem 5 could also solve all the others. Indeed, problem 5 is a complex problem that eluded mathematicians since it was first proposed in 1852 until it was solved 125 years later. Conversely, failure to solve problem 1 implies that the person would fail all other problems. Note that in this directed graph, the success or failure to problem 4 gives no information about problem 3, both having similar degrees of difficulty in different sub-domains. Note also that whereas some implications are "logical", as in problem 2 implies problem 1 (because 1 is in fact a sub-problem of 2), other implications are more empirical, based upon general difficulty level, as in 5 In the set theory framework exposed by Doignon and Falmagne (1985) , these interdependencies are the closures under union and intersection.
Interdependencies of KU
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5.
Four-color problem-graph theory (prove that no more than four colors are needed to color any map of various countries such that no countries with adjacent borders are the same color) problem 5 implies all others. ert figure 6 out here This type of structure presents many advantages for user knowledge assessment. First, as we mentioned, it provides a fine grain representation of knowledge. Second, it is flexible enough to incorporate other types of "user models" like stereotypes (Chin, 1986) and learning difficulties like "bugs" (Brown and Burton, 1978) , "bad-plans" (Schrager and Finin, 1982) , and "mal-rules". Third, it can be used for didactic purposes, as Goldstein (Goldstein, 1982) showed with a network representation that includes other types of relations.
Finally, one of the most important and useful feature of this implication structure is that it can be empirically and algorithmically derived. This simplifies considerably the task of building an operational user model and has a major impact on its usability in a practical context.
Network construction
The structure of implications can be automatically derived from empirical data consisting of a number of individuals' KS. Falmagne et al. (1990) have developed such a process in the particular domain of knowledge modeling, and there exists similar work in the domain of rule learning and probabilistic network induction (Pitas et al., 1992; Cooper and Herskovits, 1992) . We have developed a different approach based on pairwise comparison that has the unique characteristic of requiring only a small number of data cases (the other approaches mentioned above require 500 and more data cases whereas we have worked with about 50 data cases). 
where: The conditional probability test,
, is thus positive for q e . However, both tests have to be true in order for the implication to be accepted, so let us move on to the second test with equation 1 for the probability of interaction:
Since w , we reject q e based on the probability of interaction test. Besides grouping, pruning is also applied to eliminate direct implications that can be derived from transitivity.
Pruning, grouping and network inference propagation
Pruning and grouping are performed for the benefit of simplifying the process of inference propagation, however Once the topology of the network is transformed into a minimal digraph, inference propagation is a simple matter of following the modus ponens and modus tollens rules of logic as illustrated previously in section 4.1.2 with figure 6's example.
Validation results
To validate the knowledge assessment module, we defined the knowledge set as the 192 tasks that can be completed by WordPerfect system functions. We constructed and validated this network in an experiment involving fortyseven subjects, with knowledge of the editor ranging from fair to excellent (a large variety of knowledge sets is preferable for the implication network induction). All subjects were administered a test of 192 questions (KU) corresponding to the text-editing tasks. An inference network was constructed with the method outlined in section 4.1.3 using the following values for the configurable parameters:
General statistics on the network induced from the test data are compiled in table 2. They give some idea of the size and general topology of the network. table 2 about here A simulation was performed to validate the accuracy of the inferences produced from the network. The simulation procedure consisted of randomly sampling specific portions of a given subject's KS, and propagating the inferences through the network to see which other KU would be predicted. This procedure was chosen because it is comparable to EdCoach's situation.
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Region A represents the KU present in the subject's KS that are neither sampled nor inferred. Region B contains the inferred KUs. They are inferred from the sampled KU contained in region C. Finally, a fourth line indicates the number of erroneous inferences (i.e. the KUs inferred known but not present in the subject's KS) ert figure 8 out here
The results demonstrate that the information provided is increased by a large amount when a small proportion of the KUs are sampled (eg. with about a quarter of the initial KUs, another quarter of the KS is correctly inferred with an error rate of about 5%). The error rate remains constant at around 5% of the inferred plus the sampled KUs.
We can conclude from this simulation that the inference network is most useful at inferring known KU when a relatively small proportion of the user's KS is initially known. Note also that this simulation is based on inference of known KU.
Note that we did not perform inferences of unknown KUs with modus tollens reasoning (if v e and ! , then $ ) since, in the context of a coach, we can only conclude about known KU by observation of command usage (see however Desmarais et al., 1988 and Desmarais and Liu, 1993 , for experiments in inferring unknown KU with an inference network), and thus cannot follow this type of reasoning. Inference of unknown KU is performed through probability computation as explained in the next section.
Desmarais, Giroux, Larochelle A KU can be considered known or unknown if the probability obtained is above or under a given significance level. More specifically, given an alpha error , we can conclude:
Combined scheme evaluation
The combined evaluation of the inference of known and unknown KU was performed through a simulation of knowledge assessment. The inference network and equation 2 were both employed to assess the individual KSs.
In case of conflicts, the following rules are used to determine the priority. Thus, if a KU is observed, it has priority over any previous inference to conclude that this KU is known. If a KU is inferred known from the network, it has priority over the probability given by equation 2.
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The simulation was based on data monitored normal text-editing sessions. Usage of efficient methods by 12 subjects (all of which are secretaries) was gathered for a period of two weeks during their normal work with the editor. The parameters used for implication network induction and knowledge inference are the following:
The results of the simulation are shown in figure 9 . The graph illustrates the progression of the inference from 1 token method observed in the data set to a maximum of 6400, which is the size of the smallest data set from the two weeks of monitoring. Only 152 of the original 192 KU could be considered for this study due to limitations in the spy program that monitored command usage. ert figure 9 out here Note that about a quarter of the KU have very high or very low initial probability, such that they are already inferred known or unknown, even before any observed KU. Then, knowledge assessment follows a fairly linear increase, on a logarithmic scale, to a level of about half of the unknown KU correctly inferred and two thirds of the known UK inferred or observed.
The error rate of inferences for the known KU is below the 5% rate observed with the implication network alone, but it is noticeably higher than would be expected for the unknown KU. The expected error rate is 10% for the unknown KU ( 2 ). The errors at 1 observation is 13%, but it increases to 25% at 6400 observations. This deviation from the expected rate is probably due to a bias in the evaluation of , the frequency of usage. This bias was also noted in a previous study (Desmarais and Pavel, 1987) on user knowledge assessment of UNIX TM commands. Indeed, equation 2 assumes that the occurrence of methods in the observation set } is a random process. However, methods tend to aggregate and this factor induces a positive bias in the estimation of i .
System implementation and validation
The previous sections describe the analysis of user actions and the knowledge assessment process, which are respectively the first two modules of EdCoach (see figure 1) . We now turn to a global overview of the modules as they are integrated in the current implementation of EdCoach.
Implementation
The EdCoach prototype consultant is implemented in PROLOG on an HP-9000 computer. The consultant monitors the actions of a subject working on a WordPerfect TM emulator, Sprint TM . This emulator is used instead of the actual WordPerfect TM application because it is a programmable editor that was configured to monitor the user's actions. Sprint TM runs on a PC and communicates the observed methods through a serial line to the HP computer.
The HP computer communicates the recommendations back to the PC, if any.
The consultant is implemented over a subset of the 192 tasks that composed our initial test of knowledge for usage. This is the same data set used to validate the knowledge assessment module in section 4.3. Of these 152 tasks, 48 contain inefficient methods, which must be used for a recommendation to be produced. Of these 48 methods, only 28 are actually recognized by the prototype. The other methods either required a context-dependent grammar (11), or they were not supported by the WordPerfect TM emulator Sprint TM (4), or finally, they required a representation of complex objects too tedious to program in Sprint for the purpose of this study (6 -programming complexity stemmed mainly from the fact that we did not have access to the WordPerfect source code). The list of all 28 tasks that could lead to recommendations is given in figure 10 . table 10 about here
Analysis of the recommendations
The prototype implementation was validated by analysing the number and correctness of the recommendations.
We could have used the implemented prototype in a real setting to monitor the users spontaneous usage of inefficient methods and to record EdCoach's recommondations. However, given that the system runs on a HP-UNIX workstation connected to a PC, and that a realistic validation must be based on at least two weeks of data, this approach was deemed too expensive. Therefore, we chose a different approach.
The validation procedure is based on the pre-recorded data of our 12 subjects secretaries. As previously mentioned, dribble files of their normal usage of the WordPerfect editor had been collected for a period of 15 consecutive work days. The dribble files contain all efficient methods that were used during this period 7 . The Recall that a recommendation is issued only if the efficient method corresponding to the task identified is inferred to be unknown by the knowledge assessment module. Otherwise, that recommendation will be withheld.
The recommendation will also be withheld if the efficient method is neither inferred known nor unknown. We thus find five categories of recommendations:
R Recommendation administered and efficient method unknown.
err(R) Recommendation administered and efficient method known (type 1 error).
R Recommendation withheld and efficient method known.
err( R)
Recommendation withheld and efficient method unknown (type 2 error).
pot(R) Potential recommendations not considered for recommendations yet.
Two categories fall into correct recommendations, R and R, whereas err(R) and err( R) are two different types of errors. The potential recommendations, pot(R) correspond to KUs that are neither inferred known or unknown. Table 3 contains the results of the simulation. All numbers reported are averages over the 12 subjects mentioned in section 4.3. The first column (data set size) indicates the number of token methods observed in the protocol when the recommendations are analysed. The second column, "efficient methods", represents the number of different efficient methods (of the 28 that can lead to recommendations) that have been identified in the users protocol at that stage. The last five columns correspond to the five categories mentioned above. 
Conclusion
The proposed architecture for a consultant was implemented and tested with the EdCoach prototype. The performance analysis showed a progressive delivery of recommendations by EdCoach. The decisions to deliver or to withhold a recommendations were accurate to an acceptable level, the accuracy of the overall system being determined by that of the knowledge assessment tool.
In addition to validating the overall architecture's performance assessment, we claimed that it was also a scalable architecture, made up of large modules that constitute multi-purpose building blocks. Individual module assessments were thus conducted to support this claim.
First, evaluation of the plan recognition approach consisted of a comparative performance analysis of different formal classes of parsing techniques. This analysis showed that the attribute grammar techniques could correctly recognize most of the text-editing methods that were required for advice giving. This type of grammar offered the most advantageous ratio between the effort and complexity of implementing the task analysis module, and the proportion of methods (inefficient methods in particular) that are correctly recognized.
Second, knowledge assessment evaluation consisted in testing the accuracy of knowledge unit (KU) inferences.
It showed that both the inference network and a simple probabilistic approach could correctly infer knowledge with an acceptable error rate, and that the two approaches complemented each other by inferring known KU for the knowledge network, and unknown KU for the probabilistic approach.
The individualassessment of each module provided significant hindsightinto the scalability of the architecture.
We have shown that, with a relatively small number of subjects (around 50), it is possible to gather data that can later be used to completely automate the knowledge assessment process of a domain of expertise. This is of major importance from a practical perspective. It is our view that user modeling (knowledge assessment) must be brought to a simple, yet precise and accurate form, in order to be used by designers of consultants and other intelligent help systems. Automating some parts of the process is one way to achieve this goal. In that sense, we can consider the approach scalable in terms of extending its use to a large basis of applications without involving great effort and expertise.
Another aspect of scalability has to do with extending the performance of the approach in terms of accuracy and coverage: can a recommendation be made more accurate and could the system cover more potential recommendations? The architecture's modularity and its ability to be complemented and extended is a key issue for this question. For example, it would be a trivial matter to substitute the current knowledge assessment module for another that would be more performant or better suited in another context 8 .
The ability to support module substitution or extensions to the architecture relies essentially on the stardardization around the protocol of exchange between modules: tokens representing the tasks and the methods. For example, the architecture could be augmented by a question-answer module that provides a more straightforward knowledge assessment than the task monitoring process. As long as this module standardizes its communication around tasks and methods, its integration is a trival matter.
A critical extension that must be considered concerns the didactic approach. How can we provide advice on efficient text-editing methods (or in fact, any efficient methods that have no corresponding inefficient methods)?
Although a didactic strategy could still rely on the existing knowledge assessment and plan recognition modules, those potential recommendations cannot be based on the principle of recommending the efficient method after the inefficient method is used. They would probably have to rely on a profile of user interests (London, 1992; Kass, 1991) and an well designed advice-giving interface that conforms to Burton and Brown's (1982) coaching principles of user interaction. For example, Zissos and Witten (1985) relied on a probalistic model of which commands would most likely be useful to emacs users. Informal comments on the part of the users indicated the approach seemed fruitful and well accepted by most users. Here again, such module can easily be integrated into the architecture if in can rely upon the exchange of task and methods information.
Although we cannot claim with certainty that the task analysis and advice-giving modules, and the protocol of exchange between modules, are sufficient for most advice-giving context, this experiment provides a good argument that the problem of building a coach can be broken down into sub-problems (modules), that we can provide general solutions to those sub-problems, and that we can put those solutions together when we need a full blown system. Failure to provide the designer of a coach with "well-packaged" sub-solutions will result in high-cost, high-complexity strategies that will necessarily hinder the transfer of advice-giving and intelligent help to the real world.
