Abstract-There are several problems in applied science in which experimental observations can be accurately represented by a sum of exponential decay functions in which the amplitudes, decay rates and number of components have different physical interpretations and need to be estimated. A parameter estimation technique of multicomponent exponential functions that has undergone many modifications is the Gardner transform in which a nonlinear transformation is used to convert the data signal into a convolution model containing the parameters of interest. Modifications of this early technique include modification of the original transform or deconvolution procedure and additional processing of the deconvolved data to obtain better estimates of the desired parameters. This paper presents an appraisal of Gardner transform and its variants. It discusses major modifications and their implications to the overall results of analysis.
I. INTRODUCTION
There are many problems in science and engineering in which the data approximates to a linear combination of exponentials of the form: Such problems are common in semiconductor physics (deep level transient spectroscopy), biophysics (fluorescence decay analysis), nuclear physics and chemistry (radioactive decays, nuclear magnetic resonance), chemistry and electrochemistry (reaction kinetics) and medical imaging. In these and other problems, the parameters M, i A and i  have different physical meanings. It is therefore not sufficient that the function approximates the data accurately; it is also important that these parameters are accurately estimated. This problem is a classical one and many approaches to its solution have been proposed. The problem is difficult and there has been no perfect magic way to its solution. All proposed approaches suffer from shortcomings. The difficulty in the analysis of this class of signals lies in the fact that we are dealing with a series of nonlinear equations, that the data are only approximating the function over a finite range in  and the strong nonorthogonality of the exponential functions with real decay rates.
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One of the classical approaches to the solution of the problem was proposed by Gardner et al [1] in which approach a nonlinear change of variables was used to convert the original signal into a convolution integral which could be deconvolved by Fourier transform technique. Gardner transform belongs to the more general class of spectroscopic methods [2] in which the decay is described by a continuous distribution of decay rates which may be considered as a spectral representation of the transient signal At the time it was introduced, Gardner transform did not attract the attention of many researchers basically because of the nonavailability of effective algorithms for the computation of Fourier integrals. This problem was later solved by Schlesinger [3] using the fast Fourier transform (FFT). Although successful in simplifying the numerical computation of the Fourier integrals, Schlesinger's method did not have a good filtering technique to eliminate the side ripples caused by FFT and noise. Several other research findings have since been published on different ways of improving the performance of Gardner transform. These modifications can generally be grouped into three: 1) Modifications in the nonlinear transformation. 2) Modifications in the deconvolution procedure. 3) Modifications involving additional processing of the deconvolved data. In this paper, we critically examine these important modifications of the Gardner transform with special emphasis on our previous and current research in this area. Performance of the various approaches including their merits and shortcomings are examined.
In section II of this paper, an overview of Gardner transform is given along with its merits and the inherent problems in its implementation. Subsequent sections discuss the variants of the Gardner transform. Section III discusses the modification of the original nonlinear change of variables and its effect on sampling and noise reduction. Section IV presents methods that involve modification in the deconvolution procedure. In section V parametric techniques used in modeling the deconvolution results are reviewed.
II. GARDNER TRANSFORM
Starting with the multiexponential function
We can rewrite it as This can be expressed as
Gardner et al [1] deconvolved this integral using the Fourier transform 
B. Modification by Weighting Factor Introduction
Nichols et al [5] modified the nonlinear transformation by introducing a weighting factor,  into it. To begin with, the original signal in Eq. (1) is assumed to be embedded in additive white Gaussian noise ) ( n leading to the following equations in place of equations (1) and (2) respectively.
Eq. (12) [6] obtained an expression for the input distribution from the following analysis.
Multiplying each side of equation (11) by which when substituted into equation (17) 
Equations (15b) and (15c) can be used to simplify expression (19) 
, then equation (20) can be written as
Comparing equations (14) and (21), it can be concluded that the unknown input distribution function is given by:
The immediate effect of the weighting factor,  , was in noise reduction [6] . Recently, Jibia et al [7] related it to the bandwidth of the conceptual system response ) (t h by using the concept of noise equivalent bandwidth. If the NEB is given by (23) By integrating and taking the limits to be 0 and some arbitrary min t sufficiently large, they showed that the bandwidth is given by 2   B (24) For unaliased sampling, therefore, the sampling frequency,  contributes to noise reduction, it is not advisable to raise its value very high because of the deleterious effect this may have on the detectability of certain components. A maximum value of 1   would normally suffice.
IV. MODIFICATIONS IN THE DECONVOLUTION PROCEDURE

A. Schlesinger's FFT Technique
When the Gardner transform was proposed, it was not widely accepted due to the difficulty in evaluating Fourier integrals. Realizing this shortcoming, Schlesinger proposed a means of alleviating it. His proposal published in [3] consists of the replacement of the numerical integration of the Fourier transform and its inverse with the discrete Fourier transform and its fast Fourier transform algorithm of Cooley and Tukey [8] .
Schlesinger used the FFT algorithm to separately evaluate the Fourier transform of y(t) and x(t) in equation (8) gives an expression similar to (9) . In most cases deconvolution takes the form of a lowpass filter, reducing the amplitudes of high frequency components in the signal. However, if the amplitudes of these components fall below the inherent noise of the system, the information in these frequencies is lost. Other sources of noise include sampling errors and noise in signal acquisition, leakage and aliasing errors in the Fourier transform and computational errors due to the computing machine.
Although successful in simplifying the numerical computation of the integrals, Schlesinger's method did not have a good filtering technique to eliminate the side ripples caused by FFT and noise. This limited its detection power to only three components (
B. Digital Technique with Gaussian Filtering
In their paper, Cohn Sfetcu et al [9] observed that the inherent deconvolution accompanying Gardner transform enhances noise in the data by favouring high-frequency components, especially for low frequency signals. Further, they observed, even if the original data were noise-free, digital processing with the FFT was bound to produce some noise due to inherent computational inaccuracies. This noise is also enhanced by deconvolution. To alleviate the problem of noise enhancement, Cohn Sfetcu and co-authors proposed Gaussian filtering. In the Gaussian filtering, the impulse response function of the filter is expressed as follows:
The dispersion parameter d  must be tuned to particular experimental conditions. The smaller the value of d  the better the SNR of the spectrum.
This filter was proposed as a compromise between noise reduction and loss of resolution when dealing with separate pulses and white noise. Unfortunately, for this approach to work properly a collection of interpolation of data points are required at increasingly large intervals for better results. However, it is a difficult problem to obtain a correct interpolation itself. Furthermore, a correct usage of the FFT techniques requires the evaluation of the required signals over a much larger range of data points. A larger number of points in the DFT would normally increase the resolution but at a cost of longer computational times and more computational noise from the FFT and interpolation.
C. Provencher's Modification of the FFT
To begin with, the variables, In his paper, Provencher [10] concluded that his technique performs better than the previous modifications of the Gardner transform technique. However, the resolving power
D. Optimal Compensation Deconvolution
The idea of optimal compensation deconvolution was originally proposed by Riad and Stafford [11] and introduced into multiexponential signal analysis by Salami and Sidek [12] . To start with, y(t) in equation (14) 
from which the deconvolved data can be generated according to ) (
where Y(k), X(k), H(k) and V(k) represent respectively the DFT of y(n), x(n), h(n) and v(n).
Optimal compensation deconvolution essentially aims at modifying the system function H(k) for use in Eq. finite. Combining these two requirements lead to 
For high SNR,  should be small and of the same order of magnitude as the attenuation ) (k H at the cut-off frequency. However, as the SNR of the data decreases the choice of the optimum value of  , for use in (38) is best determined by experimental testing.
The estimated input distribution in equation (22) is computed by Fourier transformation which gives
is the new additive nonstationary noise.
As the spectral estimates resulting from the application of this deconvolution procedure is not satisfactory, Salami and Sidek used autoregressive moving average (ARMA) parametric model as described later.
E. Homomorphic Deconvolution
This modification recently proposed by Jibia et al [7] consists of a six-step procedure to extract the input signal from the discrete deconvolution model resulting from Gardner transform. The procedure as outlined in that paper is as follows: In other words, the cepstrum is the even part of the complex cepstrum.
The complex cepstrum can thus be expressed as: Next, homomorphic filtering is achieved by forming a modified complex cepstrum
is a window (or lifter) which selects a portion of the complex cepstrum for inverse processing. This is achieved as follows: For The main advantage of this technique is computational simplicity and elimination of data length constraint encountered in [12] . This method also successfully detects the number of components, M. However, its accuracy in determining the decay rates is very poor. Consequently, simple procedures for preprocessing nonstationary sequences can be used to convert ) ( k X into a locally stationary sequence. Some of the techniques are windowing, prefiltering and differencing [13] .
For the stationarization of ) ( k X a rectangular window is used here as it weighs the data uniformly and has a very good spectral resolution at the expense of high variance. Consider a symmetric window,
It is well-known from the properties of the DFT that a shift of ) ( k X does not destroy its spectral characteristics. 
B. ARMA Modeling Technique
This method was used by Salami and Sidek [12] to model the output of the optimal compensation deconvolution filter. The deconvolved data is first windowed using an appropriate length 0 N essentially determined by trial and adjustment depending on the signal resolution, the number of components and the SNR. The truncated data is then modelled as the output of an ARMA model whose input is a 
Note that (56) may not hold exactly in practice because both p and q are unknown prior to analysis and ) (k R dd has to be estimated from noisy data. This problem is solved using an SVD algorithm. This algorithm provides consistent and accurate estimates of the AR parameters with minimal numerical problem. Furthermore, the SVD algorithm is a powerful computational procedure for matrix analysis especially for solving overdetermined system of equations. Equation (56) The problem with this method is that the procedure for computing the MA coefficient is very complicated and it requires a too high model order before desirable results are obtained.
C. Transient Error Method
The transient error method [15] is based on the premise that each data point can be expressed as a linear combination of M previous ones according to: 
The remaining part of the procedure is similar to the ARMA modeling.
The major problem with the transient error method is that it requires M to be specified and does not give good estimates 
D. Data Extension Method
The M complex sinusoids resulting from the application of Gardner transform and the accompanying deconvolution (see Equation (67) forms the basis of the data extension method that was developed by Arunachalam [14] and further developed by Smith and Nichols [16] . In this method, the value of N , where 1 N is the length of the extrapolated deconvolved data. Smith and Nichols [16] extended this procedure by applying appropriate weighting function to the extrapolated data. Both methods work well only if the data is noiseless and their algorithms do not give a criterion for selecting the good portion which is to be extrapolated. Also their algorithms may give an incorrect value of M since its determination is based on the minimum residual error energy.
E. Eigenvector Methods
MUSIC (multiple signal classification) and minimum norm algorithms were separately proposed by Schmidt [17] and Kumerasan and Tufts [18] respectively for the analysis of complex exponentials. These methods were used by Jibia and Salami [19] to model the output of optimal compensation deconvolution filter, essentially a sum of complex exponentials as in equation (39) The autocorrelation matrix of the noisy signal can be written as This is the MUSIC pseudospectrum. The term pseudospectrum is actually a misnomer since the domain is not frequency but  ln .
Strictly, Eq. (77) is valid if and only if the noise is white or assumed to be so. But due to Gardner transform, the signal has gone through many stages to arrive at ) (k  for the noise. Although truncation is supposed to stationarize the deconvolved data and noise, the eigenvalues of the noise in Eq. (53) may still not be equal. Thus, a modification is necessary to account for the variation in eigenvalues. This is achieved by normalizing the pseudospectrum of each eigenvector by its corresponding eigenvalue. where n P is the matrix that projects an arbitrary vector on the noise subspace [22] .
Since an unconstrained minimization of this norm will produce the zero vector, the first element of d is constrained to be unity, i.e. Research on improving the results of MUSIC and minimum norm is still underway and it is hoped that they will provide an excellent solution to the problem of multiexponential analysis. Some of the options being considered include alternative deconvolution procedures, integrating them with the homomorphic deconvolution method and the use of ESPRIT algorithm [24] .
VI. CONCLUSION
In this paper, an appraisal of the Garner transform method along with its modifications have been given. The modifications have been grouped into three. Some modifications are in the nonlinear transformation, others are in the accompanying deconvolution procedure and the rest involve parametric modeling of the deconvolved data. The use of parametric models improves the result of Gardner transform but introduces data length truncation which makes them difficult to use for real time analysis.
Research is quite active in improving the performance of Gardner transform-based methods. Current research is aimed at providing improved estimation accuracy over very low SNRs for signals with large number of components and high resolution. Specifically, these researchers are currently looking at the possibility of an automated procedure for the selection of data truncation point.
Another effort is on the way to design a better cepstral lifter for the homomorphic deconvolution method. It is hoped that a better windowing lifter will give the desired solution for the real-time analysis of multiexponential signals using Gardner transform-based techniques. Finally, as it has been pointed out, research is also active on improving the performance of eigenvector algorithms in the analysis of transient multiexponential data.
