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1. INTRODUCTION 
The applicability of the trigonometric collocation method for constructing the approximate so- 
lution of some periodic boundary value problems (BVP) with one impulse effect was elaborated 
in [1,2]. Our goal is to introduce a modified version of a matrix-vector technique (carried out 
for nonimpulsive periodic BVPs in [3]) that makes it easy to set up and handle the system of 
determining equations belonging to the unknown coefficients of the approximate polynomial. 
2. BVP  WITH IMPULSE EFFECT 
Let us consider the following first-order differential equation with piecewise continuous right- 
hand side, with periodic boundary conditions and with one impulse effect: 
dx ( fl(t, x), t • [0, v), 
d'--t -- ~ f2(t, x), t • (% T], (1) 
x(0) = x(T), (2) 
SlX(T + o) + S2x(~ - o) = g, (3) 
where the vector functions fi(t, x) = (f~l (t, x ) , . . . ,  f~n(t, x)) and their Jacobian matrices Ai(t, x) 
- ~ ,  (i -- 1, 2), are defined in the domains 
fl :[0, v] x D --* R n, 
f2 : It, T] x D --* R n, 
fl(0, x) = f2(T, x), 
and D is a bounded and closed set in the n-dimensional Euclidean space R n. S1 and 82 are 
given nonsingular n × n matrices, and g is also a given and n-dimensional vector. 
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We also consider the following homogeneous periodic BVP: 
dx 
d--/+ Qx = 0, t ~ T, t e [0, T], (4) 
under the conditions (2),(3), where Q is a certain constant n x n matrix chosen in such a manner 
that the system (4), (2),(3) has only trivial (x(t) = 0) solution. 
Before quoting the theorem upon which the applicability of trigonometric collocation is based, 
we introduce the following notations: 
Ixllclo,.~ = max max ]Xli(t)[, Ix21q.m = max max Ix2~(t)l, 
/----1 ..... n tE[O,'r] i=l  ..... n tE[r,T] 
Ix[C<o.T] = [xlc , ---- max (Ixl [Qo..1, [x2[Q.m) ,
[XlL~[0,T] -~ IXIL~ • IXl[L~[0,.I 4- [X2[L~[r,T] = [Xl(t)12dt 4- [x2(t)12dt 
The approximate solution of (1)-(3) in CT [0, T] is sought in the form of trigonometric polynomials 
of order ml and m2, 
xlm (t) = ao + ~ (ak cos k~ot + bk sin kwt), t E [0, r), 
Xm(t ) k----1 = m2 (5) 
X2m(t) = ao 4- ~ (Otk COS kwt q- j3k sin kwt), t E (r, T], 
k=l 
where w = 27r/T and ao, . . . ,am, ,  b l , . . . ,bml ,  a0 , . . . ,am2,  /~l,...,/~m2 are the unknown 
(2(ml + m2) 4- 2) n-dimensional vector-coefficients. 
THEOREM 1. (See [2]). Suppose that 
x°(t) ,  t e [o,~-), 
x=x°( t )= x°(t), te ( r ,T ]  
is a piecewise continuously differentiable solution of the T-periodic BVP with one impulse ef- 
fect (1)-(3). The functions fi(t, x) and As(t, x) are continuous in 
te  [0, T], te  [T,T], IX-- x0(t)[c. _<&. 
Further, let the variational system of (1), 
dx  J" A 1 ( t ,x° ( t ) )  x,  t e [0, T), 
d- /=~[A2( t ,x° ( t ) )x ,  t e (T,T] 
possess only trivial x(t) --= 0 solution under condition (3). Then we have the following. 
(1) There exists a > 0 such that in the ball 
Ix + qx-  (xO + qxo)lL+ _< +, 
the solution x°(t) is unique. 
(2) For sufficiently large m (m = min(ml, m~.) _> m0), the system of determining equations 
derived from the trigonometric collocation method has a solution. This solution makes 
the vector coefficients o[ the unique approximate T-periodic solution xm(t) in (5) valid in 
a ball with radius a. 
(3) The sequence of approximations xm(t) for ali t ~ T converges uniformly and ~ also 
converges in the metric of L 2 as m --+ oo to x°(t) and -~t t , respectively. 
Our goal in what follows is to construct and solve the system of determining equations. For 
the sake of simplicity, we consider a periodic scalar BVP, 
dz f f l ( t ,x)  t • [0, r), 
d--[ = t f2(t,x) t • (r,T], (6) 
x(O) = =(T), (7) 
S~Z(T + O) + S2Z(~ -- O) = q, (8) 
where f l (t ,  x) and f2(t, x) fulfill the conditions of the theorem. 
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3. MATRIX-VECTOR TECHNIQUE FOR SUBINTERVALS 
3.1. Interval t E [0, r) 
Let us seek the approximate solution of (6)-(8) in the form 
Xml(t) = ao + al coswt + bl sinwt + -.. + arn~ cosmlwt  + bin1 s inmlwt .  (9) 
Then, 
dxml 
d----t-" = 0 + blwCOSWt - alwsinczt  + . . .  +bm,  mlwcosmlwt  - am,ws inmlwt .  
The equidistant nodes where the approximate solution exactly satisfies (6) are 
T 
ti = iN1 _ 2' (i = 0 ,1 ,2 , . . . ,N1 - 3, N1 = 2m + 1). 
Let us define the vector of coefficients and the vector of values as follows: 
F Xml = (ao, al, b l , . . . ,  am,, bml),  
xM1 = (xml ( to ) ,xml ( t l ) , . . .  ,Xml ( t~,_ l ) ) ,  (fir1 = N1 - 2). 
It is easy to show on the basis of [3] that there exists a one-to-one correspondence b tween these 
two vectors that can be formulated as a matrix-vector product 
M F 
Xml ~ gNlxNlXml, 
where 
cos (p - )q~l  ' 
sin (p -1 ) (q - )N-~I  ' 
fo rq= 1, 
for q = 2, 4 , . . . ,  N1 - 1, (q is even), 
for q = 3, 5 , . . . ,  NI, (here q is odd), 
p = 1,2, . . . ,N1,  
p stands for the row and q for the column entry. Similarly, the vector of values of the derivatives 
of xml  (t) also can be expressed in terms of the vector of coefficients 
dt s J = MN, xN , [ ' -~ j  = MNaxN, d Xml = ~/~. xNXml ,  
by introducing the matrices 
dS=lwi thc~o=O,  ~ j=O,  c~j=(-1)k j%J  s, j=1 ,2  . . . .  ,ml ,  s=2k ,  
d s = lw i ths0=0,  ~3j =0,  ~j =( -1)k jSw s, j=1 ,2  . . . .  ,ml,  s=2k+l ,  (10) 
kEN,  
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where 
"0 
--~1 
1= 
0 
/~1 
(~1 
O/1TI 1 ~Erl 1 
--~ml Clgrn 1 
cos (p - l )q~ ( - -1 )k (q)sw s, 
sin (p -  1 ) (q -  1 )~ (-1)  k ca s, 
O, 
sin[(p--1)q~l;](--1)k+l(~)nws, 
gP~axN , = 
COS [(P -- 1)(q -- 1) ;-7 ; ]  (--1)k ( '~"~)  s Ca s , 
q=l ,  
q = 2,3, . . . ,N~ -1 ,  
q = 3,5, . . . ,N1,  
s=2k, p= l,2,... ,N1, 
q=l ,  
q = 2,4, . . . ,N1 - 1, 
q = 3 ,5 , . . . ,N1 ,  
s= 2k + l, p= l,2,...,Arl. 
3.2. Interval  t 6 (r, T] 
On the second part of the interval, the approximate solution is sought in the form of a trigono- 
metric polynomial of order m2, 
xm2(t) = Go +Otl coswt +/~1 sinwt +...  + am2 cosm2wt + ~m~ sinm2wt. (11) 
In this case, the number of nodes is not reduced, so the nodes are 
T- -T  
tk=r+Ck+l )  "N2 ' (k = 0 ,1 ,2 , . . . ,N2-  1, N2 = 2m2 + 1). 
Let us introduce the vector of coefficients and the vector of values in the same way as above, 
X~2 = (G0, ~1, ~1, ' ' ' ,  O~rn2,/~m2), 
X~2 = (Xrn2 ({0) Xm2 ({1), . . . ,Xm2 (~N2-1)) • 
The structure of the relations between xrm2 and xM2 and the derivatives of it remains unchanged, 
thus, 
x~2 = MN~×N2X~2, 
M 
= L- -j MN2xNa dSx~n2 s r = = @N2×N~X~2,  
where 
)] T-  r 7r MN2xN2 = COS r +P- - -~2 qT ' 
s in  , 
q=l ,  
q = 2,4 , . . . ,N2-  1, 
q = 3,5, . . . ,N2,  p = 1,2, . . . ,N2,  
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¢~ SN2 x N 2 
O, 
T- l"  zc cos [ (T+P--~ ) q~] (-X>k (q) sws, 
T--T 
sin[(T+p--~2 )(q-1)Tl( -1) ' (q-T21 ) w ~, 
(1) ~V2 X N2 = 
O, 
T-T  = 8 
cos 1>;] ,>, 
while d s is equal to the matrix given in (10) putting ms for ml. 
q=l ,  
q=2,4 .... , N2 -1, 
q=3,5,...,N2, 
s= 2k, p= l,2 .... ,N2, 
q=l,  
q=2,4  . . . .  ,N2-  1, 
q = 1,3 . . . .  ,N2, 
s= 2k + l, p= l,2,...,N2, 
4. THE DETERMINING EQUATIONS 
As a last step, we set up the system of determining equations by substituting the nodes and 
the vector of values of (9),(11) into (6)-(8). We give this system both in the classical and in the 
new matrix-vector form, as well. 
0 't T 
1 I I I ) C I I I I I 
t o t, L 2 t i tr%s t o i ,  ~ T~ TN,. ' 
Figure 1. 
The classical form 
dxml(t~) 
= :~(t~,~.,~(t~)), 
dt 
= 
dt 
x~(0)  = xm~(T), 
The matrix-vector form 
~lx  xN1 r • Xml -- 
(~1 F 
N2xN2 "Xm2 ---- 
i = 0,1,2, . . .  ,gl - -  1, 
k=O, 1,2,...,N2-1, 
SlXm2(T) + S lZml (T )  ---- q. 
fx (to, M~×N, .  xF I (1 ) )  -I 
f l  (t1,M~,~.N, " xr l (2) )  / '  
f l  ( tN, - I ,MN,×N,"  xrml (/91)) J 
f2 (t0,MN,×N," xrm2(1)) 
f2 (tl, MN2 xN2" xr2(2)) 
S~ ffN,-1,MN,×N," x~(g~)) 
(( I ,  I ,  0, • . . , i ,  0), X~Fnl > = < (1, COS CJ~N2_I, sin oPt'N2_1, • • • , cos 7Tt,20Pt'N2 -1, sin m2CO~N2_l), XPrn,2 >, 
$1((1, cos wr, sin wr . . . .  , cos m2wr, sin m2wr), xr2) 
+$2<(1, cos wr, sin w%.. . ,  cos mlw% sin mlwr), xrl) = q, 
where the notation MNxN "XFm(i) means the ith element of the product and the symbol <(... ), xrm) 
stands for the scalar product of the vectors in question. From the above scheme, it is obvious 
how easy it is to set up the system of determining equations on the basis of the new technique• 
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5.  EXAMPLES 
Let us illustrate the applicability of the method through two simple examples. 
5.1. Example  
dx r x2 - 2xcost  - 2sint, t E [0,~'), 
-~  x2-  x(2 +sint) +cost, t E (r, 27r], 
z(o)  = ~(2~),  
• (~ + 0) - x (~ - 0) = 4, (~ = ~) .  
The coefficients of the approximate solution in case ml = 2, m2 = 2 are as in Table 1. 
Table 1. 
o,o 
al 
bl 
a2 
b2 
Initial Approximate 
Value Value 
0.i 1.38 × I0 -9 
1.9 2.00000000 
0.i 3.78 X 10 -10 
--0.1 --1.23 x 10 -9 
0,1 --1.70 x 10 -11 
0<0 
0<1 
0<2 
Initial 
Value 
2.1 
0.1 
1.1 
0.2 
-0.1 
Approximate 
Value 
2.00000000 
2.54 x 10 -11 
1.00000000 
-1.33 x 10 -1°  
--5.01 X 10 -11 
We have the exact solution, 
xl(t)  = 2cost, t E [0,~r), 
x= x2(t)=2+sint, tE(r ,27r] .  
REMARK 1. The numerical solution of the determining equations was carried out by a Pascal 
program based upon an ABS-method (see [4,5]). 
5.2. Example  
As the theorem is valid for systems of differential equations, the matrix-vector method can be 
applied to produce the determining equations of such type of equations or of higher-order BVPs 
too, 
d2x [" X2- -X  2 -- X - -  2s in2t ,  tE  [0, Tr), 
dt 2 -x  sin t + x 2 - 1 - 2 sin t, t E (Tr, 2~r], 
x(o) = x(2~),  
~(o) = ~(2~),  
x (~ + 0) - x (~ - 0) = 2, 
:~(~ + o) - :~(~ - o) = o 
The coefficients in case ml = m2 = 3 are as in Table 2. 
Table 2. 
Initial 
Value 
ao 0.I 
al i . i  
bl 0.9 
a2 -0 .2  
b2 0.3 
as 0.I 
b3 0.0 
Approximate 
Value 
1.33 x i0 - I °  
0.99999999 
0.99999999 
-1.70 x 10 -10 
2.06 X 10 -11 
6.28 x 10 -11 
7.14 x 10 -11 
Initial 
Value 
0<0 1.1 
0<1 -0.1 
~1 0.8 
0<2 -0.1 
~2 0.2 
0<3 0.I 
#3 -o.2 
Approximate 
Value 
0.99999999 
4.70 x 10 -11 
0.99999999 
1.72 × 10 -13 
2.11 x 10 -11 
-5.43 × 10 -12 
1.05 x 10 -11 
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The exact solution is 
x l ( t )  = s int  +cost ,  
x = x2(t) = l+s in t ,  
t • [0, 
t • 
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