Consider the affine space consisting of pairs of matrices (A, B) of fixed size, and its closed subvariety given by the rank conditions rank A ≤ a, rank B ≤ b and rank(A · B) ≤ c, for three non-negative integers a, b, c. These varieties are precisely the orbit closures of representations for the equioriented A3 quiver. In this paper we construct the (equivariant) minimal free resolutions of the defining ideals of such varieties. We show how this problem is equivalent to determining the cohomology groups of the tensor product of two Schur functors of tautological bundles on a 2-step flag variety. We provide several techniques for the determination of these groups, which is of independent interest.
Introduction
In the seminal paper [Las78] , Lascoux determined the minimal free resolutions for the determinantal varieties. This has led generalizations in variotions directions, such as the Kempf-Lascoux-Weyman geometric technique for calculating minimal free resolutions of other varieties linked to representation theory (see [Wey03] ).
In this paper we construct the (equivariant) minimal free resolutions of the defining ideals of orbit closures of the equioriented A 3 quiver based on the Kempf-Lascoux-Weyman technique. This approach has been used in [Sut13, Sut15, LW19] to determine minimal free resolutions of 1-step orbit closures of quivers. For the A 2 and non-equioriented A 3 quivers all representations are 1-step (see [Sut13] ). However, this fails for the equioriented A 3 quiver [LW19, Section 1]. Because of this, dealing with the case of the equioriented A 3 quiver in this context is substantially more difficult than the non-equioriented case.
In our case, we show that the problem of determining the terms in the minimal free resolutions is equivalent to computing the cohomology of some vector bundles on a 2-step flag variety. With the optimal choice of desingularizations, such bundles can be written as a tensor products of two Schur functors -one applied to a tautological subbundle and the other to a tautological quotient bundle. The difficulty stems from the fact that the Borel-Weil-Bott Theorem is not directly applicable to such bundles -this is a consequence to the failure of the 1-step property. Therefore, we devote a considerable part of the paper to provide methods of computation for the cohomology of such bundles. These bundles are not semisimple, and as such, it is important to study them as a first step towards the general problem of determining the cohomology of equivariant vector bundles on flag varieties that are not semisimple. Such problems have been studied for Grassmannians in [OR06] .
As a consequence of our calculations, we recover that orbit closures of the equioriented A 3 quivers have rational singularities (hence, are normal and Cohen-Macaulay), and we describe explicitly the minimal generators of their defining ideals. Geometric properties of orbit closures of quivers have been studied extensively, and it is an active area of research (see [Zwa11] for an exposition). It has been shown (see [AFK81, BZ01, BZ02, KR15, LM98] ) that for quivers of type A and D orbit closures have rational singularities. Furthermore, for equioriented type A quivers it was shown in [LM98] that singularities of orbit closures are identical to singularities of Schubert varieties. Other results regarding singularities of varieties of quiver representations can be found in [Lőr15, Lőr17, Lőr19] for zero sets of semi-invariants, and in [KL18] for quivers with nodes.
The article is organized as follows. In Section 1.1 we recall some facts about the representation theory of the equioriented A 3 quiver, then construct the desingularizations of its orbit closures that are the most suitable for our calculations. In Section 1.2 we introduce some basic notation for partitions and recall the Borel-Weil-Bott theorem. In Section 2, we apply the Kempf-Lascoux-Weyman geometric technique for the chosen desingularizations, reformulating the problem of finding minimal free resolutions in terms of the bundles mentioned above (see Proposition 2.1). In Section 3 we discuss three methods to compute the cohomology of such bundles, the ones in Sections 3.2 and 3.3 based on Schur complexes. In Section 4 we apply these methods to compute the minimal free resolutions of the defining ideals of orbit closures, and we describe explicitly the minimal generators of these ideals.
Preliminaries
Throughout we work over a field k of characteristic 0.
1.1. Quivers. A quiver Q is an oriented graph, i.e. a pair Q = (Q 0 , Q 1 ) formed by a finite set of vertices Q 0 and a finite set of arrows Q 1 . An arrow α has a head hα, and tail tα, that are elements in Q 0 :
We form the affine space of representations with dimension vector d ∈ N Q 0 by
acts by conjugation on Rep(Q, d) in the obvious way. Under the action GL(d) two elements lie in the same orbit iff they are isomorphic as representations. From now on Q denotes the equioriented A 3 quiver
It is known (see [ASS06] ) that Q has (up to isomorphism) six indecomposable representations: the simples S 1 , S 2 , S 3 , the injective cover I 2 , the projective cover P 2 and the injective-projective I 3 . The dimension vectors of these indecomposables are (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (0, 1, 1), (1, 1, 1), respectively.
Fix a dimension vector d = (d 1 , d 2 , d 3 ) ∈ N 3 . Fix a representation V ∈ Rep(Q, d), which by the above has a decomposition
for some a 1 , a 2 , a 3 , b 1 , b 2 , c ∈ N. For convenience, we describe the Auslander-Reiten quiver of Q (see [ASS06] ) together with a diagram recording the multiplicities introduced:
We have the following equations involving the multiplicities:
In particular, the isomorphism class of a representation is completely determined by the ranks of V (α), V (β) and V (β) • V (α), and orbit closures are indeed the same as the rank varieties mentioned in the Introduction (see [AF85] ).
In case of Dynkin quivers, Reineke [Rei03] constructs desingularizations for all orbit closures. These are total spaces of some vector bundles over a product of flag varieties. Inspired by this, we construct desingularizations that make calculations via the KLM geometric technique as accessible as possible (more precisely, see Proposition 2.1).
For non-negative integers r 1 ≤ r 2 ≤ n we denote by Flag(r 1 , r 2 , n) the 2-step flag variety consisting of flags of spaces R 1 ⊂ R 2 ⊂ k n with dim R i = r i . Similarly, for r ≤ m we denote by Gr(r, m) the Grassmannian consisting of subspaces R ⊂ k m with dim R = r.
Take V as in (1), and consider its orbit closure O V . Consider the variety
viewed as a trivial bundle over Flag(b 1 + c, d 2 − b 2 , d 2 ) × Gr(c, d 3 ), and let Z denote the subset consisting of elements of the form (V, R 1 ⊂ R 2 , R) such that
Clearly, Z is a subbundle, and projection to the first factor gives a proper map q : Z → O V (see (2)).
Proposition 1.1. The map q : Z → O V constructed above is a resolution of singularities.
Proof. We need to show only that
1.2. Borel-Weil-Bott Theorem. A partition (with r parts) λ = (λ 1 , λ 2 , . . . , λ r ) is a non-increasing sequence of non-negative integers. Sometimes we omit writing the zero entries of partitions. For a partition λ we associate its corresponding Young diagram that consists of λ i boxes in the ith row. We denote the number of boxes by |λ| := λ 1 + · · · + λ r . We denote by u λ the size of the Durfee square of λ, that is, the biggest square fitting inside of the Young diagram of λ. Its defining property is λ u λ ≥ u λ and λ u λ +1 ≤ u λ , which also makes sense for any non-increasing sequence of integers λ. For a partition λ, we denote by λ + be the partition (λ 1 − u λ , λ 2 − u λ , . . . , λ u λ − u λ ) and by λ − the partition (λ u λ +1 , . . . , λ r ). Pictorially, we can view the Young diagram of λ as the composite of the partitions λ + , λ − and a u λ × u λ square as follows:
is a partition with λ ′ i being the number of boxes in the ith column of the Young diagram of λ.
Denote by −λ the non-increasing sequence of non-positive integers (−λ r , −λ r−1 , . . . , −λ 1 ). A weight (with n parts) is any sequence of integers δ := (δ 1 , δ 2 , . . . , δ n ). Consider the action of the symmetric group Σ n on weights defined as follows: a transposition σ i = (i, i + 1) acts according to the exchange rule
. . , δ n ). Let N (δ) be length of the (unique) permutation σ ∈ Σ n such that the sequence σ · δ is non-increasing, if there exists such a permutation, otherwise put N (δ) := −∞. Equivalently, N (δ) is the minimal number of exchanges applied to δ that turn it non-increasing.
For any partition λ, we denote by S λ the corresponding Schur functor (see [Wey03] ). We recall the tautological sequence of bundles on the Grassmannian Gr(r, n)
In order to compute the cohomology of the bundle S λ R ⊗ S µ Q * on Gr(r, n), we apply the Borel-Weil-Bott theorem (see [Wey03, Corollary 4.1.7, Corollary 4.1.9]). Namely, consider the weight
where −µ has n − r parts and λ has r parts (appending with zeroes, if necessary).
Theorem 1.2. The cohomology H i (Gr(r, n), S λ R ⊗ S µ Q * ) vanishes when i = N (δ), and
where τ (δ) is the non-increasing sequence obtained from δ.
The KLW geometric technique
In this section, we apply the Kempf-Lascoux-Weyman geometric technique for the equioriented A 3 quiver. For more on the geometric technique, see [Wey03] .
Let V ∈ Rep(Q, d) be a as in (1), and consider the desingularization q : Z → O V from Proposition 1.1. Denote by A the coordinate ring of Rep(Q, d). We make the identification
We view Rep(Q, α)×X as the total space of the trivial bundle E and Z as the total space of some subbundle S of E. Let ξ denote the dual of the factorbundle E/S. More explicitly, it is given by the following locally free sheaf on X:
As in [Wey03, Theorem 5.1.2], we consider a complex F • with terms
As we can see in Theorem 4.1, this gives the minimal free resolution of the defining ideal of O V . In order to apply [Wey03, Theorem 5.1.3], we need to evaluate the cohomologies of the exterior powers t ξ, for t ≥ 0. For 1 ≤ t ≤ dim ξ, we decompose t ξ using Cauchy's formula (see [Wey03] ):
Hence, in order to describe the complex (4), we need to compute for given partitions λ, µ:
where u λ is the Durfee size of λ. We used Theorem 1.2 to see that S λ ′ Q * can have cohomology only in degree c · u λ . In fact, putting u := u λ the cohomology is non-zero if and only if λ u+c ≥ u, when we have
For simplicity, put V 2 = W, r 1 = b 1 + c, r 2 = d 2 − b 2 , n = d 2 . We summarize the above discussion.
Proposition 2.1. The problem of determining the (equivariant) terms of the minimal free resolutions for all orbit closures of the equioriented A 3 quiver is equivalent to the problem of determining the cohomology (as representations of GL(n)) of the bundles on Flag(r 1 , r 2 , n) of the form
for all 0 ≤ r 1 ≤ r 2 ≤ n = dim W and partitions λ, µ.
Proof. As seen above, determining the cohomology groups of S λ R 2 ⊗S µ (W/R 1 ) * (as representations of GL(n)) gives the equivariant terms of the minimal free resolution F • of orbit closures (see Theorem 4.1). Conversely, assume we know the equivariant terms of F • for the case when c = 0. Pick two partitions λ, µ. Look at all representations in the term F i of the form
with γ a non-increasing sequence of integers. Collect all such γ in a set Γ (counted with multiplicities). From (5) we get that
Cohomology of the tensor product of Schur functors of tautological bundles
Fix r 1 ≤ r 2 ≤ n and consider the flag variety X = Flag(r 1 , r 2 , n). Let R 1 , R 2 be the tautological subbundles of the trivial bundle W , with dim R i = r i and dim W = n. The goal in this section is to provide methods to compute the cohomology of bundles encountered in the previous section, namely
for partitions λ, µ. We can assume that λ has at most r 2 parts, and µ has at most n − r 1 parts. The symmetry between the partitions λ and µ is as follows.
Lemma 3.1. For any i ≥ 0, we have a GL(W )-isomorphism
Proof. This follows by working on the dual space W * instead of W , where (W/R 1 ) * becomes a tautological subbundle.
3.1. Splitting method. In this section we consider what is perhaps the simplest approach. Namely, we take the exact sequences
Consider the respective split bundles
We can compute the cohomologies of B 1 (resp. B 2 ) using the Littlewood-Richardson rule and the (relative) Borel-Weil-Bott theorem. Let us describe the latter for the case of B 1 . Let π : Flag(r 1 , r 2 , n) → Gr(r 1 , n) be the map obtained by forgetting the space of dimension r 2 . Then for partitions γ, ν we have (by abuse of notation, let π * (S µ (W/R 1 ) * ) = S µ (W/R 1 ) * and π * (S ν R 1 ) = S ν R 1 )
by the projection formula. Moreover, by the (relative) Borel-Weil-Bott theorem (see [Wey03, Theorem 4.1.8]) we have R i π * S γ (R 2 /R 1 ) = 0 for all i = u γ · (n − r 2 ), and (when γ uγ ≥ u γ + n − r 2 ) R uγ·(n−r 2 ) π * ( S γ (R 2 /R 1 )) = S (γ 1 −(n−r 2 ),..., γu γ −(n−r 2 ), u n−r 2 γ , γ − ) W/R 1 .
Since the derived pushforward lives in a single degree, we now can calculate cohomology on Gr(r 1 , n) and use Theorem 1.2 to obtain the cohomologies of B 1 . The bundle S λ R 2 ⊗ S µ (W/R 1 ) * has two filtrations induced by (7) with the associated graded B 1 and B 2 , respectively. Hence, the cohomology of S λ R 2 ⊗ S µ (W/R 1 ) * is smaller in general than either the cohomology of B 1 or B 2 due to potential cancellations coming from connecting homomorphisms of spectral sequences. We give some examples.
Example 3.1. Consider X = Flag(1, 2, 3) and the bundle S (3,2) R 2 ⊗ S (3,1) (W/R 1 ) * . We compute the cohomology of the two split bundles, and obtain that the only non-zero spaces are the following:
Since the cohomology of S (3,2) R 2 ⊗ S (3,1) (W/R 1 ) * is smaller then either of the split bundles B 1 , B 2 , this implies that all the potential cancellations above (in degrees 2, 3) must occur, hence H i X, S (3,2) R 2 ⊗ S (3,1) (W/R 1 ) * = 0, for all i ≥ 0.
Example 3.2. Consider X = Flag(1, 2, 3) and the bundle S (4,1) R 2 ⊗ S (4,1) (W/R 1 ) * . The only non-zero cohomologies of the split bundles are
Hence, all the potential cancellations (in degrees 2, 3) must hold, and the only non-zero cohomology is H 2 X, S (4,1) R 2 ⊗ S (4,1) (W/R 1 ) * = S (0,0,0) W ⊕ S (1,0,−1) W ⊕ S (2,0,−2) W.
In many instances this method is sufficient in describing all the cohomology spaces. However, in general other tools are needed as the following example shows:
Example 3.3. Consider X = Flag(1, 3, 4) and the bundle S (3,1,0) R 2 ⊗ S (3,1,0) (W/R 1 ) * . The only non-zero cohomologies of the split bundles are
The representation S (1,0,0,−1) W occurs both in degrees 2, 3 for both B 1 , B 2 , and we cannot conclude that cancellation holds using only the splitting method. We show in the next section that cancellation indeed holds.
We proceed with a result computing explicitly the cohomology for some hook partitions, which we use in the proof of Theorem 4.2.
Proposition 3.2. Let 0 < r 1 < r 2 < n and assume that λ = (a + 1, 1 b ) with 0 < a ≤ n − r 2 and 0 ≤ b < r 2 . In the following cases, the non-zero cohomology groups of S λ R 2 ⊗ S µ (W/R 1 ) * are given as follows:
(1) If a < n − r 2 , then all cohomology groups vanish except for the following, when b < r 1 :
(2) If a = n − r 2 , and µ = (k) with k ≥ 1, then the following are all the irreducible representations of GL(n) that are summands of H i ( S λ R 2 ⊗ S (k) (W/R 1 ) * ) (in which case they have multiplicity one): S (1 a ) W , when i = a + k − 1, k = b + 1 and b < r 1 ;
S (1 a+b−r 1 ) W , when i = a + r 1 , k = r 1 + 1 and r 1 ≤ b;
when i = a + r 1 and k > r 1 ;
Proof. For part (1) we use the split bundle B 1 . By the Littlewood-Richardson rule, a summand of S λ B 1 is of the form S (x,1 y ) (R 2 /R 1 ) ⊗ S (z,1 t ) R 1 with x ≤ a + 1 ≤ n − r 2 . If x > 0, then using (9) we see that R • π(S (x,1 y ) (R 2 /R 1 )) = 0, so the summand does not give cohomology. Hence, cohomology can occur only for x = 0, and when we get
for all i ≥ 0. We conclude by Theorem 1.2 again. For part (2), we first use the split bundle B 1 again. As in the computation above, we see that the only summand of S λ B 1 that can yield cohomology is of the form S (a+1,1 j ) R 2 /R 1 ⊗ S (b−j) R 1 , for j satisfying max{0, b − r 1 } ≤ j ≤ min{b, r 2 − r 1 − 1}. The pushforward as in (9) is S (1 a+j+1 ) W/R 1 . By the Pieri rule, we have
where the first summand is zero for j = r 2 − r 1 − 1. The bundle S (1 a+j+1 , 0 r 2 −r 1 −j−2 , −k) W/R 1 ⊗ S (b−j) R 1 gives non-zero cohomology if and only if either b − j = k or k ≥ r 1 + 1, and in these cases we get the cohomology S (1 a+b−k+1 ) W and S (1 a+1+j , 0 b+r 2 −r 1 −2j−2 , −1 r 1 +j−b , r 1 −k) W in degrees a + k and a + r 1 , respectively. Similarly, the bundle S (1 a+j , 0 r 2 −r 1 −j−1 , 1−k) W/R 1 ⊗ S (b−j) R 1 gives non-zero cohomology if and only if either b − j = k − 1 or k ≥ r 1 + 2, and in these cases we get the cohomology S (1 a+b−k+1 ) W and S (1 a+j , 0 b+r 2 −r 1 −2j−1 , −1 r 1 +j−b , r 1 −k+1) W in degrees a + k − 1 and a + r 1 , respectively. Now replacing the split bundle B 1 with R 2 , the only potential cancelations between the cohomology obtained above is for the representation S (1 a+b−k+1 ) W that can appear both in degrees a + k and a + k − 1. Whenever S (1 a+b−k+1 ) W appears in degree a + k, we must have k ≤ min{b, r 1 }, while in degree a + k − 1 it can appear for k = b + 1 or k = r 1 + 1. In order to finish the proof, it is enough to show that if k ≤ min{b, r 1 }, then the bundle S λ R 2 ⊗ S (k) (W/R 1 ) * has no non-zero cohomology groups.
Hence, we can assume k ≤ min{b, r 1 } and consider now the split bundle B 2 . Since k ≤ r 1 , by part (1) and Lemma 3.1, the only non-zero cohomology can appear in degree N (0 a−1 , −k, a + 1, 1 b , 0 r 2 −b−1 ). But since k ≤ b, we have N (0 a−1 , −k, a + 1, 1 b , 0 r 2 −b−1 ) = −∞, thus yielding the claim.
All cohomology above is concetrated in a single degree, and experiments show that this happens frequently (see also Proposition 3.3). Nevertheless, it does not happen always, as illustrated by the following example.
Example 3.4. Consider the bundle S (4,4) R 2 ⊗ S (2,0) (W/R 1 ) * on Flag(1, 2, 3) . Then the following are the only nonvanishing cohomology groups H 2 (S (4,4) R 2 ⊗ S (2,0) (W/R 1 ) * ) = S (3,3,0) W, H 3 (S (4,4) R 2 ⊗ S (2,0) (W/R 1 ) * ) = S (2,2,2) W.
Refinements via Schur complexes.
Consider an exact sequence 0 → A → B → C → 0 of vector spaces (or locally free sheaves). Then for any partition λ, the following is a right resolution of the module S λ A:
Here c λ µ,ν denotes the Littlewood-Richardson coefficient corresponding to the partitions λ, µ, ν. The maps in the complex can be constructed explicitly (see [ABW82] or [Wey03, Section 2.4] for more about Schur complexes).
The idea is to consider the complex (10) for either one of the following exact sequences:
Let us explain this in the first case. Considering the respective Schur complex (10), we get a right resolution of the module S λ R 2 . The syzygies of this complex can be analyzed directly in many situations, giving complementary information from the one obtained by the splitting method in Section 3.1.
Example 3.5. Here we finish Example 3.3 to show that all the cancelations hold indeed, so that the cohomology of S (3,1,0) R 2 ⊗ S (3,1,0) (W/R 1 ) * on Flag(1, 3, 4) is concentrated in degree 2. Consider the Schur complex as the resolution of S (3,1,0) R 2 : 0 → S (3,1,0) R 2 → S (3,1,0,0) W → (S (2,1,0,0) W ⊕ S (3,0,0,0) W ) ⊗ (W/R 2 ) → S (2,0,0,0) W ⊗ S (2) (W/R 2 ) → 0.
Let us analyze the middle syzygy K of the complex above. The end of the sequence can be interpreted as
where the last map is induced from the projection W → W/R 2 . Hence, K ∼ = S (2,0,0,0) W ⊗ R 2 ⊗ (W/R 2 ) and we have an exact sequence
Now we take the induced the long exact sequence of cohomology, and see that the second and third bundles (by replacing the bundle R 2 with the split bundle R 1 ⊕ (R 2 /R 1 )) above give cohomology only in degree 1, hence S (3,1,0) R 2 ⊗ S (3,1,0) (W/R 1 ) * has no cohomology in degree > 2.
Instead of analyzing syzygies, we can tensor the right resolution of S λ R 2 above by S µ (W/R 1 ) * , to obtain a right resolution of S λ R 2 ⊗S µ (W/R 1 ) * . Note that the terms of the resolution involve only Schur functors of the bundles W, (W/R 1 ) * and W/R 2 . Hence, as in (8) by the projection formula and the (relative) Borel-Weil-Bott theorem, we see that the resolution is π * -acyclic and we obtain the following complex on Gr(r 1 , n), tensored by S µ (W/R 1 ) * :
This is a truncated Schur complex as it appears in [Wey03, Exercise 22]. Now taking hypercohomology of the complex above tensored by S µ (W/R 1 ) * , will yield spectral sequences converging to the cohomology of the bundle S λ R 2 ⊗ S µ (W/R 1 ) * . This also gives information complementary to the one obtained from the splitting method in Section 3.1.
Example 3.6. Consider the bundle S (4,4,2,0) R 2 ⊗ S (4,4,2,0) (W/R 1 ) * on Flag(2, 4, 6). Using the split bundle B 1 (or B 2 ), we obtain H 7 (B 1 ) = S (1,0,0,0,0,−1) W ⊕ S (1,1,1,−1,−1,−1) W ⊕ S (2,0,0,0,−1,−1) W ⊕ S (2,1,0,−1,−1,−1) W ⊕ S (1,1,0,0,0,−2) W ⊕ ⊕ S (1,1,1,0,−1,−2) W ⊕ S (2,1,0,0,−1,−2) W ⊕ S (1,1,0,0,−1,−1) W, and H 8 (B 1 ) = S (1,1,0,0,−1,−1) W.
We show now using the truncated Schur complex (12) (tensored with S (4,4,2,0) (W/R 1 ) * ) that the terms S (1,1,0,0,−1,−1) W in degrees 7, 8 cancel each other out (in particular, the cohomology is concentrated in degree 7). By inspection, the only terms in the complex that can give S (1,1,0,0,−1,−1) W are in degrees i = 3, 4, 5, 6 all coming from representations of W of the form S (2,2,0,0,0,0) W ⊗ 6−i W , respectively. In other words, if we see that the required cancelations hold in the complex (tensored with S (4,4,2,0) (W/R 1 ) * )
then we get the required cancelation of S (1,1,0,0,−1,−1) W by tensoring the above with S (2,2,0,0,0,0) W . But the complex (13) is part of the truncated Schur complex associated to the bundle S (2,2,2,0) R 1 , and this bundle is zero since r 1 = 2. A careful analysis of this smaller truncated Schur complex yields the required cancelations.
By a case-by-case analysis (using also Lemma 3.1 and Proposition 3.2), we see that the splitting method together with the refinements via the Schur complexes yields the following result.
Proposition 3.3. When n ≤ 4 and λ 1 , µ 1 ≤ 3, the cohomology groups S λ R 2 ⊗ S µ (W/R 1 ) * on Flag(r 1 , r 2 , n) are concentrated in a single degree, and a fortiori computable using the splitting method.
3.3.
A definitive algorithm via Schur complexes. For larger cases, the methods above become cumbersome to use in practice. In this section, we outline an algorithm to compute the cohomology groups of S λ R 2 ⊗ S µ (W/R 1 ) * on Flag(r 1 , r 2 , n) in general, reducing the problem to elementary linear algebra. This is done by constructing an explicit acyclic resolution of this bundle as follows.
Consider the resolution of both S λ R 2 and S µ (W/R 1 ) * by the respective the Schur complexes (10). Tensoring the two complexes yields a double complex. Taking the total complex of this double complex, gives a resolution
Proof. The terms of the complex T ot • are all of the form S α (W/R 2 ) ⊗ S β R * 1 ⊗ S γ W for partitions α, β, and a non-increasing sequence γ. By the Borel-Weil-Bott theorem, we have
and H i ( S α (W/R 2 ) ⊗ S β R * 1 ) = 0, for i > 0. In particular, this shows that T ot • is an acyclic resolution of the bundle S λ R 2 ⊗ S µ (W/R 1 ) * , as required.
Example 4.1. Consider the variety of pairs of matrices (A, B) , where A is 4 × 3 and B is 3 × 4, so the dimension vector is d = (3, 4, 3). Consider the orbit closure O V given by rank A ≤ 1, rank B ≤ 1 and BA = 0, so that V = I 2 ⊕ P 2 ⊕ S, with S a semi-simple representation of A 3 . Then we see that O V has codimension 13, and the only representation in F 13 is
In particular, O V is Gorenstein (therefore has a symmetric resolution). By Proposition 3.3, calculating the cohomology groups of bundles can be done using the splitting method described in Section 3. Proof. Put n = d 2 , r 1 = a, r 2 = n − b + c as in Section 2. We can assume 0 < r 1 < r 2 < n. Continuing with the reasoning as in Theorem 4.1, the term F 1 of the complex F • is built from the cohomology groups
where at least one of λ or µ is non-zero, and λ u+c ≥ u (with u = u λ ). First, assume that λ = 0. Through a computation similar to (6), we obtain that H |µ|−1 (S µ (W/R 1 ) * ) = 0 if and only if µ = (a + 1), in which case H a (S (a+1) (W/R 1 ) * ) = S (1 a+1 ) W * . By (5), the contributing term to F 1 is the representation S (1 a+1 ) V 1 ⊗ S (1 a+1 ) V * 2 . This GL(d)-representation appears in k[X, Y ] with multiplicity one, and it is spanned by the (a + 1) × (a + 1) minors of X. Now let u ≥ 1. Consider the truncated complex with terms of the form S ν W * ⊗ S γ R 2 as in the proof of Theorem 4.1. The latter proof shows that if the group (16) is not zero, then it must correspond to the cohomology of a bundle from the last term of the complex. Hence, there is a non-increasing sequence γ in the Littlewood-Richardson product of λ and −µ ′ with H |λ|−c·u−1 (S γ R 2 ) = 0.
If γ 1 ≤ 0, then by Theorem 1.2 we get that |λ| = c · u + 1, hence λ = (1 c+1 ). By Proposition 3.2 (1), the bundle S λ R 2 ⊗ S µ (W/R 1 ) * can have cohomology only in degree N (−µ, λ), when c < a. By [LW19, Lemma 3.2], we have N (−µ, λ) ≤ u µ + |µ + | ≤ u 2 µ + |µ + | + |µ − | = |µ|. Hence, in order for equalities to hold above, we must have µ − = 0 and u 2 µ = u µ . The case u µ = 0 yields no cohomology in (16), hence we must have µ = (k), for some k ≥ 1. An easy computation now shows that N (−µ, λ) = |µ| if and only if k = c + 1, when H c+1 ( S (1 c+1 ) R 2 ⊗ S (c+1) (W/R 1 ) * ) = S (0 n ) W.
By (5), the contributing term to F 1 is the representation S (1 c+1 ) V 1 ⊗ S (1 c+1 ) V * 3 , which is spanned by the (c + 1) × (c + 1) minors of Y · X. Now assume that γ 1 ≥ 1, so that u γ ≥ 1. By Theorem 1.2, H i (S γ R 2 ) is non-zero if and only if i = u γ ·(b−c) and γ uγ ≥ u γ + b − c. We have
For the equalities to hold, we must have u = u γ = 1, moreover, λ must be the hook λ = (b − c + 1, 1 c ). If µ = 0, then by (5) we obtain the representation S (1 b+1 ) V 2 ⊗ S (1 b+1 ) V * 3 that is spanned by the (b + 1) × (b + 1) minors of Y .
We are left to show that if λ = (b − c + 1, 1 c ) and u µ ≥ 1, then the cohomology (16) is zero. Consider the split bundle S λ B 1 as in Section 3.1. As seen in the proof of Proposition 3.2 (2), those summands in the decomposition of S λ B 1 that can yield cohomology must of the form S λ R 1 , or S (b−c+1, 1 x ) (R 2 /R 1 ) ⊗ S (1 y ) R 1 with x + y = c. In the former case, the cohomology is in degree N (−µ, λ). By [LW19, Lemma 3.2], we have
In order for equalities to hold in the above, we must have u µ = 1 and µ − = 0. By Proposition 3.2 (2), the corresponding cohomology (16) vanishes in this case. On the other hand, working with the summand S (b−c+1, 1 x ) (R 2 /R 1 )⊗S (1 y ) R 1 we arrive to the cohomology of S (1 y ) R 1 ⊗S γ (W/R 1 ), where γ is in the Littlewood-Richardson product of −µ and (1 x+b−c+1 ). Write γ = (α, −β), with α, β partitions. By [LW19, Lemma 3.2], we have N (γ, 1 y ) = N (−β, 1 y ) ≤ u β + |β + | ≤ u 2 µ + |µ + | ≤ |µ|. In order for equalities to hold, we again must have u µ = 1 and µ − = 0. By Proposition 3.2 (2) again, the cohomology (16) vanishes in this last case.
We note that the fact that the minors generate a radical ideal follows also from [LM98] .
