The one-loop contribution to the entropy of a black hole from field modes near the horizon is computed in string theory. It is modular invariant and ultraviolet finite. There is an infrared divergence that signifies an instability near the event horizon of the black hole.
Introduction
A major puzzle in the physics of black holes concerns the interpretation of the entropy associated with a black hole. In the semi-classical approximation, the entropy is given by the Bekenstein-Hawking formula [1, 2] :
where A is the area of the event horizon of the black hole and G is Newton's constant.
This remarkable formula points to a deep connection between quantum mechanics, gravity and thermodynamics. However, its relation to statistical mechanics is largely mysterious.
Gibbons and Hawking [3] have obtained the same expression from the quantum partition function for gravity. Even so, a satisfactory statistical interpretation of the entropy in terms of enumeration of states is lacking.
Another related puzzle concerns the entropy of quantum fluctuations seen by the Schwarzschild observer. As pointed out by 't Hooft [4] , the contribution to the entropy coming from the field modes very near the horizon is ultraviolet divergent. Several authors have found a similar divergence in Rindler spacetime which approximates the geometry of a large black hole very near the horizon [5, 6, 7, 8, 9, 10] . There is a simple description of the leading divergence. A fiducial observer that is stationed at a fixed radial distance from the black hole, has to accelerate with respect to the freely falling observer in order not to fall into the black hole. Very near the horizon, the fiducial observer is like a Rindler observer in flat Minkowski space. As a result, she sees a thermal bath [11] at a position-dependent proper temperature T (z) = 1 2πz where z is the proper distance from the horizon. Using Planck's formula for a single massless boson we get the entropy density:
Note that we have been able to define the entropy density because entropy is an extensive quantity as it should be. However, the dominant contribution comes from the region near the horizon z = 0 and is not extensive but proportional to the area. If we put a cutoff on the proper distance at z = ǫ (or alternatively on proper temperature) the total entropy is:
where A is the area in the transverse dimensions. This is in agreement with the result obtained in [4, 5] by other means. Because the thermal bath is obtained by tracing over states that are not accessible to the observer in the Rindler wedge, this entropy is also the same as the 'entropy of entanglement' [8, 6, 10, 12] or the 'geometric entropy' [7, 9] . For a massive particle of mass m there will be corrections to this formula which will be down by powers of mǫ.
't Hooft has advocated that the entropy of entanglement should account for the black hole entropy. This would offer a statistical interpretation of the black hole entropy and also a natural explanation for the area dependence. In the context of field theory, there are several difficulties with this appealing idea. For example, the entropy of entanglement is divergent and depends on an arbitrary ultraviolet cutoff whereas the black hole entropy is finite and depends on the Planck length. The entropy of entanglement depends on the species and the couplings of the various particles in the theory whereas the black hole entropy is species-independent. Finally, it is difficult to see how the entropy of entanglement, which always starts at one loop can possibly account for the black hole entropy which is inversely proportional to the coupling constant. 't Hooft has argued that it is necessary to understand the ultraviolet structure of the theory in order to address these issues. He has conjectured that these difficulties will be resolved once the correct short distance structure is known. He has further suggested that this divergence of entropy in field theory is intimately related to the puzzle of loss of information in black hole evaporation. If the entropy does have a statistical interpretation in terms of counting of states, then its divergence would suggest an infinite number of states associated with a finite mass black hole.
As long as the black hole has an event horizon, it can apparently store an arbitrary amount of information in terms of correlations between the outgoing radiation and the high energy modes near the horizon. When the horizon eventually disappears, the information in these correlations is irretrievably lost.
This conjecture could hardly be tested in field theory especially when we are dealing with a non-renormalizable theory such as quantum gravity. Fortunately, string theory offers a suitable framework for addressing this question. It is a perturbatively finite theory of quantum gravity and comes with a well-defined matter content. Moreover, Susskind [13, 14] has argued that string theory may also possess some of the properties required for describing black hole evaporation without information loss. It is therefore of great interest to know how the ultraviolet behavior of the entropy is controlled in string theory.
Until now, the finiteness of string theory has been little utilized in quantum gravity. The main obstacle has been that many of the difficult questions in quantum gravity require a non-perturbative formalism of the theory. By contrast, the question about the ultraviolet finiteness of entropy is accessible entirely within perturbation theory. One can hope that string theory will illuminate this question in important ways.
In the next section, we compute the one-loop contribution to the entropy of a very large black hole in the twenty-six dimensional bosonic string. We obtain a modular invariant expression which easily generalizes to higher loops. The generalization to superstrings is also straightforward. The main result of this paper is that the quantum contributions to the entropy of a very large black hole in string theory are indeed finite in the ultraviolet.
This finiteness comes about by a mechanism well-known in string theory. In field theory, the divergence comes from summing over small loops in which the virtual particles travel for a very short proper time. In string theory, this region of short proper time belongs to certain corners of the parameter space that is excluded by modular invariance.
It turns out that the entropy, even though finite in the ultraviolet, is divergent in the infrared. The divergence is due to a tachyonic instability very near the horizon and most likely is associated with the Hagedorn phase transition [15] . Recall that the fiducial observer sees a hot thermal bath near the horizon. Moreover, the density of states at high energy has an exponential growth characteristic of string theory. As a result, beyond a certain temperature-the so-called Hagedorn temperature-the thermal ensemble is rendered unstable. If there is a phase transition and a condensate is formed, then the latent heat of the transition can induce a tree level contribution to the entropy [16] . Thus, it seems plausible that we can understand the dependence of the entropy on coupling constant.
Moreover, if the contribution to the entropy comes from the fundamental degrees of freedom of string theory, then quite possibly it is independent of the species of particles in the low energy theory. Finally, as we shall see, in the case of black holes, this condensate will be restricted very close to the horizon and will extend only in the transverse directions. There can also be an additional contribution to the entropy from the string states with endpoints immersed in the 'deconfined' soup of strings very near the horizon [14] . This raises the exciting possibility that the area dependence of the tree level Bekenstein-Hawking formula for the entropy can be understood in terms of statistical mechanics.
Black Hole Entropy in the Bosonic String at One Loop
In this section we derive the expression for the entropy in the bosonic string theory at one loop. This derivation is essentially an application of equations (1.2) and (1.3). These considerations are also relevant to Rindler strings. Some aspects of Rindler strings have been discussed earlier in [17] .
As our starting point we take the expression for the entropy in field theory in the proper time formalism. The reasoning leading to the corresponding expression in string theory is similar to the one employed in the derivation of the cosmological constant [18] .
Let us consider the free-energy density for a single boson of mass m at finite temperature
To write it in the proper time formalism we first introduce 1 =
expand the logarithm and then perform the gaussian momentum integrals to obtain [19, 20] 
The entropy density is as usual s(β, m 2 ) = β 2 ∂f ∂β . For Rindler observers we simply put β = 2πz to obtain the local entropy density and then integrate as in (1.3) to get the total entropy:
There is an ultraviolet divergence as in (1.3) because the s integral diverges near s = 0 for small z. Notice that we have to be careful while interchanging the order of integration because the integral over s is not uniformly convergent as a function of z. We can interchange the order by putting appropriate cutoffs for both the integrals.
It is straightforward to generalize these formulae to the spectrum of the bosonic string in d = 26 by summing the expression (2.2) over m 2 . In the light cone gauge the spectrum is given in terms of the occupation numbers of the right-moving and the left-moving oscillators N ni andÑ ni [21] : 4) subject to the constraint
The constraint can be enforced by introducing
into the sum. It is convenient to introduce a complex variable τ = θ + i s 2πα ′ . The sum can then be easily performed to obtain
Here η is the Dedekind eta function,
and the region of integration is the strip S
The total entropy computed from this formula has a divergence for each mode coming from the region near Imτ = 0.
This would be the end of the story if we were dealing with a field theory of the string modes. But string theory is not merely a sum of field theories because of duality [19] .
The sum of field theories overcounts the correct string answer. For example, a four point amplitude is represented by a single string diagram but gives rise to two separate diagrams in the s and the t channel in field theory. The correct generalization of the above formulae to string theory is more subtle and requires a proper treatment of this overcounting. We do this by noting that using a modular transformation of τ , every point in S can be mapped onto the fundamental domain F of a torus [20] :
Recall that the modular group Γ at one-loop is the group of disconnected diffeomorphisms of a torus up to conformal equivalences. It is isomorphic to the group SL(2, Z Z)/Z 2 under which τ transforms as
We have to divide the SL(2, Z Z) by Z 2 because the elements {1 I, −1 I} leave τ unchanged. The strip S consists of an infinite number of domains F γ each of which can be obtained from where we have defined
Note that in expression (2.7), if we replace the summation by 1 then what we have is the cosmological constant at one loop for the bosonic string at zero temperature [21] which is invariant under modular transformations. Using these facts we see that
(2.13)
It follows now that the total entropy in the bosonic string at one loop is given by
(2.14)
It is easy to check that this expression is modular invariant using the Poisson resummation formula. This means that the restriction of the modular integration to the fundamental domain F is a consistent procedure. The most important consequence of modular invariance is that the entropy is ultraviolet finite. The troublesome region in the proper time integration that gave rise to the divergence in field theory is excluded in string theory (see fig. 1 ). By performing the z integral first, we can obtain the entropy as an integral of a density over the fundamental domain.
A striking property of the above formula is that it suffers from a severe infrared divergence. The integral diverges when z is small and Imτ is large which corresponds to virtual particles spending a long proper time near the horizon. The interpretation of this divergence is not completely clear to us. One possibility is to render this expression finite by appropriate deformation of the z contour. Note that the expression is modular invariant for an arbitrary contour in the complex z plane. By shifting the contour away from the real axis it is possible to get a finite expression. This is analogous to the situation in statistical mechanics when a partition function has a pole for real β. One still obtains an exponentially increasing but finite density of states because the proper choice of contour of the inverse Laplace transfom avoids the singularity. Another possibility is that the z integral is defined via a principal value prescription. While both these prescriptions would lead to mathematically well-defined expressions, their physical justification is far from clear. From a physical point of view, it seems much more plausible that the divergence is indicative of a Hagedorn-like transition [15, 22, 23, 16] well-known in string theory. We can gain some insight by rewriting the formula (2.14) in a more suggestive form. Using the Poisson resummation formula, it is easy to see that
With this equality we make contact with the work of Sathiapalan and Kogan [22] . They observed that the Hagedorn transition can be identified with the appearance of a tachyon that comes from a winding mode in the compactified Euclidean time direction. The radius of the circle in the time direction is R = z/ √ α ′ . In the above formula, the integer n can be identified with the winding number. To look for the tachyonic divergence we look for terms that go as e +Imτ at large Imτ which then produce a divergence from the modular integration. For example, if we consider the term with m = 0 and n = ±1 we find that there is no tachyonic divergence for large z but it first appears at z = √ 2α ′ . This is only the first tachyonic mode that appears as we lower z. At smaller and smaller values of z (i.e., at higher and higher temperatures), more and more winding modes become tachyonic.
The exponential growth of the density of states gives rise to poles at these various values of z. This means that we must really abandon the thermal ensemble for this region of the z integral. It is worth pointing out in this context that in theories that have the R → 1 R duality, like the heterotic string, there is no divergence at z = 0 but only at intermediate values of z.
Discussion
It is equally easy to compute the one loop entropy in superstring theory, by using the known formulae for superstrings at finite temperature [23, 24, 16] . Once again we obtain a modular invariant expression for the entropy that is ultraviolet finite. The infrared divergences are still present, and they should be. Superstrings do not have a tachyon in the spectrum to begin with. Nevertheless, they have an exponentially growing density of states at high energy and the corresponding Hagedorn transition. The tachyons that are relevant here have to do with this phase transition and they persist even in the case of superstrings.
It may appear that we have simply traded an ultraviolet divergence for an infrared divergence without gaining anything. After all, we started with the expression in field theory and rewrote it. However, it should be remembered that our ability to restrict the region of integration to the fundamental domain depended crucially on the very specific spectrum of string theory. It would not be possible for an arbitrary collection of field theories. Moreover, the physical interpretation of these two divergences is profoundly different. An ultraviolet divergence is usually indicative of new degrees of freedom or a plain inconsistency of the theory. For example, the ultraviolet divergences in the Fermi theory of weak interactions are indicative of the existence of massive vector bosons. After adding these new degrees of freedom, the ultraviolet divergences are removed from the more complete theory. In this sense, the ultraviolet divergences are unphysical and are a feature only of the low energy theory. Infrared divergences, on the other hand, contain important physics. In the present context, the infrared divergence is indicative of an instability and possibly a phase transition. It says that we have not treated the tree level answer correctly.
Ordinarily, in string theory, the tree level free energy is zero because the sphere partition function vanishes by conformal invariance. Here, a tree level contribution to the entropy will be induced by the latent heat of the phase transition.
All our reasoning so far has been from a Hamiltonian point of view. It would be most interesting to obtain the same results from a Euclidean path intgral [3] . The Euclidean continuation of Rindler spacetime is simply flat space with the angular variable in a plane playing the role of Euclidean time. The periodicity 2π of the angular variable is proportional to the inverse temperature β. In order to compute the entropy we need to take a derivative of the free energy with respect to β . Consequently we need to understand string propagation on a plane where the periodicity of the angular variable differs from 2π.
This amounts to studying string theory on a cone with some deficit angle [14, 5, 25] . As described in [25] , the twisted sectors play an important role in the formulation of string theory on a conical orbifold. It seems plausible that the twisted states and the winding modes above are somehow related. Both are necessary in string theory to ensure modular invariance but are difficult to describe in the corresponding field theory.
A path integral derivation is desirable for another reason. In this paper, we derived the entropy by integrating a local density. This is certainly correct at one loop. At higher loops, the local entropy density may not be very well-defined because the thermal wavelength at a given position is of the same order as the proper distance from the horizon. We wish to return to a more complete comparison of the two approaches in a subsequent publication [26] . We expect that both these methods for computing the entropy should agree in the end, at least at one loop. The necessity for including the winding modes means that the Euclidean path integral for Rindler spacetime should be regarded as a path integral not over a plane, but over a plane with the origin removed. A particle does not notice the difference between the two because there is an ultraviolet divergence near the origin which has to be regulated. For a string, there are no ultraviolet divergences. However, the string knows that it is moving not on a plane but on a topologically nontrivial space and hence the winding modes must be included. Notice that the variable z above measures the radial distance away from the origin. Each winding mode at some radius z represents a state that has a position dependent mass-squared which gets smaller towards the origin and eventually becomes tachyonic.
At this stage, we would like to mention the various approximations that we have used in this calculation:
1. We have worked in the limit of infinite black hole mass. There will certainly be finite mass corrections to the black hole entropy. At present, we do not know how to include these into our calculation.
2. We have ignored finite mass corrections to the entropy in equation (1.3). These are down by powers of mǫ where m is the mass of the quantum field and are unimportant as long as ǫ is strictly zero. Once we have an infrared divergence, we will have to keep ǫ small but nonzero. In that case, we will have to include the finite mass corrections at some mass level. It is possible to circumvent this difficulty by using the full heat kernel for massive particle on a cone directly [26] . Moreover, for special values of the Rindler temperature we can compare our results with the conical orbifold [25] . We expect that many of the qualitative features such as the existence of the Hagedorn transition etc., will not be altered.
3. There is a more conceptual question regarding the validity of using the thermal ensemble. A Rindler observer sees a hot thermal bath and the thermal ensemble is not well-defined in string theory [16] . Moreover, once we include interactions we also have to worry about the Jeans instability [27] . It is not clear how to properly take these effects into account. However, we are really interested only in the entropy at a special value of the temperature and we hope that at least some of the features of the entropy will be accessible without having to understand all the consequences of the Hagedorn transition.
For example, it would be nice to see if the entropy can be rendered finite in the infrared by adding a tree level contribution.
Susskind and Uglum [5] have argued that renormalization of entropy can be absorbed into the renormalization of Newton's constant. Their arguments are based on the analysis of ultraviolet divergences in the low energy field theory. Now consider a theory with enough supersymmetries so that there is no renormalization of Newton's constant at one loop. Then, according to Susskind and Uglum, the black hole entropy is given by the Bekenstein-Hawking formula at tree level and there are no loop corrections. The existence of the tree-level answer itself is not explained by this renormalization procedure. In the picture presented in this paper, the entropy is naively zero at tree level. There are no ultraviolet divergences in the full string theory. Nonetheless, there are infrared divergences and the tree-level entropy will be induced by the Hagedorn transition. In this case, the arguments of Susskind and Uglum imply that the induced tree-level entropy must exactly equal the Bekenstein-Hawking entropy.
If this picture turns out to be correct, we may be able to learn something about the Hagedorn transition from its relation to the black hole entropy and vice versa. The
Bekenstein-Hawking formula can thus be viewed as a valuable link to the fundamental degrees of freedom of string theory. The black hole entropy will then have a statistical interpretation and the condensate near the horizon can provide a concrete realization, in the context of string theory, of the phenomenological idea of a "membrane" or a "stretched horizon" [28, 29, 30, 31] . 
