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ke slozˇitosti surjektivn´ıch algeber.
CSP definujeme jako trˇ´ıdu rozhodovac´ıch proble´mu˚, zda existuje homomor-
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Abstract: In the present work we study the complexity of CSP towards
operations in the set of all polymorphisms. Gradually we go through ev-
ery operation and we decide which one ensures tractability and which one
ensures NP-completeness. Further we concern with algebras and varieties.
Using CSP we define algebras with polynomial-time complexity and NP-
complete algebras. In addition using the (l, k)-algorithm we define bounded
width algebras. After all we proceed to the complexity of surjective algebras.
We define CSP as a class of decision problems whether any homomorphism
from a given finite relational structure to a fixed finite relational structure
exists. In some parts of the text, particulary in sections devoted to the con-
sistency theory, we convert the terminology to variables and values.
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Introduction
Constraint satisfaction problems have a wide range of applications in real life.
Nowadays, a well known example is the Sudoku game which became popular
among people. However it is not just Sudoku or a graph coloring problem
which make CSPs useful. Typical representatives of CSPs are timetables and
scheduling in different areas from job tasks to airline timetables. As a such
example we can assume a school timetable.
We receive subjects with their hour dotation per week and a list of teach-
ers. As constraints we can take time when a subject can be teached, that
pupils can have only one subject at the same time, pause for lunch and
that one teacher can teach only one subject at the same time. This is a well
known problem which has to be solved every year before the first school day.
We can also look for optimal solutions.
Applications of CSPs are also in areas which seems to have nothing
in common with mathematics and programming such as in biomedicine,
telecommunications, syntactic analysis of natural-language sentence and in
other areas. We can also find different modifications of constraint satisfaction
problems.
Another task is how we can solve such problems. Basic methods are test-
ing every combination and backtracking. Advaced methods are constraint-
propagation or consistency methods. However in this text we will not look
at these methods but at the complexity of such problems. We will fix one
structure and say which operation from the set of all polymorphisms ensures
tractability and which one ensures NP-completeness.
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Chapter 1
Polymorphisms
In the first chapter there are definitions of relational structures, constraint
satisfaction problems and polymorphisms. We show that a set of all poly-
morphisms forms a clone.
Later we give an introduction to the complexity theory where we define
a Turing machine and time and space complexity. Especially we put our
attention to tractable problems, i.e. to problems in a polynomial-time class,
and to NP-complete problems. In conclusion of this section we state a few
NP-complete problems which we will use in the next chapter.
In the last section of the first chapter we state lemmas about reductions
between two CSPs. For proof we will need notion of the Gallois correspon-
dence. We will use these lemmas in the next chapters.
1.1 Relational structures and constraint sati-
safaction problems
The first section includes key definitions for the whole paper. In particu-
lar definitions of relational structures, homomorphisms between structures,
constraint satisfaction problems, polymorphisms and invariants.
We will also state an important lemma about a set of all polymorphisms.
The set of all polymorphisms constitutes a clone and therefore from proper-
ties of clones only some operations can be polymorphisms. We will use this
fact in the second chapter where we will look properly at such operations.
Definitions are from [2] Larose, Zadori: Bounded width problems and
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algebras or from [3] Jeavons: On the algebraic structure of combinatorial
problems from where the lemma about operations in a clone is. Its proof is
based on the paper [9] Rosenberg: Minimal clones I., the five types.
Definition 1.1.1. An n-ary relation over a set D is a subset of Dn. Rela-
tional symbols denote relations and a vocabulary is a set of relational sym-
bols.
Definition 1.1.2. A Relational structure is a pair of a non-empty set, called
a universe, and of a system of finitary relations over the universe.
A relational structure is finite if its universe and also its system of finitary
relations are both finite.
Definition 1.1.3. Two relational structures are similar if they have the
same vocabulary.
Remark. In the whole text we will use a letter in a caligraphic font to
denote a relational structure and the same letter in an italic font for its
universe. Relations from a structure will have a symbol of the structure as
an upper index to emphasize where they belong.
We will turn our attention to a definition of a constraint satisfaction
problem on finite structures. At first we will give a definition of a non-
uniform problem and later also of an uniform problem.
Definition 1.1.4. A homomorphism from a relational structure G to a sim-
ilar relational structure H is a mapping ϕ : G → H between its universes,
such that for every n-tuple from an n-ary relation from the structure G its
image is in a corresponding n-ary relation from the structure H, i.e.
∀(a1, a2, . . . , an) ∈ R
G : (ϕ(a1), ϕ(a2), . . . , ϕ(an)) ∈ R
H.
Definition 1.1.5. Let us have a finite relational structureH. A non-uniform
constraint satisfaction problem, CSP (H), is a decision problem whether any
homomorphism from a given similar relational structure G to the relational
structure H exists.
The structure G is called an instance of CSP (H), the structure H is
called a template of CSP (H). A solution of a constraint satisfaction problem
is any homomorphism from the instance to the template.
In the next sections we will look at complexity of constraint satisfaction
problems. For this purpose we define a special operation – a polymorphism
and a special relation – an invariant, which play the main role in our text.
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Definition 1.1.6. An n-ary operation on a set D is a function f : Dn → D.
Definition 1.1.7. Let R be an n-ary relation over a set D. Let f be a k-ary
operation on the same set D. The operation f on n-tuples from the relation
R is defined :
f(a1, a2, . . . , ak) = f((a11, . . . , a1n), (a21, . . . , a2n), . . . , (ak1, . . . , akn)) =
f(a11, a21, . . . , ak1), . . . , f(a1n, a2n, . . . , akn))∀ai ∈ R.
In a natural way we define an image of the relation R under the operation
f as f(R) = {f(a1, a2, . . . , ak); a1, a2, . . . , ak ∈ R}.
Definition 1.1.8. A polymorphism of relation R is an operation f such that
f(R) ⊆ R.
On the other hand the relation R is an invariant of the operation f .
Definition 1.1.9. A polymorphism of a relational structure is an operation
which is a polymorphism of every relation in the structure. An invariant is
defined in a similar way.
A set of all polymorphisms of relational structureH is denoted by Pol(H).
A set of all invariants of every operation from set φ is denoted by Inv(φ).
We have mentioned major definitions so it is time for an example to get
better notion of them.
Example. We will assume a relational structure H = (H,RH1 , R
H
2 , R
H
3 )
where H = {0, 1, 2} is the universe of the structure with relations:
RH1 = {(021), (112), (120), (121), (122)},
RH2 = {(00), (01), (02), (21)},
RH3 = {(0210), (0212), (1210), (2202), (2210)}.
We will also get a similar relational structure G = (G,RG1 , R
G
2 , R
G
3 ) where
the universe is G = (a, b, c, d) and relations are
RG1 = {(aab), (abc), (cda)},
RG2 = {(ba), (cc), (cd), (da)},
RG3 = {(abac), (cdab), (dbcd)}.
A solution of a problem with the instance G and the template H can be
for example mapping
a 7→ 1, b 7→ 2, c 7→ 0, d 7→ 2.
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It is a homomorphism since (aab) 7→ (112) is a triple from relation RH1 ,
(abc) 7→ (120) and (cda) 7→ (021) are triples from relation RH1 . We can
similarly show for the rest relations RG2 and R
G
3 .
We will look for a polymorphism of structure H. We will assume a sy-
metric operation f defined:
f 0 1 2
0 0 1 0
1 1 1 2
2 0 2 2
.
We will not show for every relation that the operation f is a polymorphism.
We will show it only on relation RH1 .
From the table we can see that the operation f is a symetric binary oper-
ation. Let us assume for example triples (021), (122). If we apply the oper-
ation f on these triples we receive triple (f(01), f(22), f(12)) = (122). We
will state these results in a table.
triple a triple b f(a,b) triple c = f(a, b)
(021) (021) (f(00),f(22),f(11)) (021)
(021) (112) (f(01),f(21),f(12)) (122)
(021) (120) (f(01),f(22),f(10)) (121)
(021) (121) (f(01),f(22),f(11)) (121)
(021) (122) (f(01),f(22),f(12)) (122)
(112) (112) (f(11),f(11),f(22)) (112)
(112) (120) (f(11),f(12),f(20)) (120)
(112) (121) (f(11),f(12),f(21)) (122)
(112) (122) (f(11),f(12),f(22)) (122)
(120) (120) (f(11),f(22),f(00)) (120)
(120) (121) (f(11),f(22),f(01)) (121)
(120) (122) (f(11),f(22),f(02)) (120)
(121) (121) (f(11),f(22),f(11)) (121)
(121) (122) (f(11),f(22),f(12)) (122)
(122) (122) (f(11),f(22),f(22)) (122)
.
On the right side are triples (021), (122), (121), (112), (120) which are all
from relation RH1 and thus the operation f is a polymorphism of the relation.
In a similar manner we can show the same thing for relations RH2 , R
H
3 . Thus
f ∈ Pol(H).
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Later we will find out that f is an example of a binary idempotent oper-
ation.
Now we will show that the set Pol(H) forms a clone. A clone is a set of
operations on a finite set, which contains all the projections and is closed
under composition. A formal definition follows.
Definition 1.1.10. Let φ be a set of operations on a finite set D. The set
φ is a clone if:
• A projection piki : D
k → D, where piki (x1, x2, . . . , xk) = xi is in the set
φ.
• A k-ary operation ψ such that
ψ(x1, x2, . . . , xk) = ϕ(ϕ1(x1, x2, . . . , xk), . . . , ϕm(x1, x2, . . . , xk))
is in the set φ for any k-ary operation ϕi from the set φ and for any
m-ary operation ϕ from the set φ.
Lemma. A set of all polymorphisms, Pol(H), constitutes a clone.
Proof. Suppose that RH is an n-ary relation and a1, a2, . . . , ak are n-tuples
from RH.
1. Applying a projection piki on a1, a2, . . . , ak yields n-tuple ai from R
H.
2. Let us take k-ary operations ϕ1, ϕ2, . . . , ϕm and an m-ary operation ϕ
from the set Pol(H). Let us define a new n-tuple bi := ϕi(a1, a2, . . . , ak).
Since the operation ϕi is a polymorphism, the tuple bi is in the relation
RH. Similary ϕ(b1, b2, . . . , bm) is in the relation R
H, as the operation
ϕ is a polymorphism.
Proposition 1.1.11. A set of all polymorphisms, Pol(H), contains opera-
tions of a specific type:
• An essentially unary operation only, i.e. an operation ϕ such that
ϕ(a1, a2, . . . , ak) = f(ai), where f is a non-constant unary operation.
• Or at least one from the following list
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1. A constant operation, i.e. an operation ϕ such that ϕ(a1, . . . , ak) =
c where c is a constant.
2. An idempotent binary operation which is not a projection, i.e.
an operation ϕ such that ϕ(a, a) = a and the operation ϕ is not
a projection.
3. A majority operation, i.e. an operation ϕ such that ϕ(a1, a1, a2) =
ϕ(a1, a2, a1) = ϕ(a2, a1, a1) = a1.
4. An affine operation, i.e. an operation ϕ on a set H such that
ϕ(a1, a2, a3) = a1 − a2 + a3 where (H,+,−) is an Abelian group
and a1, a2, a3 ∈ H.
5. A semiprojection, i.e. an n-ary operation ϕ such that
ϕ(a1, a2, . . . , an) = ai, ∀(a1, a2, . . . , an) where |{a1, a2, . . . , an}| <
n, n ≥ 3 and ϕ is not a projection.
Proof. Proof of the proposition is based on the clone theory. We will not
give a complete proof here as it is long and more complicated. Our aim is
to give an idea how it can be done. We will start with knowledge that for
structure H the set of all polymorphisms Pol(H) is a clone.
Clones are ordered by an inclusion : P ⊆ C1 ⊆ . . . where P is a set
of all projections and C1 is a minimal clone. The minimal clone C1 can be
expressed as 〈f〉, where f is an operation from C1 which is not a projection,
and 〈f〉 means the least clone which contains f . From ordering of clones
follows that every clone contains some minimal clone.
I. E. Rosenberg showed in 1983 that minimal clones contain only specific
operations:
• a constant operation
• an idempotent binary operation which is not a projection
• a majority operation
• an affine operation
• a semiprojection
• a non-identity unary operation
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Suppose an operation g from the set Pol(H) which is not an essentially
unary operation and has the smallest arity among such operations in Pol(H).
Every minimal clone can be viewed as a union of projections and minimal
element from a block of equivalence given by f ↔ g iff f is in 〈g〉 and g is
in 〈f〉.
Thus if we consider g, it constitutes a minimal clone and thus it can
be either a constant operation, an idempotent binary operation which is
not a projection, a majority operation, a generalised parity operation or
a semiprojection.
Remark. Any projection is just a special type of an essentially unary op-
eration. Thus it is contained in Pol(H).
1.2 Time and Space Complexity
This section is devoted to the complexity theory. Cornerstones are Tur-
ing machines. We distinguish between two types - deterministic one and
non - deterministic one. We use them for defining two important complex-
ity classes - polynomial one and non-deterministic polynomial one. We also
define logarithmic and complete classes.
From now we can work with tractable and NP-complete problems. In
conclusion we state few NP-complete problems which we will need in the
next chapter. Key text for this section is [1] Garey, Johnson: Computers and
Intractability: A guide to the theory of NP-completeness.
For our purpose we need to define a notion of time and space complexity.
Ussually we look for a worst possible case of time and space among the same
size of input.
An algorithm is a step-by-step procedure, time is the number of steps
of an algorithm solving a problem with a certain input. Polynomial time
algorithms are those whose time can be bounded by a polynomial.
For a formal definition we need to fix a computational model.
Definition 1.2.1. Assume an infinite tape divided into squares and a read-
write head which looks on one square of the tape. Let us have two finite sets Σ
and Q where Σ is a set of tape symbols containing one unique blank symbol
b and Q is a set of states containing a special start-state qs. A foursome
T = (Q,Σ, qs,M), whereM = {←,→,−} is a set of directions, is a one-tape
Turing machine, TM.
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Definition 1.2.2. A Program is a subset of Q×Σ×Q×Σ×M consisting
of instructions (q, s, q′, s′,m). If there is at most only one instruction for q, s
then we call T a deterministic one-tape Turing maching . If there is for some
q, s more than one instruction we call T a nondeterministic one-tape Turing
machine.
An instruction (q, s, q′, s′,m) tells a read-write head to erase s and write
s′ in its place. The read-write head moves one square to the left if m =←,
one square to the right if m =→ and does not move if m = −. At the same
time, state q changes to q′.
An input to TM is a string from Σ⋆ where Σ⋆ is a set of finite sequences
of symbols from Σ. A program halts if there is no instruction for a current
symbol s and a current state q. A sequence of non-empty symbols is in this
case an output of the program.
Now we can define complexity classes.
Definition 1.2.3. A time complexity function, TT , for a deterministic pro-
gram T is a maximum of time among inputs of the same size, i.e. TT (n) =
max|x|=n{t: computation of T on a input x takes time t} where time is
a number of steps in the computation up until the program halts.
In a similar way a space complexity function, ST , for a deterministic
program T is a maximum of space among inputs of the same size, i.e. ST (n) =
max|x|=n{s: computation of T on an input x needs space s} where space is
a number of diferent squares visited during computation without assuming
squares with input.
These are the cases of deterministic complexity functions. If we want
a nondeterministic case we have to take time as a minimum of steps required
up until the program halts. Similarly with space as there can be more than
one way for which the program halts.
Definition 1.2.4. A non-deterministic time complexity function, TT , for
a non-deterministic program T is TT (n) = max|x|=nmint{t: computation
of T on an input x takes time t} where time is a number of steps in the
computation up until the program halts.
Definition 1.2.5. The polynomial class P is a class of problems which
can be solved by a program T with a polynomial time complexity function.
Similarly a problem is in the logarithmic-space class L if it can be solved by
a program T with a logarithmic space complexity funciton.
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Definition 1.2.6. A non-deterministic polynomial class NP is a class of
problems which can be solved by a non-deterministic program T with a poly-
nomial non-deterministic time complexity function.
We can define class NP in a diferent way as a class of problems where
we can verifie in polynomial time if something is or is not a solution to the
problem. Both ways define a class of the same problems. Good picture for
ilustrating non-deterministic machine is a picture of a tree.
Now we will state reductions between problems.
Definition 1.2.7. Problem A is polynomial time reducible to problem B if
there is a function f computable by a polynomial time program such that x
is a solution to A if and only if f(x) is a solution to B.
A log-space reduction is the same as polynomial time reduction except,
insted of polynomial time is a logarithmic space computability.
Any reduction is a transitive relation, i.e if A is reducible to B and B to
C then also A is reducible to C where all reductions are of the same type.
Now we will look at another type of problem.
Definition 1.2.8. Problem A is NP-complete if it is in the class NP and
every problem B from the class NP is polynomial time reducible to the
problem A.
Now we can look on a relation between complexity classes and reductions.
If problem A is polynomial time reducible to problem B from the polynomial
time class then also A is from the polynomial time class. If NP-complete
problemA is polynomial time reducible to problemB from the classNP then
also B is an NP-complete problem. If problem A is log-space reducible to
problem B from the logarithmic space class then also A is in the logarithmic
space class.
These conditions give us an idea how to show that something is NP-
complete or in P. At first we will use the word tractable when we want to
tell that something is in the class P. If we want to show that problem A is
NP-complete we have can use the following strategy:
• A is an NP problem
• find proper NP-complete problem B
• find a polynomial time reduction from B to A
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If we want to show that problem A is tractable we can :
• find proper tractable problem B
• find a polynomial time reduction from A to B
In the text we will need two NP-complete problems. For their definition
we will need some new terms. Variables and negations of variables makes
literals . In fact first one is a positive literal and the second one is a negative
literal. A clause is a disjunction of literals and thus a formula is in a con-
junctive normal form if it is expressed as a conjuction of clauses.
First of all we should say what a satisfiability problem, abreviated to
SAT, is. A SATISFIABILITY problem is a decision problem whether for
a boolean formula in a conjunctive normal form exists an assignment to
the variables true or false in a way that the whole formula is true. Its NP-
completness was shown in 1971 by Cook. NowadaysNP-completness of SAT
is stated as Cook’s theorem.
One modificiation of a famous SAT problem is 3-SAT. In general problem
k-SAT is a satisfiability problem with exactly k literals per every clause.
This means that 3-SAT problem has exactly 3 literals per every clause of
a boolean formula in a conjunctive normal form. This problem is also known
to be NP-complete. A way of showing it is via reduction from SAT.
A NOT-ALL-EQUAL SATISFIABILITY problem is a problem where
every clause contains exactly 3 literals and question is whether we can find
a satisfying assignment such that whole formula is true and each clause has
at least one true literal and at least one false literal. Usually it is abreviated
to NAESAT.
This problem was shown to be NP-complete and a general proof can be
find in work The complexity of Satisfiability problems by Schaefer. It can
be shown via reduction from SATISFIABILITY to 3SAT and then to our
NOT-ALL-EQUAL.
The second problems is a GRAPH K-COLORABILITY problem which
is a problem with a given graph and the positive integer K. The ques-
tion is whether there exists a function f from the set of vertices to the set
{1, 2, . . . , K} such that every two vertices joined by an edge have a different
number under f , i.e. for graph G = (V,E) : for every {u, v} ∈ E holds
f(u) 6= f(v).
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Proof of NP-completness can be found in Reducibility among combina-
torial problems by Karp. It can be shown via reduction from SATISFIABIL-
ITY to 3SAT and then to our GRAPH K-COLORABILITY.
The last problem we will need is a HORN-CLAUSE SATISFIABILITY
with at most 3 literals per clause which is known to be P-complete. A horn
clause is a clause with at most one positive literal in every clause.
We will give a few examples of diferent satisfiability problems.
Example. We can now show a few examples of different satisfiability prob-
lems. For example formula f = (x1 ∨ x2) ∧ (x2 ∨ ¬x3) is in a conjunc-
tive normal form and it is an example of SAT. If we for example assign
x1 := 1, x2 := 1, x3 := 1, first clause has value 1 and the second clause has
also value 1 and thus the whole formula is true. It is also an example of
2-SAT as it has exactly two literals in both clauses.
Another example is a formula (x1 ∨ ¬x2 ∨ x3) ∧ (¬x1 ∨ x2 ∨ x4). For
example assignment x1 := 1, x2 := 1, x3 := 0, x4 := 0 yields that the whole
formula is true. It is an example of SAT. As it has exactly three literals per
clause it is also an example of true 3-SAT. Similar as in the first clause is
one true literal x1 and two false literals ¬x2, x3 and as in the second clause
is one true literal x2 and two false literals ¬x1, x4 it is also an example of
true NAESAT if we use the former assignment.
What if we look for an example of a problem which has true assignment
as 3-SAT and has false assignment as NAESAT? A formula (x1∨x2∨¬x3)∧
(x1 ∨ ¬x2 ∨ x3) ∧ (¬x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3) is such an example. An
assignment x1 := 1, x2 := 1, x3 := 0 makes formula true and thus the formula
is true as 3-SAT problem.
If we look for a true assignment as a NAESAT problem, we fail. At first
we should realize that the formula is symetric in variables. At first we will
look at the last clause. If we take an assignment x1 := 0, x2 := 1, x3 := 1,
then the third clause is 1 ∨ 1 ∨ 1 and thus there is no negative literal in this
clause. If we assume an assignment x1 := 0, x2 := 0, x3 := 1, the the first
clause is 0∨ 0∨ 0 and there is no positive literal in the clause. Now because
of the symetricity we have assumed all posibilities how to make the problem
true as NAESAT from perspective of the last clause. Thus the formula is
never true as NAESAT.
A former examples have never fullfilled the definition of HORN-SAT
as there were two or more positive literals. An example of HORN-SAT is
a formula (¬x1∨¬x2∨x3)∧ (x1∨¬x2∨¬x3). An assignment x1 := 1, x2 :=
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1, x3 := 1 makes the formula true. As it has 3 literals per every clause it
is also an example of 3-SAT and also an example of NAESAT as there is
always one true literal and two false literals per claues.
1.3 Reductions between CSPs
In this section we state few reductions between CSPs. As the first step we
define a new wider structure. Then we show that sets Pol and Inv form
a Gallois connection which we use in proof of Lemma B.
The main part of this section form two lemmas about reduction between
two CSPs. One lemma is with the new wider structure and the second one
is with sets of all polymorphisms.
In the next chapter we will often use these reductions in a way that we will
reduce a well knownNP-complete problem to the given problem. A key text
for this section is [3] Jeavons: On the algebraic structure of combinatorial
problems.
Definition 1.3.1. Assume a structure H. A new structure H⋆, over the
same set H, is defined to be the smallest such that
• H ⊆ H⋆
• If we permutate elements of a tuple from a relation RH
⋆
we must get
a tuple from a relation RH
⋆
. We call this procedure a permutation.
• If we put to every n-tuple from a relation RH
⋆
any element from the
set H to extend them to an (n + 1)-tuple we will get a relation from
H⋆. We call this procedure an extension.
• If we delete in every n-tuple from a relation RH
⋆
the last element, we
will get a relation of (n− 1)-tuples which is again in H⋆. We call this
procedure a truncation.
• The itersection of two relations from H⋆ gives a relation from H⋆. We
call this procedure an intersection.
Remark. For example a projection is also in H⋆ as a combination of trun-
cations and permutations makes a projection.
Lemma. Any operation from Pol(H) is also in Pol(H⋆).
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Proof. Let us take an operation ϕ from Pol(H) and a tuple (a1, . . . , an) from
an n-ary relation RH. Let us suppose that f(a1, . . . , an) = (b1, . . . , bn). If we
impose the operation f on a permutated tuple we will get a permutated
image which has to be in RH
⋆
from the definition. In a similar way if we
impose the operation on an extension we will get an extension of the image
which has to be again from the definition in the relation RH
⋆
. We can make
similar discussion for other possible situations.
Lemma (A). Assume finite structures H1 and H2 with the same universe.
If H1 ⊆ H
⋆
2, we can reduce CSP (H1) to CSP (H2) in logarithmic space.
Proof. A structure H⋆2 was generated from H2. Since a structure H1 is finite,
H1 was generated from H2 by a finite sequence of permutation, extension,
truncation and intersection. Denoting such a minimal sequence by Σ and
assuming a concrete problem P = (G1,H1) from CSP (H1).
We will use an induction to obtain reduction between problems.
1. At first suppose that the length of Σ is zero, i.e. a sequence Σ is empty.
Any relation RH1 is also a relation in H2 since H1 ⊆ H2. Thus we can
surely reduce CSP (H1) to CSP (H2) in log-space.
2. Suppose that length of Σ is non-zero n. Define Σ′ as a sequence of
length n− 1 obtained from a sequence Σ by deleting a final operation.
Denote a new relational structure obtained from the structure H2 by
the new sequence Σ′ as H′1. An induction hypothesis gives a log-space
reduction from CSP (H′1) to CSP (H2).
We will find a log-space reduction from CSP (H1) to CSP (H
′
1). A tran-
sitivity property will then give log-space reduction from CSP (H1)
to CSP (H2). To show the first reduction we need to find a problem
P ′ = (G ′1,H
′
1) from CSP (H
′
1). We will look step by step at all possible
final operations.
• Assume a final operation ϕ is a permutation. We can write any
tuple (a1, a2, . . . , an) from R
G1 as (aϕ(i1), aϕ(i2), . . . , aϕ(in)). If we
define RG
′
1 = ϕ−1RG1 , a problem P ′ will be a problem from
CSP (H′1).
We have to show that problems P, P ′ have the same set of so-
lutions. Let us assume tuples (a1, . . . , an) from R
G1 which can
be rewritten as (aϕ(i1), . . . , aϕ(in)) where (ai1, . . . , ain) is from R
G′
1
and a tuple (b1, . . . , bn) from R
H1 which can be rewritten as
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(bϕ(i1), . . . , bϕ(in)) where tuple (bi1, . . . , bin) is from R
H′
1 . Therefore
the homomorphism g maps (a1, . . . , an) to (b1, . . . , bn) if and only
if g maps (ai1, . . . , ain) to (bi1, . . . , bin) and thus both problems
have the same set of solutions.
• Assume a final operation is an extension. We define a structure
G ′1 whose (n − 1)-ary relation R
G′
1 is obtainded from an n-ary
relation RG1 by truncating the last element.
Suppose that g is a solution to P and g(a1, . . . , an) is a tu-
ple (b1, . . . , bn) in R
H1 . A homomorphism g also solves P ′ since
g(a1, . . . , an−1) is a tuple (b1, . . . , bn−1) in R
H′
1 . The same is for
the other direction.
• Assume a final operation is a truncation. Define for every tu-
ple (ai1, . . . , a
i
n) from R
G1 a new element xi and define a tuple
(ai1, . . . , a
i
n, x
i) ∈ RG
′
1 . Problems P, P ′ have the same set of so-
lutions since g(ai1, . . . , a
i
n) = (b1, . . . , bn) is in R
H1 if and only if
g(ai1, . . . , a
i
n, x
i) = (b1, . . . , bn, yn+1) is in R
H′
1 .
• Finally assume an intersection as a final operation. Assume that
RH1 = R
H′
1
1 ∩R
H′
1
2 . Define problem P
′ to be a problem with rela-
tions R
H′
1
1 , R
H′
1
2 and a structure G
′
1 containing twice the relation
RG1 .
If g solves P then g is a homomorphism from any tuple in the
relation RG
′
1 to a tuple in the relation R
H′
1
1 and also to a tuple
in the relation R
H′
1
2 . Therefore a solution to the problem P is
a solution to the problem P ′.
Assume that g is a solution to the problem P ′. If for any tuple its
homomorphic image to R
H′
1
1 is different from a homomomorphic
image to R
H′
1
2 , mapping g is not a homomorphism. Thus both ho-
momorphic images have to be the same and lie in RH1 . Therefore
a solution to the problem P ′ is also a solution to the problem P .
For other proofs we will use another attribute of operators Pol and Inv
called the Galois connection and we will define it directly.
Definition 1.3.2. The Galois connection between nonempty sets X,Y is
a pair of functions α, β where α maps from the set of all subsets of the set
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X to the set of all subsets of the set Y and β maps conversely from the set
of all subsets of the set Y to the set of all subsets of the set X and it must
satisfy following three conditions:
1. X1 ⊆ X2 ⇒ αX2 ⊆ αX1
2. Y1 ⊆ Y2 ⇒ βY2 ⊆ βY1
3. X1 ⊆ βαX1 and Y1 ⊆ αβY1
for all subsets X1, X2 of the set X and all subsets Y1, Y2 of the set Y .
Lemma. Mapping Pol and Inv constitute a Galois connection.
Proof. We will show that Pol and Inv fulfil three conditions from the defi-
nition of the Galois connection where as subsets of the set X we will assume
structures and as subsets of the set Y we will assume sets of operations.
1. Let us take two relational structures such that H1 ⊆ H2 and assume
a function ϕ from Pol(H2). This means that for every relation R
H2
holds ϕ(RH2) ⊆ RH2 . However if we apply the operation ϕ on a re-
lation RH1 from the structure H1, ϕ(R
H1) ⊆ RH1 since the relation
RH1 is also in the structure H2. Our relation R
H1 was arbitrary and
therefore from the definition of the set Pol(H1) the operation ϕ is also
in Pol(H1).
2. Let us take two sets of operations such that Y1 ⊆ Y2. Assume a relation
R from Inv(Y2). If we apply a function ϕ from the set Y1 on the relation
R we get ϕ(R) ⊆ R since ϕ is also in the set Y2 and R is from Inv(Y2).
Therefore Inv(Y2) ⊆ Inv(Y1).
3. • Let us take a structure and its relation R. If an operation ϕ is
from the set of polymorphisms, i.e. ϕ(R) ⊆ R then the relation R
is in Inv(Pol(R)) since ϕ(R) ⊆ R for any operation ϕ from the
set of polymorphisms.
• Let us take an operation ϕ and a structure H from Inv(ϕ). Then
the operation ϕ is also in Pol(Inv(ϕ)) since ϕ(H) ⊆ H for any
relation from Inv(ϕ).
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Definition 1.3.3. An equality relation on a set D is a binary relation E
such that (a, b) ∈ E if and only if a = b.
In the next lemma we will use following remark which we will take for
granted. Its proof can be found in [3] Jeavons: On the algebraic structure of
combinatorial problems.
Remark. If an equality relation is contained in H⋆ then Inv(Pol(H)) is
equal to H⋆.
Lemma (B). Assume finite structures H1 and H2 with the same universe.
If Pol(H2) ⊆ Pol(H1), any problem from CSP (H1) is polynomial-time re-
ducible to a problem in CSP (H2). With an additional condition of E ∈ H
⋆
2
there is a logarithmic-space reduction from CSP (H1) to CSP (H2).
Proof. We will divide our proof into two parts:
1. • A set Pol(H2 ∪ E) is a subset of Pol(H1 ∪ E) as Pol(H2) ⊆
Pol(H1) . Imposing an operation Inv changes inclusions. We will
apply the above remark about equality and get
(H2∪E)
⋆ = Inv(Pol(H2 ∪ E)) ⊇ Inv(Pol(H1∪E)) = (H1∪E)
⋆.
Combination with sequence H1 ⊆ (H1 ∪ E) ⊆ (H1 ∪ E)
⋆ yields
H1 ⊆ (H2 ∪E)
⋆. Now we can apply a Lemma A about log-space
reduction to show that CSP (H1) is reducible to CSP (H2 ∪ E)
in log-space.
• Suppose we have a concrete problem from CSP (H2 ∪ E) with
a given structure G. Look at all relations RG, R(H2∪E). If the rela-
tion R(H2∪E) is equal to the equality relation E, the relation RG
is a binary relation.
Remove every pair (a1, a2) from the relation R
G and replace every
occurence of the element a1 in the structure G with the element
a2. Then remove relations R
G, R(H2∪E) from structures.
This polynomial-time procedure yields new structures where the
second is equivalent to the structure H2. A problem with new
structures has a solution if and only if the original problem has
a solution.
Impossing these two reductions together makes a polynomial-time re-
duction from CSP (H1) to CSP (H2).
22
2. From the first point CSP (H1) is reducible to CSP (H2 ∪ E) in log-
space. Since H2 is a substructure of H
⋆
2 and because of an additional
condition, (H2 ∪E) ⊆ H
⋆
2, from Lemma A about log-space reduction,
CSP (H2 ∪ E) is reducible in log-space to CSP (H2).
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Chapter 2
Tractability and a set of
polymorphisms
In the second chapter we go through all posible operations in the set of
all polymorphisms and using former lemmas about reduction we investigate
if the operation is a sufficient condition for tractability. We use lemma B and
well knownNP-complete problems (NAESAT, GRAPH k-COLORABILITY)
for showingNP-completness of a given problem via reduction. We also show
what kind of operation can be in the set of all polymorphisms if a constraint
satisfaction problem is tractable.
In the beginnig of sections we briefly remind definitions of used opera-
tions: an essentially unary operation, a constant operation, a majority op-
eration, an idempotent binary operation, an affine operation and a semipro-
jection. We organize this section in a way that at first we state operations
which are sufficient for tractability and later we state the rest of operations.
However a semilattice operation will be among the second type of operations
because it is a special case of an idempotent binary operation which does
not ensure tractability in general.
As a result we get that sufficient operations in the set of all polymor-
phisms are constant operations, majority operations, semilattices which with
additional condition yields to P-completeness and affine operations. On the
other hand we show that essentially unary operations, binary idempotent
operations and semiprojections gives NP-completeness.
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2.1 Constant operations
At first we will look at constant operations. We will show that constant
operations ensures tractability. Key idea is that every relation has to contain
a tuple consisting of the same constants. A k-ary constant operation is an
operation which maps every k elements to a constant.
This section is based on [3] Jeavons: On the algebraic structure of com-
binatorial problems and [4] Jeavons, Cohen, Gyssens: Closure properties of
Constraints.
Theorem 2.1.1. A constant operation in Pol(H) is a sufficient condition
for tractability of CSP (H).
Proof. We will divide proof into two sections.
1. If there is no relation in H, any problem from CSP (H) has no solution
and thus we can decide about solutions immediatly.
2. If there is a non-empty relation in H, denoting a k-ary constant opera-
tion from Pol(H) by ϕ. Suppose that ϕmaps to a constant c. Since ϕ is
in Pol(H), a tuple consisting of constant c is in a relation of the struc-
ture H. Thus a solution of CSP (H) is a homomorphism which maps
any tuple to a tuple of constants c. It can be find in constant-time.
2.2 Majority operations and basics from con-
sistency theory
The second type we will look more deeply at is a type of majority opera-
tions which also ensures tractability of CSP. Proof of sufficienty is based on
enforcing strong consistency and on the decomposition algorithm. You can
find it in [4] Jeavons, Cohen, Gyssens: Closure Properties of Constraints.
Necessary things from the consistency theory can be found in [8] Dechter:
From local to global consistency.
In the beginning of this section we define local, global, i- and strong
i-consistency. As a next step we state the decomposition algorithm.
Now we remind what majority operations are. A majority operation is
a ternary operation which maps on an element which was twice in the triple.
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Let us have a problem P with structures G,H. SupposeG = {g1, g2, . . . , gl}
(we can call gi a variable) and H = {h1, h2, . . . , hk} (we can call hi a value).
A number l is a size of the problem.
Definition 2.2.1. A locally consistent assignment is a partial assignment
(g1 := h1, . . . , gi := hi) which satisfies restriction of the problem to the
set {g1, . . . , gi}. The restricted problem P|{g1,g2,...,gi} with locally consistent
assignment is called locally consistent problem.
Remark. Above restriction can be done by projection. In that case we will
get new relations of different arity.
To restrict the problem we will go through every tuple from every relation
from G and project this tuple to tuple containing only elements from the
required set. To get a corresponding relation we have to apply the same
projection on the corresponding relation from H. We will later inlustrate it
on an example.
Definition 2.2.2. Suppose that X ⊆ Y ⊆ G. A relative consistent problem
P|X to a problem P|Y is a locally consistent problem P|X whose solution can
be extended to a solution of a locally consistent problem P|Y .
Definition 2.2.3. Suppose thatX ⊆ G. A problem P|X is globally consistent
if P|X is relative consistent to P . A problem P is globally consistent if every
subproblem P|X is globally consistent.
Definition 2.2.4. A problem is i-consistent if for every subproblem of size
i − 1 any solution can be consistently extended to a problem of size i by
adding any ith variable. A problem is strong i-consistent if it is j-consistent
for every j = 1, 2, . . . , i.
Example. We will ilustrate consistency on problem P = (G,H) where
G = {a, b, c, d},
H = {1, 2, 3},
RG1 = {(aba), (baa), (cda)},
RG2 = {(abab), (babc), (cdab)},
RH1 = {(112), (123), (231), (233), (323)},
RH2 = {(1212), (2131), (1132), (2321), (3232)}.
We would like to find a locally consistent assignment for set {a, b}.
We have two possibilities how to do it. First one is via projections. If we
make a projection we will get new corresponding relations from relations R1:
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• {(aba), (baa)} with {(112), (123), (231), (233), (323)} and
• {(a)} with {(2), (3), (1)}.
From relations R2 we get:
• {(abab)} with corresponding {(1212), (2132), (2132), (2321), (3232)},
• {(bab)} with {(121), (213), (113), (232), (323)} and
• {(ab)} with corresponding relation {(12), (31), (32), (21)}.
Now we have a new problem and its solutions are locally consistent to the
original one.
Other way how to find a proper assignment is via guessing. If we assign
1 to a we cannot find a corresponding triple to (aba) as in the relation RH1
is no triple (1?1). In a similar fashion we cannot assign 2 to a. If we assign
3 to a we can find to (aba) only triple (323). Thus b has to be 2.
Now we have to check if this assignment satisfies all tuples. For (baa)
we need (233) which is in the relation. For (cda) we can take (123), (233) or
(323), for (abab) we have to take (3232) which is again in the relation. For
(babc) we can only take (2321), for (cdab) we can take (1132) or (3232). We
do not have to take care of values of variables c, d.
Thus the locally consistent assignment restricted to the set {a, b} is a :=
3, b := 2.
Now we will look at relative consistency of problem P|{a,b} to problem
P|{a,b,c}. We know that first problem is locally consistent as a := 3, b := 2 is
a locally consistent assignment. Now we would like to extend it. From the
above observation we know that to the tuple (babc) we can only assign (2321)
and thus the only possibility is a := 3, b := 2 and c := 1.
From the above observation we know that there are only three tuples con-
taining variable c. Exactly (cda) to which we can assign (123), to (babc) we
can assign (2321) and to (cdab) we can assign (1132). Thus we have found
a localy consistent assignment for variables a, b, c and thus problem P|{a,b,c}
is locally consistent and therefore from the definition P|{a,b} is relative con-
sistent to P|{a,b,c}.
What about global consistency of P|{a,b}? From the above observation we
know that the only consistent possibility is a := 3, b := 2 extended with c := 1
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which is again the only one possibility. Tuples with variable d are (cda) and
(cdab). From the above text we know that (cda) can be only (123) and (cdab)
can be only (1132) and thus from the first one d := 2 and from the second
one d := 1. Thus we could not consistently extend locally consistent problem
P|{a,b} to the whole problem P .
Therefore P|{a,b} is not globally consistent and also P is not globally con-
sistent.
Now we will look at i-consistency, exactly at 2-consistency. All subprob-
lems of size 1 are P|{a}, P|{b}, P|{c}, P|{d}. We would like to extend any solution
of P|{a} to consistent solution of P|{a,b}, P|{a,c}, P|{a,d}. From the triple (aba)
we can see that only possibility for a is a := 3 which is a consistent assign-
ment from the above observations. Consistent extensions are a := 3, b := 2;
a := 3, c := 1; a := 3, d := 2.
Now we will turn our attention to restriction to b. The value of b can be
1 or 2. Consistent extensions to P|{a,b} are a := 3, b := 2 however for b := 1
there is no consistent extension.
Therefore the problem is not 2-consistent.
Remark. If the problem P is strong (k + 1)-consistent then it is globally
consistent and thus tractable.
Lemma 2.2.5. A problem P = (G,H) which has only binary relations and
is strong |H|+ 1-consistent is globally consistent.
Proof. We will show that P is (k + 1 + i)-consistent for any i > 0. Assume
we have a subset S = {g1, g2, . . . , gk+i} of some k + i variables from the set
G. We have a non-empty set of locally consistent assignments A = {g1 :=
h1, g2 := h2, . . . , gk+i := hk+i} where all values are from the set H and they
do not have to be distinct. To make it (k+ i+1)-consistent we have to show
that there is a consistent extension for any varibale g.
If h is a possible assignment to the variable g we will denote Ah a subset of
all locally consistent assignements from the set A which can be consistently
enxtended with assignment g := h. Maximum number of such subsets is |H|
as the variable g can takes values only from the set H.
For a contradiction let us assume that every subset Ah misses some mem-
ber, i.e. denote the missing value h′. If we make a new tuple consisting of
missing memebers from each subset Ah we will get a tuple which is not
consistent with any assignment g := h as something is missing.
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However as the tuple of missing members is locally consistent subset,
from the definition of strong consistency there should be a consistent exten-
sion with variable g. However we know that this is impossible and thus we
received a contradiction.
Therefore at least one subset Ah has to contain our assignment to vari-
ables g1, . . . , gk+i. In the last step we will assume without loss of gener-
ality that every asignment g1 := h1, . . . , gk+i := hk+i is consistent with
assignment g := h and therefore we have found a value consistent with
g1 := h1, . . . , gk+i := hk+i.
However after enforcing consistency new non binary relations may occur.
An algorithm for enforcing strong consistency is in the appendix.
Next algorithm states that a new problem with relations decomposed to
binary ones has the same set of solutions.
Algorithm (decomposition). Let us have a particular problem P with rela-
tional structures G,H where Pol(H) contains a majority operation.
Replace every relation RG and RH with binary relations made by binary
projections piij for every i ≤ j. A new problem P
′ has the same solution.
Proof. Denote a new instance by G ′ and a new template by H′. At first we
will show that a solution of P is also a solution to P ′.
If f is a solution of P , a tuple (a1, a2, . . . , an) from R
G is mapped by
f to a tuple (b1, b2, . . . , bn) in R
H. Consequently a couple (ai, aj) from R
G′
is mapped by f to a couple (bi, bj) in R
H′ and f is a solution of P ′.
For a second direction suppose that ϕ is a solution of the problem P ′.
Let us take a tuple (a1, a2, . . . , an) from R
G and denote
b := (ϕ(a1), ϕ(a2), . . . , ϕ(an)). We need to show that b ∈ R
H. A usefull tool
will be an induction.
1. n = 2: As RG = RG
′
and RH = RH
′
, ϕ is a solution of P .
2. n > 2: Let I = {1, 2, . . . , n}. Let us take three indices i1, i2, i3 from
I and apply a projection piI−ij on the relation R
H. Results are (n−1)-
ary relations Rj from (R
H)⋆. However Pol(Rj) contains also a majority
operation and thus by induction, the way of getting Rj there is a tuple
dj which has the same projection as b except position ij. Applying the
majority operation on d1, d2, d3 yields b from R
H.
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Theorem 2.2.6. A majority operation in Pol(H) is a sufficient condition
for tractability of CSP (H).
Proof. Let us have a particular problem P with an instance G and a tem-
plate H. Enforcing strong |H| + 1 consistency (in polynomial time) does
not change a set of solutions. New relations are elements of H⋆. We know
that Pol(H⋆) also contains the same majority operation. From the above
algorithm the new problem can be decomposed in polynomial time into
a problem with binary relations and with the same set of solutions. From
the strong |H| + 1 consistency we know that the problem is globally
consistent and thus tractable according to the remark.
2.3 Affine operations
The third type of operations we look at is affine one. The main result of
this section is that affine operations are sufficient for tractability. Its proof
is in [4] Jeavons, Cohen, Gyssens: Closure Properties of Constraints, [5]
Feder, Vardi: The Computational Structure of Monotone Monadic SNP and
Constraint Satisfaction: A Study Through Datalog nad Group Theory, [11]
Furst, Hopcroft, Luks: Polynomial-time algorithms for permutation groups,
[12] Hoffmann: Group-Theoretic Algorithms and Graph Isomorphism.
At first we define a representation matrix, later we state the representa-
tives algorithm which finds coset representatives for a chain of permutation
groups. Actually we will show that it finds all coset representatives in poly-
nomial time. As an interstep we use the Sift algorithm which inserts at most
one new coset representative to the reprentation matrix which we use for
storing coset representatives. These things builds sufficiency of affine oper-
ations for tractability of CSP.
Now it is time to remind what affine operations are. A ternary operation
ϕ such that ϕ(a, b, c) = a − b + c where (D,+,−) is an Abelian group and
a, b, c ∈ D is an affine operation.
Let G be a permutation group on {1, 2, . . . , n} and define groups Gi of
permutations such thatGi fixes 1, 2, . . . , i for i ≤ n. Thus we get a descending
chain G ⊃ G1 ⊃ G2 ⊃ . . . ⊃ Gn = I where I is an identity. Below we will
always assume G and Gi as has just been defined. A permutation group G
can be viewed as G0.
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Definition 2.3.1. Table T of size n× n is called a representation matrix if
the next conditions hold:
• rows are labelled 0, 1, . . . , n− 1 and columns 1, 2, . . . , n
• in a row i are coset representatives for Gi/Gi+1
• in a position (i, j) is a representative which fixes 1, . . . , i (except row
0 which does not fix anything) and moves i+ 1 to j
• on the main diagonal are identity permutations
• elsewhere are empty elements
For an easier orientation we will denote rows of the representation matrix
as ui.
Remark. From the definition of a representation matrix follows that a rep-
resentation matrix is empty bellow the main diagonal. Let us look at a coset
Gi/Gi+1. It moves i + 1 which is a reason why |Gi/Gi+1| ≤ n and conse-
quently the representation matrix has n columns.
Definition 2.3.2. A canonical representation of an element from a permu-
tation group is an expression g0g1g2 . . . gn−1 where gi is from ui in a corre-
sponding representation matrix.
Lemma 2.3.3. Let M be a set of all permutations expressible in canonical
representation. The set M creates a group if and only if for every pair of
permutations ϕ, ψ from the representation matrix of size n×n, their product
ϕψ can be expressed in canonical representation, i.e. their product is in the
set M .
Proof. At first we will show that M is a group. Suppose that ϕ, ψ are two
elements from M . We will show by induction that their product is also in
M .
1. If n = 1, there is only one permutation in representation matrix. This
permutation has to be an identity from the definition of a representa-
tion matrix and only identity permutation can be expressed in a canon-
ical representation. Thus M contains only identity permutations. The
product of identities is again the identity and lies in M .
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2. Now let us take a subsetM ′ of permutations fromM which fixes 1 and
let us transform the representation matrix by deleting row u0 and first
column to obtain a new matrix T ′. The subsetM ′ can be associated in
a similar way with T ′ as the setM was with the representation matrix.
Assume two permutations from T ′ and make their product. Since both
are also from the representation matrix, their product is in M . How-
ever both of them fix 1 and therefore also their product fixes 1. Conse-
quently the product of two permutations from T ′ is inM ′. By induction
hypothesis M ′ is a group.
We will show that M is product closed. Let us take two permutations
ϕ, pi from M . They can be written in canonical representation:
ϕpi = (a0a1 . . . an−1)(b0b1 . . . bn−1) = (a0 . . . an−2)(an−1b0)(b1 . . . bn−1).
Permutations an−1 and b0 are from the representation matrix and we
can write their product in canonical representation:
(a0 . . . an−2)(c0 . . . cn−1)(b1 . . . bn−1) =
(a0 . . . an−2)(c0 . . . cn−2)cn−1(b1 . . . bn−1).
Now we will use the induction hypothesis to get:
(d0 . . . dn−2)cn−1(b1 . . . bn−1).
We can proceed in a similiar way until we get
(y0 . . . yn−2)zn−1 = (y0y1 . . . yn−2zn−1)
which is in canonical representation and thus the product of two per-
mutations from M is in M .
The identity is in M and the same is with an inversion. Therefore M
creates a group.
For the second direction suppose that M creates a group and the per-
mutation ϕ is from the representation matrix. The permutation ϕ can be
expressed as ϕ = I ◦ I ◦ . . . ◦ϕ ◦ I ◦ . . . ◦ I which is canonical representation
and thus ϕ is in M . However M creates a group. Thus the product of two
representatives from the representation matrix lies in M .
We will now define an algorithmus Sift.
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Algorithm (Sift(x)). Input: permutation x
• i := 0
• while i 6= n− 1 and ∃y ∈ ui such that x(i+ 1) = y(i+ 1) do
1. i := i+ 1
2. x := y−1x
• if x /∈ ui insert x in ui such that definition of the representation matrix
us fullfilled.
This algorithm inserts at most one new representative to a representation
matrix. Note that x, y are permutations.
Lemma. All of the coset representatives are in the representation matrix.
Proof. Define a new matrix N which we obtain from the representation
matrix by changing every element above the diagonal in a row u0 to an
empty element. We will show that N defines the subgroup G1 which fixes 1.
Denote H as a set of all permutations which can be formed as in canonical
representation with matrix N . Our goal is to show that H is the same as
G1.
Let us take two representatives from N and make their product. Since
they are also contained in the representation matrix and G is a group thus
from the lemma 2.3.3 about group and representation matrix, their product
is in G. However the product also fixes 1 and thus its canonical represen-
tation will have the identitity permutation in the place of g0 which means
its canonical representation is with elements from N . Thus its product is in
H and H is a subgroup of G. We know that it fixes 1 thus it is in addition
a subgroup of G1.
Suppose we have a permutation ϕ ∈ G1 ⊆ G which can be expressed in
a canonical representation a0a1 . . . an−1. Since it fixes 1, a0 = id. Therefore
this canonical representation is obtained from elements of N which means
that ϕ is in H. Hence H = G1.
Suppose we have an element g fromG. Thus it can be written in canonical
representation a0a1 . . . an−1 where a1 . . . an−1 is a canonical representation of
some element h from G1. Thus g = a0h and we have all coset representatives.
Lemma. Let G be a permutation group generated by g1, g2, . . . , gk. Coset
representatives for Gi/Gi+1 can be found in polynomial time.
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Proof. A cornerstone of the proof is the Representatives algorithm.
Algorithm (Representatives).
1. Initialize representative matrix with identities on the main diagonal
and empty elsewhere.
2. Run Sift algorithm on every generator gi.
3. Run Sift algorithm on a product xy for every pair x, y from a represen-
tative matrix to close it in a way that xy can be written in a canonical
representation.
A combination of the above lemmas shows that the Representatives al-
gorithm finds all the coset representatives. Let us turn our attention to
complexity of the Representatives algorithm.
Number of coset representatives is at most n2 since the size of the rep-
resentation matrix is n2. To run Sift on a product of every pair we need at
most n2 · n2 calls of Sift. We have k generators so all together we have to
run Sift at most (n4 + k) times.
Each Sift takes roughly n2 since we can go through the whole matrix.
Thus it takes O(kn2 + n6) steps to find all the coset representatives which
is polynomial time.
Example. We will show how the Representative algorithm works. We will
assume a symetric group on {1, 2, 3, 4} as G = G0, i.e. group containing
{I, (12), (13), (14), (23), (24), (34), (12)(34), (13)(24), (14)(23), (123), (132),
(124), (142), (134), (143), (234), (243), (1234), (1243), (1324), (1342), (1423),
(1432)}. Then from the definition G1 = {I, (23), (24), (34), (234), (243)},
G2 = {I, (34)}, G3 = {I}, G4 = {I}.
At first we need generators of G to start the algorithm. For a symetric
group we can take as generators transposition (12) and a cyclic shift (1234).
We will not show it since it is long and not interesting for our example.
Now we can start. At first we initialize the representation matrix:
1 2 3 4
u0 id
u1 id
u2 id
u3 id
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We start with permutation (1234) and continue with the second generator
(12).
Sift((1234))):
i=0, the permutation (1234) moves i + 1 = 1 to 2. As in the row u0 is no
permutation which moves 1 to 2 we skip the whole while-cyclus and look at
if-condition. We insert the permutation to the representation matxic and get:
1 2 3 4
u0 id (1234)
u1 id
u2 id
u3 id
Sift((12)):
i=0, the permutation (12) moves 1 to 2. In the row uo there is permutation
(1234) which also moves 1 to 2 thus we have to run the while-cyclus.
i := 1, x := (1234)−1 ◦ (12) = (243). Permutation (243) moves 2 to 4 and
in the row u1 there is no permutation which moves 2 to 4 and thus we
skip off the while-cyclus. The if-condition tells us to insert (243) in the row
u1. We insert the permutation in column 4 to fullfill the definition of the
representation matrix. We get:
1 2 3 4
u0 id (1234)
u1 id (243)
u2 id
u3 id
Now we have to run shift on every pair in the representation matrix. We
will start with x = (243) ◦ (1234) = (14).
Sift((14))):
i = 0, the permutation (14) moves 1 to 4. As the condition for the while-
cyclus is not fullfilled we immediately skip to the if-condition and insert the
permutation into the representation matrix and get:
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1 2 3 4
u0 id (1234) (14)
u1 id (243)
u2 id
u3 id
As the next we take x = (1234) ◦ (14) = (234).
Sift((234)):
i = 0, the permutation (234) fixes 1. In the row u0 also the identity per-
mutation fixes 1 and thus we have to run the while-cyclus: i = 1, x =
id ◦ (234) = (234). In the row u1 is no permutation moving 2 to 3 as the
permutation (234) do. Thus we do not continue in while-cyclus and move to
the if-condition which tells us to modify the representation table:
1 2 3 4
u0 id (1234) (14)
u1 id (234) (243)
u2 id
u3 id
The next permutation is x = (14) ◦ (1234) = (123).
Sift((123)):
i = 0, (123) moves 1 to 2 as in the row u0 also the permutation (1234) does
and thus we have to run the while-cyclus: i = 1, x = (1234)−1 ◦(123) = (34).
Permutation (34) fixes 2 as in the row u1 the identity permutation does and
therefore we continue in while-cyclus: i = 2, x = id ◦ (34) = (34). Now we
skip off the cyclus and move to the if-condition and get:
1 2 3 4
u0 id (1234) (14)
u1 id (234) (243)
u2 id (34)
u3 id
Now we miss just one permutation moving 1 to 3. Such a permutation
we can get as x = (1234) ◦ (1234) = (13)(24).
Sift((13)(24)):
i = 0, we skip the while-cyclus and from the if-condition we get:
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1 2 3 4
u0 id (1234) (13)(24) (14)
u1 id (234) (243)
u2 id (34)
u3 id
The representation matrix is now finnished. We had not go through all
pairs as the Representative algorithm tells but the matrix is full and thus we
cannot put anything else into it and thus we do not have to run for the rest of
pairs. We will show that these permutations are really coset representatives.
We will start with the last line of the representation matrix and G3. The
representation matrix tells us that G3 = IG4 which is true since G4 = {I}.
The representation matrix tells G2 = IG3 ∪ (34)G3. We know that
G3 = {I} and thus we get G2 = {I} ∪ {(34)} = {I, (34)} which corresponds
to G2 from the beginning of the example.
The representation matrix also tells that G1 = IG2 ∪ (234)G2 ∪ (243)G2.
As G2 = {I, (34)} we get G1 = {I, (34)} ∪ {((234), (23)} ∪ {(243), (24)} =
{I, (34), (23), (24), (234), (243)} which corresponds to G1 from the beginning
of the example.
Finally we look at G = IG1 ∪ (1234)G1 ∪ (13)(24)G1 ∪ (14)G1. As
G1 = {I, (34), (23), (24), (234), (243)} we get:
G = {I, (34), (23), (24), (234), (243)} ∪ {(1234), (123), (124), (12)(34),
(1243), (12)} ∪ {(13)(24), (1324), (1342), (13), (132), (134)} ∪ {(14), (143),
(14)(23), (142), (1423), (1432)} which corresponds to S4 = G from the begin-
ning of the example.
We have found all the coset representatives and have showed how the
algorithm works.
Lemma 2.3.4. Let H be a structure whose relations are cosets of subgroups
of Hk. Then CSP (H) is polynomially solvable.
Proof. Assume a concrete problem P = (G,H) where relations in G are
defined on n elements. We are looking for a solution which will assign to an
element from G an element from H.
At first let us order elements in G. A solution will be an element of
H¯ = Hn. Relations form a coset aiJi for some subgroup Ji of H¯. Define
Hi := J1 ∩ J2 ∩ . . .∩ Ji for i ≤ s where s is an amount of relations. Then fix
components to 1 to obtain Hr = Hs+n = {1}.
Now we have a descending chain of groups and we can obtain coset rep-
resentatives in polynomial time with the above Representatives algorithm.
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A relation a1J1 is a coset of H¯/H1 = H¯/J1 whose representatives can be
found in row u0 in the representative matrix. We will denote it a. Suppose
we have a solution v ∈ H¯ where H¯ can be viewed as a disjoint union of
cosets aiHi. If our solution v is in aH1, it has to be in the form ax where
x is in H1.
Condition ajx ∈ aiJi is equivalent to x ∈ a
−1
j aiJi = alJi. A solution has
to hold for every relation.
Suppose our solution v is from a2J2. From the representation matrix we
know representatives for H1/H2. Every v ∈ H¯ can be expressed as abh where
a is a representative of H/H1, b of H1/H2 and h is from H2. Thus bh is in
a−1a2J2 which gives bh is in b
2J2. However h ∈ H2 ⊆ J2 and thus b is in
b2J2. If there is no represantive b such that b is from b2J2 there is no solution
for the problem.
Similar process can be taken for H3, H4, . . . , Hs. This algorithm is poly-
nomial since everything is polynomially bounded.
Theorem 2.3.5. An affine operation in Pol(H) is a sufficient condition for
tractability of CSP (H).
Proof. Suppose ϕ is an affine operation from Pol(H) and assume a relation
RH. Assume an abelian group with the following property : (a1 − a2 + a3)
in the relation RH for any a1, a2, a3 from R
H.
Define a set S := {a1−a2; a1, a2 ∈ R
H}. We will show that S is a subgroup
of the relation RH. Take two elements s1 = a1 − a2 and s2 = a
′
1 − a
′
2.
A difference s1 − s2 = a1 − a2 + a
′
2 − a
′
1 where a1 − a2 + a
′
2 is an element in
RH and thus also s1 − s2 is an element of S.
Now assume an element s from S and a tuple a3 from R
H. Then s+a3 =
(a1−a2)+a3 which is a condition of an affine operation and thus s+a3 ∈ R
H.
This is a reason why RH is a coset of the direct product of an abelian group
with an affine property.
We can now impose the lemma 2.3.4 about tractability for a structure
with cosets of subgroups as relations.
2.4 Idempotent binary operations
Another type of operations we investigate is a type of idempotent binary
operations. At first we show that in general an idempotent operation does not
ensure tractability. You can find it in [4] Jeavons, Cohen, Gyssens: Closure
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Properties of Constraints. Key idea is to find an example which we can
reduce in polynomial time to a well known NP-complete problem. We will
use NAESAT which we know is NP-complete.
The second part of this section is about a special case of idempotent
binary operations - semilattice operations. We will show that semilattice
operations are sufficient for tractability. For proof we will need the pairwise
consistency algorithm which works in polynomial time and does not change
the set of solutions. As the first step of the proof we will enforce pairwise con-
sistency then we will find all possible values for variables via projection and
with use of projections we will find a solution to a new pairwise consistent
problem and thus also to the given problem in polynomial time. Proof can
is in [4] Jeavons, Cohen, Gyssens:Closure Properties of Constraints and [13]
Jeavons, Cohen, Gyssens: A Unifying Framework for Tractable Constraints.
In the last part we will show that with an additional condition semillatice
operation ensuresP-completeness. In the proof we will define a new structure
and a corresponding problem which will match to HORN-SAT. With use of
Gallois connection and Lemma B about reduction we will reduce HORN-
SAT to the given problem. As HORN-SAT is known to be P-complete the
given problem will be also P-complete. You can find it in [3] Jeavons: On
the algebraic structure of combinatorial problems.
Now we remind what an idempotent binary operation is. A binary oper-
ation which applied on two same elements gives again this element is called
an idempotent binary operation if it is not a projection. We will later de-
fine a semilattice operation which is an asociative commutative idempotent
binary operation.
Theorem 2.4.1. An idempotent binary operation, different from a projec-
tion, in Pol(H) yields NP-completeness of CSP (H).
Proof. We need to find anNP-complete example. Assume a setH = {0, 1, 2, 3}
and an idempotent binary operation ϕ given by
ϕ 0 1 2 3
0 0 1 0 1
1 0 1 0 1
2 2 3 2 3
3 2 3 2 3
.
We can easily see that ϕ is not a projection because ϕ(2, 1) = 3. Now put our
stress on a function b1, respectively b2, which returns the first, respectively
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the second, bit in a binary expression of elements of a setH. Define a relation
R ⊆ H3 where exactly two elements in 3-tuple have the same first bit and
exactly two elements have the same second bit in its binary expression.
We will show that then ϕ is in Pol(H,R). Divide elements of the set
H into two groups along first bit in the binary expression. The operation
ϕ(ai, aj) returns an element from a group which contains ai. Denote this
group by Ai. Now put the operation on two 3-tuples ((a1, a2, a3), (b1, b2, b3)).
Applying the operation ϕ yields a tuple (A1, A2, A3). We know that exactly
two elements of the tuple (a1, a2, a3) are in the same group. Thus also exactly
two elements from (A1, A2, A3) are in the same group. For the second bit
enforce the same procedure.
We can reduce CSP (H) to the NOT-ALL-EQUAL SATISFIABILITY
problem, which is known to be NP-complete, in polynomial time.
Therefore we can see that in general an idempotent binary operation
is not enough for the tractability of the constraint satisfaction problem.
However there is a special type of idempotent binary operation which is
sufficient for tractability.
Definition 2.4.2. A binary operation ϕ on a setD is called an AC operation
if it is associative, i.e. ϕ(ϕ(a1, a2), a3) = ϕ(a1, ϕ(a2, a3))∀a1, a2, a3 ∈ D, and
commutative, i.e. ϕ(a1, a2) = ϕ(a2, a1)∀a1, a2 ∈ D. An operation is called
a semilattice if it is an AC operation and all together idempotent.
Remark. Every semilattice operation gives rive to a partiall ordering of
a set. Supose we have a semilattice operation ϕ of a setH. ThenH is ordered
by ≤ such that a ≤ b ⇔ ϕ(a, b) = b. It can be also viewed conversely, the
partial ordering can induce a semilattice.
We will in addition define another type of consistency called pairwise
consistency. Suppose we have a concrete problem P = (G,H).
In the next two definitions we assume an n-tuple a from a relation RGn
and a k-tuple b from a relation RGk . Suppose that a[i] = b[1], a[i + 1] =
b[2], . . . , a[n] = b[n−i+1] for some i ≤ n where a[i] means the ith coordinate
in a. We write t = (ϕ(a[1]), . . . , ϕ(a[i]), ϕ(b[2]), . . . , ϕ(b[k])) where ϕ is an
assignment which maps some variables from G to values in H.
Definition 2.4.3. Associated relations RHn , R
H
k are pairwise consistent if
assigning an element from RHn to any element from R
G
n can be extended to
a tuple t in a way that pii,i+1,...,i+k−1(t) is in R
H
k . Same thing has to hold for
an element from RGk .
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Definition 2.4.4. Join of two relations RHn ,R
H
k , denoted by R
H
n ⋊⋉ R
H
k , is
a set of tuples t satisfying that pi1,...,n(t) ∈ R
H
n and pii,...,i+k−1(t) ∈ R
H
k for
some i.
Now we can define an algorithm for establishing pairwise consistency.
Algorithm (Pairwise consistency algorithm).
• Make a join of any two corresponding relations.
• Make a projection of the join to the original tuples.
Repeat this procedure until there is no further change in relations.
Remark. A parwiese consistency algorithm works in polynomial time and
does not change a set of solutions.
Example. We will show an example to ilustrate how the pairwise consis-
tency algorithm works.
Assume relations
• RG1 = {(aba), (baa), (cda)},
• RG2 = {(abab), (babc), (cdab)},
• RH1 = {(123), (112), (231), (233)},
• RH2 = {(1212), (2131), (2223), (1221)}.
At first we will look at relations RG1 and R
G
2 and make their join. We will
get (abab), (ababab), (ababc), (baabab), (cdabab), (cdab) which projecting down
to the original scopes gives (aba), (baa), (cda) and (abab), (babc), (cdab) and
thus relations did not change.
Secondly we make a join of RH1 and R
H
2 . We get tuples: (11212), (112131),
(112223), (11221), (231212), (231221). If we project them down to the origi-
nal ones we get triples (112), (231) and 4-tuples (1212), (2131), (2223)(1221)
and as we can see we missed tuples (123), (233). The relation RH1 changed to
{(112), (231)}. Now we should again run the pairwise consistency algorithm.
We will again make a join of relations RH1 and R
H
2 . We get: (11212),
(112131), (112223), (11221), (231212), (231221) which projecting down to the
original ones give triples (112), (231) and 4-tuples (1212), (2131), (2223),
(1221) and thus the relations did not change anymore.
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Now we have to make a join of RH2 and R
H
1 . We get: (121231), (213112),
(22231), (122112) which projecting down to the original ones gives 4-tuples
(1212), (2131), (2223), (1221) and triples (231), (112) and thus the relations
have not changed anymore and they are pairwise consistent.
Theorem 2.4.5. A semilattice operation ϕ in Pol(H) is a sufficient condi-
tion for tractability of CSP (H).
Proof. Assume a concrete problem P = (G,H). Enforce a pairwise consis-
tency algorithm and obtain a new problem P ′ = (G′, H ′). From the pairwise
algorithm holds H ′ ⊆ (H⋆). We know that ϕ is in Pol(H⋆) and thus ϕ is in
Pol(H′).
Let us take a variable g from G and denote by D(g) all possible values
from H which does not violate relations in P ′. A simple method for finding
D(g) is a projection of possible tuples in relations. Since relations obtained
via projection are in H⋆, ϕ is in Pol(D(g)).
We have to distinguish between two situations:
1. If D(g) is empty for any g from G, the problem P ′ does not have any
solution.
2. Suppose that D(g) is non-empty for any variable g from G. Let us
take an n-tuple a from RG
′
and associated relation RH
′
. If we take any
n-tuple b from RH
′
, a projection pii(b) is in D(pii(a)). Since D(pii(a)) is
obtained via projection and ϕ(D(pii(a))) ⊆ D(pii(a)), there is a tuple
b in RH
′
such that pii(b) = ϕ(D(pii(a))). For an easier orientation we
will denote this tuple as bi.
Make a new tuple t = ϕ(b1, ϕ(b2, ϕ(b3, . . . , ϕ(bn−1, bn) . . .))). As ϕ is in
Pol(H′), also t is in RH
′
. Since ϕ(g1, g2) = g2, t[i] = ϕ(D(a[i])).
Thus we have found an assignment for a tuple a which was arbitrary
and therefore we have found a solution to the problem P ′ and also to
the problem P .
In the next propositon we will need the equality relation. The equality
relation E is a binary relation such that (a, b) ∈ E if a = b.
Proposition 2.4.6. Assume that ϕ from Pol(H) is a semilattice operation,
Pol(H) = Pol(Inv(ϕ)) and E ∈ H⋆. Then the problem CSP (H) is P-
complete.
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Proof. Assume that {0, 1} ⊆ H and ϕ(a1, a2) = a1 ∧ a2 for any a1, a2 ∈
{0, 1}. We can suppose that since ϕ is the only possible binary semilattice
operation on {0, 1}.
Define a structure R with relations R =
{
R
{0,1}
1 , . . . , R
{0,1}
9
}
where
R
{0,1}
1 = {(0)}
R
{0,1}
2 = {(1)}
R
{0,1}
3 = {(0, 0), (0, 1), (1, 1)}
R
{0,1}
4 = {(0, 0), (1, 0), (1, 1)}
R
{0,1}
5 = {(0, 0), (1, 0), (0, 1)}
R
{0,1}
6 = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1)}
R
{0,1}
7 = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 0), (0, 1, 1), (1, 1, 1)}
R
{0,1}
8 = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)}
R
{0,1}
9 = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 0, 1), (1, 1, 0), (0, 1, 1)}
Now we will show that ϕ is in Pol(R). At first, look at a ternary relation
and let us discuss whether we can obtain any tuple which is not in a relation.
We need to discuss only for a tuple of exactly one zero.
To obtain a tuple with exactly one zero we have to take this tuple and
a tuple (1, 1, 1) or the second possibility is to take twice this tuple. So in
both cases we need to apply the operation ϕ on a tuple which is not in the
relation. Similar discussion can be enforced on binary and unary relations.
Galois connections give Pol(Inv(ϕ)) ⊆ Pol(Inv(Pol(R))) = Pol(R).
Together with Pol(H) = Pol(Inv(ϕ)) gives Pol(H) ⊆ Pol(R). Provided
that E is in H⋆, we can reduce CSP (R) , due to lemma B, to CSP (H) in
logarithmic-space.
The second part of the proof is based on expressing relations in the
Boolean logic:
R
{0,1}
1 can be expressed as ¬x
R
{0,1}
2 can be expressed as x
R
{0,1}
3 can be expressed as ¬x1 ∨ x2
R
{0,1}
4 can be expressed as x1 ∨ ¬x2
R
{0,1}
5 can be expressed as ¬x1 ∨ ¬x2
R
{0,1}
6 can be expressed as ¬x1 ∨ ¬x2 ∨ x3
R
{0,1}
7 can be expressed as ¬x1 ∨ x2 ∨ ¬x3
R
{0,1}
8 can be expressed as x1 ∨ ¬x2 ∨ ¬x3
R
{0,1}
9 can be expressed as ¬x1 ∨ ¬x2 ∨ ¬x3
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Now we can see that they are expressed as a disjunctive Horn clause
with at most 3 variables per clause. Therefore CSP (R) corresponds to the
HORN-CLAUSE-SATISFIABILTY with at the most 3 variables per clause,
which is known to be P-complete.
2.5 Semiprojections
This section is about semiprojections which ensure NP-completeness. We
will show a stronger result. If all semiprojections are contained in the set of
all polymorphisms it also do not ensure tractability. At first we discuss when
there can be semiprojections in the set of all polymorphisms. Then we take
a relation for which all semiprojections are polymorphisms and we show the
isomorphism with NAESAT which is known to beNP-complete. Results can
be find in [3]Jeavons: On the algebraic structure of combinatorial problems
and [4] Jeavons, Cohen, Gyssens: Closure Properties of Constraints.
Now we remind what semiprojections are. A k-ary operation (at least
ternary) which maps every k-tuple consisting of at least two same elements
to the ith element is called a semiprojection if it is not a projection.
Theorem 2.5.1. A semiprojection in Pol(H) yields NP-completeness of
CSP (H).
Proof. We will show that even if Pol(H) contains all semiprojections, it is
not enough to ensure tractability. Assume two situations depending on the
size of the set H.
• If |H| = 2, there is no semiprojection on H.
• Suppose |H| > 2. Take a relation RH defined as follows:
{(a1, a1, a2), (a1, a2, a1), (a2, a1, a1), (a1, a2, a2), (a2, a1, a2), (a2, a2, a1)} .
Apply a semiprojection ϕ on elements from RH. The result will be an
element from RH and thus any semiprojection is in Pol(H), where H
contains the relation RH. Assigning values 0, 1 to variables a1, a2 makes
CSP (H) isomorphic to the NOT-ALL-EQUAL SATISFIABILTY prob-
lem which is known to be NP-complete.
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2.6 Essentially unary operations and the nec-
essary condition of tractability
At last we look at essentially unary operations. We will show that these
operations only gives NP-completeness. As the first step we will make an
image of the universe of the structure under the essentially unary operation.
Then we will distinguish two cases according to the size of the image. If
the size of the image will be two we will define a new relation which will
correspond to NAESAT and show that conditions of lemma B are fullfilled.
Thus we will reduce an NP-complete problem to the required CSP of the
image of the structure.
If the image of the universe will be more than two we will use the dise-
quality relation and we will reduce GRAPH COLORABILITY problem via
lemma B to the CSP of the image of the structure. The last part will be
to find a reduction from the CSP of the image of the structure back to the
CSP of the structure.
The last part of this section and also of the chapter shows what kind of
operations can be in the set of all polymorphisms if CSP is tractable. Results
of this section are in [3] Jeavons: On the algebraic structure of combinatorial
problems and in [4] Jeavons, Cohen, Gyssens: Closure Properties of the
Constraints.
Theorem 2.6.1. Only essentially unary operation in Pol(H) yields NP-
completeness of CSP (H).
Proof. In the proof we will apply reductions from NP-complete problems to
CSP (H).
At first let us identify a non-constant function f with an essentially unary
operation from Pol(H). We will denote by f(H) = {f(h);h ∈ H} a set of
all possible images of the set H under the operation f . We do not impose
any restriction on injectivity of the operation f and therefore, if f is not
injective, |f(H)| < |H|. Among all unary operations f from Pol(H) we will
take one with the minimal size of f(H) and denote f(H) = {f(RH)}.
As an interphase we will show reduction to CSP (f(H)). We will make
use of knowledge that Pol(f(H)) contains only permutations. As g is in
Pol(f(H)) and f is in Pol(H),gf is in Pol(H). Thus g is a unary operation
and since f(H) is of minimal size, g is an injective operation.
Now we will distinguish two cases. Function f is not constant and thus
|f(H)| > 1.
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1. If |f(H)| = 2 let us suppose, without loss of generality, f(H) = {0, 1}.
Assume a relation
N = {(1, 1, 0), (1, 0, 1), (0, 1, 1), (0, 0, 1), (0, 1, 0), (1, 0, 0)}
and a permutation p over three elements.
An element (a1, a2, a3) is inN if and only if (a1 6= a2∨a2 6= a3∨a3 6= a1)
which is same as (p(a1) 6= p(a2) ∨ p(a2) 6= p(a3) ∨ p(a3) 6= p(a1)) as
p is the permutation. Thus (a1, a2, a3) ∈ N ⇔ p(a1, a2, a3) ∈ N and
Pol(f(H)) ⊆ Pol(({0, 1}, N)).
However ({0,1},N) constitutes a NOT-ALL-EQUAL SATISFIABIL-
ITY problem which isNP- complete. By lemma B about reduction we
can reduce NOT-ALL-EQUAL problem to CSP (f(H)) in polynomial-
time and thus it is NP-complete.
2. If |f(H)| > 2 we will take a disequality relation dis = {(a, b) ∈
H2 : a 6= b} and a permutation p from Pol(f(H)). Elements a and
b are distinct if and only if elements p(a) and p(b) are distinct since
p is the injective permutation. Thus Pol(f(H)) ⊆ Pol((f(H), dis))
where (f(H), dis) constitute a GRAPH |f(H)|-COLOLABITY prob-
lem which is NP-complete when |f(H)| > 2. Using the same lemma
B about reduction gives a polynomial-time reduction to CSP (f(H)).
The final step is a reduction from CSP (f(H)) to CSP (H).
Every relation in f(H) will be replaced by a corresponding relation in
H. This replacing needs logarithmic-space. It is a reduction since R(f(H)) =
f(RH) ⊆ RH. A solution to CSP (f(H)) is also a solution to CSP (H). If
a homomorphism h is a solution to CSP (H), a composition fh is a solution
to CSP (f(H)).
We have established a reduction from anNP-comlete problem to CSP (H)
in polynomial time and thus CSP (H) is NP-complete.
Proposition 2.6.2. If CSP (H) is tractable, Pol(H) must contain at least
one from the following operations: a constant operation, a majority oper-
ation, an idempotent binary operation which is not a projection, an affine
operation or a semiprojection.
Proof. If Pol(H) contains essentially unary operations only, CSP (H) isNP-
complete. A set of all polymorphisms, Pol(H), can contain only a limited
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number of types of operations, exactly essentially unary operations or op-
erations mentioned in the proposition which gives a necessary condition for
tractability.
Now we have established the necessary condition for the tractability of
CSP (H).
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Chapter 3
Algebras and CSPs
This chapter connects algebras and constraint satisfactions problems. First
of all we state the (l, k)-algorithm to be able to define bounded width. If
CSP has bounded width it is also tractable.
In the next section we introduce algebras and variaties. In lemmas and
theorems we will often need to know what term operations are. With use of
CSPs we define bounded width algebras and tractable algebras. We will look
at subalgebras, homomorphic images and direct powers to extend tractabil-
ity and bounded width to varieties generated by algebras.
Later we will turn the attention to special types of algebras, i.e. to surjec-
tive, term induced algebras and full idempotent reducts of algebras. We will
show that an algebra and its term induced algebra has the same complexity
which is powerfull in a way that we do not have to examine an algebra but
it is sufficient to examine only its term induced algebra.
More deeply we will look at surjective algebras and we will show that
surjective algebras and its full idempotent reducts have also the same com-
plexity.
3.1 Algebras
The first section is about algebras, definitions of bounded width CSPs by
the (l, k)-algorithm. The (l, k)-algorithm is a polynomial algorithm which
is based on intersections of specific k-substructures and on decresing the
number of solutions to the subproblems. As an output we receive solutions
for k-substructures.
Finally we will turn our attention to algebras. We will briefly remind
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what algebra is and what term operations are. We will also define varieties
and especially for the next sections varieties generated by algebras. With
use of CSPs we define complexity of an algebra and of a bounded width
algebra.
Key texts for this section are [2] Larose, Zadori: Bounded width prob-
lems and algebras, [6] Bulatov, Valeriote: Recent results on the algebraic
approach to the CSP.
Suppose we have a concrete problem P = (G,H). For a subset K of the
set G, a problem P|K = (G
′,H′) is a subproblem of P restricted to the set
K as in the section 2.2 about consistency. This restriction can be done by
projection: go through every tuple from every relation RG from structure
G and project this tuple to a new tuple containing only elements from the
set K. By the same projection project every tuple from the corresponding
relation RH from structure H to obtain a new corresponding relation.
As a k-subset we take any subset of size at the most k where k is a positive
integer. In a similar way a k-substructure is a substructure with the size of
its universe at the most k. Relations are the restricted ones.
We denote ρK the set of all solutions to the problem P|K . When we
connect it with notion of consistency from section 2.2, ρK is the set of all
locally consistent assignments for set K. As we know set ρK can be bigger
than the set of all solutions to the whole problem P .
Now we will state an algorithm which we will use in the definition of
bounded width algebras.
Algorithm ((l,k)-algorithm). Assume a problem P = (G,H) and 1 ≤ l < k.
1. Take two k-substructures I,J of G with properties:
• |I ∩ J | ≤ l
• There is a homomorphism ϕ from ρI such that for any homomor-
phism ψ from ρJ , ϕ|I∩J 6= ψ|I∩J .
2. If there is such ϕ put it away from ρI .
The algorithm ends if there are no such substructures. As an output of the
(l, k)-algorithm we take sets of all solutions for k-substructures of G, i.e.
a set of all homomorphisms from any k-substructure of G to the structure
H.
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Remark. Every structure has only a polynomial amount of k-substructures
since the amount of k-substructures is
(
|G|
k
)
which is less than |G|k. A set
ρI is finite and during the algorithm its size is decreasing. Thus the (l, k)-
algorithm is polynomial in the size of G. If we run two different version of
the (l, k)-algorithm we will receive the same output. Proof of this state is in
[2] Larose, Zadori: Bounded width problems and algebras.
Definition 3.1.1. We say that CSP (H) has width (l,k) if the non-emty
output of the (l, k)-algorithm on any structure G and on the structure H
yields a homomorphism from G to H.
Definition 3.1.2. We say that CSP (H) has width l if it has width (l, k) for
some k and we say that it has bounded width if it has width (l, k) for some
l and k.
Proposition 3.1.3. If CSP (H) has bounded width, it is tractable.
Proof. The result follows from the definition of the bounded width and from
the run of the polynomial (l, k)-algorithm which is known to be polynomial.
Example. Let us assume problem P = (G,H) where G = {a, b, c}, H =
{1, 2}. Relations are RG = {(abac), (bcaa), (aabb)}, RH = {(1111), (1121),
(1122), (1212), (2112), (2211), (2212)}. We will ilustrate the run of the (1, 2)-
algorithm.
We need all 2-substructures and its sets ρ. At first we will look at a sub-
structure with universe {a}. We will find a restriction P|{a}.
If we project the tuple (abac) we get a new tuple (aa). Projecting the rela-
tion RH gives tuples: (11), (12), (12), (11), (21), (21), (21). Thus the first rela-
tions are RG1 = {(aa)},R
H
1 = {(11), (12), (21)}. If we project the second tuple
(bcaa) and by the same projection also relation RH we get: (aa),(11), (21),
(22), (12), (12), (11), (12) and thus the second relations are RG2 = {(aa)},
RH2 = {(11), (12), (21), (22)}. Finally we will look at tuple (aabb) and its pro-
jection. We get (aa), (11), (11), (11), (12), (21), (22), (22) and thus the third
relations are RG3 = {(aa)}, R
H
3 = {(11), (12), (21), (22)}. This new problem
has the only one solution a = 1.
We will not show here the same method for other subsets but we make
a table of results.
• ρ|{a} = {a = 1}
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• ρ|{b} = {b = 1, b = 2}
• ρ|{c} = {c = 1, c = 2}
• ρ|{ab} = {ab = 12}
• ρ|{ac} = {ac = 11, ac = 12}
• ρ|{bc} = {bc = 11, bc = 12, bc = 21, bc = 22}
Now we can start the (1, 2)-algortihm.
At first we take sets {a} and {ab}. In ρ|{a} there is the only one ρ. In
ρ|{ab} there is also the only one ψ. Restrictions to a gives a = 1 in both ρ, ψ
and thus we cannot go to step 2.
The same result is if we take sets in the inverse order. For sets {a}, {ac}
if a = 1 there is ac = 11 and thus we cannot go to step 2 with ρ|{a}. Con-
versely if we assume ac = 11 there is a = 1 in ρ|{a} and thus we again cannot
go to step 2. Similarly for ac = 12.
If we take sets {b}, {ab} for b = 1 there is only ab = 12 in ρ|{ab} and thus
restriction to b is b = 2 which is different from b = 1 in ρ|{b}. Therefore we
continue to step 2 and throw b = 1 from ρ|{b}. If we continue with b = 2 we
can take ab = 12 where values are b = 2 in both and thus we do not continue
with step 2. Conversely for ab = 12 there is b = 2 and we do not continue
with step 2 as well.
Now we will take sets {b}, {bc}. The only possibility for b is b = 2. We
can take from ρ|{bc} for example bc = 21 and thus we cannot go to step 2.
For the second direction we will start with bc = 11. In this case the value
is b = 1 which is different from the only one possible value b = 2 in ρ|{b}
and thus we go to step 2 and throw away bc = 11 from ρ|{bc}. Similarly with
bc = 12. Other assignments bc = 21, 22 stay in ρ|{bc}.
If we take sets {c}, {ac} we cannot go to step 2. For sets {c}, {bc} is
situation the same. If we continue with sets {ab}, {ac} and {ab}, {bc} and
{ac}, {bc} we will discover that we never move to step 2 and thus the algo-
rithm ends as we have gone through all 2-substructures
If the intersection of two substructures is empty we always get equality
of assignments restricted to this intersection and thus we do not have to run
the algorithm for them. The output of the algorithm is:
• ρ|{a} = {a = 1}
• ρ|{b} = {b = 2}
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• ρ|{c} = {c = 1, c = 2}
• ρ|{ab} = {ab = 12}
• ρ|{ac} = {ac = 11, ac = 12}
• ρ|{bc} = {bc = 21, bc = 22}
Now we will try to connect algebras and constraint satisfaction problems.
Suppose an algebra A with the universe A and with a set of basic opera-
tions F . In the whole text suppose that the universe of an algebra is always
denoted by the same letter in an italic font as the whole algebra.
Definition 3.1.4. A set of all term operations, compositions of basic opera-
tions and projections, of the algebra A is denoted Term(A). Any operation ϕ
is a term operation if and only if ϕ ∈ Pol(Inv(F )). For easier manipulation
we will write Inv(A) instead of Inv(F ).
Every CSP (H) can be associated with an algebraAlg(H) = (H,Pol(H)).
For the other direction we will need another class of structures.
Definition 3.1.5. Denote Str(A) as a class of finite structures A with
property Term(A) ⊆ Pol(A). This property can be said as RA ∈ Inv(A)
for every relation RA.
Remark. We will write A ⊆ Inv(A) to say that for every relation RA from
structure A holds RA ∈ Inv(A). We will use this marking for the above
definition.
Now we can define a uniform constraint satisfaction problem.
Definition 3.1.6. A uniform constraint satisfaction problem, CSP (H),where
H is a class of relational structures, is a problem of deciding whether there
exists a homomorphism from a given structure G to every structure H from
H.
Every algebra A can be associated in a natural way with a uniform
constraint satisfaction problem CSP (Str(A)).
Definition 3.1.7. An algebra A has bounded width if CSP (A) has bounded
width for every structure A from Str(A).
An algebra is locally tractable if for every structureA from Str(A), a non-
uniform problem CSP (A) is tractable and is globally tractable if also union
of CSP (A) is tractable. If any structure from Str(A) is NP-complete, the
algebra A is also NP-complete.
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Now we will define a subalgebra, a homomorphic image of an algebra
and a direct product of an algebra. We will have enough material for telling
what a variety is. In next two sections we will take a look at tractability and
bounded width of a variety
Definition 3.1.8. An algebra B = (B,G) is a subalgebra of A = (A,F )
if B is a subset of A and basic operations from G are restrictions of basic
operations from F to the set B.
It holds that f(b1, . . . , bn) is in B for any basic operation f from F and
any tuple of elements from B.
Definition 3.1.9. Let A = (A,F ),B = (B,G) be two algebras and suppose
that F,G contains the same amount of operations of the same arity. A
homomorphism from A to B is a mapping f such that f(ϕ(a1, a2, . . . , an)) =
ψ(f(a1), f(a2), . . . , f(an)) for any operation ϕ from F and any operation ψ
from G. In this case the algebra B is a homomorphic image of the algebra
A.
Definition 3.1.10. The n-th direct power of an algebra A = (A,F ) is an
algebra An = (An, F n) where operations are taken component-wise as in the
definition of k-ary operations.
Definition 3.1.11. The direct product of algebras is an algebra where op-
erations are taken component-wise.
Definition 3.1.12. A variety Var is a class of algebras which satisfies the
following three conditions:
1. A subalgebra of an algebra from the class Var is also in the class.
2. A homomorphic image of an algebra from the class Var is also in the
class.
3. A direct product of algebras from the class Var is also in the class.
A variety generated by an algebra A, var(A), is the smallest variety which
contains the algebra A. It is known that var(A) is the class consisting of
homomorphic images of subalgebras of direct powers of the algebra A.
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3.2 Tractability
We will show that subalgebras, homomorphic images and direct products of
tractable algebras are also tractable. When we want to show that an algebra
B is tractable we need to show that CSP (B) is tractable for any finite
structure B from Inv(B) that is equivalent to condition Term(B) ⊆ Pol(B).
Finally we get the main theorem of this section that a variety generated
by a tractable algebra is also tractable which we will get as a combination of
former lemmas about subslgebras, homomorphic images and direct products.
You can find it in [7] Bulatov, Jeavons, Krohkin: Classifying the complexity
of constraints, [15] Krohkin:Universal Algebra and CSP: The Basics.
Proof of tractability of a subalgebra is based on inclusion of set of invari-
ants of the subalgebra and set of invariants of the algebra and closeness of
algebras. The proof about homomorphic images is based on inverse relations
and showing that it is an invariant to the algebra. Then we just need to find
any reduction between CSPs. Proof of lemma about direct power is based
on introducing a new longer mn-ary relation made from an m-ary relation if
we have an nth power of the algebra. Then we just need to find a reduction.
Lemma. A subalgebra of a tractable algebra is also tractable.
Proof. Let us take a tractable algebra A, its subalgebra B and a finite struc-
ture B such that B ⊆ Inv(B).We will show that Inv(B) ⊆ Inv(A).
It must be true because B has relations on B and B is operation closed.
Thus B ⊆ Inv(A) and CSP (B) is tractable from tractability of the algebra
A.
Lemma. If any subalgebra isNP-complete, the algebra is alsoNP-complete.
Proof. Let us take an algebra A, its NP-complete subalgebra B and a finite
structure B from Str(B) such that CSP (B) isNP-complete. From the above
proof we know that B is in Str(A) and thus A is NP-complete from the
definition.
Lemma. A homomorphic image of a tractable algebra is also tractable.
Proof. Let us take a tractable algebra A, a homomorphism ϕ and an associ-
ated homomorphic image B. Suppose that a structure B is from Inv(B) and
let us take an n-ary relation from RB. We will show that its inverse relation
is an invariant of the algebra A.
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We can see that ϕ−1(RB) = {(a1, . . . , an);ϕ(a1, . . . , an) ∈ R
B} is also
an n-ary relation and since the homomorphism ϕ maps from A to B it is
a relation on A. From inclusion and equalities
f(ϕ−1(RB)) = ϕ−1(ϕf(ϕ−1(RB))) = ϕ−1(g(ϕϕ−1(RB))) ⊆ ϕ−1(RB),
ϕ−1(RB) is an invariant where f is a basic operation from the algebra A and
g is a basic operation from the algebra B. We have used the definition of
a homomorphic image and knowledge that B is an invariant.
Now we will reduce CSP (B) to CSP (A) where the structure A has rela-
tions ϕ−1(B). Let us take a concrete problem P from CSP (B) and a problem
P ′ with the same instance as P from CSP (A) . If ψ is a solution to P ′ then
ϕψ is a solution to P . Conversely if ξ is a solution to P then any ψ such
that ϕψ(b) = ξ(b) is a solution to P ′.
Lemma. If any homomorphic image of an algebra is NP-complete, the al-
gebra is also NP-complete.
Proof. The proof follows from the definition of an NP-complete algebra and
from the above lemma.
Remark 3.2.1. Let us take an n-ary relation R from Inv(A) and assume
a basic k-ary operation f from basic operations of the algebra A. Imposing the
operation f on k tuples from the relation R yields an n-tuple from the relation
since the relation is invariant under the operation. From the definition of
a relation, the relation R is a subset of An and thus from the definition of
a subalgebra, the relation R rises a subalgebra of the algebra An.
Lemma 3.2.2. A direct power of a tractable algebra is also tractable.
Proof. Let us take a tractable algebra A, its direct power B = An and a finite
structure B from Inv(B). Now we will try to make from an m-ary relation
an mn-ary relation.
For this matter let us take an m-tuple (b1, b2, . . . , bm) from an m-ary
relation RB. Since the universe B has as elements n-tuples from A, any
element bi is an n-tuple from A and thus we can define mn-tuples and also
an mn-ary relation RA in a following way:
((b11, b12, . . . , b1n), . . . , (bm1, bm2, . . . , bmn)) ∈ R
B
⇓
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(b11, b12, . . . , b1n, . . . , bm1, bm2, . . . , bmn) ∈ R
A.
Since B ⊆ Inv(B), follows from the definition that A = (A,RA) ⊆ Inv(A).
Next step of the proof is to find of a reduction from CSP (B) to CSP (A).
Suppose an m-tuple (a1, a2, . . . , am) in an instance of CSP (B). We will in-
troduce a newmn-tuple (a11, a
2
1, . . . , a
n
1 , a
1
2, . . . , a
n
2 , . . . , a
1
m, . . . , a
n
m) which will
be in an instance of CSP (A). In this manner we can transform problem in
CSP (B) to problem in CSP (A). This procedure can be made in polynomial
time. A homomorphism is a solution to CSP (B) if and only if it is a solution
to CSP (A).
We have found a reduction to a tractable problem and thus B is also
tractable.
Lemma. If any direct power of an algebra is NP-complete, the algebra is
also NP-complete.
Proof. The proof follows from the definition of an NP-complete algebra and
from the definition of a direct power.
Theorem 3.2.3. A variety generated by a tractable algebra is also tractable.
Proof. The proof follows from the above lemmas.
Theorem 3.2.4. If there is an NP-complete algebra in a variety, the variety
is also NP-complete.
Proof. The proof follows from the above lemmas.
3.3 Bounded width
In this section we take a look at algebras of bounded width and we prove
that a subalgebra, a homomorphic image and a direct power of a bounded
width algebra has also bounded width. We can divide a procedure of showing
that an algebra B has bounded width into three steps:
1. We take a structure B from Str(B), in other words B such that B is
from Inv(B).
2. We take a structure I similiar to B for which the (l,k)-algorithm on
(I,B) yields a non-emtpy output.
3. We find a homomorphism from I to B.
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In the case of an subalgebra we define a new structure for the algebra
and show that it satisfies the first point of the procedure. Then we take
a similar structure and with a similar structure for the subalgebra we show
that the (l, k)-algorithms give the same output. As the algebra has bounded
width we can find a homomorphism. If the new structure is well defined the
homomorphism will also be a homomorphism to the substructure.
For the algebra A we define structureA such that its homomorphic image
is structure B which satisfies two first conditions for the homomorphic image
B. A structure similar to B is also similar to A. By means of composition of
homomorphisms we will show that the (l, k)-algorithm for A gives also non-
empty solutions. Homomorphism for the structure B will be a composition
with the homomorphism for the structureA which we get from the properties
of bounded width algebra A.
Finally we take a look at a direct power. We define new structure A for
the algebra A from the structure B of the direct power B. We take a similar
structure and with use of making copies and decomposing we show that the
(l, k)-algorithm gives also an non-empty output for A. The last step is to
take a homomorphism and convert it to the homomorphism for the structure
B.
A key text for this section is [2] Larose, Zadori: Bounded width problems
and algebras.
Lemma. A subalgebra of a bounded width algebra has also bounded width.
Proof. Let us take a bounded width algebra A, its subalgebra B and a struc-
ture B = (B,RB) from Inv(B). Without loss of generality we can assume
that the algebra A has width (l, k) where l = k − 1 as from the definition
of width holds that if an algebra has width (l, k) it also has width (l′, k)
where l′ > l. Now we will take a structure I similar to B for which the
(l, k)-algorithm on (I,B) yields a non-empty output. Our task is to find
a homomorphism from I to the structure B.
For this purpose we will define a structure A = (A,RB∪B) and a similar
structure J = (I, RI ∪ I) where B and I are taken as unary relations. We
will show that A ⊆ Inv(A) and that the (l, k)-algorithm on (J ,A) yields
a non-empty output.
Since B is a subalgebra of A and B from Inv(B), from the definition of
A follows that A is from Inv(A).
We will show that an (l, k)-algorithm on (I,B) has the same output as on
(J ,A). Assume a k-substructure K of the structure I and a k-substructure
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L of the structure J with the same universe as K. Any homomorphism from
L to A is also a homomorphism from K to B from the definition of relations
J ,A.
For a homomorphism from K to B we have to show that it maps tuples
from the unary relation K to tuples from the unary relation B. This is true
as it is a homomorphism from K to B. Thus a set of all homomorphisms
from L to A is same as a set of all homomorphisms from K to B.
Since the (l, k)-algorithm on (I,B) gives a non-empty output, the (l, k)-
algorithm on (J ,A) gives also a non-empty output. As the algebra A has
bounded width there is a homomorphism from J to A and from the defi-
nition of structures it is also a homomorphism from I to B and thus B has
bounded width.
Lemma. A homomorphic image of a bounded width algebra has also bounded
width.
Proof. Let us take a bounded width algebra A, a homomorphism ϕ and
a homomorphic image B = ϕ(A). Suppose a structure B = (B,RB) from
Str(B). We will define a structure A = (A,RA) where ϕ(A) = B.
From the definition of a homomorphic image and invariant property, the
structure A is also an invariant to A. Now we will take a structure I similar
to the structure B for which an (l,k)-algorithm on (I,B) yields non-empty
output. However the structure I is also similar to the structure A and thus
we can impose the same (l, k)-algorithm on (I,A).
We will show that the (l, k)-algorithm gives a non-empty output for
(I,A). We can take a homomorphism ψ from a k-substructure of I to the
structure B because we know that such a homomorphism exists. A compo-
sition ϕ−1ψ is a homomorphism from the same k-substructure but at this
time to the structure A.
Since the algebra A has bounded width, there is a homomorphism from I
to A. Composing with ϕ yields a homomorphism from I to B and therefore
B has also bounded width.
Lemma. A direct power of a bounded width algebra has also bounded width.
Proof. Let us take a bounded width algebra A, its direct power B = An and
a structure B from Inv(B). The beginning of the proof will be the same as
in the proof of the lemma 3.2.2 of tractability of a direct power.
We will define in the same way anmn-ary relation from anm-ary relation
and a structure A from the structure B.
((b11, b12, . . . , b1n), . . . , (bm1, bm2, . . . , bmn)) ∈ R
B
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⇓(b11, b12, . . . , b1n, . . . , bm1, bm2, . . . , bmn) ∈ R
A.
Since B ⊆ Inv(B), follows from the definition that A = (A,RA) ⊆ Inv(A).
As a next step we will take a structure I similar to the structure B for
which an (l, k)-algorithm on (I,B) gives non-empty output. We will define
a structure J similar to the structure A and we will show that the same
(l, k)-algorithm on (J ,A) gives non-empty output. For this purpose we will
make n copies of the structure I.
If we have an element bj from the ith copy of an m-tuple (b1, b2, . . . , bm)
from RI , we will write bji instead of bj to emphasize from which copy it is
taken. Now we are ready to define the structure J where J =
⋃n
i=1 I and
for relations hold :
(b1, b2, . . . , bm) ∈ R
I
⇓
(b11, b12, . . . , b1n, . . . , bm1, . . . , bmn) ∈ R
J .
We will look at the output of the (l, k)-algorithm on (J ,A). Let us take a k-
substructure K of the structure J and decompose it into n substructures
Di according to the copies of the structure I in the structure J . We can
find a k-substructure H from I such that its copies have all the elements in
K. Suppose that t is in an output of the (l, k)-algorithm on (I,B) for the
k-substructure H. We will make a tuple r such that for every d ∈ Di holds
r(d) = t(h) where d is an i-th copy of h ∈ H in J . Thus r is an output of
the (l, k) algorithm on (J ,A).
As the (l, k)-algorithm on (I,B) gives non-empty output also the (l, k)-
algorithm on (J ,A) gives non-empty output. As the algebra A has bounded
width we can take a homomorphism from J to the structureA. Let us denote
it by ϕ and define a map g : I → B such that x 7→ (ϕ(x1), ϕ(x2), . . . , ϕ(xn))
where xi is the i-th copy of x from the structure I in the structure J .
Therefore the algebra B has bounded width.
Theorem 3.3.1. A variety generated by a bounded width algebra has also
bounded width.
Proof. The proof follows immediately from above lemmas and the definition
of a variety generated by an algebra.
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Theorem 3.3.2. If a variety generated by an algebra contains an algebra
which does not have bounded width, the variety also does not have bounded
width.
Proof. Follows from the above lemmas.
3.4 Types of algebras
This section is about special types of algebras, especially about surjec-
tive and idempotent ones and also about full idempotent reducts of alge-
bras. We will remind that complexity of CSP (H) is same as complexity of
CSP (f(H)) if f is a unary surjective operation. We will also remind that
unary surjective operations form group. We will proof that the complexity
of an algebra is same as the complexity of a term induced algebra.
For this section you can use [6] Bulatov, Valeriote: Recent Result on the
Algebraic Approach to the CSP or [7] Bulatov, Jeavons, Krohkin: Classifying
the Complexity of Constraints Using Finite Algebras.
Definition 3.4.1. An algebra is surjective if every unary term operation of
the algebra is surjective. An algebra is idempotent if every term operation
of the algebra is idempotent.
Definition 3.4.2. A full idempotent reduct of an algebra A is an algebra
whose basic operations are idempotent term operations of the algebra A. We
will denote the full idempotent reduct of an algebra A as Id(A).
Remark 3.4.3. From the proof of the theorem 2.6.1 about tractability and
essentially unary operations it follows that unary surjective operations form
a group as a unary operation is surjective if and only if it is injective. We
have also showed that we can reduce CSP (f(H)) to CSP (H) in logarith-
mic space. In the same manner we can prove a reduction from CSP (H) to
CSP (f(H)) in logarithmic space. Thus both problems are log-space equiv-
alent for an unary surjective operation f . As a consequence CSP (H) is
tractable, respectively NP-complete, if and only if CSP (f(H)) is tractable,
respectively NP-complete.
We will turn our attention to surjective algebras where we will use the
above remark in proofs. At first we will try to make from an algebra a sur-
jective one.
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Definition 3.4.4. Let us assume an algebra A. We will need a unary term
operation g with the minimal |g(A)|. We define an algebra g(A) as an algebra
with universe g(A). Basic operations will be compositions of the operation
g and any term operation of the algebra A restricted to the set g(A). We
call a new algebra g(A) a term induced algebra.
Remark. The term induced algebra from the above definition is surjective
since g(A) was of minimal size.
Proposition 3.4.5. An algebra is tractable, respectively NP-complete, if
and only if its term induced algebra is tractable, respectively NP-complete.
Proof. The proof follows from the definition of a term induced algebra and
the above remark 3.4.3 about equivalence between problems.
The last lemma gives us a powerful tool as we do not have to test algebras
but it is sufficient to look at the term induced algebras since the complexity
of both is the same.
3.5 Surjective algebras
We will show that a surjective algebra is tractable if and only if its full
idempotent reduct is tractable. For this purpose we have to characterize
idempotent operations and define a special relation. For characterisation of
idempotent operations we will need unary relations which contain exactly
one tuple. As a new relation we will define relation derived from a permuta-
tion group. We will connect them with idempotent operations and invariants.
Main theorem of this section is about the complexity of a finite surjective
algebra and its full idempotent reduct. In the proof we will use a lemma
about equivalence. Proof of tractability is based on chains of reductions.
Key text for this section is [7] Bulatov, Jeavons, Krohkin: Classifying the
Complexity of Constraints Using Finite Algebras. The last part of remark
3.5.3 can be found in [10] Szendrei: Clones in Universal Algebra.
We remind the definition of a surjective algebra and of a full idempotent
reduct. If unary term operations of an algebra are surjective, the algebra is
surjective. If basic operations of an algebra are idempotent term operations
of another algebra, we call the algebra a full idempotent reduct. At first we
will define a new unary relation.
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Let us have a unary relation R = {(a)} on the set A consisting of one unary
tuple (a) where the element a is from the set A. In the next few paragraphs
we will often need such relations and therefore we will state it as a definition.
Definition 3.5.1. We will denote the set of all such unary relations as RAu .
Assume a k-ary idempotent operation f on a set A. Applying the opera-
tion f on a relation R from the set RAu is applying the operation on k tuples
from the relation. However in the relation is exactly one tuple and thus,
from the definition of operations on tuples, it gives (f(a, a, . . . , a)) which is
from the idempotency of the operation tuple (a) which is the whole relation.
Thus the operation preserves relations from the set RAu .
For the second direction suppose that f is a k-ary operation which pre-
serves every relation from the set RAu . This means that applying the op-
eration on every k tuples from the relation which is from the above ar-
gument (f(a, a, . . . , a)), gives the whole relation. However this means that
(f(a, a, . . . , a)) = (a) which says that the operation is idempotent.
We have characterised idempotent operations. It is important to know
that for a full idempotent reduct Id(A) is Inv(Id(A)) equal to the (Inv(A)∪
RAu )
⋆.
The next basic stone will be a relation RAGr for a finite algebra. Assume
a surjective finite algebra A on a set A = {a1, a2, . . . , ak}. From the above
remark 3.4.3 we know that unary surjective term operations form a permu-
tation group.
Definition 3.5.2. Denote the above group as Gr and define a relation
RAGr = {(g(a1), g(a2), . . . , g(ak)); g ∈ Gr}.
The relation is defined by surjective unary term operations. It holds that
any n-ary operation f is in Pol(RAGr) if and only if f(g1, . . . , gn) is again a
unary surjective term operation. Applying the operation f on any n elements
from the relation RAGr gives f(g1, . . . , gn)(a1, . . . , ak). If the operation f is
a polymorphism, the composition f(g1, . . . , gn) has to be an element of G
as only g(a1, . . . , ak) are in the relation. Conversely if f(g1, . . . , gn) is an
element of G, then f(g1, . . . , gn)(a1, . . . , ak) = g(a1, . . . , an) which is in the
relation from the definition.
To show that f(RAGr) is a subset of R
A
Gr we have to show that for any
n-ary operation f from F follows f(g1, . . . , gn) is in G. Since the Term is
a clone, f(g1, . . . , gn) is again a term operation and as gi is a surjective
unary operation, it is also surjective unary term operation and thus in G.
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Therefore RAGr is in Inv(f) for any term operation which yields our aim
since Inv(Term(A)) = Inv(Pol(Inv(A))) = Inv(A) is from the Galois cor-
respondece.
Let us look at invariants. As Inv(A) is equal to Inv(Term(A)) and
idempotent term operations are just a subset of term operations, Inv(A) ⊆
Inv(Id(A)). From the first point of the lemma also RAu ⊆ Inv(Id(A)). As-
sume a relation R from Inv(Id(A)). If we take an operation f from Term(A)
it is not necessary that f(R) has image in R however we can change the re-
lation(extend it,. . .) and then it will be in Inv(Term(A)). Applying a basic
operation from the algebra on the relation gives a tuple from the relation.
In the last part we will look at a reduction between problems but at first
we will state the above notes in the form of a remark for sumarizing them.
Proof will follow from the above text.
Remark 3.5.3.
1. Any operation on the set A is idempotent if and only if it maps any
relation from the set RAu to the same relation.
2. For the set of invariants of a full idempotent reduct of an algebra A
holds equality: Inv(Id(A)) = (Inv(A) ∪RAu )
⋆.
3. A relation RAGr is in Inv(A).
Proof. Follows from the above observations.
Lemma 3.5.4. For a finite surjective algebra A, CSP ((Inv(A) ∪ RAu ) is
polynomial time equivalent to CSP (Inv(A)).
Proof. We will at first divide our proof into two parts depending on the way
of equivalence. At first we will show reduction from CSP (Inv(A)) and after
that we will show the second direction.
• Since Inv(A) is a subset of Inv(A) ∪ RAu and Pol changes inclusions,
from the lemma B about polynomial time reduction, CSP (Inv(A)) is
reducible to CSP ((Inv(A) ∪Ru) in polynomial time.
• For the second direction we will assume a concrete problem P = (G,H)
from CSP ((Inv(A) ∪ Ru). Our task is to define a new problem P
′ =
(G ′,H′).
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As a set G′ we will take the union of the set G and a set of new
variables whose size is the same as the size of the set A. We will now
modify the original structures. If we should assign a unary tuple (b) to
the unary relation consisting of one tuple (a) in the original problem
P we replace them with a binary tuple consisting of the element b and
a new variable.
We would like to assign this binary tuple to a tuple from the binary
equality relation, i.e. to the tuple (a, a). Other relations in structures
will stay unchanged. Finally we will add to the new problem P ′ a tuple
consisting of all new variables in a fixed order and we would like to
assign them to a tuple in the relation RGr in the same order.
This procedure can be made up in polynomial time. Since the relation
RAGr is in Inv(A) and non-replaced relations were also from Inv(A)
we need to show that the equality relation is also in Inv(A). Let us
assume a k-ary basic operation f from the algebra A and apply it to
k tuples from the equality relations:
f((b1, b1), . . . , (bk, bk)) = (f(b1, b2, . . . , bk), f(b1, b2, . . . , bk)) = (c, c).
Evidently this is a binary tuple from the equality relation. Thus the
new problem P ′ is from CSP (H′) where H′ ⊆ Inv(A).
Another part of the proof shows that we really have a reduction. We
have to show that both problems have the same sets of solutions.
– Assume that ϕ is a solution of P ′. From the definition of the
relation RAGr and the condition that the tuple of all new variables
should be assigned to a tuple in the relation RAGr, the solution ϕ
maps a new variable va to the element g(a) where we denote new
variables with the index of an element to whose permutation it is
assigned. This property holds for any element a from the set A.
Basic property of any group is that it always contains an inversion.
Since g is inGr, also g−1 is inGr and thus g−1 is a unary surjective
term operation. We know that g−1 is a term operation if and
only if g−1 is in Pol(Inv(A)). Therefore g−1ϕ is also a solution
since g−1ϕ(a) = g−1(b) = (c) where a is a tuple which should be
assigned to a tuple in the relation . Since ϕ is a solution, tuple b
is in the relation and since g−1 is a term operation, tuple c is also
in the relation.
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Therefore g−1ϕ is also a solution to P ′ and the equivalence for
any new variable va g
−1ϕ(va) = a does not violate it. Denote this
solution as ψ and let us look if it is a solution to the problem P.
The homomorphism ψ is a solution to the problem P since it is
a solution to the problem P ′ and does not violate the condition
where a tuple (b) should be assign to one element relation {(a)}
since it assigns tuple (b, va) to the equality relation and assigns
va to the value a. We will look now on the second direction.
Let us have a homomorphism ψ′ which is a solution to the problem
P and extend it in a way that ψ′(va) = a. Then it is a solution
to the problem P ′ as we have seen in the above section.
We have shown polynomial time reduction from CSP ((Inv(A)∪Ru) to
CSP (H′) and with use of lemma A we have polynomial time reduction
to CSP (Inv(A)).
We are now ready to show the main theorem about the tractability of
an algebra and a full idempotent reduct.
Theorem 3.5.5. A finite surjective algebra is tractable, NP-complete re-
spective, if and only if its full idempotent reduct is tractable, NP-complete
respective.
Proof. Let us assume a finite surjective algebra A and its full idempotent
reduct Id(A). Assume a structure B from Inv(Id(A)). From the above re-
mark 3.5.3 we know that B is in (Inv(A)∪RAu )
⋆. Therefore from the lemma A
about logarithmic-space reduction we can reduce CSP (B) to CSP (Inv(A)∪
RAu ) in logarithmic space.
We will show both ways of the theorem. At first let us assume that the
algebra A is tractable.
• If the algebra is tractable, CSP (A) is tractable for any structure A
from Inv(A) and thus also CSP (Inv(A)) is tractable. We can reduce
CSP (B) to CSP (Inv(A) ∪ RAu ) and then to tractable CSP (Inv(A))
in polynomial time which follows from the above lemma. Thus from
the section about time and space complexity, CSP (B) is tractable.
Therefore Id(A) is tractable.
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• For the second direction let us suppose that CSP (B) is tractable for
any structure B from Inv(Id(A)) which means that also
CSP (Inv(Id(A))) is tractable. From the above lemma we know that
CSP (Inv(Id(A))) is equal to CSP ((Inv(A) ∪ RAu )
⋆). We can reduce
problem CSP ((Inv(A)∪RAu )) to the problem CSP ((Inv(A)∪R
A
u )
⋆) in
polynomial time since (Inv(A)∪RAu ) is a subset of (Inv(A)∪R
A
u )
⋆, Pol
changes inclusions and thus we can apply lemma B about polynomial
time reduction.
Since A is a substructure in Inv(A) from the lemma B about reduction
CSP (A) is polynomial time reducible to CSP (Inv(A)) which is again
reducible to tractable CSP (Inv(A)∪RAu ) in polynomial time from the
above lemma. Thus from the section about time and space complexity,
CSP (A) is tractable and therefore the algebra A is tractable.
For NP-completness let us assume that the algebra A is NP-complete
with NP-complete CSP (A). From the second point of showing tractability
we can reduce CSP (A) to the problem CSP (Inv(Id(A))) which has to be
therefore NP-complete and thus also the algebra Id(A) is NP-complete.
For the second direction let us assume that the algebra Id(A) is NP-
complete with the NP-complete problem CSP (B). From the first part of
showing tractability we can reduce CSP (B) to the problem CSP (Inv(A))
which therefore has to be NP-complete and thus also the algebra A is NP-
complete.
Chapter 4
Appendix
You can find here an algorithm for strong consistency. For more material
and proof of its complexity look at [14] Cooper: An Optimal k-Consistency
Algorithm. Its complexity is polynomial.
Algorithm (Strong k-consistency). Input: problem P = (G,H)
1. Step 1: initialization
LIST:=EmptyList;
R:=pair of corresponding relations RG, RH;
M:=0;
C:=|H|;
for i := 1 to k do
• for every ordered(<) i-tuple Gi of different elements from the set
G do
begin
– for every i-tuple Hi of elements from the set H do
begin
∗ if Hi is not a locally consistent assignment to Gi then
begin
· Append( LIST, (Gi, Hi, i));
· M[Gi, Hi]:=1;
end;
end
end
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2. Step 2
while LIST 6= EmptyList do
begin
• Remove an element (Gi, Hi, i) from LIST;
• if i < k then for each g /∈ Gi, h ∈ H do
begin
– Gi+1 := ordered (i+ 1)-tuple made from Gi and g;
– Hi+1 := tuple made from Hi and h where h is put at the same
position as g in Gi+1
– if M[Gi+1 , Hi+1]=0 then
begin
∗ Append(LIST, (Gi+1, Hi+1, i+ 1));
∗ M[Gi+1, Hi+1]:=1;
∗ we set that Gi+1 and Hi+1 does not form a locally consis-
tent assignment
end
end
• if i > 1 then for j := 1 to i do
begin
– assume that Gi = {g1, g2, . . . , gi}, Hi = {h1, h2, . . . , hi}
– Gi−1 := Gi − gj
– Hi−1 := Hi − hj
– C[Gi−1, Hi−1, gj]−−
– If C[Gi−1, Hi−1, gj]=0 and M[Gi−1, Hi−1]=0 then
begin
∗ Append(LIST,(Gi−1, Hi−1, i− 1));
∗ M[Gi−1, Hi−1]:=1;
∗ we set that Gi−1 and Hi−1 does not form a locally consis-
tent assignment
end
end
end
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