INTRODUCTION
Eddy current testing is typically used in the field to detect defects in a specimen that exceed a set threshold. In most conventional techniques this is done by calibrating the test setup with a reference standard in a way that will correlate the output signal to a known and standard flaw size, such as 10% metal loss due to corrosion thinning in a aircraft skin. However, these standard methods cannot completely characterize a defect in a quantitative manner. In general, reliable quantitative NDE requires quantitative measurements and a theory to interpret them. Theoretical eddy current NDE usually models the test coil's impedance change (in ohms) as the quantitative measure that varies with specimen and flaw parameters. Specific laboratory instruments such as impedance analyzers are capable of making quantitative measurements that allow researchers to compare experimental data directly to theory. But typical commercial eddy current instruments are not designed to measure probe impedances quantitatively. Rather, they measure relative changes in the coil impedance.
In this study we propose a generic calibration procedure that will allow commercial eddy current instruments to make quantitative impedance measurements. Basically, small resistors switched in series with a probe are used to calibrate the instrument to measure the coil's complex impedance change in ohms. Calibration results are given for two separate commercial eddy current instruments, along with some important observations that characterize the behaviour of these particular units. Their accuracy and effectiveness are evaluated by comparing swept frequency quantitative measurements of aircraft aluminum lap splices with simulated first and second layer layer thinning due to corrosion to those of an impedance analyzer as well as to the theory's forward solution. Given that the theory and experimental data agree well for a known air-cored coil, the data can be inverted to infer the amount of thinning by inferring the thickness of each layer in the skin structure.
DEVELOPMENT OF THE CALIBRATION METHOD
For the purpose of this paper, calibration relates the response of an instrument to a fundamental unit of measurement which, in this case, is the unit of electrical complex impedance in ohms. Moulder et al. looked at several calibration methods for eddy current measurement systems, one of which involved the calibration of a broad-band inductive bridge connected to two similar aircore coils in a differential configuration, with a signal source to drive the circuit [1] . The method electrically calibrated the system by inserting small resistances in series with the test coil and measuring their relationship with the output voltage signal. Most eddy current instruments basically work with the bridge circuit principle when the probe is connected in a differential configuration, as illustrated conceptually in Fig. 1 ; therefore, these systems can also be calibrated in a similar fashion. In the AC bridge circuit, L1 and R1 represent the reference coil's inductance and resistance respectively, and L2 and R2, the test coil. Note that the reference coil in this case is the one used in a normal absolute probe, as shown in Fig. 2(b) . From circuit analysis, the output signal, ~ V 0 due to a small change in test coil resistance, ~R2' is found to be:
The small resistance changes, ~R2, can be provided by various small resistors inserted in series with the test coil. Equation (1) reveals that the signal's total magnitude I~ Vol is directly proportional to the resistance change I~R21. Hence, the relationship ~ Vo/~R2 can be called a calibration factor with units of Vln, and is constant for a given frequency. Since this factor was reference coil Figure 1 . Bridge circuit modeling an instrument connected to a normal probe.
found with the provision that the probe's inductances and other resistances remain unchanged, its magnitude must be found experimentally with the probe consistently positioned over a specific normal test specimen. Hence, the calibration factor is valid only for that specific instrument-probematerial combination. Small changes in the coil's inductance due to flaws, minor conductivity or thickness variances does not appreciably affect the calibration factor.
CALIBRATION METHOD AND QUANTITATIVE MEASUREMENTS
Equation (1) shows that, in principle, the calibration factor is a complex ftmction and that a small pure resistive perturbation, ~R2' produces a signal that defines the real axis of the impedance plane. By keeping the same angle setting on the instrument, the impedance plane's angular position will be constant on the instrument's screen at a given frequency. Thus, that angular position can be referenced in terms of the output voltage components, YH and Vy, and any signal due to a flaw will have an orientation within the impedance plane that consists of a resistive and reactive component. Since it can be theoretically shown that the resistors can completely calibrate a commercial eddy current instrument in both magnitude and phase, that instrument can be used to make quantitative measurements.
The small pure resistive changes previously described can be provided by small electrical resistors. A calibration box containing several resistors from 0.01 to l.0 ohms, accurately measured beforehand with an HP 4194A impedance analyzer, is connected to the circuit so that the resistors can be switched into series with the test coil, as shown in the setup schematic of Fig. 2(a) . The calibration box's electrical circuit is shown in Fig. 2(b) . Note that the resistors must have negligible inductance. The probe is placed over a sample of the material to be tested in the future, and the instrument nulled. The output signals, having magnitude and phase, are measured as the resistors are switched into the circuit at a given frequency. This is repeated for all required frequencies with the same probe. The linear response is then plotted, YH vs. Yy, so that the real axis can be located at each frequency as illustrated in Fig. 3(a) . The voltage signal magnitude is directly proportional to the change in calibration resistance, and its direction defines the Zreal axis of the impedance plane at one frequency. This axis' location is found in terms of the angle, </>, from the horizontal YH axis. It is important to maintain the same phase angle setting on the instrument to ensure the impedance plane's angular location remains constant on the instrument's screen during calibration as well as for all future flaw measurements. The calibration factor is found by plotting the magnitude of the bridge output voltage change, IAVI, against the calibration resistance magnitude, IAR21. Since these calibration curves have linear relationships at all measured frequencies, the slope of each line is equal to that frequency's calibration factor.
Eddy Current Instrument (a)
We can graphically explain how quantitative measurements are made with a calibrated instrument. Fig. 3(b) shows the position of the impedance plane defined by the calibration process. A relative signal due to any type of flaw, or material characteristic change, can be projected onto the real and imaginary axes to give the equivalent changes in terms of quantitative resistances and inductive reactances.
In practice, however, the total impedance magnitude is found in ohms by multiplying the total voltage output magnitude, A V 0' by the inverse of the calibration factor and adding the calibrated Zreal axis intercept, if one exists. The resistive component, for example, would then be found by simply multiplying the result by the cosine of the angle, e, between the flaw signal and the real axis.
CALffiRA TION RESULTS
Two different commercial eddy current instruments were experimentally calibrated with the same probe and material configuration. Only the calibration curves for instrument A are given here, in Figures 4 and 5 , as representative results. Figure 4 shows the voltage response for instrument A due to the resistors, and represents the screen display output. This instrument exhibits an unusual amount of scatter at 18 kHz. But, typically, the responses are quite linear. Figure 5 gives the calibration curves; the calibration factors are determined from the slope of each line at each frequency. With multiple measurements, at least five per resistor, linear regression produced the straight line fits consisting of both a slope and an intercept. By statistical analysis, a 95% confidence interval was found for each line; however, only two are shown here as dotted lines, one of which contains the worst scatter at 18 kHz.
Note that these graphs were not physically used to convert flaw signals to impedance changes. Rather, a computer program was written to perform the actual conversions, using the straight line equations. The propagation of errors in the data as well as the calibration curves' confidence intervals are accounted for during the flaw signal's impedance conversion routine using error propagation formulae from statistical analysis.
The frequency responses of both instruments were also examined by plotting the calibration factors vs. frequency, as shown in Fig. 6 . Several important observations are evident from these curves. Notice the calibration factor, which can be considered a measure of the instrument's sensitivity, decreases with increasing frequency. This is an inherent feature of the two instruments tested, as well as any other instrument that uses a bridge circuit concept similar to that of Fig. 1 .
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Frequency Resistance change, n The sensitivity eventually "saturates" at high frequencies. The comparison in Fig. 6 also shows that instrument A is more sensitive than instrument B at low frequencies, but then quickly drops off and saturates fasteLAlso, instrument A exhibits unusual scatter between 18 and 22 kHz, a characteristic that does not appear in instrument B.
Finally, the calibration was done with both a ferrite and an air core probe; they were specifically designed to be identical so that the ferrite's effects could be evaluated. It was found that calibrations with the ferrite probe resulted in a shift in the frequency response curve to the left. Hence, a higher impedance probe decreases the instrument's sensitivity and saturates it sooner, as can be predicted with equation 1.
SECOND LAYER CORROSION MEASUREMENTS
Typically, corrosion is relatively easy to detect in single layered structures. However, multilayered structures, such as lap splices that consist of two thin skin aluminum alloy layers riveted together, are more difficult because of the increased number of possible locations and ways that the corrosion can occur between and beneath the layers. A technique was developed by Mitra et al. [2] for eddy current measurements of aluminum lap splices with corrosion related thinning. This method was used along with a process developed by Moulder et al. [3] that can determine the amount and location of metal loss due to corrosion in aircraft lap splices by actually infering the thickness of each layer in the skin structure, including the air gap. This model-based inversion draws on the theoretical model of Cheng, Dodd and Deeds [4] . The setup for measuring two 40 mil aluminum alloy plates simulating second layer corrosion is shown in Fig. 7 .
The swept frequency measurements taken with both the impedance analyzer and the calibrated instrument A are compared to the theory's forward solution in Fig. 8 . Except for the obvious scatter at 18 kHz, both curves agree very well with theory. Even better results were obtained with instrument B due to the lack of scatter obtained during calibration. The quantitative accuracy of instrument A is further demonstrated by the good agreement achieved between the inversions and the actual metal and air gap thicknesses. Examples of the best and worst case inversions are given in Table I . Two different eddy current instruments were calibrated with this technique, and their calibration curves determined. It was further observed that the calibration factor, or sensitivity, decreases with increasing frequency. This is an inherent characteristic of most eddy current instruments.
To demonstrate the effectiveness of the approach, the two instruments were used to make quantitative measurements of simulated aircraft aluminum lap splices with first and second layer thinning. The results, taken over a large frequency range, agreed well with measurements taken with an HP 4194A Impedance Analyzer, as well as with theoretical predictions. The results for commercial instrument A were sufficiently accurate that it was possible to infer the actual amount of metal loss using a model-based inversion.
