In this paper, we present a very accurate approximation for the gamma function:
Introduction
The Stirling formula states that n! ∼ √ 2πnn n e -n (1.1)
Now let us focus on the Windschitl approximation formula (see [12, Eq. (42) ], [13]) defined by
As shown in [17] , the rate of Windschitl's approximation W 0 (x) converging to (x + 1) is like x -5 as x → ∞, and it is faster on replacing W 0 (x) by
x e x x sinh 1 x + 1 810x 6
x/2 (1.3) (see [13] ). These results show that W 0 (x) and W 1 (x) are excellent approximations for the gamma function.
In 2009, Alzer [30] proved that, for all x > 0,
with the best possible constants α = 0 and β = 1/1620. Lu, Song and Ma [31] extended Windschitl's formula to (n + 1) ∼ √ 2πn n e n n sinh 1 n + a 7 n 7 + a 9 n 9 + a 11 n 11 + · · · n/2 with a 7 = 1/810, a 9 = -67/42,525, a 11 = 19/8505, . . . . An explicit formula for determining the coefficients of n -k (n ∈ N) was given in [32, Theorem 1] by Chen. Another asymptotic expansion
was presented in the same reference [32, Theorem 2] . Motivated by the above comments, the aim of this paper is to provide a more accurate Windschitl type approximation:
as x → ∞. Our main result is the following theorem.
is strictly decreasing and convex from (1, ∞) onto (0, f 0 (1)), where f 0 (1) = 22,025 22,032 -ln √ 2π sinh 1 ≈ 0.00002407.
Lemmas
An important research subject in analyzing inequality is to convert an univariate into the monotonicity of functions [33] [34] [35] .
Since the function f 0 (x) contains gamma and hyperbolic functions, it is very hard to deal with its monotonicity and convexity by usual approaches. For this purpose, we need the following lemmas, which provide a new way to prove our result. It then follows that g 1 (x) > g 1 (x + 1) > · · · > lim n→∞ g 1 (x + n) = 0, which proves the desired inequality, and the proof is done. 
Proof It was proved in [29, Theorem 1] that, for integer n ≥ 0, the double inequality
holds for x > 0. Taking n = 2 yields
which is equivalent to the first inequality of (2.1) for all t > 0. Since x ∈ (0, 1], making a change of variable t 2 = 1x ∈ (0, 1] we obtain which proves the second one, and the proof is complete.
The following lemma offers a simple criterion to determine the sign of a class of special polynomial on given interval contained in (0, ∞) without using Descartes' rule of signs, which play an important role in studying certain special functions; see for example [37, 38] . A series version can be found in [39] . Lemma 3 ([37, Lemma 7]) Let n ∈ N and m ∈ N ∪ {0} with n > m and let P n (t) be a polynomial of degree n defined by
where a n , a m > 0, a i ≥ 0 for 0 ≤ i ≤ n -1 with i = m. Then there is a unique number t m+1 ∈ (0, ∞) satisfying P n (t) = 0 such that P n (t) < 0 for t ∈ (0, t m+1 ) and P n (t) > 0 for t ∈ (t m+1 , ∞).
Consequently, for given t 0 > 0, if P n (t 0 ) > 0 then P n (t) > 0 for t ∈ (t 0 , ∞) and if P n (t 0 ) < 0 then P n (t) < 0 for t ∈ (0, t 0 ).
Proof of Theorem 1
With the aid of the lemmas in Sect. 2, we can prove Theorem 1.
Proof of Theorem 1 Differentiation yields
Since lim x→∞ f 0 (x) = lim x→∞ f 0 (x) = 0, it suffices to prove f 0 (x) > 0 for 6,7,10,11,15,16,19,20 a k t k + 3 k=0 a k t k := p 20 (t).
Clearly, the coefficients of the polynomial -p 20 (t) satisfy the conditions in Lemma 3, and -p 20 (1) = k=4, 6, 7, 10, 11, 15, 16, 19, 20 (-a k ) -3 k=0 a k = -1,135,768,202,621,781,774,901 1,792,519,787,520,000 < 0.
It then follows that p 20 (t) > 0 for t ∈ (0, 1], and so is p 22 (t) , which implies f 01 (t) > 0 for t ∈ (0, 1] . Consequently, f 0 (x) > 0 for all x ≥ 1. This completes the proof.
As a direct consequence of Theorem 1, we immediately get the following. That is to say, x → D 0 (y) is decreasing and convex on (1, ∞), and so is the function f * 0 (x) := f 0 (x) + D 0 (y) by Theorem 1.
Corollary 2 The function
is strictly decreasing and convex from (1, ∞) onto (0, f * 0 (1)), where f 
Numerical comparisons
It is well known that an excellent approximation for the gamma function is fairly accurate but relatively simple. In this section, we list some known approximation formulas for the gamma function and compare them with W 1 (x) given by ( For our new ones W 2 (x) given in (1.6) and its counterpart W * 2 (x) given in (3.1), we easily check that lim x→∞ ln (x + 1) -ln W 2 (x)
x -9 = lim x→∞ ln (x + 1) -ln W * 2 (x) x -9 = 869 2,976,750 , which show that the rates of W 2 (x) and W * 2 (x) converging to (x + 1) are both as x -9 . From these, we see that our new Windschitl type approximation formulas W 2 (x) and W * 2 (x) are best among those listed above, which can also be seen from Table 1 .
