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RELATIONS BETWEEN TAUTOLOGICAL CYCLES
ON JACOBIANS
by
Ben Moonen
Abstract. We study tautological cycle classes on the Jacobian of a curve. We prove a new result about the
ring of tautological classes on a general curve that allows, among other things, easy dimension calculations
and leads to some general results about the structure of this ring. Next we obtain a vanishing result for
some of the generating classes pi; this gives an improvement of an earlier result of Herbaut. Finally we lift a
result of Herbaut and van der Geer-Kouvidakis to the Chow ring (as opposed to its quotient modulo algebraic
equivalence) and we give a method to obtain further explicit cycle relations. As an ingredient for this we
prove a theorem about how Polishchuk’s operator D lifts to the tautological subalgebra of CH(J).
MSC Classification: 14C25, 14H40.
Introduction
0.1. Let (J, θ) be the Jacobian of a curve C of genus g > 2, and let j: C →֒ J be the embedding
obtained by choosing a point x0 ∈ C. The Chow ring CH(J) (with Q-coefficients) comes equipped
with a number of structures: in addition to the usual intersection product we have the Pontryagin
product ∗, the Fourier transform F , and the action of n∗ and n∗ for all n ∈ Z. Using the latter we
obtain Beauville’s decomposition CH(J) = ⊕CHi(j)(J). These structures are inherited by the quotient
A(J) := CH(J)/ ∼alg.
In [2], Beauville studied the tautological subringT (C) ⊂ A(J), that can be defined as the smallest
subalgebra that is stable under all operations just mentioned, and that contains the image of A(C)
under j∗. He proved that T (C) is generated by certain classes pm that are the components of F [C]
in the Beauville decomposition. This leads to the question what is the ideal of relations between these
classes.
The work of Polishchuk [12] provides us with a powerful method to produce relations. He considers
the map ϕ: R → T (C) from the polynomial ring R := Q[x1, x2, . . .] given by xi 7→ pi. The elements
of R that are of degree > g (with xi of degree i) with zero coefficient in front of x
g
1 lie in the kernel
of ϕ for obvious reasons. But now the point is that Polishchuk is able to give an explicit differential
operator D on R that preserves the kernel of ϕ, and that the ideal of “trivial” relations is far from
stable under D . Polishchuk studies the smallest ideal I ⊂ R that is D-stable and that contains all
trivial relations. Conjecturally, for general curves C (over a base field of sufficiently high transcendence
degree) the quotient ring R := R/I maps isomorphically to the tautological ring T (C).
The present paper has three main goals:
(1) First we want to give some new results on the structure of the ring R. Though in principle it is
not difficult to calculate, for a given g, the dimensions of all summands Ri(j) on a computer, it is not
so easy to obtain general conclusions about the structure of R from Polishchuk’s methods. (In some
sense the main obstacle is that the variable x1 plays an exceptional role in the calculations.)
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We prove a theorem, Thm. 2.6, that gives more insight in the structure of R. Each R(j) := ⊕i R
i
(j)
is a finite-dimensional sl2-module. We give a simple recipe for the multiplicity of a given irreducible sl2-
module in each R(j). As corollaries we get some general results about the relations in R(j), especially
for small and large (relative to g) values of j. Further we present a conjecture of van der Geer and
Kouvidakis that gives a simple recipe for the dimensions of the spaces Ri(j).
(2) The second goal of the paper is to investigate cycle relations for curves with a given linear system.
If the curve has a grd, Herbaut [8] proved that we get new relations between the classes pm. This result
was reproved and simplified by van der Geer and Kouvidakis in [7]. However, the ideal generated by I
together with these new relations is not stable under the operator D . Ideally we should like to get a
full description of the quotient of R by the ideal generated by Herbaut’s relations together with all
their images under powers of D . This turns out to be not so easy. However, we do obtain a vanishing
result, Thm. 3.7 for classes pk with k > d + 1− 2r. It turns out that the result we obtain is a slight
improvement of an earlier result of Herbaut in [8].
(3) The third goal of the paper is to lift some results obtained thus far to the Chow ring of J . For
general curves Polishchuk already obtained a number of results about this in [13]. He considered a
subalgebra taut(C) ⊂ CH(J) that we call the small tautological ring, and he proved that is generated
by classes pm (lifting those considered above) and qm (essentially the Beauville components of F (j∗K),
with K the canonical class on C).
In itself, it is not very hard to lift the result of Herbaut and van der Geer-Kouvidakis to the Chow
level. We do this in Section 3, following the method of [7] which is based on a Grothendieck-Riemann-
Roch calculation. See Thm. 5.6 for the result.
However, if we also want to lift the operator D to the Chow level, we find that the “small”
tautological ring needs to be enlarged, as the calculations involve natural classes that are in general
not contained in it. So we define the big tautological ring Taut(C) ⊂ CH(J) as the smallest Q-
subalgebra that is stable under all operations ·, ∗, F , n∗ and n∗ and that contains the image of
j∗: CH(C)→ CH(J). Again there is an operator D , but as Taut(C) is not finitely generated it is now
less easy to describe this operator explicitely. However, the calculations we should like to do involve
only finitely many classes of the form F (j∗Di) with Di divisors on C. We show that the subalgebra
of Taut(C) generated by these classes together with the pm and qm is stable under D and that D
again acts on it as a differential operator that we can give explicitely. Closely related results have
been obtained independently by Alexander Polishchuk; see Remark 0.3 below.
The situation we end up with is that we have lifted Herbaut’s relations to the Chow level, and
that we also have an explicit operator D . Combined this gives an abundance of relations that can
easily be calculated on a computer. We give some examples of the relations thus obtained in the final
section. What seems much harder is to get some control over the total ideal of relations thus obtained.
In particular, at this moment we have no analogue of Thm. 2.6 for curves with a given linear system.
0.2. Acknowledgement. I thank Tom Koornwinder for his help getting started with Mathematica.
I thank Gerard van der Geer and Alexis Kouvidakis for allowing me to present their conjecture on
the dimensions of the spaces Ri(j), see 2.13, and for explaining to me some details pertaining to their
conjecture.
0.3. Remark. Very recently, some related results have appeared. In particular we should like to
draw the reader’s attention to Polishchuk’s preprint [14], in which some ideas appear that are closely
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related to our Section 4, and to the preprint [6] of Fu and Herbaut, that contains some results related
to the material in Section 5.
0.4. Notation and conventions. We work over a fixed algebraically closed field k. Throughout, if
X is a non-singular complete variety then by CH(X) we denote the Chow ring of X tensored with Q.
We write sl2 = Q · f +Q · h+Q · e with [e, f ] = h, [e, h] = −2e, and [f, h] = 2f .
§1. The Chow ring of a Jacobian
1.1. Let C be a non-singular complete curve of genus g > 2. Let J := Pic0C/k be its Jacobian,
θ: J
∼
−→ J t the canonical polarization. We also write θ ∈ CH1(J) for the class of a symmetric
theta-divisor. Choose a base point x0 ∈ C, and let j: C →֒ J be the embedding given on points by
x 7→
[
OC(x− x0)
]
.
Let PJ be the Poincare´ bundle on J × J
t. Let LJ be the line bundle on J × J obtained by
pulling back P−1J under the map idJ × θ. We have a Fourier transform F : CH(J)→ CH(J) given by
F (x) = pr2,∗
(
ch(LJ ) · pr
∗
1(x)
)
. Further we have Beauville’s decomposition CHi(J) = ⊕j CH
i
(j)(J),
with x ∈ CHi(j)(J) if and only if n
∗(x) = n2i−j · x for all n ∈ Z. The Fourier transform F induces a
bijection between CHi(j)(J) and CH
g−i+j
(j) (J).
We write
[
j(C)
]
, or if there is no risk of confusion simply [C], for the class of j(C) in CHg−1(J).
Further, [j(C)](n), or simply [C](n), denotes the component of [C] in CH
g−1
(n) (J).
1.2. We find it helpful to draw pictures representing the Chow ring as in Figure 1.
The boxes (i, j) represent the spaces CHi(j). In the horizontal direction we have the weight , where
by definition CHi(j) has weight 2i− j. The Fourier transform acts as reflection in the central vertical
line.
The filtration Fil
•
on CH(J) defined by FilrCH := ⊕j>r CH
•
(j) should satisfy the conjectures of
Beilinson and Murre; see Jannsen [10]. Most of the expected properties of this filtration are as yet
unproved; we shall mention some of these.
It is known that CHi(j) can be nonzero only for g − i 6 j 6 i. According to a conjecture of
Beauville in [1], § 5, the spaces CHi(j) should be zero if j < 0; this corresponds to one of the properties
of Beilinson’s conjectural filtration. In general this is known only for i ∈ {0, 1, g − 2, g − 1, g}. Over
finite fields or the algebraic closure of a finite field Beauville’s conjecture is known; see Ku¨nnemann
[11], Sections 7 and 8. In the rest of the paper we shall usually omit the “negative j” part in our
drawings.
As n∗ acts on H2i as multiplication by n2i, all classes in Fil1CH are homologically trivial. It
should be the case that ⊕iCH
i
(0) injects into cohomology, but this is not known in general. Similarly,
by considering the weight we see that all classes in Fil2CH map to zero under the Abel-Jacobi map,
and it should be the case that Fil2CH is precisely the kernel of the Abel-Jacobi map.
The classes in Fil1CHg represent 0-cycles of degree zero and are therefore algebraically trivial.
By Fourier duality it follows that also all classes in CHj(j) with j > 0 are algebraically trivial. In the
picture these summands are indicated by boxes with a heavier border. As we shall see, in general
there are many more classes that are algebraically trivial.
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Fourier transform F
g = 7
0, 0 1, 0 2, 0 3, 0 4, 0 5, 0 6, 0 7, 0
1, 1 2, 1 3, 1 4, 1 5, 1 6, 1 7, 1
2, 2 3, 2 4, 2 5, 2 6, 2 7, 2
3, 3 4, 3 5, 3 6, 3 7, 3
4, 4 5, 4 6, 4 7, 4
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7, 7
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2,−3
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Beauville’s conjecture:
this part should be zero
homologically trivial
Figure 1. A picture of CH(J).
1.3. By the work of Ku¨nnemann in [11], the Chow motive of J has a Lefschetz decomposition. This
gives rise to an action of sl2 on CH(J). We normalise this as in [13]; so with notation as in 0.4 we
have
e(α) = −θ · α , f(α) = [C](0) ∗ α ,
and
h(α) = (2i − j − g) · α for α ∈ CHi(j)(J).
1.4. Define A(J) as the quotient of CH(J) modulo algebraic equivalence. This ring inherits all
the structures on CH(J) that are relevant for us. Concretely, A(J) has an intersection product, a
Pontryagin product, a Fourier transform, a Beauville decomposition A(J) = ⊕Ai(j), and an sl2-action.
We shall use these structures without further comments. We again write θ for the class of a symmetric
theta-divisor in A1(0)(J).
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§2. Cycle relations modulo algebraic equivalence—general curves
2.1. Throughout this section, g will be a fixed integer with g > 3. We start by reviewing some results
from Polishchuk’s paper [12].
Consider the polynomial ring R := Q[x1, x2, . . .] in infinitely many variables. There are several
gradings that will play a role in what follows. Among these are gradings that we call “codimension”,
“level” and “weight”; they are defined by setting
codim(xi) := i , ℓ(α) := i− 1 , and w(xi) := i+ 1 .
We have w = 2 · codim− ℓ.
Define Ri(j) :=
{
α ∈ R
∣∣ codim(α) = i and ℓ(α) = j}. This gives a bigrading R = ⊕Ri(j).
We write Ri := ⊕j R
i
(j) and R(j) := ⊕iR
i
(j). Let Fil
•
be the descending filtration by level, so
FilnR := ⊕j>nR(j).
Define an operator D on R by
D := −g∂1 +
1
2
∑
m,n>1
(
m+ n
n
)
xm+n−1∂m∂n ,
where ∂k := ∂xk . We give R the structure of an sl2-module by setting
e(α) = x1 · α ;
h(α) =
(
w(α) − g
)
· α = (2i− j − g) · α if α ∈ Ri(j) ;
f(α) = −D(α) .
See [12], Lemma 3.2, and see 0.4 for our notation regarding sl2.
Define I ⊂ R to be the smallest linear subspace that is stable under D and that contains R>g +
Fil1Rg. Concretely, I = R>g⊕
∑
n>0 D
n
(
Fil1Rg
)
. Polishchuk shows that I = ∩n>0 Im(D
n), and that
I is in fact an ideal of R. Define R := R/I. (This is the ring called RJacg in [12], but for later use it
will be convenient to have a simpler notation.) The ring R inherits a bigrading R = ⊕Ri(j) and the
structure of an sl2-module. Note that the subspaces R(j) are sl2-submodules of R.
The next ingredient is that we have a “Fourier operator” F on R, given by [12], formula (0.4).
(Our F is Polishchuk’s S.) If α ∈ Ri(j) then F
2(α) = (−1)g+jα.
2.2. Let now C be a non-singular curve of genus g. We use the notation of 1.1. Consider the
homomorphism of Q-algebras ϕ: R→ A(J) given by ϕ(xi) = pi, with
pi := degree n component of F [C] = F
(
[C](n−1)
)
.
The image of ϕ is the tautological subring introduced and studied by Beauville in [2]. We shall denote
this tautological ring by T (C) := Im(ϕ) ⊂ A(J).
We have I ⊂ Ker(ϕ). Let ψ: R → A(J) be the induced homomorphism. This map ψ is compatible
with all structures considered above; that is,
— ψ(Ri(j)) ⊆ A
i
(j)(J) for all i, j;
— ψ is sl2-equivariant;
— ψ ◦F = F ◦ψ.
5
2.3. The tautological ring T (C) ⊂ A(J) is generated by the classes p1, . . . , pg. We should like to
understand the relations between these classes. The relations in Polishchuk’s ideal I are those that
are obtained from “trivial relations”, i.e., relations F (p1, p2, . . .) = 0 with F ∈ R
>g + Fil1Rg, by
(repeated) application of the operator D . The relations thus obtained are in many cases non-trivial
from a geometric perspective. For instance, using this method Polishchuk shows that pn = 0 in A(J)
for all n > g2 +1. (These particular relations also follow from a theorem of Colombo and van Geemen
in [4], as the gonality of C is at most 1 + ⌈g/2⌉.) Polishchuk conjectures that for a generic curve C
(over an algebraically closed base field of sufficiently high transcendence degree over the prime field)
the ideal I gives all relations.
For a given g we can, at least in principle, write down a basis for the ideal I over Q. See
[12], section 2.6 for examples in genera 6 10. The drawback of this method is that it is purely
computational, and that it is hard to get an insight in the structure of R. For instance, in examples
one finds that there are many pairs (i, j), especially j > g/2, for which Ri(j) = 0, and one would like
to get an insight in when this occurs.
Our main result in this section further details Polishchuk’s method, and gives the structure of
the ring R as an sl2-module. Using our theorem, it becomes very easy to calculate the dimensions
the Ri(j), and we also get some general results about the structure of R.
We start with a simple lemma.
2.4. Lemma. Let α ∈ Ri(j). Then
D
n(xa1 · α) =
min(n,a)∑
s=0
n!
(n− s)!
a!
(a− s)!
·
(
2i− j − g + a− n+ s− 1
s
)
· xa−s1 D
n−s(α)
for all n > 0 and a > 0.
Note that the binomial coefficient has to be taken in the generalised sense, as 2i−j−g+a−n+s−1
may be negative. As a particular case of the lemma, we have
D(xa1 · α) = x
a
1 ·D(α) + a(2i− j − g + a− 1) · x
a−1
1 α . (1)
Proof. The formula is proven by an easy induction on n. To start the induction we first prove (1) by
induction on a, using that D(x1β)− x1D(β) = (2i − j − g) · β for β ∈ R
i
(j). 
2.5. Given an integer j > 0, define Mon(j) ⊂ R(j) to be the (finite) set of monomials in the variables
x2, x3, . . . (no x1) with ℓ(α) = j. For j = 0 we have Mon(j) = {1}. Let Mon
i
(j) := Mon(j) ∩R
i
(j).
If j > 1 there is a bijection between Mon(j) and the set of ordered partitions j = j1+ j2+ · · ·+ jr
with 1 6 j1 6 j2 6 · · · 6 jr, letting such a partition correspond to α = xj1+1xj2+1 · · · xjr+1. Under
this bijection, Moni(j) corresponds with the partitions with i − j parts. In particular, Mon
i
(j) is non-
empty (still for j > 1) if and only if j + 1 6 i 6 2j.
The set Mon(j) is a basis for R(j) as a Q[x1]-module. Write M
i
(j) := Q · Mon
i
(j) and M(j) :=
Q ·Mon(j). Note that D(M
i
(j)) ⊆M
i−1
(j) .
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2.6. Theorem. Write St for the tautological 2-dimensional representation of sl2. Given i and j with
2i− j 6 g, write
µ(i, j) := dimQ
(
M i(j)/D
g−2i+j+1(Mg−i+j+1(j) )
)
.
Then for all j > 0 we have
R(j)
∼=
min(g−1,2j,⌊ g+j
2
⌋)⊕
i=j
[
Symg−2i+j(St)
]µ(i,j)
(2)
as sl2-modules.
Proof. The result for j = 0 says that R(0) ∼= Sym
g(St), which is immediate. In the rest of the proof
we shall assume that j > 1. Let Φ• be the ascending filtration of R(j) by Q[x1]-submodules that is
given by Φi := Q[x1] ·
(
⊕k6iM
k
(j)
)
. Note that Φj = (0) and Φ2j = R(j). Let Ψ• be the filtration
on R(j) induced by Φ•.
If α ∈ Moni(j) then D
n(α) ∈ Φi−1 for all n > 1. Hence by Lemma 2.4 we have
D
n(xa1 · α) ≡
{
0 if a < n;
a!
(a−n)!
(
2i−j−g+a−1
n
)
xa−n1 α if a > n;
modulo Φi−1. Write Vα for the image of Q[x1] · α in gr
Φ
i , which is an sl2-submodule. We find:
— If 2i− j > g then Vα is irreducible, dim(Vα) =∞.
— If 2i− j 6 g then Vα is an extension,
0 −→ Uα −→ Vα −→Wα −→ 0 ;
here Uα := Im
(
Q[x1] · x
g−2i+j+1
1 α
)
is infinite dimensional and irreducible, and Wα is isomorphic
with Symg−2i+j(St).
As R(j) is finite dimensional it follows in particular that Φ⌊ g+j
2
⌋ surjects to R(j).
Let i be an integer with j + 1 6 i 6 min
(
2j, ⌊ g+j2 ⌋
)
. The set Moni(j) gives a basis for gr
Φ
i as a
Q[x1]-module, and by what we have just seen we have an exact sequence
0 −→ U −→ grΦi −→W −→ 0 ,
where W is the direct sum of the spaces Wα for α ∈ Mon
i
(j). Consider the subspace M
i
(j) ⊂ Φi. Let
M¯ i(j) be the image of M
i
(j) under the composition Φi → gr
Φ
i → W . The natural map M
i
(j) → M¯
i
(j)
is an isomorphism. With f as in 0.4 we have M¯ i(j) = Ker(f|W ), and W
∼= M¯ i(j) ⊗Q Sym
g−2i+j(St) as
sl2-modules.
Clearly the natural map grΦi → gr
Ψ
i factors via a map ξ: W → gr
Ψ
i . Let K := Ker(ξ), which
is an sl2-submodule of W . Let K[f ] := Ker(f|K). Then we have K[f ] = Ker(ξ) ∩ M¯
i
(j), and gr
Ψ
i is
isomorphic with
(
M¯ i(j)/K[f ]
)
⊗Q Sym
g−2i+j(St) as sl2-modules.
Now consider the composition
M i(j)
∼
−→ M¯ i(j) −֒→W → gr
Ψ
i ,
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which is the just the restriction of the natural map Φi → gr
Ψ
i to M
i
(j) ⊂ Φi. An element y ∈ M
i
(j)
maps to zero under this map if and only if y ∈ I +Φi−1. So to complete the proof, it suffices to show
that for y ∈M i(j) we have
y ∈ I +Φi−1 ⇔ y ∈
(
I ∩Ri(j)
)
+ x1R
i−1
(j) (a)
⇔ y ∈ Dg−i(Rg(j)) + x1R
i−1
(j) (b)
⇔ y ∈
(
i−j−1∑
a=0
D
g−i−a(Mg−a(j) )
)
+ x1R
i−1
(j) (c)
⇔ y ∈ Dg−2i+j+1(Mg−i+j+1(j) ) + x1R
i−1
(j) (d)
⇔ y ∈ Dg−2i+j+1(Mg−i+j+1(j) ) . (e)
For (a), the implication “⇐” is clear, as x1R
i−1
(j) ⊆ Φi−1 and I ∩ R
i
(j) ⊆ I. For the converse,
suppose we have z ∈ I and w ∈ Φi−1 with y = z + w. Because I and Φi−1 are bi-homogeneous with
respect to the decomposition R = ⊕Ri(j), we may replace z and w by their components in R
i
(j), in
which case z ∈ I ∩Ri(j) and w ∈ x1 ·R
i−1
(j) .
For (b), just note that I ∩Ri(j) = D
g−i(Rg(j)). For (c), which is really the main point, start with
the decomposition Rg(j) = ⊕a>0 x
a
1 ·M
g−a
(j) . If α ∈M
g−a
(j) then using Lemma 2.4 we find that
D
g−i(xa1α) =
{
0 if a > i− j;
(g−i)! a!
(g−i−a)!
(
i−j−1
a
)
Dg−i−a(α) for 0 6 a 6 i− j − 1,
modulo x1 ·R
i−1
(j) .
Finally, (d) follows from the remark that D(M b(j)) ⊆ M
b−1
(j) for all b, and for (e) we use that y
and Dg−2i+j+1(Mg−i+j+1(j) ) are both contained in M
i
(j), whereas M
i
(j) ∩ x1R
i−1
(j) = 0. 
2.7. Remarks. (i) One of the main advantages of our result is that the calculations do not involve
the variable x1, and that therefore the operator D becomes a lot easier. In fact, we feel the corollaries
below do not yet represent the best possible conclusions that one should be able to get. See 2.13
for some speculation. The only obstacle for pushing our results further is of a purely combinatorical
nature.
(ii) The proposition should not be read as saying that the images of the monomial spaces M i(j) in
Ri(j) consist of primitive classes, i.e., classes in the kernel of f . This is simply not the case. However,
to an element α ∈M i(j) corresponds a primitive class α
′, given by
α′ =
∑
n>0
(−x1)
n ·Dn(α)
(n!)2 ·
(
2i−j−g−2
n
) .
(Note that the sum is finite, as Dn(α) = 0 for n large.)
(iii) For j > 1 the direct sum in (2) starts at i = j+1. To “visualize” where the various summands
M i(j) and R
i
(j) lie, for instance in the definition of the multiplicity µ(i, j), it is usually helpful to look
at a picture, as in Figure 1. Recall that the number 2i− j is the weight. The summand Rg−i+j(j) is the
Fourier mirror image of Ri(j). The reader is encouraged to look at the examples in 2.12 below.
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2.8. Corollary. Write R[g] for the ring R in genus g. If 2i− j 6 g and g < g′ then the multiplicity
of Symg
′−2i+j(St) in R[g′](j) is greater or equal to the multiplicity of Sym
g−2i+j(St) in R[g](j).
Proof. Note that Dg
′−2i+j+1: Mg
′−i+j+1
(j) →M
i
(j) factors through D
g−2i+j+1: Mg−i+j+1(j) →M
i
(j). 
2.9. Corollary. For n 6 g+12 we have xn 6= 0 in R.
Proof. We need to prove that for j 6 g−12 the representation Sym
g−2−j(St) occurs in R(j). This
corresponds to i = j + 1 in (2). Now use that Mg(j) is zero for j 6
g−1
2 . 
Of course it is far more interesting to have results about the non-vanishing of classes pn in CH(J),
for a general curve C. Ceresa’s theorem in [3] gives such a result, as it tells us that for g > 3 and
general C we have p2 6= 0 in A(J). (This follows from [3] using [8], Thm. 5.) See Fakhruddin [5] and
Ikeda [9] for some further results.
2.10. Corollary. (i) If i+ j 6 g then the natural map Ri(j) → R
i
(j) is an isomorphism.
(ii) If 0 < j 6 g/3 then Ri(j)
∼= Ri(j) for all i with 2i− j 6 g. In this case we have
R(j)
∼=
2j⊕
i=j+1
[
Symg−2i−j(St)
]ν(i,j)
as sl2-modules, where ν(i, j) is the number of ordered partitions of j with i− j parts.
Proof. (i) As remarked in 2.5, M b(j) = 0 if b > 2j. So if i + j 6 g then in the theorem we have
µ(i, j) = dim(M i(j)). This means that the kernel of the map R(j) → R(j) is contained in R
>g−j+1
(j) .
(ii) If j 6 g/3 then (i) applies to all i in the decomposition (2). So then µ(i, j) = dimQ(M
i
(j)),
which, as we have seen in 2.5, is the number of ordered partitions of j with i− j parts. 
The previous corollaries can be interpreted as a non-vanishing results. The picture that emerges is
that for small j there are no relations in R(j). By contrast, for large j we expect many relations. We
always have R(j) = 0 for j > g − 1, and Polishchuk’s result about the vanishing of the class of xj for
j > g
2
+ 1 (see [12], Cor. 0.2) gives that R(g−2) = 0 for all g > 4 and R(g−3) = 0 for all g > 6. We
expect that for a given j there is a bound Gj such that R(j) = for all g > Gj . In fact, the conjecture
of van der Geer and Kouvidakis—see 2.13 below—predicts that R(g−2l) = 0 for all g > (l + 1)
2 and
R(g−2l+1) = 0 for all g > l(l + 1). The following result gives a proof of this in the first non-trivial
cases. The bounds we obtain are sharp; see the examples in 2.12.
2.11. Corollary. For all g > 9 we have R(g−4) = 0. For all g > 12 we have R(g−5) = 0.
Proof. For the first assertion, assume g > 9. By [12] we already know that pg−3 = 0; this means that
Sym3(St) does not occur in R(g−4). Hence to prove that R(g−4) = 0 it suffices, by the theorem, to
show that the map D : Mg−1(g−4) → M
g−2
(g−4) is surjective. A basis for M
g−1
(g−4) (resp. M
g−2
(g−4)) is the set
Mong−1(g−4) (resp. Mon
g−2
(g−4)), which is in bijection with the set of partitions of g − 4 with 3 (resp. 2)
parts.
For g = 9 the map
D : M8(5) = Q · x
2
2x4 ⊕Q · x2x
2
3 −→M
7
(5) = Q · x2x5 ⊕Q · x3x4
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is given by the matrix
(
30
6
20
20
)
; so it is surjective. Similarly, for g = 10 the map D : M9(6) → M
8
(6) is
given, for the natural monomial bases of the spaces involved, by the matrix
 42 35 06 15 60
0 10 0


which has full rank.
Assuming now that g > 11 we have the relations
D(x22xg−5) = (g − 3)(g − 4)x2xg−4 + 6x3xg−5 ,
D(x2x3xg−6) =
(
g − 3
3
)
x2xg−4 +
(
g − 4
2
)
x3xg−5 + 10x4xg−6 ,
D(x2x4xg−7) =
(
g − 3
4
)
x2xg−4 +
(
g − 5
2
)
x4xg−6 + 15x5xg−7 ,
D(x23xg−7) = 2 ·
(
g − 4
3
)
x3xg−5 + 20x5xg−7 .
One verfies by direct calculation that these relations are linearly independent; hence x2xg−4, x3xg−5,
x4xg−6 and x5xg−7 are all in the image of D : M
g−1
(g−4) → M
g−2
(g−4). But this image also contains
D(x2xixg−3−i) for all i with 2 6 i 6
g−3
2
, and this element is a linear combination with positive
coefficients of x2xg−4, xixg−2−i and xi+1xg−3−i. Using induction on i this gives the desired surjectivity
of D .
For the second assertion of the Corollary, assume g > 12. This time we need to show that
D2: Mg−3(g−5) →M
g−1
(g−5) is surjective.
By direct calculation we find the relations
D
2(x32xg−7) = 36 ·
(
g − 3
4
)
x2xg−5 + 36 ·
(
g − 5
2
)
x3xg−6 + 180x4xg−7 ,
D
2(x22x3xg−8) = 40 ·
(
g − 3
5
)
x2xg−5 + 3g ·
(
g − 5
3
)
x3xg−6 + 20(g − 6)(g − 7)x4xg−7
+ 420x5xg−8 ,
D
2(x2x
2
3xg−9) = 40 ·
(
g − 3
6
)
x2xg−5 + 40 ·
(
g − 4
5
)
x3xg−6 + 40 ·
(
g − 6
3
)
x4xg−7
+ 40 ·
(
g − 7
2
)
x5xg−8 + 1120x6xg−9 ,
D
2(x22x4xg−9) = 60 ·
(
g − 3
6
)
x2xg−5 + 12 ·
(
g − 5
4
)
x3xg−6 + 12 ·
(
g − 5
4
)
x4xg−7
+ 60 ·
(
g − 7
2
)
x5xg−8 + 840x6xg−9 ,
D
2(x2x3x4xg−10) = 70 ·
(
g − 3
7
)
x2xg−5 + 30 ·
(
g − 4
6
)
x3xg−6 + 4g ·
(
g − 6
4
)
x4xg−7
+ 30 ·
(
g − 7
3
)
x5xg−8 + 70 ·
(
g − 8
2
)
x6xg−9 + 2520x7xg−10 ,
D
2(x33xg−10) = 120 ·
(
g − 4
6
)
x3xg−6 + 120 ·
(
g − 7
3
)
x5xg−8 + 3360x7xg−10 .
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One checks that these elements span the whole space
Q · x2xg−5 +Q · x3xg−6 +Q · x4xg−7 +Q · x5xg−7 ++Q · x6xg−9 +Q · x7xg−10 ,
so this subspace of Mg−1(g−5) is fully contained in the image of D
2: Mg−3(g−5) → M
g−1
(g−5). On the other
hand, for every index i with 2 < i < g−5
2
this image also contains the element D2(x22xixg−5−i), which
is a linear combination with positive coefficients of the elements x2xg−5, x3xg−6, xixg−3−i, xi+1xg−4−i
and xi+2xg−5−i. From this it follows by induction on i that D
2 surjects to Mg−1(g−5), as claimed. 
2.12. Examples. In Figure 2 we give the dimensions of all Ri(j) for some low genera. The numbering
scheme is the same as in Figure 1, but note that there is no part with negative level. If in box (i, j)
a number d appears, this means that dimQ(R
i
(j)) = d. The unnumbered boxes correspond to the
summands Ri(j) that are zero.
Note that for g = 10 there is a mistake in Polishchuk’s list of relations in [12], section 2.6. It is not
true that x3x4 and x2x5 are both zero, as stated there; we only have the relation 3x3x4 + 7x2x5 = 0.
Though these tables only give the dimensions of the spaces Ri(j), it should be clear that with little
extra work one can actually write down a basis. Alternatively, using Remark 2.7(ii) one can give a
basis for R(j) consisting of primitive elements.
2.13. Gerard van der Geer and Alexis Kouvidakis have informed me (personal communication of van
der Geer) that they have a conjecture for the dimension of the spaces Ri(j). Before we state their
conjecture, let us introduce the notation px(n;y) for the number of partitions of n with conditions x
on the number of parts, and conditions y on the parts. If we impose no condition, we omit x or y
from the notation. Thus, for instance, by pk(n;6 l) we mean the number of partitions of n with k
parts and with all parts 6 l. Conjugation of partitions interchanges the conditions “x” and “y”; for
instance, pk(n;6 l) = p6l(n;max = k). Also note that p6k(n;6 l) = pk(n + k;6 l + 1).
The conjecture of van der Geer and Kouvidakis is that dimQ
(
Ri(j)
)
equals pi−j(i;6 g + 1 − i),
the number of partitions of i with i− j parts and all parts at most g+1− i. We make the convention
that p0(0; g + 1) = 1. They have verified their conjecture for all g up to 25. Using the remarks just
made, we see that the conjecture is compatible with Fourier duality.
Note that the conjecture gives that the dimension of Ri equals p(i;6 g + 1− i) = p6g+1−i(i) =
pg+1−i(g + 1), and that the dimension of R equals p(g + 1), the number of partitions of g + 1.
Van der Geer and Kouvidakis also have a strong version of the conjecture, namely that the
monomials xα corresponding to the permutations of i with i− j parts and all parts 6 g+1− i give a
basis for Ri(j).
Though I do not know a proof for the conjecture, it is interesting to compare it with Thm. 2.6.
Namely, if 2i−j 6 g the conjecture gives, after some rewriting, that the representation Symg−2i+j(St)
occurs in R(j) with multiplicity
pi−j(j;6 g − i)− pg+1−i(j;6 i− j − 1) .
The correctness of this formula suffices to prove the conjecture. Note that in our calculation of this
multiplicity as the corank of the map Dg−2i+j+1: Mg−i+j+1(j) →M
i
(j), the source space has dimension
pg+1−i(j) and the target space has dimension pi−j(j).
In a first version of this paper, I hade suggested that the maps Dg−2i+j+1 always have the
maximum possible rank. This turns out not to be true. The first counterexample occurs for g = 17,
11
g = 8
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1
1 2 2 2 1
1 2 2 1
1
g = 9
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1
2 2 2 21 1
1 2 3 2 1
1 2 2 1
g = 10
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
2 2 2 2 21 1
1 2 3 3 2 1
1 3 3 3 1
1 1
g = 11
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
2 2 2 2 2 21 1
1 2 3 3 3 2 1
1 3 4 4 3 1
1 2 3 2 1
1 1
g = 12
1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 21 1
1 2 3 3 3 3 2 1
1 3 4 5 4 3 1
1 3 4 4 3 1
2 3 2
Figure 2. The structure of the ring R for some low values of g.
with i = 12 and j = 10; in that case we look at D4: M16(10) → M
12
(10), in which source and target are
both 5-dimensional, but which has rank only 4.
As pointed out to me by Gerard van der Geer, the conjecture fits nicely with Brill-Noether theory.
Namely, if we fix r = i− j and look for the smallest j such that Rj+r(j) = 0 then the predicted result is
exactly what could be expected from geometry. To be precise, given g and r, let d(g, r) = g+r−⌊ gr+1⌋
be the smallest positive integer d such that the general curve of genus g has a grd. By the main results
in [7] and [8], see the next section, having a grd gives a relation in R
j+r
(j) for all j > d − 2r + 1. Now
observe that the conjecture of van der Geer and Kouvidakis predicts that Rj+r(j) = 0 if and only if
j > d(g, r)−2r+1. For r = 1 this is Polishchuk’s result on the vanishing of the classes pn for n >
g
2
+1.
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For other small r, say r = 2 and 3, this can be proven with arguments as in 2.11, but as it seems
difficult to get a general result with this method, we shall not give the details here.
§3. Cycle relations for curves with a given linear system
3.1. As before we consider a non-singular curve C of genus g over some algebraically closed field.
The starting point in this section is the following result of Herbaut. The result was proven in [8] in
a different formulation. Soon thereafter the result as stated here was proven by van der Geer and
Kouvidakis in [7]. It was shown by Zagier in an appendix to [7] that the two results are actually
equivalent. We shall further refine this result in Section 5.
3.2. Theorem. (Herbaut [8], van der Geer-Kouvidakis [7]) If the curve C has a grd then∑
m1,...,mr
m1+···+mr=i
m1! · · ·mr! · pm1 · · · pmr = 0 (3)
in A(J) for all i > d− r.
3.3. The idea of this section is that from Herbaut’s relations we get other ones by (repeated) appli-
cation of the operator D . In general this gives many new relations, and it seems difficult to give an
explicit set of generators for the ideal of relations thus obtained. So instead we shall focus on the
relations we get by applying Dr−1 to (3). What is clear a priori is that this gives a relation of the
form c ·pi+1−r = 0 in A(J), for some comstant c depending on g, i and r. The constant c that appears
turns out to be of a combinatorial nature. See Thm. 3.7 and 3.9 below for the precise result and some
further explanation.
3.4. Given integers i > s, define elements B(i, s) and C(i, s) of R by
B(i, s) :=
∑
m1,...,ms>1
m1+···+ms=i
m1! · · ·ms! · xm1 · · · xms and C(i, s) :=
∑
m1,...,ms>2
m1+···+ms=i
m1! · · ·ms! · xm1 · · · xms .
We have
B(i, s) =
s∑
a=0
(
s
a
)
xa1 C(i− a, s − a) .
(To see this use that B(i, s) is the coefficient of ti in
(∑
m>1 m!xmt
m
)s
, and separate the terms with
m = 1 from those with m > 2.)
3.5. Lemma. We have
D
s−1
(
C(i, s)
)
=
i! (i− s− 1)!
(i− 2s)!
· xi+1−s
for all integers i > 0 and s > 1.
Proof. Change to the variables yn := (n+ 1)! xn+1; then D = E1 + E2 with
E1 :=
∑
m,n>1
ym+n ∂m∂n and E2 :=
∑
m,n>1
m+ n
2
· ym+n ∂m∂n .
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Letting
C ′(k, s) :=
∑
n1,...,ns
n1+···+ns=k
yn1 · · · yns
it is clear that Ds−1
(
C ′(k, s)
)
= c · yk for some rational number c. Our goal is to prove that c =
(k + s)! (k − 1)!/(k − s)! (k + 1)!. This can be checked by evaluation at the vector 1 := (1, 1, . . .).
On Q[y1, y2, . . .] consider gradings d and δ given by d(yi) = 1 and δ(yi) = i. Suppose f is
homogeneous for both. Then one finds without difficulty (reduce to monomials) that E1(f)
(
1
)
=
d(d− 1) · f(1) and E2(f)
(
1
)
= δ(d − 1) · f(1). Note further that E1 and E2 both decrease d by 1 and
preserve δ. Hence, by induction on n 6 s− 1,
D
n
(
C ′(k, s)
)
(1) =
(k − 1)! (k + s)!
(k − s)! (k + s− n)! (s − 1− n)!
,
and taking n = s− 1 gives the result. 
3.6. Definition. Given integers g, i and r, let
Ψ(g, i, r) :=
r−1∑
a=0
(
i− g
a
)(
i− a
r − a
)(
i− r − 1
r − 1− a
)
which is a polynomial of degree r − 1 in g and of degree 2r − 1 in i.
3.7. Theorem. Suppose the curve C has a grd. Then pk = 0 in A(J) for all k > d + 1 − 2r with
Ψ(g, k + r − 1, r) 6= 0. Equivalently (by Fourier duality), [C](l) = 0 in A(J) for all l > d − 2r with
Ψ(g, l + r, r) 6= 0.
Proof. Herbaut’s theorem tells us that ϕ
(
B(i, r)
)
= 0 in A(J) for all i > d− r. Using Lemma 2.4 we
find
D
r−1
(
B(i, r)
)
=
r∑
a=0
(
r
a
)
D
r−1
(
xa1C(i− a, r − a)
)
=
r∑
a=0
min(a,r−1)∑
b=0
(
r
a
)
(r − 1)!
(r − 1− b)!
a!
(a− b)!
(
i− a− g + b
b
)
· xa−b1 D
r−1−b
(
C(i− a, r − a)
)
.
But Dr−1−b
(
C(i− a, r − a)
)
= 0 if b < a. So
D
r−1
(
B(i, r)
)
=
r−1∑
a=0
(
r
a
)
(r − 1)! a!
(r − 1− a)!
(
i− g
a
)
(i− a)! (i − r − 1)!
(i− 2r + a)!
· xi+1−r
= r! (r − 1)! (i − r)! ·Ψ(g, i, r) · xi+1−r .
Setting k = i+ 1− r we obtain the theorem. 
3.8. Remark. In [8], Thm. 4, Herbaut obtains a result that is very similar to our Thm. 3.7. Let us
explain the relation between the results.
Herbaut gets as conclusion that [C](l) = 0 for all l > d−2r, provided that a certain combinatorical
factor A(r, d, g) is non-zero. In our result, the condition is that Ψ(g, k + r− 1, r) is non-zero; this is a
condition on the triple (g, i, k), and not on d. The combinatorical formulas involved are related by the
identity Ψ(g, d− r+1, r) = (d− 2r+2) ·A(r, d, g). So if d− 2r+2 > 0 (the only case of interest), our
result implies Herbaut’s. On the other hand, even if A(r, d, g) = 0, in which case Herbaut’s theorem
gives nothing, we can still apply our result to obtain the vanishing of the classes [C](l) for l > d+1−2r.
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3.9. At first sight the theorem seems to good to be true. For instance, if we apply it with the canonical
linear system |KC | then we get relations of the form const · pk = 0 for all k > 2. However, by Ceresa’s
theorem in [3] we know that in general p2 is not algebraically zero. (Note that pk = 0 for k > 2 implies
that pk+1 = 0; see Herbaut [8], Thm. 5.) The point is of course that the factor Ψ(g, k + r− 1, r) may
be zero.
It should be stressed therefore that the theorem is of interest only for special linear systems. From
Cor. 2.9 we can deduce that Ψ(g, i, r) = 0 if i > g and r > g+1
2
+ i+1; this means that for non-special
linear systems we get nothing new.
3.10. Examples. (a) Suppose we have a g2d. Theorem 3.2 gives that∑
m1,m2
m1+m2=i
m1!m2! · pm1pm2 = 0
in A(J), for all i > d− 1. Applying D to this, we get
(i− 1)!
(
i(i− 1)− 2g
)
pi−1 = 0 .
in A(J) for all i > d− 1. So if g 6= (d− 1)(d− 2)/2, which means that the g2d is not very ample, then
we find that pi = 0 for all i > d − 2; but if g = (d − 1)(d − 2)/2 then we only get that pi = 0 for
i > d− 1. Note that this last conclusion is also obtained from geometry, using that if C has a g2d then
also it has a g1d−1.
(b) Next suppose we have a g3d. This gives that∑
m1,m2,m3
m1+m2+m3=i
m1!m2!m3! · pm1pm2pm3 ∼alg 0
for all i > d− 2. Applying D2 to this, we get that (i− 2)! pi−2 times the factor
Ψ(g, i, 3) = i(i − 1)2(i− 2)− 6g(i2 − 3i+ 3) + 6g2
is algebraically equivalent to zero for all i > d − 2. A computer calculation gives the following list of
pairs (g, i) with i < g 6 10000 for which Ψ(g, i, 3) = 0:
(8, 5) , (10, 7) , (21, 7) , (25, 11) , (66, 11) . (4)
So unless we hit one of the rare pairs (g, i) for which Ψ(g, i, 3) = 0 we get the conclusion that pi−2 = 0
for all i > d− 2. If this does not work we can use that C also has a g2d−1, and then try to use (a) to
conclude that pk = 0 for all k > d− 3.
Most pairs (g, i) in (4) are geometrically irrelevant. Note that we still have the condition that
d 6 i + 2. If we check which of the listed pairs satisfy Castelnuovo’s bound, the only cases left are
curves of genus 10 with a g310, and curves of genus 25 with a g
3
13. I do not know if these actually occur.
(c) Next suppose we have a g4d. Applying D
3 to Herbaut’s relations, we get that (i − 3)! pi−3
times the factor:
Ψ(g, i, 4) = i(i− 1)2(i− 2)2(i− 3)− 12g(i4 − 8i3 + 26i2 − 43i+ 34) + 36g2(i2 − 5i+ 8)− 24g3
is zero in A(J), for all i > d−3. Again we look for pairs (g, i) with i < g for which the factor vanishes.
The following is the list of such pairs with g < 1000:
(5, 1) , (10, 6) , (12, 8) , (14, 10) , (16, 9) , (190, 38) .
Among these, the only cases that are geometrically relevant (in the sense that they meet Castelnuovo’s
bound) are curves of genus 12 with a g411, curves of genus 14 with a g
4
12 or a g
4
13, and curves of genus 190
with a g4d with 37 6 d 6 41. Again I do now know if such curves actually exist.
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3.11. Remark. The general pattern we see is that the existence of special divisors on C leads to
relations between the generators pn of the tautological ring. One may ask if there is a converse to this.
See for instance Herbaut [8], just after Thm. 4. However, it seems to us that one cannot expect such
a converse, at least not in a naive way. The point is that for varieties over Q one expects that the
filtration Fil
•
CH(J) introduced in 1.2 satisfies Fil2 = 0. In particular, for curve C over Q we should
have pn = 0 for all n > 3. On the other hand, the general curve of genus g over Q is also general in
the sense of Brill-Noether theory.
As yet this is of course only speculation, but it leads to the interesting question whether one can
obtain relations between the classes pn from the assumption that there is a non-constant map C → P
1
with at most three critical values.
§4. The big tautological ring
4.1. In the rest of the paper we shall be interested in cycle relations in the Chow ring of J (tensored
with Q; see our conventions in 0.4). Note that from now on we will consider an operator D on CH(J)
that lifts the operator considered before. Also we will consider elements pn that lift those defined
in 2.2.
4.2. Definition. We define the big tautological ring Taut(C) ⊂ CH(J) as the smallest Q-subalgebra
of CH(J) that contains the image of j∗: CH(C) → CH(J) and is stable under all operations ·, ∗, F ,
n∗ and n∗. Similarly, the small tautological ring taut(C) ⊂ CH(J) is the smallest Q-subalgebra of
CH(J) that contains the classes [C](j) and is stable under all operations ·, ∗, F , n
∗ and n∗.
The small and big tautological rings have the same image in A(J) := CH(J)/ ∼alg; this image is the
tautological ring T (C) ⊂ A(J) considered before. In general, Taut(C) is much bigger than taut(C).
To make this more precise we first recall that by the results of [13], to be briefly reviewed below,
taut(C) is finitely generated. By contrast, Taut(C) contains the whole CHg(J); hence it also contains
all CHi(i).
4.3. As in [13] we define classes pn ∈ CH
n
(n−1)(J) and qn ∈ CH
n
(n)(J) by
pn := F
(
[j(C)](n−1)
)
= degree n component of F
[
j(C)
]
, 1 6 n 6 g;
qn := F
(
θ · [j(C)](n)
)
= degree n component of F
(
θ · [j(C)]
)
, 0 6 n 6 g − 1 .
In particular we have p1 = −θ and q0 = g. We set pn := 0 if n 6 0 or n > g and qn := 0 if n < 0 or
n > g.
If y is an element of CH(C) we write
an(y) := F
(
(j∗y)(n)
)
= degree n component of F (j∗y).
If D is a divisor on C we define an(D) := an
(
[D]
)
, which lies in CHn(n)(J). Note that, with K the
canonical class of C, we have θ ·
[
j(C)
]
= 1
2
j∗K + [0]; see [13], Section 1. Hence
qn =
{
g · [J ] = [J ] + 12a0(K) if n = 0;
1
2
an(K) if n 6= 0.
(5)
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4.4. Write ℓ := c1(LJ ), with LJ as in 1.1. As in [13] we define, for n ∈ Z>0 and a ∈ CH(J), an
operator An(a) ∈ End
(
CH(J)
)
by An(a)
(
b
)
= a ∗n b := (p1 + p2)∗
(
ℓn · p∗1a · p
∗
2b). For n < 0 we set
An(a) := 0.
Let y be an element of CH(C). Given integers m > 0 and n > 0 we define Zm,n(y) := m! ·
An
(
(j∗y)(m+n)
)
. If m < 0 or n < 0 we set Zm,n(y) := 0. If D is a divisor on C we write Zm,n(D) :=
Zm,n
(
[D]
)
.
The operators Ym,n considered in [13] are given by
Ym,n :=
{
id + 1
2
Z0,0(K) = g · id if (m,n) = (0, 0);
1
2 Zm,n(K) else.
Further, Polishchuk introduces operators X˜m,n and Xm,n given by
X˜m,n := m! ·An
(
[C](m+n−2)
)
and Xm,n := X˜m,n −mnYm−1,n−1 .
Note that the Xm,n and X˜m,n can be non-zero only if m + n > 2. If m < 0 or n < 0 then we set
Ym,n = X˜m,n = Xm,n := 0.
The first main result of [13] is that we have the commutation relations
[Xm,n,Xm′,n′ ] = (m
′n−mn′) ·Xm+m′−1,n+n′−1 ,
[Xm,n, Ym′,n′ ] = (m
′n−mn′) · Ym+m′−1,n+n′−1 ,
[Ym,n, Ym′,n′ ] = 0 ,
where in the second line we restrict to elements Xm,n with m + n > 2. These identities can be
interpreted as saying that a suitable Lie algebra acts on CH(J).
The triple (X2,0/2,X1,1,X0,2/2) defines the action of sl2 on CH(J) as in 1.3. The operator
D := 12 X2,0 will play an important role in what follows; note that it is given by D(x) = [C](0) ∗x and
that it maps CHi(j)(J) to CH
i−1
(j) (J).
The second main result of [13] is that taut(C) is generated by the classes pm (1 6 m 6 g) and
qm (0 6 m 6 g − 1), and that D acts on it as the differential operator
1
2 ·
∑
m,n>1
(
m+ n
n
)
pm+n−1∂pm∂pn +
∑
m,n>1
(
m+ n− 1
n
)
qm+n−1∂qm∂pn −
∑
m>1
qm−1∂pm . (6)
(Polishchuk also has explicit formulas for the other operatorsXm,n and Ym,n; for these we refer to [13].)
Note that if we say that D acts as the operator (6), the formal meaning is that we consider the
polynomial ring Q
[
{pm}16m6g, {qm}06m6g−1
]
, where we now view the pm and qm as indeterminates;
then the natural homomorphism Q[p•, q•] → taut(C) ⊂ CH(J) intertwines the differential operator
given by (6) and the operator D .
The main purpose of this section is to extend Polishchuk’s results to the big tautological ring, as
follows.
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4.5. Theorem. (i) The big tautological ring Taut(C) is generated, as a Q-algebra, by the classes pm
and am(D), for m > 0 and D a divisor on C.
(ii) Let D1, . . . ,Ds be divisors on C, and let R be the Q-subalgebra of Taut(C) generated by the
classes pm, qm and am(Di) for m > 0 and i ∈ {1, . . . , s}. Then R is stable under the operations ·, ∗,
F , n∗, n∗ and D , and D acts on it as the differential operator
1
2
·
∑
m,n>1
(
m+ n
n
)
pm+n−1∂pm∂pn +
∑
m,n>1
(
m+ n− 1
n
)
qm+n−1∂qm∂pn
+
s∑
i=1
∑
m,n>1
(
m+ n− 1
n
)
am+n−1(Di)∂am(Di)∂pn −
∑
m>1
qm−1∂pm . (7)
For the proof of this result we will closely follow the arguments of [13].
4.6. Lemma. Let D be a divisor on C. Then for any n > 0 we have Z0,n(D)
(
x
)
= n! · an(D) · x.
For the proof we refer to [13], Lemma 2.4.
4.7. Proposition. We have the commutation relations
[
Zm,n(D), Zm′,n′(D
′)
]
= 0(a) [
Xm,n,Xm′,n′
]
= (nm′ −mn′) ·Xm+m′−1,n+n′−1(b) [
Xm,n, Zm′,n′(D)
]
= (nm′ −mn′) · Zm+m′−1,n+n′−1(D)(c)
where in (c) we restrict to elements Xm,n with m+ n > 2.
Proof. Relations (a) and (b) were proved in [13]; see loc. cit., Theorem 0.1 and the remark following
Lemma 2.5. For (c) see [14], Thm. 0.1. 
4.8. Proof of Theorem 4.5. Let D1, . . . ,Ds and R be as in (ii) of the theorem. Consider the
polynomial ring
R˜ := Q
[
{pm}m>1, {qm}m>0, {am(Dν)}m>0,16ν6s
]
and let π: R˜→ R be the natural map. Define D˜ to be the differential operator on R˜ given by (7).
We first prove that R is stable under D and that the action of D is given by (7), in other words,
π ◦D˜ = D ◦π. The first step in the proof is to show that if x and y are any of the variables pm, qm or
am(Dν) then
π ◦
[
[D˜ , x], y
]
=
[
[D , x], y
]
◦π ; (8)
here “x” stands for “multiplication by x” on R˜ (resp. on R), and likewise for “y”. Note that if (8)
holds for the pair (x, y) then it also holds for (y, x), as follows from the Jacobi identity, using that
[x, y] = 0. It follows from Polishchuk’s results in [13] that
π ◦ [D˜ , pm] = [D , pm]◦π (9)
for all m, as D˜ is the sum of the operator given by (6) and an operator that commutes with pm.
Because of the relation (5), it only remains to verify (8) for elements x = am(Di) and y = an(Dj).
Direct calculation gives
[
[D˜ , am(Di)], an(Dj)
]
= 0. On the other hand, using Lemma 4.6 and Prop. 4.7
we find that also
[
[D , am(Di)], an(Dj)
]
= 0. Hence we have (8).
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By induction on the degree it follows from (8) that for all F ∈ R˜ we have
π
([
D˜ , am(Dν)
]
(F )
)
=
[
D , am(Dν)
](
π(F )
)
. (10)
Note that to start the induction we need to prove this relation for F the unit element of R˜, which maps
to the class [J ] in R. Then the LHS of (10) is zero. The RHS equals
[
D , am(Dν)
](
[J ]
)
= D
(
am(Dν)
)
−
am(Dν)·D
(
[J ]
)
, which is zero, too, because D
(
[J ]
)
∈ CH−1(J) = 0 and D
(
am(Dν)
)
∈ CHm−1(m) (J) = 0.
Hence we can start the induction, and we get the relation (10). In particular, using (5) we find that
π ◦ [D˜ , qm] = [D , qm]◦π . (11)
By another induction on the degree it follows from (9), (10) and (11) that π
(
D˜(F )
)
= D
(
π(F )
)
for
all F ∈ R˜, which is what we wanted to prove.
By definition R ⊂ CH(J) is stable under intersection product, and as just proven it is stable
under D . As the Fourier transform can be calculated as F = exp(e) · exp(−f) · exp(e) (see [13],
end of Section 1, or [15], Lemma 1.4), R is also stable under F , and hence also under Pontryagin
product. The generators of R are homogeneous (for the usual grading by codimension), so R is
a graded subalgebra of CH(J), and because for y ∈ CHi(J) we have y ∈ CHi(j)(J) if and only if
F (y) ∈ CHg−i+j(J), we find that R is stable under Beauville’s decomposition, hence also under all
n∗ and n∗. This proves (ii) of the theorem.
Finally, let T ′ ⊂ Taut(C) be the Q-subalgebra generated by all classes pm, qm and am(D). By
the results just proven, T ′ is stable under all operators ·, ∗, F , n∗ and n∗, and as T
′ contains the
image of j∗ we conclude that T
′ = Taut(C). 
4.9. Corollary. The big tautological ring Taut(C) ⊂ CH(J) does not depend on the choice of the
base point x0 ∈ C.
Proof. If x′0 ∈ C is another base point, and j
′: C →֒ J is the associated embedding, we have j′ = tδ ◦j
with δ =
[
OC(x0 − x
′
0)] ∈ J . Hence for any y ∈ CH(C) we have F (j
′
∗y) = e
ℓδ · F (j∗y), where
ℓδ ∈ CH
1
(1)(J) is the first Chern class of (LJ )|{y}×J . Now use the theorem, the fact that Taut(C)
contains CH1(1)(J), plus the fact that Taut(C) ⊂ CH(J) is a bigraded subring with regard to the
Beauville bigrading. 
4.10. Corollary. Let D be a divisor on C, and consider the Q-subalgebra R ⊂ Taut(C) generated
by the classes pm, qm and am(D). Then for all m > 1 +
g
2 the class am(D) lies in the ideal of R
generated by the classes qn with 1 6 n <
g+1
2
.
Proof. Write am := am(D). Let S ⊂ R be the subalgebra generated by the classes pm for m > 2,
together with all qm and am. (So the only generator we exclude is p1.) Then S is stable under D and
so is the ideal I = S · q1 + · · ·+ S · qg−1. The induced operator D¯ on S/I is given by
1
2
·
∑
m,n>1
(
m+ n
n
)
pm+n−1∂pm∂pn +
∑
m,n>1
(
m+ n− 1
n
)
am+n−1∂am∂pn .
First suppose g is even. Consider the element a1p
u
2 for some u > 1. By induction we find that
D¯n(a1p
u
2 ), for 0 6 n 6 u− 1, is a linear combination with coefficients in Z>0 of terms akpm1 · · · pmu−n
such that k +m1 + · · · +mu−n = 2u + 1 − n. In particular, D¯
u−1(a1p
u
2 ) is a linear combination of
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terms akpm with k +m = u + 2, and again applying D¯ gives D¯
u(a1p
u
2 ) = c · au+1 for some positive
integer c. (One readily sees that c is non-zero.) Now use that for all u > g/2 we have a1p
u
2 = 0 in S/I.
Similarly, if g is odd, we start with the relation a1p
u
2p3 = 0 for u >
g−1
2 , and applying D¯
u we
obtain that au+2 = 0 in S/I.
This shows that am ∈ I ·R for allm > 1+
g
2 . Finally use [13], Prop. 4.2, which tells us that already
in the small tautological ring taut(C) ⊂ R the ideal (q1, . . . , qg−1) is generated by the classes qn with
n < g+1
2
. 
§5. Cycle relations in the Chow ring
5.1. As before, let C be a complete non-singular curve of genus g > 2. Choose a base point x0 ∈ C,
and let L be the Poincare´ bundle on C × J , normalised such that L|{x0}×J is trivial.
From now on we assume C has a base-point free grd, say G . Let Γ be one of the divisors in G ,
let V ⊆ H0(C,Γ) be the linear subspace that gives G , and let γ: C → P(V ∨) ∼= Pr be the morphism
associated to G . If there is no risk of confusion we simple write P := P(V ).
Consider the incidence variety
Y :=
{
(P, ℓ) ∈ C × P
∣∣ ℓ ⊂ H0(C,Γ − P )} ,
and let q1: Y → C and q2: Y → P be the two projections. As in van der Geer-Kouvidakis [7] we
want to apply Grothendieck-Riemann-Roch to the line bundle M := (q1 × id)
∗L on Y × J and the
morphism (q2 × id): Y × J → P× J . Our main task is to refine their calculations so as to make them
work on Chow level.
5.2. Proposition. We have
ch
(
(q2 × id)∗M
)
= F
(
j∗([C]−
1
2
K)
)
−F
(
j∗([C]−
1
2
K − [Γ])
)
· exp(−h) ,
= F
(
j∗[Γ]
)
−
r∑
i=1
F
(
j∗([C]−
1
2K − [Γ])
)
·
(−h)i
i!
,
where we identify CH
(
P× J
)
= CH(J)
[
h
]
/(hr+1) with h the hyperplane class on P.
Proof. Let E be the rank r vector bundle on C whose fibre at a point P is H0(C,Γ − P ). More
formally, let π1, π2: C × C → C be the projections; then E := π2,∗
(
π∗1OC(Γ) ⊗ OC×C(−∆)
)
, which
by our assumption that G is base-point free is indeed locally free of rank r, and which sits in an exact
sequence
0 −→ E −→ V ⊗k OC −→ OC(Γ) −→ 0 . (12)
As Y → C is the projective bundle associated to E we have CH(Y ) = CH(C)
[
H
]
/(Hr − [Γ] ·Hr−1),
where H := c1
(
OY (1)
)
. If we have classes αj ∈ CH(C), almost all zero, then q1,∗(
∑
j>0 αjH
j) =
αr−1 + [Γ] · αr. Also note that OY (1) = q
∗
2OP(1), so if h := c1
(
OP(1)
)
∈ CH1(P) is the hyperplane
class on P, we have H = q∗2(h).
Let p1: Y × J → Y and p2: Y × J → J be the projections. GRR gives
ch
(
(q2 × id)∗M
)
= (q2 × id)∗
(
ch(M ) · p∗1Td(Y/P)
)
=
r∑
i=0
p2,∗
(
ch(M ) · p∗1
(
Td(Y/P) ·Hr−i
))
· hi .
20
We calculate p2,∗ by first pushing down to C × J and then pushing down via the projection map
pr2: C × J → J . This gives
ch
(
(q2 × id)∗M
)
=
r∑
i=0
pr2,∗
(
ch(L ) · pr∗1q1,∗
(
Td(Y/P) ·Hr−i
))
· hi
=
r∑
i=0
F
(
j∗ q1,∗
(
Td(Y/P) ·Hr−i
))
· hi . (13)
Next we use that Td(Y/P) = Td(Y/C) · q∗1Td(C) · q
∗
2Td(P)
−1. But q∗2Td(P) = Td
(
V ⊗k OY (1)
)
, so
using the exact sequences (12) and
0 −→ OY −→ (q
∗
1E)
(
1
)
−→ TY/C −→ 0
we find that Td(Y/P) = q∗1Td(C) · Td
(
q∗1OC(Γ)⊗OY (1)
)−1
. Now
Td
(
q∗1OC(Γ)⊗OY (1)
)−1
=
∑
m>0
(−1)m
(m+ 1)!
·
(
[Γ] +H
)m
=
∑
m>0
(−1)m
(m+ 1)!
·Hm + [Γ] ·
∑
m>1
(−1)m ·m
(m+ 1)!
·Hm−1 ,
so we find
q1,∗
(
Td(Y/P) ·Hr−i
)
=
{
[Γ] if i = 0;
(−1)i−1
i! ·
(
[C]− 12K
)
·
(
[C]− [Γ]
)
if i > 0.
Putting this back into (13) we get the proposition. 
5.3. To apply Prop. 5.2 we need some notation. We introduce classes ci(Γ) that are the Chern classes
of a vector bundle for which the classes an(Γ) are the components of the Chern character. Concretely,
choose a divisor Γ in the linear system G such that Γ = Q1 + Q2 + · · · + Qd for distinct points
Qi ∈ C. Let Li be the restriction of L to {Qi} × J , and define W := L1 ⊕ · · · ⊕ Ld. We then have
am(Γ) = chm(W ). Now define
ci(Γ) := ci(W ) and ct(Γ) := ct(W ) .
By construction we have
exp
(∑
m>1
(−1)m−1(m− 1)! am(Γ)t
m
)
= ct(Γ) .
5.4. Consider the situation as in 5.1. Let N be the vector bundle of rank d on P × J given by
N := (q2 × id)∗M ⊗OP(1). Our GRR calculation gives
ch(N ) = F
(
j∗[Γ]
)
+
∑
n>1
F
(
j∗([C]−
1
2
K)
)
·
hn
n!
,
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so
ch0(N ) = a0(Γ) = d and chm(N ) = am(Γ) +
m∑
n=1
pm−n −
1
2am−n(K)
n!
hn for m > 1.
The non-trivial information we have is that
ct(N ) = exp
(∑
m>1
(−1)m−1(m− 1)! chm(N )t
m
)
is a polynomial in t of degree 6 d. The RHS equals
ct(Γ) · exp
( ∑
16n<m
(−1)m−1(m− 1)! pm−nh
ntm
n!
)
· exp
( ∑
16n6m
(−1)m−1(m− 1)! am−n(K)h
ntm
2 · n!
)
.
(Note that we may take n < m in the second factor, as p0 = 0.) Separating terms according to their
type in the Beauville decomposition this gives that for every j > 0 the expression
ct(Γ) ·
( ∑
16n<m
(−1)m−1(m− 1)! pm−nh
ntm
n!
)j
· exp
( ∑
16n6m
(−1)m−1(m− 1)! am−n(K)h
ntm
2 · n!
)
(14)
is a polynomial in t of degree at most d.
5.5. In the relation we have obtained we take j = r. Note that hr+1 = 0. Hence
( ∑
16n<m
(−1)m−1(m− 1)! pm−nh
ntm
n!
)r
=
(∑
m>2
(−1)m−1(m− 1)! pm−1ht
m
)r
=
(∑
m>1
(−1)mm! pmt
m
)r
· hrtr .
We define B(i, s) as (−1)i times the coefficient of ti in
(∑
m>1(−1)
mm! pmt
m
)s
; so
B(i, s) =
∑
m1,...,ms
m1+···+ms=i
m1! · · ·ms! · pm1 · · · pms .
Then the relation we find is that ct(Γ) ·
∑
i>1(−1)
iB(i, r)ti is a polynomial in t of degree at most d−r.
In particular, this gives the following result.
5.6. Theorem. Let C be a curve with a grd. Let Γ be a divisor in the linear system, and define
elements cn(Γ) as above. Then we have
B(i, r) = c1(Γ) ·B(i− 1, r)− c2(Γ) ·B(i− 2, r) + · · ·+ (−1)
ici−1(Γ) · B(1, r) .
for all i > d− r.
Note that it is no loss of generality to assume that the grd is complete and base-point free. Passing to
the quotient of CH(J) modulo algebraic equivalence we recover Theorem 3.2.
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5.7. The relations in Thm. 5.6 are only the tip of the iceberg. There is an abundance of further
relations. There are at least three methods we can use: (i) Take other values for j in (14); (ii) Apply
the operator D to relations we have found; (iii) Use that if the curve has a grd then it also has a g
r−1
d−1.
The main difficulty is to extract manageable information, and here we have little to offer. So we
confine ourselves to some simple examples of how we can get more relations.
5.8. Example. We consider the relations we obtain by taking j = r − 1 in (14). We have
( ∑
16n<m
(−1)m−1(m− 1)! pm−nh
ntm
n!
)r−1
= A1 · h
r−1tr−1 +A2 · h
rtr ,
with
A1 =
(∑
m>1
(−1)mm! pmt
m
)r−1
=
∑
ν>0
(−1)νB(ν, r − 1)tν ,
and
A2 =
r − 1
2
·
(∑
m>1
(−1)m+1(m+ 1)! pmt
m
)
·
(∑
m>1
(−1)mm! pmt
m
)r−2
=
r − 1
2
·
(∑
m>1
(−1)m+1(m+ 1)! pmt
m
)
·
(∑
ν>0
(−1)νB(ν, r − 2)tν
)
.
On the other hand,
exp
( ∑
16n6m
(−1)m−1(m− 1)! am−n(K)h
ntm
2 · n!
)
= 1 + 1
2
·
(∑
m>0
(−1)mm! am(K)t
m
)
· h t (mod h2) ,
So we obtain from 5.4 that ct(W ) ·
∑
ν>0(−1)
νB(ν, r− 1)tν is a polynomial of degree 6 d+1− r, and
that
ct(W ) ·
{(∑
ν>0
(−1)νB(ν, r − 1)tν
)
·
(∑
m>0
(−1)mm! am(K)t
m
)
+(r − 1) ·
(∑
m>1
(−1)m+1(m+ 1)! pmt
m
)
·
(∑
ν>0
(−1)νB(ν, r − 2)tν
)}
is a polynomial of degree 6 d− r.
Concretely this means that
i−1∑
n=0
(−1)ncn(Γ)B(i− n, r − 1) = 0 for all i > d+ 2− r (15)
and
i∑
n=0
cn(Γ) ·
{∑
ν>0
(−1)n−i(n− i− ν)!B(ν, r − 1)an−i−ν(K)
+(r − 1) ·
∑
ν>0
(−1)n−i+1(n− i+ 1− ν)!B(ν, r − 2)pn−i−ν
}
= 0 (16)
for all i > d+ 1− r.
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5.9. Example. Consider a curve with a g1d; so we take r = 1 in the above. Thm. 5.6 gives
pi =
1
i!
·
i−1∑
ν=1
(−1)i+ν+1 ν! ci−ν(Γ) pν for all i > d.
Applying D we get, using Thm. 4.5,
−qi−1 =
i−1∑
ν=1
(−1)i+νν!
i!
ci−ν(Γ)qν−1 +
i−1∑
ν=1
∑
m>1
(−1)i+ν+1ν!
i!
(
m+ ν − 1
ν
)
am+ν−1(Γ)∂am(Γ)
(
ci−ν(Γ)
)
.
Now use that ∂am(Γ)
(
ck(Γ)
)
= (−1)m−1(m− 1)! ck−m(Γ). So we find that
−qi−1 =
i−1∑
ν=1
(−1)i+νν!
i!
ci−ν(Γ)qν−1 +
∑
ν>1
(−1)i+1+ν(ν − 1) · ν!
i!
· aν(Γ)ci−1−ν(Γ)
for all i > d.
5.10. Next consider a curve with a g2d, i.e., we take r = 2. The first type of relation we have is the one
give by Thm. 5.6, which for every i > d−1 gives an expression of B(i, 2) =
∑i−1
m=1 m!(i−m)! pmpi−m
as a linear combination of terms cn(Γ) · B(i− n, 2).
Next we can use that the g2d gives rise, in several ways, to a g
1
d−1. Concretely, let Γ = Q1+· · ·+Qd
be one of the divisors of the g2d, where the Qi are distinct. For s ∈ {1, . . . , d} let Γ
(s) := Γ − Qs.
Applying Thm. 5.6 to the g1d−1’s thus obtained we get relations
pi =
1
i!
·
i−1∑
ν=1
(−1)i+ν+1 ν! ci−ν(Γ
(s)) pν (17)
for all i > d− 1 and all s ∈ {1, . . . , d}. Summing over s this gives
pi =
1
d · i!
·
i−1∑
ν=1
(−1)i+ν+1 ν! (d+ ν − i) ci−ν(Γ) pν for all i > d− 1. (18)
Thirdly we can apply what we found in 5.8. Equation (15) gives
pi =
1
i!
·
i−1∑
ν=1
(−1)i+ν+1 ν! ci−ν(Γ) pν for all i > d
which also follows from (17). Equation (16) gives
i∑
n=0
n−i∑
ν=1
(−1)n−i (n− i− ν)! ν! pν cn(Γ) an−i−ν(K) = 0 . (19)
(Recall that the elements al(K) are essentially the classes ql; see (5).)
24
Finally we can apply the operator D to relations that we have found. For instance, applying D
to the relation in Thm. 5.6 we find a relation
0 =
i−1∑
m=1
(−1)m+1m · (m+ 1)! ci−m−1(Γ) pm
+ 2 ·
i−1∑
m=1
i−m−1∑
u=0
(−1)m+u u · u!m! au(Γ) ci−m−u−1(Γ) pm
+ 2 ·
i−1∑
m=1
i−m−1∑
u=0
(−1)m+u (u+ 1)!m! qu ci−m−u−1(Γ) pm = 0
for all i > d− 1. Using this identity we can express the classes pi for i > d− 2 as linear combinations
of the pi−ν (ν > 0) with coefficients in the ring Q
[
qm, am(Γ);m > 1
]
. It seems that these relations
(for i > d − 1) do not, in general, follow from the relations we have already obtained in (17), (18)
and (19).
In conclusion, we have relations between the generators pm, qm and am(Γ) galore. At this stage,
however, we do not have a simple set of generators for the whole ideal of relations.
5.11. Remark. A general curve of genus g has gonality ⌈g2⌉ + 1. As Polishchuk shows in [13],
Prop. 4.2, in the small tautological ring taut(C) all classes pm with m > (g/2) + 1 lie in the ideal
generated by the classes qn for n > 1. So one might guess that if the curve has a g
1
d, all classes pn with
n > d should lie in the ideal
(
{qn}n>1
)
, at least for a suitable choice of a base point. This, however,
is probably too optimistic, except in special situations. (The main difficulty in disproving this lies in
the dependence on the base point.)
As an example of a special situation, suppose the curve has a grd of divisors Γ that are (rational)
multiples of the canonical class K. In this case all ci(Γ) are in the ring Q[ql; l > 1]. We find, for all
i > d − r, that B(i, r) is an element of the small tautological ring, and lies in the ideal generated by
the classes ql. We can push this a bit further by the method of Section 3; the conclusion we get, still
assuming that [Γ] ∈ Q ·K, is that pk lies in the ideal generated by the ql, for all k > d+ 1− 2r with
Ψ(g, k + r − 1, r) 6= 0. A similar result has been obtained independently by Fu and Herbaut in [6].
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