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1. Introduction
Quantum groups arose from the quantum inverse scattering method, developed by
the Leningrad school [12] to solve integrable quantum systems. They provide, in
particular, a way to understand the solutions of the quantum Yang{Baxter equa-
tion (R-matrices) associated to such systems, and a general framework for producing
new solutions. Of special importance are the solutions which depend on a complex
(`spectral') parameter; those which are rational, or trigonometric, functions of this
parameter arise from the quantum groups called Yangians, or quantum ane alge-
bras, respectively (see [10], [11] and Chapter 12 in [8] for background information).
More recently, quantum groups have arisen in another guise in connection with
1+1 dimensional integrable quantum eld theories, namely as the algebras satised
by certain non-local conserved currents. For example, Yangians appear as `quantum
symmetry algebras' inG-invariantWess{Zumino{Wittenmodels [1], while quantum
ane algebras appear in ane Toda eld theories (ATFTs) [2].
In [9], Dorey gave a remarkable Lie-theoretic description of the three-point cou-
plings (or `fusings') between the quantum particles in certain integrable eld theo-
ries, including ATFTs. To state Dorey's rule, we recall that an ATFT is a theory
of scalar elds with exponential interactions determined by the roots of the ane
Lie algebra
^
g associated to a nite-dimensional complex simple Lie algebra g. The
masses of the particles in such a theory form the components of the eigenvector
1
2with lowest eigenvalue of the Cartan matrix of g; in particular, there is a natural
one-to-one correspondence between these particles and the nodes of the Dynkin
diagram of g. Choose a colouring of the nodes of the Dynkin diagram of g black or
white in such a way that linked nodes have dierent colour, and let  be the Cox-
eter element of the Weyl group of g obtained by taking the product of the simple
reections associated to the black nodes, followed by those associated to the
white nodes. Let R
i
be the -orbit of the simple root 
i
if i is black, and of  
i
if i is white. Then, Dorey's rule asserts that there is a non-trivial coupling between
the particles labelled i, j and k if and only if



















A little later, it was shown in [17] that () also gives the fusing rule for the solitons
in the classical theory.
The quantum particles in an ATFT should correspond to the so-called fundamen-




g) (the deformation parameter
 is related to the coupling constant of the theory). These can be characterised











(g), and are such that all other irreducible
U

(g)-subrepresentations have highest weight strictly less than 
i
. There is, in
fact, a family of such representations V (
i




g), depending on a parameter
a 2 C

. The representations V (
i
; a) and V (
i





g) which xes U

(g) and corresponds, at the classical level, to
the automorphism of the loop algebra g[t; t
 1
] which sends t to at=b (the central
extension by which
^
g is obtained fro
m the loop algebra plays no role here, since it acts trivially on all the representa-
tions of interest). Based on the correspondence between particles and fundamental















; c); C ) 6= 0




g)) for some a,
b, c 2 C

.
In this paper, we prove this conjecture when g is not of exceptional type. We
shall also prove an analogous result for Yangians (it was actually in the context
of Yangians that MacKay originally made his conjecture). In fact, in the body of
the paper, we concentrate on the Yangian case, and describe at the end how to
translate the main results from the context of Yangians to that of quantum ane
algebras. As MacKay has emphasized [15], the truth of the conjecture indicates





is not evident at our present state of knowledge.
One approach to the conjecture is through R-matrices. There is a canonical





; b)) which is a rational function of the spectral





denotes the ip of the two factors in the tensor product). In some cases, explicit
formulas for R(a; b) (or rather its Yangian analogue) were given in [7] (and earlier
in [16], but without proper mathematical justication). There is a nite set of
3values of a=b for which R(a; b) is well dened, but not invertible, and then its





; b). If one can choose a=b so that
this subrepresentation is fundamental, one deduces that () holds for some k, c. To
use this method to prove the implication ()) () one would need to compute the
R-matrix associated to every pair of fundamental representations; in addition, one






arises from the R-matrix as a
bove. Because of these diculties, we employ a dierent and simpler method,
which makes no use of R-matrices, and which establishes the reverse implication
() ) () at the same time.
Acknowledgements We thank Niall MacKay for drawing our attention to this prob-
lem, and Gustav Delius, Mike Freeman and Patrick Dorey for several illuminating
discussions.
2. Yangians
Let g be a nite-dimensional complex semisimple Lie algebra with Cartan subal-












) is symmetric. Let R be the set of roots, R
+
a set of




. The roots can be regarded as functions I ! Z; in









; (i; j 2 I):


















= f 2 P : (i)  0 for all i 2 Ig
be the set of dominant weights. Dene a partial order  on P by
   if and only if    2 Q
+
:
Let  be the unique highest root with respect to .
Let ( ; ) be the non-degenerate invariant symmetric bilinear form on g such that






















reections which generate it, and let w
0
be the longest element of W . The dual
Coxeter number

h of g is





where  is half the sum of the positive roots of g.








































































































Let  be 1=4 of the value of 
 acting in the adjoint representation of g (the value
of  is given in Section 3).
Denition 2.1. ([10]) The Yangian Y (g) is the algebra over C generated by ele-
ments x, J(x), for x 2 g, with the following dening relations:
[x; y] (in Y (g)) = [x; y] (in g) ;(1)
J(ax+ by) = aJ(x) + bJ(y) ;(2)
[x; J(y)] = J([x; y]) ;(3)

























































the sum being over all permutations  of f1; 2; 3g.
The Yangian Y (g) has a Hopf algebra structure with counit , comultiplication
 and antipode S given by
(x) = x 
 1 + 1
 x;(6)
(J(x)) = J(x) 





 1 ; 
];(7)
S(x) =  x; S(J(x)) =  J(x) + x;(8)
(x) = (J(x)) = 0:(9)
We shall also need the following presentation of Y (g), given in [11]:


















































































































]    ]] = 0;
for all sequences of non-negative integers r
1
; : : : ; r
m
, where m = 1   a
ij
and the
sum is over all permutations  of f1; : : : ;mg.






















































































































Remarks. 1. The presentation 2.1 of Y (g) shows that there is a canonical map
g! Y (g) (it is known that this map is injective). Thus, any Y (g)-module may be
regarded as a g-module.






















denes a Hopf algebra automorphism of Y (g). We denote both of these automor-
phisms simply by .
We shall make use of two further types of automorphism of Y (g).




of Hopf algebra auto-
morphisms of Y (g) given in terms of the presentation 2.1 by

a
(x) = x; 
a
(J(x)) = J(x) + ax;




































This is Proposition 2.6 in [7].















of g to Y (g).















for all i 2 I, k 2 N. Moreover, ' is a coalgebra anti-automorphism of Y (g).
Proof It is easy to check that applying ' to one of the dening relations in 2.2 gives
another of the dening relations. Hence, the assignment in the statement of the
proposition extends uniquely to an algebra homomorphism Y (g)! Y (g), and it is
obvious that ' is an involution.









































denotes the opposite comultiplication of Y (g), it suces to show that













. This is now straightforward,making use of the formula








We shall also need the following weak version of the Poincare{Birkho{Witt
theorem for Y (g).















, respectively (i 2 I, k 2 N). Then,







The proof is straightforward.
3. Finite-dimensional representations
If W is a g-module and  2 P , the weight space
W

= fw 2W jH
i
:w = (i)w for all i 2 Ig:
If W

6= 0,  is called a weight of W , and the set of such weights is denoted by
P (W ).
A non-zero vector w 2W is called a g-highest weight vector if w 2W

for some
 2 P (W ) and X
+
i
:w = 0 for all i 2 I. Let W
+
be the set of g-highest weight







. If W = U(g):w, then W is called a highest
weight g-module with highest weight . Lowest weight vectors and g-modules are
dened similarly. For any  2 P
+
denote by W () the unique irreducible highest













where the multiplicities m

(W ) are given by
m






We recall that the Casimir operator 
 2 U(g) acts on W () by the scalar









be the dual g-module of W , and let W
'
0
be the g-module obtained by
twisting W with the Cartan involution '
0
















Suppose now that V is a Y (g)-module. Set
V
++





:v = 0 for all i 2 I; k 2 Ng;









. Note that, by 2.2, V
++
is preserved
by the action of Y
0
, and so, if V
++











2 C . The Y (g)-module V is called highest weight if V = Y (g):v










, there is an irreducible Y (g)-module V (d), unique up to isomor-
phism, such that V (d) has highest weight d. Lowest weight vectors and modules
for Y (g) are dened similarly.
The following theorem of Drinfel'd [11] classies the nite-dimensional irreducible
Y (g)-modules.
Theorem 3.1. (i) Every nite-dimensional irreducible Y (g)-module is both highest
weight and lowest weight.




, the Y (g)-module V (d) is nite-dimensional if and only
if there exist monic polynomials P
i



















in the sense that the right-hand side is the Laurent expansion of the left-hand side
about u =1. 
If V is a nite-dimensional irreducible Y (g)-module, we call the associated I-




the Drinfel'd polynomials of V .
In general, if V is any nite-dimensional Y (g)-module and v 2 V is a Y (g)-

































































This is Proposition 2.15 in [7].
The Y (g)-modules of interest in this paper are dened as follows.




) is the nite-dimensional irreducible





u  a if j = i;





) a fundamental Y (g)-module.
Given a nite-dimensional Y (g)-module V , we can dene the following associated
Y (g)-modules:





: this is obtained pulling back V through ';
(iii) the left dual
t
V and right dual V
t
: these are given by the following actions
of Y (g) on the vector space dual of V :
(y:f)(v) = f(S(y):v); y 2 Y (g); f 2
t
V; v 2 V;
(y:f)(v) = f(S
 1
(y)):v; y 2 Y (g); f 2 V
t
; v 2 V:
Clearly, if V is irreducible, so are all the representations dened above.
Proposition 3.4. Let U , V and W be nite-dimensional Y (g)-modules, and let





































































































Proof Part (i) follows from the fact that ' is a coalgebra anti-automorphism of












. Parts (iii){(vii) are straightforward. 
The following result describes the Drinfel'd polynomials of the modules dened
above.
Proposition 3.5. Let V be a nite-dimensional irreducible Y (g)-module with Drin-
fel'd polynomials P
i
(i 2 I), and let a 2 C . Then:
(i) The Drinfel'd polynomials P
a
i
















































Proof Parts (i) and (ii) were proved in [7]. We now prove part (iii). Let 0 6= v 2 V




































































The result follows on comparing (19) and (20). 










































We shall also need the following result.
Proposition 3.7. Let V be a nite-dimensional highest weight Y (g)-module. Then,
V
'
is also a highest weight Y (g)-module.




) be a Y (g)-highest weight vector. By 2.5,m

(V ) = 1
and m

(V ) = 0 unless   . Let W be the g-submodule of V of type W (); then
v 2W . Let v
 
be a lowest weight vector (for g) in W . Then, v
 
is a Y (g)-highest













= Y (g):v  Y (g):v
 
: 
We conclude this section with the following results.
Proposition 3.8. Let V be a nite-dimensional Y (g)-module. Then, V is irre-
ducible if and only if V and
t
V (resp. V and V
t
) are both highest weight Y (g)-
modules.
Proof The `only if' part follows from 3.1 (i). For the converse, suppose that V
and
t





a Y (g)-highest weight vector. Let 0 6= W be an irreducible Y (g)-submodule of V ,





V , and these g-modules have maximal weights  and , respectively
(cf. the proof of 3.7). Since
t
V is a Y (g)-highest weight module, its highest weight
vector must map to a non-zero element of
t
W . Hence,   , so   . Thus,
 =  and W = V . 
Along similar lines, we have the following result whose simple proof we omit.
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Proposition 3.9. Let V be a nite-dimensional Y (g)-module, and assume that,
as a g-module, V has a unique maximal weight  2 P
+
. Then, Y (g):v is a proper




V ) contains a Y (g)-highest weight vector
of weight strictly less than . 
4. Dorey's rule
Choose a partition







= 0 if i; j 2 I

or if i; j 2 I

:









commute if i; j 2 I

or if i; j 2 I






















be the corresponding Coxeter element of W , and let



















: : : s
j
n











































if i 2 I

:
On the other hand, if i 2 I

, it is clear that 
i










. In fact, it is known (see [13], [19]) that the 
i
are precisely the positive roots which become negative under the action of .
Let R
i
be the -orbit of 
i












 1 if i 2 I

;
1 if i 2 I

:
It is known that R is the disjoint union of the R
i
, and that eachR
i
contains precisely
h roots (see [13], [19]).
Denition 4.1. If i, j, k 2 I, we say that the triple (i; j; k) satises Dorey's







The following result was noted by Braden [4]:
12











); C ) 6= 0:












































if i = j, (25) is clear when
i 2 I

















































Since one is not an eigenvalue of  on h

([13], Lemma 8.1), this last equation is
equivalent to (24).















By the Parthasarathy{Ranga Rao{Varadarajan conjecture [17], proved by Kumar






, when made dominant by an element of the Weyl




























); C ) 6= 0: 
The converse of 4.2 is false, as will become clear in Proposition 4.4, in which
Dorey's condition is made more explicit.
The main purpose of this paper is to prove the following conjecture, rst made
explicit by MacKay [15], but implicit in the work of several authors on ane Toda
eld theories (see [5], [9] and [16], for example).
13

















); C ) 6= 0; for some a, b, c 2 C ,
if and only if (i; j; k) satises Dorey's condition.
In proving this conjecture, it is useful to observe that, if (i; j; k) satises (26), so
does any permutation of (i; j; k) (the same is obviously true of Dorey's condition).



































); C ) 6= 0:
Thus, (26) is preserved by cyclic permutations of (i; j; k). On the other hand, by




























 a, etc. But, it is known that there exists a diagram automorphism
 of g such that (i) =

i for all i 2 I. Twisting by the corresponding automorphism




















); C ) 6= 0:
Hence, (26) is also preserved by the permutation (i; j; k) 7! (k; j; i). Since this,
together with the cyclic permutations, generates the whole symmetric group on
three letters, (26) is preserved by all permutations of (i; j; k). It follows that, in
proving 4.3, we may always assume that i, j and k are in some xed order.
Proposition 4.4. Let the nodes of the Dynkin diagram of g be numbered as in [3],
and let 1  i; j  k  n.
(a) Let g be of type A
n
, Then, (i; j; k) satises Dorey's condition if and only if
either
(i) i+ j  n, k = n+ 1  (i + j), or
(ii) i+ j > n, k = 2n+ 2  i   j.
(b) Let g be of type B
n
(n  3). Then, (i; j; k) satises Dorey's condition if and
only if either
(i) i+ j  n  1, k = i + j, or
(ii) i+ j  n+ 1, k = 2n  i   j, or
(iii) i < n, j = k = n.
(c) Let g be of type C
n
(n  2). Then, (i; j; k) satises Dorey's condition if and
only if either
(i) i+ j  n, k = i+ j, or
(ii) i+ j  n, k = 2n  i  j.
14
(d) Let g be of type D
n
(n  4). Then, (i; j; k) satises Dorey's condition if and
only if either
(i) i+ j  n  2, k = i + j, or
(ii) i+ j  n, k = 2n  i  j   2, or
(iii) i  n  2, n  i is even, j = k = n  1 or j = k = n, or
(iv) i  n  2, n  i is odd, j = n  1 and k = n, or j = n and k = n  1.
Remark. The trivial representation is not regarded as a fundamental representation.
Proof We sketch the proof in the D
n
case, leaving the other cases to the reader.
The rst step is to determine the R
i
. We choose the partition (21) so that n   1
and n belong to I

. We nd the following.
Case 1: 2i  n  1. R
i





+   + 
2i p





+   + 
2i+p 1























(n  i  p  n  2)
Case 2: 2i  n. R
i





+   + 
2i p
(2i  n+ 1  p  i)

2i n+1


















(2n   2i   1  p  n  2)

2n 2i p 1










(n   i  p  2n  2i  2)
Case 3: i = n. If n is even, R
n




















(2  p  n  1; p  1 or 2 (mod 4))




























(2  p  n  1; p  0 or 1 (mod 4))





To translate Dorey's condition, we must determine in which cases we can add or
subtract 
i









consider only Case 1 for R
i
. Then, inspection shows that we must have k = i+ j,
2n   i   j   2 or j   i, the last being excluded by our assumption that i  j  k.
Similar arguments apply in the other cases. 
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5. Some preliminary lemmas
In this section we collect some results which describe the restriction of Y (g)-modules
to `diagram subalgebras' of Y (g).
Denition 5.1. Let ; 6= J  I.
(i) g
J





for i 2 J ;
(ii) Y
J






































, for all i 2 J , k 2 N. In particular, every Y (g)-
module may be regarded as a Y (g
J
)-module. If V is a highest weight Y (g)-module













Lemma 5.2. Let ; 6= J  I.














(ii) If V is an irreducible Y (g)-module, then V
J
is an irreducible Y (g
J
)-module.















The proof is straightforward (see Lemma 4.3 in [7] for part (ii)).
The canonical map Y (g
J
) ! Y (g) is not a homomorphism of Hopf algebras.
Nevertheless, we have
Lemma 5.3. Let V and W be nite-dimensional irreducible Y (g)-modules and let









This is Lemma 2.15 from [7]. The following is a more precise result.
Lemma 5.4. Let U , V and W be nite-dimensional irreducible Y (g)-modules with
highest weights (as g-modules) ,  and , respectively, and let ; 6= J  I.
(i) Assume that +   2 Q
+
J
. Then, any non-zero Y (g)-module homomorphism
U






























is a highest weight Y (g
J
)-module and that U
V has an







Proof The fact that any Y (g)-module homomorphism f : U







follows from 5.2 (i) and (iii). If f 6= 0, the image of f contains a Y (g)-
highest weight vector w 2 W . By 5.2 (i) and (iii) again, w is in the image of the





. By 5.2 (ii), f is surjective, and the linear map (28) is
injective.
Part (ii) follows immediately from part (i). 
Lemma 5.5. Let V and W be nite-dimensional irreducible Y (g)-modules, and let





contains a non-zero Y (g
J
)-highest weight vector
u which is also an h-eigenvector of weight  2 P
+




Y (g)-highest weight vector.
Proof Clearly,  +     2 Q
+
J




. The result now




In this section g is of type A
n
(n  1). The Coxeter number h of g is n + 1.
Proposition 4.4 implies that Conjecture 4.3 is a special case of

















if and only if one of the following holds:
(i) i+ j < n+ 1, k = i+ j, b   a =
1
2




(ii) i+ j > n+ 1, k = i+ j  n  1, b  a = n+ 1 
1
2





















is one-dimensional when it is non-zero.
We shall also prove the following:









) is not a highest
weight Y (g)-module if and only if
b   a =
1
2










) is reducible as a Y (g)-module if and only if




(j   i) + r

for some 0 < r  min(i; n + 1  j):
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Remark. One can show further that, when b   a =
1
2
(j   i) + r for some 0 < r 









) has a Jordan{Holder series of
length two:





































We begin with the following.













C if k = i + j or k = i+ j   n  1;
0 otherwise:














































for at most one value of c, in which case it is one-dimensional.
Proof Part (i) is easy, part (ii) is well known (see [10] and [8]), and part (iii) is
immediate from parts (i) and (ii). 
Proof of 6.1 By induction on n. The case n = 1 is proved in [6]. Twisting by '




















































































); C ) 6= 0;
whence b  a =
1
2
(i + j) by 3.6.































































For the `if' part, suppose that k = i+ j, b  a =
1
2

























Since there is no non-zero dominant weight strictly less than 
n+1 i j
, it follows
















































But then, by 6.3 (iii), c
0
is uniquely determined, and by the `only if' part, c
0
= c.
The proof of 6.1 is now complete. 
Proof of 6.2 By induction on n. If n = 1, the result is contained in [6]. Assuming
the result is known when g is of type A
m
for m < n, we prove it when g is of type
A
n

































Assume now that min(i; n+1 j) > 1. To prove the `only if' part of 6.2, consider










) is not a highest weight Y (g)-module, there exists an irre-



















); V ) 6= 0:














































If b   a 6=
1
2
(j   i) + r for any 1 < r  i, then by the induction hypothesis






















)) is a highest

































+    + 
j
):
This, together with the requirement that  2 P
+
, forces  = 
i


















, where J = fi; i+1; : : : ; jg,














); C ) 6= 0:
By 3.6, we see that b   a =
1
2
(j   i) + 1, as required.
We now prove the `if' part of 6.2, assuming it when g is of type A
m
for m < n,
and for smaller values of min(i; n  j +1) when g is of type A
n
. We consider three
cases.
Suppose rst that i+ j < n+ 1 (resp. i+ j > n+ 1). Let
(31) b  a =
1
2
(j   i) + r for some 0 < r  i;









) is a highest weight Y (g)-module.
Let J
0
= f1; 2; : : : ; n  1g (resp. J
0

























































































)-highest weight. By the induction hy-
pothesis on n, b   a cannot take any of the values in (31). This is the desired
contradiction.
If i+ j = n+ 1, the argument used above fails when b   a =
1
2



















)-highest weight. But for this value of b   a,
the contradiction is immediate from 3.6.
We have now completely proved Theorem 6.2, except for the nal statement,





In this section g is of type D
n
, (n  4). The Coxeter number h is 2n 2. Conjecture
4.3 is a special case of

















if and only if one of the following holds:
(i) i+ j  n  2, k = i+ j, b   a =
1
2




(ii) i + j  n, j  n  2, k = 2n  i   j   2, b  a =
1
2




(iii) i  n  2, j = n  1, b  a =
1
2






n  1 if n  i is even;
n if n  i is odd;
(iv) i  n  2, j = n, b   a =
1
2
(n+ i  1), c  a =
1
2
(n   i  1),
k =

n if n  i is even;
n  1 if n  i is odd:
Moreover, the space of homomorphisms in (29) is one-dimensional when it is non-
zero.
We shall also prove









) is not a highest weight
Y (g)-module if and only if one of the following holds:





(j   i) + r for some 0 < r  min(i; n   j), or
n  1  r  
1
2
(j   i) for some 0  r < min(i; n   j);
21




(n  1  i) + r for some 0 < r  i;
(iii) i = j = n  1 or n,
b   a = n  r   1 for some 0  r  n  2 with n  r even;
(iv) i = n  1, j = n,










) is reducible as a Y (g)-module if and only if (b   a) takes
one of the above values.
We rst recall from [7], Theorem 6.2, the g-module structure of the fundamental
Y (g)-modules.

















) if i  n  2;
W (
i









be Y (g)-highest weight
vectors in V (
1




















(ii) Let b  a =
1
2
(j + 1) (resp. n 
1
2









) has a Jordan{














































Proof Let b  a =
1
2























) has a Y (g
J









       
j
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), let N be an irreducible quotient of M , and
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let  2 P
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are of two types:




, 0 < k  [j=2], and
(ii)  = 
j+1 2k
, 0  k  [(j + 1)=2];
with the understooding that 
0

























































); C ) 6= 0;
which is absurd. Thus, case (ii) must hold. As above, one sees that k = 0 or 1 (and

































for some c 2 C .














































which gives b  a =
1
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We are now in the situation of (iia). Hence,
2n  1  c  (n  a) =
1
2





b   a = n 
1
2





We have now proved (i). In fact, the preceding argument shows that, if V is an






























b   a = n 
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We prove part (ii) of 7.4 when b  a =
1
2
(j + 1); the other case is similar. First,



































0), we see by using 7.3 that
m
0
(N) 6= 0 if j is odd, and m
1
(N) 6= 0 if j is even:





) is reducible for Y (g), let L
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But this is impossible when b   a =
1
2
(j + 1), by (32).













wiseM would have an irreducible quotient which would have to be of highest weight

j 1
, and we have seen above that this is impossible for this value of b   a. Since
M is non-zero, this shows that M

j+1























This multiplicity is one, and so M

j+1
is one-dimensional. Thus, M is a highest
weight Y (g)-module with g-highest weight 
j+1
. IfM is not irreducible for Y (g), it





some 1  k  [(j + 1)=2], d 2 C . By 7.3, this means that m

1
(M) = 2 if j is even,
and m
0
(M) = 2 if j is odd. But this would mean that m
0




and we have seen that this is impossible. 
To prove 7.1, we need
Proposition 7.5. Let 1  i  n  2, a 2 C .
















)) 6= 0 i b   a = n  i  1; c  a =
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)) 6= 0 i b   a = n  i  1; c  a =
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2
(n   i   1):








































Proof We prove the rst statement in part (i); the proofs in the other cases are
similar. In [7], Proposition 6.2, we established that, if b  a = n  i  1, there exist
c, c
0















































the values of c and c
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)) 6= 0. We prove by
induction on n that b   a and c   a have the stated values. If n = 4, the result
follows from 7.4 (i) by using a diagram automorphism of order three of Y (g), so
the induction begins. Assume the result when g is of type D
m








, where J = f2; 3; : : : ; ng, so by the induction hypothesis on n, we
get
b   a = n  1  (i   1)   1 = n  i  1:
The value of c  a is determined as before. 
Proof of Theorem 7.1 We only have to prove the theorem in cases (i) and (ii), since
7.5 establishes cases (iii) and (iv).
We begin by proving the `only if' part by induction on n. The induction actually
begins at n = 3, when g is of type A
3
, and the result in that case is contained in





















We claim that it is enough to prove that one of the following must hold:
(i) b   a =
1
2






















(ii) b   a = n  1 
1
2






















(iii) i+ j  n, k = i+ j   2, b  a =
1
2





(iv) i+ j  n+ 2, k = 2n  i  j   2, b  a =
1
2




Indeed, twisting by ' and applying 
a+b n

















Suppose that a, b and c satisfy the conditions in (iii) or (iv) above. Then, it is easy
to see that a, b and a + b   c do not satisfy any of the conditions (i){(iv). Thus,
the only possibilities are (i) and (ii). Now, for i = 1, 7.4 shows that (i) is the only













(i + j   2);
i.e. j = n, contradicting our assumption that j < n. Thus, (i) must hold and the











i.e. c  a =
1
2
j. Thus, either (i) or (ii) in 7.1 must hold.












































































) = 0, then, by 7.4, we have either
(i) b   a =
1
2























(ii) b   a = n  1 
1
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(i) b   a =
1
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(ii) b   a = n  1 
1
2






















Thus, either (i) or (ii) must hold.






































The induction hypothesis on n now shows that either (iii) or (iv) must hold, and the
proof of the claim, and hence that of the `only if' part of the theorem, is complete.
We now prove the `if' part. Suppose that (i) holds. Taking J = f1; 2; : : : ; n 2g,














) has a Y (g)-highest weight vector of weight 
i+j
.
This vector cannot generate an irreducible highest weight Y (g)-submodule, since
otherwise it would have an irreducible Y (g)-submodule, which would necessarily be




) for some r < i+ j, and this is impossible by the `only if' part of
7.1.
Suppose now that (ii) holds. Recall from the discussion in Section 4 that we may
assume that i  j  k.














































































































We consider the composite of a non-zero element F of this space homomorphisms
























given by 7.5. This composite cannot be zero, otherwise the image of F would be a










































so (34) is impossible.
The proofs in the other cases are similar applications of 7.5 and the g-module
decomposition of the fundamental Y (g)-modules. We omit the details.
This completes the proof of the `if' part of 7.1. 
It remains to give the
Proof of 7.2 We proceed by induction on n. As usual, the induction starts at n = 3,
where the result is known from 6.2. Assume now that 7.2 is known when g is of
type D
m
for m < n. To prove the result when g is of type D
n
, we consider rst the
case when i  j  n  2, and proceed by induction on min(i; n  j). The induction















highest weight vectors in V (
i
) and V (
j
), respectively, and let N be an irreducible




























= 0. Assume for a contradiction that b  a takes none of the values
1
2





(i  j)  r; 0  r < min(i; n  j):
























































is Y (g)-highest weight. Hence, 
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(i   j)  r for some 0  r < i  1:
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But all these values have beeen excluded.
Using  2 P
+
, one sees that the case r
1
> 0 is possible only if i = 2, and then
either  = 
2






= f1; 2; : : : ; n 2; n 1g or f1; 2; : : : ; n 2; ng.








































) is Y (g)-highest



























Both of these values have been excluded.
Thus, we have obtained the desired contradiction when i + j  n. If i + j > n,























This proves the `only if' part of 7.2 when j  n  2.




(j i)+r, where 0 < r  min(i; n j), let J
00


























If b   a = n   i +
1
2
(i   j)   r, where 0 < r < min(i; n   j), one uses the same
argument with J
00
replaced by f2; 3; : : : ; ng and uses the induction hypothesis on
n instead of 6.2.. For the remaining value b   a = n   1 +
1
2
(i   j), note that, if



































); C ) 6= 0:









) is not Y (g)-highest weight.
We now consider part (ii). If j = n, the result follows by the above argument,
using 5.5 and 6.2 (and the same J
00
). If j = n 1, replace J
00
with f1; 2; : : : ; n 2; ng.













Theorem 8.1. Let g be of type B
n

















); C ) 6= 0
if and only if one of the following holds:
(i) i+ j  n  1, k = i+ j, b   a = i+ j, c  a = j;
(ii) i + j  n+ 1, k = 2n  i  j, b  a = i+ j, c  a = j;
(iii) i < n, j = k = n, b  a = n+ i 
1
2




The proof of this theorem is very similar to that of 7.1. We omit the details.
Theorem 8.2. Let g be of type C
n

















); C ) 6= 0
if and only if one of the following holds:
(i) i+ j  n, k = i+ j, b   a =
1
2




(ii) i + j  n, k = 2n  i  j, b   a =
1
2




The proof of this theorem is similar to that of 6.1. Note that the fundamental






Remark. We can use 6.1, 7.1, 8.1 and 8.2 to prove 4.2, avoiding the use of the PRV
conjecture. In fact, we can prove a more general result. Suppose, for example, that
g is of type D
n
and that i; j  n   2, a; b 2 C . Let V be any irreducible quotient


















);W ()) 6= 0:




, we have either
(i)  = 
k
for some k, or




for some k, `.
In case (i), we know that (i; j; k) satises the conditions in 4.4, and then (37) is











, where J = f2; 3; : : : ; ng, so by
























);W ()) 6= 0:
Similar arguments apply in the other cases.
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9. The quantum ane case
In this section, we indicate how to translate the preceding results from the context of
Yangians to that of quantum ane algebras. We use freely the notation established
in [8], Chapter 12. We assume throughout that the deformation parameter  is not
a root of unity.













; a), etc., and conditions such as
b   a =
1
2




in 6.1 (i) by
b=a = 
i+j
; c=a = 
j
:

















for some 0 < r  min(i; n + 1  j).
The main results in Sections 7 and 8 can be translated in the same way. We
leave this to the reader, as well as the straightforward problem of appropriately
reformulating the proofs.
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