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Abstract
Hot Jupiters (HJs) are short-period giant planets that are observed around ∼ 1% of solar-type field stars. One
possible formation scenario for HJs is high-eccentricity (high-e) migration, in which the planet forms at much
larger radii, is excited to high eccentricity by some mechanism, and migrates to its current orbit due to tidal
dissipation occurring near periapsis. We consider high-e migration in dense stellar systems such as the cores
of globular clusters (GCs), in which encounters with passing stars can excite planets to the high eccentric-
ities needed to initiate migration. We study this process via Monte Carlo simulations of encounters with a
star+planet system including the effects of tidal dissipation, using an efficient regularized restricted three-body
code. HJs are produced in our simulations over a significant range of the stellar number density n⋆. Assuming
the planet is initially on a low-eccentricity orbit with semimajor axis 1 au, for n⋆ . 10
3 pc−3 the encounter
rate is too low to induce orbital migration, whereas for n⋆ & 10
6 pc−3 HJ formation is suppressed because the
planet is more likely ejected from its host star, tidally disrupted, or transferred to a perturbing star. The fraction
of planets that are converted to HJs peaks at ≈ 2% for intermediate number densities of ≈ 4 × 104 pc−3. Warm
Jupiters, giant planets with periods between 10 and 100 days, are produced in our simulations with an efficiency
of up to ≈ 0.5%. Our results suggest that HJs can form through high-e migration induced by stellar encounters
in the centers of of dense GCs, but not in their outskirts where the densities are lower.
Keywords: planets and satellites: dynamical evolution and stability – globular clusters: general – gravitation –
scattering
1. INTRODUCTION
Globular clusters (GCs) are among the oldest and densest
stellar systems known. Recent findings have challenged our
understanding of these systems. Whereas GCs were tradi-
tionally thought to have formed in a single starburst, in the
last decade multiple stellar populations have been observed in
a large fraction of GCs, and the origin of these populations
is still actively debated (see, e.g., Gratton et al. 2012 for a
review). Another puzzling find is that searches for planets
around stars in GCs have been unsuccessful. In particular, no
planets were found in extensive Hubble Space Telescope ob-
servations of 47 Tuc. This failure was originally interpreted to
imply that the occurrence rate of short-period planets around
stars in 47 Tuc is at least an order of magnitude lower than for
field stars (Gilliland et al. 2000). However, a recent study by
Masuda & Winn (2017) has shown that this estimate should
be revised, given the now better-known radius and period re-
lations of giant planets around field stars; they find that the
expected number of planets is only 2.2+1.6−1.1, so the null result
is marginally consistent with the abundance of planets around
field stars (Masuda & Winn 2017). Similar arguments apply
to other surveys of planets in GCs, in particular the ground-
based surveys of 47 Tuc by Weldrake et al. (2005) and of ω
Cen by Weldrake et al. (2008). Therefore, the existence of
short-period giant planets in GCs is still an open question.
A deficit of short-period planets in GCs would suggest that
planet formation in GCs is inefficient, and/or that dynamical
interactions in these dense environments destroy such planets
after they form. Inhibited planet formation might, for exam-
ple, be due to radiation from nearby massive stars (Armitage
2000; Adams et al. 2004; Thompson 2013). Alternatively,
GCs have low metallicities and the giant-planet occurrence
rate is known to correlate with metallicity in field stars (Santos
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et al. 2001; Fischer & Valenti 2005). However, it is unclear
whether this relation also applies to GCs, whose formation
history is not well-understood.
Dynamical interactions can disrupt planetary systems (e.g.,
Sigurdsson 1992), but they can also enhance the numbers of
short-period planets by exciting high planetary eccentricities:
in particular, if the periapsis of a giant-planet orbit becomes
as small as a few stellar radii, tidal dissipation in the planet
excited by interactions with the host star may become strong
enough to drive migration of the planet to a tight circular orbit
with a period of a few days, creating a hot Jupiter (HJ) — the
easiest class of planet to detect in transit surveys. Once the
planet has migrated to such a tightly bound orbit, it becomes
immune to further perturbations from passing stars1.
High-eccentricity (high-e) migration around field stars has
been widely studied. The possible eccentricity excitation
mechanisms include planet-planet scattering (Rasio & Ford
1996; Chatterjee et al. 2008; Ford & Rasio 2008; Juric´ &
Tremaine 2008; Nagasawa et al. 2008; Beauge´ & Nesvorny´
2012); Lidov-Kozai (LK) oscillations (Lidov 1962; Kozai
1962) in binary-star systems (Wu & Murray 2003; Fabrycky
& Tremaine 2007; Naoz et al. 2012; Petrovich 2015a; Ander-
son et al. 2016; Petrovich & Tremaine 2016; Hamers 2017b),
triple-star systems (Hamers 2017a; Grishin et al. 2017), and
multiplanet systems (Petrovich 2015b;Xue& Suto 2016); and
secular chaos in multiplanet systems (Wu & Lithwick 2011;
Lithwick & Wu 2011, 2014; Hamers et al. 2017). Although
many authors have studied the dynamics of planets in open
clusters and GCs (e.g., Sigurdsson 1992; de La Fuente Mar-
cos & de La Fuente Marcos 1997; Bonnell et al. 2001; Davies
1 In some cases, further orbital decay driven by tidal dissipation in the star
could shrink the orbit until the planet is disrupted by the star. However, the
relatively high occurrence rate of HJs around field stars indicates that stellar
tidal dissipation is typically inefficient in solar-type stars, and we shall ignore
this process in the present paper.
2& Sigurdsson 2001; Fregeau et al. 2006; Spurzem et al. 2009;
Malmberg et al. 2011; Boley et al. 2012; Chatterjee et al.
2012; Parker & Quanz 2012; Hao et al. 2013; Liu et al. 2013;
Li & Adams 2015; Wang et al. 2015; Zheng et al. 2015; Cai
et al. 2017), the interplay between perturbations from passing
stars and dissipative planetary tides has scarcely been investi-
gated. Shara et al. (2016) considered the formation of HJs in
two-planet systems in open clusters and found that HJ forma-
tion occurs in ∼ 1% of the planetary systems. To our knowl-
edge, no study has focused on similar processes in the much
denser GCs.
In this paper, we study the formation of HJs in GCs through
high-e migration induced by passing stars. A computational
challenge in this problem is the wide range of timescales:
from a few days for the orbital period of an HJ, to 30 yr for
the encounter time of a star with impact parameter 30 au and
relative velocity 5 km s−1, to 1010 yr for the lifetime of a GC.
We approach this problem by using an efficient regularized re-
stricted three-body code that includes tides and general rela-
tivistic corrections. This method allows us to simulate the cu-
mulative effect of encounters over the lifetime of a GC, which
is a prohibitive endeavor using general-purpose direct N-body
integrators.
The plan of the paper is as follows. In Section 2, we present
our regularized restricted three-body code and test it using
three-body integrations with a highly accurate N-body code.
In Section 3, we apply our method to a population-synthesis
study of planets in the centers of dense GCs, and we describe
the properties of the migrating planets. In addition, we present
an analytic model that approximately describes the period dis-
tribution of the HJs that are formed in the simulations. We
discuss our results in Section 4, and we conclude in Section 5.
2. METHODOLOGY
2.1. Numerical integration method
Consider a star of mass M⋆ orbited by a planet with semi-
major axis a and mass Mp. The orbit of the planet, also re-
ferred to as the “binary”, is perturbed by a passing star with
mass Mper. We assume that Mp ≪ M⋆, Mper, in which case the
planet can be interpreted as a test particle that does not affect
the stellar motion. The effect of the encounter on the plane-
tary orbit can be calculated numerically using direct N-body
integration. However, rather than using standard integration
methods, we take advantage of the fact that we are dealing
with a restricted three-body problem. In particular, we as-
sume that the perturber moves on a hyperbolic orbit having
separation R(t) with respect to the planet-hosting star, and we
regularize the motion of the planet with respect to its host
star. We use Kustaanheimo-Stiefel (KS) regularization (Kus-
taanheimo & Stiefel 1965; Stiefel & Scheifele 1971) with the
time transformation dt/ds = r, where t and s are the physi-
cal and fictitious times, respectively, and r is the planet-host
star separation. This approach allows us to compute the effect
of the perturber on the planetary orbit with a factor of ∼ 20-
100 performance increase compared to a direct N-body code,
without much loss of accuracy (see Section 2.2 below).
In addition to the gravitational force from the point-mass
perturber, we also include general relativistic corrections to
the first post-Newtonian (PN) order and tidal effects induced
in the planet by its host star. The latter are required to be able
to model the formation of HJs. The perturbing acceleration P
to the regularized motion of the planet is given by
P = Pper + Ptides + P1PN. (1)
Here, Pper is given by
Pper = −GMper
(
r − R
||r − R||3 +
R
||R||3
)
, (2)
where r and R are, respectively, the relative separation vectors
of the planet and the perturber with respect to the host star;
the first and second terms in equation (2) are the ‘direct’ and
‘indirect’ terms, respectively.
We take into account the planetary tidal evolution with the
equilibrium tide model. Here, we assume that the planetary
rotational spin vector is always aligned with the normal to the
planetary orbit. Generally, the expression for the tidal per-
turbing acceleration is then (cf. Eq. 8 of Hut 1981)
Ptides = −3kAM,p
GM2⋆
Mpr2
(
Rp
r
)5 [(
1 + 3τp
r˙
r
)
rˆ −
(
Ωp − θ˙
)
τpθˆ
]
,
(3)
where Rp, kAM,p, and τp are the planetary radius, apsidal mo-
tion constant, and tidal time lag; the overhead dot denotes
time derivatives, rˆ ≡ r/r, θ is the true anomaly, θˆ is the az-
imuthal unit vector in the orbital plane, pointing in the direc-
tion of increasing θ, and Ωp is the planetary spin frequency.
The planet’s rotational angular momentum is much smaller
than its orbital angular momentum; therefore, the tidal torque
is small as well. This justifies the assumption that the orbit-
averaged tidal torque is zero, i.e., 〈r × Ptides〉 = 0, which is
equivalent to
〈
(Ωp − θ˙)/r6
〉
= 0 or 〈Ωp〉 = ΩPS(e), where
ΩPS(e) is a function of eccentricity given by
ΩPS(e) = n
1 + 15
2
e2 + 45
8
e4 + 5
16
e6(
1 + 3e2 + 3
8
e4
) (
1 − e2)3/2 , (4)
with n =
√
GM⋆/a3 the mean motion. Equation (4) is equiv-
alent to pseudosynchronization, i.e., 〈Ω˙p〉 = 0 (cf. equa-
tion 42 of Hut 1981). In the numerical integrations, we set
Ωp = ΩPS(e), where e is the instantaneous eccentricity. We
note that this treatment of tides is slightly different from Wu
& Lithwick (2011; cf. Eq. A7) and Antonini et al. (2016; cf.
Eq. 6), who set the term in Ptides proportional to θˆ to zero.
Lastly, the relativistic perturbing acceleration is (Einstein
et al. 1938)
P1PN =
GM⋆
c2r3
[4 (r · r˙) r˙ + 4GM⋆ rˆ − (r˙ · r˙) r] . (5)
2.2. Validation
We test our regularized restricted three-body code (RR3)
with integrations carried out with ARCHAIN (Mikkola &
Merritt 2006, 2008), a high-accuracy N-body code that uses
chain regularization. We use ARCHAIN implemented within
AMUSE (Portegies Zwart et al. 2013; Pelupessy et al. 2013).
In all validation integrations shown in this Section, we only
include Newtonian point-mass dynamics, i.e., we set Ptides =
P1PN = 0 in equation (1), and the speed of light in ARCHAIN
is set to 10100 c (i.e., effectively infinity) to eliminate relativis-
tic effects. In contrast, in the simulations of Section 3 be-
low, both tidal and general relativistic effects are taken into
account.
The following initial conditions are assumed, representing
some of the strong and weak encounters in the population-
synthesis calculations of Section 3. The masses are set to
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Figure 1. Comparison of the regularized restricted 3-body code (RR3; red dashed lines) with 3-body integrations carried out with ARCHAIN (green solid lines).
The left and middle panels show the planetary semimajor axis and eccentricity, respectively, as a function of time. The right panels show the absolute value of the
relative error in the semimajor axis (black solid lines) and the eccentricity (black dashed lines) in RR3 relative to ARCHAIN. Each row corresponds to a different
value of the perturber’s closest approach Q, indicated above each panel.
4M⋆ = 1M⊙, Mp = 1 MJ (the Jupiter mass MJ ≃ 0.001M⊙),
and Mper = 1M⊙. The initial binary semimajor axis and ec-
centricity are a = 1 au and e = 0.2. The perturber’s velocity
at infinity is V∞ = 10 km s−1, and its periapsis distance Q is
taken to be either 1, 3, or 10 au. The binary’s inclination with
respect to the perturber is zero (i.e., the binary orbit is pro-
grade relative to the perturber), and the longitudes of periapsis
of the binary and perturber initially differ by 90◦. The initial
true anomaly of the binary is zero. The duration of the inte-
grations is ∆t = 20 Q/V∞ with the periapsis passage occurring
at t = 10 Q/V∞; for the adopted values of Q, Q/V∞ ≃ 0.47,
1.4 and 4.7 yr, respectively. Note that these tests are partic-
ularly challenging because (i) the orbits are coplanar and (ii)
when Q = 1 au the unperturbed orbits of the planet and the
perturber can collide (in the validation tests, we assume that
the radii of all three bodies are zero and hence do not check
for the occurrence of collisions).
In the left and middle panels of Fig. 1, we show the semi-
major axis and eccentricity as a function of time. The right
panels show the relative errors in the semimajor axis and the
eccentricity in RR3 as a function of time, assuming the AR-
CHAIN code gives the exact result. Each row corresponds to
a different value of Q, indicated above each panel.
The encounter with Q = 1 au results in a destructive per-
turbation to the planetary orbit, i.e., the planet becomes un-
bound from its host star (a < 0 and e ≥ 1). Despite the large
perturbation, RR3 computes the final semimajor axis and ec-
centricity with ∼ 1% error compared to ARCHAIN. The per-
formance increase with respect to ARCHAIN is a factor of
∼ 20.
The encounter with Q = 3 au is less destructive, leaving the
planet bound to its host star. The eccentricity increases from
0.2 to ≈ 0.55 and the semimajor axis decreases by ≈ 15%.
The error with respect to ARCHAIN is again ∼ 1%, and the
performance increase is a factor of ∼ 100.
Lastly, the case Q = 10 au corresponds to a ‘secular’ en-
counter in which the angular speed of the perturber at peri-
apsis is much lower than the binary mean motion, i.e., the
associated ratio of these quantities,
R =

(
1 +
Mper
M⋆
) (
a
Q
)3 (
2 +
QV2∞
G(Mper + M⋆)
)
1/2
(6)
satisfies R ≪ 1 (in this formula, we assumed Mp ≪ M⋆).
For Q = 10 au, R ≃ 0.072, indicating that the encounter is of
the secular type (in contrast, R ≃ 2.0 and ≃ 0.40 for Q = 1
and 3 au, respectively). Secular encounters produce a perma-
nent change in the eccentricity but no permanent change in
semimajor axis. This is indeed the case in the bottom row of
Fig. 1: the semimajor axis returns to its original value after be-
ing perturbed by ∼ 0.2%, whereas the eccentricity is changed
by ≈ 2% after the encounter. The error made with respect to
ARCHAIN is less than 0.1%, whereas the performance gain
is a factor of ∼ 100. Generally, the performance gain with
RR3 tends to increase for more secular encounters.
3. POPULATION-SYNTHESIS STUDY
3.1. Gravitational dynamics and tidal evolution
We apply the regularized restricted three-body code RR3
described in Section 2 to model numerically the effects of en-
counters on planetary orbits in dense stellar systems such as
GCs. The planet is assumed to have an initial semimajor axis
a0 = 1, 2, or 4 au. These values approximately span the range
in which most known giant exoplanets are found, although
many as-yet undetected giant planets are likely to be present
at larger semimajor axes. The initial planetary eccentricity e
is assumed to follow from a Rayleigh distribution with an rms
value of 0.33 (Juric´ & Tremaine 2008), cut off at a maximum
eccentricity of 0.6. The resulting distribution has an rms value
of ≃ 0.31, which is close to the rms value of ≃ 0.32 for planets
with periods above 10 days around stars in the solar neighbor-
hood2. We checked that there is little to no dependence of our
results on the initial eccentricity.
In addition to the Newtonian accelerations due to the host
and perturbing stars, we include the lowest-order precession
of the planetary apsides due to general relativity and tidal evo-
lution of the planetary orbit. These effects are implemented
with the assumptions described in Section 2.1, and the asso-
ciated parameters Rp, τp, and kAM,p are given in the top part
of Table 1. The tidal time lag τp is assumed to be constant
(Socrates & Katz 2012). We set τp = 0.66 s, for which an HJ
with a 5-day orbital period is circularized in less than 10 Gyr
(Socrates et al. 2012). This time lag corresponds to a tidal
quality factor Qp ≃ 1.1 × 105 (cf. equation 37 from Socrates
et al. 2012), and Qp ∝ 1/τp. We assume that stellar tides are
negligible.
3.2. Generating encounters
3.2.1. Flux of perturbing stars
In our simulations, encounters are generated continuously
until the current age of the GC is reached (assumed to be 10
Gyr). To sample the encounters, we assume a locally homoge-
neous stellar background with stellar number density n⋆ and
one-dimensional velocity dispersion σ independent of stellar
mass. We assume a Maxwellian stellar velocity distribution
at large distances from the host star, such that the distribution
function is
DF ∝ n⋆ f (Mper) exp
− v2
2σ2
rel
 , (7)
where f (Mper) dMper is the fraction of stars with masses in the
interval dMper and σrel =
√
2σ is the relative velocity dis-
persion (Binney & Tremaine 2008). When the gravitational
attraction of the host star is included, the distribution func-
tion must still be a function of the energy E = 1
2
v2 − GM/r,
where M ≡ M⋆ +Mper and r is the distance from the host star.
Therefore, the distribution function is modified to
DF ∝ n⋆ f (Mper) exp
− v2
2σ2
rel
 exp
 GM
rσ2
rel
 (8)
for v >
√
2G(M⋆ + Mper)/r, and zero otherwise.
We now introduce an imaginary ‘encounter sphere’ cen-
tered at the host star with a radius Renc ≫ a. We also
choose Renc ≪ Rconst, where Rconst is the length scale be-
yond which n⋆ and σ are no longer (approximately) con-
stant. Stars impinging on the encounter sphere are consid-
ered to be perturbers. Using equation (8), we find that the
number density of perturbers at the encounter sphere within a
mass range dMper and with velocities between (vx, vy, vz) and
(vx + dvx, vy + dvy, vz + dvz) is
dn⋆,enc =
n⋆
(2πσ2
rel
)3/2
f (Mper)dMper exp
 GM
Rencσ
2
rel

2 Rms value obtained from www.exoplanets.org on October 30 2017.
5× H
(
v2 − 2GM
Renc
)
exp
− v2
2σ2
rel
 dvx dvy dvz, (9)
where H(x) is the Heaviside step function. Integration of
equation (9) over all perturber masses and velocities gives
n⋆,enc = n⋆
∫
dMper f (Mper)W
G(M⋆ + Mper)
Rencσ
2
rel
 , (10)
where
W(x) ≡ 2
√
x/π + exp(x) erfc(
√
x), (11)
and erfc(x) = 1 − erf(x) is the complementary error function.
Therefore, the fraction of perturbers at the encounter sphere
with mass Mper is proportional to W(x) f (Mper); we will use
this result in our sampling procedure described below (Sec-
tion 3.2.2). Equation (10) shows that the stellar number den-
sity at the encounter sphere, n⋆,enc, is larger than n⋆ due to
gravitational focusing (note that W(x) ≥ 1 for x ≥ 0). Hence-
forth, when we use the term “number density” we will always
be referring to n⋆.
Consider a point on the encounter sphere with position vec-
tor Renc relative to the host star. Next, define a local coor-
dinate system centered on this point in which the z axis is
directed toward the host star, i.e., zˆ = −Rˆenc, and the x and y
axes lie on the tangent plane of Renc on the encounter sphere.
The differential flux of stars into the encounter sphere is given
by dF = vzH(vz) dn⋆,enc (He´non 1972), i.e.,
dF =
n⋆
(2πσ2
rel
)3/2
f (Mper)dMper exp
 GM
Rencσ
2
rel
 H(vz)vz
× H
(
v2 − 2GM
Renc
)
exp
− v2
2σ2
rel
 dvx dvy dvz. (12)
Integrating the differential flux over all perturber masses, ve-
locities, and the entire encounter sphere, we obtain a total en-
counter rate of
Γ = 2
√
2πR2encn⋆σrel
×
∫
dMper f (Mper)
1 + G(M⋆ + Mper)
Rencσ
2
rel
 . (13)
In the limit of large Renc (Renc ≫ GM/σ2rel, i.e., weak or neg-
ligible gravitational focusing), equation (13) reduces to
Γ ≈ 2
√
2πR2encn⋆σrel
∫
dMper f (Mper)
= 2
√
2πR2encn⋆σrel, (14)
independent of the perturber mass function.
3.2.2. Numerical sampling procedure
We generate encounters using the following procedure.
1. The perturbermass Mper is assumed to follow a Salpeter
distribution (Salpeter 1955), modified to account for the
finite lifetime of stars and the gravitational focusing im-
plied by equation (10).
Specifically, an initial mass Mi is sampled from a
Salpeter distribution, dN/dMi ∝ M−2.35i , with lower and
upper limits 0.1 and 100 M⊙. Using the SSE stellar
evolution code (Hurley et al. 2000) as implemented in
AMUSE (Portegies Zwart et al. 2013; Pelupessy et al.
2013) and assuming a metallicity Z = 0.001, this initial
mass is replaced by the mass after 5 Gyr of stellar evo-
lution, Mf . Subsequently, we compute the associated
value of x = G(M⋆ + Mf)/(Rencσ
2
rel
) and W(x) (eq. 11),
and reject the sampled mass if W(x)/Wmax < y, where
y is a random number between 0 and 1, and Wmax is the
maximum value of W over the allowed range of Mf .
We do not account for the possibility that stars may be
ejected from the cluster due to asymmetric mass loss or
other effects, nor do we account for binaries among the
perturbers.
2. A random location Renc on the encounter sphere is cho-
sen. The velocities vx, vy, and vz are then sampled from
the distribution implied in equation (12). From these
velocities, the periapsis distance Q and the speed at in-
finity, V∞, are computed. From the velocities and Renc
the orientation of the hyperbolic orbit is determined.
3. The next encounter is generated assuming that the prob-
ability for that the time delay between encounters ex-
ceeding ∆t is exp(−Γ∆t), with Γ given by equation (13).
3.2.3. Planetary perturbations and the encounter sphere radius
The gravitational effect of each encounter on the planetary
orbit is followed from the time the perturber enters the en-
counter sphere until the time that it again impinges on the
encounter sphere on the opposite side of the hyperbolic orbit.
The effects of the perturber on the planet when the perturber
is outside the encounter sphere are neglected. Note that we
do take into account the attraction of the host star on the per-
turber at all distances by including the effects of gravitational
focusing as described in Section 3.2.1.
In principle, the radius of the encounter sphere Renc could
be taken to be close to Rconst such that the gravitational effect
of each encounter on the planetary orbit is fully accounted
for. However, this approach is computationally impractical.
Fortunately, gravitational forces from perturbers at large dis-
tances contribute negligibly to orbital changes because tidal
forces fall off as 1/R3 (see equation 2). Therefore, it is suffi-
cient to restrict Renc to relatively small values. In the simula-
tions below, we vary Renc between 25 and 100 au and show
that these encounter radii are large enough for our purposes
(e.g., the outcome fractions are largely independent of Renc).
We assume that there is at most one perturber within the
encounter sphere at a given time. This is justified because
in our simulations, the typical timescale for a perturber to
pass through the encounter sphere is short compared to the
timescale for the next perturber to enter the encounter sphere.
More quantitatively, let the encounter passage time be esti-
mated by3 ∆tpassage ≃ Renc/σrel, and the time to the next en-
counter by ∆tenc ∼ 1/Γ, with Γ estimated from equation (14).
Then,
∆tpassage
∆tenc
∼ 2
√
2πR3encn⋆ ≃ 5.7 × 10−4
(
Renc
100 au
)3
×
(
n⋆
106 pc−3
)
, (15)
3 This analysis assumes that the trajectory of the perturber relative to the bi-
nary is not strongly perturbed by the encounter, that is b ≫ G(Mper+M⋆)/V2∞
where b is the impact parameter. This assumption is not correct for the closest
encounters but should be adequate for this argument.
6where we substituted numerical values corresponding to the
largest ratio ∆tpassage/∆tenc in the simulations. This shows
that our assumption of at most one perturber in the encounter
sphere is justified for our simulations. We also assume that the
orbital phase of the planet is randomized each time a new per-
turber is introduced in the encounter sphere, which is justified
by a similar argument:
Porb
∆tenc
∼ 2
√
(2πa)3
GM⋆
R2encn⋆σrel
≃ 1.0 × 10−5
(
a
1 au
) 3
2
(
M⋆
1M⊙
)− 1
2 ( Renc
100 au
)2
×
(
n⋆
106 pc−3
) (
σrel√
2 × 6 km s−1
)
, (16)
where Porb is the orbital period of the planet.
3.2.4. Isolated tidal evolution
We assume that the orbit of the planet evolves due to tides
only when there are no perturbing stars within the encounter
sphere. In this process, the semimajor axis and eccentricity of
the planet are evolved according to the orbit-averaged version
of equation (3),
da
dt
= −21 kAM,pn2τp
M⋆
Mp
(
Rp
a
)5
ae2
f (e)(
1 − e2)15/2 ; (17a)
de
dt
= −21
2
kAM,pn
2τp
M⋆
Mp
(
Rp
a
)5
e
f (e)(
1 − e2)13/2 , (17b)
where
f (e) =
1 + 45
14
e2 + 8e4 + 685
224
e6 + 255
448
e8 + 25
1792
e10
1 + 3e2 + 3
8
e4
. (18)
Note that equations (17a) and (17b) conserve the semilatus
rectum, a
(
1 − e2
)
, and consequently, the orbital angular mo-
mentum. Also, note that equations (17a) and (17b) can be
obtained from equations (9) and (10), respectively of Hut
(1981), by replacing Ω in the latter equations by its pseu-
dosynchronous value, equation (4).
3.3. Cluster parameters
For various combinations of n⋆ and Renc (considered as
fixed grid parameters), we simulate NMC = 2000 systems for
a time τage = 10Gyr, with different initial planetary eccentric-
ities and random seeds for the encounters. The adopted values
of Renc are 25, 50, 75, and 100 au. An overview of the initial
conditions is given in Table 1.
In particular, we choose the one-dimensional velocity dis-
persion to be σ = 6 km s−1, comparable to the typical ve-
locity dispersion of Milky Way (MW) GCs (the mean ve-
locity dispersion in the Harris catalog is 6.3 km s−1; Harris
1996, 2010 Edition). The number densities n⋆ in our sim-
ulations range between 103 and 106 pc−3. Using the SSE
stellar evolution code (Hurley et al. 2000) to compute the fi-
nal masses and luminosities, assuming an age of 5 Gyr and
a metallicity of Z = 0.001, we find that these number den-
sities correspond to mass densities ρ⋆ between 2.6 × 102
and 2.6 × 105M⊙ pc−3, and luminosity densities l⋆ between
4.5 × 102 and 4.5 × 105 L⊙ pc−3.
Symbol Description (Range of) Value(s)
Planetary System
M⋆ Mass of planet-hosting star 1M⊙
Mp Planetary mass 1 MJ ≃ 9.55 × 10−4 M⊙
Rp Planetary radius 1RJ ≃ 7.15 × 109 cm
τp Planetary tidal time lag 0.66 s
kAM,p Planetary apsidal motion
constant
0.25
θ⋆ Initial stellar obliquity (stel-
lar spin-planetary orbit an-
gle)
0◦
a0 Initial planetary orbital
semimajor axis
1, 2, 4 au
e0 Initial planetary orbital ec-
centricity
0.01–0.6 a
Cluster and Encounter Properties
Mper Perturber mass 0.1-100 M⊙ b
n⋆ Stellar number density 10
3−6 pc−3 c
σ Stellar (not relative) velocity
dispersion
6 km s−1
τage Cluster age 10Gyr
z Cluster metallicity 0.001
Renc Encounter sphere radius 25, 50, 75, 100 au
Derived Encounter Quantities
ρ⋆ Stellar mass density 2.6 × 102−5M⊙pc−3 d
l⋆ Stellar luminosity density 4.5 × 102−5 L⊙pc−3 e
Qmin,est Estimate of the smallest pe-
riapsis distance
(0.0068 – 5.1) au f
Nenc,est Estimate of the total number
of encounters
10 – 1.2 × 105 g
a Rayleigh distribution with rms 0.33; subsequently cut off at 0.6.
b Salpeter initial mass function (Salpeter 1955), corrected for a stel-
lar age of 5 Gyr (metallicity z = 0.001), and for gravitational
focusing (see Section 3.2).
c 20 values with logarithmic spacing.
d Computed from the final mass function assumed for the per-
turbers.
e Computed from the final mass and luminosity functions assumed
for the perturbers.
f Minimum and maximum values for the assumed parameters; com-
puted using equation (19).
g Minimum and maximum values for the assumed parameters; com-
puted according to Nenc,est = Γτage with Γ given by equation (13).
Table 1
Description of symbols used and assumed values in the simulations.
Top part: properties of the planet and planet-hosting star. Middle and
bottom parts: cluster and encounter properties, and some derived
quantities.
In Fig. 2, we show the distribution of the central luminos-
ity densities, l⋆,c, in the MW GCs (Harris 1996; 2010 Edi-
tion). The assumed range in our simulations is indicated with
the two vertical dashed lines. The MW GC central luminos-
ity densities peak around 104 L⊙ pc−3, which is near the loga-
rithmic midpoint of our range of simulated densities. We ex-
clude number densities lower than 103 pc−3 even though these
densities occur in some MW GCs, because number densities
lower than ∼ 103 pc−3 yield few to no migrating planets in our
simulations (see Section 3.6.2 below).
3.4. Encounter properties
Before presenting our main results in Section 3.6, we briefly
discuss properties of the encounters generated via the proce-
dure outlined in Section 3.2 and compare to analytic results.
In Fig. 3, we show the cumulative distributions of the periap-
sis distances Q (top panel), the perturber masses Mper (middle
panel), and the speeds at infinity V∞ (bottom panel), obtained
numerically through the method described in Section 3.2. In
7−1 0 1 2 3 4 5 6
log10[l⋆,c/(L⊙ pc
−3)]
0
2
4
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8
10
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Figure 2. Distribution of central luminosity densities for the MW GCs in
the Harris catalog (Harris 1996, 2010 Edition). The assumed range of the lu-
minosity densities in our simulations (Table 1) is indicated by the two vertical
dashed lines.
each panel, distributions are shown for the four different en-
counter sphere radii Renc adopted in the simulations (see Ta-
ble 1) and in all panels n˜⋆ ≡ log10(n⋆/pc−3) = 6.
The top panel shows the distributions of Q. The vertical
black solid line shows the expected minimum Q to occur,
which can be estimated by setting the collision time for en-
counters with rcoll = Qmin,est equal to the age of the cluster,
τage. Following a similar derivation as in Binney & Tremaine
(2008, S7.5.8) we find
Qmin,est = −
G(〈Mper〉 + M⋆)
2σ2
rel
+
[G(〈Mper〉 + M⋆)
2σ2
rel
2
+
(
2
√
2π n⋆σrelτage
)−1 ]1/2
, (19)
where 〈Mper〉 is the mean perturber mass (in the simulations,
〈Mper〉 ≃ 0.26M⊙). Note that in the absence of gravitational
focusing, this reduces to Qmin,est =
(
2
√
2π n⋆σrelτage
)−1/2
,
which is also easily obtained from equation (14) by setting
1 = Γτage with Renc = Qmin,est. The simulated encounters sat-
isfy min(Q) > Qmin,est. Note that min(Q) is determined by a
single encounter, and therefore it fluctuates among the realiza-
tions with different Renc. The upper colored horizontal dotted
lines show an estimate of the noise level in the CDF, 1/
√
Nenc
where Nenc is the number of sampled encounters; the lower
colored horizontal dotted lines show 1/Nenc.
The colored dashed lines in the top panel of Fig. 3 show the
expected cumulative Q distribution,
CDF(< Q) ∝ Q2 + G(〈Mper〉 + M⋆)Q
σ2
rel
. (20)
(This can be derived from eq. 19 by solving for τ−1age and noting
that the CDF out to some periapsis distance Q must be pro-
portional to 1/τage for Qmin,est = Q.) Equation (20) is normal-
ized by the condition that the CDF is unity at Q = Renc, since
this is the largest possible sampled Q. The simulated encoun-
ters (solid colored lines) are consistent with equation (20), al-
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Figure 3. Encounter properties. Solid colored lines: the cumulative distri-
butions of the periapsis distances Q (top panel), the perturber masses Mper
(middle panel), and the speeds at infinity V∞ (bottom panel), according to
the method described in Section 3.2. Each color corresponds to a different
encounter radius Renc, indicated in the legends. In the top panel, the vertical
solid black line shows the minimum estimated Q (eq. 19). In the top and bot-
tom panels, the colored dashed lines show the expected analytic distributions,
equations (20) and (21), respectively. Also in the top and bottom panels, the
upper and lower sets of colored horizontal dotted lines show 1/
√
Nenc (the
Poisson noise in the simulations) and 1/Nenc for each value of Renc, where
Nenc is the number of sampled encounters.
8though there is noticeable noise for Q . 10−1 au because of
the small number of close encounters.
The middle panel of Fig. 3 shows the distribution of the per-
turber masses. The median perturber mass is ≃ 0.17M⊙, and
the mean is ≃ 0.26M⊙. Despite gravitational focusing, there
is little observable dependence of the mass distributions on
Renc in these plots, largely because the effects of focusing
are strongest for the small fraction of stars with the largest
masses.
Finally, the bottom panel of Fig. 3 shows the distribution
of the perturber speeds at infinity. The colored dashed lines
show the expected cumulative V∞ distribution,
CDF(< V∞) = 1 − exp
− V2∞
2σ2
rel

×
1 + RencV2∞
2σ2
rel
Renc + 2G(M⋆ + 〈Mper〉)
 . (21)
The sampled V∞’s are consistent with equation (21), although
there is noticeable noise for V∞ . 1 km s−1. The median sam-
pled V∞ depends weakly on Renc, varying from ≃ 13.5 km s−1
for Renc = 25 au to ≃ 14.9 km s−1 for Renc = 100 au.
3.5. Stopping conditions
In the simulations, we distinguish among the following six
outcomes (see Section 3.6.1 below for examples):
1. HJ formation: the planetary orbit shrinks to an orbital
period that lies between 1 and 10 d, due to encounters,
tidal dissipation, or a combination of the two. If the
orbit is circularized (e < 10−3), we immediately stop
the integration — there could be further perturbations
due to tidal forces from encounters, but these are ex-
tremely weak because the semimajor axis of the orbit is
so small. As stated earlier, we neglect stellar tides, so
once the orbit is circularized, tidal evolution ceases. In
some cases, after τage the orbital period lies between 1
and 10 d but the orbit is not yet fully circularized. In
this case, we also consider the planet to have become
an HJ, unless a(1 − e) < rt (see below).
2. Warm Jupiter (WJ) formation: the planetary orbit has
shrunk after τage to an orbital period between 10 and
100 d. The planetary orbit may still be (moderately)
eccentric.
3. Tidal disruption: the planet-host star separation has
reached an instantaneous value r < rt, where the tidal
disruption radius rt is assumed to be
rt = ηRp
(
M⋆
Mp
)1/3
. (22)
Here, η is a dimensionless parameter, which we assume
to be η = 2.7 (Guillochon et al. 2011). For a solar-
mass host star and a planet of Jupiter’s mass and ra-
dius, which are assumed here, rt ≃ 0.013 au. We do
not consider collisions with the perturber as a separate
outcome, although a fraction of the “tidal disruption”
outcomes will in fact be collisions with the host star.
4. Unbinding: after an encounter, the semimajor axis of
the planet with respect to its host star is negative or
larger than 10 au. In the latter case, the planet is tech-
nically still bound to its host star. However, the wide
orbit makes the planet extremely susceptible to future
encounters even for the lowest densities that we con-
sider, very likely leading to ejection.
5. Transfer: the planet is captured by a perturber, which
we consider to be the case if the semimajor axis of the
planet with respect to the perturber after the encounter
is positive and less than 5 au. In principle, a new simu-
lation could be started with the captured planet around
the last perturber, subject to further perturbations from
encounters that could, e.g., lead to HJ formation. How-
ever, this further investigation is beyond the ambitions
of this paper.
6. No migration: none of the above occurred. Neverthe-
less, the semimajor axis and/or eccentricity may still
have been affected significantly.
3.6. Simulation results
3.6.1. Examples
In Fig. 4, we show a number of examples to illustrate the
typical eccentricity and semimajor axis evolution for the out-
comes defined in Section 3.5. In these examples, the ini-
tial planetary semimajor axis is 1 au, the encounter radius is
Renc = 75 au, and the stellar density is n⋆ = 2 × 104 pc−3.
In the top-left panel, an HJ is formed within ≈ 4.5Gyr of
evolution. After 1.8Gyr, a number of strong perturbers with
a Q of a few au gradually decrease the periapsis distance,
while leaving the semimajor axis relatively unchanged. Af-
ter a strong encounter at ≈ 4.4Gyr, the periapsis distance
is reduced to a small enough value that strong tidal evolu-
tion is triggered. The orbit circularizes at a semimajor axis of
≈ 0.03 au. In the top-middle panel, a WJ is formed through
a series of encounters in which the semimajor axis decreases
to ≈ 0.2 au and the periapsis distance decreases to ≈ 0.16 au.
The planet survives for 10 Gyr, and has final orbital proper-
ties characteristic of WJs (a ≃ 0.23 au; e ≃ 0.31). Tidal
dissipation played no role in this process. The top-right panel
shows an example of tidal disruption; the semimajor axis is
not much affected by encounters, whereas the periapsis dis-
tance is gradually decreased. A single encounter at ≈ 9.5Gyr
increases the semimajor axis to ≈ 4.3 au, making the planet
more susceptible to further perturbations, and it is disrupted
shortly thereafter.
In the bottom-left panel, a strong encounter with Q ≈
0.12 au unbinds the planet at ≈ 8.2Gyr. Another strong en-
counter occurs at ≈ 9.2Gyr in the bottom-middle panel, and
the planet is transferred to the perturber. Lastly, in the bottom-
right panel, no destructive or migration-inducing encounters
occur, and the planet survives without significant tidal dissi-
pation, although the eccentricity has been slightly excited and
the semimajor axis slightly increased.
3.6.2. Simulation outcome fractions
Fig. 5 shows the fractions of the six outcomes (see Sec-
tion 3.5) as a function of the stellar number density n⋆. The
initial planetary semimajor axis is a0 = 1 au (a0 = 4 au) in the
left (right) set of panels. In Fig. 5 and in subsequent figures,
red solid lines correspond to HJ formation, blue solid lines
correspond to WJ formation, yellow dashed lines correspond
to tidal disruption events, dark blue dashed lines correspond
to unbound planets, green dotted-dashed lines correspond to
transferred planets, and solid black lines correspond to nonmi-
grating planets. The bottom panels are zoomed-in versions of
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Figure 4. Six examples to illustrate the typical eccentricity and semimajor axis evolution for the outcomes defined in Section 3.5. In these examples, the initial
planetary semimajor axis is 1 au, the encounter radius is Renc = 75 au, and the stellar density is n⋆ = 2 × 104 pc−3. The vertical axes show the semimajor axis
a (black dotted lines), the periapsis distance a(1 − e) (black solid lines), and the encounter periapsis distances Q (red solid lines). Top row from left to right:
HJ formation, WJ formation, tidal disruption; bottom row: unbound planet, transferred planet, and no migration. In each panel, the yellow horizontal dashed
line shows the tidal disruption radius (eq. 22). Note that each change in the height of the red solid lines corresponds to a new encounter with a certain Q; the
horizontal sections indicate the time between encounters, not the passage time of the encounters themselves. The ratio of the passage time to the time between
encounters for the chosen parameters is ≈ 4.8 × 10−6 (see equation 15).
the top panels, showing in more detail the less common out-
comes. The expected Poisson fluctuation in the outcome frac-
tions f from our NMC = 2000 realizations is 1/
√
NMC ≃ 0.02.
The data (for a0 = 1 au) are also given in Table 2.
We first discuss the case a0 = 1 au. For the lowest densi-
ties, the encounter rate is too low to strongly affect the plan-
etary orbit, and the fraction of nonmigrating planets is near
100%. As n⋆ is increased, the nonmigrating fraction de-
creases smoothly to zero near n⋆ = 10
5 pc−3, while the frac-
tion of unbound planets increases to ≈ 0.9 at the same density
and stays near that value for even higher densities. The migra-
tion fraction, i.e., the sum of fHJ, fWJ and fTD, is nearly zero
for n⋆ = 10
3 pc−3, increases to ≈ 0.06 near n⋆ = 105 pc−3,
and remains approximately constant at higher densities. Note
that the sum of the migration fraction and the nonmigration
fraction is not unity, because both categories exclude the un-
binding and transfer outcomes.
The fraction of HJs peaks at ≈ 0.02 at n⋆ ≈ 4×104 pc−3 (the
fraction approaches ≈ 0.03 for the smallest encounter radii
but these values are less reliable). For higher densities, the HJ
fraction decreases, whereas the fraction of tidal disruptions
and transferred planets increases. These trends can be under-
stood qualitatively by noting that the density needs to be suf-
ficiently high for strong encounters to decrease the periapsis
distance of the planet and trigger tidal migration. However, as
the density increases, strong encounters become increasingly
likely, and therefore more catastrophic outcomes, like tidal
disruption or a transfer to the perturber, start to dominate.
The fraction of unbound planets is weakly dependent on
Renc. Nevertheless, the fractions shown in Fig. 5 indicate con-
vergence with respect to Renc; in particular, there are only
small differences between Renc = 75 and 100 au.
Comparing the two cases a0 = 1 and 4 au, we note that
the curves showing the fraction of nonmigrating and unbound
planets are shifted to the left (lower n⋆) for a0 = 4 au, which
can be understood qualitatively because planets with larger
semimajor axes are more weakly bound. Similarly to the case
a0 = 1 au, the migration fraction is approximately constant at
high densities (n⋆ & 10
4 pc−3), although the absolute value of
the migration fraction, ≈ 0.025, is lower by a factor of ∼ 2.
Furthermore, the HJ fraction peaks at a lower density, in this
case around 104 pc−3, with a value of ≈ 0.01 which is a factor
of ∼ 2 lower than the case a0 = 1 au.
The fractions for the case a0 = 2 au (not presented here)
show intermediate trends between those depicted in Fig. 5.
We conclude that a larger a0 tends to lower the HJ and WJ
fractions and, more generally, the fractions of ‘interesting’
outcomes such as tidal disruption and planet transfer. In
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Figure 5. Fractions of the six outcomes (Section 3.5) as a function of the stellar number density n⋆. The initial planetary semimajor axis is a0 = 1 au (a0 = 4 au)
in the left (right) set of panels. Red solid lines correspond to HJ formation, blue solid lines correspond to WJ formation, yellow dashed lines correspond to tidal
disruption events, dark blue dashed lines correspond to unbound planets, green dotted-dashed lines correspond to transferred planets, and solid black lines (‘no
migration’) correspond to planets that remain bound to their host star with periods above the assumed WJ threshold, 100 d (see Section 3.5). Results are shown
for four values of the encounter sphere radius Renc; line thickness increases with increasing Renc. The bottom panels are zoomed-in versions of the top panels,
showing in more detail the less common outcomes. The data (for a0 = 1 au) are also given in Table 2.
the remainder of Section 3.6, we focus mainly on the case
a0 = 1 au. Most of the results shown in these sections do
not depend strongly on a0.
3.6.3. Orbital changes
To illustrate how encounters affect the planetary orbit, we
show in Fig. 6 the orbital elements in the (a, 1− e) plane at the
end of the simulation, or after a stopping condition occurred,
for the outcomes HJ (red stars), WJ (blue triangles), tidal
disruption (yellow crosses), and no migration (black dots).
Each panel corresponds to a different density. In all panels
a0 = 1 au. We recall that the initial eccentricities were sam-
pled from a Rayleigh distribution with an rms of 0.33 and
maximum value of 0.6 (see Section 3.1).
The yellow dashed line shows the assumed threshold for
tidal disruption, a(1 − e) = rt, with rt given by equation (22).
Obviously, the points corresponding to the tidal disruption
outcome lie below this line. Most tidal disruptions occur with
relatively large semimajor axes, a & 0.5 au, implying that the
encounters leading to tidal disruptions mainly did so by excit-
ing high eccentricities as opposed to strongly decreasing the
semimajor axes.
The HJs populate the lower-right part of the (a, 1−e) plane.
They tend to be either completely circular or have a small ec-
centricity. Their semimajor/orbital period distribution is dis-
cussed in more detail below. The WJs lie in between the HJs
and nonmigrating planets, and are substantially more eccen-
tric than the HJs (WJs around field stars in the solar neigh-
borhood also tend to be eccentric, but probably for different
reasons). The nonmigrating planets populate a large region in
the (a, 1− e) diagram, even though they all began with a com-
mon semimajor axis of 1 au and small eccentricities. Encoun-
ters change the semimajor axes, typically by a factor of a few
(note that we consider planets to be unbound if a > 10 au),
and can excite the eccentricities to values as high as ∼ 0.99
(or even higher, at which point the planets become HJs or are
tidally disrupted).
In Fig. 7, we show the cumulative distributions of the semi-
major axes separately for the “nondisruptive” cases, i.e., HJ
and WJ formation and no migration, for four values of n⋆ and
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n˜⋆ Renc/ au fHJ fWJ fTD fun. ftr. fnomigr.
3.0 25 0.00 0.00 0.00 0.05 0.00 0.94
3.0 50 0.00 0.00 0.00 0.06 0.00 0.94
3.0 75 0.00 0.00 0.00 0.06 0.00 0.93
3.0 100 0.00 0.00 0.00 0.07 0.01 0.92
3.16 25 0.00 0.00 0.00 0.07 0.01 0.92
3.16 50 0.00 0.00 0.00 0.07 0.01 0.92
3.16 75 0.00 0.00 0.00 0.09 0.00 0.90
3.16 100 0.00 0.00 0.00 0.10 0.01 0.89
3.32 25 0.00 0.00 0.00 0.09 0.01 0.89
3.32 50 0.00 0.00 0.00 0.11 0.01 0.87
3.32 75 0.00 0.00 0.00 0.13 0.01 0.86
3.32 100 0.00 0.00 0.00 0.15 0.01 0.84
3.47 25 0.00 0.00 0.00 0.13 0.01 0.85
3.47 50 0.00 0.00 0.01 0.15 0.02 0.82
3.47 75 0.00 0.00 0.00 0.17 0.01 0.80
3.47 100 0.00 0.00 0.01 0.20 0.01 0.78
3.63 25 0.00 0.00 0.01 0.19 0.02 0.77
3.63 50 0.01 0.00 0.01 0.21 0.02 0.74
3.63 75 0.00 0.00 0.01 0.24 0.02 0.73
3.63 100 0.01 0.00 0.01 0.26 0.01 0.71
3.79 25 0.01 0.00 0.01 0.27 0.03 0.68
3.79 50 0.01 0.01 0.01 0.30 0.03 0.65
3.79 75 0.01 0.00 0.01 0.33 0.02 0.63
3.79 100 0.01 0.00 0.01 0.37 0.02 0.59
3.95 25 0.01 0.01 0.01 0.38 0.04 0.55
3.95 50 0.01 0.00 0.02 0.41 0.04 0.52
3.95 75 0.01 0.00 0.01 0.44 0.03 0.50
3.95 100 0.01 0.00 0.01 0.49 0.03 0.47
4.11 25 0.02 0.01 0.03 0.50 0.05 0.40
4.11 50 0.02 0.01 0.02 0.57 0.05 0.34
4.11 75 0.02 0.00 0.02 0.58 0.03 0.34
4.11 100 0.01 0.00 0.02 0.63 0.03 0.31
4.26 25 0.03 0.01 0.03 0.63 0.06 0.24
4.26 50 0.02 0.01 0.03 0.68 0.06 0.20
4.26 75 0.03 0.01 0.03 0.72 0.04 0.18
4.26 100 0.02 0.01 0.03 0.76 0.03 0.16
4.42 25 0.04 0.01 0.03 0.72 0.08 0.12
4.42 50 0.03 0.01 0.04 0.78 0.06 0.08
4.42 75 0.02 0.00 0.03 0.82 0.04 0.08
4.42 100 0.02 0.00 0.03 0.85 0.03 0.07
4.58 25 0.03 0.01 0.04 0.80 0.08 0.04
4.58 50 0.03 0.01 0.05 0.82 0.07 0.03
4.58 75 0.03 0.00 0.04 0.86 0.05 0.02
4.58 100 0.02 0.00 0.03 0.88 0.04 0.03
4.74 25 0.03 0.00 0.04 0.83 0.08 0.01
4.74 50 0.03 0.00 0.05 0.85 0.06 0.01
4.74 75 0.03 0.00 0.04 0.88 0.05 0.01
4.74 100 0.02 0.00 0.03 0.91 0.04 0.00
4.89 25 0.03 0.00 0.04 0.84 0.08 0.00
4.89 50 0.03 0.00 0.05 0.85 0.06 0.00
4.89 75 0.03 0.00 0.05 0.87 0.05 0.00
4.89 100 0.02 0.00 0.04 0.90 0.04 0.00
5.05 25 0.03 0.00 0.04 0.85 0.08 0.00
5.05 50 0.02 0.00 0.05 0.87 0.06 0.00
5.05 75 0.02 0.00 0.04 0.89 0.05 0.00
5.05 100 0.02 0.00 0.04 0.91 0.04 0.00
5.21 25 0.02 0.00 0.04 0.85 0.09 0.00
5.21 50 0.02 0.00 0.05 0.86 0.07 0.00
5.21 75 0.01 0.00 0.05 0.89 0.05 0.00
5.21 100 0.01 0.00 0.05 0.91 0.04 0.00
5.37 25 0.02 0.00 0.06 0.83 0.09 0.00
5.37 50 0.02 0.00 0.06 0.86 0.07 0.00
5.37 75 0.01 0.00 0.04 0.90 0.04 0.00
5.37 100 0.01 0.00 0.04 0.91 0.04 0.00
5.53 25 0.01 0.00 0.05 0.85 0.08 0.00
5.53 50 0.02 0.00 0.05 0.87 0.07 0.00
5.53 75 0.01 0.00 0.05 0.90 0.04 0.00
5.53 100 0.01 0.00 0.04 0.90 0.04 0.00
5.68 25 0.02 0.00 0.06 0.85 0.07 0.00
5.68 50 0.01 0.00 0.05 0.87 0.07 0.00
5.68 75 0.01 0.00 0.05 0.89 0.05 0.00
5.68 100 0.01 0.00 0.04 0.91 0.04 0.00
5.84 25 0.01 0.00 0.06 0.85 0.09 0.00
5.84 50 0.01 0.00 0.06 0.86 0.07 0.00
5.84 75 0.01 0.00 0.05 0.90 0.05 0.00
5.84 100 0.00 0.00 0.05 0.90 0.04 0.00
6.0 25 0.01 0.00 0.06 0.85 0.08 0.00
6.0 50 0.01 0.00 0.06 0.87 0.07 0.00
6.0 75 0.01 0.00 0.05 0.91 0.04 0.00
6.0 100 0.01 0.00 0.05 0.92 0.03 0.00
Table 2
Simulated outcome fractions for the six outcomes listed in Section 3.5 ( fun.:
unbound; ftr.: transferred; fnomigr.: no migration). The same data are also
shown in Fig. 5. We define n˜⋆ ≡ log10(n⋆/pc−3). The statistical uncertainty
in the outcome fractions is about 0.02.
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Figure 6. Orbital elements in the (a, 1 − e) plane at the end of the sim-
ulation, or after a stopping condition occurred, for the HJ (red stars), WJ
(blue triangles), tidal disruption (yellow crosses), and no migration cases
(black dots). Each panel corresponds to a different density, indicated therein
(n˜⋆ ≡ log10[n⋆/pc−3]), and the initial semimajor axis is 1 au. The yellow
dashed line shows the assumed threshold for tidal disruption, a(1 − e) = rt,
with rt given by equation (22). Transfer outcomes are not shown; see Fig. 11
for a similar figure showing the orbital elements of the transferred planets.
the various values of Renc. The top (bottom) set of panels cor-
responds to a0 = 1 au (a0 = 4 au). We repeat that we did
not include stellar tides in the simulations, which could affect
the HJ semimajor axis distribution if the stellar tides are effi-
cient (in particular, if the star has a convective layer). There is
little dependence of the semimajor axis distributions on Renc,
which provides reassurance that our choices of Renc are large
enough. The HJ semimajor axes tend to be slightly smaller for
higher densities and larger a0. These trends can be explained
with an analytic model that is described below in Section 3.7.
The predictions from that model are shown in Fig. 7 with the
vertical black dashed lines.
In Fig. 8, we show the distributions of the final orbital peri-
ods for a0 = 1 au. The data have been combined for all three
nondisruptive cases and all four values of Renc. The different
colored lines correspond to two values of n⋆. For compari-
son, we also show with black crosses and error bars the ob-
served distribution for giant planets in the solar neighborhood
by Santerne et al. (2016), and, with black open circles, the
distribution from simulations by Anderson et al. (2016) of HJ
formation by high-eccentricity migration in stellar binaries.
Our simulations predict a peak in the HJ period distribution
in dense clusters at ∼ 2.5 day, which is similar to the pre-
dicted peak for stellar binaries in the field, but shorter than
the observed peak for field HJs at ∼ 5 day. The shorter or-
bital periods in our simulations and those of Anderson et al.
(2016) compared to the observations are typical for high-e mi-
gration scenarios. Note that the final orbital period depends
sensitively on the planetary radius (the final semimajor axis is
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Figure 7. Cumulative distributions of the semimajor axes separately for the
three ‘nondisruptive’ outcomes, i.e., HJ and WJ formation and no migration,
for four values of n⋆ and various values of Renc. The top (bottom) set of pan-
els corresponds to a0 = 1 au (a0 = 4 au). Increasing line widths correspond
to larger Renc. Note that not all outcomes occur at all densities. In all pan-
els, the black vertical dashed lines show predictions from the analytic model
discussed in Section 3.7.
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Figure 8. Colored lines: the orbital period distributions for the nondisrup-
tive outcomes in the simulations (HJ and WJ formation and no migration,
combining data from all values of Renc, and a0 = 1 au). Black crosses and er-
ror bars: the observed distribution for giant planets in the solar neighborhood
(Santerne et al. 2016). Black open circles: the distribution from simulations
by Anderson et al. (2016) of high-e HJ formation in stellar binaries in the
field (data are shown from Fig. 23 of Anderson et al. 2016 for Mp = 1MJ
and χ = 100, where χ ≡ 10 τp/s and τp is the planetary tidal time lag; with
kAM,p = 0.25, Mp = 1 MJ , and Rp = 1RJ, χ = 100 or τp = 10 s corresponds
to a viscous timescale of ≃ 0.082 yr). The distributions are normalized to unit
total area. The short black vertical dashed lines show the predictions from the
analytic model (Section 3.7).
approximately proportional to Rp, see Section 3.7 below), and
we assumed a single planetary radius (Rp = 1RJ). Therefore,
our simulations can be made to be more consistent with the
observations by, e.g., assuming inflated HJs (e.g., Laughlin
et al. 2011).
The occurrence of WJs in our simulations is a factor of a
few lower than HJs (see Fig. 5). In contrast, the observations
of Santerne et al. (2016) for the solar neighborhood indicate
that a large fraction of planets have orbital periods charac-
teristic of WJs. Simulations of high-e migration in stellar
binaries (e.g,. Petrovich & Tremaine 2016; Antonini et al.
2016), multiplanet systems (Hamers et al. 2017), and stellar
triples (Hamers 2017a) also produce few WJs, or a number
of WJs inconsistent with observations. Nevertheless, the WJ
fractions in our simulations are higher than, e.g., in Hamers
et al. (2017) and (Hamers 2017a). This is because the WJs
in our simulations tend to be produced directly by encounters
without substantial tidal evolution, whereas in purely secular
high-e migration, the semimajor axis can only change due to
tidal interactions.
3.6.4. Obliquities
The stellar obliquity θ⋆, the angle between the stellar spin
and planetary orbit, is known to be broadly distributed for
field HJs, with almost half of HJs having obliquities that
exceed 10–20◦ and a handful having obliquities as high as
∼ 180◦ (see Winn & Fabrycky 2015 for a review). In Fig. 9,
we show the obliquity distributions for the HJ, WJ, tidal dis-
ruption, and no migration outcomes in the simulations with
a0 = 1 au, combining data from the different Renc. The
top (bottom) panels show the probability density (cumulative)
distributions. In the simulations, the spin of the star was not
modeled; to compute the obliquity, we assume that the stel-
lar spin and planetary orbit were initially aligned, and that the
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Figure 9. Obliquity distributions for the HJ, WJ, tidal disruption, and no mi-
gration outcomes in the simulations and for four densities, combining data
from the different Renc. The ‘no migration’ and WJ curves are not plotted at
the highest density, because these outcomes were too rare to produce good
statistics. The top (bottom) panels show the probability (cumulative) distri-
butions.
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Figure 10. Cumulative distributions of the stopping times, i.e., the times
required to form an HJ, to tidally disrupt the planet, to unbind the planet, or
to transfer the planet, combining different data for the different Renc, and for
a0 = 1 au.
stellar spin direction is fixed.
For all of the four outcomes, the final obliquity distribution
is quite broad and not far from isotropic (i.e., a flat distribu-
tion in cos θ⋆). For nonmigrating planets, the final distribu-
tions are not exactly flat, i.e., some memory of the initial zero
obliquity is retained. Stronger interactions are involved in the
other outcomes (in particular, HJ and WJ formation); conse-
quently, the obliquity distributions for these cases tend to be
more isotropic. The fraction of retrograde HJs ranges from
≈ 0.2 to ≈ 0.4, higher than the few per cent observed in the
field (Winn & Fabrycky 2015). A high fraction of retrograde
obliquities would be a telltale sign for an encounter-induced
high-e migration origin of HJs in dense clusters.
3.6.5. Stopping times
The stopping times in the simulations are the times needed
for encounters to form an HJ, to tidally disrupt the planet,
to unbind the planet, or to transfer the planet. In Fig. 10,
we show the cumulative distributions of these times for dif-
ferent densities, combining data for the different Renc (with
a0 = 1 au). As expected, the stopping times are strongly
dependent on the density: a higher density implies that the
aforementioned stopping conditions occur earlier. Generally,
the unbound and transfer outcomes occur earlier than the tidal
disruption outcomes, which in turn occur earlier than the HJ
outcomes. This can be understood by noting that unbind-
ing or transfer generally occurs through a single strong en-
counter, whereas tidal disruption may involve a larger number
of weaker encounters. Finally, the formation of HJs tends to
occur later than tidal disruptions, given that some tidal evo-
lution is typically involved to produce the HJ, adding to the
formation time.
The stopping times are generally shorter for larger a0 (re-
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Figure 11. Semimajor axis aper and eccentricity eper of the planet with re-
spect to the perturber to which it was transferred, combining results from
all densities and encounter sphere radii and assuming a0 = 1 au. To reduce
clutter, only a fifth of the available data points are shown. The top and right
panels show the marginalized eccentricity and semimajor axis distributions,
respectively. The yellow line shows the assumed tidal disruption limit, and
the red dashed line shows rp = 3 R⊙, approximately the periapsis distance for
which tidal effects are important.
sults not shown here), which can be understood qualitatively
from the stronger effect of perturbers if the planet is less
bound to its host star.
3.6.6. Transferred planets
The planet is transferred to a perturbing star in up to ≈ 5%
of our simulations with a0 = 1 au (see Fig. 5). In Fig. 11, we
show the semimajor axis aper and eccentricity eper of the planet
with respect to the perturber to which it was transferred, com-
bining results from all densities and encounter sphere radii,
and assuming a0 = 1 au. The top and right panels show the
marginalized eccentricity and semimajor axis distributions,
respectively. The yellow line shows the assumed tidal dis-
ruption limit, and the red dashed line shows rp = 3R⊙, ap-
proximately the periapsis distance for which tidal effects are
important. The captured planets have semimajor axes ranging
from roughly 0.2–5 au (the upper limit is an artifact of the def-
inition described in Section 3.5). The bulk of the transferred
planets are not captured onto orbits for which tidal evolution
is immediately important (of course, subsequent perturbations
by encounters with other stars could drive tidal migration at
later stages).
3.6.7. Perturber properties
In Figs. 12, 13 and 14, we illustrate how the simulation out-
comes are determined by the perturber properties. In partic-
ular, in these three figures we show the cumulative distribu-
tions of Q, Mper and V∞, respectively, for the last perturber
associated with each outcome. For example, in the case of
the unbound outcome, Q, Mper, and V∞ correspond to the per-
turber that triggered the ejection of the planet. As may be
expected intuitively, the ‘strong’ outcomes (tidal disruption,
unbinding or transfer) tend to be associated with lower val-
ues of Q, higher values of Mper, and lower values of V∞. Note
that for the HJs, the last encounter is usually not the encounter
that drove tidal migration: typically, one or several strong en-
counters drive high eccentricity and tidal migration, and sub-
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Figure 12. Cumulative distributions of Q for the last perturber associated
with each outcome. Data are combined for the different Renc, and a0 = 1 au.
Note that there are no WJ or ‘no migration’ outcomes for the highest density
shown.
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Figure 13. Similar to Fig. 12, now showing the cumulative distributions of
the perturber masses, Mper.
15
0.0
0.2
0.4
0.6
0.8
C
D
F
n˜⋆ ≃ 3.63
a0 = 1AU
0.0
0.2
0.4
0.6
0.8
C
D
F
n˜⋆ ≃ 4.26
0.2 0.4 0.6 0.8 1.0 1.2 1.4
log10[V∞/(km s
−1)]
0.0
0.2
0.4
0.6
0.8
C
D
F
n˜⋆ ≃ 4.89
HJ
WJ
TD
Unbound
Transfer
nomigration
0.2 0.4 0.6 0.8 1.0 1.2 1.4
log10[V∞/(km s
−1)]
0.0
0.2
0.4
0.6
0.8
C
D
F
n˜⋆ ≃ 5.53
Figure 14. Similar to Fig. 12, now showing the cumulative distributions of
the perturber speeds at infinity, V∞.
sequently the planet is decoupled from further perturbations.
The figures show the properties of the last perturber prior to
the HJ stopping condition. The figures shown here apply only
to the case a0 = 1 au, but the perturber properties are not
much changed in the simulations with larger a0.
3.7. Analytic model for encounter-induced high-e migration
In this section, we discuss a simplified analytic model for
the evolution of the planetary orbit including perturbations by
encounters and tidal evolution (assuming equilibrium tides,
as usual). The main aim is to obtain an estimate of the final
‘stalling’ semimajor axis of the HJs, which was observed in
the simulations to be ≈ 0.03 au (Section 3.6.3 and Fig. 8).
First, we show in Fig. 15 with colored solid lines tracks in
the (a, 1−e) plane of several individual systems from the sim-
ulations with a0 = 1 au. All systems start at some location on
the right part of the horizontal line at a = 1 au (the initial ec-
centricity distribution was assumed to be a Rayleigh distribu-
tion; see Table 1). Due to encounters, the semimajor axis and
eccentricity change randomly, and the planet random-walks
in the (a, 1− e) plane. For the examples shown, eventually the
periapsis distance becomes sufficiently small for tidal evolu-
tion to become important, after which the system evolves with
approximately constant angular momentum or semilatus rec-
tum a
(
1 − e2
)
until the orbit is circularized, at a = af .
To model this type of evolution, we consider the coupled
differential equations for a and ℓ, where ℓ ≡
√
1 − e2 is the
normalized angular momentum. We approximate the orbit-
averaged tidal evolution equations (17) by replacing f (e) by
f (1) (since we are mainly interested in the competition be-
tween tidal circularization and eccentricity excitation by en-
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Figure 15. Colored solid lines: tracks in the (a, 1−e) diagram of several indi-
vidual systems from the simulations that lead to HJs. For all tracks, a0 = 1 au,
the density is n⋆ ≃ 2.8 × 104 pc−3 , and Renc is either 25, 50, 75 or 100 au.
The black dashed lines show analytic results from Section 3.7 (eq. 32; setting
Mper = 0.26M⊙, approximately the mean perturber mass in the simulations),
for three different values of the initial semimajor axis: 1, 2.5 and 5 au (line
thickness increases with increasing initial semimajor axis). In the lower-right
part of the figure, the short black horizontal dotted lines show the simplest
estimate of the stalling semimajor axis, equation (35); the short black hor-
izontal dashed lines show the more accurate estimate, equation (37). The
yellow dashed line is the tidal disruption line, a(1 − e) = rt with rt given by
equation (22).
counters at high eccentricity), giving
a˙TF ≃ −βa
a
τTF
(
Rp
a
)8
ℓ−15
(
1 − ℓ2
)
;
ℓ˙TF ≃ βe
1
τTF
(
Rp
a
)8
ℓ−14
(
1 − ℓ2
)
,
(23)
where the overdots denote derivatives with respect to time.
The (constant) tidal friction timescale τTF is defined in terms
of the tidal time lag τp according to
τ−1TF ≡
21 kAM,pGM⋆τp
R3p
M⋆
Mp
; (24)
the (constant) factor βa is given by
βa ≡ f (1) =
4059
1120
, (25)
and βe = βa/2.
To estimate the orbital changes due to encounters, we make
the simplifying assumption that the encounters are purely sec-
ular and thus do not exchange energy, i.e., we ignore changes
of the semimajor axis and only consider eccentricity changes.
Evidently, energy changes are important as shown by the ran-
dom walks in semimajor axis in Fig. 15. However, we note
that strong encounters that significantly change the semima-
jor axis tend to tidally disrupt the planet, unbind the planet,
or transfer the planet to the perturber. In other words, the
encounter history of an HJ generally does not include strong
encounters associated with large energy changes, otherwise
the planet would likely not survive and remain bound to the
host star.
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In the secular approximation, the rate of change of ec-
centricity due to encounters, e˙enc, can be estimated in the
quadrupole-order approximation according to (Hamers, in
preparation)
e˙enc ≃
15
2
n
Mper
M⋆
(
a
R
)3 (e · R) [eˆ · (  × R)]
R2
. (26)
Here, e and  ≡
√
1 − e2 ˆ are the eccentricity and the di-
mensionless angular-momentumvectors, respectively, and we
assumed Mp ≪ M⋆ (otherwise, M⋆ should be replaced by
M⋆ + Mp). Averaging over all orientations of the encounter
(with R fixed) gives 〈e˙enc〉 = 0, as expected: on average, en-
counters do not induce a net change in the scalar eccentric-
ity. To estimate the typical value of e˙enc, we compute the rms
value averaged over all orientations, i.e.,
〈
e˙2enc
〉1/2 ≃
√
15
2
e
√
1 − e2 n
(
a
R
)3 Mper
M⋆
. (27)
Equation (27) estimates the typical eccentricity change per
unit time during an encounter when the separation is R. To
obtain the time-averaged rate of eccentricity change, we must
multiply equation (27) by a ‘duty cycle’ factor, defined as
fduty ≡
∆tpassage(R)
∆tenc(R)
, (28)
where ∆tpassage(R) is the duration of an encounter and ∆tenc(R)
is the timescale for the next encounter to occur. Approxi-
mately, ∆tpassage(R) ≃ R/σrel, and ∆tenc(R) ∼ 1/Γ(R), with
Γ(R) estimated with equation (14) after Renc is replaced by R.
These estimates for the timescales in equation (28) imply
fduty ≃ 2
√
2πR3n⋆, (29)
independent of σrel (a higher velocity dispersion implies a
shorter encounter timescale ∆tenc, but this is compensated
equally by a shorter passage timescale ∆tpassage). Note that
fduty can also be obtained from equation (15) by replacing Renc
by R. Writing equation (27) in terms of ℓ, and including fduty
give
〈
ℓ˙2enc
〉1/2
eff
≃
√
15
2
n
Mper
M⋆
(
a
R
)3 (
1 − ℓ2
)
fduty
≃
√
30π
(
GM⋆a
3
)1/2 Mper
M⋆
n⋆
(
1 − ℓ2
)
. (30)
Note that the result is independent of R; this scaling arises
because the rate of encounters with closest approach less than
R is ∝ R2, the torque from an encounter is ∝ 1/R3, and the
duration is ∝ R.
Adding equation (30) to equation (23), with a minus sign
to model the cases where the eccentricity random-walks to
higher values, we get
a˙ ≃ −βa
a
τTF
(
Rp
a
)8
ℓ−15
(
1 − ℓ2
)
;
ℓ˙ ≃ βe
1
τTF
(
Rp
a
)8
ℓ−14
(
1 − ℓ2
)
−
√
30π
(
GM⋆a
3
)1/2 Mper
M⋆
n⋆
(
1 − ℓ2
)
.
(31)
Division of the two expressions gives
dℓ
d(a/a0)
≃ −1
2
ℓ
a/a0
1 − A
(
a
a0
) 19
2
ℓ14
 , (32)
where a0 is a constant, and the dimensionless constant A is
defined as
A ≡
√
30π
GM⋆
a3
0

1
2 Mper
M⋆
(
a0
Rp
)8
a30n⋆
τTF
βe
. (33)
For the purposes below, it is convenient to define a0 as the
initial semimajor axis and to assume that the initial eccentric-
ity is zero, such that the initial condition in the differential
equation (32) is (a/a0, ℓ)init = (1, 1).
Equation (32) can be solved analytically. Before doing so,
we remark that an approximate stalling semimajor axis can
be obtained from equation (32) without solving explicitly for
ℓ(a). To achieve this, note that ℓ˙ = 0 at a critical value of ℓ,
which we call ℓc. In evaluating this critical value, however, it
is a good approximation to set a = a0, i.e., the semimajor axis
typically does not decrease much before the orbit reaches the
critical ℓ, and 1 − ℓ2 ≈ 1 (see Fig. 15). Requiring ℓ˙ = 0 in
equation (31) with a = a0 and assuming 1 − ℓ2 = 1 gives
ℓc ≃ A−1/14. (34)
Assuming that after reaching ℓ = ℓc the evolution is com-
pletely dominated by tides, the final semimajor axis can be
approximated using the constancy of the semilatus rectum,
giving
af ≃ a0ℓ2c ≃ a0A−1/7. (35)
In the bottom-right part of Fig. 15, the estimate (35) is shown
with the short black horizontal dotted lines (setting Mper =
0.26M⊙, approximately the mean perturber mass in the simu-
lations). Note that semimajor axis changes due to encounters
are not included in our model, whereas in some cases in the
simulations the semimajor axis has changed before tidal evo-
lution becomes important. Therefore, we show results of the
analytic model for three values of the initial semimajor axis,
i.e., either 1, 2.5, or 5 au.
Next, we obtain a slightly more accurate estimate by ex-
plicitly solving equation (32) for ℓ, as a function of a. The
solution is
ℓ(a) ≃ 51/14
(
a
a0
)− 1
2
5 − 14A

(
a
a0
) 5
2
− 1


− 1
14
. (36)
To obtain the stalling semimajor axis, af , we set ℓ(af) = 1 and
assume af ≪ a0, giving
af ≃ a0 51/7 (5 + 14A)−1/7 ≃ a0 (5/14)1/7A−1/7
= a0
(
5
14
) 1
7 [ 1√
30π
4059
2240
21 kAM,pGM⋆τp
R3p
(
M⋆
Mp
)
×
(
M⋆
Mper
)  a30
GM⋆

1
2
(
Rp
a0
)8 (
a30n⋆
)−1 ] 17
. (37)
We assumed A ≫ 1, which is the case here (in Fig. 15, A ≃
2.5× 108, 1.5× 1012 and 1.1 × 1015 for the three adopted val-
ues of the initial semimajor axis). Equation (37) is the same
as equation (35) apart from a factor of (5/14)1/7 ≃ 0.863.
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The more refined estimate for the stalling semimajor axis af ,
equation (37), is shown with the short black horizontal dashed
lines. The analytic solutions (36) are shown with the black
dashed lines.
Although a large number of assumptions and approxima-
tions were made in its derivation, equation (36) gives a rea-
sonable representation of the typical evolution in the (a, 1− e)
plane, and of the stalling semimajor axis. Our estimate for
af is insensitive to the poorly known tidal time lag τp since
it only appears with a small exponent ( 1
7
). Also, af depends
only weakly on the initial semimajor axis a0 and stellar num-
ber density n⋆: af ∝ a−5/140 and af ∝ n−1/7⋆ .
The stalling semimajor axes and the corresponding orbital
periods according to equation (37) were shown with the black
vertical dashed lines in Figures 7 and 8, respectively, where a0
was set to the initial semimajor axis in the simulations. These
lines are comparable to the results from the simulations and
follow the trends with n⋆ and a0, although the simulations
tend to produce HJs with shorter orbital periods. This can
be understood in part by noting that the semimajor axis tends
to increase in the simulations before tidal evolution takes over
and larger initial semimajor axes in the model result in smaller
stalling distances.
In equation (37), the strongest dependence of the stalling
semimajor axis is on the planetary radius, af ∝ R5/7p . A simi-
lar dependence is seen in HJs formed by high-e migration in
stellar binaries or multiplanet systems (Wu & Lithwick 2011;
Petrovich 2015a,b). This property can be attributed to the
strong dependence of the efficiency of tidal circularization on
Rp.
Comparing high-e migration in stellar binaries to our sce-
nario, we note that in the former case, the maximum eccen-
tricity (and hence the stalling radius) generally arises from
the quenching of secular oscillations by precession due to
short-range forces (e.g., general relativity). In our scenario,
the stalling radius is set by a competition between periapsis
decrease due to encounters and circularization due to tides.
If short-range forces were absent in stellar binaries or multi-
planet systems, then the maximum eccentricity would simi-
larly be limited by the competition between eccentricity driv-
ing and tidal circularization.
4. DISCUSSION
4.1. Migration fractions
The migration fractions in our simulations (the sum of
fHJ, fWJ and fTD) increase monotonically with stellar den-
sity (Fig. 5). For initial semimajor axis a0 = 1 au, the mi-
gration fractions are up to a few per cent for densities of
n⋆ ∼ 104 pc−3, and increase to ≈ 6% for n⋆ = 106 pc−3. The
HJ fractions are below ≈ 1% for n⋆ . 104 pc−3, increase to
≈ 2% for n⋆ ≈ 4 × 104 pc−3, and decrease again to below
≈ 1% at n⋆ = 106 pc−3. The WJ fractions are nearly zero for
n⋆ . 2 × 103 pc−3 and n⋆ & 105 pc−3, and reach a maximum
of ≈ 0.5% at n⋆ ≈ 2×104 pc−3. Generally, the migration frac-
tions are lower for larger a0. For a0 = 2 au, the highest HJ
fraction is ≈ 1.5% at n⋆ ≈ 2×104 pc−3, whereas for a0 = 4 au
the highest HJ fraction is ≈ 1% at n⋆ ≈ 1 × 104 pc−3.
Adopting an HJ fraction of 0.02 from the simulations with
n⋆ ≈ 4 × 104 pc−3 and assuming a conservative giant-planet
fraction of 0.05 (Cumming et al. 2008), our simulations pre-
dict that ∼ 0.1% of solar-type stars in the central regions of
some GCs could host HJs that formed through this mecha-
nism. This fraction is an order of magnitude lower than the
observed HJ fraction around solar-type field stars, ∼ 1% (e.g.,
Wright et al. 2012). We note that higher HJ fractions would
be obtained if (i) the fraction of GC stars that form giant plan-
ets is larger than 0.05; (ii) the efficiency of tidal dissipation in
the giant planet, which is still uncertain, is larger than what
we have assumed; and (iii) the planetary radius was inflated,
as is observed for HJs around field stars (e.g., Laughlin et al.
2011).
Our simulated HJ fractions are similar to those found by
Shara et al. (2016) for open clusters. Thus, the apparently
more hostile environment of GCs (typically higher densities
and longer cluster ages) does not imply that the efficiency of
HJ production through high-e migration is lower in GCs com-
pared to open clusters.
4.2. Obliquities
The obliquity distribution of HJs is a powerful probe of
their origin. As shown in Section 3.6.4, the obliquity distri-
bution of HJs formed through hyperbolic encounters tends to
be isotropized. In the case of high-e migration in stellar bi-
naries, two peaks in the obliquity distribution are expected
near ∼ 40◦ and ∼ 130◦ (Fabrycky & Tremaine 2007; Naoz &
Fabrycky 2014; Anderson et al. 2016; see Storch et al. 2017
for a detailed study of the origin of the bimodal distribution).
For high-e migration in stellar triples, the obliquity distribu-
tion also shows two broad peaks near these values (Hamers
2017a). For secular chaos in multiplanet systems, the obliq-
uity distribution has a width of a few tens of degrees (Lith-
wick &Wu 2014; Hamers et al. 2017). The obliquity distribu-
tion could therefore distinguish HJ formation by disk migra-
tion and various high-e migration mechanisms, but of course
this requires, first, the detection of a large sample of HJs in
GCs and, second, the measurement of their obliquities— both
challenging tasks.
4.3. Other effects related to encounters
We have not considered all of the possible perturbations of
planetary systems in dense stellar systems, such as the cen-
ters of GCs. Binary stars are known to exist in GCs (either
formed primordially or dynamically), and encounters with bi-
nary stars can be much more effective than encounters with
single stars (e.g., Li & Adams 2015). Also, the dynamics are
richer in the case of multiplanet systems. For example, Za-
kamska & Tremaine (2004) showed that perturbations from
stellar encounters can propagate inwards from the outermost
planets, inducing high eccentricities in the innermost planet
even if the stellar encounters are not effective at exciting the
innermost planet directly. Similar effects applied to star clus-
ters were considered by Cai et al. (2017), who found that
planet-planet interactions enhance the rate of planet ejection.
4.4. Explanation for the HJ window
As discussed previously, HJs are produced in our simula-
tions only for a limited range of densities. Evidently, if the
density is low, the probability for strong encounters to affect
either the semimajor axis or the eccentricity is low as well,
and no HJs are produced. For high densities, the reason why
the HJ fraction decreases is less clear. Here, we provide an
explanation. Typically, once the periapsis distance has been
reduced by encounters to a few stellar radii (but still larger
than the tidal disruption distance rt), tidal evolution starts to
reduce the semimajor axis and circularize the orbit, eventually
producing an HJ on some time scale, ∆ttide (see the top-left
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panel of Fig. 4 for an example). However, if the stellar den-
sity is high, it is possible that a strong encounter occurs before
the orbit is completely circularized, leading to the ejection or
tidal disruption of the planet.
The above argument can be quantified approximately by re-
quiring that ∆ttide is equal to the time between encounters,
∆tenc. This condition corresponds to a critical density, n⋆,crit;
if n⋆ > n⋆,crit, we expect that the efficiency of HJ formation
is reduced by the above process. Therefore, the maximum in
the HJ fraction should occur near n⋆,crit.
The tidal circularization time scale can be estimated from
equations (23), which apply in the high-eccentricity limit.
Using the constancy of the semilatus rectum, a
(
1 − e2
)
, the
equation for a˙ can be written as
a˙ ≃ − βa
128
√
2 τTF
√
arp,0
(
Rp
rp,0
)8
, (38)
where rp,0 is the initial periapsis distance, which we take to be
rp,0 = 3R⊙ ≃ 0.014 au. Here, we assumed rp,0 ≪ a0, where
a0 is the initial semimajor axis, which we set to a0 = 1 au.
Integrating equation (38), we find that a → 0 after a time
∆ttide ∼ 256
√
2
τTF
βa
(
a0
rp,0
) 1
2
(
rp,0
Rp
)8
. (39)
The encounter time scale can be estimated as ∆tenc ∼ 1/Γ,
with Γ given by equation (14). The requirement ∆tenc ∼ ∆ttide
then yields the critical density,
n⋆,crit ∼
21 βakAM,p
1024
√
π
GM⋆τp
R2encσrelR
3
p
M⋆
Mp
(
rp,0
a0
) 1
2
(
Rp
rp,0
)8
≃ 3.7 × 104 pc−3
(
kAM,p
0.25
) ( τp
0.66 s
) (
M⋆
1M⊙
)2
×
(
Mp
1 MJ
)−1 ( Rp
1RJ
)5 (
Renc
50 au
)−2
×
(
σrel√
2 × 6 km s−1
)−1 ( rp,0
3R⊙
)− 15
2 ( a0
1 au
)− 1
2
. (40)
Here, we substituted typical values from the simulations. In
the simulations, the HJ fraction peaks at a density of a few
times 104 pc−3, consistent with equation (40). Furthermore,
equation (40) predicts that the peak should occur at lower den-
sities for larger a0. In particular, n⋆,crit ≃ 1.8 × 104 pc−3 for
a0 = 4 au (with the other parameters unaltered). This is con-
sistent with the bottom-right panel of Fig. 5, which shows that
the HJ fraction peaks around 1 × 104 pc−3 if a0 = 4 au.
5. CONCLUSIONS
We considered the formation of hot Jupiters (HJs) through
high-eccentricity (high-e) migration in dense stellar systems,
in particular the centers of globular clusters (GCs). A giant
planet, which is assumed to form initially at a distance of a
few au from its host star, is excited to high eccentricity and
small periapsis distance by perturbations from passing stars,
triggering migration driven by tides. Our main results are as
follows:
1. We presented a regularized restricted three-body code RR3
that can be used to calculate efficiently the effect of a passing
perturber on a test particle (i.e., a planet) initially orbiting the
host star. The equations of motion include tidal dissipation
and general relativistic corrections. In a number of tests, we
showed that our code gives a factor of ∼ 20-100 performance
increase with respect to a high-accuracy direct N-body code,
without much loss of accuracy (Section 2.2).
2. Using RR3, we carried out population-synthesis calcu-
lations of encounters with planetary systems in dense clus-
ters. We found that the fraction of planets that evolve to be-
come HJs can be as large as ≈ 2% for number densities of
n⋆ ≈ 4 × 104 pc−3 and an initial planetary semimajor axis
of 1 au, and decreases to nearly zero for densities lower than
103 pc−3 or higher than 106 pc−3. This window in stellar den-
sity can be explained qualitatively by noting that the density
must be sufficiently high for encounters to decrease the pe-
riapsis distance within a Hubble time, but not so high that
further encounters can eject the planet or drive it to tidal dis-
ruption before it migrates to smaller semimajor axes through
tidal friction (see Section 4.4). The dependence of the HJ frac-
tion on the stellar density implies that HJs can form through
high-e migration in the centers of dense GCs, but not in their
outskirts where the densities are lower. We emphasize that we
have investigated a single channel for HJ formation in GCs;
the true fraction of potentially observable transiting planets
may be larger due to contributions from other migration chan-
nels, or from planets that may have formed in situ.
3. The HJ orbital period distribution in our simulations re-
sembles the observed distribution around field stars in the so-
lar neighborhood, but shifted to somewhat larger values: the
distribution in our simulations peak around 2.5 days, whereas
the observed distribution peaks around 5 days. The similar-
ity in periods reflects the strong dependence of tidal forces on
distance, which requires that HJs are found close to their host
star, independent of how their eccentricities were initially ex-
cited.
4. Warm Jupiters (WJs; giant planets with periods between
10 and 100 days) are produced in our simulations, although
this process is relatively rare: the largest fraction is ≈ 0.5%,
much smaller (relative to either nonmigrating planets or HJs)
than observed in field solar-type stars (Santerne et al. 2016).
In contrast to secular formation scenarios in field stars, WJs
can be formed in dense clusters in our simulations through
encounters only, not requiring tidal interactions.
5. The migration fraction (the sum of the HJ, WJ, and tidal
disruption fractions) decreases with increasing initial semi-
major axis of the planet. This can be understood qualita-
tively from the stronger effect of encounters if the planet is
less tightly bound to its host star, implying an increased prob-
ability for the planet to become unbound. In particular, the
highest HJ fraction (as a function of stellar density) decreases
to ≈ 1.5% for an initial semimajor axis of 2 au, and to ≈ 1%
for an initial semimajor axis of 4 au.
6. We presented a simplified analytic model for high-e migra-
tion driven by encounters (Section 3.7), which approximately
captures the HJ period distributions in our simulations. In this
model, excitation of the planetary eccentricity by secular en-
counters competes with tidal circularization and shrinkage.
7. The obliquity distributions in our simulations tend toward
an isotropic distribution. A fully isotropic distribution dif-
fers from the observed obliquity distributions for field HJs
and high-e migration models in, e.g., stellar binaries. The
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signature of a near-isotropic obliquity distribution may help
to distinguish between high-e migration models in GCs, if a
number of HJs were found in these environments.
8. In up to ≈ 5% of our simulations, the planet is transferred
to a perturbing star. The orbital elements of the transferred
planet with respect to its new host star are widely distributed
(see Fig. 11). Typically, the periapsis distance of the trans-
ferred planet is not small enough for significant tidal evo-
lution. However, subsequent perturbations with other stars
could drive tidal migration, producing captured HJs around
stars with masses preferentially around 0.5M⊙ (see Fig. 13).
In some cases, planets can also be captured around more mas-
sive objects, i.e., compact objects such as neutron stars and
black holes.
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