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HOW POWERFUL ARE DATA DRIVEN SCORE TESTS FOR UNIFORMITY
Abstract. We construct a new class of data driven tests for uniformity, which have greater average power than existing ones for finite samples. Using a simulation study, we show that these tests as well as some "optimal maximum test" attain an average power close to the optimal Bayes test. Finally, we prove that, in the middle range of the power function, the loss in average power of the "optimal maximum test" with respect to the NeymanPearson tests, constructed separately for each alternative, in the Gaussian shift problem can be measured by the Shannon entropy of a prior distribution. This explains similar behaviour of the average power of our data driven tests.
1. Introduction. Nonparametric tests play an important role in statistical inference. Usually the main difficulty in constructing good nonparametric tests is connected with the infinite-dimensionality of the set of alternatives. It is well known that, for a fixed sample size, increasing the dimension of a ball of alternatives results in a low power of any test outside some subspace (see e.g. Janssen, 2000) . In recent years the very promising idea of data driven score tests has been developed by Bickel and Ritov (1992) , Eubank and LaRiccia (1992) , Ledwina (1994) , Kallenberg and Ledwina (1995) , Fan (1996) , Kallenberg and Ledwina (1997) , Kallenberg and Ledwina (1999) , Janic-Wróblewska and Ledwina (2000) , Inglot and Janic-Wróblewska (2003) , Claeskens and Hjort (2004) , Fromont and Laurent (2006) , Langovoy (2008) and Wyłupek (2008) , to mention only some of the articles published. Data driven tests are two-step constructions. In the first step a model (from a given list) is chosen by some selection rule and in the second step a (good) testing procedure is applied using the model selected. The most popular selection rules are Schwarz's BIC and Akaike's AIC. Some indications for the choice of BIC and AIC in such problems are discussed in Inglot and Ledwina (2006a) . Focusing on the problem of testing uniformity and BIC type selection rules, starting with the paper of Ledwina (1994) , through Inglot and Ledwina (1996) , Inglot, Kallenberg and Ledwina (1998) up to Inglot and Ledwina (2001) , several asymptotic optimality properties of data driven tests have been shown. However, it is still unclear how much improvement in power is possible for finite samples.
For simplicity, in this article we restrict ourselves to the problem of testing uniformity. Our aim is threefold.
The first (and main) aim is to propose a new class of data driven tests which are more flexible and have greater average power for finite samples than existing ones. The idea of our construction comes from a paper of Inglot and Ledwina (2006a) and generalizes the approach given there. In that paper a selection rule was built from BIC and AIC type rules by some thresholding procedure which led to a clear improvement in power. The advantages of this construction were confirmed for other testing problems such as testing in regression models (Inglot and Ledwina, 2006b) or testing in the k-sample problem (Wyłupek, 2008) . The threshold was based on the magnitude of the maximal empirical Fourier coefficient. For "mixed" alternatives, which do not have one dominating Fourier coefficient, such a solution is unsatisfactory. Our new solution resolves this problem by deriving thresholds which are sensitive for both "simple" ("pure") and "mixed" alternatives.
The second aim is to show using simulations that, for a finite set of orthogonal alternatives, the tests proposed have average power almost as great as the optimal Bayes test. The empirical average powers of these new tests are also compared with those of the Neyman-Pearson tests against single alternatives which correspond to priors degenerating to one-point distributions. It can be observed that the maximal loss in average power of our tests with respect to the Neyman-Pearson test is close to the Shannon entropy of the prior distribution.
Finally, to explain this phenomenon, we consider in the Appendix an optimal maximum test based on weighted empirical Fourier coefficients with weights chosen for a given prior distribution. We prove that, in the middle range of the power function, with a finite set of orthogonal alternatives the loss in average power for this optimal maximum test in the two-sided Gaussian shift problem is measured by the Shannon entropy of the prior distribution. The connection between the average empirical power and the entropy of the prior distribution for moderate and large sample sizes can be explained by the facts that the optimal Bayes test and our data driven tests both attain average power close to the optimal maximum test and the empirical Fourier coefficients have an approximately normal distribution, leading in this way to the limiting Gaussian shift problem.
The paper is organized as follows. In Section 2 we construct selection rules and corresponding test statistics. Moreover, we state Proposition 1 and Theorem 2, which establish the consistency of the new selection rules and asymptotic null distribution of the test statistics. In Section 3 we report the results of some simulation experiments. Section 4 contains the proof of Proposition 1. In the Appendix we define the optimal Bayes test (implemented in Section 3) and study the power behaviour of the above mentioned optimal maximum test in the two-sided Gaussian shift problem.
2. Selection rules and test statistics. Let X = (X 1 , . . . , X n ) be a sample from an absolutely continuous distribution P on the interval [0, 1] with density p. The null hypothesis H 0 asserts that p = p 0 , where p 0 (x) = 1 for all x ∈ [0, 1]. Throughout this section, P 0 will denote the uniform distribution over [0, 1] , and E 0 the expectation with respect to P 0 .
Let
where θ = (θ 1 , . . . , θ k ) ∈ R k and c k (θ) is a normalizing factor. Testing H 0 within P k is equivalent to testing that θ = 0. The score statistic for this reduced problem takes the form
The choice of the dimension k of the family P k is crucial for the behaviour of the goodness of fit test based on N k . So, data based selection of a proper dimension is desirable. Two selection rules: simplified AIC and simplified BIC are often applied. In our testing problem they can be defined as follows. Let d(n) ≥ 1 be the maximal dimension of the model we allow. Then simplified AIC is given by
and simplified BIC by
Recall that the original AIC (Akaike, 1974) and BIC (Schwarz, 1978) are based on maximized loglikelihood for (1) and under local alternatives are asymptotically equivalent to A1 and S1, respectively. The resulting tests based on N A1 and N S1 are examples of data driven score tests. Both tests have nice optimality properties e.g. in the sense of asymptotically vanishing shortcoming Ledwina, 2001, Kallenberg, 2002) . However, their behaviour for small and moderate sample sizes is often quite different. This is a consequence of different penalties applied in both selection rules. In particular, small Akaike penalty results in inconsistency of the criterion and in large pertaining critical values (see Table 1 in Section 3). In contrast, Schwarz penalty leads to a consistent selection rule. As a consequence, for small sample sizes, the corresponding critical values are relatively small, and the powers for alternatives well described by few terms of the Fourier expansion in the system {b j } are relatively high. On the other hand, large Schwarz penalty causes oversmoothing under small sample sizes. Hence, if one tries to detect distributions with sharp peaks or high frequency oscillations, the power of N S1 is often much smaller than that of N A1 (cf. discussion in Inglot and Ledwina, 2006a , and further references therein).
To combine the advantages of both selection rules described above, Inglot and Ledwina (2006a) proposed a new selection rule (T 1 in their paper) which balances between A1 and S1, assigning Akaike's penalty when the greatest squared empirical Fourier coefficient is too large, and Schwarz's penalty otherwise. As a result, the data driven test based on the statistic N T 1 attains, roughly speaking, the power close to the maximum of the powers of two competing tests based on N A1 and N S1 . The idea of constructing T 1 is developed below to obtain more flexible and sensitive selection rules L. Namely, instead of considering only the greatest empirical Fourier coefficient we shall take into account a few largest squared empirical Fourier coefficients to decide which penalty to apply.
To this end, for each sample size n choose a natural number
n be the number of those squared and normalized empirical Fourier coefficients nb 2 1 , . . . , nb 2 d(n) which are greater than some threshold c 2 j,n . Consider the event
Next, take a small positive mass δ = δ n , with δ n → 0 as n → ∞, and choose c 2 1,n > c 2 2,n > · · · > c 2 Dn,n in such a way that P 0 (W n ) = δ n . Let 1 B be the indicator of the event B and B c the complement of B, and consider the balanced penalty
Now, the corresponding selection rule is defined by
Finally, the new data driven test statistic (in fact, a class of statistics depending on the choice of D and δ) is set to be N L . Obviously, S1 ≤ L ≤ A1 a.s. for n ≥ 8, and consequently N S1 ≤ N L ≤ N A1 a.s. Hence, N L preserves all asymptotic optimality properties possessed by both N A1 and N S1 . It is intuitively clear that enlarging D n we obtain tests which are more sensitive for alternatives having several meaningful Fourier coefficients in the expansion with respect to the system {b j }.
To make the construction work in practice it is enough to ensure the relation P 0 (W n ) = δ n up to some approximation. To do this observe that for large n's the random vector
Consequently, for each j, Y j,n has, under P 0 , approximately binomial distribution with parameters d(n) and
, where Φ denotes the standard normal distribution function. Using this approximation, we can write
We have omitted the factor [2Φ(c j,n )−1] d(n)−j because Φ(c j,n ) is so close to 1 that the condition P 0 (W n ) = δ n could be satisfied. Now, using (3) and taking
n . Finally, we propose to take thresholds c 2 j,n given by the last formula, i.e. satisfying the equality
With d(n), D n and δ n chosen as described above, and c 2 j,n calculated from (5), formulas (3) and (4) define a penalty π(k, n) for our selection rule L.
The selection rule T 1 of Inglot and Ledwina (2006a) is a special case of the above construction. It corresponds to D n = 1, d(n) = 12 and δ n 0.0106 for n = 100. Then c 1,n 3.245 and the relation c 2 1,n = c log n leads to c = 2.4, as was proposed in Inglot and Ledwina (2006a) .
To preserve sufficient stability of N L under P 0 it is desirable that the selection rule L should be consistent. Below we give conditions under which this holds. Define max 1≤j≤k sup x |b j (x)| = B k . Then we have the following proposition.
Condition (6) is mild. For example, if δ n = C 1 n −τ with positive C 1 and τ then (6) holds for any d(n) and D n ≤ C 2 (log n)/log log n with C 2 < 2τ /3. Now, using a condition guaranteeing consistency of S1 (cf. Theorem 3.2 in Kallenberg and Ledwina, 1995 , and the assumption in Theorem 7.9 in Inglot and Ledwina, 1996) we can establish the asymptotic distribution of N L .
Theorem 2. Suppose that, in addition to (6) and (7), we have
1 under P 0 , where χ 2 1 denotes the central chi-square statistic with one degree of freedom.
Of course, the critical values of the tests based on N L lie between those of the tests based on N A1 and N S1 (cf. Table 1 in Section 3). Proposition 1 shows that adjusting d(n), δ n and D n appropriately, we keep the critical values rather close to those for the test based on N S1 . Recall that for moderate sample sizes the critical values for the test based on N S1 are essentially larger than the asymptotic ones. Moreover, these values slowly approach the asymptotic ones. Obviously, the same facts remain true for the new tests based on N L .
3. Simulation study. To make our notation more precise we shall write in this section N L (D, δ) rather than N L , omitting simultaneously the subscript n. Obviously, for fixed sample size n the choice of δ essentially influences the performance of N L (D, δ), both under the null and alternative hypotheses. The empirical critical values of N L (D, δ) for n = 100 change smoothly as δ increases, from 5.586 of N S1 which corresponds to δ = 0 (i.e. N S1 = N L (D, 0)) to 15.684 of N A1 which corresponds to δ = 1 (and practically to δ ≥ 0.5, i.e. N A1 N L (D, 0.5)). For illustration see Table 1 , where influence of increasing D on critical values of N L (D, δ) is also shown. It can be observed that the simulated critical values slightly decrease with an increase of D. Our simulation experience reported in Tables 3-7 prompts us to recommend, for moderate sample sizes and α = 0.05, the choice δ = 0.03 to 0.05 and D = 2 or D = 3. For such choices, the corresponding critical values for some selected sample sizes are presented in Table 2 . For other significance levels α a reasonable choice for δ seems to be between α/2 and α. Our primary goal in this section is to compare, in terms of average power, the performance of the new tests N L (D, δ) with the two-sided optimal Bayes test described in the Appendix and given by the formula (A.2). We restrict ourselves to the case n = 100, α = 0, 05 and take d(n) = K = 12. We consider the Legendre basis. Some more simulations not presented here yield the same picture for the cosine basis. Now, for j = 1, . . . , 12 consider the alternatives p 12 (x, ±0.25e j ), where e 1 , . . . , e 12 is the standard basis in Euclidean space R 12 and p k (x, θ) denotes the density from the exponential family given by (1). Let T * n = T * be the two-sided optimal Bayes test given as in (A.2) in the Appendix defined by the above 24 densities under the uniform prior distribution. We want to compare the power behaviour of N L (D, δ) and T * for the alternatives p 12 (x, ±0.25e j ), j = 1, . . . , 12. To show the whole picture we also include the one-sided Neyman-Pearson test denoted by N P (constructed for each alternative separately), the maximum test M = max 1≤j≤12 {nb 2 j } and Neyman smooth test N 12 = 12 j=1 nb 2 j , whereb j 's denote the empirical Fourier coefficients (cf. (2)) with respect to the Legendre basis (b j ). The results are shown in Table 3 . Table 3 . Comparison of powers and average powers 1 − β (in %) of NL(D, δ), T * , N P , M and N12. The Legendre basis, n = 100, α = 0.05, d(n) = 12, 10 000 MC, alternatives p12(x, θj), uniform prior. Note that δ = 0 corresponds to the test N S1 , δ = 0.5 practically to the test N A1 , while δ 0.01, D = 1 to the test N T 1 considered by Inglot and Ledwina (2006a) . The power of the N P test is almost constant but both T * and M have some fluctuations around the average power depending on whether an "odd" or "even" alternative occurs. It can be observed that the loss in average power for T * and M with respect to the case when full information about the alternative is available equals ca. 41% and 43%, respectively. This agrees quite well with the approximation derived in Theorem A.2 of the Appendix (in our case the entropy of the prior distribution is log 2 12 plus 1 bit for two-sided test, ρ = 2.5 and consequently (1 + log 2 12)0.221/ρ 40.5%).
On the other hand, the loss in average power for N L (D, δ) with respect to T * in the middle range of the power function is about 5% and does not change significantly for reasonable choices of D and δ. The extreme tests N S1 and N A1 are perceptibly weaker. Moreover, N A1 is a little worse than the nonadaptive Neyman smooth test N 12 . For reasonable choices of D and δ the test based on N L (D, δ) preserves super sensitivity for the first two axes, which is an interesting and welcome smoothing property of the test based on N S1 . We have also compared our test with a recently proposed new test by Fromont and Laurent (2006) . It turns out that for an analogous set of 24 alternatives built on the cosine basis their test attains average power 27.5% while the test N L (D, δ) based on the cosine basis with D = 1, δ = 0.05 and D = 3, δ = 0.03 gives average powers 34.2% and 31.1%, respectively. Complete results are shown in Table 4 . To show how our tests perform for different sample sizes we compare three cases n = 25, n = 100 and n = 400, modifying appropriately the distance of the same alternatives from the null distribution. Table 5 shows that for smaller n the power of N L is closer (in average) to the power of T * . Table 5 . Comparison of powers and average powers 1 − β (in %) of N * * L = NL(3, 0.03), T * , M and N12 for different sample sizes. The Legendre basis, α = 0.05, 10 000 MC, alternatives p12(x, θj), uniform prior. n = 25, 100, 400. d(25) = 9, d(100) = d(400) = 12. n = 25 n = 100 n = 400 Table 3 presents an artificial situation. So, we also want to show the behaviour of N L (D, δ) in more realistic situations, when alternatives have two or more meaningful Fourier coefficients. Although estimates obtained in the Appendix do not cover such cases, we include in Table 6 powers of the corresponding optimal Bayes test for comparison. First, we consider equal Fourier coefficients on two axes such that the L 2 -distance of each alternative density from p 0 is approximately the same as before. We restrict ourselves to alternatives with two positive coefficients on the first six axes, resulting in 15 different alternatives. By T * * we denote the two-sided optimal Bayes test given by (A.2) constructed for the set of these 15 alternatives plus 45 alternatives obtained by changing signs and under the uniform prior. We also add the N P test and N 12 for better comparison. The results are shown in Table 6 . Table 6 . Comparison of powers and average powers (in %) of NL(D, δ), T * * , N P and N12. The Legendre basis, n = 100, α = 0.05, d(n) = 12, 10 000 MC, alternatives p6(x, θ), uniform prior. Nice behaviour of N L (2, 0.05) for the alternatives from Table 6 is not surprising since we have just disturbed P 0 exactly on two axes. However, other statistics N L (D, δ) provide tests only slightly worse. Table 7 shows the performance of N L (D, δ) when there are three meaningful Fourier coefficients.
As could be expected, the test based on N L (3, 0.05) attains the best average power for alternatives from Table 7 . Still, other choices of D and δ give only slightly weaker tests.
Finally, we compare in Table 8 the average powers attained by four of our tests with typical choices of D and δ with the average powers of the optimal Bayes test under some particular prior distributions. From Table 8 it is seen that the test N S1 behaves very well if a prior distribution is concentrated on the first 2-4 axes. Otherwise, N L performs better.
Let us finish this section by some practical recommendations for an implementation of the tests based on N L (D, δ) for n = 100 and α = 0.05. For a given prior distribution W on orthogonal directions b j , order them according to decreasing values of w j . If W is practically concentrated on at most four axes then use N L with δ = 0, i.e. N S1 . Otherwise, use N L with D = 2 or 3 and with δ between 0.01-0.05 depending on how much mass W distributes on the first few axes. For other sample sizes and significance levels these recommendations should be appropriately modified.
4. Proof of Proposition 1. From (5) it follows that, for each n, c j,n 's decrease when j increases and 1 − Φ(c j,n ) ≤ δ 1/Dn n for every j ≤ D n . Since (6) implies D n /log(1/δ n ) → 0, we infer that c j,n → ∞ for all j's. Moreover, applying the inequality 1 − Φ(x) ≤ exp{−x 2 /2} for x ≥ 1 we deduce from (5) for all j's and n sufficiently large that
On the other hand, the inequality
together with (5) gives
j for all j's and n sufficiently large. Now, for each j = 1, . . . , D n , let A j denote the family of all subsets of {1, . . . , d(n)} of size j. Then from (3) and the definition of Y j,n we can write
where for A ⊂ {1, . . . , d(n)} and v ∈ R d(n) we have set |v| 2 A = i∈A v 2 i . By the orthonormality of the system {b j } it follows that, under P 0 , the random vector √ nb has mean 0 and unit covariance matrix. This and the uniform boundedness of the functions b j allow us to apply Prokhorov's inequality (Prokhorov, 1973) to estimate the right-hand side of (10). So, for sufficiently large n's we have
C is an absolute constant and Γ (·) is the Euler gamma function. Observe that by (7) it follows that η n → 0, which justifies the application of Prokhorov's inequality. We estimate the exponent (12) as follows:
Observe that the last term in (13) is o(log(1/δ n )). Indeed, by the form of η n we can write
Now, by (7) the first factor in (14) is bounded, the second tends to zero (since γ < 1, D n < d(n) < n and δ n → 0) while D 2 n is o(log 2 (1/δ n )) by the assumption (6). Applying (8) and (9) and omitting expressions of order o(log(1/δ n )) in the middle terms of (13) we obtain
By (6) it follows that the right-hand side of (15) tends to infinity as n → ∞. As ∞ j=1 (Γ (j/2)) −1 < ∞, the assertion of Proposition 1 follows from (11).
Appendix. In this section we collect some auxiliary considerations. First, we define the optimal Bayes test for a finite set of alternatives which is implemented in Section 3. We also show its relation to the limiting Gaussian shift problem. Finally, we study an optimal maximum test for the two-sided Gaussian shift problem and estimate its power. This estimate displays the connection of the loss in average power for this maximum test (with respect to the Neyman-Pearson test) with the entropy of a prior distribution. In this indirect way we explain a phenomenon observed in our simulations in Section 3.
Optimal Bayes tests. Let X = (X 1 , . . . , X n ) be a sample from distribution P on a space X . Suppose we want to test the hypothesis H 0 : P = P 0 , where P 0 has density p 0 with respect to some σ-finite measure µ on X . Let P = {P ϑ , ϑ ∈ Θ} be a family of possible alternatives (P ϑ = P 0 for every ϑ ∈ Θ), where for each ϑ ∈ Θ the distribution P ϑ has density p ϑ . Let W be a prior distribution on Θ (endowed with some σ-field). Denote by p n,ϑ (x) and p n,0 (x) the likelihood functions corresponding to P ϑ and P 0 , respectively. It is well known (see e.g. Clarke and Barron, 1990, p. 460, or Janssen, 2003, Sec. 2.4 ) that the optimal Bayes test (i.e. ensuring the smallest average probability of the second kind error β) of H 0 against H 1 : P ∈ P is given by the statistic
Now, let P = {P 1 , . . . , P K } be a finite family of alternatives and let W = (w 1 , . . . , w K ) be a prior distribution on P. Then the test statistic in (A.1) takes the form
Here we have set p j = dP j /dµ, j = 1, . . . , K, and p n,j (X) = n i=1 p j (X i ). Suppose the alternatives P j = P (n) j approach P 0 at the rate n −1/2 under fixed K. Namely, assume that for some ρ > 0 and every j = 0, 1, . . . , K,
where I is the identity matrix and δ jr is the Kronecker delta. Proposition A.1. Assume (A.3) and (A.4). Then for T * n given by (A.2) and for any prior distribution W we have
where Z 1 , . . . , Z K are i.i.d. standard normal random variables.
Hence, for alternatives satisfying (A.3) and (A.4) the optimal Bayes test based on T * n is asymptotically equivalent to the optimal Bayes test in the Gaussian shift problem. In this last problem, P 0 is the standard normal distribution in R K , P (n) j has normal distribution N (ρn −1/2 e j , I), where e j denotes the unit vector on the jth axis, and P = {P (n) 1 , . . . , P (n) K } is a fixed set of alternatives for given n. Below, we describe a two-sided version of this limiting testing problem which corresponds to comparisons made in Section 3.
Optimal Bayes test for the two-sided Gaussian shift problem. As before, let P 0 be the standard normal distribution in R K , K ≥ 1, and P (n) j± , j = 1, . . . , K, be normal N (±ρn −1/2 e j , I) distributions in R K with ρ > 0 fixed and known and e j as above. We want to test
is a prior distribution with w j+ = w j− = 1 2 w j on the actual set of alternatives P then the statistic of the optimal Bayes test takes by (A.2) the form
where X = (X 1 , . . . , X K ) is a vector of sample means. Since, under P 0 , √ n X j = Z j , j = 1, . . . , K, are independent standard normal random variables, the critical value t α of this test satisfies the relation
Optimal maximum test for the two-sided Gaussian shift problem. Consider again the testing problem as in (A.5). First observe that for testing H 0 against two equiprobable alternatives P (n) j+ , P (n) j− the statistic of the optimal Bayes test (two-sided Neyman-Pearson test) has the form √ n |X j | (cf. (A.6)). We shall reject H 0 in (A.5) if at least one of the "partial" tests √ n |X j | ≥ c j , j = 1, . . . , K, will reject it. We shall use different "partial" critical values c 1 , . . . , c K according to different prior probabilities w 1 , . . . , w K . We have to choose them so as to maintain a given significance level α. Since, under P 0 , √ nX j = Z j , j = 1, . . . , K, are independent standard normal random variables this leads to the relation
By (A.7) the probability of the second kind error under the alternatives
We want to choose c j 's in an optimal way to minimize the average second kind error
under a given prior distribution W and under the constraint (A.7). Differentiating the expression β − λ( K j=1 (2Φ(c j ) − 1) − 1 + α) with respect to consecutive c j 's and equating them to 0 we get
where φ denotes the density of the standard normal distribution. As 2Φ(c j ) − 1 is close to 1 while φ(c j ) is close to 0, the second term in (A.9) is small in comparison to the first one. So, omitting it as well as the term φ(c j + ρ), which is much smaller than φ(c j − ρ), we obtain
for some constant C. Finally, for our testing problem (A.5) we consider the test statistic
, i.e. the c j are close to the optimal choice with the constant C, depending on α, ρ and W , uniquely determined by (A.7). The test rejects H 0 when M n ≥ 1. So, the average second kind error has the form (A.8) with the above c j 's.
In the theorem below we need to apply a linear approximation of the function Φ(x). The maximal slope of Φ(x) equals (2π) −1/2 . However, the points c j − ρ in (A.8) oscillate in some interval arround 0. So, a kind of "average" slope would be more adequate for linear approximation of Φ(x). Let us take s 0 = 4/(5 √ 2π) as the "average" slope and consider the two tangent lines of Φ(x) corresponding to this slope. Then we get the following estimates: x 0 + A. Note that x 0 1.44 with x 0 > 1.44. The difference between the two sides of (A.11) is quite small and equals 1 − 2A 0.07. Using (A.11) we can now estimate the average second kind error β.
Theorem A.2. Assume the significance level satisfies α ≤ 0.1 and ρ, α are chosen so that
Moreover , suppose a prior distribution W is sufficiently regular , i.e. Proof. From (A.7) it follows that c j ≥ Φ −1 (1 − α/2) for every j. Hence from (A.12) we have c j − ρ ≥ −x 0 . So, applying the upper estimate in (A.11) to (A.8) and using again (A.7) we get β ≤ Inserting (A.17) and (A.18) into (A.16) we obtain (A.15), thus finishing the proof.
Inequalities (A.14) and (A.15) can be interpreted to say that for prior distributions satisfying (A.13) the loss of power for one bit of entropy of W is approximately 4(ln 2)/(5 √ 2πρ) ≈ 0.221/ρ. Such a phenomenon can be observed in Table 3 and holds true approximately also for the optimal Bayes test and the tests N L (D, δ) (see our comment on Table 3 in Section 3).
Remark A.3. Observe that, under the assumption of Theorem A.2, the estimates (A.14) and (A.15) are sharp. This follows since C ≤ c j , j = 1, . . . , K, and by (A.7) and (A.12) we have C − ρ ≤ Φ −1 (1 − α/(2K)) − Φ −1 (1 − α/2), which for typical K and α is not much greater than 1 while B 0.062 and 1 − 2A + B + α(A − B) 0.17.
Remark A.4. The assumption (A.12) means that the power of the twosided Neyman-Pearson test of H 0 against P (n) j± is approximately in the interval [0.5, 0.925] while (A.13) is a kind of restriction on the magnitude of the entropy of the prior distribution W . Assumption (A.13) cannot be omitted and for a "wild" prior distribution W inequality (A.15) may not be true. To see this, consider ρ = 2.5, α = 0.05, K = 5001 and w 1 = 0.5 while w 2 = · · · = w 5001 = 0.0001. Then C 1.686 and β 0.622 from (A.8). However, (A.15) gives β ≥ 0.742, which is not true. On the other hand, (A.13) is not too restrictive. For example, if α = 0.05, ρ = 2 and under the uniform prior distribution, (A.13) holds for relatively large K ≤ 88. The regularity assumption (A.13) can be replaced by another one. Our choice is, certainly, subjective and indicates rather what kind of restrictions are needed to get estimates similar to (A.14) and (A.15).
