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Abstract
In [Ha] Haviv gave a way of assigning Lie tensors to directed trivalent graphs.
Weight systems on oriented chord idagrams modulo 6T can then be constructed
from such tensors. In this paper we give explicit combinatorial formulas of weight
systems using Manin triples constrcted from classical Lie algebras. We then
compose these oriented weight systems with the averaging map to get weight
systems on unoriented chord diagrams and show that they are the same as the
ones obtained by Bar-Natan ([BN1]). In the last section we carry out calculations
on certain examples.
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1 Introduction
The study of finite type invariants of virtual knots (see [GPV]) has led to interest in
Gauss diagrams (circles with arrows joining distinct pairs of points on it) and arrow
diagrams, which can be thought of as formal sums of Gauss diagrams modulo relations
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that correspond to the virtual Reidemeister moves. It can be shown that a degree-n
finite type invariant gives rise to a functional on arrow diagrams with n arrows. in
this paper we study such functionals coming from Lie bialgebras which are themselves
constructed from the classical Lie algebras. We begin with the following definitions.
Definition 1. Let Γ be a disjoint union of oriented line segments and circles.
1. A chord diagram with skeleton Γ is a diagram with chords joining distinct pairs
of points on Γ.
2. An oriented chord diagram is a chord diagram together with an orientation on
each of its chords.
3. A trivalent diagram with skeleton Γ is Γ together with a graph G with univalent
and trivalent vertices so that all the univalent vertices are attached to distinct
points on Γ, and each trivalent vertex comes with an orientation (i.e. an ordering
of the incident edges modulo cyclic permutations).
4. An arrow diagram is a trivalent diagram with an orientation on each of the edges
of G.
5. An arrow diagram is acyclic if the underlying graph G contains no oriented cycles.
We consider the vector space generated by oriented chord diagrams modulo the
relation 6T. (For origins see [GPV].) It is depicted in figure 1.
Figure 1: The 6T relation.
Similarly we consider the vector space generated by arrow diagrams modulo the
relations AS (antisymmetry), NS (no sink, no source), STU and IHX in the space of
arrow diagrams. (See figures 2 to 5.)
Figure 2: AS: the orientations of vertices change at the cost of a minus sign.
2
0Figure 3: NS: There are no sinks (left) and no sources (right).
Figure 4: The STU relations
0
0
Figure 5: The IHX relations.
Definition 2. ~C(Γ) is the vector space of oriented chord diagrams on Γ modulo 6T.
~A(Γ) is the vector space of arrow diagrams on Γ modulo AS, NS, STU and IHX.
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From now on we will use ‘oriented chord diagrams’ and ‘arrow diagrams’ to refer to
equivalent classes in ~C(Γ) and ~A(Γ), respectively. A functional from ~C(Γ) or ~A(Γ) to
C is called a weight system.
Our goal is to study weight systems on ~C(Γ). Polyak ([Po]) proved that the space
of oriented chord diagrams modulo 6T is isomorphic to the subspace of ~A(Γ) generated
by acyclic arrow diagrams. We will first study functionals on ~A(Γ), which are easier
to construct since they have a close realtion to Lie bialgebras. Given Lie bialgebras
constructed from classical Lie algebras we will then give algorithms to compute the
corresponding weight systems on diagrams in ~C(Γ)
In section 2 we will follow [ES] to construct a Manin triple from a simple Lie algebra.
In section 3 we follow [Ha] to assign tensors to elements of ~A(Γ) and construct weight
systems when the skeleton is a circle. In section 4, using Manin triples coming from
the families gl, so and sp, we give explicit formulas to turn ~C(Γ) into tensors. We also
introduce the averaging map and compose it with our tensors and compare the results
with those in [BN1] on unoriented diagrams. Finally in section 5 we apply the results
from section 4 and do some sample calculations on ~C(S1).
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2 Lie bialgebras and Manin triples from a simple
Lie algebra
Definition 3. A Lie bialgebra (g, [, ], δ) is a Lie algebra (g, [, ]) equipped with an anti-
symmetric cobracket map δ : g→ g⊗ g satisfying the coJacobi identity
(id+ τ + τ 2)((δ ⊗ id)δ(x)) = 0
and the cocycle condition
δ([xy]) = adx(δy)− ady(δx),
for any x, y ∈ g, where τ is the cyclic permutation on g⊗3.
Definition 4. A finite dimensional Manin triple is a triple of finite dimensional Lie
algebras (g˜, g+, g−), where g˜ is equipped with a metric (a symmetric nondegenerate
invariant bilinear form) (., .) such that
1. g˜ = g+ ⊕ g− as a vector space and g+, g− are Lie subalgebras of g˜.
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2. g+, g− are isotropic with respect to (., .).
As a consequence, g+ and g− are maximal isotropic subalgebras. Suppose (g˜, g+, g−)
is a Manin triple. The metric then induces a nondegenerate pairing g+ ⊗ g− → C, and
hence a Lie algebra structure on g∗+
∼= g−. Let δ be the induced coalgebra structure on
g+. We can check by direct computation ([ES]) that the cocycle condition is satisfied.
(g+, [., .], δ) is therefore a Lie bialgebra.
In fact the process can be reversed. Given a Lie bialgebra g, we may define a
symmetric nondegenerate bilinear form (., .)g⊕g∗ by ((x, f), (x
′, f ′))g⊕g∗ = f(x
′)+ f ′(x).
If ei is a basis of g and f
i is a basis of g∗ with [ei, ej ] = c
k
ijek and [f
r, f s] = γrst f
t, then
we can define a Lie algebra structure on g⊕ g∗ by
[f r, es] = c
r
stf
t − γrts et (1)
and keeping the bracket for g and g∗, with the consequence that (., .)g⊕g∗ is invariant.
(See section 1.3 of [CP].) (., .)g⊕g∗ is therefore a metric and (g ⊕ g∗, g, g∗) is a Manin
triple.
There is a standard way to obtain Manin triples from simple Lie algebras, and those
are the ones we are going to use. The construction below follows Chapter 4 of [ES].
Given a simple Lie algebra over C with metric (., .), we fix a Cartan subalgebra h and
consider the corresponding positive and negative root spaces n+ and n−. For each root
α we consider eα ∈ gα and fα ∈ g−α (where g±α are the root spaces corresponding to
±α) such that (eα, fα) = 1. Let hα = [eα, fα]. We consider the Lie algebra
g˜ = n+ ⊕ h(1) ⊕ h(2) ⊕ n−
where h(1) ∼= h ∼= h(2) and with bracket defined by:
[h(1), h(2)] = 0, [h(i), eα] = α(h)eα,
[h(i), fα] = −α(h)fα, and [eα, fα] = 12(h(1)α + h(2)α ).
We define the following metric on g˜:
(x+ h(1) + h(2), x′ + h′(1) + h′(2))g˜ = 2((h
(1), h′(2))g+ (h
′(1), h(2))g) + (x, x
′)g
We can check that (g˜, n+ ⊕ h(1), n− ⊕ h(2)) is a Manin triple. In fact g˜ is a Lie
bialgebra with r-matrix
r˜ =
∑
α∈∆+
eα ⊗ fα + 1
2
∑
i
k
(1)
i ⊗ k(2)i ,
i.e., δ(x) = adx(r˜), where {ki} is an orthonormal basis of h with respect to (., .). We
define the projection π : g˜→ g where
π|n+⊕n− = Id π(h(1)α ) = hα = π(h(2)α )
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This map endows g with a quasitriangular Lie bialgebra structure with r matrix
r =
∑
α∈∆+
eα ⊗ fα + 1
2
∑
i
ki ⊗ ki,
so δ(x) = adx(r). The Lie subalgebras b+ = n+ ⊕ h and b− = n− ⊕ h are Lie subbial-
gebras.
Note that the map π is a Lie algebra homomorphism. If g is given as a matrix Lie
algebra then π is a representation.
3 Directed trivalent graphs and Lie tensors
Since Polyak ([Po]) has proved that ~C(Γ) modulo 6T is isomorphic to subspace of ~A(Γ)
generated by the acyclic diagrams, a functional on ~A(Γ) induces a functional on ~C(Γ). In
this section we construct a funtional on ~A(Γ) by following Haviv’s method of assigning
Lie tensors to directed trivalent graphs and a representation to the skeleton ([Ha]) and
then calculate the trace. Let g be a Lie bialagebra with basis {ei} and let {f i} be the
dual basis of g∗. We would like to assign to each directed trivalent graph a tensor in
g˜ = g⊕ g∗. First to the straight arrow we assign the element f i⊗ ei, which coresponds
to the identity map.
e i
if
Figure 6: The arrow.
Given the NS relation we have two types of vertices (one in, two out and two in, one
out). For the first type we assign to it the cobracket tensor f i⊗δ(ei) = γjki (f i⊗ej⊗ek),
while to the second we assign the bracket tensor f i⊗f j⊗[ei, ej] = ckij(f i⊗f j⊗ek), where
ckij and γ
jk
i are the structure constants for the bracket and the cobracket, respectively.
(See figure 7.) It is worth noting that under this interpretation, the STU becomes the
diagrammatic way of saying [x, y] = xy − yx in the universal enveloping algebra of g˜
(see equation 1), the 3-term IHX relations become the Jacobi and coJacobi identities,
and the 5-term IHX becomes the cocycle identity.
To assign a tensor to a directed trivalent graph, we break it down into subgraphs
with 0 or 1 vertex and at the points of gluing we contract using the metric.
Given a representation R : g˜→ End(V ) where V has a basis b = {v1, ..., vd}, if the
skeleton is part of the picture, we assign Greek letters ranging over {1, ..., d} to each
section of the skeleton. For example in figure 8, we assign vβ(R(ei)(vα))f
i = (R(ei))
β
αf
i
and vβ(R(f i)(vα))(δei) = (R(f
i))βα(δei) ∈ g˜ ⊗ g˜, respectively, to the pictures. Note,
since vβ = 〈vβ , .〉 where 〈., .〉 is the inner product of Cd with respect to the given basis,
the same values can be written as 〈vβ, R(ei)(vα)〉f i and 〈vβ , R(f i)(vα)〉δei. Here we do
not distinguish R(f i) or R(ei) from its matrix with respect to the basis b.
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Figure 7: The bracket (two in, one out) tensor (left) and the cobracket(one in, two out)
tensor (right).
if
ie
( e
i
)
if
Figure 8: We assign a representation to the skeleton. The diagrams correspond to
(R(ei))
β
αf
i and (R(f i))βα(δei), respectively.
If we restrict ourselves to the case where the skeleton is a circle, we can see that the
construction above gives us the trace of the tensor in the given representation.
4 Calculations using Lie bialgebras coming from clas-
sical Lie algebras
In this section we will calculate weight systems coming from Manin triples constructed
from classical Lie algebras. The metric in each of the Lie algebras is (A,B) = tr(AB).
Throughout this section eij or e
ij is the matrix whose ij-th entry is 1 and zero every-
where else. Let π be the map given in section 2. We think of it as a representation and
let xi = π(ei) and ξ
i = π(f i).
4.1 gl(N)
We begin with gl(N). Note that gl(N) is not simple, but our construction in section 2,
when applied to sl(N), results in the Manin triple (u˜, u, l), where u is the Lie algebra of
(non-strictly) upper triangular matrices with trace 0 and its dual l is the lower triagular
matrices with trace 0. This implies that both u and l are Lie bialgebras. Let s be the
commutative Lie algebra of scalar matrices, then u ⊕ s is the Lie algebra of upper
triangular matrices. In fact it is a Lie bialgebra if we set δ(y) = 0 for any y ∈ s. Now
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following section 2 we consider g′ = u⊕ s(1)⊕ s(2)⊕ l where s(1) ∼= s ∼= s(2) and consider
the metric (., .)′ and the bracket [., .]′ on g′ defined as follows:
(x+ d(1) + d(2), x′ + d′(1) + d′(2))′ = 2((d(1), d′(2)) + (d′(1), d(2))) + (x, x′)u˜
[u, l]′ = [u, l]u˜ [s
(i), x] = 0 for i = 1, 2 and any x ∈ g′,
where (., .)u˜ and [., .]u˜ are the metric and the bracket in u˜, respectively.
The dual to u⊕ s(1) under (., .)′ is then l⊕ s(2). If we let g = u⊕ s and g′ = g⊕ g∗
then we consider (g′, g, g∗) to be the Manin triple constructed from gl(N). In this paper
we use gl(N) instead of sl(N). The map π is defined similarly as in section 2.
We consider the tensor in figure 9.
i j x
i j
Figure 9: The simplest subdiagram in an arrow diagram.
Note that {eij}i≤j forms a basis of g and {f ij}i≤j (where f ij = (12)δ
ij
eji) forms the
corresponding dual basis of g∗ under (., .). Using Haviv’s method we assign f ij ⊗ eij
to each chord (assuming the Einstein summation convention). We have xij = eij and
ξij = (1
2
)δ
ij
eji (so e and x, and similarly f and ξ, are the same matrices sitting in
different spaces). The tensor is therefore given by
T βναµ =
∑
i<j
(ξij)βα(xij)
ν
µ +
1
2
∑
i=j
(ξij)βα(xij)
ν
µ
=
∑
i<j
δjβδiαδ
ν
i δjµ +
1
2
∑
i=j
δjβδiαδ
ν
i δjµ
=


δβµδ
ν
α for α < β
1
2
δβµδ
ν
α for α = β
0 otherwise.
The result can be expressed diagramatically as in figure 10, where the dotted equality
sign means that when α = β = µ = ν, the resulting value is 1
2
.
Figure 10: A diagrammatic representation of the gl(N) tensor.
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4.2 so(2N)
For so(2N) we use the basis xijk and ξ
ijk where 0 ≤ i ≤ j ≤ N and k = 1, 2. We have:
xij1 = eij − ej+N,i+N
xij2 = ei,j+N − ej,i+N
ξij1 = (
1
2
)δ
ij+1(eji − ei+N,j+N)
ξij2 = (
1
2
)δ
ij+1(ej+N,i − ei+N,j)
Note this is not exactly a basis because xii2 = ξ
ii2 = 0 but that only means in the
calculation of T βναµ we have some extra zero terms. T
βν
αµ in this case is given by
T βναµ =
∑
i≤j
(ξijk)βα(xijk)
ν
µ
=
∑
i≤j
((
1
2
)δ
ij+1(δβ,jδiα − δβ,i+Nδj+Nα )(δνi δjµ − δνj+Nδi+N,µ)
+(
1
2
)δ
ij+1(−δβ,i+Nδjα + δβ,j+Nδiα)(δνi δj+N,µ − δνj δi+N,µ))
In the expression above the first product is given by the case when k = 1 while the
second product corresponds to the case k = 2. We consider the first product. Letting
A be the set {1, 2, ..., N} and B the set {N +1, N +2, ..., 2N}, we can assign A or B to
each of α, β, µ and ν to indicate which set it belongs to. The four combinations that
correspond to the four ways to expand the first summand in the last equation are as
given in figure 11.
A
AA
A
A A
A
A
B
BB
B
B
B
B B
Figure 11: Four ways to assign A and B to α, β, µ and ν.
Starting at the top left corner and going clockwise the four pictures correspond to
δβ,jδiαδ
ν
i δjµ, δ
β,jδiαδ
ν
j+Nδi+N,µ, δ
β,i+Nδj+Nα δ
ν
j+Nδi+N,µ and δ
β,i+Nδj+Nα δ
ν
i δjµ, respectively.
If we delete the arrow and join two Greek letters to indicate that they are equal (or
equal modulo N , if one comes from A and the other from B), then the first summand
can be expressed diagramatically as in figure 12.
The inequality comes from the fact that i ≤ j and again the dotted equality means
that when α = β = µ = ν the resulting value comes with an extra factor of 1
2
. Now
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A BA
A
A
A A B
A
A
B
B
B
B
B
B
Figure 12: The so(2N) tensor when k = 1.
we look at the product corresponding to the case k = 2. The only possible assignment
is given in figure 13. Similarly we can represent the second summand diagramatically.
See figure 14.
A
BB
A
Figure 13: The only possible assignment of A and B when k = 2.
A A AA
BBBB
AAA A
B B B B
Figure 14: The so(2N) tensor when k = 2.
In this case the equality may be weighted with any factor because when α = β =
µ = ν we get zero. If we choose the factor to be 1
2
, as we did in the beginning of this
subsection, diagramatically the so(2N) T βναµ tensor may be expressed as in figure 15.
A BA A
A A
A
A
A A AA
AAA A
B
B
B
B
B
B
B
BBBB
B B B B
A
1
2
Figure 15: The so(2N) tensor.
4.3 sp(N)
Like in so(2N) we use the basis xijk and ξ
ijk where 0 ≤ i ≤ j ≤ N and k = 0, 1, but
the signs of some entries are different. We have:
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xij1 = eij − ej+N,i+N
xij2 = ei,j+N + ej,i+N
ξij1 = (
1
2
)δ
ij+1(eji − ei+N,j+N)
ξij2 = (
1
2
)δ
ij+1(ej+N,i + ei+N,j)
If we look at the tensor T βναµ we get:
T βναµ =
∑
i≤j
(ξijk)βα(xijk)
ν
µ
=
∑
i≤j
((
1
2
)δ
ij+1(δβ,jδiα − δβ,i+Nδj+Nα )(δνi δjµ − δνj+Nδi+N,µ)
+(
1
2
)δ
ij+1(δβ,i+Nδjα + δ
β,j+Nδiα)(δ
ν
i δj+N,µ + δ
ν
j δi+N,µ))
The factor in the second product is due to the fact that (xii1, ξ
ii1) = 4. Like in the
case of so(2N) we assign letters A and B to the four corners to indicate which set each
of α, β, µ and ν belongs to. The only possible assignments are the same as the ones for
so(2N). (See figures 11 and 13 for the cases k = 1 and k = 2, respectively.) Following
the steps in the so(2N) case we can see that the sp(N) tensor may be given as in figure
16. Note that it is almost the tensor for so(2N) except for some sign difference.
A BA
A
A
A A
A
A
A A AA
AAA A
B
B
B
B
B
B
B
BBBB
B B B B
1
2
Figure 16: The sp(N) tensor.
4.4 so(2N + 1)
We use the basis xijk and ξ
ijk where 0 ≤ i ≤ j ≤ N and k = 0, 1, 2. We have:
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xij0 = e1,i+1 − ei+N+1,1
xij1 = ei+1,j+1 − ej+N+1,i+N+1
xij2 = ei+1,j+N+1 − ej+1,i+N+1
ξij0 =
1
2
(ei+1,1 − e1,i+N+1)
ξij1 = (
1
2
)δ
ij+1(ej+1,i+1 − ei+N+1,j+N+1)
ξij2 = (
1
2
)δ
ij+1(ej+N+1,i+1 − ei+N+1,j+1)
The T βναµ tensor is then given as
T βναµ =
∑
i≤j
(ξijk)βα(xijk)
ν
µ
=
∑
i≤j
(
1
2
(−δβ,1δi+N+1α + δβ,i+1δ1α)(δν,1δi+1µ − δν,i+N+1δ1µ)
+(
1
2
)δ
ij+1(δβ,j+1δi+1α − δβ,i+N+1δj+N+1α )(δνi+1δj+1,µ − δνj+N+1δi+N+1,µ)
+(
1
2
)δ
ij+1(−δβ,i+N+1δj+1α + δβ,j+N+1δi+1α )(δνi+1δj+N+1,µ − δνj+1δi+N+1,µ))
Using U , A and B to denote the sets {1}, {2, ..., N + 1} and {N + 2, ..., 2N +
1} respectively, we can follow the same steps as in so(2N) to get a diagrammatic
representation of T βναµ . The result is given in figure 17.
4.5 Composing the weight systems with the averaging map
Definition 5. The averaging map a takes a chord diagram to an arrow diagram by
summing over all possible ways to direct each chord. (See figure 18 for an example.)
Let C(Γ) be the vector space of unoriented chord diagrams on Γ modulo the 4T
relation. (See [BN1] and [BN2].) If we have a weight system ~w : ~C(S1) → C, then
composing it with the averaging map a gives us a map w : C(S1) → C which satisfies
the 4T relation and is thus a weight system on C(S1). (4T is a consequence of 6T by
repeatingly applying the averaging map.)
Proposition 1. Let g be a Lie algebra in the family gl, sp or so and (g˜, a, a∗) be the
Manin triple obtained from g by the standard construction given in section 2. Also let
wg : C(S1) → C and ~wg˜ : ~C(S1) → C be the weight systems they give rise to. Then
wg = ~wg˜ ◦ a.
12
AA
A A AA
AAA A
B
B
B
B
B
B
BBBB
B B B B
A B
A B
A
A
A
A
B U
U A
B
U
B
U
U
A
U
A
U B
A U
1
2
Figure 17: The so(2N + 1) tensor.
a
Figure 18: The averaging map.
Figure 19: The unoriented gl(N) tensor.
The equality occurs at the tensor level. We will look at each case separately. For gl
the unoriented tensor is calculated as in figure 19. Note the absence of restrictions on
the values of unconnected Greek letters give us the weight system as given in [BN1].
For sp(N) we have figure 20, which again is the weight system given in [BN1].
For so(2N), we have figure 21. We consider a new basis e′i so that ei = M(e
′
i) of
C
2N , where
13
BA
A
B
B
B
A
AB
AA
A
A
A A
A A A
AA A
B
B
B
B
BBB
B B B
B
1
2
Figure 20: The unoriented sp(N) tensor.
A BA A
A A
AA
A A
AA
AA
B
BB
B
B
BB
BB
B B
B B
A
A
A
BB
1
2
Figure 21: The unoriented so(2N) tensor.
M =
1√
2
[
iI −iI
−I −I
]
(2)
and I is the N ×N identity matrix.
Note M is a unitary matrix, so (e′i)
∗ = 〈e′i, .〉 where 〈., .〉 is the inner product with
respect to the basis {ei}. Using this new basis, whenever an A appears at the tail of
an arrow which is part of the skeleton we can replace it by iA′ − B′. Similarly we can
replace B by −iA′ − B′. If they appear at the head of an arrow that is part of the
skeleton, however, we replace A and B by −iA′ − B′ and iA′ − B′, respectively, since
the inner product is conjugate linear in the first argument. If we expand each of the
diagrams linearly we obtain the same result as in [BN1]. See figure 22.
For the case so(2N + 1) we use the change of basis matrix
14
1
2
1
2
iA’-B’ -iA’-B’
iA’-B’-iA’-B’
iA’-B’
iA’-B’
-iA’-B’
-iA’-B’
iA’-B’
iA’-B’-iA’-B’
-iA’-B’
iA’-B’
iA’-B’-iA’-B’
-iA’-B’
iA’-B’ iA’-B’
-iA’-B’ -iA’-B’ iA’-B’ iA’-B’
-iA’-B’ -iA’-B’
iA’-B’
iA’-B’ -iA’-B’
-iA’-B’ iA’-B’
iA’-B’
-iA’-B’
-iA’-B’
1
4
A A
AA
A B
A B
B
B
A
A
AA
BB AA
B B
AA
BB A A
BB
B B
BB
A’ A’
A’A’
A’ A’
A’ A’
A’
B’
B’
A’
A’B’
B’A’ B’B’
B’ B’
A’A’
B’B’ A’ A’
B’B’
B’ B’
B’B’
1
2
1
2
Figure 22: Calculating the unoriented so(2N) tensor in the new basis. The third line is
obtained from the seond line by expansion and cancelling. The fourth line is obtained
from the third line by realizing that the latter is the former broken into cases.
M =
1√
2


√
2 0 0
0 iI −iI
0 −I −I

 (3)
and we obtain the same result after expansion and cancelling. See figure 23.
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1
2 A A
AA
A B
A B
B
B
A
A
AA
BB AA
B B
AA
BB A A
BB
B B
BB
U
B
A
U B
U
U
A
B
U
B
U
U
A
U
A
U
A
U
A
B
U
B
U
U B
A U
U B
A U
A’
B’
B’
A’
A’B’
B’A’ B’B’
B’ B’
A’A’
B’B’ A’ A’
B’B’
B’ B’
B’B’
1
2
A’ A’
A’A’
U’ U’
A’A’
A’ A’
U’U’
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Figure 23: Calculating the unoriented so(2N + 1) tensor and expressing it in the new
basis.
5 Sample calculations
We now do some sample calculations. In this section the skeleton is always oriented
counterclockwise. First we calculate the two diagrams shown in figures 24 and 25, using
the gl(N) weight system. For the first picture, each triple (α, β, µ) ∈ {1, ..., N}3 such
that α ≤ β ≤ µ gives us a value of either 1, 1
2
or 1
4
, depending on whether α = β or
β = µ. Therefore the diagram should have weight a + 1
2
b + 1
4
c, where a is the number
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Figure 24: Calculating the gl(N) weight system.
Figure 25: Calculating the gl(N) weight system.
of triples (α, β, µ) such that α < β < µ, b is the number of triples (α, β, µ) such that
α < β = µ or α = β < µ, and c is the number of triples (α, β, µ) such that α = β = µ.
The number is (
N
3
)
+
(
N
2
)
+ N
4
.
Using a similar argument we know the weight of the picture in figure 25 is
2
(
N
3
)
+ 2
(
N
2
)
+ N
4
,
so the gl(N) weight system is capable of telling the two diagrams apart.
Now we calculate the weight of the picture in figure 26 using so(2N). We assign
letters A,B to each arc following the rules from section 4 (see figure 26). For each
assignment we have one or four ways to resolve the diagram, and for a resolution with
k loops we count the number of k-tuples in {1, ..., N} such that the inequalities are
satisfied, bearing in mind that each equality comes with a weight 1
2
. The weights of the
first two diagrams and the last two diagrams on the right hand side of the first equation
in figure 26 are therefore 1
2
(N
4
) and 1
2
(−N
4
− N
4
+ N
4
+ (
(
N
2
)
+ N
4
)), respectively. The
weight of the diagram is therefore
N
4
+
(
N
2
)
.
Finally we calculate the weight of the picture in figure 27. According to section 4 we
have ten possible ways to label the arcs on the skeleton (figure 28). The weights of the
ten diagrams (first row left to right, then second row left to right) are −(N
2
)− N
2
, −2(N
2
)
,
−(N
2
)−N
2
, N , N , N
8
, N
8
, −(N
3
)−(N
2
)
, −2(N
3
)−(N
2
)−N
8
, and −(N
3
)−(N
2
)
+N
4
, respectively.
Summing these ten weights we get that the weight of figure 27 is −4(N
3
)− 7(N
2
)
+ 11N
8
.
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Figure 26: Calculating the so(2N) weight system.
Figure 27: A diagram with three arrows.
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