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Abstract—The big graph database model provides strong modeling for complex applications and efficient querying. However, it is still
a big challenge to find all exact matches of a query graph in a big graph database, which is known as the subgraph isomorphism
problem. The current subgraph isomorphism approaches are built on Ullmann’s idea of focusing on the strategy of pruning out the
irrelevant candidates. Nevertheless, the existing pruning techniques need much more improvement to efficiently handle complex
queries. Moreover, many of those existing algorithms need large indices requiring extra memory consumption. Motivated by these, we
introduce a new subgraph isomorphism algorithm, named as BB-Graph, for querying big graph databases efficiently without requiring a
large data structure to be stored in main memory. We test and compare our proposed BB-Graph algorithm with two popular existing
approaches, GraphQL and Cypher. Our experiments are done on three different data sets; (1) a very big graph database of a real-life
population database, (2) a graph database of a simulated bank database, and (3) the publicly available World Cup big graph database.
We show that our solution performs better than those algorithms mentioned here for most of the query types experimented on these
big databases.
Index Terms—Exact matching algorithm, graph database, Neo4j databases, subgraph isomorphism problem, query graph search.
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1 INTRODUCTION
IN the last decade, the big graph database models havewidespreaded in a large variety of application areas such
as communications, logistics, Web/ISV, network manage-
ment, social networks, mobile communication applications,
data center management, bioinformatics, etc. The graph
database model has recently been preferred to the other
database models because it better fits into structure of var-
ious complex queries on big data providing higher perfor-
mance than the others, especially RDBMs, for most complex
cases [1], [2], [3], [4].
On the other hand, the subgraph isomorphism problem
is one of the most frequently encountered challenges in big
graph database applications. Subgraph isomorphism can be
defined as follows: Given a query graph Q and a database
graph G, find all matching instances of Q in G. Figure
1 illustrates this, where there exist two instances of Q in
G, one is the subgraph consisting of the nodes ν0, ν1, ν3,
ν4 and the relationships ν0eν1 , ν0eν3 , ν1eν3 , ν3eν4 and the
other one is the subgraph consisting of the nodes ν1, ν2,
ν3, ν4 and the relationships ν1eν3 , ν2eν1 , ν2eν3 , ν3eν4 . The
subgraph isomorphism problem is known as an NP-hard
problem [5]. In almost all big graph database applications,
there frequently occur queries directly or indirectly related
to subgraph isomorphism problem; therefore, it is important
to find an efficient solution for the subgraph isomorphism
problem to handle complex queries on big databases.
Most of the subgraph isomorphism algorithms in the
literature are based on one of the following two types of
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Fig. 1. An example query and a graph database with unlabeled relation-
ships
strategies: Feature indexing by using filtering-and-verification
technique or candidate node checking by using branch-and-
bound technique. Algorithms of the first type create an index
of small graphs (features) and filter the database pieces
which do not have some (or all) of the features included
by the query graph. They mark the ones which succesfully
passed the filtering to include an exact match(es) of the
query, and try to verify them with respect to whether they
really do or not. GraphGrep [6], GIndex [7], Labeled Walk
Index (LWI) [8], Closure-Tree [9], Graph Decomposition
Indexing [10], TreePi [11], TreeDelta [12] are examples to this
type of algorithms. Although those algorithms are good for
decreasing the number of candidate data sets, they cannot
deduce all the isomorphisms of a query graph. Moreover,
they are applicable only for the databases consisting of
many disconnected graph pieces. On the other hand, the
algorithms of the second type aim to find all the exact
matches of a query graph without making an issue that
the database is connected or disconnected. Starting off from
Ullmann’s idea [13], they extract all the candidates for each
node in query and, incrementally, they match a query node
with one of its candidates. In that way, they try to reach an
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2exact match of a query by branching the previous matches.
VF2 [14], VF3 [15], QuickSI [16], GADDI [17], GraphQL [18],
SPath [19] belong to this type of algorithms. The mentioned
algorithms are good in terms of finding all of the exact
matches of a query graph; nevertheless, since they search the
candidates globally along the database, most of their tryouts
to find a relationship between the nodes are redundant due
to the fact that the nodes are irrelevant. Therefore, they have
poor computational performance. Additionally, in order to
prune the nodes which cannot be a candidate, some of those
algorithms need large data structures, which results in an
extra amount of memory consumption.
Motivated by all mentioned above, we introduce a
new branch-and-bound algorithm combined with backtrack-
ing strategy for graph isomorphism problem, called BB-
Graph. Our proposed algorithm removes the drawbacks
mentioned above by conducting the search of candidates
for other query nodes locally in the close neighbourhood
of the firstly-matched database node. Therefore, we can
summarize the main contributions of our study as follows:
1) A new subgraph isomorphism algorithm, BB-
Graph, is introduced. BB-Graph follows a more
efficient search strategy than the other existing algo-
rithms while matching graph elements (nodes and
relationships) by using branch-and-bound technique
combined with backtracking: Initially, candidates
for the starting query node are selected from all
across the graph database using some node prop-
erties. Then for each candidate, an isomorphism
region is potentially created by matching the start-
ing node with that candidate. Next, the candidates
for the other query nodes are selected locally by
traversing every neighbour node and relationship
using branch-and-bound method. Later, our algo-
rithm backtracks to check possible relationships and
node combinations not yet handled.
2) BB-Graph uses the built-in data structures. Thus, it
does not consume extra memory for large indexing
or data storing.
3) While many of the other algorithms were experi-
mented only on undirected graphs with hundreds
of thousands of nodes by reading the input from a
BLOB file, BB-Graph has been tested and evaluated
on a very big connected directed graph with almost
70 millions of nodes in addition to two other di-
rected graphs, one with 100 thousands of nodes and
the other one with 45 thousands of nodes.
4) A number of experiments done for comparing our
algorithm (BB-Graph) with Cypher and GraphQL
show that BB-Graph has a better computational
performance than the existing algorithms for most
of query types.
5) The effect of a change in node matching order is
illustrated with the experiments done during this
study. The results show that developing an effective
node matching order is definitely a considering
issue to increase the performance of a subgraph iso-
morphism algorithm and our study can definitely
guide those who want to work in this topic.
Organization of the rest of this paper is as follows:
Section 2 gives the necessary background and related work.
Section 3 introduces our BB-Graph approach and the main
algorithms along with the pseudocodes of our proposed
solutions. Section 4 shows the experimental results and
comparison of BB-Graph with Cypher and GraphQL. Lastly,
the conclusion and feature work are given in Section 5.
2 BACKGROUND AND RELATED WORK
Recently, graph databases have been popular since they can
efficiently handle some database operations required for
complex queries on big databases. Many existing studies
comparing the graph databases and relational databases
show that graph databases perform much better than
RDBMs with respect to many aspects [1], [2], [3], [4], [20],
[21], [22], [23]. According to those studies, generally, the join
operations on relational tables cause high costs in querying
RDBMs. On the other hand, according to their experimental
results previously done in the literature, such a problem
disappears in graph databases, mostly because of directly
traversing the nodes and relationships. In Figure 2, the
results of an experiment done with recursive queries that
require many join operations are given [4]. Experimental
results of the comparison between relational databases and
graph databases show that graph databases have quite
higher performance than RDBMs for such complex queries
[24]. Moreover, the previous studies also show that insert-
delete-update operations on graph databases can be done
much more easily and efficiently compared to relational
databases.
Fig. 2. Comparison results for running time performaces of searching a
recursive query with difference depths in RDBMs and Neo4j [4]
2.1 Background
In this paper, the notation G : (V,E) represents the graph
G with the vertex set V and edge set E. For vertex ν; Lν
denotes the label set of ν. Similarly, for edge e, Le denotes
the label set of e. The notation ueν is used for the edge
e starting from vertex u (outgoing w.r.t. u) and ending at
vertex ν (incoming w.r.t. ν) when we need to state the end
points of e. Otherwise, we just denote it as e.
For two graphs G1 : (V1, E1) and G2 : (V2, E2), G1 is
said to be subisomorphic to G2, if there is a one-to-one and
onto function f : V1 −→ V2 such that; ∀ν ∈ V1 Lν ⊆ Lf(ν)
and for any ueν ∈ E1 f(u)ef(ν) ∈ E2 satisfying that Lueν ⊆
L
f(u)ef(ν) . Given a query graph Q and a data graph G, the
problem of finding all distinct subisomorphisms of Q in G
is called as Subgraph Isomorphism Problem .
For two graphs G1 : (V1, E1) and G2 : (V2, E2), where
G1 is subisomorphic to G2 under some isomorphism f , let
3u ∈ V1 be matched with u′ := f(u) ∈ V2. Since each edge e
adjacent to umust be matched with some edge e′ adjacent to
u′, it follows that the degree of u must be less than or equal
to the degree of u′. Moreover, since the matched edges must
have the same label and direction, for each group of edges
having the same label and direction degree of u must be
also less than or equal to the degree of u′. As a result, the
matching vertices in a subisomorphism must satisfy both
label and degree rules deduced from the definition. In this
paper, we call this as matching node principal for the vertices
to be matched . We denote u
m.n.p.≡ u′ when matching node
principle holds for u and u′. Similarly, if e is matched with
e′ under f , then it means Le ⊆ Le′ and direction of e with
respect to u must be the same with direction of e′ with
respect to u′. We call this as matching relationship principal
for the relationships to be matched and denote e
m.r.p.≡ e′.
Throughout the paper, we use the word relationship in-
stead of the edge concept and the word node instead of vertex
concept to make the contextual narrating compatible with
Neo4j environment. Moreover, we denote the matching of
query node u with database node u′ by < u, u′ >; similarly,
the matching of query relationship r with the database
relationship r′ by < r, r′ >.
2.2 Ullmann Algorithm And Its Derivations
Ullmann Algorithm [13] is the first search method that is
developed to find isomorphic patterns of query graphs in
large graphs. It basically consists of 4 main steps:
• Filtering candidates for each query node,
• Selecting a candidate for each query node, trying
to match the node with that candidate together
by matching the corresponding relationships be-
tween the currently processed node and previously
matched nodes,
• Replacing the selected candidate with another one if
the current match does not work, and
• Backtracking in order to try other candidates and to
find more isomorphisms.
To filter the candidates for each query node, The Ull-
mann Algorithm checks for the matching node principal
(described in Section 2.1). After the filtering step, it starts
with matching of the nodes in a recursive manner in order
of the nodes given in the input. Matching two nodes u and
u′, it checks for each relationship between u and some pre-
viously matched query node ν, if there is a corresponding
relationship between u′ and ν′ which is the database node
matched with ν. In other words, to be intermateable, u and
u′ must satisfy that for each relationship urν (or νru) where
< ν, ν′ >∈ Vmatched, there is a corresponding relationship
u′r
′
ν′ (or ν′r
′
u′ , respectively) where r
m.r.p.≡ r′. In the study of
Lee et al. [25], the procedure to check the existence of this
condition is called as ISJOINABLE. In Figure 3, ISJOINABLE
operation for the match of u3 in graph A with u′3 in graph
B is illustrated. Each ui is matched with u′i where 0 ≤ i ≤ 2
and the relationships u1eu0 , u0eu2 , and u1eu2 are matched
with u′1eu′0 , u′0eu′2 , and u′1eu′2 , respectively. When the match-
ing turn comes to u3 and u′3, ISJOINABLE procedure searchs
candidates for the relationships between u3 and previously
matched nodes u0 and u2 (the relationship between u3 and
u4 is not considered since u4 is not matched yet), so it
checks if there is any corresponding relationship between u′0
and u′3 and between u
′
2 and u
′
3 which satisfy the necessary
matching relationship principals, respectively.
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Fig. 3. ISJOINABLE procedure of u3 and u′3 while matching the graphs
A and B
In the matching phase of query node u with database
node u′, if there does not exist any problem upto the end
of ISJOINABLE procedure, < u, u′ > is added into the list
of matched nodes. Then, isomorphism search continues by
picking the next not-yet-matched query node in order to
match that with one of its candidates. In the case that
ISJOINABLE procedure returns false for a query node and
its matching node, the current match is cancelled and the
next candidate is selected this time. In either case, when all
the matched nodes result in an exact match of the query
graph or one of the node matchings results in a failure, the
algorithm backtracks to try other candidates.
The Ullmann Algorithm is reasonably efficient for find-
ing all isomorphic patterns of the query graph in the large
database graph and handling all possible node and relation-
ship matchings through backtracking. Although it is a ro-
bust algorithm, performance of The Ullmann Algorithm can
be increased with well-thought matching order strategies
and effective pruning rules and some short cuts. Thereby,
the following 5 algorithms are derived from Ullmann’s
Algorithm as we briefly discuss each one below.
VF2 [14] is one of those algorithms derived from Ull-
mann’s Algorithm. It matches the nodes in an increasing
order of number of their labels regarding a specified query
graph by following their strategy. It selects the next query
node from the set of nodes which are connected to at
least one of the previously matched query nodes with a
relationship. In this way, it can eliminate more candidates
during ISJOINABLE stage. Moreover, VF2 algorithm refines
the candidates before passing to ISJOINABLE step by com-
paring degrees of already matched and not-yet-matched
neighbour nodes. It divides the not-yet-matched adjacent
nodes into two, as the ones in first-degree-neighbourhood
of the already matched nodes and the ones not in that area.
Then it makes degree comparison separately for both of two
sets adjacent to query node u and their correspondents that
are adjacent to candidate of u.
Another algorithm derived from Ullmann’s is QuickSI
[16]. The key aspect of this method is that it defines a data
structure named as QI-Sequence which provides efficient
pruning; and thus, resulting in low-cost processing. QI-
4Sequence is a minimum spanning tree created based on
edges weighted according to the number of each node label
and the number of each <start node label - relationship type
- end node label> triple in database graph. Starting to match
from the relationships and nodes with low frequency, there
occurs less possibilities to test and in this way QuickSI is
able to decrease the number of recursive calls. Also, QuickSI
uses QI-Sequence in indexing of the features in database
graphs and takes advantage of its tree structure to prune
candidate graphs. As its pruning strategy, QuickSI applies
ISJOINABLE procedure over a query node u by beginning
the checks from the relationship between u and its parent
node in QI-Sequence (in case that u is not the root node).
The third algorithm is GADDI [17], introduced by Zhang
et al., and is based on how to refine the candidate nodes
by using a distance based indexing. The main purpose
is to eliminate the cadidate nodes by examining their k-
neighbourhood in case where there are not as many specific
fragments as there are in the k-neighbourhood of query
node. Selecting the fragments that are used in neighborhood
comparison, the discriminative ones which occur with dif-
ferent frequencies in common k-neighbourhood of sample
pairs of database node are picked. GADDI uses 3 different
pruning rule to refine the candidates: For a query node
u and a candidate node u′, firstly for each node ν in k-
neighborhood of u, it tries to find a candidate ν′ in k-
neighbourhood of u′ by comparing labels. Secondly, for the
common k-neighbourhood of each (u, ν) pair, it counts the
number of discriminative fragments in this area and prunes
out u′ if there are less number of occurences of a specific
fragment in the corresponding region obtained by (u′, ν′).
Thirdly, for each ν it compares the length of shortest path,
say t, between u and ν with the one, t′, between u′ and ν′
and u′ is eliminated in the case t < t′ for at least one ν.
Furthermore, GADDI applies these pruning rules in reverse
manner for each candidate ν′ in neighbourhood of u′. Lastly,
as matching order, GADDI selects the first node randomly,
the rest are selected by depth first search.
GraphQL [18], a popular algorithm for subgraph isomor-
phism problem, focuses on neigbourhood relations to filter
candidates for a query node. If a query node u can be
matched with a database node u′, then for each query node
uk in k-neighbourhood of u, there must be a candidate node
u′k in k-neighbourhood of u
′. Thus, GraphQL uses this fact
to prune out false candidates of a query node, by scanning
their k-neighbourhood upto a refinement level l, incremen-
tally for each k where 1 ≤ k ≤ l. Also, GraphQL fol-
lows an optimized node matching strategy by selecting the
query node which is estimated to decrease the cost at each
intermediate step and adjacent to set of already matched
nodes. GraphQL compares neighbourhoods of query nodes
with their candidates’ neighbourhoods and tries to find
a semi-perfect bipartite matching between the nodes in
corresponding neighbouhoods but our experiments show
that this is already an exhaustive computation even when
the refinement level is set to one and not very effective for
reducing the candidate set size of some query nodes.
Lastly, as a candidate path matching version of the
Ullmann’s method, SPath algorithm [19] handles candidate
paths. It actually does nothing but matches more than one
node on a linear sequence at a recursive call by applying
ISJOINABLE procedure for each node on the path. SPath
algorithm filters the candidate vertices by checking the
number of each node label in their k-neighbourhood, where
k is a parameter for the radius of neighbourhood. It applies a
rule which is as follows: For each node label L; total number
of occurences of L in the neighbourhood upto kth level of
query node u must be less than or equal to the total number
of occurences of L in the neighbourhood upto the kth level
of database node u′ where u′ is a candidate for u. While
matching the paths, the algorithm follows a decreasing
order of path selectivity defined as a metric based on size
of candidate node sets.
The algorithms summarized here remain incapable of
showing satisfying performance in some complex query
cases when data is very big. Each algorithm has some
drawbacks: The pruning techniques of VF2 are not pow-
erful enough, and the matching order it follows is effective
only when database graph has similar node label statistics
with query graph. QuickSI has to go around the whole
database to deduce the information about label and <label-
relationship type-label> triple count used in edge weight-
ing; moreover, it should keep up-to-date data. Therefore
it additionally needs B+-Tree index structures only for
this purpose. GADDI creates a large index that keeps the
number of discriminative fragments in the intersected k-
neighbourhood of each node pair in the whole database,
which requires a very exhaustive pre-computation. Futher-
more, the pruning rules of GADDI are not effective, and
quite time-consuming. On the other hand, GraphQL com-
pares neighbourhoods of query nodes with their candidates’
neighbourhoods and tries to find a semi-perfect bipartite
matching between the nodes in corresponding neighbou-
hoods. Nevertheless, our experiments show that this is al-
ready an exhaustive computation even when the refinement
level is set to one and not very effective for reducing the
candidate set size of some query nodes. SPath needs a data
structure including the number of each label with shortest
distance i from u′ for each database node u′ and for each
i from 1 to k; which requires a long pre-computation time
and large storage. Also, the experiments in [25] show that
the ordering based on path selectivity does not provide a
good performance for searching the graph in database.
In their study, Lee et al. [25] compare five subgraph
isomorphism algorithms; VF2, QuickSI, GADDI, GraphQL,
and SPath on some real-world data sets on iGraph frame-
work [26]. It has been shown that these algorithms only
work on undirected graphs consisting of one or many pieces
by testing with subgraph, clique and path queries. The
experiments show that there is not a satisfying algorithm
which works for all types of database queries especially
complex queries on directed big graphs efficiently. For in-
stance, while QuickSI shows a good performance in many
cases, it fails to return the answer in a reasonable time for
NASA dataset described in [25]. According to the experi-
mental results that they have obtained, GraphQL is the only
algorithm succeeding to respond in a reasonable time for
all tests on that dataset. They state that these start-of-the-
art algorithms perform poorly because of their ineffective
matching order and the trade-off between efficiency and
overhead of their pruning methods.
Although each of the five algorithms, VF2, QuickSI,
5GADDI, GraphQL, and SPath, has its own defect, there
exists a common point that causes all of these algorithms
to perform poorly. The pruning rules that they use are
generally effective for eliminating the nodes that can never
be a representative of the query node for which it is selected
as a candidate in a real exact match. However, since they
do not apply the prunings by regarding each isomorphism
as an independent one, the nodes belonging to different iso-
morphisms can not be discriminated until their relationships
are checked in matching phase. Therefore, the database
nodes which are candidates for different query vertices and
members of distinct isomorphisms seem available for taking
place in the same subgraph isomorphism at first sight.
Hence, the main time consumed occurs at this point while
searching for an actually non-existing reasonable connection
between those irrelevant nodes. In order to remove such
cases, after the start node candidates are taken from all
across the database, candidate nodes for the rest of the
query vertices should be selected depending on the start
node match. In other words, each starting node candidate
potentially creates a distinct isomorphism region; therefore,
the representatives for the other query nodes should be
chosen from the close neighbourhood of the starting node
through a local region scanning instead of a global one for
each distinct exact match.
3 BB-GRAPH ALGORITHM
Our proposed algorithm, BB-Graph, first chooses a query
node to start matching, which we call it the starting node.
Next, BB-Graph filters the database nodes to find candidates
for the starting node. It does this filtering according to the
matching node principal previously mentioned above. After
getting the candidate nodes, BB-Graph puts them into a list
to match the starting node with one candidate at a time
and search for query graph isomorphisms rooting from that
match. In order to achieve this, the whole candidate list is
walked through a loop such that at each time of iteration the
next candidate node is picked from the list, matched with
the starting node and the recursive isomorphism search
begins from that point, as shown in Algorithm 1, lines 1-
12.
In isomorphism search, BB-Graph uses the previously
obtained node matches. Let Vmatched be the set of previously
matched couples of nodes. Similarly, let Ematched be the set
of previously matched couples of relationships. For each
node matching < u, u′ >∈ Vmatched, where u ∈ VQ and
u′ ∈ VG, BB-Graph applies the reciprocal node branching
process, that is, the process of expanding partially matched
graph piece in order to complete to an exact match by
following the adjacent relationships of u and u′ simultane-
ously. In order to decide which node matching is used in
reciprocal node branching process at that moment, all the
node matchings are kept in a stack which we denote by S.
When BB-Graph pops a node matching < u, u′ > from S,
it applies the reciprocal node branching as follows: Firstly,
it detects the non-matched relationships adjacent to query
node u. Next, for each of those relationships, it tries to find
candidates among the relationships adjacent to u′. While
determining the candidates, it checks whether the matching
relationship principal (previously mentioned in this Section)
Algorithm 1: BB-GRAPH SEARCH ALGORITHM
Input: Q : Query graph with n vertices
G : Database graph
Output:M : Set of all exact matches of Q in G
1 begin
2 M := ∅
3 Choose the first node in the input as ustart
4 Custart := {u′ | u′ ∈ VG and u′
m.n.p.≡ ustart}
5 foreach u′ ∈ Custart do
6 Vmatched := ∅, Ematched := ∅, S := ∅
// Reset the temporary storage
7 Push < ustart, u′ > into S
8 Add < ustart, u′ > into Vmatched
9 SEARCH()
10 end
11 return M
12 end
13 void SEARCH()
14 begin
15 if S 6= ∅ then
16 < u, u′ >:= Pop S
17 if u has non-matched adjacent relationship
then
18 BRANCHNODES(< u, u′ >)
19 end
20 else
21 SEARCH()
22 end
23 end
24 else
25 Add the tuple (Vmatched, Ematched) into M
// An exact match found
26 end
27 return
28 end
holds or not. After the filtering, there may appear more
than one candidate for a relationship. BB-Graph collects
all the candidates in a separate list for each non-matched
relationship adjacent to u, as specified in Algorithm 2, lines
2-4. A case that there is no candidate for a relationship never
occurs, because we always match a query node u with a
database node u′ provided that u′ has a degree at least as u
has for each different group of relationships.
Assume that r1, r2, ...., and rk are the non-matched
relationships adjacent to u and Cr1 , Cr2 , .... and Crk are
the lists which contain corresponding candidate relation-
ships adjacent to u′. In the next stage, BB-Graph picks a
candidate relationship r′i ∈ Cri to match with ri iteratively
for each i. At each step of iteration, it is checked whether
the prospective match < ri, r′i > causes a conflict related
with the relationship end points, or not. It can easily be
seen that if two relationships are matched with each other,
then their corresponding end points must also be matched
with each other. Here, it is already known that u and u′
are matched before. Thus, BB-Graph has to check whether
the other end points of ri and r′i, say ν and ν
′, match,
as shown in Algorithm 3. It can be one of the following
6Algorithm 2: BRANCHNODES
Input: global variables S, Vmatched, Ematched
< u, u′ >: The node match currently being
branched
Output: It affects the global variables S, Vmatched,
Ematched
1 begin
2 foreach non-matched relationship ri adjacent to u
do
3 Cri := {r′i | r′i is adjacent to u′ and r′i
m.r.p.≡ ri}
4 end
5 k := number of non-matched relationships adj. to
u
6 MATCHRELATIONSHIP(1)
7 end
8 void MATCHRELATIONSHIP(i)
9 begin
10 foreach r′i ∈ Cri , r′i is not matched do
11 if CHECK(< ri, r′i >, < u, u
′ >) then
12 Add < ri, r′i > into Ematched
13 S∗ := S, V ∗matched := Vmatched
14 if i ≤ k then
15 MATCHRELATIONSHIP(i++)
16 end
17 else
18 SEARCH()
19 end
20 Remove < ri, r′i > from Ematched
// Backtracking
21 S := S∗, Vmatched := V ∗matched
22 end
23 end
24 end
three cases: First, if ν and ν′ are already matched with
each other, then there is no conflict. Second, if ν is matched
with some node other than ν′, or vice versa, it is reported
as a conflict. Third, it may be the case that both ν and
ν′ are not-yet-matched nodes. At this point, it is checked
whether the nodes satisfy the matching node principal, or
not. If they satisfy, then they are matched with each other
and the new match < v, v′ > is added into Vmatched and
pushed into S to apply reciprocal node branching process for
them later. Otherwise, it is reported as a conflict. As a result,
we guarantee that there does not occur an empty candidate
list for any relationship in candidate filtering part. After
checking the end points of relationships, if there does not
exist any reported conflict, then the match < ri, r′i > is
approved and added into Ematched, and BB-Graph goes on
the relationship matching procedure from the next iteration
for ri+1. During the checks, if there is a reported conflict,
then the next candidate in Cri is picked and the end point
checks are repeated for the prospective matching of ri with
its new candidate this time. Nevertheless, it may happen
that all the candidate relationships for ri are tried but
resulted in a problem. If such a case occurs, then it is
understood that there are wrong decisions in the previous
matchings. At this point, BB-Graph backtracks to the former
relationship matching, say < ri−1, r′i−1 >, and until getting
a non-conflicting match, it tries the next candidates for ri−1
this time. If one is obtained, then BB-Graph continues to its
normal schedule from the next stage as usual. Otherwise, it
backtracks again and applies the same procedure, and goes
on in this way, as in Algorithm 2, lines 9-25.
When BB-Graph backtracks from stage i to i − 1, all the
global data structures are returned to their old version at
stage i− 1; that is, the last relationship and node matchings
are cancelled and removed from Vmatched and Ematched.
Also, S is stored with its old content by doing the opposites
of push and pop operations done at stage i, as it is given in
Algorithm 2, lines 21-22.
Since our aim is to find all exact matches of the query
graph, backtracking is needed not only when a contradiction
occurs, but it is also necessary to try all candidate options
for each query graph node and relationship with all possible
combinations. For that reason, when an isomorphism of the
query is found, instead of terminating or restarting, BB-
Graph continues its schedule with backtracking.
When BB-Graph completes the iterative relationship
matching part successfully, all the relationships adjacent to
u are matched with some relationship adjacent to u′. This
finishes the reciprocal branching process of two nodes u and
u′. The rest of algorithm maintains the isomorphism search
by recursively repeating the reciprocal node branching process
for the newly obtained node matchings, as in Algorithm 1,
lines 14-29.
In order to illustrate how BB-Graph works, a sample
running schedule is given in Figure 4. The whole recursive
process of reciprocal node branching, relationship matching
and backtracking are shown step-by-step for the sample
query and the graph database given in Figure 1.
3.1 Complexity of The BB-Graph Algorithm
Here, we give running time complexity (computational
complexity) analysis and space complexity analysis of BB-
Graph for the worst case scenarios. In the analyses, we
denote the number of nodes (vertices) in query graph Q
by |VQ|, number of nodes (vertices) in graph database G by
|VG| and number of relationships (edges) in query graph
Q by |EQ|. Also, we use degmaxQ and degmaxG to denote
maximum node degree in query graph and maximum node
degree in database graph, respectively.
Time Complexity:
BB-Graph starts with the filtering part. It finds candi-
dates for the starting node by filtering the database nodes
depending on the matching node principal given in Section
2.1. In other words, in order to find all the candidates,
label and degree properties of each database node must
be checked. Since we work in Neo4j, which holds the in-
formation of database nodes grouped by label, the filtering
with respect to node labels takes O(1). In the worst case, all
database nodes may have labels of the starting node, which
means that there exist |VG| number of candidate nodes
that are going to be filtered with respect to their adjacent
relationships. Since Neo4j directly gives the information
about adjacent reationships of each type for every node, it
just remains to ask for this information for every candidate
node regarding each relationship of different type adjacent
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Fig. 4. A sample execution for the query graph and graph database given in Figure 1. Each level of the diagram represents the candidate relationship
search for edge matching. At the rectangle boxes of each level the found candidates are shown in dashed lines whereas the already matched nodes
and relationships are shown in non-dashed lines. At each rectangle box, operations in query part and database part of the reciprocal node branching
process are shown in left and right parts of the box, respectively. The execution flows in the arrow direction.
to starting node. Therefore, this part takesO(|VG|×degmaxQ ),
which also gives the worst case complexity of the total
filtering stage. In the end of it, there may be |VG| number
of candidates for the starting node in the worst case.
For each candidate of the starting node isomorphism
search is conducted. For that reason, the complexity of this
part is going to be |VG|×O(SEARCH()). Because the function
SEARCH() and the function BRANCHNODES() work in a mu-
tual recursive manner, the cost of SEARCH() actually equals
to the cost of BRANCHNODES(). To be able to calculate
the complexity of BRANCHNODES, we should analyse the
computational cost of the operations done in one recursive
depth of the branching procedure.
In the branching procedure (Algorithm 2), initially, all
non-matched relationships of the current query node are
detected and for each of them candidate relationship sets
are constructed. If we assume that there are xi number
of non-matched relationships for the current node in the
depth i of the recursive process, complexity of candidate
relationship set construction becomes O(xi). For each non-
matched relationship, there can be at most degmaxG num-
ber of candidate relationships (If there are more than one
different type of non-matched relationships adjacent to the
current node, then it is certain that the candidate set size is
less than degmaxG . Nevertheless, we take deg
max
G as an upper
bound for the candidate set size of each non-matched query
relationship). This means, there occurs at most (degmaxG )
(xi)
number of different combinations of relationship match-
ing for a query node. Since a query node can have at
most degmaxQ non-matched relationships, the upper bound
for a number of combinations of relationship matching
becomes (degmaxG )
(degmaxQ ). At each candidate relationship
selection, it is checked whether there occurs any conflict
with the match through CHECK() function (Algorithm 3).
In CHECK(), it is checked whether the end nodes of both
relationships given by the function argument exist among
the already matched query and database nodes. Since we
use hash tables to understand which nodes are matched,
the only thing that costs in this function is checking match-
ing node principle between nodes (line 10). For that rea-
son, complexity of this function becomes O(degmaxQ ). Since
CHECK function is called xi, namely degmaxQ at most, many
times for each combination of relationship matching, at
each depth of recursive branching process the cost becomes
O((degmaxG )(deg
max
Q ) × degmaxQ × degmaxQ ). Since the maxi-
mum depth of the recursive branching can be equal to the
8Algorithm 3: CHECK
Input: global variables S, Vmatched, Ematched
< ri, r
′
i >: The relationship match to be
checked
< u, u′ >: The node match currently being
branched
Output: Boolean, depending on the existence of any
contradictory situation
1 begin
2 νi := The end point of ri other than ui
3 ν′i := The end point of r
′
i other than u
′
i
4 if ∃vx 6= νi s.t. < νx, ν′i >∈ Vmatched then
5 return false
6 end
7 if ∃ν′x 6= ν′i s.t. < νi, ν′x >∈ Vmatched then
8 return false
9 end
10 if < νi, ν′i >/∈ Vmatched then
11 if νi
m.n.p.≡ ν′i then
12 Push < νi, ν′i > into S
13 Add < νi, ν′i > into Vmatched
14 end
15 else
16 return false
17 end
18 end
19 return true
20 end
number of query nodes, |VQ|, the overall complexity of the
branching procedure becomes O(|VQ| × (degmaxG )(deg
max
Q )×
(degmaxQ )
2).
To conclude, the computational cost of BB-Graph equals
to the summation of the cost of the filtering part and the
cost of the searching part, which is, O(|VG| × degmaxQ ) +
O(|VG| × |VQ| × (degmaxG )(deg
max
Q ) × (degmaxQ )2). However,
the cost of the filtering part is negligible when it is compared
to the cost of the searching part. As a result, the running
time complexity of BB-Graph becomes O(|VG| × |VQ| ×
(degmaxG )
(degmaxQ ) × (degmaxQ )2).
Space Complexity:
For the filtering part, BB-Graph uses a list to hold
the candidate database nodes for the starting node. Since
there can be maximum |VG| number of candidates for the
starting node (that is, all the database nodes), there is a
need for a list of size |VG| in the worst case. Also, for each
query relationship, there is a constructed set of candidate
relationships. Since there can be maximum degmaxG number
of candidates for a query relationship, size of a set of
candidate relationships becomes degmaxG . The case in which
the recursive computation reaches to the deepest value is
the worst case requiring the largest storage for the sets of
candidate relationships. Since all of the query relationships
are in the process in the highest depth of the recursion, sets
of candidate relationships consume |EQ| × degmaxG units of
space at most. When the algorithm backtracks to the pre-
vious depth of recursion, the space reserved for containing
sets of candidate relationships constructed at that depth is
released. Therefore |EQ| × degmaxG is the maximum value
of the storage needed by them. Additionally, there exists
global variables consuming some memory. There are two
global hashing maps used to hold already matched query
graph and database graph items; one maps for already
matched nodes and the other maps for already matched
relationships. These two maps include information of which
query node or relationship is matched with which database
node or relationship, respectively. For that reason, they can
consume at most 2 × |VQ| and 2 × |EQ| units of storage,
respectively. Lastly, the stack which is used to hold node
matchings, which are not yet sent to reciprocal node branching
process needs 2 × |VQ| units of storage, that is, the space
required for the case that starting node is adjacent to all
the remaining query nodes. Throughout the whole execu-
tion of BB-Graph, all the other variables consume quite
little space and can be neglected. Consequently, the space
complexity of BB-Graph equals to summation of all the
mentioned parameters appeared in the worst case, which
isO(|VG|+ |VQ|+ |EQ| × degmaxG ).
4 EXPERIMENTS AND EVALUATION
We compare the performances of BB-Graph, Cypher and
GraphQL on Population Database and Bank Database which
both are provided by Kale Yazılım, which consist of directed
big graphs with 70 millions of nodes and 100 thousands
of nodes, respectively. In addition, we also use WorldCup
Database, which is publicly available by Neo4j Team, which
consists of a directed graph with 45 thousands of nodes.
In Table 1, features of Population, Bank and WorldCup
Databases are given in detail. As can be noticed, Population
Database is much bigger than the ones used in [25], as
shown in Table 1.
For the experiments, we use 10 real-world reasonably
complex queries for Population Database and 5 real-world
queries for each of WorldCup and Bank Databases where
each query has different number of nodes and relationships
and also has different types of node labels and relationships.
For each query, BB-Graph and Cypher experiments have
been repeated 10 times, and the averages of the elapsed
times are used. For all GraphQL experiments refinement-
level is adjusted to one (1) and the refining process has
been repeated as many times as the number of nodes in
a query graph. In the experiments of these three algorithms,
all the exact matches are found in a continuous time interval
without any break. The total elapsed time is calculated in
order to compare the performances of the algorithms.
4.1 Setup
All the experiments were conducted on the same server with
Intel Octa Core 2.27GHz, 8 GB of main memory, and 100 GB
hard disk, running Debian GNU, Linux 7.8 (wheezy). The
Neo4j version used is 2.3.1. BB-Graph and GraphQL were
implemented in Java on Eclipse and Cypher queries were
called in Java.
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General Features of Population, Bank and WorldCup Databases
WorldCup DB Bank DB Population
DB
Size 20 MiB 510.23 MiB 10.32 GiB
# of graphs 1 1 1
# of nodes 45348 105085 70422787
# of relationships 86577 107898 77163109
# of distinct node labels 12 15 14
# of distinct relationship types 17 18 18
Avg. # of labels per node 1 1 1
4.2 Experimental Analysis
We group the experimental results according to the query
type constructed by node matching orders used in BB-
Graph. There exist 3 types of queries that we use in our
experiments: First, if a query includes cyclic paths on it, we
call that as a complex query. Second, if a query itself is a
single path and BB-Graph starts matching from one of its
end nodes, we simply call that as a path query. Third, if a
query does not contain any cycles and BB-Graph matches its
nodes in a tree manner, we call that as a tree query. Figures 5,
6 and 7 show a sample complex query, a sample path query
and a sample tree query, respectively.
Complex Queries:
Table 2 shows the experimental results obtained for dis-
tinct complex-type query graphs executed over Worldcup,
Bank and Population Databases.
As it can be clearly seen from Table 2, BB-Graph per-
forms so much better than both Cypher and GraphQL for a
large majority of complex-type queries. Generally, BB-Graph
has higher performance than Cypher for the queries that we
have tested, except the queries Q-11 and Q-14, for which it
performs as nearly good as Cypher.
For the complex queries executed in WorldCup Database
which are Q-1, Q-2 and Q-3 consisting of 4 nodes and 4
relationships with 1 cycle, 7 nodes and 8 relationships with
2 cycles and 10 nodes and 12 relationships with 3 cycles,
respectively, BB-Graph has the best performance among all
the algorithms. Although GraphQL has the worst perfor-
mance for Q-1 and Q-2, it achieves a very close performance
to BB-Graph for Q-3. We think that it is probably caused by
the fact that the existence of a very unique node label in Q-3
made the number of candidate nodes very small. Therefore,
the entire search does not take a long time.
In Bank Database, despite the fact that GraphQL suc-
ceeds in returning the results for Q-4 consisting of 4 nodes
and 4 relationships with 1 cycle, Q-5 consisting of 5 nodes
and 5 relationships with 1 cycle and Q-6 consisting of 6
nodes and 6 relationships with 1 cycle, its performance
clearly falls behind the performances of Cypher and BB-
Graph. On the other hand, for the other two queries in Bank
Database, which are Q-7 consisting of 9 nodes and 9 rela-
tionships with 1 cycle and Q-8 consisting of 12 nodes and
12 relationships with 1 cycle, GraphQL could not terminate
in 30 minutes. Lastly, for all of the five queries run in Bank
Database, as it can be seen from Table 2, BB-Graph performs
better than Cypher.
From those queries executed in Population Database,
for Q-9, Q-10, Q-12, Q-13, Q-15 and Q-16 consisting of 6
nodes and 12 relationships with 7 cycles, 5 nodes and 7
relationships with 4 cycles, 6 nodes and 6 relationships
with 1 cycle, 7 nodes and 11 relationships with 5 cycles,
13 nodes and 25 relationships with 13 cycles and 10 nodes
and 14 relationships with 3 cycles, respectively, BB-Graph
performs much better than Cypher. For Q-15, which is
the most complex and the largest query among all in the
experiments, Cypher could not finish its execution in a
reasonable time. Interestingly, although Q-13 and Q-14 have
the same number of nodes, relationships and even the
node labels, the performance of BB-Graph changes. The
reason for that as follows: While both of those queries have
the same number of items, they have different structuring
such as the neighbourhoods, node degrees and the number
of cycles, which also specialize a graph. For that reason,
performance of BB-Graph changes with the number of false
candidates that depends on how much a query graph is
specialized with its characteristics. Lastly, in Population
Database, GraphQL could not terminate in 30 minutes for
any of complex queries executed.
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Fig. 5. An example for a complex query: ”Find the families consisting of
a man, a wife, at least two children, one from an ex-wife, who live at the
same address in Population Database”
Path Queries:
Table 3 shows the experimental results obtained for
distinct path-type query graphs executed over Worldcup
and Population Databases.
From Table 3, it can be seen that BB-Graph has the best
performance for 2 path-type queries out of 3. The first path
query, Q-17, consists of 5 nodes and 4 relationships exe-
cuted over WorldCup Database. For this query, BB-Graph
shows 4 times better performance than Cypher. For Q-17,
GraphQL shows rather low performance when compared to
BB-Graph’s and Cypher’s performances. On the other hand,
this is the only path query that GraphQL could complete its
execution in 30 minutes. Since Population Database is much
more complex, dense and bigger than WorldCup Database,
GraphQL exceeds our reasonable time limit, which is 30
minutes, for the other two path queries. The second path
query, Q-18, consists of 8 nodes and 7 relationships executed
over Population Database. This query is a recursive query,
with the depth of 4. For Q-18, again BB-Graph performs
much better than Cypher. On the other hand, for Q-19,
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TABLE 2
Query Response Times for Complex Queries
Query Database
Number
of
Nodes
Number
of
Relationships
Number
of
Cycles
Peformance
of
GraphQL (sec.)
Performance
of
Cypher (sec.)
Performance
of
BB-Graph (sec.)
Q-1 WorldCup 4 4 1 1112.5 10.1 1.9
Q-2 WorldCup 7 8 2 17.9 7.8 3.9
Q-3 WorldCup 10 12 3 8.1 26.7 7.9
Q-4 Bank 4 4 1 238.9 1.5 1.4
Q-5 Bank 5 5 1 339.0 2.1 2.0
Q-6 Bank 6 6 1 630.8 3.6 2.7
Q-7 Bank 9 9 1 > 1800.0 8.9 6.0
Q-8 Bank 12 12 1 > 1800.0 226.8 16.0
Q-9 Population 6 12 7 > 1800.0 189.9 138.1
Q-10 Population 5 7 4 > 1800.0 24.2 22.3
Q-11 Population 5 5 1 > 1800.0 14.8 17.3
Q-12 Population 6 6 1 > 1800.0 92.4 54.5
Q-13 Population 7 11 5 > 1800.0 14.4 8.5
Q-14 Population 7 11 4 > 1800.0 13.7 14.0
Q-15 Population 13 25 13 > 1800.0 > 1800.0 502.7
Q-16 Population 10 14 3 > 1800.0 226.7 73.4
TABLE 3
Query Response Times for Path Queries
Query Database Number of
Nodes
Number of
Relationships
Peformance of
GraphQL (sec.)
Performance of
Cypher (sec.)
Performance of
BB-Graph (sec.)
Q-17 WorldCup 5 4 28.5 1.6 0.4
Q-18 Population 8 7 > 1800.0 26.2 2.2
Q-19 Population 4 3 > 1800.0 12.5 18.9
which is the third path query consisting of 4 nodes and
3 relationships, Cypher peforms almost the same as BB-
Graph.
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Fig. 6. An example for a path query: ”Find the players who join the squad
of different countries in WorldCup Database”
Tree Queries:
Table 4 shows the experimental results obtained for
distinct tree-type query graphs executed over Worldcup and
Population Databases.
We have executed 2 tree-type queries; one in WorldCup
Database and the other in Population Database. The first
tree query, Q-20, consists of 10 nodes and 9 relationships
on which there exist 3 identical paths including 3 nodes
such that all the 3 paths are connected to a common node
and construct a tree with 3 branches. Similarly, the second
query, Q-21, consists of 4 nodes and 3 relationships on which
there exist 2 identical paths including 2 nodes such that the
paths are connected to each other with an edge. It can be
seen from Table 4 that Cypher has a better performance
than BB-Graph for this type of queries. We think that the
reason for the Cypher’s good performance is that Cypher
applies an efficiency rule for the queries which include
identical patterns by conducting a search only for one of
those patterns instead of searching for each. Since we do
not analyze the query graphs in terms of their analytical
features which have such short cuts, performance of BB-
Graph falls somewhat behind the performance of Cypher in
those cases. As a future work, BB-Graph can be enhanced in
order to increase the performance for such cases as well.
Matching Order Analysis For BB-Graph
Table 5 shows the effect of different node matching
orders for some of the queries executed by BB-Graph in
Population Database.
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TABLE 4
Query Response Times for Tree Queries
Query Database Number of
Nodes
Number of
Relationships
Peformance of
GraphQL (sec.)
Performance of
Cypher (sec.)
Performance of
BB-Graph (sec.)
Q-20 WorldCup 10 9 > 1800.0 26.9 35.7
Q-21 Population 4 3 > 1800.0 12.5 24.1
TABLE 5
Query Response Times for Different Matching Orders in BB-Graph
Query Database Number of
Nodes
Number of
Relationships
Performance of
BB-Graph (sec.)
Matching Order-1
Performance of
BB-Graph (sec.)
Matching Order-2
Q-18 Population 8 7 41.4 2.2
Q-19, Q-21 Population 4 3 24.1 18.9
Q-11 Population 5 5 33.3 17.3
Q-12 Population 6 6 101.4 54.5
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Fig. 7. An example for a tree query: ”Find the players who participate in
at least 3 different World Cup Tournaments in WorldCup Database”
As it is seen from Table 5, when we change the node
matching order followed by BB-Graph Algorithm (by just
changing the starting node and then the rest is deter-
mined by the algorithm itself), the performance consider-
ably changes. For Q-18, which is the path query explained
above, the reason of the change in performance is the N -1,
1-1 orN -M property of relationship types between the node
labels. Clearly, for a N -1 type of relationship, it is better to
match the node in ’N ’ side first, and then the node in ’1’ side
next, instead of matching those in the reverse order because
the number of candidate nodes automatically decreases to
1 in the first case whereas there may occur N candidates
in the second case. Thus, for Q-18, when we change the
path following direction from 1-N to N -1, the performance
increases almost 20 times. For Q-21, which is a tree query,
the performance increases when we match its nodes as a
path query that corresponds to Q-19. Additionally, for Q-
11 and Q-12, the increase in performance occurs when BB-
Graph starts matching from the node that is rarer due to
its semantics appearing with its neighbourhood. As a result,
since the node matching order may result in a change in the
number of false candidates for query nodes, it highly affects
the performance of BB-Graph.
5 CONCLUSION
In this paper, a new algorithm, BB-Graph, for Subgraph
Isomorphism Problem is introduced. BB-Graph uses branch-
and-bound technique to match each node and relationship
of query graph with its candidates and uses backtrack-
ing approach for the other possible candidates. Different
from the current algorithms, BB-Graph does not find can-
didates of each query graph node all across the graph
database. After matching the first query node, BB-Graph
searches candidates for the other query graph nodes and
relationships in local region of the first-matched database
node. Our experiments are conducted with different types
of queries on two different real-world databases, namely
Population Database and WorldCup Database, and one
simulated database, namely Bank Database. According to
our experimental results, GraphQL is not scalable enough
for querying in very big databases like Population Database.
Although GraphQL shows similar performance with BB-
Graph for one of the queries in WorldCup Database, gener-
ally GraphQL performs worse than Cypher and BB-Graph
due to its strategy of getting the candidates from the whole
database and trying to match even some irrelevant ones. On
comparing BB-Graph with Cypher, our experimental results
show that BB-Graph performs better than Cypher for most
of the query types, for both large and small databases.
According to our experimental results, the performance
of BB-Graph algorithm does not depend on just one factor
like the number of nodes or relationships. Actually, many
other features, such as frequency of query node labels and
query relationship types in the database graph, number of
cycles in query graph, structure of query graph (whether it
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is a path or something more complex) and also the semantic
design of relationships like 1 − N or N − N , affect the
computation time. As a future study, it might be possible
to improve the performance of BB-Graph by taking all the
query and graph database features mentioned above into
consideration.
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