Measurement of the 235 U(n,f) cross section relative to the 6 Li(n,t) and 10 B(n,a) standards from thermal to 170 keV neutron energy range at n_TOF 
Introduction
The 235 U(n,f) cross section is one of the most important and widely used cross sections. Although it is a standard at the 0.025 eV thermal neutron energy point and between 0.15 and 200 MeV, it is used as reference at all energies for a variety of purposes, such as for the measurement of the neutron fluence for various applications, or for the measurement of the fission cross section of other actinides. Together with other reactions, the neutroninduced fission of 235 U is routinely used at the n_TOF facility at CERN for the neutron beam characterization. A recent high-accuracy determination of the n_TOF neutron flux in the first experimental area (EAR1) for Phase-II, covering the years 2009-2011 [1] , made use of four independent detection systems based on three different neutron converting reactions. The Silicon-based SiMon device [2] , relying on the 6 Li(n,t) 4 He converting reaction, was used to cover the neutron energy range between thermal and 100 keV. The same range was also covered by a MicroMegas detector exploiting the 10 B(n,a) 7 Li reaction [3] . For the higher energy range the 235 U(n,f) reaction was exploited, with different fission fragment detectors: the MicroMegas, a calibrated ionization chamber from PTB [4] and finally Parallel Plate Avalanche Counters up to 1 GeV neutron energy range [5] . After properly normalizing the data to the respective standard cross sections at thermal energy, the flux extracted on the basis of the 6 Li(n,t) 4 He and 10 B(n,a) 7 Li reactions mostly agreed with each other and with the results of FLUKA simulations of the neutron beam [6] . Conversely, the flux extracted on the basis of the 235 U(n,f) reaction, determined independently with the PTB and Micromegas detectors, resulted several percent lower in the energy range 10÷30 keV [1] . A possible explanation was that the evaluated fission cross section in that neutron energy region was overestimated by several percent. Although the 235 U(n,f) cross section in that range is not a standard such a large difference was unexpected, in particular since most evaluations available at that time quoted an uncertainty on this cross section below or around 1% (see for example the compilation of standard cross sections in Refs. [7] and [8] ).
The evaluated 235 U fission cross section (in ENDF/B-VII.1 [9] and more recently in ENDF/B-VIII.0 [10] and JEFF3. 3 [11] ) in this neutron energy region relies on the available EXFOR data which mostly date back to the 70's and 80's [12] ÷ [18] . Those data are shown in the region of interest in Figure 1 , in comparison with the two more recent evaluations which apparently tend to overestimate most datasets.
It is also interesting to notice the presence of structures in the cross section, most probably related to the grouping of unresolved resonances, similar to those determined in a measurement of the Au(n,g) cross section at n_TOF [19] . Moreover, in a recent paper [20] Jandel et al. measured the 235 U(n,g) capture cross section relative to 235 U(n,f), and found that their data between 10 and 30 keV are about 10% larger than the corresponding data from the evaluations in ENDF/B-VII.1 and JENDL-4.0 [21] . While they concluded that the problem was related to the capture cross section, the observed discrepancy could be at least partially attributed to an overestimate of the evaluated fission cross section used as reference.
Such a possible difference in cross section, which has a negligible influence on thermal reactors, can be important for future fast critical or subcritical reactors. Furthermore, the interest in the 235 U(n,f) reaction is more general as it is often used at that energy to determine the neutron flux, or as a reference in measurements of fission cross section of other actinides, of interest for transmutation projects as well as of key importance for the correct modeling of the fission recycling in r-process nucleosynthesis [22] . In order to clarify this issue and reduce the uncertainty in this energy region, a high-accuracy high-resolution measurement of the 235 U(n,f) cross section was performed at n_TOF in EAR1, relative to two cross section standards commonly used as reference. Although data were collected in a wide energy range from thermal neutron energy to 170 keV, we focus here on the unresolved resonance region (from ≈ 2 keV upward), while the detailed analysis of the resonance region will be the subject of a forthcoming paper. The paper is organized as follows: in Section 2 the experimental setup and the data analysis procedure are described, Section 3 reports the results and a discussion is presented in Section 4, followed by Summary and Conclusions. 
Experimental setup
The experiment was performed at n_TOF in EAR1, at the end of a flight path of ≈ 184 m length. In this area, the neutron beam has an instantaneous flux of 10 5 ÷10 6 n/bunch, an energy ranging from thermal up to ~1 GeV and an energy resolution of 10 -4 up to a few keV. More details on the n_TOF facility and EAR1 can be found in Ref. [23] . The 235 U(n,f) cross section was determined relative to the two main reference reactions, namely 6 Li(n,t) and 10 B(n,a), whose cross sections are standards of measurement. The reference reactions, their decay products and kinetic energies (for incident thermal neutrons) are listed below. At variance with the 235 U(n,f) cross section, adopted as standard at 0.025 eV and between 150 keV and 200 MeV, the cross section for the two reference reactions are considered standard between 0.025 eV and 1 MeV. The choice of the ratio method (described later in more detail), ensures a minimization of the systematic errors related to the determination of the neutron flux, as well as to geometrical details of the setup and other experimental effects.
The experimental setup consists of a stack of silicon detectors, chosen for their high energy resolution on the reaction products, in particular for the reference reactions. The setup, shown in Figure 2 , was mounted in a vacuum chamber inserted in the neutron beam. It consisted of six samples, two for each target material, and six silicon detectors each one facing one sample. Their arrangement was such that each reaction was measured with a separate sample-detector pair in the forward and in the backward direction with respect to beam (it is worth remarking that due to the thickness of samples and substrates, only reaction products exiting from one side are detected). The reason of this arrangement was to introduce a redundancy and compensate (to a large extent) the forward/backward emission asymmetry of the products of the n+ 10 B and n+ 6 Li reactions. The six silicon detectors had an active area of 50x50 mm 2 , and 200 µm thickness, with a 0.5 µm aluminum dead layer on top. The characteristics of the six samples are listed in Table 1 . As for the beam shape, the geometrical distribution of the neutrons in the transverse plane is gaussian with a standard deviation of 7 mm. The front-end electronics for the silicon detectors consisted of the MPR-16-LOG multichannel linearlogarithmic preamplifier, produced by Mesytec [24], followed by six ORTEC 474 timing filter amplifier modules [25] . The preamplifier has a linear behavior up to 10 MeV deposited energy, while above this energy its response becomes logarithmic. Its use allowed us to accommodate into a single range the low energy alphas and tritons as well as the highly energetic fission fragments and, especially, to minimize the effect of the so-called g-flash, i.e. the prompt signal produced in the detector by relativistic particles and g-rays from the spallation process. Such a signal was particularly large in this measurement, considering that the detectors were directly exposed to the beam. The data for each neutron bunch were collected by sampling the amplifiers' output signals by means of flash ADCs and recording the waveforms for 100 ms. In the following the six silicon detectors will be named as Li_f, Li_b, B_f, B_b, U_f, U_b, standing respectively for 6 Li, 10 B, 235 U, forward and backward with respect to the beam direction.
Data analysis
The procedure for converting the time of flight into neutron kinetic energy made use of the high resolution time information taken from the U_f detector. A preliminary calibration of the flight path length was performed by means of a linear fit of the time-to-energy relation for forty prominent resonances between 2 and 35 eV neutron energy. The energy calibration was subsequently refined by minimizing the c 2 between the measured cross section and the ENDF-B/VIII evaluation, using a parametrization as in ref. [26] , with a final path length L = 183.49 (0.02) m. A final check was performed by looking at the position of the aluminum dip, which resulted 5903.28 (1.05) eV to be compared with 5904.47 eV reported on all the major evaluated data libraries.
The stability of the silicon detectors was checked throughout the whole measurement, as their use in the high intensity neutron beam could have resulted in a degradation of their performances [27] , [28] . The counting rates of the six detectors as a function of the neutron energy throughout the measurement (about one month of beam time) showed fluctuations of the order of 1% over the whole energy range, proving that the detectors remained stable and suffered no significant performance worsening.
Two-dimensional scatter plots of the deposited energy versus the incident neutron energy were built with the aim of selecting the reaction products, discriminating them from electronic noise and other background sources. Example of such plots are shown in Figure 3 , Figure 4 and Figure 5 , for Li_b, B_f and U_f respectively. In Figure  3 the two regions corresponding to the detection of alphas and tritons emitted in the 6 Li(n,t) reaction are clearly distinguished. With increasing neutron energy, the number of counts decreases, as expected from the 1/v behavior of the cross section, while the deposited energy slightly decreases because of the kinematics, since the detector is positioned in the backward direction. In a similar fashion Figure 4 shows the data of the B_f detector, where two regions corresponding to the detection of a-particles and 7 Li emitted in the n+ 10 B reaction can be clearly identified (in the upper part of the plot the higher energy a-particles from the (n,a0) reaction are also visible). Being this detector in the forward direction, the kinematics produces a slight increase in the deposited energy with increasing neutron energy.
In Figure 5 the same plot is shown for the U_f detector. The two regions corresponding to the detection of uncorrelated a-particles from the natural decay of 235 U and fission fragments are clearly distinguished. The compressed range of the vertical axis is due to the logarithmic behavior of the preamplifier, which around and beyond 10 keV neutron energy starts to progressively lose gain because of the proximity to the very large g-flash signal. Two bands close to each other are present in the fission region (upper part) of the plot, reflecting the mass (and energy) distribution of the fission fragments. In order to make sure that such a distortion was not producing a loss of fission fragments, we selected the centroid of the band in 7 neutron energy regions, and then adapted a polynomial function to these points. Such a function was used to straighten the plot that was then projected on the Y axis. In the resulting plot shown in Figure 6 (top) the two-bump structure of each bell-shaped curve clearly indicates the detection of fission fragments. We renormalized all the curves in order to have the same integral above the threshold (10500). The new plot, shown in Figure 6 (bottom), proves that the low energy tail is the same independently of the neutron energy, thus implying that the fraction of fission events lost below the threshold is the same at all energies. Consequently the efficiency of the selection cut for fission fragments was evaluated as 0.968 (0.0034). Figure 5 , for seven neutron energy intervals, after straightening the plot by means of a polynomial function. The twobump structure of the bell-shaped curves proves that these are fission events. Bottom: The same plot, after renormalizing the curves to the same integral between 10500 (threshold) and 40000, shown in log-scale to prove that the fraction of fission fragments lost below the threshold is independent of the neutron energy (see the text).
The curves in the 2D plots for the reference reactions ( Figure 3 and Figure 4 ) represent the conditions used to select the tritons and the a-particles for the 6 Li(n,t) and 10 B(n,a) reactions, respectively. These curves were obtained by analyzing the 1D amplitude spectra for different neutron energies. The optimal identification threshold, determined as the minimum in the valley between the reaction products ( Figure 7) , was fitted as a function of energy with a polynomial function. The same could not be done for the Li_f detector since, due to kinematical reasons and a slightly worse resolution, at increasing neutron energy the two structures from tritons and a-particles were not clearly separated. In this case the threshold was safely chosen at -1 standard deviation from the maximum of the triton peak. For the U_f and U_b detectors, the threshold for each neutron energy was chosen just above the a-particle peak, in a position where the counts drop by two to three orders of magnitude (see also Figure 6 ). A polynomial fit similar to the previous ones provided the analytical energy-dependent threshold curve (the one for the U_f detector is shown in Figure 5 ).
The residual background surviving the amplitude cuts was measured by means of dummy samples, i.e. only made of the backing, and it was found very small as compared to the reaction count rate, therefore it was neglected in the analysis. No background could be expected from C, O and F present in the samples, as their (quite small) cross sections for the production of charged particles have thresholds of the order of several MeV. 
Neutron beam fraction and detection efficiency
The measurement aimed at determining the 235 U(n,f) cross section relative to the standard ones of 6 Li(n,t) and 10 B(n,a) reference reactions. This goal can be achieved by means of the so-called "ratio method", according to the following equation:
Here, CX is the number of counts for a given sample X, rX is the areal density for that sample, fX is the neutron beam fraction intercepting it and eX the detection efficiency for the corresponding reaction products. All these quantities, apart from rX, are a function of neutron energy. The main advantage of the ratio method is that it allows one to almost completely neglect the neutron fluence and its energy dependence, because the neutron beam incident on the 235 U and reference samples is practically the same. Small differences in the neutron beam impinging on each sample, related to the geometrical shape of the sample and to the neutron beam absorption along the setup (i.e. in the various samples and detectors) are taken into account by the correction factor fX. This was estimated by Monte Carlo simulations of the neutron interaction with all the layers of different materials encountered along its trajectory. To this purpose the full geometry of the apparatus was implemented in detail in the GEANT4 Monte Carlo code [29] . 1.25·10 7 incident neutrons per decade were randomly generated in the 10 meV to 1 MeV energy range, each decade divided into 1000 bins, with a uniform probability inside each bin. The geometrical distribution of these neutrons in the transverse plane was gaussian with a standard deviation of 7 mm, reflecting the known spatial profile of the neutron beam. The propagation of the simulated beam through the experimental apparatus allowed us to evaluate the effective fraction of neutrons impinging on each sample. The results for the different samples are shown in Figure 8 . Between 1 eV and 30 keV the neutron beam fraction is rather flat for all samples, whereas in the thermal region, and above 30 keV where the capture resonances in the silicon and in the aluminum backings set in, the absorption may reach several percent, and is particularly large for the last sample and for the main Al and Si resonances. The detection efficiency eX in Eq. (1) needs also to be determined with high accuracy for all measured reactions, taking into account the geometrical efficiency of the silicon detector as well as the detection threshold and other conditions used in the analysis. To this aim, the same Monte Carlo simulations previously described were also employed. The only difference is that instead of starting from a neutron beam impinging on the sample, which would have been time consuming due to the tiny reaction probabilities, the GEANT4 simulations were performed by generating directly the reaction products, uniformly emitted from the reference samples according to the transverse beam profile. In the simulations, the angular distribution of the particles emitted from the samples was generated according to ENDF-B/VIII data ( [10] , [30] ), for twelve neutron energies from thermal to 170 keV.
In each of the twelve simulations, the neutron energy was also considered to account for the kinematic boost of the reaction products. For each of the 6 Li and 10 B samples, and for each neutron energy, 10 5 reactions were simulated, with the reaction products from each sample transported until they hit the detectors or exited the experimental setup. The energy deposited in the silicon detectors was recorded and a suitable resolution was applied so as to reproduce the measured amplitude spectra, as can be seen for instance in Figure 7 for the Li_b detector. As for the 235 U sample, the neutron energy is negligible compared with the kinetic energy of the fission fragments and the angular distribution is isotropic. As mentioned in Section 2.1 and shown in Figure 6 , the detection efficiency for fission fragments does not depend on the neutron energy, therefore it was decided to leave eU as an unknown constant and to normalize the final cross section to a standard value (see also Section 3.2).
The detection efficiency depends on the threshold used in the analysis, i.e. the one shown by the curves in Figure 3 to Figure 5 . In order to use in the simulations a threshold consistent with the one used on the data, the amplitude spectra for the detectors Li_f, Li_b, B_f and B_b were calibrated in energy by fitting them to the simulated ones, thus allowing us to calculate the energy-dependent thresholds in energy units. Finally, a polynomial fit of the efficiency as a function of the neutron energy for the twelve simulated points provided a reliable analytical form of the detection efficiency, as shown in Figure 9 for Li_f , Li_b, and in Figure 10 for B_f, B_b. The reduced efficiency of Li_f in Figure 9 is a consequence of the high threshold previously mentioned, which rejects a fraction of the tritons in the data analysis. Above about 1 keV neutron energy the efficiency in the forward direction increases, with a corresponding decrease in the backward direction, as expected from the kinematic boost. Above 10 keV the angular distribution of tritons from the 6 Li(n,t) reaction becomes forward peaked, due to the p-wave resonance at 235 keV, and this affects the shape of the efficiency of the Li_f and Li_b detectors ( Figure 9 ). An overall check of this procedure, done by comparing the plots in Figure 9 and Figure 10 with the expected distributions from ENDF-B/VIII for two single angles (0° and 180°) showed a very similar behavior. 
Systematic uncertainties
Two main possible sources of systematic uncertanty were investigated, namely the choice of the event selection cuts and the alignment of the setup with respect to the beam. The former influences the number of counts (see Eq. 1) for the individual reactions, as well as the calculated detection efficiency, whereas the latter could bear some impact on the fraction of the neutron beam impinging on the various samples. The data analysis and Monte Carlo efficiency calculations were performed with six different cuts obtained by shifting the nominal energy-dependent threshold by ±1%, ±2%, ±3% (which lead to relevant variations in terms of counts). Nonetheless, the variation of the reaction yields corresponding to the ±3% shift of the amplitude cuts (worst case scenario) is ±0.3% for the 6 Li data and ≤1% for 10 B data. No appreciable effect was observed for the 235 U data. The experimental apparatus was initially aligned to the nominal beam position. However, the real position of the neutron beam was then checked throughout the measurement by means of a photographic emulsion (Gafchromic foil) placed in front of the vacuum chamber hosting the setup. The effective beam center position was found to be displaced by 10.0 (0.7) mm and 5.0 (0.7) mm, respectively in the horizontal and vertical direction, with respect to the detector center. This was adopted as the reference beam center for the efficiency simulations and data analysis. To estimate the uncertainty related to the detector alignment, the data analysis and Monte Carlo efficiency calculations were performed again by shifting the reference beam center up to ±2 mm (about 3 standard deviations) in X and Y. We verified that such a shift leads to a slight change of efficiency which is roughly linear with the displacement, resulting ≤1% for a shift of one standard deviation. These possible sources of systematic uncertainty, combined in quadrature, point to a reasonable (and conservative) estimate for the systematic uncertainty of about ±1.5%.
Results

The 6 Li(n,t) to 10 B(n,a) cross section ratio
A validation of the experimental technique and analysis method can be obtained from the results of the 6 Li(n,t) and 10 B(n,a) reactions. In particular, although the determination of the 235 U(n,f) cross section does not require the knowledge of the neutron flux, it is useful in this context to reconstruct it from the data relative to the two reference reactions (the term "neutron flux" refers here for simplicity to the energy distribution of the total number of neutrons in a bunch, a quantity that should be more appropriately called "instantaneous intensity"). In this work, the neutron flux was reconstructed independently with each of the four Li_f, Li_b, B_f and B_b targets and detectors, according to the following expressions: 
Here C represents the number of counts normalized to the nominal proton bunch of 7x10 12 protons, and s the standard cross sections for the two reference reactions (taken from the IAEA reference file [31]), with all the other factors defined as in Eq. (1). Except for the areal density, all quantities in the expressions are a function of neutron energy. Since the two Li samples are rather thick, the self-absorption of the neutron beam in the sample is taken into account in Eq. (2) (by means of a simplified expression), while on the contrary, for both the 10 B and 235 U samples, such a correction is very small, of the order of 10 -4 , and can therefore be neglected. Ideally, the four expressions above should give the same flux. However, while the shape (i.e. the neutron energy dependence) is similar for the four detectors, a few percent difference in the absolute value is observed. A comparison of the integral in the 1÷10 eV range leads to a ratio FLi_f/FLi_b=0.967 and FB_f/FB_b=1.109, hinting at a difference of about 3% between the areal densities of the two 6 Li samples and of about 10% between the 10 B ones. To minimize the effect of the uncertainty on the areal density, the four different results on the neutron flux were all normalized to each other in the 1÷10 eV range. A weighted average was then calculated for the two 6 Li and the two 10 B samples, so as to obtain a unique value for each of the two reference reactions (referred to hereafter as FLi and FB). The corresponding results are shown in Figure 11 , where an almost perfect agreement can be seen.
For a more quantitative comparison between the two different results, the following three statistical indicators were constructed, as a function of the neutron energy:
• The ratio between the flux extracted on the basis of the two reference reactions, which provides a numerical indication of the mutual deviation in relative units.
• The normalized deviation S between the two distributions, in standard deviation units, rebinned in groups of 50 points so to increase its statistical significance. This quantity provides a numerical indication of statistically relevant systematic deviations between two distributions.
• The reduced c 2 between the two distributions, calculated in groups of 50 points, which provides information on their mutual agreement (typically between data and a reference model). c 2 is quite useful as an indication of the shape (dis)agreement between the two distributions mentioned above, where we took as model the 6 Li data because of the better statistics. The following expressions were used for the two statistical indicators mentioned above: to identify possible statistically significant deviations between two distributions, and are reported in the three panels of Figure 11 . In particular, the ratio FB/FLi is shown as a function of energy, along with the normalized deviation S in standard deviation units and the reduced c deviations, proving that the two independent reconstructions of the incident neutron flux are consistent with each other. It is worth noticing that in the neutron energy region below 100 meV the quantity S points to a statistically significant difference between the B and Li results. However, this difference is below 1%, likely due to the uncertainty in the neutron beam fraction, and still below the systematic uncertainty.
While the results discussed above show the correctness of the data for the reference reactions, a more direct evidence of the reliability of the 10 B and 6 Li data can be obtained by constructing the ratio of the respective count rates (corrected by the neutron beam fraction and efficiency previously described). Figure 12 shows such a ratio, compared with the ratio between the 10 B(n,a) and 6 Li(n,t) standard cross sections (from the evaluated data files [31]). In this case as well, the relatively large uncertainty related to the sample thickness has been eliminated by normalizing the measured ratio to the evaluated one, in the 1÷10 eV neutron energy range. 
The 235 U(n,f) cross section
As in the case of the reference reactions, to determine the 235 U(n,f) cross section the weighted average of the count rate in the backward and forward detector CU_b and CU_f, respectively, was computed. In this case, the two distributions are virtually identical (i.e. no statistically significant difference between the two data sets is observed, as expected in consideration of the isotropic emission of the fission fragments). Two different 235 U(n,f) cross sections were computed according to Eq. (1), relative to the 6 Li(n,t) and to the 10 B(n,a) reactions using the corresponding weighted average of the forward and backward distributions. The individual cross sections shown throughout this work have been calculated at 1000 bin/decade. For the sake of simplicity all results shown in the following refer to a single 235 U(n,f) cross section obtained from a single reference flux, computed as weighted average between FB and FLi.
In order to rule out the unknown detection efficiency eU the three versions of the cross section were normalized to a standard value of the 235 U(n,f) cross section from libraries, thus also removing the uncertainty due to the sample thickness. The normalization constants can be chosen in order to match the cross section value at the thermal point, which is a standard. However, as this would be a single point, such a normalization constant would be affected by a large statistical uncertainty reflecting into a large systematic uncertainty in the whole cross section. Conversely, a normalization to a suitable integral, having a much smaller statistical uncertainty, produces a much smaller systematic uncertainty. Therefore the normalization to the integrated cross section in the energy interval 7.8÷11.0 eV was preferred, as recommended by IAEA [8] . It should be noticed, however, that the two normalization methods are consistent with each other, within the statistical uncertainty. This can be clearly seen in Figure 13 , where the ratio between the thermal cross section and the integrated one in the 7.8÷11.0 eV range is reported for several evaluations and for the data of this work. The present results agree with the recommended IAEA, ENDF/B-VIII and JEFF3.3 values, and are in all cases within 1%.
The following remarks summarize the calculations described above and the corresponding results:
• The independent normalization of the count rate of the reference reactions in the 1-10 eV region, eliminates completely the systematic uncertainty related to the areal density of the used reference samples, or their possible inhomogeneity. Furthermore, normalizing in this energy range, rather than at thermal energy, further minimizes the overall uncertainty, considering the larger uncertainty in the thermal neutron energy region previously seen (Figure 11 ).
• An additional systematic uncertainty is related to the angular distributions of the products in the 6 Li(n,t) and 10 B(n,a) reactions as a function of neutron energy. Indeed, even though reasonable evaluations are available [10] , the true angular distributions are not exactly known. This has an impact on the efficiency calculations. Due to possible differences between ENDF-B/VIII and the real angular distributions, slight residual differences between results from the forward and backward detectors could still be present. These possible differences were however further smeared out by using the weighted average between forward and backward data, thus obtaining two distinct reference data sets (Lithium and Boron).
• These two data sets, after checking their mutual statistical consistency (Figure 11 
• A further normalization of the ratio between the 235 U(n,f) data and the combined ones for the reference reactions was performed relative to the integral in the 7.8÷11.0 eV range, thus eliminating the uncertainty on the areal density (and inhomogeneities) of the 235 U sample and on the detection efficiency eU. Based on the above considerations, it can be estimated that the 235 U(n,f) cross section (or cross section ratio relative to the individual reference reactions) are affected by an overall systematic uncertainty of about 1.5 % in the whole energy region. The 235 U(n,f) cross section s235U, in the full energy range explored (0.02 eV ÷ 170 keV), is shown in the top panel of Figure 14 . The lower part of the panel shows the reduced c 2 with respect to the ENDF-B/VIII and JEFF3.3 evaluations, the middle panel contains the normalized deviation Σ between the current results and the libraries, as shown and discussed in better detail in the following section, whereas the lower panel shows the ratios of the current data to the two libraries. The same plots for the ENDF-B/VII and JENDL libraries are shown in Figure 15 . 
Discussion
Even though the initial purpose of the present experiment and data analysis was to investigate in better detail the cross section in the neutron energy range around 10÷30 keV, the combination of the convenient features of the n_TOF neutron beam with the high performance of the newly developed experimental apparatus and technique has led to high accuracy, high-resolution data in a much wider range, from thermal neutron energy to 170 keV. A few considerations can be made on the basis of the present results.
First of all, the middle and bottom panels of Figure 15 indicate that the evaluations ENDF-B/VII and JENDL fail to reproduce the current data in several regions: both at low energy (<1 eV) and in the resolved resonance region up to 200 eV the quantity S indicates a statistically significant deviation which is also visible in the bottom panel as a shift of several percent. This is not the case with the more recent evaluations (ENDF-B/VIII and JEFF3.3) of Figure 14 , where |S|≤ 3 almost everywhere, especially for JEFF3.3. In particular, up to 1 eV neutron energy the present data agree with the recent evaluations within 1%, whereas differences of several percent (up to 10% in some regions) are observed in the resolved resonance region, up to 100 eV. Such differences are most likely related to local mismatches in the amplitude or shape of some resonances, which lead to a corresponding sharp fluctuation of S (mismatched amplitude) or to a peak in c 2 (mismatched shape), thus probably indicating a lower accuracy of the evaluation in that region. From 100 eV to 10 keV a reasonable agreement, of the order of 2%, is again observed.
The large c 2 between data and evaluations observed in Figure 14 in the 2÷4 keV region is simply related to the presence, in the n_TOF data, of resonance-like structures not reported in the evaluations (we remark here that the boundary between resolved and unresolved resonance regions in the evaluations is somewhat arbitrary). For the same reason a very large peak in c 2 is visible even at lower energy in Figure 15 for the JENDL evaluation, starting at 500 eV that is where the resolved resonance region stops in such library. Finally, in the region from 30 to 100 keV differences of several percent are observed between the present data and all evaluations, although with a relatively low statistical significance because of the larger statistical error. In the following we will focus on the region above 2.2 keV and in particular up to 30 keV, leaving to a forthcoming paper a more detailed analysis of the resolved resonance region.
A zoom of Figure 14 in the neutron energy range from 1 to 10 keV is shown in Figure 16 . As previously mentioned, above 2.25 keV the evaluations do not report any structures but rather an average behavior. This is likely due to the lack of experimental data [32] or perhaps to the fact that in the evaluation process these structures might have been attributed to statistical fluctuations in the data sets adopted as reference. On the contrary, the present results unambiguously show that several structures do exist, as proved by the behavior of the statistical indicators, with the c 2 rising up to 8 between 2.25 and 4 keV to indicate a definite shape mismatch (the c 2 behavior is the same even if calculating it with a different binning). However, the S behaviour, with no relevant deviation, signals that on average the data trend correctly follows the latest evaluations. These indicators clearly show that the observed structures are significant and not due to statistical fluctuations.
In order to prove this, similarly to the procedure exploited in ref. [19] , the level sequence of compound states distribution in 235 U+n was simulated just above the neutron separation energy S(n) = 6.544 MeV, assuming a GOE surmise [33] and adopting an average level spacing D0 = 0.54 eV. From the generated sets of neutron resonances the neutron induced fission cross section for 235 U was simulated. It can be shown that the various components of the energy resolution at EAR1 can be converted into an effective temperature, assuming that the shape of the resolution is gaussian, and that the effective temperature corresponding to ≈3 keV neutrons is about 983°K. The plot of Figure 17 (top) clearly shows the resonance grouping resulting from this simulation, which is qualitatively compatible with the observed structures in the measured data (Figure 17 bottom) . Above 4 keV the c 2 decreases, because of the increasing level density and worsening of the resolution, and therefore no significant statement can be made about possible structures in the cross section. Between 8 and 100 keV the present data show systematic deviations from the evaluations, as can be clearly observed in Figure 18 . The trend is not unique: below 30 keV the present data are lower than the evaluations by up to 8%, while between 30 and 100 keV the measured n_TOF cross section is slightly higher. The observed discrepancy in the 10-30 keV region seems to confirm the previous indication of a shortcoming of major evaluated data libraries in that energy region [1] . A check of the measured cross section was performed by averaging it in several energy intervals, and comparing the resulting values to the corresponding average values obtained by linear interpolation and integration between the recommended boundaries as indicated in [8] (GMAP output of point-wise cross sections), as well as to the ENDF/B-VIII and JEFF 3.3 evaluations, averaged in the same way in the same energy intervals. We remark that the boundary between the GMA nodes at 9.5 and 15 keV was modified with respect to ref. [8] from 12.25 to 10 keV, according to ref. [34] . The resulting values for the n_TOF data and the corresponding IAEA ones are listed in Table 2 . The ratios and the corresponding normalized deviation S are reported in Figure 19 , along with the values for ENDF-B/VIII and JEFF3.3. A significant difference can be observed in at least three intervals with respect to the libraries, possibly indicating the need of further investigations by the evaluators. For a more quantitative assessment of the observed discrepancy, Figure 20 reports the ratio between the n_TOF cross section, integrated in a few relevant neutron energy regions, and the corresponding evaluated data. For completeness we included the evaluations from ENDF-B/VII, ENDF-B/VIII, JEFF3.3, JENDL4.0 and IAEA interpolation. The measured cross section, integrated between 9 and 30 keV, shows a deviation of 1.5÷2.5% relative to the evaluated data, pointing to a slight overestimate in the latter, as previously mentioned. An interesting conclusion can be drawn by splitting this energy range into two separate intervals, 9÷18 keV and 18÷30 keV and comparing the integrals with the corresponding integrals from the libraries. For the first integral a deviation up to 4.5% is observed (S <-3 for ENDF-B/VIII, JEFF3.3 and IAEA), and this is a significant indication that in that neutron energy range the cross section evaluation is overestimated and likely calls for a revision of these libraries.
The second integral (9÷18 keV) is in agreement with the evaluations within the statistical uncertainty. Between 30 and 100 keV the measured cross section is slightly larger than all the evaluations, whereas between 100 and 150 keV it agrees again within one standard deviation.
As a final remark, Figure 20 also shows that the cross section integrated in the highest measured neutron energy range (between 150 and 170 keV, i.e. in a region where the 235 U(n,f) cross section is a standard), is in very good agreement with all the evaluations, further corroborating the robustness of the present results and conclusions. 
Conclusion
A high accuracy, high resolution measurement of the 235 U(n,f) cross section, relative to the 6 Li(n,t) and the 10 B(n,a) reference reactions was performed at n_TOF in the Experimental Area 1, by means of stacks of samples and silicon detectors placed directly in the neutron beam. Data have been collected for all these three reactions in both forward and backward direction, to minimize the uncertainty related to angular anisotropy in the charged particle emission from the reference reactions. The measured count rate distributions as a function of neutron energy have been normalized to each other slightly above thermal neutron energy, in an interval recommended by IAEA. The new experimental setup and the employed analysis technique have resulted in an unprecedented low uncertainty of 1-2% on the data for all measured reactions.
The measured 6 Li(n,t)/ 10 B(n,a) ratio of count rates, after applying all the relevant corrections, was found in remarkably good agreement with the ratio of the standard cross sections up to 170 keV, providing high confidence in the reliability of the experimental technique and results. A 235 U(n,f) cross section was extracted relative to the weighted average of the two reference reactions from thermal energy to 170 keV. Up to 10 eV the measured cross section is in good agreement with the evaluated cross sections, while statistically significant differences are observed in the resolved resonance region (whose detailed analysis will be the subject of a dedicated follow-up paper). A clear indication of several statistically significant structures in the cross section above 2.25 keV was found, where the existing libraries only report average resonance parameters. Finally, a possible overestimate of the cross section by the major evaluated data libraries in the neutron energy range between 9 and 18 keV was found with a high confidence level, thus confirming what several previous measurements seemed to indicate in the 10÷30 keV range and calling for a possible revision of the libraries. Current developments of the experimental setup, that will make it less sensitive to the intense g-flash in the neutron beam, might allow in the near future to extend the range of the measurable cross-sections to several MeV.
