Abstract. The Hawkes process is a simple point process, whose intensity function depends on the entire past history and is self-exciting and has the clustering property. The Hawkes process is in general non-Markovian. The linear Hawkes process has immigration-birth representation. Based on that, Fierro et al. recently introduced a generalized linear Hawkes model with different exciting functions. In this paper, we study the convergence to equilibrium, large deviation principle, and moderate deviation principle for this generalized model. This model also has connections to the multivariate linear Hawkes process. Some applications to finance are also discussed.
Hawkes Process with Different Exciting Functions.
In this paper, we are interested to study an extension of the linear Hawkes process proposed by Fierro et al. [14] . It is based on the immigration-birth representation structure of the linear Hawkes process. The classical Hawkes process can be constructed from a homogeneous Poisson process (immigration) and using the same exciting function for different generations of offspring (birth). In some fields, e.g. seismology, where main shocks produce aftershocks with possibly different intensities, that naturally leads to the study of a Hawkes process with different exciting functions as proposed in Fierro et al. [14] . Let (N n ) n∈N be a sequence of non-explosive simple point processes without common jumps so that
• N 0 is an inhomogeneous Poisson process with intensity γ 0 (t) at time t.
• For every n ∈ N, N n is a simple point process with intensity λ n t = t 0 γ n (t − s)N n−1 (ds), where the integral t 0 γ n (t−s)N n−1 (ds) denotes for (0,t) γ n (t− s)N n−1 (ds) = τ ∈N n−1 ,0<τ <t γ n (t − τ ). Note that by definition, the intensity is F t -predictable.
• For every n ∈ N∪{0}, conditional on N 0 , . . . , N n , N n+1 is a inhomogeneous Poisson process with intensity λ n+1 .
The existence of such a process was proved as Proposition 2.1. in Fierro et al. [14] . Using the notation of immigration-birth representation, N 0 is called the immigrant process and N n the nth generation offspring process Let N := ∞ n=0 N n . N is said to be the Hawkes process with excitation functions (γ n ) n∈N∪{0} . If γ 0 (t) ≡ ν > 0 and γ n (t) = h(t) for any n ∈ N, then the model reduces to the classical linear Hawkes process N with intensity at time t given by Under Assumption 1, Fierro et al. [14] showed that for any t ≥ 0,
(γ 0 * · · · * γ n )(s)ds < ∞.
Fierro et al. [14] proved the following law of large numbers result under Assumption 1, It is easy to check that in the case of classical linear Hawkes process (1.3),
which is consistent with the results in Hawkes [17] .
Assumption 2.
(1. Further assume Assumption 2, Fierro et al. [14] also obtained the central limit theorem, which is the main result of their paper, (1.10) N t − mt It is easy to check that in the case of classical linear Hawkes process (1.3),
(1.12)
which is consistent with the results in Bacry et al. [1] .
The paper is organized as the following. In Section 2, we show that there exists a stationary version of the Hawkes process with different exciting functions and we will show the convergence to the equilibrium. In Section 3, we will point out the connections of the Hawkes process with different exciting functions to the classical multivariate linear Hawkes process, which has been well studied in the literature. In Section 4, we both the large deviations and the moderate deviations for the model. Finally, we discuss some applications to finance in Section 5.
Convergence to Equilibrium
Assume that γ 0 ≡ γ 0 is a positive constant and Assumption 1 (ii) holds, then, there exists a stationary of the Hawkes process N † with exciting functions (γ n ) n∈N ∪ {γ 0 } constructed as follows.
Let N †,0 be a homogeneous Poisson process with intesntiy γ 0 on R and for each n ∈ N, N †,n is an inhomogeneous Poisson process with intensity
and N † = ∞ n=0 N †,n . The space of integer-valued measures is endowed with the vague topology, i.e. N n converges to N if and only if for any continuous function φ with compact support, φ(x)N n (dx) → φ(x)N (dx). Given a simple point process N on R, one can define θ t N as the process shifted by time t, i.e. θ t N (A) = N (A + t), where A + t := {s + t : s ∈ A} for any Borel set A associated with the vague topology.
We say a sequence of simple point processes N n converges to a simple point process N in distribution if for any Borel set A associated with the vague topology, lim n→∞ P(N n ∈ A) = P(N ∈ A) and the convergences is in variation if
This is the notation given in Brémaud and Massoulié [5] . In Daley and Vere-Jones [9] 's terminology, convergence in distribution (variation) is referred to as the weak (strong) convergence and the stationarity associated with the stationary limit is referred to as the weak (strong) stationarity.
For a given simple point process N on R, let N + be its restriction to R + .
Theorem 1.
Let N = ∞ n=0 N 0 be the Hawkes process with exciting functions (γ n ) n∈N ∪ {γ 0 } with empty history, i.e. N (−∞, 0] = 0 and satisfies Assumption 1 (ii). Then, the following is true.
Proof. (i) For both N † and N , let θ s N † and θ s N be the shifted version obtained by setting time s as the origin and shift the process backwards in times by s to bring the origin back to 0. We can decompose θ s N † into two components, one component has the same dynamics as θ s N , being built from the points generated by the homogeneous Poisson process γ 0 and its offspring (N n ) n≥1 after time −s, the other component N † −s that consists of the offspring of the points generated by homogeneous Poisson process γ 0 before time −s. Hence, we have
Let us define
It is easy to compute that
and
Similarly, we have (2.8)
Thus, for any t,
by Assumption 1 (ii), which is summable in n. Therefore, for any T > 0,
as s → ∞. Hence, we proved the weak asymptotic stationarity of N .
(ii) Since
Together with Assumption 1 (ii) and the proofs in part (i), we get (2.15)
and therefore
as s → ∞. Hence, we proved the strong asymptotic stationarity of N .
Remark 2. In Theorem 1, we assumed that γ 0 (t) ≡ γ 0 being a constant. It will be interesting to extend the convergence to equilibrium results in Theorem 1 under a weaker assumption.
Connections to Multivariate Hawkes Processes
In this section, we will show that the Hawkes process with different exciting functions is related to the multivariate Hawkes process, see e.g. Hawkes [17] , Liniger [21] , Bacry et al. [1] . A multivariate Hawkes process is multidimensional point process (N 1 (t) , . . . , N d (t)) such that for any 1 ≤ i ≤ d, N i (t) is a simple point process with intensity
where ν i are non-negative constants and φ ij (t) are non-negative real-valued functions, and φ ij L 1 < ∞. If the spectral radius of the matrix ( φ ij L 1 ) 1≤i,j≤d is less than 1, then, we have the law of large numbers, see e.g. Bacry et al. [1] (
. Let us consider a special case of the Hawkes process with exciting functions (γ n ) n∈N∪{0} by letting γ 0 (t) ≡ γ 0 , γ n (t) = h(t) if n ∈ N is odd and γ n (t) = g(t) if n ∈ N is even. We can consider two mutually exciting processes N even and N odd defined as
N even and N odd are mutually exciting since N n is generated based on N n−1 and a jump in N 2n will lead to more jumps for N 2n+1 and a jump in N 2n+1 will on the other hand contribute to more jumps for N 2n+2 . By the law of large numbers result due to Fierro et al. [14] ,
Now, let us point out the connections to the multivariate Hawkes process. The intensity of N even is given by
Similarly, the intensity of N odd is given by
) is a bivariate Hawkes process with
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Thus, by (3.2),
as t → ∞, which is consistent with (3.5).
Indeed, we can work in a more generating setting. Let (
Then, the d-dimensional process (N 1 , . . . , N d ) has the mutually exciting property and it is more general than the classical multivariate Hawkes process. Since we proved convergence to equilibrium in Theorem 1, by ergodic theorem,
a.s. as t → ∞, where m n is defined in (1.6).
Moderate and Large Deviations
In this section, we are interested to study the moderate and large deviations for P( Nt t ∈ ·). The large deviations for classical Hawkes processes have been well studied in the literature for both linear and nonlinear cases, see e.g. Bordenave and Torrisi [4] , Zhu [32] and Zhu [33] . The moderate deviations for classical Hawkes processes have been studied for the linear case, see e.g. Zhu [28] .
In the linear case, let us assume that (4.1)
where h L 1 < 1 and ∞ 0 th(t)dt < ∞. Bordenave and Torrisi [4] proved a large deviation principle for ( Nt t ∈ ·) with the rate function
Moreover, Karabash and Zhu [20] obtained a large deviation principle for the linear Hawkes process with random marks. For nonlinear Hawkes processes, i.e. when λ(·) is nonlinear, Zhu [32] first considered the case that h(·) is exponential, i.e. when the Hawkes process is Markovian and obtained a large deviation principle for (N t /t ∈ ·) Then, Zhu [32] also proved the large deviation principle for the case when h(·) is a sum of exponentials and used that as an approximation to recover the result for the linear case proved in Bordenave and Torrisi [4] and also for a special class of general nonlinear Hawkes processes. For the most general h(·) and λ(·), Zhu [33] proved a process-level, i.e. level-3 large deviation principle for the Hawkes process and used contraction principle to obtain a large deviation principle for (N t /t ∈ ·).
The large deviations result for (N t /t ∈ ·) is helpful to study the ruin probabilities of a risk process when the claims arrivals follow a Hawkes process. Stabile and Torrisi [25] considered risk processes with non-stationary Hawkes claims arrivals and studied the asymptotic behavior of infinite and finite horizon ruin probabilities under light-tailed conditions on the claims. The corresponding result for heavytailed claims was obtained by Zhu [30] .
Before we proceed, let us recall that a sequence of probability measures (P n ) n∈N on a topological space X satisfies a large deviation principle with speed n and rate function I : X → R if I is non-negative, lower semicontinuous and for any measurable set A,
Here, A o is the interior of A and A is its closure. We refer to Dembo and Zeitouni [10] or Varadhan [26] for general background of large deviations and the applications.
exists and
where
Remark 4. It is easy to compute that
By iterating and setting θ = 0, we can show that
This verifies the limit in the law of large numbers (1.5).
Remark 5. In the case of classical linear Hawkes process, say λ t = ν + t 0 h(t − s)N (ds), it is easy to see that γ 0 = ν and γ n = h for any n ∈ N.
. Then, it is easy to check that I(x) = sup θ∈R {θx − Γ(θ)} gives (4.2). More generally, for example, if we assume that γ n = h for odd n ∈ N and γ n = g for even n ∈ N, then, Γ(θ) = γ 0 (f (θ) − 1), where f (θ) satisfies
Proof of Theorem 3. For any M ∈ N, θ ∈ R, and continuous deterministic function
Therefore, we have for any M ∈ N and θ ∈ R,
It is easy to see that for any given M ∈ N,
N n t is increasing in M and for θ < 0, it is decreasing in M , by monotone convergence theorem,
Since for θ ≥ 0, F M (t) is increasing in both M and t and for θ < 0, F M (t) is decreasing in both M and t, we have
and for any
Hence, we conclude that (4.14) lim
exists on the extended real line.
Theorem 6. P(N t /t ∈ ·) satisfies a large deviation principle with rate function
Proof. Because we already had Theorem 3, we can apply Gärtner-Ellis theorem to obtain the large deviation principle if we can check the essential smoothness condition.
Let us defined the set (4.16)
Recall that we assumed ρ := sup n∈N ∞ 0 γ n (t)dt < 1. For a classical linear Hawkes process with immigration rate ν and exciting function h(t) and h L 1 < 1. The limit lim t→∞ 1 t log E[e θNt ] exists and is finite for any θ ≤ h L 1 − 1 − log h L 1 . By coupling with classical Hawkes process, there exists some constant θ c ≥ ρ > 0 so that for any θ ≤ θ c , Γ(θ) < ∞. More precisely, let us define θ c := sup{θ : Γ(θ) < ∞}. Hence, we showed that the interior of D Γ contains a nonempty neighborhood of the origin. Next, we need to show that for any
Let B δ (θ) be the closure of an open ball of radius δ > 0 centered at θ so that the closure of the ball is inside (−∞, θ c ). We know that f M (θ) converges to f ∞ (θ)
For a sequence of increasing function, we have the uniform convergence. Therefore, f ∞ (θ) is differentiable for 0 < θ < θ c and f
and thus
as θ ↑ θ c . Thus we proved steepness. The proof is complete.
Let C 1 , C 2 , . . . be a sequence of real-valued i.i.d. random variables with finite mean E[C 1 ] and variance Var[C 1 ], independent of the point process N t . Fierro et al. [14] showed that (4.19)
We have the following result.
Theorem 7.
Assume that E[e θC1 ] < ∞ for θ ∈ (−γ, γ) for some γ > 0. Then, the
where Γ(·) is defined in Theorem 3. Moreover, P(
satisfies a large deviation principle with rate function (4.20)
Proof. For any θ ∈ R so that E e
Hence, by Theorem 3, we get Γ C (θ) :
. Following the proof of Theorem 6, we conclude that P(
satisfies a large deviation principle with rate function I C (x) given by (4.20).
Let X 1 , . . . , X n be a sequence of real-valued i.i.d. random variables with mean 0 and variance σ 2 . Assume that E[e θX1 ] < ∞ for θ in some ball around the origin. For any √ n ≪ a n ≪ n, a moderate deviation principle says that for any Borel set A,
In other words, P(
satisfies a large deviation principle with the speed a 2 n n . The above classical result can be found for example in Dembo and Zeitouni [10] . Moderate deviation principle fills in the gap between central limit theorem and large deviation principle.
The moderate deviation principle for classical linear Hawkes process has been studied in Zhu [28] . For the remaining of this section, let us prove the moderate deviation principle for the Hawkes process with different exciting functions. Theorem 8. Assume that Assumption 2 holds. For any Borel set A and time sequence a(t) such that √ t ≪ a(t) ≪ t, we have the following moderate deviation principle.
Before we proceed to the proof of Theorem 8, let us prove a series of lemmas.
Lemma 9. Consider the equation
The equation has two distinct solutions if θ < ρ − 1 − log ρ and has one solution if θ = ρ − 1 − log ρ. Let x(θ) be the minimal solution of (4.24) if the solutions exist. Then, x(θ) ≤ 0 if θ ≤ 0 and x(θ) ≥ 0 if θ ≥ 0.
Proof. Let F (x) := x − θ − (e x − 1)ρ. It is easy to compute that F ′ (x) = 1 − ρe x and F ′′ (x) = −ρe x . Thus, F (x) is strictly concave and its maximum is achieved at x = log(1/ρ). Therefore, the equation (4.24) has no solutions if F (log(1/ρ)) < 0, has one solution if F (log(1/ρ)) = 0 and has two solutions if F (log(1/ρ)) > 0. It is easy to check that F (log(1/ρ)) = −θ−log ρ+ρ−1. Now assume that θ ≤ ρ−1−log ρ so that (4.24) has solutions. Observe that if θ ≥ 0, then F (0) = −θ < 0 and F (log(1/ρ)) ≥ 0, where log(1/ρ) > 0, thus x(θ) ≥ 0. Similarly x(θ) ≤ 0 when θ ≤ 0.
Proof. Let us first assume that 0 ≤ θ ≤ ρ − 1 − log ρ. By the definition of x(θ) and the assumption f (t, θ) ≤ x(θ) for any t ≥ 0, it is easy to see that
where we used the fact that x(θ) ≥ 0 for θ ≥ 0 in Lemma 9. Similarly, one can show that, given θ ≤ 0, if f (t, θ) ≥ x(θ) for any t ≥ 0, then F n (t, θ) ≥ x(θ).
Lemma 11. For any fixed θ, there is some k 1 ≥ 1 1−ρ so that for any sufficiently large t,
Proof. Given θ ≥ 0, by Lemma 10 and (4.10), we have G n (t, θ, M ) ≤ x(θ). Notice that in Lemma 9, x(0) = 0 and x ′ (0) = 1 1−ρ > 1 since ρ < 1. Therefore, for 0 ≤ θ ≪ 1, there exists some
t θ for any sufficiently large t. Hence, for θ ≥ 0, for sufficiently large t, G n s,
t |θ| uniformly for 1 ≤ n ≤ M , M ∈ N and s ≥ 0. Similarly, given θ ≤ 0, by Lemma 10 and the discussions above, G n (t, θ, M ) ≥ x(θ) ≥ k 1 θ for θ ≤ 0 and |θ| ≪ 1. Hence, we proved the desired result. 
Proof. Let us use induction on n.
and apply the inequality C 
Lemma 13. Given any fixed θ ∈ R, let t be sufficiently large so that k 1 a(t) t |θ| ≤ 1−ρ 4 . Then, we have (4.33)
where C G n s,
Since |e
2 | ≤ |x| 3 for |x| < 1 and
we have
In addition, by using the induction,
Using the bounds in Lemma 12, we obtain
Let us put (4.37) and (4.40) together and define
This proves the desired result.
We observe that k 1 and k 2 only depend on ρ, so our bound in Lemma 13 is uniform in n ≤ M , M ∈ N and s ≥ 0. Now, let us go back to the proof of Theorem 8.
Proof of Theorem 8. We are interested to prove that the limit exists and it can be computed explicitly.
Notice that
The next step is to carry out careful analysis on I 1 , I 2 , I 3 , the last three terms in (4.44).
For the first term I 1 in (4.44), it is easy to see that
where C 1 1 (t, ∞) can be computed via iteration in (4.28) as
Let us recall that m = ∞ n=0 m n , where m 0 = γ 0 and m n = γ 0 ∞ 0 (γ n * · · · * γ 1 )(t)dt. Therefore, we have
where h(t) := ∞ n=1 (γ n * · · · * γ 1 )(t) and thus
The first two terms in (4.47) are zero due to Assumption 2 and the third term in (4.47) is zero by dominated convergence theorem.
Next, let us consider the second term I 2 in (4.44). In Lemma 12, we obtained a uniform bound on C 1 n (s, M ) and C 2 n (s, M ). Hence, we have
Let us verify (4.49). First, fix M . We will let M go to infinity later. We can do that since all of our estimates for convergence in M are uniform in t, so we can interchange the two limits. Let us define Γ(i, j, t) = (γ i * γ i+1 * · · · * γ j )(t) for i ≤ j. Another look at (4.28) reveals that
Therefore,
for j > i and m(i, i) := 1. Hence, m(0, j) = m j . Moreover, let us define
Now,
We denote the first sum by L 1 and the second sum by
for all n and t by Lemma 12,
The right hand side of the above equation goes to zero as t → ∞ since h(·) is integrable. Next, let us bound L 2 .
which goes to zero by dominated convergence theorem. The difference in M is given by
and for sufficiently large t (uniformly in M ),
Hence, we proved (4.49). Finally, let us show that the third term I 3 in (4.44) is zero in the limit. For some universal constant K > 0,
Hence, we proved that
By Gätner-Ellis theorem, the proof is complete.
Remark 14.
Following the same proof of Theorem 8, we can show that for any
2 . In other words, our method gives an altenative proof to the central limit theorem that was obtained in Fierro et al. [14] .
Remark 15. Indeed, one can also consider the moderate deviations in the presence of random marks, i.e. for a sequence of i.i.d. real-valued random variables C 1 , C 2 , . . . with mean E[C 1 ] and variance Var[C 1 ] independent of N t , we expect that for a sequence a(t) so that √ t ≪ a(t) ≪ t, P(
∈ ·) follows a large deviation principle with rate function
The proofs are similar to the proofs of moderate deviations for the unmarked case and we will not go into the details in this paper.
Applications to Finance
5.1. Microstructure Noise. Let X t stand for some asset price at time t. The signature plot can be defined for X t over a time period [0, T ] at the time scale τ as
This is also known as the realized volatility. The microstructure noise effect is described by an increase of the realized volatility when the time scale τ decreases. This behavior is different from what one would expect if X t is a Brownian motion, for whichĈ(τ ) will be constant in τ as T → ∞. If X 1 t and X 2 t are the prices of two assets, we can define
,
andĈ 1 (τ ) andĈ 2 (τ ) are defined similarly as in (5.1). The Epps effect, named after Epps [12] describes the pheonomenon that the correlation coefficientρ(τ ) increases in τ and it tends to zero as τ → 0.
Bacry et al. [2] studied the signature plotĈ(τ ) as in (5.1) for X t = N 1 (t)−N 2 (t), where (N 1 , N 2 ) is a bivariate Hawkes process and they also studied correlation coefficientρ(τ ) as in (5.2) for X N 2 , N 3 , N 4 ) is a multivariate Hawkes process.
Indeed, one can do the same studies for the Hawkes process with differnt exciting functions. For example, we can fix a partition (A 1 , A 2 ) for N ∪ {0} and let N 1 = n∈A1 N n and N 2 = n∈A2 N n . Then, we can study the signature plotĈ(τ ) for X t = N 1 (t) − N 2 (t). One can also fix a partition (A 1 , A 2 , A 3 , A 4 ) for N ∪ {0} and let N i = n∈Ai N n , 1 ≤ i ≤ 4. Then, we can study the correlation coefficientρ(τ ) for
In the context of the Hawkes process with different exciting functions, since we already proved ergodicity in Theorem 1, by considering large T , i.e. letting T → ∞, by ergodic theorem,
, and
, as T → ∞, where the expectations are taken over the stationary version of the processes. Heuristically, as
and this explains the vanishing correlation coefficient as τ → 0 in the Epps effect.
To compute C(τ ) and ρ(τ ), it is sufficient to understand the computations of
for stationary N i and N j . Let us compute these objects iteratively. Our treatment here is a bit informal. To have a formal treatment, one should use spectral analysis, e.g. Bartlett spectrum etc. For the sake of simplicity, we use an informal treatment here, which suffices in practice.
Let
First, for any i ∈ N ∪ {0},
where m i is defined in (1.6) for i ∈ N and m 0 := 1. Second, since N i is a simple point process,
Third, for any t = s, by stationarity, we can define
By symmetry,
Therefore, for t > s, and i ≥ 1,
It is clear that ρ(0, 0, t − s) = (γ 0 ) 2 for any t > s. Fourth, for j ≥ i + 1,
Fifth and finally, 
where u > 0 is the initial reserve, p > 0 is the constant premium and the C i 's are i.i.d. positive random variables with E[e θC1 ] < ∞ for any θ ∈ R. C i represents the claim size at the ith arrival time, these being independent of N t , the Hawkes process with exciting functions (γ n ) n∈N∪{0} .
For u > 0, let
and denote the infinite and finite horizon ruin probabilities by
We first consider the case when the claim sizes have light-tails, i.e. there exists some θ > 0 so that E[e θC1 ] < ∞. By the law of large numbers, (5.17) lim
By Theorem 7, Γ C (θ) := lim t→∞
Ci ] exists. To exclude the trivial case, we assume that
where the critical value θ c is defined as Proof. Let us first quote a result from Glynn and Whitt [15] . Let S n be random variables and τ u = inf{n : S n > u} and ψ(u) = P(τ u < ∞). Assume that there exist some γ, ǫ > 0 so that (i) κ n (θ) = log E[e θSn ] is well defined and finite for γ − ǫ < θ < γ + ǫ. (ii) lim sup n→∞ E[e θ(Sn−Sn−1) ] < ∞ for −ǫ < θ < ǫ. (iii) κ(θ) = lim n→∞ 1 n κ n (θ) exists and is finite for γ − ǫ < θ < γ + ǫ. (iv) κ(γ) = 0 and κ is differentiable at γ with 0 < κ ′ (γ) < ∞. Then, Glynn and Whitt [15] showed that lim u→∞ Goldie and Resnick [16] showed that if B ∈ S and satisfies some smoothness conditions, then B belongs to the maximum domain of attraction of either the Frechet distribution or the Gumbel distribution. In the former case, B is regularly varying, i.e. B(x) = L(x)/x α+1 , for some α > 0 and we write it as B ∈ R(−α − 1), α > 0.
We assume that B 0 ∈ S and either B ∈ R(−α − 1) or B ∈ G, i.e. the maximum domain of attraction of Gumbel distribution. G includes Weibull and lognormal distributions.
When the arrival process N t satisfies a large deviation result, the probability that it deviates away from its mean is exponentially small, which is dominated by subexonential distributions. The results in Zhu [30] for the asymptotics of ruin probabilities for risk processes with non-stationary, non-renewal arrivals and subexponential claims can be applied in the context of Hawkes arrivals with different exciting functions. We have the following infinite-horizon and finite-horizon ruin probability estimates when the claim sizes are subexponential. 
