A fast Newton method is proposed for solving linear programs with a very large (≈ 10 6 ) number of constraints and a moderate (≈ 10 2 ) number of variables. Such linear programs occur in data mining and machine learning. The proposed method is based on the apparently overlooked fact that the dual of an asymptotic exterior penalty formulation of a linear program provides an exact least 2-norm solution to the dual of the linear program for finite values of the penalty parameter but not for the primal linear program. Solving the dual for a finite value of the penalty parameter yields an exact least 2-norm solution to the dual, but not a primal solution unless the parameter approaches zero. However, the exact least 2-norm solution to dual problem can be used to generate an accurate primal solution if m ≥ n and the primal solution is unique. Utilizing these facts, a fast globally convergent finitely terminating Newton method is proposed. A simple prototype of the method is given in eleven lines of MATLAB code. Encouraging computational results are presented such as the solution of a linear program with two million constraints that could not be solved by CPLEX 6.5 on the same machine.
Introduction
The method proposed here is motivated by the effectiveness of a finitely terminating Newton method proposed in [23] for the unconstrained minimization of strongly convex piecewise quadratic functions arising from quadratic programs and utilized successfully for classification problems in [10] . To apply this approach to linear programs, a reasonable choice is the least 2-norm formulation [18, 24, 25, 11] of a linear program as a strongly convex identity matrix of arbitrary order will be denoted by I. If f is a real valued function defined on the n-dimensional real space R n , the gradient of f at x is denoted by ∇f (x) which is a column vector in R n and the n × n matrix of second partial derivatives of f at x is denoted by ∇ 2 f (x). For a piecewise quadratic function such as, f (x) = 1 2 ||(Ax − b) + || 2 , where A ∈ R m×n and b ∈ R m the ordinary Hessian does not exist because its gradient, the n × 1 vector ∇f (x) = A ′ (Ax − b) + , is not differentiable. However, one can define its generalized Hessian [12, 7, 23] which is the n × n symmetric positive semidefinite matrix:
where diag(Ax − b) * denotes an m × m diagonal matrix with diagonal elements (A i x−b i ) * , i = 1, . . . , m. The generalized Hessian (1) has many of the properties of the regular Hessian [12, 7, 23] in relation to f (x). Throughout this work, the notation ":=" will denote definition and "s.t." will stand for "such that".
Equivalence of Primal Exterior Penalty LP to Dual Least 2-Norm LP
We give in this section an apparently overlooked, but implied [18, 30, 14] , result that a parametric exterior penalty formulation of a linear program for any sufficiently small but finite value of the penalty parameter, provides an exact least 2-norm solution to the dual linear program. We begin with the primal linear program:
where c ∈ R n , A ∈ R m×n and b ∈ R m , and its dual:
We write the parametric exterior penalty formulation of the primal linear program for a fixed positive value of the penalty parameter ǫ as the unconstrained minimization problem:
where f is the penalty function:
The positive penalty parameter ǫ needs to approach zero in order to obtain a solution to the original linear program [8, 2] from (4). However, this will not be the case if we look at the least 2-norm formulation [25, 18] of the dual linear program (3) :
That (6) leads to a least 2-norm solution of the dual linear program (3) follows from the fact established in [25, 18] that for any positive ǫ such that ǫ ∈ (0,ǭ] for some positiveǭ, the minimization problem (6) picks among elements of the solution set of the dual linear program (3) , that which minimizes the perturbation term
Because the objective function of (6) is strongly convex, its solutionv is unique. The necessary and sufficient Karush-Kuhn-Tucker optimality conditions for problem (6) are that there exists a y ∈ R n such that:
or equivalently:
That is:
Defining f (y) as in (5), the optimality conditions (9) for the dual least 2-norm solution become:
which is precisely the necessary and sufficient condition that y be a minimum solution of the parametric exterior penalty function f (y) for the primal linear program (2), for any positive value of the penalty parameter ǫ. Hence, solving the exterior penalty problem (4) for any positive ǫ provides a solution v = 1 ǫ (Ay − b) + to (6) . If in addition, ǫ ∈ (0,ǭ] for some positiveǭ, it follows, by [25, Theorem 1] , that v is a least 2-norm solution to the dual linear program (3). We have thus established the following.
Proposition 2.1 Equivalence of Least 2-Norm Dual to Finite-Parameter Penalty Primal The unique least 2-norm solution to the dual linear program (3) is given by:
where y is a solution of the primal penalty problem:
for any finite value of the penalty parameter ǫ ∈ (0,ǭ] for some positiveǭ.
We note that the gradient:
which is Lipschitz continuous with constant A ′ A , is not differentiable. However, as stated in the Introduction, a generalized Hessian [12, 7, 23] with many of the properties of the ordinary Hessian can be defined, which is the following n × n symmetric positive semidefinite matrix:
where diag(Ay − b) * denotes an m × m diagonal matrix with diagonal elements (A i y − b i ) * , i = 1, . . . , m. The step function (·) * , is defined in the Introduction and is implemented here with (0) * = 0. The matrix ∂ 2 f (y) will be used to generate our Newton direction, or more precisely a modified Newton direction, since the generalized Hessian may be singular in general.
In fact the direction that will be used is the following one: 
We note that this system of linear equations must always have a solution z as a consequence of the complementarity condition:
In fact (17) yields an exact solution of the primal linear program (2) if we make the additional assumption that the submatrix:
A S has linearly independent columns,
where S is defined in (17) . This assumption which implies that that the solution of the linear system (17) is unique, is sufficient but not necessary for generating an exact primal solution as will be shown in Section 3.
We turn now to our algorithmic formulation and its convergence.
Linear Programming Newton Algorithm: LPN
Our proposed algorithm consists of solving (13) for an approximate solution y of the linear program (2), computing an exact least 2-norm solution v to the dual linear program (3) from (12), and finally computing an exact solution z to the primal linear program (2) from (17) . In order to guarantee global convergence, we utilize an Armijo stepsize [1, 16] and need to make the linear independence assumption (18) on the least 2-norm solution of the dual linear program (3). We now state our algorithm. respectively). Start with any y 0 ∈ R n (typically y 0 = (Ā ′Ā + ǫI) −1Ā′b , wherē A is an arbitrary n × n subset of A andb is the corresponding n × 1 subset of b). For i = 0, 1, . . .
and d i is the modified Newton direction:
(II) Stop if y i − y i+1 ≤ tol. Else, set i = i + 1 and go to (I).
(III) Define the least 2-norm dual solution v as:
and a solution z of the primal linear program by:
We state a convergence result for this algorithm now. 
and that we are using an Armijo stepsize (19) . Now let ǫ ∈ (0,ǭ]. Then by Proposition 2.1 the correspondingv obtained by setting y toȳ in (12) is the exact least 2-norm solution to the dual linear program (3) . If the submatrix AS has linearly independent columns, then the solution ofz of (22) with v =v is unique and must be a solution of the primal linear program (2). 2 Remark 3.3 Choice of ǫ Determining the size ofǭ, such that the solution v of the quadratic program (6) for ǫ ∈ (0,ǭ], is the least 2-norm solution of the dual problem (3), is not an easy problem theoretically. However, computationally this does not seem to be critical and is effectively addressed as follows. By [17, Corollary 3.2] , if for two successive values of ǫ: ǫ 1 > ǫ 2 , the corresponding solutions of the ǫ-perturbed quadratic programs (6): u 1 and u 2 are equal, then under certain assumptions, u = u 1 = u 2 is the least 2-norm solution of the dual linear program (3). This result is implemented computationally by using an ǫ, which when decreased by a factor of 10 yields the same solution to (6) .
We note that the assumptions of Theorem 3.2, and in particular uniqueness of the solution of (22) with v =v, imply the uniqueness of the solution to the primal linear program (2) . This follows from the fact that the least 2-norm multiplierv is a valid optimal multiplier for all optimal solutions of the primal linear program (2) and hence all primal solutions must equal the solution of the uniquely solvable system ASz = bS. We term our condition of linear independence of the columns of AS as a strong uniqueness condition, because it implies primal solution uniqueness but is not implied by it. Example 3.4 below has a unique but not strongly unique solution. However, it is still solvable by our proposed Newton method despite the fact that its solution is not strongly unique.
Example 3.4 For the primal and dual problems:
The unique primal solution is x 1 = 0, We note further, that Algorithm 3.1 can possibly handle linear programs with even non-unique solutions as evidenced by the following simple example.
Example 3.5 For the primal and dual problems:
the primal solution set is {x ∈ R 2 | x 1 + x 2 = 1, We give now a sufficient (but in general not necessary) condition for the sequence {y i } of Algorithm 3.1 to converge.
Corollary 3.6
The sequence {y i } is bounded and hence has an accumulation point and the corresponding sequence {v i } converges to the least 2-norm solution of the dual linear program (3), provided that R n is contained in the conical hull of the rows of
Proof We shall prove that the sequence {y i } is bounded, hence it has an accumulation point. Since all accumulation points of the sequence {v i }, that correspond to accumulation points of {y i }, are all equal to the unique least 2-norm solutionv of (3), the sequence {v i } must converge tov. We show now that the sequence {y i } is bounded by exhibiting a contradiction if it were unbounded and if assumption (29) holds.
Suppose that {y i } is unbounded, then for some subsequence (for simplicity we drop the subsequence index) we have by Algorithm 3.1 that:
Dividing by y i 2 gives:
Letting y i → ∞ and denoting byŷ an accumulation point of the bounded sequence y i y i , we have that:
Hence
From (31) multiplied by y i and noting that its first term is nonnegative we have that:
from which, upon letting y i → ∞, we get:
Combining (33) and (35) gives:
This however contradicts assumption (29) if we set p =ŷ in (29) as follows:
Remark 3.7 We note that condition (29) of Corollary 3.6 is equivalent to the primal linear program having a bounded level sets, which is similar to the assumptions made in [14] . To see this we have by the Farkas theorem [19, Theorem 2.4.6] that (29) is equivalent to:
This in turn is equivalent to:
This is equivalent to the boundedness of the level set {x | Ax ≤ b, c ′ x ≤ α} of the linear program (2), for any real number α.
We proceed now to numerical testing of our algorithm.
Numerical Tests
The objectives of the preliminary numerical tests presented here are to display the simplicity of the proposed LPN algorithm, its competitiveness with a state-of-the-art linear programming code for special types of problems, and its ability to provide exact answers for a class of linear programs with a very large number of constraints and such that m ≫ n. Typically, m ≥ 10n. We also demonstrate the effectiveness of the LPN algorithm by testing it and comparing it with CPLEX on standard classification test problems: four from the University of California Machine Learning Repository [27] and two publicly available datasets [28] .
Very large synthetic datasets
We first test LPN on very large synthetically generated test problems. To display the simplicity of LPN we give two MATLAB m-file codes below. The first, "lpgen", is a linear programming test problem generator. The second, "lpnewt1" is an implementation of Algorithm 3.1 without the apparently unnecessary Armijo stepsize for the class of problems tested here. [22, 6, 31] where the number of positive multipliers corresponding to support vectors is often a few multiples of the dimensionality n of the input space.
To test LPN we solved a number of linear programs generated by the lpgen Code 4.1 on LOCOP2, a 400 Mhz Pentium II machine with a maximum of 2 Gigabytes of memory running Windows NT Server 4.0, and compared it with CPLEX 6.5 [5] . LPN used only the default values given in Code 4.2, which of course can be overridden. The results are presented in Table 1 .
Seven problems generated by the lpgen Code 4.1 were solved by the LPN Code 4.2. Problem size varied between 10 5 to 10 7 in the number of nonzero elements of the constraint matrix A. LPN solved all these problems in 11 to 26 iterations to an accuracy better than 10 −13 . Comparing times for the problems solved, CPLEX ran out of memory on two problems, and was 2.8 to 34.2 times slower on the remaining five problems with one problem, the third in Table 1 , very poorly solved by CPLEX with a primal solution error of 7.0. The dual CPLEX option was used throughout the numerical test problems because it gave the best results for the type of problems tested. The other options, primal and barrier, did worse. For example on the fifth test problem in Table 1 with dual CPLEX time of 238.4 seconds, the primal CPLEX took 2850.8 seconds while the barrier CPLEX ran out of memory.
In order to show that LPN can also handle linear programs with nonunique solutions, as requested by one of the referees who also noted that the linear programs of Table 1 as generated by lpgen had unique feasible points as well, we perturbed the right hand side b of (2) so that the number of active constraints at the solutions obtained by LPN and CPLEX were less than n. These results are presented in Table 2 and show that the accuracy of LPN has decreased. However, it is still capable of solving these problems to a reasonable accuracy and can still handle the two largest problem which CPLEX ran out of memory on. df=A'*pl((A*y-b))+epsi*c; d2f=A'*spdiags(sign(pl(A*y-b)),0,m,m)*A+delta*speye(n); z=y;y=y-d2f\df; i=i+1; end toc1=toc;v=pl(A*y-b)/epsi;t=find(v);z=A(t,:)\b(t);toc2=toc; format short e;[epsi delta tol i-1 toc1 toc2 norm(x-y,inf) norm(x-z,inf)]
Machine learning test problems
In this section we test and compare LPN with CPLEX on four classification datasets from the UCI Machine Learning Repository [27] and two publicly available datasets [28] . Again, we use LOCOP2. The classification model that we shall employ here consists of a linear support vector machine [6, 32, 3, 22] which we can state as the following linear program:
Here, e is a column vector of ones and ν is a positive parameter that balances the model's ability to generalize to new unseen data (small ν) versus empirical data fitting (large ν). The matrices B ∈ R p×q and D ∈ R p×p constitute the problem data. The p rows of B represent p given data points in the input space R q , with each point belonging to class +1 if the corresponding diagonal element of the diagonal matrix D is +1, or to class −1 if the corresponding diagonal element is −1. The vector r is the difference between the mean of the points in class +1 and the mean of the points in class −1. The linear program (40) generates a separating plane:
which approximately separates the points of classes +1 and −1. This separating plane lies midway between the parallel bounding planes: (1 × 10 4 ) × 100 × 0.1 4.5 7 2.5 × 10 −6 22 6.8 86
With a maximum error of ǫ, the points of class +1 lie in closed halfspace:
Similarly, the points of class −1 lie, with maximum error of ǫ, in the closed halfspace:
The error ǫ is minimized by the linear program (40) relative to e ′ s = w 1 . The last constraint of the linear program (40) excludes the degenerate solution w = 0 by implying the usually satisfied condition that the 1-norm distance 2 w ∞ [21] between the two parallel bounding planes (42) does not exceed the 1-norm distance r 1 between the means of the two classes as follows:
The linear program (40) was set up in the form of the linear program (2) with n = 2q + 2 and m = 2p + 2q + 2. The linear program (2) was solved by both LPN and CPLEX for six standard test problems varying in size between 297 points to 4192 points, and input spaces of dimensionality varying between 6 and 14. The results are given in Table 3 . Because these are relatively small problems, CPLEX solved these problems in less time than LPN and with much greater accuracy as measured by the relative infeasibility of a solution point to (2):
However, correctness of the classifying separating plane on both the original data (training correctness) and on the tenfold testing (testing correctness) obtained by leaving one tenth of the data out for testing, repeating ten times and averaging, were higher for LPN than those for CPLEX on all six test problems. In addition, the LPN correctness values were comparable to those obtained by other methods [13, 10, 26] . These test correctness values are the key properties by which machine learning classifiers are evaluated and are not always best when a very accurate solution to the linear program (40) is obtained. The explanation for this apparent paradox is that a highly accurate solution causes overfitting and may bias the classifier towards the given empirical data at the expense of unseen data and hence results in poor generalization which translates into lower test set correctness as seen here for the CPLEX results. Application of Newton type methods have yielded some of the best test correctness results for classification problems [16, 10, 9] . The parameter value for ν for both LPN and CPLEX was the same and chosen to optimize training set correctness. For all problems in Table 3 , the value ν = 10 5 was used. All parameters of LPN used were set at the default values given in the MATLAB Code 4.2.
Conclusion
We have presented a fast Newton algorithm, LPN, for solving a class of linear programs. Computational testing on test problems with m ≫ n and m ≥ n demonstrate the effectiveness of the proposed method in comparison with a state-of-the-art linear programming solver for this class of linear programs. Future work might include the study of sharp theoretical conditions under which LPN converges without a stepsize and in a finite number of steps, as it does in all the numerical examples presented in this work. Computational Table 3 : Comparison of LPN Algorithm 3.1 and CPLEX 6.5 [5] on six publicly available machine learning problems. m × n is the size of the matrix A of (2). p × q is the size of the matrix B of (40). "Infeas" denotes solution infeasibility (46). "Train" is training set correctness. "Test" is ten-fold testing set correctness. 
