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We consider metrics which are preserved under a p-Wasserstein transport
map, up to a possible contraction. In the case p = 1 this corresponds to
a metric which is uniformly curved in the sense of coarse Ricci curvature.
We investigate the existence of such metrics in the more general sense of
pseudo-metrics, where the distance between distinct points is allowed to
be 0, and show the existence for general Markov chains on compact Polish
spaces. Further we discuss a notion of algebraic reducibility and its relation
to the existence of multiple true pseudo-metrics with constant curvature.
Conversely, when the Markov chain is irreducible and the state space finite
we obtain effective uniqueness of a metric with uniform curvature up to
scalar multiplication and taking the pth root, making this a natural intrin-
sic distance of the Markov chain. An application is given in the form of
concentration inequalities for the Markov chain.
1. Introduction
In [4] the contraction rate of a Markov transition kernel is interpreted as coarse Ricci
curvature, based on the metric structure of the underlying space and the Wasserstein
distances between one-step probability distributions. Note that the curvature is no
longer an intrinsic property of the underlying space, but is a consequence of how a
Markov chain acts on this space. Consequently, for a given metric space different
Markov transition kernels induce different curvatures, which are in a sense adapted to
describe the evolution of the corresponding Markov chain. In practice this implicitly
uses that the underlying metric structure of the space is well-chosen to begin with.
This leads to the question what a natural metric would be for a given Markov chain
to go in hand with coarse Ricci curvature.
In this paper we explore this question by looking for metrics in which the space
becomes uniformly curved. We call such a metric a Wasserstein eigendistance, and the
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concept and existence theorems are the subject of Section 2. Such a (pseudo-)metric
is an intrinsic property of the Markov chain. It turns out that uniqueness of these
eigendistances is related to a form of algebraic irreducibility, which is discussed in
Section 3. In Section 4 we look at various examples, and in Section 5 we provide as an
application of Wasserstein eigendistances concentration estimates for functions which
are Lipschitz with respect to an eigendistance. More discussion and open problems
are presented in Section 6. The last sections are then dedicated to proofs. We do not
focus on general consequences of positive coarse Ricci curvature and instead refer to
[4].
2. Wasserstein-Eigendistances
Let E be a compact Polish space, and (Xt)t∈N a Markov chain on E with transition
kernels (P x)x∈E , with corresponding law Px and expectation Ex. We will also write P
for the corresponding transition operator on functions, so that we use interchangeably
Exf(X1) =
∫
f(z)P x(dz) =
∫
f dP x = P x(f) = (Pf)(x)
and Exf(Xn) = P
nf(x), f : E → R, n ∈ N.
A metric is a function ρ : E × E → [0,∞) satisfying ρ(x, y) = ρ(y, x), ρ(x, y) ≤
ρ(x, z) + ρ(z, y) and ρ(x, y) = 0 iff x = y. There are natural generalizations which
relax these assumptions slightly. An extended metric allows ρ to take the value ∞,
and a pseudo-metric allows ρ(x, y) = 0 for x 6= y. Denote by M[0,∞] the set of all
measurable extended pseudo-metrics.
Denote by D = {(x, x) : x ∈ E} the diagonal set of E × E. To work with bounded
subsets of M[0,∞], consider two functions f1, f2 : E × E \D → [0,∞] and denote by
M[f1,f2] (M(f1,f2],...) be the subset of all ρ ∈ M[0,1] satisfying f1(x, y) ≤ ρ(x, y) ≤
f2(x, y) (f1(x, y) < ρ(x, y) ≤ f2(x, y), ...) for all x, y ∈ E × E \ D. In particular,
M(0,∞) is the set of all proper metrics. We say ρ ∈ M[0,∞] is non-degenerate if
there exist x, y ∈ E with ρ(x, y) ∈ (0,∞) and say ρ is a true pseudo-metric if it is
non-degenerate and ρ(x, y) = 0 for some x 6= y.
Let P = P(E) be the set of all probability measures on E. For µ, ν ∈ P(E), let
Pµ,ν = Pµ,ν(E2) be the set of all couplings of µ and ν, that is probability measures on
E × E with marginal µ and ν. In the case µ = P x and ν = P y we simply write Px,y.
We equip P and Pµ,ν with the total variation distance.
The p-Wasserstein distance of µ, ν ∈ P , p ∈ [1,∞), with respect to an extended
pseudo-metric ρ ∈M[0,∞] is given by
Wp,ρ(µ, ν) = inf
pi∈Pµ,ν
(∫
ρ(X,Y )p dπ(X,Y )
) 1
p
.
Typically it is defined only for proper metrics and under some first moment assumption
to make the integral finite. But as we work with extended pseudo-metrics we can do
without any first moment assumption. The Wasserstein distance is usually interpreted
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for a fixed metric ρ. Here we instead focus how it acts as a map on M. Therefore we
write
Wp :M[0,∞] →M[0,∞], Wp(ρ)(x, y) :=Wp,ρ(P
x, P y). (1)
A basic property of Wp is monotonicity, i.e., for ρ1 ≤ ρ2 we have Wp(ρ1) ≤ Wp(ρ2),
where ≤ is the usual partial order of real-valued functions. We also have Wp(ρ) ≤
Wp′(ρ) for p ≤ p′. If ρ ∈ M[0,1], then we also have Wp′(ρ) ≤Wp(ρ)
p
p′ .
Assumption 1. a) (continuity) The map x 7→ P x is continuous in P.
b) (non-degeneracy) If (ρn)n∈N ⊂ M[0,1] is a sequence with limn→∞Wp(ρn) = 0,
then limn→∞ ρn = 0.
Remark The non-degeneracy condition does not depend on the value of p, since the
metrics are bounded and hence limn→∞Wp(ρn) = 0 iff limn→∞W1(ρn) = 0.
Lemma 2.1. Assume E is discrete and infx∈E P
x(x) > 12 . Then Assumption 1 is
satisfied.
Proof. Part a) follows directly from the fact that E is discrete. For part b), let x, y ∈ E,
x 6= y and note that for any coupling π ∈ Px,y the probability to be stationary is
bounded: There exists ǫ > 0 independent of x, y so that
π(x, y) ≥ 1− P x(E \ x)− P y(E \ y) ≥ ǫ > 0.
It follows that Wp(ρ) ≥ ǫ
1
p ρ.
Definition 2.2. We say that an extended pseudo-metric ρ ∈ M[0,∞] is a p-Wasserstein
eigendistance with (uniform) curvature κ ∈ [0, 1] if
Wp(ρ) = (1− κ)ρ.
For S ∈ {(0,∞), [0,∞], [0, 1]} and κ ∈ [0, 1) we write
Ep(κ)MS := {ρ ∈MS non-degenerate :Wp(ρ) = (1− κ)ρ}
for the corresponding set of all such ρ. For Λ ⊂ [0, 1) we denote by Ep(Λ)MS :=⋃
κ∈ΛEp(κ)S the set of all p-Wasserstein eigendistances with uniform curvature in Λ.
The naming suggests a relation to eigenfunctions and eigenvalues, with ρ being an
“eigenfunction” to “eigenvalue” 1− κ. However Wp is not linear, making the connec-
tion not straight forward. The following theorem provides mathematical justification
beyond analogy.
Definition 2.3. We call a Markov transition operator P̂ on E×E a coupling operator
of P if P̂ x,y ∈ Px,y for all x, y ∈ E and supp(P̂ x,x) ⊂ D = {(x, x) : x ∈ E}.
We typically write P̂x,y for the law of Markov chain (Xt, Yt)t∈N generated by P̂
started in (x, y), and Êx,y the corresponding expectation, so that (Xt)t∈N has law Px
and (Yt)t∈N has law Py.
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Theorem 2.4. Assume Assumption 1 and let ρ ∈ Ep(κ)M[0,1]. Then there exists a
coupling operator P̂ of P with P̂ xy(ρp) = Wp(ρ)
p(x, y) = (1−κ)pρp(x, y). In particular,
ρp is an eigenfunction of P̂ to eigenvalue (1−κ)p and the corresponding Markov chain
(Xt, Yt)t∈N satisfies Êx,yρ
p(Xt, Yt) = (1− κ)ptρp(x, y).
In other words, the eigendistance ρ is an eigenfunction to an appropriate coupling
operator realizing the Wasserstein distance. Calling κ the curvature instead of the
eigenvalue is motivated by its geometric function. In [4] the concept of a coarse Ricci
curvature is introduced. For a given Markov chain and a given distance ρ, the coarse
Ricci curvature between x aned y is defined by
κ(x, y) = 1−
W1(ρ)(x, y)
ρ(x, y)
.
If ρ ∈ E1(κ)M[0,1], then κ(x, y) = κ for all x, y, making ρ uniformly curved with
curvature κ.
Just based on the definition it is not clear that Wasserstein eigendistances exist,
which leads us to the first existence theorem.
Theorem 2.5 (Existence of p-Wasserstein eigendistances). Assume Assumption 1.
Then, for any p ∈ [1,∞), Ep([0, 1))M[0,1] is non-empty and its elements are continu-
ous.
More generally, let ρ ∈M[0,1] be non-degenerate satisfying Wp(ρ) ≤ ρ and
inf
x,y:ρ(x,y)>0
ρ(x, y) > 0. (2)
Then Ep([0, 1))M[0,ρ] 6= ∅, and any element of Ep([0, 1))M[0,ρ] is continuous.
After establishing existence there are two natural questions. First, is there a unique
eigendistance(up to scalar multiplication)? Note that uniqueness can only hold up to
multiplication by positive constants λ > 0, since Wp(λρ) = λWp(ρ). And second, is
an eigendistance a proper metric? In general the answer is no to both questions, as
the following proposition shows:
Proposition 2.6. Let Xt and Yt be two independent Markov chains, and ρX , ρY be
p-Wasserstein eigendistances with the curvature κX , κY to Xt and Yt respectively.
Then ρ((x, y), (u, v)) = ρX(x, u) (= ρY (y, v)) is a p-Wasserstein eigendistance to
the product chain (Xt, Yt) with curvature κX (κY ).
If κX = κY , then for any a, b ≥ 0
ρ((x, y), (u, v)) = (aρpX(x, u) + bρ
p
Y (y, v))
1
p
is a p-Wasserstein eigendistance to the product chain (Xt, Yt) with curvature κX = κY .
While this proposition shows that even ifXt and Yt have unique Wasserstein eigendis-
tances which are proper metrics, the product chain does not. But a product chain is
special, with a lot of independence in its structure, and in Section 3 we will explore
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this further and see that a Markov chain of product form is a special case of algebraic
reducibility related to the existence of proper pseudo-metric eigendistances.
The proof of Theorem 2.5 uses a fixed point argument it is ill-suited to actually find
Wasserstein eigendistances. In the remainder of this section we have two results which
give some control on the shape of Wasserstein eigenfunctions, and which in fact do
not assume Assumption 1. The first looks at the case of 0 curvature, where we can
identify a special eigendistance.
Theorem 2.7. Assume Ep(0)M[0,1] 6= ∅. Then there exists a maximal element ρ∗ ∈
Ep(0)M[0,1], and limn→∞W
n
p (1x 6=y) = ρ∗.
The second result assumes that we know a suitable eigenfunction of P .
Theorem 2.8. Assume Assumption 1. Assume h is a non-negative eigenfunction to P
with eigenvalue λ > 0, i.e., Ph = λh. Then there exists a p-Wasserstein eigendistance
ρ with curvature 1− λ
1
p satisfying
|h(x)− h(y) |
1
p ≤ ρ(x, y) ≤ 1x 6=y(h(x) + h(y))
1
p .
3. Algebraic irreducibility
By Theorem 2.5 we know that there exist Wasserstein eigendistances. These share
many properties with eigenfunctions and eigenvalues, and it is tempting to think of
Theorem 2.5 as a non-linear analogue of the Perron-Frobenius theorem, which suggests
that the Markov chain needs to be irreducible to allow for a unique (up to multipli-
cation) eigendistance which is positive. As we will see, the classic irreducibility of
Markov chains is not the right condition, we need a different type of irreducibility. In
a first step we see that having a true pseudo-metric as eigendistance implies additional
structure for the Markov chain.
Proposition 3.1. Let ρ ∈ Ep([0, 1))M[0,1] be continuous. Define the equivalence
relation ∼ via x ∼ y iff ρ(x, y) = 0, and denote by [x] ∈ E/ ∼ the equivalence class of
x ∈ E. Then ([Xt])t∈N is a Markov chain.
If ρ is a true pseudo-metric, then that means that (Xt)t∈N has an autonomous
subchain in the form of ([Xt])t∈N, and the map x 7→ [x] preserves the Markovian
structure of the process. In general the image of a Markov chain under some map φ is
of course not a Markov chain. Here is a simple example for an autonomous subchain:
Example 3.2. Let (Xt)t∈N and (Yt)t∈N be two independent Markov chains. Then
(Xt, Yt)t≥0 is a Markov chain, and the projection onto the first or second coordinate
is again Markov.
We formalize the concept of maps preserving the Markovian structure in the follow-
ing definition:
Definition 3.3. Let P be a Markov transition operator on E. We say a continuous
map φ : E → E′ is a P -homomorphism if Qφ(x) := P x ◦ φ−1, x ∈ E, is a well-defined
Markov transition operator on a Polish space E′.
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With the concept of structure preserving homomorphisms it is natural to call P
algebraically irreducible when there are only trivial homomorphisms:
Definition 3.4. We say P is algebraically irreducible if any P -homomorphism φ is
either constant or bijective as a map from E to φ(E), and call P algebraically reducible
otherwise.
Example 3.2 shows that algebraic irreducibility is distinct from the classic irreducibil-
ity of Markov chains, and Proposition 3.1 shows that if P has an eigendistance which
is a true pseudo-metric, then P is algebraically reducible. Theorem 2.4 states that to
any eigendistance ρ there is an associated(in general not unique) coupling realizing ρ.
We will investigate the connection between ρ and its coupling. Since ρ is symmetric
we restrict ourself to symmetric couplings.
Definition 3.5. Consider the equivalence relation ∼sym on E×E given by (x, y) ∼sym
(y, x), and denote the elements of (E × E)sym = E × E/ ∼sym by {x, y}. An event
A ⊂ E × E is symmetric if A = AT , where AT = {(x, y) : (y, x) ∈ A}. Symmetric
events in E × E naturally map one-to-one to events in (E × E)sym.
We say a coupling operator P̂ is symmetric if for any event A ⊂ E×E and x, y ∈ E
we have P̂ x,y(A) = P̂ y,x(AT ). As a consequence, P̂
{x,y}
sym (A) = P̂ x,y({(x, y) : {x, y} ∈
A}), A ⊂ (E × E)sym, is a well-defined Markov transition operator on (E × E)sym.
Remark A non-symmetric coupling operator P̂ can be symmetrized by working with
Q̂x,y(A) = 12 (P̂
x,y(A) + P̂ y,x(AT )). In particular the coupling operator in Theorem
2.4 can be assumed to be symmetric.
Definition 3.6. We say a symmetric coupling operator P̂ is irreducible if P̂sym is
irreducible outside the diagonal. That is, for any x, y, x′, y′ ∈ E, x 6= y, x′ 6= y′,
and any open neighborhood U of {x′, y′} in (E × E)sym there exists n ∈ N so that
(P̂
{x,y}
sym )n(U) > 0.
Note that if E is countable the above definition is the classic notion of irreducibility
except for the diagonal. But since for coupling operators the diagonal has to be ab-
sorbing this is the natural extension of classical Markov chain irreducibility to coupling
operators. Beside the intrinsic symmetry of metrics there is an additional reason why
we work with symmetric couplings. On E×E it is possible that the diagonal naturally
splits the state space into two sets, and correspondingly there are two non-diagonal
irreducibility classes for a coupling P̂ . Working with P̂sym avoids this issue.
We can now state the first main result of this section:
Theorem 3.7. Assume Assumption 1. The following statements are equivalent:
a) P is algebraically irreducible.
b) For any p ∈ [1,∞), every element of Ep([0, 1))M[0,1] of P is a proper metric.
c) Every symmetric coupling operator P̂ of P is irreducible.
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We conclude this section with a result on the uniqueness of the p-Wasserstein
eigendistance when E is finite.
Theorem 3.8 (Uniqueness of Wasserstein eigendistances). Assume E is finite and
P is algebraically irreducible. Then there exists a unique metric ρ∗ ∈ M(0,1] with
diamρ∗(E) = 1 and a κ∗ ∈ [0, 1) so that for any p ∈ [1,∞)
Ep([0, 1))M[0,∞) = Ep(1− (1 − κ∗)
1
p )M(0,∞) = {λρ
1
p
∗ : λ > 0}.
This result is quite remarkable. In principle there might be many different p-
Wasserstein eigendistances for a given Markov chain for a fixed p, and certainly for
different p. But as Theorem 3.8 shows, when E is finite and P algebraically irreducible,
there is effectively a single spanning 1-Wasserstein eigendistance ρ∗, and any other p-
Wasserstein eigendistance is directly derived from it by taking the p-th root and scalar
multiplication. This indicates that the Wasserstein eigendistance is a truly character-
istic property of a Markov chain. Also, the perceived freedom of different p does not
matter in this context, and we might as well choose p = 1, since κ∗ ≥ 1 − (1 − κ∗)
1
p .
Also, p = 1 matches the notion of coarse Ricci curvature from [4] and in the examples
computations become simpler.
4. Examples
In this section be will discuss various examples for Markov chains and their eigendis-
tances. We will keep the notation that P x is the transition kernel, which of course
varies from example to example.
4.1. Simple symmetric random walk on Z
Consider a simple symmetric random walk on Z. Since Z is not compact we cannot
apply Theorem 2.5 directly. Nevertheless, we can consider the question of eigendis-
tances.
A first observation is that two random walks with the difference between their start-
ing points an odd number will never meet, since the parity is a preserved quantity
under the evolution. It follows that ρ2(x, y) := 1x−y=1 mod 2 ∈ E1(0)M[0,1].
The eigendistance ρ2 is somewhat disappointing, as it does not capture the typical
geometry of Z, which we associate with the Euclidean distance. In fact, ρ0(x, y) =
|x− y | is also an eigendistance: By Jensen’s inequality,
Wρ0(P
x, P y) = inf
pi∈Px,y
∫
|X − Y | dπ ≥ inf
pi∈Px,y
∣∣∣∣ ∫ Xdπ − ∫ Y dπ ∣∣∣∣ = |x− y | .
For a corresponding upper bound we consider a specific coupling, where both chains
perform the same jump, either to the right or to the left. Clearly this leaves the
distance invariant, and hence W1(ρ0) = ρ0.
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The fact that there is a distinction between odd and even (euclidean) distances as
showcased by ρ2 leads to another possible eigendistance:
ρ′0(x, y) :=
{
|x− y | , x− y = 0 mod 2;
∞, x− y = 1 mod 2.
Note how ρ′0 is essentially the refinement of ρ2, capturing the finer details of the
evolution where ρ2 is not distinguishing points.
This provides us already with three eigendistances, ρ2 ∈ E1(0)M[0,1], ρ0 ∈ E1(0)M(0,∞)
and ρ′0 ∈ E1(0)M(0,∞].
4.2. Lazy random walk on Z
In this example we assume that the random walk is lazy, jumping to the left or right
with probability q and staying put with probability r = 1− 2q.
How much does the the option of waiting change the eigendistances of the random
walk? First, ρ0 is still an eigendistance to curvature 0, using the same argument.
Also ρ2 is still an eigendistance. However, since x− y mod 2 is no longer a preserved
quantity the corresponding curvature is no longer 0.
Lemma 4.1. W1(ρ2) = (1− κ2(r))ρ2 with κ2(r) = 1− | 2q − r |.
Proof. Simply note that for a coupling to minimize ρ2, it must maximize the prob-
ability that X1 − Y1 = 0 mod 2. For x − y = 1 mod 2, this is achieved by maxi-
mizing the probability that one chain jumps and the other does not move, and this
probability is exactly given by κ2(r). When either both chains jump or both stay
put we have X1 − Y1 = 1 mod 2, so that W1(ρ2)(x, y) = 0κ2(r) + (1 − κ2(r))1 =
(1− κ2(r))ρ(x, y).
Note how κ2(
1
2 ) = 0, which is a case we excluded in the general discussion. In fact
this is an example where part b) of Assumption 1 is not satisfied.
What is slightly more interesting is the family of eigendistances generalizing ρ2.
These eigendistances correspond to the P -homomorphisms x 7→ x mod L, which maps
the random walk on Z to the random walk on the discrete torus Z/LZ.
Lemma 4.2. Assume r > q. Then, for any L ∈ N, L ≥ 4,
ρL(x, y) = sin
(
x− y mod L
L
π
)
∈ E1(κL(r))M(0,1], (3)
with κL(r) = (1− r)
(
1− cos
(
2
L
π
))
.
Proof. First note that due to the translation invariance we can restrict ourself to the
study of x− y mod L and do not have to treat all pairs of x, y individually.
To verify (3) we look first at the case x− y mod L ∈ {2, ..., L− 2}. Here, since z 7→
sin(zπ/L) is concave for z ∈ {0, ..., L}, an optimal coupling π ∈ Px,y forW1(ρL)(x, y) is
given by the maximal variance coupling, where both chains jump in opposite directions.
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The law of X1 − Y1 under this coupling is qδx−y−2 + qδx−y+2 + rδx−y. To show
that indeed
∫
ρL(X1, Y1)dπ = (1 − κL(r))ρL(x, y) we use the trigonometric addition
formulas. Omitting mod L for ease of notation,∫
ρL(X1, Y1)dπ = q sin
(
x− y + 2
L
π
)
+ p sin
(
x− y − 2
L
π
)
+ r sin
(
x− y
L
π
)
= 2q sin
(
x− y
L
π
)
cos
(
2
L
π
)
+ r sin
(
x− y
L
π
)
=
(
2q cos
(
2
L
π
)
+ r
)
ρL(x, y).
With 2q = 1− r it follows that indeed κL(r) = (1− r)
(
1− cos
(
2
L
π
))
.
What remains is the case when x− y = ±1 mod L, and assume w.l.o.g. x− y = 1
mod L. In this case it is optimal to maximize the probability that one chain does
not move, while the other jumps on top of it. This can be achieved with probability
2min(r, q) = 2q. The remaining probability is distributed to maximize the variance.
The law of X1−Y1 mod L is given by 2qδ0+ pδ1+2+(r− q)δ1. Optimality is again a
consequence of concavity of the sine function, this time with the additional constraint
that the two random walks do not jump over each other, exchanging positions without
reducing distance. To show (3),
2q sin
(
0
L
π
)
+ q sin
(
1 + 2
L
π
)
+ (r − q) sin
(
1
L
π
)
= q sin
(
1
L
π
)
cos
(
2
L
π
)
+ q cos
(
1
L
π
)
sin
(
2
L
π
)
+ (r − q) sin
(
1
L
π
)
=
(
q cos
(
2
L
π
)
+ 2q cos
(
1
L
π
)2
+ r − q
)
ρL(x, y).
With 2 cos( 1
L
π)2 = 1 + cos( 2
L
π) the claim follows.
It may seem somewhat arbitrary to guess the specific form (3) of ρL. It is in fact
motivated by Brownian motion on a circle, where an optimal Markovian coupling is
given by anti-correlated increments, corresponding to the maximal variance principle.
If the Brownian motion has generator 12∆, then the difference process Xt − Yt under
this coupling is itself Markovian with generator ∆. Since the sine function is an
eigenfunction of ∆ and sin(0) = 0 it is a natural candidate to obtain an eigendistance
for the random walk on a discrete torus.
4.3. Independent spin flips
Consider {0, 1}n as a system of n spins. At each time step, every spin has a chance
q ∈ (0, 12 ) to flip, independent from the other spins.
The straight-forward guess for an eigendistance is the Hamming distance, which
counts the number of disagreeing spins between x, y ∈ {0, 1}n. This is indeed an
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eigendistance, but it can be generalized: For any a ∈ [0,∞)n,
ρa(x, y) :=
n∑
i=1
a(i)1x(i) 6=y(i) ∈ E1(2q)M[0,∞).
This is a direct consequence of Lemma 4.1 together with Proposition 2.6.
4.4. Markov chain with absorbing states
Assume that Xt is a Markov chain on a discrete E which is absorbed in A ⊂ E
with |A | ≥ 2. Then, for any non-trivial partition A1∪˙A2 = A, consider the hitting
times τi = inf{t ≥ 0 : Xt ∈ Ai}, i = 1, 2, with the infimum over the empty set
being infinite. Assuming min(τ1, τ2) < ∞ a.s., we have by standard Markov chain
theory h(x) := Px(τ1 < τ2) as a harmonic function. By Theorem 2.8 there exists a
1-Wasserstein eigendistance ρ to curvature 0, and for x ∈ A1, y ∈ E \ A1 we have
ρ(x, y) = Py(τ1 ≤ τ2).
4.5. Other examples
Other examples include the random walk on the discrete hypercube, the discrete
Ornstein-Uhlenbeck process and k independent particles on the complete graph, which
are example 8, 10 and 12 in [4].
5. Concentration Estimates
In this section we explore the way the Markov chain acts on ρ-Lipschitz functions
for a 1-Wasserstein eigendistance ρ, and on ρ itself. In analogy to eigenfunctions and
curvature, we will indeed observe various forms of exponential contraction when κ > 0.
But also the case κ = 0 shows to be of interest. In a first step we observe that the
transition operator P acts as a contraction on the space of ρ-Lipschitz functions. For
f : E → R, define
‖ f ‖ρ−Lip := inf{r > 0 : | f(x)− f(y) | ≤ rρ(x, y) ∀x, y ∈ E},
which is a semi-norm on the space of ρ-Lipschitz continuous functions.
Lemma 5.1. Let ρ ∈ E1(κ)M[0,∞). Then ‖Pf ‖ρ−Lip ≤ (1−κ) ‖ f ‖ρ−Lip. In words,
the transition operator acts as a contraction on the space of ρ-Lipschitz functions. In
particular,∣∣P tf(x)− P tf(y) ∣∣ ≤ (1 − κ)tρ(x, y), x, y ∈ E, t ∈ N.
Proof.
|Pf(x)− Pf(y) | =
∣∣∣∣ infpi∈Px,y
∫
f(X)− f(Y ) π(d(X,Y ))
∣∣∣∣
≤ ‖ f ‖ρ−LipW1,ρ(P
x, P y) = ‖ f ‖ρ−Lip (1 − κ)ρ(x, y).
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Motivated by the contraction property of P we turn to a more detailed look the
fluctuations of f(Xt) for some ρ-Lipschitz continuous function f and arbitrary times
t ∈ N. The main ingredient to establish good fluctuations results is the following
theorem about exponential moments.
Theorem 5.2. Let ρ ∈ E1(κ)M[0,∞) and f : E → R ρ-Lipschitz continuous. Then,
for any T ∈ N and x ∈ E,
logEx exp (f(XT )− PT f(x)) ≤

∑∞
n=2
‖ f ‖n
ρ
σ(n)ρ
(1−(1−κ)n)n! , κ > 0,
T
∑∞
n=2
‖ f ‖n
ρ
σ(n)ρ
n! , κ = 0,
where
σ(n)ρ := sup
x∈E
∫ (∫
ρ(z, z′)P x(dz′)
)n
P x(dz).
The terms σ
(n)
ρ measure the intrinsic fluctuations of a single step transition. They
can be bounded by diamρ(E)
n = supx,y∈E ρ(x, y)
n, but typically this is highly ineffi-
cient. A more precise bound uses
Jρ := sup
x∈E
P x-ess sup
y∈E
ρ(x, y),
the maximal jump the Markov chain can perform as measured by ρ. Then
σ(n)ρ ≤ 2
nJnρ (4)
which follows directly from ρ(z, z′) ≤ ρ(z, x) + ρ(z′, x) ≤ 2Jρ.
Using (4) and the exponential moment bounds in Theorem 5.2 gives control on the
fluctuation of f(Xt) via an application of the exponential Markov inequality.
Corollary 5.3. Let ρ ∈ E1(κ)M[0,∞) and assume that Jρ < ∞. Then, for any
ρ-Lipschitz function f : E → R, x ∈ E, T ∈ N and r > 0,
Px
(
f(XT )− Exf(XT )
‖ f ‖ρ−Lip Jρ
> r
)
≤ exp
(
−
r2
8(κ(2− κ))−1 + 43r
)
, κ > 0;
Px
(
f(XT )− Exf(XT )
‖ f ‖ρ−Lip JρT
1
2
> r
)
≤ exp
(
−
r2
8 + 4r
3T
1
2
)
, κ = 0.
Note how for both κ = 0 and κ > 0 there is concentration with a similar upper
bound, the main difference being that κ−
1
2 determines the scale of fluctuations when
κ > 0 for any T , while for κ = 0 there is a diffusive scaling.
We now change the focus an look at the distance ρ itself. By Theorem 2.4 there is a
Markovian coupling P̂ realizing the optimal coupling for an eigendistance ρ. For a pair
x, y ∈ E we look the fluctuations of ρ(Xt, Yt), where Xt and Yt are the realizations of
the Markov chain started in x and y under the coupling P̂. These mirror the corre-
sponding results for ρ-Lipschitz functions, with a slight decrease from the exponential
decay rate.
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Theorem 5.4. Let ρ ∈ E1(κ)M[0,∞). Then, for any T ∈ N, x, y ∈ E and λ ∈ R,
log Êx,y exp
(
λρ(XT , YT )− Êx,yλρ(XT , YT )
)
≤
2
∑∞
n=2
|λ|n2nσ(n)ρ
(1−(1−κ)n)n! , κ > 0;
2T
∑∞
n=2
|λ|n2nσ(n)ρ
n! , κ = 0.
The expectation Ê corresponds to the Markov chain generated by P̂ from Theorem 2.4
corresponding to ρ, and σ(n) is as in Theorem 5.2.
Corollary 5.5. Let ρ ∈ E1(κ)M(0,∞) and assume that Jρ < ∞. Then, for any
x, y ∈ E, T ∈ N and r > 0,
P̂x,y
(∣∣ ρ(XT , YT )− (1− κ)Tρ(x, y) ∣∣ ≥ Jρr) ≤ 2 exp( −r2
64(κ(2− κ))−1 + 83r
)
when κ > 0. For κ = 0 the corresponding bound is
P̂x,y
(∣∣ ρ(XT , YT )− (1− κ)Tρ(x, y) ∣∣ ≥ Jρr) ≤ 2 exp( −r2
64T + 83r
)
.
6. Discussion and open problems
6.1. Natural distance
It is in general not clear what a natural notion of distance is. This can depend on
context, for example for E a discrete graph the graph distance is a natural distance
in many contexts. However, one can also consider the graph as an electrical network
and consider the resistance metric, which is a different but also natural choice, and it
is related to the behaviour of a random walk on the graph via cover times. On the
discrete circle Z/LZ, the resistance metric is given by dR(x, y) =
(x−y)(L−(x−y)) mod L
L
,
which is (up to scaling) the second order approximation on the Wasserstein distance
found in Lemma 4.2. On the other hand, by Proposition 2.6 the Euclidian distance on
Z extends to the ℓ1 distance as a 1-Wasserstein eigendistance for the random walk on
Z
n, which is very different from the resistance metric.
The notion of a Wasserstein eigendistance ρ provides another notion of natural
distance, related to the ease of distinguishing Px(Xn ∈ ·) for different x and n. It
is well-adapted to obtain concentration estimates for ρ-Lipschitz functions, and other
consequences from positive curvature discussed in [4] follow as well. It is an intrinsic
distance to the Markov chain, in the sense that under the conditions of Theorem 3.8
it is unique and does not require an a priori metric structure. However, due to its
indirect construction via a fixed point argument it is not clear what kind of properties
of the Markov chain are encoded in ρ.
We should also mention the idea of avoiding the possibly discrete nature of E by
working on P(E). The space of probability measures is a continuous space, and in
[2],[3] a natural metric is constructed on P via the dynamics of a reversible Markov
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chain. Also here motivations comes from notions of geometry and curvature in continu-
ous settings, and positive curvature is related to the contraction rate of the semi-group
with respect to relative entropy. It is not directly clear how this is related to Wasser-
stein eigendistances, but both types of distances are intrinsic to the Markov chain, so
there might be a connection.
6.2. Non-compact spaces and negative curvature
In this paper we restrict ourself to compact spaces and non-negative curvature, since
Theorem 2.5 relies on compactness and contraction properties for a fixed point argu-
ment. As the example of the Euclidean distance for the random walk on Z shows there
exist also Wasserstein eigendistances beyond this setting. However, general existence
in non-compact spaces is a harder problem. In [5] it is observed that coarse Ricci cur-
vature is compatible with other notions of negative curvature, for example δ-hyperbolic
spaces, which gives hope that Wasserstein eigendistances also exist in such settings.
6.3. Infinite dimensions
In a similar vein to the previous subsection, particle systems on for example {0, 1}Z
d
are an interesting area to apply the theory of Wasserstein eigendistances. But even
though the state space is compact Assumption 1 is not satisfied, since x 7→ P x is
not continuous with respect to the total variation distance. Also, here it is not ideal
to assume bounded metrics, as is done in Theorem 2.5. For example in the case of
infinitely many independent spin flips, as the limit as n→∞ of Example 4.3, ρ0(x, y) =
0 if x and y disagree at only finitely many sites, and ρ(x, y) = 1 otherwise, is a
Wasserstein eigendistance with curvature 0. But it is clearly a very degenerate pseudo-
metric and very uninforming about the dynamics. Instead the Hamming distance
ρH(x, y) =
∑
i 1x(i) 6=y(i) is a much more informative, has positive curvature, and it
can be obtained as the limit of eigendistances of the finite-dimensional systems. One
interesting observation is that ρ0(x, y) = 1ρH (x,y)<∞, so one could argue that ρ0 and
ρH are in fact the same metric observed at different scales.
6.4. Continuous time
Here we made use of the fact that time is discrete, which gives us a minimal time
unit for which we optimize in (1). For finite state spaces there is not much difference
between a continuous time Markov chain and a lazy discrete time chain. However, for
example diffusions have no natural discrete time skeleton. Even defining a Wasserstein
eigendistance in continuous time is more delicate. On possibility is to consider a family
of fixed point problems via
W1,ρt(P
x
t , P
y
t ) = e
−κtρt(x, y) ∀x, y ∈ E, t ≥ 0.
Ideally, there exists ρ ∈ M so that ρt = ρ for all t ∈ [0, t0] and some t0 ∈ (0,∞], but
this is not guaranteed, and one only has a bound
W1,ρt(P
x
nt, P
y
nt) ≤ e
−κntρt(x, y) ∀x, y ∈ E, t ≥ 0, n ∈ N.
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6.5. Finding or approximating Wasserstein eigendistances
In the examples we used well-understood properties and guesses to find Wasserstein
eigendistances as solution to the fixed-point problem (1 − κ)−1W (ρ) = ρ. In general
this is not feasible, so one needs better ways to find or at least approximate Wasserstein
eigendistances. Theorems 2.7 and 2.8 provide limited ways in this direction, but are
very specific to curvature 0 or good eigenfunctions of P . Example 4.1 shows that
a random walk on the discrete torus has an eigendistance which converges as L →
∞, and one can show that this is indeed a Wasserstein eigendistance for Brownian
motion on the continuous torus. This is a specific example where a Markov chain
converges to a continuous time Markov process, and the corresponding Wasserstein
eigendistances converge to a Wasserstein eigendistance of the limiting process. Under
which conditions is such a statement true for other processes?
7. Proofs
7.1. Proof of Theorem 2.5
Clearly any ρ ∈ Ep(κ)M[0,1] is a fixed point of (1 − κ)
−1W . To show the existence
of such a fixed point we will be using Schauder’s fixed point theorem. To this end
we need to find an appropriate compact and convex set. This will be done in several
steps.
For µ, ν ∈ P we write µ ∧ ν for the largest common component of µ and ν, charac-
terized by
µ ∧ ν(A) =
∫
A
dµ
d(µ+ ν)
(x) ∧
dν
d(µ+ ν)
(x) (µ+ ν)(dx)
for any event A. We write
α(x, y) := 1− |P x ∧ P y | ,
which is the image of the trivial metric 1x 6=y under W1. In particular α is a metric on
E. For f : E × E → R, define the (semi-)norm 9 · 9p with the metric structure from
(E,α)2 via
9 f 9pp := sup
x1,x2,y1,y2∈E
| f(x1, y1)p − f(x2, y2)p |
α(x1, x2) + α(y1, y2)
.
Denote the unit ball with respect to 9 · 9p by
Cp := {f : E × E → R : 9 f 9p ≤ 1} .
The corresponding set of norm-bounded metrics is Mp[0,1] :=M[0,1] ∩ Cp.
Lemma 7.1. Assume Assumption 1. Then the set Mp[0,1] is compact and convex, and
its elements are continuous.
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Proof. It is straight forward thatMp[0,1] is closed and convex. Continuity follows from
the fact that the metric α is by Assumption 1 continuous.
Therefore, relative compactness is sufficient to prove the claim, which will follow from
an application of the Arzela`-Ascoli theorem. ClearlyMp[0,1] is pointwise bounded, so we
only have to check equicontinuity. Fix x1, y1 ∈ E and ǫ > 0, and choose neighborhoods
Ux1 , Uy1 around these points satisfying α(x1, Ux1), α(y1, Uy1) ⊂ [0, ǫ). Then, for any
ρ ∈ Mp[0,1] and (x2, y2) ∈ Ux1 × Uy1 ,
| ρ(x1, y1)
p − ρ(x2, y2)
p | < 2ǫ
since 9 ρ9p ≤ 1, and with ρ ≥ 0 this shows equicontinuity.
Next we will prove a technical lemma, which tells us that a coupling of two prob-
ability measures approximately contains a coupling for any sub-probability measures
of the marginals.
Lemma 7.2. Let µ, ν ∈ P which each decompose into two sub-probability measures
µ1 + µ2 and ν1 + ν2. Then, for any coupling π ∈ Pµ,ν , there exists a sub-probability
measure π1 ≤ π with π1(·, E) ≤ µ1, π1(E, ·) ≤ ν1 and
|π1 | ≥ 1− |µ2 | − | ν2 | .
Proof. Since every probability measure on a Polish space is standard there exists a
measurable map φµ : [0, 1]→ E so that µ = dz ◦φ−1µ , that is µ is the image measure of
the Lebesgue measure dz on the unit interval under φµ. We can additionally assume
dz|[0,|µ1 |] ◦ φ
−1
µ = µ1 and dz|[|µ1 |,1] ◦ φ
−1
µ = µ2, with dz|I being the restriction of the
Lebesgue measure to the interval I ⊂ [0, 1]. Similarly there is a φν : [0, 1] → E with
the corresponding properties for ν.
The coupling π then corresponds to a coupling π̂ of two Lebesgue measures on the
unit square, so that π = π̂ ◦ψ−1 with ψ : [0, 1]2 → E2, (z1, z2) 7→ (φµ(z1), φν(z2)). By
construction µ1 = π̂|[0,|µ1|]×[0,1] ◦ ψ
−1(· × E), and similarly for the µ2, ν1 and ν2.
Define π1 := π̂|[0,|µ1|]×[0,|ν1|] ◦ ψ
−1, which is a sub-probability measure of π, and
clearly
π1(· × E) = π̂|[0,|µ1|]×[0,|ν1|] ◦ ψ
−1(· × E) ≤ π̂|[0,|µ1|]×[0,1] ◦ ψ
−1(· × E) = µ1,
and similarly π1(E×·) ≤ ν1. Furthermore, π̂|[|µ1|,1]×[0,1]◦ψ
−1(E×E) = 1−|µ1 | = |µ2 |
and π̂|[0,1]×[|ν1|,1] ◦ ψ
−1(E × E) = 1− | ν1 | = | ν2 |, implying
|π1 | = 1− π̂|[|µ1|,1]×[0,1] ◦ ψ
−1(E × E)− π̂|[0,1]×[|ν1|,1] ◦ ψ
−1(E × E)
+ π̂|[|µ1|,1]×[|ν1|,1] ◦ ψ
−1(E × E) ≥ 1− |µ2 | − | ν2 | .
Lemma 7.3. The map Wp satisfies supρ∈M[0,1] 9Wp(ρ)9p ≤ 1.
Proof. Fix ρ ∈Mp[0,1]. We have to show that Wp(ρ) satisfies
|Wp(ρ)
p(x1, y1)−Wp(ρ)
p(x2, y2) | ≤ α(x1, x2) + α(y1, y2).
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for any x1, x2, y1, y2 ∈ E. To do so, assume w.l.o.g. thatWp(ρ)(x1, y1) ≥Wp(ρ)(x2, y2)
and let πx2,y2 ∈ Px2,y2 be an optimal coupling with respect to ρ. By writing P
x2 =
P x1 ∧ P x2 + (P x2 − P x1 ∧ P x2) and similar for P y2 we find by Lemma 7.2 a sub-
probability measure π1 ≤ πx2,y2 . Using the properties of π1 we have
π1 + (1− |π1 |)
−1(P x1 − π1(·, E))⊗ (P
y1 − π1(E, ·)) ∈ Px1.y1
and
|Wp(ρ)
p(x1, y1)−Wp(ρ)
p(x2, y2) |
= inf
pi∈Px1,y1
∫
ρp(X,Y )dπ(X,Y )−
∫
ρp(X,Y )dπx2,y2(X,Y )
≤
∫
ρp(X,Y )d
[
(1− |π1 |)
−1(P x1 − π1(·, E)) ⊗ (P
y1 − π1(E, ·)
]
(X,Y )
≤ 1− |π1 | ≤ 1− |P
x1 ∧ P x2 |+ 1− |P y1 ∧ P y2 | = α(x1, x2) + α(y1, y2).
Lemma 7.4. The map Wp satisfies ‖Wp(ρ1)p −Wp(ρ2)p ‖∞ ≤ ‖ ρ
p
1 − ρ
p
2 ‖∞. In par-
ticular W is continuous.
Proof. Fix ρ1, ρ2 ∈ Mα[0,1] and x, y ∈ E. W.l.o.g. assume Wp(ρ1)(x, y) ≥Wp(ρ2)(x, y)
and let πx,y ∈ Px,y be an optimal coupling for Wp(ρ2)(x, y) =Wp,ρ2(P
x, P y). Then
|Wp(ρ1)
p(x, y)−Wp(ρ2)
p(x, y) |
= inf
pi∈Px,y
∫
ρp1(X,Y )dπ(X,Y )−
∫
ρp2(X,Y )dπ
x,y(X,Y )
≤
∫
ρp1(X,Y )− ρ
p
2(X,Y )dπ
x,y(X,Y )
≤ ‖ ρp1 − ρ
p
2 ‖∞ .
Proof of Theorem 2.5. Fix ρ ∈ M[0,1] non-degenerate with Wp(ρ) ≤ ρ and (2).
For ρ ∈ M[0,ρ], let λ(ρ) := supx,y:ρ(x,y)>0
ρ(x,y)
ρ(x,y) ∈ [0, 1] measure the scale of ρ with
respect to ρ. Note that the function λ is continuous, since
|λ(ρ1)− λ(ρ2) |
w.l.o.g.
= sup
x,y
ρ1(x, y)
ρ(x, y)
− sup
x,y
ρ2(x, y)
ρ(x, y)
≤ sup
x,y
ρ1(x, y)− ρ2(x, y)
ρ(x, y)
≤
‖ ρ1 − ρ2 ‖∞
infx,y:ρ(x,y)>0 ρ(x, y)
.
Also clearly λ(ρ) = 0 iff ρ = 0.
Define Mp[0,ρ] :=M[0,ρ] ∩M
p
[0,1], which is convex and compact by Lemma 7.1.
Consider now the sets
B1 := {Wp(ρ) : ρ ∈M[0,ρ], λ(ρ) = 1}
and B2 := conv(B1) its closed convex hull. By Lemma 7.3 and Wp(ρ) ≤ ρ we have
B1 ⊂ M
p
[0,ρ] := M[0,ρ] ∩M
p
[0,1], and by convexity of M
p
[0,ρ] also B2 ⊂ M
p
[0,ρ], which
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makes B2 compact as well. Since 0 is an extremal point ofM
p
[0,ρ] it follows that 0 ∈ B2
if and only if 0 ∈ B1. For this to be the case there has to exist a sequence ρn with
λ(ρn) = 1 so that Wp(ρn)→ 0. But then, by Assumption 1, ρn → 0, which leads to a
contradiction since λ is continuous and lim λ(ρn) = 1 6= 0 = λ(0). Therefore 0 6∈ B2.
On the convex compact set B2 define the map F : B2 → B2, ρ 7→ Wp
(
ρ
λ(ρ)
)
. It
is well-defined since 0 6∈ B2, and continuous as concatenation of continuous functions.
By Schauder’s fixed point theorem there exists a fixed point ρ∗ ∈ B2 of F . With
κ∗ := 1− λ(ρ∗) we see that Wp(ρ∗) = (1− κ∗)−1ρ∗, proving the theorem.
7.2. Proof of Theorem 2.7 and Theorem 2.4
The proof of Theorem 2.7 is one half of the Knaster-Tarski fixed point theorem for
complete lattices. Note that M[0,1] is not a complete lattice, since the minimum of
two pseudo-metrics need not be a pseudo-metric.
Proof of Theorem 2.7. Set B := {ρ ∈M[0,1] : ρ ≤Wp(ρ)} ∈ M[0,1] and let ρ∗ :=
∨
B,
where
∨
B denotes the pointwise supremum over all elements in the set B. Note that
the set is not empty since 0 ≤ Wp(0). The claim is that ρ∗ is a fixed point, which
would make it the largest fixed point since all fixed points are contained in B. To see
this, by construction ρ ≤ ρ∗ for any ρ ∈ B, and by monotonicity Wp(ρ) ≤ Wp(ρ∗).
Since ρ ∈ B this implies ρ ≤Wp(ρ∗) for all ρ ∈ B. But ρ∗ is the smallest upper bound
on B, so that ρ∗ ≤ Wp(ρ∗) must hold. By monotonicity then Wp(ρ∗) ≤ Wp(Wp(ρ∗))
and therefore Wp(ρ∗) ∈ B. But ρ∗ is an upper bound on B, hence Wp(ρ∗) ≤ ρ∗ and
we have ρ∗ = Wp(ρ∗).
To see that limn→∞W
n
p (1x 6=y) = ρ∗, we use the monotonicity of W . The sequence
Wnp (1x 6=y) is decreasing in n and hence converging to a fixed point ρ1 ∈M[0,1] of W .
Since ρ∗ is the maximal fixed point, ρ1 ≤ ρ∗. But 1x 6=y ≥ ρ∗ and hence Wnp (1x 6=y) ≥
ρ∗, which shows the claim.
Proof of Theorem 2.8. Write ρ1(x, y) := |h(x) − h(y) |
1
p and ρ2(x, y) := 1x 6=y(h(x) +
h(y))
1
p , which are both metrics. We claim that λ−1Wp(ρ1) ≥ ρ1 and λ−1Wp(ρ2) ≤ ρ2,
from which the existence of a fixed point in M[ρ1,ρ2] follows via the proof of Theorem
2.5, since F (M[ρ1,ρ2]) ⊂M[ρ1,ρ2]). To show the claim,
Wp(ρ1)
p(x, y) = inf
pi∈Px,y
∫
|h(X)− h(Y ) |π(d(x, y))
≥
∣∣∣∣ infpi∈Px,y
∫
h(X)− h(Y )π(d(x, y))
∣∣∣∣ = |Ph(x)− Ph(y) | = λρp1
and
Wp(ρ2)
p(x, y) = 1x 6=y inf
pi∈Px,y
∫
1X6=Y (h(x) + h(y))π(d(x, y))
≤ 1x 6=y inf
pi∈Px,y
∫
h(X) + h(Y )π(d(x, y)) = 1x 6=y(Ph(x) + Ph(y)) = λρ
p
2.
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Before proving Theorem 2.4 we need the following technical lemma.
Lemma 7.5. Let φ : E → F be a P -homomorphism and Dφ := {(x, y) ∈ E ×
E : φ(x) = φ(y)}. Write Px,y(Dφ) := {π ∈ Px,y : π(Dφ) = 1} for the couplings
concentrated on Dφ.
For any A ⊂ P(E2) closed the set
Aφ := {(x, y) ∈ E2 : Px,y(Dφ) ⊂ A}
is closed.
Proof. Assume A non-empty, otherwise the statement is trivial. Consider a converging
sequence (xn, yn)n∈N ⊂ Aφ, with limit (x, y), and π ∈ Px,y(Dφ). By writing P x =
P xn∧P x+(P x−P xn∧P x) and similar for P y we find by Lemma 7.2 a sub-probability
measure π1 ≤ π with the listed properties. Writing (φ, φ) : (x, y) 7→ (φ(x), φ(y) and
diag(F ) for the diagonal in F 2 we see that supp(π ◦ (φ, φ)−1) ⊂ diag(F ), and by
virtue of π1 ≤ π the same holds true for π1. Consequently we have π1(· × E) ◦ φ−1 =
π1 ◦ π1(E × ·) ◦ φ−1. It follows that
pin := π1+ (1− |π1 |)
−1[P xn − π1(· ×E))⊗ (P
yn − π1(E × ·)] ∈ Pxn,yn(Dφ) ⊂ A,
and
|π − πn | = 1− |π1 | ≤ 1− |P
xn ∧ P x |+ 1− |P yn ∧ P y | = α(x, xn) + α(y, yn).
Since the right hand side converges to 0 and A is closed it follows that π ∈ A. As
π ∈ Px,y(Dφ) was arbitrary it follows Px,y(Dφ) ⊂ A and hence (x, y) ∈ Aφ.
Proof of Theorem 2.4. By Theorem 2.5 ρ is continuous. Consider the multi-valued
map or correspondence Ψ : E2 ։ P , (x, y) 7→ Px,y. Here we refer to the appendix for
the minimal needed facts about multi-maps or correspondences used. Clearly Ψ has
non-empty compact values. Let φ : E → {0} be the trivial constant P -homomorphism.
Note that Ψu(A) = Aφ from Lemma 7.5 and hence Ψ is weakly measurable.
Consider a second correspondence Π : E2 ։ P given by
Π(x, y) = {π ∈ Ψ(x, y) :
∫
ρpdπ =Wp(ρ)
p}.
By the Kuratowski-Ryll-Nardzewski Selection Theorem A.2 there exists a measurable
selection of Π, meaning a measurable function P̂ : E2 → P with P̂ (x, y) ∈ Π(x, y),
which is in the notation P̂ x,y the desired Markov transition kernel of the coupling
realising ρ, and
Êx,yρ
p(Xn, Yn) = Êx,yP̂
Xn−1,Yn−1(ρp) = (1 − κ)pÊx,yρ
pXn−1, Yn−1
= ... = (1− κ)pnρp(x, y).
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7.3. Proofs regarding algebraic irreducibility
Proof of Proposition 2.6. For ρ = ρX we have
Wp(ρ)
p((x, y), (u, v)) = inf
pi∈P(x,y),(u,v)
∫
ρpX(X,U)π (d((X,Y ), (U, V )))
= inf
pi′∈Px,u
∫
ρpX(X,U)π
′ (d(X,U)) = Wp(ρX)
p(x, u).
The proof for ρ = ρY is analogous.
Assume now κX = κY = κ. Let π
x,u
X , π
y,v
Y be optimal couplings for ρX and ρY , so
that
∫
ρpXdπ
x,u
X = (1− κ)
pρpX(x, u) and
∫
ρpY dπ
y,v
Y = (1 − κ)
pρpY (y, v). Then
inf
pi∈P(x,y),(u,v)
∫
ρp dπ ≤
∫
ρp d (πx,uX ⊗ π
y,v
Y ) = a
∫
ρpX dπ
x,u
X + b
∫
ρpY dπ
y,v
Y
= a(1 − κ)pρpX(x, u) + b(1− κ)
pρpY (y, v) = (1− κ)
pρp((x, y), (u, v)).
For a lower bound,
inf
pi∈P(x,y),(u,v)
∫
ρpdπ ≥ a inf
pi∈Px,u
∫
ρpXdπ + b inf
pi∈Py,v
∫
ρpY dπ
= a(1− κ)pρpX(x, u) + b(1− κ)
pρpY (y, v) = (1− κ)
pρp((x, y), (u, v)).
Proof of Proposition 3.1. First note that E/ ∼ with metric ρ∼([x], [y]) = ρ(x, y) is a
compact Polish space, and x 7→ [x] is continuous. Let x, y ∈ E with [x] = [y]. Since
ρ is an eigendistance, Wp(ρ)(x, y) = (1 − κ)ρ(x, y) = 0. This implies that for any
optimizer π ∈ Px,y of the Wasserstein distance
∫
1[X]=[Y ] dπ(X,Y ) = 1. In particular
it follows that
Px([X1] ∈ d[z]) = Py([X1] ∈ d[z]). (5)
With the Markov property of X we get for any [x0], ..., [xt] ∈ E/ ∼ and any represen-
tative x0 ∈ E of [x0]
Px0([Xt] ∈ d[z] | [Xt−1] = [xt−1], ..., [X1] = [x1])
= Ex0
(
PXt−1([X1] ∈ d[z])
∣∣ [Xt−1] = [xt−1], ..., [X1] = [x1])
Since [Xt−1] = [xt−1] and (5), the above simply equals Pxt−1([X1] ∈ d[z]) for any
representative xt−1, independent of the choice of the representative x0.
Proof of Theorem 3.7. For the proof it is convenient to work with reducibility instead
of irreducibility. Therefore we will show the negated equivalence.
¬b)⇒ ¬a) Let ρ ∈ Ep([0, 1])M[0,1) be a true pseudo-metric. By Proposition 3.1 the
map φ(x) := [x] is a P -homomorphism. Note that by Theorem 2.5 ρ is continuous
and therefore E/ ∼ is a compact Polish metric space with metric ρ∼([x], [y]) = ρ(x, y).
The map φ is not injective since ρ is a true pseudo-metric. Furthermore, φ is not
constant since ρ is non-degenerate. Therefore P is not algebraically irreducible.
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¬a)⇒ ¬c) Assume P reducible. Then there exists a non-constant P -homomorphism
φ with φ(x0) = φ(y0) for some x0, y0 ∈ E, x0 6= y0. Denote by Dφ := {(x, y) ∈ E×E :
φ(x) = φ(y)} the set which maps onto the diagonal under φ. For any (x, y) ∈ Dφ
we have P x ◦ φ−1 = P y ◦ φ−1, hence there exist couplings π ∈ Px,y with π(Dφ) = 1.
Define the correspondence Π : E2 ։ P(E2) via
Π(x, y) =

{π ∈ Px,y : π(Dφ) = 1}, (x, y) ∈ Dφ \D;
{
∫
δX,XP
x(dX)}, x = y;
Px,y, otherwise.
To see that Π is weakly measurable, let A ⊂ P(E2) be closed and note that
Πu(A) = {(x, y) ∈ Dφ : Px,y(Dφ) ⊂ A} ∪
{
(x, x) ∈ D :
∫
δX,XP
x(dX) ∈ A
}
∪
{
(x, y) ∈ E2 \Dφ : Px,y ⊂ A
}
=: B1 ∪B2 ∪B3.
By Lemma 7.5 Aφ is closed, and since φ is continuous so is B1 = A
φ∩Dφ. The set B2 is
closed as the pre-image of A of the continuous map (x, x) 7→
∫
δX,XP
x(dX). For B3 we
use Lemma 7.5 applied to the constant P -homomorphism x 7→ 0 and B3 = Ax 7→0∩Dcφ,
which is measurable as an intersection of a closed and an open set. Therefore Π is
weakly measurable, and by Theorem A.2 there exists a measurable selection in the
form of a coupling operator P̂ . We can assume P̂ to be symmetric by the remark
following Definition 3.5. Then we have (P̂ x,y)n(Dφ) = 1 for any (x, y) ∈ Dφ and
n ∈ N. But φ is not constant and hence Dcφ is an open non-empty subset of E × E
with (P̂ x,y)n(Dcφ) = 0 for all (x, y) ∈ Dφ. Therefore P̂ is a non-irreducible symmetric
coupling.
¬c)⇒ ¬b) Let P̂ be a non-irreducible coupling operator. Therefore (E ×E)sym \D
can be partitioned into two sets I and J with non-empty interior so that I does not
communicate with J . That is
(
P̂
{x,y}
sym
)n
(J) = 0 for all {x, y} ∈ I, n ∈ N. Consider
ρ(x, y) := (1x 6=y − 1{x,y}∈I) ∈ M[0,1]. For any {x, y} ∈ I,
Wp(ρ)
p(x, y) ≤ P̂ x,yρp = 0,
therefore Wp(ρ) ≤ ρ. By Theorem 2.5 there exists a p-Wasserstein eigendistance ρ of
P in M[0,ρ] which is is true pseudo-metric since I is non-empty.
The main effort in proving Theorem 3.8 is the following lemma.
Lemma 7.6. Assume E finite and P algebraically irreducible. Then, for any two
ρ, ρ′ ∈ Ep([0, 1))M[0,1] there exists λ > 0 so that ρ
′ = λρ.
Proof. Let ρ ∈ Ep(κ)M[0,1] and ρ
′ ∈ Ep(κ′)M[0,1] be two eigendistances. By Theorem
3.7 both are proper metrics. Let λ := supx supy 6=x
ρ′(x,y)
ρ(x,y) , which is finite since E is
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finite. Then λρ ≥ ρ′ and λρ(x0, y0) = ρ′(x0, y0) > 0 for some x0, y0 ∈ E. Then, since
ρ, ρ′ are eigendistances and Wp in monotone,
Wp(λρ)(x0, y0) = (1− κ)λρ(x0, y0) = (1− κ)ρ
′(x0, y0)
=
1− κ
1− κ′
Wp(ρ
′)(x0, y0) ≤
1− κ
1− κ′
Wp(λρ)(x0, y0),
which implies κ′ ≥ κ. By reversing the roles of ρ and ρ′ the above argument implies
κ′ ≤ κ as well, and hence κ′ = κ.
Assume that λρ 6= ρ′. Then there exist x1, y1 ∈ E so that λρ(x1, y1) > ρ′(x1, y1).
By Theorem 2.4 there exists a coupling operator P̂ realising Wp. By Theorem 3.7 P̂
is irreducible and there exists k ∈ N so that P̂x0,y0({Xk, Yk} = {x1, y1}) > 0. Then
(1− κ)pkρ′(x0, y0)
p = (1− κ)pkλpρ(x0, y0)
p = Êx0,y0λ
pρ(Xk, Yk)
p
> Êx0,y0ρ
′(Xk, Yk)
p =
(
(P̂ )k(ρ′)p
)
(x0, y0)
≥ (W kp (ρ
′))p(x0, y0) = (1− κ)
pkρ′(x0, y0)
p.
The last line follows from the fact that W is the infimum over all possible couplings.
As we have shown a contradiction, this implies that λρ = ρ′, showing uniqueness of
the p-Wasserstein eigendistance up to multiplication.
Proof of Theorem 3.8. By Theorem 2.5 there exists ρ∗ ∈ E1([0, 1]) with curvature κ∗.
By Theorem 3.7 it is a proper metric. Since (a + b)
1
p ≤ a
1
p + b
1
p it follows that ρ
1
p
∗
satisfies the triangle inequality and hence is a proper metric too. It is a p-Wasserstein
eigendistance with curvature 1− (1− κ∗)
1
p since
W pp (ρ
1
p
∗ )(x, y) = inf
pi∈Px,y
∫
ρ∗dπ = W1(ρ∗) = (1− κ∗)ρ∗(x, y).
By Lemma 7.6, any other p-Wasserstein eigendistance is a scalar multiple of ρf∗rac1p.
8. Proofs of concentration
Proof of Theorem 5.2. Fix f and T . We will first prove that
E
[
ePT−t−1f(Xt+1)−PT−tf(Xt)
∣∣∣ Ft] (6)
≤ 1 +
∞∑
n=2
1
n!
(1− κ)(T−t−1)n ‖ f ‖nρ−Lip σ
(n)
ρ , (7)
with Ft the canonical filtration. Writing ex =
∑∞
n=0
xn
n! we first observe that the term
for n = 1 vanishes in (6) via an application of the Markov property. To match the
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terms for n ≥ 2 with the right hand side we use the estimate
E [(PT−t−1f(Xt+1)− PT−tf(Xt))
n | Ft]
≤ sup
x∈E
∫
(PT−t−1f(z)− PT−tf(x))
n
P x(dz).
Since f is ρ-Lipschitz we can use Lemma 5.1 to obtain∫
(PT−t−1f(z)− PT−tf(x))
n
P x(dz) ≤ (1− κ)(T−t−1)n ‖ f ‖nρ−Lip σ
(n)
ρ ,
which shows (7).
By telescoping, f(XT ) − PT f(x) =
∑T−1
t=0 PT−t−1f(Xt+1) − PT−tf(Xt), and with
(7)
Exe
f(XT )−PT f(x) ≤
T−1∏
t=0
(
1 +
∞∑
n=2
1
n!
(1 − κ)(T−t−1)n ‖ f ‖nρ−Lip σ
(n)
ρ
)
≤ exp
(
∞∑
n=2
1
n!
T−1∑
t=0
(1− κ)(T−t−1)n ‖ f ‖nρ−Lip σ
(n)
ρ
)
.
The sum over t is bounded by (1 − (1 − κ)n)−1 in the case κ > 0, and by T when
κ = 0.
Lemma 8.1. Assume a random variable Z with EZ = 0 satisfies
logEeλZ ≤ α
∞∑
n=2
|λ|nβn
n!
(8)
for some α, β > 0 and all λ ∈ R. Then, for any r ≥ 0,
P(±Z ≥ rβ) ≤ exp
(
− 12r
2
α+ 13r
)
.
Proof. For any λ > 0, by the exponential Markov inequality and (8),
Px(±Z > rβ) ≤ e
−λrβ
Exe
±λZ ≤ exp
(
−λrβ + α
∞∑
n=2
λnβn
n!
)
.
Through optimizing λ, the exponent becomes
r − (α+ r) log
( r
α
+ 1
)
. (9)
To show (9) ≤
− 12 r
2
α+ 13 r
is equivalent to showing
log
( r
α
+ 1
)
≥
1
2 r
2
α+ 13 r
+ r
α+ r
.
Through comparing the derivatives w.r.t. r we conclude that the left hand side is
indeed bigger than the right hand side, which proves the lemma.
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Proof of Corollary 5.3. Write β = ‖ f ‖ρ−Lip 2Jρ and α = T or α = (κ(2 − κ))
−1 =
(1 − (1 − κ)2)−1, depending on κ = 0 or κ > 0. By Theorem 5.2 and the remark
following it the conditions of Lemma 8.1 are satisfied, and
Px(f(XT )− Exf(XT ) > rβ) ≤ exp
(
− 12r
2
α+ 13r
)
.
In the case κ > 0 this is the claim, for κ = 0 use r = 2T
1
2 r˜.
Proof of Theorem 5.4. In a first step we will show that
Êx,ye
λ(ρ(X1,Y1)−P̂ ρ(x,y) ≤ 1 + 2
∞∑
n=2
|2λ|nσ(n)
n!
. (10)
Writing the exponential as a series, the term for n = 1 vanishes. For n ≥ 2,∣∣∣ Êx,y (ρ(X1, Y1)− P̂ ρ(x, y))n ∣∣∣
≤ Êx,y
(∫
| ρ(X1, Y1)− ρ(u, v) | P̂
x,y(d(u, v))
)n
≤ Êx,y
(∫
ρ(X1, u) + ρ(Y1, v) P̂
x,y(d(u, v))
)n
≤ 2nÊx,y
(∫
ρ(X1, u) P̂
x,y(d(u, v))
)n
+ 2nÊx,y
(∫
ρ(Y1, v) P̂
x,y(d(u, v))
)n
= 2nEx
(∫
ρ(X1, u) P
x(du))
)n
+ 2nÊy
(∫
ρ(Y1, v) P
y(dv))
)n
≤ 2n+1σ(n).
In a second step, we use the Markov property, (10) and the fact that ρ is an eigen-
function of P̂ to eigenvalue 1− κ:
Êx,ye
λ(ρ(XT ,YT )−P̂
T ρ(x,y))
= Êx,y
(
ÊXT−1,YT−1
[
eλ(ρ(X1,Y1)−P̂ ρ(XT−1,YT−1))
]
eλ(P̂ ρ(XT−1,YT−1)−λP̂
T ρ(x,y)
)
≤
(
1 + 2
∞∑
n=2
|2λ|nσ(n)
n!
)
Êx,ye
λ(P̂ ρ(XT−1,YT−1)−P̂
T ρ(x,y))
=
(
1 + 2
∞∑
n=2
|2λ|nσ(n)
n!
)
Êx,ye
λ(1−κ)(ρ(XT−1,YT−1)−P̂
T−1ρ(x,y)).
Iterating this estimate, we obtain
Êx,ye
λ(ρ(XT ,YT )−P̂
T ρ(x,y)) ≤
T−1∏
t=0
(
1 + 2
∞∑
n=2
|2λ(1− κ)t|nσ(n)
n!
)
≤ exp
(
2
T−1∑
t=0
∞∑
n=2
|2λ(1− κ)t|nσ(n)
n!
)
.
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The claim follows by summing (1− κ)nt over t.
Proof of Corollary 5.5. Write β = 4Jρ and α = 2T or α = 2(κ(2 − κ))−1, depending
on κ = 0 or κ > 0. By Theorem 5.4 and σ
(n)
ρ ≤ (2Jρ)n the conditions of Lemma 8.1
are satisfied, and
P̂x,y(±(ρ(XT , YT )− (1 − κ)
Tρ(x, y)) > rβ) ≤ exp
(
− 12r
2
α+ 13r
)
.
Consequently,
P̂x,y
(∣∣ ρ(XT , YT )− (1− κ)Tρ(x, y) ∣∣ > rβ) ≤ 2 exp( − 12r2
α+ 13r
)
,
and the claim follows for r′ = 4r.
A. Multi-valued maps and measurable selections
In this section we look at a few basic facts about multi-maps or correspondences,
limited to the context of this article. For a more general overview see [1], chapters 16
and 17.
Definition A.1. Let F1, F2 be Polish spaces. A multi-map or correspondence φ :
F1 ։ F2 is a map from F1 with values in the power set of F2.
The upper inverse of φ of F1 ⊂ F2 is given by
φu(A) := {x ∈ F1 : φ(x) ⊂ A}.
The correspondence φ is called weakly measurable if φu(A) is measurable for all
closed A ⊂ F2.
Theorem A.2 (Kuratowski-Ryll-Nardzewski Selection Theorem). Let F1, F2 be Polish
spaces and φ : F1 ։ F2 be weakly measurable with non-empty closed vales. Then there
exists f : F1 → F2 measurable with f(x) ∈ φ(x) for all x ∈ F2.
See for example [1], Theorem 17.13. for a reference.
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