Desalting brines from Reverse Osmosis (RO) plants is one of the most promising applications of Membrane Distillation (MD) systems. The development of accurate models to predict MD system performances plays a significant role in the design of this kind of industrial applications. In this paper, a commercialscale Permeate Gap Membrane Distillation (PGMD) module was modeled by means of two different approaches: Response Surface Methodology (RSM) and Artificial Neural Networks (ANN). Condenser inlet temperature, evaporator inlet temperature, feed flow rate and feed water salt concentration were selected as inputs of the model, while permeate flux and Specific Thermal Energy Consumption (STEC) were chosen as responses. The prediction abilities of both RSM and ANN models were compared with further experimental data by using the Analysis of Variance (ANOVA) and the Root Mean Squared Error (RMSE). The results show that the ANN model is able to predict in a more precise way the behaviour of the module for the whole range of input variables. Thus, ANN model was used to find the optimal operating conditions, for the module operating at feed water salinity of 70 and 105 g/L, concentrations that can be reached when desalting RO brines.
Introduction
Due to the high tolerance of MD systems to high salinity feeds, one of the possible industrial applications of this technology consists on desalting seawater RO brines. Integrating MD technology in RO plants could be an essential factor to obtain efficient desalination lines in terms of recovery [1] [2] [3] [4] . However, the un-5 certainty associated with the performance of MD technology at large scale has prevented the development of this kind of applications so far [5] [6] [7] [8] . Therefore, investigating the performance of large scale MD systems, under the operating conditions imposed by RO brine, is required for assessing the energy efficiency which is one of the main barriers of the MD technology [6] . In this context, the development of accurate theoretical (first principles-based) or empirical models, to predict the performance of MD processes is fundamental. Models not only allow designers to simulate and analyze MD systems under the required operating conditions [9] [10] [11] [12] , but can also be used for developing real time optimization strategies [13, 14] , or to develop optimization algorithms aimed at obtaining optimal designs of the application at hand [15] .
The construction of first principles based models requires a total knowledge of the process to be modeled, and it is usually a laborious task. On the contrary, this knowledge is not as necessary to elaborate empirical models, but in this case a good selection of the dependent and independent variables, and a good 20 design of experiments are needed. Additionally, in the case of MD systems, the difficulty in constructing theoretical models is greater as the different internal design of each module influences its performance. So, internal modifications of this theoretical models have to be done to adapt them to the different module designs, which in many case is non-disclosed information. For that reason, the 25 use of empirical models is a good option to obtain a mathematical expression in a relatively fast and simple way. Two of the most common empirical models used in the field of membrane sciences to visualize the operational space and to understand the system behaviour are RSM and ANN [16, 17] . These models, also known as black blox models, are able to fit both linear and nonlinear multi- 30 variable problems. It should be remarked that these kind of empirical models cannot been used to extrapolate the results to other systems, and they are only valid for the range of operation in which they have been calculated.
RSM is a statistical method extensively used for characterizing membrane distillation systems. This methodology is an efficient modeling tool providing 35 quadratic functions to fit responses in linear or smooth nonlinear processes. As can be seen in Tab. 1, most works presented until now in the literature use RSM in order to optimize MD systems in terms of two of the most important parameters in this technology: permeate production and thermal energy efficiency. However, not all works treat these two parameters in a simultaneous way [9, 18-40 24] . In addition, in most papers the feed water salt concentration, one of the most important paremeters influencing the performance of MD systems, is not taken into account as an input of the model [9, 12, 18, 19, 22, 23, 25, 26] .
ANN is an emerging modeling tool in the field of MD systems. The main advantage of this methodology is that it is able to fit almost all nonlinear pro-45 cesses. Besides, the way in which the model is built allows retraining the model with further experimental data for improving predictions. Tab. 2 summarizes the proposals made up to now in the literature for modeling MD systems by means of ANN based models. As can be seen, almost all the works use ANN for characterizing only the permeate production of a MD unit [10, 11, 14, 27, 28] , and only Shibazian and Alibabaei [29] consider also the thermal energy. Furthermore, the feed water salt concentration is only considered by Cao et al. [27] and Tavakolmoghadam and Safavi [28] .
The goal of this work is to develop empirical models able to predict, in a 55 precise way, the performance of a commercial-scale PGMD module for desalting RO brines. For this purpose, three main objectives are developed: i) obtaining empirical forecasting models based on RSM and ANN, under the required operating conditions, ii) comparing the prediction abilities of the two modeling approaches, and iii) finding the optimal operating conditions of this module 60 for two of the salinity concentrations that can be reached when desalting RO brines, 70 and 105 g/L. Compared to most modeling approaches presented until now in the literature (see Tabs. 1 and 2), in this work, both the permeate production and the thermal energy consumption were selected as predicted performance parameters. In addition, apart from the typical independent variables considered in this technology (condenser inlet temperature, evaporator inlet temperature, and feed flow rate), the feed water salt concentration (35-140 g/L) has been used as an input, in order to visualize the effect of this parameter in the responses. It should be pointed out that most of the studies presented in the literature use bench-scale modules, whereas this study has been performed using Feed flow rate (15-60 mL/s) 
Methodology

Test-bed facility
In this study, a spiral wound MD commercial module called Oryx 150 was evaluated (see Fig. 1-b) . The module was designed by the Fraunhofer Insti-tute for Solar Energy systems and is marketed by the company Solar Spring (Freiburg, Germany). It had a Permeate Gap Membrane Distillation (PGMD) configuration. The location of the different channels of the module was placed to minimize heat losses to the environment. All inlets and outlets were located at the top of the module. The permeate outlet was located on the outer perime- ule was integrated into a structure that was formed by a feed tank (475 L), a filter of 300 µm placed after the outlet of the feed tank and before the inlet of the MD module, the pump to circulate the feed solution, a deaerator and the heat exchanger. Four PT100 temperature sensors were placed directly at the inlet of the evaporator and condensation channels and at the outlets of them 95 (see Fig. 2 ). The fifth temperature sensor was located at the inlet of the heat exchanger on the side of the heating fluid (see Fig. 2 ). The volumetric flow rate (F in Fig. 2) was measured with a flow meter placed before the inlet of the condenser channel. A pressure sensor (WIKA) was located at the inlet of the condenser channel to avoid overpressure. The permeate was measured with a 100 weight (W in Fig. 2 ), using a tank to collect the permeate, and then, returning it to the feed tank. All the temperature and pressure measurements were monitored and registered by a Supervisory Control And Data Acquisition (SCADA) system connected through a Programmable Logic Controller (PLC).
The MD module was tested in the Solar Membrane Distillation (SMD) pilot 105 facility of Plataforma Solar de Almería (PSA, www.psa.es) (see Fig. 1-a) . In this facility, the module was connected to a solar field through a heat exchanger. The solar field was formed by 10 flat plate collector (Solaris CP1 Nova, Solaris, Spain) divided into two files with 5 collectors each one. The nominal thermal power supplied was 7 kW th at a temperature of 90 o C. The heat rate supplied 110 to the heat exchanger was controlled by means of the feedback control structure presented in [33] . The operation of the MD system consisted of pumping the cold feed solution to the condenser inlet. The low temperature of the feed solution helped the condensation of the permeate. The circulation of the feed solution along 115 the condensation channel allowed preheating the solution thanks to the latent heat of condensation and to the sensible heat that crossed the membrane. After leaving the condensation channel, the solution passed to the deaerator to eliminate the non-condensable gases from the feed solution and later it was circulated towards the inlet of the heat exchanger. Afterwards, the hot feed went 120 into the evaporator channel and circulated countercurrent with respect to the circulation in the condensation channel. As the feed circulated along the evaporator channel, the vapour passed through the pores of the membrane driven by the vapour pressure difference created on both sides of the membrane due to the temperature difference. The concentrated feed solution (brine) left the module through the outlet of the evaporator channel and was poured into the feed tank for recirculation. Since the brine had a temperature above that of the feed solution, it was cooled down with a chiller.
Thermal energy performance metric
The thermal efficiency of the distillation process can be evaluated by means of several metrics, being the Specific Thermal Energy Consumption (STEC), the one adopted in this work, one of the most employed [12, [34] [35] [36] . This metric provides the thermal energy required per volume unit of distillate, and it can be calculated as follows:
where c is a conversion factor (3.6·10 6 s·W/(h·kW)), ρ f eed is the feed water 
Response Surface Methodology (RSM)
RSM is a set of mathematical and statistical techniques based on the fitting of empirical models to the experimental data obtained through an experimental 135 design. The RSM procedure consists of the development of a linear or quadratic polynomial function that adjusts the response (permeate production, energy efficiency and so on) depending on the operating conditions (temperatures, flow rates and so on). Therefore, polynomial functions are used to describe the studied system and consequently, to explore (model and displace) the experi-140 mental conditions up to their optimization to achieve the best performance of the system [37] .
The development of a RSM has several steps: (i) selection of the main variables that exert the highest effect on the system through the screening studies and the delimitation of the experimental region, in accordance with the goal of the study and the experience of the researcher; (ii) choice of an experimental design that defines which experiments should be carried out in the experimental region and conduction of the experiments according to the selected experimental matrix; (iii) mathematical-statistical treatment of the experimental data by adjusting a polynomial function (see Eq. 2); (iv) evaluation of the validity of the model.
where k is the number of variables, β 0 is the offset term coefficient, β i represents the coefficients of the linear effects, x i and x j represents the variables, β ij represents the coefficients of the interaction of effects, and β ii represents 145 the coefficients of the quadratic parameters. To estimate the coefficients of the equation, the experimental design must ensure that all the studied variables are carried out for at least three levels of each variable. Among the most used second order design are the three-level factorial design, the Box-Behnken design and the central composite design. These designs differ from each other in their selection of experimental points, number of levels for the variables and number of executions. In particular, central composite design is a fractional factorial or factorial design with extended central points with a group of axial points also called star points. So, for example, to optimize a process with three variables (k = 3), the first block is a factorial 2 3 , the second block is a set of 2x3 tests and 155 the third blocks are repetitions in the center [38] . There are three types of central composite design, specifically, circumscribed, inscribed and face-centered central composite. In the last one, the star points are the center of each face of the vector space, so this variety requires only three levels of for each factor. After the experimental plan proposed by the design has been carried out and
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the values of the responses have been obtained for each experimental point, it is necessary to evaluate the quality of the adjusted model by applying the ANOVA [39] . With the ANOVA, the variation due to the treatment (change in the combination of the levels of the variables) is compared with the variation due to the random errors inherent in the measurements of the generated responses. From 165 this comparison, it is possible to evaluate the significance of the regression used to predict the answer.
Artificial Neural Network (ANN)
An ANN is also a mathematical model which is composed by simple interconnected elements, that process information in response to external inputs, trying 170 to imitate the behaviour of biological neural networks. These simple elements, called neurons, are computational processors in which three main operations (see Fig. 3 ) are carried out [40, 41] :
1. The n-element input vector (z 1 , z 2 , ...z n ) is multiplied by weights (w 1,1 , w 1,2 , ...w 1,n ).
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2. In the summing junction, the weighted inputs are added together with the bias vector b, obtaining the argument a:
3. Finally, the argument a is converted into a scalar value Out by means of the transfer function f (see Fig. 3 ):
In the transfer function block (f in Fig. 3 ), several functions can be employed,
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being the linear (purelin) and the log-sigmoid (logsig) transfer functions two of the most adopted [40, 41] . Thus, the outputs of neurons calculated by these transfer functions can be expressed as: 
The form in which neurons are grouped and connected is known as topology or architecture of the neural network. In general, neurons are grouped in 185 different layers such as hidden and output layers. Moreover, the inputs can be treated as an additional layer. Between the different kinds of architectures, one of the most used to perform function fitting is the Multi-Layer feedforward Perceptron (MLP) [42] . In this architecture, the number of inputs and outputs of the network is defined according to the number of input and output variables 190 of the system to be modeled. On the other hand, the optimal selection of the number of layers, and the number of neurons required in each layer, is still an active research area and it is usually obtained by trial and error. In practice, most neural networks have only two or three hidden layers [42] .
Once the architecture of the network is chosen, the weights and biases are adjusted by mean of a training algorithm. Back Propagation (BP) algorithm is the most commonly employed for training MLP networks [10, 11, 17, 42] . This algorithm tries to minimize a performance function by iteratively adjusting network weights and biases. The index used as performance function in this work is the Root Mean Square Error (RMSE):
where M is the number of network outputs, N is the number of data used for 195 training, and Y i,j andŶ i,j is the experimental and predicted response respectively. Thus, in each iteration BP algorithm modifies weights and biases in the direction in which RMSE decreases. One iteration of this algorithm is given by [42] :
where λ k is a vector containing current network weights and biases, δ is the 200 learning rate, ∆ k is the current gradient of RMSE function, and k being the iteration number.
Multi-objective optimization
The space of solutions of the RSM model can be easily explored by a conventional gradient-based optimization method, as it is quadratic. However, the 205 ANN model does not guarantee a linear or smooth nonlinear solution space to be explored. Therefore, other global techniques such as genetic-based algorithms should be considered. In this work, a multi-objective evolutionary algorithm NSGA-II was employed to carry out the optimization. NSGA-II is a fast and elitist optimizing approach which stands out for obtaining spread solutions near 210 the optimal Pareto Front. In general, the algorithm can be roughly divided in the following steps:
1. Creation of an initial population randomly selected according to the problem and constraints. 2. Nondominated sorting of the population inizializated previously.
was fixed at 10, the maximum number of iterations at 500, and the convergence tolerance was 1e-100. After carrying out the experimental campaign and introducing the experimental values of the responses of interest, the experimental design was analyzed. The ANOVA analysis was used to verify if the regression equations were statistically valid. The statistical parameters used to evaluate the goodness of the fit was the p-value, the coefficient of determination (R 2 ) and the adjusted co-240 efficient of determination (adjusted-R 2 ). Specifically, the p-value was used to determine which terms of the equation were statistically significant. For that, the p-value was compared with the level of significance to decide which terms were excluded from the final model. A value of 0.05 was used for the level of significance, meaning that if the p-value was lower than 0.05, the coefficient was 245 significantly different from zero with a confidence level of 95 %. Therefore, the coefficients with a p-value higher than 0.05 were not included in the final equations. Tab. 4 shows the p-values of the coefficients for both responses (STEC and P flux ). Thus T evap , T cond , F, S, T evap ·F , T evap ·S , T cond ·S, F·S and S 2 were significant for Pflux while for STEC, only T evap , S and T evap ·S were statistically 250 significant. Non-significant terms were removed from the model to obtain the simplified equations for both Pflux and STEC: 
Results and discussion
The simplified equations were also subjected to an analysis of variance. Tab. 5 shows the values of the statistics for the simplified models for P flux and for Pflux but the R 2 and adjusted-R 2 were low for the STEC. The comparison between the observed values and the adjusted values by the models is shown in Fig. 4 . An excellent fit can be observed between the experimental and predicted responses for P flux (see Fig. 4-1) . On the other hand, the adjustment in the STEC response is not so good (see Fig. 4-2) , as expected in view of the 260 results of the ANOVA. Notice that the RSM model is composed by linear, interaction and quadratic terms, which are good at adjusting linear or quadratic behaviours, however it provides unsuccessful fitting when it comes to nonlinear behaviour, as the one obtained by the feed water salt concentration influence on the STEC. When the feed water salt concentration is not taken into account 265 as an input of the model, RSM provides satisfactory adjustments [12] . 
Model output STEC exp =STEC pred 
Neural Network based model
The neural network based model was developed considering as inputs S, T cond , T evap and F (see Tab, 3), and as outputs P flux and STEC. In this case, the data used in the RSM method were complemented with more samples. It should 270 be remarked that, although DoE ensures data well distributed throughout all the input data range, the ANN model, which is exclusively data-based, can present abrupt nonlinearities in the responses if the amount of data is not large enough, and if the data set is not well distributed. This fact can be especially significant when the range of the input data is large, and some of these parameters have a clear nonlinear influence on the responses, as is the case of feed water salt concentration in this study. Thus, Appendix A shows all the experimental data. Besides, it should be commented that, as in the case of experimental data used in RSM model, four measurements were taken for each experimental point.
The experimental data set was divided in 3 subsets: i) training subset (75% of samples), ii) validation subset (20% of samples), and iii) test subset (5% of samples). Moreover, in order to avoid overfitting during the training process, both the input and output variables were normalized in the range 0.1-0.9 by means of the following expression [10] :
where y n is the normalized sample, y k is the actual sample, y max and y min are 280 the maximum and minimum value of the variable to be normalized, and U and L are the upper and lower bounds considered to define the output network range (U = L = 0.1). The training process was accomplished in the Neural Network Toolbox of MATLAB, using the Lavenberg-Marquardt BP algorithm [40] . Several ANN 285 architectures were tested varying the number of hidden layers between 1-3 and the number of neurons in each layer between 1-10. The transfer function adopted in the hidden layers was the logsig, whereas the one employed in the output layer was the purelin. The optimal architecture was selected according to the performance function (RMSE). The optimal ANN model (see Fig. 5 ) is composed by 4 inputs, two hidden layers containing 7 and 2 neurons respectively, and two outputs. This feedforward neural network topology can be described as MLP (4:7:2:2). Notice that the training process was iteratively performed (as was metioned in Section 2.4) until reaching a RMSE sufficiently small, according to the imposed goal for the training subset (RMSE≤5·10 −4 , normalized value according to Eq. 11). In the optimal network case, the training process was stopped after 13 iterations obtaining a RMSE=2.61·10 −4 for the training data subset, while the RMSE of the validation and test subsets was lower than 1·10 −3 . Tab. 6 summarizes the optimal values of network weights and bias in a matrix-vector format. The ANN model can be expressed as:
where Φ (i) is the transfer function correspondent to layer i (i=1-3), LW (2, 1) and LW (3, 2) are the layer weight matrices, where the superscripts indicates the destination and source connections, IW (1, 1) is the input weight matrix, x is the network input, andŶ is the network output. It should be commented that the same notation has been employed in Tab. 6 and Fig. 5 .
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The fit between the experimental data used in the training and validation processes, and the predicted values by the ANN model are shown in Fig. 6 . Besides, Tab. 7 shows the analysis of variance (ANOVA) for these two subsets. As can be observed, the obtained p-values (lower than 0.05) and coefficients of determination (close to 1) evidence the good fit obtained by ANN model in both 300 cases P flux and STEC. Notice that in the next subsection more experimental data will be used to test the performance of the ANN model. 
Comparison between the prediction abilities of the two modeling approaches.
In order to compare in the same conditions the prediction abilities of the RSM and ANN models, additional experimental data were employed (see Tab. 8).
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The comparison were performed based on the Root Mean Square Error (RMSE), the coefficient of determination (R 2 ) and the adjusted-R 2 . Table 9 : Comparison of predictive abilities of RSM and ANN. Fig. 7 shows the correlation between the additional experimental data and the predicted values, and Tab. 9 shows the performance metrics. On the one hand, in the case of the permeate flux (P flux ), the R 2 and the adjusted-R feed water salt concentration, and (2) the simplified equation modeling STEC does not consider the influence of T cond and F in the responses, hence it adds uncertainty to the model (see Eq. 10). Thus, it can be concluded that the ANN model is more suitable for predicting STEC, specially when working at high feed water salt concentration.
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In addition to the comparison carried out previously, 3D response surfaces were displayed to observe the influence of the feed water salt concentration in both P flux and STEC, and also to compare the surfaces provided by RSM and ANN models. It should be taken into account that the influence of the rest of input variables was studied in [12] . Thus, Figs. 8 and 9 show the 3D response 330 surfaces for RSM and ANN models respectively.
On one hand, it can be observed in Fig. 8-1, 3 and 5, and in Fig. 9-1, 3 and 5 the influence of the feed water salt concentration and the other input variables (T evap , T cond and F) in the P flux predicted by the RSM and ANN models respectively. It can been seen that P flux decreases significantly with increasing 335 feed water salt concentration. Notice that, the 3D response surfaces obtained by the two models were similar, due to P flux being almost linear in all the input data range.
On the other hand, in Fig. 8-2 , 4 and 6, and in Fig. 9 -2, 4 and 6 the effects of S, T evap , T cond and F on the STEC predicted by the RSM and ANN models 340 are shown. In this case, the opposite behaviour than in P flux can be observed, STEC augments when increasing feed water salt concentration. Therefore, an increase in the salinity implies a decrease in thermal efficiency. Besides, some differences can be seen in the 3D response surfaces of both models. RSM model provides almost linear surfaces for the whole input data range, whereas ANN model provides nonlinear surfaces which represent in a more accurate way the behaviour of STEC observed from experimental data (see Appendix A). In addition, ANN model takes into consideration the influence of T cond and F in the response (see Fig. 9-4 and 6 ), whereas RSM model does not consider these variables (see Eq. 10) as was commented before.
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According to the results obtained, different interaction effects can be seen among the input variables. Considering T evap and S, the increase of T evap yields to an increase of the performance, namely, an increase of P flux and a decrease of STEC, and this effect is stronger the higher the S values. The increase of S leads to a decrease of the performance and this effect is stronger for smaller T evap .
Regarding the interaction effect between F and S, an increase of F at different S values causes an enhancement of P flux . However, the effect of increasing F on STEC depends on S. For a salinity value of 35 g/L, an increase of F causes a negative effect on STEC, while for high S values, an increase of F produces the contrary effect. This is because at high S and low F, the permeate production 360 decreases at a higher rate than the decrease of the external heat necessary by working with a low F. Finally, the effect of T cond on the P flux is negative. An increase of this variable, yields to a decrease of the driving force, diminishing P flux and this effect is stronger for high S. Regarding the STEC, at a salinity of 35 g/L, an increase of T cond favours the decline of the STEC, however, at 365 high S values, the increase of T cond leads to an increase of STEC because the decrease of P flux at high S is more pronounced.
From an optimization point of view, two interesting conclusions can be drawn. Firstly, in Fig. 9-6 it can be observed how STEC decreases at low F when S is in a low-medium range, and then, at high S, STEC has an almost 370 curvilinear behaviour with respect F where the minimum value is located around 500 L/h. Secondly, it can be observed that the STEC does not present large variations with respect to T evap at low S, around 80 kWh/m 3 at 500 L/h (see Fig. 9-1) . However, at high salinity concentrations (i.e. 140 g/L), the influence is remarkable, around 500 kWh/m 3 at 500 L/h (see Fig. 9-1 ). This fact can be 375 very relevant in solar powered batch operations since the result of an optimization problem with a time horizon of one day could be: working at low T evap at low salinity concentrations and storing thermal energy to be able to operate at high temperature, significantly improving performance, when high salinity ranges are reached. 
Multi-objective optimization
Once the models were developed, validated and compared, a multi-objective optimization was carried out using NSGA-II algorithm. The objective was to find a set of solutions that ensure a trade-off between the two performance parameters (maximizing P flux and minimizing STEC), that require contrary 385 operating conditions in some variables such as T cond and F. This set of optimal solution is known as Pareto Front or nondominant solutions. Thus, two optimization cases were proposed according to the levels of feed water salt concentration that can be reached when performing batch operation for desalting RO brines. In the first optimization problem, the feed water salt concentration 390 was fixed at 70 g/L, whereas in the second optimization problem, the feed water salt concentration was fixed at 105 g/L. Notice that the optimized variables in both cases are T cond , T evap , and F, since they can be easily manipulated to achieve the desired performance. The optimization was carried out using only the ANN model as it takes into account all the input variables for the two per-395 formance parameters, as was commented in the previous section. The results obtained for both optimization cases are reported in Fig. 10 and Tab. 10. In addition, three experimental runs randomly selected were performed in order to validate the optimal points obtained in the two optimization problems (see Tab. 11). Attending to the results, Tab. 10 shows that different operating conditions are required in some of the parameters depending on the level of feed water salinity. Notice that the pareto fronts must be analyzed by assigning different importance for responses, according to the specific desirability of the application. In general, it can be seen that in the two studied cases, for applications 405 that require higher distillate production it is better to operate with larger F and smaller T cond . However, if the thermal efficiency is the decisive factor in the application, it is better to operate with smaller F and larger T cond at the feed water salinity of 70 g/L. On the other hand, at the feed water salinity of 105 g/L, larger T cond and larger F are required. It is also important to remark that in the two optimization problems, the inlet evaporator channel temperature is at the maximum (80 o C) for all the pareto solutions. Nevertheless, in real solar powered operations, this temperature will be limited by the irradiance conditions at every moment and, therefore, the optimal operating conditions can be obtained by modifying only T cond and F. It should be pointed out that T cond steadily 415 increases when performing batch operations, but it could be manipulated using cooling devices in order to work in the optimal operating points, thus increasing MD module performance.
Moreover, Tab. 12 shows the salt rejection factor (SRF) for each of the studied salinities. For the three salinities, the SRF was close to 100 %, confirming that in this case, in accordance with the MD fundamentals, the operating conditions do not affect the salinity of permeate [44] . 
Conclusion
Response Surface Methodology (RSM) and Artificial Neural Networks (ANN) 3 ) were selected as predicted variables. The prediction abilities of the two modeling tools were compared with further experimental data. In addition, the optimal operating conditions (maximizing and minimizing P flux and STEC respectively) for two 435 of the feed salinity concentrations (70 and 105 g/L) that can be reached when performing batch operation for desalting RO brines were determined.
Regarding the models, the ANN model achieved higher accuracy in predicting the responses, specially in the STEC case. This fact can be explained since the feed water salt concentration affects the STEC on a nonlinear way, which 440 cannot be well represented by a quadratic equation. Therefore, ANN model is shown to be more adequate than RSM for developing models in which the feed water salt concentration is considered as an input. However, it should be also commented that it required more experimental data.
The multi-objetive optimization carried out revealed that, depending of the 445 level of feed water salinity, different operating conditions are required in some of the parameters. Therefore, real time multi-objective optimization could be essential for performing batch operations aimed at desalting RO brines, specially when the MD facility is powered by solar energy. In future works, the models presented in this paper will be used for develop-ing optimization algorithms able to perform optimal designs of a solar powered MD facility to be integrated in a RO plant. In the same way, models will be used for optimizing the solar powered operation of the MD module in batch mode operation. Table 13 : Experimental data used for RSM and ANN modeling
Appendix A. Experimental data
Run ANN subset Used in RSM S (g/L) T cond ( o C) T evap ( o C) F(L/h) STEC(kWh/m 3 ) P flux (L/(h·m
