ABSTRACT The purpose of selective clustering ensemble is to select a subset of base clustering partitions with predictive performance and combine these partitions into more accurate and stable final results. Traditional approaches tend to utilize the well-known validity criteria such as NMI to evaluate the quality and diversity of base clustering partitions in the selection process. However, the characteristics of the original data and the data structure itself are commonly neglected. Furthermore, the generation process of base clustering partitions is more concerned with diversity and less consideration of quality. To tackle these problems, we propose a new selective clustering ensemble scheme. In the process of generating base clustering partitions, k-means and hierarchical clustering algorithm alternately combined with random projection method are employed to generate diverse base partitions. Meanwhile, in order to improve the quality of base clustering partitions, we propose a new selection strategy for the number of clusters k in k-means algorithm. In the clustering selection process, both diversity and quality of the base clustering partitions are evaluated by multi-modal metrics from two levels: clustering labels and data structure. Based on five UCI benchmark datasets, experimental results demonstrate that the proposed method not only can generate but also select base clustering partitions with both diversity and quality. Experimental analyses show the validity and stability of the proposed scheme.
I. INTRODUCTION
Clustering analysis is a main task in data mining. It aims to classify a group of objects in a way that objects in the same cluster are more similar to each other, and the objects in different cluster are more dissimilar. There are various clustering algorithms in the literature, including k-means, k-medoids, DBSCAN and spectral clustering [1] , [2] . However, there is no one basic clustering algorithm that can perform perfect and achieve satisfactory clustering result on all categorical datasets, because different clustering algorithms have different objective functions and implicit assumption of data distribution or data structure [3] , [4] . Recently, clustering ensemble has become an important tool for clustering analysis. By using appropriate ensemble method or function, clustering ensemble combines the multiple base clustering partitions generated by clustering algorithm so that a more accurate and stable clustering model can be constructed. And also, it can produce more accurate and robust clustering results than any single clustering algorithm [5] , [6] .
The traditional clustering ensemble algorithms perform ensemble integration by combining all of the available clustering partitions together. It is inevitable to affect the ensemble accuracy due to some base clustering partitions with inferior quality. Borrowing some proven good ideas in the area of supervised classification learning, selective clustering ensemble aims to generate more accurate and stable final results by selecting a better subset of base clustering partitions. Because of its remarkable advantages in accuracy, stability and parallelism, clustering ensemble has been deeply studied. It has become a widely-watched method in data mining, pattern recognition, business analysis and other fields. In general, the framework of selective clustering ensemble VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ consists of three key stages: base clustering partitions generation, clustering selection and clustering ensemble [7] , [8] .
As not all base clustering partitions contribute to produce the final clustering results, how to evaluate and select a better subset of base partitions is becoming the most important issue for clustering ensemble selection. A suitable selection strategy can discover more hidden information of the cluster structure, and improve the accuracy and performance of the final clustering results [9] , [10] . Recent research contributions in selective clustering ensemble indicate that quality and diversity of the base clustering partitions are the most key factors for the selection strategy [11] , [12] . The Normalized Mutual Information (NMI) or Jaccard Index (JI) is the most common methods used to evaluate the quality and diversity. Meanwhile, the majority of the existing literature is mainly concerned about how to produce diverse base clustering partitions with less consideration for quality. In fact, some studies have shown that when the diversity value is the highest, the quality value is low. We also observe from literature, both NMI and JI are only calculated according to the labels of the base clustering partitions, without considering the characteristics of the dataset itself. In addition, quality and diversity play a major role in the process of selecting the optimal clustering partitions, which does not play a guiding role in the process of generating the base clustering partitions. Furthermore, no matter quality, diversity or other metrics, all features of the dataset cannot be measured separately. Based on these observations, we propose a new selective clustering ensemble algorithm MMSCE based on multi-modal metrics. Also, some experiments are conducted on UCI datasets to establish the superiority of the proposed method. The main contributions of our proposed approach can be summarized as follows:
(1) In the clustering partition generation process, we use different clustering algorithm to produce the base clustering partitions. Both quality and diversity are utilized as guidance to generate base clustering partitions. Therefore, the base clustering partitions with high diversity and quality provide a reliable source for the clustering selection process.
(2) In the clustering selection process, a novel clustering selection scheme is proposed. The selection method combines multi-modal metrics rather than a single index to evaluate the quality and diversity of the base clustering results. Meanwhile, the scheme not only takes advantage of the label information of the base clustering partitions, but also makes good uses of the structure information of the dataset.
The remainder of the paper is organized as follows. Section 2 reviews previous works on selective clustering ensemble. Section 3 presents our proposed selective clustering ensemble approach based on hybrid multi-modal metrics. In Section 4, experimental results are presented. Finally, conclusions are given in Section 5.
II. RELATED WORKS
It has been generally recognized that selective ensemble can improve the performance and computational efficiency of clustering ensemble by selecting a portion of clustering partitions rather than all available partitions [13] , [14] . The first step of selective clustering ensemble is to generate multiple clustering members or base clustering partitions with greater diversity. Strchl and Ghosh perform different cluster algorithms on the same dataset to obtain the initial clustering members [15] . Fred and Jain use k-means algorithm with different initial k to produce clustering members [16] . Zhou et al. propose a cluster generation method based on kmeans algorithm with fixed k and random cluster centers. The objects are divided into different partitions according to the average distance between the objects in the clusters. The clustering partitions are produced after several iterations [17] . Dudoit and Fridlyand [18] use bootstrap method to get clustering members. Topchy et al. [19] present a generation algorithm of clustering partitions which combines the feature selection with random projection method. Fern et al. present an ensemble generation method based on the random projection method. The original datasets are projected randomly from high dimensional space to a low dimensional subspace. And then, the method uses clustering algorithm on the multiple data subsets of low dimensional subspaces to obtain clustering members with diversity [20] . Minaei, Topch and Punch propose a method to generate subset of data based on random sampling. The method assumes that the random subset is a real distribution of the original dataset, but the properties of each subset are different. So the subset of multiple random samples can fully represent the distribution of the original dataset. The clustering partitions are generated by using k-means algorithm for each dataset [21] . Domeniconi and AI-Razgan [22] use LAC algorithm with different initial parameters to create the base clustering partitions. Luo et al. [23] proposes CEAN and ICEAN methods to create high differential ensemble members by adding artificial noise data. Yu et al. propose a novel clustering ensemble approach called knowledge based cluster ensemble (KCM). It introduces the prior knowledge of the datasets in the form of pairwise constraints and uses the spectral clustering algorithm to produce the base clustering partitions [24] . Zhang and Cao propose a classifier selection algorithm based on bagging ensemble, in which the classifier similarity is defined based on the accuracy and diversity. The spectral clustering algorithm is used to group the classifiers into two clusters according to the classifier similarity. Only one clustering of classifiers is retained in the ensemble [25] .
A suitable selection strategy will obtain some clustering partitions which can reflect more hidden characteristics of the dataset to perform clustering ensemble. It can improve the quality of clustering ensemble. The diversity-based selection strategy usually chooses some clustering partitions from the library of clustering members with large diversity. The basic idea of the selection strategy based on quality is to select the clustering members with good quality to form the ensemble set. Hadjitodorov, Kuncheva and Todorova explore the relationship between diversity and quality of the clustering partitions. They find out that the relationship between diversity and quality is not monotonous, that is, when the diversity is too large, the quality of ensemble decreases. They also define four kinds of formulas based on ARI, and put forward the strategy of selecting the clustering partitions with moderate diversity [26] . Azimi et al. put forward an adaptive selection scheme. In the scheme, each clustering partition is evaluated by certain criterion function. The datasets are divided into stable datasets and non-stable datasets according to the evaluation results. Then, the clustering members are selected by using different strategy based on the character of different datasets [27] . Hong, Sam et al. propose a resampling-based selection strategy. The quality and diversity of the clustering members are measured by resampling method. They also construct a fitness function based on quality and diversity [28] . Fan et al. propose a selection framework by combining the diversity, quality and consistency of the ensemble members to improve the clustering performance. Meanwhile, the must-link and cannot-link constrains are considered in the framework. They formalize the selection process as a combinatorial optimization problem and search high quality solution under the constraints. They also illustrate the advantages of using constraints in ensemble selection stage rather than in base clustering generation stage [29] . Meng et al. propose the APCES algorithm, where the ranking aggregation method is used to select the classification-related features and affinity propagation clustering algorithm is used to group these features. Some features subsets with diversity are formed by randomly selecting a feature from each group. Then, the base classifiers with better classification performance are selected based on Kappa Coefficient [30] . Yu et al. view clustering partitions as features and design a weighting function by combing several feature selection methods. They construct a hybrid clustering solution selection strategy (HCSS) based on the weighting function [31] . Yousefnezhad et al. present a new strategy based on independency and diversity to evaluate and select the best base clustering members. The independency is evaluated by a new modeling language named as CAIL and diversity is evaluated by APMM [32] .
There are various methods or verification indicators that can be used to evaluate the clustering analysis results. Liu et al. evaluate the quality of clustering results based on compactness and separation, and define a connection matrix to assess the quality and difference of the clustering partitions. Strehl and Ghost utilize the Mutual Information (MI) to measure the clustering partitions. Zhong and Ghost evaluate clusters in document clustering using Normalized Mutual Information (NMI). Fern and Lin propose a method to evaluate the quality and diversity of the clustering partitions based on Sum NMI and Pairwise NMI, respectively. Alizadeh et al. use APMM to assess diversity of clustering, which solves the symmetry problem in the NMI [33] , [34] . Cavalcanti, Oliveira, Moura, and Carvalho propose a clustering ensemble method by combining multiple diversity measures, including correlation coefficient, Kappa statistics and Q statistics [35] . Diversity (SIVID). In this method, five internal validity indices and NMI are employed to evaluate the quality and diversity of the base clustering partitions, respectively. First, the clustering partitions with the highest quality value are selected. Then, the rest partitions with the highest quality and diversity are selected repeatedly with respect to the partitions selected before [36] .
Most of the previous researches tend to utilize the wellknown validity criteria such as NMI to evaluate the quality and diversity of base clustering partitions without taking the characteristics of the original dataset into account. Furthermore, the quality and diversity play an effective role in the process of clustering selection, and their impact on clustering partitions generation is often ignored.
III. PROPOSED SELECTIVE CLUSTERING ENSEMBLE APPROACH BASED ON HYBRID MULTI-MODAL METRICS
In this section, we first give an introduction to the selective clustering ensemble method. And then, we present the proposed selective clustering ensemble framework based on multiple metric illustrated by Fig. 1 . Finally, we give a more detailed description to the proposed selection strategy.
A. SELECTIVE CLUSTERING ENSEMBLE
Selective clustering ensemble is an effective approach to improve the performance of clustering ensemble. It aims to select some clustering partitions from a given library of clustering partitions according to the specific selection strategy. Finally, the selected clustering partitions are integrated into the final clustering results.
Selective clustering ensemble can be described as follows. Given a categorical dataset X = (x 1 , x 2 , · · · ,x n ) with n objects, a library of base clustering partitions is represented
where m is the number of base = X should be satisfied. The aim of the selective clustering ensemble is to select an optimal subset P = (p 1 , p 2 , · · · ,p g )(P ⊆ P) from the library of base clustering partitions P based on the specific selection strategy S. And then, consensus function F is employed on the selected clustering partitions P to generate the final ensemble result
One of the most important issues for the selective clustering ensemble is how to select some optimal base clustering partitions to improve the performance of clustering analysis. Fig. 1 illustrates our proposed framework of selective clustering ensemble. From it, we can see the proposed method involves three main stages. With the two-level consideration: quality and diversity, the approach starts with generating the base clustering partitions by taking different clustering algorithms including k-means algorithm and hierarchical clustering algorithm. The selection strategy for the parameter in k-means algorithm is also taken into consideration. In the second stage, the base clustering partitions are evaluated by multi-modal metrics including quality, diversity, compactness and separation. Meanwhile, both internal and external validity indices are utilized to measure quality, diversity, compactness and separation from two levels: cluster labels and data structure. According to the evaluation results, some clustering partitions with better performance are selected for the ensemble process. Finally, the selected clustering partitions are integrated into the final clustering result by using co-occurrence matrix. So, in order to generate the promising base clustering partitions by the proposed approach, both the algorithms to be employed in the clustering generation stage and the evaluation rules to be utilized in the clustering ensemble selection stage are all key issues.
B. THE PROPOSED SELECTIVE CLUSTERING ENSEMBLE FRAMEWORK

C. BASE CLUSTERING PARTITIONS GENERATION
It has been proved that base clustering partitions with certain diversity can enhance the classification capability of the ensemble algorithm by correcting classification errors between different clustering results. We can know from the literature, several clustering generation methods contribute to create base clustering partitions with diversity. Using different clustering algorithms, different parameters of the same algorithm, data sampling and feature selection are all typical methods for producing diverse clustering partitions. As mentioned before, many existing literature gives more focus on diversity of base partitions with less trade between quality and diversity. Following this direction, we are trying to produce base clustering partitions with good quality and diversity simultaneously. The first step to achieve this goal is to generate P = (p 1 , p 2 , · · · ,p m ), which is a collection of m base clustering partitions. We choose k-means and hierarchical clustering algorithm alternatively combined with random projection method to produce base clustering partitions. k-means algorithm is initialized with random cluster centers and different number of clusters k. The selection strategy of k can be described as follows.
(1) optimal_k: Given a dataset X = (x 1 , x 2 , · · · ,x n ), we calculate the different number of clusters based on Hartigan, Dunn and DB indices by using k-means algorithm. The optimal number of clusters is obtained by using majority voting strategy on the results. In the stage of clustering generation, the optimal_ k has a large probability PK o to be selected as the number of clusters to produce clustering partitions.
(2) medium_k: A clustering is created by randomly selecting the k between {2, · · · , optimal_k − 2, optimal_k − 1, optimal_k + 1, optimal_k + 2}. The medium_k has a lower probability PK m (PK m < PK o ) than the optimal_ k to be selected.
(3) perturbed_k: A few perturbed clusterings are created by randomly selecting the number of clusters between min_k, · · · , max_k, in which max_k is the maximum range for k.
The aim of the optimal_k and medium_k is to ensure the quality of clustering results by producing stable clustering results. The purpose of the perturbed_k is to increase the diversity of clustering results by the random perturbation.
D. CLUSTERING ENSEMBLE SELECTION BASED ON MULTI-MODAL METRICS
It is well known that clustering validity measures may fall into two categories, internal criteria and external criteria. The external criteria evaluate a clustering partition based on the priori clustering structure such as category labels. On the contrary, the internal criteria assess a result based on the data objects involved in the clustering process without priori information. Most of the previous researches use external criteria, i.e., normalized mutual information (NMI) to evaluate the quality and diversity of base clustering partitions in clustering selection stage. NMI is calculated according to the label information of clustering results, without considering the characteristics of the dataset itself. Furthermore, the single validity metric can hardly capture the feature of the dataset from all aspects. Therefore, a novel evaluation strategy based on multi-modal metrics is proposed in this paper. The quality and diversity of the base partitions are measured by the combination of internal and external criteria to utilize and exploit more implicit clustering information.
1) MULTI-MODAL METRICS FOR QUALITY
A high quality clustering should be one that shares information as much as possible with other clusterings and reflects the ground-truth category of the objects in the cluster. Motivated by the observation, this paper gives a refinement description to quality from several aspects including correctness denoted by QC1, reliability denoted by QC2, compactness and separation denoted by QC3. QC1, QC2 and QC3 are evaluated by three validity indices, NMI, CH and Silhouette Coefficient respectively. Furthermore, the external clustering analysis tool is also employed to measure the quality of the base clustering partitions. The paper introduces a function θ (p i , QC j ) to present the quality evaluation results of the ith base clustering partition using multi-modal validity indices (e.g., QC1, QC2 and QC3) and function ϑ (p i , p * ) to present the evaluation result using external clustering analysis tool. Therefore, the quality of each base clustering partition is calculated according to the following function.
Where q = 3 refers to the number of three validity indices. p * stands for the optimal class labels produced by the external clustering analysis tool. p i = {c 1 , c 2 , · · · , c q } is one of the base clustering partitions for dataset X .
In the following, NMI, CH and Silhouette are briefly described.
a: NORMALIZED MUTUAL INFORMATION (NMI)
NMI is an increasingly popular criterion for evaluating the cluster quality in terms of the mutual information between the clustering results and the pre-defined labels of the dataset [37] , [38] . Given two clustering partitions (2) .
Where n is the number of objects in the dataset X ; ku and kv are the number of clusters in the partition p u , the number of clusters in the partition p v respectively. n iu and n jv are the number of objects in cluster c u i and c v j respectively. n ij represents the number of objects that belong to cluster c u i and c v j simultaneously. Intuitively, the greater the NMI value, the more information is shared between partition p u and p v , and the better the quality of the partition p u .
b: CALINSKI-HARABAZ INDEX (CH)
The CH index is a common measure to evaluate the clustering result. It is a function of the covariance of the internal data in the same cluster to the covariance between the clusters. Let p u = {c u 1 , c u 2 , · · · , c u ku } is a base clustering partition, the CH index can be defined as follows.
Where k is the number of clusters, m is the data number, B k is the between cluster variation, W k is the within cluster variation, and tr is the trace of the matrix. Then, the greater covariance between different clusters and the smaller covariance between same clusters are expected.
c: SILHOUETTE COEFFICIENT
The Silhouette Coefficient is proposed by Rousseeuw in 1987. It combines the degree of cohesion and separation to evaluate the clustering results of different algorithms [39] . Given a base clustering partition p u with k clusters, let a i is the average distance between point i in p u to all the other points of the cluster which i belongs to, let b i is the minimum value of average distance of the point i in p u to all the other points VOLUME 6, 2018 in the different cluster nearest to i. The Silhouette Coefficient of vector i can be defined as follows.
It is obviously, the value of the Silhouette Coefficient is between −1 to 1. A large Silhouette Coefficient (almost 1) represents better cohesion and separation degree, which indicates that these data objects are very well clustered. A small Silhouette Coefficient (around 0) means that the object may be between two clusters. The data object is probably placed in the wrong cluster if the Silhouette Coefficient gets a negative value. The Silhouette Coefficient of a clustering partition p u is the average value of the Silhouette Coefficient of all points in p u .
2) MULTI-MODAL METRICS FOR DIVERSITY
Diversity reveals how dissimilar two clustering partitions are, and how much information they share. Existing researches show that there are several different measures can be used to assess the diversity of base clustering partitions. The most commonly used method in the literature is based on matching labels of two clustering partitions. In the paper, by taking both consideration of clustering label information and structure information of dataset, we propose a new strategy to evaluate the diversity based on NMI and Tanimoto coefficient. Tanimoto coefficient is a statistic measure used to evaluate the similarity and diversity of sample sets [40] . Let P = (p u , p v ) . The Tanimoto coefficient between p u and p v can be calculated by (5) .
The value of Tani (p u , p v ) ranges between 0 and 1. In (5) (p u , p v ) ). Similar to the quality evaluation method, a function ϕ(p i , DC j ) is introduced to denote the diversity evaluation results for the ith base clustering partition both from labels view and data structure view. So, the diversity can be defined as (6) . 
Algorithm 1 The MMSCE Algorithm
Input: original dataset X , the number of clustering partitions to be selected for ensemble sn, a library of base clustering partitions P = (p 1 , p 2 , · · · ,p m ).
Output: the subset of the clustering partitions library P = (p 1 , p 2 , · · · ,p g )(P ⊆ P) selected based on multi-modal metrics.
Process: 1: For each base clustering partition p i ∈ P 2: Calculate the quality of p i according to (1) 3: Compute the diversity of p i according to (6) 4: Calculate the overall evaluation results of p i according to (7) 5: End 6: Rank all base clustering partitions according to their weight 7: Select clustering partitions P according to the given parameter sn 8: Return P In (6), d =2 refers to the two definition view; DC j refers to label view and data structure view.
3) THE SELECTION FUNCTION FOR BASE CLUSTERING PARTITIONS
After evaluation the quality and diversity of each base clustering partition according to multi-modal metrics, the overall evaluation result of each partition is calculated by using (7). All base clustering partitions are ranked by the overall evaluation results. Then, a part of clustering partitions with better performance is selected to participate in the clustering ensemble process. The selection function is defined as
where β is weight factor which represents the weight ratio of quality in the selection process. Equation (7) shows that the larger the Weight(p i ) is, the better the quality of p i is, and the greater the diversity between the other clustering partitions is.
4) ALGORITHM DESCRIPTION
According to the above mentioned equations and descriptions, the proposed selective clustering ensemble algorithm denoted as MMSCE is shown in Algorithm 1. In this algorithm, a set of base clustering partitions with good diversity and quality are produced firstly. Then, for each clustering partition, the diversity and quality are evaluated by the multimodal validity metrics. The base partitions with the highest diversity and quality are selected, until the expected number of partitions is satisfied. At last, the consensus function is employed to ensemble the selected clustering partitions into a single consolidated clustering, and the final clustering results of the given dataset is obtained.
IV. EXPERIMENTS
This section presents the datasets utilized in the experiment, the experimental procedure and the evaluation results of the proposed algorithm on the UCI datasets.
A. DATA SETS
The proposed selective clustering ensemble algorithm is verified on five UCI datasets. The main purpose of experiments is to explore the effect of the new selection strategy on a given collection of base clustering partitions. The specific description of the datasets utilized in our experiments is explained in Table 1 .
B. EXPERIMENTAL EVALUATION
Classification accuracy (CA) and NMI are employed to measure the clustering performance. CA calculates the correct percentage of clustering. The greater the value is, the better the clustering effect is. Let C = {c 1 , c 2 , · · · , c k } is a clustering result to be measured, C = {c 1 , c 2 , · · · , c m } is the reference result with ground truth labels, where k and m are the number of clusters of C and C , respectively. Both C and C have n objects. CA is defined as 
C. EXPERIMENTAL PROCEDURE
The experiments are performed in R. At the first step, conventional clustering algorithm including k-means and hierarchical clustering algorithms combined with random projection method is utilized to generate the library of base clustering partitions. For the k-means algorithm, the initial cluster centers are random. The number of clusters is selected based on the proposed selection strategy, in which we set the range of perturbed_k max_k = √ n and min_k = 5. For the random project method, we set the error ε = 0.6. We generate 100 different base clustering partitions as the library. Then, in order to select the expectative clustering partitions, quality and diversity evaluated by different validity indices (NMI, Tanimoto coefficient, Silhouette coefficient, CH index) from data label level and data structure level are employed. For the section function, we set the weight factor β = 0.5. For each algorithm, according to different selection strategy, we select 30 base clustering partitions from the library. Finally, a co-association matrix is constructed after selecting the collection of the clustering partitions with better performance. The final ensemble result is obtained by performing singlelinkage algorithm on the co-occurrence matrix. The process is iterated by ten times, and the average results are generated in all experiments. In addition, the performance of the proposed MMSCE algorithm is compared with a number of conventional clustering ensemble algorithms. Descriptions of the compared algorithms are presented as follows.
1) Full clustering ensemble and single k-means generation algorithm (FCEKM): The base clustering partitions are generated by single k-means algorithm and the final ensemble result is obtained by a consensus function based on all the base clustering partitions.
2) Full clustering ensemble and clustering generation based on our proposed method (FSCE): The base clustering partitions are generated based on our proposed method. All base clustering partitions are involved in clustering ensemble process based on a consensus function.
3) Random selection ensemble and single k-means algorithm generation (RCEKM): The base clustering partitions library is generated by single k-means algorithm. Part of the clustering partitions is selected randomly from the library to produce the final ensemble results. 4) Random selection ensemble and clustering generation based on our proposed method (RSCE): The base clustering partitions are generated by our proposed algorithm. Some of the clustering partitions are selected randomly. 5) Clustering ensemble based on our proposed algorithm and single k-means generation algorithm (SCEKM): The base clustering partitions are generated by k-means algorithm. A subset of clustering partitions is selected according to our proposed selection strategy.
D. EXPERIMENTAL RESULTS
The experiment is performed on five UCI datasets. For each dataset, MMSCE, FCEKM, FSCE, RCEKM, RSCE and SCEKM algorithms are applied to generate and ensemble the clustering partitions. Comparison results obtained by using CA and NMI evaluation are shown in Table 2 and Table 3 , respectively. The evaluation results for the selected clustering partitions obtained by different selection algorithm are listed in Table 4-6. We observe from Table 2 and 3 that the highest classification performance across five datasets measured by classification accuracy and NMI with the utilization of the MMSCE algorithm is obtained. It is evident that the proposed algorithm is always superior to other algorithms. In addition, for different algorithm, the quality, diversity and overall evaluation of the selected base clustering partitions are reported in Table 4 , 5 and 6 respectively. In most cases, the MMSCE algorithm performs well. According to Table 4 , the quality of the selected clustering partitions generated by the proposed selection strategy outperforms those produced by other selection algorithms in three datasets (Iris, Wine and Breast Cancer). As presented in Table 5 , the selected clustering partitions obtained by the proposed selection strategy are more diverse than the others. The overall evaluation results for the selected clustering partitions with levels of clustering quality and diversity are presented in Table 6 .
V. CONCLUSION
Most of existing selective clustering ensemble algorithms based on diversity and quality tend to evaluate the diversity and quality of base clustering partitions by NMI and single or several combinations of evaluation indices, respectively. And also, these algorithms usually evaluate the clustering partitions from the aspect of clustering labels without giving much consideration to the data structure. In the work, a novel selection scheme aiming to get robust and accurate clustering result is presented. In this algorithm, some of the clustering partitions are selected according to their quality and diversity, which are assessed by hybrid multimodal metrics from two levels: clustering labels level and data structure level. The main advantage of the strategy is that it embodies the characteristics of the dataset and the role of different evaluation criteria in evaluating the base clustering partitions. Furthermore, a new strategy is proposed to generate base clustering partitions. It can produce base partitions with expectative quality and acceptable diversity by adjusting the parameter in k-means algorithms. The comparison results of the proposed algorithm with clustering ensemble algorithm and selective clustering ensemble algorithm on five UCI datasets indicate that the proposed method can make good use of the information of dataset itself, and get more promising and robust clustering results.
