Symmetric fix-free codes are prefix condition codes in which each codeword is required to be a palindrome. Their study is motivated by the topic of joint source-channel coding. Although they have been considered by a few communities they are not well understood. In earlier work we used a collection of instances of Boolean satisfiability problems as a tool in the generation of all optimal binary symmetric fix-free codes with n codewords and observed that the number of different optimal codelength sequences grows slowly compared with the corresponding number for prefix condition codes. We demonstrate that all optimal symmetric fix-free codes can alternatively be obtained by sequences of codes generated by simple manipulations starting from one particular code. We also discuss simplifications in the process of searching for this set of codes.
Introduction
Shannon's pioneering work on information theory [15] establishes that source and channel encoding can be separated without a loss of performance assuming infinite blocklengths are permitted. However, that result does not apply to real transmission situations with complexity and latency constraints, and there is therefore an interest in joint source-channel coding and decoding techniques. Many video, audio, and image standards use prefix condition codes. It is therefore interesting to devise prefix condition codes with additional constraints which result in binary encodings of data with increased immunity to noise prior to channel encoding. For example, fix-free or reversible variable length codes (see, e.g., [14] , [7] , [4] , [17] ) are prefix condition codes in which no codeword is the suffix of another codeword, and they are components of the video standards H.264 and MPEG-4 [18] , [9] , [21] , [10] .
Our focus in this paper is upon a subclass of fix-free codes known as symmetric fixfree codes [17] . Here each codeword must be a palindrome. Symmetric fix-free codes were found [2] to be preferable to other fix-free codes for joint source-channel coding. They are also easier to study because a collection of palindromes which satisfies the prefix condition automatically satisfies the suffix condition [17] , [19] , [12] . Nevertheless, although they have also been studied in [3] , [18] , [20] , [1] , [8] , [13] they are not wellunderstood. For example, there is no exact counterpart to the Kraft inequality/equality for symmetric fix-free codes, although [17] , [19] , [12] , [13] discuss some simple nonexhaustive necessary and sufficient conditions for the codeword lengths of such codes. In [12] , [1] , [13] we convert the problem of determining the existence of a symmetric fixfree code with given codeword lengths into a Boolean satisfiability problem and offer branch-and-bound algorithms to find the set of optimal codes for all memoryless sources, i.e., codes which minimize the average codeword length among all symmetric fix-free codes for some choice of source probabilities. For a given source its optimal code can be found by calculating the expected codeword length for each of the optimal codelength sequences and choosing the corresponding optimal code. In [1] , [13] we show that the number of sorted and nondecreasing optimal codelength sequences for binary symmetric fix-free codes with n codewords appears to grow very slowly with n compared with the corresponding exponential growth [6] for binary prefix condition codes (also see [16] ). Therefore, when n is not too large it appears to be feasible to calculate and store all optimal codes and to choose the best among them for a given application. The paper [8] proposes an A * -based algorithm for a different way to obtain an optimal symmetric fixfree code for a given source, but this procedure does not offer much mathematical insight about optimal codes. The existing understanding about optimal codes is very limited.
Although solving instances of Boolean satisfiability problems can be one component in the generation of optimal codes, we propose in Section 3 a completely different derivation of them. Our inspiration comes from a paper [11] which shows that the space of all sorted and non-decreasing sequences of codeword lengths of optimal binary prefix condition codes forms a lattice called the imbalance lattice. Among the length sequences which satisfy the Kraft inequality with equality, (1, 2, 3, . . . , n − 1, n− 1) is considered to be the most imbalanced because it corresponds to the largest sum of codeword lengths. The authors of [11] describe a basic operation on three values of a codeword length sequence which when repeated enough times will transform the most imbalanced codeword length sequence into an arbitrary sorted and non-decreasing optimal codeword length sequence.
We will not work here with length sequences but instead with the binary codes themselves. Although the optimal codes do not form a lattice we will see that they can each be attained from the repetition of a basic operation which eventually transforms the most "imbalanced" optimal code into an arbitrary optimal code. (The basic operation here is completely different from that of [11] , and the number of codewords it will affect in one application depends on several factors.) The following results from [13] show that the most imbalanced optimal symmetric fix-free code is {0, 11, 101, 1001, . . . } with length sequence (1, 2, . . . , n).
Proposition 1: [13, Prop. 2.2] The code {0, 11, 101, 1001, . . . } with n ≥ 3 codewords is in the set of optimal symmetric fix-free codes with n codewords.
Theorem 2: [13, Thm. 2.5] The sorted and non-decreasing length sequence (l 1 , l 2 , . . . , l n ) of an optimal binary symmetric fix-free code with n codewords satisfies l i ≤ n for i ∈ {1, 2, . . . , n} and n i=1 l i ≤ n i=1 i = n(n + 1)/2. Our initial procedure to generate any optimal symmetric fix-free code will also generate some suboptimal codes. Part of the contribution of Section 4 is to provide simple tests to reduce the number of candidates for optimal codes, and one of these tests can be viewed as a generalization of Theorem 2.
Preliminaries
Given a palindrome σ, we define the set of its neighboring palindromes N (σ) by N (σ) = {palindromes w: σ is the longest palindrome which is a proper prefix of w}.
For example, N (0) = {00, 010, 0110, . . . }. For any string w, let |w| denote the length of w. We will be interested in the following (possibly empty) subset of N (σ)
Note that if we remove a palindrome σ from a symmetric fix-free code, then we can add to the remainder of that code any subset of N (σ) to obtain another symmetric fix-free code with possibly more codewords than the original code.
Observe that for any symmetric fix-free code C n = {c 1 , c 2 , . . . , c n }, we can define a "complementary" symmetric fix-free code by reversing the bits of each codeword. For n ≥ 3 any symmetric fix-free code with have at most one codeword consisting of a single bit, so we can assume without loss of generality that 1 ∈ C n . We will ultimately be concerned with the set O n of optimal symmetric fix-free codes C n with n codewords for which 1 ∈ C n . However, we begin by considering the larger set S n of symmetric fix-free codes C n with n codewords for which 1 ∈ C n and max 1≤i≤n |c i | ≤ n.
We will call the symmetric fix-free code {0, 11, 101, 1001, . . . } with length sequence (1, 2, . . . , n) the root code of length n and label it R n . We have the following result.
Lemma 3: Any codeword of a symmetric fix-free code C n ∈ S n has a codeword of R n as a prefix.
Proof: Let s i , i ≤ n, denote the codeword of length i in R n . All codewords in C n which begin with a 0 have s 1 as the prefix. All other codewords in C n begin with a 1, and by assumption, 1 ∈ C n . Observe that any binary string beginning with a 1 and having length between 2 and n will either have s i as a prefix for some 2 ≤ i ≤ n or it will be in the set {10, 100, 1000, . . . }. However, a binary string beginning with a 1 and ending with a 0 is not a palindrome and is therefore not in C n .
Relations among Optimal Symmetric Fix-Free Codes
We define two relations → and ⇒ between codes S n ,Ŝ n ∈ S n by
For this σ we write S n σ →Ŝ n . S n ⇒Ŝ n if there exists σ ∈ S n such thatŜ n consists of the shortest n words of S n ∪ N n (σ) \ {σ}. For this σ we write S n σ ⇒Ŝ n .
We have the following result about S n . Theorem 4: For any code C n ∈ S n with codeword lengths l 1 , l 2 , . . . , l n , there exists an integer m ≤ n i=1 (l i − 1) = O(n 2 ) and a sequence of symmetric fix-free codes S
= C n and with the property that each codeword of C n has a prefix in S (i) n for each i ∈ {0, 1, . . . , m − 1}. Furthermore, there exists a code B n ∈ S n for which the preceding sequence requires m = Ω(n 1.5 ) codes.
Proof: (First part) We generate the codes S
2) If there exists a codeword w ∈ C n which has a proper prefix σ ∈ S (i) n : a) Find the subset C n (σ) of N n (σ) consisting of the strings which are prefixes of codewords of the code C n . If there are #(σ) words in C n (σ), then there
We argue inductively that this procedure generates an appropriate sequence of codes. For the basis step, we have seen in Lemma 3 that every element of C n has a prefix in R n = S (0) n . For the inductive step, assume that every element of C n has a prefix in S (k) n for some k ≥ 0, and assume w ∈ C n has a proper prefix σ in S (k) n . Since N n (σ) contains the palindromes of length at most n for which σ is the longest proper prefix which is a palindrome, w has a prefix (possibly the full string) which is an element of N n (σ). That prefix will be a member of S (k+1) n , and we repeat this argument for any other codeword of C n having σ as a prefix. For each codeword of C n having a different prefix in S (k) n , we assume that the same prefix will be an element of S (k+1) n . Therefore S (k+1) n has the desired property.
For an upper bound on m, each application of operation → will involve a different choice for the string σ, and each one will be a palindrome which is a proper prefix of at least one codeword. The result follows since each codeword of length
The last part of the proof regarding the code B n can be found in the long version of this manuscript [16] .
We can characterize the set of optimal codes as follows.
Theorem 5: For any code C n ∈ O n there exist an integer m = O(n 2 ) and a sequence of symmetric fix-free codes S
Let k ≥ 1 be the smallest integer for which C
n denote the choice of the shortest n strings in C
Since by assumption C (m) n = C n ∈ O n , we must have k < m. We will finish the proof by showing that regardless of the value of k, there is a way to effectively increase it by one. More precisely, we establish the following result:
Lemma 6: For the codes S (k) n and C n defined above, there is an integer d ≤ m − k and codesŜ
Proof: By assumption, S (k) n = C n . For i ∈ {k, k + 1, . . . , m}, define
and
The sets F (i) and G (i) are clearly disjoint, and
For i ≥ k, each w i defined by (1) satisfies w i ∈ F (i) or w i ∈ G (i) , but not both. Consider the case where w i ∈ G (i) , w i ∈ F (i) . By (1) and (5),
By the argument used in the proof of Theorem 4, every element of G (i) has a prefix in C (k) n . Therefore the definition of G (i) implies that each of its elements, including w i , has a prefix in C 
, and the right-hand side of the preceding relation describes a symmetric fix-free code. This contradiction implies that no element of (G
n . Therefore, we find from (6) that
Therefore (6) and (7) imply that for i ≥ k,
In the derivation of (7) we argued that C
is a symmetric fix-free code and hence satisfies the prefix condition. Observe that C
n has a prefix in S (k) n , or equivalently,
Since every element of C
n has a prefix in S (k) n , it follows that
n ). Therefore, (9) and (10) imply that
To continue our argument, we will next show that
To arrive at a contradiction, assume v ∈ G (m) . Then there is a string s ∈ S (k) n which is not the prefix of any codeword of C n . By Theorem 4, v has a prefix in C
n . By (2) we have |v| ≥ |c| ≥ |s|. There are two cases to consider: 1) |v| > |s|: Since s is a palindrome which is not the prefix of any codeword in C n , we have that (C n \{v}) ∪{s} is a symmetric fix-free code with n codewords which is better than C n for any probabilistic source. Hence, C n ∈ O n , which contradicts our assumption. 2) |v| = |s|: Then v = c and so v ∈ C
n \ {s}) ∪ {v} has the same length sequence as S (k) n and greater overlap with C n , which contradicts our assumption about the choice of S (k) n . We next show that w i ∈ F (i) for some i ∈ {k, k + 1, . . . , m − 1}. Suppose that w i ∈ F (i) for all i ≥ k. Then by (8) and (11),
By (12), (13) , and the fact that C n , S (k) n ∈ S n , we obtain C n = S (k) n , which contradicts our assumption.
Define the set {i k , . . . , i k+d−1 } ⊆ {k, . . . , m − 1} to be the collection of indices for which w i l ∈ F (i l ) , l ∈ {k, . . . , k + d − 1} and w i ∈ G (i) , i ∈ {i k , . . . , i k+d−1 }. Then by (8) and (11), we obtain
Since C
From (14), we obtain
n . By (14) and (16), we can verify that
. Therefore, there exists a symmetric fix-free codeŜ (k+1) n ∈ S n such that
and so S
. Similarly, we can construct a sequence of symmetric fix-free codeŝ S (k+2) n , . . . ,Ŝ (k+d) n ∈ S n for which
Hence, S
By (12), (15) , and (18), we can show that C n = F (m) ⊆Ŝ
To reiterate the result, if k − 1 = m we can alter the generation of code C n from
n ⇒ S (k) n → · · · →Ŝ (k+d) n = C n for some k + d ≤ m. By repeatedly applying this argument we obtain the result.
Simplifying the Search for Optimal Symmetric Fix-Free Codes
The proofs for the remaining results can be found in the longer manuscript [16] . The sequence of symmetric fix-free codes from the root code R n to an optimal code C n ∈ O n as defined in Theorem 5 is often not unique. The following result further specifies such codes.
Lemma 7: For any code C n ∈ O n , suppose R n = S
Then this is a shortest sequence of symmetric fix-free codes transforming R n to C n via repeated uses of the ⇒ operation if and only if π i is a prefix of at least one codeword in C n for each i ∈ {1, . . . , m}.
Given Lemma 7, we next show Theorem 8:
= C n is a shortest sequence of codes in S n transforming R n to C n via uses of the ⇒ operation. Define C prefix = {π 1 , . . . , π m }. Then any ordering σ 1 , σ 2 , . . . , σ m of the elements of C prefix with i < j whenever σ i is a prefix of σ j corresponds to a sequence of symmetric fix-free codes C
Remark: Lemma 7 and Theorem 8 are important to reduce the computational complexity of the search for optimal codes because by allowing a natural ordering to be imposed on the strings in C prefix one can potentially have a large reduction in the number of sequences of transformations that need to be considered.
Thus far we have provided a way to generate any code in O n , but the procedure will also generate some codes in S n \ O n . Therefore, it is desirable to provide simple tests to reduce the number of candidate for codes in O n . We begin by describing a previously known property of optimal sorted and nondecreasing sequences of codeword lengths corresponding to symmetric fix-free codes. We then offer simplifications of this result, including a generalization of Theorem 2.
Lemma 9: [13, Lemma 2.1] Let (l 1 , l 2 , . . . , l n ) be the sorted and non-decreasing sequence of codeword lengths corresponding to a symmetric fix-free code and (l 1 , l 2 , . . . , l n ) be a non-decreasing sequence of natural numbers for which i j=1 l j ≥ i j=1 l j for each i ∈ {1, . . . , n}. Then (l 1 , l 2 , . . . , l n ) need not be considered as the potential codeword lengths of an optimal symmetric fix-free code.
In the previous result we say length sequence (l 1 , l 2 , . . . , l n ) dominates the sequence (l 1 , l 2 , . . . , l n ). Let D n ⊂ S n be the set of symmetric fix-free codes with sorted and nondecreasing codeword lengths sequences each of which is not dominated by the sorted and non-decreasing codeword length sequence of any other code in S n . We have O n ⊆ D n , but it is unknown if O n = D n for all n.
For symmetric fix-free codes related by the ⇒ operation, the n inequalities of Lemma 9 can be reduced to one. The following result generalizes Theorem 2.
Theorem 10: [16, Theorem 14] Consider a code S n ∈ O n , and suppose S n ∈ S n is one of the codes in a shortest transformation from R n to S n through a sequence of ⇒ operations. Suppose the portion of this shortest transformation from S n to S n involves the sequence of symmetric fix-free codes S (1) n , S (2) n , . . . , S (h) n ∈ S n for some h ≥ 1 and satisfies
Let (l 1 , l 2 , . . . , l n ) and (l 1 , l 2 , . . . , l n ) be the sorted and non-decreasing sequences of codeword lengths of S n and S n , respectively. Letl (1) n ≤l (0) n = l n and n j=1 l j < n j=1 l j . Theorem 10 shows conditions for which the n inequalities of Lemma 9 can be reduced to one. We next show that if by an application of Theorem 10 we determine that S n ∈ O n , then we can automatically conclude that certain related codes also are not members of O n . We have the following result.
Theorem 11: [16, Theorem 15] Suppose that the codes S n , S n , C n ∈ S n , that S n is in a shortest transformation from R n to S n through a sequence of ⇒ operations, and that S n is in a shortest transformation from R n to C n through a sequence of ⇒ operations. Let (l 1 , l 2 , . . . , l n ) and (l 1 , l 2 , . . . , l n ) be the sorted and non-decreasing sequences of codeword lengths of S n and S n , respectively. Suppose that n j=1 l j ≥ n j=1 l j . If the portion of the shortest transformation from S n to S n satisfies either
⇒ S (h) n = S n and with π 1 being a prefix of π i for i ≥ 2, and the portion of the shortest transformation from S n to C n can be described for some η ≥ 1 by S n
Recall that R n = {s 1 , s 2 , . . . , s n }. We have the following result. Corollary 12: [16, Corollary 16] Let C prefix be the set of palindromes (not including 1) which are proper prefixes of at least one codeword in C n ∈ O n . For i ≥ n/2, s i ∈ C prefix .
Observe that for a string σ and its bitwise complement σ, the lengths of strings in N n (σ) will match those of their bitwise complements in N n (σ). Therefore, the previous result implies that if 0 ∈ C prefix , then for i ≥ n/2, s i ∈ C prefix . More generally if a code S n contains σ and σ, then one can impose an ordering on them for C prefix and thereby reduce the number of strings to be considered for replacement at the next step. Furthermore, in [16, Corollary 17] we offer an extension to Theorem 11 in the case when π 1 , π 1 ∈ S n .
There would be a further simplification in using these ideas to generate all optimal symmetric fix-free codes if the following conjecture holds:
Conjecture 13: [16, Conjecture 18] Suppose that the codes S n , S n , C n ∈ S n , that S n is in a shortest transformation from R n to S n through a sequence of ⇒ operations, and that S n is in a shortest transformation from R n to C n through a sequence of ⇒ operations. Let (l 1 , l 2 , . . . , l n ) and (l 1 , l 2 , . . . , l n ) be the sorted and non-decreasing sequences of codeword lengths of S n and S n , respectively. Suppose that n j=1 l j ≥ n j=1 l j . If for some η ≥ 1 a shortest transformation from S n to C n can be described S n π ⇒ S n
If in addition π ∈ S n and S n π ⇒ S n , then S n ∈ O n and S n is not in any shortest transformation from R n to a code in O n .
If this conjecture is true, then at each code S n generated as a candidate member of O n we need only consider additional transformations involving codewords which when replaced will result in codes with smaller sums of codeword lengths than that of S n . Furthermore we obtain constraints on C prefix which may result in other reductions to our search space for optimal codes. However, while this conjecture is open, one way to effectively use Theorems 10 and 11 is to establish for each code S n and string π whether or not the conditions S n π ⇒ S n and n j=1 l j ≥ n j=1 l j imply that (1) S n also has a sum of codeword lengths which is at most that of any code C n ∈ S n given by S n
where π is a prefix of σ i for each 1 ≤ i ≤ η or (2) the preceding sequence of code transformations is not associated with a non-increasing sequence of maximum codeword lengths. If these latter constraints can be verified for a given code S n and string π, then it can be concluded that S n is not in any shortest transformation from R n to any code in O n ; as we indicated earlier, this places restrictions on C prefix for optimal codes.
We have mentioned earlier that R n ∈ O n for n ≥ 3. This is the only optimal symmetric fix-free code for n = 3 and n = 4. We next describe some of the other codes in D n for n ≥ 5.
Theorem 14: [16, Theorem 19] Let (l 1 , l 2 , . . . , l n ) be the sorted and non-decreasing sequence of codeword lengths for a code S n ∈ S n satisfying R n ⇒ S n . Then S n ∈ D n if n i=1 l i < n(n + 1)/2. One can use the experimental results of [13] to show that R n and the optimal codes of Theorem 14 make up all of the optimal codes for n ≤ 10.
Our last technical result establishes a special case of Conjecture 13. Theorem 15: [16, Theorem 20] Suppose symmetric fix-free codes S n and C n are related to each other and to R n by R n sι ⇒ S n σ ⇒ C n , and suppose S n ∈ D n . Then C n ∈ O n .
In Figure 1 , we illustrate the tree of all 21 codes in D 20 . The numbers within the vertices represent the sum of codeword lengths for the corresponding code. The strings labeling the edges represent the shortest codeword removed in a transformation from one code to the next one. The codelength sequences discussed in [11] form a lattice instead of a tree. Furthermore in [11] the codelength sequence with minimum sum was the furthest away from that corresponding to the most imbalanced code, while this is not the case here. However, both here and in [11] the most imbalanced (optimal) code of the class being studied had a central role in a mathematical analysis of optimal codes. Acknowledgment. The authors were supported by NSF Grant No. CCF-1017303. 
