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Abstract
Let R be a ring, 1∈R, and R+ the additive group of R. We de3ne Mult(R) to be the subring
of End(R+) generated by all left and right multiplications by elements of R. The ring R is called
a two-sided E-ring if End(R+) = Mult(R). If R is torsion-free of 3nite rank (t7r), we call R
a quasi-two-sided E-ring if QEnd(R+) =QMult(R). We investigate (quasi)-two-sided E-rings,
give several examples and construct large two-sided E-rings R with prescribed center S such
that End(R+) =Mult(R) ≈ R⊗S Rop ≈ R. Thus our rings R are examples of two-sided E-rings
that are weak E-rings as well, i.e. R ≈ End(R+), but R is not an E-ring.
c© 2003 Elsevier B.V. All rights reserved.
MSC: Primary: 20K20; 20K30; secondary: 16S50
1. Introduction
Let R be a ring, 1∈R, and R+ the additive group of R. For any a∈R, there are
a‘; ar ∈ End(R+), the endomorphism ring of R+, de3ned by a‘(x) = ax and ar(x) = xa
for all x∈R. Let R‘ = {a‘: a∈R} and Rr = {ar: a∈R}. Then R‘ and Rr are subrings
of End(R+) such that R‘ ≈ R and Rr ≈ Rop, the opposite ring of R. A ring R such that
End(R+)=R‘ is called an E-ring as introduced by Schultz [16] in 1973. E-rings play a
prominent role in the theory of abelian groups, and we refer to [18] for a comprehensive
survey of E-rings and related structures. It is easy to see that E-rings are commutative
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and many rings R with R+ torsion-free of 3nite rank (t7r, for short) are E-rings. It was
shown in [7] that E-rings of arbitrarily large cardinality exist. A combinatorial principle
called the Black Box going back to [17] was used in the construction of large E-rings,
see also [8] or [5].
Some interesting generalizations have been proposed. Feigelstock et al. [9] call a
ring R a weak E-ring if R ≈ End(R+) via some isomorphism and call R an EE-ring
if there is some epimorphism from R+ to (End(R+))+. GJobel et al. [11] were able to
show that there exist arbitrarily large weak E-rings as well as EE-rings, thus answering
questions in [4,9]. In [18], Vinsonhaler introduced yet another generalization of the
notion of E-rings.
For any ring R, let Mult(R) be the subring of End(R+) generated by R‘ ∪Rr . Thus,
for any ’∈Mult(R) there are ri; si ∈R such that ’(x)=
∑n
i=1 rixsi for all x∈R. In this
case we will write ’=
∑n
i=1 risi and we observe that there is a natural epimorphism
 : R ⊗Z(R) Rop → Mult(R), where Z(R) denotes the center of R. We follow [18] and
de3ne the ring R to be a two-sided E-ring if End(R+) =Mult(R).
This generalizes the notion of an E-ring to general, non-commutative rings. Of
course, R is an E-ring if and only if R is a commutative two-sided E-ring. If R is
a two-sided E-ring and Matn×n(R) is the ring of n × n matrices over R, then it is
easy to see that Matn×n(R) is again a two-sided E-ring. This shows that any ring R
Morita equivalent to some two-sided E-ring is a two-sided E-ring as well. Moreover,
we instantly get many examples of non-commutative, two-sided E-rings: Just take any
E-ring E (E=Z;Q, or any subring of Q will do) and Matn×n(E), n¿ 2, is a two-sided
E-ring that is not commutative, and thus not an E-ring.
In Section 2 we will concern ourselves with t7r two-sided E-rings. It is well known
that in the theory of t7r abelian groups, the quasi-category of these groups is an
important tool. Accordingly, we de3ne a t7r ring R to be a quasi-two-sided E-ring if
QEnd(R+)=QMult(R), i.e. QEnd(R+) is the Q-algebra generated over Q by R‘∪Rr .
While the nilradical N (R) of a t7r E-ring is always zero [1, proof of 14.7], this is
not the case for t7r two-sided E-rings. We will show that for each natural number n
there are two-sided E-rings R such that N (R)n = 0 	= N (R)n−1. On the other hand, if
R is a t7r ring with N (R) = 0, then R is a quasi-two-sided E-ring if and only if Z(R),
the center of R, is an E-ring. The hypothesis N (R) = 0 is needed because we have
examples (see 2.5) of quasi-two-sided E-rings R such that N (R) 	= 0 and Z(R) is not
an E-ring.
In Section 3 of this paper we employ the “Strong Black Box” as presented in [12] and
based on the Black Box in [8], to construct large two-sided E-rings R such that S=Z(R)
is a prescribed integral domain satisfying some mild restrictions. Our rings R will satisfy
End(R+) = Mult(R) ≈ R⊗S Rop ≈ R, which means that our two-sided E-rings are weak
E-rings as well. So just as in [11] we obtain non-commutative weak E-rings, but we
deem our proof easier than the one in [11]. If R is one of our rings, then it is easy
to see from the construction that Aut(R+) ⊆ R‘, i.e. R is an A-ring as de3ned in [6].
As a matter of fact R will have the property that Aut(R+) = (U (S))‘, multiplications
by units in the ring S. In [6] large commutative A-rings were constructed, which are
not E-rings. Now we also have large non-commutative A-rings. Our notations about
abelian groups are standard as in [10].
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2. Torsion-free nite rank two-sided E-rings
In this section R denotes a ring with identity such that R+, the additive group of R, is
torsion-free of 3nite rank, or t7r, for short. The center of the ring R is Z(R) and N (R)
denotes the nil-radical, i.e. the right ideal of R generated by all nilpotent right ideals
of R. Recall that R is a quasi-two-sided E-ring if QEnd(R) is the algebra generated
over Q by the left and right multiplications, and a two-sided E-ring if End(R) is
generated by the left and right multiplications. (At the end of this section we discuss
other possible de3nitions of quasi-two-sided E-ring.) If x∈R, we denote by x‘ and xr
the left and right multiplications by x. At times it will be convenient to use the notation
xy for x‘yr . The subring of End(R) generated by the left and right multiplications is
denoted Mult(R). Our 3rst result is well-established in the literature. See, for example
[2], or Theorem 9.8 in [1].
Proposition 2.1. Let R be a t8r ring with N (R) = 0. Then there is a natural number
n and there are rings Ri such that n(Ri × · · · × Rk) ⊆ R ⊆ R1 × · · · × Rk and
each QRi is a simple Q-algebra. Moreover, for C = Z(R) and Ci = Z(Ri) we have
n(C1 × · · · ×Ck) ⊆ C ⊆ C1 × · · · ×Ck and each Ci is an integral domain and QCi is
an algebraic number 9eld.
Proposition 2.2. Let R be a ring.
(1) If R is a (quasi-) two-sided E-ring, then Matn×n(R), the ring of n × n-matrices
over R, is also a (quasi-) two-sided E-ring.
(2) Let n be a natural number and A, B, R rings with n(A×B) ⊆ R ⊆ A×B. Then R
is a quasi-two-sided E-ring if and only if A, B are quasi-two-sided E-rings with
Hom(A+; B+) = 0 = Hom(B+; A+).
(3) If R and S are quasi-isomorphic, then R is a quasi-two-sided E-ring if and only
if S is.
Proof. Statement (1) follows from the fact that one can move a matrix entry in its row
(column) via multiplication from the left (right) by elementary matrices. To show (2)
assume that R is a quasi two-sided E-ring and let ’∈End(A+). Then ’ trivially extends
to  ∈End(A×B) via  (B)=0. Thus n maps R into R and since R is a quasi two-sided
E-ring, there is a positive integer m such that mn R (r) =
∑
i  ir!i with  i; !i ∈R.
Now write  i =(ai; bi) and !i =(ci; di)∈A×B. Then mn$(x)=mn (x)=
∑
i aixci for
all x∈A, which shows that A is a quasi two-sided E-ring. The same holds for B. Since
multiplications leave A and B invariant, there are no homomorphisms except 0 from A
to B or vice versa. For the converse, let ’∈End(R+). As is standard in the torsion-free
setting, we regard $ as an element of QR = Q(A × B). Then ’ maps n(A × B) into
A×B and n’∈End(A×B)=End(A)×End(B). Thus there is a natural number m such
that mn’∈Mult(A) × Mult(B). Note that n2 Mult(A) ⊆ Mult(R) because nA ⊆ R. It
follows that mn3’∈Mult(R). Thus ’∈QMult(R).
Example 2.3. Let R = Z[1=4] and H = Z + Zi + Zj + Zk, a subring of the rational
quaternions. Then H is a quasi-two-sided E-ring but not a two-sided E-ring, while RH
is a two-sided E-ring.
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Proof. Clearly End(RH) is isomorphic to the 4× 4 matrix ring over R. We will show
Mult(RH) contains all the matrix units and therefore equals End(RH). We begin by
showing that Mult(RH) contains the (canonical) projection of RH onto R. Denote by
x‘ and xr the left and right multiplications by an element x of RH . It is easy to check
that the composition  = (1=4)(1 − j‘jr)(1 − i‘ir) (applied from right to left) takes 1
to 1 and i, j, k to 0. Using , it is easy to construct all the matrix units in End(RH).
For example, −ij maps 1, i, k to 0 and j to i.
The arguments in the previous paragraph verify that H is a quasi-two-sided E-ring.
However, we cannot get by without making 4 a unit in this construction. Indeed, the
endomorphism (1− j‘jr)(1− i‘ir) = 1− j‘jr − i‘ir + k‘kr has height 0 in Mult(H) =
Mult(Z+ Zi+ Zj + Zk), which is generated as a Z-algebra by all products x‘yr with
x; y∈{1; i; j; k}. Even if we take the maximal order H [(1+ i+ j+ k)=2] we do not get
an E-ring. See Example 2.11, where we show that H is not quasi-equal to a two-sided
E-ring.
Theorem 2.4. Let R be a 9nite rank ring with N (R)=0. The following are equivalent:
(1) R is a quasi-2-sided E-ring.
(2) R $ R1×R2× · · · ×Rn, where each Ri is a quasi-2-sided E-ring such that QRi is
a simple algebra and Hom(Ri; Rj) = 0 for i 	= j.
(3) C = Z(R) is an E-ring.
Proof. (1)→ (2): Since N (R) = 0, R $ R1 × R2 × · · · × Rn with QRi a simple algebra
by Proposition 2.1. Since R is a quasi-2-sided E-ring, Hom(Ri; Rj) = 0 for i 	= j and
each Ri is a quasi-2-sided E-ring by Proposition 2.2(b).
(2) → (3): By the well-known theorem of Pierce [15], each Ri is quasi-isomorphic
to a free module over its center, Ci. It follows from Hom(Ri; Rj) = 0 for i 	= j that
Hom(Ci; Cj) = 0 for i 	= j. Therefore to show that C is an E-ring, it suPces to show
that each Ci is an E-ring, since C $ C1 × C2 × · · · × Cn. Now any endomorphism of
Ci can be lifted to a quasi-endomorphism of Ri that is an element of QMult(Ri) by
hypothesis. But any element of QMult(Ri) restricts to a quasi-endomorphism of Ci
that is given by left (or right) multiplication by an element of Ci. It follows that Ci is
an E-ring.
(3)→ (1): As above, C $ C1 × C2 × · · · × Cn, where since C is an E-ring, each Ci
is an E-ring and Hom(Ci; Cj) = 0 for i 	= j. It follows that Hom(Ri; Rj) = 0 for i 	= j,
since any non-zero map from Ri to Rj implies a non-zero map from Ci to Cj (Ri; Rj
are quasi-equal to free modules over Ci; Cj). We show that each Ri is a quasi 2-sided
E-ring, from which it follows that R is a quasi-two-sided E-ring, as desired.
Assume for convenience of notation that R = R1 satis3es QR = Matk×k(D), where
D is a 3nite-dimensional division algebra over Q. Then C = Z(R) is a subring of an
algebraic number 3eld that is an E-ring by assumption. Under the canonical (diagonal)
embedding of D into QR, the ring D ∩ R is quasi-equal to a free C-module [15] and
therefore so is S=Matk×k(D∩R). It follows that R and S are quasi-equal, since both are
quasi-equal to full free C-submodules of QR. Now EndZ(D∩R) =EndC(D∩R) since
C is an E-ring and D∩R is quasi-equal to a free C-module. Moreover EndC(D∩R) :=
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Mult(D∩R) as submodules of EndC(D), since both are quasi-equal to free C-modules
that are of the same rank by Vinsonhaler [18, Proposition 8.4]. Thus, D ∩ R is a
quasi-two-sided E-ring. It follows from Proposition 2.2(1) that S =Matk×k(D∩R) is a
quasi-two-sided E-ring. Since R and S are quasi-equal, R is a quasi-two-sided E-ring
as well. This completes the proof.
The next example shows that the assumption N (R)= 0 cannot be removed from the
previous theorem.
Example 2.5. The center of a 2-sided E-ring need not be an E-ring.
Let J be the ring of integers in F , a cyclic Galois extension of Q of degree 3. Let
p, q be two rational primes that split completely in F , pJ =P1P2P3 and qJ =Q1Q2Q3.
The elements of the Galois group, Gal(F : Q), cyclically permute the prime ideals Pi
and the prime ideals Qi. We assume, by relabeling if necessary, that the action is the
same on both sets of primes. That is, if ∈Gal(F=Q) sends Pi to Pj, then  sends Qi
to Qj. Let M be the 2× 2 matrix ring
M =
[
R T
0 S
]
where R = JP1 ∩ JP2 ∩ JQ1 ∩ JQ2 , S = JP3 ∩ JP2 ∩ JQ1 ∩ JQ3 , and T = JP2 ∩ JQ1 . We
use a sequence of assertions to verify that M is a 2-sided E-ring whose center is not
an E-ring. A key tool is Proposition 4.3 in [14]. For the reader’s convenience, we
state here a special case of that result that is tailored to our needs. If A is a full
subring of an algebraic number 3eld F , denote by 0(A) the (unique) set of primes of
F such that A is quasi-equal to the localization J0(A), where J is the ring of integers
in F , cf. [3]. Recall that a module X over a ring R is called an E-module over R if
HomZ(R; X ) = HomR(R; X ).
Proposition 2.6 (Mader and Vinsonhaler [14, Proposition 4.3]). Let A ⊆ B be sub-
rings of an algebraic number 9eld F that is a Galois extension of Q. Then B is
an E-module over A if and only if for all 1 	= ∈Gal(F : Q), we have 0(B) " 0(A).
Continuing with the discussion of Example 2.5, we note the following facts:
1. The rings R; S; T are E-rings. This is a direct consequence of Proposition 2.6. For
example, to show that R is an E-ring, let A= B= R and let ∈Gal(F : Q) be the
element that acts like the 3-cycle (1,2,3) on {P1; P2; P3}. Then it is easy to check
that 0(R) = {P1; P2; Q1; Q2} is not contained in 0(R) = {P2; P3; Q2; Q3} or  20(R).
By the Proposition, R is an E-module over itself, hence an E-ring.
2. The ring T is an E-module over R and S. This also follows directly from Proposition
2.6. For example, T is an E-module over R because the set 0(T ) = {P2; Q1} is not
contained in 0(R) or  20(R).
3. RS = T and R ∩ S = Jp ∩ Jq. This is a direct calculation.
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4. Hom(R; S)=Hom(S; R)=0. Suppose, for example that $ : R → S. Then $ may be
regarded as a map R → T and since T is an E-module by step 2, there exists t ∈T
such that $(x) = tx for all x∈R. It follows that a positive integer multiple of $
maps RP3 into SP3 . But RP3 =QR=F , while SP3 = S. Thus, we have a contradiction
unless $= 0. Similarly, Hom(S; R) = 0.
5. The ring M is a two-sided E-ring. This is another direct calculation using 1–4.
6. The center of M is isomorphic to R ∩ S, and is therefore not an E-ring. Note that
R∩ S is a free module over Zpq, so there are plenty of endomorphisms that are not
multiplications.
The next proposition shows that over Dedekind domains, two-sided E-rings are
maximal orders.
Proposition 2.8. Let S be a subring of a simple algebra A, 9nite dimensional over
the rationals, such that C = Z(S) is an E-ring that is a Dedekind domain. If S is a
2-sided E-ring, then S is a maximal order over C.
Proof. Let QS be a maximal order over C in QS = A that contains S. Note that C
remains pure in QS because by Beaumont and Pierce [3], C is the largest ring in its
quasi-equality class. If S 	= QS, then there is a prime P of C such that SP 	= QSP . Note
that QSP is a free module over the PID CP and that CP is a summand of QSP , since
QSP=CP is free. Write QSP = CP ⊕ X ⊕ Y , where X is a rank-1 free module over CP
such that X " SP . For some positive integer k, the module PkX is a pure free rank-1
summand of SP . In particular, there is an isomorphism  : PkX → CP that extends
to an endomorphism @ of SP . There is an element c∈C \ P such that c@∈End(S).
(Note that c : PkX → CP is still an isomorphism.) Then since S is a 2-sided
E-ring there are 3nitely many elements si, ti of S such that
∑
siPkXti = CP . But
then CP = Pk
∑
siXti, contradicting that CP is pure in QS. Thus S = QS is a maximal
order.
The converse of Proposition 2.8 is false, as evidenced by Example 2.3 and the
discussion following. The ring H [(1 + i + j + k)=2] is a maximal order over the
Dedekind domain Z, but H is not a two-sided E-ring.
We conclude this section with some examples of two-sided E-rings R with N (R) 	= 0.
These provide counterexamples to Proposition 8.6 of [18]. In particular, Theorem 8.7
of that paper should include the hypothesis that N (R) = 0.
Example 2.9. For each natural number n, there exist two-sided E-rings R with nil
radical N (R) such that N (R)n−1 	= 0 = N (R)n.
Proof. Let n¿ 2 be a natural number and P = {p1; p2; : : : ; p2n−2} be a list of 2n− 2
distinct primes. For 16 i6 n de3ne Pi = {pi; pi+1; : : : ; pi+n−2}. Let i6 j. Then Pi ∪
Pj={pi; pi+1; : : : ; pi+n−2; pj; pj+1; : : : ; pj+n−2}. Note that j6 (i+n−2)+1= i+n−1
since j− i6 n− 1 due to 16 i6 j6 n. Thus, Pi ∪Pj = {p4: i6 46 j+ n− 2}. This
shows that P4 ⊆ Pi ∪ Pj whenever i6 46 j.
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De3ne subrings Ri of Q by Ri = Z[ 1p : p∈Pi], 16 i6 n. Note that each Ri is an
E-ring and Hom(R+i ; R
+
j ) = 0 for 16 i 	= j6 n. Now de3ne an n× n matrix
ring E =

R1 R1R2 R1R3 · · · · · · R1Rn
0 R2 R2R3 R2R4 · · · R2Rn
0 0 R3 R3R4 · · · R3Rn
0 0 0
. . . · · · ...
0 0 0 0
. . . Rn−1Rn
0 0 0 0 0 Rn

:
We will show that E is a two-sided E-ring with a nilradical N such that Nn = 0 	=
Nn−1. The key to this is the fact that R4 ⊆ RiRj whenever 16 i6 46 j6 n. Under
some natural identi3cations,
End(E+) =
⊕
1646i¡j676n
Hom(RiRj; R4R7)⊕
⊕
1646i676n
Hom(Ri; R4R7):
We observe that for 16 46 i¡ j6 76 n, Hom(RiRj; R4R7) ≈ R4R7 = R4RiRjR7,
while for 16 46 i6 76 n, Hom(Ri; R4R7) ≈ R4R7 = R4RiRiR7.
Now let 8ij be the n × n-matrix that has 1 in the ij-position and 0’s everywhere
else. Recall that 84i8j7 =(84i)‘(8j7)r ∈Mult(E). Again with suitable identi3cations.
R4Ri84i  8j7RjR7 = Hom(Ri; Rj; R4R7) ≈ R4R7 = R4RiRjR7 ⊆ Mult(E). Also, we
get that R4Ri84i  8i7RiR7 = Hom(Ri; R4R7) ≈ R4R7 = R4RiRiR7 ⊆ Mult(E) for
16 46 i6 76 n.
This shows that Mult(E)=End(E+) and E is a two-sided E-ring whose upper triangle
N is the nilradical of E and obviously Nn = 0 	= Nn−1.
As mentioned in the introduction, there are other possible de3nitions of the quasi
concept for two-sided E-rings. We identify the likely ones and establish the relationships
between them.
Theorem 2.10. Let R be a torsion-free ring. Then for the conditions
(a) R is quasi-equal to a two-sided E-ring,
(b) Mult(R) is quasi-equal to End(R),
(c) QMult(R) =QEnd(R).
the following relationships hold:
(1) (a) implies (b) implies (c);
(2) If R has 9nite rank and N (R) = 0, then (c) implies (b).
Proof. (1) (a) ⇒ (b): By assumption there is a two-sided E-ring S such that QR=QS
and R ∩ S is of index bounded by m in both R and S. If  is an endomorphism of R,
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then m is an endomorphism of S, whence an element of Mult(S). Since any element
of Mult(S) can be written as a sum of products x‘yr , it follows that m2 Mult(S) ⊆
Mult(R). Thus, m3 End(R) ⊆ Mult(R) and R satis3es (b).
(b) ⇒ (c): This is immediate.
(2) If N (R) = 0, then by Theorem 1.4(2), there is a natural number n and there are
rings Ri such that n(Ri×· · ·×Rk) ⊆ R ⊆ R1×· · ·×Rk and each Ri is a quasi-two-sided
E-ring such that QRi is a simple Q-algebra and Hom(Ri; Rj)=0 for i 	= j. Furthermore,
Ci = Center(Ri) is an E-ring by 1.4(3). Pierce’s Theorem [15] tells us that Ri is
3nitely generated over Ci and End(Ri) = EndCi(Ri). In particular, Ri is quasi-equal to
a free-module over Ci, so that End(Ri) is 3nitely generated as a Ci-module. Because
QMult(R) = QEnd(R), there is a positive integer n so that for each i, n times a
set of Ci-generators for End(Ri) is contained in Mult(Ri). Since multiplication by Ci
belongs to Mult(Ri), we have nEnd(Ri) ⊆ Mult(Ri). Now End(R) is quasi-equal to
End(R1 × · · · × Rk) and Mult(R) is quasi-equal to Mult(R1 × · · · × Rk), so the result
follows.
We conclude with two examples showing that, in general, the implications in
Theorem 2.10(1) cannot be reversed.
Examples 2.11. (1) There is a 3nite rank ring R satisfying 2.10(c) but not 2.10(b).
Let Ri, 16 i6 3, be subrings of Q satisfying Hom(Ri; Rj) = 0 if 16 i 	= j6 3; and
Q=(R1R2R3) is in3nite. Then
E =

R1 R1R2 Q
0 R2 R2R3
0 0 R3

satis3es QMult(E) =QEnd(E) while Mult(E) is not quasi-equal to End(E).
To check that QMult(E) =QEnd(E) is straightforward along the lines established
by previous examples. Note, however, that Hom(R2;Q) = Q, while the subgroup of
Mult(E) that maps R2 to Q and all other matrix entries to 0 is R1R2812 823R2R3.
But the later maps all take R2 into R1R2R3, which has in3nite index in Q because
Q=(R1R2R3) is in3nite.
(2) There is a 3nite rank ring R satisfying (b) but not (a) of 2.10.
Let H = Z + Zi + Zj + Zk, a subring of the rational quaternions (see Example
2.3). The calculation given in 2.3 shows that 4End(H) ⊆ Mult(H) ⊆ End(H). Let
QH denote a maximal Z-order in the rational quaternions that contains H : speci3cally,
QH = H [(1 + i + j + k)=2]. It is easy to check that QH is not a two-sided E-ring for
the same reason that H is not. Now suppose S were a two-sided E-ring quasi-equal
to H (or QH). Then S QH is a Z-order so S ⊆ QH since QH is a maximal Z-order. By
Proposition 2.8, S is a maximal Z-order, so S= QH . This contradiction shows that there
is no two-sided E-ring quasi-equal to H .
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3. Large two-sided E-rings
Recall that G is a monoid [13] if G is a non-empty set with an associative binary
operation such that there is an identity element e∈G, i.e. eg = g = ge for all g∈G.
We call the monoid G= 〈x〉 cyclic, if G= {xn: n¿ 0} such that x0 = e and xi = xj i7
i= j. If Gi, i∈ I , is a family of monoids with identity element e, then we may assume
that Gi ∩ Gj = {e} for all i 	= j in I , and we may de3ne the free product
∏∗
i∈I Gi to
be the set of all reduced words over the alphabet X =
⋃
i∈I Gi. A word w= a1a2 : : : an
is called reduced, if
(1) ai 	= e for all 16 i6 n.
(2) If ai ∈Gj, then ai+1 	∈ Gj for all 16 i6 n.
The empty word, which serves as the identity element of
∏∗
i∈I Gi, will simply
be denoted by e again. Then
∏∗
i∈I Gi is a monoid, the free product of the family
Gi, i∈ I .
We will work with free monoids G, which are free products of cyclic monoids, i.e.
G =
∏∗
i∈I 〈xi〉 and we call {xi: i∈ I} a basis of G. Each element e 	= g∈G has a
unique presentation g = xe141x
e2
42 : : : x
en
4n such that ei¿ 1 and 41 	= 42 	= · · · 	= 4n, 4j ∈ I
for all 16 j6 n. If k ∈ I , we say that xk occurs in g if k = 4i for at least one i,
16 i6 n. We de3ne degrees for elements g= xe141x
e2
42 : : : x
en
4n ∈G=
∏∗
i∈I 〈xi〉 as follows:
If x∈{xi: i∈ I} then degx(g) =
∑
x=x4i
ei.
We need one more notion: Let G be a monoid. Then we set G ⊗ G = G × G =
{(a; b): a; b∈G} with a binary operation (a1; b1)(a2; b2)=(a1a2; b2b1) where we reverse
the order of the operation in the second coordinate. For the sake of convenience we
write a⊗ b= (a; b). Note that there is a natural embedding G → G⊗G by g → g⊗ e
and we will identify g with g⊗ e. Let G=G0. By induction we de3ne Gn+1 =Gn⊗Gn
for all n¿ 0 and there is a natural embedding Gn → Gn+1 as described above. Now we
de3ne G⊗! =
⋃
n¿0 Gn, the direct limit of the Gn’s, which has the following properties:
(1) |G⊗! |= |G|ℵ0.
(2) (G⊗!) ⊗ (G⊗!) = G⊗! , after some obvious identi3cations such as g = g ⊗ e and
the associativity of ⊗. Note that (G⊗!) ⊗ (G⊗!) = (⋃n¿0 Gn) ⊗ (⋃n¿0 Gn) =⋃
n¿0 Gn+1 =
⋃
n¿0 Gn = G
⊗! and G⊗! is again a monoid. Each g∈G⊗! has a
unique representation g= g1 ⊗ g2 ⊗ · · · ⊗ gn with gi ∈G and gn 	= e.
If G=
∏∗
i∈I 〈xi〉 is a free monoid with basis {xi: i∈ I} and g=g1⊗g2⊗· · ·⊗gn ∈G,
then, for any x∈{xi: i∈ I}, we de3ne degx(g) =
∑n
i=1 degx(gi), the x-degree of the
element g∈G.
We will now set up the parameters for a Strong Black Box construction as in [12]
or in [11].
Let 8, =,  be in3nite cardinals such that 8= = 8 and  = 8+, the successor cardinal
of 8. Let S be an integral domain such that:
(1) S+, the additive group of S is torsion-free and there is a prime p-3xed from now
on- such that S+ is p-reduced, i.e.
⋂
n¿0 p
nS = {0}.
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(2) |S|6 = and there exists a p-adic integer 0-3xed from now on- such that 0 is
transcendental over S. (Note that Zˆp, the ring of p-adic integers, and S are pure
subrings of Sˆ, the p-adic completion of S.
Moreover, we have:
(3) A free monoid G =
∏∗
4¡ 〈x4〉 with basis {x4: 4¡ } of cardinality  .
(4) B = S[G⊗! ] is the monoid ring of G⊗! over S. Note that B is a free S-module
and 0 is transcendental over B. Each element b∈B has a unique presentation
b=
∑n
i=1 sigi with si ∈ S and gi ∈G⊗! and addition and multiplication is de3ned
just as in the case of the more familiar group rings. Note that S = Z(B) is the
center of B.
We will eventually construct a ring R such that B ⊂ R and R is a p-pure subring
of Bˆ, the p-adic completion of B. We let X∗ denote the p-puri3cation in Bˆ for any
subring X of Bˆ and X ⊆∗ Bˆ will denote that X is p-pure in Bˆ.
Let t ∈ Bˆ. Then t=∑i¿0 sigi with gi ∈G⊗! and {si: i¿ 0} is a p-adic zero sequence
in Sˆ, the p-adic completion of S. We de3ne the support of t to be [t]={gi ∈G⊗! : si 	=
0}. Moreover, we de3ne the  -support to be [t] = {a¡ : ∃g∈ [t] such that x4
occurs in g}.
Note that x4 occurs in g = g1 ⊗ · · · ⊗ gn ∈G⊗! if and only if x4 occurs in at least
one of the gi’s.
We de3ne a norm ‖:‖ on the elements of Bˆ by 3rst de3ning ‖{4}‖= 4 + 1 for all
4¡ and ‖M‖= sup4∈M ‖4‖ for any subset M of  = {4: 4¡ }. Now if t ∈ Bˆ then
‖t‖ = ‖[t] ‖, i.e ‖t‖ = min{7¡ : [t] ⊆ 7}. Note that [t] ⊆ 7 holds if and only if
t ∈ Bˆ7 where B7 = S[(
∏∗
4¡7 〈x4〉)⊗! ].
Now we de3ne canonical homomorphisms and canonical S-subalgebras of B. First,
because  = 8+, we can 3x (once and for all) bijections h4 : 8 → 4 for all 86 4¡ 
such that h8 = id8 and also h4 = id8 for all 4¡8.
Denition 3.1. Let h4, 4¡ , be the above bijections. De3ne P to be a canonical
subalgebra of B if P= S[(
∏∗
4∈I 〈x4〉)⊗! ] for some subset I ⊂  with |I |6 =, such that
h4(I ∩ 8) = I ∩ h4(8) for all 4∈ I . An additive homomorphism ’ : P → Pˆ is said to
be canonical, if P is a canonical subalgebra of B.
We de3ne [’] = [P], P the domain of ’, and [’] = [P] , and ‖’‖= ‖P‖.
We 3x a stationary subset [8] E of  such that E ⊂  o = {4¡ : 4 has countable
co3nality}, and  o − E is stationary as well. Now we can formulate the Strong Black
Box [12, Corollary 2.1.6]. This result was also used in [11] and is a variation of the
model theoretic version of the Black Box in [8], which is based on a result in [17].
Theorem 3.2 (Enumerated Strong Black Box). Let the assumptions be as above about
8, =,  , E, S, p, 0, and G=
∏∗
4¡ 〈x4〉. Then there is a family ’7, 7¡ , of canonical
homomorphisms such that:
(1) ‖’7‖∈E for all 7¡ .
(2) ‖’?‖6 ‖’7‖ for all ?6 7¡ .
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(3) ‖[’?] ∩ [’7] ‖¡ ‖’7‖ for all ?¡7¡ .
(4) Prediction: For any additive homomorphism  : B → Bˆ and for any subset I of  
with |I |6 =, the set {4∈E: ∃7¡ such that ‖’7‖ = 4; ’7 ⊆  , and I ⊆ [’7]}
is stationary in  .
(Note that in [12] some ordinal  ∗¿  with  = | ∗| is used to enumerate the
canonical homomorphisms. If there exists ’ , then ‖’ ‖¡ and the domains (of
cardinality =) of  many maps are contained in a set of cardinality 8, which contradicts
8= = 8¡ . Thus  ∗ =  .)
The proof of Theorem 3.2 can be copied from [12] without any signi3cant
changes.
We will use the Strong Black Box to prove the main theorem in this section.
Main Theorem 3.3. Let =, 8,  be in9nite cardinals such that 8==8 and  =8+. Let
S be an integral domain such that |S|6 = and S+ is torsion-free and p-reduced for
the prime p. Let 0 be a p-adic integer such that 0 is transcendental over S. Then
there exists an S-algebra R such that
(a) |R|=  and S = Z(R).
(b) End(R+) =Mult(R).
(c) R ≈ R⊗S Rop ≈ Mult(R) as rings.
Thus R is a two-sided E-ring with R ≈ End(R+).
If A is an S-algebra, then A⊗S Aop is the tensor product over S of A by the opposite
algebra Aop. Note that if A=S[G]; G a monoid, then A⊗S Aop=S[G⊗G]; G⊗G de3ned
as above. Moreover, A ⊗S Aop = A if G = H⊗! for some monoid H . We will need a
step lemma that will allow us to get rid of unwanted homomorphisms. This lemma is
the only di7erence in the proof of 3.3 as compared with [12].
Step Lemma 3.4. Let S; B; G; p; 0 as described in 3.3. Moreover, the following is
given:
(1) Let P=S[(
∏∗
4∈I∗〈x4〉)⊗! ] for some subset I∗ of  and let M be an S-subalgebra of
Bˆ such that P ⊆∗ M ⊆∗ Bˆ and 0 is transcendental over M . Moreover, M =M⊗! .
(2) There is a set I = {4i: i¡!} ⊂  with 4i ¡4j for all i¡ j¡! such that
I ⊆ I∗ = [P] and I ∩ [t] is 9nite for all t ∈M .
(3) M=(S[H ])∗; H a submonoid of the multiplicative monoid Bˆ such that H⊗H=H .
(4) Let  : P → M be a homomorphism such that  	∈ (Mult(M)) P .
Then there is some y∈ Pˆ such that  (y) 	∈ M ′= (M [(H ∗ 〈y〉)⊗! ])∗, and H ∗ 〈y〉 is
a free product of monoids. The element y will be x =
∑
i¿0 p
ix42i ∈ Pˆ or y = x + u0
with some element u∈P. Moreover, the natural epimorphism M ⊗S Mop → Mult(M)
is an isomorphism.
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Proof. Let x =
∑
i¡! p
ix42i . Because of (2), the monoid generated by H and x is
a free product: 〈H ∪ {x}〉 = H ∗ 〈x〉. Thus each element m in H ∗ 〈x〉 has the form
m= h1xe1h2xe2h3 : : : hkxek hk+1 such that hi ∈H; e 	= hj for 26 j6 k and ei¿ 1 for all
16 i6 k. We de3ne degx(m) =
∑k
i=1 ei.
Each element m∈ (H ∗ 〈x〉)⊗! has the form m= m1 ⊗m2 ⊗ · · · ⊗mn and we de3ne
degx(m) =
∑n
j=1 degx(mj). If g is any element of S[(H ∗ 〈x〉)⊗! ], then there is a 3nite
subset T of (H ∗ 〈x〉)⊗! such that g=∑m∈T msm, where 0 	= sm ∈ S.
Now assume that  (x)∈M ′= S[(H ∗ 〈x〉)⊗! ]∗ ⊆ [S[H ]∗ ⊆ Bˆ. Then there is a natural
number a such that:
(∗) pa (x) =
∑
m∈T
msm such that 0 	= sm ∈ S for allm∈T:
It is easy to see that 0 is still transcendental over M ′.
Let N = max{degx(m): m∈T} be the least maximal degree in any presentation of
pa (x).
Assume N¿ 2. Since T is 3nite, we may use clause (2) and 3nd some xo: = x42j+1
such that xo 	∈ [m] for all m∈T . Now we set y = x + xo0. If we fail again and
 (y)∈M ′′ = S[(H ∗ 〈y〉)⊗! ]∗, then there is a 3nite subset T ′ of (H ∗ 〈y〉)⊗! , and a
natural number b such that
(∗∗) pb (y) =
∑
m′∈T ′
m′s′m′ with 0 	= s′m′ ∈ S:
Again, we de3ne N ′ to be the least N ′ =max{degy(m′): m′ ∈T}.
Each m′ ∈T ′ in which y = x + xo0 occurs and has degy(m′) = @ can be expanded
and with like terms in 0 collected assumes the form
m′=m′′+m′′′0@ +
∑@−1
j=1 gi0
i such that gi ∈M ′ and m′′ is the same as m′ just with
y replaced by x and m′′′ is same as m′ just with y replaced by xo.
Now we compute pa+b (y)− pb+a (x) = pa+b (xo)0∈M0 and obtain
(∗ ∗ ∗) pa+b (x)0=
∑
m′∈T ′ ;degx(m′′)=N ′
pas′m′m
′′ −
∑
m∈T;degx(m)=N
pbsmm
+
 ∑
m′∈T;degy(m′)=N ′
pas′m′m
′′′
 0N ′
+
max{N;N ′}−1∑
j=1
wj0j ∈M0; where wj ∈M ′:
Since 0 is transcendental over M ′, we obtain:∑
m′∈T ′ ;degx(m′′)=N ′
pas′m′m
′′ =
∑
m∈T;degx(m)=N
pbsmm;
which implies N ′ = N .
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Moreover, T = {m′′: m′ ∈T ′} and s′m′ = sm′′ for all m′ ∈T ′. Since N ′ = N¿ 2, we
conclude
0 =
∑
m′∈T;degy(m′)=N ′
pas′m′m
′′′:
If one replaces the xo in m′′′ by y, then m′′′ turns into m′, which turns into m
by substituting y by x. Since these substitutions induce ring isomorphisms, we may
conclude that
0 =
∑
m′′∈T;degx(m′′)=N
pas′m′m
′′ =
∑
m∈T;degx(m)=N
pbsmm;
which contradicts the minimal choice of N .
Thus we may conclude that N6 1 and (∗) reduces to
(#) pa (x) =
n∑
j=1
ajxbj + a0 with aj; bj ∈ S[H ]:
Now assume that pa 	∈ (Mult(M)) P . Then there is some u∈P such that pa (u) 	=∑n
j=1 ajubj.
Again, we try a new element y = x + u0. A degree argument similar to the one
above shows that
(# #) pb (y) =
n′∑
j=1
a′jyb
′
j + a
′
0
and we compute pa(# #) minus pb(#) to obtain
pa+b(u)0=
n′∑
j=1
paa′jxb
′
j + p
aa′0 − pb
 n∑
j=1
ajxbj + a0

+pa
 n′∑
j=1
a′jub
′
j
 0∈M0:
Thus
∑n′
j=1 p
aa′jxb
′
j+p
aa′0=
∑n
j=1 p
bajxbj+pba0 ∈M ′, which implies pba0=paa′0 as
well as pa+b (u)=pa(
∑n′
j=1 a
′
jub
′
j)=p
b∑n
j=1 p
bajubj and we have the contradiction
pa (u) =
∑n
j=1 ajubj.
This shows that for the choice of y = x or some y = x + b0 we can establish
 (y) 	∈ (S[(H ∗ 〈y〉)⊗! ])∗ if only pa 	∈ (Mult(M)) P .
Thus we may assume that pa ∈ (Mult(M)) P . We will show that this implies
 ∈ (Mult(M)) P:
Assume that pa =
∑n
i=1 ai  bi for some ai; bi ∈ S[H ]. By (2) we may choose
x = x4k such that x 	∈
⋃n
i=1 ([ai] ∪ [bi]) and pa (x) =
∑n
i=1 aixbi ∈paM .
Each element t ∈ Bˆ can be written as t = t(a) +pat′(a) with t(a) ∈B and t′(a) ∈ Bˆ. This
implies that we can write pa (x) =
∑n
i=1 a
(a)
i xb
(a)
i +  (a)(x) where  (a) ∈pa Mult(M).
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Thus we may assume that pa (x)=
∑n
i=1 aixbi ∈paM ∩B=paB with ai; bi ∈B and
x 	∈ ⋃ni=1([ai] ∪ [bi]). We can write ai =∑4 r4ig4 and bi =∑7 si7g7, where the g’s
are in G⊗! . An easy computation shows that pa (x) =
∑
4;7(
∑
i r4isi7)g4xg7 ∈paB.
Note that g4xg7 = g4′xg7′ if and only if (g4; g7) = (g4′ ; g7′) by our condition on x.
Thus
∑
i r4isi7 ∈paS for all 4 and 7 and it follows that  ∈Mult(M). Also, a similar
argument shows that ker() = 0 where  : M ⊗S Mop → Mult(M) is the natural
epimorphism induced by (m1 ⊗ m2) = m1 m2.
We are now in the position to construct our ring R:
We will outline the construction, which is essentially the same as the one in [12]. Let
’7, 7¡ , be the sequence of canonical homomorphisms provided by the Strong Black
Box. Let P7 = S[(
∏∗
4∈[’7] 〈x4〉)⊗! ] be the domain of ’7. We construct R as the union
of a  -3ltration R=
⋃
7¡ R
7 of p-pure subrings R7 of Bˆ with R0={g∈B: ‖g‖¡ ‖’0‖}
such that
(∗)R7 ⊆ (S[(⋃4¡7 P̂4)])∗ and {g∈B: ‖g‖¡ ‖’7‖} ⊆ R7. Moreover R7 = (S[H7])∗
where H7 is a submonoid of Bˆ.
If 7¡ is a limit ordinal, then R7 =
⋃
4¡7 R
4.
Suppose R7 has been constructed. Consider the canonical homomorphism ’7. Since
‖’7‖∈  o is a limit ordinal of co3nality !, there are ordinals 40 ¡41 ¡42 ¡ · · · in
[’7] such that ‖’7‖ = supn¡! {4n}. Let I = {4n: n¡!}. Then I ∩ [t] is 3nite
for all t ∈R7 by condition (2) and condition (∗) above. If ’7 maps P7 into R7 and
’7 	∈ (Mult(R7)) P7 then we apply the Step Lemma to I; P=P7;M =R7 and  =’7.
Thus there is some y = y7 ∈ P̂7 and R7+1 = (R7[(H7 ∗ 〈y7〉)⊗! ])∗ ⊆ Bˆ is such that
’7(y) 	∈ R7+1 . We set H7+1 = (H7 ∗ 〈y7〉)⊗! . Note that 0 is till transcendental over
R7+1, and R7+1 satis3es (∗), because of the choice of y7 ∈ P̂7.
If ’7 ∈ (Mult(R7)) P7 , we have it easy and just de3ne y7 =
∑
i¡! p
ix4i and R
7+1
as above.
Finally, we de3ne R=
⋃
7¡ R
7. We have the following
Lemma 3.4. Let R be as above. Then the following hold:
(a) Each element in the set {y7: 7¡ } is transcendental over B, i.e. the monoid
〈G ∪ {y7}〉= G ∗ 〈y7〉 is a free product.
(b) If g is in R but not in B, then there is a 9nite subset N of  and a¡! such
that pag∈B[(∏∗7∈N 〈y7〉)⊗! ] and [g] ∩ [y7] is in9nite if and only if 7∈N .
(c) R ∩ P̂7 ⊆ R7+1 for all 7¡ .
The proof of 3.4 is the same as the proof of Lemma 2.2.4 and 2.2.5(a) in [12] and
we refer the reader to that paper. (For example (c) follows from (b) and 3.2(3).)
We will now show that End(R+)=Mult(R). We will only outline the proof, because
it is almost an exact copy of the proof of 2.2.1 in [12].
It is clear from the construction of R that R=R⊗S Rop, since R7 =R7 ⊗S (R7)op for
all 7¡ . Moreover, the canonical epimorphism  : R⊗S Rop → Mult(R) is injective,
because its restriction to any R7 is injective.
M. Dugas, C. Vinsonhaler / Journal of Pure and Applied Algebra 185 (2003) 87–102 101
Obviously, Mult(R) ⊆ End(R+), because R is a ring. Moreover, 0 is transcendental
over each R7 and thus over R. Choose I = {4i: i¡!} ⊆  such that 4i ¡4j for all
i¡ j¡ and A= supi¡!{4i}∈  o − E. (Recall that  o − E is stationary by the choice
of E.) Then [g] ∩ I is 3nite for all g∈R, since sup[g] ∈E for all g∈R such that |g| 
is in3nite.
Let  ∈End(R+) − Mult(R). By the Step Lemma, there is some y∈ Bˆ such that
y= x=
∑
i¡! p
ix42i or y= x+ u0 for some u∈B such that  (y) 	∈ (R[〈y〉⊗! ])∗. Now
apply 3.2 and conclude that E′ = {4∈E: ∃7¡ such that ‖’7‖= 4 and ’7 ⊆  and
[y] ⊆ [’7]} is stationary in  . Let C = {7¡ :  (R7) ⊆ R7}. Then C is a cub (cf.
[8]) in  . Thus E′′=C∩E′ is stationary in  and we may pick some A¡4∈E′′. Then
there is some 7¡ such that 4 = ‖’7‖, ’7 ⊆  , and [y] ⊆ [P7] = [’7]. Recall that
A= ‖y‖ and y∈ P̂7. Thus R7+1 was constructed such that  (y7) =’7(y7) 	∈ R7+1 and
’7(y7)∈ P̂7. By 3.4(c), we have  (y7) 	∈ R, a contradiction to  ∈End(R+).
Conclusion. R is an S-algebra, S=Z(R) such that End(R+)=Mult(R) ≈ R⊗S Rop=R.
Thus R is a weak E-ring, but not an E-ring, since R is not commutative.
Moreover, if B∈Aut(R+), then B∈ S‘, since any multiplication by some g∈G cannot
be undone by some other multiplication. Thus Aut(R+) = (U (S))‘ with U (S) = U (R)
the group of units. Such rings R, where all automorphism of R+ are left multiplications,
were called A-rings in [6]. In that paper, large commutative A-rings, which are not
E-rings, were constructed. Our rings R form a class of large, non-commutative A-rings.
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