ABSTRACT The path computation element (PCE) is used for the path computation for traffic engineering systems such as multi-protocol label switching (MPLS) and Generalized MPLS networks. It offers a good architecture for the centralized traffic routing and control. The classic routing policy aims to select one ''best'' path for the traffic, which may cause network congestion in the best link. How to adjust traffic to alleviate or avoid congestion is an important issue for operating networks. In this paper, according to the topology and the traffic model of China Telecom's network, we propose a practical traffic control scheme with load balancing based on the PCE architecture. The objective of the traffic control scheme is twofold. First, an adaptive end-to-end path selection algorithm is proposed to select high-quality main and backup paths with the consideration of cost and path utilization. Second, a global routing optimization algorithm is proposed to adjust the path for the traffic, which considers the congestion feedback, the adjustment cost, and the expectation of load balance. The results show that our proposed scheme is able to efficiently alleviate or avoid congestion problem and achieve good performance in terms of the balance of link utilization and minimum computation time.
I. INTRODUCTION
Traffic control in Multi Protocol Label Switching (MPLS) [1] and Generalized MPLS (GMPLS) [2] are fundamentally based on constraint-based path computation [3] . Routing in a communication network needs to be subject to a serious of constraints, such as Quality of Service (QoS), routing policy and path price [4] . Traditionally, routing paths are determined through distributed protocols, such as the Reservation Protocol with Traffic Engineering (TE) extensions (RSVP-TE) [5] . However, a constraint-based path is very complex to calculate, especially in large-scale networks. Thus, it requires more computing capabilities and centralized network information to offer better performance.
In computer networks, a Path Computation Element (PCE) [6] is an entity, which is capable of determining and
The associate editor coordinating the review of this manuscript and approving it for publication was Giacomo Verticale. finding a suitable route through a network for conveying data between a source and a destination [7] for a single or set of services. It usually has a high ability of computation and a complete picture of traffic and paths in the network. It receives path computation requests from entities known as Path Computation Clients (PCCs) through the PCE communication protocol (PCEP) [8] . Thus, with the deployment of the resource-aware PCE, the network can perform sophisticated path computation in real-time for MPLS, GMPLS [9] and Segment Routing [10] by applying multiple constraints. The PCE can be used not only in the intra-domain [11] , but also in the inter-domain scenario [12] - [14] . To adapt to more complicated network scenarios, the PCE architecture has also evolved to be more complex, such as Hierarchical PCE (H-PCE) [15] .
Broadly speaking, PCE can be considered as an implementation of the Software Defined Networking (SDN) technology [16] , [17] . The key idea of SDN is the separate of control plane and data plane [18] . The centralized network control is leveraged in SDN. Then the PCE entity can be considered as the SDN controller receiving the path computation requests from the PCCs in the data plane. The PCEP can be considered as the communications protocol between control and data planes, such as OpenFlow [19] .
Since the classic routing policy aims to select one or one set of 'best' path for the traffic, it is easy to cause network congestion especially with new flows emerging, leading to path recalculation and adjustment. The scheme of the path recalculation and adjustment is a critical part of the dynamic traffic control in the PCE. There is a variety of objective functions, such as minimum cost path, widest path, load balance path or minimum delay path, that can be used by the PCE when it computes a path or a set of paths. Moreover, some objective functions of optimization is a single metric and others of optimization can be a set of metrics. Among these metrics, load balance of links [20] is an important metric for path computation in the PCE. However, path recalculation only based on this metric leads to a lot of path adjustments of background flows that have already existed in the network. It is known to be costly, which may affects many services. Thus, it's important to consider the cost of adjustments for path adjustment.
Some dynamic traffic control schemes based on the PCE architecture have already been proposed. In RFC5441 [21] , two flow scheduling algorithms are introduced to deal with two computing situations, respectively. The first one is designed to deal with the computation of one single path, aiming at the minimum cost, the minimum load, and the maximum residual bandwidth. The second one is designed to deal with the computation of multiple paths, aiming to minimize the total bandwidth, the maximum link load, and the whole cost. The work in [22] proposes integer linear programming formulation with heuristics based on greedy randomized adaptive search procedures. Recent work in [13] proposes a fast-reroute restoration scheme, which uses the PCE for reducing resource contentions due to rerouting. The proposed algorithm in [23] presents a strategy of selecting k random paths in the PCE. However, these studies haven't considered the cost of path adjustment.
In this paper, we propose a practical traffic control scheme leveraging PCE and SDN. The scheme proposed in this paper has the following salient features that make it unique from previous work.
• An adaptive penalty function method is proposed for end-to-end path selection, taking both cost and link utilization into consideration. High-quality main and backup paths with load balancing will be selected.
• Based on the end-to-end path selection algorithm, a global routing algorithm is proposed to adjust the path to alleviate or avoid congestion. The most severe congested path first strategy is introduced in algorithm so that the flow adjustment should be as little as possible.
• The experiments have been done according to the topology and traffic model of China Telecom's network.
The results show that the proposed scheme is able to efficiently alleviate or avoid congestion and achieve better load balance, especially in large-scale networks. The rest of this paper is organized as follows. In section II, the PCE-based architecture for TE is provided. In section III, the formulation of the mathematical model for PCE-based TE is proposed. In section IV, the results of a performance evaluation are showed in details. In section V, a conclusion is given. FIGURE 1. PCE architecture.
II. PCE ARCHITECTURE
As shown in Fig.1 , there are two kinds of functional components in the PCE architecture. One is the PCE, which performs complex path computations. The other is the PCC, which runs as a client requesting a path to be computed. The PCC can be an application, a network component or a router. The computation of PCE depends on the Traffic Engineering Database (TED), which is a collection of network resource information about the nodes and links in the network. The communication between PCE and PCCs depends on the PCEP, which can standardize the transmission of the requests from PCC and the responses from PCE, with acceptable reliability and security. PCEP also standardizes the communication between the PCE entities.
There are two computation models in the application of PCE, i.e., centralized path computation model and distributed path computation model. In this paper, centralized path computation model of PCE is adopted, as shown in Fig.2 . In this model, all path computations for a given domain are performed by a single and centralized PCE. The PCE entity could be a dedicated central server deployed in an external network node, or it could be deployed in a designated router as a composite network node. Each PCC in the network (or network domain) sends its path computation request to this central PCE entity, and this PCE entity responses all the requests from every PCC. The hot standby or cluster techniques may be deployed to avoid single point failure. The PCE is also considered as a core component of SDN systems, which can be implemented in SDN controller. With PCE, VOLUME 7, 2019 FIGURE 2. The centralized PCE computation model. SDN controller can compute optimal paths for traffic across a network and can also update the paths to reflect changes in the network or traffic demands. 
III. THE PCE-BASED FRAMEWORK FOR TRAFFIC CONTROL
The PCE-based framework for traffic control used in this paper is shown in Fig.3 . There are two core algorithm modules in the architecture: the end-to-end path selection and the global routing optimization. The former is used to select the end-to-end optimal path for network flows according to the network status, traffic distribution and network topology. The path selection, not only for one single service, but also for multiple services, is guaranteed to be reliable and low cost. The competition for shared resources and the failure recovery are also considered. The later is used to make the utilization of network resource more balanced, and alleviate (or avoid) the network congestion. With this two modules, the traffic control could be more efficient and the utilization of network resources could be more reasonable, while the backbone network could still provide reliable services.
Apart from the core algorithm module, there are some other modules in the framework as follows. The external data importing module can import the data collected from the existing operating network, and generate testing data automatically based on the characteristics of the existing network. The data pre-processing is used to pre-process the imported data, which will be adapted by two adaption modules to support the calculation of the two core algorithm modules and existing third-party algorithms. The algorithm evaluation module is used to conduct evaluation compare the performance of two core algorithms and other existing algorithms. Different indexes are utilized to evaluate the performance of the system, such as the total cost, the average link utilization, the computation delay, etc. The UI display module is used to graphically display the related information of network topology and real-time traffic, and the optimization results of total cost, link utilization and their changing trend before and after the optimization. In order to integrate the algorithms with SDN software modules, RESTful interfaces are also provided by the framework.
IV. MATHEMATICAL MODEL AND ALGORITHM
In this section, the mathematical models and the algorithms of the two core calculation modules in PCE-based traffic control framework are proposed. The first algorithm is endto-end path selection, which is used to select the end-to-end path for one or a set of flows based on the network state, traffic distribution, and network topology. The end-to-end path selection algorithm adopts the idea of joint optimization method, which aims to select the optimal path with consideration of both cost and utilization of link. The second algorithm is a global optimization, which is used to reduce and even get rid of the network congestion and achieve load balance. It consists of two stages. One is to select the set of main flows that cause the network resource imbalance. In this stage, the main objective is to make sure the adjustments should be as little as possible. The second stage is to use end-toend path selection algorithm to reroute these flows without creating new congestion or aggravating old congestion.
A. END-TO-END PATH SELECTION
The primary parameters and variables used in this subsection are shown in Table 1 . The end-to-end path selection scheme (core module I) is calculated based on the current network state, traffic distribution, and network topology. The QoS requirements for one or more services need to be guaranteed, with the consideration of resource competition and failure recovery. The principle of path selection is not to affect the routing rules of the original network flows (on the condition that the background flows are not affected), and the optimal or superior path can be found as short a time as possible to bare the new flow. The end-to-end path selection algorithm performs the reasonable and centralized scheduling for the incoming one or a set of flows, and manages to make sure that the link utilization will not exceed the specified threshold (e.g. 80%). According to the requirements of QoS (such as bandwidth, delay, etc.), the classic shortest path algorithms in graph theory (such as A-Star and Dijkstra) can be selectively adopted in this scheme to find the suitable end-to-end path with the minimum cost. We propose an adaptive penalty function method to further improve the quality of the result. This method performs a reasonable flow scheduling for the incoming flows, and meets the requirement of network resource threshold to a certain extent. If the threshold requirement cannot be met, the path will be selected aiming to minimize network resource utilization. The algorithm framework is shown in Fig.4 . In Fig. 4 , OSPF is chosen for performance comparison since it adopts Dijkstra's algorithm to select the path. In this framework, two types of quality evaluation are included. Quality evaluation 1 mainly refers to the performance evaluation between the proposed algorithm with existing algorithm using MATLAB. Quality evaluation 2 refers to the performance evaluation between the proposed algorithm with existing algorithm using JAVA. The implementation of JAVA provides a standardized interface, which is able to be easily included in other third-party tools for further comparison with other algorithms.
The main idea is to assign all the incoming flows for minimizing the total cost, leveraging the fine-grained routing function of PCE. For the paths selection of a set of flows, the objective function can be formulated as follows:
sgn(
It is a standard Multi-Commodity Flow (MCF) Formulation [24] , with flow routing matrix, link utilization, and the total cost as results. Constraint (2) indicates that the total load of each link must not exceed their capacity. Constraint (3) indicates that each flow can only choose one path. Constraint (4) indicates that when a path is chosen for forwarding a flow, the links in this path will all be allocated to this flow. Constraint (5) indicates that the utilization of link (i, j) is best not to exceed the threshold. It is also an NP-Complete 0-1 integer programming model with heavy computational requirements.
For availability, the greedy algorithm is chosen in this paper to decrease the computational complexity, so that our model could be suitable for large networks and on-line usage. We can greedily assign these incoming flows one by one to their corresponding path with lowest cost. The incoming flows f ∈ F are firstly arranged in big to small order. Then the process assigns the ordered flows f ∈ F in an iterative manner. At each iteration for one flow f , the path bringing minimum cost is selected. The residual network is updated as a new network for the next coming flow. The above process can be expressed by the following formula:
The current flow f n is assigned to the new network which is the residual network of flow f n−1 . The minimal cost of flow f n is as C opt f n , while the current optimal cost value for the n flows being assigned is C n , and C |F| = C is the final result. For one flow f in current iteration, C f is the total cost generated by f , and c (i,j) is the cost when the f is loaded along (i, j) . The path for f with minimal cost C opt f need to VOLUME 7, 2019 be found and the objective function can be summarized as follows:
The constraints are same as those listed in objective function (1). In flow network graph theory, it is a Minimum-Cost Flow Problem (MCFP) with no flow-split, and is reduced as a Shortest Path Problem with capacity and utilization threshold constraints. With the link utilization and metric of the present network as part of the inputs, the classic shortest path algorithms, such as A-Star and Dijkstra, can be adopted here to find the optimal path for f . However, these algorithms haven't consider the network resource utilization and the competition of shared resources. To improve the results quality with link utilization considered, we propose an adaptive penalty function method to reduce the maximal link utilization as far as possible during the computation of the optimal path. Then the results will be more suitable to be utilized in the next the global routing optimization module.
The basic idea of the adaptive penalty function method is to add the threshold constraint (5) as a penalty term into the original objective function, reforming a new cost. This new cost can be considered as a joint of the original cost and utilization of (i, j). If the utilization of (i, j) does not exceed the threshold, the cost is just the original value of (i, j)'s cost, i.e., c (i,j) =c (i,j) . It also means this operation has not been penalized. In this case, it works like the traditional Dijkstra algorithm. If the utilization of (i, j) exceeds the threshold, the cost of (i, j) will then be changed to the new cost, called comprehensive cost, which is a joint of costc (i,j) and the utilization, which means this operation will be penalized. In such case, u (i,j) is higher than a, and suppose ϕ (i,j) denotes the difference of them. That is, ϕ (i,j) = u (i,j) − a. The bigger the ϕ (i,j) is, the greater penalty term value will be, and the bigger the real comprehensive cost of (i, j) will be. The purpose of penalty function method is to adaptively adjust the link cost to the comprehensive cost, according to the original cost and the dynamic changes of utilization. Then, the suitable shortest path will be selected according to the comprehensive cost. In this case, it takes consideration of both cost and utilization, which is different with the traditional Dijkstra algorithm.
Note that the threshold cannot always be guaranteed, and there might be a case that the threshold must be exceeded if you want to practically assign a specific flow. In such case, the flow will be assigned with the objective of minimum u or ϕ. With the deployment of adaptive penalty function method, the optimal path can meet the needs of load balance to a certain extent.
In order to compare with the path selection results of the classic shortest path algorithms and describe the quality of the chosen paths, we define φ p f as the overload degree of flow f in path p f , which denotes the sum of the ϕ (i,j) , (i, j) ∈ p f : For the failure recovery, we can find an alternative path to supply the emergency demand using the same method (with the preferred path unconsidered). The preferred path and the alternative path should be disjoint. The pseudo code of the end-to-end path selection scheme is presented in Algorithm 1. 
B. GLOBAL ROUTING OPTIMIZATION
The primary parameters and variables used in this subsection are shown in Table 2 . In the traditional network, the paths are selected only according to the link attributes (metrics), without the construction of the whole picture. The global control is not involved, which easily leads to load imbalance, even the congestion in the network. In the path selection in core module I, the incoming flows are all assigned aiming to balance the network resource usage. However, the process that optimizes the paths of the incoming flows will not adjust the paths of the flows that already exist in the network, which means the utilization of network resources may still be unbalanced. In order to make it more balanced and reduce (or even get rid of) the network congestion, we propose the global routing optimization scheme (core module II). The global routing optimization algorithm is to deal with the network which has already loaded a set of flows. The purpose of the algorithm is to reduce and get rid of the network congestion and achieve the equalization of link utilization (load balance), by adjusting the forwarding path of the existing flows. Since the cost of path adjustment cannot be ignored in this global optimization, the number of the adjusted paths should be as little as possible. The framework of the global routing optimization algorithm is shown in Fig.5 .
The current utilization of network resources is calculated based on the existing flows and the original routing policy, and the underlying formation reason of the congestion links or areas is analyzed. The main flows that cause the network resource imbalance are firstly found. These flows usually are all the flows that pass through the links with heavy link utilization, and we call them problematic flows. The algorithm focuses on adjusting the paths for these problematic flows by the designed strategy. Note that not all the existing flows need to be adjusted. The adjustments should be as little as possible to reduce the computation complexity.
The congestion links or areas will be removed by the path adjustments of the problematic flows. During this process, the problematic flows are firstly sorted in the order of link congestion degree and their sizes. Their new available path will be calculated and loaded one by one in this order, until the specified load balancing indicator is achieved (according to the network link utilization). If the specified load balancing indicator cannot be achieved in such case, the adjustment range of the related flows will then be extended, which means the flows in the non-congestion links can be properly adjusted. According to the optimization objective of minimizing the maximal link utilization, the adjustments of the flows in the non-congestion links should also be as little as possible, and the global equalization of link utilization can be further achieved.
According to the requirements of computation complexity and accuracy, a suitable optimizing algorithm is adopted to locate the problematic flow and find its corresponding available path. In this algorithm, the problematic flows will be iteratively adjusted one after another. In each iteration, the link with currently heaviest congestion degree will be located, which means the congestion degree (ς (i,j) , (i, j) ∈ E) of all the links should be firstly calculated by the following formula:
in which u (i,j) denotes the average link utilization value of the links that can share the flow loads of (i, j), and denotes the tolerance of network congestion. The tolerance means an acceptable floating range of the optimal balanced link utilization (usually 1% in this paper). For example, it is assumed that there are two links from an edge node to a core node, and their link utilization values are 82% and 90%. After the global routing optimization, the optimal load balancing result of this two links is that every link has achieved the average utilization value: 86%, and this is the ideal situation. Therefore, we set a tolerance , which means the final load balancing result of this two links can be 85% and 87%, respectively. After the congestion degree ς of all the links calculated, the link with maximal congestion degree can be found:
and the link (i 0 , j 0 ) is the critical link. The flows f (i 0 ,j 0 ) ∈ F (i 0 ,j 0 ) denote the flows that passing through link (i 0 , j 0 ), and VOLUME 7, 2019 the applicable flow f * (i 0 ,j 0 ) ∈ F (i 0 ,j 0 ) will be selected to be removed out of link (i 0 , j 0 ). Flow f * (i 0 ,j 0 ) should satisfy at least one of these two conditions:
After removing the flow f * (i 0 ,j 0 ) , we update the network and then repeat the above step/iteration until the congestion degree of all the links meets the condition with
Then, regarding the removed ones as the new incoming flows, the end-to-end path selection algorithm will be used in core module I to reroute these flows. When the maximum number of the adjusted flows has been reached, or all the ς (i,j) < , (i, j) ∈ E, the process is over, where is an artificially set value for computing control.
It is important to note that re-routing traffic from congested link to less-loaded links may cause new delay of re-routing. In order to reduce re-routing delay, only the flows passing through the links with heavy link utilization will be selected and re-routed. Furthermore, comparing with queueing delay caused by congestion, the delay of re-routing path without congestion can be much improved.
The pseudo code of the global routing optimization scheme is presented in Algorithm 2.
V. PERFORMANCE EVALUATION
In this section, the experimental results of the proposed algorithms are presented. The experiments contains two parts. Firstly, the algorithms are evaluated using MATLAB simulator to validate the theoretical analysis. Secondly, the algorithms are implemented using JAVA to show the computation time when they are included in the SDN controller.
A. SIMULATION DESIGNS
The performance of relevant routing scheduling algorithms is tested based on the existing China Telecom backbone network topology and traffic model, as a reference for network upgrade and optimization in the future. Therefore, the simulation has following two objectives. Firstly, the performance evaluation of end-to-end path selection comparing with classical shortest path first algorithm. The computation of path selection should be as quick as possible to be applied in the operating network. Secondly, the performance evaluation of global routing algorithm to show the effect of congestion alleviation or avoidance. The comparison between MATLAB and JAVA is presented as well. The algorithms have to support different size of topologies, especially with more than 500 nodes and 10000 links. The calculation for the critical end-to-end paths of the realtime traffic and the traffic equalization of the whole network should also be timely enough, with the optimized routing results and scheduling strategy for the incoming flows as the outputs. The results of different solutions in the simulation will be compared and analyzed, in different network scales with load balance level as the quality assessment index.
According to the characteristics of actual network topology, the network topology is designed as follows:
• There are 100 core nodes, which are fully connected;
• There are 400 edge nodes, between which there is no direct connection;
• Each edge node is connected to 2∼30 core nodes;
• The total number of links is more than 20,000;
• The metric (cost) values of links are randomly generated in a certain range: The metric values of the links connecting the core nodes are in the range of 60∼100, and the metric values of the links connecting core nodes and edge nodes are in the range of 1000∼1060;
• The utilization threshold of the links between core nodes is 90%, and the utilization threshold of the links between core nodes and edge nodes is 80%. The network flows are generated randomly based on the link capacities, and will result in a network congestion:
• The background flow matrix is also generated randomly, with the topology scale of 500×500.
• The flow number is more than 90000, and their bandwidth demand values are in the range of 10M∼7G.
• The background flows are all assigned in the network by the classic shortest path algorithm, and the overloaded links take 20% of the total links. Specifically, after the assignments of the background flows, the location distribution of the overloaded links is shown in Fig.6 , and the overload degrees of the links (ϕ (i,j) ) is shown in Fig.7 . cost and utilization are marked on it, as shown in Fig.8 . For example, the original cost and utilization for the link (1, 2) are 3 and 50% respectively. There are two flows: f1 and f2. Both of these two flows are from node 1 to node 8. For simplicity, it is assumed that the bandwidth of the link in the network is 10Mb/s. The speed of f1 is 1Mb/s, and the speed of f2 is 2Mb/s. The threshold of the link for congestion is 90%.
If OSPF protocol is applied in the network, which adopts Dijkstra's algorithm, the two flows from node 1 to node 8 can only use the OSPF path (p 1 : 1 → 2 → 3 → 8). It is because Dijkstra's algorithm mainly considers original cost of the link. Since end-to-end path selection algorithm considers cost and utilization simultaneously, the same path with OSPF will not be selected due to the severe congestion of the link (2, 3) . In this case, f1 will select the path (p 2 : 1 → 5 → 6 → 7 → 8) since the new cost of this path is better than that of OSPF path. Moreover, the path (p 2 :
is also better than the path (p 3 : 1 → 2 → 4 → 7 → 8) for flow f1. However, f2 will not select the same path since it will cause the new congestion in the link (6, 7). As a result, f2 will select the path (p 3 : 1 → 2 → 4 → 7 → 8).
C. PERFORMANCE OF END-TO-END PATH SELECTION
We generated 1000 new network flows, whose bandwidth demands are all in the range of 10M∼10G. These flows arrive in the network in 6 batches, and the flow numbers of these batches are 100, 200, 100, 250, 150, and 200, respectively. Then the qualities of end-to-end path selection results leveraging proposed end-to-end path selection algorithm (denoted by core algorithm I) and classic shortest path algorithm (Dijkstra) are shown in Fig.9 . In Fig.9 , the theoretical analysis results using MATLAB of core algorithm I and classic shortest path algorithm are shown. As shown in the figure, the x-axis denotes each incoming flow, whose sequence number is from 1 to 1000. The y-axis denotes the overload degree of the selected path that carries the corresponding incoming flow (φ p in equation (10)). The larger the value of φ p is, the more overloaded links exist in the selected path p, and the heavier the overload degree of path p is. There are two sub-figures in Fig.9 . The sub-figure above is the load balancing quality of the path selection results by classic shortest path algorithm, and the sub-figure below is the load balancing quality of the path selection results by core algorithm I. The results show that core algorithm I has obviously better performance in terms of load balance relative to the classic shortest path algorithm. The performance of two algorithms are also evaluated using JAVA, which is able to be included in SDN controller. The computation time comparison of two algorithms are shown in Table 3 . As shown in the table, the computation time of proposed algorithm is better than that of Dijkstra algorithm, which approve that the proposed algorithm is able to be meet the requirements of the existing operating network. Moreover, in order to support fast failure recovery, the proposed algorithm is able to generate main and backup paths at the same time.
D. PERFORMANCE OF GLOBAL ROUTING OPTIMIZATION
Based on the generated topology described in the first subsection of this section, the global routing optimization algorithm (denoted by core algorithm II) for load balance is performed, as shown in Fig.10 . The overload degrees of each link (ϕ (i,j) = u (i,j) − a, (i, j) ∈ E) before and after the adjustment are compared. The utilization threshold (a) of the links between the core nodes is set to be 90%, and the utilization threshold of the links between the core nodes and the edge nodes is set to be 80%. There are more than 90000 flows in the network, and their bandwidth demands are in the range of 10M∼7G. In Fig.10 , the theoretical analysis results using MATLAB of Core Algorithm II are shown. As shown in the figure, the x-axis denotes each link, whose sequence number is from 1 to 20000+. The y-axis denotes the overload degree of the link. There are also two sub-figures in Fig.10 . The subfigure above is the load balancing quality before the optimization by core algorithm II, and the sub-figure below is the load balancing quality after the optimization by core module II. As we can see, the congestion level of the links is very serious before the optimization. When the core algorithm II is invoked, all the problematic flows are adjusted one after another. Then the congestion level of the links is obviously relieved, and the load balance is achieved. Fig.11 and Fig.12 shows the comparison between the results from MATLAB and those from JAVA with 40% congestion degree. It is clear that the proposed algorithm is able to adjust the traffic so that the utilization of the links between core nodes is below 90%, and the utilization of the links between core nodes and edge nodes is below 80%. As figures show, only the flows passing through the links with heavy link utilization will be selected and re-routed, which is able to reduce the re-routing delay as much as possible.
VI. CONCLUSION
In this paper, we have proposed a PCE-based practical traffic control scheme, which includes two core algorithms. One is to optimize the flow path selection, with the consideration of the cost and utilization. The main and backup paths will be selected. The other is to optimize the global flow routing (adjustments), with the consideration of the cost of path adjustment and load balance. Experiments taking the actual topology and traffic model of China Telecom's network haven been done. The results show that the proposed scheme can obtain a good performance in the balance of link utilization and computation time, and outperform the previous methods.
