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In this paper, we study in detail certain natural continuous representations
of G = GLn(K) in locally convex vector spaces over a locally compact, non-
archimedean field K of characteristic zero. We construct boundary value maps,
or integral transforms, between subquotients of the dual of a “holomorphic”
representation coming from a p-adic symmetric space, and “principal series”
representations constructed from locally analytic functions on G. We charac-
terize the image of each of our integral transforms as a space of functions on
G having certain transformation properties and satisfying a system of partial
differential equations of hypergeometric type.
This work generalizes earlier work of Morita, who studied this type of rep-
resentation of the group SL2(K). It also extends the work of Schneider-Stuhler
on the deRham cohomology of p-adic symmetric spaces. We view this work as
part of a general program of developing the theory of such representations.
A major motivation for studying continuous representations of p-adic groups
comes from the observation that, in traditional approaches to the representation
theory of p-adic groups, one separates representations into two disjoint classes –
the smooth representations (in the sense of Langlands theory) and the finite di-
mensional rational representations. Such a dichotomy does not exist for real Lie
groups, where the finite dimensional representations are “smooth.” The cate-
gory of continuous representations which we study is broad enough to unify both
smooth and rational representations, and one of the most interesting features of
our results is the interaction between these two types of representations.
The principal tools of this paper are non-archimedean functional analysis,
rigid geometry, and the “residue” theory developed in the paper [ST]. Indeed,
the boundary value maps we study are derived from the residue map of [ST].
Before summarizing the structure of our paper and discussing our main
results, we will review briefly some earlier, related results.
The pioneering work in this area is due to Morita ([Mo1-Mo6]). He inten-
sively studied two types of representations of SL2(K). The first class of repre-
sentations comes from the action of SL2(K) on sections of rigid line bundles on
the one-dimensional rigid analytic space X obtained by deleting the K-rational
points from IP1/K ; this space is often called the p-adic upper half plane. The
second class of representations is constructed from locally analytic functions on
SL2(K) which transform by a locally analytic character under the right action
by a Borel subgroup P of SL2(K). This latter class make up what Morita called
the (p-adic) principal series.
Morita showed that the duals of the “holomorphic” representations coming
from the p-adic upper half plane occur as constituents of the principal series.
The simplest example of this is Morita’s pairing
(∗) Ω1(X )× Can(IP1(K), K)/K → K
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between the locally analytic functions on IP1(K) modulo constants (a “principal
series” representation, obtained by induction from the trivial character) and the
1-forms on the one-dimensional symmetric space (a holomorphic representation.)
Morita’s results illustrate how continuous representation theory extends the
theory of smooth representations. Under the pairing (*), the locally constant
functions on IP1(K) modulo constants (a smooth representation known as the
Steinberg representation) are a G-invariant subspace which is orthogonal to the
subspace of Ω1(X ) consisting of exact forms. In particular, this identifies the
first deRham cohomology group of the p-adic upper half plane over K with the
K-linear dual of the Steinberg representation.
The two types of representations considered by Morita (holomorphic dis-
crete series and principal series) have been generalized to GLn.
The “holomorphic” representations defined in [Sch] use Drinfeld’s d-dimen-
sional p-adic symmetric space X . The space X is the complement in IPd/K of the
K-rational hyperplanes. The action of the group G := GLd+1(K) on IP
d pre-
serves the missing hyperplanes, and induces an action of G on X and a contin-
uous action of G on the infinite dimensional locally convex K-vector space O(X )
of rigid functions on X . The (p-adic) holomorphic discrete series representations
are modelled on this example, and come from the action of G on the global sec-
tions of homogeneous vector bundles on IPd restricted to X . There is a close
relationship between these holomorphic representations and classical automor-
phic forms, coming from the theory of p-adic uniformization of Shimura varieties
([RZ], [Var]).
The second type of representations we will study are the “locally analytic”
representations. Such representations are developed systematically in a recent
thesis of Feaux de Lacroix ([Fea]). He defines a class of representations (which
he calls “weakly analytic”) in locally convex vector spaces V overK, relying on a
general definition of a V -valued locally analytic function. Such a representation
is a continuous linear action of G on V with the property that, for each v, the
orbit maps fv(g) = g · v are locally analytic V -valued functions on G. Notice
that locally analytic representations include both smooth representations and
rational ones.
Feaux de Lacroix’s thesis develops some of the foundational properties of
this type of representation. In particular, he establishes the basic properties of
an induction functor (analytic coinduction). If we apply his induction to a one-
dimensional locally analytic representation of a Borel subgroup of G, we obtain
the p-adic principal series.
In this paper, we focus on one holomorphic representation and analyze it in
terms of locally analytic principal series representations. Specifically, we study
the representation of G = GLd+1(K) on the space Ω
d(X ) of d-forms on the
d-dimensional symmetric space X . Our results generalize Morita, because we
work in arbitrary dimensions, and Schneider-Stuhler, because we analyze all of
3
Ωd(X ), not just its cohomology. Despite our narrow focus, we uncover new
phenomena not apparent in either of the other works, and we believe that our
results are representative of the general structure of holomorphic discrete series
representations.
Our main results describe a d-step, G-invariant filtration on Ωd(X ) and
a corresponding filtration on its continuous linear dual Ωd(X )′. We establish
topological isomorphisms between the d + 1 subquotients of the dual filtration
and subquotients of members of the principal series. The j-th such isomorphism
is given by a “boundary value map” I [j].
The filtration on Ωd(X ) comes from geometry and reflects the fact that X is
a hyperplane complement. The first proper subspace Ωd(X )1 in the filtration on
Ωd(X ) is the space of exact forms, and the first subquotient is the d-th deRham
cohomology group.
The principal series representation which occurs as the j-th subquotient of
the dual of Ωd(X ) is a hybrid object blending rational representations, smooth
representations, and differential equations. The construction of these principal
series representations is a three step process. For each j = 0, . . . , d, we first
construct a representation Vj of the maximal parabolic subgroup Pj of G having
a Levi subgroup of shape GLj(K)×GLd+1−j(K). The representation Vj (which
factors through this Levi subgroup) is the tensor product of a simple rational
representation with the Steinberg representation of one of the Levi factors. In
the second step, we apply analytic coinduction to Vj to obtain a representation
of G.
The third step is probably the most striking new aspect of our work. For
each j, we describe a pairing between a generalized Verma module and the
representation induced from Vj . We describe a submodule dj of this Verma
module such that I [j] is a topological isomorphism onto the subspace of the
induced representation annihilated by dj :
I [j] : [Ωd(X )j/Ωd(X )j+1]′
∼
→ Can(G,Pj;Vj)
dj=0
The generators of the submodules dj make up a system of partial differ-
ential equations. Interestingly, these differential equations are hypergeometric
equations of the type studied by Gelfand and his collaborators (see [GKZ] for
example). Specifically, the equations which arise here come from the adjoint
action of the maximal torus of G on the (transpose of) the unipotent radical of
Pj .
For the sake of comparison with earlier work, consider the two extreme
cases when j = 0 and j = d. When j = 0, the group Pj is all of G, the repre-
sentation Vj is the Steinberg representation of G, and the induction is trivial.
The submodule d0 is the augmentation ideal of U(g), which automatically kills
Vj because Steinberg is a smooth representation.
4
When j = d, Vd is an one-dimensional rational representation of Pd, and
the module dd is zero, so that there are no differential equations. In this case we
obtain an isomorphism between the bottom step in the filtration and the locally
analytic sections of an explicit homogeneous line bundle on the projective space
G/Pd. When d = 1, these two special cases (j = 0 and j = 1) together for
SL2(K) are equivalent to Morita’s theory applied to Ω
1(X ).
We conclude this introduction with an outline of the sections of this paper.
In sections one and two, we establish fundamental properties of Ωd(X ) as a
topological vector space and as a G-representation. For example, we show that
Ωd(X ) is a reflexive Fre´chet space.
We introduce our first integral transform in section 2. Let ξ be the loga-
rithmic d-form on IPd with first order poles along the coordinate hyperplanes.
We study the map
I : Ωd(X )′ −→ Can(G,K)
λ 7−→ [g 7→ λ(g∗ξ)] .
We show that functions in the image of I satisfy both discrete relations and
differential equations, although we are unable to precisely characterize the image
of the map I.
In section 3, we study the map I in more detail. We make use of the kernel
function introduced in [ST], and attempt to clarify the relationship between the
transform I and the results of that paper. Properties of the kernel function
established in [ST], augmented by some new results, yield a map
Io : Ω
d(X )′ → C(G/P,K)/Cinv(G/P,K)
where C(G/P,K) denotes the continuous functions on G/P and Cinv(G/P,K)
denotes the subspace generated by those continuous functions invariant by a
larger parabolic subgroup. Using the “symmetrization map” of Borel and Serre,
we show that the map Io contains the same information as the original transform
I. The map Io has the advantage of targeting the possibly simpler space of
functions on the compact space G/P . However, as was shown in [ST], the
kernel function is locally analytic only on the big cell; it is continuous on all of
G/P , but has complicated singularities at infinity. For this reason, the image of
the map Io does not lie inside the space of locally analytic functions. Introducing
a notion of “analytic vectors” in a continuous representation, we prove that the
image of Io lies inside the subspace of analytic vectors, and so we can make
sense of what it means for a function in the image of Io to satisfy differential
equations. However, as with I, we cannot completely describe the image of this
“complete” integral transform, and to obtain precise results we must pass to
subquotients of Ωd(X )′.
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In the course of our analysis in section 3, we obtain the important result
that the space of logarithmic forms (generated over K by the g∗ξ) is dense in
Ωd(X ), and consequently our maps I and Io are injective.
In section 4, we focus our attention on the differential equations satisfied
by the functions in the image of the transform I. More precisely, let b be the
annihilator in U(g) of the special logarithmic form ξ. Any function in the image
of I is killed by b. The key result in this section is the fact that the left U(g)-
module U(g)/b = U(g)ξ has one-dimensional weight spaces for each weight in
the root lattice of G. In some weak sense, the U(g)-module U(b)ξ plays the role
of a Harish-Chandra (g, K)-module in our p-adic setting.
The filtration on Ωd(X ) is closely related to a descending filtration of U(g)
by left ideals
U(g) = b0 ⊃ b1 ⊃ . . . ⊃ bd+1 = b.
By combinatorial arguments using weights, we show that the subquotients of
this filtration are finite direct sums of irreducible highest weight U(g)-modules.
Each of these modules has a presentation as a quotient of a generalized Verma
module by a certain submodule. These submodules are the modules dj which
enter into the statement of the main theorem.
In section 5, we obtain a “local duality” result. Let Ωdb(U
0) be the Banach
space of bounded differential forms on the admissible open set U0 in X which is
the inverse image, under the reduction map, of an open standard chamber in the
Bruhat-Tits building of G. Let B be the Iwahori group stabilizing this chamber,
and let O(B)b=0 be the (globally) analytic functions on B annihilated by the
(left invariant) differential operators in b. We construct a pairing which induces
a topological isomorphism between the dual space (O(B)b=0)′ and Ωdb (U
0).
We go on in section 5 to study the filtration of O(B)b=0 whose terms are the
subspaces killed by the successively larger ideals bi. We compute the subquo-
tients of this local filtration, and interpret them as spaces of functions satisfying
systems of partial differential equations. These local computations are used in
a crucial way in the proof of the main theorem.
In section 6, we return to global considerations and define our G-invariant
filtration on Ωd(X ). We define this filtration first on the algebraic differential
forms on X . These are the rational d-forms having poles along an arbitrary
arrangement of K-rational hyperplanes. The algebraic forms are dense in the
rigid forms, and we define the filtration on the full space of rigid forms by taking
closures. A “partial fractions” decomposition due to Gelfand-Varchenko ([GV])
plays a key role in the definition of the filtration and the proof of its main
properties.
In section 7, we use rigid analysis to prove that the first step in the global
filtration coincides with the space of exact forms; this implies in particular that
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the exact forms are closed in Ωd(X ). The desired results follow from a “con-
vergent partial fractions” decomposition for global rigid forms on Ωd(X ). One
major application of this characterization of the first stage of the filtration is
that it allows us to relate the other stages with subspaces of forms coming by
pull-back from lower dimensional p-adic symmetric spaces. Another consequence
of the results of this section is an analytic proof of that part of the main theorem
of [SS] describing HdDR(X ) in terms of the Steinberg representation.
In section 8, we prove the main theorem, identifying the subquotients of the
filtration on the dual of Ωd(X ) with the subspaces of induced representations
killed by the correct differential operators. All of the prior results are brought to
bear on the problem. We show that the integral transform is bijective by showing
that an element of the induced representation satisfying the differential equations
can be written as a finite sum of G-translates of elements of a very special form,
and then explicitly exhibiting an inverse image of such a special element. The
fact that the map is a topological isomorphism follows from continuity and a
careful application of an open-mapping theorem.
Part of this work was presented in a course at the Institut Henri Poincare´
during the “p-adic semester” in 1997 . We are very grateful for this opportunity
as well as for the stimulating atmosphere during this activity. The second author
was supported by grants from the National Science Foundation.
0. Notations and conventions
For the reader’s convenience, we will begin by summarizing some of the
notation we use in this paper. In general, we have followed the notational
conventions of [ST].
Let K denote a fixed, non-archimedean locally compact field of character-
istic zero, residue characteristic p > 0 and ring of integers o. Let | · | be the
absolute value on K, let ω : K → ZZ be the normalized additive valuation, and
let π be a uniformizing parameter. We will use Cp for the completion of an
algebraic closure of K.
Fix an integer d ≥ 1 and let IPd be the projective space over K of dimension d.
We let G := GLd+1(K), and adopt the convention that G acts on IP
d through
the left action g([q0 : · · · : qd]) = [q0 : · · · : qd]g
−1. We let T be the diagonal
torus in G, and T the image of T in PGLd+1(K). We use ǫ0, . . . , ǫd for the
characters of T , where, if t = (tii)
d
i=0 is a diagonal matrix, then ǫi(t) = tii.
The character group X∗(T ) is the root lattice of G. It is spanned by the set
Φ := {ǫi − ǫj : 0 ≤ i 6= j ≤ d} of roots of G. Let Ξ0, . . . ,Ξd be homogeneous
coordinates for IPd. Suppose that µ ∈ X∗(T ), and write µ =
∑d
i=0miǫi. We let
Ξµ =
d∏
i=0
Ξmii .
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Since µ belongs to the root lattice, we know that
∑d
i=0mi = 0, and therefore Ξµ
is a well-defined rational function on IPd. Certain choices of µ arise frequently
and so we give them special names. For i = 0, . . . , d− 1 we let βi = ǫi − ǫd and
β = β0 + . . . + βd−1. We also let αi = ǫi+1 − ǫi, for i = 0, . . . , d − 1. The set
{αi}
d−1
i=0 is a set of simple roots. We also adopt the convention that αd = ǫ0−ǫd.
Any weight µ in X∗(T ) may be written uniquely as a sum µ =
∑d
i=0miαi with
integers mi ≥ 0 of which at least one is equal to 0. If µ is written in this way,
we let ℓ(µ) := md.
As mentioned in the introduction, we let X denote Drinfeld’s d-dimensional p-
adic symmetric space. The space X is the complement in IPd of the K-rational
hyperplanes. The G-action on IPd preserves X . The structure of X as a rigid
analytic space comes from an admissible covering of X by an increasing family
of open K-affinoid subvarieties Xn. To define the subdomains Xn, let H denote
the set of hyperplanes in IPd which are defined over K. For any H ∈ H let ℓH
be a unimodular linear form in Ξ0, . . . ,Ξd such that H is the zero set of ℓH .
(Here, and throughout this paper, a linear form ℓH is called unimodular if it has
coefficients in o and at least one coefficient is a unit.) The set Xn consists of the
set of points q ∈ IPd such that
ω(ℓH([q0 : · · · : qd])) ≤ n
for any H ∈ H whenever [q0 : q1 : · · · : qd] is a unimodular representative for
the homogeneous coordinates of q. We denote by O(X ) the ring of global rigid
analytic functions on X , and by Ωi(X ) the global i-forms. By H∗DR(X ) we mean
the rigid-analytic deRham cohomology of X .
The space X has a natural G-equivariant map (the reduction map) r : X → X
to the Bruhat-Tits building X of PGLd+1(K). For the definition of this map,
see Definition 2 of [ST].
The torus T stabilizes a standard apartment A in X. The Iwahori group
B := {g ∈ GLd+1(o) : g is lower triangular mod π}
is the pointwise stabilizer of a certain closed chamber C in A ⊂ X . Following the
conventions of [ST], we mean by (C, 0) the chamber C together with the vertex
0 stabilized by GLd+1(o). We will frequently denote a random closed chamber
in X with the letter ∆, while ∆0 will denote the interior of ∆. The inverse image
U0 = r−1(C
0
) of the open standard chamber C
0
under the reduction map is an
admissible open subset in X .
In addition to these conventions regarding roots and weights of G, we use the
following letters for various objects associated with G:
P := the lower triangular Borel subgroup of G
U := the lower triangular unipotent group of G
N := the normalizer of T in G
W := the Weyl group of G (associated to diagonal torus T )
wd+1 := the longest element in W
Ps := P ∪ PsP for any simple reflection s ∈W
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For an element g ∈ Uwd+1P in the big cell we define ug ∈ U by the identity
g = ugwd+1h with h ∈ P .
Corresponding to a root α = ǫi − ǫj we have a homomorphism α˜ : K
+ → G
sending u ∈ K+ to the matrix (urs) with:
urs =
 1 if r = su if r = i and s = j
0 otherwise.
The image Uα of α˜ in G is the root subgroup associated to α. It is filtered by
the subgroups Uα,r := α˜({u ∈ K : ω(u) ≥ r}) for r ∈ IR. For a point x ∈ A we
define Ux to be the subgroup of G generated by all Uα,−α(x) for α ∈ Φ.
1. Ωd(X ) as a locally convex vector space
We begin by establishing two fundamental topological properties of Ωd(X ).
We construct a family of norms on Ωd(X ), parameterized by chambers of the
building X, which defines the natural Fre´chet topology (coming from its struc-
ture as a projective limit of Banach spaces) on Ωd(X ). We further show the
fundamental result that Ωd(X ) is a reflexive Fre´chet space.
We first look at the space O(X ). For any open K-affinoid subvariety Y ⊆ X
its ring O(Y) of analytic functions is a K-Banach algebra with respect to the
spectral norm. We equip O(X ) with the initial topology with respect to the
family of restriction maps O(X ) −→ O(Y). Since the increasing family of open
K-affinoid subvarieties Xn forms an admissible covering of X ([SS] Sect. 1) we
have
O(X ) = lim
←−
n
O(Xn)
in the sense of locally convex K-vector spaces. It follows in particular that O(X )
is a Fre´chet space. Using a basis η0 of the free O(X )-module Ω
d(X ) of rank 1
we topologize Ωd(X ) by declaring the linear map
O(X )
∼
−→ Ωd(X )
F 7−→ Fη0
to be a topological isomorphism; the resulting topology is independent of the
choice of η0. In this way Ω
d(X ) becomes a Fre´chet space, too. Similarly each
Ωd(Xn) becomes a Banach space. In the following we need a certain G-invariant
family of continuous norms on Ωd(X ). First recall the definition of the weights
βi := εi − εd for 0 ≤ i ≤ d− 1 .
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We have
Ωd(X ) = O(X )dΞβ0 ∧ . . . ∧ dΞβd−1 .
The torus T acts on the form dΞβ0 ∧ . . . ∧ dΞβd−1 through the weight
β := β0 + . . .+ βd−1 .
For any point q ∈ X such that z := r(q) ∈ A we define a continuous (additive)
semi-norm γq on Ω
d(X ) by
γq(η) := ω(F (q)) + β(z) if η = FdΞβ0 ∧ . . . ∧ dΞβd−1 .
Lemma 1:
Let q ∈ X such that x := r(q) ∈ A; we then have
γgq = γq ◦ g
−1 for any g ∈ N ∪ Ux .
Proof: First let g ∈ G be any element such that gx ∈ A. Using [ST] Cor. 4 and
the characterizing property of the function µ(g−1, .) ([ST] Def. 28) one easily
computes
γgq − γq ◦ g
−1 = ω
g−1∗ Ξ0Ξ0 (q) · . . . · g
−1
∗ Ξd
Ξd
(q)
+ ω(det g) .
Obviously the right hand side vanishes if g is a diagonal or permutation matrix
and hence for any g ∈ N . It remains to consider a g = α˜(u) ∈ Uα,−α(x) for
some root α ∈ Φ. Then the right hand side simplifies to ω(1 − uΞα(q)) =
ω(Ξα(gq)) − ω(Ξα(q)). According to [ST] Cor. 4 this is equal to α(r(gq)) −
α(r(q)) = α(x)− α(x) = 0.
This allows us to define, for any point q ∈ X , a continuous semi-norm γq on
Ωd(X ) by
γq := γgq ◦ g
where g ∈ G is chosen in such a way that r(gq) ∈ A. Moreover, for any chamber
∆ in X, we put
γ∆ := inf
r(q)∈∆0
γq .
Since r−1(∆) is an affinoid ([ST] Prop. 13) this is a continuous semi-norm. To
see that it actually is a norm let us look at the case of the standard chamber C.
Let η = F · dΞαd−1 ∧ . . . ∧ dΞα0 ∈ Ω
d(X ). Since F |U0 is bounded we have the
expansion
F |U0 =
∑
µ∈X∗(T )
a(µ)Ξµ
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with a(µ) ∈ K and {ω(a(µ))− l(µ)}µ bounded below. Since the restriction map
Ωd(X ) −→ Ωd(U0) is injective we have the norm
ωC(η) := inf
µ
{ω(a(µ)) − l(µ)} = inf
q∈U0
ω(F (q))
on Ωd(X ).
Lemma 2:
ωC ≤ γC ≤ ωC + 1.
Proof: Let η := F · dΞαd−1 ∧ . . . ∧ dΞα0 . The identity
dΞαd−1 ∧ . . . ∧ dΞα0 = ±Ξ−β−αddΞβ0 ∧ . . . ∧ dΞβd−1
together with [ST] Cor.4 implies
γq(η) = ω(F (q)) + ω(Ξ−β−αd(q)) + β(z) = ω(F (q))− αd(z)
for r(q) = z ∈ C
0
. Because of −1 ≤ αd|C ≤ 0 we obtain
ω(F (q)) ≤ γq(η) ≤ ω(F (q)) + 1
for any q ∈ U0. It remains to recall that ωC(η) = inf
q∈U0
ω(F (q)).
This shows that all the γ∆ are continuous norms on Ω
d(X ). In fact the family
of norms {γ∆}∆ defines the Fre´chet topology of Ω
d(X ). In order to see this it
suffices to check that the additively written spectral norm ω∆ for the affinoid
r−1(∆) satisfies
ω∆(F ) = inf
r(q)∈∆0
ω(F (q)) for F ∈ O(X ) .
Let XB denote Berkovich’s version of the rigid analytic variety X . Each point
q ∈ XB gives rise to the multiplicative semi-norm F 7→ ω(F (q)) on O(X ). If one
fixes F ∈ O(X ) then the function q 7→ ω(F (q)) is continuous on XB. We need
the following facts from [Be2]:
– The reduction map r : X −→ X extends naturally to a continuous map
rB : XB −→ X.
– The map rB has a natural continuous section sB : X −→ XB such that
F 7−→ ω(F (sB(z))), for z ∈ r(X ), is the spectral norm ωr−1(z) for the
affinoid r−1(z).
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In particular, for a fixed F ∈ O(X ), the map z 7−→ ω(F (sB(z))) is continuous
on X. Since r(X ) is dense in X it follows that
inf
r(q)∈∆0
ω(F (q)) = inf
z∈r(X )∩∆0
ωr−1(z)(F ) = inf
z∈r(X )∩∆
ωr−1(z)(F )
= inf
r(q)∈∆
ω(F (q)) = ω∆(F ) .
Lemma 3:
The G-action G× Ωd(X ) −→ Ωd(X ) is continuous.
Proof: Clearly each individual element g ∈ G induces a continuous automor-
phism of Ωd(X ). As a Fre´chet space Ωd(X ) is barrelled ([Tie] Thm. 3.15).
Hence the Banach-Steinhaus theorem ([Tie] Thm. 4.1) holds for Ωd(X ) and we
only have to check that the maps
G −→ Ωd(X ) for η ∈ Ωd(X )
g 7−→ gη
are continuous (compare the reasoning in [War] p. 219). By the universal prop-
erty of the projective limit topology this is a consequence of the much stronger
local analyticity property which we will establish in Prop. 1’ of the next section.
Proposition 4:
O(X ) is reflexive and its strong dual O(X )′ is the locally convex inductive limit
O(X )′ = lim
−→
n
O(Xn)
′
of the dual Banach spaces O(Xn)
′.
The proof is based on the following concepts.
Definition:
A homomorphism ψ : A −→ B between K-Banach spaces is called compact if the
image under ψ of the unit ball {f ∈ A : |f |A ≤ 1} in A is relatively compact in B.
We want to give a general criterion for a homomorphism of affinoid K-algebras
to be compact. Recall that an affinoid K-algebra A is a Banach algebra with
respect to the residue norm | |a induced by a presentation
a : K〈T1, . . . , Tm〉 →→ A
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as a quotient of a Tate algebra. All these norms | |a are equivalent.
Definition: ([Ber] 2.5.1)
A homomorphism ψ : A −→ B of affinoid K-algebras is called inner if there is
a presentation a : K〈T1, . . . , Tm〉 →→ A such that
inf{ω(ψa(Ti)(y)) : y ∈ Sp(B), 1 ≤ i ≤ m} > 0 .
Lemma 5:
Any inner homomorphism ψ : A −→ B of affinoid K-algebras is compact.
Proof: First of all we note that if the assertion holds for one residue norm on
A then it holds for all of them. If ψ is inner we find, according to [Ber] 2.5.2, a
presentation a : K〈T1, . . . , Tm〉 →→ A such that
inf{ω(ψa(Ti)(y)) : y ∈ Sp(B), 1 ≤ i ≤ m} > 1 .
This means that we actually have a commutative diagram of affinoid K-algebras
K〈T1, . . . , Tm〉
ı
−→ K〈π−1T1, . . . , π
−1Tm〉
a
y y
A
ψ
−→ B
where ı is the obvious inclusion of Tate algebras. Since the valuation of K
is discrete the unit ball in K〈T1, . . . , Tm〉 (with respect to the Gauss norm) is
mapped surjectively, by a, onto the unit ball in A (with respect to | |a). Hence
it suffices to prove that the inner monomorphism ı is compact. But this is a
straightforward generalization of the argument in the proof of [Mo1] 3.5.
Proof of Prop. 4: In the proof of [SS] §1 Prop. 4 the following two facts are
established:
– The restriction maps O(Xn+1) −→ O(Xn) are inner;
– Xn is a Weierstraß domain in Xn+1 for each n.
The second fact implies that the restriction map O(Xn+1) −→ O(Xn) has a
dense image. It then follows from Mittag-Leffler ([B-TG3] II §3.5 Thm. 1) that
the restriction maps O(X ) −→ O(Xn) have dense images. Using Lemma 5 we
see that the assumptions in [Mo1] 3.3(i) and 3.4(i) are satisfied for the sequence
of Banach spaces O(Xn). Our assertion results.
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Of course then also Ωd(X ) is reflexive with Ωd(X )′ = lim
−→
n
Ωd(Xn)
′.
2. Ωd(X ) as a locally analytic G-representation
In this section, we study the G-action on Ωd(X ) and investigate in which
sense it is locally analytic. Using this property of the G-action, we construct a
continuous map I from Ωd(X )′ to the space of locally analytic K-valued func-
tions on G. It follows from the construction of this map that its image consists
of functions annihilated by a certain ideal a in the algebra of punctual distri-
butions on G. In particular, this means that functions in the image of I satisfy
both discrete relations (meaning that their values at certain related points of
G cannot be independently specified) and differential equations. We will study
these relations in more detail in later sections.
We will use the notion of a locally analytic map from a locally K-analytic
manifold into a Hausdorff locally convex K-vector space as it is defined in [B-
VAR] 5.3.1. But we add the attribute “locally” in order to make clearer the
distinction from rigid analytic objects.
Proposition 1:
For any η ∈ Ωd(X ) and any λ ∈ Ωd(X )′ the function g 7−→ λ(g∗η) on G is
locally analytic.
Since, by Prop. 1.4, λ comes from a continuous linear form on some Ωd(Xn) this
is an immediate consequence of the following apparently stronger fact.
Proposition 1’:
Whenever Ωd(X ) is equipped with the coarser topology coming from the spectral
norm on Xn for some fixed but arbitrary n ∈ IIN then the map g 7→ g∗η, for any
η ∈ Ωd(X ), is locally analytic.
Proof: For the moment being we fix a natural number n ∈ IIN. In the algebraic,
and hence rigid analytic, K-group GLd+1 we have the open K-affinoid subgroup
Hn := {h ∈ GLd+1(oCp) : h ≡ g mod π
n+1 for some g ∈ GLd+1(o)}
which contains the open K-affinoid subgroup
Dn := 1 + π
n+1Md+1(oCp) ;
here o, resp. oCp , denotes the ring of integers in K, resp. Cp. As a rigid variety
over K the latter group Dn is a polydisk of dimension r := (d+ 1)
2. Since Hn
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preserves the K-affinoid subdomain Xn of IP
d the algebraic action of GLd+1 on
IPd restricts to a rigid analytic action m : Hn × Xn −→ Xn which corresponds
to a homomorphism of K-affinoid algebras
O(Xn) −→ O(Hn × Xn) = O(Hn)⊗ˆ
K
O(Xn)
F 7−→ m∗F .
For any h ∈ Hn we clearly have
[(evaluation in h) ⊗ id] ◦m∗F = hF .
For a fixed g ∈ GLd+1(o) we consider the rigid analytic “chart”
ıg : Dn −→ Hn
h 7−→ gh .
Fixing coordinates T1, . . . , Tr on the polydisk Dn we have O(Dn)⊗ˆ
K
O(Xn) ∼=
O(Xn)〈T1, . . . , Tr〉. The power series
Fg(T1, . . . , Tr) := (ı
∗
g ⊗ id)m
∗F ∈ O(Xn)〈T1, . . . , Tr〉
has the property that ghF = Fg(T1(h), . . . , Tr(h)) for any h ∈ Dn. This shows
that, for any F ∈ O(Xn), the map
GLd+1(o) −→ O(Xn)
g 7−→ gF
is locally analytic.
This construction varies in an obvious way with the natural number n. In
particular if we start with a function F ∈ O(X ) ⊆ O(Xn) then the coefficients of
the power series Fg also lie in O(X ). It follows that actually, for any F ∈ O(X ),
the map
GLd+1(o) −→ O(X )
g 7−→ gF
is locally analytic provided the right hand side is equipped with the sup-norm
on Xn for a fixed but arbitrary n ∈ IIN. Since F was arbitrary and GLd+1(o) is
open in G the full map
G −→ O(X )
g 7−→ gF
has to have the same local analyticity property.
This kind of reasoning extends readily to any GLd+1-equivariant algebraic vector
bundle V on IPd. Then the space of rigid analytic sections V (X ) is a Fre´chet
space as before on which G acts continuously and such that the maps
G −→ V (X )
g 7−→ gs
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for any s ∈ V (X ) have the analogous local analyticity property. The reason is
that the algebraic action induces a rigid analytic action
Hn × V /Xn −→ V /Xn
which is compatible with the action of Hn on Xn via m. But this amounts to
the existence of a vector bundle isomorphism
m∗(V /Xn)
∼=
−→ pr∗2(V /Xn)
satisfying a certain cocycle condition (compare [Mum] 1.3); here pr2 : Hn ×
Xn −→ Xn is the projection map. Hence similarly as above the Hn-action on
the sections V (Xn) is given by a homomorphism
V (Xn) −→ m
∗(V /Xn)(Hn ×Xn)
∼=
−→ pr∗2(V /Xn)(Hn × Xn) = O(Xn)⊗ˆ
K
V (Xn) .
The rest of the argument then is the same as above.
That result has two important consequences for our further investigation. In
the first place it allows us to introduce the basic map for our computation of
the dual space Ωd(X )′. Let
Can(G,K) := space of locally K-analytic functions on G .
We always consider this space as the locally convex inductive limit
Can(G,K) = lim
−→
U
CanU (G,K) .
Here U = {Ui}i∈I is a disjoint covering of the locally K-analytic manifold G by
closed balls (in the sense of charts) and
CanU (G,K) := {f ∈ C
an(G,K) : f |Ui is analytic for any i ∈ I}
is the direct product of the Banach spaces of analytic functions on each Ui
(where the Banach norm is the spectral norm on Ui). The group G acts by left
translations on Can(G,K).
Lemma 2:
The G-action G× Can(G,K) −→ Can(G,K) is continuous.
Proof: Clearly each individual group element g ∈ G acts continuously on
Can(G,K). Being the locally convex inductive limit of a direct product of
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Banach spaces Can(G,K) is barrelled. Hence it suffices (as in the proof of
Lemma 1.3) to check that the maps
G −→ Can(G,K) for f ∈ Can(G,K)
g 7−→ gf
are continuous. But those maps actually are differentiable ([Fea] 3.3.4).
In all that follows, the d-form
ξ :=
dΞβ0 ∧ . . . ∧ dΞβd−1
Ξβ0 · . . . · Ξβd−1
on X is the basic object. Because of Prop. 1 we have the G-equivariant map
I : Ωd(X )′ −→ Can(G,K)
λ 7−→ [g 7→ λ(g∗ξ)] .
Lemma 3:
The map I is continuous.
Proof: Since Ωd(X )′ is the locally convex inductive limit of the Banach spaces
Ωd(Xn)
′ it suffices to establish the corresponding fact for Ωd(Xn). In the proof
of Prop. 1’ we have seen that the map
G −→ Ωd(Xn)
g 7−→ g∗ξ
is analytic on the right cosets of G∩Dn in G. We obtain that, for λ ∈ Ω
d(Xn)
′,
the function g 7−→ λ(g∗ξ) lies in C
an
U (G,K) with U := {(G∩Dn)g}g∈G and that
on a fixed coset (G ∩Dn)g the spectral norms satisfy the inequality
‖λ(.∗ξ)‖ ≤ ‖λ‖ · ‖.∗ξ‖ .
We also have the right translation action of G on Can(G,K) which we write as
δgf(h) = f(hg) .
In addition we have the action of the Lie algebra g of G by left invariant differ-
ential operators; for any x ∈ g the corresponding operator on Can(G,K) is given
by
(xf)(g) :=
d
dt
f(g exp(tx))|t=0 .
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here exp : g−−− >G denotes the exponential map which is defined locally
around 0. This extends by the universal property to a left action of the universal
enveloping algebra U(g) on Can(G,K). For any f ∈ Can(G,K), any g ∈ G, and
any x ∈ g sufficiently close to 0 (depending on g) we have Taylor’s formula
f(g exp(x)) =
∞∑
n=0
1
n!
(xnf)(g)
(compare, for example, the proof in [Hel] II.1.4 which goes through word for
word for p-adic Lie groups). We actually find for any h ∈ G a neighbourhood
N0 of h in G and a neighbourhood n of 0 in g such that the above formula holds
for all (g, x) ∈ N0 × n.
The right translation action of G and the U(g)-action on Can(G,K) combine
into an action of the algebra D(G) of punctual distributions on G ([B-GAL] III
§3.1). Any D ∈ D(G) can be written in a unique way as a finite sum D =
z1δg1 + . . .+ zrδgr with zi ∈ U(g) and gi ∈ G, δg denoting the Dirac distribution
supported at g ∈ G. Then one has Df =
∑
i
zi(f(.gi)) for f ∈ C
an(G,K);
observe that
δg(z(f)) = (ad(g)z)(δg(f)) .
This D(G)-action commutes with the left translation action of G on Can(G,K).
Moreover D(G) acts by continuous endomorphisms on Can(G,K); this is again
a simple application of the Banach-Steinhaus theorem (compare [Fea] 3.1.2).
The second consequence of Prop. 1’ is that the map g 7→ g∗η from G into Ω
d(X )
is differentiable ([B-VAR] 1.1.2) for any η ∈ Ωd(X ). It follows that g and hence
U(g) act on Ωd(X ) from the left by
xη :=
d
dt
exp(tx)∗η|t=0 .
Obviously the G-action and the U(g)-action again combine into a left D(G)-
action by continuous endomorphisms on Ωd(X ). Note that Ωd(X ) as a Fre´chet
space is barrelled, too. We define now
a := {D ∈ D(G) : Dξ = 0}
to be the annihilator ideal of ξ in D(G); it is a left ideal. On the other hand
Can(G,K)a=0 := {f ∈ Can(G,K) : af = 0}
then is a G-invariant closed subspace of Can(G,K). The formula
[D(I(λ))](g) = λ(g∗(Dξ)) for D ∈ D(G), λ ∈ Ω
d(X )′ and g ∈ G
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implies that that subspace contains the image of the map I, i.e., that I induces
a G-equivariant continuous linear map
Ωd(X )′ −→ Can(G,K)a=0 .
3. The kernel map
In the previous section we constructed a map I from Ωd(X )′ to a certain
space of locally analytic functions on G. We see this map as a “boundary value”
map, but this interpretation needs clarification. In particular, the results of [SS]
and [ST] suggest that a more natural “boundary” for the symmetric space X is
the compact space G/P . In this section, we study a different boundary value
map Io, which carries Ω
d(X )′ to (a quotient of) a space of functions on G/P .
Our objective is to relate Io to I. The major complications come from the fact
that the image of Io does not consist of locally analytic functions, a phenomenon
essentially due to the fact that the kernel function on G/P studied in [ST] is
locally analytic on the big cell with continuous, not locally analytic, extension to
G/P . We relate Io to I using a “symmetrization map,” due to Borel and Serre,
which carries functions on G/P into functions on G, together with a theory of
“analytic vectors” in a continuous G-representation. One crucial consequence
of our work in this section is the fact that the integral transform Io (and I) is
injective.
Recall the definition, in [ST] Def. 27, of the integral kernel function k(g, q)
on G/P × X . This function is given by
k(g, .) =
{
(ug)∗
1
Ξβ0 ·...·Ξβd−1
if g = ugwd+1p is in the big cell,
0 otherwise.
Here we rather want to consider the map
k : G/P −→ Ωd(X )
g 7−→ k(g, .)dΞβ0 ∧ . . . ∧ dΞβd−1 .
Since the numerator of the form ξ is invariant under lower triangular unipotent
matrices (compare the formula after Def. 28 in [ST]) we can rewrite our new
map as
k(g) =
{
(ug)∗ξ if g = ugwd+1p is in the big cell,
0 otherwise.
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Proposition 1:
The map k is continuous and vanishes outside the big cell. Moreover whenever
Ωd(X ) is equipped with the coarser topology coming from the spectral norm on
Xn for some fixed but arbitrary n ∈ IIN then k is locally analytic on the big cell.
Proof: The vanishing assertion holds by definition. The assertion about local
analyticity of course is a consequence of Prop. 2.1’. But we will give another
argument which actually produces explicitly the local series expansions. This
will be needed in the subsequent considerations.
Let U denote the unipotent radical of P . According to [ST] Lemma 12 the
sets B(u, r) = uwd+1t
rBP/P , for a fixed u ∈ U , t the diagonal matrix with
entries (πd, . . . , π, 1), and varying r ∈ IIN, form a fundamental system of open
neighbourhoods of the point uwd+1P/P in the big cell. One easily checks that
D(u, r) := {v ∈ U : vwd+1P/P ∈ B(u, r)}
is a polydisk in the affine space U . Hence the maps
D(u, r)
∼
−→ B(u, r) ⊆ big cell
v 7−→ vwd+1P/P
constitute an atlas for the big cell as a locally analytic manifold. Fix n ∈ IIN.
We have to show that given a u ∈ U we find an r ∈ IIN such that the map
D(u, r) −→ Ωd(X )
v 7−→ k(vwd+1)
is analytic with respect to the coarser topology on the right hand side corre-
sponding to n. Recall that this amounts to the following ([B-VAR]). Let vji for
0 ≤ i < j ≤ d denote the matrix entries of the matrix v ∈ U . Moreover we use
the usual abbreviation
(v − u)m :=
∏
0≤i<j≤d
(vji − uji)
mji
for any multi-index m = (m10, . . . , mdd−1) ∈ IIN
d(d+1)/2
0 . We have to find an
r ∈ IIN such that there is a power series expansion
k(vwd+1, q) =
∑
m
(v − u)m · Fm(q)
with Fm ∈ O(X ) which is uniformly convergent on D(u, r)×Xn. From now on
we fix u ∈ U . We choose r ∈ IIN such that
ω(vji − uji) > 2n for all v ∈ D(u, r) and 0 ≤ i < j ≤ d .
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We write
k(vwd+1, q) =
d−1∏
i=0
1
fi(v, q)
where
fi(v, q) :=
d−1∑
j=i
aji(v)Ξβj (q) + adi(v)
with
aji(v) :=
{
vji for j > i ,
1 for j = i .
We also write
fi(v, q) = fi(u, q) +
d−1∑
j=i+1
bji(v)Ξβj (q) + bdi(v)
with
bji(v) := aji(v)− uji = vji − uji .
Observe that
ω(bji(.)) > 2n on D(u, r) .
As was already discussed in the proof of [ST] Prop. 47 we have
ω(fi(u, q)) ≤ n for q ∈ Xn, and
ω
 d−1∑
j=i+1
bji(v)Ξβj (q) + bdi(v)
 > n for (v, q) ∈ D(u, r)× Xn .
Consequently
1
fi(v, q)
=
1
fi(u, q)
∑
m≥0
(−1)m

d−1∑
j=i+1
bji(v)Ξβj (q) + bdi(v)
fi(u, q)
m
is an expansion into a series uniformly convergent on D(u, r)×Xn. We rewrite
this as
1
fi(v, q)
=
∑
mi+1i,...,mdi≥0
cm(i)
Ξmi+1iβi+1+...+md−1iβd−1 (q)
fi(u,q)
1+mi+1i+...+mdi
·
∏
i<j≤d
(vji − uji)
mji
21
where m(i) := (mi+1i, . . . , mdi) and the cm(i) are certain nonzero integer coeffi-
cients. By multiplying together we obtain the expansion
(∗) k(vwd+1, q) =
∑
m
cmΞµ(m)(q)
f0(u, q)s0(m) · . . . · fd−1(u, q)sd−1(m)
· (v − u)m
which is uniformly convergent on D(u, r)× Xn; here we have set
µ(m) := m10β1 + (m20 +m21)β2 + . . .+ (md−10 + . . .+md−1d−2)βd−1
if d > 1, resp. µ(m) := 0 if d = 1, and
si(m) := 1 +mi+1i + . . .+mdi for 0 ≤ i ≤ d− 1 ;
again the cm are appropriate nonzero integer coefficients. This establishes the
asserted local analyticity on the big cell. It follows immediately that k is con-
tinuous on the big cell (with respect to the original Fre´chet topology on Ωd(X )).
It therefore remains to prove, for all n ∈ IIN, the continuity of k viewed as a map
from G into O(Xn) in all points outside the big cell. But this is the content of
[ST] Lemma 45.
Corollary 2:
The function λ◦k : G/P −→ K, for any continuous linear form λ on Ωd(X ), is
continuous, vanishes outside the big cell, and is locally analytic on the big cell.
Proof: The continuity and the vanishing are immediately clear. The local ana-
lyticity follows by using [B-VAR] 4.2.3 and by observing that, according to Prop.
1.4, λ comes from a continuous linear form on some Ωd(Xn).
Proposition 3:
The image of k generates Ωd(X ) as a topological K-vector space.
Proof: We first consider the map k : G −→ O(X ). Let K ⊆ O(X ) be the vector
subspace generated by the image of k and let K denote its closure. The formula
(∗) in the proof of Proposition 1 for the matrix u = 1 says that, given the natural
number n ∈ IIN, we find an r ∈ IIN such that the expansion
k(vwd+1, q) =
∑
m
cmΞµ(m)(q)
Ξβ0(q)
s0(m) · . . . · Ξβd−1(q)
sd−1(m)
· (v − 1)m
holds uniformly for (v, q) ∈ D(1, r) × Xn. The coefficients of this expansion
up to a constant are the value at u = 1 of iterated partial derivatives of the
function k(.wd+1, .) : D(1, r) −→ K (momentarily viewed in O(Xn)). Since
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increasing n just means decreasing r it follows that all the functions Ξµ with
µ = µ(m) − s0(m)β0 − . . .− sd−1(m)βd−1 lie in K. This includes, for those m
for which only the mi+1i may be nonzero, all the functions
Ξm0β1 · . . . · Ξ
md−2
βd−1
Ξ1+m0β0 · . . . · Ξ
1+md−1
βd−1
= Ξm0α0 · . . . · Ξ
md−1
αd−1
·
1
Ξβ0 · . . . · Ξβd−1
with m0, . . . , md−1 ≥ 0 .
Passing now to d-forms we therefore know that the closed K-vector subspace
Ω of Ωd(X ) generated by the image of k contains all forms Ξµξ where µ =
m0α0 + . . .+md−1αd−1 with m0, . . . , md−1 ≥ 0. As a consequence of [ST] Cor.
40 the subspace Ω is G-invariant. By applying Weyl group elements w and
noting that w∗ξ = ±ξ we obtain Ξµξ, for any µ ∈ X
∗(T ), in Ω. Using the
G-invariance of Ω again we then have the subset {u∗(Ξµξ) : µ ∈ X
∗(T ), u ∈
U} = {(u∗Ξµ)dΞβ0 ∧ . . . ∧ dΞβd−1 : µ ∈ X
∗(T ), u ∈ U} ⊆ Ω. According to
the partial fraction expansion argument in [GV] Thm. 21 the u∗Ξµ K-linearly
span all rational functions of Ξβ0 , . . . ,Ξβd−1 whose denominator is a product of
polynomials of degree 1. Moreover the proof of §1 Prop. 4 in [SS] shows that
those la! tter functions are dense in O(X ). It follows that Ω = Ωd(X ).
Put
C(G/P,K) := space of continuous K-valued functions on G/P ;
it is a Banach space with respect to the supremum norm on which G acts
continuously by left translations. The subspace
Cinv(G/P,K) :=
∑
s
C(G/Ps, K) ⊆ C(G/P,K)
is closed; actually one has the topological direct sum decomposition
C(G/P,K) = Cinv(G/P,K) ⊕ Co(Pwd+1P/P,K)
where the second summand on the right hand side is the space of K-valued
continuous functions vanishing at infinity on the big cell ([BS] §3). We equip
the quotient space C(G/P,K)/Cinv(G/P,K) with the quotient topology. By
Proposition 1 the map
I ′o : Ω
d(X )′ −→ C(G/P,K)
λ 7−→ [g 7−→ λ(k(g))]
is well defined; by [ST] Cor. 30 it is P -equivariant. Moreover it follows from
[ST] Prop. 29.3 and the Bruhat decomposition that the induced map
Io : Ω
d(X )′ −→ C(G/P,K)/Cinv(G/P,K)
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is G-equivariant.
Lemma 4:
The maps I ′o and Io are continuous.
Proof: We only need to discuss the map I ′o. Because of Prop. 1.4 we have to
check that, for each n ∈ IIN, the map
O(Xn)
′ −→ C(G/P,K)
λ 7−→ [g 7−→ λ(k(g, .))]
is continuous. The norm of λ is equal to
c1 := inf{ω(λ(F )) : F ∈ O(Xn), infq∈Xn ω(F (q)) ≥ 0} .
On the other hand the norm of the image of λ under the above map is equal to
c2 := infg∈G ω(λ(k(g, .))) = infu∈U ω(λ(k(uwd+1, .)))
where U denotes, as before, the unipotent radical of P . But we have
inf u∈U
q∈Xn
ω(k(uwd+1, q)) ≥ −dn
(compare the proof of [ST] Prop. 47). It follows that c2 ≥ c1 − dn.
Lemma 5:
The maps I ′o and Io are injective.
Proof: For I ′o this is an immediate consequence of Prop. 3. According to Cor.
2 the image of I ′o is contained in Co(Pwd+1P/P,K) which is complementary to
Cinv(G/P,K). Hence Io is injective, too.
In order to see the relation between Io and the map I in the previous section
we first recall part of the content of [BS] §3:
Fact 1: The “symmetrization”
(Σφ)(g) :=
∑
w∈W
(−1)ℓ(w)φ(gwwd+1)
induces a G-equivariant injective map
C(G/P,K)/Cinv(G/P,K)
Σ
→֒ C(G,K) .
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Here and in the following we let C(Y,K), resp. Co(Y,K), denote, for any locally
compact space Y , the K-vector space of K-valued continuous functions, resp.
of K-valued continuous functions vanishing at infinity, on Y ; the second space
is a Banach space with respect to the supremum norm.
We also let
C(G,K)
res
−→ C(U,K)
φ 7−→ φ|U
and
Co(U,K) −→ C(G/P,K)/Cinv(G/P,K)
φ 7−→ φ#(g) :=
{
φ(u) if g = uwd+1p ∈ Uwd+1P,
0 otherwise .
Fact 2: # is an isomorphism whose inverse is res ◦Σ.
It follows in particular that # is an isometry.
Consider now the diagram
Can(G,K)
⊆
−→ C(G,K)x I x Σ
Ωd(X )′
Io−→ C(G/P,K)/Cinv(G/P,K)
in which all maps are G-equivariant and injective. We claim that the diagram
is commutative; for that it suffices to prove the identity
(∗∗) g∗ξ =
∑
w∈W
(−1)ℓ(w)ugwwd+1∗ξ .
¿From Prop. 1 we know that each summand on the right hand side is a contin-
uous function in g ∈ G (where ugw∗ξ := 0 if gw is not in the big cell). Hence
it suffices to check the identity for g in the dense open subset
⋂
w∈W
Pwd+1Pw.
On the other hand it is an identity between logarithmic d-forms which can be
checked after having applied the G-equivariant map “dis” into distributions on
G/P ; according to [ST] Remark on top of p. 423 the left hand side becomes∑
w∈W
(−1)ℓ(w)δgw =
∑
w∈W
(−1)ℓ(w)δugwwd+1
whereas the right hand side becomes∑
w∈W
(−1)ℓ(w) ·
∑
v∈W
(−1)ℓ(v)δugwwd+1v =
∑
w∈W
(−1)ℓ(w) ·
∑
v∈W
(−1)ℓ(v)δugwwd+1v .
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The image of “dis” actually consists of linear forms on the Steinberg represen-
tation (see [ST]) and so any identity in that image can be checked by evaluation
on locally constant and compactly supported functions on the big cell. But for
those, all terms on the right hand side with v 6= 1 obviously vanish.
We view the above diagram as saying that any locally analytic function in the
image of I is the symmetrization of a continuous “boundary value function” on
G/P . In order to make this more precise we first have to discuss the concept of
an “analytic vector”. Let V be a K-Banach space on which G acts continuously
(by which we always mean that the map G × V −→ V describing the action
is continuous). As in the case V = K we have the Hausdorff locally convex
vector space Can(G, V ) of all V -valued locally K-analytic functions on G (apart
from replacing K by V everywhere the definition is literally the same). It is
barrelled, so that the same argument as in the proof of Lemma 2.2 shows that
the left translation action of G on Can(G, V ) is continuous.
Definition:
A vector v ∈ V is called analytic if the V -valued function g 7−→ gv on G is
locally analytic.
We denote by Van the vector subspace of all analytic vectors in V . It is clearly
G-invariant. Moreover the G-equivariant linear map
Van −→ C
an(G, V )
v 7−→ [g 7→ g−1v]
is injective. We always equip Van with the subspace topology with respect to this
embedding. (Warning: That topology in general is finer than the topology which
the Banach norm of V would induce on Van. Evaluating a function at 1 ∈ G
defines a continuous map Can(G, V )→ V .) Of course the G-action on Van is con-
tinuous. By functoriality any G-equivariant continuous linear map L : V → V˜
between Banach spaces with continuous G-action induces a G-equivariant con-
tinuous linear map Lan : Van → V˜an. A useful technical observation is that the
locally convex vector space Van does not change if we pass to an open subgroup
H ⊆ G. First of all it follows from the continuity of the G-action on V that the
function g 7→ g−1v is locally analytic on G if and only if its restriction to H is
locally analytic. Fixing a set of representatives R for the cosets in H \ G! we
have the isomorphism of locally convex vector spaces
Can(G, V ) =
∏
g∈R
Can(Hg, V )
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([Fea] 2.2.4). Hence the embedding Van →֒ C
an(G, V ) coincides with the com-
posite of the embedding Van →֒ C
an(H, V ) and the “diagonal embedding”
Can(H, V ) −→
∏
g∈R
Can(Hg, V )
f 7−→ (g−1(f(.g−1)))g∈R .
Remark 6:
Van is closed in C
an(G, V ).
Proof: Let (vi)i∈I be a Cauchy net in Van which in C
an(G, V ) converges to the
function f . By evaluating at h ∈ G we see that the net (h−1vi)i∈I converges to
f(h) in V . Put v := f(1). Since h is a continuous endomorphism of V it follows
on the other hand that (h−1vi)i∈I converges to h
−1v. Hence f(h) = h−1v which
means that f comes from v ∈ Van.
Lemma 7:
If each vector in V is analytic then Van = V as topological vector spaces.
Proof: We have to show that the map
V −→ Can(G, V )
v 7−→ [g 7→ g−1v]
is continuous. According to our earlier discussion we are allowed to replace G by
whatever open subgroup H is convenient. By [Fea] 3.1.9 our assumption implies
that the G-action on V defines a homomorphism of Lie groups ρ : G −→ GL(V )
(with the operator norm topology on the right hand side). On a sufficiently small
compact open subgroup H ⊆ G this homomorphism is given by a power series
ρ(g) =
∑
n
An · x(g)
n for g ∈ H
which is convergent in the operator norm topology on EndK(V ); here x is a
vector of coordinate functions from H onto some polydisk of radius 1, the n
are corresponding multi-indices, and the An lie in EndK(V ). In particular the
operator norm of the An is bounded above by some constant c > 0. If we insert
a fixed vector v ∈ V into this power series then we obtain the expansion
gv =
∑
n
An(v) · x(g)
n
as a function of g ∈ H and the spectral norm of the right hand side is bounded
above by c · ‖v‖.
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Proposition 8:
The map Io induces a G-equivariant injective continuous linear map
Ωd(X )′ −→ [C(G/P,K)/Cinv(G/P,K)]an .
Proof: For the purposes of this proof we use the abbreviation V := C(G/P,K)/
Cinv(G/P,K). We have to show that the image of Io is contained in Van and
that the induced map into Van is continuous. As before it suffices to discuss
the corresponding map Ωd(Xn)
′ −→ Van for a fixed but arbitrary n ∈ IIN. Both
spaces, V as well as Ωd(Xn)
′, are Banach spaces with an action of the group
GLd+1(o); the map between them induced by Io is equivariant and continuous by
Lemma 4. Since GLd+1(o) is open in G it can be used, by the above observation,
instead of G to compute the locally convex vector space Van. If we show that
GLd+1(o) acts continuously on Ω
d(Xn)
′ then Io certainly induces a continuous
map [Ωd(Xn)
′]an −→ Van. What we therefore have to show in addition is that
the identity
[Ωd(Xn)
′]an = Ω
d(Xn)
′
holds as topological vector spaces.
We know already from the proof of Prop. 2.1’ that every vector in Ωd(Xn) is
analytic. By [Fea] 3.1.9 this means that the GLd+1(o)-action on Ω
d(Xn) is given
by a homomorphism of Lie groups
GLd+1(o) −→ GL(Ω
d(Xn))
(recall that the right hand side carries the operator norm topology). Since pass-
ing to the adjoint linear map is a continuous linear map between Banach spaces
it follows that also the GLd+1(o)-action on Ω
d(Xn)
′ is given by a corresponding
homomorphism of Lie groups. This means in particular that the latter action
is continuous and that every vector in Ωd(Xn)
′ is analytic. We therefore may
apply the previous lemma.
Corollary 9:
The G-action G × Ωd(X )′ −→ Ωd(X )′ is continuous and, for any λ ∈ Ωd(X )′,
the map g 7−→ gλ on G is locally analytic.
Proof: Since Ωd(X )′ is barrelled as a locally convex inductive limit of Banach
spaces the first assertion follows from the second by the same argument which
we have used already twice. In the proof of the previous proposition we have
seen that each function g 7−→ gλ is locally analytic on GLd+1(o). But this is
sufficient for the full assertion.
Since G/P is compact we may view the symmetrization map as a map
C(G/P,K)/Cinv(G/P,K)
Σ
−→ BC(G,K)
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into the Banach space BC(G,K) of bounded continuous functions on G. It is
then an isometry as can be seen as follows. By its very definition Σ is norm
decreasing. On the other hand φ can be reconstructed from Σφ by restriction
to U followed by # which again is norm decreasing. Hence Σ must be norm
preserving.
We obtain the induced continuous injective map
[C(G/P,K)/Cinv(G/P,K)]an
Σan
→֒ BC(G,K)an .
Since any f ∈ BC(G,K)an is obtained from the locally analytic map g 7−→ g
−1f
by composition with the evaluation map at 1 ∈ G and hence is locally analytic
we see that BC(G,K)an in fact is contained in C
an(G,K). We therefore can
rewrite the commutative diagram which relates Io and I in the form
Ωd(X )′
Io−→ [C(G/P,K)/Cinv(G/P,K)]an
I ց
y Σan
Can(G,K) .
So far we have explained how to understand on G/P the fact that the functions
in the image of I are locally analytic. But the latter also satisfy the differential
equations from the ideal a in D(G). How can those be viewed on G/P?
For any Banach space V the right translation action by G on Can(G, V ) induces
a corresponding action of the algebra D(G) by continuous endomorphisms. Any
x ∈ g acts via the usual formula
(xf)(g) =
d
dt
f(g exp(tx))∣∣t=0 .
(Compare [Fea] 3.3.4.) This clearly is functorial in V . If we now look at the
case BC(G,K) we have two embeddings
BC(G,K)an
ւ ց
Can(G,BC(G,K)) −→
ε
Can(G,K)
which are connected through the map ε which comes by functoriality from the
map ev1 : BC(G,K) −→ K evaluating a function at 1 ∈ G. This latter map is
D(G)-equivariant. Hence, for any left ideal d ⊆ D(G), we obtain the identity
BC(G,K)an ∩ C
an(G,K)d=0 =
BC(G,K)an ∩ {f ∈ C
an(G,BC(G,K)) : df ⊆ ker(ε)} .
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Using the abbreviation V := C(G/P,K)/Cinv(G/P,K) we know from Prop. 8
that im(Io) ⊆ Van; on the other hand im(I) ⊆ C
an(G,K)a=0. Those images
correspond to each other under the map Σan. It follows that im(Io) is contained
in the subspace
V σa=0an := Van ∩ {f ∈ C
an(G, V ) : af ⊆ ker(σ)}
where σ : Can(G, V ) −→ Can(G,K) is the map induced by ev1 ◦ Σ : V −→ K
which sends φ ∈ C(G/P,K) to
∑
w∈W (−1)
ℓ(w)φ(wwd+1). We arrive at the fol-
lowing conclusion.
Theorem 10:
We have the commutative diagram of injective continuous linear maps
Ωd(X )′
Io−→ [C(G/P,K)/Cinv(G/P,K)]
σa=0
an
I ց
y Σan
Can(G,K)a=0 .
We think of Io in this form as being “the” boundary value map. We point out
that the ideal a contains the following Dirac distributions. For any g ∈ G put
W (g) := {w ∈W : gwwd+1 ∈ Pwd+1P} and consider the element
δ(g) := δg −
∑
w∈W (g)
(−1)ℓ(w)δugwwd+1
in the algebra D(G). By interpreting δh as the right translation action by h
those elements act on C(G,K) and BC(G,K). We claim that any function φ
in the image of Σ satisfies
φ(g) =
∑
w∈W (g)
(−1)ℓ(w)φ(ugwwd+1) for any g ∈ G .
We may write φ = Σψ# and then compute∑
w∈W (g)
(−1)ℓ(w)(Σψ#)(ugwwd+1) =∑
w∈W (g)
(−1)ℓ(w)
∑
v∈W
(−1)ℓ(v)ψ#(ugwwd+1vwd+1) =∑
w∈W (g)
(−1)ℓ(w)ψ(ugwwd+1) =
∑
w∈W
(−1)ℓ(w)ψ#(gwwd+1) = (Σψ
#)(g) .
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Since Σ is G-equivariant the same identities hold for the functions φ(h.) for any
h ∈ G. In other words any function φ in the image of Σ actually satisfies
δ(g)φ = 0 for any g ∈ G .
The relation (∗∗) implies that a contains the left ideal generated by the δ(g) for
g ∈ G.
4. The ideal b
As we have learned, the integral transform I carries continuous linear forms
on Ωd(X ) to locally analytic functions on G. Functions in the image of this map
are annihilated by an ideal a in the algebra of punctual distributions D(G). This
annihilation condition means that functions in the image of I satisfy a mixture
of discrete relations and differential equations.
In this section, we focus our attention on the differential equations satisfied
by functions in the image of I. By this, we mean that we will study in detail the
structure of the ideal b := a ∩ U(g). By definition, b is the annihilator ideal in
U(g) of the special differential form ξ. We will describe a set of generators for b
and use this to prove the fundamental result that the weight spaces in U(g)/b
(under the adjoint action of the torus T ) are one-dimensional. We will then
analyze the left U(g)-module U(g)/b, identifying a filtration of this module by
submodules and exhibiting the subquotients of this filtration as certain explicit
irreducible highest weight U(g)-modules. At the end of the section we prove
some additional technical structural results which we will need later.
The results in this section are fundamental preparation for the rest of the
paper.
We begin by recalling the decomposition
U(g) = ⊕µ∈X∗(T )U(g)µ
of U(g) into the weight spaces U(g)µ with respect to the adjoint action of the
torus T . For a root α = εi − εj the weight space gα is the 1-dimensional space
generated by the element Lα ∈ g which corresponds to the matrix with a 1 in
position (i, j) and zeros elsewhere; sometimes we also write Lij := Lα. Clearly
a monomial Lm1α1 · . . . ·L
mr
αr
∈ U(g) has weight m1α1+ . . .+mrαr. The Poincare´-
Birkhoff-Witt theorem says that once we have fixed a total ordering of the roots
α any element in U(g)/U(g)go can be written in a unique way as a polynomial
in the Lα. We will also need the filtration Un(g) of U(g) by degree; we write
deg(z) := n if z ∈ Un(g)\Un−1(g).
The form ξ is invariant under T . This implies that the ideal b is homogeneous
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and contains U(g)go. An elementary calculation shows that Lα acts on Ω
d(X )
by
Lα(Fξ) = (Ξi
∂F
∂Ξj
)ξ − ΞαFξ .
In particular we obtain Lαξ = −Ξαξ. By iteration that formula implies that the
ideal b contains the following relations:
(cancellation) LijLjl for any indices i 6= j 6= l,
(sorting) LijLkℓ − LiℓLkj for any distinct indices (i, j, k, l).
Our goal is to show that the weight spaces of U(g)/b are 1-dimensional. For
that we need to introduce one more notation. For a weight µ we put
d(µ) :=
∑
mi>0
mi
where the mi are the coefficients of µ in the linear combination
µ =
d∑
i=0
miεi .
Lemma 1:
Let z ∈ U(g) be a monomial in the Lα of weight µ; we then have:
i. deg(z) ≥ d(µ);
ii. write z =
∏
i,j L
nij
ij and put A(z) := {i : nij > 0 for some j} and B(z) :=
{j : nij > 0 for some i}; then deg(z) = d(µ) if and only if A(z) and B(z) are
disjoint.
Proof: (Recall that we have fixed a total ordering of the roots α.) Since z has
weight µ we must have
µ =
∑
i,j
nij(εi − εj) .
If on the other hand we write µ =
∑
kmkεk we see that
(∗) mk =
∑
j
nkj −
∑
i
nik .
As a result of this expression it follows that mk ≤
∑
j nkj , so that
d(µ) =
∑
mk>0
mk ≤
∑
k
∑
j
nkj = deg(z) .
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We suppose now that A(z) and B(z) are disjoint. Then (∗) implies that mk is
positive if and only if k ∈ A(z) and for positive mk we must have
mk =
∑
j
nkj .
Therefore
d(µ) =
∑
k∈A(z)
mk =
∑
k∈A(z)
∑
j
nkj =
∑
k,j
nkj = deg(z) .
Conversely, we suppose that k ∈ A(z) ∩B(z). Then mk <
∑
j nkj . Therefore, if
mk ≥ 0, we obtain
d(µ) =
∑
mk>0
mk <
∑
k
∑
j
nkj = deg(z) .
If mk ≤ 0 a similar argument, using the fact that d(µ) may be computed from
the mk with mk < 0, gives the desired result.
Lemma 2:
Let z ∈ U(g) be a nonzero polynomial in the Lα of weight µ; then the coset z+ b
contains a representative of weight µ which is a linear combination of monomials
in the Lα of degree d(µ).
Proof: Among all elements of z + bµ which are polynomials in the Lα let x be
one of minimal degree. By the preceeding lemma the degree of x is greater than
or equal to d(µ). Let y be a monomial in the Lα of degree deg(x) which occurs
with a nonzero coefficient in x. Assume that the sets A(y) and B(y) as defined in
the preceeding lemma are not disjoint. Then there exist three indices i 6= j 6= l
such that Lij and Ljl each occur to nonzero powers in the monomial y. By the
commutation rules in U(g) we have
y ∈ U(g)LijLjl + Un−1(g) with n := deg(x) .
Hence the cancellation relations imply that y ∈ b + Un−1(g). This means that
modulo b we may remove an appropriate scalar multiple of y from x and pick up
only a polynomial of lower degree. But by our minimality assumption on deg(x)
there has to be at least one such y such that A(y) and B(y) are disjoint. The
previous lemma then implies that d(µ) = deg(y) = deg(x). If we express x as a
linear combination of monomials in the Lα then each such monomial has weight
µ and hence, by the previous lemma again, degree ≥ d(µ).
A monomial
Li0j0Li1j1 . . . Limjm
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will be called sorted if i0 ≤ . . . ≤ im and j0 ≤ . . . ≤ jm and if those two sequences
do not overlap (i.e. no ik is a jl). For example, the monomial L10L10L32L32
is sorted with sequences 1,1,3,3, and 0,0,2,2 whereas the monomial L32L31 with
sequences 3,3 and 2,1 is not sorted.
Lemma 3:
Among all the monomials in the Lα of weight µ there is exactly one, denoted by
L(µ), which is sorted.
Proof: The non-overlapping condition means that any sorted monomial must
have degree d(µ). Write µ =
∑
mkεk. Those k for which mk is positive must
occur as the first index in some Lij , and therefore (by the non-overlapping con-
dition) can only occur as first indices. Similarly, those k for whichmk is negative
can only occur as second indices. This determines the lists of first and second
indices – for example, the list of first indices consists of precisely those k for
which mk > 0, each repeated mk times, listed in ascending order. Once these
two lists are determined the corresponding monomial is determined.
Proposition 4:
Let z ∈ U(g) be a polynomial in the Lα of weight µ; we then have z+b = aL(µ)+b
for some a ∈ K.
Proof: By Lemma 2 we may assume that z is a monomial of degree d(µ). The
sets A(z) and B(z), as defined in Lemma 1, then are disjoint, and therefore the
individual Lij which occur in z commute with one another. Consequently we
may rearrange these Lij freely. Using this fact it is easy to see that we may use
the sorting relations to transform z into L(µ).
Corollary 5:
The weight space (U(g)/b)µ in the left U(g)-module U(g)/b, for any µ ∈ X
∗(T ),
has dimension one.
Proof: The preceeding proposition says that the weight space in question is
generated by the coset L(µ) + b. On the other hand an explicit computation
shows that L(µ)ξ = e2
cΞµξ with some integer c ≥ 0 and some sign e = ±1 (both
depending on µ); hence L(µ) /∈ b.
Later on it will be more convenient to use a renormalized L(µ). We let Lµ denote
the unique scalar multiple of L(µ) which has the property that Lµξ = −Ξµξ.
Although we now have a completely explicit description of U(g)/b its structure
as a g-module is not yet clear. For a root α = εi − εj and a weight µ =∑
kmkεk ∈ X
∗(T ) our earlier formula implies
Lα(Ξµξ) = (mj − 1)Ξµ+αξ
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and hence
(+) LαLµ ≡ (mj − 1)Lµ+α mod b .
If we put J(µ) := {0 ≤ k ≤ d : mk > 0} then J(µ) ⊆ J(µ+α) provided mj 6= 1.
It follows that
bJ := b+
∑
J⊆J(µ)
KLµ
is, for any subset J ⊆ {0, . . . , d}, a left ideal in U(g). We have:
– b{0,...,d} = b and b∅ = U(g);
– bJ ⊆ bJ ′ if and only if J
′ ⊆ J .
For J 6= {0, . . . , d} we set
b>J :=
∑
J ⊂
6=
J ′
bJ ′ .
Moreover we introduce the descending filtration by left ideals
U(g) = b0 ⊇ b1 ⊇ . . . ⊇ bd+1 = b
defined by
bj :=
∑
#J≥j
bJ .
The subquotients of that filtration decompose as g-modules into
bj/bj+1 = ⊕
#J=j
(bJ + bj+1)/bj+1 = ⊕
#J=j
bJ/b
>
J .
Our aim in the following therefore is to understand the g-modules bJ/b
>
J .
A trivial case is
b0/b1 = b∅/b
>
∅ = K .
We therefore assume, for the rest of this section, that J is a nonempty proper
subset of {0, . . . , d}. First of all we need the maximal parabolic subalgebra of g
given by
pJ := all matrices in g with a zero entry
in position (i, j) for i ∈ J and j /∈ J .
It follows from the above formula (+) that the subalgebra pJ leaves invariant
the finite dimensional subspace
MJ :=
∑
µ∈B(J)
KLµ
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of bJ/b
>
J where
B(J) := set of all weights µ =
∑
kmkεk such that
J(µ) = J and mk = 1 for k ∈ J .
Using again the formula (+) the subsequent facts are straightforward. The
unipotent radical
nJ := all matrices with zero entries in
position (i, j) with i ∈ J or j /∈ J
of pJ acts trivially on MJ . We have the Levi decomposition pJ = lJ + nJ with
lJ = l
′(J) + l(J) where
l′(J) := all matrices with zero entries in
position (i, j) with i and j not both in J
and
l(J) := all matrices with zero entries in
position (i, j) with i or j ∈ J .
The structure of MJ as a module for the quotient pJ/nJ = lJ is as follows:
– The first factor l′(J) ∼= gl#J acts on MJ through the trace character;
– as a module for the second factor l(J) ∼= gld+1−#J our MJ is isomor-
phic to the #J-th symmetric power of the contragredient of the standard
representation of gld+1−#J on the (d+1−#J)-dimensional K-vector space.
In particular, MJ is an irreducible pJ/nJ -module. The map
U(g) ⊗
U(pJ )
MJ −→ bJ/b
>
J
(z, m) 7−→ zm
is surjective. In fact, bJ/b
>
J is an irreducible highest weight U(g)-module: If we
put ν := (
∑
k∈J εk) −#J · εℓ for some fixed ℓ /∈ J , then one deduces from (+)
that U(g) · Lµ + b, for any µ with J(µ) = J , contains Lν + b. For the subset
J = {0, . . . , j−1} the parabolic subalgebra pJ is in standard form with respect to
our choice of positive roots and the highest weight of bJ/b
>
J is ε0+. . .+εj−1−j·εj .
We finish this section by establishing several facts to be used later on about the
relation between the left ideals b>J and the subalgebras U(n
+
J ) for
n+J : = transpose of nJ .
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First of all, note that n+J and hence each U(n
+
J ) is commutative and ad(lJ)-
invariant.
Proposition 6:
i. U(n+J ) ∩ b is the ideal in U(n
+
J ) generated by the sorting relations LijLkℓ −
LiℓLkj for i, k ∈ J and j, l /∈ J ,
ii. the cosets of the sorted monomials Lµ for J(µ) ⊆ J and J(−µ)∩J = ∅ form
a basis of U(n+J )/U(n
+
J ) ∩ b as a K-vector space;
iii. U(n+J ) ∩ b
>
J = U(n
+
J ) ∩ b;
iv. U(n+J ) ∩ b) · l(J) ⊆ b;
v. U(n+J ) ∩ b is ad(l(J))-invariant.
Proof: i. Let s ⊆ U(n+J ) denote the ideal generated by those sorting relations.
Using the commutativity of U(n+J ) it is easy to see that any monomial in the
Lij in U(n
+
J ) can be transformed into a sorted monomial by relations in s.
In particular any coset in U(n+J ) ∩ b/s has a representative which is a linear
combination of sorted monomials. But we know that the sorted monomials are
linearly independent modulo b. We therefore must have U(n+J ) ∩ b = s.
ii. The argument just given also shows that the cosets of all sorted monomials
contained in U(n+J ) form a basis of the quotient in question. But they are exactly
those which we have listed in the assertion.
iii. The sorted monomials listed in the assertion ii. are linearly independent
modulo b>J .
iv. We have to check that zLrs ∈ b for any of the sorting relations z = LijLkℓ −
LiℓLkj from i. and for any Lrs such that r, s /∈ J . If r 6= j, ℓ then zLrs =
Lrsz ∈ b. If r = ℓ then we may use the cancellation relations to obtain zLrs =
LijLkℓLℓs − LkjLiℓLℓs ∈ b. Similarly if r = j we have zLrs = LkℓLijLjs −
LiℓLkjLjs ∈ b.
v. Because ad(x)(z) = xz = −zx it follows from iv. that ad(l(J))(U(n+J )∩ b) ⊆ b.
But U(n+J ) is ad(l(J))-invariant. Hence U(n
+
J ) ∩ b is ad(l(J))-invariant, too.
We have MJ ⊆ bJ/b
>
J ⊆ U(n
+
J )+b
>
J /b
>
J . In fact Lµ ∈ U(n
+
J ) for µ ∈ B(J). Let
MoJ ⊆ U(n
+
J ) denote the preimage of MJ under the projection map U(n
+
J ) −→
U(g)/b>J .
Lemma 7:
i. MoJ · l(J) ⊆ b
>
J ;
ii. MoJ and M
o
J ∩ b
>
J = M
o
J ∩ b are ad(l(J))-invariant;
iii. ad(x)(z) = xz mod b>J for x ∈ l(J) and z ∈M
o
J .
Proof: i. Because of Prop. 6 iii. and iv. it suffices to show that LµLkℓ ∈ b
>
J
whenever µ ∈ B(J) and k, ℓ /∈ J . If k /∈ J(−µ) then LµLkℓ after sorting coincides
up to a constant with some Lν such that J = J(µ)⊂
6=
J(ν); hence LµLkℓ ∈ b
>
J
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in this case. If k ∈ J(−µ) then Lµ has a factor Lik and since the factors of the
monomial Lµ commute with one another we may use a cancellation relation to
conclude that LµLkℓ ∈ b.
ii. Using Prop. 6 iii. and v. we are reduced to showing that ad(Lkℓ)(Lµ) ∈M
o
J
whenever µ ∈ B(J) and k, ℓ /∈ J . The monomial Lµ is of the form Lµ = c·
∏
i∈J
Lisi
with si /∈ J and some nonzero integer c. We have
[Lkℓ, Lisi ] =
{
−Liℓ if k = si ,
0 if k 6= si .
Since ad(Lkℓ) is a derivation it follows that
ad(Lkℓ)(Lµ) = −c ·
∑
i∈J
si=k
Liℓ
∏
j∈J
j 6=i
Ljsj
which clearly lies in MoJ .
iii. This is an immediate consequence of the first assertion.
The last lemma shows that the structure of MJ as an l(J)-module is induced
by the adjoint action of l(J) on MoJ . Whenever convenient we will use all the
notations introduced above also for the empty set J = ∅; all the above assertions
become trivially true in this case.
5. Local duality
In this section, we study linear forms on the Banach space Ωdb (U
0) of
bounded differential forms on the admissible open set U0 = r−1(C
0
) which
is the inverse image of the open standard chamber in X under the reduction
map. The restriction map gives a continuous injection from Ωd(X ) into this Ba-
nach space, and therefore linear forms on Ωdb(U
0) are also elements of Ωd(X )′.
Our first principal result of this section identifies Ωdb(U
0) with the dual of
the spaceO(B)b=0 of (globally) analytic functions on B which are annihilated by
the ideal b studied in the preceeding section.The filtration which we introduced
on U(g)/b then yields filtrations of O(B)b=0 and Ωdb(U
0). Applying our analysis
of the subquotients of the filtration on U(g)/b from the preceeding section, we
describe each subquotient of the filtration on O(B)b=0 as a space of analytic
vector-valued functions on the unipotent radical of a specific maximal parabolic
subgroup in G satisfying certain explicit differential equations.
Of fundamental importance to this analysis are the linear forms arising from
the residue map on the standard chamber.
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The space Ωdb(U
0) of bounded d-forms η on U0 are those which have an
expansion
η =
∑
ν∈X∗(T )
a(ν)ΞνdΞαd−1 ∧ . . . ∧ dΞα0
such that
ωC(η) := inf
ν
{ω(a(ν))− ℓ(ν)} > −∞ .
We may and will always view Ωdb(U
0) as a Banach space with respect to the
norm ωC (compare [ST] Remark after Lemma 17). According to Lemma 1.2 the
restriction map induces a continuous injective map Ωd(X ) −→ Ωdb (U
0). In [ST]
Def. 19 we defined the residue of η ∈ Ωdb (U
0) at the pointed chamber (C, 0) by
Res(C,0)η := a(αd) .
It is then clear that, for any weight µ ∈ X∗(T ),
η 7−→ Res(C,0)Ξ−µη = a(αd + µ)
is a continuous linear form on Ωdb(U
0) and a fortiori on Ωd(X ). Applying the
map I we obtain the locally analytic function
fµ(g) := Res(C,0)(Ξ−µ · g∗ξ)
on G. We collect the basic properties of these functions.
1. Under the adjoint action of B ∩ T the function fµ has weight −µ, i.e.,
fµ(t
−1gt) = µ(t−1) · fµ(g) for g ∈ G and t ∈ B ∩ T .
This is straightforward from [ST] Lemma 20.
2. The restriction fµ|B of fµ to the Iwahori subgroup B ⊆ G is analytic on
B. First of all recall that B is a product of disks and annuli where the matrix
entries gij of g ∈ B can be used as coordinates (the diagonal entries correspond
to the annuli). By construction as well as by the formula
dΞαd−1 ∧ . . . ∧ dΞα0 = (−1)
d(d+1)/2Ξ−β−αddΞβ0 ∧ . . . ∧ dΞβd−1
we have, for a fixed g ∈ G, the expression
(a) (g∗ξ)|U
0 = (−1)d(d+1)/2
∑
µ∈X∗(T )
fµ(g)Ξµξ
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in Ωdb (U
0). This is, of course, not a convergent expansion with respect to the
norm ωC . But if we write g∗ξ|U
0 = F (g)ξ|U0 then the series
F (g) = (−1)d(d+1)/2
∑
µ∈X∗(T )
fµ(g)Ξµ
is uniformly convergent on each affinoid subdomain of U0.
On the other hand a direct calculation shows that
g∗ξ = det(g)
 d∏
j=0
1
fj(g, .)
dΞβ0 ∧ . . . ∧ dΞβd−1
where
fj(g, q) :=
d−1∑
i=0
gijΞβi + gdj .
Recall that U0 is given by the inequalities
ω(Ξ0(q)) < . . . < ω(Ξd(q)) < 1 + ω(Ξ0(q)) .
It follows that for g ∈ B the term gjjΞβj in the sum fj(g, q) is strictly larger
in valuation than the other terms (we temporarily put βd := 0). We therefore
have, for g ∈ B and q ∈ U0, the geometric series expansion
1
fj(g, q)
=
1
gjjΞβj
∑
m≥0
− d∑
i=0
i 6=j
gij
gjj
Ξεi−εj
m .
If we multiply those expansions together and compare the result to (a) we obtain
the expansion
(b) fµ(g) =
det(g)
g00 · . . . · gdd
·
∑
m∈I(µ)
cm ·
∏
i6=j
 gij
gjj
mij
where the cm are certain nonzero integers (given as a sign times a product of
polynomial coefficients) and
I(µ) := set of all tuples m = (mij)i6=j consisting
of integers mij ≥ 0 such that
µ =
∑
i6=j mij(εi − εj) .
In order to see that this expansion actually is uniformly convergent in g ∈ B let
π(m) :=
∑
i<j
mij .
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It is clear that if we fix µ and an n ≥ 0 then the number of m ∈ I(µ) such that
π(m) = n is finite. But on the other hand, for g ∈ B, the matrix entries gij for
i < j are divisible by π. Hence the valuation of the summand corresponding to
the tuple m in the expansion (b) is at least π(m).
3. The restriction of fµ to B does not vanish identically. In order to see this we
make a choice of simple roots α′0, . . . , α
′
d−1 with respect to which µ is positive,
i.e., µ = n0α
′
0 + . . . + nd−1α
′
d−1 with ni ≥ 0. Consider the matrix g0 ∈ B
which has a 1 on all diagonal positions, a π on the positions α′0, . . . , α
′
d−1, and
0 elsewhere. Then
fµ(g0) = cπ
n0+...+nd−1 with some nonzero c ∈ ZZ .
Let ωB denote the spectral norm on the affinoid algebra O(B) of K-analytic
functions on B. We have to determine the precise value of ωB(fµ|B).
Lemma 1:
For any m ∈ I(µ) we have π(m) ≥ ℓ(µ).
Proof: Recall ([ST] p. 405) that
ℓ(µ) = − infz∈C µ(z) .
It follows that ℓ(µ + ν) ≤ ℓ(µ) + ℓ(ν) holds for any µ, ν ∈ X∗(T ). Hence if
µ =
∑
i6=j mij(εi − εj) then we have
ℓ(µ) ≤
∑
i6=j
mijℓ(εi − εj) .
It therefore suffices to check that
ℓ(εi − εj) ≤
{
1 if i < j,
0 if i > j.
But that is obvious from the definition of the chamber C.
4. We claim that
ωB(fµ|B) = ℓ(µ)
holds true. The norm ωB on O(B) is multiplicative and the first factor det(g) ·
(g00 · . . . · gdd)
−1 in the expansion (b) is a unit in O(B). It therefore follows from
the lemma that ωB(fµ|B) ≥ ℓ(µ) and that it suffices to find an m ∈ I(µ) such
that
ω(cm) +
∑
i<j
mij = ℓ(µ) .
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Let us first consider the special case where ℓ(µ) = 0. Then µ = n0α0 + . . . +
nd−1αd−1 with all ni ≥ 0. Consider the element h = (hij) ∈ B where hii = 1
for 0 ≤ i ≤ d and hi+1,i = −1 for 0 ≤ i ≤ d− 1, with all other hij = 0. For this
matrix, we compute
h∗ξ = (1−
Ξ1
Ξ0
)−1 . . . (1− ΞdΞd−1 )
−1ξ
=
∑
(i0,...,id)
(Ξ1Ξ0 )
i0 . . . ( ΞdΞd−1 )
idξ
in Ωdb(U
0). Using (a) this shows that fµ(h) = ±1. On the other hand substi-
tuting g = h in the series expansion (b) we see that 1 = ±fµ(h) = ±cm for the
particular m ∈ I(µ) corresponding to the representation µ =
d−1∑
i=0
niαi – that is,
the m with mi+1,i = ni and other mij = 0. This implies that
ℓ(µ) = 0 = ω(cm) +
∑
i<j
mij
in this case. In order to treat the general case we first make the following
observations. Let si ∈ G denote the permutation matrix which represents the
reflection in the Weyl group corresponding to the simple root αi. The Coxeter
element s = s0 . . . sd−1 permutes the roots α0, . . . , αd cyclically. The same then
is true for the element ρ := ys where y denotes the diagonal matrix in G with
entries π, 1, . . . , 1. But ρ normalizes the subgroup B and in particular changes
the residue of a d-form only by a sign ([ST] Thm. 24). Let now
ν = n0α0 + . . .+ ndαd with all ni ≥ 0 and na = 0 for some 0 ≤ a ≤ d
be any weight; in particular ℓ(ν) = nd. The weight µ := ρ
d−a(ν) then satisfies
ℓ(µ) = 0. Defining h ∈ B as before we have fµ(h) = ±1. The matrix (h
′
ij) =
h′ := ρa−dhρd−a ∈ B is given by
h′ii = 1, h
′
i+1,i = −1 for i 6= a, h
′
0d = −π, and all other h
′
ij = 0 .
Substituting g = h′ in (b) we obtain
fν(h
′) = ±cn · π
n0d
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where n ∈ I(ν) corresponds to the above representation of ν (in particular,
n0d = nd). On the other hand we compute
ω(fν(h
′)) = ω(Res(C,0)Ξ−ν · (ρ
a−dhρd−a)∗ξ)
= ω(Res(C,0)Ξ−ν · (ρ
a−dh)∗ξ)
= ω(Res(C,0)(ρ
d−a)∗Ξ−ν · h∗ξ)
= ω(
d−a∏
i=1
si(ν)(y−1) · Res(C,0)Ξ−µ · h∗ξ)
= −
∑d−a
i=1 ω(s
i(ν)(y)) + ω(fµ(h))
= −(nd−1 − nd)− (nd−2 − nd−1)− . . .− (na − na+1)
= nd = ℓ(ν) .
5. Since B is open in G the enveloping algebra U(g) also acts by left invariant
differential operators on O(B). It is an immediate consequence of the definition
that
fµ|B ∈ O(B)
b=0 .
Proposition 2:
For any µ ∈ X∗(T ) the weight space of weight −µ in O(B)b=0 with respect to
the adjoint action of B ∩ T is the 1-dimensional subspace generated by fµ|B.
Proof: We consider the pairing
U(g)/b×O(B)b=0 −→ K
(z, f) 7−→ (zf)(1) .
It is nondegenerate on the right by Taylor’s formula. It also is invariant with
respect to the adjoint action of B ∩ T on both sides. Hence the induced map
O(B)b=0 →֒ HomK(U(g)/b, K)
is injective and respects weight spaces. It then follows from Corollary 4.5 that
the weight spaces on the left hand side are at most 1-dimensional. But we know
that fµ|B is nonvanishing.
The meaning of that proposition is that any function f ∈ O(B)b=0 has an
expansion of the form
f =
∑
µ∈X∗(T )
b(µ)(fµ|B)
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with b(µ) ∈ K such that ω(b(µ))+ ℓ(µ) −→∞ with respect to the Fre´chet filter
of complements of finite subsets in X∗(T ). First expand f into a series in the
matrix entries and then collect all terms of a specific weight −µ. We obtain in
this way an expansion
f =
∑
µ
f˜µ with ωB(f˜µ) −→ ∞ .
Since the U(g)-action on O(B) is by continuous endomorphisms and since the
ideal b is homogeneous in the weight space decomposition the equation bf = 0
implies bf˜µ = 0 for any µ. It therefore follows from the proposition that f˜µ =
b(µ)(fµ|B) for some b(µ) ∈ K.
If we now consider a d-form
η =
∑
µ∈X∗(T )
a(µ)Ξµξ ∈ Ω
d
b (U
0)
then we see that
〈η, f〉 :=
∑
µ
a(µ)b(µ)
converges in K. In this way we obtain a bilinear pairing
〈 , 〉 : Ωdb (U
0)×O(B)b=0 −→ K .
Actually the following stronger statement is immediately clear.
Proposition 3:
The pairing 〈 , 〉 induces a topological isomorphism
[O(B)b=0]′ = Ωdb(U
0) .
The connection between this local duality and the map I from the second section
is provided by the diagram
Ωd(X )′
I
−→ Can(G,K)a=0
(restriction)’
x
y restriction
Can(B,K)b=0x ⊆
Ωdb(U
0)′
〈 , 〉
←− O(B)b=0
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which, by the very construction of the above pairing, is commutative up to sign.
The ideal filtration b ⊆ . . . ⊆ bj ⊆ . . . ⊆ U(g) gives rise to a filtration
O(B)b=0 ⊇ . . . ⊇ O(B)bj+1=0 ⊇ O(B)bj=0 ⊇ . . . ⊇ O(B)b0=0 = {0}
as well as, by duality, to a “local” filtration
Ωdb (U
0) = Ωdb(U
0)0 ⊇ . . . ⊇ Ωdb(U
0)j ⊇ . . . ⊇ Ωdb (U
0)d+1 = {0}
with
Ωdb (U
0)j := [O(B)b=0/O(B)bj=0]′ .
We need to understand how the properties of the ideal filtration which we have
established in the previous section translate into properties of the other filtra-
tions. Recall that the “bases” {fµ} ofO(B)
b=0 and {Lµ} of U(g)/b, respectively,
are “dual” to each other in the sense that
Lνfµ(1) =
{
±1 for ν = µ ,
0 for ν 6= µ .
If f ∈ O(B)b=0 has the expansion f =
∑
µ
b(µ)(fµ|B) we therefore have
(Lνf)(1) =
∑
µ
b(µ)(Lνfµ)(1) = ±b(ν) .
¿From this one easily deduces that
– O(B)bJ=0 = {f ∈ O(B)b=0 : f =
∑
J 6⊆J(µ)
b(µ)(fµ|B)};
– any coset in O(B)b
>
J
=0/O(B)bJ=0 has a unique representative of the form
f =
∑
J(µ)=J
b(µ)(fµ|B) .
This leads to the fact that the map
O(B)bj+1=0/O(B)bj=0
∼=
−→ ⊕
#J=j
O(B)b
>
J
=0/O(B)bJ=0
f =
∑
#J(µ)=j
b(µ)(fµ|B) 7−→ (
∑
J(µ)=J
b(µ)(fµ|B))J
is a continuous linear isomorphism. We will give a reinterpretation of the right
hand side which reflects the fact that bJ/b
>
J is a quotient of the generalized
Verma module U(g) ⊗
U(pJ )
MJ via the map which sends z⊗m to zm. Set
dJ := ker(U(g) ⊗
U(pJ )
MJ −→ bJ/b
>
J ) .
45
By the Poincare´-Birkhoff-Witt theorem the inclusion U(n+J ) ⊆ U(g) induces an
isomorphism U(n+J )⊗
K
MJ
∼=
−→ U(g) ⊗
U(pJ )
MJ . In this section we always will
view dJ as a subspace of U(n
+
J )⊗
K
MJ .
Let U+J be the unipotent subgroup in G whose Lie algebra is n
+
J , and let O(U
+
J ∩
B) denote theK-affinoid algebra ofK-analytic functions on the polydisk U+J ∩B.
Consider the pairing
〈 , 〉 : (U(n+J )⊗
K
MJ)× (O(U
+
J ∩B)⊗
K
M ′J) −→ O(U
+
J ∩B)
(z⊗m, e⊗ E) 7−→ E(m) · ze
and define the Banach space
O(U+J ∩B,M
′
J)
dJ=0 := {ε ∈ O(U+J ∩B)⊗
K
M ′J : 〈dJ , ε〉 = 0} .
Let also {L∗µ}µ∈B(J) denote the basis of M
′
J dual to the basis {Lµ}µ of MJ .
Proposition 4:
The map
∇J : O(B)
b>
J
=0/O(B)bJ=0
∼=
−→ O(U+J ∩B,MJ)
dJ=0
f 7−→
∑
µ∈B(J)
[(Lµf)|U
+
J ∩B]⊗ L
∗
µ
is an isomorphism of Banach spaces.
Proof: For Z =
∑
ν
z(ν) ⊗ Lν ∈ dJ ⊆ U(n
+
J )⊗
K
MJ we have
〈Z,
∑
µ
[(Lµf)|U
+
J ∩B]⊗ L
∗
µ〉 =
∑
µ,ν
L∗µ(Lν) · (z(ν)Lµf)|U
+
J ∩B
= (
∑
ν
z(ν)Lν)f |U
+
J ∩B = 0
since
∑
ν
z(ν)Lν ∈ U(n
+
J )∩b
>
J . Morover for µ ∈ B(J) we have Lµ ∈ bJ . Hence the
map ∇J is well defined. It clearly is continuous. The Banach space on the left
hand side of the assertion has the orthonormal basis π−ℓ(ν)fν |B for J(ν) = J .
Concerning the right hand side we observe that the above pairing composed
with the evaluation in 1 induces an injection
O(U+J ∩B)⊗
K
M ′J →֒ HomK(U(n
+
J )⊗
K
MJ , K)
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which restricts to an injection
O(U+J ∩B,M
′
J)
dJ=0 →֒ HomK(bJ/b
>
J , K) .
Hence the only weights which can occur in the right hand side are those ν with
J(−ν) = J and the corresponding weight spaces are at most 1-dimensional.
Moreover the same argument as after Prop. 2 shows that the occurring weight
vectors (scaled appropriately) form an orthonormal basis. Since ∇J visibly
preserves weights the assertion follows once we show that
∇J (fν |B) 6= 0 for any ν with J(ν) = J .
All that remains to be checked therefore is the existence, for a given ν with
J(ν) = J , of a µ ∈ B(J) such that Lµfν dies not vanish identically on U
+
J ∩B.
The weight ν is of the form ν =
d∑
j=0
njεj with nj > 0 for j ∈ J and nj ≤ 0 for
j /∈ J . We have
#J ≤
∑
j∈J
nj = −
∑
j /∈J
nj .
Choose integers nj ≤ mj ≤ 0 for j /∈ J such that #J = −
∑
j /∈J
mj and define
µ :=
∑
j∈J
εj +
∑
j /∈J
mjεj ∈ B(J) .
Observe that J(ν−µ) ⊆ J and J(µ−ν)∩J = ∅. This means that Lν−µ ∈ U(n
+
J ).
It suffices to check that Lν−µLµfν(1) 6= 0. We compute
Lν−µLµfν(1) = Res(C,0)Ξ−ν · Lν−µLµξ
= −Res(C,0)Ξ−ν · Lν−µ(Ξµξ) .
As a consequence of the formula (+) in section 4 we have Lν−µ(Ξµξ) = m ·Ξνξ
for some nonzero integer m. Hence we obtain
Lν−µLµfν(1) = −m ·Res(C,0)ξ = ±m 6= 0 .
As a consequence of this discussion we in particular have a unique continuous
linear map
DJ : O(U
+
J ∩B,M
′
J)
dJ=0 −→ [Ωdb(U
0)j/Ωdb(U
0)j+1]′ ,
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where j := #J , which sends the weight vector
∑
µ∈B(J)
[(Lµfν)|U
+
J ∩B]⊗ L
∗
µ, for
ν with J(ν) = J , to the linear form λν(η) := Res(C,0)Ξ−νη.
6. The global filtration
In this section, we find a G-invariant filtration on the full space Ωd(X ) that
is compatible with the local filtration discussed in the previous section. This
“global” filtration is defined first on the subspace of Ωd(X ) consisting of algebraic
d-forms having poles along a finite set of K-rational hyperplanes; the filtration
on the full space is obtained by passing to the closure. We obtain at the same
time a filtration on the dual space Ωd(X )′. A key tool in our description of this
filtration is a “partial fractions decomposition” due to Gelfand and Varchenko.
At the end of the section, we apply general results from the theory of
topological vector spaces (in the non-archimedean situation) to show that the
subquotients of the global filtration on Ωd(X ) are reflexive Fre´chet spaces whose
duals can be computed by the subquotients of the dual filtration.
Let us first recall some general notions from algebraic geometry. Let L
be an invertible sheaf on IPd/K . With any regular meromorphic section s of L
over IPd/K we may associate a divisor div(s) (compare EGA IV.21.1.4). One has
div(s′) = div(s) if and only if s′ = ts for some invertible regular function t on
IPd. Let {Yi}i∈I be the collection of prime divisors on IP
d
/K and write
div(s) =
∑
i∈I
niYi
where almost all of the integers ni are zero. One has∑
i
ni = n if L ∼= O(n)
([Har] II.6.4). We put
div(s)∞ := −
∑
i
ni<0
niYi
and
ıo(s) := #{i ∈ I : ni < 0} .
By convention let div(0)∞ := 0 and ıo(0) = 0. We want to apply these notions
in the case of the canonical invertible sheaf L = Ωd ∼= O(−d − 1) on IPd/K . A
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regular meromorphic global section η in this case is a d-form η = Fξ such that
F is a nonzero rational function on IPd/K . We will study the subspace
Ωdalg(X ) := all regular meromorphic global sections
η of Ωd such that div(η)∞ is supported on
a union of K-rational hyperplanes in IPd
together with the zero section
of “algebraic forms” in Ωd(X ). For any η ∈ Ωdalg(X ) we introduce its index as
being the nonnegative integer
ı(η) := minmax
k
ıo(ηk)
where the minimum is taken over all representations η =
∑
k
ηk of η as a finite
sum of other ηk = Ω
d
alg(X ). By definition we have
ı(η + η′) ≤ max(ı(η), ı(η′)) .
Hence Ωdalg(X ) is equipped with the filtration
. . . ⊇ Ωdalg(X )
0 ⊇ . . . ⊇ Ωdalg(X )
d ⊇ Ωdalg(X )
d+1 = {0}
by the subspaces
Ωdalg(X )
j := {η ∈ Ωdalg(X ) : ı(η) ≤ d+ 1− j} .
Lemma 1:
The index ı(η) is G-invariant and takes values between 1 and d+1 for all nonzero
η ∈ Ωdalg(X ).
Proof: The G-invariance is clear since G preserves K-rational hyperplanes. The
upper bound for the index follows from the existence of a partial fraction decom-
position ([GV] Thm. 21) which says that Ωdalg(X ) as a vector space is spanned
by the forms u∗(Ξµξ) = (u∗Ξµ−β)dΞβ0 ∧ . . .∧dΞβd−1 with µ ∈ X
∗(T ) and u ∈ P
unipotent. Each Ξµξ has poles along at most the d+ 1 coordinate hyperplanes
defined by the equations Ξi = 0 for i = 0, . . . , d.
It follows that the subspace Ωdalg(X ) together with its filtration is G-invariant.
Moreover the filtration is finite with Ωdalg(X ) = Ω
d
alg(X )
0. In order to obtain finer
information we need to take a closer look at that partial fraction decomposition.
First we introduce, for any subset J ⊆ {0, . . . , d}, the subgroup
U(J) := all lower triangular unipotent matrices u = (uij)
such that uij = 0 whenever i > j and j ∈ J
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of U . In particular U({0, . . . , d}) = U({0, . . . , d − 1}) = {1} and U(∅) =
U({d}) = U .
Proposition 2:
Every differential form η ∈ Ωdalg(X ) may be written as a sum
η =
∑
J⊆{0,...,d}
∑
µ∈X∗(T )
J(µ)=J
∑
u∈U(J)
A(µ, u)u∗(Ξµξ)
where the coefficients A(µ, u) ∈ K are zero for all but finitely many pairs (µ, u);
furthermore, such an expression is unique.
Proof: We write η = FdΞβ0 ∧ . . . ∧ dΞβd−1 and apply that partial fraction
decomposition to F obtaining an expression
F =
∑
µ∈X∗(T )
∑
u∈U
B(µ, u)u∗Ξµ .
The uniqueness part of that Thm. 21 in [GV] says that such an expression even
exists and is unique under the following additional requirement: If µ =
∑
k
mkεk
then we sum only over those u ∈ U whose k-th column consists of zeroes except
for the diagonal entry ukk = 1 for every k such that mk ≥ 0. But {k : mk ≥
0} = J(µ+β) so that the condition on u becomes exactly that u ∈ U(J(µ+β)).
Because of (u∗Ξµ)dΞβ0 ∧ . . .∧dΞβd−1 = u∗(Ξµ+βξ) we obtain the desired unique
expression if we put A(µ, u) := B(µ− β, u).
Let us temporarily introduce as another invariant of a form η ∈ Ωdalg(X ) the
linear subvariety
Z(η) := the intersection of all hyperplanes
contained in the support of div(η)∞
in IPd/K . One obviously has:
– codim Z(η) ≤ ıo(η);
– codim Z(g∗(Ξµξ)) = ıo(g∗(Ξµξ)) for any g ∈ G and µ ∈ X
∗(T ).
Write
η = Fhom(Ξ0, . . . ,Ξd) ·
d∑
i=0
(−1)iΞidΞ0 ∧ . . . ∧ d̂Ξi ∧ . . . ∧ dΞd
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as a homogeneous form on affine space A d+1 and apply the partial fraction
decomposition in [GV] to Fhom. Then, at each stage of the construction of
the partial fraction decomposition of Fhom, the linear forms occurring in the
denominator of any term are linear combinations of those in the denominator of
Fhom. This means that
– Z(η) ⊆ Z(A(µ, u)u∗(Ξµξ)).
Together these three observations imply that
ıo(η) ≥ ıo(A(µ, u)u∗(Ξµξ)) .
It then follows from the unicity of the partial fraction decomposition that we
actually have
ı(η) = max
µ,u
ıo(A(µ, u)u∗(Ξµξ)) .
But div(ξ)∞ =
d∑
i=0
{Ξi = 0} and therefore ıo(Ξµξ) = d+ 1−#J(µ). We obtain
the following explicit formula
ı(η) = max{d+ 1−#J(µ) : µ such that A(µ, u) 6= 0 for some u ∈ U(J(µ))}
for the index of any d-form η 6= 0. Another consequence of this discussion that
we will need later is the inequality
ı(η) ≤ codimZ(η) .
Corollary 3:
Ωdalg(X )
j as a K-vector space is spanned by the forms u∗(Ξµξ) where (µ, u) ∈
X∗(T ) × U runs over those pairs for which u ∈ U(J(µ)) and #J(µ) ≥ j; in
particular
Ωdalg(X )
j =
∑
g∈G
g∗(bjξ) .
Our “global” G-equivariant filtration
Ωd(X ) = Ωd(X )0 ⊇ . . . ⊇ Ωd(X )d ⊇ Ωd(X )d+1 = {0}
of Ωd(X ) now is defined by taking closures
Ωd(X )j := closure of Ωdalg(X )
j in Ωd(X ) .
The dual filtration
{0} = Ωd(X )′0 ⊆ Ω
d(X )′1 ⊆ . . . ⊆ Ω
d(X )′d+1 = Ω
d(X )′
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is given by
Ωd(X )′j := [Ω
d(X )/Ωd(X )j]′ .
The second statement in Corollary 3 immediately implies that the latter filtra-
tion corresponds under our map I to the filtration of Can(G,K) defined through
annihilation conditions with respect to the left invariant differential operators
in the ideal sequence b0 ⊇ . . . ⊇ bd+1 = b, i.e.,
I(Ωd(X )′j) ⊆ C
an(G,K)bj=0 for 0 ≤ j ≤ d+ 1 .
The compatibility between the local and the global filtration is established in
the subsequent lemma.
Lemma 4:
Ωd(X )j ⊆ Ωd(X ) ∩ Ωdb(U
0)j .
Proof: Consider any d-form u∗(Ξµξ) with u ∈ U(J(µ)) and write
u∗(Ξµξ)|U
0 =
∑
ν∈X∗(T )
a(ν)Ξνξ .
We claim that a(ν) 6= 0 implies that #J(ν) ≥ #J(µ). In order to see this let
µ =
∑
k
mkεk. Because of the condition on u we have
u∗(Ξµξ) =
 ∏
k/∈J(µ)
Ξk
  ∏
k∈J(µ)
Ξmkk
  ∏
k/∈J(µ)
u∗Ξ
mk−1
k
ξ .
The first two products together contain each Ξk with a positive exponent. In the
third product the exponents are negative. On U0 the summands of the linear
form u∗Ξk = Ξk + uk+1kΞk+1 + . . .+ udkΞd differ pairwise in valuation. Hence
after factoring out the largest summand we can develop (u∗Ξk)
−1, on U0, into a
geometric series. The terms of the resulting series have powers of a single Ξk′ in
the denominator. It follows that each of the d+ 1−#J(µ) factors in the third
product can cancel out at most one of the Ξk’s in the first two products so that
at least d + 1 − (d + 1 −#J(µ)) = #J(µ) others remain. This establishes our
claim which was that
u∗(Ξµξ)|U
0 ∈ Ωdb(U
0)#J(µ) for u ∈ U(J(µ)) .
(For this slight reformulation one only has to observe that Ωdb(U
0)j has a non-
vanishing weight space exactly for those ν with #J(ν) ≥ j.) It is then a conse-
quence of Cor. 3 that
Ωdalg(X )
j ⊆ Ωdb (U
0)j .
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As a simultaneous kernel of certain among the continuous linear forms η 7−→
Res(C,0)Ξ−µη on Ω
d
b(U
0) the right hand side is closed in Ωdb(U
0). It therefore
follows that
Ωd(X )j ⊆ Ωdb (U
0)j .
As a consequence of this fact we may view the map DJ from the end of section
5 as a continuous linear map
DJ : O(U
+
J ∩B,M
′
J)
dJ=0 −→ [Ωd(X )j/Ωd(X )j+1]′ ,
where j := #J , which sends the weight vector
∑
µ∈B(J)
[(Lµfν)|U
+
J ∩B]⊗ L
∗
µ, for
ν with J(ν) = J , to the linear form λν(η) := Res(C,0)Ξ−νη.
We finish this section by collecting the basic properties which the subquotients
of our global filtration have as locally convex vector spaces.
Proposition 5:
Each subquotient Ωd(X )i/Ωd(X )j for 0 ≤ i ≤ j ≤ d + 1 is a reflexive Fre´chet
space; in particular its strong dual is barrelled and complete.
Proof: In section 1 we deduced the reflexivity of Ωd(X ) from the fact that it is the
projective limit of a sequence of Banach spaces with compact transition maps. It
is a general fact (the proofs of Theorems 2 and 3 in [Kom] carry over literally to
the nonarchimedean situation) that in such a Fre´chet space every closed subspace
along with its corresponding quotient space are projective limits of this type, too.
Lemma 6:
Let A : V −→ V˜ be a strict continuous linear map between the K-Fre´chet spaces
V and V˜ ; if V˜ is reflexive then the dual map A′ : V˜ ′ −→ V ′ between the strong
duals is strict as well.
Proof: (Recall that A is strict if on im(A) the quotient topology from V coincides
with the subspace topology from V˜ .) The subspace im(A) of V˜ being a quotient
of the Fre´chet space V is complete by the open mapping theorem and hence is
closed. Let now Σ˜ ⊆ V˜ ′ be any open o-submodule. We have to find an open
o-submodule Σ ⊆ V ′ such that A′(Σ˜) ⊇ im(A′) ∩ Σ. We may assume that
ker(A′) ⊆ Σ˜. By the definition of the strong dual we also may assume that
Σ˜ = Γ˜o := {λ ∈ V˜ ′ : |λ(v˜)| ≤ 1 for any v˜ ∈ Γ˜} for some closed and bounded o-
submodule Γ˜ ⊆ V˜ . Since V˜ is reflexive Γ˜ is weakly compact ([Tie] Thms 4.20.b,
4.21, and 4.25.2) and hence compact ([DeG] Prop. 3.b). Since im(A) is closed in
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!˜V the Hahn-Banach theorem ([Tie] Thm. 3.5) implies that ker(A′)o = im(A).
Using [Tie] Thm. 4.14 we deduce form the inclusion ker(A′) ⊆ Σ˜ that
Γ˜ = Γ˜oo = Σ˜o ⊆ ker(A′)o = im(A) .
In fact, Γ˜ is a compact subset of im(A). According to [B-GT] IX 2.10, Prop. 18
we find a compact subset Γ ⊆ V such that A(Γ) = Γ˜. Then Σ := Γo is an open
o-submodule in V ′ such that im(A′) ∩ Σ = A′(Σ˜).
Proposition 7:
i. For 0 ≤ j ≤ d + 1 the natural map Ωd(X )′j →֒ Ω
d(X )′ is a topological
embedding as a closed subspace;
ii. for 0 ≤ i ≤ j ≤ d+1 the natural map Ωd(X )′j/Ω
d(X )′i
∼=
−→ [Ωd(X )i/Ωd(X )j]′
is a topological isomorphism.
Proof: i. This follows immediately from Prop. 5 and Lemma 6. ii. The natural
exact sequence
0 −→ Ωd(X )i/Ωd(X )j −→ Ωd(X )/Ωd(X )j −→ Ωd(X )/Ωd(X )i −→ 0
consists of strict linear maps between Fre´chet spaces which are reflexive by Prop.
5. The dual sequence is exact by Hahn-Banach and consists of strict linear maps
by Lemma 6.
Corollary 8:
If V denotes one of the locally convex vector spaces appearing in the previous
Proposition then the G-action G×V −→ V is continuous and the map g 7−→ gλ
on G, for any λ ∈ V , is locally analytic.
Proof: Because of Prop. 7 this is a consequence of Cor. 3.9.
7. The top filtration step
The purpose of this section is to describe the first stage of the global fil-
tration in various different ways. This information (for all the p-adic symmetric
spaces of dimension ≤ d) will be used in an essential way in our computation of
all the stages of the global filtration in the last section.
Theorem 1:
The following three subspaces of Ωd(X ) are the same:
1. The subspace d(Ωd−1(X )) of exact forms in Ωd(X );
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2. The first stage Ωd(X )1 in the global filtration;
3. The subspace of forms η such that Res(C,0)g∗η = 0 for any g ∈ G.
In particular all three are closed subspaces.
The proof requires a series of preparatory statements which partly are of interest
in their own right. We recall right away that any exact form of course has van-
ishing residues. The subspace Ωd(X )1 is closed by construction. The subspace
in 3. is closed as the simultaneous kernel of a family of continuous linear forms.
Lemma 2:
An algebraic differential form η ∈ Ωdalg(X ) is exact if and only if η belongs to
Ωdalg(X )
1.
Proof: Suppose first that η is exact. Expand η in its partial fractions decom-
position (Prop. 6.2). From Cor. 6.3 we see that η is congruent to a finite
sum of logarithmic forms u∗ξ modulo Ω
d
alg(X )
1, where u is in the subgroup U
of lower triangular unipotent matrices. However, by [ST] Thm. 24, Cor. 40,
and Cor. 50 the forms u∗ξ are linearly independent modulo exact forms. Since
η is exact, therefore, no logarithmic terms can appear in its partial fractions
expansion and η belongs to Ωdalg(X )
1. Conversely it suffices, by Cor. 6.3 and
G-invariance, to consider a form Ξµξ with µ 6= 0. Since the Weyl group acts
through the sign character on ξ we may use G-equivariance again and assume
that ε0 occurs in µ with a positive coefficient m0 > 0. Then Ξµξ = dθ with
θ := 1m0Ξβ0Ξµ−βdΞβ1 ∧ . . . ∧ dΞβd−1 .
In the following we let Ωd(Xn)
j , for n ∈ IIN, denote the closure of Ωdalg(Xn)
j in
the Banach space Ωd(Xn).
Lemma 3:
For a form η ∈ Ωd(X ) we have:
i. η is exact if and only if η|Xn is exact for any n ∈ IIN;
ii. η ∈ Ωd(X )1 if and only if η|Xn ∈ Ω
d(Xn)
1 for any n ∈ IIN.
Proof: i. By the formula on the bottom of p. 64 in [SS] we have
H∗DR(X ) = lim←−
n
H∗DR(X
o
n)
where the X on ⊆ X are certain admissible open subvarieties such that
– X =
⋃
n
X on is an admissible covering, and
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– Xn−1 ⊆ X
o
n ⊆ Xn.
The second property of course implies that
lim
←−
n
H∗DR(X
o
n) = lim
←−
n
H∗DR(Xn) .
ii. This follows by a standard argument about closed subspaces of projective
limits of Banach spaces (compare the proof of Thm. 2 in [Kom]).
The main technique for the proof of Theorem 1 will be a “convergent partial
fractions” decomposition for rigid d-forms on X . We begin by recalling the
explicit description of rigid forms on Xn given in [SS] p. 53. Fix a set H =
{ℓ0, . . . ℓs} of unimodular representatives for the hyperplanes modulo π
n+1 in
such a way that it contains the coordinate hyperplanes {Ξi = 0} for 0 ≤ i ≤ d.
A rigid d-form η on the affinoid Xn is represented by a convergent expansion
(∗) η =
∑
I,J
aI,J
Ξj00 · . . . · Ξ
jd
d
ℓi00 · . . . · ℓ
is
s
Θ
in homogeneous coordinates where I and J run over all (s+1)-tuples (i0, . . . , is)
and (d+ 1)-tuples (j0, . . . , jd) of non-negative integers respectively with
∑
ik −∑
jk = d+ 1 and where
Θ :=
d∑
i=0
(−1)iΞidΞ0 ∧ . . . ∧ d̂Ξi ∧ . . . ∧ dΞd .
The convergence means that the coefficients aI,J satisfy ω(aI,J)−n(
d∑
k=0
jk) −→
∞ as
d∑
k=0
jk −→∞.
Lemma 4:
In the expansion (∗) we may assume aI,J = 0 unless the corresponding set of
“denominator forms” {ℓk : ik ≥ 1} is linearly independent.
Proof: Suppose that ℓ0, . . . , ℓr are linearly dependent, and that ik ≥ 1 for 0 ≤
k ≤ r. Write
r∑
k=0
bkℓk = 0
with the bk ∈ o and at least one bk = 1. Suppose for example that b0 = 1. Then
ℓ0 = −
r∑
k=1
bkℓk
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and
Ξj00 · . . . · Ξ
jd
d
ℓi00 · . . . · ℓ
ir
r
Θ = −
r∑
k=1
bkΞ
j0
0 · . . . · Ξ
jd
d
ℓi0+10 . . . ℓ
ik−1
k . . . ℓ
ir
r
Θ .
The individual terms on the right side of this sum have the same degree as the
term on the left. This, together with the fact that the bk belong to o, implies
that the expression on the right may be substituted into the series expansion
for η and the sum re-arranged. Further, this process may be iterated until the
denominators occurring on the right side are linearly independent.
Using this Lemma, we see that any η ∈ Ωd(Xn) can be written as a finite sum
of forms
(∗∗) ηL =
∑
I,J
aI,J
Ξj00 · . . . · Ξ
jd
d
ℓi00 · . . . · ℓ
ir
r
Θ
where L = {ℓ0, . . . , ℓr} is a fixed linearly independent set chosen from H, I runs
through the (r + 1)-tuples of positive integers, and ω(aI,J) − n(
d∑
k=0
jk) −→ ∞
as
d∑
k=0
jk −→∞.
Lemma 5:
A form ηL as in (∗∗) belongs to Ω
d(Xn)
d+1−#L.
Proof: This is clear from the inequality ı(η) ≤ codimZ(η) in section 6.
Definition:
A form η ∈ Ωd(Xn) is called decomposable if it has a convergent expansion of
the form
η =
∑
g∈G
∑
µ∈X∗(T )
c(g, µ)(g∗(Ξµξ)|Xn)
where
1. c(g, µ) ∈ K and = 0 for all but finitely many g ∈ G which are independent
of µ,
2. if c(g, µ) 6= 0 for some µ then the columns of the matrix g are unimodular,
3. ω(c(g, µ)) − nd(µ) −→ ∞ as d(µ) −→ ∞ (d(µ) was defined in section 4,
just before the statement of Lemma 4.1).
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Lemma 6:
Suppose that ηL is given by a series as in (∗∗) on X2n. Then the restriction of
ηL to Xn−1 is either decomposable or may be written as a (finite) sum of series
ηL′ converging on Xn−1 and with #L
′ < #L.
Proof: The dichotomy in the statement of the Lemma arises out of the following
two possibilities:
Case I. There is a unimodular relation
r∑
k=0
bkℓk ≡ 0(modπ
n) .
Case II. Whenever there is a relation
r∑
k=0
bkℓk ≡ 0(modπ
n) , with bk ∈ o ,
we must have all bk divisible by π.
Let us treat Case I first. Suppose that b0 is a unit in the unimodular relation,
and write
ℓ0 = −
r∑
k=1
(bk/b0)ℓk + π
nh .
To simplify the notation, set
ℓ := −
r∑
k=1
(bk/b0)ℓk .
The fact that ℓ0 is unimodular means that ℓ is unimodular as well. We have
1
ℓ0
=
1
ℓ
(1 + πnh/ℓ)−1 ,
and, since πnh/ℓ has sup-norm ≤ |π| < 1 on Xn−1, using the geometric series
we see that we may rewrite the series expansion for ηL so that it converges on
Xn−1:
ηL|Xn−1 =
∑
a′I,J
Ξj00 · . . . · Ξ
jd
d
ℓiℓi11 · . . . · ℓ
ir
r
Θ
But since ℓ is a linear combination of ℓk for k 6= 0, the proof of Lemma 4 shows
that ηL|Xn−1 is a sum of series ηL′ where L
′ is a linearly independent subset of
the dependent set {ℓ, ℓ1, . . . , ℓr}; such a set has fewer than r + 1 elements.
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For Case II we take a different approach. Apply elementary divisors to find linear
forms f0, . . . , fd which form a basis for the o-lattice spanned by Ξ0, . . . ,Ξd and
such that πe0f0, . . . , π
erfr form a basis for the span of ℓ0, . . . , ℓr. Since any
monomial in the Ξi is an integral linear combination of monomials in the fi, we
may rewrite ηL using the fi for coordinates:
ηL =
∑
a′′I,J
f j00 · . . . · f
jd
d
ℓi00 · . . . · ℓ
ir
r
Θ .
Using our Case II hypothesis, we know that ek < n for 0 ≤ k ≤ r. Therefore
πn−1fk, for each 0 ≤ k ≤ r, is an integral linear combination of ℓ0, . . . , ℓr. Let
g ∈ G be the matrix such that g∗Ξi = ℓi for 0 ≤ i ≤ r and g∗Ξi = fi for
r+1 ≤ i ≤ d. By construction the columns of g are unimodular. Rewriting the
series for ηL in terms of the π
1−nℓ0, . . . , π
1−nℓr, fr+1, . . . , fd we see that
(∗ ∗ ∗) ηL =
∑
a′′I,J det(g)
−1π(1−n)(
∑
r
k=0
jk)
∑
µ
cµ,I,Jg∗(Ξµξ)
where each of the inner sums is finite and the coefficients cµ,I,J are integral.
Since the original sum for ηL converges on X2n, we have
ω(a′′I,J) = H(
d∑
k=0
jk) + 2n(
d∑
k=0
jk)
where H(m) is a function which goes to infinity as m goes to infinity. But then
ω(a′′I,J det(g)
−1π(1−n)(
∑r
k=0
jk)) ≥ H(
d∑
k=0
jk) + 2n(
d∑
k=0
jk) + (1− n)(
d∑
k=0
jk) + C
which shows that, after rearrangement according to µ, the series (∗∗∗) converges
on Xn+1 (if cµ,I,J 6= 0 then
d∑
k=0
jk ≥ d(µ)). Thus in Case II ηL is decomposable
on Xn+1.
Proposition 7:
Let η be a rigid d-form on X ; then η|Xn, for any n > 0, is decomposable.
Proof: This follows by induction from Lemma 6. Indeed, any rigid form η on
Xm with m := 2
d+1(n+ 2) is decomposable on Xn.
59
Definition:
A form η ∈ Ωdalg(X ) is called logarithmic if it lies in the smallest G-invariant
vector subspace containing ξ.
Corollary 8:
Let η be a rigid d-form on X . Then, for any n > 0, the restriction of η to Xn
has a decomposition
η = η0 + η1
where η0 is the restriction of a logarithmic form and η1 is an exact form in
Ωd(Xn)
1.
Proof: Applying the convergent partial fractions decomposition of Prop. 7, write
η on Xn+1 as
η|Xn+1 =
∑
g
c(g, 0)(g∗ξ|Xn+1) +
∑
g
∑
µ6=0
c(g, µ)(g∗(Ξµξ)|Xn+1) .
Let η0 be the first of these sums, and η1 the second. Clearly η0 is logarithmic
and η1, by Cor. 6.3, belongs to Ω
d(Xn+1)
1. Thus we need only show that η1 is
exact on Xn. However, one sees easily that the series for η1 may be integrated
term-by-term to obtain a rigid (d− 1)-form θ on Xn with dθ = η1 (compare the
proof of Lemma 2).
As a last preparation we need the following result on logarithmic forms.
Proposition 9:
For any n > 0 we have:
i. There is a compact open set Vn ⊂ U such that
u∗ξ ∈ Ω
d(Xn)
1 ∩ d(Ωd−1(Xn))
for all u ∈ U\Vn;
ii. there is a finite set u(1), . . . , u(k) of elements of U and a disjoint covering
of Vn by sets {D(u
(ℓ), r)}kℓ=1 such that
v∗ξ ≡ u
(ℓ)
∗ ξ (mod Ω
d(Xn)
1 ∩ d(Ωd−1(Xn)))
if v ∈ D(u(ℓ), r);
iii. the image of
Ωd(X )→ Ωd(Xn)/(Ω
d(Xn)
1 ∩ d(Ωd−1(Xn)))
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and the space Ωd(Xn)/Ω
d(Xn)
1 both are finite dimensional; more precisely,
the classes of the forms u
(1)
∗ ξ, . . . , u
(k)
∗ ξ span both spaces.
Proof: i. In homogeneous coordinates, we write
u∗ξ =
Θ
ℓ0 · · · ℓd
where ℓj =
∑d
i=j uijΞi and the uij are the matrix entries of the lower triangular
unipotent matrix u. Let
Vn := {u ∈ U : ω(ulk) ≥ −(n+ 1)d for all d ≥ l ≥ k ≥ 0}.
We claim Vn has the desired property. Suppose that u 6∈ Vn, so that, for some
pair d ≥ l > k ≥ 0 we have ω(ulk) < −(n+1)d. Focus attention for the moment
on the linear form ℓk. Since ukk = 1, we may split the set of row indices k, . . . , d
into two nonempty sets A and B such that
inf l∈A ω(ulk) > supl∈B ω(ulk) + n+ 1.
We point out two facts for later use. First, the index k automatically belongs to
the set A, and so ℓBk is a linear combination of the Ξi with i > k. Second, and
for the same reason, the set of linear forms {ℓj}j 6=k ∪ {ℓ
A
k } is a triangular basis
for the full space of K-linear forms in the Ξi. Continuing with the main line of
argument, write
ℓk = ℓ
A
k + ℓ
B
k = (
∑
l∈A
ulkΞl) + (
∑
l∈B
ulkΞl).
Then
1
ℓk
=
1
ℓBk
(
1
1 + (ℓAk /ℓ
B
k )
)
.
The linear forms π− infl∈A ω(ulk)ℓAk and π
− infl∈B ω(ulk)ℓBk are unimodular. From
this, we obtain the following estimate on Xn:
(1)
ω(ℓAk /ℓ
B
k ) ≥ inf l∈A ω(ulk)− inf l∈B ω(ulk)− n
≥ inf l∈A ω(ulk)− supl∈B ω(ulk)− n
> 1 .
At this point, it will be convenient to change from homogeneous to inhomoge-
neous coordinates. Let
ℓj := ℓj/Ξd =
d−1∑
i=0
uijΞβi + udj ,
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and similarly let ℓ
A
k := ℓ
A
k /Ξd and ℓ
B
k := ℓ
B
k /Ξd. Then we may expand the form
u∗ξ as a convergent series on Xn:
(2) u∗ξ =
∞∑
m=0
cmFmdΞβ0 ∧ · · · ∧ dΞβd−1
where the coefficients cm ∈ ZZ,
Fm =
(ℓ
A
k )
m
ℓ0 · · · (ℓ
B
k )
m+1 · · · ℓd−1
and ℓ
B
k has taken the place of ℓk in the denominators of these forms (observe
that Θ = (−1)dΞd+1d dΞβ0 ∧ · · · ∧ dΞβd−1). Our estimate (1) tells us that there
is a constant C so that the functions Fm satisfy inf
q∈Xn
ω(Fm(q)) ≥ m− C in the
sup norm on Xn.
To finish the proof, we will show that the expansion (2) may be integrated term
by term on Xn. This shows that u∗ξ is exact on Xn. In addition, since it proves
that each algebraic form in the expansion (2) is exact, we see from Lemma 2
that these forms belong to Ωdalg(Xn)
1 and so u∗ξ belongs to Ω
d(Xn)
1 as well.
As we remarked earlier, the forms ℓ0, . . . , ℓ
A
k , . . . , ℓd are a triangular basis for the
space of all linear forms. Therefore, we may choose v ∈ U so that v∗Ξj = ℓj for
all 0 ≤ j ≤ d except for j = k, and v∗Ξk = ℓ
A
k . Let f := v
−1
∗ (ℓ
B
k /Ξd). The form
f does not involve Ξβk . Then we compute
Fm = v∗
(
Ξmβk
Ξβ0 · · ·Ξβk−1f
m+1Ξβk+1 · · ·Ξβd−1
)
.
Using this and the estimate for the Fm, we see that
θ =
(
∞∑
m=0
cm
m+ 1
Fm
)
v∗((−1)
kΞβkdΞβ0 ∧ · · · ∧ d̂Ξβk ∧ · · · ∧ dΞβd−1)
is a convergent expansion for a rigid (d− 1)-form θ on Xn, and that dθ = u∗ξ.
ii. In the notation of Prop. 3.1, let u(1), . . . , u(k) be finitely many elements of U
so that the open sets {D(u(ℓ), r)}kℓ=1 form a disjoint covering of Vn and so that,
for each ℓ = 1, . . . , k,
(3) ω(vji − u
(ℓ)
ji ) > 2(n+ 1) for all v ∈ D(u
(ℓ), r) and all 0 ≤ i < j ≤ d.
Then, for v ∈ D(u(ℓ), r), we have the uniformly convergent expansion (*) on Xn
from the proof of Prop. 3.1, where, to simplify the notation, we write u = u(ℓ):
v∗ξ = k(vwd+1, ·)dΞβ0 ∧ · · · ∧ dΞβd−1
62
with
k(vwd+1, q) =
∑
m
cmhm · (v − u)
m ,
hm =
Ξµ(m)(q)
f0(u, q)s0(m) · . . . · fd−1(u, q)sd−1(m)
,
and cm ∈ ZZ. In this expansion, the term with m = (0, . . . , 0) is u∗ξ = u
(ℓ)
∗ ξ.
Also, comparing the estimate in (3) with those used in Prop. 3.1, we see that
we have
inf
q∈Xn
ω(hm(q) · (v − u)
m) ≥ (
∑
0≤i<j≤d
mji)− nd.
We claim that, except for the term with m = (0, . . . , 0), this series may be
integrated term by term to yield a convergent (d− 1)-form on Xn. This means
that (v∗ξ − u∗ξ)|Xn is an exact form, and further that (just as in the proof of
the first assertion) each term in the expansion of v∗ξ−u∗ξ is an exact algebraic
form, so that v∗ξ − u∗ξ belongs to Ω
d(Xn)
1. In other words,
v∗ξ ≡ u
(ℓ)
∗ ξ (mod Ω
d(Xn)
1 ∩ d(Ωd−1(Xn))).
To prove our claim, let Sj be the set of m such that si(m) = 1 for i = 0, . . . , j−1
but sj(m) > 1. Let
Fj :=
∑
m∈Sj
hm · (v − u)
m
and
ηj := FjdΞβ0 ∧ · · · ∧ dΞβd−1 .
Because
v∗ξ = η0 + . . .+ ηd−1 + u
(ℓ)
∗ ξ ,
it suffices to integrate each ηj term by term. Notice that if m ∈ Sj , then Ξµ(m)
does not involve any of Ξβi for i = 0, . . . , j. We may choose a matrix g ∈ U so
that g∗Ξβi = fi(u, ·) for i = 0, . . . , j and g∗Ξβi = Ξβi for i = j + 1, . . . , d − 1.
Now set
Gj :=
∑
m∈Sj
cm
1− sj(m)
hm(v − u)
m .
The estimate on the sup norm for hm implies that this is the convergent expan-
sion of a rigid function on Xn. Therefore
θj := (−1)
jGjg∗(ΞβjdΞβ0 ∧ · · · ∧ d̂Ξβj ∧ · · · ∧ dΞβd−1)
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is a rigid (d − 1)-form on Xn. Furthermore, a simple computation shows that
dθj = ηj . Indeed, a typical term in the series for θj is
(4)
cm
1− sj(m)
hm(v − u)
mg∗((−1)
jΞβjdΞβ0 ∧ · · · ∧ d̂Ξβj ∧ · · · ∧ dΞβd−1) .
Let
Hm :=
 Ξµ(m)
Ξβ0 · · ·Ξβj−1Ξ
sj(m)
βj
fj+1(u, ·)sj+1(m) · · ·fd−1(u, ·)sd−1(m)
 ,
so that hm = g∗Hm. Then the term in (4) is
(−1)j
cm
1− sj(m)
(v − u)mg∗(HmΞβjdΞβ0 ∧ · · · ∧ d̂Ξβj ∧ · · · ∧ dΞβd−1) .
We leave it as an exercise to verify that applying d to this expression one obtains
the term
cmhm(v − u)
mdΞβ0 ∧ · · · ∧ dΞβd−1 .
iii. By Cor. 8 and [ST] Cor. 40, a form η ∈ Ωd(X ), restricted to Xn, may be
written
(η|Xn) = η0 + η1
where
η1 ∈ Ω
d(Xn)
1 ∩ d(Ωd−1(Xn))
and η0 is (the restriction of) a finite sum of logarithmic forms u∗ξ. Thus the
image of
Ωd(X )→ Ωd(Xn)/(Ω
d(Xn)
1 ∩ d(Ωd−1(Xn)))
is spanned by logarithmic forms u∗ξ. Similarly, from Prop. 3.3 we know that
the logarithmic forms u∗ξ generate Ω
d(X ) as a topological vector space. Since
the image of Ωd(X ) in Ωd(Xn) under restriction is dense the same forms u∗ξ
generate the quotient Ωd(Xn)/Ω
d(Xn)
1 as a Banach space. In both cases we
hence may conclude that, using the first assertion, the u∗ξ for u ∈ Vn and then,
using the second assertion, even the u
(1)
∗ ξ, . . . , u
(k)
∗ ξ span the two vector spaces
in question.
Proof of Theorem 1:
We show that each η in the third space also lies in the intersection of the first
two spaces. By Lemma 3, it suffices to show that the restriction of η to Xn
belongs to En := Ω
d(Xn)
1 ∩ d(Ωd−1(Xn))) for all n > 0. We fix an n and choose
a finite set u(1), . . . , u(k) of elements of Vn as in Prop. 9. We also choose m ≥ n
so that the image of Xm in the building contains the chambers u
(ℓ)(C, 0).
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Apply Cor. 8 to write η|Xm = η0 + η1 on Xm, with η0 logarithmic and η1 ∈
Em ⊂ En. Our hypothesis on m implies that the linear form Resu(ℓ)(C,0) is
continuous on Ωd(Xm), and since η1 is exact on Xm we must have
Resu(ℓ)(C,0)(η1) = 0 for ℓ = 0, . . . , k.
Since all residues of η are zero, we conclude that
Resu(ℓ)(C,0)(η0) = 0 for ℓ = 0, . . . , k.
We now need to show that, under our residue hypothesis, the restriction to Xn
of the logarithmic form η0 belongs to En. Since η0 is a logarithmic form, we
may write it as a sum of forms u∗ξ with u ∈ U ([ST] Cor. 40), and for our
purposes we may (by Prop. 9.i) assume that all u ∈ Vn. Thus, for each ℓ, we
have finitely many distinct vℓj ∈ Vn and constants cℓj so that
η0 =
k∑
ℓ=1
sℓ∑
j=0
cℓj((vℓj)∗ξ)
where, for j = 0, . . . , sℓ, we have vℓj ∈ D(u
(ℓ), r). By the proofs of Facts A and
B of [ST], page 430-431, we see that
Resu(ℓ)(C,0)(η0) =
sℓ∑
j=0
Resu(ℓ)(C,0)cℓj((vℓj)∗ξ)
=
sℓ∑
j=0
cℓj
= 0.
It then follows from Prop. 9.ii that
η0|Xn ≡
k∑
ℓ=1
sℓ∑
j=0
cℓju
(ℓ)
∗ ξ (mod En)
≡ 0 (mod En)
as claimed.
From section 3, in particular Lemma 3.5, we have the injective G-equivariant
map
Io : Ω
d(X )′ →֒ Co(U,K) ∼= C(G/P,K)/Cinv(G/P,K)
λ 7−→ [u 7→ λ(u∗ξ)] .
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Let C∞(G/P,K) ⊆ C(G/P,K) denote the subspace of all locally constant func-
tions and put C∞inv(G/P,K) := C
∞(G/P,K) ∩ Cinv(G/P,K) and C
∞
o (U,K) :=
C∞(U,K) ∩ Co(U,K). The quotient
St := C∞(G/P,K)/C∞inv(G/P,K)
is an irreducible smooth G-representation known as the Steinberg representation
of the group G. The above isomorphism for the target of Io restricts to an
isomorphism
C∞o (U,K)
∼= St .
Proposition 10:
If λ ∈ Ωd(X )′ vanishes on exact forms then the function Io(λ) on U is locally
constant with compact support.
Proof: Such a linear form λ extends continuously to Ωd(Xn) for some n. Since,
by Thm. 1, it vanishes on Ωd(X )1, it vanishes on Ωd(Xn)
1. Then from Prop.
9.i it vanishes on u∗ξ outside of Vn, and therefore the function in question is
compactly supported. Prop. 9.ii shows that there is a finite disjoint covering of
Vn by sets D(u
(ℓ), r) such that λ(v∗ξ) = λ(u
(ℓ)
∗ ξ) for v ∈ D(u(ℓ), r). Therefore
the function in question is locally constant.
It follows that Io induces an injective G-equivariant map
[Ωd(X ) /
exact
forms
]′ →֒ C∞o (U,K)
∼= St .
Since Res(C,0)ξ is nonzero the left hand side contains a nonzero vector. But the
right hand side is algebraically irreducible as a G-representation. Hence we see
that this map must be bijective.
¿From our Theorem 1 and from the nonarchimedean version of [Kom] Thm. 3
we have the identifications of locally convex vector spaces
Ωd(X ) /
exact
forms
= Ωd(X )/Ωd(X )1 = lim
←−
n
Ωd(Xn)/Ω
d(Xn)
1 .
On the other hand, Prop. 9 says that, for any n > 0, the space Ωd(Xn)/Ω
d(Xn)
1
is finite dimensional. We conclude that Ωd(X ) / exactforms , resp. its dual space, is a
projective, resp. injective, limit of finite dimensional Hausdorff spaces. In partic-
ular the topology on [Ωd(X ) / exactforms ]
′ is the finest locally convex topology. In this
way we have computed the top step of our filtration as a topological vector space.
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Theorem 11:
The G-equivariant map
[Ωd(X ) / exact
forms
]′
∼=
−→ St
λ 7−→ [u 7→ λ(u∗ξ)]
is an isomorphism; morover, the topology of the strong dual on the left hand side
is the finest locally convex topology.
8. The partial boundary value maps
In this section we will introduce and study, for any 0 ≤ j ≤ d, a “partial
boundary value map” I [j] from [Ωd(X )j/Ωd(X )j+1]′ into a space of functions on
G. Recall that we denoted by pJ , for any subset J ⊆ {0, . . . , d}, the parabolic
subalgebra in g of all matrices which have a zero entry in position (i, j) for i ∈ J
and j /∈ J ; moreover nJ ⊆ pJ denoted the unipotent radical. Let PJ ⊆ G be the
parabolic subgroup whose Lie algebra is pJ and let UJ ⊆ PJ be its unipotent
radical. We have the Levi decomposition PJ = UJLJ with LJ := L
′(J)× L(J)
and
L′(J) := all matrices in G with
– a zero entry in position (i, j)
for i 6= j and not both in J, and
– an entry 1 in position (i, i) for i /∈ J
and
L(J) := all matrices in G with
– a zero entry in position (i, j)
for i 6= j and i or j ∈ J, and
– an entry 1 in position (i, i) for i ∈ J .
Clearly, L′(J) ∼= GL#J (K) and L(J) ∼= GLd+1−#J (K). With these new nota-
tions, the subgroup U(J) from section 6 is the subgroup U(J) = U ∩ L(J) of
lower triangular unipotent matrices in L(J), and lJ , l
′(J), and l(J) are the Lie
algebras of LJ , L
′(J), and L(J) respectively. In the following we are mostly
interested in the subsets j := {0, . . . , j − 1} for 0 ≤ j ≤ d. Let
Vj := closed subspace of Ω
d(X )j/Ωd(X )j+1 spanned by
the forms g∗(Ξµξ) for µ ∈ B(j) and g ∈ L(j)
viewed as a locally convex vector space with respect to the subspace topology.
Lemma 1:
i. The subgroup Pj preserves Vj;
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ii. UjL
′(j) acts through the determinant character on Vj.
Proof: Only the second assertion requires a proof. We have Ξµξ = Ξµ−βdΞβ0 ∧
. . .∧ dΞβd−1 . For µ ∈ B(j) the product Ξµ−β does not contain any Ξi for i ∈ j.
On the other hand the elements h ∈ UjL
′(j) have columns i for i /∈ j consisting
of zeroes except the entry 1 in position (i, i). It follows that h∗Ξµ−β = Ξµ−β for
those h and µ. And on dΞβ0 ∧ . . .∧dΞβd−1 such an h acts through multiplication
by det(h) (see the last formula on p. 416 in [ST]). Since U(j) normalizes UjL
′(j)
we more generally obtain
h∗(u∗(Ξµξ)) = det(h) · u∗(Ξµξ) for h ∈ UjL
′(j), u ∈ U(j), and µ ∈ B(j) .
In order to compute the space Vj we use the rigid analytic morphism
prj : X −→ X
d+1−j
q = [q0 : . . . : qd] 7−→ [qj : . . . : qd] ;
here X d+1−j denotes the p-adic symmetric space of the group GLd+1−j(K).
This morphism is Pj-equivariant if Pj acts on X , resp. on X
d+1−j , through the
inclusion Pj ⊆ G, resp. the projection Pj →→ L(j) ∼= GLd+1−j(K). In section 4
we introduced the irreducible pj-submodule Mj of bj/b
>
j . For general reasons,
it integrates to a rational representation of Pj . We will work with the following
explicit model for this representation. Consider an element g = (grs) ∈ L(j).
The adjoint action of g−1 on any Liℓ ∈ n
+
j , i.e., with 0 ≤ i < j ≤ ℓ ≤ d, is given
by
ad(g−1)Liℓ = gℓjLij + . . .+ gℓdLid .
We may deduce from this that the adjoint action of L(j) on U(g) preserves Moj
as well as Moj ∩ b
>
j = U(n
+
j ) ∩ b. Indeed, the sorting relations LikLi′ℓ − LiℓLi′k
generate U(n+j )∩b
>
j = U(n
+
j )∩b according to Prop. 4.6, and the image of such
a relation ad(g−1)(LikLi′ℓ−LiℓLi′k) is a linear combination of sorting relations
of the same type involving only i and i′ as first indices. It follows that
g(z+ b>j ) := ad(g)(z) + b
>
j for z ∈M
o
j
is a well defined action of the group L(j) on the space Mj . We extend this to
a rational representation of Pj by letting UjL
′(j) act through the determinant
character. The corresponding derived action of the Lie algebra pj on Mj is
trivial on nj , is through the trace character on l
′(j), and on l(j) is induced
by the adjoint action. But in Lemma 4.7 we have seen that this latter action
coincides with the left multiplication action.
68
We now consider the continuous linear map
Aj : Ω
d−j(X d+1−j)⊗
K
Mj −→ Ω
d(X )/Ωd(X )j+1
η ⊗ (Lµ + b
>
j ) 7−→ Lµ
dΞβ0
Ξβ0
∧ . . . ∧
dΞβj−1
Ξβj−1
∧ pr∗j (η)
 .
According to Lemma 1.3 the Pj-action on both sides (diagonally on the left side)
is continuous. In the following we will use the abbreviations
ξd−j :=
dΞβj
Ξβj
∧ . . . ∧
dΞβd−1
Ξβd−1
as a (d− j)-form on X d+1−j
and
ξ(j) :=
dΞβ0
Ξβ0
∧ . . . ∧
dΞβj−1
Ξβj−1
as a j-form on X .
For g ∈ G we have
g∗ξ = det(g) ·
 d∏
i=0
Ξi
g∗Ξi
 · ξ .
For g ∈ L(j) there is a corresponding formula for g∗ξd−j and the two together
imply
g∗ξ = ξ
(j) ∧ pr∗j (g∗ξd−j) .
By Prop. 3.3 the u∗ξd−j for u ∈ U(j) generate a dense subspace in
Ωd−j(X d+1−j). After we establish various properties of the map Aj, this fact
will allow us to assume that η = u∗ξd−j for some u ∈ U(j). First of all we
note that the definition of Aj is independent of the particular representative
Lµ for the coset Lµ + b
>
j as long as this representative is chosen in M
o
j : For
z ∈Moj ∩b
>
j = U(n
+
j )∩b and u ∈ U(j) we have ad(u
−1)(z) ∈ b and consequently
z(ξ(j) ∧ pr∗j (u∗ξd−j)) = z(u∗ξ) = u∗([ad(u
−1)(z)]ξ) = 0 .
Next we compute
Aj(g∗h∗ξd−j ⊗ ad(g)(Lµ)) = [ad(g)(Lµ)](ξ
(j) ∧ pr∗j (g∗h∗ξd−j))
= [ad(g)(Lµ)](g∗h∗ξ)
= g∗(Lµ(h∗ξ))
= g∗(Lµ(ξ
(j) ∧ pr∗j (h∗ξd−j)))
= g∗(Aj(h∗ξd−j ⊗ Lµ))
for g, h ∈ L(j). This shows that the map Aj is L(j)-equivariant. As special
cases of the above identity we have
Aj(g∗ξd−j ⊗ Lµ) = g∗([ad(g
−1)(Lµ)]ξ)
69
and
Aj(g∗ξd−j ⊗ ad(g)(Lµ)) = g∗(Lµξ) = −g∗(Ξµξ)
for g ∈ L(j) and µ ∈ B(j). The former, together with the fact that Moj · ξ ⊆∑
µ∈B(j)
K ·Ξµξ, shows that the image of Aj is contained in Vj . The latter shows
that this image is dense in Vj . By Lemma 1.ii, the group UjL
′(j) acts on the
domain of Aj , as well as on Vj , through the determinant character. Hence Aj
in fact is Pj-equivariant.
By Thm. 7.1 the exact (d − j)-forms on X d+1−j coincide with the subspace
Ωd−j(X d+1−j)1. According to Cor. 6.3, this latter space is topologically gener-
ated, as an L(j)-representation, by the forms Ξνξd−j for the weights 0 6= ν =
d∑
k=j
nkεk ∈ X
∗(T ). We have Aj(Ξνξd−j ⊗ Lµ) = Lµ(Ξνξ). Let µ = ε0 + . . .+
εj−1 −
d∑
k=j
mkεk with mk ≥ 0. By an iteration of the formula (+) in section 4
one has
Lµ(Ξνξ) = c(µ) · (
d∏
k=j
mk∏
m=1
(nk −m)) · Ξµ+νξ
for some constant c(µ) ∈ K×. There are two cases to distinguish. If nk ≤ mk
for all j ≤ k ≤ d then we choose a j ≤ ℓ ≤ d such that nℓ ≥ 1 and see that
the product on the right hand side of the above identity contains the factor 0.
Hence Lµ(Ξνξ) = 0 in this case. Otherwise there is some j ≤ ℓ ≤ d such that
mℓ < nℓ. Then J(µ + ν) ⊇ {0, . . . , j − 1, ℓ} so that, by Cor. 6.3, Ξµ+νξ and
hence Lµ(Ξνξ) lies in Ω
d(X )j+1. This shows that
(
exact
forms
)
⊗Mj lies in the
kernel of Aj.
Remark 2:
Vj is topologically generated by the forms u∗(Ξµξ) for u ∈ U(j) and µ ∈ B(j).
Proof: We in fact will show that in Ωd(X ) any form g∗(Ξµξ) with g ∈ L(j) and
µ ∈ B(j) is a (finite) linear combination of forms u∗(Ξνξ) with u ∈ U(j) and
ν ∈ B(j). First of all we have
g∗(Ξµξ) = −g∗(Lµξ) = −[ad(g)(Lµ)](g∗ξ) .
¿From the discussion after Lemma 3.5 we know that g∗ξd−j is an alternating sum
of forms u∗ξd−j with u ∈ U(j). Using the identity g∗ξ = ξ
(j)∧pr∗j (g∗ξd−j) again
we see that g∗ξ is an alternating sum of forms u∗ξ with u ∈ U(j). Inserting this
into the above equation we are reduced to treating a form [ad(g)(Lµ)](u∗ξ) =
u∗([ad(u
−1g)(Lµ)]ξ). But ad(u
−1g)(Lµ) lies in
∑
ν∈B(j)
K · Lν + b.
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Proposition 3:
The linear map Aj induces a Pj-equivariant topological isomorphism
[Ωd−j(X d+1−j)/
exact
forms
]⊗
K
Mj
∼=
−→ Vj .
Proof: So far we know that Aj induces a continuous Pj-equivariant map with
dense image between the two sides in the assertion. For simplicity we denote
this latter map again by Aj . Both sides are Fre´chet spaces (the left hand side as
a consequence of Thm. 7.1). We claim that it suffices to show that the dual map
A′j is surjective. We only sketch the argument since it is a straightforward nonar-
chimedean analog of [B-TVS] IV.28, Prop. 3. Let us assume A′j to be surjective
for the moment being. The Hahn-Banach theorem ([Tie] Thm. 3.6) then im-
mediately implies that Aj is injective. Actually A
′
j : V
′
j = im(Aj)
′
∼=
−→ V ′
then is a linear bijection where we abbreviate by V the space on the left
hand side of the assertion. This means that A′j induces a topological iso-
morphism im(Aj)
′
s −→ V
′
s between the weak dual spaces. Since the Mackey
topology ([Tie] p. 282) is defined in terms of the weak dual it follows that
A!j : V −→ im(Aj) is a homeomorphism for the Mackey topologies. But on
metrizable spaces the Mackey topology coincides with the initial topology ([Tie]
Thm. 4.22). Therefore Aj : V
∼=
−→ im(Aj) is a topological isomorphism for the
initial topologies. With V also im(Aj) then is complete. Because of the density
we have to have im(Aj) = Vj .
Before we establish the surjectivity of A′j we interrupt the present proof in order
to discuss the strong dual of the left hand side in our assertion.
Let
Std+1−j := C
∞(L(j)/L(j) ∩ P,K)/C∞inv(L(j)/L(j) ∩ P,K)
denote the Steinberg representation of the group L(j) equipped with the finest
locally convex topology (in particular, St1 is the trivial character of the group
K×). Recall that identifying U(j) with the big cell in L(j)/L(j)∩P induces an
isomorphism Std+1−j ∼= C
∞
o (U(j), K). We know from Thm. 7.11 that
[Ωd−j(X d+1−j)/
exact
forms
]′
∼=
−→ C∞o (U(j), K)
∼= Std+1−j
λ 7−→ [u 7→ λ(u∗ξd−j)]
is a L(j)-equivariant topological isomorphism. In particular, the strong dual of
the left hand side in Prop. 3 carries the finest locally convex topology and may
be identified with the space HomK(Mj, Std+1−j) of all K-linear maps from Mj
into Std+1−j . With this identification, the map A
′
j becomes the map
I
[j]
o : V ′j −→ HomK(Mj, Std+1−j)
λ 7−→ {Lµ 7→ [u 7→ λ(Lµ(u∗ξ))]}
71
and ist surjectivity will be proved in the course of the proof of Prop. 4 below.
Recall that Mj is isomorphic to the contragredient of the j-th symmetric power
Symj(Kd+1−j) of the standard representation of L(j) ∼= GLd+1−j(K) on
Kd+1−j .
Proposition 4:
i. Vj is a reflexive Fre´chet space;
ii. the linear map
I
[j]
o : V ′j
∼=
−→ HomK(Mj , Std+1−j)
λ 7−→ {Lµ 7−→ [u 7→ λ(Lµ(u∗ξ))]}
is a Pj-equivariant isomorphism;
iii. the topology of V ′j is the finest locally convex one;
iv. V ′j
∼= Std+1−j ⊗
K
Symj(Kd+1−j) (with UjL
′(j) acting on the right hand side
through the inverse of the determinant character);
v. Vj ∼= HomK(Std+1−j ,Mj) (with the weak topology on the right hand side).
Proof: The first assertion follows by the same argument as for Prop. 6.5. The
only other point to establish is the surjectivity of I
[j]
o . This then settles Prop. 3
which in turn implies the rest of the present assertions by dualizing.
Let ϕ ∈ C∞o (U(j), K)
∼= Std+1−j denote the characteristic function of the com-
pact open subgroup U(j) ∩ B in U(j). Since Std+1−j is an irreducible (in the
algebraic sense) L(j)-representation it is generated by ϕ as a L(j)-representation.
Hence the finitely many linear maps
Eµ :Mj −→ Std+1−j
Lν 7−→
{
ϕ if ν = µ,
0 otherwise
for µ ∈ B(j) generate HomK(Mj , Std+1−j) as a L(j)-representation. For the
surjectivity of I
[j]
o it therefore suffices, by L(j)-equivariance, to find a preimage
for each Eµ. At the beginning of section 5, we introduced the continuous linear
forms
η 7−→ Res(C,0)Ξ−µη
on Ωd(X ) for any µ ∈ X∗(T ). In terms of the pairing 〈 , 〉 defined before Prop.
5.3 this linear form is given as
η 7−→ 〈η|Uo, fµ|B〉 .
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We now fix a µ ∈ B(j). Since fµ|B has weight −µ we have (Lν(fµ|B))(1) = 0
for all ν 6= µ (compare the proof of Prop. 5.2); in particular (z(fµ|B))(1) = 0
for any z ∈ bj+1. Taylor’s formula then implies that
fµ|B ∈ O(B)
bj+1=0 .
By Lemma 6.4, the above linear form vanishes on Ωd(X )j+1 and consequently
induces a continuous linear form λµ on Vj . We compute
I [j]o (λµ)(Lν)(u) = Res(C,0)Ξ−µ · Lν(u∗ξ) = Resu−1(C,0)θ
with
θ := (u−1Ξ−µ) · (ad(u
−1)(Lν))(ξ) .
Since, by Thm. 7.1, forms in Ωd(X )1 have no residues it suffices to determine θ
modulo Ωd(X )1. The subspace M∗j :=
∑
µ∈B(j)
K ·Ξ−µ of O(X ) is L(j)-invariant.
In fact, one easily computes that, for g = (grs) ∈ L(j) and 0 ≤ i < j ≤ ℓ ≤ d,
one has
g∗Ξ−(εi−εℓ) = gjℓΞ−(εi−εj) + . . .+ gdℓΞ−(εi−εd) .
This formula and our previous formula for ad(g−1)Liℓ together show that the
pairing
Mj ×M
∗
j −→ K
(Lµ + b
>
j ,Ξ−ν) 7−→
{
1 if µ = ν ,
0 otherwise
is L(j)-equivariant. It therefore exhibits M∗j as the L(j)-representation dual
to Mj . The point of this pairing is that, by Cor. 6.3, we have Ξ−µ · (Lνξ) =
−Ξν−µξ ∈ Ω
d(X )1 for µ 6= ν. Applying this together with the equivariance to
the above form θ we obtain that
θ ∈
{
−ξ + Ωd(X )1 if µ = ν ,
Ωd(X )1 if µ 6= ν
and consequently that
I [j]o (λµ)(Lν)(u) =
{
−Resu−1(C,0)ξ if µ = ν ,
0 if µ 6= ν .
By [St] Lemma 23 the form ξ has residues only on the standard apartment and
those are equal to ±1. The chamber u−1C lies in the standard apartment if and
only if u fixes C. It follows that I
[j]
o (λµ)(Lµ) is supported on U(j)∩B where it
is a constant function with value ±1. All in all we see that
I [j]o (λµ) = ±Eµ
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(the sign depending on the parity of d).
The natural Pj-equivariant linear map
[Ωd(X )j/Ωd(X )j+1]′ −→ V ′j
is surjective (by Hahn-Banach) and is strict (by the same argument as for Prop.
6.7). Moreover both sides are inductive limits of sequences of Banach spaces (see
the proof of Prop. 6.5) and are locally analytic Pj-representations in the sense of
Cor. 6.8. Therefore the assumptions of the Frobenius reciprocity theorem 4.2.6
in [Fea] are satisfied and we obtain the G-equivariant continuous linear map
I [j] : [Ωd(X )j/Ωd(X )j+1]′ −→ Can(G,Pj;V
′
j )
λ 7−→ [g 7→ (g−1λ)|Vj] .
Here Can(G,Pj ;V
′
j ) – the “induced representation in the locally analytic sense”
– denotes the vector space of all locally analytic maps f : G −→ V ′j such that
f(gh) = h−1(f(g)) for any g ∈ G and h ∈ Pj on which G acts by left transla-
tions. Its natural locally convex topology is constructed in [Fea] 4.1.3 (to avoid
confusion we should point out that [Fea] uses a more restrictive notion of a V -
valued locally analytic map but which coincides with the notion from Bourbaki
provided V is quasi-complete – see loc.cit. 2.1.4 and 2.1.7).
Lemma 5:
I [j] is injective.
Proof: It is an immediate consequence of Cor. 6.3 that
∑
g∈G
g(Vj) is dense in
Ωd(X )j/Ωd(X )j+1.
In order to describe the image of I [j] we first need to understand in which sense
we can impose left invariant differential equations on vectors in an induced
representation. For any Hausdorff locally convex K-vector space V the right
translation action of G on Can(G, V ) := Can(G, {1};V ) is differentiable and
induces an action of U(g) by left invariant and continuous operators ([Fea] 3.3.4).
For V := V ′j
∼= HomK(Mj, Std+1−j) we therefore may consider the K-bilinear
map
〈 , 〉 : (U(g)⊗
K
Mj)× C
an(G,HomK(Mj, Std+1−j)) −→ C
an(G, Std+1−j)
(z⊗m, f) 7−→ [g 7→ (zf)(g)(m)] .
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Note that, for a fixed Z ∈ U(g)⊗
K
Mj , the “differential operator”
〈Z, 〉 : Can(G,HomK(Mj, Std+1−j)) −→ C
an(G, Std+1−j)
is continuous and G-equivariant (for the left translation actions). The action
of Pj on HomK(Mj, Std+1−j) = M
′
j ⊗
K
Std+1−j is differentiable and the derived
action of pj is given by
(1) (xE)(m) = −E(xm)
for x ∈ pj , E ∈ HomK(Mj, Std+1−j), and m ∈ Mj. This is immediate from the
fact that any vector in Std+1−j is fixed by an open subgroup of Pj so that the
derived action of pj on Std+1−j is trivial.
Now recall that the induced representation Can(G,Pj; HomK(Mj, Std+1−j)) is
the closed subspace of Can(G,HomK(Mj , Std+1−j)) of all those maps f which
satisfy f(gh) = h−1(f(g)) for g ∈ G and h ∈ Pj . For such an f we therefore
have
(xf)(g) = ddtf(g exp(tx))
∣∣t=0
= ddt exp(tx)
−1(f(g))∣∣t=0
= −x(f(g))
for x ∈ pj and slightly more generally
(2)
(z(xf))(g) = d
dt
(xf)(g exp(tz))∣∣t=0
= − d
dt
x(f(g exp(tz)))∣∣t=0
= −x( ddtf(g exp(tz))
∣∣t=0)
= −x((zf)(g))
for x ∈ pj and z ∈ g; the third equality is a consequence of the continuity of the
operator x. Combining (1) and (2) we obtain
(z(xf))(g)(m) = (−x((zf)(g)))(m) = ((zf)(g))(xm)
or equivalently
〈zx⊗m, f〉 = 〈z⊗ xm, f〉
for f ∈ Can(G,Pj; HomK(Mj, Std+1−j)), m ∈ Mj, x ∈ pj , and z ∈ g. This
means that the above pairing restricts to a pairing
〈 , 〉 : (U(g) ⊗
U(pj)
Mj)× C
an(G,Pj ; HomK(Mj , Std+1−j)) −→ C
an(G, Std+1−j)
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and enables us to consider, for any subset d ⊆ U(g) ⊗
U(pj)
Mj , the G-invariant
closed subspace
Can(G,Pj; HomK(Mj, Std+1−j))
d=0 :=
{f ∈ Can(G,Pj; HomK(Mj, Std+1−j)) : 〈Z, f〉 = 0 for any Z ∈ d} .
The relevant subset for our purposes is the kernel
dj = ker(U(g) ⊗
U(pj)
Mj −→ bj/b
>
j )
of the natural surjection sending z ⊗m to zm. By the Poincare´-Birkhoff-Witt
theorem the inclusion U(n+j ) ⊆ U(g) induces an isomorphism U(nj)
+⊗
K
Mj
∼=
−→
U(g) ⊗
U(pj)
Mj . We mostly will view dj as a subspace of U(n
+
j )⊗
K
Mj .
Theorem 6:
The map I [j] (together with I
[j]
o ) induces a G-equivariant topological isomorphism
I [j] : [Ωd(X )j/Ωd(X )j+1]′
∼=
−→ Can(G,Pj ; HomK(Mj , Std+1−j))
dj=0
λ 7−→ [g 7→ I
[j]
o ((g−1λ)|Vj)] .
Proof: We start by showing that the image of I [j] satisfies the relations dj = 0.
Let Z =
∑
µ∈B(j)
z(µ)⊗Lµ ∈ dj ⊆ U(n
+
j )⊗
K
Mj; then z =
∑
µ
z(µ)Lµ ∈ U(n
+
j )∩b
>
j =
U(n+j ) ∩ b (Prop. 4.6.iii). Note that
[I [j](λ)(g)](Lµ)(u) = (g
−1λ)(Lµ(u∗ξ)) = λ(g∗(Lµ(u∗ξ)))
for g ∈ G, µ ∈ B(j), and u ∈ U(j). We compute
〈Z, I [j](λ)〉(g)(u) =
∑
µ[(z(µ)(I
[j](λ)))(g)](Lµ)(u)
=
∑
µ λ(g∗(z(µ)Lµ(u∗ξ)))
= λ(g∗(z(u∗ξ)))
= λ(g∗u∗((ad(u
−1)(z))ξ))
which is zero because U(n+j )∩ b is ad(U(j))-invariant as we have seen earlier in
this section.
We know already that I [j] is continuous, G-equivariant, and injective. Next we
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establish surjectivity. Let f be a map in the right hand side of the assertion. By
a series of simplifications we will show that it suffices to consider an f of a very
particular form for which we then will exhibit an explicit preimage under I [j].
We show first that we may assume that
– f is supported on BPj and
– f |U+j ∩B is analytic (not merely locally analytic).
By the Iwasawa decomposition we have the finite disjoint open covering
G/Pj =
.⋃
g
gBPj/Pj
where g runs through a set of representatives for the cosets in GLd+1(o)/B. As
before let U+j denote the transpose of Uj . Then U
(0)
j := U
+
j ∩B is the congruence
subgroup of all matrices in U+j whose non-diagonal entries are integral multiples
of π. Consider the higher congruence subgroups U
(n)
j , for n ≥ 0, of all matrices
in U+j whose non-diagonal entries are integral multiples of π
n. These U
(n)
j are
polydisks in an obvious way, and we have U
(n)
j = y
n(U+j ∩B)y
−n where y ∈ G is
the diagonal matrix with entries (π, . . . , π, 1, . . . , 1). The Iwahori decomposition
for B implies that the map
gU
(0)
j
∼
−→ gBPj/Pj
gu 7−→ guPj
is a homeomorphism. Our map f restricted to gU
(0)
j still only is locally analytic.
But we find a sufficiently big n ∈ IIN such that f |ghU
(n)
j is analytic for all g as
above and all h in a system of representatives for the cosets in U
(0)
j /U
(n)
j . If we
put
fg,h := ((gh)
−1f)|U
(n)
j Pj extended by zero
then these maps lie in the right hand side of our assertion and we have
f =
∑
g,h
(gh)fg,h .
The reason for this of course is that
G =
.⋃
g,h
ghU
(n)
j Pj
77
is a disjoint finite open covering. By linearity and G-equivariance of I [j] it there-
fore suffices to find a preimage for each fg,h. This means we may assume that
our map f is supported on U
(n)
j Pj and is analytic on U
(n)
j . Using G-equivariance
again, we may translate f by y−n so that it has the desired properties.
For our next reduction, we will show that we may further assume that
– f is supported on BPj with f |U
+
j ∩ B = ε ⊗ ϕ for some ε ∈ O(U
+
j ∩
B,M ′j)
dj=0 and ϕ ∈ Std+1−j .
If we consider an analytic map on U+j ∩ B with values in the locally con-
vex vector space HomK(Mj, Std+1−j) then the coefficients in its power series
expansion multiplied by appropriate powers of π form a bounded subset of
HomK(Mj, Std+1−j). The topology of that vector space is the finest locally
convex one. Hence any bounded subset and therefore the set of coefficients lies
in a finite dimensional subspace. This means that our f |U+j ∩ B is an element
of O(U+j ∩ B)⊗
K
HomK(Mj , Std+1−j). Moreover, viewing dj as a subspace of
U(n+j )⊗
K
Mj it is clear that with respect to the obvious pairing
〈 , 〉 : (U(n+j )⊗
K
Mj) × (O(U
+
j ∩B)⊗
K
HomK(Mj , Std+1−j))
−→ O(U+j ∩B)⊗
K
Std+1−j
(z⊗m, e⊗ E) 7−→ ze⊗ E(m)
we have 〈dj, f |U
+
j ∩B〉 = 0. We now decompose
f |U+j ∩B =
∑
i
ei ⊗Ei
into a finite sum with ei ∈ O(U
+
j ∩B) and Ei ∈ HomK(Mj, Std+1−j) such that
the images Ei(Mj) are linearly independent 1-dimensional subspaces of Std+1−j .
Then each ei⊗Ei satisfies the relations 〈dj , ei⊗Ei〉 = 0. We define maps fi on
G with values in HomK(Mj , Std+1−j) by setting
fi(uh) := ei(u) · h
−1(Ei) for u ∈ U
+
j ∩B and h ∈ Pj
and extending this by zero to G. Since the map h 7→ h−1(Ei) is locally an-
alytic on Pj it easily follows that fi ∈ C
an(G,Pj ; HomK(Mj , Std+1−j)). By
construction fi is supported on BPj with fi|U
+
j ∩B = ei ⊗Ei. Clearly
f =
∑
i
fi .
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We claim that each fi satisfies the relations dj = 0. This will be a consequence
of the following observation. The group Pj acts diagonally on U(g) ⊗
U(pj)
Mj
via h(z ⊗ m) := ad(h)z ⊗ hm. The point to observe is that the subspace dj
is Pj-invariant. Note first that because U(n
+
j ) ∩ b
>
j ⊆ b (Prop. 4.6. iii) an
element
∑
µ
z(µ) ⊗ Lµ ∈ U(n
+
j )⊗
K
Mj lies in dj if and only if
∑
µ
z(µ)Lµξ = 0. Let
now
∑
µ
z(µ) ⊗ Lµ ∈ dj ⊆ U(n
+
j )⊗
K
Mj and h ∈ Pj . We distinguish two cases. If
h ∈ L(j) then using the ad(L(j))-invariance of U(n+j ) ∩ b we obtain
(
∑
µ
ad(h)(z(µ)) · hLµ)ξ = (ad(h)(
∑
µ
z(µ)Lµ))ξ = 0 .
If h ∈ L′(j)Uj then using Lemma 1.ii we obtain
(
∑
µ ad(h)(z(µ)) · hLµ)ξ = det(h) · h∗(
∑
µ z(µ)h
−1
∗ Lµξ)
= h∗(
∑
µ z(µ)Lµξ) = 0 .
Going back to our maps fi and letting again
∑
µ
z(µ) ⊗ Lµ ∈ dj ⊆ U(n
+
j )⊗
K
Mj
we now compute
((
∑
µ z(µ) ⊗ Lµ)fi)(uh) =
∑
µ(z(µ)fi)(uh)(Lµ)
=
∑
µ((ad(h)z(µ))ei)(u) · h
−1(Ei)(Lµ)
= h−1(
∑
µ((ad(h)z(µ))ei)(u) · Ei(hLµ))
= h−1(〈
∑
µ ad(h)z(µ) ⊗ hLµ, ei ⊗ Ei〉(u))
= h−1(〈h(
∑
µ z(µ) ⊗ Lµ), ei ⊗ Ei〉(u))
= 0 .
This establishes our claim.
We want to further normalize the component ϕ in this last expression. Let
ϕo ∈ C
∞
o (U(j), K)
∼= Std+1−j denote the characteristic function of U(j) ∩ B.
Then ϕ can be written as a linear combination of vectors of the form g−1ϕo
with g ∈ L(j). A straightforward argument shows that f can be decomposed
accordingly so that we may assume ϕ = g−1ϕo for some g ∈ L(j). We now find
a finite disjoint open covering
g(U+j ∩B)Pj =
.⋃
i
uiy
n(U+j ∩B)Pj
79
with appropriate n ∈ IIN and ui ∈ U
+
j . The map gf is supported on gBPj and
its restriction gf |g(U+j ∩B)g
−1 is analytic with values in M ′j ⊗Kϕo. If we put
fi := ((uiy
n)−1gf)|BPj extended by zero
then these maps lie in the induced representation on the right hand side of our
assertion and we have
f =
∑
i
g−1uiy
nfi .
The restriction of fi to U
+
j ∩B satisfies
fi(u) = (gf)(uiy
nu) = π−jn · (gf)(uiy
nuy−n) .
But uiy
nuy−n ∈ gBPj∩U
+
j ⊆ g(U
+
j ∩B)g
−1. It follows that fi|U
+
j ∩B is analytic
with values in M ′j ⊗Kϕo. At this point we have arrived at the conclusion that
we may assume that
– f is supported on BPj with f |U
+
j ∩ B = ε ⊗ ϕo for some ε ∈ O(U
+
j ∩
B,M ′j)
dj=0.
We rephrase the above discussion in the following way. We have the linear map
Extj : O(U
+
j ∩B,M
′
j)
dj=0 −→ Can(G,Pj; HomK(Mj , Std+1−j))
dj=0
defined by
Extj(ε)(g) :=
{
h−1(ε(u)⊗ ϕo) for g = uh with u ∈ U
+
j ∩B, h ∈ Pj ,
0 otherwise .
Its image generates the right hand side (algebraically) as a G-representation. An
argument analogous to the proof of [Fea] 4.3.1 shows that Extj is continuous.
On the other hand, in section 6 after Lemma 4 we had constructed a continuous
linear map
Dj : O(U
+
j ∩B,M
′
j)
dj=0 −→ [Ωd(X )j/Ωd(X )j+1]′ .
The surjectivity of I [j] therefore will follow from the identity
Extj = I
[j] ◦Dj .
By the continuity of all three maps involved it suffices to check this identity on
weight vectors. Fix a weight ν with J(ν) = {0, . . . , j − 1}. By construction
the map Dj sends the weight vector
∑
µ∈B(j)
[(Lµfν)|U
+
j ∩ B] ⊗ L
∗
µ to the linear
80
form λν(η) = Res(C,0)Ξ−νη. What we therefore have to check is that I
[j](λν) is
supported on BPj with
I [j](λν)|U
+
j ∩B =
∑
µ∈B(j)
[(Lµfν)|U
+
j ∩B]⊗ L
∗
µ ⊗ ϕo .
By definition we have
[I [j](λν)(g)](Lµ)(u) = [(g
−1λν)|Vj](Lµ(u∗ξ))
= λν(g(Lµ(u∗ξ)))
= Res(C,0)Ξ−ν · g∗(Lµ(u∗ξ))
= Res(C,0)Ξ−ν · g∗u∗((ad(u
−1)(Lµ))ξ)
for µ ∈ B(j) and u ∈ U(j) ⊆ Pj. First we deal with the vanishing of this
expression for g /∈ BPj. Observe that
– g /∈ BPj if and only if gu /∈ BPj , and
– ad(u−1)(Lµ)ξ ∈
∑
µ′∈B(j)
K · Ξµ′ξ .
Hence it suffices to show that
Res(C,0)Ξ−ν · g∗(Ξµξ) = 0 for g /∈ BPj .
We distinguish two cases. First assume that g /∈ U+j Pj . The divisor div(Ξ−ν ·
g∗(Ξµξ))∞ is supported among the hyperplanes Ξ0 = 0, . . . ,Ξj−1 = 0, g∗Ξj =
0, . . . , g∗Ξd = 0. Those are linearly dependent if g /∈ U
+
j Pj and hence have a
nonempty intersection, i.e., Z(Ξ−ν · g∗(Ξµξ)) 6= ∅. According to the discussion
after Prop. 6.2 the form Ξ−ν · g∗(Ξµξ) therefore lies in Ω
d
alg(X )
1, hence is exact
by Lemma 7.2, and consequently has zero residue. Second we consider the case
g ∈ U+j \ (U
+
j ∩ B). Then g fixes Ξ0, . . . ,Ξj−1 so that g
−1Ξ−ν is a linear
combination of Ξ−ν′ with J(ν
′) ⊆ {0, . . . , j − 1}. It follows that Ξ−ν · g∗(Ξµξ)
is a linear combination of forms Ξν′′ξ among which the only possible non-exact
one is ξ (compare the proof of Lemma 7.2). We obtain
Res(C,0)Ξ−ν · g∗(Ξµξ) = Resg−1(C,0)(g
−1Ξ−ν)Ξµξ = c · Resg−1(C,0)ξ
with some constant c ∈ K. But ξ has residues only on the standard apartment
and g−1(C, 0) lies in the standard apartment only if g ∈ U+j ∩B. This establishes
the assertion about the support of I [j](λν).
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Fix now a g ∈ U+j ∩ B and let u ∈ U(j). Repeating the last argument for gu
instead of g we obtain that Res(C,0)Ξ−ν · g∗u∗(Ξµξ) = 0 unless gu and hence u
fixes (C, 0). This means that, for g ∈ U+j ∩ B, the function [I
[j](λν)(g)](Lµ) ∈
C∞o (U(j), K) vanishes outside U(j) ∩B. For u ∈ U(j) ∩B we have
[I [j](λν)(g)](Lµ)(u) = Res(C,0)(u
−1g−1Ξ−ν)((ad(u
−1)(Lµ))ξ)
=
∑
J(ν′)⊆j
c(ν′)Res(C,0)(u
−1Ξ−ν′)((ad(u
−1)(Lµ))ξ)
where
g−1Ξ−ν =
∑
J(ν′)⊆j
c(ν′)Ξ−ν′ .
If ν′ ∈ B(j) then we computed the corresponding summand already in the proof
of Prop. 8.4 and, in particular, showed that it is independent of u ∈ U(j)∩B. On
the other hand the subspace
∑
J(ν′)⊆j
ν′ /∈B(j)
K ·Ξ−ν′ of O(X ) is preserved by the action
of U(j). This means that, for ν′ /∈ B(j), the form (u−1Ξ−ν′)((ad(u
−1)(Lµ))ξ)
cannot contain ξ and therefore must have zero residue. This computation says
that, for fixed g ∈ U+j ∩B and fixed µ ∈ B(j), the function [I
[j](λν)(g)](Lµ)(u)
is constant in u ∈ U(j) ∩B. In other words we have
I [j](λν)(g) =
∑
µ∈B(j)
[I [j](λν)(g)](Lµ)(1) ⊗ L
∗
µ ⊗ ϕo
for g ∈ U+j ∩B. But using the various definitions we compute
[I [j](λν)(g)](Lµ)(1) = Res(C,0)Ξ−ν · g∗(Lµξ) = (Lµfν)(g) .
This establishes the surjectivity and hence bijectivity of the map I [j]. Finally,
that I [j] is open and hence a topological isomorphism is a consequence of the
open mapping theorem in the form given in [GK] Thm. 3.1(A3) provided we
show that both sides of I [j] are (LB)-spaces, i.e., a locally convex inductive limit
of a sequence of Banach spaces. For the left hand side this fact is implicitly
contained in our earlier arguments: In the proof of Prop. 6.5 we had noted that
Ωd(X )j/Ωd(X )j+1 is the projective limit of a sequence of Banach spaces with
compact transition maps. We certainly may assume in addition that these tran-
sition maps have dense images. By the same argument as in the proof of Prop.
2.4 it then follows that the strong dual [Ωd(X )j/Ωd(X )j+1]′ is an (LB)-space. We
now turn to the right hand side. Using [GKPS] Thm. 3.1.16 (compare also [Kom]
Thm. 7’) it suffices to show that Can(G,Pj ; HomK(Mj , Std+1−j)) is the locally
convex inductive limi! t of a sequence of Banach spaces with compact transition
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maps. To see this it is convenient to identify this space, as a locally convex vector
space (without the G-action), with the space Can(G/Pj ,HomK(Mj , Std+1−j))
of all locally analytic functions on G/Pj with values in HomK(Mj, Std+1−j).
The recipe how to do this is given in [Fea] 4.3.1. One fixes a section ı of the pro-
jection map G→→ G/Pj such that
G/Pj × Pj
∼
−→ G
(gPj, h) 7−→ ı(gPj)h
is an isomorphism of locally analytic manifolds ([Fea] 4.1.1). We then have the
continuous injection
Can(G,Pj;V ) −→ C
an(G/Pj , V )
f 7−→ [gPj 7→ f(ı(gPj))]
writing V := HomK(Mj, Std+1−j) for short. In fact we will need that V is
of the form V = Vfin⊗
K
Vsm for two Pj-representations Vfin and Vsm which are
finite dimensional algebraic and smooth, respectively. If Vf runs over the finite
dimensional subspaces of Vsm then
V = lim
−→
Vf
Vfin⊗
K
Vf
and each Vfin⊗
K
Vf is invariant under some open subgroup of Pj . A possible
inverse of the above map has to be given by
φ 7−→ fφ(g) := (g
−1ı(gPj))(φ(gPj)) .
Since
Can(G/Pj , V ) = lim
−→
Vf
Can(G/Pj ;Vfin⊗
K
Vf )
it suffices to check that
Can(G/Pj ;Vfin⊗
K
Vf ) −→ C
an(G,Pj;V )
φ 7−→ fφ
is well defined and continuous. Consider the obvious bilinear map
β : [Vfin⊗
K
Vf ]× [EndK(Vfin)⊗
K
HomK(Vf , Vsm)] −→ V
between vector spaces equipped with the finest locally convex topology. By [Fea]
2.4.3 (the condition BIL is trivially satisfied) it induces a continuous bilinear map
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Can(G/Pj ;Vfin ⊗ Vf )× C
an(Pj ,End(Vfin)⊗Hom(Vf , Vsm))
−→ Can(G/Pj × Pj , V ) .
(φ,Ψ) 7−→ β ◦ (φ×Ψ)
Using the section ı we obtain the continuous bilinear map
βˆ : Can(G/Pj ;Vfin ⊗ Vf )× C
an(Pj ,End(Vfin)⊗ Hom(Vf , Vsm)) −→ C
an(G, V )
defined by βˆ(φ,Ψ)(g) := β(φ(gPj),Ψ(ı(gPj)
−1g)). It remains to observe
that Ψo(h) := h
−1. ⊗ h−1. lies in Can(Pj,End(Vfin) ⊗ Hom(Vf , Vsm)) and that
βˆ(φ,Ψo) = fφ.
We now are reduced to show that Can(G/Pj , V ) is the locally convex inductive
limit of a sequence of Banach spaces with compact transition maps. Since G/Pj
is compact this is a special case of [Fea] 2.3.2.
To finish let us reconsider the bottom filtration step. By definition St1 = K is
the trivial representation, and L(d) = K× acts on the one dimensional space
Md through the character a 7→ a
d. Let therefore Kχ denote the one dimensional
Pd-representation given by the locally analytic character
χ : Pd −→ K
×
g 7−→ det(g)
(gdd)d+1
.
By comparing weights one easily checks that the natural map U(n+d )⊗
K
Md −→
bd/b is bijective which means that dd = 0. Our theorem therefore specializes in
this case to the assertion that the map
I [d] : [Ωd(X )d]′
∼=
−→ Can(G,Pd;Kχ)
λ 7−→ [g 7→ −λ(g∗(dΞβ0 ∧ . . . ∧ dΞβd−1))]
is a G-equivariant topological isomorphism.
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