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1. Recently, under certain assumptions Brauer [l] and Strauss and Yorke 
[6] investigated the asymptotic behaviour of solutions ofthe nonlinear system 
Y’ = f(c Y) (1) 
and of its perturbed system 
They studied the case in which the variational equation of (1) has exponential 
or uniform asymptotic stability. Our aim here is to treat he more general case 
where we allow the variational equation to have an exponential dichotomy. 
Our results (Theorem 1 below) not only show that there exist solutions of(1) 
starting from a “stable” manifold which tend to zero as t + co, but also 
exhibit he manner in which the solutions tend to zero. Similar esults hold 
for the perturbed system (2) if g(t, a) = o(\ z 1) as 1 z / -+ 0 uniformly in t. 
We also study the asymptotic behaviour of solutions of (2) when g(t, a) 
satisfies a different type of conditions, namely, assumption (III) given in 
Section 3. Our results here (Theorem 3) appear to be new. 
2. We suppose that the following two assumptions hold throughout: 
(I) The functionf(t, y)and the Jacobian matrixf,(t, y)are bounded and 
continuous for 0 < t < 00 and for y in some region D in the n-dimensional 
space. Moreover,f(t, 0) = 0 andfU(t, y) dfU(t, 0) uniformly in t as ( y / --f 0. 
(II) The variational equation 
x’ =f&, 0) x (3) 
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has a fundamental matrix X(t), with X(0) = 1, satisfying the inequalities 
1 X(t) PX-l(s)/ ,< Ke-a(t-8) 
j X(t) (I - P)X-l (s)l ,< Ke-“lcs-t) 
for t > s, 
for s 3 t, (4) 
where P is a projection matrix, Iis the n by n unit matrix and K, iy are positive 
constants. 
It follows immediately from Lemma 2 [2] that the linear equation (3) will 
certainly have the exponential dichotomy (4) if A(t) =f&t, 0) is continuous 
such that (i) j A(t)/ < M, (ii) the real part of every eigenvalue of A(t) has 
absolute value > 2or > 0 and (iii) j A(t,) - A(tJ < 6 for 1 t, - t, / < h, 
where 6 is a positive constant depending only on M, a and h < 03 is a fixed 
positive number. 
Under the assumptions (I) and (II) we show that the nonlinear system (I) 
has solutions whose initial values lie on a “stable” manifold and which tend 
to zero exponentially ast -+ co. However, solutions of(1) which do not start 
from the stable manifold cannot be stable. 
THEOREM 1. There exists a positive constant y such that for any vector a 
with a = Pa and 1 a 1 < (2K)-1 y the system (1) has a solution y(t) defined on 
0 < t < co which satisfies Py(0) = a and 
/ y(t)1 < 2K / a / e-ati2. 
Conversely, any soZution~(t) of (I)for which / PJ(O)l < (2K)-l y and Py(O) f a, 
for some a with a = Pa, cannot satisfy / T(t)1 < y for t 3 0. 
Proof. Put 
h(4 Y) = f (4 Y) - fuV, 0) Y* 
Then h(t, 0) = f (t, 0) and f or any 6 > 0 there exists a y = y(6) > 0 such that 
I W, rd - hk ~211 < 6 I ~1 - ~2 I forO<t<<:, 
provided / yr / , / yz / < y. Consider the integral equation 
y(t) = X(t) a + j t X(t) PX-l(s) h[s, y(s)] ds 
0 
s 
- ; X(t) (I - P) X-l(s) h[s, y(s)] ds. 
(5) 
It can readily be verified by differentiation thata solution y(t) of the integral 
equation is also a solution of the system (I), since the latter is equivalent o 
Y’ = fv(t, 0)~ + W, Y>. 
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Moreover, Py(0) = a. We prove now the existence of a solution y(t) of the 
integral equation (5) by the method of successive approximations, etting 
y,, = 0 and yn = Yyn-r , n = 1,2 ,... where 
ry(t) = x(t) a+ j: x(t) P-X-l(s) h[s, ~(41 ds 
- s ; X(t) (I - P) X-‘(s) h[s, y(s)] ds. 
We have by (4) 
I m+&) -r&)1 < KS [I: e-a(t-s) I y,(s) - y,&l ds 
+ ,p e-ak+t) I m(s) - m-N ds] > 
(6) 
provided that 1 ynml 1 , 1 yn 1 < y. Also 
Since 
1 yl(t)l < K / a ( e+ < K ( a 1 e-“lt/2. 
s 
t 
e-a’ t-de-as /2 ds < 2a-le-a t/2 
, 
0 
I 
O” e-ds-t)e-asP ds < (3) Cy-Q-at/B, 
t 
it follows from (6) by induction that 
Hence by choosing 8so small that 8KS/3a < 4, the series CzaI[yn(t) - yn-r(t)] 
converges uniformly in (t, a) to a solution y(t) of (5) and 
I ~(9 G nfl I m(f) -m-&N G 2K I a I e-ort/2. (7) 
The successive approximations m(t) satisfy the same inequality and will 
certainly be defined since 1 a 1 < (2K)-l y. Thus the inequality 1 (t)] < y 
remains true and therefore (7) holds. 
Next we show that (5) has at most one solution y(t) satisfying Py(0) = a 
and ] y(t)1 < y for t > 0. For suppose there were two solutions y(t) and 
y(l)(t), then their difference y*(t) = y(t) - y”)(t) would satisfy 
1 y*(t)1 < KS [/I e-“(t-r) (y*(s)1 ds + sr e-a(8-t’ 1 y*(s)/ ds] , 
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If 
then 
Therefore (T = 0 and y(t) = y(l)(t), proving the uniqueness of y(t). 
We now prove the last statement of the theorem. Indeed, suppose j T(t)/ < y 
for t > 0. Then the function 
c+(t) = J(t) - X(t) Q(O) - j: X(t) PX-l(s) h[s, T(s)] ds 
+ ja X(t) (I - P) X-l(s) h[s, T(s)] ds 
t 
is bounded for all t> 0. Differentiating, we obtain 
d’(t) = f& 0) d(t)* 
Since P+(O) = 0 it follows that 
r+(t) = X(t) c = X(t) (I - P) c. 
Because C(t) is bounded, we must have c = 0, for otherwise (b(t) is unbounded 
for large t, by Lemma 2 [3, p. 741. Hence d(t) = 0 and 
2(t) = X(t) Py”(0) + j’ X(t) PX-l(s) h[s, y(s)] ds 
0 
- 
s 
OD X(t) (I - P) X-l(s) h[f, y(s)] ds. 
t 
Since for some fixed a with a = Pa, the integral Eq. (5) has at most one solu- 
tion y(t) such that 1 y(t) 1 < y, it follows that y(t) coincides with the solution 
just constructed. Moreover Pj’(0) = a which contradicts the assumption 
Py”(0) # a and the proof is complete. 
In fact, a slightly stronger statement han Theorem 1 can be given for 
(1). However we shall give this stronger statement only for the perturbed 
system (2) where g(t, z) = o(\ z 1) as / z / + 0 uniformly in t. 
THEOREM 2. In addition tothe assumptions (I), (II) supposeg(t, z) = o(\ z 1) 
as / x 1 -+ 0 unayormly in t. Then for any 6 > 0 so small that 0 = 2K0r-16 < 4, 
there xists y > 0 such that every bounded solution z(t) of (2) with 1 z(t)/ < y 
for t > 0 satisjes 
1 x(t)1 < (1 - 0)-l Ke-“+“) I z(u)/ for t > u > 0. 
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where 01~ = OL - K6(1 - 0)-l > 0. Moreover, for any vector a with a = Pa 
and j a / < (1 - 6) K-ly the system (2) has at least one 6ounded solution z(t) 
such that 
Pz(0) = a and I z(t)1 < y for t 2 0. 
Conversely, any solution 2(t) of (2) with / PZ(O)( < (1 - 8) K-ly and 
PZ(0) # a, for some a with a = Pa, cannot satisfy 
The following proof is suggested by a method of Coppel [3, p. 801. 
Proof. System (2) is equivalent to the system 
z’ = f (t, 0) z + h(t, 4 (8) 
where hl(t, z) = f(t, z) - fz(t, 0) z + g(t, z) has the property: Given 6 > 0 
there exists a y = y(S) > 0 such that 
provided 1 z / < y. Choose 6 so small that 0 = 2K0i-9 < i. By the proof of 
Theorem 1, the solution z(t) of (8) such that I x(t)1 < y for t > 0 must 
satisfy 
x(t) = X(t) PX-I(u) Z(U) + It X(t) PX-l(s) h,[s, z(s)] ds 
u 
- 
1 
; X(t) (I - P) X-l(s) h,[s, z(s)] ds, 
for t > u 3 0. Therefore for t > u >, 0 
1 z(t)1 < Ke-oi(t-U) /z(u)1 + KS 
s 
1 e-or(t-s) Iz(s)1 ds 
+ KS jy eeol(s-$) I x(s)] ds, 
provided 1 z(t)1 < 6 for t > u. 
Put 
Then there exists a value t, 3 t such that 
(9) 
l-4) = /J(s) = I 4h)l for t < s < t, . 
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Replacing t by t, in (9), we obtain 
p(t) < Ke-or(tl-u) 1z(u)1 + KS ,: e-‘(+‘)p(s) ds 
+ KS&) [I:’ e-“+‘) ds + i, eP-) ds] 
< (1 - e)-r [Ke- a(tl-u) jz(u)/ + KS I” e--)p(s) ds] 
< (1 - q-1 [I&+“’ 1 z(u)1 + KS i’e-~(~-8~p(s) ds] 
for t 3 u > 0. By Gronwall’s Lemma (cf. [3, p. 181) it follows that for 
t>u>o 
p(t) < (1 - a)-’ Ke--orl(t--u) j z(u)1 , 
showing that j z(t)1 < 6 for t > u 2 0 and the first statement of the theorem 
follows immediately. 
We prove the second statement of the theorem by the use of Schauder- 
Tychonoff Theorem (cf. [3, p. 91). D enote by C the set of all continuous 
functions z(t) defined for t 3 0 and by 5’ the subset of C for which / z(t)/ < y 
for t > 0. Let F be the mapping defined by 
Yz(t) = X(t) a + 1” X(t) PX-l(s) h,[s, z(s)] ds, 
0 
- s ; X(t) (I - I’) X-l(s) h,[s, z(s)] ds, 
where a = Pa and [ a 1 < (1 - 6) K-ly. Then 9 maps S into itself since 
II ~4t)ll d K I a I + 2Ka33 II #II < y. 
where 
Next, if zn(t) E S and Qt) -+ z(t) uniformly on any finite interval, then by 
choosing 7 > 0 so large that 2Ka-1Sye-uT < 4 <o , we obtain 
where 
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Since /z(t) - 0 uniformly on any finite interval [0, tr] it follows that for 
sufficiently large n
I ~&L(t) - swi < co 3 for 0 < t < t, ,
showing that Y-Xn(t) -+ Fz(t) uniformly on any finite interval. 
Finally the functions in the image set Y-S are uniformly bounded and so are 
their derivatives on any finite interval, because Fz(t) is a solution of (8). 
Therefore the functions in 9-S are equicontinuous on any finite interval. All 
the conditions of the Schauder-Tychonoff Theorem are satisfied and it 
follows that the mapping Y has at least one fixed point in S, that is, the 
integral equation z = 7~ has a continuous olution x(t) such that 1 z(t)1 < y 
for t 3 0. Then z(t) is a solution of (2) possessing the required properties. 
The proof of the last statement of the theorem is similar to the proof of the 
corresponding statement of the previous theorem and we omit further details. 
3. We proceed now to study the asymptotic behaviour of solutions ofthe 
system (2) under the assumptions (I), (II) and (III) the function g(t, z) is 
continuous for 0 < t < co and for y in D; moreover there exists r> 0 such 
that for / x / < Y 
I & 4 d w, for all t 3 0, 
where h(t) is a continuous nonnegative function satisfying 
! 
t+1 
X(s) ds --+ 0 as t-02. t (10) 
Condition (10) is equivalent to 
1 -- 
3 1 + u s 
tw 
h(s) ds + 0 as t-+03, 
t 
and seems to have first been used by Coppel [3, p. 971. 
Our result will be obtained via the following lemma which may be of 
interest in itself. 
“DICHOTOMIZED" GRONWALL LEMMA. Let T > 0. Let v(t), w(t), A(t) be 
continuous nonnegative vector functions such that for t > u > T 
v(t) < Ke-a(t-S) VW + KJI e-aft-s)[Sv(s) + SW(S) + A(s)] ds, 
(11) 
w(u) < Ke-a(t-s)w(t) + K 
i 
t e-m(s-u)[Sv(s) + SW(S) + X(s)] ds, 
u 
NONLINEAR DIFFERENTIAL EQUATIONS 425 
where K, a, 6 are positive constants. Then for any 6 su$iciently small and for 
any E > 0 such that if 
s t+1 Vs) < E for t 3 T, (12) t 
we have either 
(4 
v(t) < Ke-ma(t-s)v(s) + CE fort>s>T, 
w(t) < v(t) + cc for t > T, 
(ii) for some t, > T, 
w(s) < Ke-ul(t-s) w(t) + K(1 - e-Orl)-l E for t 2 s > tl , 
v(t) + cc < v(t) f~t>tl, 
where aI , C+ , C, 7 > 1 are positive constants depending only on K, a. 
Proof. We can assume without loss of generality that K > 1. Set 
~“lJTK2 
a, = a - KS(1 + 77) 
a2 = a - 2K6 > a1 
v = (1 - e+l)-l 
C = ~(1 + K + K2)/(K - 1). 
We shall show that the lemma holds if S > 0 is chosen so small that aI > 0 
and 
K%(l + 7) a;1 < 1. 
We need the following result ([5, Lemma 3.11 or [3, p. 1021): For any /3 > 0 
inequality (12) implies 
I ’ e-@(t-s)A(s) ds < (1 - e-B)-1 E T for t 3 T. 
I 
m e-@(s-t)h(s) ds < (1 - e--B)--1 E 
t 
(13) 
Suppose first that the solution v(t), w(t) of the integral inequalities (11) 
has the property 
w(t) ,< v(t) + cc for all t > T. 
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From the first inequality (11) it follows that for t > u >, T 
v(t) <s Ke-m(t-@v(u) + K j: e-a(t-s)[26v(s) + SC% + h(s)] ds. 
Applying Gronwall’s Lemma we obtain for t > u 2 T 
v(t) < Ke-aa(t-u) v(u) + K jt e-mct-s)[SCe + h(s)] ds 
u 
< Ke-OL2(t-U)v(u) + CE, 
in view of (13) and the definition fC. 
If the solution o(t), u(t) of (11) d oes not have the property w(t) < v(t) + CE 
for all t 3 T, then we must have 
v(t1) + cc -=c w(t1) for some t, 3 T. 
Since 7 > 1 we have v(t) + CE < vu(t) throughout some interval t, < t < t,. 
It follows by the second inequality (11) that for t, < u < t < t, 
w(u) < Kecact-u) w(t) + K j” e-a(s-u)[S( 1 + 7) w(s) + A(s)] ds. 
u 
Regarding t as fixed and u as variable, we obtain from Gronwall’s Lemma 
w(u) < Ke -+u)w(t) + K j: e-d-‘)X(s) ds 
(14) 
< Ke-ul(t-u)w(t) + Kvr 
in view of (13). On setting u = t, in the first inequality (11) we get 
v(t) < Kv(t,) + K jt e-e(t-s)[S(l + 77) w(s) + X(s)] ds 
t1 
< K[w(t,) - Ce] + K6( 1 + 7) Jt e-a’t-s’w(s) ds i- K& 
t1 
and, by means of (14) 
v(t) < K2w(t) [epactptl) + q1 + 7) (a + @I 
- <[KC - K2v - K2S(l + 7) a;b - Kv] 
< Tp(t) - cc. 
Therefore v(t) + CE < VW(t) for all t2 t, and the inequality (14) holds for 
all t3 t, . This completes the proof. 
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THEOREM 3. Let the assumptions (I)-(III) hold. Then there exist T > 0 
and y > 0 such that eaery bounded solution x(t) of (2) with / z(t)1 < y for t 2 T 
satisfies either 
(i) I z(t)1 < 2K 2e-OL2(t-S) 1 x(s)/ + Cl< for t > s 3 T, 
or 
(ii) for some t, > T 
/ x(s)1 6 K2( 1 + 7~) eP1(t-s) / z(t)1 + Cl< for t 3 s > t, , 
where a1 , 01~ , C, and 7 > 1 are positive constants depending only on K, (Y. 
Moreover, for any vector a with a = Pa and 1 a j < (2K)-1 y the system (2) 
has one bounded solution z(t) defined on T < t < co such that 
PX-I( T) z(T) = a and I x(t)1 d y for t 2 T. 
Proof. System (2) is equivalent o the system 
.z’ = fz(t, 0) .z + h(t, 4 + g(t, 4 (15) 
where h(t, z) = f (t, z) - f,(t, 0) has the same property as h,(t, z) of the 
previous proof. 
From the variation fconstants formula any solution z(t) of (15) satisfies 
dt) = x(t) x-‘(u) X(u) + j” X(t) x-‘(s) {h[s, x(s)] + g[s, z(s)]} ds 
u 
for t > u. Write 
where 
4t) = dt> + z2(t> 
Then 
x1(t) = X(t) PX-l(t) z(t). 
zl(t> = X(t) PA-(u) q(u) + jt X(t) PX-l(s) MS, +)I + gb, 4411 6 u 
x2(u) = X(u) (I - P) X-l(t) z2(t) 
- I t X(4 (I- P) X-l(s) W, $11 + g[s, +)I> ds. u 
From (III), for any E > 0 there exists T > 0 such that (12) holds. It follows 
that for t 2 u > T 
/ q(t)! 6 Kc-act-u) 1 zl(u)/ + K 1” e-“(t-s)[S ( z(s)/ + h(s)] ds, 
u 
I x2(41 < Kr+-u) I x,(t)/ + K jt e-a(s-u)[S 1 x(s)! + A(S)] ds, 
2‘ 
409/34/2-13 
428 CHANG 
so long as 1 z(s)1 < y for s > T. Therefore all the conditions of the previous 
lemma are satisfied with / z,(t)] = o(t) and 1 zs(l)j = w(t), so that if 6 is 
sufficiently small, we obtain either case (i) 
I $)I d I +)I + I z&Ii < 2 
or case (ii) for some t, 3 T 
I4s)l G I ml + I ds)l G (1 
Since in addition 
for t 3 T, 
+ 7) I z&)l for s 3 Tl . 
case (i) and case (ii) of the theorem follows at once from the lemma above. 
The proof of the last part of Theorem 3 can be carried out in exactly the 
same way as the proof of the corresponding part of Theorem 2 if we choose 
6 > 0 so small that 2Kor-% < 4 and then choose E > 0 so small that 
4K(l - e+-l E < $ y and define the mapping F by 
yz(t) = X(t) a + /: X(t) pX-l(s) [& z(s)] + g[s, z(s)]] ds 
- s ; X(t) (1 - P) X-W VG> 441 + A+, z(s)l> ds 
for t >, T. 
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