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Monte Carlo simulations of protein folding using inexact
potentials: how accurate must parameters be in order to
preserve the essential features of the energy landscape?
Antônio F Pereira de Araújo1 and Thomas C Pochapsky2
Background: Monte Carlo simulations of the cubic lattice protein model with
engineered sequences were performed in order to address the issue of potential
accuracy required for folding. The potential used for sequence selection played
the role of the ‘real’ potential and different levels of inaccuracy were introduced
by addition of noise.
Results: The dependence of successful folding probability on potential noise
was found to be sigmoidal and sequence-specific and can be described by an
expression analytically derived from a simple theoretical model in which the
density of states of the system contains a continuous region approximated by a
Gaussian distribution separated from the unique native conformation by a large
energy gap.
Conclusions: The decrease in folding probability with potential inaccuracy
results from an average decrease in the energy gap. Sequences with large
energy gaps support larger inaccuracies while retaining the ability to fold
properly. As the energy gap is known to correlate with thermal stability, we
suggest a simple criterion for specific real sequence selection in order to
maximize success probability in realistic folding simulations.
Introduction
Stimulation of protein folding requires a simplified chain
model and a potential function that associates a unique
real number, or ‘energy’, with each model conformation. A
computer algorithm is then used to search conformational
space in an attempt to find the global energy minimum,
which is assumed to correspond to the protein native
structure (for recent reviews, see [1–3]). Successful stimu-
lation of the folding of real proteins would greatly increase
the understanding of this complex process and, as a corol-
lary, would provide a tool for predicting tertiary structure
from amino acid sequence.
A number of simplified protein models that are able to
reproduce many features of real structures while keeping the
number of degrees of freedom within a tractable range have
been proposed during the past two decades [4–10]. The sim-
ulation may follow a simplified molecular dynamics protocol
[4] or Langevin dynamics [11], but it is usually based on the
Monte Carlo (MC) algorithm proposed by Metropolis et al.
[12], in which a new conformation is generated from the
current one by a ‘move’ which is accepted with a probability
Pacc = min(1,exp(–E/kT)), which depends on the corre-
sponding change in energy, E, and on an external
adjustable parameter, kT, the Boltzmann constant multiplied
by temperature [5,9,13,14]. It is customary to use units in
which k = 1 so that kT = T; this convention will be followed
in this paper. The Metropolis algorithm produces a Markow
chain of conformations that, for a sufficiently large number
of iterations, approximates the canonical distribution, i.e. the
probability (frequency) of a particular conformation will be
proportional to its Boltzmann factor exp(–E/T). At high tem-
peratures essentially every trial conformation is accepted and
the protein is unfolded, the thermodynamic state that is
entropically favorable. At a lower temperature the protein
would hopefully fold to its native conformation, which is
energetically favorable. If simulation temperature is too low,
however, the chain will be unable to find the native state
because it will become trapped in one of the many local
minima on the energy surface.
It is apparent from the above discussion that the potential
plays a critical role in protein folding simulations. The
most accurate model and most efficient algorithm would
still be useless if the potential function in use did not
meet some essential requirements. At the least, the native
conformation must correspond to the energy global
minimum. Also, the native state must be stable at a tem-
perature that is high enough to prevent the chain from
getting trapped in local minima. Finally, as it is impossible
to test every possible conformation, the energy surface
should direct the chain from any point in conformational
space toward the native state, like a funnel [15,16].
The potential felt by a real protein molecule during
folding clearly meets these requirements and would be the
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obvious starting point for the construction of simulation
parameters. Unfortunately, this real potential is not
known. Simulations have been performed with parameters
estimated by indirect methods, e.g. statistical analysis of
protein structures [10,17,18], that are believed to approxi-
mate the actual potential to some degree. Effective free
energies of interaction between different amino acid
residues are currently being measured in our laboratory by
a direct experimental approach based on affinity liquid
chromatography [19], but it is still too soon to decide
whether these new experimental parameters will give rise
to improved folding potentials. In any case, the question
arises: how accurate does the approximate potential need
to be in order to allow successful simulations of real pro-
teins where knowledge of the native structure is not used a
priori? In other words, how far can our approximate poten-
tial be from the actual potential without destroying the
essential features of the energy surface mentioned above?
The problem of potential inaccuracy has been discussed
recently by different groups [3,20–22]. Bryngelson [20]
used the random energy model, which is considered a good
approximation for random heteropolymer sequences. He
found that for small inaccuracies, the probability of the pre-
dicted lowest energy conformation (i.e. as measured with
the inaccurate potential) corresponding to the actual
ground state (i.e. as measured with the correct potential)
decreases linearly with potential inaccuracy and with the
square root of the number of monomers, N [20]. A direct
consequence is that the amount of inaccuracy a sequence
can support is intrinsically dependent on N. However, the
situation is different for nonrandom sequences that have
been selected to be stable at a target (native) conformation,
a model more appropriate for real proteins [22]. It has been
shown in such cases that successful identification of the
target conformation is possible even in the limit of N → ∞
for sufficiently small (but nonvanishing) inaccuracy [22].
We now address the same issue using a combination of
theoretical considerations and computer simulations. We
assume, as in [22], that real proteins do not represent an
ensemble of randomly generated sequences but rather
form a particular set of sequences characterized by large
gaps in their energy spectra between the native state and
the continuum [23,24]. Equivalently, a large difference
exists, in terms of the standard deviation of energies,
between the energy of the native state and the average
energy of the denatured state [25,26]. Inaccuracies, as
modeled by noise added to the real potential [20],
decrease the size of the gap, bringing the energy of the
native conformation closer to the continuous part of the
spectrum (see e.g. [21]). For sufficiently small inaccura-
cies, it is reasonable to expect that the sequence will still
fold correctly. For larger inaccuracies, the sequence would
not be able to fold because the energy gap would be too
small. For sufficiently large inaccuracies, the native con-
formation might not even correspond to the lowest energy
conformation. In order to avoid confusion, we would like
to stress that what we call native conformation is the
lowest energy conformation as measured with the real
potential. For inaccurate potentials the lowest energy con-
formation may well be different.
We consider a simple cubic lattice model that has been
widely used in recent years by different groups [27–32].
This model is not intended to reproduce detailed geome-
tries of real proteins but to address general issues about
folding requirements and to test general theoretical pre-
dictions. Folding sequences for a targeted maximally
compact conformation were generated by a MC simulation
in sequence space, following the approach proposed by
Shakhnovich and co-workers [23,24,33]. Sequence selec-
tion with an arbitrary potential for a particular compact
structure is the crucial property of the model that makes it
suitable for our present study, as the matrix of contact
energies used in sequence selection plays the role of the
real unknown potential felt by protein molecules during
the folding process. Thermodynamic and kinetic charac-
terization of selected sequences using the same potential
used for selection confirmed that they fold rapidly to the
target structure in a two-state-like transition. Potential
inaccuracy was modeled as in Bryngelson’s paper [20] by
addition of noise (a random number taken from a Gaussian
distribution with average zero and standard deviation ) to
each element of the original 20 × 20 potential matrix. The
ability of the sequences to find the native (target) struc-
ture during a MC run using an inaccurate potential was
measured as a function .
It has been shown that a large energy gap is a necessary
and sufficient condition for a sequence to fold in the
present model [23,24], implying that folding probability is
unity for sufficiently large gaps and zero for vanishing
gaps. We confirm that inaccuracies in the potential affect
folding probability simply by decreasing, on average, the
energy gap. As a direct consequence, the larger the gap a
sequence has to begin with, the larger the noise in folding
potential it supports. We analytically derive an expression
for the resulting dependence of folding probability on
potential inaccuracy that agrees with results from our sim-
ulations. The dependence is sigmoidal and the amount of
inaccuracy supported by a given sequence increases with
the size of the energy gap and also correlates with thermal
stability, suggesting a simple criterion for choosing
optimal sequences in eventual folding simulations of real
proteins.
Results and discussion
Theoretical background
As in any statistical system, thermodynamic properties of
polymers are completely determined by the ‘energy spec-
trum’ or density of microstates n(E) that gives the number
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of conformations (microstates) with a given energy E. The
free energy F = E – TS is obtained from n(E) by the ele-
mentary relations S(E) = ln(n(E)) and dS/dE = 1/T. It is
natural, therefore, to try to rationalize protein folding ther-
modynamics in terms of plausible models for the density
of states.
We review a few basic relations from a simple popular
model, the Random Energy Model, in order to describe
differences between the energy spectrum of randomly
generated sequences, which are unable to fold, and the
energy spectrum of the particular set of sequences that
fold to a unique, stable, native conformation in a short
time. More detailed descriptions and derivations can be
found elsewhere [34–36]. We then describe how a folding
sequence is effectively transformed into a random het-
eropolymer by the addition of noise to the potential.
Consider a macroscopic system with energy E given by
the sum of many microscopic energetic terms . If individ-
ual terms are considered to be statistically independent,
we can use the central limit theorem to infer that the
energy distribution of the system P(E) will be Gaussian
with average 〈E〉 = I 〈〉 and standard deviation E = √I
__
,
as shown in equation 1:
P(E) =
1
exp (– (E – I 〈〉)2) (1)
√2 I
____
2I 2
where 〈〉 and  refer to the microscopic energetic terms
and I is the total number of terms. The above equation
defines the Random Energy Model and the density of
microstates is obtained by multiplication of P(E) by the
total number of microstates. This model was initially
studied in the context of spin glasses [37] and applied to
the theory of heteropolymers in [34,35].
In the case of heteropolymers with energy given by the
sum of contact interactions, as in the model considered in
the present paper, the density of states will be given by
equation 2 [34]:
n(E) =  P(E) = 
1
exp (– (E – Nz 〈U〉)2) (2)
U√2Nz
_____
2Nz2U
where  is the average number of conformations per
monomer taking excluded volume into consideration (N
is the total number of possible chain conformations), z is
the number of contacts per residue (Nz is the average
number of contacts), and 〈U〉 and U are the average and
standard deviation of the individual contact energies as
defined in the Materials and methods section (equations
28 and 29). Note that the basic assumption that contact
energies are uncorrelated effectively ignores chain con-
nectivity. However, a more rigorous approach where chain
connectivity was taken into consideration also showed
equation 2 to be a good approximation for random
sequences [34]. From equation 2, it follows that the
entropy is given by:
S(E) = ln(n(E)) = N ln() – ln(U√2Nz
_____
) –
(E – Nz〈U〉)2
2Nz2U
(3)
and
T(E) =
1
= –
Nz2U (4)
dS/dE E – Nz〈U〉
As explained in [34,35], equation 2 not only implies that
the large majority of conformations will have energy
between Nz〈U〉 – U√Nz
__
and Nz〈U〉 + U√Nz
__
, but also that
there exists a critical energy value Ec, obtained from the
condition n(Ec) = 1 (or S(Ec) = 0):
Ec = Nz〈U〉 – NU√2z
__
ln()
_____
= 〈E〉 – E√2S0
___
(5)
that corresponds to the end of the continuous part of the
energy spectrum (terms proportional to ln(N) were dis-
carded from the above expression as they are small com-
pared to terms proportional to N for large N, and S0 =
Nln() is the conformational entropy of the chain). Below
this point the gaps in the spectrum are too large for the
chain to change its conformation in the process of thermal
fluctuation [34]. The corresponding temperature, Tc, is
given by equation 6:
Tc = T(Ec) = –
Nz2U = U 
_
Nz
_____
= E__ (6)
Ec – Nz〈U〉 2N ln() √2S0
__
and is related to a glass transition in the system. Below Tc
the chain will behave like a glass, ‘freezing’ in one of
many local minima in its energy surface and never reach-
ing thermal equilibrium. As the energy of the native con-
formation (the lowest energy in the spectrum), EN, for a
sequence taken at random is expected to be close to Ec, it
follows that the native conformation of such a sequence
would be thermodynamically stable only at a temperature
close to Tc and so would not be able to fold in a reasonable
time. A more extensive discussion on the glass transition
of heteropolymers can be found in [38].
The obvious implication is that real proteins do not repre-
sent an ensemble of random sequences and that folding
sequences must be selected in such a way that there is a
temperature T > Tc at which the native state is thermody-
namically stable. This implies that the folding tempera-
ture Tf (at which the free energy of the native state is the
same as the free energy of the denatured state) is suffi-
ciently higher than Tc, or that Tf/Tc is significantly larger
than unity [26]. Note that the free energy of the native
state is equal to its energy, EN, because its entropy is zero
in the Random Energy Model. At any given temperature
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the free energy of the denatured state is given by equa-
tion 7 [36]:
F(T) = E(T) – TS(T) = 〈E〉 – TS0 –
2E (7)
2T
where S(T) and E(T) are obtained from equations 3 and 4.
The folding temperature, defined by the condition F(Tf) =
EN, is shown by equation 8 [26]:
Tf =  (〈E〉 – EN) + √(〈E〉 –
____
EN
____
)2 –
___
2S0
___
2E
____
2S0
= 2E(〈E〉 – EN) + √ (〈E〉
____
– E
____
N)2
___
– (〈
___
E〉 –
____
Ec)2
____
(〈E〉 – Ec)2 (8)
where Ec is given by equation 5. From equations 6 and 8,
we get equation 9:
Tf /Tc = (〈E〉 – EN) + √ (〈E〉
____
– E
____
N)2
___
– (〈
___
E〉 –
____
Ec)2
____
(9)
〈E〉 – Ec
It is clear from this equation that Tf/Tc is a increasing func-
tion of the ratio (〈E〉 – EN) : (〈E〉 – Ec) = (〈E〉 – EN) :
(E√2S0
___
) [26], or simply the energy gap, E, between EN
and Ec [24], defined by equation 10:
E = Ec – EN (10)
It has been suggested that a large energy gap which is
essentially the same as the ‘stability gap’ discussed in
[36,39] is a necessary and sufficient condition for a
sequence to fold [23]. This proposition asserts that a large
energy gap not only implies thermodynamic stability but
also kinetic accessibility. Although this proposition has
been shown to be true for the present model, it has been
argued that the sufficiency of a large energy gap for
kinetic accessibility is not necessarily valid in general as
kinetic behavior does not depend on only the density of
states but also on kinetic connectivity between conforma-
tions [16,36,40].
Effect of potential inaccuracy on the density of
conformations
Potential inaccuracies were modeled by addition of noise
in the form of random numbers taken from a Gaussian dis-
tribution with average zero and standard deviation  to the
real potential [20]. For each realization of noise, the result-
ing potential (i.e. the matrix of contact energies) was
renormalized in such a way that 〈U〉 = 0 and U = 1 (see
Materials and methods). The effect of potential inaccura-
cies, as measured by the parameter , on the density of
microstates can be derived from the probability distribu-
tion P(E′→E′′) that a conformation having energy E′
with the original potential Usel = U(0) will have energy E′′
with a potential U(). As the distribution arises from the
spreading caused by the noise, it will be Gaussian, as
shown in equation 11:
P(E′→E′′) =
1
exp(− (E′′ – E′′—())2) (11)sE′′() √2___ 2sE′′()2
where the average, E′′
—
, and standard deviation, sE′′, are
taken over different realizations of potential noise for the
same conformation and are functions of . The different
notation is to distinguish from the average and standard
deviations used in the previous sections, which were taken
over different conformations using the same potential.
Note that the distribution depends on , E′ and E′′.
Expressions for E′′
—
and sE′′ are obtained by considering,
initially, the effect of one realization of noise on a specific
conformation with Cc contacts without renormalization.
The energy, as measured with the modified potential, is
E′′ * = E′ + R, where the original energy E′ is constant, R
is the sum of all random terms, one for each of the Cc con-
tacts, and the superscript is to indicate that no renormal-
ization was performed. Averaging over realizations of noise
gives E′
—
= E′, sE′ = 0, R
–
= 0 and sR = √Cc
__
. When consider-
ing the average over all conformations with initial energy
E′, Cc is replaced by C(E′), the average number of contacts
taken over all such conformations. By adding averages and
variances, we then obtain:
E′′*
—–
() = E′
—
+ R
–
() = E′ (12)
and
sE′′*() = √s2E′
___
+ s2R
____
()
___
= √C(E′)
____
(13)
But the noise also affects the standard deviation over dif-
ferent conformations of all possible contacts, U*,
U*() = √
_
2
U (0)
____
+ 2R
____
()
__
= √1+
__
2
__
(14)
which is used to renormalize all energy values. Renormal-
ization gives:
E′′
—
() =
E′ - 〈E′〉 
+ 〈E′′〉 (15)√1 +
___
2
___
and
sE′′() =  C(E′)
______
(16)
1 + 2
The new density of states would, therefore, be given by
equation 17:
n(E) = ∫–∞
∞
n(E′)P(E′→E)dE′ (17)
with P(E′→E) given by equations 11, 15 and 16.
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For present purposes, it is not necessary to solve the
integral as the renormalization procedure is performed in
order to keep the self-averaging part of the spectrum
constant with average 〈E〉 = 0 and standard deviation E
= √Nz
___
. The important values for Ec (equation 5) and Tc
(equation 6) should also remain constant in our simula-
tions. As a consequence, the effect of the potential noise
on the size of the energy gap, defined by equation 10,
will be reflected as an increase in the average energy of
the native conformation. Applying equations 15 and 16 to
the native structure and putting C(E) = 40 = C, we
obtain:
EN
–—
(η) = E
0
N – 〈E〉 + 〈E〉 = E
0
N (18)
*U √ 1 +
____
η2
__
where, to avoid confusion, we call E0N the energy of the
native conformation as measured with the real potential
and:
sEN(η) = η C
______
(19)
1 + η2
since 〈E〉 = 0 in our neutral model. We emphasize that the
average increase of the native energy with noise implies
an average decrease of the energy gap by the same amount
because the two quantities are related by equation 10 and
differ only by the constant term Ec.
Folding probability as a function of potential inaccuracy
can therefore be expressed as:
Pf () = ∫–∞
∞
Pnat(, EN) Pf (EN)dEN (20)
where Pnat(, EN) is the native energy probability distribu-
tion:
Pnat(, EN) =
1
exp (– (EN – EN
—
())2) (21)sEN ()√2__ 2sEN ()2
with EN
—
() and sEN() given by equations 18 and 19, and
Pf(EN) is the folding probability as a function of native
energy or, what is equivalent, the folding probability as a
function of energy gap.
There is no simple way to estimate Pf(EN) exactly, but the
necessity and sufficiency of a large energy gap to folding
implies it should be unity for sufficiently negative EN
values (large energy gaps) and zero for EN values close to
Ec (small energy gaps). As a first approximation, we con-
sider Pf(EN) to be a step function:
Pf (EN) = { 1 if EN ≤ Em (22)0 if EN > Em
so that equation 20 becomes:
Pf () = ∫ Em–∞ 1 exp (– (EN – EN
—
())2) dEN
sEN()√2
__
2sEN()
2
= 1 (erf(Em – √ 1 + 2
——
EON____
) + 1 ) (23)2  
1 + 2
——
2C
___
where erf(x) = (2/√
__
) ∫x0 e–t2 dt is the well known error
function.
Monte Carlo simulations using the original potential
Seven sequences of 36 monomers were selected to fold to
the maximally compact structure shown in Figure 1, as
taken from [28]. These sequences are shown in Table 1
with the corresponding energies of the native target con-
formation, E0N, where the superscript indicates that these
native energies are obtained with no noise added to the
potential. Monte Carlo runs performed without noise
added to the potential confirm that all seven sequences
fold with a two-state-like transition from a high energy,
high entropy state to a low energy, low entropy state. We
identify these two macroscopic states, which can be
readily distinguished along the simulation trajectories
shown in Figure 2, as the denatured and native states,
respectively. Energy, number of native contacts (contacts
present in the native conformation) and total number of
contacts are plotted against time for trajectories of 10
million time steps, recorded every 1000 steps, obtained at
T = 1 for seq2 and seq6. The denatured state is similar for
both sequences, having an average energy of roughly –30
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Figure 1
Native conformation. Maximally compact conformation used as native
structure in all simulations. The chain is contained in a 3 × 3 × 4 region
of the simple cubic lattice and there are 40 contacts.
and around 23 contacts, 10 of which are native contacts.
The native state fluctuates around the native conforma-
tion (40 native contacts). At this temperature seq2, with
E0N = –57.49, stays most of the time in the denatured state
while for seq6, with E0N = –62.32, the native state predomi-
nates.
The two-state character of the transition is also observed
in the temperature dependence of the equilibrium popu-
lation of conformations with a given number of native con-
tacts. As seen in Figure 3, the distribution for seq6 is
monomodal at sufficiently high and low temperatures and
bimodal at intermediate temperatures. The distributions
were obtained from 10 independent runs of 10 million
time steps at each temperature. We additionally per-
formed, for each sequence, a very long run of 100 million
time steps. No conformation with energy lower than the
energy of the target conformation was ever found, suggest-
ing that the target conformation corresponds to the global
energy minimum for all sequences.
Thermal stability of different sequences can be expressed
by the transition folding temperature, Tf, defined as the
temperature at which the denatured and native states are
equally populated at equilibrium. In order to use this defi-
nition it is necessary to define clearly the native state (the
denatured state is automatically defined as all conforma-
tions not contained in the native state). As the entropy of
the native state is much smaller than the entropy of the
denatured state, it is usual to consider it to be zero in
simple theoretical models, such as the Random Energy
Model. In other words, the native state is formed, to a first
approximation, by only one conformation (the native con-
formation). The folding temperature then corresponds to
an equilibrium population of the native conformation of
half of the total population [24,32], i.e. at the folding tem-
perature the chain spends half of the time in the native
conformation and the other half distributed through all
other conformations. We call the folding temperature
measured in this way T40f (because all 40 native contacts
are present, by definition, in the native conformation). T40f
is shown for each sequence in Table 1.
As explained in [41], this definition neglects the fluctua-
tions around the native conformation in the native state,
which may be significant. On the basis of folding trajecto-
ries (Fig. 2) and equilibrium distributions at intermediate
temperatures (Fig. 3), we might also consider an alterna-
tive definition of the native state as containing all confor-
mations with number of native contacts ≥20.
Corresponding folding temperatures, T20f , are also shown
in Table 1. Note that because of the two-state nature of
the folding transition, it is not crucial to determine the
exact limit between the two states, as the region of this
limit is poorly populated in any case. For a comparison, we
also measured T30f and found that it is always almost identi-
cal to T20f (Fig. 4). For most sequences, even T40f is reason-
ably close to T20f (the difference being less than 0.2),
indicating that the native conformation clearly dominates
the native state. For a few sequences, nevertheless,
notably seq3 and seq7, the difference between T40f and T20f
is large (more than 0.4), indicating that different confor-
mations contribute significantly to the native state. The
definition of native state as only one conformation, as
assumed in the Random Energy Model, is probably not a
good approximation for these sequences.
Figure 4 shows folding curves for seq3 and seq6, corre-
sponding to the equilibrium population of the native state
as a function of temperature. Different curves correspond
to different definitions of the native state. Folding tem-
peratures (T40f , T30f and T20f ) are obtained directly from
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Table 1
Sequences used in this study.
Sequence E0N T 20f T 40f m Em
seq1 nsardkfyikslcpmhtiqgvaagdlgrentvwlep –54.27 0.92 0.68 0.52 –48.1
seq2 aqlegdlgldpimpgwhnrancvykvsektsiafrt –57.49 0.97 0.63 0.56 –50.2
seq3 gavsdrltlkycfmthnaqgaslneigkppdvwier –57.59 0.98 0.56 0.62 –49.0
seq4 ntakqklplrsiaafstmpnwglgevgreydvcidh –59.70 1.01 0.76 0.70 –48.9
seq5 gtvrnrinikalamhsdcygftlsevgkdpqawlep –60.67 1.06 0.91 0.76 –48.3
seq6 nqadhdvciewlftgmrasnaylpkiperstvglkg –62.32 1.11 0.99 0.80 –48.7
seq7 apvrdrisikylcaghngdwtpvnefmkqstlaleg –61.75 1.13 0.70 0.75 –49.5
Folding sequences used in this study, respective energies of the native
conformation measured with original noiseless potential, E0N , folding
temperature corresponding to a native state defined as all
conformations having 20 or more native contacts, T 20f , folding
temperature corresponding to a native state formed exclusively by the
native conformation, T40f , potential noise at which folding probability is
0.5, m, and native energy for which folding probability is 0.5, Em. The
native conformation is the same for all sequences. One-letter
sequence code corresponds to the 20-residue sequence
representation described in [27].
these curves. For both sequences the curves correspond-
ing to 20 and 30 native contacts are almost identical, con-
sistent with the two-state character of the folding
transition. The difference between the folding curve cor-
responding to 40 native contacts and the others is much
more pronounced for seq3, indicating that the entropy of
its native state is significant.
The difference in native state entropies between seq3 and
seq6 is also seen in Figure 5 which shows their free ener-
gies as a function of number of native contacts at different
temperatures. Notice that for both sequences the free
energy curve at a temperature close to T20f has a local
minimum corresponding to the unfolded state close to
eight native contacts (the depth and position of this
minimum being temperature dependent). For seq6
another local minimum exists at 40 native contacts, corre-
sponding to a single conformation native state. For seq3 it
can be seen that the free energy at 33, 35 and 36 native
contacts is actually more negative than at 40 native con-
tacts, corresponding to a native state formed by more than
one conformation. It must be remembered that no barrier
exists between conformations of the native state of seq3,
as could be suggested by the high values of free energy at
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Figure 2
Simulation trajectories. Folding trajectories for
(a) seq6 and (b) seq2 from a simulation of 10
million time steps (1 time step = 36 move
attempts), monitored every 1000 time steps,
at T = 1. Energy (medium grey), number of
native contacts (light grey) and number of all
contacts (dark grey) are plotted as a function
of time step. The value for the average number
of all contacts in the denatured state, Nz =
23, as well as the critical energy, Ec = –45.5,
obtained from equation 5 with z = (23/36)
and  = 3.5, are also shown.
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34 and 37 native contacts, since some single moves used
during the simulation change the number of native con-
tacts by more than one, directly connecting apparently dif-
ferent minima [42].
Folding temperatures shown in Table 1 were obtained
from folding curves extrapolated from very long trajecto-
ries (100 million time steps), run at temperatures at which
both states were significantly populated, by the histogram
technique [32]. The histogram technique was also used to
generate the density of states, from which the free energy
curves shown in Figure 5 were calculated, as described in
the Materials and methods. Sequences in Table 1 are
numbered in increasing order of T20f .
According to the Random Energy Model, the continuous
part of the energy spectrum ends at E = Ec where Ec, is
given by equation 5. In our simulations, which use a nor-
malized potential, this critical value is expected to be a
constant (–N√2zln
____
())
___
assuming that the average number
of contacts per monomer in the denatured state, z, and the
number of conformations per monomer in the denatured
state, , can be considered as self-averaging, sequence-
independent quantities. Evidence suggesting that the
continuous part of the energy spectrum (which corre-
sponds to the denatured state) is indeed constant for dif-
ferent sequences in the absence of potential noise is
obtained directly from the MC trajectories for all
sequences, which show the average number of contacts
per monomer in the denatured state to be always close to
23/36 (Fig. 2). Using this value for z, and taking from [23]
the value for  = 3.5, we use equation 5 to obtain a rough
estimate of the critical energy of our system Ec ≈ –45.5.
The corresponding approximation for the critical tempera-
ture from equation 6 is Tc ≈ 0.6, which is lower than T 20f for
all sequences under consideration.
Effect of potential inaccuracies on MC simulations
The folding probability, Pf(), the probability of not
finding any conformation with energy as low as the native
conformation, Pno(), as well as the probability of finding a
‘wrong’ conformation with energy lower than the native
conformation, Pwc(), are plotted as a function of potential
noise, , for sequences seq1 to seq6 (Fig. 6). Each point
corresponds to the frequency observed in a set of 100 sim-
ulations.
We calculated the same probabilities as a function of
energy of the native conformation, EN. The resulting
curves for Pf(EN), Pwc(EN) and Pno(EN) are also shown in
Figure 6. We would like to stress once again that the
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Figure 3
Thermodynamic folding transition of seq6. Equilibrium population of
seq6 at different temperatures. Histograms indicate the fraction of the
equilibrium population corresponding to conformations with a given
number of native contacts. Error bars correspond to standard
deviations of the mean over 10 trajectories of 10 million time steps
recorded every 1000 time steps. (a) At T = 0.9, which is lower than
the folding temperature, only the native state (including small
oscillations around the native conformation) is significantly populated.
(b) At T = 1.1, which is close to the folding temperature, the
distribution is bimodal, with the denatured state centred at around
eight native contacts and the native state clearly dominated by the
native structure with 40 native contacts. (c) At T = 1.3, which is
significantly higher than the folding temperature, the distribution is
monomodal with a maximum around five native contacts,
corresponding to the denatured state.0
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native conformation is the same in all simulations (shown
in Fig. 1), but its energy varies according to the potential
used to measure it. For each sequence, simulations from
all levels of potential noise were regrouped according to
the energy of the native conformation, as calculated with
the corresponding inaccurate potential. Each group corre-
sponds to native energies in an interval of two energy
units (e.g. frequencies corresponding to EN = –44 were
obtained from all simulations of a given sequence where
the energy of the native conformation was between –45
and –43). As such, simulations obtained at any level of
potential noise might contribute to the frequencies
obtained for a given value of native energy. However, it is
clear that simulations obtained at low levels of potential
noise contribute predominantly to frequencies obtained
for low native energies while frequencies obtained for
high native energies will be based almost exclusively on
simulations obtained at high levels of potential noise. As a
result, the number of simulations from which each point
was obtained is variable.
Comparison between the two parts of Figure 6 shows that
while probabilities Pf, Pwc and Pno for sequences seq1 to
seq6 are strongly sequence dependent when measured as
a function of potential noise, they become only weakly
sequence dependent when measured as a function of
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Figure 4
Folding curves for (a) seq3  and (b) seq6 extrapolated from a long
simulation (100 million time steps) by the histogram technique (see
text). The fraction of the equilibrium population corresponding to the
native state is plotted as a function of temperature. Different lines
correspond to different definitions of native state. Q = 40 corresponds
to the native state defined as only the native conformation, with 40
native contacts. Q > 19 and Q > 29 correspond to the native state
defined as all conformations having a number of native contacts larger
than 19 and 29, respectively.
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Figure 5
Free energy as a function of number of native contacts for seq3 and
seq6. Free energy curves for (a) seq3 and (b) seq6 obtained with the
histogram technique from one long simulation (100 million time steps)
run at T = 1.1. At high temperatures the minimum corresponding to the
denatured state has a lower free energy than the minimum
corresponding to the native state. At lower temperatures the situation
is reversed. At intermediate temperatures the two minima have
comparable free energies. Note that for seq6 the native state is clearly
dominated by the native conformation (40 native contacts) while for
seq3 other conformations containing a large number of native contacts
have very negative free energies. The energy of the native conformation
is always the lowest.
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native energy. This result is consistent with the sugges-
tion that the energy gap determines ability to fold, as it
clearly shows that the normalized energy of the native
conformation (which differs from the energy gap by only a
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Figure 6
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Simulation probabilities for seq1–seq6. Effect of potential inaccuracy,
as measured by , the standard deviation of the noise added to the
original potential (left side), and energy of native conformation, EN
(right side) on folding probability, Pf() and Pf(EN) (a and a′¢),
probability of not finding any conformation with energy as low as the
native, Pno() and Pno(EN) (b and b′¢), and probability of finding a
‘wrong’ conformation with energy smaller than the native, Pwc() and
Pwc(EN) (c and c′¢) for seq1–seq6. Different lines correspond to
different sequences. Probabilities are calculated as described in the
text.
constant term) is the primary factor determining the
observed probabilities.
For all sequences, folding probability, Pf(EN), is unity for
native energies sufficiently lower than Ec ≈ –45, corre-
sponding to a large energy gap. The results suggest that a
gap ∆E > 10 (or EN < –55) guarantees folding in the
present model. In a similar fashion, if the energy of the
native conformation is sufficiently higher than Ec, then the
chain will always find a non-native conformation with
energy lower than the native energy and Pwc(EN) will be
unity. The exact behavior of the probability curves
between these two extreme values of native energy seems
to be slightly sequence dependent. The value of Em, for
example, defined by the condition Pf(Em) = 0.5 ranges
from ≈ –48 to ≈ –50 (Fig. 6a′; Table 1) and it is not clear
how significant the maximum difference of about two
energy units (0.05 per contact) is. The value of m, the cor-
responding quantity obtained from the dependence on ,
is, on the other hand, extremely sequence dependent,
ranging from 0.5 to 0.8 (Fig. 6a; Table 1). m increases as
the original value of native energy, E0N, decreases, as might
be expected. Also note that the maximum for Pno(EN)
occurs close to EN = –45 for all sequences (Fig. 6b′), as
could be expected if this value were really associated with
the critical energy of the system. When EN ≈ Ec, the
energy of the native conformation is too low for lower
energy conformations to be found but too high to signifi-
cantly populate the native conformation at temperatures
higher than Tc.
Figure 7 shows that seq7 behaves differently from the
other sequences. Folding probability is different from
unity even for small values of noise and for very negative
native energies (even for native energies lower than E0N).
This unusual decrease in folding probability is accompa-
nied by an increase in probability of finding a non-native
conformation with energy lower than that of the native.
This is consistent with the fact that some conformations of
seq7 that are similar to the native conformation but having
slightly higher energies are significantly populated at
thermal equilibrium. With very little noise added to the
potential, these conformations can become energetically
more favorable than the native conformation. Clearly, for
seq7 (and possibly for seq3), the theoretical assumption of
a single conformation in the native state may not be ade-
quate, as had already been suggested by the large differ-
ence between its values of T20f and T40f .
For most sequences there is good agreement between the
results of the simulations and theoretical predictions. It is
shown in Figure 8 that theoretical curves predicted in
equations 18 and 19 agree well with the corresponding
quantities obtained from the different realizations of
potential noise used in the simulations of seq6. Similar
results (not shown) were obtained for the other sequences.
It can be seen in Figure 6a′ that the folding probability as a
function of native energy changes from unity to zero quite
abruptly for all sequences considered in this paper, which
can be considered as a justification for the use of equation
22 in the theoretical analysis, even though the value of Em
(corresponding to a folding probability of 0.5) is slightly
different in each case. A further indication that the step
function is appropriate is shown by the agreement between
equation 23, which follows from this approximation, and
probabilities derived from our simulations, as seen in
Figure 9a,b. The values of Em (Table 1) used to calculate
theoretical probabilities were chosen to maximize agree-
ment with data points, but we note that they also agree
with the plots shown in Figure 6a′. The worst agreement
between theory and simulation occurs for seq7 and seq3
(Fig. 6c) indicating that the entropy of the native state may
be important in understanding folding probability depen-
dence on potential inaccuracy for some sequences.
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Figure 7
Simulation probabilities for seq7. Same probabilities as in Fig. 6 as
determined for seq7. Different lines correspond to different
probabilities. (a) Probabilities as a function of potential inaccuracy. 
(b) Probabilities as a function of the energy of the native conformation.
See Fig. 6 legend for further details.
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It is important to remember that the folding probability
as a function of inaccuracy (equation 23) depends intrin-
sically on the conditions of the simulations used to
compute the probabilities. This dependence appears in
the value of Em, which in turn depends on, among other
things, the maximum simulation time. If this time could
be made long enough that every conformation could be
visited during the simulation, corresponding to a com-
plete enumeration of conformational space, Em would
reach its maximum value, Emaxm , which can be expected
to be close to Ec. In this hypothetical case, the folding
simulation using an inaccurate potential would be con-
sidered successful whenever the energy of the native
conformation was the global energy minimum, the same
criterion used in [20]. However, the limit of complete
enumeration cannot be reached in practice unless the
system is very small, in which case a direct enumeration
would be simpler than a MC simulation. Therefore, for
any system of reasonable size, Em should be an increas-
ing function of the total simulation time superiorly
bounded by Emaxm ≈ Ec.
In order to observe the effect of total simulation time in
the present system, we performed additional simulations
for seq6 using a total simulation time of 16 million time
steps (4 times the time used previously). For each value of
noise, ranging from 0 to 1.2, 100 simulations were per-
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Figure 8
Effect of potential noise on the energy of the native conformation.
Distribution of the energy of the native conformation, EN, as a function
of potential noise, , for seq6. Each data point corresponds to the
average native energy over 100 potentials generated for each value of
 as explained in the text and corresponding standard deviations are
shown as error bars. The two curves represent the theoretical values
for EN
— and EN
— – sEN obtained from equations 18 and 19. The critical
temperature Ec ≈ –45.5 derived from the Random Energy Model
(upper horizontal line) and Em, defined as the native energy at which
the folding probability is 0.5, as taken from Table 1 (lower horizontal
line), are also shown.
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Figure 9
Effect of potential inaccuracy on folding probability. Comparison
between theoretical curves (lines) of folding probability as a function of
potential noise, Pf(), and results from simulations (points). Points
represent the folding frequency over 100 simulations, each with its
own potential (see text). Theoretical curves were obtained from
equation 23. The values of Em (Table 1) used to calculate theoretical
probabilities were chosen to maximize agreement with data points.
Note that the theoretical expression can fit the data well for seq2,
seq4, seq6 (a), and seq1 and seq5 (b). The worst agreement occurs
for seq3 and seq7 (c). See text for further details.
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formed. From these simulations we computed the curves
shown in Figure 10, which represent the same probability
functions of EN shown in Figure 6 (Pf(EN), Pno(EN) and
Pwc(EN)). Curves corresponding to times t shorter than 16
million were computed simply by considering the events
that occurred in the trajectories prior to step t. It is clear
that the curves corresponding to Pf(EN) (Fig. 10a) gradu-
ally shift to higher energies while the curves correspond-
ing to Pwc(EN) (Fig. 10c) gradually shift to lower energies
as the maximum simulation time, t, increases. As a conse-
quence, the curves corresponding to Pno(EN) (Fig. 10b)
become shorter, although the positions of their maxima do
not shift. Note that the rate at which Em increases with
increasing total simulation time appears to decrease expo-
nentially, which is consistent with the hypothesis that Em
approaches Ec asymptotically. Em values obtained from the
folding probability curves Pf(EN) (Fig. 10a) are plotted as a
function of t in Figure 11. A single exponential of the form
Emaxm – Em = ea–bt fits the data well. The best fit curve
shown in Figure 11 corresponds to Emaxm = –46.2, a = 1.43
and b = 0.12. The obtained value of Emaxm (–46.2) is slightly
more negative than the value previously estimated for Ec
(–45.5) but, at the level of detail of the present study, the
difference is unlikely to be significant.
The exponential decrease of the difference between Em
and Emaxm ≈ Ec as total simulation time increases means
that Em is already close to its maximum value for reason-
ably short times. Further increase in total simulation
time does not cause significant change in the value of
Em. The effect on simulations is that very long simula-
tion times do not significantly increase the amount of
potential inaccuracies a sequence can support. The noise
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Figure 10
Effect of maximum simulation time on folding probabilities. Probability
curves (a) Pf(EN), (b) Pno(EN) and (c) Pwc(EN) for seq6, as defined in
the caption of Fig. 6. Different curves correspond to different maximum
simulation times, t. All curves were obtained from the same long
simulations of 16 million steps. Curves corresponding to t shorter than
16 million were obtained by truncation of the same long trajectories at
t time steps. Note that curves corresponding to 4 million time steps
shown in the present figure closely agree with the corresponding
curves for seq6 shown in Fig. 6, which were obtained from an
independent set of simulations.
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Figure 11
Effect of maximum simulation time on the value of Em. Em values
obtained directly from the curves shown in Fig. 11a (points) and a
single exponential fit of the data.
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Em = -46.2 - exp(1.43 - 0.12 t)
value for which folding probability is 0.5, m, is given by
equation 24:
m(E0N, Em) = (
__
E0N
___
)
2
__
– 1
___
(24)
Em
The values of m shown in Table 1 were obtained from
this expression using the values of Em obtained from the
simulations of 4 million time steps, which are also shown.
Note that they also agree with the simulation results
(Fig. 6a) The values of maxm = m(E0N, Emaxm ) would not be
much higher. For seq6, for example, maxm = m(–62.3,
–46.2) = 0.9, instead of m(–62.3, –48.7) = 0.8, which is
shown in Table 1.
Finally, we will briefly discuss the dependence of folding
probability on chain size predicted by our theoretical
analysis. Equation 24 shows that m does not depend
explicitly on the number of monomers or number of con-
tacts although an effect of chain size on the range of
values available for the ratio E0N/Em cannot be ruled out.
On the other hand, the folding probability curve Pf()
depends explicitly on C, the number of native contacts
(equation 23). C is proportional to N, the number of
monomers in the chain. This dependence is, nevertheless,
quite different from that obtained in [20] for small inaccu-
racies, where the probability approaches unity as 
becomes small with a constant derivative proportional to
√N
__
. It can be shown that the derivative of the sigmoidal
probability curve given by equation 23 goes rapidly to zero
as  goes to zero. As a consequence, for any finite C there
is a nonvanishing range of values of  at which the folding
probability is essentially constant and equal to one. This
result, which comes from the energy gap assumption, is
consistent with the results obtained in [22].
Conclusions
The expression for the folding probability as a function of
potential inaccuracy (equation 23) may be considered the
main result of the present study. It was analytically
derived from a simple model for the density of states
where the large majority of thermodynamically accessible
conformations correspond to a Gaussian distribution in the
energy spectrum separated from the energy of a unique
native conformation by a large gap. It shows that folding
probability decreases with potential noise according to an
asymmetric sigmoidal curve. It also indicates that the spe-
cific shape of the sigmoidal, including its steepness and m
(equation 24), depends on sequence-specific normalized
values of E0N and Em. As Em seems to be much less
sequence dependent than E0N for a given set of simulation
conditions, it is reasonable to expect m to be correlated to
E0N (and ∆E). The known correlation between ∆E and
thermal stability predicted by the Random Energy Model
(equation 8) and previously observed in lattice simulations
[27] immediately suggests that the amount of inaccuracy
supported by a sequence also correlates with thermal sta-
bility. Correlation coefficients between E0N and T 20f , E0N
and m and T 20f and m, taken from the corresponding
columns of Table 1, are, respectively, –0.03, –0.95 and
0.91. If seq7 is not considered, the already high correlation
coefficient between T 20f and m goes to 0.98.
The most obvious implication for simulation and structure
prediction of real proteins is that their sequences are likely
to support small inaccuracies in the simulation potential
and still maintain a folding probability of essentially unity.
Maybe more significant is the fact that different
sequences may have different resistances to potential
inaccuracy, depending on their specific normalized values
for E0N and Em. It follows that the probability of success-
fully simulating the folding of real proteins with available
(inaccurate) potentials would be improved if ‘good’
sequences could be chosen. In a set of homologous
sequences that fold to the same general tertiary structure,
the chances of correctly predicting the structure would be
maximized if the simulation was performed using the
sequence with largest value for E0N/Em. The larger the dif-
ference between the values for the best and worst
sequences, the larger the probability of success, as the
value for the worst sequence is an upper bound for how
much the actual value for E0N can be decreased by the
potential inaccuracy. The strong correlation observed with
thermal stability suggests a simple practical criterion to
monitor relative values of E0N/Em (or m), i.e. the higher the
experimental melting point, the higher the expected value
for m.
Materials and methods
Monte Carlo simulations
We have used the approach of Shakhnovich and co-workers
[23,24,27,33] in which Monte Carlo simulations of the simple cubic
lattice protein model are performed with engineered sequences, i.e.
sequences that have been selected by a MC simulation in sequence
space to have a deep energy minimum in a target maximally compact
structure. The target structure and energy function used in the
sequence selection step play the role of the native state and real poten-
tial, respectively, for the simulations in conformational space. The chain
is modeled by a self-avoiding walk in a simple cubic lattice, where each
residue corresponds to a single bead in a lattice site. Beads corre-
sponding to residues that are adjacent along the sequence occupy
adjacent lattice sites and no lattice site may be occupied by more than
one bead. The energy function is given by equation 25:
E({i}{ri}) =
N
	 U(i,j) (ri,rj) (25)
i>j+1
where {i} is the chain sequence consisting of N residues with the
residue at position i, i, being one of 20 amino acids, {ri} is the set of
lattice sites occupied by the chain, U(
,) = U
 are the elements of a
symmetric 20 × 20 matrix U of contact energies between amino acid
residues and ∆(ri,rj) is unity for adjacent lattice sites and zero otherwise
[23].
The move set used in all simulations consisted of corner flips, crank-
shaft and end moves. The bead to be moved and type of move to be
attempted were determined by an integer random number I between 0
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and 5N –1. The N beads were numbered from 0 to N –1 and the move
was attempted at bead number ImodN, the remainder of the division of
I by N, and the type of move attempted was an end move for end
beads and, for the remaining beads, a corner flip if I < N and a crank-
shaft if I > N. In this way, crankshaft moves are attempted four times
more often than corner flip moves [43]. The move was rejected immedi-
ately if the local chain conformation was not compatible with the
attempted move or if it violated the excluded volume condition. If these
two conditions were satisfied, the Metropolis criterion was applied.
Each time step consisted of N move attempts.
We worked with chains of 36 monomers [27–30] and used the confor-
mation shown in Figure 1, as taken from [28], as the native structure
and generated folding sequences by a MC algorithm in sequence
space in which amino acid composition was kept constant [24,33] and
the energies of interaction between amino acid residues taken from
Table VI of reference [17]. In a MC simulation the temperature T, and
the scale of individual interactions, U, which defines the energy scale,
appear in the Metropolis criterion as the ratio U/T. As a well known
consequence, only this ratio is significant and not the absolute magni-
tude of the individual parameters. It is useful, therefore, to normalize the
potential U in such a way that the standard deviation, U, of all possible
interactions in a sequence is unity [43,44]. The simulation temperature
T will express directly, in this way, the relevant quantity T/U = T/1 = T.
The average of these interactions, U0, is an independent adjustable
parameter that was set to 0 in the present study (‘neutral’ model).
Selected sequences were initially characterized by long simulations
(10 to 100 million time steps = 3.6 × 108 to 3.6 × 109 move attempts)
run at temperature T = 1 without any noise in the potential. Long simu-
lations were also performed at T = 1.1 for seq5, seq6 and seq7. The
higher temperature was intended to increase the equilibrium population
of the denatured state of the most thermostable sequences. Folding
curves representing degree of folding (measured by the equilibrium
population of the native state) as a function of temperature were
obtained from the resulting trajectories by extrapolation to different
temperatures using the histogram technique, as described by Socci
and Onuchic [32]. Folding transition temperatures, defined as the tem-
perature at which the degree of folding is 0.5, were obtained directly
from these curves. The histogram technique was also used in the cal-
culation of the density of states, from which free energy curves were
computed [32,42].
Introduction of potential inaccuracy
Potential inaccuracy was modeled by addition of noise to the native
potential. For each simulation a new matrix was generated by addition
of a random number taken from a Gaussian distribution with average 0
and standard deviation  to the native potential followed by renormal-
ization. The elements of the energy matrix used during sequence selec-
tion, which correspond to the native potential in this model were,
therefore:
Usel
 = N(UMJ
 ) (26)
where UMJ
 are taken directly from Table VI of the paper by Miyazawa
and Jernigan [17] and the normalization operator N acting on the ele-
ments, M
, of any 20 × 20 matrix M is defined as:
N(M
) =
M
 – 〈M〉 (27)
M
with the average 〈M〉 and standard deviation M taken over all possible
chain contacts:
〈M〉 = 2
N
Σ (Mi j ) (28)(N – 1) (N – 2) i<j+1
M = √〈
_
M – 〈
____
M〉)2〉
____
= √〈
_
M2
__
〉 –
__
〈M〉2
____
(29)
The energy matrix used for each simulation was obtained by the follow-
ing expression:
U
 = U0 + N (Usel
 + R
) (30)
where R
 (=R
) is a random number chosen with probability distribu-
tion:
p(R) =
1
e
– R
2
22 (31)
√2
__
It is clear that U is symmetric and also that 〈U〉 = U0 = 0 and U = 1, as
desired. For each value of , ranging from 0 (the ‘real’ potential) to 1.2,
we ran 100 simulations at temperature T = 1, each starting from a dif-
ferent randomly generated initial conformation and using its own poten-
tial U constructed as explained above. Each simulation was stopped
when any one of the following occurred: the native conformation was
found, a conformation with energy more negative than that of the native
conformation (calculated with the potential used in the simulation) was
found or a maximum number of time steps was performed — this
number was usually 4 × 106 (1.44 × 108 move attempts). The number
of time steps performed during each simulation, the number of time
steps performed before the first compact conformation was found (35
or more contacts), as well as which of the three possible causes actu-
ally ended the simulation, were all recorded.
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