Abstract-This paper first presents a novel algorithm approximating the distribution of the maximum (both its position and its value) of a Gaussian process. This algorithm uses particles in a similar way as Sequential Monte Carlo samplers. It is subsequently applied to the problem of Gaussian Process Optimization (GPO). The resulting GPO algorithm does not use an acquisition function, which makes it different from other GPO algorithms. Through various example problems, including a wind turbine load mitigation example, we find that the resulting algorithm on average outperforms existing GPO algorithms. In addition, because no acquisition function has to be optimized, the algorithm can easily and efficiently be applied to problems with high-dimensional input spaces.
I. INTRODUCTION
T HE problem of maximizing a nonlinear reward function f (x) (or equivalently minimizing a cost function) over a compact set has been considered countless times in literature. When the problem is concave (or convex in case of minimization) and derivative data are known, its solution is relatively straightforward, as discussed by [1] .
However, we will consider the case where convexity and derivative data are not known, as is often the case in the field of machine learning; particularly in reinforcement learning applications (see e.g. [2] , [3] ). In addition, we examine the case where every function evaluation is expensive. In this problem set-up, it is our job to choose inputs x 1 , . . . , x n maximizing the value
with n some unknown but usually large number. After applying input x i , we will obtain the measurement y i = f (x i ) + ε, with ε ∼ N (0, σ 2 n ) being white noise. We use this data to choose subsequent inputs. With the function f (x) unknown, the trick is now to balance exploitation (using inputs which are certain to work decently) and exploration (trying out new and potentially better input points).
A. A Bayesian approach
In this paper we will apply a Bayesian approach, also investigated by for instance [4] , [5] , [6] and [7] . We assume some prior distribution over functions is available for f (x).
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To be precise, we will approximate f (x) as a Gaussian Process (GP) f GP (x). (See [8] for an introduction.) A GP is defined as a (possibly infinite) set of Gaussian random variables f GP (x), with x the input vector. It is fully described by the mean function m(x) and the covariance (kernel) function k(x, x ). As is common, we will use a zero mean function and a squared exponential covariance function. The first question we will look at in this paper is: how do we find the maximum of a GP?
It is important to realize that a Gaussian process is a distribution over functions. (For an example, see Figure 1 .) So the maximum of a GP -both its positionx and its valuê f GP ≡ f GP (x) -is actually a random variable, with its own distribution p(x) (and p(f GP )). We call this distribution ofx the maximum distribution. Though this idea is not new ( [9] makes a note of this), no one, to the best of our knowledge, has published a method to find the maximum distribution. The first contribution of this paper is an algorithm to approximate the maximum distribution and to sample from it.
Next, we will apply this algorithm to choose inputs x 1 , . . . , x n resulting in a large value of (1). This process is known as Gaussian Process Optimization (GPO) and our novel GPO algorithm called maximum distribution GPO (MDGPO) is the second contribution of this paper.
B. Existing methods
Several methods for GP optimization already exist. Good overviews are given by [9] and [4] , though we will provide a brief summary here. The recurring theme is that, when selecting the next input x i , we optimize some kind of Acquisition Function (AF) φ(x). In literature, the discussion mainly concerns selecting and tuning an AF.
The first to suggest the Probability of Improvement (PI) acquisition function was [10] . This function is defined as PI(x) = p(f (x) ≥ y + ), with y + the highest observation made so far. This was expanded by [11] and [12] to the form PI(x) = p(f (x) ≥ y + + ξ), with ξ a tuning parameter trading off between exploration (high ξ) and exploitation (zero ξ).
Later on, [13] suggested an AF which also takes into account the magnitude of the potential improvement. It is known as the Expected Improvement (EI) acquisition function EI(x) = E [max(0, f (x) − y + )]. Similar methods were used by [14] , who added multi-step lookahead, [15] , who added a trust region to ensure small changes to the x, and [4] , who introduced an additional exploration/exploitation parameter ξ similar to the one used in the PI AF.
Alternatively, [16] suggested the Upper Confidence Bound (UCB) acquisition function UCB(x) = µ(x) + κσ(x). Here, arXiv:1604.00169v1 [stat.ML] 1 Apr 2016 µ(x) is the posterior mean function of the GP and σ(x) the posterior standard deviation. κ is a parameter which again determines the amount of exploration/exploitation, with high values resulting in more exploration. We will use κ = 2. The extreme case of κ = 0 is also known as the Expected Value (EV) acquisition function EV(x) = µ(x). It applies almost only exploitation, so it is not very useful by itself. Finally, a more modern acquisition function would be the relative entropy, as outlined by [17] .
It should be noted that all the above methods depend on the optimization of a deterministic AF. The MDGPO algorithm we will present here does not depend on any kind of acquisition function and is stochastic by nature, making it fundamentally different. Though its working principle is reminiscent of Thompson sampling, as outlined by [7] , the use of particles in our algorithm overcomes the difficult requirement of having to find the global optimum of a Gaussian process sample function. To the best of our knowledge, no similar particlebased GPO algorithm has been published in literature before.
C. Overview of this paper
In this paper we start by presenting the GPMD algorithm for approximating the distribution of the maximum in Section II. In Section III we subsequently apply this algorithm to the GPO problem, giving us the MDGPO algorithm. Experimental results are then presented in Section IV, with conclusions and recommendations given in Section V.
II. FINDING THE MAXIMUM DISTRIBUTION
In this section we will set up an algorithm to find/approximate the distribution of the maximum of a GP.
A. The true maximum distribution
We first consider the case where the Gaussian process has a finite number n x input points. In this case, the probability that some value f GP (x 1 ) is the maximum is given by
Finding this probability comes down to finding the cumulative distribution of a multivariate normal distribution. For n x = 2 this can be solved through the erf function, for n x = 3 and for n x = 4, the resulting probability can be approximated using adaptive quadratures, and for n x > 4 it is generally better to use some kind of quasi-Monte Carlo integration algorithm. Both methods are described in more detail in [18] and [19] . For all these algorithms, the runtime scales badly with respect to n x . In addition, the case where n x → ∞ is impossible to deal with. So we have to make some approximation which makes sure that we do not need to compare n x points with each other, but only a smaller subset. And that is exactly what the algorithm presented next does.
B. Approximating the maximum distribution
The algorithm we present here (finalized in Algorithm 1) draws inspiration from particle methods like Sequential Monte Carlo (SMC) samplers. (See for instance [20] , [21] and [22] for an introduction.) In fact, we will be using particles φ i = {x φi , f φi }, where x φi is an input point and f φi is a corresponding function value. Despite the strong similarities, the algorithm is also in some ways fundamentally different from most particle methods, mainly because the probability distribution p(x) of the maximum of the GP is not known and cannot be efficiently calculated, not even up to a proportionality constant.
We assume that we have some prior beliefp(x) on what the maximum distribution p(x) is. (Usually this is just a uniform distribution.) At the start of the algorithm, we draw n φ samples x φi from this distribution. For each of these samples, we also take a sample f φi from the distribution of f GP (x φi ). Together, x φi and f φi form the particle φ i . Next, we will 'challenge' these particles. For every existing particle φ i , we sample a 'challenger point' x φ c i fromp(x). Then we calculate the joint distribution
If this is not the case, then nothing changes. After several rounds of challenges, the distribution of particles will approximate the distribution of the maximum of the GP. (An example is shown in Figure 2 .) The distribution will not exactly equal the maximum distribution described in Section II-A. After all, the algorithm described above is fundamentally different, comparing only two points with each other at a time, instead of n x points. However, in practice it comes quite close.
Generally, the approximated distribution is less peaky than the true maximum distribution. This basically means that the approximation is 'slightly less certain' what the maximum may be than the true maximum distribution is. For most applications this extra uncertainty is not a cause for any problems. And in addition, when the covariance of the GP is decreased (for instance by extra measurements) this problem will automatically occur less.
C. Implementing importance sampling
The downside of the current set-up of the algorithm is that it takes a relatively long time to converge. This is because only few challenger points are sampled at the position of the maximum. This problem can be solved if we do not sample our challenger points from the prior maximum distributionp(x), but instead from a different distribution q(x) which pays more attention to places where the maximum is likely to be.
Analogous to the idea of self-normalized importance sampling in SMC samplers (see [21] ) we will also add weights to particles here. After all, if we would sample from a distribution q(x) =p(x), and not take this into account through weights, we will most likely wind up with a very different final distribution. Similar to SMC theory, if we sample a point x φ c i from q(x), we will attach a weight to it equal to
Next, when we want to approximate the maximum distribution from the set of weighted particles, we can apply weighted Kernel Density Estimation (KDE), see for instance [23] , to getp
where K(x, x ) is a kernel function to be chosen. In this paper, we will use a Gaussian distribution
where Λ is a matrix with (squared) length scales. Its value may depend on the input range, the number of particles, how much the particles have clustered, etc. The distribution of the maximum valuef has a similar distribution
with K f a kernel function related to the output f . The next question is, what should we choose q(x) to be? A sensible choise would be to have q(x) equal the current approximationp(x). This has one significant downside. If there initially are no particles near the true maximum, then there will never be any particles near the true maximum, resulting in wrong convergence. To reduce this risk of wrong convergence, we will use a variant of defensive importance sampling (see [21] ). That is, we will mix both the prior maximum distributionp(x) and the current approximated maximum distributionp(x) according to a prespecified ratio r. So,
Experience has shown that r = 1 3 is a decent trade-off between slow convergence and an overly aggressive algorithm, although we can also increase r as the algorithm converges.
D. Improving the runtime and convergence properties
Another potential issue occurs when calculating the weights w φ c i of new challenger points through (4) . Because this expression uses q(x), which in turn usesp(x), which contains a summation over all weights, calculating a single weight w φ c i would take O(n φ ) time. This slows down the algorithm. To solve this, we will define the weights slightly differently, similar to mixture importance sampling (again, see [21] ). When setting up a new challenger point, we first randomly select a currently existing particle φ j , taking into account the weights w φj in this selection. Next, we sample the challenger point x φ c i from
Based on this, the weight corresponding to the new challenger point becomes
.
This can be calculated in O(1) time.
The maximum weight which a particle can get is 1 r . If r is small, we may get particles with very high weights, which would cause peaks in the approximated maximum distribution. To let the algorithm 'damp out' these peaks more quickly, it helps if we do resampling. This should take place after every round of challenges. And, to reduce the effects of resampling on a constant set of particles, we will apply systematic resampling (see [22] ).
Assembling all these ideas into an algorithm results in the Gaussian Process Maximum Distribution (GPMD), summarized in Algorithm 1. Some results of this algorithm are presented in Section IV-A.
Data: A Gaussian process and user-defined parameters n φ , r, Λ andp(x). Result: An approximate distribution of both the position (inputx through (5)) and the value (outputf GP through (7)) of the maximum of a GP. Initialization:
repeat Apply systematic resampling to all particles. for i ← 1 to n φ do Select a random particle φ j . if we select a challenge point fromp(x) (probability r 
III. GAUSSIAN PROCESS OPTIMIZATION
Using the GPMD algorithm, it is relatively easy to devise a GPO algorithm. Whenever we need to select an input to explore at, we make use of the GPMD algorithm to generate a sample from the maximum distribution (5) . Generating a single sample can be done by selecting a single particle φ i at random and then sampling the input pointx from K(x φi ,x). Once we have such a sample, we apply it to the GP, use the resulting measured output to adjust the GP, and then rerun the GPMD algorithm. In the latter part, it is also possible to reuse the particles from the previous algorithm run. The reason is that adding a single measurement to a GP is unlikely to result in a drastic change of the maximum distribution. As such, it is more efficient to start with the particles from the previous algorithm run than to start from scratch.
With these ideas, we get the Maximum Distribution GP Optimization (MDGPO) Algorithm 2. We present some results of this algorithm in Sections IV-B, IV-C and IV-D.
Data: A GP and parameters for the GPMD algorithm.
Result: A set of input points resulting in efficient GP exploration. Iteration:
for i ← 1 to n do Apply the GPMD algorithm, reusing the particles from the previous run. Sample an input point x i from the GPMD distributionp(x i ) of (5). Apply the input x i , measure the output and update the GP accordingly. end end Algorithm 2: The maximum distribution GPO algorithm.
IV. RESULTS
Here we show the results of the presented algorithms. First we examine Algorithm 1 and how it finds the maximum of a GP. Then we examine how Algorithm 2 optimizes a GP, and how this algorithm compares to existing algorithms.
A. The Gaussian process maximum distribution
Consider the function
From this function, we take 20 noisy measurements, at random locations in the interval [−3, 3], with σ 2 n = 0.1 as variance of the white noise. We then apply GP regression with a squared exponential covariance function with predetermined hyperparameters. The subsequent GP approximating these measurements is shown in Figure 1 .
If we apply the algorithm described in Section II-B, selecting challenger points only fromp(x) and not using any particle weights, the approximate maximum distribution progresses as shown in Figure 2 . This algorithm has slow convergence, which would be even worse if the input space would be larger or of a higher dimension. The problem is solved by the full GPMD algorithm, which results in the progress shown in Figure 3 . The corresponding distribution of the maximum value is shown in Figure 4 . The black/grey lines represent the approximate maximum distribution after 1, 2, . . . , 10 rounds of challenges for n φ = 1 000 particles. The blue line is the approximate distribution which the algorithm theoretically will converge to after an infinite number of challenge rounds. The green line is the true maximum distribution, found using the methods mentioned in Section II-A. This graph shows the results of the basic version of the GPMD algorithm without any kind of importance sampling.
This shows that the GPMD algorithm is quite successful at approximating the maximum distribution with relatively few iterations. Often, after 10 rounds of challenges, the estimate is already reasonably accurate. Figure 1 . The approximate distribution is shifted slightly leftward (gives lower values) and is slightly wider (more uncertain) with respect to the true distribution of the maximum value. This is inherent to the GPMD algorithm and is to be expected when applying it.
B. MDGPO applied to a one-dimensional problem
We will now apply the MDGPO algorithm to efficiently explore the function f (x) of (11). We use n = 300 input points x 1 , . . . , x n and look at the sum f (x 1 ) + . . . + f (x n ) of the output values (without noise) which we obtain. In particular, we compare this sum to the optimal cumulative output value that could be obtained, if the maximum of the function was known a priori. The difference is called the regret in for instance [24] .
To keep the memory and runtime requirements of the GP regression algorithm still within acceptable values for the large number of measurements, we will apply the FITC approximation described in [25] , implemented in an online fashion according to [26] . As inducing input points, we use the chosen input points x 1 , x 2 , . . ., but only when they are not within a distance ε (decreasing from 0.3 to 0.02 during the execution of the algorithm) of any already existing inducing input point. For simplicity the hyperparameters are assumed known and are hence fixed to reasonable values. Naturally, it is also possible to learn hyperparameters on-the-go as well, using the techniques described by [8] .
The result is shown in Figure 5 for various GPO algorithms, all with appropriately tuned parameters. Here we see the strengths/weaknesses of the various strategies. The expected value AF does virtually no exploring and sticks with the first 'decent' point it finds. The PI and EI acquisition functions perform better. However, they have trouble consistently finding the optimum, applying more exploration near (local) optimums than is necessary, and sometimes getting stuck in a local optimum altogether. In the long run, the UCB AF and the MDGPO algorithm perform better, with a similar performance. Fig. 5 . Value accumulation of the various GPO algorithms, compared to the optimal value that could be obtained, for function (11) . Results shown are the average performance of forty complete runs of each algorithm.
C. MDGPO applied to a two-dimensional problem
Next, we apply the algorithm to a two-dimensional problem. We use the well-known Branin function from (among others) [27] , being
where x 1 ∈ [−5, 10] and x 2 ∈ [0, 15]. This function is shown in Figure 6 . The challenge is to minimize this function instead of maximizing it, but since minimizing a function is equivalent to maximizing its negative, this will not cause any problems. We can find analytically that the minima occur at −π, . The performance of the various GPO algorithms, averaged out over forty full runs, is shown in Figure 7 . Again, the EV AF sticks with the first decent point. Both the EI AF and the PI AF find the optimum soon enough, but continue to explore more than is necessary. The UCB AF does better at the exploitation part, giving it a better score. However, while exploring it insists on trying out various points on the edge of the input space, including the infamous (−5, 0) point. The MDGPO does not do so, quickly realizing that the maximum is unlikely to be there, giving it a much better performance.
Another interesting feature of the MDGPO algorithm is that the (approximate) maximum probability distribution is computed. This distribution, for a typical run, is shown in Figure 8 . Here we indeed see that the algorithm has correctly identified all three maximums. It still deems some of them more likely to be the maximum than others, but because it has detected them all, these discrepancies will automatically be sorted out with further experiments. 
D. Using MDGPO to tune a wind turbine controller
Finally we test the MDGPO algorithm on an application: load mitigation within a wind turbine. More specifically, we use a linearized version of the so-called TURBU model, described by [28] . TURBU is a fully integrated wind turbine Fig. 8 . The probability distribution of the maximum of the GP approximating the Branin function, resulting from the MDGPO algorithm after n = 300 input points.
design and analysis tool. It deals with aerodynamics, hydrodynamics, structural dynamics and control of modern three bladed wind turbines, and as such gives very similar results as an actual real-life wind turbine.
We will consider the case where trailing edge flaps have been added to the turbine blades. These flaps should then be used to reduce the vibration loads within the blades. To do so, the Root Bending Moment (RBM) of the blades is used as input to the control system.
To determine the effectiveness of the controller, we look at two quantities. The first is the Damage Equivalent Load (DEL -see [29] ). The idea here is that the blades are subject to lots of vibrations; some with large magnitudes and some with small magnitudes. For fatigue damage, large oscillations are much more significant. To take this into account, we look at which 1 Hz sinusoidal load would result in the same fatigue damage as all measured oscillations put together.
To accomplish this, the RBM signal is separated into individual oscillations using the rainflow algorithm [30] . We then use Miner's rule [31] , applying a Wöhler exponent of m = 11 for the glass fiber composite blades [32] , to come up with an equivalent 1 Hz load.
The second quantity to optimize is the mean rate of change of the input signal. The reason here is that the lifetime of bearings is often expressed in the number of revolutions, or equivalently in the angular distance traveled, and dividing this distance traveled by the time passed will result in the mean rate of change of the flap angle. The eventual performance score for a controller will now be a linearly weighted sum of these two parameters, where a lower score is evidently better.
As controller, we apply an integral controller. We integrate the RBM in the fixed reference frame (so after applying a Coleman transformation -see [33] ) and feed the resulting signal to the blade flaps. Since the wind turbine has three blades, there are three integral gains we can apply. The first of these, the collective flap mode, interferes with the power control of the turbine, and hence we will ignore this one and only tune the gains of the tilt and yaw modes. Very low integral gains (in the order of 10 −8 ) will result in an inactive controller which does not reduce the RBM any more than a properly tuned constant input signal, while very high integral gains (in the order of 10 −5 ) will react to every small bit of turbulence, resulting in an overly aggressive controller with a highly varying input signal. Both are suboptimal, and the optimal controller will have gains somewhere between these two extreme values.
To learn more about the actual score function, we can apply a brute force method -just applying 500 random controller settings -and applying GP regression. This gives us Figure 9 . Naturally, this is not possible in real life as it would cause unnecessary damage to the wind turbine. It does tell us, however, that the score function is mostly convex and that there does not seem to exist any local optimums. An approximation of the wind turbine controller score with respect to the integral controller gain exponent. (The integral gain was set to 10 exponent .) This approximation was made by taking 500 random points and applying a GP regression algorithm on the outcomes.
When we apply the GPO algorithms to this problem, it is not always directly clear which algorithm works better. Sometimes the EV AF happens to 'guess correctly' in its first trial run, keeps these settings and outperforms all other algorithms. However, by taking the average result over forty full experiments once more, we do notice significant trends, which are shown in Figure 10 . And from this figure we see that overall the MDGPO algorithm outperforms all other algorithms, although the UCB AF again comes in as a close second, requiring a bit more exploration to find the optimum.
In general, by looking at the points which all algorithms select (not shown in this paper), we can learn more about how the algorithms work. As we have seen, the MDGPO algorithm quickly finds the optimum. The UCB AF finds the same optimum, but requires slightly more exploration to do so, especially near the boundaries of the input space. This holds even more for the PI AF and the EI AF. Finally, the EV AF often simply gets stuck in a suboptimal point.
V. CONCLUSIONS AND RECOMMENDATIONS
We have set up the GPMD algorithm which uses particles to approximate the distribution of the maximum of a Gaussian Fig. 10 . Value (score) accumulation of the various GPO algorithms for the wind turbine problem. The value is compared to an estimate of the mean of the optimal score, since the exact optimal value is unknown. The results shown are averages over forty full experiments, each of which gave each GPO algorithm fifty runs at the wind turbine simulation.
process. Through various extensions, this method has obtained a fast convergence rate. Subsequently, by using samples from the resulting maximum distribution, it is possible to efficiently explore the input space of the Gaussian process. The resulting MDGPO algorithm has been successfully applied to a variety of example problems, including complex mathematical test problems and real-world applications.
We can conclude that the MDGPO algorithm outperforms other GPO algorithms, which all use acquisition functions. In addition, because of its very different nature, the MDGPO comes with various additional advantages. Due to its use of particle systems, it can easily be extended to multiple dimensions without increasing the runtime of the algorithm. It never has difficulties optimizing an acquisition function because it does not use one. Additionally, after the algorithm has been run, it provides a distribution of the location of the GP maximum, even detecting multiple maximums when present.
The main downside is that the MDGPO algorithm still has various parameters which should be optimized, or at least adjusted in the right way during the execution of the algorithm. This downside is however also present for nearly all acquisition functions, and it seems unlikely that there is a GPO algorithm which does not have parameters to be tuned. Further research can be done on the exact influence of these parameters on the effectiveness and reliability of the algorithm.
