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ABSTRACT
TEMPORAL AND RELATIONAL
GRAPHICAL MODELS FOR CAUSALITY:
REPRESENTATION AND LEARNING
SEPTEMBER 2017
KATERINA MARAZOPOULOU
Diploma, NATIONAL TECHNICAL UNIVERSITY OF ATHENS
M.Sc., IMPERIAL COLLEGE LONDON
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David Jensen
Discovering causal dependence is central to understanding the behavior of com-
plex systems and to selecting actions that will achieve particular outcomes. The
majority of work in this area has focused on propositional domains, where data in-
stances are assumed to be independent and identically distributed (i.i.d.). However,
many real-world domains are inherently relational, i.e., they consist of multiple types
of entities that interact with each other, and temporal, i.e., they change over time.
This thesis focuses on causal modeling for these more complex relational and tem-
poral domains. This thesis provides an in-depth investigation of the properties of
relational models and is extending their expressivity to include a temporal dimen-
sion. Specifically, we first investigate alternative ways to ground relational models,
and we provide an in-depth analysis of the impact of alternative grounding seman-
tics for feature construction, causal effect estimation, and model selection. Then,
vii
we extend relational models to represent discrete time. We generalize the theory of
d -separation for this class of temporal and relational models. Finally, we provide
a constraint-based algorithm, TRCD, to learn the structure of temporal relational
models from data.
viii
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CHAPTER 1
INTRODUCTION
We are surrounded by complex systems, such as social networks, trading sys-
tems, manufacturing plants, health monitoring systems, and online stores. The com-
plexity of these systems arises from their vast size, their dynamic nature, and their
structure—they comprise multiple types of entities, interacting in various ways. One
of the challenges we face when using and/or building such systems is that we do not
necessarily understand the underlying mechanisms that govern their behavior and,
consequently, how changing one part of the system will affect other aspects of the
system. This is why causality has become a critical area of study.
Causal models provide a powerful mechanism for reasoning over the effects of
interventions. Broadly speaking, causal inference answers the question “How will
changing X affect Y?” Thus, causal modeling provides actionable knowledge that can
be used for decision making, policy evaluation, etc. Inferring causal dependence is
strictly more difficult than inferring statistical association. To add to that, there are
certain factors that make causal inference even more challenging, such as the com-
plexity of the systems under study. In this thesis, we focus on complex systems that
comprise multiple types of interacting entities (relational systems) that evolve over
time (temporal systems). From a statistical point of view, the addition of temporal
and relational components translates to data instances that are not independent and
identically distributed (i.i.d.). For non-i.i.d. data instances, conventional statistical
approaches will infer invalid and misleading models.
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Another factor to consider in causal analysis is the type of available data or, more
generally, the type of analysis that researchers can perform. Randomized experiments
have long been the leading method for inferring causal dependence. However, in
many cases, experiments are too expensive, time-consuming, or even unethical to
perform and researchers only have access to observational data. Discovering causal
relationships and estimating causal effects in this observational setting requires a
different set of tools. For example, the framework of do-calculus [61] allows inferences
about when a causal effect is identifiable from observational data. However, the details
of do-calculus have only been formalized in the context of propositional models.
In this thesis, we address some of these challenges for causal modeling through the
use of graphical models for causal inference in complex dynamic systems. Specifically,
we focus on relational models, which model complex interactions between multiple
types of entities. For the first part of this thesis, we investigate the intricacies of the
semantics of relational models and the impact that different semantics have for various
types of data analysis, focusing on estimation of average treatment effects. In the
second part of this thesis, we introduce a graphical model representation that extends
relational models to include a temporal component. We provide a characterization of
d -separation properties for this class of models. Finally, we present a constraint-based
algorithm to learn the structure of temporal relational graphical models from data.
These expressive temporal and relational graphical models allow us to represent
more accurately, and arguably in a more intuitive way, a plethora of complex phe-
nomena. For example, the combination of relational and temporal components allows
us to represent and reason about diffusion processes on networks with multiple types
of nodes and multiple types of edges. The d -separation properties of these models lay
the groundwork for reasoning about the effects of interventions, for identifying causal
effects, and for designing experiments in these complex types of systems. Finally,
most methods for estimation of causal effects, either experimental or observational,
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assume that the underlying causal model of the domain is known in advance. How-
ever, in many cases, this is not true. The model is either completely unknown, or
only some parts of it can be successfully extracted from domain experts. Structure
learning algorithms provide an algorithmic way to learn such models from data, at
the very least as a starting point for further refinement.
1.1 Causality
Causality is central to understanding the behavior of complex systems and to
selecting actions that will achieve particular outcomes. Thus, causality is implicitly
or explicitly central to mainstream AI areas such as planning, cognitive modeling,
computational sustainability, game playing, multiagent systems, and robotics. Causal
inference is also central to many areas beyond AI, including medicine, public policy,
and nearly all areas of science.
Causal modeling is often divided into two tasks [77]. The first task is that of
learning a causal model given a data set and, optionally, given some additional infor-
mation, such as background knowledge. This is usually referred to as causal structure
learning or causal discovery. The goal is to find a set of causal models that contains
the true causal model that produced the given data. The second task is estimating
the effects of interventions given a causal model. This task is known as causal infer-
ence. Notice that for the task of causal inference, the causal model of the domain is
assumed to be known.
1.2 Relational and Temporal
The vast majority of work in the area of causality has focused on propositional
domains, where data instances are considered to be independent and identically dis-
tributed (i.i.d.). However, many real-world domains are more complex, they consist
of multiple types of entities that interact with each other. Such domains are referred
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to as relational domains or networks. Examples of relational domains include social
networks (people are friends with other people), academic publishing (authors write
papers, papers cite other papers), epidemiology (patients visit hospitals, patients are
related to other patients), education (students go to schools, teachers teach in schools,
students interact with teachers).
Relational models, contrary to propositional models, can represent dependencies
between individuals. For example, on a social network, relational models can express
dependencies of the form “the behavior of my friends affects my behavior” (i.e.,
interference between units). Moreover, relational models can capture dependencies
between entities of different types. Consider for example an academic institution with
students and courses. A relational model can express dependencies of the form “the
GPA of the students depends on the difficulty of the courses they are taking”.
Many real-world systems of interest are dynamic, i.e., they change over time. For
example, a social network can change over time in multiple ways. The structure of
the networks might change: new users are added, users are removed, new friendships
are formed, and so on. Apart from the network structure, the attributes of the users
are not static. For example, a user’s behavior (such as eating habits) might change
over time, and this might influence the behavior of their peers.
To accurately represent dynamic relational domains and reason over them, we
need representations and models that can handle that level of complexity. Formal-
izing temporal relational models opens the door to approaching a variety of causal
and non-causal tasks for temporal relational domains, such as inferring dependencies
in temporal relational domains from data, estimating causal effects from observa-
tional and/or experimental relational time-series, designing experiments in dynamic
relational domains.
It is worth noting that this additional expressivity is particularly important for
causal discovery. Ultimately, the goal of causal discovery is to uncover the causal
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structure that underlies a system’s behavior. If the true causal structure is not within
the expressive power of the modeling formalism we use, then there is no way to
represent and learn that structure from data. This is not necessarily true for the
task of prediction, since in that case it is sufficient to find features that are highly
correlated with the variable of interest.
1.3 Contributions
This thesis makes the following contributions:
• We investigate the impact of alternative grounding semantics for relational mod-
els. Specifically, we focus on relational models with a single type of entity, a
single type of relationship, and with long-range relational dependencies (i.e., de-
pendencies that are induced by the extended neighborhood of a node as opposed
to its immediate neighbors). We show the impact that alternative grounding
semantics have for feature construction and model fit [52].
• We investigate the impact of multiple types of relationships for causal analysis.
We focus on relational models with a single type of entity and multiple types of
relationships (heterogeneous networks). We show how the presence of multiple
types of relationships impacts estimation of average treatment effect and model
selection [53].
• We present a formalization of (discrete time) temporal relational models, an
expressive class of models that can capture probabilistic dependencies between
variables on different types of entities within and across time points [54].
• We extend the notion of abstract ground graphs [50]—a lifted representation
that allows reasoning about the conditional independencies implied by a rela-
tional model—to the case of temporal relational models, and we show that tem-
poral abstract ground graphs are a sound and complete abstraction for ground
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graphs of temporal relational models. Temporal abstract ground graphs can be
used to answer d -separation queries for temporal relational models [54].
• We extend an existing constraint-based algorithm for inferring causal depen-
dence in relational data—the relational causal discovery (RCD) algorithm—to
incorporate time, thus providing a constraint-based method to learn causal mod-
els from temporal relational data. We show that the temporal relational causal
discovery (TRCD) algorithm is sound and complete under certain standard as-
sumptions [54].
1.4 Dissertation Outline
In this thesis, we first provide the necessary background on graphical models and
causal discovery for propositional domains (chapter 2). In chapter 3, we describe
in detail the existing representation for relational models following the approach of
Maier et al. [50] and the semantics of relational models.
Next, we investigate alternative grounding semantics for relational models, i.e.,
alternative ways to “roll-out” dependencies from the relational to the propositional
level. We show the impact that alternative grounding semantics have for various
tasks of interest (feature construction, model fit, estimation of causal effects) under
two different scenarios. Chapter 4 focuses on the case of networks with one type of
relationship with probabilistic dependencies between a node and nodes in its extended
neighborhood [52]. Chapter 5, focuses on the case of heterogeneous networks with
two types of relationships and probabilistic dependencies from a node’s immediate
peers [53].
Chapter 6 introduces the representation for temporal relational models, temporal
abstract ground graphs, and temporal relational d -separation. Finally, chapter 7
describes TRCD, a constraint-based algorithm to learn the structure of temporal
relational models from data [54].
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CHAPTER 2
BACKGROUND
This thesis is centered around expressive families of graphical models (i.e., tempo-
ral and relational graphical models) and their use in causal modeling. In this section,
we describe how graphs and graphical models are tied to probability distributions and
how they can be interpreted causally. We build on work in directed acyclic graphs and
Bayesian networks, a simple and widely used framework for propositional domains.
This is fundamental work that serves as the foundation for the representations and
methods we develop for the more expressive relational and temporal domains.
Specifically, in this chapter, we introduce the basic notions for graphs, we describe
how graphs represent probability distributions, and provide a brief overview of Markov
equivalence classes. We then move on to how graphs can be interpreted causally.
Finally, we describe existing methods for causal discovery from propositional data,
or in other words, how to learn the structure of propositional graphical models when
given a propositional data set.
2.1 Graphs and Probability Distributions
A graph G is a tuple G = 〈V,E〉, where V is the set of vertices and E ⊆ V × V
is the set of edges. A graph is a directed acyclic graph (DAG) if it does not contain
directed cycles. A graph is partially directed if it has both directed and undirected
edges. The skeleton of a graph G is the undirected graph that can be obtained by
substituting every edge of G with an undirected edge. A path between two nodes
X, Y ∈ V is a sequence of nodes X, V1, . . . , Vn, Y such that there exists an edge
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between any two consecutive nodes of the path. A directed path between two nodes
X and Y is a sequence of nodes X → V1 → . . .→ Vn → Y . A v-structure or collider
on a graph G is an ordered triple of nodes 〈X, Y, Z〉 such that X → Y ← Z and
there is no edge between X and Z. The parents of a node X ∈ V are the nodes with
incoming edges to X: Pa(X) = {Y ∈ V |(Y,X) ∈ E}. A node Y is a descendant of
X if there exists a directed path from X to Y .
Directed acyclic graphs can be used to compactly represent joint probability dis-
tributions over sets of random variables. To be more specific, the structure of the
graph encodes information about the set of (marginal or conditional) independen-
cies that hold in that joint distribution. A directed acyclic graph encodes a set of
independencies according to the local Markov condition.
Definition 2.1 (Local Markov condition). Let G = 〈V,E〉 be a directed acyclic
graph. For every node in Vi ∈ V , the local Markov condition dictates that: Vi is
independent of its non-descendants given its parents in the graph G.
The local Markov condition allows us to infer independencies locally, for every
node conditioned on its immediate ancestors. However, the set of independencies
inferred directly from the local Markov condition implies a larger set of conditional
independencies. The latter can be derived through the global Markov condition or
d-separation [84, 27]. The independencies implied by the local Markov condition are
exactly those that can be derived using d -separation.
Intuitively, two nodes are d -separated if there are no paths of dependence (d -
connecting paths) between these two nodes in the graph.
Definition 2.2 (d -connecting path). Let G = 〈V,E〉 be a directed acyclic graph,
V1, V2 ∈ V two nodes in G, and Z ⊂ V a set of variables such that V1, V2 6∈ Z. A path
between V1 and V2 is d-connecting given a set Z, if every collider along the path is in
Z or has a descendant in Z and no other nodes are in Z.
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Definition 2.3 (d -separation). LetG = 〈V,E〉 be a directed acyclic graph, V1, V2 ∈ V
two nodes in G, and Z ⊂ V a set of variables such that V1, V2 6∈ Z. V1 and V2 are
d-separated given Z if there are no d-connecting paths between V1 and V2 given Z.
A consequence of the way graphs encode independencies is that the joint distribu-
tion of the variables factorizes according to the structure of the graph. Specifically,
the joint distribution is the product of “local” distributions of a node given its parents
in the graph:
P (V1, . . . , Vn) =
∏
Vi∈V
P (Vi | Pa(Vi))
Directed acyclic graphs serve as a building component of Bayesian networks. To
be more specific, Bayesian networks are directed graphical models that represent sets
of probability distributions.
Definition 2.4 (Bayesian network). A Bayesian network over a set of random vari-
ables V consists of
(i) a directed acyclic graph G = 〈V,E〉 (known as the structure of the model), and
(ii) a set of parameters Θ, where every parameter θ ∈ Θ is a conditional distribution
of a node given its parents.
For the purposes of this thesis, we focus on the structure of graphical models and
parameters will be mostly ignored.
2.2 Markov Equivalence Classes
Bayesian networks with different structures can encode the same set of indepen-
dencies. Consider, for example, the case of two random variables, X and Y , that are
marginally dependent, i.e., X 6⊥⊥ Y . Both X → Y and X ← Y are structures that are
consistent with the above set of independencies (or lack thereof, to be more precise).
In general, the set of graph structures that encode the same of independencies form
an equivalence class, specifically, a Markov equivalence class.
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Definition 2.5 (Markov Equivalence). Two graphs are Markov or independence
equivalent if and only if they represent the same assertions of conditional indepen-
dence.
The above definition provides a conceptual description of Markov equivalence. For
the case of directed acyclic graphs, there exists a precise characterization of Markov
equivalence classes with respect to the structure of the graphs.
Proposition 2.6 (From [85]). Two DAGs are Markov equivalent if and only if they
have the same skeleton and the same v-structures.
Since models that belong to the same Markov equivalence class share the same
set of conditional independencies, the notion of conditional independence alone is not
enough to help us distinguish among models in the same Markov equivalence class.
However, there are other characteristics of probability distributions that might differ,
even for two models that encode the same set of independencies. For example, Verma
constraints [85, 79] and dormant independence (a subset of Verma constraints) [75].
Sapecifically for the case of two variables, there exist methods that identify the di-
rection of dependence based on asymmetries arising from the functional form of the
dependence. These include the linear non-Gaussian acyclic model (LiNGAM) [74],
the nonlinear additive noise model [36], and the post nonlinear causal model [92].
2.3 Causal Semantics for Graphs
Up to this point, graphs have not been assigned a causal interpretation, they
just encode probabilistic independencies. In order to interpret graphs causally, we
need to make an additional set of assumptions. On a high level, these assumptions
entail that the Markov condition (and equivalently d -separation) provide the correct
correspondence between causal structure and probabilistic independence. A definition
of causal DAGs, taken from Hernan et al. [34], is the following:
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Definition 2.7 (Causal Directed Acyclic Graph). A causal DAG is a DAG in which
the lack on an arrow X → Y can be interpreted as the absence of a direct causal
effect of X on Y , relative to the other variables of the graph. Moreover, all common
causes, even if unmeasured, of any pair of variables are themselves on the graph.
The semantics of causality are tied to the notion of manipulations. If X is a
cause of Y , then if an external mechanism was able to set the value of X, then that
should result in changes in the distribution of Y . The notion of manipulations can
be formalized through Pearl’s framework of do-calculus [61]. Intervening on a node
X and setting its value to x is defined through a mathematical operator do(x). The
effect of do(x) on a graph G is a modified graph Gx where the parents of X have been
removed and the value ofX is set to x. The intuitive interpretation of that operation is
that by intervening on the value of X, the probabilistic relationship between X and its
parents is removed. This new graph describes the post-interventional distribution Px.
Pearl’s do-calculus consists of three rules that allow to infer interventional quantities
from observational ones. A probabilistic query is said to be identifiable if by successive
applications of the rules of do-calculus all interventional quantities can be replaced
by their observational counterparts.
2.4 Learning the Structure of Bayesian Networks from Data
Let V = {V1, . . . , Vd} be a set of d random variables and P (V1, . . . , Vd} the joint
distribution of these variables. Let D = {x1, . . . ,xn} be a data set consisting of n
independent and identically distributed (i.i.d.) samples from the joint distribution.
The task of structure learning can be formalized as learning the structure of G when
given data set D. There are three main families of algorithms that learn the structure
of graphical models from data.
(i) Constraint-based algorithms eliminate models whose structure is not consistent
with the observed conditional independencies. These algorithms operate in two
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phases. First, they learn an undirected graph. This is achieved through system-
atic application of hypothesis tests to infer whether two nodes can be rendered
independent conditioned on a set of nodes. Independence of two nodes is trans-
lated to absence of an edge between these two nodes in the graph. Then, they
apply a series of deterministic orientation rules to retrieve a partially directed
graph that corresponds to the Markov equivalence class of the true model. Algo-
rithms in this category include PC [76], FCI [76], IC [62], and Grow Shrink [55].
(ii) Score-based methods search heuristically through the space of possible directed
acyclic graphs and pick the one that maximizes a scoring function. Such al-
gorithms include greedy hill climbing search, and search using tabu lists. The
output of score-based methods is usually a fully directed model. It is worth men-
tioning Greedy Equivalence Search [9], a score-based approach that searches over
the space of equivalence classes, as opposed to the space of DAGs.
(iii) Hybrid algorithms combine elements from both constraint-based and score-
based approaches. They first follow the constraint-based approach: through
hypothesis tests they constrain the space of available models by eliminating
models whose structure violates the conditional independencies inferred from
data. Then, for the orientation, instead of employing the deterministic orienta-
tion rules of constraint-based algorithms, they switch to a score-based approach
and search over the constrained space to find the best oriented model. Hybrid
methods learn a fully oriented model. An example of a hybrid algorithm is
MMHC [81].
Many of the existing algorithms for learning the structure of causal models make
the following three assumptions.
1. Causal Markov condition: A variable is independent of its non-effects condi-
tioned on its direct causes. This implies that the independencies that can be
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read off the structure of the graph (IG) are a subset of the independencies that
hold in the underlying distribution (ID): IG ⊆ ID.
2. Faithfulness: The set of independencies that hold in the distribution, can be
read from the structure of the graph: ID ⊆ ID. Intuitively, the faithfulness
assumption ensures that all independencies that hold in the distribution can be
attributed to the structure of the causal graph and they are not coincidental
(for example, because of a particular combination of parameters that neutralize
each other).
3. Causal Sufficiency: There are no unmeasured common causes of the measured
variables.
In this thesis, we focus on constraint-based algorithms. Specifically, we focus
on PC [76] and its relational counterpart, RCD [49]. Under the assumptions of
causal Markov condition, faithfulness, and causal sufficiency, PC and RCD have been
shown to be sound and complete in the large sample limit (i.e., with perfect tests of
conditional independence).
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CHAPTER 3
RELATIONAL MODEL
In this chapter we describe the notions necessary to define a graphical model for
relational domains. We follow the approach and notation of Maier, Marazopoulou,
and Jensen [50]. In section 3.1 we introduce the basic notions of our relational rep-
resentation: relational schemas, relational paths, relational variables, relational de-
pendencies, and relational models. These are concepts defined on the relational level
and, as such, they constitute templates that can be instantiated. In section 3.2 we
describe in detail the instantiation and the semantics of each of these concepts. Fi-
nally, we describe the probabilistic semantics associated with relational models and
their various interpretations.
3.1 Relational Concepts
The basic building block of a relational model is the relational schema, which
specifies what types of entities and relationships exist in the domain of interest.
Definition 3.1 (Relational schema). A relational schema is a tuple
S = 〈E ,R,A, card〉
where
• E is a set of entity classes.
• R a set of relationship classes. Each R ∈ R is an abbreviation for a tuple of
entities R = 〈E1, . . . , Ea〉, where a is the arity of relationship R.
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• A is a set of attribute classes. Each A ∈ A is an abbreviation for a function A :
E ∪R 7→ DA that maps an entity class or relationship class to some appropriate
domain DA.
• The cardinality function card : E ×R 7→ {one, many} is a partial function that
maps a pair consisting of a relationship class and an entity class that participates
in that relationship to the set {one, many}.
Intuitively, the cardinality function constrains the number of times an entity in-
stance can participate in a relationship. We use the notation E ∈ R to denote that
entity E participates in relationship R, i.e., E appears in the tuple for R. When the
distinction between entity and relationship classes is not relevant, we refer to them
jointly as item classes. We will use the notation I ∈ E ∪R to refer to an item class of
a given schema S. Moreover, we use the notation A(I) to refer to the set of attributes
associated with item class I.
A relational schema can be graphically depicted with an Entity-Relationship (ER)
diagram. Entities classes are depicted as rectangles, relationship classes are repre-
sented as diamonds, and attribute classes are drawn as ovals inside the entity or
relationship class they refer to. The cardinality constraints are shown with crow’s
feet notation. Specifically, the fact that an entity participates in a relationship as
many, is depicted using crow’s foot notation. Crow’s feet stands for many while a line
with no endpoint stands for one. A detailed description of ER diagrams can be found
in Ramakrishnan and Gehrke [65].
As an example, consider a (simplified) university domain consisting of students
that take courses. Figure 3.1 shows the ER diagram for this academic domain. The
domain consists of two entity classes (Student and Course), and one relationship class
(Takes). The entity classes Student and Course participate in the relationship Takes .
The entity class Student has one attribute, gpa, and the entity class Course has one
attribute, difficulty . In this example, students can enroll in multiple courses and a
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gpa difficulty
Student Course
Takes
Figure 3.1: Relational schema for the example academic domain. The domain consists
of two entity classes (Student and Course) and one relationship class (Takes). The
cardinality with which Student and Course participate in the relationship Takes is
many.
course can be taken by multiple students. To match our formal definitions, for this
example the relational schema is S = 〈E ,R,A〉 where:
E = {Student ,Course}
R = {Takes}
A = {gpa, difficulty}
gpa : Student 7→ [0, 4]
difficulty : Course 7→ {easy, difficult}
card(Student ,Takes) = many
card(Course,Takes) = many
Takes = 〈Student ,Course〉
A(Student) = {gpa}
A(Course) = {difficulty}
Given a relational schema, we can specify relational paths, which intuitively cor-
respond to ways of traversing the schema.
Definition 3.2 (Relational path). Let S = 〈E ,R,A, card〉 be a relational schema.
A relational path P = [I1, . . . , In] for S is an alternating sequence of entity and
relationship classes such that:
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• I1, . . . , In ∈ E ∪ R.
• For every pair of consecutive item classes E,R or R,E, it holds that E ∈ R.
• For every triple of consecutive item classes of the form R,E,R, it holds that
card(E,R) = many.
The first item that appears on the path is called the base item. Relational paths
are templates and their instantiation results in a set of items reachable from a given
starting item along that path (see Definition 3.7 in the next section). Maier et al. [50]
have shown that the above definition of relational paths syntactically characterizes
valid paths (i.e., paths that have a non-empty instantiation, as described below in
Definition 3.7).
For the schema shown in Figure 3.1, example paths are the following:
[Student ,Takes ,Course] : the set of courses a student takes
[Student ,Takes ,Course,Takes , Student ] : the set of students that take
the same courses with a given student
Relational variables consist of a relational path and an attribute that can be
reached through that path. More formally:
Definition 3.3 (Relational variable). A relational variable is a relational path and
an attribute class, [I1, . . . , In].A such that A ∈ A(In).
For example, the relational variable [Student ,Takes ,Course].difficulty corresponds
to the set of difficulty attributes of the courses that a student takes. The base item
for this relational variable is Student . Relational variables are effectively templates.
The instantiation of a relational variable results in a set of random variables (see
Definition 3.8 in the next section). Instantiating this relational variable for a given
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student results in a set of random variables of type difficulty , one for every course
that the given student takes.
Probabilistic dependencies can be defined between relational variables.
Definition 3.4 (Relational dependency). A relational dependency consists of two
relational variables with a common base item, [I1, . . . , Ik].Ak → [I1].A1.
The left-hand-side of a dependency is often called the cause or the treatment, and
the right-hand-side is known as the effect or outcome. Dependencies are said to be
in canonical form when the path of the effect relational variable is a single item.
For canonical dependencies, the path of the cause relational variable describes how
dependence is induced.
Similarly to relational variables and relational paths, relational dependencies are
also templates. A single relational dependency, when instantiated, corresponds to a
set of dependencies in the ground graph (see Definition 3.9 in the next section).
As an example, consider the following relational dependency in canonical form:
[Course,Takes , Student ].gpa → [Course].difficulty
which states that the difficulty of a course is affected by the set of GPAs of all students
taking that course. Presumably, instructors adjust the difficulty of the course based
on the grade-point average of enrolled students.
A relational model is a collection of relational dependencies defined over a sin-
gle relational schema along with their parameterizations (a conditional probability
distribution for each attribute given its parents).
Definition 3.5 (Relational model). A relational model is a tuple M = 〈S,D,Θ〉,
where S is a relational schema, D is a set of probabilistic dependencies defined over S,
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gpa difficulty
Student Course
Takes
[Course,Takes ,Student ].gpa ! [Course].di culty
Figure 3.2: Relational model for the example academic domain. The relational model
consists of the relational schema (shown in Figure 3.1) and a set of probabilistic de-
pendencies, depicted as directed arrows together with a label annotation that specifies
how the dependence is induced. The relational dependence shown here translates to
“the difficulty of a course depends on the gpa of the students that take the course”.
Table 3.1: Summary of relational concepts and their corresponding instantiations.
Relational concept Instantiation
relational schema relational skeleton
relational path terminal set
relational variable relational variable instance
relational model ground graph
and Θ is a set of parameters for the probabilistic dependencies, where every parameter
θ ∈ Θ is a conditional distribution of an attribute class given its parents in D:
P
(
[I].A|Pa([I].A))
where I ∈ E ∪ R, A ∈ A(I), and Pa([I].A) = {P.A′|P.A′ → [I].A ∈ D}.
The relational schema together with the set of dependencies is referred to as the
structure of the relational model. The structure of a relational model can be depicted
by superimposing the dependencies on the ER diagram of the relational schema,
as shown in Figure 3.2, and labeling each arrow with the corresponding relational
dependency.
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3.2 Instantiation of Relational Concepts
The relational concepts presented so far are defined on a first-order level, or in
other words, they are templates. The next step is to specify how these templates can
be instantiated. This instantiation defines the semantics assigned to the relational
concepts defined earlier. Table 3.1 summarizes the relational concepts and their
corresponding instantiations.
A relational skeleton is a partial instantiation of a relational schema. It specifies
the entity and relationship instances that exist in the domain. It does not specify
values for the attributes.
Definition 3.6 (Relational skeleton). Let S = 〈E ,R,A, card〉 be a relational schema.
A relational skeleton σ for S consists of:
• A set of entity instances {e1i , . . . , eni } for every entity class Ei ∈ E .
• A set of relationship instances {r1i , . . . , rmi } for every relationships Ri ∈ R. The
set of relationships instances must be consistent with the cardinality constraints
card .
Figure 3.3 shows an example relational skeleton for the relational schema of Fig-
ure 3.1. The skeleton consists of three Student instances—Alice, Bob, and Charlie—
and two Course instances—CS101 and CS201. Alice and Bob are taking both classes,
and Charlie is taking CS201.
Given a relational skeleton, relational paths can be instantiated, starting from a
specific item and reaching a set of items along the path.
Definition 3.7 (Terminal set). Let σ be a relational skeleton for relational schema
S. Let P = [I1 . . . In] be a relational path for S and i1 an instance of item I1 in the
skeleton σ. The terminal set P |i1 is defined inductively as:
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gpa
Alice
difficulty
CS101
gpa
Bob
gpa
Charlie
difficulty
CS201
Figure 3.3: Example relational skeleton for the schema shown in Figure 3.1. This
partial instantiation includes three students and two courses. The skeleton does not
specify values for the attributes.
P 1|i1 = [Ii]|i1 = {i1}
...
P n|i1 = [Ii, . . . , In]|i1 =
⋃
im∈Pn−1|i1
{
ik|
(
(im ∈ ik if Ik ∈ R) or (ik ∈ im if Ik ∈ E)
)
and in 6∈
n−1⋃
j=1
P j|i1
}
The terminal set for a relational path P = [I1 . . . In] is a set of instances of the
item class In. It is important to note that this definition of terminal sets makes use
of what Maier et al. [50] call bridge burning semantics. Intuitively speaking, terminal
sets are constructed by traversing the relational skeleton beginning at a single instance
of the first item in the path and reaching a set of instances of the last item in the
path. However, when items are repeated along the path, ambiguities arise. Under the
bridge burning semantics, no instances are revisited. In other words, as the skeleton is
traversed following the relational path specification, if at any point we visit a node for
the second time, then the path is considered a dead-end and not expanded any more.
The term in 6∈
⋃n−1
j=1 P
j|i1 in the definition of terminal sets enforces that constraint.
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The construction of terminal sets has a key role in instantiating relational models,
as we explain below, as well as in the definition of relational d -separation. In the
literature, relational models often gloss over the choice of relational semantics. For
example, in the framework of PRMs [28], it is not specified what semantics to use
when there are repeated items in a path (slot chain). On the other hand, DAPER
models [33] use first-order formulas to fully specify the grounding of a model. Finally,
Lee et al. [45] make use of what they call path semantics, as an alternative to bridge
burning semantics.
As an example, consider the schema shown in Figure 3.1 and the skeleton shown
in Figure 3.3. Below are example relational paths and their corresponding terminal
sets.
[Student ]|Bob = {Bob}
[Student ,Takes ,Course]|Alice = {CS101, CS201}
[Student ,Takes ,Course]|Charlie = {CS201}
[Student ,Takes ,Course,Takes , Student ]|Charlie = {Bob}
A relational variable is defined as a relational path and an attribute class of the
last item that appears on the path. Instantiating the relational path results in a set
of item instances in the skeleton. Instantiating the corresponding relational variable
results in a set of attributes, one for every item instance in the terminal set of the
relational path. In other words, instantiating a relational variable results in a set of
random variables, the attributes corresponding to the terminal set of the path. More
formally:
Definition 3.8 (Relational variable instance). Let σ be a relational skeleton, i1 an
instance of item class I1 in the skeleton σ, and [I1, ... , Ik].A a relational variable. An
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instance of the relational variable, denoted as [I ,1... , Ik].A|i1 , is the set of attribute
instances {ik.A | A ∈ A(ik) and ik ∈ [I1, ... , Ik]|i1}.
Given a relational modelM and a relational skeleton σ, we can construct a ground
graph GGMσ by applying the relational dependencies as specified in the model to the
specific instances of the relational skeleton. This process is known as grounding or
rolling-out the relational model.
Definition 3.9 (Ground graph). Let M = 〈S,D,Θ〉 be a relational model and σ a
relational skeleton for S. The ground graph for modelM and skeleton σ is a directed
acyclic graph GGMσ = 〈V,E〉 such that:
• V = {i.A|I ∈ E ∪ R and A ∈ A(I)}
• E = {it.At → io.Ao|[Io, . . . , It].At → [Io].Ao ∈ D and it ∈ [Io, . . . , It]|io}
Figure 3.4 shows the ground graph for the model of Figure 3.2 applied on the
relational skeleton shown in Figure 3.3. Note that every node in the ground graph
corresponds to a random variable. Every i.A is assigned the parameter specified for
[I].A. This is common convention in relational learning and is known as templating
or parameter-tying. The ground graph is effectively a Bayesian network. However,
the size of the ground graph varies with the size of the relational skeleton (i.e., the
size of the data set).
The ground graph effectively defines the semantics of a relational model, or in
other words, the probability distribution it represents. If we assume a fixed relational
skeleton, then a relational model defines a probability distribution over the attributes
of the entities and relationships of the model.
Definition 3.10 (Semantics of relational model). Let S = 〈E ,R,A, card〉 be a rela-
tional schema,M = 〈S,D,Θ〉 a model defined for that schema, σ a relational skeleton
for S, and GGMσ = 〈V,E〉 the corresponding ground graph. The relational model
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Figure 3.4: Ground graph for the model of Figure 3.1 applied on the relational skeleton
shown in Figure 3.3. To aid visualization, the relational skeleton is shown in the
background.
defines a probability distribution over the attributes of the entity and relationship
instances in the model:
P (GGMσ) =
∏
i.A∈V
P
(
i.A|PaGGMσ(i.A)
)
where every i.A is assigned the parameter specified for [I].A.
This is consistent with the semantics defined for probabilistic relational models
(PRMs) [28].
Since the semantics of relational models are effectively reduced to the probabilistic
semantics of their ground graphs, the resulting ground graphs need to define coherent
probability distributions. This is guaranteed if the ground graphs are acyclic. It can
be shown that if the relational model structure does not contain cycles,1 then the
resulting ground graphs will be acyclic. In this work, we restrict our attention to
relational models that do not contain the kind of relational autocorrelation that gives
rise to cycles in the ground graph. Moreover, we do not consider relational schemas
that contain cycles through one-one relationships. This is not a limitation on the
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expressive power of our formalism, since such cycles can be represented in a single
entity type.
3.3 Learning Relational Models
We now turn our attention on how to learn relational models. We focus on struc-
ture learning, i.e., how to learn the structure of relational models from data. As
pointed out by Xiang et al. [90], learning in the relational setting has been treated
by researchers in two distinct ways:
1. Learning from a single relational skeleton. In this case, datapoints are the nodes
of the relational skeleton. Increasing the sample size corresponds to increasing
the size of the relational skeleton. This paradigm is used, for example, in social
network analysis where there exists a single social network (e.g., the Facebook
social graph). Increasing the sample size translates to considering a larger
portion of the single social graph. The work of Xiang et al. [90] provides an
asymptotic analysis of consistency for relational learning methods in this case.
2. Learning from multiple relational skeletons. In this case, a datapoint corre-
sponds to an entire relational skeleton. The population consists of independent
samples of relational skeletons (the relational skeletons might be different but
they need to follow the same relational schema). Increasing the sample size
corresponds to increasing the number of relational skeletons. Many bio-related
tasks fall into this category, such as learning protein structure and chemical
compounds.
We restrict our attention to the first case (learning from a single relational skele-
ton). In this case, the structure learning task can be formalized as follows.
1The relational model structure ignoring the label specification of the dependencies is known as
the class-dependency graph. If the class dependency graph is acyclic, then all ground graphs of that
model will be acyclic [28].
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Definition 3.11 (Structure learning task). Assume we are given a relational schema
S, a relational skeleton σ consistent with schema S, and a data set D consistent with
σ. Structure learning is the task of learning the set of relational dependencies D for
model M = 〈S,D〉.
The data set D is a fully populated relational database with schema S, for the
skeleton σ. To be more precise, D contains a table for ever item class I ∈ E ∪ R.
A table for item I has a column for every attribute of item class I and a row for
every item instance i ∈ σ(I). The rows contain the values of every attribute (in the
appropriate domain) for every item instance i ∈ σ(I).
Most methods for learning the structure of relational models follow the score-based
paradigm. For example, Bayesian model selection has been adapted for probabilistic
relational models (PRMs) [28]. Formally, the task is to compute the posterior prob-
ability of a structure M (specifically, of the set of dependencies D) given a data set
D. By applying Bayes rule, this can be computed as:
P (D|D, σ) ∝ P (D|D, σ)P (D|σ)
The choice of model structure (i.e., of the set of dependencies) is assumed to be in-
dependent of the choice of the skeleton: P (D|σ) = P (D). For Bayesian networks, it
is common to impose a uniform prior over structures. However, in the relational case
this is not straightforward, since there might be an infinite number of possible struc-
tures. This happens, for example, when the relational dependencies can have infinite
length (friends, friends of friends, friends of friends of friends, and so on). A possible
solution is to penalize long dependencies, by requiring the prior over structures P (D)
to be inversely proportional to the total length of dependencies in the model.
The term P (D|D, σ) of the above equation can be further decomposed into:
P (D|D, σ) =
∫
P (D|D, σ, θD)P (θD|D)dθD
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where P (θD|D) is the prior of parameter values for each possible structure. Again,
contrary to the case of Bayesian networks, this is not straightforward to define for
relational models since there are infinitely many alternative structures. Getoor et
al. [28] defer this issue to future work.
Regarding constraint-based algorithms for relational models, the first such algo-
rithm was introduced by Maier, Marazopoulou, and Jensen [49]. The RCD algo-
rithm operates in the same way that PC does, but leverages the theory of relational
d -separation introduced by Maier, Marazopoulou, and Jensen [50] to translate inde-
pendencies inferred from the data to independencies that are implied by the model
structure.2 Building on the theory of relational d -separation, Lee et al. [46] provide
RCD-light, a constraint-based algorithm similar to RCD that performs fewer test of
conditional independence. Lee et al. [45] introduce a RpCD, an algorithm similar to
RCD that learns the structure of relational causal models under path semantics, as
opposed to bridge burning semantics used by RCD. Finally, Ishak et al. [38] introduce
a hybrid algorithm that uses the first phase of RCD to learn unoriented dependencies
and a score-based method to learn orientations.
2A detailed description of relational d -separation, abstract ground graphs, and RCD is given in
Chapters 6 and 7, in the interest of placing this material closer to where it is used.
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CHAPTER 4
ALTERNATIVE GROUNDING SEMANTICS FOR
RELATIONAL MODELS
In the relational model presented so far, we made certain simplifying assumptions
regarding the form of the relational dependencies. To be more specific, the relational
paths were constrained to traverse the schema and bridge-burning semantics were
enforced when instantiating relational paths, i.e., an individual seen along a path will
not be revisited. In the general case, we can imagine alternative ways to translate
a relational dependence to propositional ones, for example by not enforcing bridge-
burning semantics. The goal of this chapter is to investigate alternative grounding
semantics and the impact they have on feature construction and model fit.1
We focus on social networks, a subcase of relational models that contain a sin-
gle entity-type and a single-relationship type. Social networks—for example Face-
book, Twitter, and LinkedIn—have become ubiquitous. Such systems produce large
amounts of data that record the attributes of individuals, but also information about
the connections and interactions among these individuals. These rich data sets allow
researchers to investigate various aspects of social behavior on a scale that previ-
ously was not possible. Many of these phenomena involve social or peer-effects which
measure the level of influence exerted on individuals by their neighborhood—other
individuals that are near to them in the network. Surprisingly, no clear semantics
exist for defining the set of nodes that belong to that neighborhood. As we show,
1Marazopoulou, Arbour, Jensen. Refining the Semantics of Social Influence. NIPS Workshop
(2014) [52]
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ambiguity in how neighborhoods are defined can have significant impact on analyses
examining these effects. Specifically, values for the aggregates of these sets can differ
substantially depending on the specific semantics used, which may lead to different
conclusions.
4.1 An Example
As a motivating example, consider the following question: Does the happiness
of an individual depend on the happiness of her extended social circle (friends of
friends)? On the face of it, this problem is relatively straightforward to formulate.
First, we would gather data about an individual’s extended social circle. We can
then aggregate those values and estimate if they have an effect on her happiness2.
However, we have failed to be explicit about a critical component: what exactly
constitutes membership in someone’s extended social circle? There are (at least) two
equally reasonable options:
1. Only include individuals who are connected to one of her friends but not to her
(friends of her friends who are not her friends).
2. Include all individuals connected to one of her friends, including those that are
her friends (friends of her friends no matter whether they are her friends or
not).
Figure 4.1 provides a visualization of these different semantics for a given node of a
small network. While both options are reasonable, they lead to significantly different
estimates of the values of the set, as we show in this chapter.
The effects of using different semantics are amplified when considering longer
paths of dependence (e.g., friends of my friends of my friends, etc.), since longer
2Note that we are intentionally ambiguous regarding the exact method of estimation. The
implications of this work apply to a large number of techniques both predictive and causal.
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v0
(a) Friends of my friends who are not
my friends.
v0
(b) Friends of my friends who could
be my friends.
Figure 4.1: Example of alternative semantics on a small network. The node with the
highlighted outline is the central node of the analysis. Shaded nodes are the ones that
belong to the set of “friends of friends” for the central node under different types of
semantics.
paths admit more semantics. Such longer-range dependencies are not unrealistic. In
fact, according to Christakis and Fowler [12], social networks obey the “three-degrees
of influence” rule. In other words, an individual can affect others that are up to three
connections away (friends, friends of friends, friends of friends of friends).
In what follows, we provide a formal description of the problem and we define
two different semantics. We then provide experimental evidence using the Erdo¨s-
Re´nyi model, Baraba´si model, and Watts-Strogatz model that quantifies the effect of
using the different semantics on both set construction and subsequent model-selection.
Finally, we examine the impact of these semantics on sixteen real-world networks from
the Stanford network analysis project (SNAP) repository.
4.2 Related Work
A plethora of work exists that analyzes the properties of social networks. However,
the actual construction for sets of peers is relatively understudied. A closely related
work is that of Ugander et al. [83], which focuses on analyzing the structure of the
Facebook graph. The authors explicitly make a distinction between the number of
non-unique friends of friends (the number of paths of length two from the initial node
that do not return to the initial node) and unique friends of friends (the set of nodes
that can be reached from the initial node with paths of length two). That distinction
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Friends 
outcome
treatment
User
[User ,Friends ,User ,Friends ,User ].treatment ! [User ].outcome
Figure 4.2: Relational model for a social network (single entity/single relationship).
The relational dependence is induced by a user’s second level peers (friends of friends).
Alice Bob
Charlie Dan Emery
Figure 4.3: Example relational skeleton for a social network domain, i.e., for the
relational model shown in Figure 4.2. The skeleton consists of a set of users and their
friendships. It is effectively an undirected graph.
could be thought of as an additional type of semantics. It is worth pointing out that
our work has connections to feature construction for relational learning, as well as to
probabilistic relational models, such as PRMs [28] and Markov logic networks [68].
More specifically, relational models are lifted representations that can be grounded to
propositional models, based on the specified grounding semantics. Those semantics
specify how an edge on the relational level “translates” to an edge on the propositional
level.
4.3 Problem Setup
In this chapter, we focus on relational model with one type of entity and one type
of relationship and long-range relational dependencies, such as the model shown in
Figure 4.2. For a schema with one entity and one relationship class, the relational
skeleton is simply an undirected graph G = 〈V,E〉, as shown in Figure 4.3.
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Our focus is on peer or social effects. Specifically, we focus on the effect that
a node’s friends of friends have on that specific node. Assume that we are given
an initial vertex, v0 ∈ V . We investigate the effect of two different semantics for
constructing the set of friends of friends of v0. Let Vk be the set of vertices that can
be reached from v0 with a path length of k (without repetition of edges along that
path). One construction of our set is to simply consider all vertices that are found
at path length 2, i.e., V2. Another approach is to include only the vertices whose
shortest path is of length two, i.e. V2 \ V1. The question that remains is what is
the effective difference between employing these two strategies in terms of feature
construction and model selection.
4.4 Synthetic Experiments
In this section, we use synthetically generated networks to showcase the difference
between the two alternative grounding semantics. To be more specific, the first set
of experiment uses synthetically generated networks to quantify the impact of the
different semantics on terminal sets (i.e., feature construction). The second set of
experiments uses synthetic data generated on top of the synthetic networks to measure
the impact of the different semantics on model selection.
4.4.1 Effect on Terminal Sets
The simplest measure to capture the difference between these semantics is to
quantify the disparity between the sets constructed using the two strategies described
above. Note that we are ignoring attribute values and focusing on the simple pres-
ence/absence of a vertex in a set. In this experiment, we first generated random
networks with varying size (10, 50, 100, 200, 300, 400, 500 nodes) using the following
models:
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1. Erdo¨s-Re´nyi model [20]. Specifically, we used the G(n, p) model, which gen-
erates a random graph with n nodes and any two nodes are connected with
probability p. For this experiment we used p =0.1-0.9 incremented by intervals
of 0.1.
2. Baraba´si-Albert model [7]. This model creates networks starting with one ver-
tex and adding new vertices at each time step that are connected to existing
vertices with probability proportional to the number of links that a vertex has
(preferential attachment). For this experiment, we varied the power of the
preferential attachment (0-3 by increments of 0.5).
3. Watts-Strogatz model [89]. This model starts with a regular ring lattice with n
nodes, each connected to k neighbors on both side. Then every edge is “rewired”
with probability p to connect to a different node (avoiding self-loops). For this
experiment, we varied the size of the neighborhood (1, 5, 10) and the rewiring
probability (0.1-0.9 by increments of 0.2).
We then measured the Jaccard distance between the sets constructed under the
different semantics, averaged across all nodes of a network and averaged over 500
trials. The Jaccard distance between two sets A and B is defined as J(A,B) =
1− |A∩B||A∪B| . Intuitively, this quantifies the overlap of two sets, while accounting for the
size of both.
The results for networks generated by Erdo¨s-Re´nyi models are shown in Figure 4.4.
As the density of the network increases (higher p), the Jaccard distance increases as
well. For networks generated using the Watts-Strogatz model, the results are shown in
Figure 4.5. For values of the neighborhood parameter larger than 1, the two different
semantics result in sets that have a non-zero Jaccard distance. Finally, for networks
generated using the Baraba´si model, the two semantics lead invariably to the same
sets (Jaccard distance is 0). This can be explained by the lack of many triangles in
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Figure 4.4: Average Jaccard distance for the two different semantics on random
networks generated using the Erdo¨s-Re´nyi model with varying p and network size.
graphs generated by the Baraba´si model. For example, consider the graph shown in
Figure 4.6. For the ego node shown in yellow, vertices with shortest path of length two
are shown in blue, and vertices with a path of length two are shown with highlighted
border. These two sets of vertices overlap completely, therefore, their Jaccard distance
is 0.
4.4.2 Effect on Model Fit
This experiment goes one step beyond measuring the distance between the sets
created under different semantics. We seek to assess how the different semantics
affect model selection. We consider attributed graphs, where each node has two
attributes, treatment T and outcome O. We assume that the true generating model
has a dependency of the form: “The treatment T of the friends of my friends affects
my outcome O.” We generated synthetic data sets using the following procedure.
• Generate network structures using the Erdo¨s-Re´nyi model and the Watts-Strogatz
model. For this part, we either varied the size of the network, or the param-
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Figure 4.5: Average Jaccard distance for the two different semantics on random
networks generated using the Watts-Strogatz model with varying neighborhood size,
rewiring probability, and network size.
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Figure 4.6: Graph with 50 nodes generated by the Baraba´si-Albert model with power
of preferential attachment set to one. For the ego node shown in yellow, vertices with
shortest path of length two are shown in blue, and vertices with a path of length two
are shown with highlighted border. These two sets of vertices overlap completely,
therefore, their Jaccard distance is 0.
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eters of the generating model (probability p for the Erdo¨s-Re´nyi model, and
neighborhood and rewiring probability for the Watts-Strogatz model).
• Generate values for the attributes T by drawing from a normal distribution
T ∼ N (µ, σ), where µ ∼ U(−5, 5) and σ ∼ U(0, 3).
• Generate values for O using the conditional distribution
O ∼ agg(FriendsOfFriends) +  · N (0, 1),
where  is the noise coefficient, FriendsOfFriends is the set of T values for the
nodes that belong to the set of friends of friends (defined using two different
semantics), and agg is an aggregation function applied to the values of that set.
For this part, we ran two sets of experiments, one using mean as the aggregation
function (i.e., the mean of the set of values in the sets FriendsOfFriends), and
one using degree (i.e., the size of the set FriendsOfFriends).
• Learn two types of models from the generated data, one for each alternative
definition of the set of friends of friends, and computed their log-likelihood.
The results for networks generated using the Erdo¨s-Re´nyi model are shown in
Figure 4.7 and for the Watts-Strogatz model in Figure 4.8. We use the term “strictly
2” to refer to the semantics that include only friends of friends who are not the
central node’s friends, i.e., node with a shortest path of length 2 from the central
node. The term “2 and 1” refers to the semantics that would include friends in the
set of friends of friends (nodes that have a path of length 2 from the central node,
although the shortest path might be of length 1). In general, when the generating
semantics match the semantics assumed for the analysis, the model has a higher
log-likelihood. Moreover, when comparing the two cases where the true generating
semantics do not match the applied semantics, it is generally the case that the model
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Table 4.1: How different are the sets constructed using the two different semantics
on some real-world network structures from the SNAP datesets.
Experimental Results Network statistics
data set mean Jaccard max Jaccard Nodes Edges Diameter Avg. clustering coeff.
as-733 0.024 0.667 6,474 13,895 9 0.2522
ca-AstroPh 0.013 1.0 18,772 198,110 14 0.6306
ca-CondMat 0.033 1.0 23,133 93,497 14 0.6334
ca-GrQc 0.046 1.0 5,242 14,496 17 0.5296
ca-HepPh 0.018 1.0 12,008 118,521 13 0.6115
ca-HepTh 0.024 1.0 9,877 25,998 17 0.4714
com-Amazon 0.103 0.962 334,863 925,872 44 0.3967
com-DBLP 0.096 0.933 317,080 1,049,866 21 0.6324
email-Enron 0.068 1.0 36,692 183,831 11 0.4970
ego-Facebook 0.063 0.929 4,039 88,234 8 0.6055
loc-Gowalla 0.040 0.875 196,591 950,327 14 0.2367
regon-1 (010526) 0.001 0.4 11,174 23,409 9 0.2964
regon-2 (010526) 0.001 0.524 11,461 32,730 9 0.4943
roadNet-CA 0.047 1.0 1,965,206 2,766,607 849 0.0464
roadNet-PA 0.047 1.0 1,088,092 1,541,898 786 0.0465
roadNet-TX 0.047 1.0 1,379,917 1,921,660 1054 0.0470
that assumed that friends of friends include friends, performs better. This is more
pronounced for networks generated using the Erdo¨s-Re´nyi model.
4.5 Experiments on Real Networks
To provide a more realistic insight on the impact of using different semantics, we
measured the Jaccard distance between the sets constructed under different semantics
on real network structures from the SNAP data sets [47]. In this case, there are no
attribute values on the nodes. The results are summarized in Table 4.1. These results
indicate that there can be an average difference of up to 10% on the sets constructed
under different semantics.
4.6 Concluding Remarks
The proliferation of network data presents an opportunity to study phenomena
involving network effects such as social or peer effects at a scale previously unthink-
able. While there has been a large amount of work in that area, there still exists
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Figure 4.7: Log-likelihood of model for graphs generated using the Erdo¨s-Re´nyi model.
Results are shown for varying network size (4.7a, 4.7b), varying network density
(4.7c, 4.7d), and different aggregation functions (average and degree). Blue corre-
sponds to cases where the assumed semantics match the generating semantics, and
red to cases where they do not.
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Figure 4.8: Log-likelihood of model for graphs generated using the Watts-Strogatz
model. Results are shown for varying network size (4.8a, 4.8b), varying rewiring prob-
ability (4.8c, 4.8d), and different aggregation functions (average and degree). Blue
corresponds to cases where the assumed semantics match the generating semantics,
and red to cases where they do not.
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a significant gap in terms of the exact semantics that can be used to describe the
mechanism from which those phenomena arise. In this work we have looked at the
semantics for constructing the set of peers in order to study a social or peer effect.
While there is no definitive correct approach to construct these sets, the choice of
strategy reflects assumptions about the underlying mechanism of influence. As both
our synthetic and real-world experiments show, the difference is not merely theoret-
ical; the use of one strategy over another can lead to significant differences in the
aggregate values of network-based covariates. These results, when coupled with the
importance of small-effect sizes in studies of large networks, demonstrate the necessity
for clarity. Our work here represents a small fraction of the ambiguities that exist
within the process of understanding phenomena in networks.
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CHAPTER 5
CAUSAL ANALYSIS IN HETEROGENEOUS NETWORKS
In the previous chapter, we studied the impact of alternative semantics for social
networks with long-range dependencies. We focused on the tasks of feature construc-
tion and model selection. In this chapter, we adopt a causal oriented perspective.
Specifically, we aim to investigate the impact of alternative grounding semantics to
the estimation of causal effects for the case of social networks with multiple types of
relationships.1
5.1 Motivation
Understanding how the behavior of an individual can be affected by the behavior of
his or her peers in a network can provide valuable insight into many observed modern
phenomena. For example, recent studies have focused on whether an individual’s
likelihood of adopting a particular product is influenced by messages from peers [1]
and whether an individual’s behavior can be influenced by their knowledge of their
peers’ behavior [4]. These studies attempt to establish the causes and effects of such
behaviors within social networks, in contrast to studies that only examine correlations
among such behaviors (e.g., [13, 21, 16]).
Increasing attention has been paid to developing reliable methods for causal infer-
ence in relational domains (c.f. [82], [80], [2]). While this work represents substantial
1Marazopoulou, Arbour, Jensen. On Causal Analysis for Heterogeneous Networks. KDD Work-
shops (2017) and in submission (2017) [53]
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Friends 
outcome
treatment
[User ,Friends ,User ].treatment ! [User ].outcome
User
Coworkers 
[User ,Coworkers,User ].treatment ! [User ].outcome
Figure 5.1: Relational model for a heterogeneous social network. Users are related
to each other through types of relationships: friends and coworkers. There are two
relational dependencies, one induced through a user’s friends, and one through a
user’s coworkers.
progress, it overwhelmingly focuses on networks consisting of only one type of rela-
tionship among members of the network. However, social networks often arise through
multiple types of relationships, such as friendship, kinship, and professional ties. Net-
works with multiple types of relationships are called multi-relational or heterogeneous
networks.
As an example, consider a social network where people are related to other people
through two different types of relationships: friend and coworker relationships.2 Such
a social network is shown in Figure 5.2. Every person has a set of friends and a
set of coworkers, and these two sets are not necessarily distinct. In Figure 5.2, Bob
and Ann are simultaneously friends and coworkers. Now consider the case where
each type of relationship exerts a different type of influence on an individual, e.g.,
a person’s political opinions might be more affected by friends than by coworkers.
Naively assuming a single relationship type in this example would bias the estimated
effect either upwards or downwards depending on whether there are more friend or
coworker links present in the network.
2For clarity of exposition, we restrict our attention to two types of relationships, but the results
generalize to arbitrary numbers of relationships.
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Friends
Coworkers
Ann Bob
Cam Dan Eli
Figure 5.2: Example social network with two types of relationships between people.
Solid blue lines denote friendship and dashed green lines professional connections.
Despite the possible impact of incorrectly specifying relational structure, causal
inference in multi-relational domains has been largely neglected in the literature.
Existing work is either predictive rather than causal (e.g., [28], [33], [68]), or focuses
on asymptotic proofs rather than finite sample analysis (e.g., [50], [54]).
In this chapter, we study the impact of heterogeneous network structure on causal
analysis. Toward this end, we provide:
1. An extension of existing theory for causal analysis of social networks to the case
of heterogeneous networks.
2. An empirical characterization of how mis-specifying network structure in het-
erogeneous networks affects causal analysis.
3. An empirical quantification of how mis-specifying the relative importance of
heterogeneous relationships affects causal estimation.
5.2 Related Work
Work relevant to our investigation of methods for inferring causal effects in het-
erogeneous networks falls into two basic categories. The first category develops novel
algorithms for estimating causal effects in relational data. Ugander et al. [82] propose
an experimental design for estimating the “global treatment” counterfactual by per-
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forming randomization with respect to an inferred graph clustering. Gui et al. [31]
further this model by replacing the estimator of Ugander et al. with a linear model,
achieving superior performance with respect to bias of the inferred average treatment
effect. Toulis et al. [80] propose an experimental procedure for estimating the peer
effect, i.e., the effect of only treating a peer group. Choi [11] analyzes the problem
of estimating effects on networks experimentally under the assumption of monotonic
effects. Arbour et al. [2] examine the problem of inferring causal effects from purely
observational relational data. The work presented in this chapter may be seen as a
complement to these papers, which explicitly consider single relation network settings.
The second category examines causality in domains with multiple types of entities
and relationships. Arbour et al. [3] study the problem of inferring causal direction
from observational multi-relational data. Maier et al. [50] extend the rules of d-
separation to the relational setting. Maier et al. [49] leverage these new rules to
present a constraint-based structure learning algorithm for relational models. Lee et
al. [45] study causal inference using a different specification for grounding semantics.
However, the three latter all assume a specific notion of grounding semantics, i.e., of
how peers-sets are constructed.
5.3 Background
Several central concepts of causal inference are used throughout the remainder
of the chapter. For clarity, we first introduce these concepts for the non-network
or propositional setting, where instances are independent and identically distributed
(i.i.d.), and then describe the extension to relational data.
5.3.1 Causal Effect Estimation
For estimation of causal effects, we use the framework of potential outcomes [72].
Consider a population of n individuals. Each individual i is characterized by the
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values of two random variables: a binary treatment Ti and an outcome of interest
Oi. The task at hand is to estimate the causal effect of a specific treatment value on
the outcome. We use the notation Oi(Ti = 0) to denote the outcome of individual i
that would be observed if no treatment was applied to that individual and similarly
for Oi(Ti = 1). More generally, Oi(·) is known as the potential outcome function or
response function.
In the framework of potential outcomes, the causal effect of applying treatment to
individual i can be formalized as a comparison between Oi(Ti = 1) and Oi(Ti = 0). A
quantity of interest is the average treatment effect (ATE) across the entire population:
τ =
1
n
i=n∑
i=1
E[Oi(Ti = 1)−Oi(Ti = 0)].
In practice, this quantity cannot be computed exactly, since an individual will either
receive treatment or not. However, a variety of techniques can be used to estimate
ATE under the stable unit treatment value assumption (SUTVA). Under SUTVA
an individual’s outcome cannot depend on the treatment assignment of other indi-
viduals and there are no hidden treatment levels that can lead to different potential
outcomes [37]. These techniques include methods that are appropriate for experi-
mental data and methods appropriate for observational data (e.g., matching [78] and
propensity scores [71]).
5.3.2 Causal Effect Estimation in Networks
We consider the more complex (and realistic) case where individuals in the pop-
ulation are not i.i.d. but instead form a social network in which nodes are influenced
by their peers. Let G = (V,E) be an undirected graph consisting of a set of n vertices
V and a set of edges E ⊆ V × V . Every node i corresponds to an individual and
is characterized by two attributes, a binary treatment Ti and an outcome Oi. Let
T ∈ {0, 1}n denote the treatment assignment vector, i.e., a vector of length n where
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the i-th element corresponds to the treatment of node i, Ti. Let Oi(T = t) be the
outcome of node i when the treatment assignment over the entire network is T = t.
In this case, the outcome value for individual i depends on the treatment assignment
over the entire population and not only on Ti. This is a violation of SUTVA. It is
worth noting that there are other ways in which SUTVA might be violated, as, for
example, in the case of outcome interference—the outcome of an individual’s peers
affecting her outcome—and treatment contagion—the treatment status of an individ-
ual’s peers affecting her treatment status. While we focus on treatment interference
theoretically, we provide an experimental evaluation on both treatment and outcome
interference.3
Under our assumed setting,4 our quantity of interest is the average treatment
effect between global treatment (every node in the network is exposed to treatment)
and global control (none of the nodes in the network are exposed to treatment), i.e.,
τ(1,0) =
1
n
n∑
i=1
E[Oi(T = 1)−Oi(T = 0)].
Clearly, it is impossible to compute this quantity exactly, since for a given experiment
on a network a node will be assigned either to the treatment or to the control group,
but not to both.
In absence of exact estimation procedures, alternative approximate methods are
necessary in order to approximate the global effect counterfactual. Such estimation
procedures for experimental causal inference can be broken down to three components:
1. Treatment assignment—This consists of assigning individuals to the treated or
the control group. For observational studies, there is an external mechanism
that assigns the treatment status of individuals. For experimental studies, this is
3Treatment contagion is precluded by definition in the experimental setting.
4This is also the setting assumed by both Ugander, et al. [82], and Gui, et al. [31].
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part of the experimental design. In the experimental setting, current state of the
art for global treatment estimation in networks performs a graph clustering and
then assigns treatment randomly with respect to each cluster of individuals [82,
31].
2. Exposure model—This determines when an individual is considered to be treated
or not. For example, Ugander et al. [82] consider local exposure models, such as
the full neighborhood exposure, where an individual is considered to be treated
if all of her peers are treated. An alternative approach [31, 2] is to consider
the fraction of treated peers in model estimation explicitly, leaving global effect
estimate as an extrapolation performed in analysis.
3. Analysis—This part specifies how to estimate the causal quantity of interest,
in this case the ATE. Possible approaches include inverse probability weight-
ing [82], linear regression adjustment [31], and a general adjustment with non-
parametric estimators [2].
In this work, we extend the fraction neighborhood exposure model with analysis
using the linear regression adjustment proposed by Gui et al. [31] to the case of
heterogeneous networks. The choice of this model is due to its flexibility and simple
interpretation of coefficients.
In the fraction neighborhood exposure model, the response function depends on
the individual’s own treatment assignment and on the proportion of her peers that
have been treated: g(Ti, λi), where λi is the proportion of treated neighbors for node
i. Consider the linear response function
g(Ti, λi) = α + βTi + γλi
where β is the effect of the node’s own treatment and γ is the effect from the node’s
peers. The ATE can be expressed as
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τ(1,0) = g(Ti = 1, λi = 1)− g(Ti = 0, λi = 0)
= β + γ.
The parameters β and γ can be estimated from data.
5.4 Heterogeneous networks
While existing frameworks provide a powerful mechanism for causal inference in
single-relation networks, many networks observed in the real world contain rich rela-
tional structure that cannot be adequately described with a single type of relationship.
Currently, these distinctions are largely ignored for causal inference and all edges are
assumed to represent homogeneous relationships. As we show later, this can have a
significant impact on the accuracy of estimates.
Consider a network with two distinct types of relationships (for convenience, called
friends and coworkers). Such a network can be formalized as an undirected multi-
graph G = 〈V,E〉 in which the set of edges is partitioned into two disjoint sets EF
(friends) and EC (coworkers):
E = EF ∪ EC and EF ∩ EC = ∅.
In this network, every person has three non-overlapping (possibly empty) sets
of peers: people that are only her friends, people that are only her coworkers, and
people that are both. These disjoint sets of peers play a central role in our analysis
for heterogeneous networks. Specifically, these sets are used to define alternative
dependence models (i.e., ways in which a node is influenced by its peers), alternative
exposure models, response functions and corresponding estimators for the ATE.
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In the more general case of heterogeneous networks with k types of relationships,
there are (
k
1
)
+
(
k
2
)
+ . . .+
(
k
k
)
= 2k − 1
non-overlapping sets of peers. We will use S to denote the set of disjoint subsets
that can be defined by k overlapping sets. Again, combining these sets in different
ways leads to alternative definitions of models and estimators. Clearly, more types of
relationships lead to a bigger space of potential models and corresponding estimators.
5.4.1 Estimation of ATE in Heterogeneous Networks
In heterogeneous networks, the response function might depend on multiple types
of relationships. Consider, for example, the following response function for the case
of a heterogeneous network with two types of relationships:
gf,c(Ti, λi) = α + βTi + γ
fλfi + γ
cλci
where λfi is the proportion of treated friends for unit i and λ
c
i is the proportion of
treated coworkers for unit i. In the general case of heterogeneous networks with k
relationships, the response function might contain terms for every non-overlapping
peer-set we can construct. In what follows, we present how to compute ATE for the
fraction neighborhood exposure model for a heterogeneous network with k relation-
ships.
Proposition 5.1. The ATE for the fraction neighborhood exposure model with re-
sponse function g(Ti, λi) = α + βTi +
∑|S|
j=1 γ
jλji is given by
τg = β +
|S|∑
j=1
γj
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where S is the set of disjoint subsets that can be defined by k overlapping sets,
j ∈ {1, . . . , |S|} is the set of peers, and λji is the proportion of treated neighbors of
the j-th set of peers for unit i.
Proof. The ATE is computed as:
τg =
1
n
n∑
i=1
(g(1, 1)− g(0, 0))
=
1
n
n∑
i=1
(
α + β +
|S|∑
j=1
γjλji − α
)
= β +
|S|∑
j=1
γj
5.4.2 Selecting a Response Function
As we have seen, more types of relationships result in a vast increase of the po-
tential response functions that can be formulated. The question remains: Given a
set of candidate relational semantics, is it possible to identify the true response func-
tion? We treat this as a model selection problem, and use BIC to evaluate alternative
models. The BIC for a given model is defined as: ,
BIC = −2 ln Lˆ+ k ln(n),
where Lˆ is the maximum likelihood estimate of the likelihood function of the model,
k is the number of free parameters of the model, and n is the number of data points.
Intuitively, BIC captures how well the model fits the data, penalizing for the complex-
ity of the model. Among a set of models, the one with the lower BIC is the preferred
model.
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Figure 5.3: The peer-sets of interest we consider in this thesis. This figure depicts a
small fragment of a social network, where the ego node (bold border) connects to four
peers through two different types of relationships (friends in blue solid line, coworkers
in green dashed line). The various sub-figures illustrate the five alternative peer-sets
of interest we consider in this thesis.
5.4.3 Peer-sets of Interest in the Presence of Two Relationships
As we have seen, for a heterogeneous network with two relationships, there are
three non-overlapping sets of peers for every node. In this chapter, we investigate the
interplay of these disjoint peer-sets. and we focus on five alternative ways to combine
information from these three sets. A schematic representation of these combinations
is shown in Figure 5.3. For a more formal description of peer-sets of interest, let A
denote the adjacency matrix of graph G, F the adjacency matrix corresponding to
the friend-subgraph of G, and C the adjacency matrix of the coworker-subgraph of
G. The five peer-sets of interest we are considering, are the following:
1. Disjoint: A node has three types of peers, those that can be reached only
through edges of type EF (i.e., peers that are only friends but not coworkers),
those that can be reached only through edges of type EC (i.e., peers that are
only coworkers but not friends), and those that can be reached through both
types of relationships (peers that are friends and coworkers at the same time),
as shown in Figure 5.3b. For each of this peer-sets, we can define a subgraph
of G with appropriate adjacency matrices.
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Fo [i, j] = 1 iff (Vi, Vj) ∈ EF and (Vi, Vj) 6∈ EC
Co [i, j] = 1 iff (Vi, Vj) ∈ EC and (Vi, Vj) 6∈ EF
F∩C [i, j] = 1 iff (Vi, Vj) ∈ EF and (Vi, Vj) ∈ EC
2. Friends-coworkers: A node has two types of peers, those that can be reached
through edges of type EF and those that can be reached through edges of type
EC (see Figure 5.3c).
F [i, j] = 1 iff (Vi, Vj) ∈ EF
C [i, j] = 1 iff (Vi, Vj) ∈ EC
3. Friends or coworkers: The peers of a node are all nodes it connects to either
through edges of type EF or of type EC (see Figure 5.3d).
F∪C [i, j] = 1 iff (Vi, Vj) ∈ EF or (Vi, Vj) ∈ EC
This corresponds to the case where the different types of edges are ignored,
and the network is treated as a conventional (not a heterogeneous) network. In
other words, the type of relationships is ignored and all peers affect the node in
the same way.
4. Friends: A node is only influenced by peers along the friend-relationship (Fig-
ure 5.3e).
F [i, j] = 1 iff (Vi, Vj) ∈ EF
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5. Coworkers: A node is only influenced by peers along the coworkers relationship
(Figure 5.3f).
C [i, j] = 1 iff (Vi, Vj) ∈ EC
These alternative ways to construct sets of peers are not completely independent.
An analyst could choose to use the more fine-grained approach (the one depicted in
Figure 5.3b) and parameterize it appropriately to simulate other semantics. For ex-
ample, by assigning 0 weight to the set “coworkers only” and equal weights to “friends
and coworkers” and “friends only”, we can effectively get the semantics depicted in
Figure 5.3e. However, the analyst might not think or may not have the necessary
information to do so.
Focusing on the fraction neighborhood exposure model, potential response func-
tions that can be formulated with these peer-sets of interest are the following:
• Proportion of treated friends only, proportion of treated coworkers only, pro-
portion of treated people that are both friends and coworkers. (Case 1)
• Proportion of treated friends and proportion of treated coworkers. (Case 2)
• Proportion of treated peers, regardless of their type. (Case 3)
• Proportion of treated friends. (Case 4)
• Proportion of treated coworkers. (Case 5)
5.5 Experiments on ATE Estimation
The first set of experiments we present focuses on estimation of ATE in hetero-
geneous networks using the fraction neighborhood exposure model as adapted for
heterogeneous domains.
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(a) Treatment assignment based on clustering on the entire graph (ignoring types of edges).
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(b) Independent treatment assignment.
Figure 5.4: Relative bias of ATE estimator across 5 generative models (columns),
using 5 different response functions and for increasing treatment probability. These
results are on small-world networks with 1000 nodes. The noise coefficient was set to
0.5. The coefficients of the various relationships are according to configuration C2 of
table 5.1. The dependence model is with peer treatment interference.
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5.5.1 Generation of Synthetic Data
Experiments are performed on synthetically generated networks and synthetically
generated data. In this section, we provide a detailed description of the data genera-
tion process we used.
5.5.1.1 Graph Generation
We generated two network structures with 1000 nodes, one for friends and one for
coworkers, using the following network models:
• Erdo¨s-Re´nyi [20]: Any two nodes are connected according to a given probability,
p. Here we use p = 0.2.
• Watts-Strogatz [89]: We use a fixed size neighborhood k = 3 and rewiring
probability p = 0.2.
• Stochastic block [35]: We use two communities with one of them including 200
and the other 800 nodes. The inter-community probability is set to 0.001 and
the intra-community to 0.1 for the first block and to 0.05 for the second block.
5.5.1.2 Generation of Treatment Values
To generate values for the treatment variable we used two approaches. First we
generated values for every node independently (ignoring the underlying network struc-
ture) with probability pt. The second approach is graph-cluster randomization [82].
In the presence of multiple types of edges clustering is not as straightforward. We
considered three ways to create clusters (note that in each of these ways we clustered
on a single-relationship network):
(i) considering only the friend relationship,
(ii) considering only the coworker relationship,
(iii) ignoring the relationship type.
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(b) Independent treatment assignment.
Figure 5.5: Variance of ATE estimator across 5 generative models (columns), using
5 different response functions and for increasing treatment probability. These results
are on small-world networks with 1000 nodes. The noise coefficient was set to 0.5.
The dependence model is with peer treatment interference.
We then assigned every node in the same cluster to the treated condition with prob-
ability pt or to control with probability 1− pt.
5.5.1.3 Generation of Outcome Values
For this experiment, we considered two forms of dependence. First, we study the
case where the outcome of an individual is influenced by their own treatment and the
outcome of their peers:
Oi,t+1 ∼ w0 + w1Ti + f(Opeers of i ,t) + 
where f is a linear function of outcomes of peer-sets and the noise term is equal to
 = βN (0, 1). The above defines a form of diffusion process, where the treatment of
a node affects its own outcome in the first timestep and then the value of its neighbors
and so on. This iterative process was repeated for 2 timesteps. This is similar to the
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data generation of Gui et al. [31], adapted for the case of heterogeneous networks.
The adaptation has to do with the peer-sets we consider. To be more specific, we
consider five different generative models, that match the peer-sets of interest we have
described. In what follows Dji is the degree of node i with respect to relationships j.
1. Disjoint:
f(Opeers of i ,t) = w
fo
2
Fo [·, i]>Ot
DFoi
+ wco2
Co [·, i]>Ot
DCoi
+ wf∩c2
F∩C [·, i]>Ot
DF∩Ci
2. Friends-Coworkers:
f(Opeers of i ,t) = w
f ′
2
F [·, i]>Ot
DFi
+ wc
′
2
C [·, i]>Ot
DCi
3. Friends or Coworkers:
f(Opeers of i ,t) = w
f∪c
2
F∪C [·, i]>Ot
DF∪Ci
4. Friends:
f(Opeers of i ,t) = w
f
2
F [·, i]>Ot
DFi
5. Coworkers:
f(Opeers of i ,t) = w
c
2
C [·, i]>Ot
DCi
Regarding the weights, we used four different configurations to vary the relative im-
portance of each relationship. These are summarized in Table 5.1.
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Table 5.1: Configurations of coefficients in the generating models used for the exper-
iments. w0 = −1.5 and w1 = 1.
Setting wf2 w
c
2 w
fo
2 w
co
2 w
f∩c
2 w
f ′
2 w
c′
2 w
f∪c
2
C0 1 1 1 1 1 1 1 1
C1 1 2 1 2 5 1 2 1
C2 1 5 1 5 2 1 5 3
C3 5 1 5 1 2 5 1 3
The second form of dependence we consider is when the outcome of an individual
is affected by her own treatment and the treatment of her peers:
Oi ∼ w0 + w1Ti + f(Tpeers of i) + 
where f is a linear function of treatments of peer-sets. For the peer-sets we use the
five alternative definitions, as in the previous dependence model, although in this case
a diffusion process is not necessary.
5.5.2 Experimental Setup
For the synthetic experiments, we randomly generated 100 network structures for
friends and coworkers with 1000 nodes for each network type. We varied the treat-
ment probability in the interval 0.1 to 0.9 by increments on 0.1, both for independent
treatment assignment and clustered treatment assignment. We repeated this process
for the two dependence models (outcome interference from peers and treatment inter-
ference from peers). For every combination of generating model and assumed model
we estimated the ATE. We estimated the true ATE by performing a simulation where
all nodes were treated and then all nodes were assigned to the control group.
5.5.3 Results
Figure 5.4 shows the relative bias for the dependence with peer treatment inter-
ference and for coefficient configuration C2. As expected, when the response function
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(a) Treatment assignment based on clustering on the entire graph (ignoring types of edges).
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(b) Independent treatment assignment.
Figure 5.6: Relative bias of ATE estimator across 5 generative models (columns),
using 5 different exposure models and for increasing treatment probability. These
results are on small-world networks with 1000 nodes. The noise coefficient was set to
0.5. The coefficients of the various relationships are according to configuration C2 of
table 5.1. The dependence model is with peer outcome interference.
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matches the generating model the bias is lower. The corresponding variance of the
estimator is shown in Figure 5.5. As expected, in most cases the least amount of
variance is observed when half the units are assigned to control (treatment proba-
bility equal to 0.5). Moreover, the variance decreases when treatment is assigned in
clusters as opposed to independently, consistent with previous work [82]. Consistent
across all of these results is the significant bias that can occur from mis-specification
of the relational structure of dependence.
Figure 5.6 shows the bias for a similar configuration but with peer outcome in-
terference. Again, the least amount of bias occurs in most cases when the assumed
response function matches the generative model.
5.6 Experiments for Model Selection
Section 5.5 addressed the intricacies of effect estimation for causal inference in
heterogeneous networks. The results indicate that when the true generating model
does not match the assumed model, the ATE estimator exhibits bias. However,
the question remains: given a set of candidate relational semantics, is it possible
to identify the true generating model? We address this problem as one of model
selection, as outlined in Section 5.4.2. Specifically, we perform a sensitivity analysis
using the Bayesian Information Criterion (BIC) in order to choose the appropriate
semantics. In this section, we provide experimental results that showcase the efficacy
of this approach.
We assessed the efficacy of BIC for model selection in heterogeneous networks
with a set of experiments on synthetic networks and data sets. We used the same
settings for graph and data generation as the ones described in the previous experi-
ment (Section 5.5). For every network type we ran 100 trials. For each network, we
computed the BIC for each of the 5 possible models.
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Figure 5.7 shows the average BIC score relative to the true model in the case
of small-world networks for increasing noise coefficient. In every case, the average
BIC score is lowest when the generative model matches the assumed model. The
results are similar for graphs generated using the Erdo¨s-Re´nyi and the stochastic
block model. However, in the case of graphs generated using the Erdo¨s-Re´nyi model,
the BIC values for different models are not as diverse.
Figure 5.8 shows how often the correct generating model is selected for different
types of network structure and as the noise increases. For comparison, the baseline
for accuracy (selecting a model at random) is 20%. In all cases, the accuracy of
model selection decreases as the noise coefficient increases. This is to be expected
as the noise will “override” the influence from the different sets of peers. As the
coefficients of different sets diverge (increasing weight specification), the accuracy
increases. In other words, when the different types of peers influence the ego in
significantly different ways, we can infer the correct model using BIC with higher
accuracy. Moreover, the accuracy of model selection depends on the topology of
the network. The results of this experiments suggest that model selection performs
better for small-world networks generated using the Watts-Strogatz model. The least
accurate case is that of random networks generated through the Erdo¨s-Re´nyi model.
5.7 Experiments on Real-World Networks
To demonstrate the applicability of our proposed methods in real-world situations,
we used real data from a study on the diffusion of microfinancing loans through
various social networks [5, 6]. The data was collected through a survey conducted
in 75 villages in southern India. The survey consists of a village-level survey and
then a follow-up survey on a subsample of individuals for each village. From the
individual surveys, 13 different types of social relationships were extracted, such as
friends, relatives, helping with a decision, borrowing money from, going to temple
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Figure 5.7: Average relative BIC (percent over true model) of assumed model for
each of the true generative models (columns) and noise levels (rows). This is averaged
across 100 trials for small-world networks with neighborhood size set to 3 and rewiring
probability 0.2. In all cases, the average BIC score is lower when the assumed model
matches the true generating model.
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Figure 5.8: Accuracy of model selection for varying graph generating model, noise
coefficient, and generative model specification. The baseline for accuracy is 20% (line
shown in red).
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Figure 5.9: Social network for the individuals of village 1 for which there are survey
data available. Green edges correspond to friends, yellow edges to relatives, and
purple edges to connections that are both friends and relatives.
with. Individuals provided information on their age, gender, education level, work
status, and more.
For our purposes, we restrict our analysis to people that completed the individual
survey. While this introduces a selection bias to our estimates, it does not affect
our main point: how different social relationships should be taken into account. But
the reader should be cautious, the results for the real-world data set are not meant
to be interpreted causally. Rather, they should be seen as a representative example
displaying discrepancies that are exhibited in real-world data sets.
We consider several pairs of social relationships and combinations of treatment
and outcome variables. The x-axis of Figure 5.10 shows the configurations we exam-
ined. One of the settings we considered focuses on friends and relatives and on the
dependence: “how does gender affect working”. Figure 5.9 shows the social network of
the first village for these two relationships. It can be seen that there is non-negligible
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overlap between friends and relatives. Similar behavior is observed across villages
and also across the pairs of relationships we considered.
For each of the aforementioned settings, we estimated the effect as described in
section 5.4.1 under different response functions. The results are shown in Figure 5.10.
For every estimate, we computed the standard error using 1000 bootstrapped samples.
The estimated effect varies across the different response functions. In one of the cases
we examined (first configuration), even the sign of the estimated effect changes for
different response functions. These results provide evidence that difference response
functions in heterogeneous networks do matter in estimation of effects.
Finally, we applied our proposed model selection technique in the aforementioned
settings. In each case, the preferred model is the one where the two relationships are
equally weighted (friends-coworkers).
5.8 Concluding Remarks
Causal inference is a fundamental tool for researchers and practitioners in a wide
array of fields. The vast majority of tools that have been developed for causal inference
rely on the assumption of i.i.d. data. Recent work has extended this to simple network
structures, i.e., a single entity type and a single relationship type. In practice, many
meaningful networks contain multiple types of relationships between individuals. In
this chapter, we formally characterized the problem of causal effect estimation under
multiple relationship types. Through evaluations on synthetic data, we have shown
that significant bias can result from mis-specifying the relational structure of causal
dependence. We also showed that for a single relational dependence the Bayesian
information criterion can be used to distinguish between possible relational semantics.
We showcased our findings on a real-world data set for the diffusion of micro-financing
in indian villages.
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CHAPTER 6
TEMPORAL RELATIONAL MODELS
So far, we have focused on relational models that do not explicitly model time.
However, explicit modeling of time is critical, given that the world around us changes
constantly and so do the systems we care to study. A system can change over time
in many different ways. For example, consider the previous example of an academic
domain. The relational skeleton might change over time: students are graduated, new
students are admitted into a program, courses might be removed or a new course might
be added. Moreover, a student that takes a course in the fall semester probably will
not take the same course in the spring semester. Apart from the relational skeleton,
the attributes of students and of courses are not necessarily static. For example,
the GPA of students fluctuates over their course of study. Finally, the actual causal
dependencies might change over time.
In this chapter, we extend the relational model described in Chapter 3 to explic-
itly model discrete time. This extension is similar to that of Bayesian networks to
dynamic Bayesian networks. We then extend abstract ground graphs and the theory
of relational d -separation for the class of temporal relational models.1
6.1 Related Work
The rest of this thesis focuses on extending the expressivity of current represen-
tations for causal graphical models and on presenting structure learning algorithms
1Marazopoulou, Maier, Jensen. Learning the Structure of Causal Models with Relational and
Temporal Dependence. Proceedings of the 31st Conference in Artificial Intelligence (2015) [54]
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Figure 6.1: Existing representations categorized by their expressiveness along the
temporal and relational dimensions. The most expressive case is that of representa-
tions that are both temporal and relational (upper-right box). This is the area of our
contributions.
for these expressive models. Relevant work falls into two main categories: represen-
tation and learning. Figure 6.1 visualizes the landscape of existing representations
along the temporal and relational dimension. In what follows, we review existing
representations and the corresponding learning algorithms.
6.1.1 Propositional
The standard probabilistic representation for propositional data is Bayesian net-
works (see section 2.1). There exists a plethora of algorithms for learning the structure
of Bayesian networks from data, as described in section 2.4.
6.1.2 Temporal Propositional
Dynamic Bayesian networks (DBNs) [25, 58] extend Bayesian networks to include
a temporal component. A DBN is essentially a set of Bayesian networks, one for each
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time point, where directed probabilistic dependencies are allowed between different
time points.
There are several approaches for learning the structure of DBNs. Most of them
are not constraint-based methods, but follow the score-based paradigm. Friedman
et al. [25] present an algorithm to learn the structure of DBNs from complete data
using a score-based algorithm, and from incomplete data using structural expectation-
maximization (EM). La¨hdesma¨ki et al. [43] use Bayesian methods to learn the struc-
ture of a DBN from steady state measurements or from time-series data and steady
state measurements. Robinson et al. [70] present an MCMC algorithm to learn the
structure of a DBN that changes over time. A constraint-based method for temporal
propositional domains is presented by Entner et al. [19] who extend the FCI algo-
rithm [76] to temporal domains. FCI is a constraint-based algorithm that relaxes the
causal sufficiency assumption, i.e., it allows the presence of latent common causes.
One of the main limitations of dynamic Bayesian networks is that they model
time as a discrete quantity. This raises the question, how to choose the appropriate
granularity for the time points? The wrong choice for time granularity might lead to
spurious dependencies (when undersampling) or computational inefficiencies (when
oversampling). Ribeiro et al. [67] provide an analysis on how aggregating at a given
time granularity affects the characterization of the underlying temporal process.
In practice, many temporal processes do not have a fixed and well-defined time
granularity. In these cases, it is more intuitive to represent time as a continuous
quantity. Continuous time Bayesian networks (CTBNs) [59] provide a framework to
achieve this in the propositional setting, by allowing each variable to be modeled
at a different time granularity. There are also approaches based on CTBNs that
automatically select the right time granularity [73].
Structure learning for CTBNs is following the score-based paradigm [60]. Re-
garding the complexity of structure learning for CTBNs, Nodelman et al. [60] show
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that when a node is restricted to have at most k parents, searching for an optimal
CTBN can be done in polynomial time with respect to the number of variables and
the size of the data set. This is in contrast to score-based algorithms for Bayesian
networks that are shown to be NP-hard [10].2 Intuitively, the complexity of structure
learning for Bayesian networks stems from the acyclicity constraint. The optimal
parents of a node cannot be determined locally, without considering the rest of the
graph. Choosing parents for a node affects the valid parents for other nodes due to
the acyclicity constraint. However, in the case of CTBNs, the optimal parents can be
chosen independently for every node.
A different approach that learns a causal temporal model from time series data
is the difference-based causality learner [86]. This framework is based on dynamic
Structural Equation Models.
Another widely used method for inferring causal relationships from temporal data
is Granger causality [29]. The main idea underlying Granger causality is that a
cause should improve the predictive accuracy of its effect, compared to predictions
based solely on the effect’s past values. There has been work in extending Granger
causality for multivariate settings, as well as in combining Granger causality with
graphical models [18]. Liu et al. [48] propose a regularized hidden Markov random
field regression to learn the structure of a temporal causal graph from multivariate
time-series data.
6.1.3 Relational
As far as relational models are concerned, there exist representations that extend
Bayesian networks to the relational domain. Object-Oriented Bayesian Networks
(OOBNs) [42] only support part-whole relations between objects and not arbitrary
relations. The System for Probabilistic Object-Oriented Knowledge representation
2This also holds for dynamic Bayesian networks that allow for within-slice dependencies.
70
(SPOOK) [64] is an extension of OOBNs that is more general, but it only handles
binary relations among objects. Probabilistic Relational Models (PRMs) [24] and
Relational Bayesian networks [39] are more expressive than the aforementioned mod-
els. Structure learning in PRMs is achieved through score-based methods. Directed-
Acyclic Entity-Relationship (DAPER) models [32] are a more expressive family of
relational models and are a combination of ER diagrams and first-order logic. Fi-
nally, in prior work, Maier, Marazopoulou, and Jensen [50] introduce a relational
model based on DAPER models by constraining the type of labels on dependen-
cies. For that class of models, we provide a constraint-based algorithm for structure
learning, the Relational Causal Discovery (RCD) algorithm [49]. To the best of our
knowledge, this is the first sound and complete constraint-based method for learning
the structure of relational models from data.
6.1.4 Temporal Relational
Regarding representations that are both temporal and relational, Manfredotti [51]
introduces relational dynamic Bayesian networks (RDBNs), a first-order logic-based
extension of dynamic Bayesian networks. RDBNs are similar to the temporal rela-
tional model we define later on; however, our model provides an explicit characteri-
zation for the space of relational features (specifically, the space of relational paths,
defined later), and subsequently, the space of relational dependencies it considers. To
be more specific, temporal relational paths in our framework are restricted to con-
junctions of predicates that correspond to possible traversals of the relational schema.
This restriction, together with the domain specific hop threshold, allows us to enu-
merate the space of potential dependencies to learn, thus rendering the learning task
feasible.
Bayesian logic (BLOG) [56] is a probabilistic first-order language that allows for
unknown objects in the domain. Multi-entity Bayesian networks (MEBNs) [44] use
71
MEBN fragments to represent probabilistic information about a set of related random
variables. Those fragments can be combined to create a more complex network. Both
BLOG and MEBNs can incorporate time by adding a variable in their first-order
language that represents time.
The temporal relational model we propose bears similarity to the aforementioned
formalisms. However, our temporal relational model is explicitly formalized as a
graphical representation (as opposed to BLOG and MEBNs). More importantly, we
leverage that graphical representation to introduce a temporal relational d -separation
criterion which explicitly ties the structure of the model to a set of independencies that
hold in the underlying distribution. Finally, all three of the representations mentioned
above are first-order languages and, in the general case, learning such structures is
intractable and no structure-learning algorithms have been provided. In this thesis,
we provide a constraint-based structure learning algorithm for our temporal relational
model.
Another line of work in learning temporal and relational models stems from com-
bining first-order logic with probabilistic frameworks. Logical hidden Markov models
(LHMMs) extend hidden Markov models to handle relational (non-flat data) [40].
Kersting et al. [41] provide an EM-based algorithm to learn the structure of LHMMs.
Focusing on social networks (a specific type of relational domains), modeling
change in social networks using continuous time stochastic processes is not a new
concept. It has been used by researchers in social mobility [8] as well as in social
networks [88, 87]. Wasserman [87] introduced two simple models for studying the
structural changes of social networks over time. These models are fairly simple and,
as the author notes, they were a first step towards more complicated models that
would fit the data better.
Regarding relational extensions of CTBNs, Fan et al. [22] provide such and exten-
sion for the case of social networks. Their work is limited in learning the parameters
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of a CTBN defined over a social network assuming a fixed graph structure. Finally,
Yang et al. [91] provide a fully relational extension of CTBNs, RCTBNs (relational
continuous-time Bayesian networks), and a non-parametric method to learn the struc-
ture and parameters of RCTBNs from data.
6.2 Temporal Relational Concepts
We now introduce the representation for our temporal relational graphical model.
This extension is similar to the way in which dynamic Bayesian networks (DBNs)
extend Bayesian networks [15, 58]. A temporal relational model can be thought of as
a sequence of time points, each of which is associated with a (non-temporal) relational
model, and a set of dependencies that cross time points. Because dependencies in this
model have a causal interpretation, dependencies across time points are only directed
from the past to the future.
In this section, we extend the relational concepts presented in Section 3.1 to
include time. We assume the following:
• Time is discrete;
• The schema is static;
• Relational dependencies do not change over time (the model is stationary);
• The temporal relational skeleton is given a priori ;
• The first-order Markov assumption holds (i.e., treatment and outcome can be
at most one time point apart); and
• All entities participating in a relationship are contemporaneous with the rela-
tionship.
Under these assumptions, we only need to represent two consecutive time points.
Every time point has the same relational schema. Therefore, a temporal relational
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gpa difficulty
Student Course
Takes t
gpa difficulty
Student Course
Takes t+1
Figure 6.2: Example temporal schema for the academic domain. Notice that we only
represent two consecutive time points and the schema is the same for every time
point.
schema is defined in the same way as a relational schema, S = 〈E ,R,A〉. We will
use the notation I t to denote item I in time point t. More generally, the temporal
information will be denoted as a superscript. Graphically, we depict the temporal
relational schema by replicating the schema in two consicutive time points t and
t+ 1, as shown in Figure 6.2.
Given a temporal relational schema, we can specify temporal relational paths,
which capture possible ways to traverse the temporal schema across the two time
points. Contrary to (non-temporal) relational paths, temporal relational paths can
cross time points. A temporal relational path is a sequence of non-temporal relational
paths (relational paths within a time point) and “jumps” between neighboring time
points. These jumps can happen at both entities and relationships because each
choice encodes a distinct semantics.
Definition 6.1. A temporal relational path P is a sequence of non-temporal relational
paths P t00 , . . . , P
tk
k (k ≥ 0) such that for any two consecutive paths P tii , P tjj in P the
following hold:
1. |ti − tj| = 1
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gpa difficulty
Student Course
Takes t
gpa difficulty
Student Course
Takes t+1
[Courset,Takest,Student t].gpa ! [Courset].di culty
[Student t+1,Student t,Takest,Courset].di culty ! [Student t+1].gpa
[Courset+1,Takest+1,Student t+1].gpa ! [Courset+1].di culty
Figure 6.3: Example structure of a temporal relational model.
2. The last item class of P tii is the same as the first item class of P
tj
j .
3. No subpath of P is of the form [I tk, . . . , I
t
k], where all relations in the subpath
are one-to-one.
Condition 1 implies that relational paths can only “jump” one time point into
the future or the past at a time. This does not limit the expressiveness, since those
“atomic jumps” can be combined to reach time points further away. We use the
notation time(P ) to denote the set of all time points that appear in path P .
For the temporal relational schema of Figure 6.2, an example temporal relational
path is [Student t+1, Student t,Takes t,Courset], which describes the classes that a stu-
dent took in the previous semester. Regarding the difference between paths that
“jump” at entities versus paths that “jump” in relationships, consider the following
two paths, that start at the same item class, end at the same item class, but make
temporal jumps at different item classes: [Student t+1, Student t,Takes t,Courset] de-
scribes the courses that a student took in the previous semester, while the path
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[Student t+1,Takes t+1,Courset+1,Courset] first finds the courses that a student is tak-
ing this semester, and then finds those courses in the previous semester.
Similar to non-temporal relational paths, temporal relational paths are templates.
Instantiating a temporal relational path results in a set of items reachable from a given
starting item along that path.
Temporal relational variables consist of a temporal relational path and an attribute
that can be reached through that path.
Definition 6.2 (Temporal relational variables). A temporal relational variable
[I t11 , ... , I
tk
k ].A
consists of a temporal relational path [I t11 , ... , I
tk
k ] and an attribute class A ∈ A(I tkk ).
The temporal relational variable [Student t+1, Student t,Takes t,Courset].difficulty
corresponds to the set of difficulty attributes of the courses that a student takes. To
be more specific, instantiating this temporal relational variable for a given student in
time point t+ 1, results in a set of random variables of type difficulty , one for every
course that the student took in the previous semester (at time point t).
Temporal relational dependencies define probabilistic dependencies between two
temporal relational variables. Temporal probabilistic dependencies are never directed
backwards in time. Therefore, at the model level, there are no dependencies going
back in time. However, the temporal constraints associated with a dependency are
also implicitly encoded by the temporal relational path that annotates the depen-
dency. To account for this, we do not allow the temporal relational path of the
treatment to go through any time points later than the time point of the outcome.
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Definition 6.3 (Temporal relational dependency). A temporal relational dependency,
[I t1, . . . , I
t′
k ].Ak → [I t1].A1, consists of two temporal relational variables with a common
base item such that
max
(
time
(
[I t1, . . . , I
t′
k ]
)) ≤ t
For example, the temporal relational dependency:
[Student t+1, Student t,Takes t,Courset].difficulty → [Student t+1].gpa
shows that the GPA of a student in the spring semester depends on the set of difficulty
attributes of the courses that the student took in the fall semester. If, for example,
a student takes many difficult classes, it is more likely that the student’s GPA will
drop in the next semester.
The first-order Markov assumption for temporal causal models implies that for
every probabilistic dependency, if the treatment is in time point t, then the outcome
is either in t or in t + 1. In the case of relational domains, the temporal relational
path of the treatment carries some temporal information since it can contain multiple
time points. For the first-order Markov condition to hold, we require the relational
path of the treatment to only go through the current and the next time points. More
formally:
Definition 6.4 (Relational first-order Markov assumption). A temporal relational
dependency
[I t1, . . . , I
t′
k ].Vk → [I t1].V1
follows the first-order Markov assumption if the following two conditions hold:
t = t′ or t = t′ + 1 (6.1)
time([I t1, . . . , I
t′
k ]) ⊆ {t, t− 1} (6.2)
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In other words, the outcome is at most one time step ahead of the treatment and the
relational path of the treatment stays within the current and the next time point.
A temporal relational model can be represented by using only two consecutive
time points (2-slice model). The structure of a 2-slice temporal relational model is
defined as a set of temporal relational dependencies over a relational schema.
Definition 6.5 (Structure of temporal relational model). The structure of a 2-slice
temporal relational model is a pairM = 〈S,DT 〉, where S is a relational schema and
DT is a set of temporal relational dependencies defined over S, which adhere to the
first-order Markov assumption.
Figure 6.3 shows the structure of a 2-slice temporal relational model for the uni-
versity domain. Within each time point the relational structure remains the same,
i.e., Students take Courses. Moreover, the causal structure within a time point is
the same across all points, and any two adjacent time points have the same temporal
dependencies between them. That means that in every time point the gpa of the stu-
dents that take a course affects the difficulty of the course. The temporal dependency
shows that the difficulty of a course in the fall semester affects the spring GPA of the
students that took this class in the fall.
6.3 Instantiation of Temporal Relational Concepts
The temporal relational concepts presented in Section 6.2 are defined on a template
level. In this section, we formally specify how these concepts can be instantiated.
A temporal relational skeleton σT provides a partial instantiation of a temporal
relational schema. It specifies the entity and relationship instances that exist in each
time point. Note that different sets of entity and relationship instances may be present
in each time step.
An example temporal relational skeleton is shown in Figure 6.4. In this case,
the skeleton consists of three time points. The first two have the same set of entity
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CS101
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Bob
gpa
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CS201
t=1
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CS101
gpa
Bob
difficulty
CS201
t=2
Figure 6.4: Example temporal relational skeleton for the schema shown in Figure 6.2.
instances (Alice, Bob and Charlie are instances of the Student entity, CS101 and
CS201 are instances of the Course entity), while in t = 2 Charlie is no longer a
student. The instances of the relationship Takes differ across time points. In t = 0,
Alice and Bob take both classes. In t = 1, Alice takes CS101 and Bob takes no
classes.
Given a temporal relational skeleton, temporal relational paths can be instanti-
ated, starting from a specific item and reaching a set of items along the path.
Definition 6.6 (Terminal set of a temporal relational path). Let σT be a temporal
relational skeleton for temporal relational schema S, P = [I t11 , ... , I tkk ] be a temporal
relational path for S, and it11 an instance of item I t11 in the skeleton σT . The terminal
set P |
i
t1
1
is inductively defined as follows:
P 1|i1 = [I t11 ]|it11 = {i
t1
1 }
...
P k|i1 = [I t11 , ... , I tkk ]|it11 =
⋃
itmm ∈Pk−1|i1t1
{
itkk |
(
(i
tk−1
k−1 ∈ itkk if I tkk ∈ R)
or (itkk ∈ itk−1k−1 if I tkk ∈ E)
)
and ik 6∈
k−1⋃
j=1
P j|t1i1
}
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This definition makes use of the bridge burning semantics, following the definition
of relational paths for the non-temporal case (Definition 3.2).
In the example temporal skeleton of Figure 6.4, starting at Alice at t + 1, the
terminal sets for some example paths are given below:
[Student t+1, Student t,Takes t,Courset]|Alicet+1 = {CS101 t}
[Student t+1,Takes t+1,Courset+1,Courset]|Alicet+1 = {CS201 t}
Definition 6.7 (Temporal relational variable instance). Let σT be a relational skele-
ton, it11 an instance of item class I
t1
1 in the skeleton σT , and [I
t1
1 , ... , I
tk
k ].A a temporal
relational variable. An instance of the relational variable, denoted as [I t11 , ... , I
tk
k ].A|it11 ,
is the set of attribute instances {itkk .A | A ∈ A(itkk ) and itkk ∈ [I t11 , ... , I tkk ]|it11 }.
Finally, given a temporal relational skeleton σT and a temporal relational model
M, we can construct a temporal ground graph GGMσT in the same way as in the
non-temporal case.
Definition 6.8 (Ground graph). Let MT = 〈S,DT 〉 be a temporal relational model
and σT a relational skeleton for that model. The ground graph GGMT σT = 〈V,E〉 is
a directed graph with nodes and edges defined as follows:
V = {it.X | I t ∈ ET ∪RT and X ∈ A(I t)}
E = {itkk .Y → itjj .X | itkk .Y, itjj .X ∈ V and
itkk .Y ∈ [I tjj , . . . , I tkk ].Y |itjj and
[I
tj
j , . . . , I
tk
k ].Y → [I tjj ].X ∈ DT}
Figure 6.5 shows the ground graph for the model of Figure 6.3 and the skeleton
of 6.4.
80
gpa
Alice
difficulty
CS101
gpa
Bob
gpa
Charlie
difficulty
CS201
t=0
gpa
Alice
difficulty
CS101
gpa
Bob
gpa
Charlie
difficulty
CS201
t=1
gpa
Alice
difficulty
CS101
gpa
Bob
difficulty
CS201
t=2
Figure 6.5: Temporal ground graph for the temporal relational model shown in Fig-
ure 6.3 applied on the temporal relational skeleton shown in Figure 6.4.
6.4 Expressiveness of Temporal Relational Models
The temporal relational model described so far subsumes propositional directed
networks (Bayesian networks), propositional temporal directed networks (dynamic
Bayesian networks), and relational non-temporal models. This added expressivity
comes at the cost of increased complexity. This raises an obvious and important
question: What is the value of this added expressivity?
As an example of the practical utility of this added expressivity, we consider a
real data set and show how a path with temporal jumps leads to different terminal
sets. Specifically, we used the Reality Mining data set [17]. The data set contains
two entities, Tower and Cellphone, and one relationship, Connects . The relational
schema for this domain is shown in Figure 6.6. For this data set, entity instances
(i.e., the set of towers and cellphones) do not change over time. However, the set of
relationship instances (the connections) are different at every time point. In total,
there are 95 cellphones, 32,579 towers, and 3,308,709 connections. Every connection
is time-stamped with precision of 1 second. For our work, the time granularity was
coarsened to a day.
We computed the terminal sets for the following three paths:
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Tower Cellphone
Connects
Figure 6.6: Relational schema for the Reality Mining data set.
P1 : [Tower t+1,Tower t,Connects t,Cellphonet]
P2 : [Tower t+1,Connects t+1,Connects t,Cellphonet]
P3 : [Tower t+1,Connects t+1,Cellphonet+1,Cellphonet]
The first path (P1) corresponds to the cellphones that were connected to a tower
in the previous timestep. The second path (P2) corresponds to the cellphones that
connected to a tower both in the current and in the previous timestep. The third
path (P3) corresponds to the cellphones that connected to a tower in the current time
step, and gets the state of those cellphones in the previous timestep.
We randomly selected 100 dates from the data set. For each of these dates and for
each tower that was used in these dates, we computed the terminal sets for the above
paths. For a given tower and date, we computed the Jaccard distance between the
different terminal sets. The Jaccard distance between two sets A and B is defined as
J(A,B) = 1− |A ∩B||A ∪B| .
Intuitively, this quantifies the overlap of two sets, while accounting for the size of both.
Table 6.1 shows the average Jaccard distance between the terminal sets, averaged
across the dates and the towers. The results indicate that, on average, the terminal
sets reached through the three paths will be different; therefore, this more expressive
representation could be of use in real data.
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Table 6.1: Jaccard distance between the terminal sets of the different paths for the
reality mining data set (100 sample dates, distance is averaged across dates and across
towers).
Jaccard distance P1 vs. P3 P1 vs. P2 P2 vs. P3
mean 0.47 0.31 0.31
min 0 0 0
max 1 1 1
median 0.5 0 0
6.5 Temporal Abstract Ground Graphs
In this chapter we turn our attention to properties of temporal relational models
that enable reasoning. Specifically, we focus on d -separation properties. As we have
shown in previous work [50], the rules of traditional d -separation cannot be naively
applied to the structure of relational models in order to infer conditional independen-
cies. This is true for the case of the temporal relational models as well. To resolve
that, we introduced an auxiliary representation, abstract ground graphs (AGGs), that
abstract the independencies that hold over all possible ground graphs. Then we pro-
vided a modified version of d -separation, relational d-separation, that can be applied
on abstract ground graphs. In what follows, we extend the notions of abstract ground
graphs and relational d -separation for the case of a 2-slice temporal relational models.
An abstract ground graph is a representation that abstracts paths of dependence
over all possible ground graphs for a given relational model [50]. Abstract ground
graphs are shown to be sound and complete in the sense that every edge in the abstract
ground graph corresponds to an edge in some ground graph, and every edge in an
arbitrary ground graph is represented by an edge in an abstract ground graph. Here,
we adapt the definition of abstract ground graphs for the case of a 2-slice temporal
relational model.
Definition 6.9. A temporal abstract ground graph tAGGMBh = 〈V,E〉 for a 2-slice
temporal relational model M = 〈S,DT 〉, perspective B ∈ E ∪ R, and hop threshold
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h ∈ N0 is an abstraction of the dependenciesDT for all possible ground graphs GGMσT
of M on arbitrary temporal skeletons σT . The temporal abstract ground graph is a
directed graph with the following nodes and edges:
1. V = RV ∪ IV , where
(a) RV is the set of temporal relational variables with a path of length at most
h+ 1.
RV = {[Bt, ... , I t′j ].V | length([Bt, ... , I t
′
j ]) ≤ h+ 1}
(b) IV are intersection variables between pairs of temporal relational variables
that could intersect.3
IV = {X ∩ Y | X, Y ∈ RV and X = [Bt, ... , I t′k , ... , I t
′′
j ].V
and Y = [Bt, ... , I t
′′′
l , ... , I
t′′
j ].V and I
t′
k 6= I t
′′′
l }
2. E = RVE ∪ IVE , where
(a) RVE ⊂ RV × RV are the relational variable edges :
RVE = {[Bt, ... , I t′k ].Vk → [Bt, ... , I t
′′
j ].Vj |
[I t
′′
j , ... , I
t′
k ].Vk → [I t
′′
j ].Vj ∈ DT and
[Bt, ... , I t
′
k ] ∈ extend([Bt, ... , I t
′′
j ], [I
t′′
j , ... , I
t′
k ])}
(b) IVE ⊂ (IV ×RV ) ∪ (RV × IV ) are the intersection variable edges. This
is the set of edges that intersection variables “inherit” from the relational
variables that they were created from.
3Only relational variables in the same time point can intersect.
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The extend method converts dependencies of the model, specified in the canonical
form, into dependencies from the perspective of the abstract ground graph. An exam-
ple temporal abstract ground graph for a model on the student-courses domain with
the dependency [Student t+1, Student t,Takes t,Courset].difficulty → [Student t+1].gpa
is shown in Figure 6.7b. This abstract ground graph is from the perspective of
Student and for hop threshold h = 4. Disconnected nodes are omitted.
Definition 6.10 (Extend). Let Porig = [I1, . . . , Ij] and let Pext = [Ij, . . . , Ik] be two
temporal relational paths for schema S. The following three functions extend Porig
with Pext:
extend(Porig, Pext) =
{
P =concat
(
Porig[0 : length(Porig)− i+ 1], Pext[i : length(Pext)]
) |
i ∈ pivots(reverse(Porig), Pext) ∧ isValid(P )
}
pivots(P1, P2) = {i | P1[0 : i] = P2[0 : i]}
isValid(P ) =
 True if P does not violate Definition 6.1False otherwise
where concat, length, reverse, and [i : j] inclusive-exclusive sublist are standard list
functions.
Temporal abstract ground graphs can be shown to be a correct abstraction over
all possible temporal ground graphs. The proof follows the one provided for the
non-temporal abstract ground graphs, as presented by Maier, Marazopoulou, and
Jensen [50].
6.6 Temporal Relational d-separation
The rules of d -separation provide a graphical criterion that specifies whether two
sets of variables in a directed acyclic graph are conditionally independent given a
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gpa difficulty
Student Course
Takes t
gpa difficulty
Student Course
Takes t+1
[Student t+1,Student t,Takest,Courset].di culty ! [Student t+1].gpa
(a) Temporal model with one dependency.
[Student(t+1), Takes(t+1), Takes(t), Course(t)].difficulty
[Student(t+1), Takes(t+1), Takes(t), Student(t), Student(t+1)].gpa)
[Student(t+1), Takes(t+1), Takes(t), Student(t), Student(t+1)].gpa INT
[Student(t+1), Takes(t+1), Course(t+1), Takes(t+1), Student(t+1)].gpa)
[Student(t+1), Takes(t+1), Takes(t), Student(t), Student(t+1)].gpa INT
[Student(t+1), Student(t), Takes(t), Takes(t+1), Student(t+1)].gpa)
[Student(t+1), Student(t), Takes(t), Course(t)].difficulty[Student(t+1)].gpa)
[Student(t+1), Student(t), Takes(t), Course(t)].difficulty INT
[Student(t+1), Takes(t+1), Takes(t), Course(t)].difficulty
[Student(t+1), Takes(t+1), Takes(t), Course(t)].difficulty INT
[Student(t+1),Takes(t+1), Course(t+1), Course(t)].difficulty
[Student(t+1), Student(t), Takes(t), Course(t)].difficulty INT
[Student(t+1),Takes(t+1), Course(t+1), Course(t)].difficulty
(b) Temporal abstract ground graph.
Figure 6.7: Temporal model (6.7a) and the corresponding temporal abstract ground
graph (6.7b) from the perspective of Student and hop threshold h = 4 for the model
shown in 6.7a. INT denotes intersection variables between pairs of temporal relational
variables.
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third set of variables. The graphical criterion of d -separation provides a connection
between the structure of a graphical model and the independencies that hold in
the distribution it represents. In other words, d -separation enables reasoning from
observed conditional independencies in the data to possible causal models that could
produce those.
Ground graphs (and temporal ground graphs) are directed acyclic graphs; there-
fore, the rules of d -separation can be applied to them. In the case of domains where
the first-order Markov assumption holds, a d -separating set for variables in the same
time point can be found by examining only one time point in the past.
However, temporal ground graphs have a very important property if they are
interpreted causally: dependencies never go towards a previous time point. In what
follows we are investigating properties of d-connecting paths in temporal domains.
Assume that we are given a temporal ground graph, and a conditional independence
query involving variables of that graph. We are interested in answering the following
question: is there a fragment of the ground graph we can use to answer the query?
It can be shown that there is no d-connecting path that goes through time slices in
the future of the maximum time point of the query.
Proposition 6.11. Let G be a directed acyclic temporal ground graph, X tx ⊥⊥
Y ty | Ztz a conditional independence query where X, Y, Z are variables of G, and
tmax = max{tx, ty, tz}. There is no d-connecting path between X tx and Y ty that goes
through a time slice t > tmax .
Proof. Assume for contradiction that there exists a d-connecting path Pa that goes
through some variable W ta with ta > tmax . Without loss of generality, let ta be
the maximum time that appears in Pa. Probabilistic dependencies always go from
the past to the future, therefore, Pa must have a collider at ta. This collider is not
conditioned on, since all conditioning variables appear at or before tmax . Therefore,
Pa is not d-connecting, which is a contradiction.
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We are interested in finding if two variables in adjacent time points are d -separated,
when possible conditioning variables are only within those two time points. The fol-
lowing proposition states that if two variables in the same time point t+ 1 are condi-
tionally independent given some set, then there exists a separating set that contains
only variables in t or t+ 1. Moreover, if two variables in adjacent time points, t and
t + 1 are conditionally independent given a set, then there exists again a separating
set that contains only variables in t or t+ 1.
Proposition 6.12. Let G be a temporal directed acyclic graph that follows the
first-order Markov assumption.
1. If X t+1 and Y t+1 are conditionally independent given some set Z, then there
exists a separating set W such that time(W) ⊆ {t, t+ 1}.
2. Similarly, if X t and Y t+1 are conditionally independent given some set Z, then
there exists a separating set W such that time(W) ⊆ {t, t+ 1}.
Proof. For each case, we will construct an appropriate separating set:
1. Let W = Pa(X t+1)∪Pa(Y t+1). Because of the first-order Markov assumption,
time(W) ⊆ {t, t + 1}. Moreover, conditioning of W renders X t+1, Y t+1 inde-
pendent because of the local Markov property (either X t+1 is a descendant of
Y t+1 or vice versa, or none of them is a descendant of the either).
2. In this case, let W = Pa(Y t+1). Because of the temporal semantics, X t is
a non-descendant of Y t+1; therefore, Y t+1 is conditionally independent of its
non-descendants (that include X t) given W.
The significance of the above proposition is that, given a model where the first-
order Markov assumption holds, we could infer conditional independencies (and use
them to learn the structure of the model) by only considering consecutive time points.
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As shown by Maier, Marazopoulou, and Jensen [50], d -separation cannot be ap-
plied directly to a relational model. To correct for that, we introduced relational
d-separation, a graphical criterion that can be applied to abstract ground graphs and
used to infer conditional independencies that hold across all possible ground graphs
of the model. Here, we show that the notion of relational d -separation can be gener-
alized for temporal abstract ground graphs as well. In the following definition, X|b
denotes the terminal set of X starting at b, i.e., the set of X instances that can
be reached if we start from instance b and follow the relational path of X on the
relational skeleton.
Definition 6.13 (Temporal relational d -separation). Let X, Y, and Z be three
disjoint sets of temporal relational variables from perspective B for a 2-slice temporal
relational modelM such that not both X and Y contain variables in t. Then X and
Y are d -separated by Z if and only if, for any temporal skeleton σT , X|b and Y|b are
d -separated by Z|b in ground graph GGMσT for all b ∈ σT (B).
The following theorem shows that temporal relational d -separation is sound and
complete up to a specified hop threshold. We use the notation X¯ to denote the
set of relational variables X augmented with the set of intersection variables they
participate in.
Theorem 6.14. Let X, Y, and Z be three disjoint sets of temporal relational vari-
ables for perspective B such that not both X and Y contain variables in t. Then, for
any temporal skeleton σT and for all b ∈ σ(B), X|b and Y|b are d -separated by Z|b
up to h in ground graph GGMσT if and only if X¯ and Y¯ are d -separated by Z¯ on the
abstract ground graph tAGGMBh .
Proof. We prove this by defining a non-temporal relational model that is equivalent to
the given temporal model. Since d -separation is sound and complete for non-temporal
relational models, the result extends to the equivalent model, and, therefore, the
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temporal relational model. Given a 2-slice temporal relational modelMT = 〈S,DT 〉,
construct a relational model M = 〈S ′,D〉 as follows:
• For every item in S, add an item in S ′ with superscript t and one with super-
script t+ 1: S ′ = {I t, I t+1 | I ∈ S}.
• For every entity E ∈ S, add in S ′ a 1-1 relation between Et and Et+1. This
part allows the “temporal jumps” between entities.
• For every relation R ∈ S, add in S ′ a path from Rt to Rt+1 as follows; Add two
“dummy” entities Etd, E
t+1
d and 1-1 relations between R
t and Rt+1. This part
allows the “temporal jumps” between relations. Note that this transformation
changes the arity of the original relation R, but preserves the path semantics
we are trying to capture.
• The set of relational dependencies is the set of temporal relational dependencies:
D = DT .
Figure 6.8 shows the process for transforming a temporal model to an equivalent non-
temporal model. From the definition of temporal relational paths, it can be shown
that these two models are equivalent in the sense that there is a one-to-one corre-
spondence between valid paths in MT and M. Leveraging the temporal constraints
of d -separation described by Proposition 6.12 and the soundness and completeness of
d -separation for abstract ground graphs, we conclude that d -separation is sound and
complete (up to a hop threshold) in temporal abstract ground graphs.
6.7 Concluding Remarks
In this chapter, we presented a formalization of temporal relational models. Our
representation models time as a discrete quantity and can express temporal relational
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Student Course
Takes t
gpa difficulty
Student Course
Takes t+1
[Courset,Takest,Student t].gpa ! [Courset].di culty
[Student t+1,Student t,Takest,Courset].di culty ! [Student t+1].gpa
[Courset+1,Takest+1,Student t+1].gpa ! [Courset+1].di culty
(a) Temporal model MT
gpa difficulty
Studentt
Takest
gpa difficulty
[Courset,Takest,Student t].gpa ! [Courset].di culty
[Student t+1,Student t,Takest,Courset].di culty ! [Student t+1].gpa
[Courset+1,Takest+1,Student t+1].gpa ! [Courset+1].di culty
Studentt+1
Courset
Courset+1
Takest+1
(b) Transformed non-temporal modelM
Figure 6.8: Temporal relational model 6.8a and equivalent non-temporal relational
model 6.8b. The transformed model contains dummy entity and relationship classes
in order to represent the temporal paths as defined for the temporal relational schema.
dependencies across time points. This is an expressive unifying representation that
subsumes Bayesian networks, dynamic Bayesian networks, and the non-temporal re-
lational model. We modified the definition of abstract ground graphs for the case
of temporal relational models. Moreover, we showed that the theory of relational
d -separation can be extended for the class of temporal relational models. The theory
of temporal relational d -separation together with the framework of temporal abstract
ground graphs lay the groundwork for estimating causal effects and designing exper-
iments in temporal relational domains.
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CHAPTER 7
LEARNING THE STRUCTURE OF TEMPORAL
RELATIONAL MODELS
The theory of temporal relational d -separation allows us to derive all conditional
independence facts that are consistent with the structure of a temporal relational
model, the same way that d -separation connects the structure of a Bayesian net-
work and the conditional independencies of the underlying distribution. This is pre-
cisely the connection that constraint-based algorithms leverage in order to learn the
structure of models. Thus, temporal relational d -separation (and temporal abstract
ground graphs) enable a constraint-based algorithm, TRCD, that learns the structure
of temporal and relational causal models from data.1
In this chapter, we first describe RCD, the first sound and complete constraint-
based algorithm to learn the structure of relational models, that serves as the basis for
TRCD. We then present the TRCD algorithm along with an experimental evaluation
of its performance in synthetically generated domains.
7.1 Relational Causal Discovery Algorithm
The relational causal discovery algorithm (RCD) takes as input a relational schema,
a populated relational database consistent with that schema, and a domain specific
threshold for the maximum length of relational dependencies to consider. The output
of RCD is a set of relational dependencies. RCD is a constraint-based algorithm and
1Marazopoulou, Maier, Jensen. Learning the Structure of Causal Models with Relational and
Temporal Dependence. Proceedings of the 31st Conference in Artificial Intelligence (2015) [54]
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operates in two phases. The first phase learns a set of unoriented dependencies. The
second phase leverages a set of orientation rules to orient as many of the dependencies
as possible.
7.1.1 Phase I of RCD
RCD starts by constructing the set of all potential relational dependencies in
canonical form with length up to the specified threshold. For every relational de-
pendency in the set, its reverse is also included. Therefore, this set effectively con-
tains unoriented dependencies. In the relational setting, reversing a dependency in
canonical form boils down to reversing the path of the treatment relational variable.
Consider, for example, the following relational dependency and its reverse:
[I1, . . . , In].An → [I1].A1
[In, . . . , I1].A1 → [In].An
For every relational dependency in the set of potential dependencies, a series
of conditional independence tests is performed with increasing size of conditioning
set. The goal is to find a set of relational variables that will make the treatment
and outcome relational variables of the dependency independent. If two relational
variables are found to be conditionally independent, the separating set is recorded
and the relational dependency is removed from the set of potential dependencies along
with its reverse.
For example, for the relational dependency [I1, . . . , In].An → [I1].A1 the condi-
tional independence queries are of the form:
[I1, . . . , In].An |= [I1].A1 | Z
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where Z is a set of relational variables with base item I1. Note that a conditional
independence query in the relational setting is among relational variables with a
common base item. Specifically for the purposes of RCD, at least one of the treat-
ment/outcome query variables has a path of length one, since RCD is operating over
dependencies in canonical form.
7.1.2 Phase II of RCD
The second phase of RCD starts with the output of phase I, i.e., a set of pairs of
relational dependencies (a relational dependence and its reverse). It employs a set of
deterministic orientation rules to orient dependencies. The orientation rules operate
on the level of abstract ground graphs. Therefore, phase II of RCD starts by con-
structing all abstract ground graphs (from all perspectives) for the set of dependencies
produced by phase I. Whenever a relational dependency is oriented in an abstract
ground graph, the orientation is propagated within that abstract ground graph and
across all abstract ground graphs.
The orientation rules are similar to the ones used in the propositional case, with
the addition of one new rule, unique to the relational case: Relational bivariate
orientation (RBO). A schematic representation of the orientation rules is shown in
Figure 7.1. These orientation rules are sound and complete assuming the set of
dependencies they operate on is correct. However, since the rules are deterministic,
if the set of dependencies is mis-specified, errors may be introduced and propagated.
This is a characteristic of all constraint-based algorithms and is one reason that hybrid
algorithms where introduced.
7.1.3 Properties of RCD
The outcome of RCD is a partially oriented set of dependencies (i.e., a partially
oriented model). This corresponds to the relational Markov equivalence class of the
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true model. Note that even though this is the relational Markov equivalence class,
no characterization is yet known with respect to the structure of the model.
Maier, Marazopoulou, and Jensen [49] showed that RCD is sound and complete
assuming perfect conditional independence tests, infinite threshold, the causal Markov
condition holds, faithfulness, and causal sufficiency for relational models. The cor-
rectness of phase I stems from the correctness of abstract ground graphs and of the
theory of relational d -separation. The correctness of phase II, is due to the soundness
and completeness of the orientation rules.
RCD is the relational counterpart of PC, a propositional constraint-based algo-
rithm. A major difference of RCD compared to PC is that RCD operates over a
set of abstract ground graphs. In other words, RCD is reasoning simultaneously on
abstract ground graphs constructed from all possible perspectives.
7.2 Temporal Relational Causal Discovery Algorithm
TRCD extends RCD [49] to operate over a 2-slice temporal relational model. More
specifically, it constructs a set of temporal abstract ground graphs, one from the per-
spective of each item class, and uses the theory of temporal relational d -separation
on temporal abstract ground graphs to decide conditional independence facts. TRCD
uses the temporal abstract ground graphs to determine which conditional indepen-
dence facts should be checked in the data and which dependencies (edges) in the
temporal relational model are implied by those facts. As in the case of RCD, for
practical reasons, the space of potential dependencies is limited by a domain-specific
hop threshold.
TRCD operates in two phases. Phase I learns a set of undirected dependencies
and Phase II employs a set of orientation rules to orient those dependencies. Phase
II of TRCD uses the same orientation rules as RCD—collider detection, known non-
colliders (KNC), cycle avoidance (CA), Meek rule 3 (MR3), and relational bivariate
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P3.A3 is not in the separating 
set of P1.A1 and P2.A2
P1.A1 P2.A2
P3.A3
P1.A1 P2.A2
P3.A3
(a) Collider detection.
P1.A1 P2.A2
P3.A3
P1.A1 P2.A2
P3.A3
(b) Known non-colliders (KNC).
P1.A1 P2.A2
P3.A3
P1.A1 P2.A2
P3.A3
(c) Cycle avoidance (CA).
P1.A1 P2.A2
P3.A3
P4.A4
P1.A1 P2.A2
P3.A3
P4.A4
(d) Meek rule 3 (MR3).
P3.A3 is not in the separating 
set of P1.A1 and P2.A2
P3.A3 is in the separating set 
of P1.A1 and P2.A2
P1.A1 P2.A2
P3.A3
P1.A1 P2.A2
P3.A3
P1.A1 P2.A2
P3.A3
(e) Bivariate edge orientation (BEO).
Figure 7.1: The orientation rules used for RCD (and TRCD). Pi.Ai, i ∈ {1, . . . , 4}
are relational variables with a common base item.
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Figure 7.2: Schematic representation of how TRCD works. The input of the algorithm
is a data set in the form of a relational database with timestamps. Through hypothesis
tests TRCD infers a set of conditional independence facts that hold in the data.
Then, through the use of temporal relational d -separation and orientation rules, the
algorithm learns the structure of the temporal relational model, up to the (temporal
relational) Markov equivalence class.
orientation (RBO). However, TRCD applies these rules on temporal abstract ground
graphs, as opposed to abstract ground graphs in the case of RCD. Additionally, TRCD
orients dependencies that cross time points from the past to the future. A schematic
representation of how the algorithm works is shown in Figure 7.2.
RCD was shown to be sound and complete in the sample limit (i.e., with perfect
tests of conditional independence) and for infinite hop threshold, under the standard
assumptions of the causal Markov condition, faithfulness, and causal sufficiency for
relational domains. By leveraging the soundness and completeness of temporal rela-
tional d -separation, TRCD can be shown to be sound and complete (under the same
assumptions).
7.3 Experimental Evaluation of TRCD
In order to evaluate the performance of TRCD, we performed experiments on
synthetically generated domains. The first set of experiments relies on an oracle for
conditional independence. This simulates the behaviour of the algorithm with perfect
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tests of conditional independence. In the second set of experiments, actual conditional
independence tests are performed.
7.3.1 Oracle Experiments
The goal of this set of experiments is twofold. First, we evaluate the theoreti-
cal performance of TRCD in the large sample limit. Towards that end, we employ
an oracle for answering d -separation queries in the place of statistical tests of in-
dependence. Second, these experiments provide experimental evidence about the
correctness of temporal relational d -separation.
We generated synthetic schemas with number of entities varying from 1 to 3,
number of relationships fixed to one less than the number of entities, and number
of attributes for each item drawn from Poisson(λ = 1) + 1. The cardinalities were
uniformly selected at random. For each number of entities specified, we generated
500 different schemas. This generating process yielded 1,500 different schemas. For a
given schema, we generated 10 different models with number of dependencies ranging
from 1 to 10. Specifically, we generated all possible dependencies, up to hop-threshold
h = 3. Then, we chose the desired number of dependencies from that space at random,
subject to the following constraints: Each relational variable has at most 3 parents
and the generated model contains no cycles. Moreover, every model must contain at
least one dependency with a temporal relational path that contains more than one
time point. This procedure resulted in a total of 15,000 models.
We ran TRCD with a d -separation oracle for each model. We evaluate the perfor-
mance of the algorithm by computing precision and recall, both after Phase I (on the
unoriented model) and after Phase II (on the partially oriented model). Specifically,
the metrics are computed as follows:
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skeletonPrecision =
number of true edges learned
number of learned edges
skeletonRecall =
number of true edges learned
number of true edges
orientedPrecision =
number of learned orientations that match the true orientations
number of learned orientations
orientedRecall =
number of learned orientations that match the true orientations
number of true orientations
Figure 7.3 shows average precision and recall after Phase I (unoriented dependen-
cies) and after Phase II (partially oriented dependencies). As expected, given that
these experiments use an oracle, the algorithm always learns the correct set of un-
oriented dependencies (unoriented precision and recall are always 1). The algorithm
makes no mistakes in the orientation (oriented precision is always 1); however, it is
not possible to orient all dependencies (oriented recall is lower than 1). This is to be
expected since TRCD recovers the structure up to the relational Markov equivalence
class. Therefore, some edges are expected to be left unoriented. Since this experiment
characterizes the theoretical performance of TRCD with perfect conditional indepen-
dence tests, the line corresponding to oriented recall implicitly describes the size of
the Markov equivalence class for temporal relational models.
Note that comparing to an oracle version of RCD is not straightforward. The
oracle requires a true model that is fully directed. Converting the true temporal
model to a non-temporal one would often result in cycles or undirected edges, and
the relational d -separation oracle cannot be used.
Finally, we measured how often each of the orientation rules shown in Figure 7.1
is used in Phase II of TRCD. The results are shown in Table 7.1. Collider detection,
known non-colliders (KNC), and relational bivariate orientation (RBO) are orienting
the majority of the edges. As expected, in the case of propositional models (one
entity), the relational bivariate orientation rule, a rule for edge orientation that is
unique to relational data, is never used. We observe that the other two rules—
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Figure 7.3: Precision and recall for TRCD after Phase I (unoriented) and after Phase
II (oriented) when using an oracle for answering d -separation queries. Note that the
y-axis values start at 0.8.
cycle avoidance and Meek’s rule 3—do not fire often. That can be explained by the
fact that those rules would never fire in the presence of a temporal edge. Consider
cycle avoidance in the propositional case: If the pattern X → Y → Z and X − Y
is encountered, then cycle avoidance orients X → Y . If any of the dependencies
X → Y → Z crosses time points, then X and Y would be in different time points
and the edge between them would be oriented based on temporal precedence. A
similar argument can be made for the case of Meek’s rule 3.
7.3.2 Experiments on Synthetic Data
In the previous set of experiments, TRCD was given access to an oracle for the
conditional independence tests and the experimental results demonstrate the behavior
of the algorithm under perfect tests of conditional independence. However, in practice,
conditional independence tests are imperfect and often conclude dependence when
there is none (type I errors) or the reverse (type II errors). This set of experiments
showcases the use of TRCD on a more realistic setting, i.e., using synthetic data,
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Table 7.1: Frequency of the most commonly used orientation rules during Phase
II of TRCD for the oracle experiments. For the rest of the rules, the frequency
was less than 1% and they are omitted from this table. Temporal dependencies are
not explicitly oriented by the orientation rules (they are always oriented based on
temporal information: from the past to the future).
Number of
entities
Collider
detection
KNC RBO Percent of
temporal
dependencies
1 71% 28% 0% 66%
2 66% 11% 23% 68%
3 53% 11% 36% 65%
without the use of an oracle to decide conditional independence. In this case, actual—
and therefore imperfect—tests of conditional independence are performed on the data.
The experiments were performed on synthetic models and synthetic data generated
from these models. The use of synthetic data allows us to have access to the ground
truth, so we can measure the accuracy of the learned models. The data-generating
process is described in detail below.
Using the same process as described in 7.3.1, we generated 5 synthetic schemas
with 2 entities and 5 synthetic schemas with 3 entities. For each schema, we gen-
erated 10 models with number of dependencies ranging from 1 to 10. This resulted
in 100 different models. For each model we created 3 different relational skeletons
over 300 timepoints. The number of entity instances at each time point was drawn
from Poisson(λ) + 1, where λ ∼ U(5, 10). The degree distribution for the relation-
ship instances was drawn from Poisson(λ) + 1, where λ ∼ U(1, 5). Regarding the
parameters of the graphical model, the marginals were parameterized as normal dis-
tributions N (µ, σ), where µ ∼ U(0, 5) and σ ∼ U(0, 1). The conditional distribution
for a relational variable X was
X ∼
∑
Y ∈Pa(X)
(
avg(Y )
)
+ 0.1 ∗ N (0, 1).
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Figure 7.4: Frequency of orientation rules of TRCd for synthetic domains of varying
complexity.
This resulted in 300 data sets, each over 300 time points.
In order to assess statistical independence, we fitted a standard linear least-squares
regression equation to the outcome variable using the treatment and the variables in
the conditioning set as covariates. For relational variables in the conditioning set, we
used the average as the aggregation function. Then, we directly used the t-test of
the coefficient of the treatment variable to assess independence (p > 0.05 or effect
size < 0.01). Figure 7.5 shows average precision and recall of TRCD after Phase I
and Phase II, when applied to the synthetic data sets. While precision after Phase
I is more than 0.75 in most cases, the recall after Phase I is relatively low. That
implies that we concluded independence (and therefore we removed an edge) more
often than we should. This corresponds to Type II errors and can be attributed to
the lack of good conditional independence tests for relational data and/or low power
of the conditional independence tests.
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Figure 7.5: TRCD on synthetic temporal data.
7.3.3 Comparing TRCD to RCD
Finally, to demonstrate the difference in expressiveness between TRCD and RCD
(the only constraint-based algorithm for relational data), we ran RCD on a “tempo-
rally flattened” version of the synthetic data. Specifically, RCD is ignoring temporal
information and an instance is uniquely identified by instance id and time point.
The true model and the model that TRCD learned are shown in Figure 7.6. The
model learned by RCD is shown in Figure 7.7. TRCD correctly learns and orients two
of the edges, with the correct path specification. Those dependencies cannot even be
expressed in the space of dependencies for RCD.
7.4 Concluding remarks
In this chapter, we presented a constraint-based algorithm, TRCD, that learns
the structure of temporal relational models from data. TRCD leverages the theory
of temporal relational d -separation and the framework of temporal abstract ground
graphs. We showed that the algorithm is sound and complete under certain stan-
dard assumptions (perfect conditional independence test, infinite threshold for the
length of dependencies, causal Markov condition, causal sufficiency, faithfulness). We
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Figure 7.6: True temporal relational model. Solid edges were successfully learned
by TRCD, dotted edges were not successfully learned, and the dashed edge was left
unoriented.
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Figure 7.7: Model learned by RCD for data generated from the temporal model of
Figure 7.6. Some of the dependencies of the true temporal model cannot be expressed
in the space of dependencies for RCD.
provided experimental evidence that showcases the correctness of TRCD when the
aforementioned assumptions are met. For this set of experiments, TRCD was given
access to an oracle for conditional independence testing. Moreover, we evaluated
TRCD in synthetically generated data, using conditional independence tests. This
set of results suggests there is room for improvement, especially regarding the use
of independence tests in temporal/relational settings. Finally, we showed the im-
provement that TRCD achieves compared to RCD when applied to domains with a
temporal component.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
Causality is a fundamental tool for researchers and practitioners in a wide array
of fields, ranging from engineering to social and political sciences. The vast majority
of tools that have been developed for causal inference and causal discovery rely on
the assumption of i.i.d. data. However, many real-world domains are inherently more
complex, consisting of multiple interacting entities (for example social networks).
Moreover, the behavior and the structure of such systems evolves over time.
In this thesis, we focus on developing graphical models for temporal and relational
domains and studying their properties. These expressive classes of models allow us
to represent complex systems in a more accurate and intuitive way. Moreover, they
enable reasoning about complex processes such as interventions in dynamic networks,
and lay the groundwork for experimental designs in dynamic relational domains.
8.1 Summary of Contributions
The contributions of this thesis can be divided into two categories. First, an
in-depth investigation of the semantics of relational models. Specifically, we show
the impact that alternative grounding semantics have for various tasks of interest
(feature construction, model fit, estimation of causal effects) under two different sce-
narios. Chapter 4 focuses on the case of networks with one type of relationship with
probabilistic dependencies between a node and nodes in its extended neighborhood
[52]. Chapter 5, focuses on the case of heterogeneous networks with two types of
relationships and probabilistic dependencies from a node’s immediate peers [53]. In
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both scenarios, grounding semantics significantly affect terminal sets (i.e., feature
construction). For the second case, our results suggest that model mis-specification
may significantly bias the estimated average treatment effect. Finally, model selection
techniques can be used to learn the semantics that are a better fit for the given data.
The second set of contributions is centered around extending the expressiveness
of existing relational graphical models to include a temporal dimension [54]. In chap-
ter 6, we present a formalization of (discrete time) temporal relational models, an
expressive class of models that can capture probabilistic dependencies between vari-
ables on different types of entities within and across time points. We extend the
notion of abstract ground graphs [50]—a lifted representation that allows reasoning
about the conditional independencies implied by a relational model—to the case of
temporal relational models, and we show that temporal abstract ground graphs are
a sound and complete abstraction for ground graphs of temporal relational models.
Temporal abstract ground graphs can be used to answer d -separation queries for
temporal relational models. Finally, in Chapter 7, we extend an existing constraint-
based algorithm for inferring causal dependence in relational data—the relational
causal discovery (RCD) algorithm—to incorporate time, thus providing a constraint-
based method that learns causal models from temporal relational data. We show that
the temporal relational causal discovery (TRCD) algorithm is sound and complete
under certain standard assumptions.
8.2 Future Work
There are several promising directions for future work. These include extensions of
the work presented in this thesis, such as lifting some of the simplifying assumptions.
Moreover, the contributions of this thesis provide a first step towards some more long-
term research goals, such as automated causal discovery in complex systems. In what
follows, we describe interesting directions for future work, grouped thematically.
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There is a number of interesting open problems with respect to properties of the
relational model described in Chapter 3. These include the following:
• Formalizing the notion of relational Markov equivalence classes. Lee et al. [45]
provided a characterization of Markov equivalence classes for relational models
under path semantics. No characterization of relational Markov equivalence
classes is known under the bridge burning semantics, i.e., for the relational
model as described in Chapter 3. This leaves a couple of questions unanswered:
Is the characterization of relational Markov equivalence class under bridge burn-
ing semantics identical to the one under path semantics? More generally, do
relational Markov equivalence classes depend on the semantics assumed for re-
lational dependence?
• Characterizing the identifiability of relational models. Arbour, Marazopoulou,
and Jensen [3] have shown that the direction of relational dependence can be
identified in the bivariate relational case for deterministic (noiseless) dependence
and for regular graphs. This is an indication that relational models provide more
information (in a sense, they are more identifiable, or they form smaller equiv-
alence classes) compared to propositional models. Future work could extend
the proofs of Arbour et al. to fully relational domains, with arbitrary skeletons,
and noisy dependence.
• Formalizing do-calculus for relational models. The theory of relational d -separation
together with the representation of abstract ground graphs provide the necessary
machinery for defining the equivalent of do-calculus in relational settings. This
would provide a principled framework to reason about the effects of interven-
tions in relational domains and to characterize causal effects that are identifiable
from observational data in relational settings. Arbour et al. [2] make a first step
towards that direction. Specifically, they introduce relational covariate adjust-
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ment (RCA), a method that leverages the theory of relational d -separation to
identify adjustments sets for estimation of causal effects in relational domains.
Their method achieves accuracy similar to that of experimental methods.
All of the above directions can also be applied to the more expressive class of
temporal relational models. Specific to the temporal relational model, interesting
directions for future work include:
• Characterizing temporal relational interventions. A perfect intervention in the
propositional setting is well-defined. It consists of changing a variable and
setting its value to some constant. In the temporal and relational case, inter-
ventions are more complex and, to the best of our knowledge, not fully explored
or formally defined. For example, consider a dynamic system that changes over
time. What consists an intervention in this setting? Setting a variable to a
constant value forever? Or for a certain amount of time? These are both valid
and potentially useful interpretations of a temporal intervention, depending on
the domain of interest.
With respect to constraint-based structure learning algorithms:
• Improving test of conditional independence for temporal/relational data. All
constraint-based algorithms rely heavily on tests of conditional independence.
In this thesis, we use a naive implementation of conditional independence tests
for temporal relational domains and the relatively poor performance of TRCD
on synthetic data reflects this choice. Conditional independence testing for
non-i.i.d. data is an active area of research. To the best of our knowledge,
there does not exists a general test of conditional independence that can handle
an arbitrary relational structure and temporal dependence. Zhang et al. [93]
extend the Hilbert-Schidt independence criterion (HSIC) [30] to structured do-
mains that can be decomposed in cliques. This, however, cannot be applied
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to networks with a lattice structure and is a test of marginal, not conditional,
dependence. Similarly, Chwialkowski et al. [14] extend HSIC for random pro-
cesses, again in the marginal setting. Moneta et al. [57] provide an conditional
independence test for time series data modeled as a VAR (vector autoregressive)
process. This test accounts for temporal dependence, but cannot account for
arbitrary relational structure. Finally, Flaxman et al. [23] propose a conditional
independence test based on Gaussian process regression.
• Developing better evaluation methods for causal structure learning algorithms.
For evaluation of structure learning algorithms the standard practice is to use
synthetic models. The output of the structure learning algorithm, i.e., the
learned model, is compared to the true synthetic model and various accuracy
metrics can be computed on the model structure. These metrics include preci-
sion and recall (as we do in this thesis), structural Hamming distance [81], and
structural intervention distance [63]. However, Garant and Jensen [26] showed
that these metrics are not necessarily optimal for evaluating the accuracy of
estimated causal effects. Instead, they propose an evaluation method based
on interventional distributions and their discrepancies, taking into account in
the evaluation both the quality of the structure and of the parameters. Their
methodology is applicable to DAGs and they provide benchmarks for empirical
testing of causal discovery algorithms on real propositional data. Their work
could be extended to the case of temporal relational models.
TRCD makes certain simplifying assumptions. Future work could focus on relax-
ing some of those assumptions.
• Relaxing the stationarity assumption. TRCD assumes that the structure and
parameters of the model are stationary and do not change over time. A common
way around this is to use change point detection to infer when the model struc-
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ture or model parameters have changed enough. This will require change-point
detection techniques for relational data.
• Relaxing the assumption of causal sufficiency. Another avenue for future re-
search is relaxing the causal sufficiency assumption by employing techniques
such as blocking [66] for temporal relational domains. A different way to relax
causal sufficiency would be to significantly extend the representation of rela-
tional models. This would be equivalent to the extension of DAGs to maximal
ancestral graphs (MAGs) [69] in the propositional setting, a graphical model
that is closed under marginalization and conditioning. For propositional data,
there exists a constraint-based algorithm, FCI algorithm [76], that learns the
Markov equivalence class of MAGs from data.
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