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In this paper, the calibration of the non linear Lotka–Volterra model is used to compare the robustness
and eﬃciency (CPU time) of diﬀerent optimisation algorithms.
Five versions of a quasi-Newton trust-region algorithm are developed and compared with a widely used
quasi-Newton method. The trust-region algorithms is more robust and three of them are numerically
cheaper than the more usual line search approach.
Computation of the ﬁrst derivatives of the objective function is cheaper with the backward diﬀerentia-
tion (or adjoint model) technique than with the forward method as soon as the number of parameter is
greater than a few ones. In the optimisation problem, the additional information about the Jacobian matrix
made available by the forward method reduces the number of iterations but does not compensate for the
increased numerical costs.
A quasi-Newton trust-region algorithm with backward diﬀerentiation and BFGS update after both suc-
cessful and unsuccessful iterations represents a robust and eﬃcient algorithm that can be used to calibrate
very demanding dynamic models.
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Originally restricted to the traditional engineering ﬁelds of solid mechanics and ﬂuid dynamics,
numerical models developed as scientiﬁc tools in a wide variety of systems. In the ﬁeld of environ-
mental modelling, in particular, ecosystem models are now routinely used to describe and under-
stand the links between the diﬀerent trophic levels and the cycling of nutrients in the food web
(e.g. [1,15,22–24,27,29]).
Such models are all expressions of the unquestionable law of conservation of mass but rely on
pure modelling to express the interaction between the diﬀerent models compartments. As a result,
they contain a large number of parameters that must be tuned to give reliable, or at least realistic,
simulations. These parameters are indeed far from being universal constants. Some of them reﬂect
intrinsic but highly variable properties of the diﬀerent taxa. Some other parameters are introduced
to summarise a wide variety of biological processes and are therefore only weakly related to
known quantities. Other parameters are introduced in the closure of the model and have therefore
a pure mathematical origin. The appropriate calibration of such models forms therefore an impor-
tant step in their development.
The ﬁrst ecosystem models were calibrated using a trial and error procedure; comparing—often
graphically—the results obtained with diﬀerent sets of parameters. With such highly non linear
dynamics as ecosystem dynamics, such a procedure is exhausting, time consuming and subjective.
Numerical methods developed in the ﬁeld of mathematical optimisation oﬀer however a promis-
ing alternative for, at least, two reasons. First, these methods provide systematic techniques that
do not rely on the modelers skill to improve the calibration. Second, mathematical optimisation
aims at the reduction of an appropriate gauge of the discrepancy between observations and model
predictions (the so-called objective function). It introduces thus an objective assessment of the
model performance that can be used to quantify model errors and to compare diﬀerent modelling
approaches.
Diﬀerent approaches have been used to assess the optimum set of parameters.
In environmental science, simulated annealing and genetic algorithms are among the most
widely used methods (e.g. [19,13,14,2]). These methods are interesting because they avoid the cal-
culation of the derivatives of the objective function with respect to the parameters and can be used
to identify the global minimum. Thousands of simulation of the model are however necessary,
even with a limited number of unknown parameters. This restrict the use of methods of this kind
to simple dynamic models.
Other methods must be sought to handle complex models that are more demanding in compu-
ter resources. Evans [4] and Hemmings et al. [12] implement Powells conjugate direction method
[25]. Other authors (e.g. [6,31,8,28,30,7]) resort to various gradient descent methods to solve the
optimisation problem. Such methods do not ensure convergence to the global minimum but
require less function evaluations than meta-heuristic ones.
Considering the increasing complexity of ecosystem models and the ultimate goal of calibrating
three-dimensional ecosystem models taking into account the spatial variations and the inﬂuence
of hydrodynamics on the ecosystem dynamics, optimisation algorithms requiring as few model
simulations as possible are still strongly needed. This paper describes how trust-region optimisa-
tion algorithms [3] can be used in this framework. The robustness and eﬃciency of the trust region
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methods [25].2. Problem formulation
We use the classical Lotka–Volterra model (e.g. [21]) as a test case for the diﬀerent parameter
identiﬁcation techniques. This model involves two state variables X(t), a prey, and Y(t), its pred-
ator, depending on one independent time variable t. The dynamical equations areTable
Param
Param
X ref0
Y ref0
aref1
aref2
aref3
aref4dX
dt
¼ a1X  a2XY ; ð1Þ
dY
dt
¼ a3XY  a4Y ; ð2Þwhere a1, a2, a3 and a4 are, respectively, the growth rate of the prey, the predation rate, the growth
rate of the predator and its mortality rate. The initial conditions are notedX ð0Þ ¼ X 0 and Y ð0Þ ¼ Y 0: ð3Þ
The equations are integrated numerically for a period of time T = 100 (arbitrary units) using a
straightforward semi-implicit scheme with a time-step Dt = 0.005.
In spite of its apparent simplicity, the Lotka–Volterra model is assumed to provide a suitable
test case to compare parameter estimation techniques thanks to its non linear dynamics.
The four parameters of the models and the initial conditions are regarded as unknown para-
meters to be identiﬁed and form therefore the components of the control variables vector x 2 R6,
x ¼ X 0 Y 0 a1 a2 a3 a4½ T: ð4ÞIn real applications, the model must be calibrated against experimental data. In this numerical
study, however, a twin experiment is carried out: a reference solution is generated with the model
itself using the parameters xref listed in Table 1. The solution curve is then sampled at Nobs = 40
random points to provide the reference data bX i and bY i. The reference solution and the sampling
points are shown in Fig. 1.1
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Fig. 1. Right: reference and initial systems in phase diagram. Left: reference and initial state variables responses versus
time. The small circles show the random sampling used for assimilation.
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values of these variables must be quantiﬁed by a single misﬁt number, the objective function.
A lot of options are available for choosing the misﬁt function (see [5]). In this study, we choose
the classical least-squares approach. For a given set of parameters x, we compute the discrete
response Xi and Yi of the model and estimate the error byf ðxÞ ¼ 1
2
XNmax
i¼0
diðX i  bX iÞ2 þ 1
2
XNmax
i¼0
diðY i  bY iÞ2; ð5Þ
wheredi ¼
1 if there is a data available at time i;
0 otherwise

ð6Þis a sampling function and Nmax = T/Dt is the number of integration steps.
Of course, we haveXNmax
i¼0
di ¼ Nobs: ð7ÞThe parameter identiﬁcation problem is then recast into the unconstrained optimisation problem
(e.g. [9])
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x
f ðxÞ: ð8Þi.e. minimizing the misﬁt between model and data is sought.3. Trust-region method
Sequential quadratic methods are appealing to solve the optimisation problem at hand. The
convergence of Newton-like methods is however not guaranteed. To ensure global convergence,
i.e. convergence to a local minimum irrespective of the initial guess, it is necessary to resort to
globalisation techniques. In this paper, a global trust-region algorithm is implemented and com-
pared with the more traditional line search approach.
The objective function f(x) appearing in problem (8) is assumed to be a real-valued twice con-
tinuously diﬀerentiable function. Following the trust-region approach, a quadratic modelmðkÞðxÞ ¼ f ðxðkÞÞ þ ðx xðkÞÞTrxf ðxðkÞÞ þ 1
2
ðx xðkÞÞTH ðkÞðx xðkÞÞ ð9Þof f is build that is deemed to be accurate in a spherical trust-region of radius D(k) around the cur-
rent iterate x(k). The quadratic model m(k) is fully deﬁned by the gradient $x f(x
(k)) and Hessian
matrixH(k) and is therefore easier to handle than f(x) itself. The minimum of m(k) inside the spher-
ical trust-region (any point in this region inducing a suﬃcient decrease of the objective function is
appropriate) provides a trial point that can be taken as an approximation of the minimum of the
true objective function. The true objective function is computed at the resulting trial point and, if
it has decreased suﬃciently, the trial point is accepted as the new iterate. If not, the iteration is
said to be unsuccessful. The procedure continues then iteratively until convergence. During these
iterations, the radius of the trust-region is increased, decreased or kept unchanged depending on
the quality of the local approximation of f by the quadratic model. The details of the algorithm is
developed in Appendix A. A very general framework for Trust-region methods can be found in
Conn et al. [3].
Diﬀerent methods to compute the gradient of the objective function $xf(x
(k)) are described in
the next section.
For the models Hessian matrix H(k), both the quasi-Newton and the Gauss–Newton methods
are used.
The main idea behind the quasi-Newton approach is to build an approximation of the true
Hessian matrix of f using the values of the gradient computed at successive iterations. Starting
from an arbitrary approximation H(0), usually the identity matrix I, the Hessian is updated pro-
gressively and more and more precise approximations are obtained. Two of the main update
formulas, SR1 and BFGS, are used here and lead to the two versions Trust-SR1 and Trust-BFGS.
Variants of these versions are further considered in which the Hessian matrix is updated only after
successful iterations (TRUST-SR1-A and TRUST-BFGS-A) or after both successful and unsuc-
cessful iterations (TRUST-SR1-B and TRUST-BFGS-B). The gradient is usually not available
after unsuccessful iterations of the trust region algorithm and the quasi-Newton update is skipped.
It is interesting to investigate however if the additional cost induced by the evaluation of the gra-
dient and the quasi-Newton update can be compensated by a more rapid convergence.
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tion which is typical of nonlinear least-squares problems. Rewriting the objective function asTable
Comp
Versio
SR1-A
SR1-B
BFGS
BFGS
GNf ðxÞ ¼ 1
2
kcðxÞ  c^k2 ¼ 1
2
ðcðxÞ  c^ÞTðcðxÞ  c^Þ; ð10Þwhere c(x) is a function from RNx to RNc and c^ a Nc-dimensional reference vector, the Hessian
matrix is easily obtained asrxxf ðxÞ ¼ JðxÞTJðxÞ þ
XNc
i¼1
ðciðxÞ  c^iÞrxxciðxÞ ð11Þwhere JðxÞ 2 RNcNx is the Jacobian matrix of c(x) at x, i.e.J ijðxÞ ¼ ociðxÞoxj : ð12ÞThe Gauss–Newton approximation of the Hessian matrix is obtained by neglecting the residu-
als ðciðxÞ  c^iÞ in Eq. (10)H ðkÞ ¼ JðxðkÞÞTJðxðkÞÞ: ð13Þ
This scheme requires the Jacobian matrix, non only the gradient, to be available. This must be
evaluated after successful iterations only. The trust-region algorithm using this Hessian approxi-
mation is here-under labelled Trust-GN.
General convergence properties of Trust-regions methods apply to the diﬀerent variants [3]. All
the limit points of the sequence of iterates of Trust-BFGS-A, B and Trust-GN can be proved to be
ﬁrst-order critical, i.e.rxf ðx	Þ ¼ 0: ð14Þ
Trust-SR1-A and Trust-SR1-B have stronger convergence properties : the limit points of these
algorithms are second-order critical, i.e.rxf ðx	Þ ¼ 0 and rxxf ðx	Þ is positive semi-definite: ð15Þ
Notice that Trust-SR1-A, Trust-BFGS-A and Trust-GN do not need the evaluation of the deriv-
atives (gradient or Jacobian matrix) for unsuccessful iterations. This property can be useful. In
order to exploit this property, we have to be able to compute objective function and derivatives
separately. We call this property the ‘‘decoupling’’ of the model code. Table 2 shows the main
properties of the ﬁve algorithms.2
arative table of diﬀerent trust-region algorithms
n of Trust Information needed Convergence to a critical point Decoupling needed
Gradient Second order Yes
Gradient Second order No
-A Gradient First order Yes
-B Gradient First order No
Jacobian First order Yes
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magnitude. Beside the possible numerical errors associated to this situation, the convergence rate
of the algorithm can be adversely aﬀected. To avoid these diﬃculties, the control variables are
rewritten asxi ¼ ~xi þ nid~xi; ð16Þ
where ~xi is a typical value, d~xi a typical order of magnitude of the variation and ni a normalised
variable of parameter xi. The optimisation is then solved in term of ni. This is equivalent to solving
it in the xi-space with an ellipsoidal trust-region instead of a spherical one. In this space, the initial
trust-region radius is naturally given by D(0) = 1.4. Diﬀerentiation techniques
As shown in the previous section, the algorithm requires the computation of the gradient of the
objective functiongðkÞ ¼ rxf ðxðkÞÞ ð17Þ
with respect to the control variables or the Jacobian matrixJðxðkÞÞ ¼ ocðx
ðkÞÞ
ox
: ð18ÞThe simplest method is to approach the derivatives by ﬁnite diﬀerences. One has just to perturb
each control variable one-by-one by a small quantity di and approximate the derivatives withof ðxðkÞÞ
oxi
¼ f ðx
ðkÞ þ dieiÞ  f ðxðkÞÞ
di
þ OðdiÞ; ð19Þwhere ei are the canonical basis vectors of R
Nx . A similar formula can be used for the Jacobian
matrix. This technique requires Nx additional runs of the model in order to get the complete gra-
dient or the Jacobian. An increased accuracy can be obtained with central ﬁnite diﬀerences at the
cost of twice more evaluations of the objective functions. The numerical cost (CPU time) of these
computations are respectively NxCm and 2NxCm, where Cm is the cost of one model run.
The derivatives can also be computed with the forward and backward methods [26].
The forward method works directly from the computer code that express the value of the objec-
tive function. We assume that the independent variables are x1; x2; . . . ; xNx and write the calcula-
tion as the sequence of operationsyi ¼ F iðx1; . . . ; xNx ; y1; . . . ; yi1Þ; i ¼ 1; . . . ;Ny ; ð20Þ
where Ny is the number of operations needed to compute the objective function and yi some
dependent variables used in the computational scheme. More exactly, expression (20) represent
an elementary unary or binary operations generated by the compiler when reading the code.
In the forward method, for each variable xi, the computer holds a value and a representation of
all derivatives needed. For each operation (20), the derivatives of the result is calculated from
those of the operands by the chain rule
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oxj
¼ oF i
oxj
þ
Xi1
k¼1
oF i
oyk
oyk
oxj
; j ¼ 1; . . . ;Nx: ð21ÞNote that, since Fi is unary or binary, the right-hand side of Eq. (21) consist of a single term or
a sum of two terms. By the way, every unary (resp. binary) operation (20) in the initial model
require one multiplication (resp. two multiplications and one addition) for each independent
control variable. The numerical cost (CPU time) of the forward method is thus of the order of
2NxCm.
With this forward method, we can easily compute either the gradient and the Jacobian matrix
with a very good precision (nearly exact). In a dynamical model, computation of the model and
the derivatives are run in parallel so we do not have to store all the state variables. In some cases,
this may be a disadvantage because it couples the two codes, they can not be run separately. For
this reason, we may use a more consuming memory version by storing the state variables. This
‘‘memory forward’’ method allows us to run separately the model and the derivative computa-
tions. If we do not have enough memory for such a trick, we may decide to simply run, by default,
the model without its derivative and completely rerun it with derivatives if needed. We call it the
‘‘rerun forward’’ method.
The backward (or adjoint model) method can be used to ﬁnd the gradient of function f(x) with
respect to the control variables. (The Jacobian matrix can also be obtained with this method but
only at a prohibitively high cost.) The adjoint equations of the model are obtained via the intro-
duction of Lagrange multipliers [17]. With this approach, one line of the model computer code
leads to one or more lines of the adjoint computer code. This method of building the adjoint code
basically requires the repeated application of a single rule to construct the adjoint code. Some dif-
ferentiation tools give the possibility to get adjoint code automatically (see [26]).
Notice that the adjoint code is run by starting from the ﬁnal conditions back to the initial ones.
We unfortunately need to store all the state variables in the course of the simulation, thus it may
require a lot of memory. It is possible to reduce the amount of memory needed by storing only a
few state variables and rerun the model to get the other values. This ‘‘checkpoint backward’’
method requires less memory but needs one more simulation of the model. Notice that the numer-
ical cost of the backward computation is of the order of 2Cm which is independent of the number
of parameter.
Table 3 summarises the characteristics of the diﬀerent methods of diﬀerentiation and their main
advantages and drawbacks. In our assimilation problem, we do not have any memory limitation.
Thus, for the diﬀerentiation of the objective function (5), we use the standard backward method
when only the gradient is needed and resort to the memory forward method if the Jacobian matrix
is required.
4.1. Diﬀerentiation of the Lotka–Volterra model
In the applications that we have in mind, memory limitations do not occur. We discard there-
fore the ﬁnite diﬀerence method because of its high numerical cost. Its poor accuracy could also
deteriorate the convergence properties of the optimisation method.
Table 4 shows the actual costs of the forward and backward methods for the Lotka–Volterra
model with six unknown parameters. These costs are in agreement with the orders of magnitudes
Table 3
Comparative table of diﬀerent diﬀerentiation techniques. The ‘‘CPU time’’ is expressed in term of the numerical cost of
the direct model Cm
Method Accuracy Information available CPU time Memory used Decoupling
property
Finite diﬀerences OðdÞ Jacobian and gradient NxCm Very small Yes
Central ﬁn. diﬀerences Oðd2Þ Jacobian and gradient 2NxCm Very small Yes
Standard forward Computer precision Jacobian and gradient 2NxCm Small No
Memory forward Computer precision Jacobian and gradient 2NxCm Serious Yes
Rerun forward Computer precision Jacobian and gradient (2Nx + 1)Cm Small Yes
Standard backward Computer precision Gradient only 2Cm Serious Yes
Checkpoint backward Computer precision Gradient only 3Cm Medium Yes
Table 4
CPU cost of forward (Cf) and backward (Cb) methods with respect to the cost of the model (Cm). The actual values are
coherent with the orders of magnitude expected (Nx = 6)
CPU cost Order of magnitude
Forward method Cf/Cm = 10.98 ¼ Oð2NxÞ
Backward method Cb/Cm = 1.71 ¼ Oð2Þ
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provide the Jacobian matrix. If needed, the (memory) forward method must be used.5. Numerical experiments
Starting from an arbitrary initial guessxð0Þ ¼ 1:05 1:95 0:5 0:3 0:301 0:05½ T ð22Þ
of the Lotka–Volterra model parameters, we want to recover the parameters used in the reference
run of the twin experiment (Table 1). The solution corresponding to x(0) is plotted in Fig. 1 with
the reference curve and the sampling points.
The ﬁve versions of the trust-region algorithm converge toward the global minimiser xref. Fig. 2
shows the evolution of the objective function in the course of iterations.
For comparison, the evolution of the objective function obtained with the widely used M1QN3
routine of Gilbert and Lemare´chal [10,11] is also plotted in Fig. 2. The MIQN3 routine imple-
ments a limited memory BFGS method with line search and has already been use in many similar
identiﬁcation problems [17,16,31,18,30].
5.1. Statistical test
The inﬂuence of the starting point on the convergence of the optimisation is likely to be quite
important, especially with a non-linear and non-convex objective function. In order to provide a
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Fig. 2. Evolution of the objective function versus iterations. We show the result of M1QN3 routine for comparison.
Notice that M1QN3 may require more than one function evaluation for one iteration.
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diﬀerent initial guesses. A 2Nx full factorial set of starting points, i.e. an hypercube in a Nx-dimen-
sional space, is generated using the lower and upper values listed in Table 5. This table gives also
the typical values ~xi and the typical variations d~xi used when scaling.
The statistics of the diﬀerent experiments are shown in Table 6. The success rate, i.e. the per-
centage of optimisation problems that converge toward the true global minimiser xref, is quiteTable 5
‘‘Value 1’’ and ‘‘Value 2’’ columns: values for generating the full factorial set of 2Nx ¼ 64 starting points. The last two
columns are the typical values and variations used when scaling
Parameter Value 1 Value 2 Ref. val. Typ. val. Typ. var.
X0 0.8 1.2 1 1.05 0.3
Y0 0.8 1.2 1 0.95 0.3
a1 0.3 0.5 0.4 0.42 0.12
a2 0.1 0.3 0.2 0.22 0.12
a3 0.1 0.3 0.2 0.19 0.12
a4 0.08 0.12 0.1 0.09 0.03
Table 6
Comparative table of Trust versions with e = 106 (stopping criterion) and D(0) = 0.05 (D(0) = 1 when scaling). The
success rate is the percentage of optimisation leading to the global minimiser. The last three columns are average values
over successful optimisations. As a reference we give the results of M1QN3 on the same test case with the same stopping
criterion
Success rate (%) Evaluations of objective Evaluations of derivative Total cost
Trust-SR1-A 69 102 64 211.44Cm
with scaling: 81 66 43 139.53Cm
Trust-SR1-B 86 62 62 168.02Cm
with scaling: 83 41 41 111.11Cm
Trust-BFGS-A 78 50 40 118.40Cm
with scaling: 86 34 28 81.88Cm
Trust-BFGS-B 78 38 38 102.98Cm
with scaling: 88 29 29 78.59Cm
Trust-GN 70 12 11 132.96Cm
with scaling: 72 12 11 132.96Cm
M1QN3 48 56 56 151.76Cm
J.M.B. Walmag, E´.J.M. Delhez / Applied Mathematical Modelling 29 (2005) 289–307 299good for trust-region methods and is still improved by scaling (excepted for Trust-SR1-B). The
trust-region methods seem to be more successful than M1QN3.
With respect to the number of model and gradient simulations, Trust-GN appears to be incred-
ibly much more powerful than the other methods. On average, only 12 function evaluations and
11 derivative evaluations are required.
To compare the CPU costs of the diﬀerent methods, one has to taken into account that the
Jacobian matrix is required by Trust-GN while Trust-SR1, Trust-BFGS and M1QN3 need only
gradient evaluations. Table 4 shows that the computation of the Jacobian is Nx times more expen-
sive than the evaluation of the gradient. From the CPU costs listed in Table 6, several conclusions
can be drawn.
• M1QN3, a BFGS method with line search, is more expensive than Trust-BFGS-A and B which
are also BFGS but trusted method. The globalisation by trust-regions appears therefore as more
eﬃcient than the usual line-search approach, at least in this test case.
• Trust-SR1-A and B are less eﬃcient than Trust-BFGS-A and B, although they have stronger
convergence properties (see Table 2). This is not surprising, the BFGS update formula is gen-
erally thought as the best one in the optimisation community.
• The scaled versions require less function evaluations than the non-scaled corresponding ones.
The interest of using a priori information is clearly demonstrated.
• The two B-versions, which use information from unsuccessful iterations, are much more eﬃcient
than the A-versions. The algorithm is more eﬃcient when it learns from its errors.
• Trust-GN which seemed to be very eﬃcient is no more the best one as soon as the numerical
cost are taken into account.
• Trust-BFGS-B (with scaling) is the cheapest method. But, if the Jacobian matrix were easily
available, as it is the case in some particular applications, Trust-GN is to be recommended.
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In the previous case we just take care of exact problems. We were considering that the meas-
urements and the modelling itself are perfect. The global minimiser of the optimisation process
was then x* = xref and f(x*) = 0.
Let us now repeat the same twin experiment when the data from the reference run are corrupted
with noise. To do so, a white noise of amplitude b and 2b respectively for the prey bX i and the
predator bY i is added to the artiﬁcial observations generated in the reference run. (The diﬀerent
orders of magnitude of the noise aﬀecting the two variables are introduced to take into account
the diﬀerent orders of magnitude of the prey X and the predator Y themselves.)
As shown by Table 7, noise does not deteriorate signiﬁcantly the numerical behaviour of the
optimisation procedure. The number of iterations is simply increased by a few ones. Surprisingly,
the success rate is increasing with the noise amplitude. This can be explained by the fact that the
noise in the data induces a smoothing of the objective function that allows the algorithm to avoid
local minima.
Table 8 shows the optimal values given by the optimiser. As expected, the error on the para-
meter value is increasing with the amplitude of noise on the data. Fig. 3 gives the corresponding
temporal responses and Fig. 4 shows the reference and optimised curves.Table 7
Behaviour of scaled Trust-BFGS-B and Trust-GN with noisy data
Success rate (%) Evaluations of objective Evaluations of derivative Total cost
Trust-BFGS-B
b = 0 88 29 29 78.59Cm
b = 0.2 88 31 31 84.01Cm
b = 0.5 89 38 38 102.98Cm
Trust-GN
b = 0 72 12 11 132.96Cm
b = 0.2 73 14 13 156.74Cm
b = 0.5 78 15 14 168.72Cm
Table 8
Parameter values obtained from optimisation with noisy data
Parameter b = 0.2 b = 0.5
Value Err. (%) Value Err. (%)
X0 1.078 7.8 1.186 18.6
Y0 1.025 2.5 1.078 7.8
a1 0.356 11.1 0.291 27.4
a2 0.177 11.6 0.144 15.0
a3 0.210 5.2 0.227 28.2
a4 0.109 8.7 0.126 26.2
0 50 100
0
1
2
0 50 100
0
1
2
0 50 100
0
1.5
3
4.5
0 50 100
0
1
2
0 50 100
0
1.5
3
4.5
0 50 100
0
1.5
3
4.5Prey x Predator y 
t t
β = 0
β = 0.2
β = 0.5
t                                                                      t
tt
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Fig. 4. Results of assimilation with noise b = 0.5. Right: phase diagram. Left: state variables responses versus time.
Doted-line: obtained by optimisation. Solid-line: reference.
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Calibration is an integral part of any model development. Data assimilation is extremely help-
ful in the ﬁeld of biological models were parameters are generally poorly known. However, this
identiﬁcation may be quite demanding in computational resources. Thats the reason why we need
robust and eﬃcient optimisation algorithm.
In this paper, the well-known Lotka–Volterra model provides a benchmark to compare the
robustness and numerical cost (CPU time) of diﬀerent optimisation algorithms.
In this test case, Trust algorithms are shown to behave pretty well. The trust-region approach is
deﬁnitely more robust and more eﬃcient than the usual line-search methods : Trust converges
more easily toward the global minimiser and both the BFGS and GN versions are numerically
cheaper. The results are still improved when using a priori information to scale the problem.
The best results are obtained using the so-called Trust-BFGS-B algorithm.
The backward diﬀerentiation (or adjoint model) technique appears to be deﬁnitively better than
the forward one as soon as the number of parameter is greater than a few ones. The numerical
cost of the forward method increases indeed linearly with the number of parameters and is there-
fore surpassed by the backward method when the number of parameters is larger than four or ﬁve.
The additional information that can be obtained about the Jacobian matrix with the forward
method does reduce the number of iterations but does not compensate for the additional cost.
The conclusions reached with an identical twin experiment are also valid with non-exact prob-
lems, i.e. involving noisy data or model errors. Trust-BFGS-B provides therefore an eﬃcient algo-
rithm that can be used to calibrate demanding dynamic models.Acknowledgements
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We deﬁne the trust region at iteration k asBðkÞ ¼ fx 2 RNx ; kx xðkÞk 6 DðkÞg; ðA:1Þ
where Nx is the number of parameter to identify. The principle of the trust-region algorithm is
described by the following scheme.
Step 0: Initialization.
An initial point x(0) and an initial trust-region radius D(0) are chosen. Compute f(x(0)) and set
k = 0.
Step 1: Model deﬁnition.
Deﬁne a quadratic modelmðkÞðxÞ ¼ f ðxðkÞÞ þ ðx xðkÞÞTgðkÞ þ 1
2
ðx xðkÞÞTH ðkÞðx xðkÞÞ ðA:2Þ
J.M.B. Walmag, E´.J.M. Delhez / Applied Mathematical Modelling 29 (2005) 289–307 303within the trust region BðkÞ wheregðkÞ ¼ rxf ðxðkÞÞ ðA:3Þ
and H(k) is an approximation of the Hessian matrix $xxf(x
(k)).
Step 2: Step calculation.
Compute a step s(k) such as the trial pointxðkÞ þ sðkÞ ðA:4Þ
is a minimiser of m(k) within the trust-region BðkÞ.
Step 3: Acceptance of the trial point.
Compute f(x(k) + s(k)) and deﬁne the ratioqðkÞ ¼ f ðx
ðkÞÞ  f ðxðkÞ þ sðkÞÞ
mðkÞðxðkÞÞ  mðkÞðxðkÞ þ sðkÞÞ ðA:5Þwhich measures the reliability of the quadratic model. If q(k) P 0.01, the iteration is called a suc-
cessful one and the trial point is accepted, i.e.xðkþ1Þ ¼ xðkÞ þ sðkÞ: ðA:6Þ
Otherwise it is an unsuccessful iteration, the trial point is rejected and we deﬁne x(k+1) = x(k).
Step 4: Trust-region radius update.
If the model has a high ﬁdelity (resp. low ﬁdelity), then the trust-region is expanded (resp. con-
tracted) using the following rule:Dðkþ1Þ ¼
minð1:01DðkÞ;DmaxÞ if qðkÞ > 1:05;
minð2DðkÞ;DmaxÞ if 0:95 6 qðkÞ 6 1:05;
DðkÞ if 0:01 6 qðkÞ 6 0:95;
1
2
DðkÞ if qðkÞ < 0:01;
8>>><
>>>:
ðA:7Þwhere Dmax is a user-deﬁned maximum trust-region radius.
Step 5: Go to next step.
Increment k by one and go to Step 1.
This algorithm leaves some details unspeciﬁed. The choice of the suitable approximation of the
Hessian matrix is not detailed in Step 1 nor the way to solve the trust region subproblem of Step 2.
A.1. Computing the trust-region step
To ﬁnd the model minimiser of the trust-region subproblem we seek the solution sM of the min-
imisation problemminimise qðsÞ  gTsþ 1
2
sTHs
s 2 RNx ðA:8Þ
subject to ksk 6 D:
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stant term f(x) from the model (A.2).
A numbers of things are immediately apparent about (A.8). The solutions we are seeking lies
interior to the trust region, that is ksk < D, or it lies on the boundary ksk = D. If the solution is
interior, the trust-region bound is inactive and sm is the unconstrained minimiser of q(s). But this
can only happen if q(s) is convex, that is if the Hessian H is positive semi-deﬁnite. In the non-con-
vex case, the solution must lie on the boundary of the trust-region. This suggest an intuitive algo-
rithm to solve the trust-region subproblem.
Step 1: Check convexity.
If H is positive semi-deﬁnite, compute the unconstrained minimiser sUM. Otherwise, go directly to
Step 3.
Step 2: Check if interior point.
If the unconstrained minimiser is interior to the trust-region, i.e. ksUMk 6 D, deﬁne sM = sUM and
stop.
Step 3: Modiﬁed subproblem.
Compute sM as the global constrained minimiser ofminimise qðsÞ  gTsþ 1
2
sTHs
s 2 RNx ðA:9Þ
subject to ksk ¼ D:Many details about this algorithm can be found in [3]. The routine here used is GQT of More´
and Sorensen [20]. Notice that approximative methods can also be used, especially for large-scale
problems (see [3]).
A.2. Stopping criterion
The user has to specify a real positive constant e, it gives the precision of the stopping criterion
that is based on the norm of the gradient. Indeed, the optimiser considers that the convergence
occurs at x(k) ifkgðkÞk
kgð0Þk < e: ðA:10ÞAppendix B. Hessian update formulas
B.1. Trust-SR1-A
Trust-SR1-A is based on the well-known rank-one update formula.
• If k is an unsuccessful iteration, do not update the Hessian matrix
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• If k is a successful iteration, update the Hessian matrixH ðkÞ ¼ H ðk1Þ þ ðy
ðk1Þ  H ðk1Þsðk1ÞÞðyðk1Þ  H ðk1Þsðk1ÞÞT
ðyðk1Þ  H ðk1Þsðk1ÞÞTsðk1Þ ðB:2Þwithsðk1Þ ¼ xðkÞ  xðjÞ; ðB:3Þ
yðk1Þ ¼ gðkÞ  gðjÞ; ðB:4Þ
where j is the previous successful iteration.
Notice that we do not have to evaluate the gradient for unsuccessful iterations.
B.2. Trust-SR1-B
This variant uses formula (B.2), no matter if the iteration is successful or not. It takessðk1Þ ¼ xðkÞ  xðk1Þ; ðB:5Þ
yðk1Þ ¼ gðkÞ  gðk1Þ ðB:6Þ
instead of (B.3) and (B.4).
B.3. Trust-BFGS-A
Trust-BFGS-A is based on the famous update formula of Broyden, Fletcher, Goldfarb and
Shanno.
• If k is an unsuccessful iteration, do not update the Hessian matrixH ðkÞ ¼ H ðk1Þ: ðB:7Þ
• If k is a successful iteration, update the Hessian matrixH ðkÞ ¼ H ðk1Þ þ y
ðk1Þyðk1ÞT
sðk1ÞT yðk1Þ
 ðH
ðk1Þsðk1ÞÞðH ðk1Þsðk1ÞÞT
sðk1ÞTH ðk1Þsðk1Þ
ðB:8Þusing (B.3) and (B.4) for s(k1) and y(k1).
Notice that we do not have to evaluate the gradient for unsuccessful iterations. Notice also that
the usual property of deﬁnite positiveness of H(k) is not fulﬁl here, we may thus have non-convex
quadratic models.
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This variant uses formula (B.8), no matter if the iteration is successful or not. It takes (B.5) and
(B.6) instead of (B.3) and (B.4) for s(k1) and y(k1).References
[1] J.I. Allen, P.J. Somerﬁeld, J. Siddorn, Primary and bacterial production in the Mediterranean Sea: a modelling
study, J. Marine Syst. 33–34 (2002) 473–495.
[2] V. Athias, P. Mazzega, C. Jeandel, Selecting a global optimization method to estimate the oceanic particle cycling
rate constants, J. Marine Res. 58 (2000) 675–707.
[3] A.R. Conn, N.I.M. Gould, P.L. Toint, Trust-Region Methods. MPS/SIAM Series on Optimization, SIAM,
Philadelphia, PA, 2000.
[4] G.T. Evans, The role of local models and data sets in the Joint Global Ocean Flux Study, Deep-Sea Res. I 46 (1999)
1369–1389.
[5] G.T. Evans, Deﬁning misﬁt between biogeochemical models and data sets, J. Marine Syst. 40–41 (2003) 49–54.
[6] M.J.R. Fasham, G.T. Evans, The use of optimization techniques to model marine ecosystem dynamics at the
JGOFSstation at 47N 20W, Philos. Trans. R. Soc. London B: Biol. Sci. 348 (1995) 203–209.
[7] B. Faugeras, M. Le´vy, L. Me´mery, J. Verron, J. Blum, I. Charpentier, Can biogeochemical ﬂuxes be recovered
from nitrate and chlorophyll data? A case study assimilating data in the Northwestern Mediterranean Sea at the
JGOFS-DYFAMED station, J. Marine Syst. 40–41 (2003) 99–125.
[8] K. Fennel, M. Losch, J. Schro¨ter, M. Wenzel, Testing a marine ecosystem model: sensitivity analysis and
parameter optimization, J. Marine Syst. 28 (2001) 45–63.
[9] R. Fletcher, Practical Methods of Optimization. Vol. 1: Unconstrained Optimization, John Wiley, New York,
1980.
[10] J.C. Gilbert, C. Lemare´chal, Some numerical experiments with variable-storage quasi-Newton algorithms, Math.
Programm. 45 (1989) 407–435.
[11] J.C. Gilbert, C. Lemarchal, The modules M1QN3 and N1QN3, Version 2.0c; 1995.
[12] J.C.P. Hemmings, M.A. Srokosz, P. Challenor, M.J.R. Fasham, Assimilating satellite ocean colour observations
into oceanic ecosystem models, Philos. Trans. R. Soc. London A: Math. Phys. Eng. Sci. 361 (1802) (2003) 33–39.
[13] G.C. Hurtt, R.A. Armstrong, A pelagic ecosystem model calibrated with BATS data, Deep-Sea Res. II 43 (1996)
653–683.
[14] G.C. Hurtt, R.A. Armstrong, A pelagic ecosystem model calibrated with BATS data and OWSI data, Deep-Sea
Res. I 46 (1999) 27–61.
[15] G. Lacroix, M. Gre´goire, Revisited ecosystem model (MODECOGeL) of the Ligurian Sea: seasonal and
interannual variability due to atmospheric forcing, J. Marine Syst. 37 (4) (2002) 229–258.
[16] L.M. Lawson, E.E. Hoﬀman, Y.H. Spitz, Time series sampling and data assimilation in a simple marine ecosystem
model, Deap-Sea Research II 43 (1996) 625–651.
[17] L.M. Lawson, Y.H. Spitz, E.E. Hofmann, R.B. Long, A data assimilation technique applied to a predator–prey
model, Bulletin of Mathematical Biology 57 (1995) 593–617.
[18] Y. Leredde, J.-L. Devenon, I. Dekeyser, Peut-on optimiser les constantes dun mode`le de turbulence marine par
assimilation dobservations? Earth Planet. Sci. 331 (2000) 405–412.
[19] R.J. Matear, Parameter optimization and analysis of ecosystem models using simulated annealing: a case study at
station P, J. Marine Res. 53 (1995) 571–607.
[20] J.M. More´, D.C. Sorensen, Computing a trust region step, SIAM J. Sci. Statist. Comput. 4 (3) (1983) 553–572.
[21] J.D. Murray, Mathematical Biology. I: An Introduction, 3rd ed., vol. 17, Interdisciplinary Applied Mathematics,
Springer, Berlin, 2002.
[22] A. Oschlies, V. Garc¸on, Eddy-enduced enhancement of primary production in a model of the north Atlantic
Ocean, Nature 394 (1998) 266–269.
J.M.B. Walmag, E´.J.M. Delhez / Applied Mathematical Modelling 29 (2005) 289–307 307[23] A. Oschlies, W. Koeve, V. Garc¸on, An eddy-permitting coupled physical-biological model of the North Atlantic 2.
Ecosystem dynamics and comparison with satellite and JGOFS local studies data, Glob. Biogeochem. Cycles 14
(2000) 499–523.
[24] J.R. Palmer, I.J. Totterdell, Production and export in a global ocean ecosystem model, Deep-Sea Res. I 48 (2001)
1169–1198.
[25] W.H. Press, B.P. Flannery, S.A. Teukolsky, W.T. Vetterling, Numerical recipes in C: the art of scientiﬁc
computing, Cambridge University Press, Cambridge, 1992.
[26] J.D. Pryce, J.K. Reid, AD01, a Fortran 90 code for automatic diﬀerentiation. Technical Report RAL-TR-1998-
057, Rutherford Appleton Laboratory, Chilton, 1998.
[27] L.A. Rukhovets, G.P. Astrakhantsev, V.V. Menshutkin, T.R. Minina, N.A. Petrova, V.N. Poloskov, Development
of Lake Ladoga ecosystem models: modeling of the phytoplankton succession in the eutrophication process, Ecol.
Modell. 165 (1) (2003) 49–77.
[28] M. Schartau, A. Oschlies, J. Willebrand, Parameter estimates of a zero-dimensional ecosystem model applying the
adjoint method, Deep-Sea Res. II 48 (2001) 1769–1800.
[29] L.J. Shannon, C.L. Moloney, A. Jarre, J.G. Field, Trophic ﬂows in the southern Benguela during the 1980s and
1990s, J. Marine Syst. 39 (1–2) (2003) 83–116.
[30] Y.H. Spitz, J.R. Moisan, M.R. Abbott, Conﬁguring an ecosystem model using data from the Bermuda Atlantic
Time Series (BATS), Deep-Sea Res. II 48 (2001) 1733–1768.
[31] Y.H. Spitz, J.R. Moisan, M.R. Abott, J.G. Richman, Data assimilation and a pelagic ecosystem model:
parametrization using time series observations, J. Marine Syst. 16 (1998) 51–68.
