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ABSTRACT
This dissertation is composed of three research projects focused on model estimation, identification, and
inference for next-generation functional data and spatial data.
The first project deals with data that are collected on a count or binary response with spatial covariate
information. In this project, we introduce a new class of generalized geoadditive models (GGAMs) for
spatial data distributed over complex domains. Through a link function, the proposed GGAM assumes that
the mean of the discrete response variable depends on additive univariate functions of explanatory variables
and a bivariate function to adjust for the spatial effect. We propose a two-stage approach for estimating
and making inferences of the components in the GGAM. In the first stage, the univariate components and
the geographical component in the model are approximated via univariate polynomial splines and bivariate
penalized splines over triangulation, respectively. In the second stage, local polynomial smoothing is applied
to the cleaned univariate data to average out the variation of the first-stage estimators. We investigate the
consistency of the proposed estimators and the asymptotic normality of the univariate components. We
also establish the simultaneous confidence band for each of the univariate components. The performance
of the proposed method is evaluated by two simulation studies and the crash counts data in the Tampa-St.
Petersburg urbanized area in Florida.
In the second project, motivated by recent work of analyzing data in the biomedical imaging studies,
we consider a class of image-on-scalar regression models for imaging responses and scalar predictors. We
propose to use flexible multivariate splines over triangulations to handle the irregular domain of the objects
of interest on the images and other characteristics of images. The proposed estimators of the coefficient
functions are proved to be root-n consistent and asymptotically normal under some regularity conditions.
We also provide a consistent and computationally efficient estimator of the covariance function. Asymptotic
pointwise confidence intervals (PCIs) and data-driven simultaneous confidence corridors (SCCs) for the
coefficient functions are constructed. A highly efficient and scalable estimation algorithm is developed.
xii
Monte Carlo simulation studies are conducted to examine the finite-sample performance of the proposed
method. The proposed method is applied to the spatially normalized Positron Emission Tomography (PET)
data of Alzheimer’s Disease Neuroimaging Initiative (ADNI).
In the third project, we propose a heterogeneous functional linear model to simultaneously estimate
multiple coefficient functions and identify groups, such that coefficient functions are identical within groups
and distinct across groups. By borrowing information from relevant subgroups, our method enhances esti-
mation efficiency while preserving heterogeneity. We use an adaptive fused lasso penalty to shrink subgroup
coefficients to shared common values within each group. We also establish the theoretical properties of our
adaptive fused lasso estimators. To enhance the computation efficiency and incorporate neighborhood in-
formation, we propose to use a graph-constrained adaptive lasso. A highly efficient and scalable estimation
algorithm is developed. Monte Carlo simulation studies are conducted to examine the finite-sample perfor-
mance of the proposed method. The proposed method is applied to a dataset of hybrid maize grain yields
from the Genomes to Fields consortium.
1
CHAPTER 1. GENERAL INTRODUCTION
This dissertation is mainly focused on developing novel, flexible and reliable statistical methodologies,
as well as practical and efficient data analysis tools for solving problems arising from data science. These
statistical methodologies and computation algorithms have important applications in many areas, such as
urbanization studies, precision medicine, remote sensing, economics, computer science, climatology, and
environmental studies.
The wide availability of data observed over time and space, in particular through inexpensive geograph-
ical information systems, has stimulated many studies in a variety of disciplines, including environmental
science, epidemiology, political science, transportation and economics. Spatial or spatiotemporal data are
generated at varying scales and levels of complexity. Complex data demand statistical models that are suffi-
ciently flexible to adapt to underlying signals, allowing scientists to discover unexpected patterns and predict
the time evolution of the variables of interest. To deal with such complex data, some big challenges fac-
ing statisticians are (1) many practical data exhibit clearly heterogeneous and non-stationary features, such
as spatial heterogeneity due to topographic differences and various land cover types. (2) The observations
distribute unevenly over an irregular domain. (3) The size of spatiotemporal data can be very large. Many
spatiotemporal data sets (e.g., high resolution remote sensing data) include millions of observations per day.
These challenges motivate us to search and study flexible and computational efficient non-/semi-parametric
models for spatiotemporal analysis methods.
In Chapter 2, we introduce a new class of generalized geoadditive models (GGAMs) for spatial data
distributed over complex domains. To motivate the study, consider the analysis of road traffic crashes,
which have been one of the major sources of fatalities and injuries in the United States. Count data models
are often used to identify factors significant to crash frequencies, where the influence of demographical
and socioeconomic conditions on the crash occurrence and spatial patterns of crashes can assist decision-
makers in implementing appropriate road safety management actions. In this project, we use univariate
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spline functions to capture the effects of demographical and socioeconomic conditions on the number of car
crashes, and we use a bivariate spline function to adjust for spatial effects. Also, to average out the variation
of the spline estimators and to access the uncertainty of our proposed estimators, we apply local polynomial
smoothing in the second stage. We investigate the consistency of the proposed estimators and the asymptotic
normality of the univariate components. We also establish the simultaneous confidence band for each of the
univariate components.
With the rapid growth of modern technology, many large-scale gene-environment-wide association stud-
ies and biomedical imaging studies have been, are being, and will be conducted to collect massive datasets
with high resolution, such as 1D curves (e.g., medical monitoring data from wearable medical devices)
and multi-modality imaging, thus boosting the investigation of next generation functional data. Functional
data analysis (FDA) methods allow sophisticated interpretation of shape information and play a critical
role in exploiting the output of high-resolution data with complex structure. Although FDA research has
gained widespread popularity in recent years, enhancing the capability of next generation FDA remains a
long-standing challenge. In Chapters 3 and 4, we develop a sequence of flexible and reliable models for
functional data.
In Chapter 3, we focus on the study of imaging data. In recent years there has been explosive growth
in the number of imaging studies in medical and public health research. It is of great interest for people to
understand how subject-level characteristics, including clinic variables and genetic factors, would influence
imaging phenotypes. For example, Figure 1.1 shows spatially normalized Positron Emission Tomography
(PET) imaging data of people at different cognitive stages: Alzheimer’s Disease (AD), mild cognitive im-
pairment (MCI), and cognitive normal (CN). In this example, it is of great interest to figure out the influence
of disease status on the PET imaging phenotypes. To analyze such data, we face two main challenges:
(1) the effects of explanatory variables on the imaging data vary over the locations; (2) there are spatial
correlations among the pixels within each image.
Motivated by the above challenges, in Chapter 3, we propose to use multivariate splines for image on
scalar regression, which can capture the varying association between imaging phenotypes with a set of
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explanatory variables, and we use functional principal component techniques to explicitly incorporate the
spatial correlation structure of imaging data.
Figure 1.1 An example of PET imaging data.
For biomedical imaging data, objects (e.g., organs) on images are usually expected to be irregularly
shaped. Many smoothing methods, such as kernel smoothing, tensor product smoothing, and wavelet
smoothing, suffer from the problem of “leakage” across complex domains. Next, imaging data often have
different visual qualities. There is a great demand for development of flexible estimation methods of vari-
ous smoothness to adaptively smooth biomedical imaging data. In the second project, we tackle the above
challenges by using bivariate splines defined on triangulations, which is an effective tool to handle data
distributed on irregular regions with complex boundaries. By investigating theoretical properties of the es-
timated functions, we derive the asymptotic normality of the coefficient functions and use it as a guidance
to construct pointwise confidence intervals and simultaneous confidence corridors, which are an important
tool to identify the effective regions, and quantify the variability of the functional components.
In Chapter 4, we consider a functional linear model with application to genotype-by-environment in-
teraction studies. Understanding genotype-by-environment interaction is essential to the development of
breeding strategies, which seek to customize genotypes to the characteristics of particular environments.
Some genotypes may respond similarly to one or more environmental factors. Grouping genotypes ac-
cording to their responses to environmental characteristics is of scientific interest and is useful for obtain-
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ing efficient estimators. Motivated by maize yield data, which contains 1,008 genotypes along with daily
recorded weather data throughout the growing period, we consider a heterogeneous functional linear re-
gression model. In this model, we assume that the coefficient functions for time-indexed environmental
variables are genotype-dependent and can be partitioned into unknown groups, where coefficient functions
are identical for genotypes in the same group but different across groups. The motivation of this paper is
to estimate heterogeneous functional linear regression and automatically identify the underlying grouping
structure.
Fusion learning has drawn a lot of attention as an increasing number of data sources have become
easily available in this big data era. It strategically combines information to improve estimation efficiency
while preserving parameter heterogeneity. In the third project, we propose a fusion learning method for a
heterogeneous functional linear model.
We use univariate spline approximation to estimate the coefficient functions and use the adaptive lasso
to perform shrinkage estimation. This approach is appealing for several reasons. First, we can use spline
functions to approximate the coefficient functions and incorporate structural constraints on the coefficient
functions through their spline coefficients. Second, adaptive lasso is a convex penalty that facilities efficient
numerical optimization using convex optimization methods. We use an alternating direction method of
multipliers (ADMM) algorithm in our optimization procedure.
In addition to considering a pairwise fused penalty, we implement a graph-constrained adaptive lasso,
which not only reduces the computation burden but also incorporates prior information about the underlying
clustering structure. The graph-constrained lasso has wide applications in the literature. We apply graph-
constrained adaptive lasso in our model fitting, where each genotype is treated as a node, graph edges
are determined by genetic similarity, and the edges determine which pairwise differences in estimation are
penalized.
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2.1 Abstract
In many application areas, data are collected on a count or binary response with spatial covariate in-
formation. In this paper, we introduce a new class of generalized geoadditive models (GGAMs) for spatial
data distributed over complex domains. Through a link function, the proposed GGAM assumes that the
mean of the discrete response variable depends on additive univariate functions of explanatory variables and
a bivariate function to adjust for the spatial effect. We propose a two-stage approach for estimating and
making inferences of the components in the GGAM. In the first stage, the univariate components and the
geographical component in the model are approximated via univariate polynomial splines and bivariate pe-
nalized splines over triangulation, respectively. In the second stage, local polynomial smoothing is applied
to the cleaned univariate data to average out the variation of the first-stage estimators. We investigate the
consistency of the proposed estimators and the asymptotic normality of the univariate components. We also
establish the simultaneous confidence band for each of the univariate components. The performance of the
proposed method is evaluated by two simulation studies. We apply the proposed method to analyze the crash
counts data in the Tampa-St. Petersburg urbanized area in Florida.
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2.2 Introduction
Regression methods are commonly used in statistics to examine associations between the response and
the set of explanatory variables. When the relationship between the variables is complex and can not be
easily modeled by specific linear or non-linear functions, a generalized additive model (GAM) provides a
flexible regression relationship. GAMs were first introduced by Hastie and Tibshirani (1987, 1990), which
assume that the mean of the discrete response variable depends on an additive set of predictors through a
link function. Since then GAMs have been widely used in many areas. The focus of this work is on GAM
for spatial data randomly distributed over a particular geographical region.
To motivate the study, consider the analysis of road traffic crashes, which have been one of the major
sources of fatalities and injuries in the United States. Count data models are often used to identify factors
significant to crash frequencies, where the influence of demographical and socioeconomic conditions on
the crash occurrence and spatial patterns of crashes can assist decision-makers in implementing appropriate
road safety management actions (Miaou et al., 2003; Liu and Sharma, 2017, 2018). Figure 2.1 (a) shows the
Tampa-St. Petersburg urbanized area in Florida, which is consisted of 1,761 census block groups. A census
block group is a geographical unit with homogeneous population characteristics, economic status, and living
conditions for the population survey. Rural areas were excluded from this study, as their population densities
often drop to nearly zero, thus it is not meaningful to analyze their crash data. The frequency of crashes
off the state highway system within each census block group in the year of 2014 were collected from the
Florida Department of Transportation; see Figure 2.1 (b). In addition, explanatory variables, including
vehicle-miles traveled, demographic and commuting variables, were collected from the Florida Department
of Transportation and U.S. Census Bureau, and many of them exhibit pronounced non-linear relationships
with the response variable.
To analyze such kind of data, researchers face at least three main challenges. First of all, traditional
regression methods often assume the data are distributed on a regular sampling grid over a rectangular
domain, however, in this study and many other similar cases in spatial studies, observations are dense at
some locations while sparse at others, and the shape of the domains is complicated or even shows gaps and
holes; see Ramsay (2002) and Wood et al. (2008). Conventional smoothing tools suffer from the problem
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(a) Tampa-St. Petersburg urbanized area (b) Crashes within individual census block group
Figure 2.1 Tampa-St. Petersburg urbanized area and its census block groups
of “leakage” across the complex domains, which refers to the poor estimation over difficult regions by
smoothing inappropriately across boundary features, such as peninsulas. The second challenge is how to
adjust for the spatial effect and provide measures of the nonlinear effect of covariates and assess the impact
of uncertainty. In general, inference for GAM for spatial data is underdeveloped and often made based on
ad hoc methods with little understanding of the statistical properties. Last but not least, the computational
issue usually is a big challenge for spatial data analysis, as the sample size tends to be large due to the
development of remote sensing technology and automated sensor networks. Thus, there is a great need of
methodology that is practical, computationally efficient and theoretically reliable.
To address the above-mentioned challenges, in this paper we introduce a class of generalized geoadditive
models (GGAMs), a synthesis of geostatistics and GAMs, for spatial data randomly distributed over irregular
domains. We aim at developing the corresponding estimation and inference procedure for the GGAMs.
In the literature, there are two main streams of spatial regression modeling approaches to include spatial
information into the model. The first approach adds spatial weights or spatial correlation into a regression
modeling, for example, the spatial autoregressive (SAR) model or conditional autoregressive (CAR) model
(Lee, 2004; Zhu et al., 2010). The second approach is based on some smoothing techniques, for example,
kernel, wavelet or spline smoothing Ramsay (2002) use a deterministic smooth surface function to describe
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the variations and connections among values at different locations. Kammann and Wand (2003) combine the
kriging method with the penalized spline regression, and suggest a mixed model representation for model
fitting. In our paper, we take the second approach, where the effect of explanatory variables are modeled
with additive univariate functions and the spatial effect is modeled via a bivariate function.
In the proposed GGAM, when the spatial component is ignored, the model becomes the traditional
GAM since all the components left in the model are univariate functions. There have been a number of
proposals for fitting the GAMs, for instance, the spline method of Stone (1986), Xue and Liang (2010)
and Wang et al. (2011); the kernel method of Yu et al. (2008), Yang et al. (2003) and Liang et al. (2008);
and the two-stage methods of Horowitz et al. (2004), Wang and Yang (2007) and Liu et al. (2013). For
estimating bivariate functions defined over rectangular domains, there are several popular smoothing tools:
kernel, wavelet, bivariate P-splines (Marx and Eilers, 2005) and thin plate splines (Wood, 2003). In the
past three decades, there has been a great interest in developing the smoothing techniques which can handle
irregular domains with complex boundaries; see, for example, Ramsay (2002); Wang and Ranalli (2007);
Wood et al. (2008); Sangalli et al. (2013); Lai and Wang (2013); Miller and Wood (2014); Wang et al.
(2018). In this paper, we approximate the bivariate function of the spatial effect using the bivariate splines
(smooth piecewise polynomial functions over a triangulation of the domain of interest) over triangulations
in Lai and Schumaker (2007). We prefer the bivariate penalized splines (BPS) due to their (i) convenient
representations with flexible degrees and various smoothness, (ii) computational efficiency, and (iii) great
ability of handling the sparse designs.
Although the above-mentioned spline smoothing seems to be incredibly useful, it provides only conver-
gence rates of the estimators but no asymptotic distributions unless we assume the errors are iid gaussian,
so it is difficult to assign any measure of confidence to the estimators. The simultaneous confidence bands
(SCB) is a powerful tool to evaluate and visualize the variability of the estimators and to make global in-
ferences; see Wang and Yang (2009), Krivobokova et al. (2010), McKeague and Zhao (2006), Wiesenfarth
et al. (2012) and Zheng et al. (2016) for some related theory and applications of SCBs. To develop the
SCBs for each individual component function of the explanatory variables in GGAMs, we propose a one-
step spline backfitted local polynomial estimator, referred to as the SBL estimator. In the first stage, we use
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spline smoothers to approximate the univariate additive components and the geographical component. In
the second stage, local polynomial smoothing is then applied to the cleaned univariate data to average out
the variation of the first-stage estimators and obtain SCBs.
Under some regularity conditions, we obtain the asymptotically normal distribution of the SBL estima-
tors and establish the SCBs for the functions of the covariates. Our approach merges the advantages of three
smoothing methods (polynomial spline, bivariate spline and local polynomial) that balance each other out.
It enables the spline smoothing to act as an efficient pilot, quickly guiding the fitting towards good solutions.
In addition, it allows us to keep the asymptotically normal distribution of the local polynomial estimator,
without its computational burden. Furthermore, it properly accounts for all covariate information and spa-
tially improves the estimation accuracy. The entire fitting and inference procedure can be implemented
easily and efficiently using standard methodology and software.
The rest of the paper is structured as follows. In Section 2.3, we describe our model, then we give a
brief review of univariate splines and bivariate splines over triangulations and introduce the penalized quasi-
likelihood estimation method. Section 2.4 provides the SCBs for the functions of the covariates. Section
2.5 introduces how to implement the proposed procedure in practice. In Section 2.6, we conduct simulation
studies to evaluate the finite sample performance of the proposed method. Section 2.7 illustrates our method
using a real dataset. Some concluding remarks are given in Section 2.8. Proofs and other technical details
are given in the Appendices A and B.
2.3 Methodology
2.3.1 Model Setup
In the following, let Si = (Si1, Si2)> be the location of ith point, i = 1, . . . , n, which ranges over a
bounded domain Ω ⊆ R2 of arbitrary shape, for example, a domain with polygon boundary. Let Yi be the
response variable and Xi = (Xi1, . . . , Xip)> be the explanatory variables at location Si.
We assume the conditional density of Y given (X,S) = (x, s) belongs to the exponential family
fY |X,S (y|x, s) = exp [yξ (x, s)− B {ξ (x, s)}+ C (y)], for known functions B and C, where ξ is the so-
called natural parameter, and is related to the unknown mean response by µ (x, s) = E (Y |X = x,S = s) =
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B′ {ξ (x, s)} . In this paper, µ (x, s) is modeled via a link function g in the following additive form of un-
known univariate smooth functions β = (β1, . . . , βp)> and an unknown bivariate smooth function α(·):
g {µ (x, s)} =
p∑
k=1
βk(xk) + α (s) . (2.1)
If Var (Y |X = x,S = s) = σ2V {µ (x, s)} for some known positive function V , then estimation of
the mean can be achieved by replacing the conditional log-likelihood function log{fY |X,S (y|x, s)} with a
quasi-likelihood function ` (ϑ, y), which satisfies ∇ϑ` (ϑ, y) = y−ϑσ2V (ϑ) . Our estimation method is based on
a nonparametric quasi-likelihood approach as described below.
2.3.2 Spline Approximation
In the first stage, we approximate each of the univariate additive components in the model via uni-
variate polynomial splines. The geographical component is approximated using bivariate penalized splines
over triangulation, which is proved to be efficient to deal with data distributed on irregular domains with
complicated boundaries. Below we start with a brief review of univariate splines and bivariate splines.
2.3.2.1 Univariate polynomial spline approximation
Suppose the covariate Xk is distributed on a compact interval [ak, bk], k = 1, . . . , p. We approxi-
mate the univariate components {βk (·)}pk=1 in (2.1) by polynomial splines for their simplicity in com-
putation. For any k = 1, . . . , p, let υk be a partition of [ak, bk] with Jn interior knots, where υk =
{ak = υk,0 < υk,1 < · · · < υk,Jn < υk,Jn+1 = bk}. The polynomial splines of order % + 1 are polynomial
functions with %-degree (or less) on intervals [υkj , υk,j+1), j = 0, . . . , Jn−1, and [υk,Jn , υk,Jn+1], and have
% − 1 continuous derivatives globally. Let Uk = U%k ([ak, bk], υk) be the space of such polynomial splines,
and U0k = {u ∈ Uk : Eu(Xk) = 0}. This ensures that the spline functions are centered; see Xue and Yang
(2006), Wang and Yang (2007) and Wang et al. (2014).
2.3.2.2 Bivariate spline over triangulation
In this paper we consider the spatial domain Ω is a polygon of arbitrary shape, which can be partitioned
into finitely many triangles. According to Lai and Schumaker (2007), a collection 4 = {τ1, ..., τN} of
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N triangles is called a triangulation of Ω = ∪Ni=1τi provided that if any nonempty intersection between a
pair of triangles in 4 is either a shared vertex or a shared edge. Given a triangle τ ∈ 4, let Rτ be the
radius of the largest disk contained in τ , and let |τ | be length of the the longest edge. Define the shape
parameter of τ as the ratio πτ = |τ |/Rτ . Note that when πτ is small, the triangles are relatively uniform in
the sense that all angles of triangles in the triangulation4 are relatively the same. Denote the size of4 by
|4| := max{|τ |, τ ∈ 4}.
For a triangle with non-zero area τ ∈ 4 and any fixed point v ∈ R2, let b1, b2 and b3 be the barycentric
coordinates of v relative to τ . The Bernstein basis polynomials of degree d ≥ 1 relative to triangle τ is
defined as Bτ,dijk(v) =
d
i!j!k!b
i
1b
j
2b
k
3 , i + j + k = d. For any integer d ≥ 1 and triangle τ , let Pd(τ) be
the space of all polynomials of degree less than or equal to d on τ . Then, any polynomial ζ ∈ Pd(τ) can
be written as ζ|τ =
∑
i+j+k=d γ
τ
ijkB
τ,d
ijk, where the coefficients γτ = {γ
τ
ijk, i + j + k = d} are called
B-coefficients of ζ.
For any integer r ≥ 0, let Cr(Ω) be the collection of all rth continuously differentiable functions
over Ω. Given a triangulation 4, we define the spline space of degree d and smoothness r over 4 as
Srd(4) = {ζ ∈ Cr(Ω) : ζ|τ ∈ Pd(τ), τ ∈ 4}. Let {Bm}m∈M be the set of bivariate Bernstein basis
polynomials for Srd(4), whereM is an index set of |M| = N(d + 1)(d + 2)/2 basis functions. Then we
can represent any function ζ ∈ Srd(4) using the following basis expansion:
ζ(s) =
∑
m∈M
Bm(s)γm = B(s)
>γ, (2.2)
where γ> = (γm,m ∈ M) is the spline coefficient vector. For smooth join between two polynomials
on adjoining triangles, we need to impose some linear constraints on the spline coefficients γ in (2.2). To
be more specific, we assume that γ satisfies Ψγ = 0, where Ψ is the matrix that collects the smoothness
conditions across all the shared edges of triangles. An example of Ψ is given in 2.11.1. The above bivariate
spline basis can be easily constructed via the R package BPST (Wang et al., 2019).
2.3.3 Penalized Quasi-likelihood Estimators
In data-sparse regions, penalized splines provide a more convenient tool for data fitting than the un-
penalized splines. As discussed in Lai and Wang (2013), the number of triangles for bivariate penalized
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smoothing is not essential when the number is above some minimum depending upon the degree of the
splines. Another advantage is that when we have regions of sparse data, BPS can be considered as a direct
ridge regression or shrinkage type method which can alleviate multicollinearity issue. Thus, to reduce com-
plexity in triangulation selection and enhance the performance of bivariate splines in data fitting, we exploit
the BPS in the quasi-likelihood of the model below.
To define the penalized spline method, for any direction sj , j = 1, 2, let ∇qsjf(s) be the qth order
derivative in the direction sj at the point s = (s1, s2). Let
E(f) =
∫
Ω
{
(∇2s1f)
2 + 2(∇s1∇s2f)2 + (∇2s2f)
2
}
ds1ds2. (2.3)
To fit the GGAM, we seek a bivariate function α(·) and univariate functions of βk(·), k = 1, . . . , p, that
maximize the following penalized quasi-likelihood function:
n∑
i=1
`
[
g−1
{
p∑
k=1
βk(Xik) + α (Si)
}
, Yi
]
− λ
2
E(α). (2.4)
Directly solving this penalized maximization is challenging since it involves unstructured nonparametric
functions which are subject to the “curse of dimensionality”. To overcome this difficulty, we consider some
smoothing method. Under some suitable smoothness conditions, βk’s and α can be well approximated by
the univariate spline basis functions and the Bernstein basis polynomials introduced in Sections 2.3.2.1 and
2.3.2.2, respectively.
Let ukj(xk), j ∈ J be the original B-spline basis functions for the kth covariate, where J is the index
set of the basis functions. Let u0kj(xk) = ukj(xk) −
Eukj(Xk)
Euk1(Xk)
uk1(xk), Ukj(xk) =
u0kj(xk)
SD{u0kj(Xk)}
, j ∈ J ,
then EUkj(Xk) = 0 and EU2kj(Xk) = 1. Suppose the nonlinear component can be well approximated
by a spline function so that, for all xk ∈ [ak, bk], βk(xk) ≈
∑Jn+%+1
j=1 θkjUkj(xk) = U
>
k (xk)θk, where
Uk(xk) = (Uk1(xk), . . . , Uk,Jn+%+1(xk))
> and θk = (θk1, . . . , θk,Jn+%+1)
> is a vector of coefficients. Let
Sn×2 = {(Si1, Si2)}ni=1 be the location design matrix and Xn×p = {(Xi1, . . . , Xip)}ni=1 be the collection
of all covariates. For i = 1, . . . , n, let B>i = {Bm(Si),m ∈ M}, and denote B = (B1, . . . ,Bn)> the
n×|M| evaluation matrix of Bernstein basis polynomials. Then maximizing the penalized quasi-likelihood
function in (2.4) is equivalent to minimizing
−
n∑
i=1
`
[
g−1
{
p∑
k=1
Uk(Xik)
>θk + B(Si)
>γ
}
, Yi
]
+
1
2
λγ>Pγ subject to Ψγ = 0, (2.5)
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where P is the block diagonal penalty matrix satisfying that γ>Pγ = E(Bγ). See Section 2.11.2 for the
formula used to construct P. It is worth noting that according to the Assumption (A3), the optimization
problem in (2.5) has a unique solution.
To solve the constrained minimization problem (2.5), we first remove the constraint via the following
QR decomposition: Ψ> = QR = (Q1 Q2)
(
R1
R2
)
, where Q is an orthogonal matrix and R1 is an upper
triangle matrix, the submatrix Q1 is the first r (r is the rank of matrix Ψ) columns of Q, and R2 is a matrix
of zeros. We reparametrize using γ = Q2γ∗ for some γ∗, then it is guaranteed that Ψγ = 0. The problem
(2.5) is now converted to a conventional penalized minimization problem without any restriction:
LP (θ,γ∗) = −
n∑
i=1
`
[
g−1
{
p∑
k=1
Uk(Xik)
>θk + B(Si)
>Q2γ
∗
}
, Yi
]
+
λ
2
γ∗>Q>2 PQ2γ
∗. (2.6)
For practitioners, the construction of P and Q2 can be carried out via the R package BPST (Wang et al.,
2019).
Let θ̂ and γ̂∗ be the minimizer of (2.6), i.e. (θ̂, γ̂∗) = arg minLP (θ,γ∗), then, the univariate spline
estimator of βk(xk) and bivariate spline estimator of α(s) are
β̂k(xk) = Uk(xk)
>θ̂k, α̂(s) = B(s)
>γ̂ =
∑
m∈M
Bm(s)γ̂m,
where the estimated spline coefficients are γ̂ = {γ̂m,m ∈M}> = Q2γ̂∗.
We first establish the L2 convergence rate of the spline estimators β̂k(xk) and α̂(s). For any Lebesgue
measurable function ψ(u) on a domain D, for example, D = [ak, bk] or Ω ⊆ R2, let ‖ψ‖2L2 =
∫
D ψ
2(u)du
and H = J−1n .
Theorem 2.1. Under Assumptions (A1)–(A6) in Appendix A, the spline estimators β̂k(xk) and α̂(s) satisfy
that
p∑
k=1
‖β̂k − βk‖L2 + ‖α̂− α‖L2 = Oa.s.
{
(H−1/2 + |4|−1)
(
log n
n
)1/2
+H%+1 + |4|d+1 + λ
n|4|4
}
.
The proof is provided in the Section 2.10.
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2.4 Two-Stage Estimator and Simultaneous Confidence Band
It is very difficult to derive the asymptotic distribution for the spline estimators introduced in Section
2.3, so no measures of confidence can be assigned to these estimators. To represent the uncertainty in the
estimate of the nonlinear effect of the covariates, we propose the SCB for βk’s via the backfitting method
using spline estimators obtained in Section 2.3 as pilot followed by local polynomial estimators.
The basic idea is that for every k = 1, . . . , p, we estimate the kth additive function βk(·) in model (2.1)
nonparametrically by assuming that other nonparametric components {βk′(·) : k′ 6= k} are known. The
problem turns into a univariate function estimation problem. Denote K a continuous kernel function, and
let Kh(u) = K(u/h)/h be a rescaling of K, where h is usually called the bandwidth. This leads to an
“oracle” smoother β̂ok of βk, where
{β̂ok(xk), β̂o′k (xk)}
= arg max
a0,a1
n∑
i=1
`
g−1
a0 + a1(Xi,k − xk) + α(Si) +
p∑
k′ 6=k
βk′(Xik′)
 , Yi
Khk(Xik − xk).
Asymptotic properties of smoothers of β̂ok(xk) can be easily established based on these assumptions. We
say x ∈ χk = [ak, bk] is a boundary point if and only if x = ak + chk or x = bk − chk for some 0 ≤ c < 1
and an interior point otherwise. Let χhk be the interior of the support χk. Let ν2 =
∫
u2K (u) du and fk
be the probability density function of Xk. For j = 1, 2, let ρj(x) =
{
dg−1(x)/dx
}j/{
σ2V (g−1(x))
}
=[
{g′(g−1(x))}jσ2V (g−1(x))
]−1
. For the quasi-likelihood function `{g−1(x), y}, let q1(x, y) = ∂∂x`{g
−1(x), y}
and q2(x, y) = ∂
2
∂x2
`{g−1(x), y}. It is clear that q1(x, y) = {y − g−1(x)}ρ1(x) and q2(x, y) = {y −
g−1(x)}ρ′1(x) − ρ2(x) hold. Let C(K) =
∫
K ′(u)2du/
∫
K(u)2du, ah =
√
−2 log(h), and for any
α ∈ (0, 1), denote the quantile
Qh(α) = ah + a
−1
h [log{
√
C(K)/2π} − log{− log
√
1− α}].
Theorem 2.2 below shows the pointwise and uniform asymptotically normality of the “oracle” estimator
β̂ok(xk).
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Theorem 2.2. Suppose Assumptions (A1)–(A4) and (A7) in Appendix A hold. Then, for any k = 1, . . . , p, xk ∈
χhk , if nh
5
k = O(1), we have, as n→∞,
σ−1n,k(xk)
[
β̂ok(xk)− βk(xk)−
β′′k(xk)
2
ν2h
2
k
]
→ N(0, 1),
and if Assumptions (A1)–(A4), (A7) and (A8) (ii) are satisfied, then
lim
n→∞
P
{
sup
xk∈χhk
σ−1n,k(xk)|β̂
o
k(xk)− βk(xk)| ≤ Qhk(α)
}
= 1− α,
where σ2n,k(xk) = n
−1hk
−1E
[
ρ2{
∑p
k=1 βk(Xk) + α (S)}|Xk = xk
]−1
fk(xk)
−1 ∫ K2 (u) du.
Since the true functions βk’s and α are unknown, we replace those with the pilot estimators β̂k and α̂
obtained in Section 2.3 and apply the above backfitting idea to obtain the spline-backfitted local polynomial
(SBL) estimator
{β̂SBLk (xk), β̂SBL
′
k (xk)}
= arg max
a0,a1
n∑
i=1
`
g−1
a0 + a1(Xi,k − xk) + α̂(Si) +
p∑
k′ 6=k
β̂k′(Xik′)
 , Yi
Khk(Xik − xk).
Theorem 2.3. Under Assumptions (A1)–(A5), (A6’), (A7) and (A8) (i) in Appendix A, the SBL estimator
satisfies
sup
xk∈χhk
|β̂SBLk (xk)− β̂ok(xk)| = Oa.s.(n−1/2 log n), sup
xk∈χhk
hk|β̂SBL
′
k (xk)− β̂o
′
k (xk)| = Oa.s.(n−1/2 log n).
The proofs of Theorems 2.2 and 2.3 are given in the Section 2.10. Theorem 2.3 implies that the
difference between the SBL estimator and the “oracle” estimator is negligible compared to the difference
between the “oracle” estimator β̂ok(xk) and the true function βk(xk), that is, the SBL estimator β̂
SBL
k (xk) is
oracle-efficient. Consequently, the SBL estimator inherits the same asymptotic normality (both pointwise
and uniform asymptotically normality) from the “oracle” estimator, as stated in Corollary 2.1 below, which
follows directly from Theorems 2.2 and 2.3, thus, the proof is omitted.
Corollary 2.1. Under Assumptions (A1)–(A5), (A6’), (A7) and (A8) (i) in Appendix A, for any xk ∈ χhk ,
we have, as n→∞,
σ−1n,k(xk)
{
β̂SBLk (xk)− βk(xk)− β′′k(xk)ν2h2k/2
}
→ N(0, 1).
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If Assumptions (A1)–(A5), (A6’), (A7) and (A8) (ii) are satisfied, then, for any α ∈ (0, 1) and k = 1, . . . , p,
lim
n→∞
P
{
sup
xk∈χhk
σ−1n,k(xk)|β̂
SBL
k (xk)− βk(xk)| ≤ Qhk(α)
}
= 1− α.
Corollary 2.1 yields the following 100(1− α)% SCB for βk(xk):
β̂SBLk (xk)± σn,k(xk)Qhk(α), xk ∈ χhk . (2.7)
2.5 Implementation
2.5.1 First Stage
Let Y = (Y1, . . . , Yn)> be the vector of n observations of the response variable. Denote Ui ={
U1(Xi1)
>, · · · ,Up(Xip)>
}> and U = (U1, · · · ,Un)>. We use the following iteratively re-weighted
least square (IRLS) to minimize the objective function in (2.6), which leads to enormous reductions in com-
putational complexity. Let G(k), V(k) and ρ(k)2 be diagonal matrices with elements g
′(µ
(k)
i ), V (µ
(k)
i ) and
ρ2(µ
(k)
i ), respectively. At the (k + 1)th iteration, we consider the following objective function:
R(k+1) =
∥∥∥{V(k)}−1/2 {Y − µ(θ,γ∗)}∥∥∥2 + λ
2
γ∗>Q>2 PQ2γ
∗,
where µ(θ,γ∗) = g−1(U>θ + B>Q2γ∗), and it can be approximated by its first order Taylor expansion
around (θ(k),γ∗(k)):
µ(θ,γ∗) ≈ µ(k) − J(k)
{(
θ
γ∗
)
−
(
θ(k)
γ∗(k)
)}
with µ(k) = µ(θ(k),γ∗(k)) = {µ(k)i }>1≤i≤n and J(k) = {G(k)}−1(U BQ2) being the “Jacobian” matrix.
Therefore,
R(k+1) ≈
∥∥∥∥∥{V(k)}−1/2
[
Y − µ(k) − J(k)
{(
θ
γ∗
)
−
(
θ(k)
γ∗(k)
)}]∥∥∥∥∥
2
+
λ
2
γ∗>Q>2 PQ2γ
∗.
Then, we have
R(k+1) ≈
∥∥∥{V(k)}−1/2{G(k)}−1 [G(k)(Y − µ(k)) + η(k) −U>θ −B>Q2γ∗]∥∥∥2 + λ
2
γ∗>Q>2 PQ2γ
∗
=
∥∥∥(ρ(k)2 )1/2(Ỹ(k) −U>θ −B>Q2γ∗)∥∥∥2 + λ2γ∗>Q>2 PQ2γ∗, (2.8)
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where η(k) = (η(k)1 , . . . , η
(k)
n )> with η
(k)
i = U
>
i θ
(k) + B>i Q2γ
∗(k), Ỹ(k) = (Ỹ (k)1 , . . . , Ỹ
(k)
n )> with
Ỹ
(k)
i = g
′(µ
(k)
i )(Yi−µ
(k)
i )+η
(k)
i . By minimizing (2.8) with respect to (θ,γ
∗), we obtain (θ(k+1),γ∗(k+1)).
Notice that to start the iteration, we only needµ(0) and η(0), not (θ(0),γ∗(0)), which simplifies the procedure
of choosing initial value. In the Poisson case, we set µ(0)i = yi + 0.01 and η
(0)
i = g(µ
(0)
i ).
Knots selection. For univariate spline smoothing, we suggest placing knots on a grid of evenly spaced
sample quantiles. Assumption (A6) in Appendix A suggests that the number of knots Jn needs to satisfy:
n1/(2%+2)(log n)−1/(2%+2)  Jn  n2/5, where % ≥ 1 is the degree of the polynomial spline basis func-
tions. The widely used quadratic/cubic splines both satisfy this condition. In practice we suggest taking the
following rule-of-thumb number of interior knots: Jn = min{bc1n1/(2%+2)c, bn/(4p)c} + 1, where c1 is
a tuning parameter (typically, c1 ∈ [1, 5]), and the term n/(4p) is to guarantee that there are at least four
observations in each subinterval between two adjacent knots to avoid getting (near) singular design matrices
in smoothing.
Triangulation selection. An optimal triangulation is a partition of the domain which is best according
to some criterion that measures the shape, size or number of triangles. For example, a “good” triangulation
usually refers to those with well-shaped triangles, no small angles or/and no obtuse angles. Other criteria
include the density control (adaptivity) and optimal size (number of triangles), etc. For a fixed number
of triangles, Lai and Schumaker (2007) and Lindgren et al. (2011) recommend selecting the triangulation
according to “max-min” criterion which maximizes the minimum angle of all the angles of the triangles
in the triangulation. Monte Carlo experiments in our simulation studies show that there must be enough
triangles to capture the features of the surface, but once this minimum necessary number of triangles has been
reached, further increasing the number of triangles usually has little effect on the fitting process. Therefore,
one needs to make certain that the triangulation is sufficiently fine to capture the feature in the dataset
and not so large that computational burden is unnecessarily heavy. In practice, if the boundary of the
spatial domain is not too complicated, we suggest taking the number of triangles as the following: Nn =
min{bc2n1/(d+1)c, n/4} + 1, for some tuning parameter c2 (typically, c2 ∈ [1, 20]). However, when the
spatial domain does look complicated, Nn can be set (much) larger than n so that the domain can be very
well approximated by the triangulation, and the penalty automatically and gracefully handles the situation.
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Once Nn is chosen, one can build the triangulated meshes using typical triangulation construction methods
such as Delaunay Triangulation.
Roughness penalty selection. The roughness penalty parameter λ can be selected using data-driven
approaches, for example, the generalized cross-validation (GCV) (Craven and Wahba, 1979; Wahba, 1990)
is such a criterion and is widely used for choosing the penalty parameter. Let ρ̂2 be the diagonal matrix with
elements ρ2(µ̂i), and
C(λ) =
 U>ρ̂2U U>ρ̂2BQ2
Q>2 B
>ρ̂2U Q
>
2 (B
>ρ̂2B + λP)Q2
 .
Denote the smoothing or hat matrix as S(λ) = (U BQ2) C(λ)−1 (U BQ2)
> ρ̂2. Let Ỹ = (Ỹ1, . . . , Ỹn)
>
with Ỹi = g′(µ̂i)(Yi − µ̂i) + η̂i. We minimize the following
GCV(λ) =
n‖ρ̂1/22 {Ỹ − S(λ)Ỹ}‖2
{n− tr(S(λ))}2
over a grid of values to select λ.
2.5.2 Second Stage
The performance of the SBL estimator is also dependent upon the bandwidth selection and other esti-
mators of the parameters.
Bandwidth selection. Note that Assumption (A8) in Appendix A requires that the bandwidths in the
backfitting are of order around n−1/5. Thus, the bandwidth selection can be done using a standard routine in
the literature, see discussions in Fan et al. (1995) and Fan and Gijbels (1996). By minimizing the asymptotic
mean integrated squared errors (AMISE), we can obtain the optimal bandwidth
hk,AMISE = n
−1/5C
1/5
K
[ ∫
ρ2,k(xk)dxk∫
β′′k(xk)
2fk(xk)dxk
]1/5
,
where ρ2,k(xk) = E
[
ρ2{
∑p
k=1 βk(Xk) + α (S)}|Xk = xk
]
. The optimal bandwidth could be approxi-
mated by
n−1/5C
1/5
K
[
n−1
∑n
i=1{ρ̂2,k(Xik)}−1f̂
−1
k (Xik)
n−1
∑n
i=1 β̂
′′
k(Xik)
2
]1/5
,
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where f̂k is estimated by kernel density estimation, β̂′′k is obtained from the spline estimator β̂k and ρ̂2,k(Xik)
is an estimator of ρ2,k(Xik). Let
σ̂2 =
1
n
n∑
i=1
{Yi − g−1(η̂i)}2/V (g−1(η̂i)),
ρ̂2,k(xk) = n
−1
n∑
i=1
{
(g′(g−1(η̂i)))
2σ̂2V (g−1(η̂i))
}−1
Kh(Xik − xk)
with a rule-of-the-thumb bandwidth h. To construct pointwise confidence intervals or SCBs of the univariate
functions, we suggest taking hk = hk,AMISE(log n)−1/4 to satisfy the requirement of Assumption (A8).
Estimating σn,k(xk). For any k = 1, . . . , p, we obtain the estimator of σn,k(xk) by σ̂n,k(xk) =
n−1/2h
−1/2
k ρ̂
−1
2,k(xk)f̂
−1
k (xk)
∫
K2 (u) du.
2.6 Simulation
In this section, we conduct two simulation studies to evaluate the finite sample performance of the
proposed method.
2.6.1 Example 1
We consider a modified horseshoe domain in Sangalli et al. (2013) and randomly sample n = 1, 000
and 2, 000 locations on the domain. The response variable Yi is generated from Poisson distribution and
negative binomial distribution with log link functions as described in the following two cases.
Case I: Poisson distribution: Yi ∼ Poisson(µi), where log(µi) =
∑3
k=1 βk(Xik)+α(Si), i = 1, . . . , n.
Case II: Negative binomial distribution: Yi ∼ NB (θ, µi/(θ + µi)), where θ = 5 and log(µi) is the
same as Case I and E(Yi) = µi and Var(Yi) = µi + µ2i /θ.
We conduct 1000 Monte Carlo replications. In each replication, Xi1, Xi2 and Xi3 are uniformly gen-
erated from [0, 1], and Si is uniformly generated from the horseshoe domain, and Xi1, Xi2 and Xi3 and
Si are independent of each other. The true univariate functions β1(x), β2(x), β3(x) are illustrated in Fig-
ure 2.2 (a)–(c), respectively, where β1(x) = 1/2 sin(2πx) − cos(πx) − E{1/2 sin(2πX1) − cos(πX1)},
β2(x) = 4(x− 0.5)2−E{4(X2− 0.5)2} and β3(x) = x−E(X3). Figure 2.5 (a) shows the contour map of
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the true bivariate function α(·), which is modified based on a similar function given in Wood et al. (2008)
and Sangalli et al. (2013).
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Figure 2.2 The true univariate component functions in Example 1.
To implement the proposed procedure, one needs to select the knots for a univariate spline, the triangu-
lation for a bivariate spline, the bandwidth for the local linear method, as well as the smoothness penalty
parameter. We have conducted extensive simulations to examine whether and how sensitive the choice
of knots, triangulation and bandwidth on the performance of the proposed method. For all the univariate
splines, we use cubic B-splines with the number of interior knots Jn = 2, 4, 6, 8 equally spaced on the
sample quantiles. For the bivariate spline smoothing, we consider d = 2, r = 1 with three different trian-
gulations shown in Figure 2.3 (a)-(c). There are 109 triangles (95 vertices), 163 triangles (124 vertices) and
237 triangles (165 vertices) in41,42 and43, respectively.
We compare our method with the thin plate spline method (TPS) and the soap film smoother (SOAP),
which are commonly used for fitting GAMs. The TPS and the SOAP estimators are obtained from the
mgcv package in R (Wood, 2017). For all three methods, GCV is used to choose the values of the penalty
parameter. In Case II, the estimator of θ is chosen to ensure that the Pearson estimate of the scale parameter
is as close as possible to 1.
To evaluate the accuracy of the estimators, we calculate the mean integrated squared error (MISE) for
each of the components based on 1000 Monte Carlo samples. Also, to illustrate the prediction capability,
we conduct the 10-fold cross-validation for each Monte Carlo sample and compare the cross-validated mean
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Figure 2.3 Triangulations on the horseshoe domain.
squared prediction error (MSPE). Table 2.1 presents the MISE of β1, β2, β3, α and the 10-fold cross-
validated MSPE, where the SBL results are based on using four interior knots for univariate splines and41
for bivariate splines. Table 2.1 shows that the performance of our method and the TPS method. All three
methods are similar in terms of the estimation of βk(·)’s, however, our method significantly outperforms
the TPS and SOAP when estimating the bivariate function α(·), which results in a big improvement of the
cross-validated MSPE.
Figure 2.4 depicts the true univariate function βk (dotted curve). It also shows the corresponding esti-
mator β̂SBLk (solid curve) and the 95% SCB for βk (grey bands) from a typical run generated from Case I or
Case II with sample size n = 2, 000, where the estimation and SCB construction are based on four interior
quantile knots for the univariate splines and triangulation 41 for the bivariate splines. Figure 2.5 (b)-(g)
show the contour maps of the estimated bivariate functions α̂ over a grid of 500 × 200 points using our
method, TPS and SOAP.
We evaluate the coverage of the proposed SCBs over 20 equally spaced points on [0, 1] and test whether
the true functions are covered by the SCBs at these points. Table 2.2 summarizes the empirical coverage
rate of the 95% SCBs from 1000 Monte Carlo experiments. The results clearly show a very good coverage
rate of the SCBs.
Figures 2.6 and 2.7 present the MISEs of the estimators based on different combinations of knots and
triangulations for Case I and Case II. For the univariate components, one sees that the MISEs are very
similar regardless to the choice of knots and triangulations. For the bivariate function α, we have found in
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Table 2.1 MISE of the functional component estimators and 10-fold cross-validated MSPE.
Family n Method
MISE
MSPE
β1 β2 β3 α
Poisson
1000
SBL 0.0051 0.0037 0.0035 0.8057 1.6186
TPS 0.0059 0.0045 0.0030 4.1705 2.1645
SOAP 0.0057 0.0042 0.0034 1.0398 2.0512
2000
SBL 0.0027 0.0019 0.0016 0.4465 1.4832
TPS 0.0031 0.0023 0.0017 3.6656 2.0955
SOAP 0.0029 0.0022 0.0017 0.6361 1.9065
Negative binomial
1000
SBL 0.0079 0.0063 0.0064 0.8490 3.1769
TPS 0.0079 0.0050 0.0025 1.6768 3.8489
SOAP 0.0074 0.0046 0.0023 0.8542 3.5008
2000
SBL 0.0040 0.0034 0.0033 0.4662 2.9303
TPS 0.0034 0.0030 0.0013 1.4669 3.7571
SOAP 0.0033 0.0026 0.0012 0.6580 3.3372
Table 2.2 The coverage rate of the 95% SCBs for univariate functions.
n
Poisson Negative binomial
β1 β2 β3 β1 β2 β3
1000 0.945 0.949 0.967 0.949 0.967 0.960
2000 0.947 0.965 0.979 0.980 0.980 0.970
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Figure 2.4 Plots of βk(xk) (dotted curve), the SBL estimator (solid curve) and the 95% SCBs (grey
bands), k = 1, 2, 3, based on n = 2, 000 observations.
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Figure 2.5 Contour maps for the true bivariate function and its estimators.
our simulation studies that there is a minimum adequate value of the number of triangles in the fitting. Fits
using fewer than this minimum number of triangles have low statistical accuracy. We have also found that,
when this minimum number of triangles is reached, further refining the triangulation will have little effect
on the fitting process, but make the computational burden unnecessarily heavy.
Finally, our proposed method is very user-friendly and computationally efficient. Take the case of fitting
GGAMs with the Poisson distribution as an example. Remarkably, it takes only 3.1 seconds to estimate all
the components in the GGAM with 2,000 observations on a standard PC with processor Core i5 @2.7GHz
CPU and 8.00GB RAM. This is extremely fast considering that the entire nonparametric regression is done
without WARPing.
2.6.2 Example 2
We conduct another simulation study using the covariates and domain of the crash data analyzed in
Section 2.7. We consider the following negative binomial setting: Yi ∼ NB
(
θ, µiθ+µi
)
, where θ = 2.7,
log(µi) =
∑12
k=1 βk(Xik) + α(Si), i = 1, . . . , 1761, and Xik, k = 1, . . . , 12, are the same covariates as in
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Figure 2.6 Boxplots of the MISEs of the estimators of functional components in Case I using
different combinations of knots and triangulations.
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Figure 2.7 Boxplots of the MISEs of the estimators of functional components in Case II using
different combinations of knots and triangulations.
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Table 2.3 The MISE of the estimators of the component functions and the coverage rate of the
95% SCB for the univariate functions.
Measurement
Component
β1 β2 β3 β4 β5 β6
MISE 0.0025 0.0017 0.0015 0.0019 0.0033 0.0017
Coverage 0.786 0.959 0.958 0.954 0.890 0.964
β7 β8 β9 β10 β11 β12 α
MISE 0.0021 0.0018 0.0016 0.0028 0.0030 0.0032 0.0318
Coverage 0.962 0.963 0.967 0.973 0.965 0.991 –
the crash dataset described in Section 2.7. The significant univariate functions and bivariate function are set
to be the same as the estimates obtained in the crash data analysis, and insignificant univariate functions are
set as zero.
The average MISE of each functional component from 1000 Monte Carlo experiments is reported in
Table 2.3. From Table 2.3, one sees that the MISE are all very small which indicates our method performs
very well. We also examine the behavior of the proposed SCBs for the univariate functions. The “coverage”
rows in Table 2.3 summarize the empirical coverage rate of the 95% SCBs from 1000 Monte Carlo experi-
ments, and the results seem to be very reasonable. See Figures 2.8 and 2.9 for the estimators and the SCBs
from a typical simulation trial.
2.7 Application to Crash Data
2.7.1 Domain of Interest
Traffic crashes have been one of the major sources of fatalities and injuries in the United States. Crash
frequency analysis is critical for developing and implementing effective safety improvement programs. In
this study, we are interested in identifying the spatial pattern of crashes and investigating how demographic,
economic, and commuting factors influence crash frequency after the spatial effect is adjusted.
This study focuses on the Tampa-St. Petersburg urbanized area, including Tampa, Clearwater, and St.
Petersburg, is a major populated area surrounding Tampa Bay on the west coast of Florida, United States.
The area consists of 1,761 census block groups, as shown in Figure 2.1 (a) and 2.1 (b). A census block group
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Figure 2.8 Plots of the true function (dashed line), its SBL estimator (black curve) and the 95%
SCB (grey band).
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Figure 2.9 Plots of the estimated α(·) (left plot) and the true α(·) (right plot).
is a geographical unit designed by the U.S. Census Bureau to be “relatively homogeneous units with respect
to population characteristics, economic status, and living conditions” (Song et al., 2006). Rural areas were
excluded from this study as their population densities are often too small to have meaningful crash frequency
data. The Tampa Bay and Wilderness Preserve in the north-east are also excluded since they have no traffic.
Crash frequency data occurred on a roadway owned or operated by a non-state entity for each census tract
in the year of 2014 were collected from the Florida Department of Transportation.
In addition, 12 covariates involving in demography, economy, and transportation characteristics were
collected from the Florida Department of Transportation and U.S. Census Bureau, respectively. See Table
2.4 for details. Note that the covariates with “∗” are transformed from the original value by f(x) = log(x+
0.01). For example, VMT∗ = log(VMT + 0.01). The whole dataset contains 1,761 observations with 12
covariates.
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Table 2.4 Covariates used in the crash dataset and their corresponding p-value.
Variable Description p-value
VMT∗ Vehicle Miles Traveled <0.01
Population∗ Total population <0.01
Rmale Proportion of males 0.03
Rhispanic Proportion of Hispanics in population <0.01
Rold Proportion of people age 65 and older <0.01
Runemployed Unemployed rate <0.01
Income∗ Median household income 0.19
Rcover Health insurance cover rate 0.08
MTravelTime Mean travel time that people take to go to work 0.13
Rwalking∗ Proportion of commuting by public transportation 0.57
RpublicTrans∗ Proportion of commuting by walking 0.82
Rother∗ Proportion of commuting by bicycle, motorcycle, and other means 0.38
2.7.2 Analysis and Findings
We analyze the crash frequency data using the following GGAM: Yi ∼ NB
(
θ, µiθ+µi
)
, where
log(µi) =β1(VMT∗i ) + β2(Population
∗
i ) + β3(Rmalei) + β4(Rhispanici) + β5(Roldi)
+ β6(Runemployedi) + β7(Income
∗
i ) + β8(Rcoveri) + β9(MTravelTimei)
+ β10( Rwalking∗i ) + β11(RpublicTrans
∗
i ) + β12(Rother
∗
i ) + α(Si),
where βj(·)s are unknown univariate functions, α(·) is an unknown bivariate function used to control for the
effect of the spatial structure of the observations. For both TPS and our method, the roughness parameter
is selected by the GCV. Unlike other traditional methods, the BPS smoother does not smooth over the
Tampa Bay area and the Wilderness Preserve, which makes more sense as there are no traffic across these
uninhabited areas and our estimate does not link data points on either side of these areas. Figure 2.10 (a)
shows the triangulation adopted by our method, which contains 1,869 triangles with 1,098 vertices. Figure
2.10 (b) shows the estimate of the spatial component, α(·), in the model using our method. It identifies
relatively high crash frequency in the cities, such as Brandon, St. Petersburg, New Port Richey, and the
college town area.
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Figure 2.10 (a) Triangulation of Tampa-St. Petersburg urbanized area; (b) estimated α(·) with
cities labeled.
Next we examine the effect of the predictors and test the following hypothesis of the individual functions
H0 : βk(·) = 0, k = 1, . . . , 12. In Figure 2.11, the central black line shows the SBL fit. The grey bands
represent the 95% SCBs constructed according to (2.7). The corresponding p-values of the tests are given
in Table 2.4, which are calculated as the biggest value of α such that the 100(1−α) % SCB covers the zero
horizontal line.
Clearly, the null hypothesis that β1(VMT∗) = 0, β2(Population∗) = 0, β3(Rmale∗) = 0, β4(Rhispanic) =
0, β5(Rold∗) = 0 and β6(Runemployed) = 0 are rejected at significance level 0.05, since they are not totally
covered by the 95% SCBs. For VMT and population, the fitted spline curves present a strong deviation from
strict linearity. VMT and population are often considered to have a linear relationship with crash frequency
in most studies, however, recently a few studies have shown that these relationships might be heterogeneous
or nonlinear (Mannering et al., 2016; Anastasopoulos, 2016). From Figure 2.11, one sees clearly the evi-
dence of threshold effects of the logarithm of VMT and population on crash frequencies. For example, there
is a constant effect for VMT (population) below−1 and above 10, while a linear effect of some significance
exists in between. Our findings are reasonable: when VMT or population are either very small or very big,
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Figure 2.11 Plots of the SBL estimate (solid line), the 95% SCB (grey band) and the zero line
(dashed line).
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crash frequency should be constant, whereas in-between values, crash frequency should increase with VMT
or population.
The proportion of unemployment may have mixed effects on crash frequency (Leigh and Waldon, 1991),
as unemployment increase may lead to less driving, but also more aggressive driving due to the mental stress
of job loss or fear of job loss. The net effects are found to be negative in Michigan (Wagenaar, 1983) and
Iowa (Liu and Sharma, 2018), but positive in the Tamp Bay area, which may be attributed to different
travel modes and cultures. The proportion of males shows significantly positive. It might be attributed to
that males travel more than females for business and work (Collins and Tisdell, 2002), and they are also
more likely to drive aggressively than female (Shinar and Compton, 2004). The proportion of Hispanics
is positively significant, which implies that Hispanics tend to have more crashes. Several studies have
found that Hispanic drivers have higher rates of safety belt nonuse, speeding, invalid licensure and alcohol
involvement in Colorado (Harper et al., 2000), and Hispanics have more pedestrian crashes in New York
City (Ukkusuri et al., 2011) and Los Angeles (Loukaitou-Sideris et al., 2007) as they walk more due to low
income. Thus, we believe the same situations may also exist in the study area. The proportion of old people
is significant for crash frequency in our study, that is, the region with a higher proportion of old drivers lead
to fewer crashes. One interpretation is that old people tend to travel less, which could reduce the traffic
crashes within a specific area.
Income is statistically insignificant, which is consistent with another study (Liu and Sharma, 2018),
where they found travel expenses may only occupy small proportions of incomes for most census tracts,
thus whether the income is lower or higher does not impact people’s travel decisions. The health insurance
coverage rate is also insignificant. In terms of commuting characteristics, travel time is insignificant at
significance level 0.05 and the proportions of travel modes other than driving are also insignificant.
To compare the SBL and the TPS, we adopt two criteria. We use mean squared error (MSE) to measure
the model fit and the MSPE based on 10-fold cv to measure the predictive performance. Table 2.5 provides
the MSE and the 10-fold cv MSPE of SBL and TPS. Both of them are in favor of the SBL, which not only
gives the best model fit, but also provides the most accurate out-of-sample prediction results.
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Table 2.5 Estimation and prediction results.
MSE MSPE
SBL TPS SBL TPS
102.79 133.98 140.81 144.32
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Figure 2.12 Histgram of the deviance residuals
Finally, we conduct the spatial autoregression test based on the deviance residuals. The deviance resid-
uals are calculated as following:
di ≡ sign(yi − µ̂i)
[
2
{
yi log
(
yi
µ̂i
)
− (yi + θ̂) log
(
yi + θ̂
µ̂i + θ̂
)}]1/2
.
Figure 2.12 shows the histogram of these deviance residuals of our method. Then we use the Moran’s I to
test the spatial autoregression. The Moran’s I statistic is calculated as
I =
n
∑n
i=1
∑n
j=1wij(di − d̄)(dj − d̄)∑n
i=1
∑n
j=1wij
∑n
i=1(di − d̄)2
,
where wij is the spatial weights and we use the basic binary coding. If ith observation and jth observation
are neighborhood, then wij = 1, otherwise, wij = 0. The test statistic is 0.0098, and the p-value for
the Moran’s I test is 0.45. Thus, we cannot reject the null hypothesis. It is quite possible that the spatial
distribution of feature values is the result of independent random spatial processes.
2.8 Concluding Remarks
In this paper we couple the ideas of geostatistics with additive modeling under the framework of penal-
ized quasi-likelihood. We have developed a two-stage procedure accompanied by efficient computational
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algorithms to carry out estimation and statistical inference for GGAMs. Our approach is balanced in terms
of theory, computation, and interpretation. It greatly enhances the application of GAMs to spatial data anal-
ysis. We do not require the data to be evenly distributed or on a regular-spaced grid. Our estimation is
computationally fast and efficient since our first stage estimation can be formulated as a penalized regres-
sion problem. The proposed SCBs provide measures of the effect of covariates after adjusting for the spatial
effect, thus the users can gain valuable insights into the accuracy of their estimation of the GGAM.
This study can be further extended to study the following aspects. First, we have only analyzed the
crashes off the state highway system here, whereas crashes on the state highway system should also be
analyzed in future studies, thus they could construct the full picture of traffic safety. When both crash types
are considered, the multivariate models may be considered (Zhao et al., 2017; Ma and Kockelman, 2006).
Second, it may be also interesting to explore the long-term crash trends with multiple years’ data, where
spatiotemporal correlations should be considered in modeling (Miaou et al., 2003; Liu and Sharma, 2017,
2018; Boulieri et al., 2017).
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2.10 Appendix A. Theoretical Results with Details
This section shows detailed proofs of the theoretical results in the main paper. We investigate the
asymptotic properties of the oracle estimator, the first stage penalized spline pilot estimators, and the spline-
backfitted local polynomial estimator.
2.10.1 Notations and Assumptions
First we introduce the general notations that we use in the following proof. Without loss of generality,
let xk ∈ [ak, bk] = [0, 1], for k = 1, · · · , p, and the area of Ω be 1. For the univariate splines, we
consider equally-spaced knots in our theoretical derivation, and denoteH as the length of the equally-spaced
subintervals, then it is clear H  J−1n .
For a real value vector a ∈ Rn, we define its Euclidean norm as ‖a‖2 =
∑n
i=1 a
2
i and its supremum
norm as |a| = max1≤i≤n |ai|. For any real symmetric matrix A = (aij)m,ni=1,j=1, denote by λmin (A) and
λmax (A) its smallest and largest eigenvalues, and its L2 norm as ‖A‖2 = maxa∈Rn,a 6=0 ‖Aa‖2 ‖a‖
−1
2 .
For any Lebesgue measurable function ψ(u) on a domain D, D = [0, 1], [0, 1]p, Ω ⊆ R2 or [0, 1]p × Ω,
let ‖ψ‖∞ = supu∈D |ψ (u)|, and ‖ψ‖
2
L2
=
∫
D ψ
2(u)du. Define J = {1, . . . , Jn} as the index set of
univariate spline basis functions.
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For a univariate function ψ(·), denote ψ′(·), ψ′′(·) and ψ(v)(·) be its first, second and vth order derivative,
respectively. For any bivariate function g : Ω → R, denote |g|υ,∞,Ω = maxi+j=υ ‖∇is1∇
j
s2g`(s)‖∞,Ω. Let
v be a nonnegative integer, and δ ∈ (0, 1] such that % = δ+ v ≥ 1. LetH(%)([0, 1]) be the class of functions
ψ on [0, 1] whose vth derivative exists and satisfies a Lipschitz condition of order δ: |ψ(v)(x)− ψ(v)(x′)| ≤
Cv|x− x′|δ, for x, x′ ∈ [0, 1]. Let
D0k([0, 1]) = {g : Eg(Xk) = 0,Eg2(Xk) <∞} (2.9)
be the functional space defined on [0, 1] and
Wd+1,∞(Ω) = {g : |g|k,∞,Ω <∞, 0 ≤ k ≤ d+ 1} (2.10)
be the standard Sobolev space. Define the model space G as
G =
{
ψ =
p∑
k=1
βk(xk) + α(s) : βk ∈ D0k([0, 1]), α ∈ Wd+1,∞(Ω)
}
,
where D0k andWd+1,∞ are defined in (2.9) and (2.10). We define the norm on the space G. For functions
ψ1, ψ2 ∈ G, define their theoretical inner product as 〈ψ1, ψ2〉 = Eψ1(X,S)ψ2(X,S). Define their empirical
inner product as 〈ψ1, ψ2〉n = 1n
∑n
i=1 ψ1(Xi,Si)ψ2(Xi,Si). Consequently, ‖ψ‖ =
√
〈ψ,ψ〉 and ‖ψ‖n =√
〈ψ,ψ〉n.
For the notation simplicity, let ġ−1(x) = {g−1(x)}′. For the quasi-likelihood function `{g−1(x), y}, let
q1(x, y) =
∂
∂x`{g
−1(x), y} and q2(x, y) = ∂
2
∂x2
`{g−1(x), y}. It is clear that
q1(x, y) = {y − g−1(x)}ρ1(x), q2(x, y) = {y − g−1(x)}ρ′1(x)− ρ2(x),
where ρj(x) = {ġ−1(x)}j/[σ2V {g−1(x)}], j = 1, 2. Moreover, let
η(x, s) =
p∑
k=1
βk(xk) + α(s), η
0
i = η(Xi,Si), η
0
i,−k =
p∑
k′ 6=k
βk′(Xik′) + α(Si)
and εi = Yi − g−1(η0i ) be the error term. Without loss of generality, for the bandwidth of the local polyno-
mial, we consider h = hk to facilitate the development of the theoretical properties.
Denote νl =
∫
zlK(z)dz and ρ2,k(x) = Eρ2{η(X,S)|Xk = x}. Let T2, N2 and M2 be the 2 × 2
matrix with entry
∫
zi+j−2K(z)2dz, νi+j−2 and νi+j−1, respectively. Let
Σk(xk) = ρ2,k(xk)fk(xk)N2, Λk(xk) = {ρ2,k(xk)fk(xk)}′M2, Ξk(xk) = ρ2,k(xk)fk(xk)T2.
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Let A(Ω) be the area of the domain Ω, and without loss of generality, we assume A(Ω) = 1 in the rest of
the article. Note that the triangulation for different coefficient function can be different from each other.
For notational convenience in the proof below, we consider a common triangulation for all the explanatory
variables: B0(z) = B1(z) = · · · = Bp(z) = B(z), and β`(zj) = B>(zj)γ`.
The following are the technical assumptions needed to facilitate the technical details, though they may
not be the weakest conditions.
(A1) For k = 1, . . . , p, βk ∈ H(%) ∩ D0k, and α ∈ Wd+1,∞(Ω).
(A2) The density function f(x, s) of (X1, · · · , Xp,S) satisfies
0 < cf ≤ inf
(x,s)∈[0,1]p×Ω
f(x, s) ≤ sup
(x,s)∈[0,1]p×Ω
f(x, s) ≤ Cf <∞.
The marginal densities fk(·) of Xk have continuous derivatives on [0, 1] as well as uniform lower
bound ck and upper bound Ck. The density function fs(·) of S is bounded away from zero and
infinity on Ω.
(A3) The function q2(x, y) < 0 for x ∈ R and y in the range of the response variable. The functions
f ′k(·), η(3)(·), V ′′(·) and g(3)(·) are continuous functions, and ρ2(·) > 0. For each (x, s) ∈ supp(f),
Var(Y |X = x,S = s) and g′(µ(x, s)) are nonzero.
(A4) The errors satisfy E{εi|(Xi = x,Si = s)} = 0 and sup(x,s)∈[0,1]p×Ω E{|εi|2+ι|(Xi = x,Si = s)} <
∞ for some ι ∈ (3,∞); (Xi,Si, εi) are independently and identically distributed.
(A5) The triangulation4 is π-quasi-uniform, i.e., (minτ∈4Rτ )−1|4| ≤ π for some positive constant π.
(A6) The number of knots Jn for the univariate splines and the triangulation size |4| satisfy that Jn →
∞, |4| → 0, and |4|−2Jnn−1 log n → 0; and the smoothness penalty parameter satisfies that
λn−1|4|−4 → 0.
(A6’) For some constant C1, C2, % ≥ 1 and d ≥ 2, n−2/5  H  n−1/(2%+2)(log n)1/(2%+2), n−1/5 
|4|  n−1/(2d+2)(log n)1/(2d+2) and λ |4|4n1/2 log1/2 n.
42
(A7) The kernel function K is a symmetric probability density with support [−1, 1]. K is a Lipschitz
continuous function for constant C, that is, |K(x)−K(x′)| ≤ C|x− x′|, ∀x, x′ ∈ [−1, 1].
(A8) For each k = 1, . . . , p, the bandwidth hk satisfies either (i) nh5k = O(1), and h
−1
k = O{n
δ(log n)υ},
where δ = 1/5, υ > 0 or 1/5 < δ < (3ι− 4) / (10 + 5ι) for ι given in Assumption (A4); or (ii)
n−1/5(log n)−υ  hk  n−1/5(log n)−1/5 for some υ > 1/5.
The above assumptions are mild conditions that can be satisfied in many practical situations. Assump-
tion (A1) describes the requirement on the additive component functions, which are frequently used in the
literature of nonparametric estimation. Assumptions (A1) and (A2) are similar to Assumptions (A1) and
(A3) in Liu et al. (2013). Assumption (A3) is analog to Conditions 1–3 in Fan et al. (1995), which are
common assumptions used under the quasi-likelihood frame work. Assumption (A4) is the same as the
Assumptions (A3) and (A5) in Zheng et al. (2016). Assumption (A5) is widely used in the triangulation
based literature; see Lai and Wang (2013) and Wang et al. (2018). Assumptions (A6) and (A6’) show the
requirement of the number of interior knots and the size of triangulation to ensure the consistency property
of spline estimator and to to obtain the SCBs, respectively. Assumptions (A7)–(A8) are regular assumptions
in the local polynomial regression literature; see Fan et al. (1995).
2.10.2 Properties of Penalized Quasi-likelihood Estimators
Recall that ukj(xk), j ∈ J , are the original B-spline basis functions for the kth covariate, where J is the
index set of the basis functions. In the following we define their centered basis u0kj(xk) and the standardized
basis Ukj(xk). Let ckj = 〈ukj , 1〉, we have u0kj(xk) = ukj(xk)−
ckj
ck1
uk1(xk), Ukj(xk) =
u0kj(xk)
‖u0kj‖
, j ∈ J ,
so that EUkj(Xk) = 0 and EU2kj(Xk) = 1. Similarly, we define the standardized Bernstein basis polyno-
mials as B∗m(s) = Bm(s)/‖Bm‖, m ∈ M, where M is the index set of Bernstein basis functions. For
example, for bivariate spline space Srd(4) containing N triangles,M = {1, 2, · · · ,
(d+1)(d+2)N
2 }. Define
the approximate space as
A =
φ : φ(x, s) =
p∑
k=1
∑
j∈J
θkjUkj(xk) +
∑
m∈M
γmB
∗
m(s), xk ∈ [0, 1], s ∈ Ω, θkj , γm ∈ R
 .
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2.10.2.1 Preliminaries
Lemma 2.1. Under Assumptions (A2) and (A5), for k = 1, · · · , p and j, j′ ∈ J , m,m′ ∈ M and r ≥ 1,
we have
E|Ukj(Xik)Ukj′(Xik)|r  H−rE|ukj(Xik)ukj′(Xik)|r 

0, |j − j′| > %+ 1,
H1−r, |j − j′| ≤ %+ 1,
E |B∗m(Si)B∗m′(Si)|
r 

0, dm/d∗e 6= dm′/d∗e,
|4|2−2r, dm/d∗e = dm′/d∗e,
E |Ukj(Xik)B∗m(Si)|
r  |4|2−rH(2−r)/2,
where d∗ = (d+ 1)(d+ 2)/2.
Proof. By Assumptions (A2) and (A5), ‖u0kj‖  ‖ukj‖L2  H1/2 and ‖Bm‖  ‖Bm‖L2  |4|, which
imply that Ukj  H−1/2ukj and B∗m  |4|−1Bm. Then, we have
E|Ukj(Xik)Ukj′(Xik)|r  H−rE|ukj(Xik)ukj′(Xik)|r 

0, |j − j′| > %+ 1,
H1−r, |j − j′| ≤ %+ 1,
E |B∗m(Si)B∗m′(Si)|
r  |4|−2rE |Bm(Si)Bm′(Si)|r 

0, dm/d∗e 6= dm′/d∗e,
|4|2−2r, dm/d∗e = dm′/d∗e,
E |Ukj(Xik)B∗m(Si)|
r  |4|−rH−r/2E |ukj(Xik)Bm(Si)|r  |4|2−rH(2−r)/2.
Thus, the desired results are established.
Lemma 2.2. Under Assumption (A5), there exist positive constants ck, Ck, cs, Cs, such that, for k =
1, · · · , p,
ck
∑
j∈J
θ2kj ≤
∥∥∥∥∥∥
∑
j∈J
θkjUkj
∥∥∥∥∥∥
2
L2
≤ Ck
∑
j∈J
θ2kj , cs
∑
m∈M
γ2m ≤
∥∥∥∥∥ ∑
m∈M
γmB
∗
m
∥∥∥∥∥
2
L2
≤ Cs
∑
m∈M
γ2m.
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Lemma 2.3. Under Assumptions (A2) and (A5), there exist positive constants c, C such that the norm of
spline functions follows
c
 p∑
k=1
∑
j∈J
θ2kj+
∑
m∈M
γ2m
 ≤
∥∥∥∥∥∥
p∑
k=1
∑
j∈J
θkjUkj+
∑
m∈M
γmB
∗
m
∥∥∥∥∥∥
2
≤ C
 p∑
k=1
∑
j∈J
θ2kj+
∑
m∈M
γ2m
 .
Proof. By Assumption (A2) and Lemma 2.2, we have
∥∥∥∑pk=1∑j∈J θkjUkj +∑m∈M γmB∗m∥∥∥2 ≤ C(∑p
k=1
∑
j∈J θ
2
kj +
∑
m∈M γ
2
m
)
. Recall that EUkj(Xk) = 0, then∥∥∥∥∥∥
p∑
k=1
∑
j∈J
θkjUkj +
∑
m∈M
γmB
∗
m
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
p∑
k=1
∑
j∈J
θkjUkj +
∑
m∈M
(γmB
∗
m − µm)
∥∥∥∥∥∥
2
+
( ∑
m∈M
γmµm
)2
,
where µm = EB∗m(S). According to Lemma 1 by Stone (1985), we have∥∥∥∥∥∥
p∑
k=1
∑
j∈J
θkjUkj+
∑
m∈M
(γmB
∗
m − µm)
∥∥∥∥∥∥
2
≥c0

p∑
k=1
∥∥∥∥∥∥
∑
j∈J
θkjUkj
∥∥∥∥∥∥
2
+
∥∥∥∥∥ ∑
m∈M
(γmB
∗
m − µm)
∥∥∥∥∥
2
 .
Therefore, by Lemma 2.2,∥∥∥∥∥∥
p∑
k=1
∑
j∈J
θkjUkj +
∑
m∈M
γmB
∗
m
∥∥∥∥∥∥
2
≥ c1

p∑
k=1
∥∥∥∥∥∥
∑
j∈J
θkjUkj
∥∥∥∥∥∥
2
+
∥∥∥∥∥ ∑
m∈M
γmB
∗
m
∥∥∥∥∥
2

≥ c
 p∑
k=1
∑
j∈J
θ2kj +
∑
m∈M
γ2m
 .
The lemma follows.
Lemma 2.4. For any k = 1, · · · , p, φk ∈ H(%) ∩ D0k, there exist c > 0 and a function φ∗k ∈ U0k such that
‖φk − φ∗k‖∞ ≤ c‖φ
(%+1)
k ‖∞H
%+1.
Proof. By the result on page 149 of De Boor (2001), there exists φ∗∗k =
∑
j∈J θkjukj such that ‖φk −
φ∗∗k ‖∞ ≤ c0‖φ
(%+1)
k ‖∞H
%+1. Let Ckj = ‖ukj − Eukj(Xk)‖, u∗kj = C
−1
kj {ukj − Eukj(Xk)} and θ
∗
kj =
Ckjθkj then we have∥∥∥∥∥∥φk −
∑
j∈J
θ∗kju
∗
kj
∥∥∥∥∥∥
∞
= ‖φk −
∑
j∈J
θkj{ukj − Eukj(Xk)}‖∞ ≤ ‖φk −
∑
j∈J
θkjukj‖∞ + |
∑
j∈J
θkjEukj(Xk)|
≤ c0‖φ(%+1)k ‖∞H
%+1 + |E{
∑
j∈J
θkjukj(Xk)− φk(Xk)}|+ |Eφk(Xk)|
≤ 2c0‖φ(%+1)k ‖∞H
%+1.
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Therefore, ‖φk −
∑
j∈J θ
∗
kju
∗
kj‖∞ ≤ C‖φ
(%+1)
k ‖∞H
%+1. Lemma 2.4 is established.
Lemma 2.5 (Theorem 10.2, Lai and Schumaker (2007)). Suppose that |4| is a π-quasi-uniform triangula-
tion of a polygonal domian Ω, and ψ(·) ∈ Wd+1,∞(Ω).
(i) For bi-integer (a1, a2) with 0 ≤ a1 + a2 ≤ d, there exists a spline ψ∗(·) ∈ S0d(4) such that
‖∇a1z1∇
a2
z2 (ψ − ψ
∗) ‖∞ ≤ C|4|d+1−a1−a2 |ψ|d+1,∞, where C is a constant depending on d, and the
shape parameter π.
(ii) For bi-integer (a1, a2) with 0 ≤ a1 +a2 ≤ d, there exists a spline function ψ∗∗(·) ∈ Srd(4) (d ≥ 3r+
2) such that ‖∇a1z1∇
a2
z2 (ψ − ψ
∗∗) ‖∞ ≤ C|4|d+1−a1−a2 |ψ|d+1,∞, where C is a constant depending
on d, r, and the shape parameter π.
Lemma 2.5 shows that S0d(4) has full approximation power, and Srd(4) also has full approximation
power if d ≥ 3r + 2.
Lemma 2.6. Suppose that Assumptions (A2), (A5) and (A6) hold. Then
max
1≤k,k′≤p
j,j′∈J
∣∣∣∣∣ 1n
n∑
i=1
Ukj(Xik)Uk′j′(Xik′)− E
{
Ukj(Xik)Uk′j′(Xik′)
}∣∣∣∣∣ = Oa.s.(n−1/2H−1/2 log1/2 n),
(2.11)
max
m,m′∈M
∣∣∣∣∣ 1n
n∑
i=1
B∗m(Si)B
∗
m′(Si)− E {B∗m(Si)B∗m′(Si)}
∣∣∣∣∣ = Oa.s.(n−1/2|4|−1 log1/2 n), (2.12)
max
m∈M,1≤k≤p,j∈J
∣∣∣∣∣ 1n
n∑
i=1
B∗m(Si)Ukj(Xik)− E {B∗m(Si)Ukj(Xik)}
∣∣∣∣∣ = Oa.s.(n−1/2 log1/2 n). (2.13)
Proof. For simplicity, we consider the case k = k′. Let
Ui,kjj′ = n
−1Ukj(Xik)Ukj′(Xik)− n−1E{Ukj(Xik)Ukj′(Xik)},
ui,kjj′ = n
−1ukj(Xik)ukj′(Xik)− n−1E{ukj(Xik)ukj′(Xik)}.
Then Ui,kjj′ = ‖ukj‖−1‖ukj′‖−1ui,kjj′ and nui,kjj′ ≤ c, as the B-spline basis function is bounded by a
constant. Notice that EUi,kjj′ = Eui,kjj′ = 0, and
E|Ui,kjj′ |r = ‖ukj‖−r‖ukj′‖−rE|ui,kjj′ |r ≤ (cn−1‖ukj‖−1‖ukj′‖−1)r−2E|Ui,kjj′ |2
≤ (Cn−1H−1)r−2E|Ui,kjj′ |2.
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Thus, Ui,kjj′ satisfies the Cramér’s condition with constant Cn−1H−1. Applying Bernstein inequality to∑n
i=1 Ui,kjj′ , for any δ > 0, one has
P
{∣∣∣∣∣
n∑
i=1
Ui,kjj′
∣∣∣∣∣ ≥ δn−1/2H−1/2 log1/2 n
}
≤ 2 exp
{
−δ2 log n
4 + CH−1/2n−1/2 log1/2 n
}
.
Assume |J |  nτ for some 0 < τ <∞. Under Assumption (A6), we have
∞∑
n=1
P
{
max
k,j,j′
∣∣∣∣∣
n∑
i=1
Ui,kjj′
∣∣∣∣∣ ≥ δn−1/2H−1/2 log1/2 n
}
≤
∞∑
n=1
p∑
k=1
|J |n−2−τ <∞.
Thus,
max
k,j,j′
∣∣∣∣∣
n∑
i=1
Ui,kjj′
∣∣∣∣∣ = Oa.s.{n−1/2H−1/2 log1/2 n}.
Similarly, under Assumptions (A5) and (A6), we have
max
m,m′∈M
∣∣∣∣∣ 1n
n∑
i=1
B∗m(Si)B
∗
m′(Si)− E {B∗m(Si)B∗m′(Si)}
∣∣∣∣∣ = Oa.s. {n−1/2|4|−1 log1/2 n} ,
max
m∈M,1≤k≤p,j∈J
∣∣∣∣∣ 1n
n∑
i=1
B∗m(Si)Ukj(Xik)− E {B∗m(Si)Ukj(Xik)}
∣∣∣∣∣ = Oa.s. {n−1/2 log1/2 n} .
The desired results are obtained.
Lemma 2.7. Suppose that Assumptions (A2), (A5) and (A6) hold. Then, we have
Rn = sup
ψ1,ψ2∈A
∣∣∣∣〈ψ1, ψ2〉n − 〈ψ1, ψ2〉‖ψ1‖‖ψ2‖
∣∣∣∣ = Oa.s. {H−1/2|4|−1n−1/2 log1/2 n} .
Proof. Without loss of generality, let
ψ1 =
p∑
k=1
∑
j∈J
θkj,1Ukj +
∑
m∈M
γm,1B
∗
m, ψ2 =
p∑
k=1
∑
j∈J
θkj,2Ukj +
∑
m∈M
γm,2B
∗
m.
By Lemma 2.3, we have
‖ψ1‖‖ψ2‖ 
 p∑
k=1
∑
j∈J
θ2kj,1 +
∑
m∈M
γ2m,1
1/2 p∑
k=1
∑
j∈J
θ2kj,2 +
∑
m∈M
γ2m,2
1/2 .
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Also, notice that term 〈ψ1, ψ2〉n − 〈ψ1, ψ2〉 is bounded by three terms I1, I2 and I3, which are defined in
the following. By studying their properties, we establish the order of 〈ψ1, ψ2〉n − 〈ψ1, ψ2〉.
〈ψ1,ψ2〉n − 〈ψ1, ψ2〉
=
p∑
k,k′=1
∑
j∈J ,j′∈J
θkj,1θk′j′,2
[
1
n
n∑
i=1
Ukj(Xik)Uk′j′(Xik′)− E
{
Ukj(Xik)Uk′j′(Xik′)
}]
+
∑
m,m′∈M
γm,1γm′,2
[
1
n
n∑
i=1
B∗m(Si)B
∗
m′(Si)− E {B∗m(Si)B∗m′(Si)}
]
+
p∑
k=1
∑
j∈J ,m∈M
(θkj,1γm,2 + θkj,2γm,1)
[
1
n
n∑
i=1
B∗m(Si)Ukj(Xik)− E {B∗m(Si)Ukj(Xik)}
]
≤
p∑
k,k′=1
∑
|j−j′|≤%+1
|θkj,1θk′j′,2| max
1≤k,k′≤p,j,j′∈J
∣∣∣∣∣ 1n
n∑
i=1
Ukj(Xik)Uk′j′(Xik′)− E
{
Ukj(Xik)Uk′j′(Xik′)
}∣∣∣∣∣
+
∑
|m−m′|≤(d+1)(d+2)/2
|γm,1γm′,2| max
m,m′∈M
∣∣∣∣∣ 1n
n∑
i=1
B∗m(Si)B
∗
m′(Si)− E {B∗m(Si)B∗m′(Si)}
∣∣∣∣∣
+
p∑
k=1
∑
j∈J ,m∈M
(|θkj,1γm,2|+ |θkj,2γm,1|) max
j∈J ,m∈M
∣∣∣∣∣ 1n
n∑
i=1
B∗m(Si)Ukj(Xik)− E {B∗m(Si)Ukj(Xik)}
∣∣∣∣∣
=I1 + I2 + I3.
By Lemma 2.6, we have
I1 =
 p∑
k=1
∑
j∈J
θ2kj,1
1/2 p∑
k=1
∑
j∈J
θ2kj,2
1/2 ×Oa.s.(n−1/2H−1/2 log1/2 n),
I2 =
( ∑
m∈M
γ2m,1
)1/2( ∑
m∈M
γ2m,2
)1/2
×Oa.s.(n−1/2|4|−1 log1/2 n).
By the Cauchy Schwarz inequality, we have
p∑
k=1
∑
j∈J ,m∈M
(|θkj,1γm,2|+ |θkj,2γm,1|)
=
 p∑
k=1
∑
j∈J
|θkj,1|
( ∑
m∈M
|γm,2|
)
+
 p∑
k=1
∑
j∈J
|θkj,2|
( ∑
m∈M
|γm,1|
)
≤ CH−1/2|4|−1

 p∑
k=1
∑
j∈J
θ2kj,1
1/2( ∑
m∈M
γ2m,2
)1/2
+
 p∑
k=1
∑
j∈J
θ2kj,2
1/2( ∑
m∈M
γ2m,1
)1/2 .
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Then, we can derive the order of I3. Combining the properties derived in Lemma 2.6, it is straightforward
to obtain the order of I3
I3 =
 p∑
k=1
∑
j∈J
θ2kj,1
1/2( ∑
m∈M
γ2m,2
)1/2
×Oa.s.(H−1/2|4|−1n−1/2 log1/2 n)
+
 p∑
k=1
∑
j∈J
θ2kj,2
1/2( ∑
m∈M
γ2m,1
)1/2
×Oa.s.(H−1/2|4|−1n−1/2 log1/2 n).
Combining I1, I2 and I3, we obtain the desired result.
As a direct result of Lemma 2.7, we obtain that
sup
ψ∈A
∣∣‖ψ‖2n/‖ψ‖2 − 1∣∣ = Oa.s. {H−1/2|4|−1n−1/2 log1/2 n} .
Denote
Γn,λ =
1
n
n∑
i=1
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
> + λnQ
>
2 PQ2
 ,
where B̃(Si) = Q>2 B
∗(Si), B∗(Si) = {B∗m(Si),m ∈M}.
Lemma 2.8. Under Assumptions (A2), (A5) and (A6), there exist constants 0 < cΓ < CΓ <∞, such that
cΓ ≤ λmin(Γn,λ) ≤ λmax(Γn,λ) ≤ CΓ,
almost surely, for large enough n.
Proof. It is easy to see that for any vector (θ>,γ∗>)>,
(θ>,γ∗>)Γn,0(θ
>,γ∗>)> =
1
n
n∑
i=1
(θ>,γ∗>)
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
>
 (θ>,γ∗>)>
= ‖gγ∗,θ‖2n,
where gγ∗,θ(x, s) = θ
>U(x) + γ∗>B̃(s). By Lemma 2.3 and Lemma 2.6, we have
c(1−Rn)‖(θ>,γ∗>)‖2 ≤ (1−Rn)‖gγ∗,θ‖2 ≤ ‖gγ∗,θ‖2n,
‖gγ∗,θ‖2n ≤ (1 +Rn)‖gγ∗,θ‖2 ≤ C(1 +Rn)‖(θ>,γ∗>)‖2.
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By Assumption (A6), Rn → 0, as n→∞. Therefore, we can derive the property of the L2 norm of matrix
Γn,0(θ
>,γ∗>), which are bounded by some constant.
c‖(θ>,γ∗>)‖2 ≤ (θ>,γ∗>)Γn,0(θ>,γ∗>)> ≤ C‖(θ>,γ∗>)‖2, (2.14)
almost surely, for large enough n.
The (m,m′)th element of P is
Pm,m′ =
∫
∇2s1B
∗
m(s)∇2s1B
∗
m′(s) +∇2s2B
∗
m(s)∇2s2B
∗
m′(s) + 2∇2s1s2B
∗
m(s)∇2s1s2B
∗
m′(s)ds.
By Theorem 2.19 in Lai and Schumaker (2007), we have
Pm,m′ 

|4|−4, dm/d∗e = dm′/d∗e,
0, dm/d∗e 6= dm′/d∗e.
(2.15)
Then, by the Assumption (A6), we have
(θ>,γ∗>)
0 0
0 λnQ
>
2 PQ2
 (θ>,γ∗>)> = O{λ|4|−4n−1‖(θ>,γ∗>)‖2} = o{‖(θ>,γ∗>)‖2}. (2.16)
The desired result follows (2.14) and (2.16).
2.10.2.2 Consistency of Penalized Quasi-likelihood Estimators
By Lemmas 2.4 and 2.5, there exist β̃k(xk) = U>k (xk)θ̃k and α̃(s) = B̃
>(s)γ̃∗, which are the best
approximation to βk’s and α with the approximation rate at ‖βk − β̃k‖∞ ≤ Ck‖β
(%+1)
k ‖∞H
%+1 and ‖α −
α̃‖∞ ≤ Cα|α|d+1,∞|4|d+1. Denote θ̃ = (θ̃
>
1 , · · · , θ̃
>
p )
>.
Denote that ηi(θ,γ∗) = U(Xi)>θ + B̃(Si)>γ∗, which is a function with respect to subject i. We have
∇LP (θ,γ∗) = −
n∑
i=1
q1 {ηi(θ,γ∗), Yi}
U(Xi)
B̃(Si)
+ λ
 0
Q>2 PQ2γ
∗
 ,
∇2LP (θ,γ∗) = −
n∑
i=1
q2(ηi(θ,γ
∗), Yi)
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
>
+
0 0
0 λQ>2 PQ2
 .
For the notation simplicity, we denote η0i =
∑p
k=1 βk(Xik) + α(Si), η̂i = ηi(θ̂, γ̂
∗) and η̃i = ηi(θ̃, γ̃∗).
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Lemma 2.9. If Assumptions (A1)–(A6) hold, then the first order derivative of LP (θ̃, γ̃∗) satisfies the fol-
lowing convergence rates∣∣∣∣ 1n∇LP (θ̃, γ̃∗)
∣∣∣∣ = Oa.s
{(
log n
n
)1/2
+H%+3/2 + |4|d+2 +H%+1|4|+H1/2|4|d+1 + λ
n|4|3
}
,
∥∥∥∥ 1n∇LP (θ̃, γ̃∗)
∥∥∥∥ = Oa.s
{
(H−1/2 + |4|−1)
(
log n
n
)1/2
+H%+1 + |4|d+1 + λ
n|4|4
}
.
Proof. Let η̃(x, s) = U(x)>θ̃ + B̃(s)>γ̃∗, then ‖η̃ − η‖∞ = O(H%+1 + |4|d+1). By Assumption (A2),
we have
n−1∇LP (θ̃, γ̃∗) = − 1
n
n∑
i=1
q1 {η̃i, Yi}
U(Xi)
B̃(Si)
+ λ
n
 0
Q>2 PQ2γ̃
∗

= − 1
n
n∑
i=1
Yi − g−1(η̃i)
σ2V (g−1(η̃i))
ġ−1(η̃i)
U(Xi)
B̃(Si)
+ λ
n
 0
Q>2 PQ2γ̃
∗

= − 1
n
n∑
i=1
Yi − g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i ) {1 + o(1)}
U(Xi)
B̃(Si)
+ λ
n
 0
Q>2 PQ2γ̃
∗

= Vv {1 + o(1)}+ Vb {1 + o(1)}+ Vp,
where
Vv = −
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V (g−1(η0i ))
ġ−1(η0i )
U(Xi)
B̃(Si)
 ,
Vb = −
1
n
n∑
i=1
g−1(η0i )− g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )
U(Xi)
B̃(Si)
 , Vp = λ
n
 0
Q>2 PQ2γ̃
∗
 . (2.17)
For the vector Vv, we have
E
[
Yi − g−1(η0i )
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)
]
= 0, E
[
Yi − g−1(η0i )
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)
]2
= O(1).
According to Assumption (A3) and applying the Bernstein inequality, for any k = 1, · · · , p and j ∈ J , we
obtain
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik) = Oa.s.
{(
log n
n
)1/2}
. (2.18)
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Similar to the above procedures, we can establish convergence rate of the term with bivariate spline basis.
For any m ∈M,
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V (g−1(η0i ))
ġ−1(η0i )B
∗
m(Si) = Oa.s.
{(
log n
n
)1/2}
. (2.19)
For the vector Vb, we focus on the term n−1
∑n
i=1
g−1(η0i )−g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik). We write
1
n
n∑
i=1
g−1(η0i )− g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik) =
n∑
i=1
ξi + E
[
g−1(η0i )− g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)
]
,
where
ξi =
g−1(η0i )− g−1(η̃i)
nσ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)− E
[
g−1(η0i )− g−1(η̃i)
nσ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)
]
.
Note that,
E
[
g−1(η0i )− g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)
]
= O
{(
H%+1 + |4|d+1
)
H1/2
}
. (2.20)
As we have, for any r ≥ 3,
E|ξi|r ≤
{
Cn−1|g−1(η0i )− g−1(η̃i)|‖Ukj‖∞
}r−2
E|ξi|2 ≤
{
Cn−1(H%+1 + |4|d+1)H−1/2
}r−2
E|ξi|2,
{ξi}ni=1 satisfy the Cramér’s condition with constant Cn−1(H%+1 + |4|d+1)H−1/2. Also,
E|ξi|2 =E
∣∣∣∣g−1(η0i )− g−1(η̃i)nσ2V (g−1(η0i )) ġ−1(η0i )Ukj(Xik)
∣∣∣∣2 − [E{g−1(η0i )− g−1(η̃i)nσ2V (g−1(η0i )) ġ−1(η0i )Ukj(Xik)
}]2
=O
{
n−2(H2%+2 + |4|2d+2)
}
.
Applying the Bernstein inequality, we have
P
{∣∣∣∣∣
n∑
i=1
ξi
∣∣∣∣∣ ≥ δ(H%+1 + |4|d+1)n−1/2 log1/2 n
}
≤ 2 exp
{
−δ2 log n
4 + CH−1/2n−1/2 log1/2 n
}
.
Consequently,
n∑
i=1
ξi = Oa.s.
{
(H%+1 + |4|d+1)n−1/2 log1/2 n
}
. (2.21)
Combining (2.20) and (2.21), we obtain
1
n
n∑
i=1
g−1(η0i )− g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )Ukj(Xik)
= Oa.s.
{
(H%+1 + |4|d+1)n−1/2 log1/2 n+
(
H%+1 + |4|d+1
)
H1/2
}
. (2.22)
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Similar to the above procedures, we can establish convergence rate of the term with bivariate spline basis.
For any m ∈M,
1
n
n∑
i=1
g−1(η0i )− g−1(η̃i)
σ2V (g−1(η0i ))
ġ−1(η0i )B
∗
m(Si)
= Oa.s.
{
(H%+1 + |4|d+1)n−1/2 log1/2 n+
(
H%+1 + |4|d+1
)
|4|
}
. (2.23)
For the vector Vp, by (2.15) and |γ̃∗|  |4|, then we have
|Vp| = O(λn−1|4|−3), ‖Vp‖ = O(λn−1|4|−4). (2.24)
Combining (2.18), (2.19), (2.22), (2.23) and (2.24), we obtain∣∣∣∣ 1n∇LP (θ̃, γ̃∗)
∣∣∣∣ = Oa.s
{(
log n
n
)1/2
+H%+3/2 + |4|d+2 +H%+1|4|+H1/2|4|d+1 + λ
n|4|3
}
,
∥∥∥∥ 1n∇LP (θ̃, γ̃∗)
∥∥∥∥ = Oa.s
{
(H−1/2 + |4|−1)
(
log n
n
)1/2
+H%+1 + |4|d+1 + λ
n|4|4
}
.
Therefore, Lemma 2.9 has been established.
Lemma 2.10. If (θ̄>, γ̄∗>)> is the vector that satisfies
∥∥∥(θ̄>, γ̄∗>)> − (θ̃>, γ̃∗>)>∥∥∥ = Oa.s.(H1/2 + |4|),
then, under Assumptions (A2), (A3), (A5) and (A6), there exists constants c and C, such that
cI ≤ −
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
≤ CI,
almost surely, for large enough n.
Proof. Let η̄i = ηi(θ̄, γ̄∗), we have
n−1∇2LP (θ̄, γ̄∗)
=− 1
n
n∑
i=1
q2(η̄i, Yi)
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
>
+ λ
n
Q>2 PQ2
=− 1
n
n∑
i=1
ρ2{g−1(η̄i)}
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
>

 {1 + oa.s(1)}+
0 0
0 λnQ
>
2 PQ2
 .
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Lemma 2.8 shows that the L2 norm of matrix Γn,λ is bounded by some constants. Then, by the boundness
of ρ2{g−1(η̄i)}, we have
cI ≤
 1
n
n∑
i=1
ρ2{g−1(η̄i)}
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
>
+
0 0
0 λnQ
>
2 PQ2

 ≤ CI,
almost surely, for large enough n.
Proof of Theorem 2.1. We now prove that
∥∥∥(θ̂>, γ̂∗>)− (θ̃>, γ̃∗>)∥∥∥ = Oa.s.{(H−1/2 + |4|−1)( log n
n
)1/2
+H%+1 + |4|d+1 + λ
n|4|4
}
.
(2.25)
As (θ̂, γ̂∗) is the minimizer of LP (θ,γ), we have ∇LP (θ̂, γ̂∗) = 0. Then by the mean value theorem, we
obtain
(θ̂
>
, γ̂∗>)> − (θ̃
>
, γ̃∗>)> = −
{
∇2LP (θ̄, γ̄∗)
}−1∇LP (θ̃, γ̃∗),
where
(
θ̄, γ̄∗
)
is some value between (θ̂, γ̂∗) and (θ̃, γ̃∗). Then (2.25) is obtained from Lemmas 2.9 and
2.10. Theorem 2.1 is obtained from Lemma 2.2 and Assumption (A4).
For any φ ∈ Uk, ψ ∈ Srd, , one has ‖φ‖∞ ≤ CH−1/2‖φ‖, ‖ψ‖∞ ≤ C|4|−1‖ψ‖. Then
p∑
k=1
‖β̂k − β̃k‖∞ + ‖α̂− α̃‖∞ = Oa.s.
{
(H−1 + |4|−2)
(
log n
n
)1/2
+H%+1/2 + |4|d + λ
n
|4|−5
}
.
Notice that ‖β̂k − βk‖∞ ≤ ‖β̂k − β̃k‖∞ + ‖β̃k − βk‖∞, for k = 1, · · · , p, and ‖α̂− α‖∞ ≤ ‖α̂− α̃‖∞ +
‖α̃− α‖∞. Consequently,
p∑
k=1
‖β̂k − βk‖∞ + ‖α̂− α‖∞ = Oa.s.
{
(H−1 + |4|−2)
(
log n
n
)1/2
+H%+1/2 + |4|d + λ
n|4|5
}
.
2.10.3 Properties of Local Polynomial Estimators
Denote that
ω(xk) =
{
ωU (xk)
>,ωB(xk)
>
}>
=
[{
ωU,k′j(xk)
}
k′ 6=k,j∈J , {ωB,m(xk)}m∈M
]>
,
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where ωU,k′j(xk) is the weighted summation of univarite spline basis functions and ωB,m(xk is the weighted
summation of bivarite spline basis functions
ωU,k′j(xk) = n
−1
n∑
i=1
Uk′j(Xik′)Khk(Xik − xk), ωB,m(xk) = n
−1
n∑
i=1
B∗m(Si)Khk(Xik − xk).
Similarly, we define
ωε(xk) =
{
ωεU (xk)
>,ωεB(xk)
>
}>
=
[{
ωεU,k′j(xk)
}
k′ 6=k,j∈J ,
{
ωεB,m(xk)
}
m∈M
]>
.
Recall that εi = Yi − g−1(η0i ). Then
ωεU,k′j(xk) = n
−1
n∑
i=1
εiUk′j(Xik′)Khk(Xik − xk), ω
ε
B,m(xk) = n
−1
n∑
i=1
εiB
∗
m(Si)Khk(Xik − xk).
Lemma 2.11. Under Assumptions (A2), (A4), (A5), (A7) and (A8), as n→∞,
sup
xk∈[0,1],k′ 6=k,j∈J
|ωU,k′j(xk)− EωU,k′j(xk)| =Oa.s.(n−1/2h
−1/2
k log
1/2 n), (2.26)
sup
xk∈[0,1],m∈M
|ωB,m(xk)− EωB,m(xk)| =Oa.s.(n−1/2h
−1/2
k log
1/2 n), (2.27)
sup
xk∈[0,1]
|ωU (xk)| =Oa.s.(H1/2), (2.28)
sup
xk∈[0,1]
|ωB(xk)| =Oa.s.(|4|), (2.29)
sup
xk∈[0,1]
|ωε(xk)| =Oa.s.(n−1/2h
−1/2
k log
1/2 n). (2.30)
Proof. First, we compute
E{ωU,k′j(xk)} =
∫ ∫
Uk′j(uk′)Khk(uk − xk)fkk′(uk, uk′)dukduk′
=
∫ ∫
Uk′j(uk′)K(vk)fkk′(xk + hkvk, uk′)dvkduk′ ,
where fkk′(uk, uk′) is the joint density of (Xk, Xk′). By Assumption (A1), fkk′(uk, uk′) is bounded below
and above. Therefore, we have E{ωU,k′j(xk)} = O(H1/2). Similarly, E|ωU,k′j(xk)|r = O(h1−rk H
1−r/2).
By the Bernstein inequality, we obtain (2.26). Note that
‖ωU,k′j(xk)‖∞ ≤ ‖ωU,k′j(xk)− E{ωU,k′j(xk)}‖∞ + ‖E{ωU,k′j(xk)}‖∞,
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therefore, (2.28) follows from (2.26). Similar arguments yield (2.27) and (2.29). Next, we prove (2.30).
Notice that E[ωεU,k′j(xk)] = 0 and E[ω
ε
U,k′j(xk)]
2  n−1h−1k . Let $i = εiUk′j(Xik′)Khk(Xik − xk). We
decompose the random variable εi into a tail part and a truncated part, εDni,1 = εiI(|εi| > Dn), ε
Dn
i,2 =
εiI(|εi| ≤ Dn) − µDni and µ
Dn
i = E{εiI(|εi| ≤ Dn)}, where Dn = na,
1
2+ι < a <
3−5δ
10 . First, we show
that tail part vanishes almost surely. Note that
∞∑
n=1
P {|εi| > Dn} ≤
∞∑
n=1
E |εi|2+ι
D2+ιn
≤ C
∞∑
n=1
D−(2+ι)n <∞.
By the Borel-Cantelli’s lemma, we have
∣∣∣ 1n∑ni=1 Uk′j(Xik′)Khk(Xik − xk)εDni,1 ∣∣∣ = Oa.s. (n−r), for any r >
0.Also, it is straightforward to verify that E{Uk′j(Xik′)Khk(Xik−xk)εiI(|εi| ≤ Dn)} = E{Uk′j(Xik′)Khk(Xik−
xk)}µDni = o{D
−(1+ι)
n }. Note that D−(1+ι)n (nhk log n)1/2 → 0 by Assumption (A8), which implies that
the truncated mean part is negligible compared to (nhk log n)−1/2.
Next, notice that Var
(
$Dni,2
)
= E
(
$2i
)
−E
(
$Dni,1
)2
−
(
µDn
)2  n−1h−1k . In addition, for any r ≥ 3,
E|$Dni,2 |r = (CDnH−1/2h
−1
k )
r−2E|$Dni,2 |2. By the Bernstein inequality,
P
{∣∣∣∣∣ 1n
n∑
i=1
$Dni,2
∣∣∣∣∣ ≥ δn−1/2h−1/2k (log n)1/2
}
≤ 2 exp
{
−δ2 log n
4c+ 2δDnH−1/2n1/2h
1/2
k log
1/2 n
}
.
Hence, for any large enough δ > 0,
P
{
max
k′=1,...,p,j∈J
∣∣ωεU,k′j(xk)∣∣ ≥ δn−1/2h−1/2k (log n)1/2} ≤ CH−1n−2/5 <∞.
Similarly, we have
P
{
max
m∈M
∣∣ωεB,m(xk)∣∣ ≥ δn−1/2h−1/2k (log n)1/2} ≤ C|4|−2n−2/5 <∞.
Therefore, (2.30) is established.
Denote that
τ (xk) =
{
τU (xk)
>, τB(xk)
>
}>
=
[{
τU,k′j(xk)
}
k′ 6=k,j∈J , {τB,m(xk)}m∈M
]>
,
where
τU,k′j(xk) = n
−1h−1k
n∑
i=1
Uk′j(Xik′)(Xik − xk)Khk(Xik − xk),
τB,m(xk) = n
−1h−1k
n∑
i=1
B∗m(Si)(Xik − xk)Khk(Xik − xk).
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Similar to the definition of τ (xk), we define the weighted summations of spline basis functions multiplied
by error terms as
τ ε(xk) =
{
τ εU (xk)
>, τ εB(xk)
>
}>
=
[{
τ εU,k′j(xk)
}
k′ 6=k,j∈J ,
{
τ εB,m(xk)
}
m∈M
]>
,
where
τ εU,k′j(xk) = n
−1h−1k
n∑
i=1
εiUk′j(Xik′)(Xik − xk)Khk(Xik − xk),
τ εB,m(xk) = n
−1h−1k
n∑
i=1
εiB
∗
m(Si)(Xik − xk)Khk(Xik − xk).
Lemma 2.12. Under Assumptions (A2) – (A5), (A7) and (A8) as n→∞,
sup
xk∈[0,1],k′ 6=k,j∈J
|τU,k′j(xk)− EτU,k′j(xk)| = Oa.s.(n−1/2h
−1/2
k log
1/2 n),
sup
xk∈[0,1],m∈M
|τB,m(xk)− EτB,m(xk)| = Oa.s.(n−1/2h
−1/2
k log
1/2 n),
sup
xk∈[0,1]
|τU (xk)| = Oa.s.(H1/2), sup
xk∈[0,1]
|τB(xk)| = Oa.s.(|4|),
sup
xk∈[0,1]
|τ ε(xk)| = Oa.s.(n−1/2h
−1/2
k log
1/2 n).
Proof. The proof follows from similar arguments as in the proof of Lemma 2.11.
Lemma 2.13. Under Assumptions (A2)–(A6), for any u, we have∥∥∥∥∥
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
u−D−1u
∥∥∥∥∥ = Oa.s. {H−1/2|4|−1n−1/2 log1/2 n} ‖u‖,
where
D = E
q2(η̄i, Yi)
U(Xi)U(Xi)> U(Xi)B̃(Si)>
B̃(Si)U(Xi)
> B̃(Si)B̃(Si)
>
+
0 0
0 λnQ
>
2 PQ2

 .
Proof. Let A = 1n∇
2LP (θ̄, γ̄∗) − D. Observe that λmax(A>A) = max{λ2max(A), λ2min(A)}, then we
have
‖Au‖ =
√
u>A>Au ≤ max{|λmax(A)|, |λmin(A)|}‖u‖.
Similar to the proof of Lemma 2.7, one can show that
u>Au = Oa.s.
{
H−1/2|4|−1n−1/2 log1/2 n
}
‖u‖2.
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According to definition of eigenvalues of matrix A, we can further obtain that the maximum of absolute
values of eigenvalues of matrix A follows
max{|λmax(A)|, |λmin(A)|} = Oa.s.
{
H−1/2|4|−1n−1/2 log1/2 n
}
.
Therefore, we have ‖Au‖ = Oa.s.
{
H−1/2|4|−1n−1/2 log1/2 n
}
‖u‖. Notice that
− 1
n
∇2LP (θ̄, γ̄∗)
[
{n−1∇2LP (θ̄, γ̄∗)}−1 −D−1
]
u = D−1Au.
Then, it is clear that∥∥∥∥∥
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
u−D−1u
∥∥∥∥∥ = Oa.s. {H−1/2|4|−1n−1/2 log1/2 n} ‖u‖.
The desired result is obtained.
2.10.3.1 Properties of Oracle Estimator
Proof of Theorem 2.2. First of all, we derive the pointwise asymptotically normality of the “oracle” estima-
tor β̂ok(xk).
Let β̄k(xk, u) = βk(xk) + β′k(xk)(u− xk),
a∗ =
√
nhk
 a0 − βk(xk)
hk{a1 − β′k(xk)}
 , âo = √nhk
 β̂ok(xk)− βk(xk)
hk{β̂o′k (xk)− β′k(xk)}
 , Zik =
 1
(Xik − xk)/hk
 .
Then, we have a0 + a1(Xik − xk) = β̄k(xk, Xik) + nhka∗>Zik. It is easy to see that âo is the maximizer
of the following function
`n(a
∗) =
n∑
i=1
`
[
g−1{β̄k(xk, Xik) + η0i,−k + (nhk)−1/2a∗>Zik}, Yi
]
K{(Xik − xk)/hk}
−
n∑
i=1
`
[
g−1{β̄k(xk, Xik) + η0i,−k}, Yi
]
K{(Xik − xk)/hk}.
By Taylor expansion, we have
`n(a
∗) =(nhk)
−1/2
n∑
i=1
q1{β̄k(xk, Xik) + η0i,−k, Yi}a∗>ZikK{(Xik − xk)/hk}
+
1
2nhk
n∑
i=1
q2{β̄k(xk, Xik) + η0i,−k, Yi}(a∗>Zik)2K{(Xik − xk)/hk}
+
(nhk)
−3/2
6
n∑
i=1
q3{β̃k(xk, Xik) + η0i,−k, Yi}(a∗>Zik)3K{(Xik − xk)/hk},
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where β̃k(xk, Xik) is between β̄k(xk, Xik) and β̄k(xk, Xik) + (nhk)−1/2a∗>Zik and the last term is
OP (n
−1/2h
−1/2
k ). Moreover, if nh
5
k = O(1), we obtain
`n(a
∗) = a∗>Wn +
1
2
a∗>Ana
∗ + oP (hk),
where
Wn = (nhk)
−1/2
n∑
i=1
q1
{
β̄k(xk, Xik) + η
0
i,−k, Yi
}
K {(Xik − xk)/hk}Zik,
and
An =
1
nhk
n∑
i=1
q2
{
β̄k(xk, Xik) + η
0
i,−k, Yi
}
Z>ikZikK{(Xik − xk)/hk}.
Now we have (An)ij = (EAn)ij +OP
[
{Var(An)ij}1/2
]
, and
E(An) = h
−1
k E
[
q2
{
β̄k(xk, Xik) + η
0
i,−k, Yi
}
Z>ikZikK{(Xik − xk)/hk}
]
= h−1k E
[
q2
{
β̄k(xk, Xik) + η
0
i,−k,E(Yi)
}
Z>ikZikK{(Xik − xk)/hk}
]
.
By Taylor expansion of q2 around η0i and q2
{
η0i ,E(Yi)
}
= ρ2(η
0
i ), we obtain
(i− 1)!(j − 1)!(EAn)ij = −ρ2,k(xk)fk(xk)νi+j−2 − h(ρ2,kfk)′(xk)νi+j−1 + o(hk).
Therefore, `n(a∗) = a∗>Wn− 12a
∗>{Σk(xk)+hkΛk(xk)}a∗+oP (hk). By the Quadratic Approximation
Lemma in Fan et al. (1995),
âo = Σk(xk)
−1Wn − hkΣk(xk)−1Λk(xk)Σk(xk)−1Wn + oP (hk). (2.31)
Next, we derive the asymptotic distribution of Wn. Let Y∗i = q1{β̄k(xk, Xik) + η0i,−k, Yi}K{(Xik −
xk)/hk}Zik, then Wn = (nhk)−1/2
∑n
i=1 Y
∗
i . Therefore, E(Wn) = n
1/2h
−1/2
k E(Y
∗
1), Cov(Wn) =
h−1k Cov(Y
∗
1). By Taylor expansion of q1 around η
0
1 , the jth component of Y
∗
1 satisfies
(j − 1)!{E(Y∗1)}j
=E
[
q1{β̄k(xk, X1k) + η01,−k, Y1}{(X1k − xk)/hk}j−1K{(X1k − xk)/hk}
]
=hk
∫ {
β(2)(xk)
2!
(uhk)
2 +
β(3)(xk)
3!
(uhk)
3 + o{(uhk)4}
}
ρ2,k(xk + uhk)fk(xk + uhk)u
j−1K(u)du
=h3k
β(2)(xk)ρ2,k(xk)fk(xk)
2!
ν1+j + h
4
k
β(3)(xk)ρ2,k(xk)fk(xk)
3!
ν2+j
+ h4k
β(2)(xk)(ρ2,kfk)
′(xk)
2!
ν2+j + o(h
4
k). (2.32)
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The covariance between the ith and jth component of Y∗1 is E {(Y∗1)i(Y∗1)j}+O(h6k). By Taylor expansion,
we have
(i−1)!(j − 1)!E {(Y∗1)i(Y∗1)j}
=E
[
q21(η
0
1, Y1)K
2{(X1k − xk)/hk} {(X1k − xk)/hk}i+j−2
]
+O(h2k)
=hkρ2,k(xk)fk(xk)
∫
ui+j−2K(u)2du.
Therefore, Cov(Wn) = Ξk(xk). It is easy to verify that Var(u>Wn) = u>Ξk(xk)u. Then the Central
Limit Theorem implies that u>Wn − E(u>Wn) → N(0,u>Ξk(xk)u). By the Cramer-Wold device, we
have Ξk(xk)−1/2{Wn − E(Wn)} → N(0, I2). Then by (2.31), we obtain the first part of Theorem 2.2.
Secondly, we derive the uniform asymptotically normality of the “oracle” estimator β̂ok(xk) in the fol-
lowing. Define Mhk(t) = h
−1/2
k
∫
K{(x − t)/hk}dW (x), where W (x) is a Wiener process defined on
(0,∞). By the Lemma 1 in Zheng et al. (2016), one has
lim
n→∞
P
[
(−2 log hk)1/2
{
sup
t∈[hk,1−hk]
|Mhk(t)|/‖K‖
2
L2 − dhk
}
< x
]
= e−2e
−x
. (2.33)
where dhk = (−2 log hk)1/2+(−2 log hk)−1/2 log{
√
C(K)/(2π)}. Define the stochastic process ξ̂n(xk) =
n−1
∑n
i=1Khk(Xik − xk)εi, xk ∈ [0, 1], and ζ̂n(xk) = σ
−1
n,k(xk)ξ̂n(xk). According to (2.31), we have
β̂ok(xk)− βk(xk) ={ρ2,kfk(xk)}−1
[
1
n
n∑
i=1
q1{β̄k(xk, Xik) + η0i,−k, Yi}Khk(Xik − xk)
+
1
n
n∑
i=1
q1{β̄k(xk, Xik) + η0i,−k, Yi}(Xik − xk)Khk(Xik − xk)
]
.
Notice that similar to the calculation in (2.32),
1
n
n∑
i=1
q1{β̄k(xk, Xik) + η0i,−k, Yi}Khk(Xik − xk)− ξ̂n(xk) = Oa.s.(h
2
k + h
3/2
k n
−1/2 log1/2 n).
Notice that
1
n
n∑
i=1
q1{β̄k(xk, Xik) + η0i,−k, Yi}(Xik − xk)Khk(Xik − xk) = Oa.s.(n
−1/2h
1/2
k log
1/2 n).
Therefore, supx∈[hk,1−hk] |β̂
o
k(xk)− βk(xk)− ξ̂n(xk)| = Oa.s.(h2k +n−1/2h
1/2
k log
1/2 n). According to the
proof of Theorem 1 in Zheng et al. (2016), we have
sup
xk∈[hk,1−hk]
∣∣∣ζ̂n(xk)−Mhk(xk)/‖K‖2L2∣∣∣ = oP (log−1/2 n). (2.34)
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Therefore, by the result in (2.34), one has the supreme of difference between σ−1n,k(xk)(β̂
o
k and βk)(xk) −
Mhk(xk)/‖K‖L2 follows
sup
xk∈[hk,1−hk]
∣∣∣∣σ−1n,k(xk)(β̂ok − βk)(xk)−Mhk(xk)/‖K‖L2∣∣∣∣
≤ sup
xk∈[hk,1−hk]
∣∣∣∣σ−1n,k(xk)(β̂ok − βk)(xk)− ζ̂n(xk)∣∣∣∣+ sup
xk∈[hk,1−hk]
∣∣∣ζ̂n(xk)−Mhk(xk)/‖K‖L2∣∣∣
= Oa.s.(n
1/2h
5/2
k + h
1/2
k log
1/2 n) + oP (log
−1/2 n),
which implies that according to Assumption (A8) (ii), supxk∈[hk,1−hk](−2 log hk)
1/2
∣∣∣∣σ−1n,k(xk)(β̂ok−βk)(xk)−
Mhk(xk)/‖K‖L2
∣∣∣∣ = oP (1). The uniform asymptotically normality of the “oracle” estimator β̂ok(xk) fol-
lows (2.33) and Slusky’s Theorem.
2.10.3.2 Difference between SBL and Oracle Estimators
In this section, we investigate the difference between the SBL estimator and the oracle estimator.
Proof of Theorem 2.3. We denote
η0i,−k =
p∑
k′ 6=k
βk′(Xik′) + α(Si), η̂i,−k =
p∑
k′ 6=k
β̂k′(Xik′) + α̂(Si), η̃i,−k =
p∑
k′ 6=k
β̃k′(Xik′) + α̃(Si).
Define
b∗(xk) =
√
nhk
 b0 − β̂ok(xk)
hk
{
b1 − β̂o′k (xk)
}
 , b̂∗(xk) = √nhk
 β̂SBLk (xk)− β̂ok(xk)
hk
{
β̂SBL
′
k (xk)− β̂o′k (xk)
}
 .
Then, L̃SBLn {b∗(xk)} equals to
n∑
i=1
`
[
g−1
{
β̂ok(xk) + β̂
o′
k (xk)(Xik − xk) + η̂i,−k + (nhk)−1/2b∗>(xk)Zik(xk)
}
, Yi
]
Khk(Xik − xk).
It is clear that∇L̃SBLn
{
b̂∗(xk)
}
= 0, based on the property of the SBL estimator
{
β̂SBLk (xk), β̂
SBL′
k (xk)
}
.
Applying the mean value theorem,
b̂
∗
(xk) = −∇2L̃SBLn
{
b̄∗(xk)
}
∇L̃SBLn (0), (2.35)
61
where b̄∗(xk) is some value between b̂
∗
(xk) and 0 and b̄∗(xk) = ab̂
∗
(xk) for some 0 ≤ a ≤ 1. As the
following equation holds
1√
nhk
n∑
i=1
q1{β̂ok(xk) + β̂o′k (xk)(Xik − xk) + η0i,−k, Yi}Zik(xk)Khk(Xik − xk) = 0,
then
∇L̃SBLn (0) =
1√
nhk
n∑
i=1
q1{β̂ok(xk) + β̂o′k (xk)(Xik − xk) + η̂i,−k, Yi}Zik(xk)Khk(Xik − xk)
=
1√
nhk
n∑
i=1
q1{β̂ok(xk) + β̂o′k (xk)(Xik − xk) + η̂i,−k, Yi}Zik(xk)Khk(Xik − xk)
− 1√
nhk
n∑
i=1
q1{β̂ok(xk) + β̂o′k (xk)(Xik − xk) + η0i,−k, Yi}Zik(xk)Khk(Xik − xk)
=(ι1, ι2)
>.
For the notation simplicity, we denote η̂oi (xk) = β̂
o
k(xk) + β̂
o′
k (xk)(Xik − xk) + η0i,−k in the following. At
first, we focus on the first element of∇L̃SBLn (0). By the Taylor expansion, we have
ι1 =
1√
nhk
n∑
i=1
q2{η̂oi (xk), Yi}(η̂i,−k − η0i,−k)Khk(Xik − xk) +OP
{
n1/2h
−1/2
k ‖η
0
i,−k − η̂i,−k‖2
}
.
By Theorem 2.1 the second term in ι1 has
‖η0i,−k − η̂i,−k‖2 = Oa.s.
{
(H−1 + |4|−2)n−1 log n+H2%+2 + |4|2d+2 + λ
2
n2
|4|−8
}
. (2.36)
Also, the first term in ι1 could be written as n1/2h
−1/2
k (I1 + I2), where
I1 =
1
n
n∑
i=1
q2{η̂oi (xk), Yi}(η̃i,−k − η0i,−k)Khk(Xik − xk) = Oa.s.(H
%+1 + |4|d+1), (2.37)
I2 =
1
n
n∑
i=1
q2{η̂oi (xk), Yi}(η̂i,−k − η̃i,−k)Khk(Xik − xk).
Recall that Vb, Vv and Vp are the vectors defined in (2.17). Denote that
Φb =
[
{ΦU,kj,b}1≤k≤p,j∈J , {ΦB,m,b(xk)}m∈M
]>
= −
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
Vb,
Φv =
[
{ΦU,kj,v}1≤k≤p,j∈J , {ΦB,m,v(xk)}m∈M
]>
= −
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
Vv,
Φp =
[
{ΦU,kj,p}1≤k≤p,j∈J , {ΦB,m,p(xk)}m∈M
]>
= −
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
Vp.
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Notice that the eigenvalues of matrix −
{
1
n∇
2LP (θ̄, γ̄∗)
}−1 is bounded below and above. Following the
proof of Lemma 2.9, we can also derive the convergence rates of terms Φb, Φp and Φv
‖Φb‖ = Oa.s.(H%+1+|4|d+1), ‖Φp‖ = O(λn−1|4|−4), ‖Φv‖ = Oa.s.
{
(H−1/2 + |4|−1)n−1/2 log1/2 n
}
.
Then, I2 could be further written as I2  I2,b + I2,v + I2,p, where I2,b, I2,v and I2,p are equal to
n−1
n∑
i=1
q2{η̂oi (xk), Yi}
{ p∑
k′ 6=k
∑
j∈J
ΦU,k′j,bUk′j(Xik′) +
∑
m∈M
ΦB,m,bB̃
∗
m(Si)
}
Khk(Xik − xk),
n−1
n∑
i=1
q2{η̂oi (xk), Yi}
{ p∑
k′ 6=k
∑
j∈J
ΦU,k′j,vUk′j(Xik′) +
∑
m∈M
ΦB,m,vB̃
∗
m(Si)
}
Khk(Xik − xk),
n−1
n∑
i=1
q2{η̂oi (xk), Yi}
{ p∑
k′ 6=k
∑
j∈J
ΦU,k′j,pUk′j(Xik′) +
∑
m∈M
ΦB,m,pB̃
∗
m(Si)
}
Khk(Xik − xk),
respectively. By Assumption (A3) and the Cauchy Schwartz inequality, we have
|I2,b| ≤ C1‖Φb‖‖ω(xk)‖+ C2‖Φb‖‖ωε(xk)‖.
According to Lemma 2.11, we have
I2,b = Oa.s.(H
%+1 + |4|d+1)×Oa.s.{1 + (H−1/2 + |4|−1)n−1/2h−1/2k log
1/2 n}. (2.38)
Similarly,
I2,p ≤ C1‖Φp‖‖ω(xk)‖+ C2‖Φp‖‖ωε(xk)‖
= Oa.s.
(
λn−1|4|−4
)
×Oa.s.{1 + (H−1/2 + |4|−1)n−1/2h−1/2k log
1/2 n}. (2.39)
Now, we divide I2,v into two parts I2,v − Ĩ2,v and Ĩ2,v, where
Ĩ2,v =
p∑
k′ 6=k
∑
j∈J
ΦU,k′j,vE[Uk′j(Xik′)q2{η̂oi (xk), Yi}Khk(Xik − xk)]
+
∑
m∈M
ΦB,m,vE[B̃
∗
m(Si)q2{η̂oi (xk), Yi}Khk(Xik − xk)].
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According to Lemma 2.11 and Assumption (A3), we have the difference between 1n
∑n
i=1 Uk′j(Xik′)
q2{η̂oi (xk), Yi}Khk(Xik − xk) and E[Uk′j(Xik′)q2{η̂oi (xk), Yi}Khk(Xik − xk)] follows
1
n
n∑
i=1
Uk′j(Xik′)q2{η̂oi (xk), Yi}Khk(Xik − xk)− E[Uk′j(Xik′)q2{η̂
o
i (xk), Yi}Khk(Xik − xk)]
= Oa.s.(n
−1/2h
−1/2
k log
1/2 n),
1
n
n∑
i=1
Bm(Si)q2{η̂oi (xk), Yi}Khk(Xik − xk)− E[Bm(Si)q2{η̂
o
i (xk), Yi}Khk(Xik − xk)]
= Oa.s.(n
−1/2h
−1/2
k log
1/2 n).
Applying Cauchy Schwarz inequality, we have
I2,v − Ĩ2,v ≤ (H−1/2 + |4|−1)×Oa.s.(n−1/2h−1/2k log
1/2 n)× ‖Φv‖
= Oa.s.
{
(H−1 + |4|−2)n−1h−1/2k log n
}
. (2.40)
Moreover,
Ĩ2,v =
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V {g−1(η0i )}
ġ−1(η0i )
{
1
n
∇2LP (θ̄, γ̄∗)
}−1
{U(Xi)>, B̃(Si)>}µq2
=
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V {g−1(η0i )}
ġ−1(η0i )
[{
1
n
∇2LP (θ̄, γ̄∗)
}−1
−D−1
]
{U(Xi)>, B̃(Si)>}µq2
+
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V {g−1(η0i )}
ġ−1(η0i )D
−1{U(Xi)>, B̃(Si)>}µq2 ,
where µq2 is a vector with elements E
[
Uk′j(Xik′)q2{η̂oi (xk), Yi}Khk(Xik − xk)
]
, 1 ≤ k ≤ p, k ∈ J for
univariate spline, and E
[
B̃m(Si)q2{η̂oi (xk), Yi}Khk(Xik − xk)
]
, m ∈ M for bivariate spline, and matrix
D is defined in the Lemma 2.13. Applying Lemma 2.13, we have
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V {g−1(η0i )}
ġ−1(η0i )
[{
∇2LP (θ̄, γ̄∗)
}−1 −D−1] {U(Xi)>, B̃(Si)>}µq2
= Oa.s.
{
H−1/2|4|−1n−1/2 log1/2 n
}
×Oa.s.(n−1/2 log1/2 n). (2.41)
By (2.28) and (2.29) in Lemma 2.11, we have that E
[
Uk′j(Xik′)q2{η̂oi (xk), Yi}Khk(Xik − xk)
]
= O(H1/2)
and E
[
B̃m(Si)q2{η̂oi (xk), Yi}Khk(Xik − xk)
]
= O(|4|). Therefore,
Var
[
1
n
n∑
i=1
Yi − g−1(η0i )
σ2V {g−1(η0i )}
ġ−1(η0i )D
−1{U(Xi)>, B̃(Si)>}µq2
]
= O(n−1).
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Combining the result in (2.41) and the variance of 1n
∑n
i=1
Yi−g−1(η0i )
σ2V {g−1(η0i )}
ġ−1(η0i )D
−1{U(Xi)>, B̃(Si)>}µq2 ,
it is easy to verify that
n−1
n∑
i=1
Ĩ2,v,i = Oa.s.(n
−1/2 log1/2 n). (2.42)
Therefore, by (2.40), (2.41) and (2.42),
I2,v = Oa.s.
{
(H−1 + |4|−2)n−1h−1/2k log n
}
+Oa.s.(n
−1/2 log1/2 n). (2.43)
Then, by (2.38), (2.39) and (2.43), we have
I2 =Oa.s.(H
%+1 + |4|d+1 + λn−1|4|−4)×Oa.s.{1 + (H−1/2 + |4|−1)n−1/2h−1/2k log
1/2 n}
+Oa.s.
{
(H−1 + |4|−2)n−1h−1/2k log n
}
+Oa.s.(n
−1/2 log1/2 n). (2.44)
Combining (2.37) and (2.44), we obtain that ι1 = n1/2h
−1/2
k (I1 + I2) = Oa.s.(h
−1/2
k log
1/2 n). Following
the above procedure and Lemma 2.12, we obtain ι2 = Oa.s.(h
−1/2
k log
1/2 n). Therefore,
|∇L̃SBLn (0)| = Oa.s.(h
−1/2
k log
1/2 n). (2.45)
Let η∗i = β̂
o
k(xk) + (Xik − xk)β̂′ok + η̂i,−k + (nhk)−1/2b̄∗>Zik. Then we have
h−1k
[
∇2LSBLn
{
b̄∗(xk)
}]−1
=
{
1
n
n∑
i=1
 1 h−1k ∑ni=1(Xik − xk)
h−1k
∑n
i=1(Xik − xk) h
−2
k
∑n
i=1(Xik − xk)2

× q2 (η∗i , Yi)Khk(Xik − xk)
}−1
.
For any vector a = (a1, a2)> ∈ R2, ‖a‖ = 1, we have
a>

n∑
i=1
 1 h−1k ∑ni=1(Xik − xk)
h−1k
∑n
i=1(Xik − xk) h
−2
k
∑n
i=1(Xik − xk)2
 q2 (η∗i , Yi)Khk(Xik − xk)
a
=
n∑
i=1
{a1 + a2(Xik − xk)/hk}2 q2 (η∗i , Yi)Khk(Xik − xk)
=
n∑
i=1
{a1 + a2(Xik − xk)/hk}2 ρ2 (η∗i )Khk(Xik − xk){1 +Oa.s.(1)}.
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As ρ2(η∗i ) is bounded from zero and infinity, there exists some constant c such that ρ2(η
∗
i ) ≥ c. Therefore,
we have
c
{
a21 + a
2
2
∫
v2K(v)dv
}
≤
∫
{a1 + a2(Xik − xk)/hk}2 ρ2 (η∗i )Khk(Xik − xk),
and
∫
{a1 + a2(Xik − xk)/hk}2 ρ2 (η∗i )Khk(Xik − xk) ≤ C
{
a21 + a
2
2
∫
v2K(v)dv
}
. Consequently, the
second order derivative matrix has the property
C−1hkI2 ≤
[
∇2LSBLn
{
b̄∗(xk)
}]−1 ≤ c−1hkI2 (2.46)
almost surely, for large enough n.
Plugging (2.36), (2.45) and (2.46) into (2.35), by Assumption (A6’), we have
|b̂
∗
(xk)| = Oa.s.(h
1/2
k log
1/2 n),
which yields Theorem 2.3.
2.11 Appendix B. Implementation for the Bivariate spline
In this section, we show the implementation of the bivariate spline smoothing over the triangulation.
2.11.1 An example of Ψ
Consider the following simple triangulation. In the above figure, within this triangulation, one sees
 
A1 
 
A2 
V1 
V3 
V2 
V4 
Figure 2.13 A simple triangulation with two triangles.
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that there are two triangles A1 :=< v1, v2, v3 > and A2 :=< v4, v3, v2 > sharing a common edge e =<
v2, v3 >. Assume that there is a point v on the common edge e, then the barycentric coordinates (b1, b2, b3)
with respect to A1 and A2 are (0, b2, 1 − b2) and (0, 1 − b2, b2) respectively. As a result, the degree-d
polynomials with respect to the two triangles can be written as
p1(v) =
∑
j+k=d
γ
(1)
0jkB
(1)
d;0jk(v) =
∑
j+k=d
γ
(1)
0jk
d!
j!k!
bj2(1− b2)
k,
p2(ṽ) =
∑
j+k=d
γ
(2)
0jkB
(2)
d;0jk(v) =
∑
j+k=d
γ
(2)
0jk
d!
j!k!
(1− b2)jbk2.
Therefore, to have p1 and p2 join continuously on edge e, we require γ
(1)
0jk = γ
(2)
0kj for j, k ≥ 0 and j+k = d.
For simplicity, we consider the case that d = 2 as an example. When d = 2, then the entire coefficients
vector becomes
γ = (γ>1 ,γ
>
2 )
> = (γ
(1)
2,0,0, γ
(1)
1,1,0, γ
(1)
1,0,1, γ
(1)
0,2,0, γ
(1)
0,1,1, γ
(1)
0,0,2, γ
(2)
2,0,0, γ
(2)
1,1,0, γ
(2)
1,0,1, γ
(2)
0,2,0, γ
(2)
0,1,1, γ
(2)
0,0,2)
>.
and the constraints are
γ
(1)
0,2,0 = γ
(2)
0,0,2, γ
(1)
0,1,1 = γ
(2)
0,1,1, γ
(1)
0,0,2 = γ
(2)
0,2,0.
Thus, in this case the constraint matrix Ψ is
Ψ =

0 0 0 1 0 0 0 0 0 0 0 −1
0 0 0 0 1 0 0 0 0 0 −1 0
0 0 0 0 0 1 0 0 0 −1 0 0
 .
2.11.2 Construction of P
This section is about how to construct P. Given the triangulation ∆, the P is the block diagonal matrices
with Pτ , τ ∈ ∆. Therefore, we focus on the construction of Pτ instead.
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Supposing the polynomial piece of spline is
∑
i+j+k=d γ
τ
ijkB
τ,d
ijk(s) restricted on τ ∈ 4, its energy
functions follows
E
{ ∑
i+j+k=d
γτijkB
τ,d
ijk(s)
}
=
∫
τ
{ ∑
i+j+k=d
γτijk∇2s1B
τ,d
ijk(s)
}2
ds1ds2 +
∫
τ
{ ∑
i+j+k=d
γτijk∇s1∇s2B
τ,d
ijk(s)
}2
ds1ds2
+
∫
τ
{ ∑
i+j+k=d
γτijk∇2s2B
τ,d
ijk(s)
}2
ds1ds2
=γτ>(P1,τ + P2,τ + P3,τ )γ
τ = γτ>Pτγ
τ ,
where γτ =
{
γτijk
}>
i+j+k=d
, and P1,τ , P2,τ and P3,τ are the
(d+2)(d+1)
2 ×
(d+2)(d+1)
2 matrices with entries∫
τ
(
∇2s1B
τ,d
ijk
)(
∇2s1B
τ,d
i′j′k′
)
(s)ds1ds2,∫
τ
(
∇s1∇s2B
τ,d
ijk
)(
∇s1∇s2B
τ,d
i′j′k′
)
(s)ds1ds2,∫
τ
(
∇2s2B
τ,d
ijk
)(
∇2s2B
τ,d
i′j′k′
)
(s)ds1ds2.
Suppose s(1) and s(2) are two vectors in R2. According to the Theorem 2.13 in Lai and Schumaker
(2007), the direction derivative of Bτ,dijk(s) with respect to s
(1) has the expression
∇s(1)B
τ,d
ijk(s) = d
{
a
(1)
1 B
d−1
(i−1)jk(s) + a
(1)
2 B
d−1
i(j−1)k(s) + a
(1)
3 B
d−1
ij(k−1)(s)
}
= d
∑
i+j+k=d−1
γ
(1)
ijk(s
(1))Bτ,d−1ijk (s),
where (a(1)1 , a
(1)
2 , a
(1)
3 ) is the barycentric coordinate of s
(1). And the second direction derivative with respect
to s(1) and s(2) is
∇s(2)∇s(1)B
τ,d
ijk(s) = d(d− 1)
∑
i+j+k=d−2
γ
(2)
ijk(s
(1), s(2))Bτ,d−2ijk (s),
where γ(2)ijk(s
(1), s(2)) = a
(2)
1 γ
(1)
(i+1)jk(s
(1)) + a
(2)
2 γ
(1)
i(j+1)k(s
(1)) + a
(2)
3 γ
(1)
ij(k+1)(s
(1)) and
(
a
(2)
1 , a
(2)
2 , a
(2)
3
)
is
the barycentric coordinate of s(2). Therefore, the terms ∇2s1B
τ,d
ijk, ∇s1∇s2B
τ,d
ijk and ∇
2
s2B
τ,d
ijk are the linear
combinations of
{
Bd−2ijk (s)
}
i+j+k=d−2
. Let c1,ijk, c2,ijk and c3,ijk be the corresponding coefficients. Let
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Mτ be the
(d+2)(d+1)
2 ×
(d+2)(d+1)
2 matrix with entries
∫
τ B
τ,d−2
ijk B
τ,d−2
i′j′k′ ds1ds2. Then, the integration of
terms∇2s1B
τ,d
ijk, ∇s1∇s2B
τ,d
ijk and ∇
2
s2B
τ,d
ijk can be written as∫
τ
(
∇2s1B
τ,d
ijk
)(
∇2s1B
τ,d
i′j′k′
)
(s)ds1ds2 = c
>
1,ijkMτc1,i′j′k′ ,∫
τ
(
∇s1∇s2B
τ,d
ijk
)(
∇s1∇s2B
τ,d
i′j′k′
)
(s)ds1ds2 = c
>
2,ijkMτc2,i′j′k′ ,∫
τ
(
∇2s2B
τ,d
ijk
)(
∇2s2B
τ,d
i′j′k′
)
(s)ds1ds2 = c
>
3,ijkMτc3,i′j′k′ .
By the Theorem 2.34 in Lai and Schumaker (2007), we have∫
τ
Bτ,d−2ijk B
τ,d−2
i′j′k′ ds1ds2 =
(
i+i′
i
)(
j+j′
j
)(
k+k′
k
)(
2d−4
d−2
)(
2d−2
2
) Aτ ,
where Aτ is the area of triangle τ . Denote C1 = {c1,ijk}i+j+k=d, C2 = {c2,ijk}i+j+k=d and C3 =
{c3,ijk}i+j+k=d. We finally obtain P1,τ = C
>
1 MτC1, P2,τ = C
>
2 MτC2, P3,τ = C
>
3 MτC3 and Pτ =
P1,τ + P2,τ + P3,τ .
Next we provide a simple example for Pτ . Consider the triangle A1 in the Figure 2.13 and d = 2. The
barycentric coordinate of s1 is (−1, 1, 0). The barycentric coordinate of s2 is (−1, 0, 1). The set of degree-d
bivariate Bernstein basis polynomials within τ is{
Bτ,22,0,0(s), B
τ,2
1,1,0(s), B
τ,2
1,0,1(s), B
τ,2
0,2,0(s), B
τ,2
0,1,1(s), B
τ,2
0,0,2(s)
}
.
The second directional derivative of these bivariate Bernstein basis polynomials are the linear combination
of Bτ,00,0,0(s). For example,
∇s1B
τ,2
1,1,0(s) = −2B
τ,1
0,1,0(s) + 2B
τ,1
1,0,0(s), ∇
2
s1B
τ,1
1,1,0(s) = −4B
τ,0
0,0,0(s).
In this case, we have C1 = (2,−4, 2, 0, 0, 0), C2 = (2,−2, 0,−2, 2, 0), C3 = (2, 0, 0,−4, 0, 2) and
Mτ = 1/2. Therefore, the penalty matrix Pτ is
8 −8 2 −8 4 2
−8 12 −4 4 −4 0
2 −4 2 0 0 0
−8 4 0 12 −4 −4
4 −4 0 −4 4 0
2 0 0 −4 0 2

.
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3.1 Abstract
Motivated by recent work of analyzing data in the biomedical imaging studies, we consider a class of
image-on-scalar regression models for imaging responses and scalar predictors. We propose to use flexible
multivariate splines over triangulations to handle the irregular domain of the objects of interest on the im-
ages and other characteristics of images. The proposed estimators of the coefficient functions are proved to
be root-n consistent and asymptotically normal under some regularity conditions. We also provide a con-
sistent and computationally efficient estimator of the covariance function. Asymptotic pointwise confidence
intervals (PCIs) and data-driven simultaneous confidence corridors (SCCs) for the coefficient functions are
constructed. Our method can simultaneously estimate and make inferences of the coefficient functions
while incorporating the spatial heterogeneity and spatial correlation. A highly efficient and scalable esti-
mation algorithm is developed. Monte Carlo simulation studies are conducted to examine the finite-sample
performance of the proposed method. The proposed method is applied to the spatially normalized Positron
Emission Tomography (PET) data of Alzheimer’s Disease Neuroimaging Initiative (ADNI).
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3.2 Introduction
In recent years, there has been explosive growth in the amount of imaging data collected from medical and
public health studies, such as functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomog-
raphy (PET) imaging, Computed Tomography (CT) and ultrasonic imaging. A large fraction of these data
can be characterized as functional data. Comparing with traditional one-dimensional (1D) functional data,
these imaging data are increasingly complex, high-dimensional, and structured, which poses exceptional
challenges to traditional statistical methods.
In this paper, we propose a unifying approach to characterize the varying association between imaging
responses with a set of explanatory variables. To investigate such kind of association, there are mainly three
types of statistical methods. The first category is the univariate approaches and pixel/voxel-based methods
(Worsley et al., 2004; Stein et al., 2010; Hibar et al., 2015), which take each pixel/voxel as a basic analytic
unit. Since all the pixels/voxels are treated to be independent, a major drawback of the pixel/voxel-wise
methods is that the correlation among the pixels/voxels is totally ignored. The second category is the tensor
regression. This approach considers an image as a multi-dimensional array (Zhou et al., 2013; Li and Zhang,
2017), which is turned into a vector to perform regression. However, naively doing so yields an ultra-high
dimensionality, and it requires a novel dimension reduction technique and highly scalable algorithms (Li
and Zhang, 2017). The third category is the functional data analysis (FDA) approach, in which an image
is viewed as the realizations of a function defined on a given domain (Zhu et al., 2012, 2014; Reiss et al.,
2017). Using the FDA, we are able to combine the information both across and within functions.
We take the FDA approach in this paper. Functional linear models (FLMs) are widely used to model
the regression relationship between the response and some set of predictors from multiple subjects. In
the literature (Ramsay and Silverman, 2005; Müller, 2005; Morris, 2015; Wang et al., 2016), FLMs are
often categorized by whether the outcome, the predictor, or both are functional into three categories: (i)
functional predictor regression (scalar-on-function) (Cardot et al., 1999, 2003; Hall and Horowitz, 2007);
(ii) functional response regression (function-on-scalar) (Morris and Carroll, 2006; Reiss et al., 2010; Staicu
et al., 2010; Zhu et al., 2014; Zhang and Wang, 2015; Chen et al., 2017); and (iii) function-on-function
regression (Ramsay and Dalzell, 1991; Yao et al., 2005; Sentürk and Müller, 2010; Wu and Müller, 2011).
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Figure 3.1 A schematic diagram of proposed modeling approach.
Motivated by the structure of brain imaging data, we propose a novel image-on-scalar regression model
with spatially varying coefficients, which is able to capture the varying association between imaging pheno-
types with a set of explanatory variables. Figure 3.1 shows a schematic diagram of the proposed modeling
approach. To be more specific, let Ω be a two-dimensional bounded domain, and z = (z1, z2) be the location
point on Ω. For the ith subject, i = 1, . . . , n, let Yi(z) be the imaging measurement at location z ∈ Ω, and
let Xi`, ` = 0, 1, . . . , p, with Xi0 ≡ 1, be scalar predictors, for example, clinic variables (such as age and
sex) and genetic factors. The spatially varying coefficient regression characterizes the association between
imaging measures and covariates and is given by the following model:
Yi(z) = X̃
>
i β
o(z) + ηi(z) + σ(z)εi(z), i = 1, . . . , n, z ∈ Ω,
where X̃i = (Xi0, Xi1, . . . , Xip)>, βo = (βo0 , β
o
1 , . . . , β
o
p)
> is a vector of some unknown bivariate func-
tions, ηi(z) characterizes the individual image variations, εi(z) represents additional measurement er-
rors, and σ(z) is a positive deterministic function. In the following, we assume that ηi(z) and εi(z)
are mutually independent. Moreover, we assume that ηi(z), i = 1, . . . , n, are independent and iden-
tically distributed (i.i.d.) copies of an L2 stochastic process with mean zero and covariance function
Gη(z, z
′) = cov{ηi(z), ηi(z′)}, and εi(z), i = 1, . . . , n, are i.i.d. copies of a stochastic process with
zero mean and covariance function Gε(z, z′) = cov{εi(z), εi(z′)} = I(z = z′).
For 1D function-on-scalar regression, Chapter 13 of Ramsay and Silverman (2005) provides a common
model-fitting strategy, in which the coefficient functions are expanded using some sets of basis functions
and basis coefficients are estimated using ordinary least squares. However, it is not trivial to extend it
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to image-on-scalar regression, particularly with biomedical imaging responses. For biomedical images,
the objects (e.g. organs) on the images are usually irregularly shaped. For instance, breast tumors often
have an irregular shape. Another example is the brain image, as shown in Figure 3.1, especially slices
from the bottom and the top of the brain. Even though some images seem to be of a rectangle shape,
the true signal only comes from the domain of an object, and the image only contains noises outside the
boundary of the object. Many smoothing methods, for example, tensor product smoothing (Reiss et al.,
2017; Chen et al., 2017), kernel smoothing (Zhu et al., 2014) and wavelet smoothing (Morris and Carroll,
2006), tend to provide poor estimation over difficult regions by smoothing inappropriately across boundary
features, which refers to the “leakage” problem in the smoothing literature; see the discussions in Ramsay
(2002) and Sangalli et al. (2013). Next, due to technical reasons, imaging data often have different visual
qualities. General characteristics of medical images are determined and limited by the technology for each
specific modality. There is a great interest in the development of a flexible method of various smoothness to
adaptively smooth biomedical imaging data.
In this paper, we tackle the above challenges by using the bivariate splines on triangulations (Lai and
Wang, 2013) to effectively model the spatially nonstationary relationship and preserve important features
(shape, smoothness) of imaging data. Triangulation can effectively represent any two-dimensional (2D)
geometric domain as any polygon can be decomposed into triangles. We study the asymptotic properties
of the bivariate spline estimators of the coefficient functions, and specifically, we show that our spline
estimators are root-n consistent and asymptotically normal. The asymptotic results are used as a guideline to
construct pointwise confidence intervals (PCIs) and simultaneous confidence corridors (SCCs; also referred
to as “simultaneous confidence band/regions”) for the true coefficient functions. See Figure 3.2 for an
illustration of our proposed inferential approach. Compared with the tensor regression (Li and Zhang, 2017)
and the three-stage estimation (Zhu et al., 2014), our method is statistically more efficient, as it is able to
accommodate complex domains of arbitrary shape and adjust the individual smoothing needs desired by
different coefficient functions through the use of multiple smoothing parameters. In addition, our method
does not rely on estimating the spatial similarity and adaptive weights repeatedly as in Zhu et al. (2014),
thus it is much simpler.
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Figure 3.2 A schematic diagram of proposed inferential approach.
We organize our paper as follows. Section 3.3 describes spline estimators for the coefficient functions,
and establish their asymptotic properties. Section 3.4 describes a bootstrap method for constructing the SCC
and how to estimate the unknown variance functions involved in the SCC. Section 3.5 contains the details
of the implementation of the proposed estimation and inference. Section 3.6 reports our findings from two
simulation studies. In Section 3.7, we illustrate the proposed method through the PET data of Alzheimer’s
Disease Neuroimaging Initiative (ADNI). Section 3.8 contains some concluding remarks. The technical
proofs of the theoretical results and additional numerical results are deferred in the Appendices.
3.3 Models and Estimation Method
3.3.1 Image-on-scalar Regression Model
Let zj ∈ Ω be the center point of the jth pixel in the domain Ω, and let Yij be the imaging response of
subject i at location j, and the actual data set consists of {(Yij , X̃i, zj), i = 1, . . . , n, j = 1, . . . , N}, which
can be modeled via the following:
Yij =
p∑
`=0
Xi`β
o
` (zj) + ηi(zj) + σ(zj)εij . (3.1)
Denote the eigenvalues and eigenfunctions of the covariance operatorGη(z, z′) as {λk}∞k=1, {ψk(z)}
∞
k=1,
in which λ1 ≥ λ2 ≥ · · · ≥ 0,
∑∞
k=1 λk < ∞, and {ψk}
∞
k=1 form an orthonormal basis of L
2 (Ω). It
follows from spectral theory that Gη(z, z′) =
∑∞
k=1 λkψk(z)ψk(z
′). The ith trajectory {ηi(z), z ∈ Ω}
allows the Karhunen-Loéve L2 representation (Li and Hsing, 2010; Sang and Huang, 2012): ηi(z) =∑∞
k=1 λ
1/2
k ξikψk(z), λ
1/2
k ξik =
∫
z∈Ω ηi(z)ψk(z)dz, where the random coefficients ξik’s are uncorrelated
random variables with mean 0 and E(ξikξik′) = I(k = k′), referred to as the kth functional principal com-
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ponent score (FPCA) of the ith subject. Thus, the response measurements in (3.1) can be represented as
follows:
Yij =
p∑
`=0
βo` (zj)Xi` +
∞∑
k=1
λ
1/2
k ξikψk(zj) + σ(zj)εij . (3.2)
3.3.2 Spline Approximation over Triangulations and Penalized Regression
Note that the object of interest on many biomedical images are often distributed over an irregular domain
Ω, and triangulation is an effective strategy to handle such type of data. For example, the spatial smoothing
problem over difficult regions in Ramsay (2002) and Sangalli et al. (2013) was solved by the finite element
method (FEM) on triangulations, which is mainly developed to solve partial differential equations. In this
paper, we approximate each coefficient function in (3.2) by bivariate splines over triangulations (Lai and
Schumaker, 2007). The idea is to approximate each function β`(·) by Bernstein basis polynomials that
are piecewise polynomial functions over a 2D triangulated domain. Compared with FEM, our proposed
approach is appealing in the sense that we can use spline functions of more flexible degrees and various
smoothness so that we are able to better approximate the coefficient functions. In this section, we briefly
introduce the techniques of triangulations and describe the bivariate penalized spline smoothing (BPST)
method for approximating the spatial data.
Triangulation is an effective tool to deal with data distributed over difficult regions with complex bound-
aries and/or interior holes. In the following, we use T to denote a triangle which is a convex hull of three
points not located in one line. A collection 4 = {T1, . . . , TH} of H triangles is called a triangulation of
Ω = ∪Hh=1Th provided that any nonempty intersection between a pair of triangles in 4 is either a shared
vertex or a shared edge. Given a triangle T ∈ 4, let |T | be its longest edge length, and %T be the radius
of the largest disk inscribed in T . Define the shape parameter of T as the ratio πT = |T |/%T . When πT
is small, the triangles are relatively uniform in the sense that all angles of triangles in 4 are relatively the
same. Denote the size of 4 by |4| = max{|T |, T ∈ 4}, i.e., the length of the longest edge of 4. For an
integer r ≥ 0, let Cr(Ω) be the collection of all r-th continuously differentiable functions over Ω. Given
4, let Srd(4) = {s ∈ Cr(Ω) : s|T ∈ Pd(T ), T ∈ 4} be a spline space of degree d and smoothness r
over 4, where s|T is the polynomial piece of spline s restricted on triangle T , and Pd is the space of all
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polynomials of degree less than or equal to d. Note that the major difference between the FEM and the
BPST is the flexibility of smoothness, r, and degree of polynomials, d. Specifically, FEM in Sangalli et al.
(2013) requires that r = 0 and d = 1 or 2, while BPST allows the smoothness r ≥ 0 and various degrees of
polynomials.
We use Bernstein basis polynomials to represent the bivariate splines. For any ` = 0, 1, . . . , p, denote
by4` the triangulation of the `th component. Define
G(p+1) ≡ G(p+1)(40 × · · · × 4p) =
{
g = (g0, . . . , gp)
>, g` ∈ Srd(4`), ` = 0, . . . , p
}
,
and let {B`m}m∈M` be the set of degree-d bivariate Bernstein basis polynomials for Srd(4`), where M`
stands for an index set of Bernstein basis polynomials. Denote by B` the evaluation matrix of the Bernstein
basis polynomials for the `th component, and the jth row of B` is given by B>` (zj) = {B`m(zj),m ∈
M`}. For each β`(·), we approximate it by β`(zj) ≈ B>` (zj)γ`, ` = 0, 1, . . . , p, where γ>` = (γ`m,m ∈
M`) is the spline coefficient vector.
Penalized spline smoothing has gained a lot of popularity over the last two decades; see Hall and Op-
somer (2005); Claeskens et al. (2009); Schwarz and Krivobokova (2016). To define the penalized spline
method, for any direction zq, q = 1, 2, let ∇vzqs(z) denote the vth order derivative in the direction zq at the
point z. We consider the following penalized least squares problem:
min
(β0,...,βp)>∈G(p+1)
n∑
i=1
N∑
j=1
{
Yij −
p∑
`=0
Xi`β`(zj)
}2
+
p∑
`=0
ρn,`E(β`),
where E(s) =
∑
T∈4
∫
T
∑
i+j=2
(
2
i
)
(∇iz1∇
j
z2s)
2dz1dz2 is the roughness penalty, and ρn,` is the penalty
parameter for the `th function.
To satisfy the smoothness condition of the splines, we need to impose some linear constraints on the
spline coefficients γ`: H`γ` = 0, for ` = 0, 1, . . . , p. Thus, we have to minimize the following constrained
least squares:
n∑
i=1
N∑
j=1
{
Yij −
p∑
`=0
Xi`B
>
` (zj)γ`
}2
+
p∑
`=0
ρn,`γ
>
` P`γ`, subject to H`γ` = 0,
where P` is the block diagonal penalty matrix satisfying that γ>` P`γ` = E(B>` γ`).
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We first remove the constraint via QR decomposition of the transpose of the constraint matrix H`.
Applying QR decomposition on H>` , one has H
>
` = Q`R` = (Q`,1 Q`,2)
(R`,1
R`,2
)
, where Q` is an orthogonal
matrix and R` is an upper triangular matrix, the submatrix Q`,1 is the first r columns of Q`, where r is the
rank of matrix H`, and R`,2 is a matrix of zeros. We reparametrize using γ` = Q`,2θ` for some θ`, then it
is guaranteed that H`γ` = 0. Then the minimization problem is now converted to a conventional penalized
regression problem without restrictions:
n∑
i=1
N∑
j=1
{
Yij −
p∑
`=0
Xi`B
>
` (zj)Q`,2θ`
}2
+
p∑
`=0
ρn,`θ
>
` D`θ`, (3.3)
where D` = Q>`,2P`Q`,2.
Let Ỹi = (Yi1, Yi2, . . . , YiN )>, B`(z) = {B`m(z),m ∈ M`}>, Y = (Ỹ>1 , . . . , Ỹ>n )>, and U =
(U11,U12, . . . ,UnN )
>, where
Uij = {Xi0B0(zj)>Q0,2, Xi1B1(zj)>Q1,2, · · · , XipBp(zj)>Qp,2}>. (3.4)
Let θ = (θ>0 ,θ
>
1 , . . . ,θ
>
p )
> and D(ρn,0, . . . , ρn,p) = diag{ρn,0D0, . . . , ρn,pDp}. Minimizing (3.3) is then
equivalent to minimizing ‖Y− Uθ‖2 + θ>D(ρn,0, . . . , ρn,p)θ, hence,
θ̂ = (θ̂
>
0 , θ̂
>
1 , . . . , θ̂
>
p )
> = {U>U + D(ρn,0, . . . , ρn,p)}−1U>Y.
Thus, the estimators of γ` and β`(·) are:
γ̂` = Q`,2θ̂`, β̂`(z) = B`(z)
>γ̂`. (3.5)
3.4 Variance Function Estimation and Simultaneous Confidence Corridors
3.4.1 Estimation of the Variance Function
Define the estimated residual R̂ij = Yij −
∑p
`=0Xi`β̂`(zj) or Yij −
∑p
`=0Xi`β̂
c
` (zj), for any i =
1, . . . , n, j = 1, . . . , N . We employ the bivariate spline smoothing method to {(R̂ij , zj)}Nj=1. To be more
specific, we define
η̂i(z) = arg min
gi∈Srd(4η)
N∑
j=1
{
R̂ij − gi(zj)
}2
, i = 1, . . . , n, (3.6)
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as the spline estimator of ηi(z), where the triangulation 4η may be different from the one introduced in
Section 3.3 when estimating βo` (z)’s. Next, let ε̂ij = R̂ij − η̂i(zj). Define the estimator of Gη(z, z′) and
σ2(zj) as:
Ĝη(z, z
′) = n−1
n∑
i=1
η̂i(z)η̂i(z
′), σ̂2(zj) = n
−1
n∑
i=1
ε̂ij ε̂ij . (3.7)
In general, for spline estimators (d ≥ 0), denote Ξ̂n(z) =
{
σ̂2n,``′(z)
}p
`,`′=0
, where
Ξ̂n(z)=
1
n2N2
B̃(z)>
n∑
i=1
{
N∑
j,j′=1
Γ−1n,ρUijU
>
ij′Ĝη(zj , zj′)Γ
−1
n,ρ +
N∑
j=1
UijU
>
ij σ̂
2(zj)
}
B̃(z). (3.8)
It is also worth mentioning that the estimation can be much simplified if PCST smoothing is applied. In this
case, the variance-covariance matrix Σn(z) can be simply estimated by
Σ̂n(z) =
{
(σ̂cn,``′)
2(z)
}p
`,`′=0
=
1
n
(
n−1
n∑
i=1
X̃iX̃
>
i
)−1{
Ĝη(z, z) +
σ̂2(z)
NAm(z)
}
,
where Am(z) is the area of triangle Tm(z) divided by the area of the domain. The following conditions
(C2)–(C3) are required for the bivariate spline approximation in the covariance estimation and establishing
the estimation consistency. Proofs of results in this section are in Section 3.10.
(C2) For any k ≥ 1, ψk(z) ∈ Ws+1,∞ for an integer s ≥ 0, and for a sequence {Kn}∞n=1 of increasing
positive integers with limnKn →∞, |4η|s+1
∑Kn
k=1 λ
1/2
k ‖ψk‖s+1,∞ → 0 as N →∞, n→∞.
(C3) AsN →∞, n→∞, for some 0 < κ < 1,N−1n1/(d+1)+κ → 0,N |4η|2 →∞ and n|4η|2/(log n)1/2 →
∞.
Assumption (C2) concerns the bounded smoothness of principal components for bounding the bias terms
in the spline covariance estimator.
Theorem 3.1. Under Assumptions (A1)–(A6), (C1)–(C3), Ĝη(z, z′) uniformly converges to Gη(z, z′) in
probability, i.e., sup(z,z′)∈Ω2 |Ĝη(z, z′)−Gη(z, z′)| = oP (1).
Corollary 3.2. Under Assumptions (A1)–(A6), (C1)–(C3), the estimator of Σ̂n(z) uniformly converges to
to Σn(z) in probability, i.e., supz∈Ω |Σ̂n(z)−Σn(z)| = oP (1).
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Let σcn,``(z) be the standard deviation of the constant spline estimators of ` coefficient function at loca-
tion z. Denote the estimator of σcn,``(z) as
σ̂cn,``(z) = n
−1/2
e>`
(
n−1
n∑
i=1
X̃iX̃
>
i
)−1
e`
{
Ĝη(z, z) +
σ̂2(z)
NAm(z)
}1/2 . (3.9)
As a result of Corollary 3.2, σ̂cn,``(z) is a consistent estimator of σ
c
n,``(z) in (3.13).
3.4.2 Bootstrap Simultaneous Confidence Corridors (SCCs)
Following from Theorems 3.3, 3.4 and the Slutzky’s Theorem, we can have the asymptotic PCIs.
Corollary 3.3. (a) For the BPST estimators, under Assumptions (A1)–(A6), for any ` = 0, . . . , p, α ∈ (0, 1),
asN →∞, n→∞, an asymptotic 100(1−α)% PCI for βo` (z), is β̂`(z)±σn,``(z)Z1−α/2, for any z ∈ Ω,
where σ2n,``(z) is the (`, `)th entry of the matrix Ξ
−1/2
n (z), and Z1−α/2 is the 100 (1− α/2)th percentile of
the standard normal distribution.
(b) For the PCST estimators, under Assumptions (A1′), (A2)–(A6), if for some 0 < κ < 1, N−1n1+κ →
0, an asymptotic 100(1− α)% PCI for βo` (z), is β̂c` (z)± σcn,``(z)Z1−α/2, for any z ∈ Ω, where σcn,``(z) is
the standard deviation function of β̂c` (z) in Theorem 3.4.
Next, we introduce a simple bootstrap approach to extend the PCIs to the SCCs. Our approach is based
on the nonparametric bootstrap method used in Hall and Horowitz (2013). We triangulate the domain Ω
with quasi-uniform triangles, and obtain a set of approximate 100(1 − α)% piecewise confidence intervals
(PCIs). In the following α0 denote the nominal confidence level of the desired SCCs. We recalibrate the
PCIs using the following bootstrap method.
Step 1. Based on
{
(X̃i, Yij)
}N,n
j=1,i=1
, obtain the coefficient functions βo` (z) via the BPST estimators β̂`(z)
in (3.5) or the PCST estimators β̂c` (z) in (3.12), for ` = 0, . . . , p. Let µ̂(z) =
∑p
`=0Xi`β̂`(z) or∑p
`=0Xi`β̂
c
` (z).
Step 2. Obtain η̂i(z) and ε̂ij presented in (3.6)–(3.7), and estimate Gη(z, z), σ2(z) and σ2n,``(z) by Ĝη(z, z)
and σ̂2(z) in (3.7) and σ̂2n,``(z) in (3.8) or (3.9), respectively.
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Step 3. Obtain adjusted nominal confidence level α̂`(α0).
(i) Generate an independent random sample δ(b)i and δ
(b)
ij from {−1, 1} with probability 0.5 each,
and define Y ∗(b)ij = µ̂(zj) + δ
(b)
i η̂i(zj) + δ
(b)
ij ε̂ij .
(ii) Based on
{
(X̃i, Y
∗(b)
ij )
}N,n
j=1,i=1
, obtain β̂∗(b)` (z) using (3.5) or (3.12), and calculate σ̂
∗(b)
n,`` using
(3.8) or (3.9).
(iii) Construct SCCs, for resampled data
{
(X̃i, Y
∗(b)
ij )
}N,n
j=1,i=1
: B∗(b)(α), b = 1, · · · , B,
B∗(b)(α) = {(z, y) : z ∈ Ω, β̂
∗(b)
` (z)− σ̂
∗(b)
n,``(z)Z1−α/2 ≤ y ≤ β̂
∗(b)
` (z) + σ̂
∗(b)
n,``(z)Z1−α/2}.
(iv) Estimate coverage rate τ`(zj , α) = P{(zj , β̂`(zj)) ∈ B∗(α)|X} using
τ̂`(zj , α) =
1
B
B∑
b=1
I{(zj , β̂`(zj)) ∈ B∗(b)(α)}.
(v) Find the root to the equation τ̂`(zj , α) = 1−α0, j = 1, . . . , N , and denote them as {α̂`(zj , α0)}Nj=1.
The root can be found using grid method by repeating the last two steps with respect to different
values of α.
(vi) Take the minimum of {α̂`(zj , α0)}Nj=1 and denote it as α̂` ≡ α̂`(α0).
Step 4. Construct the final SCCs: B(α̂`) = {(z, y) : z ∈ Ω, β̂`(z) − σ̂n,``(z)Z1−α̂`/2 ≤ y ≤ β̂`(z) +
σ̂n,``(z)Z1−α̂`/2}.
3.5 Implementation
The proposed procedure can be easily implemented using our R package “FDAimage” (Yu et al., 2019),
in which the bivariate spline basis are generated via the R package “BPST” (Wang et al., 2019). When the
response imaging seems to be a realization from some smooth function, we suggest using smooth parameter
r = 1, and degree d ≥ 5, which achieves full estimation power asymptotically (Lai and Schumaker, 2007).
In contrast, if there are sharp edges on the images, we suggest considering PCST presented in Section 3.5.2.
Selecting suitable values of smoothing parameters is important to good model fitting. To select ρn,`, ` =
0, . . . , p, we usedK-fold cross validation (CV). The individuals are randomly partitioned intoK groups, and
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one groups is retained as test set and the remainingK−1 groups are used as training set. The cross-validation
process is then repeated K times (the folds), with each of the K groups used exactly once as the valida-
tion data. Then the K-fold CV score is CV(ρn,0, . . . , ρn,p) = K−1
∑K
k=1(|Vk|N)−1
∑
i∈Vk
∑N
j=1{Yij −
X̃>i β̂−k(zj)}2, where Vk is the kth testing set for k = 1, . . . ,K and β̂−k is the corresponding estimator
after removing the kth testing set. We have used K = 5 in the numerical examples below.
To determine an optimal triangulation, the criterion usually considers the shape, size or number of
triangles. In terms of shape, a “good” triangulation usually refers to those with well-shaped triangles without
small angles or/and obtuse angles. Therefore, for a given number of triangles, Lai and Schumaker (2007)
and Lindgren et al. (2011) recommended selecting the triangulation according to “max-min” criterion, which
maximizes the minimum angle of all the angles of the triangles in the triangulation. With respect to the
number of triangles, our numerical studies show that a lower limit of the number of triangles is necessary
to capture the features of the images, but once this minimum number has been reached, further refining
the triangulation usually has little effect on the fitting process. In practice, when using higher order BPST
smoothing, we suggest taking the number of triangles as: Hn = min{bc1n1/(2d+2)N1/2c, N/10}, where c1
is a tuning parameter and we find that c1 ∈ [0.3, 2.0] works very well in our numerical studies, while using
PCST, we suggest taking the number of triangles as: Hn = min{bc2n−1/4Nc, N/2} with c2 ∈ [0.3, 2.0].
Once Hn is chosen, one can build the triangulation using typical triangulation construction methods such as
Delaunay Triangulation and Distmesh (Persson and Strang, 2004).
3.5.1 Asymptotic Properties of the BPST Estimators
This section studies the asymptotics for the proposed estimators. Given random variables Un for
n ≥ 1, we write Un = OP (bn) if limc→∞ lim supn P (|Un| ≥ cbn) = 0. Similarly, we write Un =
oP (bn) if limn P (|Un| ≥ cbn) = 0, for any constant c > 0. Next, to facilitate discussion, we intro-
duce some notation of norms. For any function g over the closure of domain Ω, denote ‖g‖2L2(Ω) =∫
Ω g
2(z)dz the regular L2 norm of g, and ‖g‖∞,Ω = supz∈Ω |g(z)| the supremum norm of g. Let
|g|υ,∞,Ω = maxi+j=υ ‖∇iz1∇
j
z2g‖∞,Ω be the maximum norms of all the υth order derivatives of g over
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Ω. Let Wd,∞(Ω) = {g : |g|k,∞,Ω <∞, 0 ≤ k ≤ d} be the standard Sobolev space. Next, we introduce
some technical conditions.
(A1) For any ` = 0, . . . , p, βo` (·) ∈ Wd+1,∞(Ω) for an integer d ≥ 1.
(A2) For any i = 1, . . . , n, j = 1, . . . , N , εij’s are independent with mean 0, variance 1, and for any k ≥ 1,
ξik’s are uncorrelated random variables with mean 0 and variance 1.
(A3) For any ` = 0, 1, . . . , p, there exists a positive constant C` such that E|X`|8 ≤ C`. The eigenvalues
of ΣX = E(XX>) are bounded away from 0 and infinity.
(A4) The function σ(z) ∈ C(1)(Ω) with 0 < cσ ≤ σ(z) ≤ Cσ ≤ ∞, for any z ∈ Ω; for any k,
ψk(z) ∈ C(1)(Ω) and 0 < cG ≤ Gη(z, z) ≤ CG ≤ ∞, for any z ∈ Ω.
(A5) Let |4| = min0≤`≤p |4`|, and |4| = max0≤`≤p |4`|. Triangulations satisify lim supn(|4|/|4|) <
∞. The triangulations are π-quasi-uniform, that is, there exists a positive constant π such that
max0≤`≤p{(minT∈4` %T )−1|4`|} ≤ π.
(A6) As N →∞, n→∞, for some 0 < κ < 1, N−1n1/(d+1)+κ → 0, n1/2|4|d+1 → 0, N1/2|4| → ∞,
and the smoothing parameters satisfy that n−1/2N−1|4|−3ρn → 0, where ρn = max0≤`≤p ρn,`.
The above assumptions are mild conditions that can be satisfied in many practical situations. Assumption
(A1) describes the requirement on the coefficient functions as usually used in the literature of nonparametric
estimation. Assumption (A1) can be relaxed to Assumption (A1′) in Section 3.5.2 which only requires
βo` (·) ∈ C(0)(Ω) when dealing with the imaging data with sharp edges; see Section 3.5.2. Assumptions
(A1) and (A2) are similar as Assumptions (A1) and (A2) in Gu et al. (2014) and Assumptions (A1)–(A3)
in Huang et al. (2004). Assumption (A3) is analog to Assumption (A5) in Gu et al. (2014), ensuring that
the Xi`’s are not multicollinear. Assumption (A5) requires that the 4`’s the of similar sizes, and it also
suggests the use of more uniform triangulations with smaller shape parameters. Assumption (A6) implies
that the number of pixels for each image N diverges to infinity, and the sample size n grows as N → ∞, a
well-developed asymptotic scenario for dense functional data (Li and Hsing, 2010). Assumption (A6) also
describes the requirement of the growth rate of the dimension of the spline spaces relative to the sample size
and the image resolution. This assumption is easily satisfied since images measured using new technology
are usually of much higher resolution than the previous generation.
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The following theorem provides the L2 convergence rate of β̂`(·), ` = 0, 1, . . . , p. Its detailed proofs
are given in Section 3.10.
Theorem 3.2. Suppose Assumptions (A1)–(A5) hold, N1/2|4| → ∞ as N → ∞, then for any ` =
0, 1, . . . , p, the BPST estimator β̂`(·) is consistent and satisfies that
‖β̂` − βo` ‖L2(Ω) = OP
{
ρn
nN |4|3
‖βo‖2,∞ +
(
1 +
ρn
nN |4|5
)
|4|d+1‖βo‖d+1,∞ + n−1/2
}
.
Theorem 3.3 below states the asymptotic normality of the β̂` at any given point z ∈ Ω, ` = 0, 1, . . . , p.
See Section 3.10 for detailed proofs. Denote
Ξn(z) = B̃(z)>E
Γ−1n,ρ 1n2N2
n∑
i=1
N∑
j,j′=1
UijU
>
ij′Gη(zj , zj′)Γ
−1
n,ρ
 B̃(z), (3.10)
where Uij and Γn,ρ are given in (3.4) and (3.30) in Appendix 1, respectively, B̃(z) = diag{B̃0(z), · · · , B̃p(z)},
and for ` = 0, . . . , p, B̃`(z) = Q>2,`B`(z).
Theorem 3.3. Suppose Assumptions (A1)–(A6) hold. If for any ` = 0, 1, . . . , p, |Xi`| ≤ C` < ∞, as
N →∞, n→∞,
Ξ−1/2n (z){β̂(z)− βo(z)}
L−→ N
(
0, I(p+1)×(p+1)
)
,
where Ξn(z) is given in (3.10). Furthermore, there exist positive constants cV < CV < +∞ such that
cV n
−1
(
1 + ρn
nN |4|4
)−2
≤ Var{β̂`(z)} ≤ CV n−1, for any ` = 0, 1, . . . , p.
3.5.2 Piecewise Constant Spline over Triangulation Smoothing
Many imaging data can usually be regarded as a noisy version of piecewise-smooth function of z ∈ Ω
with sharp edges, which often reflect the functional or structural changes. The penalized bivariate spline
smoothing method introduced in Section 3.3.2 assumes some degrees of smoothness over the entire image.
To relax this assumption, and preserve the features of sharp edges, we make the following less stringent
assumption on the smoothness of the coefficient functions:
(A1′) For any ` = 0, . . . , p, the bivariate function βo` (·) ∈ C(0)(Ω).
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For the estimation, we consider the piecewise constant spline over triangulation (PCST) method in this
section. For any ` = 1, . . . , p, denote by PC(4`) the space of piecewise constant functions over each Tm,
m ∈M`. The bivariate spline basis functions of PC(4`) are denoted as {B`m(z)}m∈M` , which are simply
indicator functions over triangle Tm, B`m(z) = I(z ∈ Tm), m ∈ M`. Assumption (A1′) controls the bias
of the piecewise constant spline estimator for βo` and leads to the estimation consistency.
When using the constant bivariate spline basis functions, one has E(s) = 0 for all s ∈ PC(4), and
for any z ∈ Ω, B`(z)B`(z)> = diag{B2`m(z),m ∈ M`}. Then γ̂m = (γ̂0m, γ̂1m, . . . , γ̂pm)> =
V̂−1m
{
(nN)−1
∑n
i=1
∑N
j=1B`m(zj)Xi`Yij
}p
`=0
, where
V̂m =
1
nN
N∑
j=1
B2`m(zj)
n∑
i=1
X̃iX̃
>
i =
 1nN
n∑
i=1
N∑
j=1
B2`m(zj)Xi`Xi`′

p
`,`′=0
. (3.11)
By simple linear algebra, for any ` = 0, . . . , p, the PCST estimator
β̂c` (z) =
∑
m∈M`
γ̂`mB`m(z). (3.12)
For any z ∈ Ω, define the index of the triangle containing z as m(z), i.e., m(z) = m, if z ∈ Tm. Then
β̂`(z) = γ̂`m(z), and β̂
c
(z) = (β̂c0(z), . . . , β̂
c
p(z))
> = (γ̂0m(z), . . . , γ̂pm(z))
> = γ̂m(z). For any z ∈ Ω,
denote
Σn(z) = n
−1Σ−1X Gη (z, z) . (3.13)
Theorem 3.4 below shows the asymptotic normality of the piecewise constant estimators β̂(z). See
Section 3.10 for detailed proofs. To obtain the asymptotic variance-covariance function, we also need the
following assumption:
(C1) The variables ξik’s and εij’s are independent and satisfy that E |ξik|4+δ1 < +∞ for some δ1 > 0, and
E |εij |4+δ2 <∞ for some δ2 > 0.
Theorem 3.4. Under Assumptions (A1′), (A2)–(A5), and (C1), asN →∞, n→∞, if for some 0 < κ < 1,
N−1n1+κ → 0, N−1/2  |4| ≤ |4|  n1/4N−1/2, and ‖
∑∞
k=1 λ
1/2
k ψk‖∞ <∞, then for any z ∈ Ω,
Σ−1/2n (z){β̂
c
(z)− βo(z)} L−→ N
(
0, I(p+1)×(p+1)
)
,
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where Σn(z) is (3.13); for anyα ∈ (0, 1), asN →∞, n→∞, pr
{
(σcn,``)
−1(z)
∣∣∣β̂`(z)− βo` (z)∣∣∣ ≤ Z1−α/2}
→ 1 − α, where σcn,``(z) is the square root of the (`, `)th entry of the matrix Σn(z), and Z1−α/2 is the
100 (1− α/2)th percentile of the standard normal distribution.
3.6 Simulation Studies
In this section, we conduct two Monte Carlo simulation studies using our R package “FDAimage” (Yu
et al., 2019) to examine the finite sample performance of the proposed methodology. The triangulations
used below can be found from the dataset in the “FDAimage” package. To illustrate the performance of
our estimation method, we compare the proposed spline method with the Kernel method proposed by Zhu
et al. (2014) (Kernel), and the tensor regression method in Li and Zhang (2017) (Tensor). To implement
the Kernel method, we use R Package SVCM, which is publicly available at https://github.com/
BIG-S2/SVCM, and for Tensor method, the accompanying matlab code at https://ani.stat.fsu.
edu/˜henry/TensorEnvelopes_html.html is used. We compare the proposed method with the
tensor regression approach in Li and Zhang (2017) and the three-stage FDA approach in Zhu et al. (2014).
3.6.1 Example 1
To illustrate the advantage of the proposed method over complex domain, we study the horseshoe domain
in Sangalli et al. (2013). The response images are generated from the following model: Yij = βo0(zj) +
Xiβ
o
1(zj) + ηi(zj) + σεij , i = 1, . . . , n, j = 1, . . . , N , and zj ∈ Ω. To understand the advantages and
disadvantages of different methods, we consider two types of coefficient functions in the above image-on-
scalar regression model: (I) functions with jumps; and (II) smooth functions. The true coefficient functions
are demonstrated in Figure 3.3.
For each image, we set the resolution as 100 × 50 (pixels). The true signal falls only within the horse-
shoe domain (3182 pixels), while outside the domain, there are pure noises. We generate scalar covariate
Xi ∼ N (0, 1) and then truncate it by [−3,+3]. We set ηi(z) =
∑2
k=1 λ
1/2
k ξikψk(z), where (λ1, λ2) =
(0.1, 0.02) or (0.2, 0.05), ξi1 and ξi2 ∼ N(0, 1), ψ1(z) = c1 sin(2πz1) and ψ2(z) = c2 cos(2πz2). Let
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Figure 3.3 The true coefficient functions in the Simulation Example 1.
c1 = 0.56, c2 = 0.61, so that ψ1 and ψ2 are orthonormal functions on Ω. The measurement error εij is
independently generated from N(0, 1) and σ = 1.0, 2.0.
To fit the model, we consider the BPST and PCST methods presented in Section 3.3. To obtain the
BPST estimators, we set d = 5 and r = 0 when generating the bivariate spline basis functions. Figure 3.5
in Section 3.11 illustrates the triangulations used for the BPST and PCST. The triangulation used for BPST
(41) contains 90 triangles (73 vertices), and the triangulation used for PCST (42) contains 346 triangles
(226 vertices).
We quantify the estimation accuracy of the coefficient functions using the mean squared error (MSE).
Table 3.1 provides the average MSE (across 500 Monte Carlo experiments) for two types of coefficient
functions. To save the space, we only present results for σ = 2.0 here, and the results for σ = 1.0 are
presented in Table 3.5 in Section 3.11. As expected, the estimation accuracy for all the methods improves
as the sample size increases or noise level decreases. In both scenarios, the BPST and PCST outperform
the other two competitors, reflecting the advantage of our method over a complex domain. When the true
coefficient functions are smooth, BPST provides the best estimation, followed by PCST. On the other hand,
when the true coefficient function contains jumps, PCST provides a better result. For Tensor regression,
the estimator of βo1(·) is much more accurate than the estimator of βo0(·) due to the design of the coefficient
function. Based on Figure 3.3, one sees that, in contrast to the intercept function of βo0(·), the true slope
function of βo1(·) is still smooth across the complex boundary. Moreover, even when the coefficient function
is smooth across the boundary, the estimation accuracy is also affected by the domain of the true signal.
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Table 3.1 Estimation errors of the coefficient estimators, σ = 2.0.
Function
n Method
λ1 = 0.03, λ2 = 0.006 λ1 = 0.2, λ2 = 0.05
Type β0 β1 β0 β1
Jump
50
BPST 0.0139 0.0182 0.0145 0.0189
PCST 0.0088 0.0090 0.0094 0.0097
Kernel 0.0801 0.0819 0.0807 0.0826
Tensor 0.0799 0.0248 0.0799 0.0254
100
BPST 0.0090 0.0118 0.0093 0.0122
PCST 0.0044 0.0044 0.0047 0.0047
Kernel 0.0400 0.0405 0.0403 0.0409
Tensor 0.0395 0.0166 0.0399 0.0171
Smooth
50
BPST 0.0026 0.0032 0.0032 0.0041
PCST 0.0088 0.0090 0.0119 0.0139
Kernel 0.0801 0.0819 0.0807 0.0826
Tensor 0.0799 0.0256 0.0806 0.0271
100
BPST 0.0016 0.0019 0.0019 0.0022
PCST 0.0070 0.0086 0.0073 0.0090
Kernel 0.0400 0.0405 0.0403 0.0409
Tensor 0.0399 0.0168 0.0402 0.0179
The performance of the Kernel method is not affected by the design of the coefficient functions, instead, it
heavily depends on the noise level due to the three-stage structure.
3.6.2 Example 2
In this example, we consider the domain of the 5th and the 35th slices of the brain images illustrated
in Section 3.7 as the domain Ω to simulate data. We generate response images based on a set of smooth
coefficient functions from the following model: Yij =
∑2
`=0Xi`β
o
` (zj) + ηi(zj) + σεij , i = 1, . . . , n, j =
1, . . . , N , and zj ∈ Ω, where βo0(z) = 5{(z1−0.5)2 +(z2−0.5)2}, βo1(z) = −1.5z31 +1.5z32 , and βo2(z) =
2− 2 exp[−8{(z1 − 0.5)2 + (z2 − 0.5)2}], and the true coefficient images are shown in the first column of
Figures 3.9 and 3.10 in Section 3.11 for the 5th and 35th slices, respectively. For each image, we simulate
the data at all 79 × 95 pixels. To mimic the real brain images, the true signals are only generated on the
pixels/voxels (3476 or 5203 pixels in total) within the brain domain, while outside the boundary of the brain,
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the image only contains noises. We set Xi0 = 1 and generate X̃i = (Xi1, Xi2)> ∼ N (0,Σ) with Σ =(
1.0 0.5
0.5 1.0
)
, and the Xi`’s truncated by [−3,+3]. For the error terms, we set ηi(z) =
∑2
k=1 λ
1/2
k ξikψk(z),
where ξi1 and ξi2 ∼ N(0, 1), ψ1(z) = 1.488{sin(πz1) − 1.5}, ψ2(z) = 1.939 cos(2πz2), (λ1, λ2) =
(0.1, 0.02) or (0.2, 0.05). The measurement error εij is independently generated from N(0, 1) and σ =
0.5, 1.0. For the sake of space, we only demonstrate the results based on the domain of the 5th slice for
σ = 1.0 in the main article. The results based on σ = 0.5 and the results based on the domain of the 35th
slice are shown in Section 3.11.
Since the functions in this example are smooth, for the bivariate spline approach, we only consider the
BPST method. To further study the effect of different triangulations, we consider 43 and 44; see Figure
3.8 in Section 3.11. Similar to Section 3.6.1, we summarize the MSE for different coefficient functions
based on 500 Monte Carlo experiments in Table 3.2. Columns 2–5 in Figure 3.9 in Section 3.11 display the
image of estimated coefficient functions using the Kernel, Tensor and BPST methods, respectively. Based
on Table 3.2 and Figure 3.9 in Section 3.11, one sees that the estimation accuracy for all methods improves
as the sample size increases or the noise level decreases. In all the settings, the BPST method has the
smallest MSE compared with the Kernel and Tensor methods, reflecting the advantage of our method in
estimating the coefficient functions and hence the regression function. Since both the Tensor and Kernel
methods are designed for a rectangle domain, the estimation accuracy can be affected by the noises outside
the domain. One also observes that the MSE is invariable across two triangulations, which shows that 43
might be sufficient to capture the feature in the dataset. It also implies that, when this minimum number of
triangles is reached, further refining the triangulation will have little effect on the fitting process, but makes
the computational burden unnecessarily heavy.
Finally, we illustrate the finite sample performance of the proposed SCCs for the coefficient functions
described in Section 3.4. In particular, we report empirical coverage probabilities of nominal 95% SCCs
using triangulation43. We evaluate the coverage of the proposed SCCs over all pixels on the interior of Ω
and test whether the true functions are entirely covered by the SCCs at these pixels. Table 3.3 summarizes
the empirical coverage rate (ECR) among 500 Monte Carlo experiments of the 95% SCCs and the average
width of the SCCs. The results clearly show the ECRs of SCCs are well approximated to 95%. In particular,
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Table 3.2 Estimation errors of the coefficient function estimators, σ = 1.0.
n Method
λ1 = 0.1, λ2 = 0.02 λ1 = 0.2, λ2 = 0.05
β0 β1 β2 β0 β3 β2
50
BPST(43) 0.003 0.005 0.005 0.007 0.011 0.010
BPST(44) 0.003 0.005 0.005 0.007 0.010 0.009
Kernel 0.023 0.032 0.032 0.026 0.037 0.037
Tensor 0.023 0.013 0.019 0.026 0.017 0.024
100
BPST(43) 0.002 0.002 0.002 0.003 0.005 0.005
BPST(44) 0.002 0.002 0.002 0.003 0.004 0.004
Kernel 0.011 0.015 0.015 0.013 0.018 0.018
Tensor 0.011 0.007 0.011 0.013 0.009 0.013
Table 3.3 The coverage rate of the 95% SCCs for the coefficient functions.
n λ σ
Coverage Width
β0 β1 β2 β0 β1 β2
50
(0.1,0.02)
0.5 0.976 0.928 0.938 0.332 0.362 0.377
1.0 0.976 0.940 0.952 0.358 0.392 0.413
(0.2,0.05)
0.5 0.962 0.918 0.932 0.445 0.497 0.513
1.0 0.970 0.930 0.940 0.478 0.527 0.544
100
(0.1,0.02)
0.5 0.970 0.956 0.956 0.234 0.250 0.267
1.0 0.978 0.968 0.978 0.262 0.285 0.297
(0.2,0.05)
0.5 0.956 0.958 0.936 0.313 0.348 0.357
1.0 0.966 0.964 0.954 0.344 0.378 0.389
when the sample size increases, the ECRs are more approximate to 95%. Table 3.3 also reveals that the
SCCs tend to be narrower when the sample size becomes larger or the noise level gets smaller.
3.7 ADNI Data Analysis
To illustrate the proposed method, we consider the spatially normalized FDG (fludeoxyglucose) PET
data of Alzheimer’s Disease Neuroimaging Initiative (ADNI). As pointed out in Marcus et al. (2014), FDG-
PET image has been proven to be a promising modality for detecting functional brain changes in Alzheimer’s
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Disease (AD). The data can be obtained from the ADNI database at http://adni.loni.usc.edu/.
In the database, there are spatially normalized PET images of 447 subjects. Among those 447 subjects,
112 have normal cognitive functions which are considered to be the control group, 213 are diagnosed as
mild cognitive impairment (MCI) and 122 are diagnosed as AD. Table 3.9 in Section 3.11 summarizes the
distribution of patients by diagnosis status and sex.
In this study, we examine several patient-level features including (i) demographical features such as age
(Age) and sex (Sex); (ii) dummy variable of the abnormal diagnosis status named as “MA” (1 = either “AD”
or “MCI”, 0, otherwise); (iii) dummy variable of AD (1 = “AD”, 0, otherwise); and (iv) dummy variables
of APOE genotype which has already been discovered as the strongest genetic risk factor for “AD” from
previous study; see Corder et al. (1993). We code APOE1 as a dummy variable for subjects with one epsilon
4 allele, and APOE2 as subjects who have two alleles.
Noting that the PET images are 3D, we select the 5th, 8th, 15th, 35th, 55th, 62nd, and 65th horizontal
slices (bottom to up) of the brain from a total of 68 slices to illustrate our method. Each slice of the
image contains 79×95 pixels, but the domain of brain for different slices are quite different. Specifically,
the domain boundary for the bottom slices and upper slices are much more complex than the slices in
the middle, more examples can be found in Figure 3.11 in Section 3.11. For each slice, we consider the
following image-on-scalar regression:
Yi(zj) =β0(zj) + β1(zj)MAi + β2(zj)ADi + β3(zj)Agei + β4(zj)Sexi
+ β5(zj)APOE1i + β6(zj)APOE2i + ηi(zj) + σ(zj)εi(zj), i = 1, . . . , n.
We fit the above model using the BPST method for each slice; see Figure 3.11 in Section 3.11 for the
set of triangulations used for the BPST method. The image maps in Figures 3.4, 3.12 and 3.13 in Section
3.11 present the estimated coefficient functions using the BPST (d = 5, r = 1) method. To evaluate the
predictive performance, Table 3.4 reports the 10-fold cross-validation (10-fold CV; part of images are left
out as training sets) MSPE results for the BPST method, Kernel method in Zhu et al. (2014) and the tensor
regression method in Li and Zhang (2017). Based on the table, one can see that the MSPEs of the BPST
method are uniformly smaller than that of the Kernel method and the tensor regression method.
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Figure 3.4 The BPST estimate and significance map of the coefficient functions for the 5th slice
of the PET images. The yellow and blue color in the significance map indicates the
regions that zero is below the lower SCC or above the upper SCC, respectively.
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Table 3.4 10-fold CV results for the ADNI dataset. (×10−2)
Method Slice 5 Slice 8 Slice 15 Slice 35 Slice 55 Slice 62 Slice 65
BPST 1.4508 1.4809 1.5013 1.5633 2.0693 2.3020 2.6239
Kernel 1.4533 1.4828 1.5021 1.5638 2.0715 2.3060 2.6303
Tensor 1.5010 1.5260 1.5400 1.5900 2.1000 2.3340 2.6400
Next, we construct the 95% SCCs to check if the covariates are significant. The yellow and blue color
on the “significance” map in Figure 3.4 indicate the regions that zero is below the lower SCC or above
the upper SCC, respectively. From these estimated coefficient functions and 95% SCCs, one can assess
the impact of covariates on the response images. Taking the 5th slice as an example, the main impact of
“AD” on PET images is an increase of activity in the cerebellum compared with the normal individual. The
cerebellum obtains information from the sensory systems, the spinal cord, and other parts of the brain and
then regulates motor movements, resulting in smooth and balanced muscular activities. The significance
map of “Age” shows also an increase of activity in the cerebellum, and the “Sex” has a different impact on
brain images between the female and male. The significance maps of the covariates for all other slices of
PET image are shown in the Figures 3.14 – 3.15 in Section 3.11. From these figures, one sees that the effect
of the covariates on the brain activity level varies from one slice to another slice depending on the location
of slice, and a more detailed description is given in Section 3.11.
3.8 Conclusion
This article studies a class of image-on-scalar regression models to efficiently explore the spatial nonsta-
tionarity of a regression relationship between imaging responses and scalar predictors allowing regression
coefficients to change with pixels. We have proposed an efficient estimation procedure to carry out statistical
inference. We have developed a fast and accurate method for estimating the coefficient images, while con-
sistently estimating their standard deviation images. Our method provides coefficient maps and significance
maps that highlight and visualize the association of brain region and the potential risk factors adjusted for
the other patient-level features and permits inference. In addition, it allows an easy implementation of piece-
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wise polynomial representations of various degrees and various smoothness over an arbitrary triangulation,
so it can handle irregular shaped 2D objects of different visual qualities. This provides enormous flexibility,
accommodating various types of nonstationarity that are commonly encountered in imaging data analysis.
Our methodology is extendable to 3D images to fully realize its potential usefulness in biomedical imaging.
Instead of using bivariate spline over triangulation, trivariate splines over tetrahedral partitions introduced in
Lai and Schumaker (2007) could be well suited, and they have many properties in common with the bivariate
splines over triangulation. However, it is a non-trivial task because computing is much more challenging for
high-resolution 3D images compared to the 2D ones, which warrants further investigations.
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3.10 Appendix A. Theoretical Results with Details
In the following, we use c, C, c1, c2, C1, C2, etc. as generic constants, which may be different even
in the same line. For any sequence an and bn, we write an  bn if there exist two positive constants
c1, c2 such that c1|an| ≤ |bn| ≤ c2|an|, for all n ≥ 1. For a real valued vector a, denote ‖a‖ its Eu-
clidean norm. For a matrix A = (aij), denote ‖A‖∞ = maxi,j |aij |. For any positive definite matrix
A, let λmin(A) and λmax(A) be the smallest and largest eigenvalues of A. For a vector valued function
g = (g0, . . . , gp)
>, denote ‖g‖L2(Ω) = {
∑p
`=0 ‖g`‖
2
L2(Ω)
}1/2 and ‖g‖∞,Ω = max0≤`≤p ‖g`‖∞,Ω, where
‖g`‖L2,Ω and ‖g`‖∞,Ω are the L2 norm and supremum norm of g` defined at the beginning of Section 3.5.1.
Further denote ‖g‖υ,∞,Ω = max0≤`≤p |g`|υ,∞,Ω, where |g`|υ,∞,Ω = maxi+j=υ ‖∇iz1∇
j
z2g`(z)‖∞,Ω. For
notation simplicity, we drop the subscript Ω in the rest of the paper. For g(1)(z) = (g(1)0 (z), . . . , g
(1)
p (z))>
and g(2)(z) = (g(2)0 (z), . . . , g
(2)
p (z))>, define the empirical inner product as
〈g(1), g(2)〉n,N =
1
nN
p∑
`,`′=0
n∑
i=1
N∑
j=1
Xi`Xi`′g
(1)
` (zj)g
(2)
`′ (zj), (3.14)
and the theoretical inner product as
〈g(1), g(2)〉 =
p∑
`,`′=0
E(X`X`′)
∫
Ω
g
(1)
` (z)g
(2)
`′ (z)dz, (3.15)
and denote the corresponding empirical and theoretical norms ‖ · ‖n,N and ‖ · ‖.
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Furthermore, let ‖·‖E be the norm introduced by the inner product 〈·, ·〉E , where, for g(1)(z) and g(2)(z),
〈
g(1), g(2)
〉
E
=
p∑
`,`′=0
∫
Ω
 ∑
i+j=2
(
2
i
)
(∇iz1∇
j
z2g
(1)
` )
2

1
2
 ∑
i+j=2
(
2
i
)
(∇iz1∇
j
z2g
(2)
`′ )
2

1
2
dz1dz2.
Let A(Ω) be the area of the domain Ω, and without loss of generality, we assume A(Ω) = 1 in the rest
of the article. Note that the triangulation for different coefficient function can be different from each other.
For notational convenience in the proof below, we consider a common triangulation for all the explanatory
variables: B0(z) = B1(z) = · · · = Bp(z) = B(z), and β`(zj) = B>(zj)γ`.
3.10.1 Properties of Bivariate Splines
We cite two important results from Lai and Schumaker (2007).
Lemma 3.1 (Theorem 2.7, Lai and Schumaker (2007)). Let {Bm}m∈M be the Bernstein polynomial basis
for spline space Srd(4) defined over a π-quasi-uniform triangulation 4. Then there exist positive con-
stants c, C depending on the smoothness r, d, and the shape parameter π such that c|4|2
∑
m∈M γ
2
m ≤∥∥∑
m∈M γmBm
∥∥2
L2
≤ C|4|2
∑
m∈M γ
2
m.
Lemma 3.2 (Theorems 10.2 and 10.10, Lai and Schumaker (2007)). Suppose that |4| is a π-quasi-uniform
triangulation of a polygonal domian Ω, and g(·) ∈ Wd+1,∞(Ω).
(i) For bi-integer (a1, a2) with 0 ≤ a1 + a2 ≤ d, there exists a spline g∗(·) ∈ S0d(4) such that
‖∇a1z1∇
a2
z2 (g − g
∗) ‖∞ ≤ C|4|d+1−a1−a2 |g|d+1,∞, where C is a constant depending on d, and the
shape parameter π.
(ii) For bi-integer (a1, a2) with 0 ≤ a1 + a2 ≤ d, there exists a spline g∗∗(·) ∈ Srd(4) (d ≥ 3r + 2)
such that ‖∇a1z1∇
a2
z2 (g − g
∗∗) ‖∞ ≤ C|4|d+1−a1−a2 |g|d+1,∞, where C is a constant depending on d,
r, and the shape parameter π.
Lemma 3.2 shows that S0d(4) has full approximation power, and Srd(4) also has full approximation
power if d ≥ 3r + 2. For any g(·) in Sobolev space C(0)(Ω), there exists a spline g∗(·) ∈ PC(4) such that
‖g − g∗‖∞ ≤ C|4|‖g‖∞.
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Lemma 3.3. Let g(z) = (g0(z), . . . , gp(z))>, where g`(z) =
∑
m∈M γ`mBm(z). Then, under Assump-
tions (A3) and (A5), ‖g‖ 
∑p
`=0 ‖g`‖L2 .
Proof. By (3.14), ‖g‖2 =
∑p
`,`′=0E(X`X`′)
∫
Ω g`(z)g`′(z)dz =
∫
Ω g
>(z)ΣXg(z)dz. According to
Assumptions (A3) and (A5), ‖g‖2 
∫
Ω g
>(z)g(z)dz 
∑p
`=0 ‖g`‖L2 .
Lemma 3.4. Under Assumptions (A4) and (A5), for any Bernstein basis polynomials Bm(z), m ∈ M, of
degree d ≥ 0, we have
max
m∈M
∣∣∣∣∣∣ 1N
N∑
j=1
Bkm(zj)−
∫
Ω
Bkm(z)dz
∣∣∣∣∣∣ = O
(
|4|N−1/2
)
, 1 ≤ k <∞, (3.16)
max
m,m′∈M
∣∣∣∣∣∣ 1N
N∑
j=1
Bm(zj)Bm′(zj)−
∫
Ω
Bm(z)Bm′(z)dz
∣∣∣∣∣∣ = O
(
|4|N−1/2
)
, (3.17)
max
m,m′∈M
∣∣∣∣∣∣ 1N2
N∑
j,j′=1
Gη(zj , zj′)Bm(zj)Bm′(zj′)−
∫
Ω2
Gη(z, z
′)Bm(z)Bm′(z
′)dzdz′
∣∣∣∣∣∣
= O
(
N−1/2|4|3
)
, (3.18)
max
m∈M
∣∣‖σBm‖2N,L2−‖σBm‖2L2∣∣ = maxm∈M
∣∣∣∣∣∣ 1N
N∑
j=1
B2m(zj)σ
2(zj)−
∫
Ω
σ2(z)B2m(z)dz
∣∣∣∣∣∣
= O
(
N−1/2|4|
)
. (3.19)
Proof. Note that there are d∗ = (d + 1)(d + 2)/2 Bernstein basis polynomials on each triangle and∫
ΩB
k
m(z)dz =
∫
Tdm/d∗e
Bkm(z)dz, for any k ≥ 1.
For piecewise constant basis functions, we have Bm(z) = I(z ∈ Tm), then∣∣∣∣∣∣ 1N
N∑
j=1
Bkm(zj)−
∫
Ω
Bkm(z)dz
∣∣∣∣∣∣ =
∣∣∣∣∣∣ 1N
N∑
j=1
I(zj ∈ Tm)−A(Tm)
∣∣∣∣∣∣ .
According to Assumption (A5),
max
m∈M
∣∣∣∣∣∣ 1N
N∑
j=1
Bkm(zj)−
∫
Ω
Bkm(z)dz
∣∣∣∣∣∣ ≤ CN−1/2|4|.
For any j = 1, . . . , N , let Vj be the jth pixel, and it is clear that∣∣∣∣∣∣ 1N
N∑
j=1
Bkm(zj)−
∫
Ω
Bkm(z)dz
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
N∑
j=1
∫
Vj
{Bkm(zj)−Bkm(z)}dz
∣∣∣∣∣∣+
∫
Ω\∪Vj
Bkm(z)dz.
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If d ≥ 1, by the properties of bivariate spline basis functions in Lai and Schumaker (2007),
∫
Ω\∪Vj B
k
m(z)dz =
O(N−1/2|4|), and∣∣∣∣∣∣
N∑
j=1
∫
Vj
{Bkm(zj)−Bkm(z)}dz
∣∣∣∣∣∣ ≤
∑
{j:zj∈Tdm/d∗e}
∫
Vj
|Bkm(zj)−Bkm(z)|dz
≤ C(N |4|2)×N−1 × (N−1/2|4|−1) ≤ CN−1/2|4|.
Thus, (3.16) holds. The proof of (3.17) is similar to the proof (3.16), thus omitted.
Next, for any m,m′ ∈M,
1
N2
N∑
j=1
N∑
j′=1
Gη(zj , zj′)Bm(zj)Bm′(zj′)−
∫
Ω2
Gη(z, z
′)Bm(z)Bm′(z
′)dzdz′
=
N∑
j=1
N∑
j′=1
∫
Vj×Vj′
{
Gη(zj , zj′)Bm(zj)Bm′(zj′)−Gη(z, z′)Bm(z)Bm′(z′)
}
dzdz′
+
∫
Ω2\∪j,j′Vj×Vj′
{
Gη(zj , zj′)Bm(zj)Bm′(zj′)−Gη(z, z′)Bm(z)Bm′(z′)
}
dzdz′.
As N →∞,∫
Ω2\∪j,j′Vj×Vj′
{
Gη(zj , zj′)Bm(zj)Bm′(zj′)−Gη(z, z′)Bm(z)Bm′(z′)
}
dzdz′ = O
(
|4|3√
N
)
.
Notice that∣∣∣∣∣∣
N∑
j=1
N∑
j′=1
∫
Vj×Vj′
{
Gη(zj , zj′)Bm(zj)Bm′(zj′)−Gη(z, z′)Bm(z)Bm′(z′)
}
dzdz′
∣∣∣∣∣∣
≤
∑
{(j,j′):zj∈Tdm/d∗e,zj′∈Tdm/d∗e}
∫
Vj×Vj′
ωjj′(GηKm, 2N
−1/2)dzdz′,
where Km(z, z′) = Bm(z)Bm(z′) and
ωjj′(g, %) = sup
(z1,z′1),(z2,z
′
2)∈Vj×Vj′ ,
‖z1−z2‖2+‖z′1−z′2‖2=%2
|g(z1, z′1)− g(z2, z′2)|
is the modulus of continuity of g on Vj × Vj′ . Therefore, by Assumption (A4), we have∣∣∣∣∣∣
N∑
j=1
N∑
j′=1
∫
Vj×Vj′
{
Gη(zj , zj′)Bm(zj)Bm′(zj′)−Gη(z, z′)Bm(z)Bm′(z′)
}
dzdz′
∣∣∣∣∣∣
≤ (N |4|2)2 ×N−2 × (N−1/2|4|−1) = O(N−1/2|4|3).
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Thus, the result in (3.18) follows. Finally, note that the difference between 1N
∑N
j=1B
2
m(zj)σ
2(zj) and∫
Ω σ
2(z)dz follows∣∣∣∣∣∣ 1N
N∑
j=1
B2m(zj)σ
2(zj)−
∫
Ω
σ2(z)dz
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
N∑
j=1
∫
Vj
{B2m(zj)σ2(zj)−B2m(z)σ2(z)}dz
∣∣∣∣∣∣
+
∫
Ω\∪Vj
|B2m(zj)σ2(zj)−B2m(z)σ2(z)|dz.
It is easy to see that
∫
Ω\∪Vj |B
2
m(zj)σ
2(zj) − B2m(z)σ2(z)|dz = O(N−1/2|4|). Denote ωj(g, %) =
supz,z′∈Vj ,‖z−z′‖=% |g(z)−g(z
′)| is the modulus of continuity of g on the jth pixel Vj , then by Assumption
(A4), we have∣∣∣∣∣∣
N∑
j=1
∫
Vj
{B2m(zj)σ2(zj)−B2m(z)σ2(z)}dz
∣∣∣∣∣∣ ≤
∑
{j:zj∈Tdm/d∗e}
∫
Vj
ωj(B
2
mσ
2, 2N−1/2)dz
≤ C(N |4|2)×N−1 × (N−1/2|4|−1) ≤ CN−1/2|4|.
We obtain (3.19).
Lemma 3.5. For any m ∈ M, 0 ≤ `, `′ ≤ p, let Φm,`,`′ = E(X`X`′)
∫
ΩB
2
m(z)dz. Suppose Assumptions
(A3) and (A5) hold, and N1/2|4| → ∞ as N →∞, then with probability 1, one has
max
m∈M
max
0≤`,`′≤p
∣∣∣∣∣∣ 1nN
n∑
i=1
N∑
j=1
B2m(zj)Xi`Xi`′ − Φm,`,`′
∣∣∣∣∣∣ = O
{
n−1/2|4|2(log n)1/2 +N−1/2|4|
}
.
Proof. Let ςi,m ≡ ςi,m,`,`′ = 1N
∑N
j=1B
2
m(zj)Xi`Xi`′ . If N
1/2|4| → ∞ as N → ∞, then by (3.16), we
can show thatE(ςi,m) = 1N
∑N
j=1B
2
m(zj)E(X`X`′)  |4|2, andE (ςi,m)
2 =
{
1
N
∑N
j=1B
2
m(zj)
}2
E (X`X`′)
2 
|4|4.
Next define a sequence Dn = nα with α ∈ (1/3, 1/2). We make use of the following truncated and
tail decomposition Xi``′ = Xi`Xi`′ = X
Dn
i``′,1 + X
Dn
i``′,2, where X
Dn
i``′,1 = Xi`Xi`′I {|E(Xi`Xi`′ | > Dn},
XDni``′,2 = Xi`Xi`′I {|Xi`Xi`′ | ≤ Dn}. Correspondingly the truncated and tail parts of ςi,m are ςi,m,v ≡
ςi,m,v,`,`′ =
1
N
∑N
j=1B
2
m(zj)X
Dn
i``′,v, v = 1, 2. According to Assumption (A3), for any `, `
′ = 0, . . . , p,
∞∑
n=1
P {|Xn`Xn`′ | > Dn} ≤
∞∑
n=1
E |Xn`Xn`′ |3
D3n
≤ Cb
∞∑
n=1
D−3n <∞.
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By Borel-Cantelli Lemma, we have 1N
∑N
j=1B
2
m(zj)X
Dn
i``′,1 = 0, almost surely. So for any k ≥ 1, supm,`,`′∣∣n−1∑ni=1 ςi,m,1∣∣ = Oa.s.(n−k). Since N1/2|4| → ∞ as N →∞,
|E(ςi,m,1)| = |E(XDni``′,1)|
 1N
N∑
j=1
B2m(zj)

≤ D−2n E |Xi`Xi`′ |
3
{∫
Ω
B2m(z)dz +O(N
−1/2|4|)
}
≤ CD−2n |4|2.
Next, we consider the truncated part ςi,m,2. Define ς∗i,m,2 = ςi,m,2 − E(ςi,m,2), then Eς∗i,m,2 = 0, and
E(ς∗i,m,2)
2 = E(ςi,m,2)
2 − (Eςi,m,2)2 =
 1N
N∑
j=1
B2m(zj)

2 {
E(XDni``′,2)
2 − (EXDni``′,2)
2
}
.
Note that E(XDni``′,1)
2 ≤ D−1n E |Xi`Xi`′ |
3 ≤ cD−1n , thus, E(X
Dn
i``′,2)
2 = E(Xi``′)
2 − E(XDni``′,1)
2 =
E(Xi``′)
2 − o(1). Therefore, there exists cς such that for large n, we have E(ς∗i,m,2)2 ≥ cςE(Xi``′)2 ×{
1
N
∑N
j=1B
2
m(zj)
}2
. Next for any k > 2,
E
∣∣ς∗i,m,2∣∣k = E |ςi,m,2 − E (ςi,m,2)|k ≤ 2k−1 (E |ςi,m,2|k + |E(ςi,m,2)|k)
= 2k−1
{
E
∣∣∣XDni``′,2∣∣∣k +O(1)}
 1N
N∑
j=1
B2m(zj)

k
,
then there exists Cς > 0 such that for any k > 2 and large n,
E
∣∣ς∗i,m,2∣∣k ≤ 2k−1 {Dk−2n E (Xi``′)2 +O(1)}
 1N
N∑
j=1
B2m(zj)

k
≤ 2kDk−2n E
(
ς∗i,m,2
)2 1N
N∑
j=1
B2m(zj)

k−2
≤
(
CςDn|4|2
)k−2
k!E
(
ς∗i,m,2
)2
,
which implies that
{
ς∗i,m,2
}n
i=1
satisfies Cramér’s condition with constant CςDn|4|2. Applying Bernstein’s
inequality to
∑n
i=1 ς
∗
i,m,2, for k > 2 and any large enough δ > 0,
P
{∣∣∣∣∣ 1n
n∑
i=1
ς∗i,m,2
∣∣∣∣∣ ≥ δn−1/2|4|2(log n)1/2
}
≤ 2 exp
{
− δ
2 log(n)
4 + 2CςDnδ(log n)1/2n−1/2
}
.
Assume that |4|−2  nτ for some 0 < τ <∞, we have
∞∑
n=1
P
 maxm∈M
0≤`,`′≤p
∣∣∣∣∣ 1n
n∑
i=1
ς∗i,m,2
∣∣∣∣∣ ≥ δn−1/2|4|2(log n)1/2
 ≤ 2
∞∑
n=1
∑
m∈M
∑
0≤`,`′≤p
n−2−τ <∞.
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Thus, supm,`,`′
∣∣∣n−1∑ni=1 ς∗i,m,2∣∣∣ = Oa.s. {n−1/2|4|2(log n)1/2} as n → ∞, by Borel-Cantelli Lemma.
Furthermore,
max
m,`,`′
∣∣∣∣∣n−1
n∑
i=1
ςi,m − Eςi,m
∣∣∣∣∣ ≤ maxm,`,`′
∣∣∣∣∣n−1
n∑
i=1
ςi,m,1
∣∣∣∣∣+ maxm,`,`′
∣∣∣∣∣n−1
n∑
i=1
ς∗i,m,2
∣∣∣∣∣+ maxm,`,`′ |Eςi,m,1|
= Oa.s.(n
−k) +Oa.s.
{
n−1/2|4|2(log n)1/2
}
+O
(
D−2n |4|2
)
= Oa.s.
{
n−1/2|4|2(log n)1/2
}
.
Finally, we notice that
max
m∈M
0≤`,`′≤p
∣∣∣∣∣∣ 1nN
n∑
i=1
N∑
j=1
B2m(zj)Xi`Xi`′ − Φm,`,`′
∣∣∣∣∣∣
= max
m∈M
0≤`,`′≤p
∣∣∣∣∣n−1
n∑
i=1
ςi,m − Eςi,m
∣∣∣∣∣+ |EXi`Xi`′ | maxm∈M
∣∣∣∣∣∣ 1N
N∑
j=1
B2m(zj)−
∫
Ω
B2m(z)dz
∣∣∣∣∣∣
=Oa.s.
{
n−1/2|4|2(log n)1/2
}
+O(N−1/2|4|).
We obtain the desired result.
The following lemma provide the uniform convergence rate at which the empirical inner product in
(3.14) approximates the theoretical inner product in (3.15).
Lemma 3.6. Let g(1)` (z) =
∑
m∈M c
(1)
`mBm(z), g
(2)
` (z) =
∑
m∈M c
(2)
`mBm(z) be any spline functions in
Srd(4). Denote g(z) = (g0(z), . . . , gp(z))> with g` ∈ Srd(4), ` = 0, . . . , p. Suppose Assumptions (A3)
and (A5) hold, and N1/2|4| → ∞ as N →∞, then
Rn,N = sup
g(1),g(2)∈Srd(4)
∣∣∣∣∣
〈
g(1), g(2)
〉
n,N
−
〈
g(1), g(2)
〉∥∥g(1)∥∥∥∥g(2)∥∥
∣∣∣∣∣ = OP {n−1/2(log n)1/2 +N−1/2|4|−1}.
Proof. It is easy to see
〈g(1), g(2)〉n,N =
1
nN
n∑
i=1
N∑
j=1
{
p∑
`=0
∑
m∈M
c
(1)
`mXi`Bm(zj)
}{
p∑
`′=0
∑
m′∈M
c
(2)
`′m′Xi`′Bm′(zj)
}
=
∑
`,m
∑
`′,m′
c
(1)
`mc
(2)
`′m′
1
nN
n∑
i=1
N∑
j=1
Xi`Xi`′Bm(zj)Bm′(zj).
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Note that ‖g(r)‖2 =
∑
`,m
∑
`′,m′ c
(r)
`mc
(r)
`′m′E(X`X`′)
∫
ΩBm(z)Bm′(z)dz, r = 1, 2. It follows from As-
sumptions (A1), (A2), Lemmas 3.1 and 3.3 that,
cv|4|2
∑
`,m
{c(v)`m}
2 ≤ ‖g(v)‖2 ≤ Cv|4|2
∑
`,m
{c(v)`m}
2,
C1|4|2
∑
`,m
{c(1)`m}
2
∑
`′,m′
{c(2)`′m′}
2
1/2 ≤ ‖g(1)‖‖g(2)‖ ≤ C2|4|2
∑
`,m
{c(1)`m}
2
∑
`′,m′
{c(2)`′m′}
2
1/2 .
With the above preparation, we have
Rn,N ≤
∑
`,`′,|m−m′|≤(d+2)(d+1)/2 |c
(1)
`mc
(2)
`′m′ |
C1|4|2
[∑
`,m{c
(1)
`m}2
∑
`′,m′{c
(2)
`′m′}2
]1/2 (3.20)
× max
m,m′∈M
0≤`,`′≤p
∣∣∣∣∣∣ 1nN
n∑
i=1
N∑
j=1
Bm(zj)Bm′(zj)Xi`Xi`′ − E(X`X`′)
∫
Ω
Bm(z)Bm′(z)dz
∣∣∣∣∣∣
≤ C
|4|2
max
m,m′∈M
0≤`,`′≤p
∣∣∣∣∣∣ 1nN
n∑
i=1
N∑
j=1
Bm(zj)Bm′(zj)Xi`Xi`′ − E(X`X`′)
∫
Ω
Bm(z)Bm′(z)dz
∣∣∣∣∣∣ .
The desired result follows from (3.20) and Lemma 3.5.
As a direct result of Lemma 3.6, we can see that
sup
g∈Srd(4)
∣∣∣‖g‖2n,N/ ‖g‖2 − 1∣∣∣ = OP {n−1/2(log n)1/2 +N−1/2|4|−1}. (3.21)
3.10.2 Uniform Convergence of the Unpenalized Spline Estimators
In this section, we consider the unpenalized spline smoothing approach. The unpenalized bivariate
spline estimator of βo = (βo0 , . . . , β
o
p)
> is defined as
β̃ = (β̃0, . . . , β̃p)
> = arg min
β∈G(p+1)
n∑
i=1
N∑
j=1
{
Yi(zj)−
p∑
`=0
Xi`β`(zj)
}2
. (3.22)
Let
Γn,0 =
1
nN
n∑
i=1
N∑
j=1
(X̃iX̃
>
i )⊗ {B̃(zj)B̃>(zj)}. (3.23)
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Denote
θ̃µ = (θ̃
>
µ,0, . . . , θ̃
>
µ,p)
> = Γ−1n,0
1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}
X̃>i β
o(zj)
θ̃η = (θ̃
>
η,0, . . . , θ̃
>
η,p)
> = Γ−1n,0
1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}
ηi(zj),
θ̃ε = (θ̃
>
ε,0, . . . , θ̃
>
ε,p)
> = Γ−1n,0
1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}
σ(zj)εij .
Lemma 3.7. Under Assumptions (A3) and (A5), if N1/2|4| → ∞ as N → ∞, then there exist con-
stants 0 < cΓ < CΓ < ∞, such that with probability approaching 1, as N → ∞, n → ∞, cΓ|4|2 ≤
λmin(Γn,0) ≤ λmax(Γn,0) ≤ CΓ|4|2, where Γn,0 is in (3.23).
Proof. Note that for any vector θ = (θ>0 , · · · ,θ>p )> with γ` = (γ`m,m ∈M)>,
θ>Γn,0θ =
1
nN
γ>
n∑
i=1
N∑
j=1
(X̃iX̃
>
i )⊗ {B(zj)B>(zj)}γ = ‖gγ‖2n,N , (3.24)
where γ = Q2θ, and gγ = (gγ0 , . . . , gγp)
> with gγ` =
∑
m∈M γ`mBm. By (3.21), we have
c(1−Rn,N )|4|2‖γ‖2 ≤ (1−Rn,N )‖gγ‖2 ≤ ‖gγ‖2n,N = (1 +Rn,N )‖gγ‖2 ≤ C(1 +Rn,N )|4|2‖γ‖2,
in which we have used the stability conditions in Lemma 3.1.
Next, we consider the following decomposition β̃(z) = β̃µ(z) + η̃(z) + ε̃(z), where
β̃µ(z) = (β̃µ,0(z), . . . , β̃µ,p(z))
> = {I⊗ B̃(z)}>θ̃µ, (3.25)
η̃(z) = (η̃0(z), . . . , η̃p(z))
> = {I⊗ B̃(z)}>θ̃η, (3.26)
ε̃(z) = (ε̃0(z), . . . , ε̃p(z))
> = {I⊗ B̃(z)}>θ̃ε. (3.27)
Lemma 3.8. Under Assumptions (A2)–(A5) and (C1), if N1/2|4| → ∞ as N →∞, ‖
∑∞
k=1 λ
1/2
k ψk‖∞ <
∞ and n1/(4+δ2)  n1/2N−1/2|4|−1 for some δ2, then for η̃ and ε̃ in (3.26) and (3.27), ‖η̃‖∞ =
OP {n−1/2(log n)1/2} and ‖ε̃‖∞ = OP {(nN)−1/2(log n)1/2|4|−1}.
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Proof. Note that for any ` = 0, 1, . . . , p, η̃`(z) =
∑
m∈M θ̃η,`,mB̃m(z) for some coefficients θ̃η,`,m, so the
order of η̃`(z) is related to that of θ̃η,`,m. In fact
‖η̃‖∞ = max
0≤`≤p
‖η̃`‖∞ ≤ Cη‖θ̃η,`‖∞ =
∥∥∥∥∥∥(e` ⊗ 1)>Γ−1n,0
 1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}
ηi(zj)
∥∥∥∥∥∥
∞
,
where θ̃η = (θ̃η,`,m)m∈M̃ with M̃ being an index set of the transformed Bernstein basis polynomials B̃m(z)
and Γn,0 is the symmetric positive definite matrix defined in (3.23). Thus, by Lemma 3.7,
‖η̃‖∞ ≤ C|4|
−2 max
0≤`≤p
max
m∈M̃
∣∣∣∣∣∣ 1nN
n∑
i=1
N∑
j=1
Xi`ηi(zj)B̃m(zj)
∣∣∣∣∣∣ ,
almost surely. Next, we show that with probability 1,
max
0≤`≤p
max
m∈M̃
∣∣∣∣∣∣ 1nN
n∑
i=1
N∑
j=1
Xi`ηi(zj)B̃m(zj)
∣∣∣∣∣∣ = O
{
n−1/2|4|2(log n)1/2
}
. (3.28)
To prove (3.28), let $i = $i,m =
∑∞
k=1 λ
1/2
k Xi`ξik
1
N
∑N
j=1 B̃m(zj)ψk(zj), where E($i) = 0 and
E($2i ) =
E(X2i`)
N2
N∑
j=1
N∑
j′=1
B̃m(zj)B̃m(zj′)Gη(zj , zj′)

∫
Ω2
Gη(z, z
′)Bm(z)Bm(z
′)dzdz′  |4|4.
We decompose the random variable $i into a tail part and a truncated part,
$Dni,1 =
∞∑
k=1
λ
1/2
k
 1N
N∑
j=1
B̃m(zj)ψk(zj)
Xi`ξikI {|Xi`ξik| > Dn} ,
$Dni,2 =
∞∑
k=1
λ
1/2
k
 1N
N∑
j=1
B̃m(zj)ψk(zj)
Xi`ξikI {|Xi`ξik| ≤ Dn} − µDni ,
µDni =
∞∑
k=1
λ
1/2
k
 1N
N∑
j=1
B̃m(zj)ψk(zj)
E [Xi`ξikI {|Xi`ξik| ≤ Dn}] ,
where Dn = nα (1/(4 + δ1) < α < 1/2). At first, we show that tail part vanishes almost surely. Note that,
for any k ≥ 1,
∞∑
n=1
P {|Xn`ξnk| > Dn} ≤
∞∑
n=1
E |Xn`ξnk|4+δ1
D4+δ1n
≤ υδ1
∞∑
n=1
D−(4+δ1)n <∞.
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By the Borel-Cantelli’s lemma, we can show that E
∣∣∣ 1n∑ni=1$Dni,1 ∣∣∣ = O (n−r), for any r > 0. As E($i) =
0, then it is straightforward to verify that µDni = −E($
Dn
i,1 ) = O(D
−2
n |4|2).
Next, notice that E($Dni,2 ) = 0. Then, Var($
Dn
i,2 ) = E($
2
i ) − E($
Dn
i,1 )
2 − (µDn)2  |4|4. Also, we
have, for any r ≥ 3,
E|$Dni,2 |
r = E
∣∣∣∣∣∣
∞∑
k=1
λ
1/2
k
1
N
N∑
j=1
B̃m(zj)ψk(zj) [Xi`ξikI {|Xi`ξik| ≤ Dn}]− µDni
∣∣∣∣∣∣
r
≤ 2r−1
[
E
∣∣∣∣∣∣
∞∑
k=1
λ1/2r
1
N
N∑
j=1
B̃m(zj)ψk(zj)Xi`ξikI {|Xi`ξik| ≤ Dn}
∣∣∣∣∣∣
r
+
(
µDni
)r ]
≤
2Dn 1N
N∑
j=1
B̃m(zj)
∞∑
k=1
λ
1/2
k ψk(zj)

r−2
E|$Dni,2 |
2 ≤ (CDn|4|2)r−2E|$Dni,2 |
2.
Thus,E |$i,2/n|r ≤ {Cn−1Dn|4|2}r−2r!E($2i,2/n2) <∞with the Cramer constant c∗ = Cn−1Dn|4|2.
By the Bernstein inequality, for any large enough δ > 0,
P
{∣∣∣∣∣ 1n
n∑
i=1
$Dni
∣∣∣∣∣ ≥ δn−1/2|4|2(log n)1/2
}
≤ 2 exp
{
−δ2 log n
4c+ 2δCDn(log n)1/2n−1/2
}
≤ 2n−3.
Hence,
∞∑
n=1
P
{
max
0≤`≤p
max
m∈M
∣∣∣∣∣ 1n
n∑
i=1
$i
∣∣∣∣∣ ≥ δn−1/2|4|2(log n)1/2
}
≤ C|4|−2
∞∑
n=1
n−3 <∞
for such δ > 0. Thus, Borel-Cantelli’s lemma implies that ‖η̃‖∞ = OP {n−1/2(log n)1/2}. The result of
‖ε̃‖∞ = OP {(nN)−1/2(log n)1/2|4|−1} can be established similarly, thus omitted.
For β̃(z) defined in (3.22), Theorem 3.5 below provides its uniform convergence rate to βo.
Theorem 3.5. Under Assumptions (A1)–(A6), for β̃(z) defined in (3.22), ‖β̃−βo‖∞ = OP {|4|d+1‖βo‖d+1,∞+
n−1/2(log n)1/2}.
Proof. Note that ‖β̃ − βo‖∞ ≤ ‖β̃µ − βo‖∞ + ‖η̃‖∞ + ‖ε̃‖∞, where
β̃µ = arg min
g∈G(p+1)
n∑
i=1
N∑
j=1
{
p∑
`=0
Xi`(β
o
` − g`)(zj)
}2
.
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Let β∗ = (β∗0 , . . . , β
∗
p)
∗ ∈ G(p+1), where β∗` ’s are the best approximation to βo` ’s with the approximation
rate ‖β∗` − βo` ‖∞ ≤ C|4|d+1‖β
o‖d+1,∞ for any ` = 0, . . . , p. By Lai and Wang (2013),
‖β̃µ − βo‖∞ ≤ ‖β̃µ − β∗‖∞ + ‖β∗ − βo‖∞ ≤ C|4|d+1‖βo‖d+1,∞. (3.29)
The desired result follows from Lemma 3.8.
3.10.3 Asymptotic Properties of Penalized Spline Estimators
Let B̃(z) = Q>2 B(z), then for U = X⊗ (BQ2) defined in Section 3.3.2, we have
U> = (X̃1 ⊗ B̃(z1), . . . , X̃1 ⊗ B̃(zN ), . . . , X̃n ⊗ B̃(z1), . . . , X̃n ⊗ B̃(zN )),
and U>U =
∑n
i=1
∑N
j=1(X̃iX̃
>
i )⊗ {B̃(zj)B̃>(zj)}, U>Y =
∑n
i=1
∑N
j=1{X̃i ⊗ B̃(zj)}Yij . Let
Γn,ρ =
1
nN
n∑
i=1
N∑
j=1
(X̃iX̃
>
i )⊗ {B̃(zj)B̃>(zj)}+
ρn
nN
Ip ⊗Q>2 [〈Bm, Bm′〉E ]m,m′∈MQ2, (3.30)
which is a symmetric positive definite matrix.
Next, we define
θ̂µ = (θ̂
>
µ,0, . . . , θ̂
>
µ,p)
> = Γ−1n,ρ
1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}
X̃>i β
o(zj),
θ̂η = (θ̂
>
η,0, . . . , θ̂
>
η,p)
> = Γ−1n,ρ
1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
} ∞∑
k=1
λ
1/2
k ξikψk(zj),
θ̂ε = (θ̂
>
ε,0, . . . , θ̂
>
ε,p)
> = Γ−1n,ρ
1
nN
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}
σ(zj)εij .
Note that, for any ` = 0, . . . , p, the penalized bivariate spline estimator β̂` can be written as:
β̂`(z) = β̂µ,`(z) + η̂`(z) + ε̂`(z), (3.31)
where
β̂µ,`(z) = B̃(z)
>θ̂µ,`, η̂`(z) = B̃(z)
>θ̂η,`, ε̂`(z) = B̃(z)
>θ̂ε,`,
Therefore, we have
β̂`(z)− βo` (z) = β̂µ,`(z)− βo` (z) + η̂`(z) + ε̂`(z). (3.32)
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Lemma 3.9. Under Assumptions (A3)–(A5), if N1/2|4| → ∞ as N → ∞, then there exist constants
0 < cΓ < CΓ < ∞, such that with probability approaching 1 as N → ∞ and n → ∞, cΓ|4|2 ≤
λmin(Γn,ρ) ≤ λmax(Γn,ρ) ≤ CΓ
(
|4|2 + ρn
nN |4|2
)
.
Proof. By (3.24), it is easy to see that, for any vector θ = (θ>0 , · · · ,θ>p )>,
θ>Γn,ρθ = ‖gγ‖2n,N +
ρn
nN
p∑
`=0
γ>` [〈Bm, Bm′〉E ]m,m′∈Mγ`,
where γ = (γ0, . . . ,γp)
> = Q2θ with γ` = (γ`m,m ∈ M)>. Using the Markov’s inequality in the
supplement of Lai and Wang (2013) and Lemma 3.1, we have
p∑
`=0
∥∥∥∥∥ ∑
m∈M
γ`mBm
∥∥∥∥∥
2
E
≤ C
|4|4
p∑
`=0
∥∥∥∥∥ ∑
m∈M
γ`mBm
∥∥∥∥∥
2
L2
≤ C
|4|2
‖γ‖2.
Thus, the largest eigenvalue of the matrix Γn,ρ in (3.30) satisfies that
λmax(Γn,ρ) ≤ C
{
(1 +Rn,N )|4|2 + (nN |4|2)−1ρn
}
.
Thus, we have with probability approaching 1, λmax(Γn,ρ) ≤ CΓ
{
|4|2 + (nN |4|2)−1ρn
}
for some
positive constant CΓ. On the other hand, we use Lemma 3.1 and equation (3.21) to have ‖gγ‖2n,N =
(1−Rn,N )‖gγ‖2 ≥ c(1−Rn,N )|4|2‖γ‖2. Therefore, λmin(Γn,ρ) ≥ c(1−Rn,N )|4|2 = cΓ|4|2.
Lemma 3.10. Under Assumptions (A1), (A3) and (A5), if N1/2|4| → ∞, one has
‖β̂µ − βo‖∞ = OP
{
ρn
nN |4|3
‖βo‖2,∞ +
(
1 +
ρn
nN |4|5
)
|4|d+1‖βo‖d+1,∞
}
.
Proof. Define
An = sup
g∈G(p+1)
{
‖g‖∞
‖g‖n,N
, ‖g‖n,N 6= 0
}
, An = sup
g∈G(p+1)
{
‖g‖E
‖g‖n,N
, ‖g‖n,N 6= 0
}
, (3.33)
where random variables An and An depend on the collection of Xi`’s, i = 1, . . . , n, ` = 0, . . . , p. It is
clear that ‖βo − β̂µ‖∞ ≤ ‖βo − β̃µ‖∞ + ‖β̃µ − β̂µ‖∞, where β̃µ is given in (3.25), and ‖β̃µ − βo‖∞ ≤
C|4|d+1‖βo‖d+1,∞ according to (3.29).
By the definition of An in (3.33), we have
‖β̃µ − β̂µ‖∞ ≤ An‖β̃µ − β̂µ‖n,N . (3.34)
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Note that the penalized spline β̂µ of β
o is characterized by the orthogonality relations. For all g ∈ G(p+1),
the following equation holds,
nN〈βo − β̂µ, g〉n,N = ρn〈β̂µ, g〉E , (3.35)
while β̃µ is characterized by
〈βo − β̃µ, g〉n,N = 0, for all g ∈ G(p+1). (3.36)
By (3.35) and (3.36), we have nN〈β̃µ−β̂µ, g〉n,N = ρn〈β̂µ, g〉E , for all g ∈ G(p+1). Inserting g = β̃µ−β̂µ
yields that
nN‖β̃µ − β̂µ‖2n,N = ρn〈β̂µ, β̃µ − β̂µ〉E . (3.37)
Thus, by Cauchy-Schwarz inequality and the definition of An.
nN‖β̃µ − β̂µ‖2n,N ≤ ρn‖β̂µ‖E‖β̃µ − β̂µ‖E ≤ ρnAn‖β̂µ‖E‖β̃µ − β̂µ‖n,N .
Similarly, using (3.37), nN‖β̃µ − β̂µ‖2n,N = ρn{〈β̂µ, β̃µ〉E − 〈β̂µ, β̂µ〉E} ≥ 0. Thus, by Cauchy-Schwarz
inequality, ‖β̂µ‖2E ≤ 〈β̂µ, β̃µ〉E ≤ ‖β̂µ‖E‖β̃µ‖E , which implies that ‖β̂µ‖E ≤ ‖β̃µ‖E . Therefore,
‖β̃µ − β̂µ‖n,N ≤ ρn(nN)−1An‖β̃µ‖E . (3.38)
Combining (3.34) and (3.38) yields that
‖β̃µ − β̂µ‖∞ ≤ An‖β̃µ − β̂µ‖n,N ≤ ρn(nN)−1AnAn‖β̃µ‖E .
By Lemma 3.2, we have
‖β̃µ‖E = C1{‖βo‖2,∞ +
∑
a1+a2=2
‖∇a1z1∇
a2
z2 (β
o − β̃µ)‖∞} ≤ C2(‖βo‖2,∞ + |4|d−1‖βo‖d+1,∞).
It follows
‖β̃µ − β̂µ‖∞ = ρn(nN)−1AnAnC2(‖βo‖2,∞ + |4|
d−1‖βo‖d+1,∞). (3.39)
Next we derive the order of An and An. By Markov’s inequality, for any g ∈ G(p+1), ‖g‖∞ ≤ C|4|−1‖g‖,
‖g‖E ≤ C|4|−2‖g‖. Equation (3.21) implies that
sup
g∈G(4)
{‖g‖n,N/ ‖g‖} ≥
[
1−OP
{
(log n)1/2n−1/2 +N−1/2|4|−1
}]1/2
.
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Thus, we haveAn ≤ C|4|−1
[
1−OP
{
(log n)1/2n−1/2 +N−1/2|4|−1
}]−1/2
= OP
(
|4|−1
)
, andAn ≤
C|4|−2
[
1−OP
{
(log n)1/2n−1/2 +N−1/2|4|−1
}]−1/2
= OP
(
|4|−2
)
.
Plugging the order of An and An into (3.39) yields that
‖β̃µ − β̂µ‖∞ = OP
{
C2ρn
nN |4|3
(‖βo‖2,∞ + |4|d−1‖βo‖d+1,∞)
}
.
Hence,
‖β̂µ − βo‖∞ ≤ C1|4|d+1‖βo‖d+1,∞ +OP
{
C2ρn
nN |4|3
(
‖βo‖2,∞ + |4|d−1‖βo‖d+1,∞
)}
.
Therefore, Lemma 3.10 is established.
Lemma 3.11. Suppose Assumptions (A2)–(A5) hold and N1/2|4| → ∞ as N → ∞, then ‖θ̂η‖2 =
OP (n
−1|4|−2).
Proof. Note that θ̂η = Γ−1n,ρ
1
nN
∑n
i=1
∑N
j=1
{
X̃i ⊗ B̃(zj)
}∑∞
k=1 λ
1/2
k ξikψk(zj). According to Lemma
3.9,
‖θ̂η‖2 
1
n2N2|4|4
n∑
i,i′=1
N∑
j,j′=1
{
X̃i ⊗ B̃(zj)
}>
×
∞∑
k=1
λ
1/2
k ξikψk(zj)
{
Xi′ ⊗ B̃(zj′)
} ∞∑
k=1
λ
1/2
k ξi′kψk(zj′).
Note that
X̃i ⊗ B̃(zj)
∞∑
k=1
λ
1/2
k ξikψk(zj)
=
(
Xi0B̃(zj)
>
∞∑
k=1
λ
1/2
k ξikψk(zj), . . . , XipB̃(zj)
>
∞∑
k=1
λ
1/2
k ξikψk(zj)
)>
,
so one has
‖θ̂η‖2 
1
n2N2|4|4
p∑
`=0
n∑
i,i′=1
N∑
j,j′=1
Xi`Xi′`B̃(zj)
>B̃(zj′)
∞∑
k,k′=1
(λkλk′)
1/2ξikψk(zj)ξi′k′ψk′(zj′).
Because the eigenvalues of Q2Q>2 are either 0 or 1, under Assumptions (A2) and (A3), for any `, i,
1
N2
N∑
j=1
N∑
j′=1
E
X2i`B̃(zj)>B̃(zj′)
∞∑
k,k′=1
(λkλk′)
1/2ξikψk(zj)ξik′ψk′(zj′)

≤ C
∑
m∈M
1
N2
N∑
j=1
N∑
j′=1
Bm(zj)Bm(zj′)Gη(zj , zj′).
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Assumption (A4) and (3.18) imply that 1
N2
∑
j 6=j′ Bm(zj)Bm(zj′)Gη(zj , zj′) =
∫
Tm×Tm Gη(z, z
′)
Bm(z)Bm(z
′)dzdz′ × {1 +O(N−1/2|4|3)} = O(|4|4). Thus,
1
N2
N∑
j=1
N∑
j′=1
EX2i`B(zj)
>B(zj′)
∞∑
k,k′=1
(λkλk′)
1/2ξikψk(zj)ξik′ψk′(zj′) ≤ C|4|2.
Next for any `, i 6= i′, j, j′, we have
E
Xi`Xi′`B(zj)>B(zj′)
∞∑
k,k′=1
(λkλk′)
1/2ξikψk(zj)ξik′ψk′(zj′)

= E(Xi`Xi′`)
∑
m∈M
B2m(zj)B
2
m(zj′)
∑
k,k′
E
{
(λkλk′)
1/2ξikξi′k′ψk(zj)ψk′(zj′)
}
= 0.
Therefore, E‖θ̂η‖2 ≤ Cp(n−1|4|−2). The conclusion of the lemma follows.
Lemma 3.12. Suppose Assumptions (A2)–(A5) hold and N1/2|4| → ∞ as N → ∞, then ‖θ̂ε‖2 =
OP (n
−1N−1|4|−4).
Proof. By the definition of θ̂ε in (3.50), we have
‖θ̂ε‖2 =
1
n2N2|4|4
(
|4|−2Γn,ρ
)−1 n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}>
σ(zj)εij
×
(
|4|−2Γn,ρ
)−1 n∑
i=1
N∑
j′=1
{
X̃i ⊗ B̃(zj′)
}
σ(zj′)εij′ .
By Lemma 3.9,
‖θ̂ε‖2 
1
n2N2|4|4
n∑
i,i′=1
N∑
j,j′=1
{
X̃i ⊗ B̃(zj)
}>
σ(zj)εij
{
Xi′ ⊗ B̃(zj′)
}
σ(zj′)εi′j′ .
Note that
X̃i ⊗ B̃(zj)σ(zj)εij =
(
Xi0B̃(zj)
>σ(zj)εij , Xi1B̃(zj)
>σ(zj)εij , . . . , XipB̃(zj)
>σ(zj)εij
)>
,
so one has
‖θ̃ε‖2 
1
n2N2|4|4
p∑
`=0
n∑
i,i′=1
N∑
j,j′=1
Xi`Xi′`B̃(zj)
>B̃(zj′)σ(zj)σ(zj′)εijεi′j .
111
Because the eigenvalues of Q2Q>2 are either 0 or 1, under Assumption (A2), for any `, i, by (3.19), it is
straightforward to see
1
N
N∑
j=1
B̃(zj)
>B̃(zj)σ
2(zj) = B(zj)
>Q2Q
>
2 B(zj)σ
2(zj) ≤ C
∑
m∈M
1
N
N∑
j=1
B2m(zj)σ
2(zj)
≤ C
∑
m∈M
∫
Tdm/d∗e
σ2(z)B2m(z)dz{1 +O(N−1/2|4|−1)} ≤ C.
Next note that for any `, i, j 6= j′, E{X2i`B̃(zj)>B̃(zj′)εijεij′} = 0, and for any `, i 6= i′, j, j′,
E{Xi`Xi′`B̃(zj)>B̃(zj′)σ(zj)σ(zj′)εijεi′j′} = 0. Therefore,
E‖θ̂ε‖2 
1
nN |4|4
p∑
`=0
E(X2i`)
1
N
N∑
j=1
B̃(zj)
>B̃(zj)σ
2(zj) ≤ Cp(nN)−1|4|−4.
The conclusion of the lemma follows.
Proof of Theorem 3.2. By Lemma 3.11, Lemma 3.12, and the properties of the bivariate spline basis
functions in Lemma 3.1, ‖η̂`‖2L2  |4|
2‖θ̂η,`‖2 = OP (n−1) and ‖ε̂`‖2L2  |4|
2‖θ̂ε,`‖2 = OP (n−1N−1|4|−2),
for any ` = 0, 1, . . . , p. It is clear that ‖β̂` − βo` ‖2L2 ≤ ‖β̂µ,` − β
o
` ‖2L2 + ‖η̂`‖
2
L2
+ ‖ε̂`‖2L2 , where the asymp-
totic order of ‖β̂µ,` − βo` ‖L2 is the same as ‖β̂µ,` − βo` ‖∞. The desired result follows from Lemma 3.10.

Lemma 3.13. Under Assumptions (A1)–(A6), if for any ` = 0, 1, . . . , p, |Xi`| ≤ C` <∞, then as N →∞
and n→∞, one has for any vector a = (a>0 , . . . ,a>p )> with a>a = 1, [Var{a>(θ̂η + θ̂ε)}]−1/2{a>(θ̂η +
θ̂ε)}
L−→ N(0, 1), where θ̂η and θ̂ε are given in (3.50).
Proof. For coefficient vectors θ̂η, θ̂ε and the matrix Γn,ρ defined in (3.30), Var{a>(θ̂η+θ̂ε)} = a>{E(θ̂ηθ̂
>
η )+
E(θ̂εθ̂
>
ε )}a. Denote Ψη = (Ψη,`,`′)`,`′ and Ψε = (Ψε,`,`′)`,`′ , with
Ψη,`,`′ =
1
n2N2
n∑
i=1
N∑
j=1
N∑
j′=1
Xi`Xi`′B̃(zj)B̃
>(zj′)Gη(zj , zj′),
Ψε,`,`′ =
1
n2N2
n∑
i=1
N∑
j=1
Xi`Xi`′B̃(zj)B̃
>(zj)σ
2(zj).
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By simple calculation and plugging in Ψη,`,`′ and Ψε,`,`′ , we can write out the explicit form of a>E(θ̂ηθ̂
>
η )a
and a>E(θ̂εθ̂
>
ε )a
a>E(θ̂ηθ̂
>
η )a =Ea
>Γ−1n,ρ
1
n2N2
n∑
i=1
N∑
j,j′=1
{
X̃i ⊗ B̃(zj)
}{
X̃i ⊗ B̃(zj′)
}>
Gη(zj , zj′)Γ
−1
n,ρa
=Ea>Γ−1n,ρΨηΓ
−1
n,ρa,
a>E(θ̂εθ̂
>
ε )a =Ea
>Γ−1n,ρ
1
n2N2
n∑
i=1
N∑
j=1
{
X̃i ⊗ B̃(zj)
}{
X̃i ⊗ B̃(zj)
}>
σ2(zj)Γ
−1
n,ρa
=Ea>Γ−1n,ρΨεΓ
−1
n,ρa.
Note that for any vector a with a>a = 1, we can rewrite as a>(θ̂η + θ̂ε) =
∑n
i=1 a
η+ε
i zi, where
(aη+εi )
2 =a>Γ−1n,ρ
1
n2N2
N∑
j=1
N∑
j′=1
{
X̃i ⊗ B̃(zj)
}{
X̃i ⊗ B̃(zj′)
}>
Gη(zj , zj′)Γ
−1
n,ρa
+ a>Γ−1n,ρ
1
n2N2
N∑
j=1
{
X̃i ⊗ B̃(zj)
}{
X̃i ⊗ B̃(zj)
}>
σ2(zj)Γ
−1
n,ρa = (a
η
i )
2 + (aεi )
2,
and conditional on {X̃i, i = 1, . . . , n}, zi are independent with mean zero and variance one. Thus,∑n
i=1(a
η
i )
2 = a>Γ−1n,ρΨηΓ
−1
n,ρa and
∑n
i=1(a
ε
i )
2 = a>Γ−1n,ρΨεΓ
−1
n,ρa.
According to Lemma 3.9, Assumptions (A2) and (A4),
Ea>Γ−1n,ρΨηΓ
−1
n,ρa ≥ c−2Γ
(
|4|2 + ρn
nN |4|2
)−2
Ea>Ψηa,
where
a>Ψηa =
1
n2N2
p∑
`,`′=0
n∑
i=1
N∑
j=1
N∑
j′=1
Xi`Xi`′a
>
` B̃(zj)B̃(zj′)
>a`′Gη(zj , zj′)
=
1
n2
∞∑
k=1
n∑
i=1
 1N
p∑
`=0
N∑
j=1
λ
1/2
k Xi`g`(zj)ψk(zj)

2
with g`(z) = a>` B̃(z). Therefore, by Assumption (A3), we have
Ea>Ψηa =
1
n
∞∑
k=1
p∑
`=0
 1N
N∑
j=1
λ
1/2
k g`(zj)ψk(zj)

2
≥ c
nN2
p∑
`=0
N∑
j=1
N∑
j′=1
g`(zj)g`(zj′)Gη(zj , zj′) 
1
n
p∑
`=0
∫
Ω2
g`(z)g`(z
′)Gη(z, z
′)dzdz′.
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Noting that the eigenvalues of Gη are strictly positive, then there exists some constant c1 > 0 such that all
the eigenvalues of Gη are larger than c1. Also by Lemma 3.1, we have
Ea>Ψηa ≥ c1n−1
p∑
`=0
∫
Ω
g2` (z)dz ≥ c2n−1|4|2‖a‖2.
Therefore, we have Ea>Γ−1n,ρΨηΓ
−1
n,ρa ≥ cn−1
(
1 + ρn
nN |4|4
)−2
|4|−2. Similarly, one can show that
Ea>Γ−1n,ρΨεΓ
−1
n,ρa ≥ c(nN)−1
(
1 + ρn
nN |4|4
)−2
|4|−2. In addition,
max(aηi )
2 ≤ C
|4|4
a>
1
n2N2
N∑
j=1
N∑
j′=1
{
(X̃iX̃
>
i )⊗ B̃(zj)B̃(zj′)>
}
Gη(zj , zj′)a
≤ C
|4|4
p∑
`,`′=1
1
n2N2
max
i
|Xi`Xi`′ |
N∑
j=1
N∑
j′=1
g`(zj)g`′(zj′)Gη(zj , zj′) ≤ Cn−2|4|−2,
max(aεi )
2 ≤ C
|4|4
a>
1
n2N2
N∑
j=1
{
(X̃iX̃
>
i )⊗ B̃(zj)B̃(zj)>
}
σ2(zj)a
≤ C
|4|4
p∑
`,`′=1
1
n2N2
max
i
|Xi`Xi`′ |
N∑
j=1
g`(zj)g`′(zj′)σ
2(zj) ≤ Cn−2N−1|4|−2.
Thus, if ρnn−1N−1|4|−4 → 0, we have
max1≤i≤n(a
η
i + a
ε
i )
2∑n
i=1(a
η
i + a
ε
i )
2
≤ Cn−1
(
1 +
ρn
nN |4|4
)2
→ 0,
which satisfies the Lindeberg condition.
Theorem 3.6. Under Assumptions (A1)–(A6), if for any ` = 0, 1, . . . , p, |Xi`| ≤ C` <∞,
sup
z∈Ω
[Var{β̂`(z)}]−1/2(β̂µ,`(z)− βo` (z)) = oP (1).
Proof. Using similar arguments as in the proof of Lemma 3.13 and the result of Lemma 3.9, we have
for any ‖a‖ = 1, Ea>Γ−1n,ρΨηΓ−1n,ρa ≤ C−2Γ |4|−4Ea>Ψηa ≤ Cn−1|4|−2, and Ea>Γ
−1
n,ρΨεΓ
−1
n,ρa ≤
C−2Γ |4|−4Ea>Ψεa ≤ C(nN)−1|4|−2. Therefore, based on the proof of Lemma 3.13, for any ‖a‖ = 1,
cn−1|4|−4
(
1 +
ρn
nN |4|4
)−2
≤ Ea>Γ−1n,ρΨηΓ−1n,ρa ≤ Cn−1|4|−2,
c(nN)−1
(
1 +
ρn
nN |4|4
)−2
|4|−2 ≤ Ea>Γ−1n,ρΨεΓ−1n,ρa ≤ C(nN)−1|4|−2.
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Thus, the variance of β̂` is equal to {e` ⊗ B̃(z)}>E{Γ−1n,ρ(Ψη + Ψε)Γ−1n,ρ}{e` ⊗ B̃(z)}. According to the
relationship between Ea>Γ−1n,ρΨηΓ
−1
n,ρa and Ea
>Γ−1n,ρΨεΓ
−1
n,ρa, we have
Var(β̂`) = {e` ⊗ B̃(z)}>E{Γ−1n,ρ(Ψη + Ψε)Γ−1n,ρ}{e` ⊗ B̃(z)}
 {e` ⊗ B̃(z)}>E(Γ−1n,ρΨηΓ−1n,ρ){e` ⊗ B̃(z)}  {e` ⊗ B̃(z)}>
× E
Γ−1n,ρ 1n2N2
n∑
i=1
N∑
j,j′=1
{
X̃i ⊗ B̃(zj)
}{
X̃i ⊗ B̃(zj′)
}>
Gη(zj , zj′)Γ
−1
n,ρ
 {e` ⊗ B̃(z)}.
By Lemma 3.9, we have
Var(β̂`) .
1
nN2|4|2
N∑
j=1
N∑
j′=1
{e` ⊗ B̃(z)}>B̃(zj)B̃(zj′)>{e` ⊗ B̃(z)}Gη(zj , zj′),
Var(β̂`) &
1
nN2|4|2
N∑
j=1
N∑
j′=1
{e` ⊗ B̃(z)}>B̃(zj)B̃(zj′)>{e` ⊗ B̃(z)}Gη(zj , zj′)
(
1 +
ρn
nN |4|4
)−2
,
and according to Lemmas 3.1 and 3.4, we have cn−1
(
1 + ρn
nN |4|4
)−2
≤ Var(β̂`) ≤ Cn−1. According
to Lemma 3.10, if ρnn−1/2N−1|4|−3 → 0 and n1/2|4|d+1 → 0, the bias term in (3.32) is negligible
compared to the order of [Var{β̂`(z)}]1/2.
Proof of Theorem 3.3. Theorem 3.3 follows from (3.32), Lemma 3.13 and Theorem 3.6. 
3.10.4 Asymptotic Properties of Piecewise Constant Spline Estimators
In this section, we study the asymptotic properties of the piecewise constant spline estimators defined in
the spline space PC(4). Define piecewise constant bivariate spline functions
β̂
c
µ(z) = (β̂
c
µ,0(z), . . . , β̂
c
µ,p(z))
> = V̂−1m(z)
 1nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
p∑
`′=0
βo`′(zj)Xi`′

p
`=0
, (3.40)
η̂(z) = (η̂0(z), . . . , η̂p(z))
> = V̂−1m(z)
 1nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
∞∑
k=1
ξikψk(zj)

p
`=0
, (3.41)
ε̂(z) = (ε̂0(z), . . . , ε̂p(z))
> = V̂−1m(z)
 1nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`εij

p
`=0
, (3.42)
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where V̂m(z) is defined in (3.11). The next two theorems concern the functions β̂cµ,`(z), η̂`(z), ε̂`(z),
` = 0, . . . , p, given in (3.40), (3.41) and (3.42). Theorem 3.7 gives the uniform convergence rate of β̂µ,`(z)
to βo` (z).
Theorem 3.7. Under Assumptions (A1′), (A2)–(A6), the constant spline functions β̂cµ,`(z), ` = 0, . . . , p,
satisfy supz∈Ω sup0≤`≤p
∣∣∣β̂cµ,`(z)− βo` (z)∣∣∣ = OP (|4|).
In the following, we provide detailed proofs of Theorems 3.7. For the random matrix V̂m defined in
(3.11), the lemma below shows that its inverse can be approximated by the inverse of a deterministic matrix
A−1m Σ
−1
X , where Am =
∫
ΩBm(z)dz.
Lemma 3.14. Under Assumptions (A3) and (A5), for any m ∈M, we have
V̂−1m = A
−1
m Σ
−1
X +OP
{
n−1/2|4|2(log n)1/2 +N−1/2|4|)
}
. (3.43)
Proof. By Lemma 3.5,
∥∥∥V̂m −AmΣX∥∥∥
∞
= OP
{
n−1/2|4|2(log n)1/2 +N−1/2|4|)
}
. Using the fact
that for any matrices A and B, (A + δB)−1 = A−1 − δA−1BA−1 +O(δ2), we obtain (3.43).
Proof of Theorem 3.7. According to Lemma 3.2, there exist functions β∗` ∈ PC(4) that satisfies
‖β∗` − βo` ‖∞ = O(|4|). By the definition of β̂µ,`(z) in (3.40), β̂
c
µ(z) =
(
β̂cµ,0(z), β̂
c
µ,1(z), . . . , β̂
c
µ,p(z)
)>
=(
γ̃m(z),0, . . . , γ̃m(z),p
)>
= γ̃m(z), where γ̃m = V̂
−1
m
{
(nN)−1
∑n
i=1
∑N
j=1Bm(zj)Xi`
∑p
`′=0 β
o
`′(zj)Xi`′
}p
`=0
for V̂m defined in (3.11).
Let
β̃(z) = (β̃0(z), β̃1(z), . . . , β̃p(z))
> = V̂−1m(z)
 1
nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
p∑
`′=0
β∗`′(zj)Xi`′
p
`=0
,
then
β̂
c
µ(z)− β̃(z) = V̂−1m(z)
 1
nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
p∑
`′=0
{βo`′(zj)− β∗`′(zj)}Xi`′
p
`=0
.
Observing that β̃` ≡ β∗` as β∗` ∈ PC(4), β̂cµ,`(z) = β̂cµ,`(z)− β̃`(z) + β∗` (z), ` = 0, 1, . . . , p.
It is easy to see ‖β̂cµ,`− β̃`‖∞ = OP (|4|). Hence, for ` = 0, 1, . . . , p, ‖β̂cµ,`−βo` ‖∞ ≤ ‖β̂cµ,`− β̃`‖∞+
‖βo` − β∗` ‖∞ = OP (|4|), which completes the proof. 
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By Lemma 3.14, the inverse of the random matrix V̂m can be approximated by that of a deterministic
matrix AmΣX . Substituting V̂m with AmΣX in (3.41) and (3.42), we define the random vectors
η̂∗(z) = (η̂∗0(z), . . . , η̂
∗
p(z))
> = A−1m(z)Σ
−1
X
 1nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
∞∑
k=1
ξikψk(zj)

p
`=0
, (3.44)
ε̂∗(z) = (ε̂∗0(z), . . . , ε̂
∗
p(z))
> = A−1m(z)Σ
−1
X
 1nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`εij

p
`=0
. (3.45)
The next lemma implies that the difference between η̂∗(z) and η̂(z) and the difference between ε̂∗(z)
and ε̂(z) are both negligible uniformly over z ∈ Ω.
Lemma 3.15. Under Assumptions (A2)–(A5) and (C1), ifN1/2|4| → ∞ asN →∞, ‖
∑∞
k=1 λ
1/2
k ψk‖∞ <
∞ and n1/(4+δ2)  n1/2N−1/2|4|−1 for some δ2, then for η̂(z), ε̂(z) given in (3.41), (3.42) and η̂∗(z),
ε̂∗(z) given in (3.44), (3.45), as N →∞ and n→∞, we have
sup
z∈Ω
‖η̂(z)− η̂∗(z)‖∞ = OP
{
n−1|4|4 log(n) + n−1/2N−1/2|4|3(log n)1/2
}
, (3.46)
sup
z∈Ω
‖ε̂(z)− ε̂∗(z)‖∞ = OP
{
n−1N−1/2|4|3 log(n) + n−1/2N−1|4|2(log n)1/2
}
. (3.47)
Proof. Comparing η̂(z) and η̂∗(z) given in (3.41) and (3.44), we have
η̂(z)− η̂∗(z) =
{
V̂−1m −A−1m(z)Σ
−1
X
} 1nN
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
∞∑
k=1
ξikψk(zj)

p
`=0
.
Now let ζi,m,` ≡ ζi = n−1
[
Xi`
∑∞
k=1
{
1
N
∑N
j=1Bm(zj)ψk(zj)
}
ξik
]
, then it is easy to see that
1
nN
n∑
i=1
N∑
j=1
Bm(zj)Xi`
∞∑
k=1
ξikψk(zj) =
1
N
n∑
i=1
ζi,m,`.
It is easy to see that E(ζi) = 0, and
σ2ζi,n = E
(
ζ2i
)
= n−2E(X2` )
∫
Tm×Tm
Gη (u,v) dudv{1 +O(N−1/2|4|−1)}.
Note that
{
σ−1ζi,nζi
}n
i=1
are uncorrelated random variables with mean 0. Assume that |4|−2  nτ for
some 0 < τ <∞, we can show that for any large enough δ > 0,
P
[∣∣∣∣∣
n∑
i=1
ζi
∣∣∣∣∣ ≥ δ {C log(n)n−1|4|4E(X2i`)}1/2
]
≤ 2n−2−τ .
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Therefore,
∑∞
n=1 P
{
supm∈M,0≤`≤p |
∑n
i=1 ζi,m,`| ≥ δn−1/2|4|2(log n)1/2
}
< ∞, and by Borel-Cantelli
Lemma, as n → ∞, supm,` |
∑n
i=1 ζi,m,`| = OP
{
n−1/2|4|2(log n)1/2
}
, and supm,`
∣∣n−1∑ni=1 ζi,m,`∣∣ =
OP
{
n−1/2|4|2(log n)1/2
}
holds. Finally, according to (3.43), we obtain (3.46). The result in (3.47) can be
proved similarly.
Lemma 3.16. For any z ∈ Ω, the covariance matrices of η̂∗(z) and ε̂∗(z) are
Ση(z) = E
{
η̂∗(z)η̂∗>(z)
}
= A−2m(z)Σ
−1
X
1
nN2
∞∑
k=1
λk

N∑
j=1
Bm(z)(zj)ψk(zj)

2
,
Σε(z) = E
{
ε̂∗(z)ε̂∗>(z)
}
= A−2m(z)Σ
−1
X
1
nN2
N∑
j=1
B2m(z)(zj)σ
2(zj),
in addition,
sup
z∈Ω
‖Ση(z) + Σε(z)−Σn(z)‖∞ = O(n
−1N−1/2|4|−1), (3.48)
where Σn(z) is given in (3.13).
Proof. Note that A2m(z)η̂
∗(z)η̂∗>(z) is equal to
Σ−1X
 1n2N2
n∑
i=1
N∑
j=1
Bm(z)(zj)Xi`
∞∑
k=1
ξikψk(zj)
n∑
i′=1
N∑
j′=1
Bm(z)(zj′)Xi′`′
∞∑
k′=1
ξi′k′ψk′(zj′)

p
`,`′=0
Σ−1X .
Thus,
Ση(z) = E
{
η̂∗(z)η̃>(z)
}
= A−2m(z)Σ
−1
X
1
nN2
∞∑
k=1
λk

N∑
j=1
Bm(z)(zj)ψk(zj)

2
.
Similarly, we can derive the covariance of ε̂∗(z): Σε(z) = A−2m(z)Σ
−1
X
1
nN2
∑N
j=1B
2
m(z)(zj)σ
2(zj). Ob-
serve that
∞∑
k=1
λk
 1N
N∑
j=1
Bm(z)(zj)ψk(zj)

2
=
1
N2
N∑
j=1
N∑
j′=1
Gη(zj , zj′)Bm(z)(zj)Bm(z)(zj′).
Hence, by (3.18) and (3.19) in Lemma 3.4, (3.48) holds. Therefore,
Ση(z) + Σε(z) =(nA
2
m(z))
−1Σ−1X
∫
Tm(z)×Tm(z)
Gη (u,v) dudv{1 +O(N−1/2|4|−1)}
+ (nNA2m(z))
−1Σ−1X
∫
Tm(z)
σ2(u)du{1 +O(N−1/2|4|−1)}
=n−1Σ−1X Gη (z, z) {1 +O(N
−1/2|4|−1)}.
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Therefore, supz∈Ω
∥∥Ση(z) + Σε(z)− n−1Σ−1X Gη (z, z)∥∥∞ = O(n−1N−1/2|4|−1). The desired result
in (3.48) follows.
Proof of Theorem 3.4. Note that, for any vector a = (a0, . . . , ap)
> ∈ R(p+1), we have
E
[
p∑
`=0
a` {η̂∗` (z) + ε̂∗` (z)}
]
= 0,
and
p∑
`=0
a`η̂
∗
` (z) = a
>
A−1m(z)Σ
−1
X
nN
n∑
i=1
N∑
j=1
Bm(z)(zj)
∞∑
k=1
ξikψk(zj)Xi =
n∑
i=1
a>A−1m(z)Σ
−1
X z
η
i ,
p∑
`=0
a`ε̂
∗
` (z) = a
>
A−1m(z)Σ
−1
X
nN
n∑
i=1
N∑
j=1
Bm(z)(zj)εijXi =
n∑
i=1
a>A−1m(z)Σ
−1
X z
ε
i ,
where zηi =
1
nN
∑N
j=1Bm(z)(zj)
∑∞
k=1 ξikψk(zj)Xi and z
ε
i =
1
nN
∑N
j=1Bm(z)(zj)εijXi are indepen-
dent sequences with variances Var(zηi ) =
1
n2N2
∑
j,j′ Bm(z)(zj)Bm(z)(z
′
j)Gη(zj , zj′)ΣX and Var(z
ε
i ) =
1
n2N2
∑N
j=1Bm(z)(zj)Bm(z)(zj)σ
2(zj)ΣX , respectively. Therefore, we have
Var
(
a>A−1m(z)Σ
−1
X z
η
i
)
=
1
n
a>Ση(z)a =
A−2m(z)
n2N2
N∑
j,j′=1
Bm(z)(zj)Bm(z)(zj′)Gη(zj , zj′)a
>Σ−1X a,
Var
(
a>A−1m(z)Σ
−1
X z
ε
i
)
=
1
n
a>Σε(z)a =
A−2m(z)
n2N2
N∑
j=1
Bm(z)(zj)Bm(z)(zj)σ
2(zj)a
>Σ−1X a.
Using central limit theorem, we have
[
a> {Ση(z) + Σε(z)}a
]−1/2 p∑
`=0
a` {η̂∗` (z) + ε̂∗` (z)}
L−→ N(0, 1).
By (3.48), as N → ∞ and n → ∞, {a>Σn(z)a}−1/2
∑p
`=0 a` {η̂
∗
` (z) + ε̂
∗
` (z)}
L−→ N(0, 1). Therefore,
{a>Σn(z)a}−1/2
∑p
`=0 a`{β̂
c
` (z)− βo` (z)}
L−→ N(0, 1) follows from (3.31), Theorem 3.7, Lemma 3.15
and Slutsky’s Theorem. Applying Cramér-Wold’s device, we obtain Σ−1/2n (z){β̂c` (z) − βo` (z)}
p
`=0
L−→
N
(
0, I(p+1)×(p+1)
)
, as N → ∞ and n → ∞, and consequently, σ−1n,``(z){β̂
c
` (z) − βo` (z)}
L−→ N(0, 1),
for any z ∈ Ω and ` = 0, . . . , p. 
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3.10.5 Convergence of the Covariance Estimator
For any i = 1, . . . , n, and estimated residuals R̂ij = Yij −
∑p
`=0Xi`β̂`(zj), denote
ϑ̂i = arg min
θ
N∑
j=1
{
R̂ij −B>η (zj)Qη,2θ
}2
,
where Bη(z) is the set of bivariate spline basis functions used to estimate ηi(z), and Qη,2 is given in the fol-
lowing QR decomposition of the transpose of the smoothness matrix Hη: H>η = QηRη = (Qη,1 Qη,2)
(Rη,1
Rη,2
)
.
Then, the bivariate spline estimator of ηi(z) can be written as η̂i(z) = Bη(z)>Qη,2ϑ̂i = B̃η(z)>ϑ̂i. Let
Υn =
1
N
N∑
j=1
B̃η(zj)B̃
>
η (zj),
then we have
ϑ̂i = Υ
−1
n
1
N
N∑
j=1
B̃η(zj)R̂ij
= Υ−1n
1
N
N∑
j=1
B̃η(zj)
[
p∑
`=0
Xi`{βo` (zj)− β̂`(zj)}+ ηi(zj) + σ(zj)εij
]
. (3.49)
Lemma 3.17. Under Assumptions (A3)–(A5), if (N1/2|4η|)/ log(|4η|−1) → ∞ as N → ∞, then there
exist constants 0 < cΥ < CΥ < ∞, such that with probability approaching 1 as N → ∞, n → ∞,
cΥ|4η|2 ≤ λmin(Υn) ≤ λmax(Υn) ≤ CΥ|4η|2.
The proof is similar to the proof of 3.7, thus omitted.
Next we define
b̃i(z) = B̃η(z)
>Υ−1n
1
N
N∑
j=1
B̃η(zj)
p∑
`=0
Xi`{βo` (zj)− β̂`(zj)}, (3.50)
η̃i(z) = B̃η(z)
>Υ−1n
1
N
N∑
j=1
B̃η(zj)ηi(zj), ε̃i(z) = B̃η(z)
>Υ−1n
1
N
N∑
j=1
B̃η(zj)σ(zj)εij .
Then, the estimation error Di(z) = η̂i(z)− ηi(z) in (3.6) can be decomposed as the following:
Di(z) = b̃i(z) +∇ηi(z) + ε̃i(z).
For any z, z′ ∈ Ω, denote
G̃η(z, z
′) = n−1
n∑
i=1
ηi(z)ηi(z
′).
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The following lemma shows the uniform convergence of G̃η(z, z′) to Gη(z, z′) in probability over all
(z, z′) ∈ Ω2.
Lemma 3.18. Under Assumptions (A1)–(A5) and (C1)–(C3),
sup
(z,z′)∈Ω2
|G̃η(z, z′)−Gη(z, z′)| = OP {n−1/2(log n)1/2}.
Proof. Let ξ̄·kk′ = n−1
∑n
i=1 ξikξik′ , then
G̃η(z, z
′)−Gη(z, z′) =
∞∑
k=1
λkψk(z)ψk(z
′)
(
ξ̄·kk − 1
)
+
∑
k 6=k′
ξ̄·kk′(λkλk′)
1/2ψk(z)ψk′(z
′).
AsE
[∑∞
k=1 λkψk(z)ψk(z
′)
(
ξ̄·kk − 1
)]
= 0, thenE{G̃η(z, z′)−Gη(z, z′)} = 0. Note thatE{η2(z)η2(z′)} =
Gη(z, z)Gη(z
′, z′) + 2G2η(z, z
′) +
∑∞
k=1 λ
2
kE(ξ
4
1k − 3)ψ2k(z)ψ2k(z′). Next,
E
{
G̃η(z, z
′)−Gη(z, z′)
}2
= E
{
1
n
n∑
i=1
ηi(z)ηi(z
′)−Gη(z, z′)
}2
=
1
n
{
Gη(z, z)Gη(z
′, z′) +G2η(z, z
′) +
∞∑
k=1
λ2kE(ξ
4
1k − 3)ψ2k(z)ψ2k(z′)
}
.
Therefore, E
{
G̃η(z, z
′)−Gη(z, z′)
}2
 n−1. Hence, following from Bernstein inequality,
sup
(z,z′)∈Ω2
∣∣∣G̃η(z, z′)−Gη(z, z′)∣∣∣ = OP {n−1/2(log n)1/2},
and the desired result follows.
Proof of Theorem 3.1. Note that
sup
(z,z′)∈Ω2
|Ĝη(z, z′)−Gη(z, z′)| ≤ sup
(z,z′)∈Ω2
{|Ĝη(z, z′)− G̃η(z, z′)|+ |G̃η(z, z′)−Gη(z, z′)|},
where sup(z,z′)∈Ω2 |G̃η(z, z′)−Gη(z, z′)| = oP (1) according to Lemma 3.18, and
sup
(z,z′)∈Ω2
|Ĝη(z, z′)− G̃η(z, z′)| ≤ sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ηi(z)Di(z
′)
∣∣∣∣∣
+ sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ηi(z
′)Di(z)
∣∣∣∣∣+ sup(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
Di(z)Di(z
′)
∣∣∣∣∣ .
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With some simple calculations, we have
∑n
i=1 ηi(z)Di(z
′) =
∑n
i=1 ηi(z)̃bi(z
′) +
∑n
i=1 ηi(z)∇ηi(z′) +∑n
i=1 ηi(z)ε̃i(z
′), where∇ηi = η̃i − ηi. According to (3.52), (3.55) and (3.60), we have
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ηi(z)Di(z
′) + n−1
n∑
i=1
ηi(z
′)Di(z)
∣∣∣∣∣ = oP (1).
Note that
n∑
i=1
Di(z)Di(z
′) =
n∑
i=1
b̃i(z)̃bi(z
′) +
n∑
i=1
∇ηi(z)∇ηi(z′) +
n∑
i=1
b̃i(z)∇ηi(z′) +
n∑
i=1
ε̃i(z)ε̃i(z
′)
+
n∑
i=1
∇ηi(z)ε̃i(z′) +
n∑
i=1
b̃i(z)ε̃i(z
′).
It follows from (3.51), (3.54), (3.56)–(3.59) that sup(z,z′)∈Ω2
∣∣n−1∑ni=1Di(z)Di(z′)∣∣ = oP (1). The de-
sired result is established. 
Lemma 3.19. Under Assumptions (A1)–(A5), (C1)–(C3), we have
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
b̃i(z)̃bi(z
′)
∣∣∣∣∣ = OP {n−1|4η|−2(log n)1/2}, (3.51)
sup
(z,z′)∈Ω2
∣∣∣∣∣
n∑
i=1
ηi(z)̃bi(z
′)
∣∣∣∣∣ = OP {n−1(log n)1/2}. (3.52)
Proof. According to (3.32) and (3.50), we have
b̃i(z) = B̃η(z)
>Υ−1n
1
N
N∑
j=1
B̃(zj)
p∑
`=0
Xi`{βo` (zj)− β̂`(zj)}
= B̃η(z)
>Υ−1n
1
N
N∑
j=1
B̃(zj)
p∑
`=0
Xi`{βo` (zj)− β̂µ,`(zj)− η̂`(zj)− ε̂`(zj)}. (3.53)
Thus,
1
n
n∑
i=1
b̃i(z)̃bi(z
′) =
1
n
n∑
i=1
B̃η(z)
>Υ−1n
 1
N
N∑
j=1
B̃(zj)
p∑
`=0
Xi`{βo` (zj)− β̂`(zj)}

×
[
1
N
N∑
j′=1
B̃(zj′)
>
p∑
`′=0
Xi`′{βo`′(zj′)− β̂`′(zj′)}
]
Υ−1n B̃η(z
′)
 1
n|4η|4
n∑
i=1
B̃η(z)
>
[
1
N2
N∑
j,j′=1
B̃(zj)B̃(zj′)
>
p∑
`,`′=0
Xi`Xi`′{βo` (zj)− β̂`(zj)}
× {βo`′(zj′)− β̂`′(zj′)}
]
B̃η(z
′).
122
Therefore, by Theorem 3.2, we have E
{
1
n
∑n
i=1 b̃i(z)̃bi(z
′)
}

∑p
`=0
∑p
`′=0 |4η|
−2‖βo` − β̂`‖‖βo`′ −
β̂`′‖  n−1|4η|−2. We have E
{
n−1
∑n
i=1 b̃i(z)̃bi(z
′)
}2
= 1
n2
∑n
i,i′=1E
{
b̃i(z)̃bi(z
′)̃bi′(z)̃bi′(z
′)
}
,
where
E
{
b̃i(z)̃bi(z
′)̃bi′(z)̃bi′(z
′)
}
 |4η|−8
× EB̃η(z)>
[
1
N2
N∑
j,j′=1
B̃(zj)B̃(zj′)
>
p∑
`,`′=0
Xi`Xi`′{βo` (zj)− β̂`(zj)}{βo`′(zj′)− β̂`′(zj′)}
]
B̃η(z
′)
× B̃η(z)>
[
1
N2
N∑
j,j′=1
B̃(zj)B̃(zj′)
>
p∑
`,`′=0
Xi′`Xi′`′{βo` (zj)− β̂`(zj)}{βo`′(zj′)− β̂`′(zj′)}
]
B̃η(z
′)
 n−2|4η|−4.
Thus, (3.51) follows from the Bernstein inequality after the discretization.
Following from (3.53), we have, for any i, i′ = 1, . . . , n,
E
{
b̃i(z
′)̃bi′(z
′)ηi(z)ηi′(z)
}
 |4η|−4B̃η(z′)>
1
N2
N∑
j,j′=1
B̃(zj)B̃(zj′)
>E

p∑
`,`′=0
Xi`Xi`′ η̂`(zj)η̂`′(zj′)ηi(z)ηi′(z)
 B̃η(z′),
E

p∑
`,`′=0
Xi`Xi`′ η̂`(zj)η̂`′(zj′)ηi(z)ηi′(z)
 = 1n2N2
n∑
i′′,i′′′=1
E
[{
Xi ⊗ B̃(zj)
}>
Γ−1n,ρ
×
N∑
j′′,j′′′=1
Xi′′X
>
i′′′ ⊗ B̃(zj′′)B̃(zj′′′)>Γ−1n,ρXi′ ⊗ B̃(zj′)
]
E
{
ηi(z)ηi′(z)ηi′′(zj′′)ηi′′′(zj′′′)
}
=
1
n2N2
E
[{
Xi ⊗ B̃(zj)
}>
Γ−1n,ρ
N∑
j′′,j′′′=1
Xi′′X
>
i′′′ ⊗ B̃(zj′′)B̃(zj′′′)>Γ−1n,ρ
{
Xi′ ⊗ B̃(zj′)
}]
× E
{
ηi(z)ηi′(z)ηi(zj′′)ηi′(zj′′′) + ηi(z)ηi′(z)ηi′(zj′′)ηi(zj′′′)
}
 n−2.
Therefore, E
{
1
n
∑n
i=1 ηi(z)̃bi(z
′)
}2
= 1
n2
∑n
i,i′=1E{b̃i(z′)̃bi′(z′)ηi(z)ηi′(z)} = O(n−2).
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Lemma 3.20. Under Assumptions (A1)–(A5), (C1)–(C3), we have
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
∇ηi(z)∇ηi(z′)
∣∣∣∣∣ = OP
|4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞
 , (3.54)
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ηi(z)∇ηi(z′)
∣∣∣∣∣ = OP
|4η|s+1
Kn∑
k=1
λk‖ψk‖s+1,∞‖ψk‖∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞
 ,
(3.55)
sup
(z,z′)∈Ω2
∣∣∣∣∣
n∑
i=1
∇ηi(z)̃bi(z′)
∣∣∣∣∣ = OP
{
(log n)1/2n−1|4η|s+1
Kn∑
k=1
λk‖ψk‖s+1,∞‖ψk‖∞
}
+OP
(log n)1/2n−1
∞∑
k=Kn+1
λk‖ψk‖2∞
 . (3.56)
Proof. For any k ≥ 1, denote ψ̃k(z) = B̃(z)>Υ−1n 1N
∑N
j=1 B̃(zj)ψk(zj), and ∇ψk = ψ̃k − ψk. Accord-
ing to Assumption (C2), we hav(C3)e, for any k ≥ 1, ‖∇ψk‖∞ ≤ C|4η|s+1‖ψk‖s+1,∞ and ‖ψ̃k‖∞ ≤
‖ψk‖∞ + ‖∇ψk‖∞ ≤ 2‖ψk‖∞, as n→∞. It is easy to see that∇ηi(z′) =
∑∞
k=1 λ
1/2
k ξik∇ψk(z
′).
We first show (3.54). Let ξ̄·kk′ = n−1
∑n
i=1 ξikξik′ , where E(ξ̄·kk′) = I(k = k
′) and E(ξ̄·kk′)2 ≤
(Eξ4ikEξ
4
ik′)
1/2 ≤ C. Simple calculation yields that
1
n
n∑
i=1
∇ηi(z)∇ηi(z′) =
∞∑
k,k′=1
ξ̄·kk′(λkλk′)
1/2∇ψk(z)∇ψk′(z′).
Thus, by Assumption (C2), we have
sup
(z,z′)∈Ω2
∣∣∣∣∣E
{
1
n
n∑
i=1
∇ηi(z)∇ηi(z′)
}∣∣∣∣∣ = sup(z,z′)∈Ω2
∣∣∣∣∣
∞∑
k=1
λk∇ψk(z)∇ψk(z′)
∣∣∣∣∣
≤ |4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞ + Cψ
∞∑
k=Kn+1
λk‖ψk‖2∞.
In addition, we have
sup
z,z′∈Ω
E
{
∇ηi(z)∇ηi(z′)
}2
= sup
z,z′∈Ω
E
[ ∞∑
k=1
ξ2ikλk(∇ψk)2(z)
∞∑
k′=1
ξ2ik′λk′(∇ψk′)2(z′)
]
 n−1
{
|4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞
}2
.
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Thus, supz,z′∈Ω Var
{
1
n
∑n
i=1∇ηi(z)∇ηi(z′)
}

{
|4η|2(s+1)
∑Kn
k=1 λk‖ψk‖2s+1,∞+
∑∞
k=Kn+1
λk‖ψk‖2∞
}2
.
Therefore, using the discretization method and Bernstein inequality
sup
(z,z′)∈Ω2
∣∣∣∣∣ 1n
n∑
i=1
∇ηi(z)∇ηi(z′)− E{∇ηi(z)∇ηi(z′)}
∣∣∣∣∣
= OP
{
(log n)1/2n−1/2|4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞(log n)1/2n−1/2
∞∑
k=Kn+1
λk‖ψk‖2∞
}
.
Next we derive (3.55). Noting that n−1
∑n
i=1 ηi(z)∇ηi(z′) = ξ·kk′(λkλk′)1/2ψk(z′)(∇ψk′)(z′), we have
sup
(z,z′)∈Ω2
∣∣∣∣∣E
{
1
n
n∑
i=1
ηi(z)∇ηi(z′)
}∣∣∣∣∣ ≤
∞∑
k=1
λk‖ψk‖∞‖∇ψk′‖∞
≤ C|4η|s+1
Kn∑
k=1
λk‖ψk‖s+1,∞‖ψk‖∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞,
var
{
n−1
n∑
i=1
ηi(z)∇ηi(z′)
}
= n−1
[
E
{
η2i (z)∇ηi(z′)2
}
−
{
Eηi(z)∇ηi(z′)
}2]
,
sup
z,z′∈Ω
E
{
η2i (z)∇ηi(z′)2
}
= sup
z,z′∈Ω

∞∑
k=1
Eξ4ikλ
2
kψ
2
k(z)(∇ψk)2(z′) +
∑
k 6=k′
λkλk′ψ
2
k(z)(∇ψk)2(z′)

≤ C
|4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞
 ,
and
sup
z,z′∈Ω
∣∣E {ηi(z)∇ηi(z′)}∣∣ ≤ C
|4η|s+1
Kn∑
k=1
λk‖ψk‖s+1,∞‖ψk‖∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞
 .
Therefore,
sup
z,z′∈Ω
E
{
n−1
n∑
i=1
ηi(z)∇ηi(z′)
}2
=O
|4η|s+1
Kn∑
k=1
λk‖ψk‖s+1,∞‖ψk‖∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞

2 .
Hence,
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
∇ηi(z)ε̃i(z′)− E
{
∇ηi(z)ε̃i(z′)
}∣∣∣∣∣
= OP
(log n)1/2n−1/2|4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞ + (log n)1/2n−1/2
∞∑
k=Kn+1
λk‖ψk‖2∞

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using the discretization method and Bernstein inequality. Finally, we provide the proof of (3.56). Note that
E
{
b̃i(z
′)̃bi′(z
′)∇ηi(z)∇ηi′(z)
}
follows that
E
{
b̃i(z
′)̃bi′(z
′)∇ηi(z)∇ηi′(z)
}
 |4η|−4
× B̃η(z′)>
1
N2
N∑
j,j′=1
B̃η(zj)B̃η(zj′)
>E

p∑
`,`′=0
Xi`Xi`′ η̂`(zj)η̂`′(zj′)∇ηi(z)∇ηi′(z)
 B̃η(z′),
and by (3.55),
E

p∑
`,`′=0
Xi`Xi`′ η̂`(zj)η̂`′(zj′)∇ηi(z)∇ηi′(z)
 = 1n2N2
n∑
i′′,i′′′=1
E
[{
Xi ⊗ B̃(zj)
}>
Γ−1n,ρ
×
N∑
j′′,j′′′=1
Xi′′X
>
i′′′ ⊗ B̃(zj′′)B̃(zj′′′)>Γ−1n,ρXi′ ⊗ B̃(zj′)
]
E
{
ηi′′(zj′′)ηi′′′(zj′′′)∇ηi(z)∇ηi′(z)
}
=
1
n2N2
E
[{
Xi ⊗ B̃(zj)
}>
Γ−1n,ρ
N∑
j′′,j′′′=1
Xi′′X
>
i′′′ ⊗ B̃(zj′′)B̃(zj′′′)>Γ−1n,ρ
{
Xi′ ⊗ B̃(zj′)
}]
× E
{
ηi(zj′′)ηi′(zj′′′)∇ηi(z)∇ηi′(z) + ηi′(zj′′)ηi(zj′′′)∇ηi(z)∇ηi′(z)
}
.
If i 6= i′, we have
E
{
ηi(zj′′)ηi′(zj′′′)∇ηi(z)∇ηi′(z) + ηi′(zj′′)ηi(zj′′′)∇ηi(z)∇ηi′(z)
}


Kn∑
k=1
λk|4|s+1η ‖ψk‖s+1,∞‖ψk‖∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞

2
.
If i = i′, then we have
E
{
ηi(zj′′)ηi(zj′′′)∇ηi(z)∇ηi(z)
}
=
∞∑
k=1
λ2kEξ
4
ikψk(z
′′)ψk(z
′′′)∇ψk(z)∇ψk(z)
≤
Kn∑
k=1
λ2k|4|2s+2η ‖ψk‖2s+1,∞‖ψk‖2∞ +
∞∑
k=Kn+1
λ2k‖ψk‖4∞.
Thus,
E
{
p∑
`,`′=0
Xi`Xi`′ η̂`(zj)η̂`′(zj′)∇ηi(z)∇ηi′(z)
}


Kn∑
k=1
λk|4|s+1η ‖ψk‖s+1,∞‖ψk‖∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞

2
.
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Therefore, E
{
1
n
∑n
i=1∇ηi(z)̃bi(z′)
}2
= O[n−2
∑Kn
k=1 λ
2
k|4|2s+2η ‖ψk‖2s+1,∞‖ψk‖2∞+n−2
∑∞
k=Kn+1
λ2k
‖ψk‖4∞]. Thus, (3.56) is obtained.
Lemma 3.21. Under Assumptions (A1)–(A5), (C1)–(C3), we have
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ε̃i(z)ε̃i(z
′)
∣∣∣∣∣ = OP (N−1|4η|−2), (3.57)
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
∇ηi(z)ε̃i(z′)
∣∣∣∣∣ = OP
{
n−1/2N−1/2(log n)1/2|4η|s
Kn∑
k=1
λ
1/2
k ‖ψk‖s+1,∞
}
+OP
n−1/2N−1/2|4η|−1(log n)1/2
∞∑
k=Kn+1
λ
1/2
k ‖ψk‖∞
 , (3.58)
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
b̃i(z)ε̃i(z
′)
∣∣∣∣∣ = OP {n−1N−1|4|−2(log n)1/2}, (3.59)
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ηi(z)ε̃i(z
′)
∣∣∣∣∣ = OP {n−1/2N−1/2|4η|−1(log n)1/2}. (3.60)
Proof. We first show (3.57). Let ε̄·jj′ = n−1
∑n
i=1 εijεij′ , where E(ε̄·jj′) = I(j = j
′). Note that
1
n
n∑
i=1
ε̃i(z)ε̃i(z
′) = B̃(z)>Υ−1n
 1N2
N∑
j=1
N∑
j′=1
B̃(zj)B̃(zj′)
>σ(zj)σ(zj′)ε̄·jj′
Υ−1n B̃(z′).
It is easy to see that,
E
{
1
n
n∑
i=1
ε̃i(z)ε̃i(z
′)
}
= B̃(z)>Υ−1n
 1N2
N∑
j=1
B̃(zj)B̃(zj′)
>σ2(zj)
Υ−1n B̃(z′).
Therefore, sup(z,z′)∈Ω2
∣∣E { 1n∑ni=1 ε̃i(z)ε̃i(z′)}∣∣ = O(N−1|4η|−2). In addition, note that
E
{
ε̃i(z)ε̃i(z
′)
}
=B̃(z)>Υ−1n
 1N2
N∑
j=1
B̃(zj)B̃(zj′)
>σ2(zj)
Υ−1n B̃(z′) = O(N−1|4η|−2),
E
{
ε̃i(z)ε̃i(z
′)
}2
=E
B̃η(z)>Υ−1n
 1N2
N∑
j=1
N∑
j′=1
B̃η(zj)B̃η(zj′)
>σ(zj)σ(zj′)εijεij′
Υ−1n B̃η(z′)
2
|4η|
−8
N4
N∑
j,j′,j′′,j′′′=1
B̃η(zj)B̃η(zj′)
>B̃η(zj′′)B̃η(zj′′′)
>
× σ(zj)σ(zj′)σ(zj′′)σ(zj′′′)εijεij′εij′′εij′′′  N−2|4η|−4.
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Thus, var
{
1
n
∑n
i=1 ε̃i(z)ε̃i(z
′)
}
= 1
n2
∑n
i=1 var {ε̃i(z)ε̃i(z′)}  n−1N−2|4η|−4. Therefore, the supreme
of difference between n−1
∑n
i=1 ε̃i(z)ε̃i(z
′) and E{ε̃i(z)ε̃i(z′)} is
sup
(z,z′)∈Ω2
∣∣∣∣∣n−1
n∑
i=1
ε̃i(z)ε̃i(z
′)− E
{
ε̃i(z)ε̃i(z
′)
}∣∣∣∣∣ = OP {n−1/2N−1(log n)1/2|4η|−2}
using the discretization method and Bernstein inequality.
Next we derive (3.58). Note that
1
n
n∑
i=1
∇ηi(z)ε̃i(z′) =
1
n
n∑
i=1
∞∑
k=1
ξikλ
1/2
k ∇ψk(z)B̃η(z
′)>Υ−1n
 1N
N∑
j=1
B̃η(zj)σ(zj)εij
 ,{
1
n
n∑
i=1
∇ηi(z)ε̃i(z′)
}2
=
1
n2
n∑
i=1
n∑
i′=1
∞∑
k=1
∞∑
k′=1
ξikξi′k′(λkλk′)
1/2∇ψk(z)
×∇ψk′(z)B̃η(z′)>Υ−1n
 1N2
N∑
j=1
N∑
j′=1
B̃η(zj)B̃η(zj′)
>σ(zj)σ(zj′)εijεi′j′
Υ−1n B̃η(z′).
Next observe that E
[
1
n
∑n
i=1∇ηi(z)ε̃i(z′)
]
= 0 and
E
{
1
n
n∑
i=1
∇ηi(z)(∇ψk)2(z)
}
=
1
n2
n∑
i=1
∞∑
k=1
λk(∇ψk)2(z)
× B̃η(z′)>Υ−1n
 1N2
N∑
j=1
B̃η(zj)B̃η(zj)
>σ2(zj)
Υ−1n B̃η(z′)
So,
E
{
1
n
n∑
i=1
∇ηi(z)(∇ψk)2(z)
}
≤ C1|4η|
−2
nN
|4η|2(s+1)
Kn∑
k=1
λk‖ψk‖2s+1,∞ +
∞∑
k=Kn+1
λk‖ψk‖2∞
 .
Thirdly, we prove (3.59). Note that for any i, i′, j, j′, we have
E
{
b̃i(z)εij b̃i′(z)εi′j′
}
= E
Bη(z)>Υ−1n 1N2
N∑
j′′,j′′′=1
B̃η(zj′′)B̃η(zj′′′)
>
p∑
`,`′=0
Xi`ε̂`(zj′′)Xi`′ ε̂`′(zj′′′)εijεi′j′Υ
−1
n Bη(z)

= O(n−2N−2|4|−4).
Therefore, by simple calculation, we can establish E
{
b̃i(z)ε̃i(z
′)̃bi′(z)ε̃i′(z
′)
}
= O(n−2N−2|4|−4) and
E
[
n−1
∑n
i=1 b̃i(z)ε̃i(z
′)
]2
= O(n−2N−2|4|−4). Finally, we show (3.60). Note that
n∑
i=1
ηi(z)ε̃i(z
′) =
n∑
i=1
B̃η(z
′)>Υ−1n
1
N
N∑
j=1
B̃η(zj)σ(zj)εij
∞∑
k=1
ξikλ
1/2
k ψk(z),
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where E
{
n−1
∑n
i=1 ηi(z)ε̃i(z
′)
}
= 0, and E
{
n−1
∑n
i=1 ηi(z)ε̃i(z
′)
}2
= O(n−1N−1|4η|−2). Thus,
(3.60) is obtained.
3.11 Appendix B. Additional Simulation and Application Results
In this section, we provide some additional results from simulation studies and real application analysis.
3.11.1 More Results of Simulation Studies
In Section 3.6.1 of the main paper, we illustrated the advantage of the proposed method over the complex
horseshoe domain in Sangalli et al. (2013). Figure 3.5 shows the two triangulations used for the horseshoe
domain in this example. For implementation, the BPST method is conducted over triangulation, 41, while
triangulation, 42, is used for PCST method. To visually compare different methods, we display the esti-
mated coefficient functions for Case I (jump function) and Case II (smooth function) in Figures 3.6 and 3.7,
respectively. The plots are obtained based on the setting: n = 50, λ1 = 0.2, λ2 = 0.05, σ = 1.0. Table 3.5
summarizes the estimation results based on the noise level σ = 1.0.
From these figures, one sees that the BPST and PCST estimates are both very close to the true coefficient
functions. When the true coefficient functions are smooth, BPST provides the best estimation, while when
the true coefficient function contains jumps, PCST provides a better estimation. The performance of the
Tensor method will be affected by the design of the coefficient function. Moreover, from Figure 3.6 and 3.7,
one can see that even when the coefficient function is smooth across the boundary, the estimation accuracy
is also affected by the domain of the true signal, especially the pixels which are closed to the boundary.
The performance of the Kernel method is not affected by the design of the coefficient functions, instead, it
heavily depends on the noise level due to the three-stage structure. As the noise level increases, the Kernel
estimates are getting more blurred.
In Section 3.6.2 of the main paper, we conduct a simulation study based on the domain of the 5th slice
of the brain images illustrated in Section 3.7. Table 3.6 demonstrates the estimation results for σ = 0.5.
In this example, we focus on the domain of the 35th slices of the brain image. Based on this domain, we
consider two types of triangulations: 45 and46; see Figure 3.8. Table 3.7 summarizes the MSE results of
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41 42
Figure 3.5 Triangulations for the horseshoe domain.
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Figure 3.6 True coefficient functions and their different estimators for Case I in Example 1.
the BPST, Kernel and Tensor methods. The findings are similar to those described in Section 3.6.2. Tables
3.3 and 3.8 summarize the ECRs of the 95% SCCs for the 5th and 35th slices, respectively, and they are all
close to 95%. As the sample size increases, the ECRs are getting closer to 95%. Figures 3.9 and 3.10 show
the true coefficient functions and an example of their estimators and 95% SCCs based on the 5th and 35th
slices, respectively. The plots are generated based on the setting: n = 50, λ1 = 0.1, λ2 = 0.02 and σ = 0.5.
3.11.2 Additional ADNI Data Analysis Results
For the ADNI data described in Section 3.7 in the main paper, Table 3.9 below summarizes the distri-
bution of patients by diagnosis status and sex. Next, Figure 3.11 displays the triangulations of slices used
for the BPST method in the model fitting and constructing the SCCs. Finally, Figures 3.12 and 3.13 provide
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Figure 3.7 True coefficient functions and their different estimators for Case II in Example 1.
43 44 45 46
Figure 3.8 Triangulations for the 5th slice (43,44) and 35th slice (45,46) of the brain image in
Simulation Example 2.
the image maps of the estimated coefficient functions for 8th, 15th, 35th, 55th, 62nd, and 65th slices, and
Figures 3.14 and 3.15 show the corresponding significance maps. The significance maps in the 8th and 15th
slice show that the increase of age increases the brain activities in the cerebellum and temporal lobe, and
people with Alzheimer’s disease are more active in the cerebellum, while less active in the temporal lobe.
The significance maps of the 35th slide display that the age has a negative effect on the brain activities in
the anterior cingulate gyrus, corpus callosum, and part of the cerebral white matter, while the female has
a higher level of activities in these regions. These regions connect the left and right cerebral hemispheres
and enabling communication between them. From the significance maps of the 55th, 62nd, and 65th slices,
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Table 3.5 Estimation errors of the coefficient estimators, σ = 1.0.
Function
n Method
λ1 = 0.03, λ2 = 0.006 λ1 = 0.2, λ2 = 0.05
Type β0 β1 β0 β1
Jump
50
BPST 0.0059 0.0075 0.0066 0.0082
PCST 0.0023 0.0023 0.0028 0.0030
Kernel 0.0201 0.0206 0.0207 0.0213
Tensor 0.0201 0.0132 0.0206 0.0142
100
BPST 0.0038 0.0050 0.0042 0.0054
PCST 0.0011 0.0011 0.0014 0.0015
Kernel 0.0100 0.0102 0.0104 0.0105
Tensor 0.0099 0.0112 0.0103 0.0120
Smooth
50
BPST 0.0010 0.0012 0.0016 0.0019
PCST 0.0049 0.0065 0.0054 0.0072
Kernel 0.0201 0.0206 0.0207 0.0213
Tensor 0.0189 0.0132 0.0207 0.0153
100
BPST 0.0006 0.0007 0.0009 0.0010
PCST 0.0037 0.0054 0.0040 0.0057
Kernel 0.0100 0.0102 0.0104 0.0105
Tensor 0.0100 0.0113 0.0103 0.0128
we could see an increase of brain activities in the frontal gyrus, precentral gyrus and postcentral gyrus for
people with Alzheimer’s disease. Our findings are consistent with the findings in the literature, see Andersen
et al. (2012), Bernard and Seidler (2014), and Dubb et al. (2003).
132
Table 3.6 Estimation errors of the coefficient function estimators, σ = 0.5.
n Method
λ1 = 0.1, λ2 = 0.02 λ1 = 0.2, λ2 = 0.05
β0 β1 β2 β0 β3 β2
50
BPST(43) 0.003 0.005 0.005 0.007 0.011 0.010
BPST(44) 0.003 0.005 0.005 0.006 0.009 0.009
Kernel 0.008 0.011 0.011 0.011 0.016 0.016
Tensor 0.008 0.007 0.010 0.011 0.012 0.014
100
BPST(43) 0.002 0.002 0.002 0.003 0.005 0.005
BPST(44) 0.002 0.002 0.002 0.003 0.004 0.004
Kernel 0.004 0.005 0.005 0.005 0.008 0.007
Tensor 0.004 0.005 0.005 0.005 0.007 0.009
Table 3.7 Estimation errors of the coefficient function estimators in the 35th slice.
n σ Method
λ1 = 0.1, λ2 = 0.02 λ1 = 0.2, λ2 = 0.05
β0 β1 β2 β0 β1 β2
50
0.5
BPST(45) 0.003 0.005 0.005 0.007 0.011 0.011
BPST(46) 0.003 0.005 0.005 0.007 0.011 0.010
Kernel 0.008 0.012 0.012 0.018 0.018 0.017
Tensor 0.008 0.009 0.011 0.012 0.015 0.015
1.0
BPST(45) 0.003 0.005 0.005 0.007 0.011 0.011
BPST(46) 0.003 0.005 0.005 0.007 0.011 0.011
Kernel 0.023 0.033 0.033 0.027 0.039 0.038
Tensor 0.023 0.012 0.019 0.027 0.017 0.023
100
0.5
BPST(45) 0.002 0.002 0.002 0.003 0.005 0.005
BPST(46) 0.002 0.002 0.002 0.003 0.005 0.005
Kernel 0.004 0.006 0.006 0.006 0.008 0.008
Tensor 0.004 0.006 0.007 0.006 0.010 0.009
1.0
BPST(45) 0.002 0.002 0.002 0.003 0.005 0.005
BPST(46) 0.002 0.002 0.002 0.003 0.005 0.005
Kernel 0.012 0.016 0.016 0.013 0.018 0.018
Tensor 0.013 0.010 0.013 0.011 0.007 0.011
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Table 3.8 The coverage rate of the 95% SCCs for the coefficient functions defined over the 35th
slice.
n λ σ
Coverage Width
β0 β1 β2 β0 β1 β2
50
(0.1,0.02)
0.5 0.962 0.916 0.934 0.307 0.344 0.347
1.0 0.964 0.926 0.940 0.331 0.368 0.371
(0.2,0.05)
0.5 0.952 0.920 0.930 0.426 0.490 0.492
1.0 0.96 0.920 0.934 0.449 0.512 0.512
100
(0.1,0.02)
0.5 0.956 0.952 0.940 0.214 0.240 0.244
1.0 0.962 0.952 0.948 0.239 0.262 0.265
(0.2,0.05)
0.5 0.946 0.954 0.932 0.298 0.340 0.346
1.0 0.952 0.954 0.938 0.317 0.359 0.365
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Figure 3.9 True coefficient functions and their estimators and 95% SCCs based on the 5th slice.
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Figure 3.10 True coefficient functions and their estimators and 95% SCCs based on the 35th slice.
Table 3.9 Distribution of patients by diagnosis status and gender.
CN MCI AD All
Male 70 136 72 278
Female 42 77 50 169
All 112 213 122 447
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Slice 5 Slice 8 Slice 15 Slice 35
Slice 55 Slice 62 Slice 65
Figure 3.11 Triangulation sets used in the ADNI data analysis.
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CHAPTER 4. SPARSE MODELING OF FUNCTIONAL LINEAR REGRESSION VIA
FUSED LASSO WITH APPLICATION TO GENOTYPE-BY-ENVIRONMENT
INTERACTION STUDIES
Shan Yu1, Kusmec M Aaron2, Li Wang1 and Dan Nettleton1
1Department of Statistics, Iowa State University, Ames, IA
2Department of Agronomy, Iowa State University, Ames, IA
Modified from a manuscript to be submitted to Biometrika
4.1 Abstract
Functional linear models (FLMs) have been widely used to describe the relationship between functional
predictors and a scalar response. The estimator of an FLM coefficient function based on small number of
observations is often inefficient. In this paper, we propose a functional linear model with heterogeneous
coefficient functions to simultaneously estimate multiple coefficient functions and identify groups, such
that coefficient functions are identical within groups and distinct across groups. By borrowing information
from relevant subgroups of observations, our method enhances estimation efficiency while preserving het-
erogeneity in model parameters and coefficient functions. We use an adaptive fused lasso penalty to shrink
coefficient estimates to a common value within each group. We also establish theoretical properties of our
adaptive fused lasso estimators. To enhance the computation efficiency and incorporate neighborhood in-
formation, we propose to use graph-constrained adaptive lasso. A highly efficient and scalable estimation
algorithm is developed. Monte Carlo simulation studies are conducted to examine the finite-sample perfor-
mance of the proposed method. The proposed method is applied to a dataset of hybrid maize grain yields
from the Genomes to Fields consortium.
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4.2 Introduction
Understanding genotype-by-environment interaction is essential to the development of breeding strate-
gies, which seek to customize genotypes to the characteristics of particular environments. Some genotypes
may respond similarly to one or more environmental factors. Grouping genotypes according to their re-
sponses to environmental characteristics is of scientific interest and is useful for obtaining efficient esti-
mators. Motivated by maize yield data, which contains 1,008 hybrid genotypes along with daily recorded
weather data throughout the growing period (AlKhalifah et al., 2018; McFarland et al., 2020), we consider
a functional linear regression model with heterogeneous coefficient functions. In this model, we assume
that the coefficient functions for time-indexed environmental variables are hybrid-dependent and can be
partitioned into unknown groups, where coefficient functions are identical for hybrids in the same group
but different across groups. The motivation of this paper is to estimate heterogeneous functional linear
regression and automatically identify the underlying group structure.
There have been numerical studies to investigate functional linear models (FLMs), which relate func-
tional predictors to a scalar response (Wang et al., 2016). A standard FLM can be written as
Yi = β0 +
L∑
`=1
∫
T
Xi`(t)α`(t)dt+ εi, i = 1, . . . , n,
where Yi is scalar response, Xi` is the `th functional predictor/covariate, β0 and α`(t) are the unknown
intercept parameter and the `th coefficient function to be estimated. Cardot et al. (2003) used spline approx-
imation to estimate the coefficient functions. James et al. (2009) increased the interpretability of FLMs via
variable selection based methods. Zhou et al. (2013) studied a shrinkage method to estimate the coefficient
function when the value of the coefficient function is zero within certain sub-regions. Kong et al. (2016)
considered a sparse learning method given a large number of candidate functional predictors.
Fusion learning has drawn a lot of attention as an increasing number of data sources have become eas-
ily available in this big data era. Fusion learning strategically combines information to improve estimation
efficiency while preserving parameter heterogeneity. Several works have been conducted to apply fusion
learning to a suite of statistical models. In Ma and Huang (2017), the authors utilize a concave penalty to
detect subgroups of a heterogeneous population. In Zhu and Qu (2018), the authors apply fusion learning
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to identify clusters based on patterns in longitudinal curves. Shen and Qu (2020) considers subgroup iden-
tification in longitudinal data analysis; Shen et al. (2019) considers inference based fusion learning. Tang
and Song (2016) uses fused lasso under the linear regression framework. In this paper, we propose a fusion
learning method for a functional linear model with heterogeneous coefficient functions.
As the datasets from modern applications become increasingly complex, more and more sophisticated,
advanced statistical methods are required to address several vital issues, including model estimation, quan-
tification of uncertainty, and computational efficiency. Given the flexibility for incorporating structural con-
straints on the parameters, regularized likelihood methods have become crucial to solving these challenges.
Therefore, in this paper, we use univariate spline approximation to estimate the coefficient functions and use
the adaptive lasso to perform shrinkage estimation. This approach is appealing for several reasons. First,
we can use spline functions to approximate the coefficient functions and incorporate structural constraints
on the coefficient functions through their spline coefficients; see Wang et al. (2011) and Xue et al. (2020).
Second, adaptive lasso, which was first proposed by Zou (2006), is a convex penalty that facilities effi-
cient numerical optimization using convex optimization methods. We use an alternating direction method
of multipliers (ADMM) algorithm in our optimization procedure.
In addition to considering a pairwise fused penalty, we implement a graph-constrained adaptive lasso,
which not only reduces the computation burden but also incorporates prior information about the underlying
group structure. The graph-constrained lasso has wide applications in the literature. For example, Tibshirani
et al. (2005) uses a fused lasso to capture the sparsity of differences in successive covariates. Padilla et al.
(2018) adopts fused lasso for non-parametric regression. Li and Li (2010) incorporates genetic information
into the model through a graph-constrained lasso. Inspired by the work in Li and Sang (2019) in spatial data
analysis, we apply graph-constrained adaptive lasso in our model fitting, where each genotype is treated as a
node, graph edges are determined by genetic similarity, and the edges determine which pairwise differences
in estimation are penalized.
The rest of the paper is structured as follows. In Section 4.3, we describe our model, then we give a
brief review of univariate splines and introduce the penalized fused lasso estimation method. Section 2.5
provides the details of the algorithm that we use to obtain the estimators. Section 4.5 provides theoretical
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properties of the proposed estimators. In Section 4.6, we conduct simulation studies to evaluate the finite-
sample performance of the proposed method. Section 4.7 illustrates our method using a real dataset. Some
concluding remarks are given in Section 4.8. The proof of the asymptotic results and additional simulation
studies are given in the appendices.
4.3 Methodology
4.3.1 Functional Linear Models with Heterogeneous Coefficient Functions
In this article, we proposed a new approach to automatically identify the homogeneous subgroups based
on an adaptive pairwise fusion penalty. Let Yik be the response variable, and let {Xik(t), t ∈ T } =
{Xik`(t), t ∈ T }L`=1 be a vector of square-integrable random functions defined on a closed interval T , where
k is the index for the kth subgroup (e.g., hybrid), k = 1, . . . ,K, and i is the index for the ith observation
within subgroup k. There are nk observations within the kth subgroup. We consider the following functional
linear model with heterogeneous coefficient functions:
Yik = βk +
L∑
`=1
∫
T
Xik`(t)αk`(t)dt+ εik, i = 1, . . . , nk, k = 1, . . . ,K, (4.1)
where βk’s are unknown intercepts and αk`’s are unknown functions defined on T . For ` = 0, . . . , L,
let G` = {G`,1, . . . ,G`,M`} be a partition of {1, . . . ,K}, which represents the unknown underlying group
structure. For group G0,m, if k ∈ G0,m, then βk = β#m, where β#m is the common value for all the βk’s from
group G0,m. For group G`,m, ` = 1, . . . , L, if k ∈ G`,m, then αk` = α#m`, where α
#
m` is the common value
for all the αk`’s from group G`,m.
Our goal is to obtain the estimation of intercepts and coefficient functions and identify the distinct group
patterns simultaneously for any given subgroups.
4.3.2 Spline Approximation
We use univariate polynomial splines to approximate the functions αk`(t), 1 ≤ k ≤ K, 1 ≤ ` ≤ L,
which provides a good approximation for smooth functions. In the following, let υ be a vector with N
interior knots distributed over T = [a, b]: υ = {a = υ0 < υ1 < . . . < υN < υN+1 = b}. The polynomial
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splines of order %+1 are polynomial functions with %-degree (or less) on intervals [υj , υj+1), j = 0, . . . , N−
1, and [υN , υN+1], and have %−1 continuous derivatives globally. We denote U%([a, b],υ) the space of such
polynomial splines. The appeal of polynomial splines is that they provide good approximations of smooth
functions with simple linear combinations of spline basis functions. Specifically, αk`(t) can be approxi-
mated by αk`(t) ≈
∑N+%+1
j=1 γk`jUj,%(t) = U%(t)
>γk`, where U%(t) = {U1,%(t), . . . , UN+%+1,%(t)}> are
the B-spline basis functions of the spline functional space U%([a, b],υ), and γk` =
(
γk`1, . . . , γk`(N+%+1)
)>
is a vector of coefficients. For notational simplicity, we denote Uj(t) = Uj,%(t) and U = U%([a, b],υ) in
the following. Define the spline approximation space UK = {(α1, . . . , αK) : αk ∈ U}. Through spline ap-
proximation, the estimation of coefficient functions has been simplified to obtain spline coefficients. Then,
the clustering of coefficient functions is equivalent to clustering B-spline coefficients for each subgroup.
4.3.3 Functional Linear Regression with Fused Penalty
We consider the following least squares problem:
min
(β1,...,βK)∈RK
αk`∈U ,1≤`≤L,1≤k≤K
K∑
k=1
nk∑
i=1
{
Yik − βk −
L∑
`=1
∫
T
Xik`(t)αk`(t)dt
}2
.
Suppose that αk`’s can be approximated well by a spline function so that αk`(t) ≈ Uρ(t)>γk`. Then,
our least squares problem is equivalent to
min
(β1,...,βK)∈RK
γk`∈RN+%+1,1≤`≤L,1≤k≤K
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
,
where Zik` = (Zik`1, . . . , Zik`(N+%+1))> and Zik`j =
∫
T Xik`(t)Uj(t)dt.
To estimate model (4.1), we propose a pairwise fusion penalized least squares approach. Then, it is
converted to the minimization of the following regularized problem:
1
2
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
+
∑
1≤k<k′≤K
p(|βk−βk′ |, λ0)+
∑
1≤`≤L
∑
1≤k<k′≤K
p(‖γk`−γk′`‖, λ`),
(4.2)
where λ`’s, ` = 0, . . . , L, are the tuning parameters. The penalty tends to shrink some of the pairs βk − βk′
and γk` − γk′` to zero. Based on this, we can arrange the subgroups into clusters. The penalty function is
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critical to the clustering results. The L1 penalty with p(t, λ) = λt applies the same thresholding to all pairs
|βk − βk′ | and ‖γk` − γk′`‖. Similar to the variable selection situation where the L1 penalty gives biased
estimates for large coefficients, the estimates based on the lasso penalty tends to underestimate between-
group differences. This leads to biased estimates and unreliable clustering, as indicated by our numerical
studies. Hence, penalties like adaptive lasso, SCAD (Fan and Li, 2001), or MCP (Zhang et al., 2010), that
can produce less biased estimates, are more appealing.
In this paper, we focus on the adaptive lasso penalty as its convex property guarantees the existence of a
global minimizer and a faster convergence rate of the ADMM algorithm. The penalized least squares based
on adaptive fused lasso is
LP (β,γ1, . . . ,γL) =
1
2
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
+ λ0
∑
1≤k<k′≤K
ω0,kk′ |βk − βk′ |
+
∑
1≤`≤L
λ`
∑
1≤k<k′≤K
ω`,kk′‖γk` − γk′`‖, (4.3)
where β = (β1, . . . , βK)>, ω0,kk′  |β̄k − β̄k′ |−τ , γ` = (γ>1`, . . . ,γ>K`)>, w`,kk′  ‖γ̄k` − γ̄k′`‖−τ ,
1 ≤ ` ≤ L, β̄k’s and γ̄k`’s are some consistent initial estimators of βk and γk`, and τ is a tuning parameter.
In Section 4.4.2, we discuss how to obtain the initial estimators β̄k and γ̄k`, and in Section 4.4.2, we
discuss the choice of τ . Now, we denote the fusion function linear model estimator by (β̂, γ̂1, . . . , γ̂L),
which is the minimizer of objective function (4.3). Subsequently, the estimators of coefficient functions are
α̂k`(t) = U(t)
>γ̂k`. Subgroups with same intercepts or coefficients from one cluster. The estimated group
structures are denoted as Ĝ` = {Ĝ`,1 . . . , Ĝ`,M̂`}, ` = 0, . . . , L.
4.3.4 Graph-constrained Adaptive Fused Lasso
Graphs and networks are common ways of depicting biological information. Many different biological
processes are represented by graphs, such as regulatory networks, metabolic pathways and protein-protein
interaction networks (Li and Li, 2010). A priori use of such graphs can be a useful supplement to empirical
data.
In (4.2), we consider pairwise differences for each subgroups. There are (L+ 1)
(
K
2
)
penalty terms, and
the total number of terms increases by an order of O(K2), which imposes challenges in computation. For
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example, in the our application, the original yield data contains thousands of hybrids, which generates on
the order of 106 penalty terms.
The above reasons motivate us to use graph-constrained fused lasso. Consider an undirected graph G
with vertices {1, . . . ,K} representing theK subgroups in the data. Let e(G) be the set of edges in the graph
G, where each edge connects two vertices k and k′. For example, in our application, the graph represents a
genetic relationships among hybrids, where vertices are the hybrids, and an edge between hybrids k and k′
on the graph indicates genetic similarity. We incorporate such information through graph-constrained fused
lasso. When there is an edge connecting k and k′, we add the corresponding penalty term. Otherwise, there is
no penalty term between two subgroups. The basic intuition is that subgroups with an edge connecting them
are more likely to be placed into the same cluster. In our application, this penalty implies that genetically
similar hybrids are encouraged to have similar, or even identical, parameter estimates. The objective function
in (4.2) can be generalized as
L(β,γ1, . . . ,γL) =
1
2
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
+ λ0
∑
(k,k′)∈e(G)
ω0,kk′ |βk − βk′ |
+
∑
1≤`≤L
λ`
∑
(k,k′)∈e(G)
ω`,kk′‖γk` − γk′`‖. (4.4)
When graph G is a complete graph, solving (4.4) is equivalent to solve (4.2). Therefore, (4.2) is a special
case of (4.4). When the graph G is a minimal spanning tree, for example, there are at most K − 1 edges in
the graph, which reduce the order from O(K2) to O(K) and dramatically reduces the computation burden.
4.4 Implementation
In this section, we state the algorithm that we use to fit the model by the adaptive group fused lasso.
Selecting suitable values of tuning parameters is important to good model fitting. In Algorithm 1, we
introduce the overall model fitting structure. Given a set of candidate tuning parameters, we use ADMM
to fit the models and obtain the corresponding solution path. For ` = 0, . . . , L, λ` is a vector of tuning
parameters in increasing order and {λb0, λb1, . . . , λbL}Bb=1 is the expansion of λ`’s. Then, to select the
tuning parameters λ0, . . . , λL, we consider to use extended Bayesian information criterion (EBIC, Chen
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and Chen (2008)). Let RSS be the residual sum of squares, and d̂f be the degrees of freedom of the fitted
model. EBIC is calculated by
EBIC = log(RSS) + n−1 log(n)d̂f + n−1 log{KL(N + %+ 1) +K}d̂f .
Typically, d̂f is estimated by d̂f = M̂0 +
∑L
`=1(N + % + 1)M̂`, where M̂0, . . . , M̂L are the number of
estimated numbers of clusters for intercepts and coefficient functions. In Section 4.4, we introduce the
Algorithm 1: Adaptive fused lasso solution path
Data: observed data {Yik,Zik1, . . . ,ZikL}, i = 1, . . . , nk, k = 1, . . . ,K, a set of candidate tuning
parameters {(λb0, λb1, . . . , λbL)}Bb=1, and adaptive lasso weights
ωj,kk′ , j = 0, . . . , L, (k, k
′) ∈ e(G).
Result: adaptive fused lasso estimator: β̂, γ̂ and η̂ and, solution path.
Step 1. Calculate initial values by
(β(0),γ(0)) = arg min
β,γ
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
.
Step 2. Let b = 1. Obtain the candidate estimators with a set of tuning parameters.
while b ≤ B do
(i) Use ADMM algorithm to minimize to objective function in (4.4) with tuning parameters
λb0, λb1, . . . , λbL and initial value β̂
(b−1)
, γ̂(b−1), and obtain the corresponding estimators
β̂
(b)
and γ̂(b);
(ii) Identify the estimated group structure based on β̂
(b)
and γ̂(b), and calculate EBIC;
(iii) Update b by b+ 1;
end
Step 3. The fused lasso estimator is defined as the one with minimum EBIC.
Step 4. Draw the solution path based on {β̂
(b)
, γ̂(b)}Bb=1.
details of implementing the ADMM algorithm. In Section 4.4.2, we discuss how to obtain adaptive weights
for adaptive lasso.
4.4.1 The ADMM Algorithm
Studies in Hallac et al. (2015) developed an algorithm based on the Alternating Direction Method of
Multipliers (ADMM) to solve the network lasso in a distributed and scalable manner, which allows for
guaranteed global convergence even on large graphs. In this paper, we adopt the results in Hallac et al.
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(2015) and use the ADMM to solve (4.4). In the following, we describe the details of the ADMM algorithm.
First of all, we reframe the objective function into a typical ADMM problem. Minimizing objective function
(4.4) is equivalent to minimizing
S(β,γ,η) =
1
2
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
+
∑
(k,k′)∈e(G)
(
λ0ω0,kk′ |η0,kk′ |+
L∑
`=1
λ`ω`,kk′‖η`,kk′‖
)
,
subject to η0,kk′ = βk − βk′ ,η`,kk′ = γk` − γk′`, (k, k′) ∈ e(G), ` = 1, . . . , L, (4.5)
where η`,kk′ is a N + %+ 1 vector and η = (η
>
0 ,η
>
1 , . . . ,η
>
L )
> with η0 = {(η0,kk′ , (k, k′) ∈ e(G)}> and
η` = {(η>`,kk′ , (k, k′) ∈ e(G)}>, ` = 1, . . . , L. By the augmented Lagrangian method, (4.5) can be solved
by minimizing
L(β,γ,η,ν) =S(β,γ,η) +
∑
(k,k′)∈e(G)
{
ν0,kk′(βk − βk′ − η0,kk′) +
L∑
`=1
ν>`,kk′(γk` − γk′` − η`,kk′)
}
+
θ
2
∑
(k,k′)∈e(G)
{
(βk − βk′ − η0,kk′)2 +
L∑
`=1
‖γk` − γk′` − η`,kk′‖2
}
, (4.6)
where ν = (ν>0 ,ν
>
1 , . . . ,ν
>
L )
> with ν0 = {ν0,kk′ , (k, k′) ∈ e(G)}> and ν` = {ν>`,kk′ , (k, k′) ∈ e(G)}>
and all the elements of ν are larger than zero. We take the update step size θ = 1. Notice that (4.6) can be
further written as
L(β,γ,η,ν) = S(β,γ,η) + ν>{(β>∆>1 ,γ>∆>2 )> − η}+
θ
2
∥∥∥(β>∆>1 ,γ>∆>2 )> − η∥∥∥2 ,
where ∆1 = {∆1,kk′ , (k, k′) ∈ e(G)}> is a |e(G)|×K matrix, ∆1,kk′ = ek−ek′ with ek being the vector
of zeros except the kth element and ∆2 = ∆1 ⊗ I(N+%+1)L. We use the ADMM algorithm to iteratively
update β, γ, η and ν. Algorithm 2 shows the main ingredients.
Let ∆ = diag(∆1,∆2) and D = (D1, D2), D1 = Z0, D2 = (Z1, . . . ,ZL). Notice that if the
arguments η and ν are fixed, L(β,γ,η,ν) is a quadratic function of β and γ. Then, the minimizer of Step
2. (i) in the Algorithm 2 has a closed form
(β(s+1),γ(s+1)) = (D>D + θ∆>∆)−1(D>Y −∆>ν(s) + θ∆>η(s)).
149
Algorithm 2: ADMM for minimizing the objective function (4.4)
Data: observed data {Yik,Zik1, . . . ,ZikL}, i = 1, . . . , nk, k = 1, . . . ,K, tuning parameters
λ0, λ1, . . . , λL, initial value β(0), γ(0) and ν(0), initial parameters δ1, δ2 and π = 0.01.
Result: adaptive fused lasso estimator: β̂, γ̂ and η̂.
Step 1. Let s = 0.
Step 2. Iteratively update β, γ, η and ν until convergence.
while δ1 ≥ π‖β(s)‖, δ2 ≥ π‖γ(s)‖ do
(i) Update η(s+1) by arg minη L(β
(s),γ(s),η,ν(s)) ;
(ii) Update β(s+1) and γ(s+1) by arg min(β,γ) L(β,γ,η
(s+1),ν(s)) ;
(iii) Update ν(s+1) by ν(s) + θ{∆(β(s+1)>,γ(s+1)>)> − η(s+1)} ;
(iv) Update s by s+ 1;
(v) Let δ1 = ‖β(s) − β(s−1)‖ and δ2 = ‖γ(s) − γ(s−1)‖;
end
Step 3. The adaptive fused lasso estimator are β̂ = β(s), γ̂ = γ(s) and η̂ = η(s).
Step 2. (ii) in the Algorithm 2 is equivalent to solving
η
(s+1)
0,kk′ = arg min
η0,kk′
θ
2
(η0,kk′ − β
(s+1)
k + β
(s+1)
k′ − θ
−1ν
(s)
0,kk′)
2 + p(|η0,kk′ |, λ0), (4.7)
η
(s+1)
`,kk′ = arg min
η`,kk′
θ
2
‖η`,kk′ − γ
(s+1)
k` + γ
(s+1)
k′` − θ
−1ν
(s)
`,kk′‖
2 + p(‖η`,kk′‖, λ`). (4.8)
Let δ(s+1)0,kk′ = β
(s+1)
k −β
(s+1)
k′ +θ
−1ν
(s)
0,kk′ and δ
(s+1)
`,kk′ = γ
(s+1)
k` −γ
(s+1)
k′` +θ
−1ν
(s)
`,kk′ . Define the group-wise
soft threshold function ST(a, b) = (1 − b/‖a‖)+a, where (x)+ = x if x > 0 and 0 otherwise. Then, for
the adaptive lasso penalty, the closed form solutions for (4.7) and (4.8) are
η
(s+1)
0,kk′ = ST(δ0,kk′ , λ0ω0,kk′θ
−1), η
(s+1)
`,kk′ = ST(δ`,kk′ , λ`ω`,kk′θ
−1).
REMARK 1. Identify clusters. In Algorithm 2, we shrink subgroups through Step 2(ii) and use η̂ to determine
Ĝ` = {Ĝ`,1, . . . , Ĝ`,M̂`}, ` = 0, . . . , L. When |η̂0,kk′ | = 0, subgroups k and k
′ are in the same cluster with
respect to intercepts. When ‖η̂`,kk′‖ = 0, subgroups k and k′ are in the same cluster with respect to the `th
coefficient function. We take the cluster mean as our final estimation.
REMARK 2. It is noteworthy that Algorithm 2 can also be generalized to other penalty functions. The only
difference is the solutions of (4.7) and (4.8).
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The corresponding solution of the minimization problems depends on the tuning parameters a in the
penalties. For the MCP penalty, the closed form solutions for (4.7) and (4.8) are
η
(s+1)
0,kk′ =

ST(δ(s+1)
1,kk′ ,λ0θ
−1)
1−a−1θ−1 if |δ
(s+1)
0,kk′ | ≤ aθ,
δ
(s+1)
0,kk′ , if |δ
(s+1)
0,kk′ | > aθ,
η
(s+1)
`,kk′ =

ST(δ(s+1)
`,kk′ ,λ`θ
−1)
1−a−1θ−1 if ‖δ
(s+1)
`,kk′ ‖ ≤ aθ,
δ
(s+1)
`,kk′ , if ‖δ
(s+1)
`,kk′ ‖ > aθ.
For the SCAD penalty, the closed form solutions for (4.7) and (4.8) are
η
(s+1)
0,kk′ =

ST(δ(s+1)0,kk′ , λ0θ
−1) if |δ(s+1)0,kk′ | ≤ λ0 + λ0θ
−1,
ST{δ(s+1)
0,kk′ ,aλ0/((a−1)θ))}
1−(a−1)−1θ−1 if λ0 + λ0θ
−1 < |δ(s+1)0,kk′ | ≤ aθ,
δ
(s+1)
0,kk′ , if |δ
(s+1)
0,kk′ | > aθ,
η
(s+1)
`,kk′ =

ST(δ(s+1)`,kk′ , λ`θ
−1) if ‖δ(s+1)`,kk′ ‖ ≤ λ` + λ`θ
−1,
ST{δ(s+1)
`,kk′ ,aλ`/((a−1)θ)}
1−(a−1)−1θ−1 if λ2 + λ`θ
−1 < ‖δ(s+1)`,kk′ ‖ ≤ aθ,
δ
(s+1)
`,kk′ if ‖δ
(s+1)
`,kk′ ‖ > aθ,
where a is some positive constant in the MCP or SCAD penalty.
4.4.2 Weights for Adaptive Fused Lasso
The weights of adaptive lasso ω`,kk′ , ` = 0, . . . , L are critical to the performance of our proposed
estimators. Denote initial estimators by β̄k and γ̄k`. Then, the weights of adaptive lasso are ω0,kk′ =
|β̄k − β̄k′ |−τ and ω`,kk′ = ‖γ̄`k − γ̄`k′‖−τ , ` = 1, . . . , L, where τ is some constant larger than zero. We
can use BIC to choose the best τ . In Section 4.6.1, we compare the our proposed method based on different
τ ’s and Bayesian information criterion (BIC) selected τ . The results show that the BIC selected τ provides
the best estimation and clustering performance. In practice, there are several options for initial estimators.
Subgroup-specific least squares (SSLS) estimators. A straightforward option is to fit a functional linear
model for each subgroup. We can obtain the SSLS estimators by minimizing the following objective function
arg min
βk∈R,γk`∈RN+%+1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
, k = 1, . . . ,K.
When the number of observations in each subgroup is large enough, the SSLS estimators are good choice
for the initial estimators.
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K-means estimators. K-means is one of the most popular “clustering” algorithms, aiming to partition ob-
servations into M clusters. To obtain K-means estimators in functional linear models, we calculate SSLS
estimators and then apply K-means clustering to identify the underlying clusters. Any of several methods
could be used to select the number of clusters; for illustration purposes, we use the gap statistic (Tibshirani
et al., 2001). After we obtain the estimated clusters, we use ordinary least squares to fit the (4.1) based on the
estimated clusters. The merit of K-means estimators is that it utilizes clustering results through unsupervised
learning, which provides more aggressive weights in the adaptive lasso.
Fused lasso estimators. We adopt the idea in Tang and Song (2016), where the authors use the fused lasso
approach in regression coefficients clustering. In this paper, the fused lasso estimators are defined as the
minimizer of the following objective function:
1
2
K∑
k=1
nk∑
i=1
(
Yik − βk −
L∑
`=1
Z>ik`γk`
)2
+ λ0
∑
1≤k<k′≤K
|βk − βk′ |+
∑
1≤`≤L
λ`
∑
1≤k<k′≤K
‖γk` − γk′`‖.
The tuning parameters λ0, . . . , λL are selected via the bayesian information criterion (BIC). Through the
numerical studies in Section 4.6.1, we observe that the fused lasso estimators give good clustering results.
Therefore, these estimators work well as the initial estimators for the adaptive fused lasso.
4.4.3 Knots Selection
For univariate spline smoothing, we suggest placing knots on a grid of evenly spaced sample quantiles
based on the observed time points. For initial estimators, where the performance mainly depends on the
number of observations in each subgroup, we suggest putting a small number of interior knots (N = 2 in
the simulation study 1). After obtaining the initial estimators, we can use BIC to choose the proper number
of interior knots. In Section 4.6.1, we evaluate its performance via numerical studies. The results show, by
minimizing BIC, we can get proper interior knots and have good estimation and clustering results.
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4.5 Asymptotics
In this section, we study theoretical properties of the proposed estimators. Specifically, in Theorem
4.1, we derive the convergence rate of oracle estimators that take the true underlying group structure as
known. In Theorem 4.2, we present the convergence rate of our estimator that must infer the group structure
from the data. According to the results in Theorem 4.2, we also provide the lower bound of the minimum
difference of coefficients between subgroups to identify the correct group structures.
4.5.1 Notations and Assumptions
We first present the technical notations and assumptions needed to derive the asymptotic properties.
Denote the total sample size n =
∑K
k=1 nk, the minimum number of observations within a subgroup as
nmin = min1≤k≤K nk, the maximum number of observations within a subgroup as nmax = max1≤k≤K nk,
the minimum number of observations within a cluster as nmin(G) = min{
∑
k∈G`,m nk, 1 ≤ m ≤ M`, ` =
0, . . . , L}, the maximum number of observations within a cluster as nmax(G) = max{
∑
k∈G1,m nk, 1 ≤
m ≤ M`, ` = 0, . . . , L}. Let gmin` = min1≤m≤M` |G`,m| be the minimum size of clusters and gmax` =
max1≤m≤M` |G`,m|, ` = 0, . . . , L be the maximum size of clusters. Let Mmax = max0≤`≤LM` be the
maximum number of clusters. Define I0 = {(k, k′) : βk 6= βk′ , k, k′ = 1, . . . ,K} as the edge set for
nonidentical intercepts, and Ic0 = {(k, k′) : 1 ≤ k < k′ ≤ K}\I0 as the complement of I0. Define I` =
{(k, k′) : αk` 6= αk′`, k, k′ = 1, . . . ,K}, 1 ≤ ` ≤ L as the edge set for nonidentical coefficient functions
and Ic` = {(k, k′) : 1 ≤ k < k′ ≤ K}\I` as the complement of I`. Let δ0 =
(
min(k,k′)∈Ic0 ω0,kk′
)−1
and
δ` =
(
min(k,k′)∈Ic` ω`,kk
′
)−1
be the inverse of the smallest weights at Ic0 and Ic` , 1 ≤ ` ≤ L, respectively.
Further, denote the inner product of two vectors of functionsφ = (φ1, . . . , φL)> andψ = (ψ1, . . . , ψL)>
on T as 〈φ,ψ〉 =
∫
T φ(t)
>ψ(t)dt, and denote the corresponding norm ‖φ‖2 = 〈φ,φ〉1/2. The covari-
ance operator ΓX is defined as ΓXφ(t) =
∫
T E{X(t)X(s)
>}φ(s)ds. For a vector a, we use ‖a‖ to
denote its L2 norm. For a scalar function φ(t), we define its L2 norm by ‖φ‖ =
( ∫
T φ(t)
2dt
)1/2. Let
b0 = min(k,k′)∈I0 |βk − βk′ |, b` = min(k,k′)∈I` ‖αk` − αk′`‖, 1 ≤ ` ≤ L.
(A1) For 1 ≤ k ≤ K, ` = 1, . . . , L, αk` ∈ C%+1(T ) .
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(A2) The eigenvalues of the covariance operator ΓX satisfy 0 < λmin(ΓX) ≤ λmax(ΓX) <∞.
(A3) For ` = 1, . . . , L, Xik`(t) is a continuous function on T and its L2 norm is finite, that is ‖Xik`‖ <∞,
almost surely. For any `, `′ = 1, . . . , L, E|X`(t)X`′(s)|3 <∞, for any (s, t) ∈ T ×T , and EX`(t) =
0.
(A4) For 1 ≤ k ≤ K, nk  nK−1. For ` = 0, 1, . . . , L, 1 ≤ m ≤ M`, |G`,m|  Kc0 , for some
0 ≤ c0 < 1.
(A5) (Yik,Xik, εik), i = 1, . . . , nk, k = 1, . . . ,K, are independently and identically distributed. The
noise vector ε = (ε11, . . . , εn11, . . . , εnKK)
> has sub-Gaussian tails such that P (a>ε > ‖a‖x) ≤
2 exp(−c1x2) for any vector a and x > 0, where 0 < c1 <∞.
(A6) The number of interior knots satisfy that N%+1  n1/2max(G)(log n)1/2.
(A7) The weights of adaptive lasso satisfy
(i) δ0  K−1gmin0 bτ0M
1/2
maxnminn
−1/2
max n
−1
min(G)n
1/2
max(G)(log n)1/2;
(ii) δ`  K−1gmin` N τ/2N−1/2bτ`M
1/2
` nminn
−1/2
max n
−1
min(G)n
1/2
max(G)(log n)1/2, 1 ≤ ` ≤ L.
(A8) The tuning parameters satisfy
(i) (gmin0 )
−1n
1/2
maxδ0  λ0  K−1bτ0nminM
1/2
maxn
−1
min(G)n
1/2
max(G)(log n)1/2;
(ii) (gmin` )
−1n
1/2
maxN−1/2δ`  λ`  K−1bτ`N τ/2−1nminM
1/2
` n
−1
min(G)n
1/2
max(G)(log n)1/2, 1 ≤
` ≤ L.
The above assumptions are mild conditions that can be satisfied in many practical situations. Assumption
(A1) – (A3) are common assumptions in the literature of functional linear regression; see Assumptions
(H.1) and (H.2) in Cardot et al. (2003). Assumption (A5) is widely used in the high dimensional settings;
see Condition (C2) in Ma and Huang (2017). Assumptions (A6) is the requirement on the number of interior
knots to ensure the consistency property of spline estimator. Assumption (A7) describes the requirements
of the adaptive weights in the adaptive lasso. If nmin  nmax, nmin(G)  nmax(G), and K = o(nmin), the
SSLS estimators satisfy Assumption (A7). Assumption (A8) illustrates the conditions of tuning parameters.
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4.5.2 Oracle Estimators
In this section, we study theoretical properties of oracle estimators, in which we assume that the under-
lying cluster structure is known. Even though we cannot obtain the oracle estimators in practice, they are
useful tools for establishing theoretical properties of the proposed estimators.
Denote the space of the oracle estimators as
MG0 = {β = (β1, . . . , βK)> ∈ RK : βk = βk′ , if k, k′ ∈ G0,m for some m},
and the spline approximation space of the oracle estimators as
MG` = {α` = (α1`, . . . , αK`)
> ∈ UK : αk` = αk′`, if k, k′ ∈ G`,m for some m}.
Then, the oracle estimators can be obtained via:
(β̂
o>
, α̂o>1 , . . . , α̂
o>
L )
> = arg min
β∈MG0 ,α`∈MG`
1
2
K∑
k=1
nk∑
i=1
{
Yik − βk −
L∑
`=1
∫
T
Xik`(t)αk`(t)dt
}2
, (4.9)
where β = (β1, . . . , βK)>, and α`(t) = (α1`(t), . . . , αK`)>.
Let Q0 and Q`, ` = 1, . . . , L, represent the mapping matrices, which project the underlying cluster
values to the spaces of the oracle estimators. To be more specific, for ` = 0, . . . , L, Q` is a K × M`
matrix and (Q`)im = 1 if the ith subgroup is in cluster G`,m, otherwise (Q`)im = 0. If β ∈ MG0 , then
there exists β# ∈ RM0 such that β = Q0β#. Similarly, if α` ∈ MG` , then there exists α
#
` such that
α`(t) = Q`α
#
` (t), where α
#
` (t) ∈ U
M` is a vector of spline functions. Let γ` be the spline coefficients of
α` and γ
#
` be the spline coefficients ofα
#
` . Then, α`(t) = Q`α
#
` (t) implies that γ` = (Q`⊗IN+%+1)γ
#
` .
Let Y = (Y11, . . . , Yn11, . . . , YnKK)
>, matrices Z0 and Z` be the block diagonal matrix with block
matrices 1k and Zk`, 1 ≤ k ≤ K, 1 ≤ ` ≤ L, respectively, where 1k is a vector of ones of length nk and
Zk` = (Z1k`, . . . ,Znkk`)
>. Minimizing (4.9) is equivalent to minimizing the following objective function∥∥∥∥∥Y − Z0Q0β# −
L∑
`=1
Z`(Q` ⊗ IN+%+1)γ#`
∥∥∥∥∥
2
, (4.10)
which is a typical least squares problem. In the following, we denote the design matrix of (4.10) as Do =
{Z0Q0,Z1(Q1 ⊗ IN+%+1), . . . ,ZL(QL ⊗ IN+%+1)}. Then, the minimizer of (4.10) is
(β̂
#>
, γ̂#>1 , . . . , γ̂
#>
L )
> = (Do>Do)−1Do>Y,
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and α̂#` (t) = {U(t)
>⊗ IM`}γ̂
#
` . Given the true underlying group structure, we can further write the oracle
estimators as
(β̂o1 , . . . , β̂
o
K)
> = Z0β̂
#
, (γ̂o>1` , . . . , γ̂
o>
K`)
> = (Q` ⊗ IN+%+1)γ̂#` , (α̂
o
1`(t), . . . , α̂
o
K`(t))
> = Q`α̂
#
` (t).
(4.11)
Theorem 4.1 below shows the convergence rate of the oracle estimators. See Section 4.10.3 in the Appendix
for the details of the proof.
Theorem 4.1. Under Assumptions (A1) – (A3), the oracle estimators satisfy
sup
1≤m≤M0
|β̂#m − β#m| = OP
[
n−1min(G)M
1/2
max
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
,
sup
1≤`≤L,1≤m≤M`
‖α̂#m` − α
#
m`‖ = OP
[
n−1min(G)M
1/2
max
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
.
REMARK 3. According to the definition of the oracle estimators in (4.11), β̂ok and α̂
o
k` are determined by
β̂
#
and α̂#` . Therefore, if k ∈ G0,m, β̂
o
k = β̂
#
m, and if k ∈ G`,m, α̂ok` = α̂
#
m`, which imply that
sup
1≤k≤K
|β̂ok − βk| = OP
[
n−1min(G)M
1/2
max
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
,
sup
1≤k≤K,1≤`≤L
‖α̂ok` − αk`‖ = OP
[
n−1min(G)M
1/2
max
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
.
REMARK 4. If the number of observations is similar across clusters, that is nmin(G)  nmax(G), the oracle
estimators have convergence rate M1/2maxN−(%+1) + n−1/2Mmax(log n)1/2.
REMARK 5. When the number of interior knots N satisfies N = O{n1/(2%+2)max (G)(log n)1/(2%+2)}, the
convergence rate of β̂
o
is n−1min(G)n
1/2
max(G)M1/2max(log n)1/2, and the convergence rate of α̂o is
n−1min(G)n
1/2
max(G)M1/2max(log n)1/2.
4.5.3 Adaptive Fused Lasso Estimator
Theorem 4.2 states the L2 convergence rate of the adaptive fused lasso estimator. The details of the
proof are given in Section 4.10.4 in the Appendix.
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Theorem 4.2. Under Assumptions (A1) – (A8), the differences between the adaptive fused lasso estimator
and true intercepts and coefficient functions are
‖β̂ − β‖ = OP
[
n−1min(G)K
1/2M1/2max
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
,
K∑
k=1
L∑
`=1
‖α̂k` − αk`‖ = OP
[
n−1min(G)K
1/2M1/2max
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
.
REMARK 6. Recall that b0 = min(k,k′)∈I0 |βk − βk′ |, b` = min(k,k′)∈I` ‖αk` − αk′`‖. Note that
|β̂k − β̂k′ | ≥ |βk − βk′ | − |β̂k − βk − β̂k′ + βk′ |,
‖α̂k` − α̂k′`‖ ≥ ‖αk` − αk′`‖ − ‖α̂k` − αk` − α̂k′` + αk′`‖.
Therefore, if the conditions b0  n−1min(G)M
1/2
maxK1/2
{
nmax(G)N−(%+1) + n
1/2
max(G)(log n)1/2
}
and b` 
n−1min(G)K1/2M
1/2
max
{
nmax(G)N−(%+1) + n
1/2
max(G)(log n)1/2
}
hold, we will discovery the underlying group
structure with probability approaching to one.
4.6 Simulation Study
In this section, we investigate the performance of the proposed methodology in terms of group identifica-
tion and estimation accuracy in two simulation studies. Table 4.1 describes the methods that we study in the
simulation. The K-means method is implemented by R function kmeans with the number of clusters selected
via the Gap statistic using the R package cluster. Our simulation results show that our proposed method per-
forms well relative to competing methods under different conditions. To evaluate the performance of our
proposed method, we adopt the following criteria:
(A-i) RMSE βm: {|G0,m|−1
∑
k∈G0,m(β̂k − β
#
m)2}1/2.
(A-ii) RMISE αm: {|G`,m|−1
∑
k∈G`,m
∫
T {α̂k(t)− α
#
m(t)}2dt}1/2.
(B-i) RI β, RI α: Rand index to assess how well the clustering inferred from the data matches the true
underlying group structure of intercept and coefficient functions, where Rand index (RI) is defined as
RI =
TP + TN
FP + FN + TP + TN
.
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A true positive (TP) decision assigns two subgroups in the same group to the same cluster, a true
negative (TN) decision assigns two subgroups from different groups to different clusters. There are
two types of errors we can commit. An “FP” decision assigns two subgroups from different groups
to the same cluster. An “FN” decision assigns two subgroups in the same group to different clusters.
The Rand index measures the percentage of correct decisions.
(B-ii) aRI β, aRI α: adjusted rand index (aRI). One problem with the RI is that the expected value of the RI
of two random partitions is not constant. Also, RI tends to be large even under random partitions. For
these reasons, we consider the adjusted rand index (aRI)
aRI =
RI− E(RI)
max(RI)− E(RI)
.
(B-iii) Jaccard: the Jaccard index is calculated as
Jaccard =
TP
FP + FN + TP
.
(B-iv) Size β, Size α: number of clusters in the estimated group structure.
Criteria (A-i)–(A-ii) are used to evaluate the estimation accuracy of our method. Criteria (B-i)–(B-iv)
are used to measure the clustering performance of our method.
Table 4.1 Description of the methods used in the simulation studies.
Method Description
Oracle ordinary least squares estimators given the true group structure.
SSLS ordinary least squares estimators for each subgroups.
K-means Apply K-means method to SSLS estimators and estimate underlying
clusters. Then refit the model based on the estimated clusters.
K-means+Alasso fused FLM estimators, whose weights are given by K-means estimators.
SSLS+Alasso fused FLM estimators, whose weights are given by SSLS estimators.
Lasso+Alasso fused FLM estimators, whose weights are given by lasso estimators.
K-means+Alasso∗ K-means+Alasso estimators based on a sparse graph.
SSLS+Alasso∗ SSLS+Alasso estimators based on a sparse graph.
Lasso+Alasso∗ Lasso+Alasso estimators based on a sparse graph.
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4.6.1 Simulation Study 1
In this section, we conduct a Monte Carlo simulation study to examine the finite sample performance
of the proposed methodology based on a complete graph. We consider 40 subgroups and generate response
variables from the following functional linear model:
Yik = βk +
∫ 1
0
Xik(t)αk(t)dt+ εik, i = 1, . . . , nk, k = 1, . . . , 40,
where βk = 5, k = 1, . . . , 40, αk(t) = cos(2πt), if k = 1, . . . , 20 and αk(t) = sin(2πt), if k = 21, . . . , 40.
Therefore, the underlying group structures are G0 = {G0,1} with G0,1 = {1, . . . , 40} and G1 = {G1,1,G1,2}
with G1,1 = {1, . . . , 20} and G1,2 = {21, . . . , 40}. We simulate the functional covariates by Xik(t) =∑9
s=1 ξiksφs(t) where φs(t) are orthonormal basis functions, and ξiks’s are independently generated from
N(0, 1) and truncated by [−3, 3]. Figure 4.2 (a) – (b) show the corresponding coefficient functions. The
noise term εik is generated from N(0, σ2). We consider nk = 50, 100, k = 1, . . . , 40 and the noise level
σ = 0.1, 0.5 and 1.0.
We compare our proposed methods with the oracle estimators, SSLS estimators, and K-means estima-
tors. To study the performance of our proposed method with different initial weights, we consider three
estimates: K-means+Alasso, SSLS+Alasso, and Lasso+Alasso. See Table 4.1 for the description of the
above methods. Tables 4.2 and 4.3 present the simulation results based on 100 Monte Carlo experiments.
In Table 4.2, we report the clustering results. The criteria RI, aRI, and Jaccard should be as close to one
as possible, and Size should be close to the true number of clusters (one for intercept and two for coefficient
functions). We observe that both K-mean+Alasso and SSLS+Alasso outperform the K-means method.
Lasso+Alasso has better performance than K-means when the noise level is not large. When the noise level
increases, the Lasso+Alasso tends to shrink all the subgroups into one cluster. In Table 4.3, we present
the RMSE or RMISE for all the estimators. The results of the oracle estimators serve as a benchmark for
comparison. When the clustering results are good, the MSE and MISE for all the methods are close to those
of the oracle estimators. Increasing the sample size in each subgroup enhances the clustering performance
and estimation performance, which supports our theoretical findings in Section 4.5.
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We also evaluate the performance of using BIC to choose proper weights order τ and number of interior
knots N . The simulation study is conducted with subgroup sample size nk = 100 at noise levels σ = 0.1
, 0.5 and 1.0. According to our simulation study, we observe the BIC criterion can provide reliable choose
of weight order τ and number of interior knots N . Figures 4.8 and 4.9 in the Appendix summarize the
estimation performance. We can observe the BIC based method have better performance among the method
with different N ’s and τ ’s. The value of aRI ranges from 0.997 to 1 and the average size ranges from to
2.06.
Table 4.2 Clustering results of the intercepts and coefficient functions in simulation study 1.
nk σ Method
β α
RI aRI Jaccard Size RI aRI Jaccard Size
50
0.1
K-means 0.88 0.86 0.88 1.96 1.00 1.00 1.00 2.00
K-means+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.00
SSLS+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.00
Lasso+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.00
0.5
K-means 0.88 0.86 0.88 1.88 0.85 0.69 0.69 4.44
K-means+Alasso 1.00 1.00 1.00 1.00 0.99 0.99 0.99 2.13
SSLS+Alasso 1.00 1.00 1.00 1.00 0.98 0.95 0.95 3.00
Lasso+Alasso 1.00 1.00 1.00 1.00 0.49 0.00 0.49 1.00
1
K-means 0.88 0.85 0.88 1.95 0.62 0.25 0.43 4.24
K-means+Alasso 0.98 0.96 0.98 1.07 0.58 0.18 0.51 1.82
SSLS+Alasso 0.99 0.96 0.99 1.05 0.49 0.00 0.49 1.00
Lasso+Alasso 1.00 1.00 1.00 1.00 0.49 0.00 0.49 1.00
100
0.1
K-means 0.76 0.71 0.76 2.91 1.00 1.00 1.00 2.00
K-means+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.00
SSLS+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.00
Lasso+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.00
0.5
K-means 0.81 0.77 0.81 2.54 0.90 0.79 0.79 3.57
K-means+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.03
SSLS+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.10
Lasso+Alasso 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.10
1
K-means 0.81 0.77 0.81 2.40 0.80 0.59 0.59 5.09
K-means+Alasso 1.00 0.99 1.00 1.01 0.87 0.73 0.72 4.19
SSLS+Alasso 1.00 1.00 1.00 1.00 0.83 0.68 0.83 1.73
Lasso+Alasso 1.00 1.00 1.00 1.00 0.49 0.00 0.49 1.00
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4.6.2 Simulation Study 2
In this simulation study, we investigate the performance of the proposed method based on the graph-
constrained adaptive lasso, where the graph provides prior information about the underlying group structure.
We generate our dataset from the following model with 165 different subgroups:
Yik = βk +
∫
T
Xik(t)αk(t)dt+ εik, i = 1, . . . , nk, k = 1, . . . , 165,
where T = [0, 1], Xik(t) =
∑9
s=1 ξiksφs(t) and φs(t) are orthonormal basis functions, and ξik’s are
independently generated from N(0, 1) and truncated by [−3, 3]. The noise term εik is generated from
N(0, σ2). The underlying group structures are denoted as G0 for intercepts and G1 for coefficient functions.
There are two clusters for intercept G0 = {G0,1,G0,2}, and five clusters for coefficient functions G1 =
{G1,1, . . . ,G1,5} with |G0,1| = 84, |G0,2| = 81, and |G1,1| = 37, |G1,2| = 42, |G1,3| = 12, |G1,4| = 27,
|G1,5| = 47. The true intercepts and coefficient functions for each group are β# = (β#1 , β
#
2 ) = (5, 6) and
α#1 (t) = cos(2πt), α
#
2 (t) = sin(2πt), α
#
3 (t) = 1.5(t − 0.5), α
#
4 (t) = 1 − 2 exp(−6t), and α
#
5 (t) =
2 exp(−6t)− 1. Figure 4.2 (a) – (e) present the plots of true coefficient functions.
Figure 4.1 (a) – (b) show the graph G we use in this simulation example. Each circle represents one
subgroup, and the grey lines connecting circles represent the edges in the graphG. We use different colors to
indicate different clusters in G0 and G1. To mimic the real data, we consider nk = 30, 50, k = 1, . . . , 165,
and the noise level σ = 0.1, 0.5 and 1.0.
In this simulation example, we compared the following six methods: Oracle, SSLS, K-means, K-
means+Alasso∗, SSLS+Alasso∗, and Lasso+Alasso∗. See Table 4.1 for the detailed description of the
above methods. Figures 4.3 – 4.5 depict the solution path of a typical simulation example. Table 4.4 and
Table 4.5 present the simulation results based on 100 Monte Carlo experiments. According to Table 4.4,
our proposed methods have better clustering performance than the K-means method, and Lasso+Alasso∗
provides the best clustering results. Table 4.5 summarizes the estimation accuracy. Our proposed meth-
ods outperform the SSLS and K-means method, and Lasso+Alasso∗ gives the best estimation results.
Lasso+Alasso∗ outperforms the other methods because fewer penalty terms in the sparse graph reduces
bias in lasso estimators. Meanwhile, due to the L1 penalty in lasso estimators, Lasso+Alasso∗ assigns more
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aggressive weights than SSLS+Alasso∗. Therefore, given a sparse graph, graph-constrained lasso estimates
are good choices for the adaptive lasso’s initial weights. As expected, the estimation accuracy for all the
methods improves as the sample size increases or the noise level decreases.
Compared with simulation study 1, using sparse graph-constrained adaptive lasso allows us to deal with
datasets with a large number of subgroups. If this prior graph correctly reflects the underlying clusters, it
helps improve the clustering and estimation accuracy.
(a) (b)
Figure 4.1 The graphs for group identification with color representing true group structures.
4.7 Application
One challenge facing plant breeders as they develop crop varieties that are resilient with respect to global
climate change is the characterization of a variety’s response to various environmental factors (Nicotra et al.,
2010). Grain yield, among other traits, is a primary target of breeding efforts but is responsive to environ-
mental conditions. These conditions are integrated across the growing season, and certain developmental
periods are often more sensitive to some environmental factors than others (van de Pol et al., 2016). To make
breeding decisions, plant breeders require flexible methods (1) to estimate the responses of different vari-
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Figure 4.2 Plots of the true coefficient functions in simulation studies 1 and 2.
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Figure 4.3 Solution path of lasso (the tuning parameter for coefficient function is λ1 = 1) and
adaptive lasso (the tuning parameter for coefficient function is λ1 = 1) in simulation
study 2 with nk = 50 and σ = 1.0. λ0 = 1 and λ0 = 10−4 are selected tuning
parameters, respectively.
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Figure 4.4 Solution path of lasso in simulation study 2 with nk = 50 and σ = 1.0, when the tuning
parameter for intercepts is λ0 = 1. λ1 = 1.93 is the selected tuning parameter.
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Figure 4.5 Solution path of adaptive lasso in simulation study 2 with nk = 50 and σ = 1.0, when
the tuning parameter for intercepts is λ0 = 10−4. λ1 = 1.93 is the selected tuning
parameter.
eties to the environment to identify target response patterns and (2) to distinguish the responses of varieties
from each other to choose the parents of the next generation.
4.7.1 Data
To illustrate the proposed method, we use a dataset of hybrid maize grain yield from the Genomes
to Fields consortium (AlKhalifah et al., 2018; McFarland et al., 2020). These hybrids were grown in 44
environments (combinations of location and year) where data on daily temperatures, rainfall, and incident
solar radiation were collected by in-field weather stations. We use a subset of these hybrids that were
grown in at least 20 environments, yielding a final dataset of 165 hybrids with 5,448 observations total. We
selected incident solar radiation as the environmental variable of interest due to its effects on maize grain
yield (Tollenaar et al., 2017). As an example of how a priori information can be incorporated in our method,
we consider a 7-nearest neighbor graph, based on genetic similarity among hybrids, as the graph G in our
fused lasso penalty function. More specifically, we use single nucleotide polytheisms (SNPs) to complete a
kinship matrix, which describes the genetic covariance structure among hybrids, using the method VanRaden
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(2008). Each hybrid was connected with an edge in the graph to the 7 most genetically similar hybrids based
on kinship matrix entries. See Figure 4.6 (a) – (b) for the plots of the graph G.
4.7.2 Growing Degree Day Time Scale
Hybrids were planted on different calendar days in different environments corresponding to local agro-
nomic practices. Additionally, different hybrids mature at different rates. Thus, the conditions experienced
by two different hybrids on the same calendar day may affect the hybrids differently because they are at
different developmental timepoints. To standardize timepoints across hybrids and environments, we con-
structed a relative time index based on the accumulation of growing degree days (GDD), a measure of
temperature-dependent maturity for maize (Kumudini et al., 2014). The accumulation of GDDs by each
hybrid on each calendar day is scaled by the number of GDDs accumulated up through the anthesis date
(when the hybrid sheds pollen). Thus, the relative time index based on GDD for plot i at day j is calculated
as
tij =
∑j
k=t0i
GDDik∑t1i
k=t0i
GDDik
,
where GDDik is the GDD of plot i at day k, t0i is the planting date for plot i, and t1i is the anthesis date for
plot i. We take
∑t1i
k=t0i
GDDik as one time unit for plot i. The tij’s are calculated from the planting date of
plot i to the harvest date t2i of plot i. The maximum of tij of each plot is∑t2i
k=t0i
GDDik∑t1i
k=t0i
GDDik
.
In our study, we focus on the time domain T = [0, 2], because yield is practically determined by the
experiences of plants up to two times units on the relative GDD time scale.
4.7.3 Data Analysis
We consider the following functional linear model
Yik = βk +
∫
T
SRik(t)αk(t)dt+ εik, (4.12)
where Yik is the yield for plot i abd hybrid k, T = [0, 2], SRik(t) is the measurement of solar radiation (SR)
at the relative GDD time t with respect to plot i for hybrid k. We use our proposed method to fit the model
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and consider cubic splines with two interior knots. Figure 4.6 shows the estimated group structure. Table
4.6 shows the number of hybrids in each intercept cluster. For the estimated coefficient functions, there are
two clusters. There are 154 hybrids in the first cluster and 11 hybrids in the second cluster. Hybrid in the
second cluster are all offspring of parent “PHZ51”. Figure 4.7 presents the estimated coefficient functions
in different clusters.
(a) Intercept (b) SR coefficient function
Figure 4.6 Estimated clusters for intercepts and coefficient functions. Each circle point represents
one hybrid, and we use different colors to distinguish different clusters.
Finally, to assess the uncertainty of the estimated model, we consider wild bootstrapping to establish the
pointwise confidence intervals (Ferraty et al., 2010). The details of the bootstrapping procedures are given
as follows
Step 1. Obtain estimated error based on estimated model:
ε̂ik = Yik − β̂k −
L∑
`=1
∫
T
Xik`(t)α̂k`(t)dt,
and centralize the estimated error by ε̂∗ik = ε̂ik − ε̄.
Step 2. Generate bootstrap error ε̂∗,bik = δ
b
ikε̂
∗
ik, where δ
b
ik’s are independent variable generated from {−1, 1}
with probability 0.5, and Y bik = β̂k +
∑L
`=1
∫
T Xik`(t)α̂k`(t)dt+ ε̂
∗,b
ik .
Step 3. Obtain estimators based on the estimated clusters: β̂bk and α̂
b
k`(t).
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Figure 4.7 Estimated coefficient functions with 95% bootstrap confidence intervals in the applica-
tion study. The dashed blue line is a horizontal line at zero. The solid blue line is the
vertical line at time point one, representing the anthesis date.
Step 4. Repeat Steps 2 – 3 for B = 500 times.
Step 5. Calculate 100(1− α0)% confidence intervals
[2β̂k − q1−α0/2(β̂
b
k), 2β̂k − qα0/2(β̂
b
k)], [2α̂k`(t)− q1−α0/2{α̂
b
k`(t)}, 2α̂k`(t)− qα0/2{α̂
b
k`(t)}].
In Figure 4.7, we use grey region to represent the 95% pointwise confidence intervals of coefficient
functions. Both clusters demonstrate the positive effects of solar radiation on grain yield prior to anthesis
(Millet et al., 2019). In contrast to the findings of Tollenaar et al. (2017), we found negative contributions
of solar radiation to yield during the grain-filling period after anthesis. However, the current analysis only
estimates the effect of a single environmental variable on grain yield. Maize yields respond non-linearly to
temperature increases with a decline in yields when exposed to temperatures greater than 30◦C (Schlenker
and Roberts, 2009). In the subset studied here, increased solar radiation is positively correlated to exposure
to temperatures greater than 30◦C (the correlation is 0.19), indicating that part of the negative response could
be due to unmodeled environmental factors.
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4.8 Discussion
This article studies the heterogeneous functional linear regression. We have proposed an efficient esti-
mation procedure to simultaneously estimate heterogeneous functional linear regression and automatically
identify the underlying group structure. We have developed a fast and accurate method to estimate the
model. Our theoretical studies demonstrate that our proposed estimator is asymptotically consistent. Our
proposed methodology can be easily extended to many other functional data analysis, which warrants further
investigations.
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4.10 Appendix A. Theoretical Results with Details
4.10.1 Additional Notations
Define the inner product of vector function φ = (φ1, . . . , φp)> and ψ = (ψ1, . . . , ψp)> on T as
〈φ,ψ〉 =
∫
T φ(t)
>ψ(t)dt and the norm ‖φ‖2 = 〈φ,φ〉1/2. The covariance operator ΓX is defined as
ΓXφ(t) =
∫
T E{X(t)X(s)
>}φ(s)ds, and the corresponding induced norm is ‖φ‖ΓX = 〈φ,ΓXφ〉1/2.
The empirical covariance operator Γn,X is defined as Γn,Xφ(t) = 1n
∑n
i=1
∫
T Xi(t)Xi(s)
>φ(s)ds, and
the corresponding induced norm is ‖φ‖Γn,X = 〈φ,Γn,Xφ〉1/2. For the univariate function ψ, let ‖g‖2 =
{
∫
T g(t)
2dt}1/2 be the L2 norm of any square integrable function g(t) on the domain T and g ∈ L2(T )
if ‖g‖2 < ∞. Let a be a vector in Rn, then ‖a‖2 =
∑n
i=1 a
2
i . Let C
%+1(T ) be a space of all continuous
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functions on T that have continuous first % + 1 derivatives. For notational convenience in the proof below,
we consider a common group structure for all the coefficient functions. Then, Q1 = . . . = QL holds. In the
following, we denote
D = (D1, D2), D1 = Z0, D2 = (Z1, . . . ,ZL), (4.13)
Do = (Do1, Do2), Do1 = Z0Q0, Do2 = (Z1(Q1 ⊗ IN+%+1), . . . ,ZL(QL ⊗ IN+%+1)). (4.14)
4.10.2 Some Basic Lemmas
Lemma 4.1. Under Assumption (A1), there exists a spline function α∗ ∈ U , such that
sup
t∈T
|α∗(t)− α(t)| = O(N−(%+1)).
Lemma 4.2. There exist positive constants C1, C2 such that, for j = 1, · · · , N + %+ 1,
C1N
−1
N+%+1∑
j=1
γ2j ≤
∥∥∥∥∥∥
N+%+1∑
j=1
γjUj
∥∥∥∥∥∥
2
L2
≤ C2N−1
N+%+1∑
j=1
γ2j .
Lemma 4.3. Under Assumption (A2), there exist constants 0 < C1 < C2, such that for any φγ =
{
∑N+%+1
j=1 a`jUj(t)}1≤`≤L, γ = {γ`j,j=1,...,N+%+1,`=1,...,L}, we have
C1N
−1‖γ‖2 ≤ ‖φγ‖2ΓX ≤ C2N
−1‖γ‖2.
Proof. For spline polynomial φγ , it is a linear combination of basis functions. By Assumption (A2) and
Lemma 4.2, there exist constants C1 and C2, such that
C1N
−1‖γ‖2 ≤ λmin(ΓX)‖φγ‖22 ≤ ‖φγ‖2ΓX ≤ λmax(ΓX)‖φγ‖
2
2 ≤ C2N−1‖γ‖2,
which implies Lemma 4.3.
For any j, j′ = 1, . . . , N + %+ 1 and `, `′ = 1, . . . , L, denote that
Vnk,``′jj′ =
∣∣∣∣∣
∫
T
∫
T
uj(t)uj′(s)EX`(t)X`′(s)dtds− n−1k
nk∑
i=1
∫
T
∫
T
uj(t)uj′(s)Xik`(t)Xik`′(s)dtds
∣∣∣∣∣ ,
and Vnk = maxj,j′=1,...,N+%+1,`,`′=1,...,L Vnk,``′jj′ . Lemma 4.4 below presents the uniform convergence
rate of Vnk .
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Lemma 4.4. Under Assumptions (A1) – (A3), we have Vnk = OP {n
−1/2
k (log nk)
1/2N−2}, where Vnk is
defined in Lemma 4.3.
Proof. Notice that, any j, j′ = 1, . . . , N + %+ 1 and `, `′ = 1, . . . , L,
Vnk,``′jj′ =
∣∣∣∣∣
∫
T
∫
T
uj(t)uj′(s)
{
EX`(t)X`′(s)− n−1k
nk∑
i=1
Xik`(t)Xik`′(s)
}
dtds
∣∣∣∣∣
≤ sup
s,t∈T
∣∣∣∣∣EX`(t)X`′(s)− n−1k
nk∑
i=1
Xik`(t)Xik`′(s)
∣∣∣∣∣
∫
T
∫
T
uj(t)uj′(s)dtds
≤ CN−2 sup
s,t∈T
∣∣∣∣∣EX`(t)X`′(s)− n−1k
nk∑
i=1
Xik`(t)Xik`′(s)
∣∣∣∣∣ . (4.15)
To prove the uniform convergence rate of EX`(t)X`′(s) − n−1k
∑nk
i=1Xik`(t)Xik`′(s), we first consider a
set of grid points over T × T : {(sj , tj′)}1≤j,j′≤Mn . Given (sj , tj′), let ξi(tj , sj′) = Xi`(tj)Xik`′(sj′) −
EX`(tj)X`′(sj′). Now, we divide ξi(tj , sj′) into tail part, truncated noise part and truncated mean part
ξ
Dnk
i1,jj′ = ξi(tj , sj′)I(|ξi(tj , sj′ |) > Dnk), ξ
Dnk
i2,jj′ = ξi(tj , sj′)I(|ξi(tj , sj′ |) ≤ Dnk)−E{ξi(tj , sj′)I(|ξi(tj , sj′ |) ≤
Dnk)} and E{ξi(tj , sj′)I(|ξi(tj , sj′ |) ≤ Dnk)}, where Dnk = nδk with 1/3 < δ < 1/2. The tail part ξ
Dnk
i1,jj′
vanishes almost surely
∞∑
i=1
P(|ξi(tj , sj′)| > Dnk) ≤ E|ξi(tj , sj′)|
3
∞∑
i=1
D−3nk <∞.
For the truncated noise part, it satisfies the Cramer’s condition E|ξDnki2,jj′ |
r ≤ (2Dnk)r−2E|ξ
Dnk
i2,jj′ |
2, for any
r ≥ 3. Applying the Bernstein inequality, for c > 0, we have
P
 |n−1k ∑nki=1 ξDnki2,jj′ |
n
−1/2
k (E|ξ
Dnk
i2,jj′ |2)1/2
> c log1/2 nk
 ≤ 2 exp(− c2 log nk
4 + 4C(log1/2 nk)Dnkn
−1/2
k
)
.
Therefore, there exists C large enough, such that
P
{
max
1≤j,j′≤Mn
∣∣∣∣∣ 1nk
nk∑
i=1
ξi(tj , sj′)
∣∣∣∣∣ > Cn−1/2k (log nk)1/2
}
≤
Mn∑
j,j′=1
P
(∣∣∣∣∣ 1nk
nk∑
i=1
ξ
Dnk
i2,jj′
∣∣∣∣∣ > Cn−1/2k (log nk)1/2
)
≤M2nn−τk . (4.16)
where τ > 2. Taking Mn = nk entails that max1≤j,j′≤Mn
∣∣∑nk
i=1 ξi(tj , sj′)
∣∣ = OP {n−1/2k (log nk)1/2}.
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Next, we derive the uniform convergence rate of EX`(t)X`′(s) − n−1k
∑nk
i=1Xik`(t)Xik`′(s). Notice
that the supreme differences between EX`(t)X`′(s) and n−1k
∑nk
i=1Xik`(t)Xik`′(s) follows that
sup
s,t∈T
∣∣∣∣∣EX`(t)X`′(s)− n−1k
nk∑
i=1
Xik`(t)Xik`′(s)
∣∣∣∣∣
≤ max
1≤j,j′≤Mn
∣∣∣∣∣ 1nk
nk∑
i=1
ξi(tj , sj′)
∣∣∣∣∣+ max1≤j,j′≤Mn supsj≤s≤sj+1,tj′≤t≤tj′+1
∣∣∣∣∣ 1nk
nk∑
i=1
ξi(tj , sj′)−
1
nk
nk∑
i=1
ξ(t, s)
∣∣∣∣∣
= OP {n−1/2k (log nk)
1/2}+ CM−2n = OP {n
−1/2
k (log nk)
1/2}. (4.17)
Combining (4.15) and (4.17), we obtain Lemma 4.4.
Lemma 4.5. Under Assumptions (A1) – (A3), we have
Rnk = sup
φ1,φ2∈UL
〈φ1,Γnk,Xφ2〉 − 〈φ1,ΓXφ2〉
‖φ1‖ΓX‖φ2‖ΓX
= OP {n−1/2k (log nk)
1/2N−2}.
Proof. Without loss of generality, let
φ1(t) = {IL ⊗U(t)}>γ1, φ2(t) = {IL ⊗U(t)}>γ2,
where γ1 = (γ
>
1,1, . . . ,γ
>
1,L)
> and γ2 = (γ
>
2,1, . . . ,γ
>
2,L)
> are (N + %+ 1)L matrices. Notice that
〈φ1,Γnk,Xφ2〉 − 〈φ1,ΓXφ2〉 = γ
>
1 (Σnk −Σ)γ2,
where Σnk and Σ are the (N+%+1)L square matrices with entries n
−1
k
∑nk
i=1
∫
uj(t)uj′(s)Xik`(t)Xik`′(s)dtds
and
∫
uj(t)uj′(s)EX`(t)X`′(s)dtds. Notice that when |j − j′| ≥ % + 1, uj(t)uj′(t) = 0, t ∈ T ,
then|γ>1 (Σ−Σnk)γ2| ≤ CVnk‖γ1‖‖γ2‖ holds. According to Lemma 4.3 and Lemma 4.4, we have
Rnk ≤ C
Vnk‖γ1‖‖γ2‖
‖γ1‖‖γ2‖
= OP {n−1/2k (log nk)
1/2N−2}.
Lemma 4.5 has been established.
Lemma 4.6. Under Assumptions (A1) – (A3), there exist constants 0 < C1 < C2, such that for any vector
θ = (β1, . . . , βK ,γ
>
11, . . . ,γ
>
1K , . . . ,γ
>
LK)
>, where γk` is a N + %+ 1-dimensional vector, we have
C1nmin(G) ≤ λmin(Do>1 (I−P2)Do1) ≤ λmax(Do>1 (I−P2)Do1) ≤ C2nmax(G), (4.18)
C1N
−1nmin(G) ≤ λmin(Do>2 (I−P1)Do2) ≤ λmax(Do>2 (I−P1)Do2) ≤ C2N−1nmax(G), (4.19)
where P1 = Do1(Do>1 Do1)−1Do>1 and P2 = Do2(Do>2 Do2)−1Do>2 .
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Proof. Denote that θk = (βk,γ>1k, . . . ,γ
>
Lk)
> and D∗ = (D∗1 D∗2) = (D1
√
ND2), where D1 and D2 are
given in (4.13). Notice that
θ>D∗>D∗θ =
K∑
k=1
nk
(
N〈φγk ,Γnk,Xφγk〉+ β
2
k + 2n
−1
k
√
N
nk∑
i=1
βk〈Xik,φγk〉
)
.
where φγk are the vector of spline functions with coefficients γk`, ` = 1, . . . , L. Then, by Assumption
(A3), we have n−1k
∑nk
i=1 βk〈Xik,φγk〉 = oP (1). According to the results in Lemmas 4.3 and 4.5, we have
nminC1‖θ‖2 = nminC1
K∑
k=1
‖θk‖2 ≤ θ>D∗>D∗θ ≤ nmaxC2
K∑
k=1
‖θk‖2 = nmaxC2‖θ‖2,
which implies the eigenvalues of D∗>D∗ are bounded by nminC1 and nmaxC2.
Let Q = diag{Q0, IL ⊗ (Q1 ⊗ IN+%+1)} and Do∗ = (Do∗1 Do∗2 ) = (Do1
√
NDo2), where Do1 and Do2 are
given in (4.14), then we have δ>Do∗>Do∗δ = δ>Q>D∗>D∗Qδ. Similarly, it yields
δ>Q>D∗>D∗Qδ 
M1∑
m=1
∑
k∈G1,m
nkN〈φγm ,Γnk,Xφγm〉+
M0∑
m=1
∑
k∈G0,m
nkβ
2
m,
C1nmin(G)‖δ‖2 ≤ θ>D∗>D∗θ ≤ C2nmax(G)‖δ‖2.
Next, we investigate the eigenvalues of matrices Do>1 (I − P2)Do1 and Do>2 (I − P1)Do2, where P1 =
Do1(Do>1 Do1)−1Do>1 and P2 = Do2(Do>2 Do2)−1Do>2 . Define
R1 =
 I 0
−
√
NDo>2 Do1(Do>1 Do1)−1 I
 , R2 =
 I 0
−
√
NDo>1 Do2(Do>2 Do2)−1 I
 .
By simple calculation, we obtain
R>1 Do∗>Do∗R1 =
Do>1 Do1 0
0 NDo>2 (I−P1)Do2
 , R>2 Do∗>Do∗R2 =
Do>1 (I−P2)Do1 0
0 NDo>2 Do2
 ,
which implies (4.18) and (4.19).
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4.10.3 Proof of Theorem 4.1
Proof. To study theoretical properties of oracle estimators, we first give the explicit form of intercept esti-
mators and spline coefficient estimators, respectively. Recall that Do1 and Do2 are defined in (4.14) and we
denote
V ≡
 V11 V12
V21 V22
 =
 Do>1 Do1 Do>1 Do2
Do>2 Do1 Do>2 Do2
 .
Then, the inverse of V can be written as
V−1 ≡ U =
 U11 −U11V12V−122
−U22V21V−111 U22
 ,
where U−111 = V11 − V12V
−1
22 V21, and U
−1
22 = V22 − V21V
−1
11 V12. Denote P1 = Do1(Do>1 Do1)−1Do>1
and P2 = Do2(Do>2 Do2)−1Do>2 . Then, the oracle estimators are
β̂
#
=
{
Do>1 (I−P2)Do1
}−1
Do>1 (I−P2)Y, γ̂
# =
{
Do>2 (I−P1)Do2
}−1
Do>2 (I−P1)Y.
By Lemma 4.1, for each ` = 1, . . . , L, 1 ≤ k ≤ K, there exists a γ̆k`, such that
sup
t∈T
|U(t)>γ̆k` − αk`(t)| = O{N−(%+1)}.
Notice that if k, k′ ∈ G`,m for some m, then we have γ̆m` = γ̆k` = γ̆k′`, where γ̆m` is the common spline
coefficients for cluster G`,m. Denote γ̆ = (γ̆>11, . . . , γ̆>M11, . . . , γ̆
>
MLL
)>. Let ςk`(t) = αk`(t) −U(t)>γ̆k`
and ζ = {ζik}nk,Ki=1,k=1 =
{∑L
`=1
∫
ςk`(t)Xik`(t)dt
}nk,K
i=1,k=1
. It is straightforward to derive
β̂
#
− β# =
{
Do>1 (I−P2)Do1
}−1
Do>1 (I−P2)(ζ + ε),
γ̂# − γ̆ =
{
Do>2 (I−P1)Do2
}−1
Do>2 (I−P1)(ζ + ε).
First of all, we prove ‖β̂
#
−β#‖2 = OP {n−1min(G)nmax(G)N−(%+1)M
1/2
0 +n
−1
min(G)n
1/2
max(G)(log n)1/2M1/20 }.
According to Lemma 4.6, we have λmin(Do>1 (I−P2)Do1) ≥ Cnmin(G). Therefore, we have
‖β̂
#
− β#‖2 ≤ Cn−1min(G)‖D
o>
1 (I−P2)(ζ + ε)‖2 ≤ Cn−1min(G)(‖D
o>
1 ζ‖2 + ‖Do>1 ε‖2).
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According to the approximation power of the spline basis functions, we have sup |ζik| = N%+1. Then, the
L2 norm of Do>1 ζ follows
‖Do>1 ζ‖22 =
M0∑
m=1
 ∑
k∈G0,m
nk∑
i=1
ζik
2 = OP {nmaxM0(G)N−(%+1)}. (4.20)
and according to Assumption (A5),
P
{
‖Do>1 ε‖2 > cn1/2max(G)(log n)1/2M
1/2
1
}
≤ P
{
‖Do>1 ε‖∞ > cn1/2max(G)(log n)1/2
}
≤
M0∑
m=1
P
∣∣ ∑
k∈G0,m
nk∑
i=1
εik
∣∣ > cn1/2max(G)(log n)1/2
 (4.21)
≤
M0∑
m=1
P
∣∣ ∑
k∈G0,m
nk∑
i=1
εik
∣∣ > c ∑
k∈G0,m
n
1/2
k (log n)
1/2
 ≤ 2n−c2 . (4.22)
Thus, (4.20) and (4.22) imply that
‖β̂
#
− β#‖2 = OP {n−1min(G)nmax(G)N
−(%+1)M
1/2
0 + n
−1
min(G)n
1/2
max(G)(log n)1/2M
1/2
0 },
sup
1≤k≤K
|β̂ok − βk| = OP {n−1min(G)nmax(G)N
−(%+1)M
1/2
0 + n
−1
min(G)n
1/2
max(G)(log n)1/2M
1/2
0 }.
Next, we investigate the property of the oracle estimators of coefficient functions. Notice that λmin(Do>2 (I−
P1)Do2) ≥ CN−1nmin(G) and
‖γ̂# − γ̆‖2 ≤ Cn−1min(G)N‖D
o>
2 (I−P1)(ζ + ε)‖2 ≤ Cn−1min(G)N(‖D
o>
2 ζ‖2 + ‖Do>2 ε‖2).
Notice that
‖Do>2 ζ‖2 ≤ (NM1)1/2‖Do>2 ζ‖∞ = (NM1)1/2
∣∣∣ sup ∑
k∈G1,m
nk∑
i=1
ζik
∫
T
Xik`(t)Uj(t)dt
∣∣∣
≤ C(NM1)1/2nmax(G)N−(%+1)N−1/2 = CM1/21 nmax(G)N
−(%+1). (4.23)
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By Assumption (A5) and the relationship between infinity norm and L2 norm, for some C > 0, C1 > 0 and
C2 > 0, we have
P
{
‖Do>2 ε‖2 ≥ C1n1/2max(G)(log n)1/2M
1/2
1
}
≤ P
{
N1/2M
1/2
1 ‖D
o>
2 ε‖∞ ≥ C2n1/2max(G)(log n)1/2M
1/2
1
}
≤
M1∑
m=1
N+%+1∑
j=1
L∑
`=1
P
∣∣∣ ∑
k∈G1,m
nk∑
k=1
εik
∫
T
Xik`(t)Uj(t)dt
∣∣∣ ≥ C2n1/2max(G)(log n)1/2N−1/2

≤
M1∑
m=1
N+%+1∑
j=1
L∑
`=1
P
∣∣∣ ∑
k∈G1,m
nk∑
k=1
εik
∫
T
Xik`(t)Uj(t)dt
∣∣∣ ≥ C2( ∑
k∈G1,m
nk)
1/2(log n)1/2N−1/2

≤ 2n−C . (4.24)
Combining (4.23) and (4.24), we obtain
‖γ̂# − γ#‖2 = OP {n−1min(G)nmax(G)N
−%M
1/2
1 + n
−1
min(G)n
1/2
max(G)(log n)1/2NM
1/2
1 },
sup
1≤k≤K
‖α̂ok −αk‖ = OP {n−1min(G)nmax(G)N
−(%+1)M
1/2
1 + n
−1
min(G)n
1/2
max(G)(log n)1/2M
1/2
1 }.
Theorem 4.1 has been established.
4.10.4 Proof of Theorem 4.2
Proof. In this section, we derive the results in Theorem 4.2. We first introduce some notations. Let q =
L(N + % + 1) be the number of spline basis function used in the model estimation. Denote the objective
functions of β ∈ RK and γ ∈ RKq by
Qn(β,γ) = Ln(β,γ) + Pn1(β) + Pn2(γ), where
Ln(β,γ) =
1
2
‖Y − Z0β −
L∑
`=1
Z`γ`‖2,
Pn1(β) = λ0
∑
1≤k<k′≤K
w0,kk′ |βk − βk′ |, Pn2(γ) = λ`
∑
1≤k<k′≤K
w`,kk′‖γk` − γk′`‖.
And, denote the objective functions of β# ∈ RM0 and γ# ∈ RM1q by QGn(β#,γ#) = LGn(β#,γ#) +
P Gn1(β
#) + P Gn2(γ
#), whereLGn(β
#,γ#) = 12‖Y − D
o
1β
# − Do2γ#‖2, P Gn1(β
#) = λ0
∑
m6=m′ |β
#
m −
β#m′ |
∑
1≤k<k′≤K w0,kk′I(k ∈ G0,m, k′ ∈ G1,m′), P Gn2(γ
#) =
∑L
`=1 λ`
∑
m 6=m′ ‖γ
#
m`−γ
#
m′`‖
∑
1≤k<k′≤K
w`,kk′I(k ∈ G1,m, k′ ∈ G2,m′).
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Then, we consider two sets of operators T1 : RM0 → RK and T1(β#) = (1>|G1,1|β
#
1 , . . . ,1
>
|G1,M0 |
β#M0)
>,
T ∗1 : R
K → RM0 and T ∗1 (β) =
(∑
k∈G1,1 |G1,1|
−1βk, . . . ,
∑
k∈G1,M0
|G1,M0 |−1βk
)>
, T2 : R
M1q →
RKq and T2(γ#) = {(1|G2,1| ⊗ γ
#
1 )
>, . . . , (1|G2,M1 | ⊗ γ
#
M1
)>}>, T ∗2 : RKq → RM1q and T ∗2 (γ) =(∑
k∈G2,1 |G2,1|
−1γ>k , . . . ,
∑
k∈G2,M1
|G2,M1 |−1γ>k
)>
. The above operators are used to connect the ora-
cle spaces and the space of the fused lasso estimators. Notice that any vector β ∈ MG1 and functions
φ(t) ∈ MG2 with spline coefficient γ satisfy Qn(β,γ) = QGn{T ∗1 (β), T ∗2 (γ)}. Also, for any vector
β# ∈ RM0 and γ# ∈ RM1q, we have Qn{T1(β#), T2(γ#)} = QGn(β#,γ#). Define
β∗ = T1{T ∗1 (β)}, and γ∗ = T2{T ∗2 (γ)}. (4.25)
Note that β∗ and γ∗ have the same cluster structure as oracle estimators.
Now, we consider Θ = {(β,γ) : ‖(β, N−1/2γ)− (β̂
o
, N−1/2γ̂o)‖ = dn}, where
dn = C1
[
nmin(G)−1M
1/2
0 K
1/2
{
nmax(G)N−(%+1) + n1/2max(G)(log n)1/2
}]
.
If all the coefficient vectors (β,γ) ∈ Θ satisfy Qn(β,γ) > Qn(β̂
o
, γ̂o), the minimizer of Qn is within the
set {(β,γ) : ‖(β,
√
Nγ)− (β̂
o
,
√
N γ̂o)‖ < dn}. Then, Theorem 4.2 holds.
The proof of Theorem 4.2 contains two main steps. First, we prove for any (β>,γ>)> ∈ Θ, the
corresponding (β∗>,γ∗>)> satisfies that Qn(β∗,γ∗) > Qn(β̂
o
, γ̂o) with probability approaching to one.
Second, we study the difference between Qn(β,γ) and Qn(β∗,γ∗) for (β>,γ>)> ∈ Θ. After combining
the results in Step 1 and Step 2, we can prove Qn(β,γ)−Qn(β̂
o
, γ̂o) for any (β,γ) ∈ Θ.
We first prove Step 1. Notice that Qn(β∗,γ∗) = QGn{T ∗1 (β), T ∗2 (γ)} and Qn(β̂
o
, γ̂o) = QGn
(
β̂
#
, γ̂#
)
.
Then, we split Qn(β∗,γ∗)−Qn(β̂
o
, γ̂o) into three parts:
Qn(β
∗,γ∗)−Qn(β̂
o
, γ̂o)
= LGn{T ∗1 (β), T ∗2 (γ)} − LGn
(
β̂
#
, γ̂#
)
+ λ0
∑
(k,k′)∈I0
w0,kk′ |β̂ok − β̂ok′ + vk − vk′ | − λ0
∑
(k,k′)∈I0
w0,kk′ |β̂ok − β̂ok′ |
+
L∑
`=1
λ`
∑
(k,k′)∈I`
w`,kk′‖γ̂ok` − γ̂
o
k′` + uk` − uk′`‖ −
L∑
`=1
λ`
∑
(k,k′)∈I`
w`,kk′‖γ̂ok` − γ̂
o
k′`‖, (4.26)
where v = β − β̂
o
, u = γ − γ̂o.
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Recall that Do = (Do1,Do2). According to the property of projection matrix PDo = Do(Do>Do)−1Do>,
T ∗1 (β) = T
∗
1 (β̂
o
) + T ∗1 (v), and T
∗
2 (γ) = T
∗
2 (γ̂
o) + T ∗2 (u), the term L
G
n{T ∗1 (β), T ∗2 (γ)} − LGn
(
β̂
#
, γ̂#
)
can be further written as
‖Y − Do1T ∗1 (β)− Do2T ∗2 (γ)‖2 − ‖Y − Do1β̂
#
− Do2γ̂
#‖2
= ‖Y − Do1{β̂
#
+ T ∗1 (v)} − Do2{γ̂
# + T ∗2 (u)}‖2 − ‖(I−PDo)Y‖2
= ‖Do(T ∗>1 (v), T ∗>2 (u))>‖2 =
M0∑
m=1
∑
k∈G0,m
nkv
2
m +
M1∑
m=1
∑
k∈G1,m
nk〈φum ,Γnk,Xφum〉
= OP
(
nmind
2
n
)
. (4.27)
For the second part of (4.26), we have
λ0
∑
1≤k<k′≤K
w0,kk′ |β̂ok − β̂ok′ + vk − vk′ | − λ0
∑
1≤k<k′≤K
w0,kk′ |β̂ok − β̂ok′ |
≥ λ0
∑
(k,k′)∈I0
w0,kk′
{
|β̂ok − β̂ok′ + vk − vk′ | − |β̂ok − β̂ok′ |
}
≥ −λ0
∑
(k,k′)∈I0
w0,kk′ |vk − vk′ | ≥ −2λ0b−τ0 K
3/2dn, (4.28)
where b0 = min1≤k<k′≤K |βk − βk′ | for (k, k′) ∈ I0. Additional details based on L2 norm:∑
(k,k′)∈I0
w0,kk′ |vk − vk′ | ≤ 2b−τ0 K
K∑
k=1
|vk| ≤ 2b−τ0 K
3/2‖v‖ = 2b−τ0 K
3/2dn
For the third part of (4.26), we have
L∑
`=1
λ`
∑
1≤k<k′≤K
w`,kk′‖γ̂ok` − γ̂
o
k′` + uk` − uk′`‖ −
L∑
`=1
λ`
∑
1≤k<k′≤K
w`,kk′‖γ̂ok` − γ̂
o
k′`‖
≥
L∑
`=1
λ`
∑
(k,k′)∈I`
w`,kk′ {‖γ̂ok` − γ̂
o
k′` + uk` − uk′`‖ − ‖γ̂
o
k` − γ̂
o
k′`‖}
≥ −
L∑
`=1
λ`
∑
(k,k′)∈I`
w`,kk′‖uk` − uk′`‖ ≥ −2
L∑
`=1
λ`b
−τ
` K
3/2N1/2dn, (4.29)
where b` = min1≤k<k′≤K,1≤`≤L ‖αk` − αk′`‖ for (k, k′) ∈ I`.
Combining (4.27) – (4.29), we have
Qn(β
∗,γ∗)−Qn(β̂
o
, γ̂o) = OP
(
nmind
2
n − λ0b−τ0 K
3/2dn −
L∑
`=1
λ`b
−τ
` K
3/2N1/2dn
)
.
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Next, we study the property of Qn(β,γ) − Qn(β∗,γ∗). According to mean value theorem, there exists
a ∈ [0, 1] and (β̄>, γ̄>) = a(β>,γ>) + (1− a)(β∗>,γ∗>), such that
Qn(β,γ)−Qn(β∗,γ∗) =
{
∂Qn
∂β>
(β̄, γ̄),
∂Qn
∂γ>
(β̄, γ̄)
}
{(β>,γ>)− (β∗>,γ∗>)}>.
Notice that Qn(β,γ) = Ln(β,γ) + Pn1(β) + Pn2(γ), therefore
Qn(β,γ)−Qn(β∗,γ∗)
=
{
∂Ln
∂β>
(β̄, γ̄),
∂Ln
∂γ>
(β̄, γ̄)
}
{(β>,γ>)− (β∗>,γ∗>)}> + ∂Pn1
∂β>
(β̄)(β − β∗) + ∂Pn2
∂γ>
(γ̄)(γ − γ∗)
= I + II + III. (4.30)
By taking the derivative of Ln(β,γ), we obtain
I =(Y − Z0β̄ −
L∑
`=1
Z`γ̄`)
>Z0(β − β∗) +
L∑
`=1
(Y − Z0β̄ −
L∑
`=1
Z`γ̄`)
>Z`(γ` − γ∗` )
=
K∑
k=1
nk∑
i=1
ηik(βk − β∗k) +
K∑
k=1
nk∑
i=1
ηik〈Xik,φγk − φγ∗k〉,
where ηik = Yik − β̄k −
∑L
`=1 Z
>
ik`γ̄k`. According to the property of β
∗,
∑K
k=1
∑nk
i=1 ηik(βk − β∗k) can be
further written as
K∑
k=1
nk∑
i=1
ηik(βk − β∗k) =
M0∑
m=1
∑
k∈G0,m
nk∑
i=1
ηik
βk − |G0,m|−1 ∑
k′∈G0,m
βk′

=
1
2
M0∑
m=1
|G0,m|−1
∑
(k,k′)∈G0,m
nk∑
i=1
ηik (βk − βk′)−
1
2
M0∑
m=1
|G0,m|−1
∑
(k,k′)∈G0,m
nk′∑
i=1
ηik′ (βk − βk′)
=
1
2
M0∑
m=1
|G0,m|−1
∑
(k,k′)∈G0,m
(
nk∑
i=1
ηik −
nk′∑
i=1
ηik′
)
(βk − βk′) . (4.31)
Similarly, by Assumption (A3), we have
K∑
k=1
nk∑
i=1
ηik〈Xik,φγk − φγ∗k〉 =
1
2
M1∑
m=1
|G1,m|−1
∑
(k,k′)∈G1,m
〈
nk∑
i=1
ηikXik −
nk′∑
i=1
ηik′Xik′ ,φγk − φγk′ 〉
≤ 1
2
M1∑
m=1
|G1,m|−1
∑
(k,k′)∈G1,m
∥∥∥∥∥
nk∑
i=1
ηikXik −
nk′∑
i=1
ηik′Xik′
∥∥∥∥∥ ‖φγk − φγk′‖. (4.32)
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Since ηik = (Y − Z0β̄ − Zγ̄)ik = {ζ + ε + Z0(β − β̄) + Z(γ̆ − γ̄)}ik and E‖
∑nk
i=1 εikXik‖2 =
E
{∫ ∑nk
i=1 ε
2
ik
∑L
`=1X
2
ik`(t)dt
}
, we have
max
k,k′
∣∣∣∣∣
nk∑
i=1
ηik −
nk′∑
i=1
ηik′
∣∣∣∣∣ ≤ 2 maxk
∣∣∣∣∣
nk∑
i=1
ηik
∣∣∣∣∣
≤ Cnmax{‖ζ‖∞ + ‖β − β̄‖∞ + max
1≤k≤K
N−1/2‖γ̆k − γ̄k‖}+ C max
1≤k≤K
∣∣ nk∑
i=1
εik
∣∣
= OP
{
nmax(N
−(%+1) + dn) + n
1/2
max
}
,
max
k,k′
∥∥∥∥∥
nk∑
i=1
ηikXik −
nk′∑
i=1
ηik′Xik′
∥∥∥∥∥ ≤ 2 max1≤k≤K
∥∥∥∥∥
nk∑
i=1
ηikXik
∥∥∥∥∥
≤ Cnmax{‖ζ‖∞ + ‖β − β̄‖∞ + max
1≤k≤K
N−1/2‖γ̆k − γ̄k‖}max ‖Xik‖+ C max
1≤k≤K
‖
nk∑
i=1
εikXik‖
= OP
{
nmax(N
−(%+1) + dn) + n
1/2
max
}
.
By Assumption (A6), the above terms are dominated by n1/2max. Next, we focus on the second term in (4.30).
Recall that (β̄>, γ̄>) = a(β>,γ>) + (1− a)(β∗>,γ∗>). Then, we have
II =λ0
∑
k,k′∈Ic0
w0,kk′ρ
′{(a(βk − βk′)}(βk − βk′)
+ λ0
∑
k,k′∈I0
w0,kk′ρ
′{a(βk − βk′) + (1− a)(β∗k − β∗k′)}(βk − βk′ − β∗k + β∗k′)
≥ λ0
∑
k,k′∈Ic0
w0,kk′ |βk − βk′ | − λ0
∑
(k,k′)∈I0
b−τ0 dn. (4.33)
Similarly, we have
III =
L∑
`=1
λ`
∑
k,k′∈Ic`
w`,kk′ρ
′{a‖γk` − γk′`‖}(γk` − γk′`)
+
L∑
`=1
λ`
∑
k,k′∈I`
w`,kk′ρ
′{‖a(γk` − γk′`) + (1− a)(γ∗k` − γ∗k′`)‖}(γk` − γk′` + γ∗k` − γ∗k′`)
≥
L∑
`=1
λ`
∑
k,k′∈Ic`
w`,kk′‖γk` − γk′`‖ −
L∑
`=1
λ`
∑
(k,k′)∈I`
b−τ` N
1/2dn. (4.34)
182
Combining (4.31) – (4.34), we can derive the lower bound of the difference betweenQn(β,γ) andQn(β∗,γ∗),
and it follows
Qn(β,γ)−Qn(β∗,γ∗)
≥λ0
∑
k,k′∈Ic0
w0,kk′ |βk − βk′ |+
L∑
`=1
λ`
∑
k,k′∈Ic`
w`,kk′‖γk` − γk′`‖
− 1
2
M0∑
m=1
∑
(k,k′)=∈G0,m
|G0,m|−1 max
k,k′
∣∣∣ nk∑
i=1
ηik −
nk′∑
i=1
ηik′
∣∣∣|βk − βk′ |
− 1
2
M1∑
m=1
∑
(k,k′)∈G1,m
|G1,m|−1 max
k,k′
∥∥∥∥∥
nk∑
i=1
ηikXik −
nk′∑
i=1
ηik′Xik′
∥∥∥∥∥ ‖φγk − φγk′‖
− λ0
∑
(k,k′)∈I0
b−τ1 dn −
L∑
`=1
λ`
∑
(k,k′)∈I`
b−τ` N
1/2dn
− λ0
∑
(k,k′)∈I0
b−τ1 dn −
L∑
`=1
λ`
∑
(k,k′)∈I`
b−τ` N
1/2dn
≥
M0∑
m=1
∑
(k,k′)∈G0,m
{λ0w0,kk′ − |G0,m|−1n1/2max}|βk − βk′ |
+
L∑
`=1
M1∑
m=1
∑
(k,k′)∈G1,m
{λ`w`,kk′ − |G1,m|−1N−1/2n1/2max}‖γk` − γk′`‖
− λ0
∑
(k,k′)∈I0
b−τ1 dn −
L∑
`=1
λ`
∑
(k,k′)∈I`
b−τ` N
1/2dn.
Combining the results in Step 1 and Step 2, we have
Qn(β,γ)−Qn(β̂
o
, γ̂o) = Qn(β,γ)−Qn(β∗,γ∗) +Qn(β∗,γ∗)−Qn(β̂
o
, γ̂o)
nmind2n − λ0b−τ0 K
3/2dn −
L∑
`=1
λ`b
−τ
` K
3/2N1/2dn
+
M0∑
m=1
∑
(k,k′)∈G0,m
{λ0w0,kk′ − |G0,m|−1n1/2max}|βk − βk′ |
+
L∑
`=1
M∑̀
m=1
∑
(k,k′)∈G`,m
{λ`w`,kk′ − |G`,m|−1n1/2max}‖γk` − γk′`‖
According to the Assumptions (A6) – (A8), we established Theorem 4.2.
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4.11 Appendix B. Additional Simulation Results
Figure 4.8 shows the estimation results of τ = 1, . . . , 5 and the BIC selected τ based on subgroup
sample size nk = 100 at noise levels σ = 0.1 , 0.5 and 1.0. Figure 4.9 shows the estimation results of
N = 2, . . . , 4 and the BIC selected N based on subgroup sample size nk = 100 at noise levels σ = 0.1 ,
0.5 and 1.0.
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Figure 4.8 Estimations results based on different τ ’s in the simulation study 1.
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Figure 4.9 Estimations results based on different N ’s in the simulation study 1.
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Table 4.3 RMISEs (RMSEs) of the coefficient functions (intercepts) and the average computing
time in Simulation Example 1.
nk σ Method
RMSE (×10−1) RMISE (×10−1) Time
β α1 α2 (seconds)
50
0.1
Oracle 0.00 0.15 0.19 1.28
SSLS 0.15 0.52 0.53 3.91
K-means 0.02 0.15 0.19 1.55
K-means+Alasso 0.01 0.15 0.19 182.65
SSLS+Alasso 0.00 0.15 0.19 208.97
Lasso+Alasso 0.01 0.15 0.19 611.39
0.5
Oracle 0.01 0.49 0.53 1.25
SSLS 0.76 2.53 2.54 3.86
K-means 0.11 0.99 1.07 1.52
K-means+Alasso 0.01 0.55 0.56 601.13
SSLS+Alasso 0.02 1.50 1.51 298.80
Lasso+Alasso 0.09 5.03 5.07 2612.11
1
Oracle 0.01 0.95 1.02 1.23
SSLS 1.51 5.05 5.07 3.84
K-means 0.26 4.00 4.05 1.51
K-means+Alasso 0.07 3.82 3.78 1148.55
SSLS+Alasso 0.10 5.06 5.11 216.31
Lasso+Alasso 0.09 5.06 5.11 2988.96
100
0.1
Oracle 0.00 0.13 0.17 2.54
SSLS 0.10 0.36 0.37 6.76
K-means 0.03 0.13 0.17 3.17
K-means+Alasso 0.00 0.13 0.17 90.52
SSLS+Alasso 0.00 0.13 0.17 92.16
Lasso+Alasso 0.00 0.13 0.17 238.64
0.5
Oracle 0.00 0.38 0.39 2.52
SSLS 0.50 1.73 1.71 6.72
K-means 0.11 0.63 0.63 3.16
K-means+Alasso 0.01 0.40 0.40 222.92
SSLS+Alasso 0.01 0.43 0.42 167.86
Lasso+Alasso 0.01 0.43 0.42 413.03
1
Oracle 0.01 0.73 0.74 2.48
SSLS 1.00 3.45 3.42 6.64
K-means 0.23 1.83 1.81 3.09
K-means+Alasso 0.02 1.45 1.42 332.71
SSLS+Alasso 0.02 1.61 1.55 147.88
Lasso+Alasso 0.06 5.09 5.03 1153.26
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Table 4.4 Clustering results in simulation study 2.
nk σ Method
β α
RI aRI Jaccard Size RI aRI Jaccard Size
30
0.1
K-means 1.00 1.00 1.00 2.00 0.92 0.75 0.66 8.03
K-means+Alasso∗ 1.00 1.00 1.00 2.00 1.00 1.00 1.00 5.13
SSLS+Alasso∗ 1.00 1.00 1.00 2.00 1.00 1.00 1.00 5.00
Lasso+Alasso∗ 1.00 1.00 1.00 2.00 1.00 1.00 1.00 5.00
0.5
K-means 1.00 1.00 1.00 2.00 0.88 0.59 0.49 8.98
K-means+Alasso∗ 1.00 1.00 1.00 2.00 0.98 0.93 0.90 6.43
SSLS+Alasso∗ 1.00 1.00 1.00 2.00 1.00 0.99 0.99 5.98
Lasso+Alasso∗ 1.00 1.00 1.00 2.06 1.00 0.99 0.98 6.51
1.0
K-means 0.98 0.96 0.96 2.00 0.27 0.02 0.22 1.56
K-means+Alasso∗ 0.99 0.98 0.98 2.57 0.23 0.00 0.22 1.03
SSLS+Alasso∗ 1.00 0.99 0.99 2.34 0.91 0.79 0.74 5.61
Lasso+Alasso∗ 1.00 1.00 0.99 2.21 0.72 0.44 0.44 2.01
50
0.1
K-means 1.00 1.00 1.00 2.00 0.91 0.72 0.64 7.57
K-means+Alasso∗ 1.00 1.00 1.00 2.00 0.98 0.96 0.94 4.55
SSLS+Alasso∗ 1.00 1.00 1.00 2.00 1.00 1.00 1.00 5.02
Lasso+Alasso∗ 1.00 1.00 1.00 2.00 1.00 1.00 1.00 5.00
0.5
K-means 1.00 1.00 1.00 2.00 0.89 0.64 0.54 8.97
K-means+Alasso∗ 1.00 1.00 1.00 2.01 0.99 0.96 0.94 5.97
SSLS+Alasso∗ 1.00 1.00 1.00 2.01 1.00 1.00 1.00 5.34
Lasso+Alasso∗ 1.00 1.00 1.00 2.01 1.00 1.00 0.99 5.56
1.0
K-means 1.00 1.00 1.00 2.00 0.74 0.35 0.32 8.07
K-means+Alasso∗ 1.00 1.00 1.00 2.08 0.78 0.63 0.63 10.37
SSLS+Alasso∗ 1.00 1.00 1.00 2.11 0.95 0.87 0.84 5.48
Lasso+Alasso∗ 1.00 1.00 1.00 2.11 0.97 0.91 0.87 5.50
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Table 4.5 RMISEs (RMSEs) of the coefficient functions (intercepts) in simulation study 2.
nk σ Method
RMSE (×10−1) RMISE (×10−1)
β1 β2 α1 α2 α3 α4 α5
30
0.1
Oracle 0.01 0.02 0.14 0.18 0.17 0.12 0.10
SSLS 0.21 0.21 0.72 0.73 0.71 0.72 0.72
K-means 0.02 0.02 0.29 0.44 1.81 0.90 0.37
K-means+Alasso∗ 0.01 0.02 0.20 0.45 2.11 0.98 0.34
Ind +Alasso∗ 0.01 0.01 0.15 0.18 0.17 0.14 0.13
Lasso+Alasso∗ 0.01 0.02 0.15 0.18 0.17 0.14 0.12
0.5
Oracle 0.06 0.06 0.48 0.47 0.85 0.56 0.42
SSLS 1.05 1.04 3.57 3.55 3.60 3.53 3.54
K-means 0.06 0.07 1.98 1.89 4.68 2.60 1.90
K-means+Alasso∗ 0.06 0.07 1.39 1.09 3.64 2.41 1.60
Ind +Alasso∗ 0.07 0.07 1.62 1.17 2.06 1.83 1.95
Lasso+Alasso∗ 0.08 0.10 0.74 0.62 0.87 1.04 0.97
1.0
Oracle 0.14 0.19 0.93 0.92 1.69 1.09 0.83
SSLS 2.11 2.11 7.05 7.12 7.09 7.14 7.17
K-means 0.71 0.99 5.78 5.73 6.45 10.02 6.78
K-means+Alasso∗ 0.56 0.42 5.69 5.66 6.38 10.24 6.78
Ind +Alasso∗ 0.44 0.39 5.16 4.66 5.95 6.97 5.33
Lasso+Alasso∗ 0.18 0.28 5.28 5.69 6.34 6.89 4.15
50
0.1
Oracle 0.01 0.01 0.13 0.17 0.13 0.10 0.09
SSLS 0.15 0.15 0.53 0.53 0.51 0.52 0.52
K-means 0.01 0.03 0.26 0.54 2.79 1.42 0.37
K-means+Alasso∗ 0.01 0.02 0.29 0.31 2.07 1.06 0.18
Ind +Alasso∗ 0.01 0.01 0.14 0.17 0.13 0.10 0.11
Lasso+Alasso∗ 0.01 0.01 0.13 0.17 0.13 0.10 0.09
0.5
Oracle 0.04 0.04 0.39 0.37 0.64 0.41 0.33
SSLS 0.76 0.75 2.55 2.56 2.51 2.52 2.55
K-means 0.04 0.05 1.05 1.26 3.18 1.81 1.27
K-means+Alasso∗ 0.04 0.05 0.61 0.51 2.53 1.44 0.77
Ind +Alasso∗ 0.05 0.06 1.19 0.83 1.53 1.37 1.60
Lasso+Alasso∗ 0.04 0.05 0.55 0.36 0.65 0.52 0.74
1.0
Oracle 0.08 0.09 0.74 0.69 1.28 0.81 0.65
SSLS 1.52 1.50 5.09 5.11 5.01 5.04 5.09
K-means 0.15 0.17 4.26 4.57 6.19 5.39 4.52
K-means+Alasso∗ 0.16 0.16 2.56 2.70 4.51 4.18 3.23
Ind +Alasso∗ 0.18 0.18 4.92 4.23 5.55 6.02 4.98
Lasso+Alasso∗ 0.16 0.17 1.74 1.58 1.24 3.89 1.45
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Table 4.6 Cluster size of the intercept terms.
Estimated Intercept 130.9 137.1 129.3 59.1 153.1 173.3 159.1 154.5 176.9
Size 50 87 1 1 1 1 1 1 1
Estimated Intercept 132.8 159.1 160.9 138.2 91.3 143.9 163.5 167.8 154.9
Size 1 1 1 2 1 1 1 1 1
Estimated Intercept 114.0 78.4 155.4 164.2 112.2 93.1
Size 1 1 1 2 5 1
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CHAPTER 5. GENERAL CONCLUSION
This dissertation focuses on model estimation, identification, and inference for next-generation func-
tional data and spatial data.
The work in Chapter 2 couples the ideas of geostatistics with additive modeling under the framework of
penalized quasi-likelihood. We have developed a two-stage procedure accompanied by efficient computa-
tional algorithms to carry out estimation and statistical inference for GGAMs. Our approach is balanced in
terms of theory, computation, and interpretation. It greatly enhances the application of GAMs to spatial data
analysis. We do not require the data to be evenly distributed or on a regular-spaced grid. Our estimation is
computationally fast and efficient since our first stage estimation can be formulated as a penalized regres-
sion problem. The proposed simultaneous confidence bands provide measures of the effect of covariates
after adjusting for spatial effects. Thus, users can gain valuable insights into the accuracy of their GGAM
estimation.
This study can be further extended to study as follows. First, we have analyzed only the crashes off the
state highway system, whereas crashes on the state highway system should also be analyzed in future studies
to construct a more complete picture of traffic safety. When both crash types are considered, multivariate
models may be useful (Zhao et al., 2017; Ma and Kockelman, 2006). Second, it also may be interesting to
explore long-term crash trends with data from multiple years, where spatiotemporal correlations should be
considered in modeling (Miaou et al., 2003; Liu and Sharma, 2017, 2018; Boulieri et al., 2017).
In Chapter 3, we study a class of image-on-scalar regression models to efficiently explore the spatial
nonstationarity of a regression relationship between imaging responses and scalar predictors, allowing re-
gression coefficients to change with pixels. We have proposed an efficient estimation procedure to carry out
statistical inference. We have developed a fast and accurate method for estimating the coefficient images,
while consistently estimating their standard deviation images. Our approach provides coefficient maps and
significance maps that highlight and visualize the association of patient status with brain regions and the
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potential risk factors adjusted for the other patient-level features. In addition, it allows an easy implemen-
tation of piecewise polynomial representations of various degrees and various smoothness over an arbitrary
triangulation, so it can handle irregular shaped 2D objects of different visual qualities. Our approach pro-
vides enormous flexibility, accommodating various types of nonstationarity that are commonly encountered
in imaging data analysis. Our methodology is extendable to 3D images to fully realize its potential use-
fulness in biomedical imaging. Instead of using bivariate spline over triangulation, trivariate splines over
tetrahedral partitions introduced in Lai and Schumaker (2007) could be well suited, and they have many
properties in common with the bivariate splines over triangulation. However, it is a non-trivial task because
computing is much more challenging for high-resolution 3D images than for 2D images, which warrants
further investigations.
Chapter 4 studies heterogeneous functional linear regression. We have proposed an efficient estimation
procedure to simultaneously estimate heterogeneous functional linear regression and automatically identify
the underlying grouping structure. We have developed a fast and accurate method to estimate the model.
Our theoretical studies demonstrate that our proposed estimator is asymptotically consistent. Our proposed
methodology can be easily extended to many other functional data analyses in future work.
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