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Abstract
Mathematical models are a gateway into both theoretical and experimental understand-
ing. However, sometimes these models need certain parameters to be established in order to
obtain the optimal behaviour or value. This is done by using an optimization method that
obtains certain parameters for optimal behaviour, as described by an objective function that
may be a minimum (or maximum) result. Global optimization is a branch of optimization
that takes a model and determines the global minimum for a given domain. Global opti-
mization can become extremely challenging when the domain yields multiple local minima.
Moreover, the complexity of the mathematical model and the consequent lengths of calcu-
lations tend to increase the amount of time required for the solver to find the solution. To
address these challenges, two software packages were developed to aid a solver in optimizing a
black box objective function. The first software package is called Computefarm, a distributed
local-resource computing software package that parallelizes the iteration step of a solver by
distributing objective function evaluations to idle computers. The second software package is
an Optimization Database that is used to monitor the global optimization process by storing
information on the objective function evaluation and any extra information on the objective
function. The Optimization Database is also used to prevent data from being lost during a
failure in the optimization process.
In this thesis, both Computefarm and the Optimization Database are used in the context
of two particular applications. The first application is quantum error correction gate design.
Quantum computers cannot rely on software to correct errors because of the quantum me-
chanical properties that allow non-deterministic behaviour in the quantum bit. This means
the quantum bits can change states between (0, 1) at any point in time. There are various
ways to stabilize the quantum bits; however, errors in the system of quantum bits and the sys-
tem to measure the states can occur. Therefore, error correction gates are designed to correct
for these different types of errors to ensure a high fidelity in the overall circuit. A simulation
of a quantum error correction gate is used to determine the properties of components needed
to correct for errors in the circuit of the qubit system. The gate designs for the three-qubit
and four-qubit systems are obtained by solving a feasibility problem for the intrinsic fidelity
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(error-correction percentage) to be above the prescribed 99.99% threshold. The Optimization
Database is used with the MATLAB ’s Global Search algorithm to obtain the results for the
three-qubit and four-qubit systems. The approach used in this thesis yields a faster high-
fidelity (≤ 99.99%) three-qubit gate time than obtained previously, and obtained a solution
for a fast high-fidelity four-qubit gate time. The second application is Rational Design of
Materials, in which global optimization is used to find stable crystal structures of chemical
compositions. To predict crystal structures, the enthalpy that determines the stability of
the structure is minimized. The Optimization Database is used to store information on the
obtained structure that is later used for identification of the crystal structure and Compute-
farm is used to speed up the global optimization process. Ten crystal structures for carbon
and five crystal structures for silicon-dioxide are obtained by using Global Convergence Par-
ticle Swarm Optimization. The stable structures, graphite (carbon) and cristobalite (silicon
dioxide), are obtained by using Global Convergence Particle Swarm Optimization. Achieving
these results allows for further research on the stable and meta-stable crystal structures to
understand various properties like hardness and thermal conductivity.
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Chapter 1
Introduction
Optimization is a process to obtain a minimal (or maximal) result for a defined problem.
Problems can range from optimization of simple objective functions, for example f(x) = x2,
to complex problems that contain multiple equations with various properties. By optimizing
the objective functions, parameters for a given objective function are found. This can lead
to new discoveries in research and further the development of new technologies.
Optimization can be local or global. Local optimizations search in a given neighbourhood
of a provided candidate solution. When searching for a minimum in a case where the local
minimum is not guaranteed to be the global minimum, a global solver is needed. Unlike
local optimization, global optimization searches the whole domain (rather than a particular
neighbourhood) for the optimum. Global optimization algorithms have found global solutions
for applications including chemical equilibrium, nuclear reactors, curve fitting, vehicle design
and cost, and many others [31].
Global optimization can not always guarantee to obtain a global solution for a given set
of computational resources; thus, approximations are necessary. Certain global optimization
algorithms cater to specific problems, and this has led to a diversity of developed global
optimization algorithms. Typically, the focus of a global optimization algorithm is to obtain
an acceptable result in an acceptable amount of computational time; however, developing a
new method to solve a specific problem is challenging, and other methods may be shown to
be better.
The first step is selecting a global optimization algorithm that suits the problem prop-
erties. Various types of properties of the problem can cause challenges for the global opti-
mization process, for example the evaluation time of the objective function evaluation can
prolong the overall optimization time more than desired. Another consideration when se-
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lecting an algorithm is the type of constraints imposed on the problem. This can narrow
down the choice to a subset of algorithms that can be used to solve the problem. In some
cases, additional software is used to assist the global optimization process. An example of
assistance is parallelizing the code using various software libraries or techniques. By paral-
lelizing the optimization process for long objective function evaluations the overall iteration
time to evaluate a number of objective functions decreases. Various algorithms offer different
parallel versions [36]. One method to parallelize a global optimization algorithm is to use a
distributed system to reduce the number of resources needed on one machine and the speed
up the overall optimization time. Some examples of distributed global optimization methods
are MapReduce with Particle Swarm Optimization-Genetic Algorithm [32] and BOINC with
PSO and Differential Evolution [13].
In this thesis, two software packages are developed to assist the global optimization pro-
cess. One software package is Computefarm, a distributed local-resource computing program
that utilizes the client-server model to distribute objective function evaluations to multiple
client machines. By distributing objective function evaluations to multiple client machines,
multiple evaluations can be done simultaneously. This distribution reduces the time spent on
the iteration step of the global optimization algorithm and reduces the computer resources
needed for one machine. The other software package is the Optimization Database, a rela-
tional database to monitor the progress of global optimizations that has built-in features to
store extra information on the application and notifies the users through email about the
progress of solving the application. Both software packages are used in solving the applica-
tions: quantum error correction gate design and Rational Design of Materials.
1.1 Global optimization
Global optimization is the process of finding the global minimum value of a function. The
function is referred to as the objective function. To solve a global optimization problem is to
find x∗ such that
f(x∗) = min
x∈D
f(x),
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where D is the domain of the objective function f . Vector x∗ represents the solution to the
problem. How a global optimization solver obtains x∗ is how methods differ. There are two
main categories of global optimization methods: deterministic and stochastic.
Deterministic algorithms are rigorous algorithms that use no randomness for selecting
a potential solution x∗. Given enough time to solve the problem, deterministic methods
typically converge to a global minimum value. However, their rigorous conditions can become
computationally excessive for high-dimensional models or complicated functions.
Stochastic algorithms are algorithms that utilize randomness in an adaptive search for a
global solution. Typically, stochastic algorithms obtain a good candidate solution for high
dimensional problems in a relatively shorter amount of time than deterministic algorithms.
However, these methods sacrifice the possibility of a guaranteed global solution within a finite
number of computations. Some examples of such algorithms are Particle Swarm Optimization
[21], Genetic Algorithm [4], and Simulated Annealing [4]. Two algorithms focused on in
this thesis are Global Convergence Particle Swarm Optimization and Global search, both
discussed in Chapter 3.
1.2 Software Packages
Two software packages are developed to assist the global optimization solvers in obtaining
results for the two applications in this thesis. The software packages are: Computefarm,
and the Optimization Database. One other software package used in combination with
Computefarm is pythOPT [42], a problem solving environment.
1.2.1 Computefarm
Computefarm is a distributed local-resource computing system that uses idle computer re-
sources on the various client (farmed) computers to run multiple objective function evalu-
ations at once. It can speed up the iteration process of a given solver thereby speeding up
the search for the global minimum. It also has fault tolerance to failures of a farmed com-
puter by allowing the global optimization process to continue without the need to restart.
The software package has internal parallelism to allow for multiple connections to open and
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facilitate other functionalities like monitoring client machines continuously.
1.2.2 The Optimization Database
The Optimization Database is a flexible database that is used by the objective function to
store the results and any extra information pertaining to the application that may be used
for post-processing of the data. With this information, the user can i) determine if the solver
is stuck at a local minimum, ii) initiate other solvers based on currently stored data, or iii)
use the data to further analyse the model. Other features of the software package include an
emailing script that notifies the user of the status and current results of various instances of
the application and a website that shows the current status of the optimization in real-time.
These features allow for convenient monitoring of the progress on the global optimization
process.
1.2.3 PythOPT
PythOPT is a problem-solving environment for optimization methods [42]. The open-source
software package provides multiple optimization algorithms including various PSO variations.
This package is used in solving multiple global optimization problems including the Ration
Design of Materials problem (discussed in Chapter 4.2). The open-source package allows for
easy integration with Computefarm and the pre-implement global optimization algorithms.
1.3 Contributions
The two main software contributions of this thesis are Computefarm and the Optimiza-
tion Database; Computefarm helps parallelizes global optimization solvers, and Optimization
Database monitors and stores the progress of the global optimization. The main application
contributions are quantum error correction gate design and Rational Design of Materials.
In the first application, a gate is designed to correct for errors in quantum-processor sys-
tems. Unlike transistor-based computers, quantum computers cannot be controlled using a
software-based design. Instead, they are controlled directly by a gate component. This makes
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the process of manufacturing gates and the testing of desired reliability quite costly. In light
of this, several models have been designed to simulate a quantum error correction gate for the
purpose of determining the effect of error correction on a given N -qubit system. To ensure
high reliability (also known as fidelity) of the gate design, the gate parameters are optimized
so that the model returns the desired fidelity of at least 99.99% [6, 14]. This is the minimal
modelled fidelity needed for a gate design to achieve an experimental fidelity of 99.9% due to
other experimental errors like decoherence. The gate designs for three-qubit and four-qubit
systems are solved by reformulating the problem as a feasibility problem. This allows further
insight on solving multi-qubit and quantum control problems that can lead to experimental
manufacturings of the multi-qubit circuits.
Rational Design of Materials has been used in the past decade to approximate the most
stable structures of a chemical composition at a particular temperature and pressure envi-
ronment. By using global optimization methods, various stable and metastable structures
are obtained for further analysis on the structure. In combination with the global optimiza-
tion algorithm another software known as the Vienna Ab-initio Simulation Package (VASP)
[24, 25] is used to determine the stability of the crystal structure. Other software packages
like Crystal structure AnaLYsis by PSO (CALYPSO) [43] have been developed to obtain crys-
tal structures because the global optimization method is more cost-effective when compared
to experimental testing. In this thesis, carbon and silicon dioxide are globally optimized
to find the ten and five most stable structures using Global Convergence Particle Swarm
Optimization with Computefarm and Optimization Database. Solving for stable and meta-
stable structures allows for further research into properties of the crystal structures that
cannot be obtained experimentally due to cost or because it is not experimentally possible.
Some examples of properties of interest are hardness, thermal conductivity, and supercon-
ductivity. Exploring these structures theoretically is a more cost-effective method compared
experimentally.
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1.4 Overview
The remainder of this thesis is structured as follows. Chapter 2 gives the background on the
global optimization algorithms. Chapter 3 documents the software developed, Computefarm
and the Optimization Database. Chapter 4 describes the two applications, quantum error
correction gate design and Rational Design of Materials, as well as how the software was used
to aid in the solving of these applications. Finally, Chapter 5 summarizes the results obtained
for the two applications and the benefits the software provided for solving the applications.
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Chapter 2
Global Optimization
Global optimization is a widely used method in engineering, chemistry, and economics,
among other fields, to solve optimization applications. In some cases, an application presents
little information to solve it or is considered hard to solve due to the objective function’s
properties. In this situation, a global optimization method is used to find either a global
minimum (or maximum) or a feasible solution.
This chapter presents the definition and notation for a global optimization problem, the
potential properties of the problem, and relevant global optimization methods to solve the
problem. Section 2.1 defines a global optimization problem and what is considered to be
a solution. Section 2.2 describes the various properties of an objective function and the
challenges and benefits of each of these when globally optimizing. Section 2.3 defines the
type of constraints that are potentially present in global optimization. Section 2.4 discusses
relevant global optimization algorithms used to solve the applications in Chapter 4.
2.1 Global Optimization Problems
Global optimization is the process of obtaining the extreme minimum (or maximum) value
of a function. Two key concepts that define a global optimization problem are the objective
function f : D→ R and the search space D. An element of the search space is known as the
decision vector x. Let (f,D) be known as an unconstrained optimization problem. Let there
exist a vector x∗ ∈ D such that
f(x∗) ≤ f(x), ∀x ∈ D.
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A solution of an optimization problem is a value of f(x∗), known as a minimum,
f(x∗) = min
x∈D
f(x). (2.1)
A maximization problem minimizes −f(x) in (2.1) without loss of generality. In this thesis,
only the minimization problem is considered.
Two types of constraints can be added to the global optimization problem: equality
constraints, n=,
g= : D→ Rn= , (2.2)
and inequality constraints, n≤,
g≤ : D→ Rn≤ . (2.3)
Combining constraints (2.2) and (2.3) with (2.1) creates a set of feasible decision vectors F
F = { x : x ∈ D,g=(x) = 0,g≤(x) ≤ 0 } .
This is known as a constrained global optimization problem
min
x∈F
f(x).
A solution in the set F is a solution to a constrained optimization problem.
2.2 Objective Function
A global optimization problem is defined as finding the decision vector x in the solution space
set D in which an objective function f : D → R attains a minimum. A global optimization
problem can be classified based on objective functions properties, some examples are:
• continuity
• convexity
• differentiability
• evaluation time
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Continuity An objective function is continuous at the decision vector x = a if and only if
lim
x→a
f(x) = f(a);
otherwise, it is discontinuous at a. An example of this is a discrete objective function
where decision vectors x are only specific decision vectors in the domain, D (e.g., whole
numbers). In global optimization, knowing the continuity influences which algorithm to
use for the global optimization process. For discrete objective functions, specific algorithms
have been developed to handle the space constraints. Some examples of these algorithms
are Discrete Particle Swarm Optimization [20] and the Branch-and-Bound algorithm [28] in
which numbers are rounded up to the nearest value. A second example of a discontinuous
objective function is when the objective function is not defined at a decision vector x in D.
Constraints can be used to overcome this challenge, by constraining the D to not include the
regions where the objective function evaluation is not defined (see Section 2.3).
Convexity A function is convex if for any x1,x2 ∈ D it follows that,
f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2), 0 ≤ λ ≤ 1. (2.4)
If (2.4) does not hold, the objective function is non-convex. When an objective function
is convex, local minima are also global minima; therefore, only a local optimizer is needed
to solve the problem. However, when the objective function is non-convex not every local
minimum is a global minimum, and the whole domain needs to be searched to attain a global
minimum, as shown in Figure 2.1.
Differentiability A function is said to be differentiable at a decision vector x∗ in D if its
derivative exists at x∗. The multi-variable generalization of the derivative is known as the
gradient. The direction of a gradient provides information on local minima and maxima in
D. Some optimization solvers exploit this information to converge to a solution faster by
using the direction and magnitude of the slope to determine if a minimum is obtained. The
first-order conditions for a local minimum state that in an open neighbourhood of x∗
∇f(x∗) = 0.
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Figure 2.1: Comparison between a convex and non-convex function.
The second-order conditions state that if x∗ is a local minimum of f and ∇2f exists and
is continuous in the open neighbourhood x∗, then ∇f(x∗) = 0 and ∇2f(x∗) implies that
positive semi-definite. Positive semi-definite is for any p 6= 0,
pT∇2f(x∗)p ≥ 0,
then x∗ is a local minimum. Some examples of gradient-based local solvers are Newton’s
method and gradient-descent.
Some global optimization algorithms use gradient information of the objective function
to obtain the local minimum. These methods are known as hybrid methods because they
use gradient-based local solvers to attain local minimum, then compare the local minima to
obtain a global minimum. An example of a hybrid method is the Multi-Level Single Linkage
algorithm [28] that finds local minima at each search decision vector using gradient-based
methods to obtain a global minimum.
Commonly objective functions do not provide external information on the gradient of
the objective function; therefore, a gradient-free method is used. Methods that do not take
in information on the objective function’s gradient are also known as direct search methods.
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These methods are described to have an order relation between two decision vectors [17]. The
order relation between two decision vectors is a valued property between the two decision
vectors. A common relation is the value of the objective function to determine which one is
most likely a minimum; this can be later classified as a global best value for a given iteration
step. Other relations can include distances between decision vectors, constraint violations,
or if decision vectors are in a given region such as a basin of attraction. An example of a
direct search global optimization algorithm is generalized pattern search [39].
Evaluation time Evaluation time is the time it takes to evaluate the objective function at
decision vector x. Long evaluation times are computationally expensive and slow down the
overall global optimization process. Global optimization methods have been optimized, and
sometimes parallelized, to evaluate multiple objective function evaluations simultaneously to
speed up the optimization process. An example of this is parallel particle swarm optimization
[18] (see Section 2.4.2).
Objective function properties determine if a problem is easy or hard, and that can help
determine which algorithm to use. For situations in which an objective function’s properties
are unknown or cannot be provided, a black-box global optimization solver is used. The
term “black-box” refers to an objective function that provides no prior knowledge of the
objective function evaluation. It only takes in a decision vector x∗ and returns an objective
function value. Examples of black-box global optimization solvers are Genetic Algorithm [4],
Differential Evolution [4], and Particle Swarm Optimization [21].
2.3 Constraints
Optimization problems are often constrained global optimization problems because of physi-
cal limitations on models. Constraints can also remove the ambiguity of the relation between
two decision vectors that result in the same objective function value. If two decision vec-
tors have the same objective function evaluation value, constraints can be used to determine
which one is potentially closer to the global solution by assigning a penalty value to the
decision vector that does not satisfy the constraints. Constraints can be set in the global
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optimization algorithm or set within the objective function.
2.3.1 Global optimization algorithm constraints
Global optimization algorithm constraints are constraints given by an explicit mathemati-
cal formula, e.g. set by the domain D (bound constraints), equality (2.2) and inequality
constraints (2.3). Bound constraints are simple constant inequality constraints
xL ≤ x ≤ xU ,
where xL and xU are the lower and upper bounds imposed upon each component of decision
vector, x ∈ D.
Equality constraints (2.2) defined on the search space are considered strict. There is
a low likelihood to find a candidate decision vector that satisfies the constraint for global
optimization methods. Thus, in practice, equality constraints are relaxed to a form such as
| g=(x) | −ε ≤ 0,
to increase the probability of the constraint to satisfy into regions where ε is a (small) positive
constant vector, and | · | is a component-wise absolute value.
Inequality constraints (2.3) are the most general category such that the previous categories
can be expressed using them. Let the following notation represent the violations of constraints
Gi(x) =
 max(0, |g=,i(x)| − i) i = 1, 2, . . . , n=,max(0,g≤,i−n=(x)) i = n= + 1, n= + 2, . . . , n= + n≤. (2.5)
Vector G(x) represents violations of all constraints. The first n= components of G(x) repre-
sent violations of the specific equality constraints, and n≤ components represent the violations
on specific inequality constraints. The global optimization method generates a candidate de-
cision vector that has not been checked if it satisfies the constraints. This vector or the
objective function can be adjusted by one of the following methods [34],
• repair methods that modify a candidate decision vector
• problem-specific representation that re-formulates the objective function in a way such
that all possible decision vectors satisfy the constraints
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• penalty methods transform global optimization objective function into a series of aug-
mented objective functions that converge to the solution of the original objective func-
tion evaluation
Repair methods A repair method moves an infeasible decision vector to a boundary inside
the feasible search space. Simple methods dealing with boundary constraints can move an
element of the decision vector that is out of D to be inside the D. In the case when more
complex constraints are implemented, the method infers a new value for the element in the
decision vector that satisfies a constraint by solving an equation with one unknown. This
method can fail because it is problem specific; thus, making it more suitable for enforcing
bound constraints.
Problem-specific representation Problem-specific representation methods transform a
constraint into the boundary constraint. An example is looking for an optimum within a circle
that can be constrained by radius value or have bound constraints using polar coordinates
[34]. This method is also problem-specific because the constraints must have a transformation
to be represented as bound constraints.
Penalty methods Penalty methods emulate an unconstrained optimization problem with
an augmented objective function θ
θ(x) = f(x) + rφ(x)
where φ is a function that incorporates information about constraints and r is a penalty factor.
Penalty methods can also be implemented internally into the objective function evaluation
as objective function handled constraints. There are two types of categories to incorporate
penalty methods:
• interior decision vector methods that do not evaluate infeasible decision vectors
• exterior decision vector methods that may evaluate infeasible decision vectors
Interior decision vector methods penalize feasible decision vectors that are close to the
constraint boundary. This method is implemented by modifying the objective function to
incorporate the constraints to make the global optimization unconstrained.
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Exterior decision vector methods penalize infeasible decision vectors by using one of the
following methods. A death penalty method is a strict form of penalization that rejects any
infeasible decision vectors. When a decision vector is rejected by the method, then a new
decision vector is generated. The decision vector is checked if it satisfies the constraints and
if not, then the process is repeated until a feasible decision vector is generated. The death
penalty method is computationally efficient because there is no need for extra evaluation time
to calculate the penalty value. However, obtaining a candidate solution can become more
difficult because there is no extra information gained from rejecting decision vectors. Thus,
the non-death penalty method is commonly used because it uses the constraint violation
value.
The other exterior method is the non-death penalty method that applies a penalty cost
to infeasible decision vectors. The penalty cost, θ, is based on the constraints (2.5) that the
infeasible decision vector did not satisfy. These methods can be implemented in the algorithm
or reformulated in the objective function. An example of a method a global optimization
algorithm can use for a penalty function is an exact penalty method
θ(x) =
 f(x), if f ∈ F,+∞, otherwise.
A global optimization algorithm uses the exact penalty method to evaluate the objective
function and constraints with the decision vector. If it is an infeasible decision vector, then
infinity is used as the result of the objective function.
Other forms of the penalty method are embedded in the algorithm of the solver. An
example of a constrained global optimization solver that uses a penalty method is Global
Search [15]. In Global Search, the method is referred to as the score function that assigns a
score based on the objective function evaluation and constraint violations value. This score
then is used in the evolution of picking other various decision vectors to evaluate (discussed
in Section 2.4.2).
However, in most situations how constraints are handled is tricky to manage because the
method or violation cost can either hinder or advance the process of obtaining a minimum.
This situation leads to most solvers being unconstrained global optimization solvers and to
allow the user to handle the constraints within the objective function. Users can implement
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constraints in multiple ways; one simple method is to penalize the objective function evalu-
ation in the objective function and then return it to the solver. Another method is to use
a constrained local solver in the objective function to return an objective function evalua-
tion value and an updated decision vector. However, the second method mentioned can be
tricky to implement if the solver does not accept updated decision vectors from the objec-
tive function. A common method to implement the second method is called the augmented
Lagrangian method [10] where a global optimization algorithm is used in combination with a
constrain local solver. The constrained local solver solves the sub-problem of finding a local
feasible decision vector and returns the objective function evaluation and decision vector to
the global optimization solver.
Besides the constraints placed on the D, other algorithms also place constraints internally
on the objective function to aid in solving the problem. An example of this is the α-Branch
and Bound algorithm developed [3] where sub-domain constraints are placed in the D to
segment sections that enforces the function to be convex. If the objective function section
is non-convex, then it is re-segmented until it is convex. An example of this is taking the
function shown in Figure 2.1b then applying bound constraints on the function to obtain
segmented sections (shown in Figure 2.2) that are treated as sub optimizations within their
segmented regions.
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Figure 2.2: Convex segmented regions of a non-convex function.
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This enforcement of transforming a non-convex problem to a convex sub-problem is a form
of convex relaxation, where specific changes to a non-convex function allow it to be solved as
a convex function. In this situation, the bounds were changed until the function is convex
to allow the algorithm to converge on a local minimum in sub-domains. The algorithm then
obtains all the local minimum from the sub-domains to determine the global minimum.
Constraints reformulated into the objective function are a preferred method to implement
constraints in a global optimization algorithm because the user can decide how infeasible
decision vectors are handled. This reformulation of constraints also allows any global opti-
mization method to be used because the objective function handles the constraints to allow
the unconstrained global optimization algorithm to be used.
2.4 Algorithms
In the 1950s, linear optimization problems were solved using linear programming. An exam-
ple of an algorithm that could solve linear problems is the Simplex algorithm [28] that had
a worst-case time complexity of exponential time based on the number of problem variables.
Given enough time, linear programming could solve the problem; however, this becomes
impractical when the problem is complex or the problem is non-linear. Researchers then be-
gan developing other algorithms to solve non-linear global optimization problems by looking
at the characterizations of the objective function and the constraints. Global optimization
algorithms have traditionally been divided into two main types, deterministic and stochastic.
2.4.1 Deterministic
Deterministic algorithms are guaranteed to find the global minimum by searching the whole
domain with tight convergence properties [31]. In 1969, the Branch and Bound algorithm [28]
was one of the most well-known algorithms for solving complex problems, like the travelling
salesman problem [28] for discrete problems. Other deterministic algorithms include interval
optimization [2], algebraic techniques [41], and DIRECT [19] that were used for continuous
problems. One potential problem of deterministic algorithms is the computational burden
that can be excessive on complex problems.
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2.4.2 Stochastic
Stochastic algorithms, developed in the 1970s, use adaptive random methods to obtain a good
enough solution for the global minimum in a reasonable amount of time. Unlike deterministic
algorithms, stochastic algorithms in most cases cannot guarantee to find a global minimum.
Because of this property of stochastic algorithms, further research has been directed towards
obtaining better global minima for different classifications of applications [4, 31]. Various
sub-categories of stochastic algorithms have appeared, including probabilistic approaches
[4], Monte Carlo approaches [4], evolutionary algorithms [4], and metaheuristic methods [8].
Each sub-category targets a different class of applications and shows various improvements on
different types of functions. Some well-known algorithms include: Particle Swarm Optimiza-
tion (evolutionary algorithm) [21], differential evolution (metaheuristic method) [4], genetic
algorithm (evolutionary algorithm) [4], cross-entropy method (Monte-Carlo algorithm) [4],
and simulated annealing (probabilistic algorithm) [4]. Two algorithms used to solve the
applications in Chapter 4 are Global Search and Particle Swarm Optimization.
Global Search
Global Search (GS) is a hybrid heuristic algorithm. The heuristic is the generation of the
population decision vectors using the scatter-search algorithm [15]. GS starts by locally
optimizing around the initial decision vector, x0, which the user provides to the algorithm.
If the local optimization converges, various parameters are recorded, including:
• initial decision vector
• convergent decision vector
• final objective function value
• score value
The score value is determined by taking the sum of the objective function value and any
constraint violations. If the decision vector is feasible, then the score value is equal to the
objective function value. Otherwise, a violation constraint value is summed up for every
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constraint not satisfied by the decision vector and multiplied with the objective function
value. This score function is a form of a non-death penalty function, the purpose of which is
to deter exploration around decision vectors that do not satisfy the constraints.
The algorithm then generates trial decision vectors using the scatter-search algorithm
[15]. The scatter-search algorithm is a population-based meta-heuristic algorithm developed
to perform a search on the domain. This search on the domain generates new decision vectors
of the population based on deterministic combinations of previous decision vectors in the
population as opposed to the more extensive use of randomization used in other algorithms.
After generating a new set of trial decision vectors, global search then evaluates each decision
vector and gives it a scored value. The decision vector with the best-scored values is then
optimized by the local solver. The same information is stored in this trial decision vector as
the new initial decision vector.
GS then initializes the centre decision vectors and radii of the basins of attraction. The
algorithm makes the heuristic assumption that the basins of attraction are spherical. Two
spheres are centred around the convergent decision vectors of the initial and best trial decision
vectors with the radii being the distances from the start decision vectors to the convergent
decision vectors of the local optimization. These estimated basins can overlap.
A local solver threshold, l, is initialized to be less than the two convergent objective
function values. If the first two decision vectors are infeasible, then the local threshold is set
to the score value of the first trial decision vector.
Two counters (one counter per basin) are initialized to zero. These counters are associated
with the number of consecutive trial decision vectors that lie within the respective basins of
attraction and record the number of times a score value is greater than the local solver
threshold.
The algorithm then proceeds to evaluate each trial decision vector using the local opti-
mizer, provided the following conditions hold:
• Condition 1
|xk[i]− b[j]| > d r[j], i = 1, 2, · · · , n j = 1, 2, · · · ,m,
where xk[i] is trial decision vector i at iteration k, b[j] is basin of attraction centre j,
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n is the total number of trial decision vectors, m is the total number of basins, d is the
distance threshold factor (with a default value of 0.75), and r[j] is radius of the basin
of attraction j.
• Condition 2
score(xk[i]) < l
where l is the local solver threshold.
• Condition 3 (optional) xk[i] satisfies bound and inequality constraints.
If all conditions are met, then the local solver runs on the trial decision vector, xk[i]. If
the local solver converges, then the global optimum solution is updated, provided one of the
following conditions is satisfied:
|x∗k[m]− x∗k[i]| > τx max(1, |x∗k[i]|)
or
|f ∗k [m]− f ∗k [i]| > τf max(1, |f ∗k [i]|),
where x∗k[m] and x
∗
k[i] are convergent decision vectors m and i for the trial decision vectors
m and i, respectively; f ∗k [m] and f
∗
k [i] are the objective function values for the n and i
convergent decision vectors, respectively; τx and τf are the x tolerance and function tolerance,
respectively, their default values being 1 · 10−8. If one of the above conditions are satisfied,
a global solution object is created or updated to store the best value.
The basin radius and local solver threshold are likewise updated if the local solver con-
verges. The updates are as follows:
• threshold is set to the score value at the trial decision vector
• basin radius is set to the lesser of (i) the distance from x∗k[i] to xk[i] and (ii) the
maximum existing radius (if any)
If the local solver does not run on the trial decision vector due to the conditions not
being satisfied, the following Algorithm 1 is executed to update the basin, radius, local solver
thresholds, and counters.
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Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a derivative-free algorithm developed in 1995 by
Kennedy and Eberhart [21]. This algorithm is inspired by a simplified social swarm model
where the algorithm mimics the social behaviour of flocking birds. The social sharing of
information is believed to give it an evolutionary advantage [21]. The basic idea of this
algorithm is to evolve a number of agents, known as particles for PSO-based methods, over
a number of iterations. Each particle, i, is evolved towards a randomized combination of its
individual best position, p[i], and the population’s global best, pg, for every iteration k. This
evolved position, xk[i], is determined by the particle’s velocity
vk+1[i] = vk[i] + c1ε1(p[i]− xk[i]) + c2ε2(pg − xk[i]), (2.6)
where c1 and c2 are constant factors and ε1 and ε2 are random variables that are uniformly
distributed in the range (0, 1). The position of the particle is then updated
xk+1[i] = xk[i] + vk[i]
for every iteration of the algorithm.
To avoid premature convergence on local minima or over-exploration of the particles, Shi
and Eberhart [33] introduced a new term known as inertia weight, w. The inertia weight
balances out the premature convergence and over-exploration applications by influencing the
previous velocity term
vk+1[i] = wvk[i] + c1ε1(p[i]− xk[i]) + c2ε2(pg − xk[i]). (2.7)
This added term showed overall performance increase in the standard PSO algorithm [33].
Later, Clerc [9] used a constriction factor to ensure convergence in the particle swarm. This
altered (2.6) to
vk+1[i] = χ
[
vk[i] + c1ε1(p[i]− xk[i]) + c2ε2(pg − xk[i])
]
(2.8)
where
χ =
2∣∣2− φ−√φ2 − 4φ∣∣ and φ = c1 + c2, φ > 4.
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This equation also prevents particle divergence. The schematic movement of the particle
shown in Figure 2.3 follows (2.8).
p[i]
pg
xk+1[i]
xk[i]
vk[i]
Figure 2.3: Schematic of the particle movement using (2.7).
When compared to the inertia weight (2.6), Shi, and Eberhart found theirs was equivalent
in performance [33]. However, current work has shown that (2.6) is a superior method of the
standard PSO algorithm [42] The standard PSO algorithm is shown in Algorithm 2.
Over the past few years, multiple variants of the PSO algorithm have been developed:
Collision-free PSO [27], Discrete PSO [22], and Democratic PSO [20]. One variant of PSO,
known as Global Convergence PSO, is used to find solutions to the Rational Design of Ma-
terials application discussed in Chapter 4.
Global Convergence PSO Van den Bergh and Engelbrecht [40] developed the Global
Convergence PSO (GCPSO) (also known as Guaranteed Convergence PSO), whereby parti-
cles perform a random search around the global best particle within a dynamically adapted
search radius, ρ. The search radius scales a random factor that is added to the velocity of
the particle that most recently updated the swarm’s best position [40]. This method reduces
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the risk of stagnation and increases local convergence.
GCPSO uses (2.7) and (2.8) to determine the particle’s velocity, vi, and to update the
inertia weight factor, w, over each iteration. The velocity, vi, of the particle that most
recently updated the best position, pg, is updated by
vk+1[i] = −pg + xk[i] + wvk[i] + ρk(1− 2ε),
where ε is a uniformly random number between (0, 1). The initial value of the search radius,
ρk, is set to one and updated later by
ρk+1 =

2ρk, σk+1 > σc,
1
2
ρk, γk+1 > γc,
ρk, otherwise,
where σk and γk represent numbers of consecutive successes and failures updated every iter-
ation, k, and σc and γc represent threshold values. The number of consecutive successes are
determined by
σk+1 =
0, γk+1 > γk,σk + 1, otherwise,
and the number of consecutive failures are determined by
γk+1 =
0, σk+1 > σk,γk + 1, otherwise.
The recommended values for the thresholds for applications with higher dimensions are σc =
15 and γc = 5 [40].
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Algorithm 1 Global search algorithm for when the local solver does not run.
1: . When position xk[i] does not satisfy the constraints preventing the local solver from
running the following code is executed.
2: . Update counters
3: for each basin j do
4: if InSphereRegion(b[j]),xk[i] then . Checks if the decision vector, xk[i], is inside
any of the basins, b[j].
5: bc[j]+ = 1 . If it is add one to the counter associated with basin, bc[j]
6: else
7: bc[j]← 0 . Otherwise set the counter to zero.
8: end if
9: end for
10: if score(xk[i]) >= l then . If the score value of the position, xk[i] is greater than the
local solver threshold, l
11: lc[i]+ = 1 . then increment the threshold counter sc for the position xk[i] by one.
12: else
13: lc[i]← 0 . Otherwise, set the score counter to zero.
14: end if
15: . React to large counter values
16: . MaxWaitCycle and BasinRadiusFactor are settings for Global Search
17: for each basin j do
18: if bc[j] == MaxWaitCycle then . If the basin counter is equal to MaxWaitCycle
19: r[j]← r[j]× (1−BasinRadiusFactor) . then multiply the basin radius, r, by
1−BasinRadiusFactor
20: bc[j]← 0 . and reset basin counter to zero.
21: end if
22: if lc[j] == MaxWaitCycle then . If the threshold counter equals MaxWaitCycle
23: l← l+ Pf × (1 + |l|) . increase the threshold by adding penalty threshold factor,
Pf , multiplied by 1 + |l| to the threshold
24: lc[j]← 0 . reset the threshold to zero.
25: end if
26: end for 23
Algorithm 2 Particle Swarm Optimization
1: for each particle i do
2: initialization xk[i], vk[i], p[i] . random value for xk[i] and vk[i] p[i]← p[i]
3: Evaluate f(xk[i]) . evaluate the objective function at xk[i]
4: Update p[i] . update if f(xk[i]) < f(p[i])
5: end for
6: while not termination condition do
7: for each particle i do
8: update pg . update if f(pg) < f(p[i])
9: calculate vk[i] . Using one of the PSO velocity equations
10: xk[i] = xk[i] + vk[i]
11: Evaluate f(xk[i])
12: update p[i]
13: end for
14: end while
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Chapter 3
Software
In this chapter, two pieces of software are presented as support software for global op-
timization applications. Support software can add flexibility, features, and performance
increases to the global optimization solver or objective function. Some examples of support
software for global optimizations are the CUDA library for parallel programming on Graph-
ics Processing Unit (GPU) [18] and MapReduce to distribute a hybrid PSO-GA algorithm
[32]. Another support software package that utilizes public-resource computing and storage
is the Berkeley Open Infrastructure for Network Computing (BOINC) [5]. Public-resource
computing uses a distributed system of public computers to compute scientific calculations.
BOINC distributes tasks to client computers that then report back to the BOINC server to
store the results. An extra step that BOINC takes is validating results by repeating the task
on another client machine. This step is done in anticipation of corrupted files being sent
over the network or failure in the task. This redundancy can be an inefficiency to global
optimization algorithms by evaluating the objective function twice and providing no extra
information to the algorithm or performance increase.
The first piece of support software discussed in this thesis is Computefarm. Computefarm
is a distributed local machine resource system that distributes objective functions to local
client machines that then report back to a server machine. It has a python interface using
C as the back end to run in parallel using the POSIX threads library. The software is built
with fault tolerance in the event a client machine fails. One step Computefarm omits, but
is taken in BOINC, is the validation step to keep it lightweight for global optimization use.
It is used with GCPSO in pythOPT to solve the Rational Design of Materials application
discussed in Chapter 4.2.
The other piece of support software developed for this thesis is the Optimization Database.
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It is a relational database that stores intermediate data of the global optimization process.
This software is integrated with a notification emailing script and a website to show periodic
and real-time updates on the global optimization progress. This database is used to monitor
the two applications discussed in Chapter 4.
3.1 Computefarm
3.1.1 Motivation
The evaluation time of the objective function can hinder the global optimization time. This
delay is commonly handled by parallelizing the global optimization algorithm. In some
cases, researchers develop various parallel methods to speed up the evaluation time of the
objective function [36]. If the objective function evaluation requires a lot of computational
resources, a supercomputer is typically used [13]. However, supercomputer resources are not
readily available or are costly to obtain. Therefore, methods that use distributed systems
like MapReduce [32] or BOINC [13] become an option to use grid computation or public
resources. To optimize the use of computational resources to evaluate multiple objective
functions simultaneously, Computefarm distributes objective function evaluations to client
machines using local-resource computing.
Distributing the objective function evaluations out to client computers reduces the num-
ber of computer resources consumed and evaluates multiple decision vectors simultaneously.
Computefarm also handles failures in the client machines. If a client disconnects or fails to
complete the objective function evaluation, Computefarm reassigns the evaluation to another
client. This contrasts with the classical case, when a single machine faces a failure on its own,
the entire optimization process is interrupted and needs to be restarted. Computefarm pro-
vides parallelization, reduced resource contention, and fault tolerance in failures in objective
function evaluations for the global optimization.
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3.1.2 Requirements
Computefarm is a distributed system that delegates tasks to multiple client computers. In
the case of global optimization, a server distributes objective function evaluations to client
computers. Three things that are required for using Computefarm:
• the port number for socket connection (user-provided)
• the script name of the objective function (user-provided)
• the list of population decision vectors at which to evaluate the objective function on
client machines (algorithm-provided)
The first two items are passed into the solver and subsequently passed along to Computefarm
for the initialization phase. The last item is passed in by the algorithm according to the metric
it uses to determine which decision vectors are to be evaluated at each iteration step.
3.1.3 Structure
The implementation of Computefarm is based on the client-server model; the client machines
request objective function evaluations from the server that then delegates the decision vec-
tors out to the client machines. This model parallelizes the evaluation step of the global
optimization algorithm by distributing out multiple objective function evaluations simulta-
neously. Once the client machines have evaluated all decision vectors, the results are returned
to the solver to be evolved and repeated until the termination condition is satisfied.
In the situation of losing connection with the local client machine, the server receives
return value of zero from the TCP socket indicating a client machine has disconnected. The
decision vector assigned to the client machine that has disconnected is returned to the queue.
This decision vector is later delegated to one of the client machines waiting to evaluate
another decision vector. The global optimization solver does not need to restart if a client
computer disconnects; this handles the case if a disconnect occurs on the client side in the
Computefarm software. To guarantee the maximum number of clients are available for the
optimization process, Computefarm reawakens client machines periodically. Figure 3.1 shows
the flow of a global optimization algorithm using Computefarm.
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Global Optimization Solver
Setup solver and Computefarm
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Computer 1
...
Computer M
Output Results
no
yes
Figure 3.1: Process of a global optimization algorithm using Computefarm.
Computefarm takes a list of population decision vectors and distributes them to various
client computers, which return a list of results to the global optimization algorithm to further
proceed in the process. In this thesis, the PSO algorithm that leverages Computefarm to
solve the application is described in Chapter 4. The original PSO algorithm is described
in Algorithm 2, and the Computefarm version of PSO is described in Algorithm 3 that
substitutes the evaluation step of the PSO algorithm with Computefarm.
Algorithm 3 is implemented in the software package pythOPT, as a variant to the PSO
algorithms known as Computefarm Particle Swarm Optimization (CFPSO). The interface
and usage of CFPSO is shown in Appendix A.
The software step of Computefarm, Figure 3.2, shows the overall process in the software
package of Computefarm that is being called to evaluate a population of decision vectors.
During the setup phase of the Computefarm software, three POSIX threads are used to
run the following functions:
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Figure 3.2: Process of a global optimization algorithm using Computefarm to evaluate
positions.
• Monitor Completion
• Server
• Monitor Connections
Threads are used in this software because of their shared memory properties, which allow
for a form of message passing in the program. Each thread function is attached to a single
process that monitors a list to determine further actions. The lists that are shared in memory
between the three threads are the medium for message passing in the program.
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The Monitor Completion function monitors whether all tasks are completed before re-
turning the results to the solver. The Server function creates a TCP socket that binds to
any client computers communicating on the same port. TCP sockets were chosen because
of their reliable connection-handling capabilities. Threads are generated for each connected
client; this allows for concurrency in the server system. Each connection is taken care of by
a connection handler that assigns itself to a client machine by receiving the hostname of that
machine. Once the hostname is obtained, the connection handler changes a client-assigned
flag for that machine from zero to one; it then continues to monitor the decision vector list
that contains information on the decision vector called a particle in the code. The particle
structure includes:
• particle number
• particle decision vector
• function value
• length of a decision vector (requirement of C arrays)
• assigned flag
• completion flag
Once a connection handler finds an assigned decision vector, an assigned flag that equals
zero is changed to one. Mutexes are used to ensure mutual exclusion for the assignment
of particles; this prevents multiple connection handlers from re-evaluating the same particle.
Once a connection handler has assigned itself a particle, it then transmits the particle position
information to the client computer using the TCP socket. This portion of the program is
written in the programming language C; the length of a decision vector is sent to the client
because it is a requirement for using C arrays. The connection handler then waits to receive
a message from the client. This message contains the resulting objective function evaluation
result. The connection handler then stores the result in the particle structure. It then changes
the completion flag from zero to one indicating the particle has been evaluated successfully.
This flag prevents other connection handlers from re-evaluating the same particle. The
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monitor completion thread counts the number of completion flags set to one to determine
when the population is successfully evaluated. The results are then sent back to the global
optimization solver.
The connection handlers are left in an idle state waiting on a new population of deci-
sion vectors while the global optimization solver is creating a new population. Once a new
population is passed to Computefarm, the particle structures are reinitialized obtaining new
decision vectors. The above process is repeated until a termination condition is satisfied.
This condition is set in the global optimization solver that then calls Computefarm’s termi-
nate function that gracefully closes all connection handlers, frees up any used memory, and
exits the threads.
In the situation of a failure in the client machine, the connection handler reverses the
particle’s assigned flag and the client-assigned flag back to zero and exits. This change in the
flag values adds the particle structure back into the queue and the client machine name into
the list of machines that need to be reawakened. The workflow of the connection handler is
shown in Figure 3.3 and the Monitor Connection loop is shown in Figure 3.4.
The Monitor Connection loop shows the process of reawakening disconnected clients. This
loop is embedded into a separate thread function, Reawaken Clients, that attempts to awaken
the disconnected clients every T minutes (the default set to ten minutes). This reawakening
step provides the maximum number of client machines are connected to the server every T
minutes from startup. Disconnected clients are determined by the assigned flag in the client
structure containing the hostname of the client. When the assigned flag is zero, the Reawaken
Clients function attempts to awaken that client machine.
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Algorithm 3 Computefarm Particle Swarm Optimization.
initialize Computefarm . initializes the setup of Computefarm
2: for each particle i do
initialization x∗[i], v[i], p[i] . generate random values for particle positions, x[i],
and velocity, v[i]
4: p[i]← x[i] . Set the local best particle position, p[i]
end for
6: Evaluate Computefarm(X) . evaluate the initial population of particle with
Computefarm
8: while not termination condition do
for each particle i do
10: if f(x[i]) > f(p[i]) then
Update p[i]
12: end if
if f(pg) < f(p[i]) then . update global best position, pg
14: update pg
end if
16: calculate v[i] . using PSO velocity equation (2.6)
x[i] = x[i] + v[i]
18: end for
Evaluate Computefarm(X)
20: end while
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Receive host name
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connection handler
Client
Assign particle
i to the con-
nection handler
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Receive objective
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Store results in
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flag to complete
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yes
Figure 3.3: Computefarm connection handler work flow.
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Figure 3.4: The workflow of monitoring lost client connections.
After the setup of Computefarm, the Server and Monitor Connections threads are kept
alive while the Monitor Completion function is called by the solver. The Monitor Completion
function re-initializes the particle list with new positions and resets all other information on
the particle. Meanwhile, the process of the Server and Monitor Connections continuously
waits to evaluate particles or reconnects to client machines. Once every particle is evaluated,
the Monitor Completion returns the results to the solver. This step is repeated multiple times
before the final phase, where the solver completes its optimization process and terminates.
The termination step occurs when the solver calls the termination function that frees up
memory and gracefully closes the Computefarm threads. This termination call prevents
memory leakage and zombie threads.
3.1.4 Performance analysis
In a simple experiment using SPSO with an objective function evaluation time of 32 minutes
(optimization and computer specification shown in Appendix A), Computefarm shows a
reduction of about fifteen times total optimization time compared to SPSO; see Table 3.1.
Computefarm’s distribution of objective function evaluations to multiple local client com-
puters incurs about 3.17 minutes of overhead for each call. This distributive scheme enables
a parallel performance increase to the global optimization algorithm during the evaluation
phase of the objective function.
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Method Average time
(minutes) for 1
objective function
evaluation
Average time
(minutes) for 1
iteration (30 objective
function evaluations)
SPSO 32.65 979.28
SPSO with
Computefarm
32.65 35.82
Table 3.1: Computefarm performance comparison to SPSO in pythOPT.
3.2 Optimization Database
3.2.1 Motivation
The Optimization Database is used to deal with various challenges that emerge in the global
optimization process. One set of challenges has to do with monitoring the optimization
to determine whether the problem is solved. A standard method of monitoring the global
optimization process is to have each iteration printed or saved in a log file. Files can be chal-
lenging to read and parse quickly. They also require a strict organizational system to ensure
storage is kept central and available to users. A database can be used to avoid these chal-
lenges of a file system. Databases place a strict policy on the organization of how information
is stored to allow for quick query calls; for example, to obtain the minimum value during a
global optimization process a simple query “SELECT MIN(f) FROM problem table”. This
query allows for a quick search to be done in the database to obtain the minimum objective
function evaluation value for a given problem stored in the problem table. A database is typ-
ically stored on servers allowing for central use for multiple to limited user access ensuring
easy and secure access to the information. In this section, a specific database schema is de-
veloped with a software package called Optimization Database. The database is a relational
database written in PostgreSQL, and the interface to the database is written in Python (See
Appendix B.0.1 for the application interface). The Optimization Database has three saving
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policies implemented from which the user can choose (see setup script in Appendix B):
• best value
• every evaluation
• every n evaluations
Best value The best value policy only stores the minimum (or maximum specified by
the user; see Appendix B) objective function evaluation in comparison to the previously
stored value. This policy is done by a quick query to obtain the minimum objective function
value for that instance that is then compared to the currently being saved objective function
evaluation. If it is less than the previous objective function evaluation, then it is inserted into
the database, and the check-in is updated. Otherwise, the check-in time updated for status
checking purposes (discussed later in this section) and the objective function evaluation is
not stored in the database. This policy is the default policy for the Optimization Database
because it does not store every evaluation to save on space in the database.
Every evaluation The every evaluation policy inserts every objective function evaluation
into the database. This policy is used in the case of monitoring the global optimization
solvers evolution over the number of iterations.
Every n evaluations Every n evaluations policy is the same as the every evaluation policy
except that it stores the objective function evaluation every n evaluations. This policy is used
when storing every evaluation is too much for the database server, but the user still wants
to monitor some information on global optimization evolution.
Another advantage of using a database is that the transaction of inserting data is only
completed if all data can be stored in the database. This advantage mitigates corruption
in the data when they are being stored. If the transaction fails, an error is reported, and
C attempts are made to reconnect (default is two attempts) and insert the data into the
Optimization Database. If the attempts are unsuccessful to reconnect to the database, the
database interface prints out a warning message informing the user that it could not connect
to the database. The warning message allows the user to be aware of potentially unsaved
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data and that something has gone wrong with the database. The optimization process is
not disrupted by the warning message. When the database is called again to save data, the
interface attempts again to reconnect to the database. This reconnection step provides fault
tolerance in the data storage without affecting the overall process of the global optimization.
Examples that monitoring the global optimization process is useful includes:
• premature convergence
• performance testing
• obtaining continuous results
Premature convergence Global optimization algorithms are susceptible to premature
convergence or stagnation when the process gets trapped in a local minimum. The Opti-
mization Database can monitor the progress of the optimization by storing the time and
evaluation number of each saved value. Using the email notification script or accessing the
database can indicate if progress has stagnated. The user can further decide how to resolve
this problem, for example, starting other instances of the global optimization algorithm to
see if any other progress can be made. Another feature of the database is that it stores the
activity of global optimization instances. If the optimization stops, then the status is set to
“inactive”, and the user is notified by the email script or can check on it in the database.
Performance testing It is common for global optimization algorithms to be bench-marked
on solving various classes of problems for performance analysis. The Optimization Database
stores the evaluation number, extra information on the objective function or global opti-
mization, and the activity of the process. This storage scheme can be used to analyze the
convergence of global optimization algorithm and any other extra information the user wishes
to store in the database.
Obtaining continuous results Some global optimization algorithms only report their
results at the end of the optimization process; this can prevent the user from becoming
aware if a solution is obtained earlier in the optimization. The Optimization Database
is used to monitor and notifies the user if a desired objective function value is obtained.
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The Optimization Database notifies the user by email when the desired objective function
evaluation value is obtained and stored in the database.
Another challenge of global optimization is obtaining the K best solutions. Global opti-
mization is implemented to solve for a global minimum; it is less frequent for solvers to return
the K best global solutions. The Optimization Database is therefore used to sort through
the data to obtain the K best solutions. This feature is shown to be useful in Chapter 4.2 for
the Rational Design of Materials project. The metastable structures of crystals are of par-
ticular interest because of their properties; diamond, for example, is a metastable structure
of carbon, with the stable structure being graphite. In a global optimization, graphite is the
global minimum because it has the lowest total energy. Diamond, with the second lowest
total energy, has the property of being very hard and is used in multiple research experiments
to define hardness with respect to other structures. The Optimization Database is used to
store the K lowest energy crystal structures for various compounds.
Another data-storing problem for global optimization is obtaining extra information on
the objective function. Extra information may include:
• sorting information on various instances (e.g., the time duration to correct for errors
in a quantum error correction gate, as discussed in Chapter 4.1) or
• information on the data (e.g., the symmetry group of a predicted crystal structure as
discussed in Chapter 4.2).
3.2.2 Requirements
The database is primarily operated by a single user to keep track of the progress of a solver
on a problem of interest. Primary information that is needed:
• PostgreSQL database information
• problem name
• global optimization settings
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3.2.3 Database schema
The Optimization Database is implemented for users with no prior knowledge of databases.
If the user does not already have a local or remote database set up, the software creates a
local PostgreSQL database. It then automatically produces two tables: the settings table,
and the problem table (if they do not already exist). The former, stores information about
the settings used for the global optimization, with the following default columns:
• global optimization method name
• lower bound on the search space
• upper bound on the search space
• seed value for global optimization method (if a stochastic method is used)
• a note describing the optimization problem and process
Columns that are included and maintained by the database are:
• primary key ID
• status
• check-in time
The primary key is used to associate an optimization instance data to the problem’s
settings stored in the problem table. The status column is updated by the database to
monitor whether a simulation is active or inactive. This column is used in combination with
the email notification package to notify the user when a problem is inactive. The status of an
instance is determined by the check-in time. When the database is updated or inserted into,
the check-in time is updated to the current time. If the instance has not checked-in with
the database for T hours (default is set to 24 hours), then the Optimization Database sets
the status to inactive. These features of the Optimization Database, in combination with an
automatic email component, allow the user to be regularly notified regarding the status and
results of the optimization.
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The problem table is used to record the data on the objective function. By default, it
stores:
• the ID of the instance (foreign key)
• x position
• f (objective function evaluation result)
• evaluation number
• insertion time
The user can also opt for additional columns to store other data about the objective func-
tion evaluation. This extra information can be utilized for faster sorting methods between
instances or properties of the simulation. Figure 3.5 represents the database schema used by
the software. The settings table is associated with multiple instances of the problem tables
by the foreign key. The foreign key is a type of ID stored in a database that references the
primary key in another table. This type insures that the instance has to exist in the table
with the primary key before inserting into another table that is using the same ID as the
foreign key. It also ensure consistency between tables to allow querying for multiple pieces
of information that is stored in multiple tables.
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Settings Table
Fields Type
ID integer
Method
name
text
Seed value integer
Data size integer
Lower bound text
Upper bound text
Note text
Status text
Check-in time stamp
Fields type
ID integer
x position text
f value double
precision
Evaluation
number
integer
Insertion
time
time stamp
Extra fields extra field
types
problem table
Foreign
key
Figure 3.5: Optimization Database schema. One settings table to many problem
tables.
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3.2.4 Monitor schemes
The Optimization Database software package has two monitoring schemes. The first moni-
toring scheme is an emailing notification system that is written in python. This feature sends
out a prototyping email to the users daily, at a given hour, to notify them of the progress of
the global optimization. The email includes the following information:
• start time, when the instance of the optimization was started
• end time, when the last best objective function evaluation value is updated
• previous best objective function evaluation value
• current best objective function evaluation value
• the global optimization name
• extra information on the instance and simulation
• status of the global optimization with the given primary id
Figure 3.6 shows how the information that is displayed in a table format for various
instances of a simulation for one global optimization problem.
The start time indicates when the instance is started, and the end time is given when the
last updated best value is obtained. The previous best objection function evaluation is stored
at the beginning. The email notification queries the Optimization Database to obtain the
current best objection function evaluation. If the current best objection function evaluation
is better, as determined by the user by indicating a maximum or minimum flag (shown in
the setup script described in Appendix B), then it is stored as the best objective function
evaluation in the email, and the previous value is stored as the previous best objective
function evaluation. Extra fields can be added to the email notification script to monitor
other information about the problem. In Figure 3.6, the time duration, T , value is also
present in the email to order the instances by the time duration for the Quantum Error
Correction problem (described in Section 4.1). The extra fields can be used for ordering
the instances (default is id) in the periodic email, for example Figure 3.6 orders the 4-qubit
42
Figure 3.6: Snapshot of a periodic email notification displaying the information stored
in the Optimization Database for the 4-qubit problem.
instances by the column name T. An email template script sets up all the settings in the
periodic email notifications (see Appendix B for example of email template). The Note is
the description the user stores in the Optimization Database about the problem and instance
that they are trying to solve. This description allows for better clarity on differences between
instances, which machine they might be optimized on, and what other methods may be used
in the objective function. The description can be anything the user wishes to describe about
the instance.
The status indicates the current running status of the global optimization and the pri-
mary ID associated with that instance in Optimization Database. There are three possible
instances:
• active, the instance is still currently running
• inactive, the instance is not currently running
• finished, the instance has completed the global optimization process
For better readability, the status is colour coded. Active is light green if the instance
has started recently (default three hour window), and then turns dark green later on. The
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inactive status is red to indicate to the user something has occurred that may need their
attention. Finished is black to indicate the global optimization is completed. Inactivity is
determined by the package by checking the last check-in time stamp and comparing it to the
current time. If the time difference is greater than a set inactive time value (default three
hours), then package stores the status as inactive in the Optimization Database and in the
package. When an instance is detected as inactive, the email package notifies the users right
away that an instance has become inactive; Figure 3.7 shows the inactive email the users get
when an instance is inactive.
Figure 3.7: Inactive email notification.
When an instance has finished, the status is changed in the Optimization Database, and
the package detects the change by querying the Optimization Database (every hour). A
completion email is sent out to the users notifying them that the instance has completed;
Figure 3.8 shows the completion email the users receive when the global optimization is
completed. A completion email is also sent out when the user specifies in the setup script
(shown in Appendix B) a value of interest. If users know a specific objection function
evaluation value they wish to obtain, then the email package notifies the users when an
instance has obtained this value. An example of this is in the Quantum Error Correction
problem, where for any given instance a objection function evaluation greater than 99.99%
is required value to solve the problem. The email package then notifies the users when an
instance has achieved an objection function evaluation greater than 99.99%; this is further
discussed in Section 4.1.
The other monitoring scheme is a prototype real-time monitor that displays the same
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Figure 3.8: Completion email notification.
information as the daily email notification, however, on a webpage written in PHP. This
webpage (shown in Figure 3.9) allows for constant checks on the global optimization progress
if the user wants to monitor the instance more closely then by daily email notifications.
The mechanisms for the status changes and information gathering is the same as the email
notification except that is done constant for real-time displaying of the information.
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Figure 3.9: Snapshot of the information displayed information on multiple 4-qubit
instance monitored by the Optimization Database.
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Chapter 4
Applications
This chapter describes the applications that were solved using software packages discussed
in this thesis to assist in the global optimization process. Section 4.1 describes the Quantum
error correction gate design to optimize the error correction gate to minimize errors in a
quantum circuit. It describes the model used in the optimization application, the method
that solved the application using the Optimization Database, and the resulting pulses for the
three-qubit and four-qubit cases. The second application, Rational Design of Materials in
Section 4.2, describes the application to obtain the top N metastable and stable structures
theoretically. This optimization is done by minimizing the crystal structure energy. This
section describes the software that is used in determining the energy of the crystal structure,
the global optimization algorithms used to solve the structures using the Computefarm and
the Optimization Database, and the resulting structures for carbon and silicon dioxide.
4.1 Quantum error correction circuit design
Quantum computers are a promising technology that is currently being used today by D-
Wave Systems [30], NASA [7], Google [23] and IBM [1]. Multiple institutes also focus on
researching quantum computers and their promise to solve non-deterministic polynomial-time
hard (NP-hard) problems. Prime factorization is a problem of interest in quantum computing
because transistor-based computer algorithms have an exponential time complexity. Shor’s
algorithm is prime factorization algorithm that uses the multiple states in a quantum system.
This algorithm is used in a quantum computer system to show the polynomial time complexity
potential because of the use of multiple states available, unlike transistor computers that are
constrained to zero or one for bit states. In a quantum computer, there are multiple states
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because bits are sub-atomic particles that have multiple property values that can represent
a number of states. Qubits have various properties: spin, energy level, or position in a
system that can represent states. An example of using spin to represent the quantum bit is
representing that states as zero (spin up) or one (spin down) similar to a transistor bit. A
qubit can also have entangled states are in between the zero and one state, shown in Figure
4.1, because of their quantum mechanical properties.
0
|0〉+|1〉√
2
|0〉+|1〉√
2
1
Figure 4.1: The possible spin states of a qubit.
An example of the amount of information each computer can take in is a transistor
computer that has two bits can represent one of the four possible values
00, 10, 01, 11.
These combinations are represented in a transistor-based computer by using two pieces of
information. In a quantum computer, two qubits can represent zero and one and any combi-
nation of states at any point in time, a process known as superposition. Therefore, to encode
the qubits into a specific state, probability densities are given to the qubit system
α|00〉, β|10〉, γ|01〉, δ|11〉,
thus producing a linear combination
α|00〉+ β|10〉+ γ|01〉+ δ|11〉.
Four pieces of information are given to the system, giving quantum computers the exponen-
tial advantage of 2N (N qubits) bits of information. This advantage allows a combination
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of calculation steps to be done simultaneously or in a reduced amount of steps with the use
of more information by allowing each qubit to do a calculation or having multiple pieces of
information readily available for one step. This extra information gives quantum computers
the advantage to solve NP-hard problems in less time than transistor-based computers. Re-
lating back to the prime factorization problem, factoring the number fifteen has been done
using Shor’s algorithm on a three-qubit system that took seconds to solve by Lucero [29],
with Dattani and Bryans [11] factorizing the number 56153 using a four-qubit system. How-
ever, as mentioned in both papers, the error in the qubit systems prevents further work into
factorization of higher numbers because the success rate becomes too low to guarantee a
solution.
Error correction in quantum circuit becomes challenging because qubits can be in any
given state due to their superposition ability. This unpredictable property of qubits makes it
difficult to guarantee a 100% error correction rate when states are not consistent. However,
methods have been developed to minimize and correct errors in a quantum computer to
ensure high fault tolerance. One method that is looked at in this thesis is the controlled-Z
gate that uses control-phase gates to minimize the error in the qubit system.
Three errors that occur in the control-phase gates are decoherence, state leakage, and
control time [6]. The first error, decoherence, occurs when outside particles interact with the
qubit system particles. When these particles interact, they cause a change in the energy of
the qubit that further interferes with the superposition of the qubit system. This interference
over time makes the qubit system lose information about its original state, thus, causing an
error in the result. Certain materials can be used to minimize the error by protecting the
qubit system from incoming particles to reduce interactions. A second error that can occur
is state leakage; this error occurs when other states other than zero or one are measured.
When other states other than zero or one are measured, the output cannot assign a value
to these other state values. Thus, they are seen as noise in the measurements. Large gate
times are used to avoid extra information from the measured qubit states because the qubits
tend to transition to lower states, zero or one, over time. The third error is the control
error; this error occurs in the gate itself, where reflections or stray inductance in wiring
affects the qubit system. Qubits are controlled by frequencies that stabilize the states the
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qubits are in; inductance from the wiring can disturb this control and cause an error in
the system by altering the states. Low-frequency pulses known as controlled pulses are sent
into the qubit system to stabilize the qubit states to mitigate the inductance interference.
Minimizing the controlled error is done by designing a gate that generates a controlled pulse
to account for the overall circuit’s inductance. Experimentally, it is challenging to design a
gate that stabilizes the qubit system for a given circuit because the gate has to be fine-tuned.
A model of the N -qubit system is used to speed up this process to obtain a gate design
for the controlled-Z phase to reduce the controlled error in a multi-gate circuit. The error
correction percentage for only the modelled control error is known as intrinsic fidelity. The
intrinsic fidelity of an error correction gate must be greater than 99.99% to guarantee a high
fidelity in an experimental environment. Experimentally, it is difficult to obtain a sufficiently
high fidelity because of decoherence that occurs from the setup. The upper threshold of the
gate fidelity that can be obtained experimentally is 99.9% [45] when the intrinsic fidelity is
optimized to 99.99%. The loss of precision in the gate fidelity is due to the other errors that
are not accounted for in intrinsic fidelity.
In this application, the controlled-Z (CZ) gate is optimized to obtain an intrinsic fidelity
of 99.99% for a three-qubit and four-qubit system. The qubit system uses superconducting
charged qubits known as transmons. Transmons are used because of the reduced sensitivity
to charged noise that aids in reducing error. The possible transmon energy states, j, used for
this simulation are j = {0, 1, 2, 3}, where the zero and one states make up the computation
subspace, and the other energy states, two and three, are in the entanglement subspace. The
simulation assumes a chain of qubits, shown in Figure 4.2, where their locations in the system
are represented as k.
Qubit 2Qubit 1 Qubit 3 Qubit 4
k = 2k = 1 k = 3 k = 4
Figure 4.2: Chain of four qubits in a 4-qubit system.
Each transmon receives a pulse from the error correction gate while the gate is open for
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a time, t, on the order of ns. The shifted frequencies that generate a pulse for each transmon
are represented as ∆k(t) that are bounded between
−2.5 MHz ≤∆k(t) ≤ 2.5 MHz. (4.1)
The anharmonicity of the shifted frequencies of each transmon is represented as η and is set
to 200 MHz for this gate design. The energy of transmon k at energy level j is
Ekj = h(j∆k(t)− η),
where h is Planck’s constant.
The energy transition between each transmon is represented as a Hamiltonian that is the
sum of Kronecker products with the identity matrix
Hˆ
(
∆k(t)
)
h
=
N∑
k=1

0 0 0 0
0 ∆k(t) 0 0
0 0 2∆k(t)− η 0
0 0 0 3∆k(t)− η′

k
+
N−1∑
k=1
gk
2
(Xk⊗Xk+1 +Yk⊗Yk+1),
where η′ is 3η for this simulation, gk is the coupling strength that is set to 30 MHz; each
block corresponds to a fixed number of excitations that act on a Hilbert space H ⊗N4 . The
X and Y are the coupling operators [14]
Xk =

0 1 0 0
1 0
√
2 0
0
√
2 0
√
3
0 0
√
3 0

k
,
Yk
i
=

0 −1 0 0
1 0 −√2 0
0
√
2 0 −√3
0 0
√
3 0

k
,
are the generalized Pauli operators. The coupling operators describe the interaction between
each transmon and its neighbour. This simulation assumes nearest-neighbour coupling, where
the coupling interaction is only strong between the closest neighbour and weaker for further
transmons, shown in Figure 4.3.
The Hamiltonian is then truncated up to the N excitation subspace
Hˆp(∆(t)) = ONHˆ(∆(t))O
†
N , where O
†
N = O
T
N (4.2)
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Transmon 2Transmon 1 Transmon 3 Transmon 4
k = 1k = 0 k = 2 k = 3
Figure 4.3: The interaction strength between the first transmon (k = 0) and other
transmons is shown by the thickness of the lines connecting them.
because it is the highest excitation that can be achieved in the computational space. The
Hamiltonian system (4.2) is then evolved over the overall gate time Θ in t time steps
U
(
∆k(Θ)
)
= T exp
(
− i
∫ Θ
0
Hˆ
(
∆k(t)
)
dt
)
, (4.3)
where T is the time-ordering evolution operator [12]. The unitary operator (4.3) is then
projected to the computational subspace P to give a 2N matrix
UP
(
∆k(Θ)
)
=PU
(
∆k(Θ)
)
P†. (4.4)
This matrix (4.4) is then shifted to compensate any errors in the numerical simulation by
Utarget = Ul(φ1, φ2, · · · , φk)UczUr(φ1, φ2, · · · , φk),
where the ideal CZ gate is
Ucz =

1 · · · 0 0
...
. . . 0 0
0 0 1 0
0 0 0 −1
 ,
and the unitary phase shift on the z-axis is
Ul,r(φ1, φ2, · · · , φk) =Rz(φ1)⊗Rz(φ2)⊗ · · · ⊗Rz(φk),
where
Rz(φk) =
1 0
0 e−iφk
 .
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The phase φk of each transmon position k is the angle between the diagonal values of the
projected unitary evolution (4.4).
The intrinsic fidelity is then determined by
F(∆k(Θ)) = 1
2N
∣∣∣∣∣Tr
(
U†targetUP
(
∆k(Θ)
))∣∣∣∣∣.
This model represents the objective function to optimize the frequencies, ∆k(t), for an N -
transmon system to obtain the feasible intrinsic fidelity of 99.99% for a minimal duration
time Θ.
The feasibility problem is formulated as to find ∆k(t) in the domain such that
0.9999 ≤ F(∆k(t)). (4.5)
In practice, the following optimization formulation is used
min
∆k(t)∈D
(1−F(∆k(t)), (4.6)
subject to (4.5), where D is (4.1). In practice, the optimization formulation (4.6) is used
instead because it converged to a solution faster than the feasibility formulation (4.5).
In this thesis, the three-qubit and four-qubit cases are optimized using MATLAB’s global
search algorithm from the global optimization toolbox [37] with a non-linear constraint to
represent the feasibility condition (4.5). Other global optimization solvers (PSO, GCPSO,
and DIRECT) were used; however, they did not obtain a solution. A direct method is used to
minimize the overall gate time by simply solving each case with a smaller gate time for each
feasible solution is attained. The Optimization Database is then used to monitor multiple
gate time instances and the progress. The feasible solution pulse for the minimum gate time
of 23 ns for the three-qubit case is shown in Figure 4.4.
The feasible pulse for minimal duration time of 70 ns for the four-qubit case is shown in
Figure 4.5.
Obtaining a solution for the three-qubit and four-qubit case provides a gate design for
multigate circuits for quantum computers. The reformulation of the problem (4.5) also
allows a new method of solving quantum error control problem and potentially other various
quantum problems. Currently, further work is being done on the three-qubit and four-qubit
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Figure 4.4: Piecewise pulse for the three-qubit case with a duration gate time of 23
ns.
Figure 4.5: Piecewise pulse for the four-qubit case with a duration gate time of 70 ns.
to obtain a minimal gate time with a feasible solution. Global optimization simulations are
being done on the five-qubit case in hope to obtain the desired intrinsic fidelity value. The
current results on the three-qubit, four-qubit, and five-qubit cases are shown in Appendix
C.
4.2 Crystal structure prediction
The Rational Design of Materials project uses global optimization on a given chemical com-
pound to build and predict potential crystal structures. By predicting stable and metastable
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crystal structures, new structures can be discovered, and their properties like hardness, ther-
mal conductivity, and electrical conductivity can be calculated. Calculating these properties
furthers the understanding of the crystal structure and potential applications. Another ad-
vantage of globally optimizing a compound to obtain crystal structures is that it is more
cost-effective than the process of using experimentation.
Global optimization optimizes the internal structure energy that can be calculated by
various software packages such as the Vienna Ab-initio Simulation Package (VASP)[24, 25].
VASP allows for the user to specify the environment (temperature, Kelvin, and pressure,
Pascal) that are not possible in the experimental lab. In this application, VASP is used to
calculate the enthalpy of various material compositions that indicate the structure’s stability.
Enthalpy at a given pressure is the sum of the internal crystal energy and the external pV
(pressure-volume) energy. The lower the enthalpy, the more stable the structure. By globally
optimizing over the enthalpy, the lattice structure and atom positions of metastable and stable
crystal structures are obtained. CALYPSO (Crystal Structure AnaLYsis by PSO)[43] is a
software package that uses the global optimization algorithm PSO to find crystal structures
from material compositions. It uses various software packages including VASP to calculate
the enthalpy of a structure; CALYPSO also takes into account the symmetry of the structure
and bond lengths between the atoms to speed up the optimization process.
One challenge when using global optimization algorithms to predict crystal structures is
keeping track of each metastable structure observed and the properties they may have while
optimizing for the stable structure. Metastable structures potentially have a multitude of
various properties. For example, carbon has many metastable structures with many proper-
ties; one structure of interest is diamond because it is one of the hardest materials currently
known.
The Optimization Database is used to store metastable structures during the global op-
timization process to help determine the top metastable structures. The algorithm used
to solve carbon is GCPSO from pythOPT [42]. VASP is use in the objective function for
this problem that takes in three configuration files, INCAR, POTCAR, and POSCAR, and
outputs a file called OUTCAR that contains the enthalpy of the structure.
VASP locally optimizes the structure by generating a mesh in the given reciprocal lattice.
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The reciprocal lattice is a set of basis vectors (a∗,b∗, c∗) that exists in the reciprocal space
(also known as k-space) transformed from the direct space
a∗ =
b× c
V
b∗ =
c× a
V
c∗ =
a× b
V
such that
V = a · (b× c),
where V is the volume of the unit cell defined by (a, b, c). The relationship between the
reciprocal lattice and the unit cell is shown in Figure 4.6.
c
ba
c∗
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b∗
γ
β α
x
y
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Figure 4.6: An unit cell showing the unit lengths (a,b, c), the angles (α,β,γ), and the
reciprocal lattice basis vectors (a∗,b∗, c∗).
The reciprocal lattice is used in the generation of the POSCAR file that is utilized by
VASP. VASP uses the reciprocal lattice for geometrical properties. One property that VASP
uses the reciprocal lattice for is to generate the k-mesh from the KSPACING parameter set
in the INCAR file, shown in Figure 4.7.
The k-mesh is made up of k-points that are the subdivisions of the reciprocal cell. This
mesh increases the accuracy of the integration of the of the reciprocal cell, thus reducing
the error in the local optimization of the enthalpy calculation. The higher the density of
k-points, the higher the precision of the enthalpy calculation is.
The INCAR file sets the parameters for the simulation in VASP, e.g., the accuracy of the
simulation, type of structure, pressure, and the number of steps to take in the optimization.
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Figure 4.7: Lattice mesh based on the KSPACING value.
The format for the INCAR file is shown in Appendix D. The POTCAR file contains the
pseudo potentials of ions that are comprised of simulated crystal structures. This is needed
for determining the forces and enthalpy of the structure.
The OUTCAR file is the resulting output of a VASP simulation that contains the enthalpy
from the local optimization of the structure. The locally optimized structure is then sym-
metrized to determine the space group of the structure. The space group determines whether
the structure obtained is a crystal structure by analysing the symmetry. If the structure has
a primitive space group known as P1, then it is not symmetric and not a crystal structure. In
this application, the space group is determined by FINDSYM from the ISOTROPY software
suite, developed by Harold Stokes from Brigham Young University [35]. The space group is
stored in the Optimization Database and is used to obtain crystal structures. The identi-
fication of the space group speeds up the process of identification of metastable and stable
crystal structures. The enthalpy and structure are also stored in the Optimization Database
and returned to the GCPSO solver. An advantage of the GCPSO solver in pythOPT allows
particle positions to be updated by the objective function. This feature of GCPSO allows
VASP’s locally optimized lattice, which is the decision vector, to be passed into GCPSO and
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be used a decision vector in the solver. The search space on the lattice structure is provided
in Table D.1.
The two structures looked at in this application is carbon and silicon dioxide. An eight-
atom carbon simulation in VASP using four processors on an AMD Opteron(TM) Processor
6276 machine takes on average five to fifteen minutes to complete depending on the INCAR
settings. A twelve-atom silicon dioxide simulation in VASP using four processors on the same
machine takes on average three hours to complete. To minimize the computational time and
computer resources on a single machine, Computefarm is used on the diatomic structure
silicon dioxide with GCPSO to obtain the metastable and stable structures.
Variable Range
Unit cell
α (80◦ , 130◦)
β (80◦ , 130◦)
γ (80◦ , 130◦)
a (2A˚, 4A˚)
b (2A˚, 4A˚)
c (2A˚, 4A˚)
Atomn
xn (0, 1)
yn (0, 1)
zn (0, 1)
Table 4.1: Search space for Rational Design of Materials project for an n-atom system.
The speed up for one iteration of GCPSO using four processors with VASP is shown in
Table 4.2.
Four processors were allocated to VASP in this application because of the processor
constraint on the client machines (Intel(R) core(TM) i7-6700 CPU) used with Computefarm.
By using the Optimization Database, the ten lowest enthalpy structures for carbon are
shown in Figure 4.8. The lowest enthalpy structure in Figure 4.8 is graphite, shown in Figure
4.9, and a metastable structure, diamond, is shown in Figure 4.10.
The five minimal enthalpy structures for silicon dioxide are shown in Figure 4.11. The
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Method Average time
(seconds) for 1
objective function
evaluation
Average time
(seconds) for 1
iteration (20 objective
function evaluations)
GCPSO 11970.486 239401.356
GCPSO with
Computefarm
11970.486 12131.577
Table 4.2: Time comparisons between GCPSO and GCPSO with Computefarm for
silicon dioxide.
lowest enthalpy structure of silicon dioxide in Figure 4.11 is cristobalite, shown in Figure
4.12, and a metastable structure of silicon dioxide, stishovite, is shown in Figure 4.13.
4.3 Concluding remarks
By using Computefarm and the Optimization Database, solutions for both applications were
obtained. In Section 4.1, a feasible pulse for the three-qubit and four-qubit case is obtained
using the Optimization Database. In Section 4.2 used Computefarm and the Optimization
Database to obtain various metastable and stable structures for carbon and silicon dioxide.
Both software packages provide an advantage to obtaining solutions faster through distribu-
tion of tasks and monitoring of the global optimization process.
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Figure 4.8: Ten minimal enthalpy structures of carbon.
Figure 4.9: Graphite (C 2/m).
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Figure 4.10: Cubic-diamond, (Fd3¯m).
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Figure 4.11: Five minimal enthalpy structures of silicon dioxide.
61
Figure 4.12: Cristobalite (I4¯2d).
Figure 4.13: Stishovite (P42mnm).
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Chapter 5
Conclusions and suggestions for future re-
search
In this thesis, global optimization methods were used in combination with software pack-
ages to solve two applications. The two software packages developed for this thesis is the
Optimization Database and Computefarm. They developed to aid in the process of opti-
mizing the two applications: Quantum error correction gate design and Rational Design of
Materials.
5.1 Conclusions
The conclusions are divided up as follows: an overview of the software, quantum error cor-
rection gate design, and Rational Design of Materials.
5.1.1 Overview of the software
In this thesis, two software packages were developed to be used with global optimization
solvers to assist the optimization process. The first software package discussed is Compute-
farm; this software package utilizes distributed local computer resources to run objective
function evaluations in parallel. By doing this, the iteration step time is reduced and the
overall optimization time is decreased. Computefarm’s API is shown in Appendix A and is
used in solving the problem of finding the top metastable structures of silicon dioxide; see
Section 4.2.
The second software packaged that is developed for this thesis is the Optimization Database.
This software package stores data from a global optimization process and extra information
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from the objective function. An example of extra information to be stored is the symmetry
of a crystal structure for post-processing. Another advantage of this software is the built-in
monitoring systems to allow the user to see the progress of the global optimization process.
Two monitoring schemes that were developed are:
• email notifications
• online monitoring
The email notifications and online monitoring (shown in Figure 3.6 and Figure 3.9) were
used in the quantum error correction gate design to assist in the brute force search to obtain
the minimal gate time. The monitoring schemes aided in knowing a feasible solution of an
intrinsic fidelity of 99.99% is obtained and when various global optimization algorithms were
not performing well. The API for the Optimization Database is shown in Appendix B.
Both software packages were used in combination with a global optimization algorithm
to assist in the process of solving the two applications.
5.1.2 Quantum error correction gate design
In previous work on quantum error correction gate design, a minimum gate time of 26 ns is
obtained for the 3-qubit system [44] and no results obtained for the 4-qubit system. In this
thesis, a lower gate time is obtained for the 3-qubit system and a solution is obtained for the
4-qubit system. Both systems were optimized by MATLAB ’s Global Search algorithm with
the feasibility formulation (4.5). Other global optimization algorithms were also used in the
attempt to obtain results for these problems; however, MATLAB ’s Global Search algorithm
outperformed the other algorithms by obtaining the high fidelity value of 99.99% for both
systems. In combination with the global optimization algorithm, the Optimization Database
was used to monitor the optimization process and to store the results of the optimizations.
By using the Optimization database a brute force method of decreasing the gate time for
each instance of the three-qubit system problems is done to obtain the gate times of 23 ns
for the 3-qubit problem (see Figure 4.4) and 70 ns for the 4-qubit problem (see Figure 4.5).
Obtaining these results further pushes the error correction design for higher multi-gate qubit
systems that can be used in future circuit designs for quantum computers. Another finding
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from this application is the new reformulation of the problem that could solve other quantum
error correction problems.
5.1.3 Rational Design of Materials
Prediction of crystal structures from a known compound is a well known global optimization
problem in material science. Various software, like VASP [26] and CALYPSO [43], are used
to predict crystal structure that is not cost effective for experimentation. However, global
optimization solvers including CALYPSO only return a single stable structure as the best
solution. This does not address the interest in metastable states; for example the metastable
structure diamond, shown in Figure 4.10. In this thesis, the collection of metastable struc-
tures is stored using the Optimization Database by storing the extra information of the
symmetry of the crystal structure. By storing this information in a database, a simple query
to obtain the symmetrical top low energy states. In combination with GCPSO and Com-
putefarm, the optimization process obtained the top ten crystal structures for carbon, shown
in Figure 4.8, and the top five crystal structures of silicon dioxide, shown in Figure 4.11. The
usage of Computefarm reduces the overall optimization time by parallelizing the objective
function evaluations by a distributed system. Then structures with symmetry were stored
along with their energy value as an objective function result to be used in later processing.
5.2 Suggestions for future work
There are several ways in which the work presented can be further expanded.
5.2.1 Software packages
The software presented in this thesis is being continuously improved upon and utilized in solv-
ing other complex applications. Computefarm currently only works with available network
ports on a Linux operating system. One improvement to Computefarm’s cross-compatibility
is to implement a web-based server system to allow connections from other operating systems
of local machines. The web-based server can then send out objective function evaluations
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to various clients and use a similar database scheme and monitoring system to monitor
the connections with various clients. This monitoring scheme can allow for further analysis
Computefarm. Another software improvement can include the additional implementation
of using the socket library ZeroMQ [16], a socket framework for distributive applications.
These improvements can lead to performance analysis on Computefarm in comparison to
other open-source software packages, like BOINC.
The Optimization Database is currently only using a relational database for the global
optimization process. This schema can be expanded to include more information on the
global optimization solver to monitor termination conditions and various variables that may
change throughout the process for further analysis. The database flexibility can be improved
by using an object-oriented database, for example, NoSQL [38]. This flexibility will allow
storage of objects pertaining to the global optimization process as well as information stored
in the objective function.
5.2.2 Quantum computer error correction gate design
The quantum error correction gate design is an ongoing research field with the goal of building
large qubit systems. The quantum error correction gate design application can expand into
optimizing other gate designs or solving various other quantum error problems. Currently,
the search for a minimum gate time for the three-qubit, four-qubit, and five-qubit is ongoing.
Another interest in expanding this application is to other techniques and software to solve
the feasible formulation (4.5) of the problem and to do analysis on the various methods. This
can help understand the properties and characteristics of quantum error correction problems
to further solve the problems in that research field.
5.2.3 Rational Design of Materials
Rational Design of Materials is continuously optimizing other diatomic compositions; this
includes the use of diffraction grating patterns to optimize for metastable structures. Other
future work for this project includes determining crystal structure properties from the ob-
tained metastable and stable structures to potentially find new structures and using experi-
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mental data, like diffraction patterns, to determine new metastable crystal structures. Other
interests of the software environment developed for this project is to provide a graphical
display of the metastable structures.
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Appendix A
Software application interface
A.0.1 Computefarm interface
The following snippets of code show the implementation of Computefarm in pythOPT’s PSO
algorithm. The first snippet of code shows the initialization of Computefarm that requires
a port number the client machines are listening on and the script name of the objective
function. The termination method is also called at the end of the evolution step. This
method gracefully closes all connections and kills the threads being used in Computefarm.
def e v o l u t i o n ( s e l f ) :
””” Perform e v o l u t i o n o f the swarm
The main loop o f the a l gor i thm
”””
import s i g n a l
def s i g i n t h a n d l e r ( s i gna l , frame ) :
raise Stopp ingCr i t e r i on ( )
s i g n a l . s i g n a l ( s i g n a l . SIGINT , s i g i n t h a n d l e r )
s e l f . s t a t e . c u r e v a l u a t i o n s = 0
s e l f . s t a t e . c u r i t e r a t i o n s = 0
try :
# Setup Computefarm
CF. i n i t i a l i z e c o m p u t e f a r m ( s e l f . s e t t i n g s [ ’ port ’ ] ,
s e l f . s e t t i n g s [ ’ s c r i p t name ’ ] )
except :
raise ValueError ( ” Error : Port or s c r i p t name was not”
” s e t proper ly p l e a s e look over you s e t t i n g s d i c t i o n a r y ” )
s e l f . i n i t i a l e v o l u t i o n ( )
s e l f . update answer ( )
s e l f . i n i t i a l g l o b a l b e s t = s e l f . s t a t e . minimum
s e l f . check t e rmina t i on ( )
while True :
s e l f . update weights ( )
s e l f . e v o l v e p a r t i c l e s ( )
s e l f . update answer ( )
s e l f . s t a t e . c u r e v a l u a t i o n s += len ( s e l f . p a r t i c l e s )
s e l f . s t a t e . c u r i t e r a t i o n s += 1
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s e l f . check t e rmina t i on ( )
# Terminate Computefarm s o f t w a r e
CF. te rminat ion ( )
The second snippet of code shows the usage of Computefarm to evaluate a list of particles
that contain decision vectors. The objective function evaluations are stored in a list and
returned back to the PSO algorithm.
def i n i t i a l e v o l u t i o n ( s e l f ) :
””” i n i t i a l s t e p f o r e v o l u t i o n
”””
# we need g l o b a l b e s t x so e x p l i c i t e v a l u a t i o n f i r s t
#map( m e t h o d c a l l e r ( ’ e v a l u a t e ’ ) , s e l f . p a r t i c l e s )
#s e l f . s t a t e . c u r e v a l u a t i o n s += l e n ( s e l f . p a r t i c l e s )
p o s i t i o n = [ ]
for p a r t i c l e in s e l f . p a r t i c l e s :
p o s i t i o n . append ( p a r t i c l e . x )
p o s i t i o n s = np . array ( p o s i t i o n )
# C a l l Computefarm to e v a l u a t e the p a r t i c l e l i s t
r e s u l t s = CF. computeFarm ( p o s i t i o n s )
for ( p a r t i c l e , r e s u l t ) in i t e r t o o l s . i z i p ( s e l f . p a r t i c l e s , r e s u l t s ) :
# Check i f Opt imizat ion Database i s s e t
i f s e l f . db :
s e l f . db . save (−1∗ r e s u l t ,
np . array ( p a r t i c l e . x ) ,
False ,
s e l f . d b s e t t i n g s [ ’ e x t r a v a l u e s ’ ] )
p a r t i c l e . c u r r e n t v a l u e = r e s u l t
i f r e s u l t < p a r t i c l e . b e s tx va lue :
p a r t i c l e . bestx = np . array ( p a r t i c l e . x )
p a r t i c l e . b e s tx va lue = r e s u l t
print p a r t i c l e . b e s tx va lue
update in f o = ( p a r t i c l e . bes tx va lue , p a r t i c l e . bestx )
p a r t i c l e . n o t i f y o b s e r v e r s ( update in f o )
The third snippet of code shows the continuation of Computefarm being used in the
evolution step in the PSO algorithm.
def e v o l v e p a r t i c l e s ( s e l f ) :
””” Evolve the swarm once
”””
p o s i t i o n = [ ]
for p a r t i c l e in s e l f . p a r t i c l e s :
p a r t i c l e . u p d a t e v e l o c i t y ( )
p a r t i c l e . u p d a t e p o s i t i o n ( )
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p o s i t i o n . append ( p a r t i c l e . x )
p o s i t i o n s = np . array ( p o s i t i o n )
# C a l l Computefarm to e v a l u a t e p a r t i c l e l i s t
r e s u l t s = CF. computeFarm ( p o s i t i o n s )
for ( p a r t i c l e , r e s u l t ) in i t e r t o o l s . i z i p ( s e l f . p a r t i c l e s , r e s u l t s ) :
i f s e l f . db :
print ” sav ing data . . . ”
s e l f . db . save (−1∗ r e s u l t ,
np . array ( p a r t i c l e . x ) ,
False ,
s e l f . d b s e t t i n g s [ ’ e x t r a v a l u e s ’ ] )
print ”update p a r t i c l e i n f o ”
p a r t i c l e . c u r r e n t v a l u e = r e s u l t
i f r e s u l t < p a r t i c l e . b e s tx va lue :
p a r t i c l e . bestx = np . array ( p a r t i c l e . x )
p a r t i c l e . b e s tx va lue = r e s u l t
print p a r t i c l e . b e s tx va lue
update in f o = ( p a r t i c l e . bes tx va lue , p a r t i c l e . bestx )
p a r t i c l e . n o t i f y o b s e r v e r s ( update in f o )
Computefarm PSO example The following code shows an example of calling the Com-
putefarm PSO (CFPSO) algorithm in pythOPT.
from s r c import Vasp , PythoptSolvers , Database
from c o l l e c t i o n s import OrderedDict as Odict
import numpy as np
space = [ ( 2 , 7 ) ]∗3+[ (70 , 130) ]∗3+[ (0 , 1 ) ]∗ ( 3∗4 )+ [ ( 0 , 1 ) ]∗ ( 3∗8 )
d a t a s i z e = len ( space )
database name = ’ s imlab db ’
user = ’ s imlabuser1 ’
host = ’db . cs . usask . ca ’
password = ’ s imlab 01 ’
s e t t i n g s = {
’ e v a l l i m ’ : 10000000 ,
’ n p a r t i c l e s ’ : 50 ,
’ seed ’ : 10 ,
’ max noimprov ’ : 60 ,
’ method ’ : ” ’GCPSO’ ” ,
’ dimension ’ : da ta s i z e ,
’ lb ’ : ” ’ [ 2 , 5 0 , 0 ] ’ ” ,
’ ub ’ : ” ’ [ 7 , 1 1 0 , 1 ] ’ ” ,
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Optimization settings Value
Total number of objective function evaluations 30
Seed 300
Total number of particles 30
Total number of client machines potentially available 35
Objective function evaluation time 1959 seconds
Main Computer Specifications Value
CPU Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
Number of processors 8
RAM 64 GB
Client Computer Specification Value
CPU Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
Number of processors 8
RAM 16 GB
Table A.1: Global optimization and computer specifications used for the Computefarm
performance experiment.
’ note ’ : ” ’ SiO2 , p r e s su r e 0 GPa ’ ” ,
’ ext ra f i e l d s ’ : { ’ symmetry ’ : ’ t ex t ’ } ,
’ t ab l e name ’ : ’ s i o ’ ,}
c r y s t a l s t r u c t u r e = Odict ( )
c r y s t a l s t r u c t u r e [ ’ potcar ’ ] = ’ SiO ’
c r y s t a l s t r u c t u r e [ ’ p r e s su r e ’ ] = 0
c r y s t a l s t r u c t u r e [ ’ S i ’ ] = 4
c r y s t a l s t r u c t u r e [ ’O ’ ] = 8
db = Database ( s e t t i n g s , database name , user , host , password )
db . setup ( )
v a s p s e t t i n g s = { ’E ’ :−70.0 ,
’d ’ : 1 . 1 8}
vasp = Vasp ( c r y s t a l s t r u c t u r e , v a s p s e t t i n g s , db )
pythopt = PythoptSolvers ( space , s e t t i n g s , vasp )
pythopt . GCPSO( )
A.0.2 Performance test specifications
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Appendix B
Optimization Database
B.0.1 Optimization Database interface
The Optimization Database class Database() requires the following information:
• settings dictionary
• database name
• database user name
• database host name
• database password
The settings dictionary options are:
• dimensions of the decision vector - integer
• name of the optimization method - string
• upper bound of the domain - string
• lower bound of the domain - string
• table name into which to insert the results
• extra fields - dictionary where the key is the column name and value is the string name
of the type
• objection function evaluation starting value - large integer
• best objective function evaluation value - large integer
• note describing the problem and instance - string
The setup method requires no arguments and creates the database tables and inserts the
Optimization Database information passed into the class.
The save method arguments are:
• objective function evaluation - float
• decision vector - float array
• minimum flag - boolean such that best minimum value is stored if true; otherwise store
the best maximum value
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• extra information on the problem - dictionary such that the key is the column name
and the value is the value to be stored in that column
The get best value method takes in a condition described by a dictionary such that the
key is column for the condition and the value is a conditional value. This method then returns
a dictionary contain the best objective function evaluation value satisfying the condition and
the corresponding decision vector.
The following are examples of the use cases of the Optimization Database in MATLAB
and python.
MATLAB The first snippet of code show the setup of the Optimization Database class.
t ry
d b l i b = py . impor t l i b . import module ( ’ database ’ ) ;
catch
warning ( ’ Python database i s not c u r r e n t l y in
t h i s f o l d e r or the so f tware cannot f i n d i t . ’ )
prompt = ’Would you l i k e to cont inue anyways
without a database ? ( yes or no ) ’ ;
r e sponse = input ( prompt ) ;
i f re sponse == ’ no ’
d i sp l ay ( ’ Terminiat ing Nqubit code , have a n i c e day ! ’ ) ;
e x i t ;
end
end
e x t r a f i e l d = py . d i c t ( pyargs ( ’T ’ , ’ i n t ’ ) ) ;
d b s e t t i n g s = py . d i c t ( pyargs ( ’ dimension ’ , QubitInfo . n∗QubitInfo .T,
’ method ’ , ’ ”Matlab g l o b a l s e a r c h ” ’ , ’ ub ’ ,ub ,
’ lb ’ , lb , ’ t ab l e name ’ , tablename ,
’ ext ra f i e l d s ’ , e x t r a f i e l d ,
’ f v a l u e ’ ,−999 ,
’ b e s t v a l u e ’ ,−999 , ’ note ’ , note ) ) ;
%t r y
QubitInfo . db = d b l i b . Database ( db s e t t i ng s , db name , user , host , password ) ;
QubitInfo . db . setup ( )
The second snippet of code shows an example of saving the objective function data into
the Optimization Database.
i f QubitInfo . databaseOpt == 1
extra = py . d i c t ( pyargs ( ’T ’ , QubitInfo .T) ) ;
t ry
QubitInfo . db . save ( f i d e l i t y , mat2str ( QubitInfo . x ) ,
py . bool ( f a l s e ) , ext ra ) ;
catch
warning ( ’The f o l l o w i n g f i d e l i t y %f was not saved in the database : ( ,
p l e a s e take a look ’ , f i d e l i t y ) ;
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end
end
The third snippet of code shows an example of obtaining the best objective function
decision vector for a given primary ID value.
e x t r a f i e l d = py . d i c t ( pyargs ( ’T ’ , ’ i n t ’ ) ) ;
d b l i b = py . impor t l i b . import module ( ’ database ’ ) ;
d b s e t t i n g s = py . d i c t ( pyargs ( ’ dimension ’ , QubitInfo . n∗QubitInfo .T,
’ method ’ , ’ ”Matlab g l o b a l s e a r c h ” ’ , ’ ub ’ ,ub , ’ lb ’ , lb , ’ t ab l e name ’ ,
tablename , ’ ext ra f i e l d s ’ , e x t r a f i e l d , ’ f v a l u e ’ ,−999 ,
’ b e s t v a l u e ’ ,−999 , ’ note ’ , ’ ’ ) ) ;
%t r y
QubitInfo . db = d b l i b . Database ( db s e t t i ng s ,
db name ,
user ,
host ,
password ) ;
i f ( QubitInfo . s ta r tVa lue == 1 )
cond i t i on = py . d i c t ( pyargs ( ’T ’ , QubitInfo .T) ) ;
e l s e i f ( QubitInfo . s ta r tVa lue == 6 | | QubitInfo . s ta r tVa lue == 7)
cond i t i on = py . d i c t ( pyargs ( ’T ’ , QubitInfo . s ta r t T ) ) ;
else
cond i t i on = py . d i c t ( pyargs ( ’ id ’ , QubitInfo . id ) ) ;
end
b e s t v a l = QubitInfo . db . g e t b e s t v a l u e ( cond i t i on ) ;
b e s t v a l { ’ f ’}
QubitInfo . x0 = double ( py . array . array ( ’d ’ , b e s t v a l { ’ x ’ } ) ) ;
Python The first snippet of code shows the Optimization Database setup in python with
pythOPT.
from s r c import Vasp , PythoptSolvers , Database
from c o l l e c t i o n s import OrderedDict as Odict
import numpy as np
space = [ ( 2 , 7 ) ]∗3+[ (70 , 130) ]∗3+[ (0 , 1 ) ]∗ ( 3∗4 )+ [ ( 0 , 1 ) ]∗ ( 3∗8 )
d a t a s i z e = len ( space )
database name = ’ s imlab db ’
user = ’ s imlabuser1 ’
host = ’db . cs . usask . ca ’
password = ’ s imlab 01 ’
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s e t t i n g s = {
’ e v a l l i m ’ : 10000000 ,
’ n p a r t i c l e s ’ : 50 ,
’ seed ’ : 10 ,
’ max noimprov ’ : 60 ,
’ method ’ : ” ’GCPSO’ ” ,
’ dimension ’ : da ta s i z e ,
’ lb ’ : ” ’ [ 2 , 5 0 , 0 ] ’ ” ,
’ ub ’ : ” ’ [ 7 , 1 1 0 , 1 ] ’ ” ,
’ note ’ : ” ’ SiO2 , p r e s su r e 0 GPa ’ ” ,
’ ext ra f i e l d s ’ : { ’ symmetry ’ : ’ t ex t ’ } ,
’ t ab l e name ’ : ’ s i o ’ ,}
c r y s t a l s t r u c t u r e = Odict ( )
c r y s t a l s t r u c t u r e [ ’ potcar ’ ] = ’ SiO ’
c r y s t a l s t r u c t u r e [ ’ p r e s su r e ’ ] = 0
c r y s t a l s t r u c t u r e [ ’ S i ’ ] = 4
c r y s t a l s t r u c t u r e [ ’O ’ ] = 8
db = Database ( s e t t i n g s , database name , user , host , password )
db . setup ( )
v a s p s e t t i n g s = { ’E ’ :−70.0 ,
’d ’ : 1 . 1 8}
vasp = Vasp ( c r y s t a l s t r u c t u r e , v a s p s e t t i n g s , db )
pythopt = PythoptSolvers ( space , s e t t i n g s , vasp )
pythopt . GCPSO( )
The second snippet of code shows the Optimization Database save method implemented
in the PSO algorithm.
The third snippet of code shows the Optimization Database save method implemented in
a python objective function.
B.0.2 Email interface
The following script is an example template on setup an emailing script to get periodic
notifications from the Optimization Database.
”””
Need to import the f i l e c l a s s , to do t h i s s e t your
PYTHONPATH environment v a r i a b l e to i n c l u d e the opt Emai l . py path .
Example :
e x p o r t PYTHONPATH=$HOME/ svn / O p t i m i z a t i o n d a t a b a s e / s c r i p t s / :$PYTHONPATH
Sugges ted remark i s to p l a c e t h i s in your . bashrc
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i f you are going to be us ing t h i s emai l ing s c r i p t a l l t he time .
”””
from opt Email import Optimizat ion Emai l
”””
S e t t i n g s f o r the emai l c l a s s :
name o f the s e t t i n g : ( type o f v a r i a b l e ) d e s c r i p t i o n => d e f u a l t v a l u e
dbname : ( s t r i n g ) database name => s i m l a b d b
hos t : ( s t r i n g ) database hos t => db . cs . usask . ca
user : ( s t r i n g ) database user name => s imlabuser1
password : ( s t r i n g ) database password => s imlab 01
problem name : ( s t r i n g ) Name o f the problem , t h i s w i l l be the header f o r emai l
t a b l e name : ( s t r i n g ) Name o f the t a b l e the data i s s t o r e d in the database
emai l a d d r e s s e s : ( s t r i n g ) emai l a d d r e s s e s wi th a comma s e p e r a t i n g them
n o t i f i c a t i o n time : ( i n t ) What time to r e c i e v e emai l s a t => 6 am
min : ( boo lean ) Get t ing the minimum v a l u e ( True ) or
maximum v a l u e ( Fa lse ) => True
s o r t name : ( s t r i n g ) S o r t i n g t i t l e t h a t you want to appear in the emai l
s o r t by : ( s t r i n g ) ( format : tablename . column ) to s o r t the
data by => s e t t i n g s . note
e x t r a c o l : Not y e t implemented
max update time : ( i n t in hours ) To determine when an
i n s t a n c e i s i n a c t i v e or not => 24
n o t i f i c a t i o n v a l u e : ( doub l e ) i f the o p t i m i z a t i o n o b t a i n s t h i s
v a l u e an emai l o f complete s i m u l a t i o n w i l l
be sen t out to inform the user t h a t t h i s v a l u e
was ob ta ined .
”””
s e t t i n g s =
{ ’ t ab l e name ’ : ’ t e s t t a b l e ’ ,
’ emai l addre s s e s ’ : ’ mts299@mail . usask . ca , s p i t e r i @ c s . usask . ca ’ ,
’ problem name ’ : ’ t e s t problem ’ ,
’ s o r t by ’ : ’ t e s t t a b l e .T ’ ,
’ s o r t name ’ : ’T ’ ,
’max update time ’ : 3 ,
’ min ’ : Fa l se }
#Creat ing the emai l o b j e c t
optEmail = Optimizat ion Emai l ( s e t t i n g s )
#To send an s i n g l e emai l to see how the s t r u c t u r e l o o k s
optEmail . sendEmail ( )
# To s e t up n o t i f i c a t i o n s to be sen t ever
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#n o t i f i c a t i o n time f o r every day the s c r i p t i s running
#Note : s u g g e s t e d to run t h i s s c r i p t in a tmux
#or screen s e s s i o n to ensure p e r s i s t a n t running t h a t i s need f o r t h i s method .
optEmail . n o t i f i c a t i o n E m a i l ( )
B.0.3 Website interface
The Following script is an example of calling the Optimization Database PHP script to obtain
a table format for web-page containing the contents of the database table. The database
function takes in three arguments:
• table name of where the data is stored
• minimum (min) or maximum (max) string indicating what is best objection function
evaluation to obtain
• column to sort the data by in the table format showed on the web-page
<div id=”3 qubit ” c l a s s=” tabcontent ”>
<h3>3−Qubit</h3>
<?php
database ( ’ t 3qub i t ’ , ’max ’ , ’ t ’ ) ;
?>
</div>
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Appendix C
Quantum error correction gate results
Duration time Θ Fidelity
26 0.999994916655
25 0.999704618107
23 0.999900531541
22 0.99978612226
Table C.1: Duration time results for intrinsic fidelity for the three-qubit case.
Duration time Θ Fidelity
70 0.9999
69 0.999158236756
65 0.999417006969
64 0.99970883131
63 0.999808699244
62 0.999669253826
Table C.2: Duration time results for intrinsic fidelity for the four-qubit case.
Duration time Θ Fidelity
100 0.998843049933
90 0.748563826084
Table C.3: Duration time results for intrinsic fidelity for the five-qubit case.
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Appendix D
Rational Design of Materials Files
Variable Range
Unit cell
α (80◦ , 130◦)
β (80◦ , 130◦)
γ (80◦ , 130◦)
a (2A˚, 4A˚)
b (2A˚, 4A˚)
c (2A˚, 4A˚)
Atomn
xn (0, 1)
yn (0, 1)
zn (0, 1)
Table D.1: Search space for Rational Design of Materials project for an n-atom system.
GCPSO settings
Python script to run the code Example script to run an eight atom carbon simulation
using the Rational Design software with pythOPT.
from s r c import Vasp , PythoptSolvers , Database
from c o l l e c t i o n s import OrderedDict as Odict
import numpy as np
”””
space = [ a , b , c , alpha , beta , gamma , ( x , y , z )∗num of atoms ]
”””
space = [ ( 2 , 7 ) ]∗3+[ (50 , 140) ]∗3+[ (0 , 1 ) ]∗ ( 3∗8 )
d a t a s i z e = len ( space )
’ ’ ’
Database s e t t i n g s
’ ’ ’
database name = ’ s imlab db ’
user = ’ s imlabuser1 ’
host = ’db . cs . usask . ca ’
password = ’ s imlab 01 ’
s e t t i n g s = {
’ e v a l l i m ’ : 10000000 ,
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’ n p a r t i c l e s ’ : 50 ,
’ seed ’ : 10 ,
’ max noimprov ’ : 60 ,
’ method ’ : ” ’GCPSO’ ” ,
’ dimension ’ : da ta s i z e ,
’ lb ’ : ” ’ [ 2 , 5 0 , 0 ] ’ ” ,
’ ub ’ : ” ’ [ 7 , 1 4 0 , 1 ] ’ ” ,
’ note ’ : ” ’C8 , p r e s su r e at 0 GPa ’ ” ,
’ ext ra f i e l d s ’ : { ’ symmetry ’ : ’ t ex t ’ } ,
’ t ab l e name ’ : ’C ’}
c r y s t a l s t r u c t u r e = Odict ( )
c r y s t a l s t r u c t u r e [ ’ p r e s su r e ’ ] = 0
c r y s t a l s t r u c t u r e [ ’ potcar ’ ] = ’C ’
c r y s t a l s t r u c t u r e [ ’C ’ ] = 8
v a s p s e t t i n g s = { ’E ’ :−70.0 ,\
’ d ’ : 1 . 0 }
db = Database ( s e t t i n g s , database name , user , host , password )
db . setup ( )
vasp = Vasp ( c r y s t a l s t r u c t u r e , v a s p s e t t i n g s , db )
pythopt = PythoptSolvers ( space , s e t t i n g s , vasp )
pythopt . GCPSO( )
INCAR
SYSTEM = local optimization
PREC = Normal
ENCUT = 520
EDIFF = 1e-05
IBRION = 2
ISIF = 3
NSW = 100
ISMEAR = 1; SIGMA = 0.2
POTIM = 0.10
#WaveFunction and charge
LWAVE = .FALSE.
LCHARGE = .FALSE.
#Target Pressure
PSTRESS = 0
#Finer optimization
EDIFFG = -0.5e-04
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LPLANE = .TRUE.
NCORE = 4
LSCALU = .FALSE.
KSPACING = 0.3
KGAMMA = .TRUE.
Diamond CIF file
FINDSYM, Version 4.3.1, December 2015
Written by Harold T. Stokes, Branton J. Campbell, and Dorian M. Hatch
Brigham Young University
C_8_ crsytal
Tolerance: 0.10000
Lattice parameters, a,b,c,alpha,beta,gamma:
2.49948 5.56447 4.94050 131.29231 60.92307 101.95492
Centering: P
Number of atoms in unit cell:
8
Type of each atom:
8*C
Position of each atom (dimensionless coordinates)
1 0.15789 0.07112 0.49735
2 0.03517 0.44531 0.31104
3 0.65789 0.57112 0.74735
4 -0.46483 0.94531 0.56104
5 0.65789 0.57112 -0.75265
6 0.53517 -0.05469 0.06104
7 0.03517 0.44531 0.81104
8 0.15789 0.07112 -0.00265
------------------------------------------
Space Group 227 Oh-7 Fd-3m
Origin at 0.60480 0.24963 0.62518
Vectors a,b,c:
0.50000 0.50000 0.75000
-1.50000 0.50000 0.75000
-0.50000 -0.50000 0.25000
Values of a,b,c,alpha,beta,gamma:
3.54252 3.54252 3.54252 90.00000 90.00000 90.00000
Atomic positions in terms of a,b,c:
Wyckoff position b
1 0.62500 0.62500 0.62500
2 0.37500 0.37500 0.37500
------------------------------------------
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# CIF file
# This file was generated by FINDSYM
# Harold T. Stokes, Branton J. Campbell, Dorian M. Hatch
# Brigham Young University, Provo, Utah, USA
data_findsym-output
_audit_creation_method FINDSYM
_symmetry_space_group_name_H-M "F 41/d -3 2/m (origin choice 2)"
_symmetry_Int_Tables_number 227
_cell_length_a 3.54252
_cell_length_b 3.54252
_cell_length_c 3.54252
_cell_angle_alpha 90.00000
_cell_angle_beta 90.00000
_cell_angle_gamma 90.00000
loop_
_space_group_symop_id
_space_group_symop_operation_xyz
1 x,y,z
2 x,-y+1/4,-z+1/4
3 -x+1/4,y,-z+1/4
4 -x+1/4,-y+1/4,z
5 y,z,x
6 y,-z+1/4,-x+1/4
7 -y+1/4,z,-x+1/4
8 -y+1/4,-z+1/4,x
9 z,x,y
10 z,-x+1/4,-y+1/4
11 -z+1/4,x,-y+1/4
12 -z+1/4,-x+1/4,y
13 -y,-x,-z
14 -y,x+1/4,z+1/4
15 y+1/4,-x,z+1/4
16 y+1/4,x+1/4,-z
17 -x,-z,-y
18 -x,z+1/4,y+1/4
19 x+1/4,-z,y+1/4
20 x+1/4,z+1/4,-y
21 -z,-y,-x
22 -z,y+1/4,x+1/4
23 z+1/4,-y,x+1/4
24 z+1/4,y+1/4,-x
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25 -x,-y,-z
26 -x,y+1/4,z+1/4
27 x+1/4,-y,z+1/4
28 x+1/4,y+1/4,-z
29 -y,-z,-x
30 -y,z+1/4,x+1/4
31 y+1/4,-z,x+1/4
32 y+1/4,z+1/4,-x
33 -z,-x,-y
34 -z,x+1/4,y+1/4
35 z+1/4,-x,y+1/4
36 z+1/4,x+1/4,-y
37 y,x,z
38 y,-x+1/4,-z+1/4
39 -y+1/4,x,-z+1/4
40 -y+1/4,-x+1/4,z
41 x,z,y
42 x,-z+1/4,-y+1/4
43 -x+1/4,z,-y+1/4
44 -x+1/4,-z+1/4,y
45 z,y,x
46 z,-y+1/4,-x+1/4
47 -z+1/4,y,-x+1/4
48 -z+1/4,-y+1/4,x
49 x,y+1/2,z+1/2
50 x,-y+3/4,-z+3/4
51 -x+1/4,y+1/2,-z+3/4
52 -x+1/4,-y+3/4,z+1/2
53 y,z+1/2,x+1/2
54 y,-z+3/4,-x+3/4
55 -y+1/4,z+1/2,-x+3/4
56 -y+1/4,-z+3/4,x+1/2
57 z,x+1/2,y+1/2
58 z,-x+3/4,-y+3/4
59 -z+1/4,x+1/2,-y+3/4
60 -z+1/4,-x+3/4,y+1/2
61 -y,-x+1/2,-z+1/2
62 -y,x+3/4,z+3/4
63 y+1/4,-x+1/2,z+3/4
64 y+1/4,x+3/4,-z+1/2
65 -x,-z+1/2,-y+1/2
66 -x,z+3/4,y+3/4
67 x+1/4,-z+1/2,y+3/4
68 x+1/4,z+3/4,-y+1/2
69 -z,-y+1/2,-x+1/2
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70 -z,y+3/4,x+3/4
71 z+1/4,-y+1/2,x+3/4
72 z+1/4,y+3/4,-x+1/2
73 -x,-y+1/2,-z+1/2
74 -x,y+3/4,z+3/4
75 x+1/4,-y+1/2,z+3/4
76 x+1/4,y+3/4,-z+1/2
77 -y,-z+1/2,-x+1/2
78 -y,z+3/4,x+3/4
79 y+1/4,-z+1/2,x+3/4
80 y+1/4,z+3/4,-x+1/2
81 -z,-x+1/2,-y+1/2
82 -z,x+3/4,y+3/4
83 z+1/4,-x+1/2,y+3/4
84 z+1/4,x+3/4,-y+1/2
85 y,x+1/2,z+1/2
86 y,-x+3/4,-z+3/4
87 -y+1/4,x+1/2,-z+3/4
88 -y+1/4,-x+3/4,z+1/2
89 x,z+1/2,y+1/2
90 x,-z+3/4,-y+3/4
91 -x+1/4,z+1/2,-y+3/4
92 -x+1/4,-z+3/4,y+1/2
93 z,y+1/2,x+1/2
94 z,-y+3/4,-x+3/4
95 -z+1/4,y+1/2,-x+3/4
96 -z+1/4,-y+3/4,x+1/2
97 x+1/2,y,z+1/2
98 x+1/2,-y+1/4,-z+3/4
99 -x+3/4,y,-z+3/4
100 -x+3/4,-y+1/4,z+1/2
101 y+1/2,z,x+1/2
102 y+1/2,-z+1/4,-x+3/4
103 -y+3/4,z,-x+3/4
104 -y+3/4,-z+1/4,x+1/2
105 z+1/2,x,y+1/2
106 z+1/2,-x+1/4,-y+3/4
107 -z+3/4,x,-y+3/4
108 -z+3/4,-x+1/4,y+1/2
109 -y+1/2,-x,-z+1/2
110 -y+1/2,x+1/4,z+3/4
111 y+3/4,-x,z+3/4
112 y+3/4,x+1/4,-z+1/2
113 -x+1/2,-z,-y+1/2
114 -x+1/2,z+1/4,y+3/4
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115 x+3/4,-z,y+3/4
116 x+3/4,z+1/4,-y+1/2
117 -z+1/2,-y,-x+1/2
118 -z+1/2,y+1/4,x+3/4
119 z+3/4,-y,x+3/4
120 z+3/4,y+1/4,-x+1/2
121 -x+1/2,-y,-z+1/2
122 -x+1/2,y+1/4,z+3/4
123 x+3/4,-y,z+3/4
124 x+3/4,y+1/4,-z+1/2
125 -y+1/2,-z,-x+1/2
126 -y+1/2,z+1/4,x+3/4
127 y+3/4,-z,x+3/4
128 y+3/4,z+1/4,-x+1/2
129 -z+1/2,-x,-y+1/2
130 -z+1/2,x+1/4,y+3/4
131 z+3/4,-x,y+3/4
132 z+3/4,x+1/4,-y+1/2
133 y+1/2,x,z+1/2
134 y+1/2,-x+1/4,-z+3/4
135 -y+3/4,x,-z+3/4
136 -y+3/4,-x+1/4,z+1/2
137 x+1/2,z,y+1/2
138 x+1/2,-z+1/4,-y+3/4
139 -x+3/4,z,-y+3/4
140 -x+3/4,-z+1/4,y+1/2
141 z+1/2,y,x+1/2
142 z+1/2,-y+1/4,-x+3/4
143 -z+3/4,y,-x+3/4
144 -z+3/4,-y+1/4,x+1/2
145 x+1/2,y+1/2,z
146 x+1/2,-y+3/4,-z+1/4
147 -x+3/4,y+1/2,-z+1/4
148 -x+3/4,-y+3/4,z
149 y+1/2,z+1/2,x
150 y+1/2,-z+3/4,-x+1/4
151 -y+3/4,z+1/2,-x+1/4
152 -y+3/4,-z+3/4,x
153 z+1/2,x+1/2,y
154 z+1/2,-x+3/4,-y+1/4
155 -z+3/4,x+1/2,-y+1/4
156 -z+3/4,-x+3/4,y
157 -y+1/2,-x+1/2,-z
158 -y+1/2,x+3/4,z+1/4
159 y+3/4,-x+1/2,z+1/4
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160 y+3/4,x+3/4,-z
161 -x+1/2,-z+1/2,-y
162 -x+1/2,z+3/4,y+1/4
163 x+3/4,-z+1/2,y+1/4
164 x+3/4,z+3/4,-y
165 -z+1/2,-y+1/2,-x
166 -z+1/2,y+3/4,x+1/4
167 z+3/4,-y+1/2,x+1/4
168 z+3/4,y+3/4,-x
169 -x+1/2,-y+1/2,-z
170 -x+1/2,y+3/4,z+1/4
171 x+3/4,-y+1/2,z+1/4
172 x+3/4,y+3/4,-z
173 -y+1/2,-z+1/2,-x
174 -y+1/2,z+3/4,x+1/4
175 y+3/4,-z+1/2,x+1/4
176 y+3/4,z+3/4,-x
177 -z+1/2,-x+1/2,-y
178 -z+1/2,x+3/4,y+1/4
179 z+3/4,-x+1/2,y+1/4
180 z+3/4,x+3/4,-y
181 y+1/2,x+1/2,z
182 y+1/2,-x+3/4,-z+1/4
183 -y+3/4,x+1/2,-z+1/4
184 -y+3/4,-x+3/4,z
185 x+1/2,z+1/2,y
186 x+1/2,-z+3/4,-y+1/4
187 -x+3/4,z+1/2,-y+1/4
188 -x+3/4,-z+3/4,y
189 z+1/2,y+1/2,x
190 z+1/2,-y+3/4,-x+1/4
191 -z+3/4,y+1/2,-x+1/4
192 -z+3/4,-y+3/4,x
loop_
_atom_site_label
_atom_site_type_symbol
_atom_site_symmetry_multiplicity
_atom_site_Wyckoff_label
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
_atom_site_occupancy
C1 C 8 b 0.37500 0.37500 0.37500 1.00000
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