The implementation of supply chain has to reduce the total cost of system, but generally each component of a supply chain tries to find the best policy for its company and consequently tries to find a local optimum. Knowing that the sum of local optimum cannot constitute the global optimum, it is necessary to consider all costs of system simultaneously to find the optimal replenishment policy for all the components of a supply chain. Demand rate of the item is assumed to be a function of time known as ramp type function. Shortages are permitted and partially back-ordered. The back-ordering fraction is taken to be decreasing function of waiting time. We consider inflation and apply discounted cash flow in the problem analysis. Total cost of the system is formulated and optimal replenishment policy is derived, keeping in view the above factors of the system. We use Genetic Algorithm (GA) to solve the models. A numerical example and sensitivity analysis is shown to illustrate the models.
INTRODUCTION
The classical economic production quantity (EPQ) model assumes constant demand and infinite lifetime of items in inventory. Subsequent research efforts have led to the removal of these two restrictions in consideration of time varying demand functions and finite lifetimes for inventoried items. This is in line with common experience in day-to-day production and inventory management. The time-varying demand functions considered in most EPQ models are unidirectional, i.e. they are either continuously nondecreasing or continuously non-increasing function of time. The main objective of an inventory model is to calculate how much to replenish and when to replenish. After reviewing many inventory models of the past, it has been observed that many researchers included different factors to basic inventory model in order to study different environments/scenarios. One of the basic requirements to develop any replenishment policy for inventory system is its demand. The concept of both deterministic and probabilistic types of demand was discussed in much earlier phase of development of this study. In case of deterministic demand, constant demand was in vogue in earlier days. Since there are different inventory systems in real life, therefore researchers have had to choose demand patterns accordingly. One of the most common demand patterns that is suitable for almost all types of inventory systems is time varying demand pattern and a lot of work has been done in this direction till now. In order to represent the sales in different phases of the product life cycle in market, time dependent demand is suitable, e.g. the demand for inventory items increases over the time in the growth phase and decreases in decline phase. Silver and Meal (1969) , Datta and Pal(1991) , Chakrabarty et al. (1997) are few examples who considered linearly time dependent demand. Goyal(1987) , Hwang (1995) , Hwang(1997) , Skouri Datta and Pal(1988) used power pattern in time dependent demand. As far as concerned two types of time dependent demand can be frequently found in papers: 1) linearly positive/negative trend in demand and 2) exponentially increasing/decreasing demand rate. This concept results in continuously increase/decrease in demand over time which is not realistic. Demand may increase during certain time periods and becomes constant after that. This type of demand can be represented by ramp type function. Hill (1995) , Mondal and Pal(1998) The replenishment problem has been traditionally treated from a multi-echelon and multi-product perspective (JenMing and Tsung-Hui 2005). A multi-echelon replenishment problem focuses on channel coordination issues for inventory replenishment, between upstream and downstream components of a supply chain, with the objective of minimizing total system costs (Sıla et al. 2005 
ASSUMPTIONS AND NOTATIONS
The following assumptions and notations are used in formulating the models: 
Assumptions
… (9) Now, the costs contributing the total cost of the system in case 1 are given as follows: 1) Present worth ordering and purchase cost : 
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Fig. 3 : Variation of inventory level with time for Case3
Inventory system can be represented by the following differential equations:
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GENETIC ALGORITHM
Genetic Algorithm was developed by Holland and his colleagues in the 1960s and 1970s. Genetic Algorithms are inspired by the evolutionist theory explaining the origin of species. In nature, weak and unfit species within their environment are faced with extinction by natural selection. The strong ones have greater opportunity to pass their genes to future generations via reproduction. In the long run, species carrying the correct combination in their genes become dominant in their population. Sometimes, during the slow process of evolution, random changes may occur in genes. If these changes provide additional advantages in the challenge for survival, new species evolve from the old ones. Unsuccessful changes are eliminated by natural selection.
GA terminology, a solution vector x€X is called an individual or a chromosome. Chromosomes are made of discrete units called genes. Each gene controls one or more features of the chromosome. In the original implementation of GA by Holland, genes are assumed to be binary digits. In later implementations, more varied gene types have been introduced. Normally, a chromosome corresponds to a unique solution x in the solution space. This requires a mapping mechanism between the solution space and the chromosomes. This mapping is called an encoding. In fact, GA works on the encoding of a problem, not on the problem itself.
GA operates with a collection of chromosomes, called a population. The population is normally randomly initialized. As the search evolves, the population includes fitter and fitter solutions, and eventually it converges, meaning that it is dominated by a single solution. Holland also presented a proof of convergence (the schema theorem) to the global optimum where chromosomes are binary vectors.
GA use two operators to generate new solutions from existing ones: crossover and mutation. The crossover operator is the most important operator of GA. In crossover, generally two chromosomes, called parents, are combined together to form new chromosomes, called offspring. The parents are selected among existing chromosomes in the population with preference towards fitness so that offspring is expected to inherit good genes which make the parents fitter. By iteratively applying the crossover operator, genes of good chromosomes are expected to appear more frequently in the population, eventually leading to convergence to an overall good solution.
The mutation operator introduces random changes into characteristics of chromosomes. Mutation is generally applied at the gene level. In typical GA implementations, the mutation rate (probability of changing the properties of a gene) is very small and depends on the length of the chromosome. Therefore, the new chromosome produced by mutation will not be very different from the original one. Mutation plays a critical role in GA. As discussed earlier, crossover leads the population to converge by making the chromosomes in the population alike. Mutation reintroduces genetic diversity back into the population and assists the search escape from local optima. Reproduction involves selection of chromosomes for the next generation. In the most general case, the fitness of an individual determines the probability of its survival for the next generation.
A more complete discussion of GAs including extensions to the general algorithm and related topics can be found in books by Davis (1991) ,, Holland (1975), Michalewicz (1994) and Goldberg (1989) .
NUMERICAL EXAMPLE
In this section, we solved a numerical example of the proposed model using the above-described GA. for running GA, we set the population size equal to 20, elite count equal to 2, crossover fraction equal to 0.8 with Gaussian mutation function and the stopping criteria include the maximal iterations of each cycle is 50.
Case1 when t 1 >µ
We consider the values of the parameters in appropriate units such that a=2, b=1, α = 0.03, β=2.2, g=0.4, h=0. 
Sensitivity Analysis
CONCLUSION
This work is an attempt for analyzing an order level inventory model for ameliorating items. The analysis helps us formulate a generic model for further work. Hence, all the efforts have been carefully directed towards the possible futuristic enhancements of the model. The demand rate has been generically selected to represent any function of time till the stabilization instant arrives (general ramp type demand rate), and the backlogging rate has been generically chosen to represent any non-increasing function of the waiting time, up to the next replenishment. The inventory model has been analyzed for the scenarios of replenishment policy, starting with no shortages. The optimal replenishment policy for the model is derived for the above mentioned inventory system. A numerical example is also presented to illustrate this model. 
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