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Abstract—The power consumption of server systems used
as part of online services is an important problem as these
have become major energy users. Generally, such systems are
dimensioned for peak loads and typically have average utilisations
of 20-30%. This paper introduces a simple routing mechanism
that uses overflow techniques to assign requests to these servers.
As these mechanisms employ a staged process, idle systems can
be suspended. For a rising number of servers, this yields a load
proportional power profile. Request distribution is implemented
by a router device; servers report their utilisation to the router.
Idle systems suspend their operation; suspended systems are
returned to the active state by the Wake-on-LAN function.
The system design, performance models and initial results are
presented.
I. INTRODUCTION
Power consumption of server farms and data centres is
important in two respects: Firstly, it relates to the ability to
provide sufficient power resource, cooling capacity and their
cost. Secondly, sustainability and CO2 equivalent emissions
are increasingly becoming a worldwide issue. With the pro-
liferation of carbon trading schemes and consumer awareness,
energy efficiency is also becoming a business factor. It has
been estimated that U.S. data centres alone will consume more
than 100 billion kWh by 2011, if current efficiency standards
are assumed [1].
At the same time most servers operate at a fraction of their
peak utilisation, typically, at 20-30%, e.g. [2], [3], [4], [5].
This is mainly due to the cyclic nature of user requests and
traffic; and over provisioning to support QoS requirements at
peak loads. Increased server power consumption also leads to
increased power demands of the cooling infrastructure.
Energy savings in data centres rely on a combination of
efforts that address infrastructure, such as cooling and power
delivery; server hardware and software, such as dense rack-
ing and power efficient processors; and intelligent resources
management, such as in turning unused systems off. Various
proposals have been discussed in the literature aiming to
reduce the system power consumption. One key aim is to scale
power consumption with system utilisation [2]. By default,
such systems always operate at the most power efficient level.
Dynamic Voltage Frequency scaling (DVFS) targets the CPU
power consumption, e.g. [3], [6]. Various research projects
address DVFS optimisation, e.g. [7], [8].
However, CPU utilisation only accounts for approximately
one third of the system power consumption. [9] is an example
of a file system-based approach, to reduce disk array power
consumption. [10] discusses a system that allocates resources
as part of a bidding model. Other control system approaches
have been reported by [11], [12], [13]. A different approach is
introduced by PowerNap [14], where servers enter short sleep
states while they are inactive. This mechanism operates on
much shorter time scales of 10-100ms and is able to leverage
short gaps in the arrival process. [15] focuses on energy
aware server provisioning and load dispatching of connection
intensive servers.
Related work has also addresses the implications of systems
that are in a low power and are unable preserve network
connectivity. [16] investigates network connection proxy that
maintains connections while the host system enters a low
power state. [17] introduces changes to BitTorrent protocols
that allow inactive hosts to sleep and maintain their active
swarm membership.
Server load can be broadly divided into two service types:
Request-response services with short lived connections such
as simple web services; and long-lived connection oriented
services, such as instant messaging, call server, Internet gam-
ing and virtual reality programs, where connections may
last for hours or days. Power consumption at the server
arbitration level can be controlled by optimising two aspects:
Dynamic server provisioning and load distribution between
active servers.
This paper focuses on an integrated scheme distributing load
and dynamically powering the unused systems off. The system
implementation is generic and can address short lived and long
lived service hosting. In contrast to other approaches, e.g. [14],
[15], this research proposes a methodology that focuses on
the transactions seen on the network layer to manage server
resources.
The aim is to provide a simple and flexible mechanism
to reduce power usage. Other techniques such as PowerNap
or DVFS can be integrated with the proposed system. To
distribute load, a flow-based routing mechanism is used, which
keeps the assignment scheme flexible. The server load is man-
aged with a token-based system. User state at the application
layer is currently not within the scope of this project.
In this study, it is assumed that system power consumption
Fig. 1. Network Scenario
increases linearly with CPU utilisation. Furthermore, it is also
assumed that the idle power consumption is 60% of the peak
consumptions. These assumptions are based on results that
have been reported by [3] and [15].
To illustrate potential power savings, a simple model can be
used. It is assumed that servers are loaded ρ = 0.2 for 80%
of the time and fully loaded otherwise. Assuming 5 servers
sharing the load and a proportional to fixed power factor of
60%, 54.4% of power are consumed during low load periods.
If all but one server are switched off, this reduces to 20%.
The key contributions of this work can be summarised as
follows: A simple, flexible mechanism is introduced that helps
to assign servers to users. It allows for energy efficient resource
management and requires only minor changes at the server
level. Furthermore, basic models are introduced to evaluate
the trade-off between performance and power consumption of
the proposed scheme. Indicative results are presented.
The remainder of this paper is organised as follows: Section
II describes the system in more detail, Section III introduces
mathematical models used to evaluate the performance in this
study and Section IV presents initial results. Open issues are
discussed in Section V.
II. THE SYSTEM
Figure 1 illustrates a scenario where this system is deployed.
Users are depicted on the left hand side; they access an
Internet service, hosted by multiple systems shown on the
right hand side. Access to servers is managed by a service
router, distributing incoming requests to active servers. In the
literature, similar nodes are also referred to as a load dispatcher
or a load balancer.
In addition to the service router, a simple software perfor-
mance monitor is used to report the system utilisation. The
performance monitor is a local server demon that tracks the
number of currently active processes and server utilisation.
At predefined intervals these are reported to the routing
device. A token system is used to manage the information.
One token represents one transaction. If the server demon
reports 10 tokens, it indicates that 10 additional transactions of
average size can be accommodated before the load threshold
is reached.
The service router is an extension of an existing router
system [18]. The device supports flow-based routing and band-
width management at 100 Mbit/s line speed. Link utilisation
is tracked by the use of tokens. These represent the average
flow size. Flow assignment, tracking and routing are done by
managing these tokens. Available tokens are estimated every
second. In practice, the token-based management approach
works very well, even though network flows are of varying
size.
In the routing application, the limiting resource is the link
capacity. To employ a similar method in the server manage-
ment context, the limiting resource is the server capacity and
system utilisation. As the server utilisation is unknown by the
routing device, an additional performance monitor is required
as outlined above. The forwarding engine is the same for the
application discussed in this paper. Only the meaning of tokens
and their management has to be adapted.
The basic steps that are involved in the request forwarding
can be summarised as follows:
• Calculate a hash value over the packet IP addresses and
port numbers to identify single transactions.
• If the transaction exists, route all subsequent traffic to the
same node as the initial packet.
• If the transaction does not exist, the following steps are
executed:
– Randomly select a server from the list of active
servers. All servers with token values that are above
zero are considered active. The random selection
is weighted by the number of available tokens per
server. Servers with more free tokens are more likely
to be selected.
– Reduce the corresponding server tokens by one.
– Record the server assignment in the hash table, so
all subsequent packets are routed to the same server.
• Every second, recalculate the number of free tokens and
active servers based on the load that has been reported
by the servers.
• Return to the top.
Idle systems suspend their operation; suspended systems are
returned to the active state by the Wake-on-LAN function.
If the upper load threshold is reached, the number of active
servers that are part of the pool has to be increased. If an empty
server becomes part of the pool, it has the highest number of
free tokens and will therefore receive the most requests. If the
system load drops below the lower threshold, the tokens of the
least loaded server are set to zero. Therefore, the node will not
receive any further requests. Once all users have been served,
the node is suspended.
As a result, the number of active servers is roughly pro-
portional to the request arrival rate, therefore, reducing the
server energy consumption. Models that are used to evaluate
the relationship between energy consumption and performance
are discussed in the next section.
III. MODEL
To evaluate potential power savings and the expected system
performance, a number of simple models are introduced in this
section. The analytical models are based on classical elements
of queuing theory.
A. Power
The aim of this study is to reduce the overall system
power consumption. [19] has undertaken a large number of
measurements to classify the power consumption of commod-
ity off-the-shelf (COTS) software routers and developed a
simple model that represents the relationship between packet
throughput and power consumption. [3] and [15] have inves-
tigated power consumption of large scale computer systems
and servers. Both report that the system power consumption
changes almost linearly with CPU utilisation. For the mod-
elling in this section, it is assumed that the power consumption
changes linearly with the server utilisation. This assumption
has no direct impact on the principal results of this study.
If the percentage variable system power usage is known, the
overall system power consumption is calculated as
P =
na∑
s=0
(pr + ρs(1− pr))Ps (1)
where pr is the fraction of server power use that is not load
dependent, Ps is the maximum power consumption per server,
na is the number of active systems and ρs is the server
utilisation.
B. Steady State
Initially, it is assumed that the arrival rate is constant and
the system is in equilibrium. A M/G/1 queuing system is used
to model the load distribution and system performance. It
is assumed that the request arrival rate λ follows a Poisson
process. For particular applications this assumption might not
hold, for example, [20] reports on self-similarity of web traffic.
However, for this initial study that does not addresses any
particular service, it is taken as a starting point. Various
studies (e.g. [21]) have observed that flow arrival processes
on backbone links can be modelled as Poisson.
Furthermore, it is assumed that the service time has a
general distribution with known first and second order mo-
ments. For the modelling, it is assumed that all active servers
have the same number of tokens. If more than one server
is active, the arrivals are randomly distributed between the
servers. Therefore, the system service time remains the same
and the arrival rate for a single server λs is a fraction of the
system arrival rate:
λs =
λ
na
(2)
where na is the number of active servers. The mean server
utilisation is
ρs = λsE[S]. (3)
The mean time in the system can be evaluated by the
Pollaczek-Khinchin equation [22, e.g.]. The average system
response is therefore:
E[R] =
λsE[S2]
2(1− λsE[S]) + E[S]. (4)
This is the key performance parameter from the user perspec-
tive. The next section discusses the dynamic effect of the mean
arrival rate change.
C. Dynamics
The request arrival rate is not constant, it fluctuates on
daily and weekly cycles [15, e.g.]. The system has to respond
to these changes by adapting the number of active servers.
To determine how many servers have to be active, utilisation
thresholds are used.
1) Step up: If the maximum server utilisation, ρsup, is
reached, additional servers are added. The number is increased
if
1
n
∑
n
ρs ≥ ρsup (5)
Where ρs is the sever utilisation. To increase the number
of active servers from (n − 1) to n, the delay dsu will be
encountered. The delay depends on the time it takes for a new
arrival and the time that is required to wake the system Tw.
Since the arrival process is Poisson, the time between arrival
is on average 1λs , hence
dsu =
1
λs
+ Tw. (6)
The delay Tw is only encountered by the first request that
triggers the system to resume, subsequent request see a normal
server queue.
2) Step down: The number of servers is decreased if the
load can be handled by one server less.
1
n− 1
∑
n
ρs < ρ
s
down (7)
Before a server can be stopped, the currently active processes
on the server have to finish. The delay is determined the by
the average number of processes running on the server and the
time dsd it takes to suspend the system. The mean number of
users per server is
E[N ] =
λ2sE[S
2]
2(1− λsE[S]) + λsE[S]. (8)
The time it takes for the current load to finish can be calculated
by Equation (4). The delay is therefore:
dsd = E[R] + Ts. (9)
The delay dsd has no impact on the user performance, it
relates only to the time it takes for the system to power down.
The following section show the implications of these models.
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Fig. 2. Power vs. Arrival Rate
IV. INITIAL RESULTS
This section discusses the operation of the mechanism and
outlines potential power savings. Initial results for the steady
state case are introduced. Based on the models that has been
discussed in Section III-A, the power consumption has been
calculated as a function off the system request arrival rate.
[23] suggests that response times for web-browsing should
preferably be below 2 seconds, acceptable response times
should be below 4 seconds. To achieve average responses times
of about 2 seconds, server utilisations have to be kept below
0.5.
For the calculations, it is assumed that the maximum server
power consumption is 150 Watt. The threshold for increasing
the number of servers was set to fifty percent. A maximum of
16 systems were available for the experiment.
Figure 2 depicts the power usage verse the request arrival
rate. The lower curve uses an overflow strategy with servers
in stand-by, the top curve shows the power usage if no
power saving measures are in place. These results are long
term average values and it can be observed that the power
consumption practically increases linearly with the arrival
rate. This indicates that the scheme leads to significant power
savings.
Figure 3 depicts the average system response as a function
of arrival rate. The zigzag curve shows the results for a system
with inactive nodes and the exponential curve depicts the
delay of a system where all servers are active all the time.
When a server is added, the request response time drops as
the average utilisation is reduced. In the dynamic case, this
drop is not instant, as depicted in the graph, since only new
requests are routed to the empty server. The average response
times are below the threshold of 4 seconds for all requests.
However, users will experience longer delays if the energy
efficient system is used.
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Fig. 3. Response Time vs. Arrival Rate
Once all systems are active, there is no difference between
the dynamic setup and the servers that are always on. Once the
arrival rate reaches this point, the dynamic curves in Figure 2
and 3 follow curves that represent the static case. Details of
the dynamic behaviour will be investigated at the next stage
of this research project and is left for future work.
V. DISCUSSIONS
A. Implementation
The service router is the core part of the scheme. The
Enterprise Overflow Router [18] is used as a basis for a proto-
type implementation. It is a gateway that supports flow-based
routing and flow accounting at 100 Mbit/s line speed. The
original appliance supports individual link assignment, load
balancing and overflow routing strategies. Minor modifications
are required to implement the different server assignment
strategies.
In particular, a method is required that simultaneously im-
plements overflow and load balancing between active servers.
Another minor modification to the existing engine is the sup-
port of additional routing targets. In the original application,
traffic is assigned to interfaces; for the discussed application
traffic has to be associated with the server IP addresses. Any
packet manipulation is done using the Linux netfilter/iptables
framework [24]. Furthermore, an additional server demon is
required that reports server utilisation to the router in set
intervals.
B. Further Work
The next step in the research project is a detailed evaluation
of the dynamic effects of varying the number of servers and
changes in the mean arrival rate. The request arrival rate λ
follows a cyclic pattern and the system has to be able to track
these changes. This behaviour is often modelled by bimodal
distributions, however, for this system; the key parameter is
the rate of change in the arrival rate and not the actual arrival
rate.
A method is required to estimate these changes. It is
envisaged that an approach is used, that is based on four
parameters that can be measured: the low arrival rate, the
highest arrival rate and average and the maximum rate of
change. The goal is to identify maximum changes in arrival
rate that can be accommodated and at the same time minimise
the impact on user experience.
The Log-in Rate is a limiting parameter of connection
intensive servers and this has to be also evaluated in the
context of this proposal. Current systems are often hosted in
virtual cluster environments. Therefore, a suspended system
does not necessarily result in major energy savings, as the
systems making up the cluster are still active. These issues
will also be addressed in detail as part of further work.
VI. CONCLUSION
Power consumption and Green IT is attracting increased
interest in the research community and this paper focuses on
a simple method in managing given resources in an energy
efficient way. It introduces work in progress with the aim to
develop a simple and flexible mechanism to manage load for
large scale Internet services, helping to operate servers at a
higher utilisation to reduce power use. In turn, this leads to
a reduction of the carbon footprint of server clusters. Initial
results look promising and several open issues require further
investigation, in particular, regarding the dynamic behaviour
of the scheme.
One interesting aspect is that increased utilisation will
automatically lead to increased system response times. This
will particularly be noticeable during low usage periods, where
in traditional systems, response times are very short due to the
low server utilisation. This is an issue, especially, if customers
expect short delays, even though service level agreement
defines longer delays.
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