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In der vorliegenden Arbeit wird die Frage untersucht, fu¨r welche (Eigenwerte) λ ∈ R
nichttriviale Lo¨sungen (Eigenfunktionen) der folgenden Problemstellungen existie-
ren:
1. klassisches Cosseratspektrum














∀ φ ∈ Ĥ1,q′• (G)n
wobei G ⊂ Rn ein beschra¨nktes Gebiet oder ein Außengebiet und Ĥ1,q• (G) (vgl.
Definition 2.1) der geeignete Lo¨sungsraum fu¨r schwache Lo¨sungen ist.
Dieses Problem wurde erstmals von den Bru¨dern Euge`ne und Francois Cosserat
untersucht. Es ist ein Spezialfall der Lame´-Gleichung und beschreibt die Auslenkung
eines linearen, isotropen, homogenen elastischen Mediums ohne Einwirkung einer
a¨ußeren Kraft im statischen Fall.
In dieser Arbeit wird das schwache Cosseratspektrum fu¨r beschra¨nkte Gebiete und
Außengebiete G ⊂ Rn (n ≥ 2) und 1 < q <∞ vollsta¨ndig bestimmt. Es gilt na¨mlich
(fu¨r die Definition von Ĥ2,q• (G) vgl. Definition 3.1)
Theorem 14.1. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein

















ist endlich oder abza¨hlbar.
2. Fu¨r λ ∈ R\{1, 2} ist der Vektorraum
Vλ :=
{








∀ φ ∈ Ĥ1,q′• (G)n
}
endlichdimensional.
3. Fu¨r jede Folge (λm) ⊂W mit paarweise verschiedenen Folgengliedern gilt
λm → 2 (m→∞)
4. Es gilt
{∇s : s ∈ Ĥ2,q• (G)} ⊂ V1
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Also ist λ = 1 Eigenwert unendlicher Vielfachheit und λ = 2 Ha¨ufungspunkt von
Eigenwerten endlicher Vielfachheit.
In dieser Allgemeinheit war das Resultat vorher nicht bekannt.
Die Gebru¨der Cosserat bestimmten das klassische Cosseratspektrum fu¨r speziel-
le Gebiete wie Kugel, Annulus und Ellipsoid. Auch der Ansatz fu¨r die expliziten
Lo¨sungen in Kapitel 16 stammt von ihnen (siehe [Co1]-[Co9]).
Allgemeine Resultate stammen von Mikhlin [Mi, 1973], der das Cosseratspektrum
im Fall n = 3 und q = 2 bestimmte, und Kozhevnikov [Ko2, 1993], der beschra¨nkte
Gebiete im Fall n = 3 und q = 2 behandelte. Kozhevnikovs Beweis beruht auf der
Theorie der Pseudodifferentialoperatoren.
Faierman, Fries, Mennicken und Mo¨ller [FFMM, 2000] fu¨hrten einen direkten Beweis
fu¨r beschra¨nkte Gebiete, n ≥ 2 und q = 2.
Michel Crouzeix gelang 1997 ein sehr einfacher Beweis fu¨r beschra¨nkte Gebiete,
n = 2, 3 und q = 2.
In dieser Arbeit wird die Beweisidee von Crouzeix aufgegriffen, und die obigen Re-
sultate werden fu¨r beschra¨nkte Gebiete und Außengebiete, n ≥ 2 und 1 < q < ∞
gezeigt.
In dieser Allgemeinheit neu ist außerdem folgende Regularita¨tsaussage u¨ber die
Lo¨sungen zu Eigenwerten λ /∈ {1, 2}:
Theorem 15.5. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn
ein beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ Ck+3. Es gelte u ∈ Ĥ1,q• (G)n,







fu¨r alle φ ∈ Ĥ1,q′• (G)n
Dann gilt
1. u ∈ Ĥ1,q˜• (G)n und ∇u ∈ Hk,q˜(G)n2 fu¨r alle 1 < q˜ <∞,
2. u ∈ Ck(G),
3. ∆u = λ∇divu
Es ist absolut erstaunlich, dass die Eigenra¨ume zu Eigenwerten λ /∈ {1, 2} nicht von
q abha¨ngen! Außerdem erhalten wir fu¨r das klassische Cosseratspektrum ebenfalls
wichtige Aussagen. Auch dort ist λ = 2 Ha¨ufungspunkt von Eigenwerten. λ = 1 ist
auch klassisch immer ein Eigenwert, da fu¨r s ∈ C∞0 (G) mit u := ∇s stets ∆u =
∇divu gilt.
Im Folgenden soll nun geschildert werden, auf welchem Wege diese Resultate bewie-
sen werden konnten.
Ausgangspunkt war die Arbeit [Si] von Christian G. Simader. Dort wurde gezeigt,
dass im Halbraum H = {(x′, xn) ∈ Rn : xn > 0} genau zwei Eigenwerte existieren,
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na¨mlich λ = 1 und λ = 2. Simader nutzte die Arbeit [MueR] und die darin bewiesene
Zerlegung (vgl Theorem 4.2)
Lq(H) = Aq(H)⊕Bq(H)
Er lo¨ste zuna¨chst explizit in Ĥ1,q• (H)n die Gleichung〈∇T q(p),∇φ〉H = 〈p,divφ〉H ∀ φ ∈ Ĥ1,q′• (H)n
fu¨r ein gegebenes p ∈ Lq(H) und rechnete dann nach, dass fu¨r p0 ∈ Aq(H)
divT q(p0) = p0






Die Idee war nun, dieses Resultat zu benutzen, um das schwache Cosseratspektrum
im leicht gekru¨mmten Halbraum Hw = {(x′, xn) ∈ Rn : xn > w(x′)} (fu¨r w ∈
C20 (Rn−1)) und schließlich in Gebieten mit kompaktem Rand zu lo¨sen. Dazu haben
wir fu¨r ein geeignetes µ > 0 und
ρµ ∈ C∞0 (R), 0 ≤ ρµ ≤ 1, ρµ(t) =
{
0 , falls t ≥ 4µ
1 , falls t ≤ 2µ
den Isomorphismus
f : Hw → H, f(x) =
(
x′, xn − w(x′)ρµ(xn)
)
und die Piola-Transformation (vgl. [Cia, S.37ff])
P : Ĥ1,q• (Hw)




















umgerechnet in der Hoffnung, dass B1 und B2 in irgend einer Form kompakt sein
ko¨nnten. Aufgrund der divergenzerhaltenden Eigenschaft der Piola-Transformation
ließ sich das fu¨r B2 auch beweisen, aber fu¨r einige der in B1 auftretenden Terme
nicht.
Nachdem also das Umrechnen der Skalarprodukte in die neuen Koordinaten kei-
nen Erkenntnisgewinn brachte, versuchten wir eine Zusammenhang zwischen der
Greenschen Funktion zum Laplace-Operator G (vgl. Definition 17.4) und dem re-
produzierenden Kern R in Bq(G) (vgl. Definition 18.2) zu finden. Denn mit
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Definition 11.1. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder
Außengebiet mit ∂G ∈ C1.
1. Sei T q : Lq(G)→ Ĥ1,q• (G)n definiert durch (vgl. Theorem 2.9)〈∇T q(p),∇φ〉G = 〈p,divφ〉G fu¨r alle φ ∈ Ĥ1,q′• (G)n
2. Setze Zq : Lq(G)→ Lq(G), Zq(p) := div (T qp)
gilt
Theorem 11.3. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außen-








fu¨r alle φ ∈ Ĥ1,q′• (G)n,
wenn es ein p ∈ Lq(G) gibt mit
λZq(p) = p
In diesem Fall kann man p = divu wa¨hlen.




G(x, y) (−∆u)(y) dy =
∫
G
G(x, y) (−∇p)(y) dy


































ein kompakter Operator, so wu¨rde aus dem Spektralsatz fu¨r kompakte, hermite-
sche Operatoren die Aussage u¨ber das Cosseratspektrum folgen. Direkt konnten wir
das nicht zeigen. Es gibt zwar Resultate u¨ber den Zusammenhang zwischen der
Greenschen Funktion zum Bilaplace-Operator ∆2 und dem reproduzierenden Kern
in B2(G) (siehe [ELPP, Theorem 4.3, S.113]), den gesuchten Zusammenhang konn-
ten wir jedoch nicht in der Literatur finden.
Nachdem wir aber das schwache Cosseratspektrum auf andere Weise bestimmt ha-
ben, folgt daraus als Anwendung
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Theorem 19.1 Seien n ≥ 2, 1 < q < ∞, k ∈ N, k > 1 + nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ C2+k. Sei
G(x, y) = S(x− y) + h(x, y)
die Greensche Funktion zum Laplace-Operator in G und sei R der reproduzierende
Kern in Bq(G). Dann gilt














Fu¨r die Einheitskugel B1 (Kapitel 20) und den Halbraum kann man das auch di-
rekt berechnen. In diesen Fa¨llen sind na¨mlich reproduzierender Kern und Greensche
Funktion explizit bekannt. Es ist sicherlich eine interessante Frage, ob man es auch
allgemein direkt beweisen kann.
Ganz zufa¨llig stießen wir schließlich auf die Arbeit [Cr] von Michel Crouzeix. Seine
Beweisskizze fu¨r beschra¨nkte Gebiete und q = 2 umfasst kaum eine halbe Seite. Er
zeigt, dass fu¨r p ∈ B2(G) eine Abscha¨tzung
‖Z2(p)− 12 p‖1,2;G ≤ C ‖p‖2;G (∗)
gilt.1
1. Zuna¨chst genu¨gt es, die Behauptung (∗) fu¨r p ∈ Hk,2(G) ∩ B2(G) zu zeigen,
da Hk,2(G) ∩B2(G) dicht in B2(G) liegt bezu¨glich ‖·‖2;G.
2. Klar ist
‖Z2(p)− 12 p‖2;G ≤ C ‖p‖2;G







= N (a¨ußere Normale)
1Crouzeix betrachtet nur solche p ∈ L2(G), die zusa¨tzlich mittelwertfrei sind (das heißt ∫G p dx = 0).









Außerdem gibt es nur fu¨r p ∈ Lq(G) mit ∫G p dx = 0 eine Konstante C > 0, die nicht von p abha¨ngt, mit






(siehe [St, Satz 8.2.1, S.256]). Fu¨r diese Arbeit ist aber eine Beschra¨nkung auf die mittelwertfreien Lq-
Funktionen nicht notwendig und wird auch nicht vorgenommen.
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4. und definiert fu¨r p ∈ Hk,2(G) ∩B2(G) und u := T q(p) ∈ H1,20 (G)n
w := u∇ζ − 1
2
p ζ
5. Man zeigt w ∈ H1,20 (G) und
∆w = 2∇u · ∇∇ζ + u · ∇∆ζ − 1
2
p∆ζ ∈ L2(G)
Daraus folgt w ∈ H2,2(G) und
‖w‖2,2;G ≤ C ‖p‖2;G
6. Weiter gilt
∇w∇ζ − (divu− 1
2




p)‖2;G ≤ ‖∇(∇w∇ζ)‖2;G + ‖∇






8. Also folgt fu¨r beschra¨nkte Gebiete nach dem Einbettungssatz von Rellich, dass
Z2− 12I ein kompakter Operator ist, und nach dem Spektralsatz fu¨r kompakte,
hermitesche Operatoren die Behauptung fu¨r das Cosseratspektrum.
Wir wollen nun einen U¨berblick geben, welche zusa¨tzlichen Bemu¨hungen no¨tig wa-
ren, um die einzelnen Beweisschritte auf unbeschra¨nkte Gebiete und 1 < q <∞ zu
u¨bertragen.
1. wird in Kapitel 9 gezeigt. Beno¨tigt werden dabei elliptische Regularita¨tssa¨tze
(Theorem 7.7 und 7.8) sowie fu¨r unbeschra¨nkte Gebiete das Abfallverhalten
harmonischer Funktionen (Lemma 8.9).
2. folgt direkt aus Definition 11.1 und Theorem 2.8.
3. Fu¨r ζ ∈ Ck0 (Rn) wird in Theorem 6.1 ∂G ∈ Ck+1 beno¨tigt. Es ist gut mo¨glich,
dass dafu¨r ∂G ∈ Ck genu¨gt. Der Vorteil des hier aufgefu¨hrten Beweises ist
jedoch, dass er sehr elementar ist.
4. Die Einfu¨hrung von w war sicher der entscheidende geniale Einfall von Crou-
zeix, ohne den wir diese Arbeit nicht ha¨tten verfassen ko¨nnen.
5. wird in Lemma 12.2 bzw. 13.2 gezeigt. Man beno¨tigt dafu¨r p ∈ C0(G) und
u ∈ C1(G)n. Das wird in Lemma 12.1 bzw. 13.1 mit den Sobolevschen Ein-
bettungssa¨tzen gezeigt. Die Bedingung ∂G ∈ Ck+2 mit k > nq hat dort ihren
Ursprung.
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6. In Lemma 12.3 bzw. 13.3 braucht man zum Beweis dieser Aussage wieder die
Regularita¨t von p und u sowie einige Sa¨tze u¨ber differenzierbare Funktionen
(Kapitel 5).
7. Die Abscha¨tzung folgt dann aus Theorem 2.8.
8. Das Analogon zum Einbettungssatz von Rellich fu¨r beschra¨nkte Gebiete ist
die Kompaktheit der Einbettung H1,q(G)∩Bq(G) in Bq(G) in Außengebieten
(Theorem 10.1), dessen Beweis auf dem Abfallverhalten harmonischer Funktio-
nen (Theorem 8.7) beruht. Fu¨r reelle Banachra¨ume kann dann der Spektralsatz
B.9 verwendet werden. Schließlich folgt Theorem 14.1.
Die Regularita¨t der Lo¨sungen (Theorem 15.5) la¨sst sich dann folgendermaßen zeigen:







fu¨r alle φ ∈ Ĥ1,q′• (G)n
so gilt mit p := divu nach Theorem 11.3 und 11.4
p ∈ Bq(G), λZq(p) = p
Mit µ := λ
1−λ
2
∈ R folgt dann nach (∗) bzw. Theorem 12.4 und 13.4
p = µ
(
Zq(p) − 12 p
)
∈ H1,q(G)





Zq∗(p) − 12 p
)
∈ H1,q∗(G)
Iterativ erreicht man p ∈ H1,s(G) fu¨r ein n < s <∞ und p ∈ C0(G). Aufgrund des
Abfallverhaltens von Bq-Funktionen in Außengebieten (Theorem 8.12) gilt sogar
p ∈ H1,q˜(G) ∩ C0(G) ∀ 1 < q <∞
und
∇u ∈ H1,q˜(G)n2 ∩ C1(G) ∀ 1 < q <∞
Fu¨r ho¨here Regularita¨t in den Ableitungen approximiert man p ∈ Bq(G) bezu¨glich
‖·‖q;G durch (pm) ⊂ Hk,q(G)∩Bq(G) (Theorem 9.1 und 9.2) und nutzt eine Unglei-
chung der Form (Lemma 15.3)
‖Zq(pi)− 12 pi‖k,q;G ≤ Ck ‖pi‖k−1,q;G






fu¨r alle n < s <∞. Daraus folgt dann Theorem 15.5.
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Fu¨r x0 ∈ Rn, 0 < r < R bezeichnen wir
Br(x0) := {x ∈ Rn : |x− x0| < r} Br := {x ∈ Rn : |x| < r}
Ar,R(x0) := {x ∈ Rn : r < |x− x0| < R} Ar,R := {x ∈ Rn : r < |x| < R}
Weiter definieren wir fu¨r eine offene Menge G ⊂ Rn und k ∈ N
C
k(G) := {f ∈ Ck(G) : Zu α ∈ Nn0 , |α| ≤ k gibt es f (α) ∈ C0(G)
mit f (α)|G = Dαf}
Ck0 (G) := {f ∈ Ck(G) : supp(f) ⊂ G}











die u¨bliche Norm. Im Allgemeinen unterscheiden wir nicht streng zwischen einer
Funktion und der zugeho¨rigen A¨quivalenzklasse in Lq(G). Die Notation
f ∈ Lq(G) ∩ C0(G)
beispielsweise bedeutet, dass es einen stetigen Repra¨sentanten gibt.
Sei






 1q fu¨r u ∈ Hk,q(G)
ist Hk,q(G) ein Banachraum. Setze




Unterstrichene Gro¨ßen bezeichnen stets Vektoren
u := (u1, . . . , un)
Ha¨ufig verwenden wir die Notation
u ∈ H1,q(G) statt u ∈ H1,q(G)n oder ∇u ∈ Lq(G) statt ∇u ∈ Lq(G)n
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wenn dadurch keine Missversta¨ndnisse entstehen ko¨nnen. Weiterhin werden folgende








































































xi yi falls x, y ∈ Rn
Ein Außengebiet ist ein Gebiet G ⊂ Rn mit Rn\G kompakt, und 0 ∈ Rn\G.






Schließlich bezeichnen wir die Oberfla¨che der Einheitskugel und ihren Fla¨cheninhalt
Sn−1 := {x ∈ Rn : |x| = 1} = ∂B1 ωn := |Sn−1|n−1










Als Eigenschaft (GA) bezeichnen wir folgende Voraussetzung fu¨r G ⊂ Rn:
(GA) Es gibt eine offene Menge ∅ 6= K ⊂ Rn mit G = Rn\K
2 Der Raum Ĥ1,q• (G)
Definition 2.1. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann setze
Ĥ1,q• (G) := {u : G→ R | u messbar, u ∈ Lq(G ∩BR) ∀R > 0,
∇u ∈ Lq(G) und fu¨r jedes η ∈ C∞0 (Rn) gilt ηu ∈ H1,q0 (G)}
Definition 2.2. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann setze
Ĥ1,q0 (G) := {u : G→ R messbar | u ∈ Lq(G ∩BR) ∀R > 0, ∇u ∈ Lq(G)
und es gibt eine Folge (ui) ⊂ C∞0 (G) mit
‖u− ui‖q,G∩BR → 0 ∀R > 0 und ‖∇u−∇ui‖q,G → 0}
Theorem 2.3. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann gilt
(a) H1,q0 (G) ⊂ Ĥ1,q0 (G) ⊂ Ĥ1,q• (G)
(b) Fu¨r u ∈ Ĥ1,q• (G) ist durch ‖∇u‖q,G eine Norm auf Ĥ1,q• (G) definiert.
(c) Mit der ‖∇·‖q,G-Norm ist Ĥ1,q• (G) ein Banachraum. Fu¨r 1 < q <∞ ist Ĥ1,q• (G)
reflexiv. Ist q = 2, so ist Ĥ1,2• (G) ein Hilbertraum mit innerem Produkt 〈∇u,∇v〉
fu¨r u, v ∈ Ĥ1,2• (G).
(d) Ĥ1,q0 (G) ist ein abgeschlossener Unterraum von Ĥ
1,q





Beweis. siehe [Si/So, Theorem I.2.2, S.27]
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Theorem 2.4. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann gilt
Ĥ1,q• (G) = {u : G→ R messbar | u ∈ Lq(G ∩BR) ∀R > 0, ∇u ∈ Lq(G)
und es gibt eine Folge (ui) ⊂ C∞0 (G) mit
‖u− ui‖q,G∩BR + ‖∇u−∇ui‖q,G∩BR → 0 ∀R > 0}
Beweis. siehe [Si/So, Theorem I.2.4, S.29]
Theorem 2.5. Sei n ≥ 2, 1 ≤ q < ∞ und sei G ⊂ Rn offen und beschra¨nkt.
Dann gilt
Ĥ1,q• (G) = H
1,q
0 (G)
Beweis. Die Behauptung folgt direkt aus Definition 2.1
Theorem 2.6. Sei 2 ≤ n ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann gilt
Ĥ1,q• (G) = Ĥ
1,q
0 (G)
Beweis. siehe [Si/So, Theorem I.2.7, S.31]
Theorem 2.7. Sei n ≥ 2 und sei G ⊂ Rn ein Außengebiet. Es gelte 1 ≤ q < n.
Wa¨hle r > 0 mit Rn\G ⊂ Br und sei
ϕr ∈ C∞(Rn), 0 ≤ ϕr ≤ 1, ϕr(x) =
{
0 , falls |x| ≤ r
1 , falls |x| ≥ 2r
Dann gilt
1. Ĥ1,q0 (G) ⊂ Ĥ1,q• (G) und Ĥ1,q0 (G) 6= Ĥ1,q• (G)
2. Ĥ1,q• (G) = Ĥ
1,q
0 (G)⊕ {αϕr : α ∈ R} im Sinne einer direkten Zerlegung.
Beweis. siehe [Si/So, Theorem I.2.16, S.36]
Theorem 2.8 (Variationsungleichung in Ĥ1,q• (G)). Sei G ⊂ Rn (n ≥ 2)
ein beschra¨nktes Gebiet oder Außengebiet und sei ∂G ∈ C1. Es gelte 1 < q < ∞.
Dann gibt es eine Konstante Cq = C(q,G) > 0, so dass
‖∇u‖q,G ≤ Cq sup
0 6=φ∈Ĥ1,q′• (G)
〈∇u,∇φ〉




Beweis. siehe [Si/So, Theorem II.1.1, S.45]
Theorem 2.9 (Funktionaldarstellung in Ĥ1,q• (G)). Sei G ⊂ Rn (n ≥ 2) ein
beschra¨nktes Gebiet oder Außengebiet und sei ∂G ∈ C1. Es gelte 1 < q <∞. Dann
gibt es fu¨r jedes F ∗ ∈ Ĥ1,q′• (G)∗ ein eindeutiges u ∈ Ĥ1,q• (G) mit
F ∗(φ) = 〈∇u,∇φ〉 ∀ φ ∈ Ĥ1,q′• (G)
Weiter gilt mit Cq aus Theorem 2.8




Beweis. siehe [Si/So, Theorem II.1.2, S.45]
3 Der Raum Ĥ2,q• (G)
Definition 3.1. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann setze
Ĥ2,q• (G) := {u : G→ R messbar | u, ∇u ∈ Lq(G ∩BR) ∀R > 0,
∇2u ∈ Lq(G) und fu¨r jedes η ∈ C∞0 (Rn) gilt ηu ∈ H2,q0 (G)}
Definition 3.2. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann setze
Ĥ2,q0 (G) := {u : G→ R | u, ∇u ∈ Lq(G ∩BR) ∀R > 0, ∇2u ∈ Lq(G)
und es gibt eine Folge (ui) ⊂ C∞0 (G) mit
‖u− ui‖q,G∩BR + ‖∇u−∇ui‖q,G∩BR → 0 ∀R > 0
und ‖∇2u−∇2ui‖q,G → 0}
Theorem 3.3. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann gilt
(a) H2,q0 (G) ⊂ Ĥ2,q0 (G) ⊂ Ĥ2,q• (G)
(b) Fu¨r u ∈ Ĥ2,q• (G) ist durch ‖∇2u‖q,G eine Norm auf Ĥ2,q• (G) definiert.
(c) Mit der ‖∇2 · ‖q,G-Norm ist Ĥ2,q• (G) ein Banachraum. Fu¨r 1 < q < ∞ ist
Ĥ2,q• (G) reflexiv. Ist q = 2, dann ist Ĥ
2,2
• (G) ein Hilbertraum mit innerem
Produkt 〈∇2u,∇2v〉 fu¨r u, v ∈ Ĥ2,2• (G).
(d) Ĥ2,q0 (G) ist ein abgeschlossener Unterraum von Ĥ
2,q






Beweis. siehe [MueR, Satz II.1, S.126]
Theorem 3.4. Sei n ≥ 2, 1 ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann gilt
Ĥ2,q• (G) = {u : G→ R | u, ∇u ∈ Lq(G ∩BR) ∀R > 0, ∇2u ∈ Lq(G)
und es gibt eine Folge (ui) ⊂ C∞0 (G) mit
‖u− ui‖q,G∩BR + ‖∇u−∇ui‖q,G∩BR + ‖∇2u−∇2ui‖q,G∩BR → 0
fu¨r jedes R > 0}
Beweis. siehe [MueR, Lemma II.3, S.129]
Theorem 3.5. Sei n ≥ 2, 1 ≤ q < ∞ und sei G ⊂ Rn offen und beschra¨nkt.
Dann gilt
Ĥ2,q• (G) = H
2,q
0 (G)
Beweis. Die Behauptung folgt direkt aus Definition 3.1
Theorem 3.6. Sei 2 ≤ n ≤ q <∞ und G ⊂ Rn erfu¨lle (GA). Dann gilt
Ĥ2,q• (G) = Ĥ
2,q
0 (G)
Beweis. siehe [MueR, Satz II.3, S.133]
Theorem 3.7. Sei n ≥ 2 und sei G ⊂ Rn ein Außengebiet. Es gelte 1 ≤ q < n.
Wa¨hle r > 0 mit Rn\G ⊂ Br und sei
ϕr ∈ C∞(Rn), 0 ≤ ϕr ≤ 1, ϕr(x) =
{
0 , falls |x| ≤ r
1 , falls |x| ≥ 2r
Weiter definiere ψri(x) := ϕr(x)xi fu¨r alle i = 1, .., n. Dann gilt
1. ϕr, ψri ∈ Ĥ2,s• (G) fu¨r alle 1 < s <∞,
2. Ĥ2,q0 (G) ⊂ Ĥ2,q• (G) und Ĥ2,q0 (G) 6= Ĥ2,q• (G),
3. Ĥ2,q• (G) = Ĥ
2,q
0 (G)⊕ {αϕr : α ∈ R} ⊕ {
∑n
i=1 βiψri : βi ∈ R} fu¨r 1 < q < n2 ,




i=1 βiψri : βi ∈ R} fu¨r n2 ≤ q < n.
Beweis. siehe [MueR, Lemma II.8, S.140] und [MueR, Satz II.4, S.144]
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Theorem 3.8 (Variationsungleichung in Ĥ2,q• (G)). Sei G ⊂ Rn (n ≥ 2)
ein beschra¨nktes Gebiet oder Außengebiet und sei ∂G ∈ C2. Es gelte 1 < q < ∞.
Dann gibt es eine Konstante Cq = C(q, n,G) > 0, so dass
‖∆u‖q,G ≤ Cq sup
0 6=φ∈Ĥ2,q′• (G)
〈∆u,∆φ〉
‖∆φ‖q′,G ∀ u ∈ Ĥ
2,q
• (G)
Beweis. siehe [MueR, Hauptsatz, S.191]
Theorem 3.9 (Funktionaldarstellung in Ĥ2,q• (G)). Sei G ⊂ Rn (n ≥ 2) ein
beschra¨nktes Gebiet oder Außengebiet und sei ∂G ∈ C2. Es gelte 1 < q <∞. Dann
gibt es fu¨r jedes F ∗ ∈ Ĥ2,q′• (G)∗ ein eindeutiges u ∈ Ĥ2,q• (G) mit
F ∗(φ) = 〈∇2u,∇2φ〉 ∀φ ∈ Ĥ2,q′• (G)
Weiter gibt es eine Konstante Dq = D(q,G) mit





Beweis. siehe [MueR, Lemma III.15, S.164] und Theorem 3.8
Lemma 3.10. Sei G ⊂ Rn (n ≥ 2) ein beschra¨nktes Gebiet oder Außengebiet
und sei 1 < q <∞. Dann gilt〈∇2u,∇2φ〉 = 〈∆u,∆φ〉 fu¨r u ∈ Ĥ2,q• (G), φ ∈ Ĥ2,q′• (G)
Beweis. (a) Betrachte ϕr, ψri aus Theorem 3.7. Es gilt
(∂jϕr)(x) = (∂k∂jϕr)(x) = 0 fu¨r |x| ≤ r und fu¨r |x| ≥ 2r
Weiter gilt
(∂jψri)(x) = (∂jϕr)(x)xi + ϕr(x)δij
(∂k∂jψri)(x) = (∂k∂jϕr)(x)xi + (∂jϕr)(x)δik + (∂kϕr)(x)δij
Deshalb
∂j∂kψri, ∂j∂kϕr ∈ C∞0 (A r2 ,3r)
(b) Sei nun G ⊂ Rn ein Außengebiet, Rn\G ⊂ B r
2
. Nach Theorem 3.6 und 3.7 gibt
es zu u ∈ Ĥ2,q• (G) ein v ∈ Ĥ2,q0 (G) und ein f ∈ C∞(Rn) mit
∂i∂jf ∈ C∞0 (A r2 ,3r) ⊂ C
∞
0 (G) und u = v + f
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Nach Definition 3.2 gibt es eine Folge (vk) ⊂ C∞0 (G) mit ‖∇2(vk − v)‖q;G → 0.










































= 〈∆v,∆φ〉G + 〈∆f,∆φ〉G = 〈∆u,∆φ〉G
(c) Ist G ⊂ Rn ein beschra¨nktes Gebiet, so gilt Ĥ2,q• (G) = H2,q0 (G), und die Behaup-
tung folgt wie in (b) mit f = 0.
Theorem 3.11 (Funktionaldarstellung in Ĥ2,q• (G)). Sei G ⊂ Rn (n ≥ 2)
ein beschra¨nktes Gebiet oder Außengebiet und sei ∂G ∈ C2. Es gelte 1 < q < ∞.
Dann gibt es fu¨r jedes F ∗ ∈ Ĥ2,q′• (G)∗ ein eindeutiges u ∈ Ĥ2,q• (G) mit
F ∗(φ) = 〈∆u,∆φ〉 ∀φ ∈ Ĥ2,q′• (G)
Weiter gibt es eine Konstante Kq = K(n, q,G) mit




Beweis. Sei F ∗ ∈ Ĥ2,q′• (G)
∗
gegeben. Nach Theorem 3.9 gibt es ein eindeutiges
u ∈ Ĥ2,q• (G) mit
F ∗(φ) = 〈∇2u,∇2φ〉 ∀φ ∈ Ĥ2,q′• (G)
Nach Lemma 3.10 gilt
F ∗(φ) = 〈∆u,∆φ〉 ∀φ ∈ Ĥ2,q′• (G)
Die Abscha¨tzung folgt aus Theorem 3.8 und der Ho¨lderungleichung.
Bemerkung Aus Theorem 3.9 und Lemma 3.10 folgt sofort, dass ‖∇2·‖q;G und
‖∆·‖q;G a¨quivalente Normen auf Ĥ2,q• (G) sind.
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4 Die Ra¨ume Aq(G) und Bq(G)
Definition 4.1. Sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außengebiet mit
∂G ∈ C2. Sei 1 < q <∞. Dann sei
Aq(G) := {∆u : u ∈ Ĥ2,q• (G)}
Bq(G) := {h ∈ Lq(G) : 〈h,∆φ〉G = 0 ∀ φ ∈ Ĥ2,q
′
• (G)}
Theorem 4.2. Sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außengebiet mit
∂G ∈ C2. Sei 1 < q <∞. Dann gilt
Lq(G) = Aq(G)⊕Bq(G)
im Sinne einer direkten Zerlegung
Beweis. siehe [MueR, Satz IV.2.1, S.201]
Bemerkung Nach dem Lemma von Weyl gilt fu¨r h ∈ Bq(G) insbesondere (fu¨r
einen Repra¨sentanten) ∆h = 0. Fu¨r beschra¨nkte Gebiete gilt sogar
Bq(G) = {h ∈ Lq(G) : ∆h = 0}
Fu¨r Außengebiete gibt es dagegen harmonische Lq-Funktionen, die nicht in Bq(G)
liegen (siehe dazu [MueR] oder Lemma 4.4).
Lemma 4.3. Sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ C2.
Sei 1 < q <∞ und h ∈ Bq(G) ∩H1,q(G). Dann gilt
〈∇h,∇φ〉G = 0
fu¨r jedes φ ∈ Ĥ1,q′• (G)
Beweis. (a) Fu¨r φ ∈ Ĥ1,q′0 (G) gibt es eine Folge (φk) ⊂ C∞0 (G) mit




〈∇h,∇φk〉G = − lim
k→∞
〈h,∆φk〉G = 0




〈∇h,∇ϕr〉G = −〈h,∆ϕr〉G = 0
(c) Aus Theorem 2.5 - 2.7 folgt die Behauptung.
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(n−2)ωn |z|2−n , z 6= 0, n ≥ 3
− 12pi ln |z| , z 6= 0, n = 2
0 , z = 0, n ≥ 2
Dann gilt fu¨r alle i, j = 1, . . . , n
〈∂jS,∆ψri〉G = −δij
Beweis. Fu¨r z 6= 0 gilt






= −〈S,∆[δijϕr + xi(∂jϕr)]〉G
==
∂mϕr∈C∞0 (G)























|z| dωz = −δij
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5 Sa¨tze u¨ber differenzierbare Funktionen
Lemma 5.1. Sei n ≥ 2, R > 0, h > 0 und
Z+R,h := {x = (x′, xn) ∈ Rn : |x′| < R, 0 < xn < h}
Z−R,h := {x = (x′, xn) ∈ Rn : |x′| < R, −h < xn < 0}
ZR,h := {x = (x′, xn) ∈ Rn : |x′| < R, |xn| < h}













f(x′, xn) , falls 0 ≤ xn < h
−3f(x′,−xn) + 4f(x′,−xn2 ) , falls − h < xn < 0
Dann gilt
F ∈ C1(ZR,h), F |Z+R,h = f




, i = 1 . . . n mit fi|Z+R,h = ∂if
(b) Fu¨r i = 1 . . . n− 1 und |x′| < R sei (hk) ⊂ R mit 0 < |hk| < R− |x′|, hk → 0.
Sei 0 < xn < h. Dann ist (x′ + hkei, xn) ∈ Z+R,h und
f(x′ + hkei, xn)− f(x′, xn) =
∫ hk
0
(∂if)(x′ + tei, xn) dt
Fu¨r xn → 0 gilt
f(x′ + hkei, 0)− f(x′, 0) =
∫ hk
0
fi(x′ + tei, 0) dt
=
MWS Int
fi(x′ + ζkei, 0)hk




f(x′ + hei, 0)− f(x′, 0)
h
= fi(x′, 0)
(c) Fu¨r i = n und |x′| < R, 0 < xn < h2 sei (hk) ⊂ R mit 0 < hk < h2 , hk → 0. Dann
gilt
f(x′, xn + hk)− f(x′, xn) =
∫ hk
0
(∂nf)(x′, xn + t) dt
Fu¨r xn → 0 erhalten wir
f(x′, hk)− f(x′, 0) =
∫ hk
0
fn(x′, t) dt = fn(x′, ζk)hk
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F |Z+R,h ∈ C
1(Z+R,h) F |Z−R,h ∈ C
1(Z−R,h)
(e) Sei i = 1 . . . n− 1 und |x′| < R. Dann gilt
lim
h→0





































−3f(x′,−h) + 3f(x′, 0)
h
+





3f(x′, h′)− 3f(x′, 0)
h′
− 2f(x





(g) Also fu¨r i = 1, . . . , n− 1
∂iF (x) =

fi(x′, xn) , xn ≥ 0




fn(x′, xn) , xn ≥ 0
3fn(x′, xn)− 2fn(x′,−xn2 ) , xn < 0
Das heißt
∇F ∈ C0 (ZR,h)n
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Theorem 5.2. Sei G ⊂ Rn offen und beschra¨nkt mit ∂G ∈ C1.
Dann ist f ∈ C1(G) genau dann, wenn es ein f˜ ∈ C10 (Rn) gibt mit f˜ |G = f
Beweis. Sei f ∈ C1(G) (die Umkehrung ist trivial). Wir bezeichnen mit f ∈ C0(G)
wieder die stetige Fortsetzung von f . Es gibt fi ∈ C0(G) mit fi|G = ∂if
(a) Fu¨r x0 ∈ ∂G gibt es eine offene Menge Vx0 ⊂ Rn mit x0 ∈ Vx0 . Weiter existiert ein
R > 0 und ein Diffeomorphismus φx0 : Vx0 → ZR,R, so dass gilt: φx0(Vx0∩∂G) = ER
und φx0(Vx0 ∩G) = Z+R,R.



























g0 ∈ C10 (Rn)
und fu¨r i = 1, . . . , N , j = 1, . . . , n erha¨lt man
∂jgi = (∂jϕi)f + ϕi(∂jf) = g
(i)
j |G
mit g(i)j := (∂jϕi)f + ϕifj ∈ C0(G)
























































Anhand der Definition der Fortsetzung in Lemma 5.1 sehen wir
h˜i ∈ C10 (ZRi,Ri)
Sei
f˜i(y) := h˜i (φi(y)) fu¨r alle y ∈ Vi = φ−1i (ZRi,Ri)
Dann gilt





f˜ := g0 +
N∑
i=1




Lemma 5.3. Sei f ∈ C1(R) mit f(0) = 0 und |f ′(t)| ≤ L fu¨r alle t ∈ R. Weiter
sei G ⊂ Rn offen und 1 < q <∞. Dann gilt fu¨r u ∈ H1,q(G)
f(u) ∈ H1,q(G) ∇f(u) = f ′(u)∇u
Beweis. siehe [SiDGL, Satz 6.14]
Lemma 5.4. Sei G ⊂ Rn offen und beschra¨nkt. Sei u ∈ H1,q(G). Betrachte
(strenggenommen fu¨r einen Repra¨sentanten)
Z(u) := {x ∈ G : u(x) = 0}
Dann gilt
∂iu(x) = 0 fu¨r fast alle x ∈ Z(u) und fu¨r jedes i = 1, . . . , n
Beweis. siehe [SiDGL, Satz 6.15]
Theorem 5.5. Sei 1 ≤ q < ∞ und sei G ⊂ Rn offen und beschra¨nkt. Es gelte
u ∈ C0(G) ∩H1,q(G) und u∣∣
∂G
= 0. Dann gilt
u ∈ H1,q0 (G)
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Beweis. (a) Wa¨hle
ϕ ∈ C∞(R), 0 ≤ ϕ ≤ 1, ϕ(t) = ϕ(−t), ϕ(t) =
{
0 ,falls |t| ≤ 1
1 ,falls |t| ≥ 2


















f ′k(t) = ϕ(kt) −→
(k→∞)
{
0 ,falls t = 0
1 ,falls t 6= 0
(b) Sei
uk(x) := fk(u(x))





= 0, u ∈ C0(G) und ∂G kompakt, gibt es Gk ⊂⊂ G mit |u(x)| ≤ 1k fu¨r
alle x ∈ G\Gk
Deshalb
uk(x) = 0 ∀x ∈ G\Gk
und
uk ∈ H1,q0 (G)
(c) Nun ist








fu¨r jedes x ∈ G und daher nach dem Satz von Lebesgue
‖uk − u‖q;G → 0 (k →∞)
(d) Nach Lemma 5.4 gilt fu¨r fast alle x ∈ Z(u):





Fu¨r x ∈ G\Z(u) erhalten wir aus (a):
∂iu(x)− ∂iuk(x)→ 0
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Wieder folgt aus dem Satz von Lebesgue∫
G
|∂iu− ∂iuk|q dx =
∫
G




∣∣∣∂iu(x)[1− ϕ(k u(x))]∣∣∣q dx→ 0
(e) Wegen der Abgeschlossenheit von H1,q0 (G) in H
1,q(G) gilt
u ∈ H1,q0 (G)
Theorem 5.6. Sei G ⊂ Rn offen mit ∂G ∈ C1. Es gelte u ∈ C1(Rn) und u∣∣
∂G
= 0.
Dann gibt es λ : ∂G→ R mit
(∇u)(x) = λ(x)N(x) fu¨r alle x ∈ ∂G
wobei N(x) die a¨ußere Einheitsnormale in x ∈ ∂G ist.
Beweis. Sei x ∈ ∂G. Dann existieren offene U ⊂ Rn (x ∈ U) und O ⊂ Rn−1, und
es gibt eine bijektive Abbildung φ : O → ∂G ∩ U mit φ ∈ C1(O;Rn) und φ(s) = x
mit geignetem s ∈ O. Das bedeutet
u(φ(t)) = 0 ∀ t ∈ O







∀ t ∈ O



















Daher muss ein λ(x) ∈ R existieren, so dass
(∇u)(x) = λ(x)N(x)
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Lemma 5.7. Sei 1 < q < ∞ und sei H := {(x′, xn) ∈ Rn : xn > 0} der obere





Beweis. Sei uk ∈ C∞0 (H) mit ‖u− uk‖1,q;H → 0. Dann gilt






Als konvergente Folge ist (uk) beschra¨nkt
‖uk‖1,q;G ≤ C ∀ k ∈ N

































|uk(x′, xn)|qdx′dxn ≤ Cq aq ∀ r > 0
























≤ Ca+ ‖uk − u‖q;H







≤ Ca ∀ a > 0 ∀ r > 0






Dann ist fr stetig in [0,∞[ fu¨r r > 0, und es gilt∫ a
0
fr(xn) dxn ≤ Cqaq ∀ a > 0
Es folgt∫
|x′|≤r

















|fr(0)− fr(xn)| + Cqaq−1
Fu¨r a→ 0 folgt ∫
|x′|≤r
|u(x′, 0)|qdx′ ≤ 0 ∀ r > 0
Weil u stetig ist, folgt mit einem Standardargument
u(x′, 0) = 0 ∀ x′ ∈ Rn−1
Theorem 5.8. Sei 1 < q < ∞ und sei G ⊂ Rn offen mit ∂G ∈ C1. Es gelte





Beweis. Sei x0 ∈ ∂G beliebig, aber im Folgenden fest gewa¨hlt. Es existiert eine
offene Menge x0 ∈ V ⊂ Rn und ein C1-Diffeomorphismus φ : V → ZR,R, (R > 0)
mit φ(V ∩∂G) = ER, φ(V ∩G) = Z+R,R (fu¨r die Definition von ZR,R, ER, Z+R,R siehe
Lemma 5.1). Nach eventueller Verkleinerung der Menge V ko¨nnen wir annehmen,
dass φ ∈ C1(V ;Rn) und φ−1 ∈ C1(ZR,R;Rn) gilt.
Wa¨hle ϕ ∈ C∞0 (V ), so dass ϕ(x0) = 1. Nach Lemma A.13 wissen wir
g := ϕf ∈ H1,q0 (G ∩ V )
und offensichtlich auch nach Theorem 5.2
g ∈ C10 (V )
Nach Lemma A.14 gilt




h(x) , x ∈ ZR,R
0 , x ∈ Rn\ZR,R
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Dann folgt
h˜ ∈ H1,q0 (H) ∩ C0(H)






0 = h˜(φ(x0)) = h(φ(x0)) = g(x0) = ϕ(x0)f(x0) = f(x0)







Theorem 6.1. Sei n ≥ 2, k ∈ N und sei G ⊂ Rn ein beschra¨nktes Gebiet oder
Außengebiet mit ∂G ∈ Ck+1. Dann gibt es eine Abbildung







wobei N die a¨ußere Normale von G ist.
Beweis. (a) Setze M := ∂G. Fu¨r x0 ∈ M gibt es eine offene Menge x0 ∈ V˜ ⊂ Rn
und h˜ : V˜ → R, h˜ ∈ Ck+1(V˜ ), so dass (∇h˜)(x0) 6= 0 und
M ∩ V˜ = {x ∈ V˜ : h˜(x) = 0}
Wie in Theorem 5.6 zeigt man
(∇h˜)(x) = ±|(∇h˜)(x)|N(x) ∀x ∈M ∩ V˜
Wegen (∇h˜)(x0) 6= 0 gibt es eine offene Menge x0 ∈ V ⊂ V˜ , so dass
(∇h˜)(x) 6= 0 ∀x ∈ V
∇h˜ und |∇h˜|N sind je stetig in V ∩M Also ko¨nnen wir ohne Einschra¨nkung an-
nehmen







h(x) = 0 ∀x ∈M ∩ V














(b) Weil M kompakt ist und wegen (a), gibt es offene V1, . . . , Vm ⊂ Rn und hi ∈
Ck(Vi), so dass
(∇hi)(x) 6= 0 ∀x ∈ Vi ∀i = 1, . . . ,m
und







∇hi(x) = N(x) ∀x ∈M ∩ Vi
Wa¨hle eine zugeho¨rige Zerlegung der Eins, d.h. φk ∈ C∞0 (Rn), so dass
0 ≤ φk ≤ 1, supp(φk) ⊂ Vk,
m∑
k=1
φk(x) = 1 ∀x ∈M
Definiere





fj ∈ Ck0 (Rn)






























Theorem 7.1. Sei k ∈ Z, k ≥ 0 und G ⊂ Rn (n ≥ 2) erfu¨lle (GA) und
∂G ∈ C2+k. Sei 1 < q < ∞ und sei p ∈ Ĥ1,q• (G). Sei x0 ∈ ∂G und R0 > 0 und es
gebe ein f ∈ Hk,q(G ∩BR0(x0)), so dass
〈∇p,∇φ〉 = 〈f, φ〉 fu¨r alle φ ∈ Ĥ1,q′• (G ∩BR0(x0))
Dann existiert 0 < Rk < R0, so dass p
∣∣
G∩BRk (x0)
∈ H2+k,q(G ∩BRk(x0)) und mit
einer Konstanten Ck = C(k,Rk, R1, G, q) > 0 gilt
‖p‖2+k,q;G∩BRk (x0) ≤ Ck
(
‖f‖k,q;G∩BR0 (x0) + ‖p‖1,q;G∩BR0 (x0)
)
Beweis. siehe [Si/So, Theorem II.8.8, S.91]
Theorem 7.2. Sei 1 < q < ∞, x0 ∈ Rn, R > 0 und p ∈ H1,q(BR(x0)). Sei
k ∈ Z, k ≥ 0 und sei f ∈ Hk,q(BR(x0)). Weiter gelte
〈∇p,∇φ〉 = 〈f, φ〉 fu¨r alle φ ∈ C∞0 (BR(x0))
Dann gilt fu¨r 0 < R1 < R: p
∣∣
BR1 (x0)
∈ H2+k,q(BR1(x0)), und es gibt eine Kon-
stante Ck = C(k,R,R1, q) > 0, so dass
‖p‖2+k,q;BR1 (x0) ≤ Ck
(‖f‖k,q;BR(x0) + ‖p‖1,q;BR(x0))
Beweis. siehe [Si/So, Theorem II.8.9, S.91]
Theorem 7.3. Sei R > 0, k ∈ Z, k ≥ 0 und 1 < q <∞. Sei p ∈ Lq(Bs\BR) fu¨r
alle s > R und ∇p ∈ Lq(Rn\BR). Weiter gebe es ein f ∈ Hk,q(Rn\BR), so dass
〈∇p,∇φ〉 = 〈f, φ〉 for all φ ∈ C∞0 (Rn\BR)
Dann existiert R < Rk < ∞, so dass ∂j∂ip ∈ Hk,q(Rn\BRk) fu¨r i, j = 1, . . . , n und







Beweis. siehe [Si/So, Corollary II.8.12, S.94]
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Theorem 7.4. Sei k ∈ N0, k ≥ 0 und sei G ⊂ Rn ein beschra¨nktes Gebiet mit
∂G ∈ Ck+2. Es gelte 1 < q < ∞. Es sei u ∈ H1,q0 (G), und es gebe f ∈ Hk,q(G), so
dass
〈∇u,∇φ〉G = 〈f, φ〉G ∀ φ ∈ C∞0 (G)
Dann ist u ∈ H2+k,q(G) und es existiert eine Konstante Ck = Ck(G, q, k, n) > 0 mit
‖u‖2+k,q;G ≤ Ck (‖f‖k,q;G + ‖u‖1,q;G)
Beweis. (a) Sei x ∈ ∂G. Dann gilt
〈∇u,∇φ〉G = 〈f, φ〉G ∀ φ ∈ C∞0 (G ∩B1(x)) ⊂ C∞0 (G)
Wegen Ĥ1,q
′
• (G ∩B1(x)) = H1,q
′
0 (G ∩B1(x)) = C∞0 (G ∩B1(x))
‖·‖1,q′;G∩B1(x) gilt
〈∇u,∇φ〉G = 〈f, φ〉G ∀ φ ∈ Ĥ1,q
′
• (G ∩B1(x))
und daher gibt es nach Theorem 7.1 ein 0 < Rx < 1 und eine Konstante C1 =






‖u‖2+k,q;G∩BRx (x) ≤ C1
(‖f‖k,q;G∩B1(x) + ‖u‖1,q;G∩B1(x))
≤ C1 (‖f‖k,q;G + ‖u‖1,q;G)






〈∇u,∇φ〉G = 〈f, φ〉G ∀ φ ∈ C∞0 (B2Rx(x))





und es existiert eine Konstante C2 = C2(k, q, x,G) > 0, so dass
‖u‖2+k,q;BRx (x) ≤ C2 (‖f‖k,q;G + ‖u‖1,q;G)
(c) Da G kompakt ist, finden wir M,N ∈ N und offene Vi ⊂ Rn wie in (a) und












Wa¨hle eine zugeho¨rige Zerlegung der Eins, d.h. ϕj ,∈ C∞0 (Uj), φi ∈ C∞0 (Vi) mit






φi(x) = 1 ∀ x ∈ G









∈ H2+k,q(G ∩ Vi), ‖u‖2+k,q;G∩Vi ≤ C1,i (‖f‖k,q;G + ‖u‖1,q;G)
(d) Sei nun z ∈ C∞0 (Rn) und α ∈ Nn0 , |α| ≤ 2 + k. Dann gilt∫
G



































































, x ∈ G ∩ Vi
0 sonst
Dann ist




























 1q (‖f‖k,q;G + ‖u‖1,q;G)
Theorem 7.5. Sei k ∈ N0, k ≥ 0 und sei G ⊂ Rn ein Außengebiet mit ∂G ∈ Ck+2
und Rn\G ⊂ BR0 . Es gelte 1 < q < ∞. Sei u ∈ Ĥ1,q• (G) und es gebe f ∈ Hk,q(G),
so dass
〈∇u,∇φ〉G = 〈f, φ〉G ∀ φ ∈ C∞0 (G)
Dann ist ∇u ∈ H1+k,q(G) und es gibt eine Konstante Ck = Ck(G, q, k, n) > 0 und
Rk > R0 mit
‖∇u‖1+k,q;G ≤ Ck
(
‖f‖k,q;G + ‖u‖q;G∩BRk + ‖∇u‖q;G
)




∈ H1+k,q(G ∩BR) ∀ R > R0
und
‖∇u‖1+k,q;G∩BR ≤ C1 (‖f‖k,q;G∩B2R + ‖u‖1,q;G∩B2R)










(c) Aus (a),(b) und Lemma A.5 folgt schließlich die Behauptung.
Theorem 7.6. Sei k ∈ N0, k ≥ 0 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder
Außengebiet mit ∂G ∈ C2+k. Sei u ∈ Ĥ1,q• (G) und ∆u ∈ Hk,q(G). Dann ist
∇u ∈ H1+k,q(G)
und es gibt eine Konstante Ck = Ck(G, q, n, k) > 0 und ein Rk > 0, so dass
‖∇u‖1+k,q;G ≤ Ck
(
‖∆u‖k,q;G + ‖u‖q;G∩BRk + ‖∇u‖q;G
)
Beweis. Fu¨r φ ∈ C∞0 (G) gilt
〈∇u,∇φ〉G = −〈∆u, φ〉G
und die Behauptung folgt aus Theorem 7.4 und Theorem 7.5.
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Theorem 7.7. Sei k ∈ N0, k ≥ 0 und sei G ⊂ Rn ein beschra¨nktes Gebiet mit
∂G ∈ C4+k. Es gelte 1 < q <∞. Sei u ∈ H2,q0 (G) und es gebe f ∈ Hk,q(G), so dass
〈∆u,∆φ〉G = 〈f, φ〉G ∀ φ ∈ C∞0 (G)
Dann ist
u ∈ H4+k,q(G)
Beweis. siehe [SiLec, Theorem 9.12, S.157] mit m = 2.
Theorem 7.8. Sei k ∈ N0, k ≥ 0 und sei G ⊂ Rn ein Außengebiet mit ∂G ∈ C4+k.
Es gelte 1 < q <∞. Sei u ∈ Ĥ2,q• (G) und es gebe f ∈ Hk,q(G), so dass
〈∆u,∆φ〉G = 〈f, φ〉G ∀ φ ∈ C∞0 (G)





Beweis. Die Behauptung la¨sst sich vo¨llig analog zum Beweis von [SiLec, Theorem
9.12 bzw. 9.11, S.156] zeigen.
Theorem 7.9. Sei G ⊂ Rn ein beschra¨nktes Gebiet mit ∂G ∈ C1. Sei 1 < s <∞





Dann ist p ∈ H1,q0 (G) und mit Cq > 0 nach Theorem 2.8 gilt
‖∇p‖q;G ≤ Cq Sq(p)
Beweis. siehe [Si/So, Theorem II.5.1, S.66]
Theorem 7.10. Sei G ⊂ Rn ein Außengebiet mit ∂G ∈ C1. Sei 1 < s < ∞ und





(wobei C∞r (G) := {φ0 + cϕr : φ0 ∈ C∞0 (G), c ∈ R} mit ϕr wie in Theorem 2.7)
Dann ist p ∈ Ĥ1,q• (G) und mit Cq > 0 nach Theorem 2.8 gilt
‖∇p‖q;G ≤ Cq Sq(p)
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Beweis. siehe [Si/So, Theorem II.5.3, S.67]
8 Das Abfallverhalten harmonischer Funktionen in Au-
ßengebieten
Lemma 8.1. Sei U ⊂ Rn offen. Es seien ρ > 0, x ∈ Rn mit Bρ(x) ⊂ U . Sei
p : U → R eine harmonische Funktion. Dann gilt






















































p(x+ εξ) ξj dωξ dε




















Lemma 8.2. Sei G ⊂ Rn offen und sei p ∈ Lq(G) (1 ≤ q <∞) harmonisch in G.




‖p‖q;G fu¨r alle 0 < R < d2
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Beweis. Aus Lemma 8.1 erhalten wir fu¨r x ∈ G1 und 0 < R < d2 :









































































Lemma 8.3. Sei U ⊂ Rn offen. Es seien ρ > 0, x ∈ Rn mit Bρ(x) ⊂ U . Sei
p : U → R eine harmonische Funktion. Dann gilt fu¨r alle i, j, k = 1, . . . , n


















Beweis. (a) Aus Lemma 8.1 erhalten wir









und fu¨r y ∈ B ρ
2
(x)
























































(b) Aus Lemma 8.1 und (a) erhalten wir










und fu¨r y ∈ B 2ρ
3
(x)



























































Lemma 8.4. Sei n ≥ 2, R > 0, 1 ≤ q < ∞ und sei u ∈ Lq(Rn\BR) harmonisch
in Rn\BR. Sei





fu¨r jedes x ∈ B 1
R
\{0}









Beweis. (a) Fu¨r ∆v = 0 siehe z.B. [ABR, S.62].





























Fu¨r r →∞ folgt die Behauptung.
Lemma 8.5. Sei n ≥ 2, R > 0, 1 ≤ q < ∞ und sei u ∈ Lq(Rn\BR) harmonisch
in Rn\BR. Sei





fu¨r jedes x ∈ B 1
R
\{0}
die Kelvin-Transformation. Dann gibt es eine Konstante C(n, q) > 0, so dass fu¨r alle
0 < r < 1R gilt∫
Br
























































 1q C(n, q) r n+2qq















Lemma 8.6. Sei n ≥ 2, R > 0, 1 ≤ q < ∞ und sei u ∈ Lq(Rn\BR) harmonisch
in Rn\BR. Sei





fu¨r jedes x ∈ B 1
R
\{0}
die Kelvin-Transformation. Dann gibt es ein v˜ ∈ C∞(B 1
R
) mit






ρ ∈ C∞(R), 0 ≤ ρ ≤ 1, ρ(t) =
{
0 ,falls |t| ≤ 1
1 ,falls |t| ≥ 2
Setze
ρk(x) := ρ (k|x|) ∀ k ∈ N
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Dann gilt
ρk ∈ C∞(Rn), 0 ≤ ρk ≤ 1, ρk(x) =
{
0 ,falls |x| ≤ 1k
1 ,falls |x| ≥ 2k
und es gibt eine Konstante C > 0 mit
‖∇ρk‖∞ ≤ k C ‖∂i∂jρk‖∞ ≤ k2C
(b) Sei φ ∈ C∞0 (B 1
R
). Dann ist ρkφ ∈ C∞0 (B 1
R
\{0}) und
0 = 〈v,∆(ρkφ)〉B 1
R




+ 〈v, ρk∆φ〉B 1
R
Wir ko¨nnen dann abscha¨tzen∣∣∣∣〈v, φ∆ρk〉B 1
R
























→ 0 (k →∞)
(c) Offensichtlich ist
ρkv∆φ→ v∆φ fast u¨berall in B 1
R
und














und schließlich nach dem Weylschen Lemma die Behauptung.
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Theorem 8.7. Sei n ≥ 2, R > 0, 1 ≤ q <∞. Dann gibt es eine Konstante C =




C ‖u‖1;Rn\BR |x|−3 ,falls q = 1
C ‖u‖q;Rn\BR |x|−2 ,falls 1 < q ≤ 2
C ‖u‖q;Rn\BR |x|−1 ,falls 2 < q <∞
 falls n = 2
|u(x)| ≤

C ‖u‖1;Rn\BR |x|−n−1 ,falls q = 1
C ‖u‖q;Rn\BR |x|−n ,falls 1 < q ≤ nn−1
C ‖u‖q;Rn\BR |x|1−n ,falls nn−1 < q ≤ nn−2
C ‖u‖q;Rn\BR |x|2−n ,falls nn−2 < q <∞

falls n ≥ 3
Beweis. (a) Sei





fu¨r alle x ∈ B 1
R
\{0}
die Kelvin-Transformation. Nach Lemma 8.6 gibt es eine harmonische Fortsetzung
von v auf B 1
R
, die wir wieder mit v bezeichnen. Wegen der Mittelwerteigenschaft






























was gegen 0 strebt fu¨r (r → 0), wenn
n
q
+ 2− n ≥ 0 d.h. n ≥ q(n− 2)
Also erhalten wir
v(0) = 0 wenn n = 2
v(0) = 0 wenn n ≥ 3 und q ≤ n
n− 2
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(b) Genauso folgt aus Lemma 8.1 und Lemma 8.5
























was gegen 0 konvergiert fu¨r (r → 0), wenn
n
q
+ 2− (n+ 1) ≥ 0 d.h. n ≥ q(n− 1)
Also gilt
(∂jv)(0) = 0 wenn n ≥ 2 und q ≤ n
n− 1
(c) Ebenso erhalten wir aus Lemma 8.3 und Lemma 8.5


























was gegen 0 konvergiert fu¨r (r → 0), wenn
n
q
+ 2− (n+ 2) ≥ 0 d.h. 1 ≥ q
Also gilt
(∂i∂jv)(0) = 0 wenn n ≥ 2 und q = 1
(d) Fu¨r x ∈ B 1
R
gibt es nach der Taylorformel ax, bx, cx ∈ B 1
R
mit
v(x) = v(0) + 〈∇v(ax), x〉















(e) Sei n ≥ 3 und nn−2 < q < ∞. Sei x ∈ B 12R . Aus der Mittelwerteigenschaft und
Lemma 8.5 folgt













≤ K2(n,R, q) ‖u‖q;Rn\BR
Fu¨r y ∈ Rn\B2R ist deshalb





≤ |y|2−nK2(n,R, q) ‖u‖q;Rn\BR
(f) Sei n ≥ 3 und nn−1 < q ≤ nn−2 oder sei n = 2 und 2 < q <∞. Dann ist nach (a)
v(0) = 0, und fu¨r x ∈ B 1
2R
gilt nach Lemma 8.1 und Lemma 8.5













≤ K4(n,R, q) ‖u‖q;Rn\BR
und daher nach (d)
|v(x)| = | v(0)︸︷︷︸
=0
+〈∇v(ax), x〉|
≤ |∇v(ax)| |x| ≤ K5(n,R, q) ‖u‖q;Rn\BR |x|
Fu¨r y ∈ Rn\B2R gilt also





≤ |y|1−nK4(n,R, q) ‖u‖q;Rn\BR
(g) Sei n ≥ 2 und 1 < q ≤ nn−1 . Dann erhalten wir aus (a) und (b) v(0) = 0,
∇v(0) = 0, und fu¨r x ∈ B 1
2R
gilt nach Lemma 8.3 und Lemma 8.5














≤ K7(n,R, q) ‖u‖q;Rn\BR
48
und also nach (d)
|v(x)| = | v(0)︸︷︷︸
=0












 12 ≤ K8(n,R, q) ‖u‖q;Rn\BR |x|2
Fu¨r y ∈ Rn\B2R folgt deshalb





≤ |y|−nK8(n,R, q) ‖u‖q;Rn\BR
(h) Sei n ≥ 2 und q = 1. Dann erhalten wir aus (a), (b) und (c) v(0) = 0, ∂iv(0) = 0
und ∂i∂jv(0) = 0, und fu¨r x ∈ B 1
2R
gilt nach Lemma 8.3 und Lemma 8.5















und also nach (d) genauso wie in (f) und (g)
|v(x)| ≤ K11(n,R) ‖u‖1;Rn\BR |x|3
Fu¨r y ∈ Rn\B2R folgt deshalb






Theorem 8.8. Sei n ≥ 2, R > 0, 1 ≤ q < ∞. Dann gibt es eine Konstante
C = C(n, q,R) > 0 und eine Funktion fq ∈ Lq(Rn\B2R), derart dass fu¨r jedes
x ∈ Rn\B2R und jedes harmonische u ∈ Lq(Rn\BR) gilt
|u(x)| ≤ C ‖u‖q;Rn\BR fq(x)
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Beweis. Fu¨r k ∈ Z gilt
| · |k−n ∈ Lq(Rn\B2R) ⇔
∫ ∞
2R
rn−1+q(k−n) dr < ∞
⇔ n− 1 + q(k − n) < −1
⇔ n < q(n− k)
Deshalb folgt
n = 2 : | · |−3 ∈ Lq(Rn\B2R) ⇔ q > 23
n = 2 : | · |−2 ∈ Lq(Rn\B2R) ⇔ q > 1
n = 2 : | · |−1 ∈ Lq(Rn\B2R) ⇔ q > 2
n ≥ 3 : | · |−n−1 ∈ Lq(Rn\B2R) ⇔ q > nn+1
n ≥ 3 : | · |−n ∈ Lq(Rn\B2R) ⇔ q > 1
n ≥ 3 : | · |1−n ∈ Lq(Rn\B2R) ⇔ q > nn−1
n ≥ 3 : | · |2−n ∈ Lq(Rn\B2R) ⇔ q > nn−2
und die Behauptung folgt aus Theorem 8.7
Lemma 8.9. Sei G ⊂ Rn offen und sei p ∈ Lq(G) (1 ≤ q <∞) harmonisch in G.











fu¨r jedes k ∈ N und fu¨r alle G′ ⊂ G mit dist(G′, ∂G) > 0.
(b) k = 1 : Nach Lemma 8.2 gilt fu¨r G′ ⊂ G mit dist(G′, ∂G) > 0
‖∂ip‖q;G′ ≤ 4(n+ 1)dist(G′, ∂G) ‖p‖q;G <∞
(c) k → k + 1 : Fu¨r k ∈ N gelte
Dαp ∈ Lq(G′)
50
fu¨r alle |α| = k und alle G′ ⊂ G mit dist(G′, ∂G) > 0.
Sei G0 ⊂ G mit dist(G0, ∂G) > 0. Setze
G′ := {x ∈ G : dist(x, ∂G) > 1
2
dist(G0, ∂G)}
Dann ist G0 ⊂ G′ ⊂ G, dist(G′, ∂G) > 0 und dist(G0, ∂G′) > 0.






Lemma 8.10. Sei n ≥ 2, C > 0, R > 1 und p sei harmonisch in Rn\BR
2
.
1. Falls n ≥ 3 und
|p(x)| ≤ C |x|2−n
fu¨r alle |x| ≥ R, so existiert ein C˜ > 0 mit
|∂ip(x)| ≤ C˜ |x|1−n
fu¨r alle |x| ≥ 2R und alle i = 1, . . . , n.
2. Falls n ≥ 2 und
|p(x)| ≤ C |x|1−n
fu¨r alle |x| ≥ R, so existiert ein C˜ > 0 mit
|∂ip(x)| ≤ C˜ |x|−n
fu¨r alle |x| ≥ 2R und alle i = 1, . . . , n.
3. Falls n ≥ 2 und
|p(x)| ≤ C |x|−n
fu¨r alle |x| ≥ R, so existiert ein C˜ > 0 mit
|∂ip(x)| ≤ C˜ |x|−n−1
fu¨r alle |x| ≥ 2R und alle i = 1, . . . , n.
Beweis. (a) Sei n ≥ 3 und
|p(x)| ≤ C |x|2−n




Finde s < q <∞ mit
n ≥ (n− 3)q
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und













































n− 2 ⇐⇒ q(n− 2) ≤ n+ q ⇐⇒ q(n− 3) ≤ n
Also ist fu¨r r > R > 1















= C2(n, q) rn+q(2−n)
Somit ergibt sich





















































und ∂ip ist harmonisch in Rn\BR
2




und nach Theorem 8.7 gibt es eine Konstante C5 = C5(n, q,R, p) > 0 mit
|(∂ip)(x)| ≤ C5 |x|1−n fu¨r alle |x| ≥ 2R
(b) Sei n ≥ 2 und
|p(x)| ≤ C |x|1−n




Finde s < q <∞ mit
n ≥ (n− 2)q
und
p ∈ Lq(Rn\B 3R
4
)
Analog zu (a) folgt dann
|(∂ip)(x)| ≤ C˜ |x|−n fu¨r alle |x| ≥ 2R
(c) Sei n ≥ 2 und
|p(x)| ≤ C |x|−n
fu¨r alle |x| ≥ R. Setze
s := 1
Finde 1 = s < q <∞ mit
n ≥ (n− 1)q
und
p ∈ Lq(Rn\B 3R
4
)
Analog zu (a) folgt dann
|(∂ip)(x)| ≤ C˜ |x|−n−1 fu¨r alle |x| ≥ 2R
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Lemma 8.11. Sei n ≥ 2, G ⊂ Rn Außengebiet, und sei u harmonisch in G. Seien
r > 0, ϕr und ψri wie in Theorem 3.7.
1. Es gilt fu¨r alle R > 2r und k = 1, . . . , n∫
G∩BR























2. Falls es R > r, C > 0 gibt mit
|u(x)| ≤ C |x|1−n
fu¨r alle |x| ≥ R, so gilt ∫
G
u∆ϕr dx = 0
3. Falls es R > r, C > 0 gibt mit
|u(x)| ≤ C |x|−n
fu¨r alle |x| ≥ R, so gilt fu¨r k = 1, . . . , n∫
G
u∆ψrk dx = 0




























(b) Sei R > 2r und k = 1, . . . , n. Mit dem Satz von Gauß berechnet man∫
G∩BR





























































(c) Es gelte fu¨r alle |x| ≥ R
|u(x)| ≤ C |x|1−n
Nach Lemma 8.10 ist dann
|(∂iu)(x)| ≤ C˜ |x|−n

























Fu¨r R→∞ folgt ∫
G
u∆ϕr dx = 0
(d) Es gelte fu¨r alle |x| ≥ R
|u(x)| ≤ C |x|−n
Nach Lemma 8.10 ist dann
|(∂iu)(x)| ≤ C˜ |x|−n−1































Fu¨r R→∞ folgt ∫
G
u∆ψrk dx = 0
Theorem 8.12. Sei n ≥ 2, 1 < q <∞, G ⊂ Rn Außengebiet, und sei u ∈ Lq(G)
harmonisch in G. Dann ist
u ∈ Bq(G)
genau dann, wenn es C > 0, R > 1 gibt mit
|u(x)| ≤ C |x|−n
fu¨r alle |x| ≥ R.
Beweis. (a) Es gelte fu¨r alle |x| ≥ R
|u(x)| ≤ C |x|−n





u∆ϕr dx = 0

















u∆φdx ∀ φ ∈ Ĥ2,q′• (G)
und somit
u ∈ Bq(G)
(b) Umgekehrt gelte nun
u ∈ Bq(G)
Sei R > 0 mit Rn\G ⊂ BR
2
. Sei









die Kelvin-Transformation. Nach Lemma 8.6 ist v harmonisch in 0 fortsetzbar. Diese
Fortsetzung nennen wir wieder v. Nach der Taylorformel gibt es fu¨r jedes x ∈ B 1
2R
ein ax ∈ B 1
2R
mit









Da ∂iv beschra¨nkt ist in B 1
2R
gibt es ein M > 0 mit








fu¨r jedes x ∈ Rn\B2R
die Kelvin-Transformation von w. Dann gilt fu¨r |x| ≥ 2R
|(Kw)(x)| ≤ |x|2−nM 1|x| = M |x|
1−n
Außerdem ist nach [ABR, S.62]
∆Kw = 0
Also erhalten wir aus Lemma 8.11∫
G
Kw∆ϕr dx = 0
Nun ist aber auch














































(2− n)xi |x|−n xi|x| dωx
= v(0) (2− n) (2r)n−1(2r)1−nωn = v(0) (2− n)ωn
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Fu¨r n ≥ 3 folgt dann
v(0) = 0
Fu¨r n = 2 gilt ohnehin nach Beweisteil (a) von Theorem 8.7
v(0) = 0
Nach der Taylorformel gibt es fu¨r jedes x ∈ B 1
2R




















Da ∂i∂jv beschra¨nkt ist in B 1
2R
gibt es ein C > 0 mit
|h(x)| ≤ C |x|2 ∀ |x| ≤ 1
2R
Sei





fu¨r jedes x ∈ Rn\B2R
die Kelvin-Transformation von h. Dann gilt fu¨r |x| ≥ 2R
|(Kh)(x)| ≤ |x|2−nC 1|x|2 = C |x|
−n
Außerdem ist nach [ABR, S.62]
∆Kh = 0
Also erhalten wir aus Lemma 8.11∫
G
Kh∆ψrk dx = 0
Nun ist aber auch




































u(x) = (Kh)(x) ∀ |x| ≥ 2R
und fu¨r |x| ≥ 2R
|u(x)| = |(Kh)(x)| ≤ C |x|−n
9 Die Dichtheit von Hk,q(G) ∩Bq(G) in Bq(G)
Theorem 9.1. Sei n ≥ 2, k ∈ N, k ≥ 2, 1 < q < ∞ und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ C2+k. Es gelte p ∈ Bq(G).
Dann gibt es eine Folge (hm) ⊂ Hk,q(G) ∩Bq(G) mit
‖hm − p‖q;G → 0 (m→∞)
Beweis. (a) Betrachte die Friedrichssche Gla¨ttung pε fu¨r ε > 0. Da G beschra¨nkt
ist, folgt
pε ∈ C∞0 (Rn) ⊂ H∞,q(G) ∀ ε > 0




= 〈pε,∆φ〉G ∀ φ ∈ Ĥ2,q
′
• (G)




= 〈∆pε, φ〉G ∀ φ ∈ C∞0 (G)
erhalten wir aus Theorem 7.7
∆s(ε) ∈ Hk,q(G)




= 〈pε,∆φ〉G − 〈p,∆φ〉G︸ ︷︷ ︸
=0
= 〈pε − p,∆φ〉G
und deshalb nach Theorem 3.8






≤ Cq‖pε − p‖q;G → 0 (ε→ 0)
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(c) Setze
h(ε) := pε −∆s(ε)
Dann ist nach (a)
h(ε) ∈ Hk,q(G) ∩Bq(G)
und nach (b)
‖h(ε) − p‖q;G ≤ ‖pε − p‖q;G + ‖∆s(ε)‖q;G
≤ (1 + Cq) ‖pε − p‖q;G → 0 (ε→ 0)
Theorem 9.2. Sei n ≥ 2, k ∈ N, k ≥ 2, 1 < q < ∞ und sei G ⊂ Rn ein
Außengebiet mit ∂G ∈ C2+k. Es gelte p ∈ Bq(G).
Dann gibt es eine Folge (hm) ⊂ Hk,q(G) ∩Bq(G) mit
‖hm − p‖q;G → 0 (m→∞)
Beweis. (a) Betrachte wieder pε fu¨r ε > 0. Es gelte Rn\G ⊂ BR
2
fu¨r ein R > 0.
Dann ist





Daher gilt nach Lemma A.12 fu¨r jedes x ∈ Rn\BR und alle 0 < ε < R2
pε(x) = p(x)











Schließlich ist somit fu¨r 0 < ε < R2
pε ∈ H∞,q(Rn)




= 〈pε,∆φ〉G ∀φ ∈ Ĥ2,q
′
• (G)




= 〈∆pε, φ〉G ∀φ ∈ C∞0 (G)
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Sei φ ∈ C∞0 (Rn\BR) ⊂ Ĥ2,q
′




= 〈pε,∆φ〉G = 0
Deshalb ist nach dem Lemma von Weyl ∆s(ε) ∈ Lq(G) eine harmonische Funktion





Aus Lemma A.5 erhalten wir schließlich fu¨r jedes 0 < ε < R2
∆s(ε) ∈ Hk,q(G)




= 〈pε,∆φ〉G − 〈p,∆φ〉G︸ ︷︷ ︸
=0
= 〈pε − p,∆φ〉G
und daraus nach Theorem 3.8






≤ Cq‖pε − p‖q;G → 0 (ε→ 0)
(d) Setze
h(ε) := pε −∆s(ε)
Nach (a) und (b) gilt
h(ε) ∈ Hk,q(G) ∩Bq(G) ∀ 0 < ε < R
2
und nach (c)
‖h(ε) − p‖q;G ≤ ‖pε − p‖q;G + ‖∆s(ε)‖q;G
≤ (1 + Cq) ‖pε − p‖q;G → 0 (ε→ 0)
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10 Die Kompaktheit der Einbettung H1,q(G) ∩ Bq(G) ⊂
Bq(G) in Außengebieten
Theorem 10.1 Sei n ≥ 2, 1 < q < ∞ und sei G ⊂ Rn ein Außengebiet mit
∂G ∈ C1.
Dann ist die Einbettung
H1,q(G) ∩Bq(G)→ Bq(G)
kompakt.
Beweis. (a) Es ist H1,q(G) reflexiv. Jeder abgeschlossene Teilraum eines reflexiven
Raumes ist reflexiv (vgl. [Alt, Satz 6.8, S.216]). Also ist H1,q(G) ∩ Bq(G) reflexiv.






Nach Lemma B.5 genu¨gt es also zu zeigen: Fu¨r jede Folge (hk) ⊂ H1,q(G) ∩ Bq(G)
mit F ∗(hk)→ 0 fu¨r alle F ∗ ∈ H1,q(G)∗ gilt: ‖hk‖q;G → 0.
(b) Sei R > 0 derart, dass Rn\G ⊂ BR
2
. Dann ist
Gr := G ∩Br
fu¨r r > R beschra¨nkt und
∂Gr ∈ C1
Sei F ∗ ∈ H1,q(Gr)∗ gegeben. Definiere






∀ h ∈ H1,q(G)







Weil die Einbettung H1,q(Gr) → Lq(Gr) kompakt ist (siehe z.B. [Alt, Satz 8.8,
S.314]) erhalten wir
‖hk‖q;G∩Br → 0 (k →∞) ∀ r > R
(c) Sei x ∈ Rn\B2R. Definiere
F ∗(h) := h(x) ∀ h ∈ H1,q(G) ∩Bq(G)
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Dann folgt aus der Mittelwerteigenschaft











F ∗ ∈ H1,q(G)∗
Das bedeutet
hk(x) = F ∗(hk)→ 0 ∀ x ∈ Rn\B2R
(d) Nach Theorem 8.8 gibt es ein fq ∈ Lq(Rn\B2R), so dass fu¨r jedes x ∈ Rn\B2R
gilt:
|hk(x)| ≤ C ‖hk‖q;Rn\BR fq(x)
Wegen der schwachen Konvergenz der Folge gibt es ein C ′ > 0 mit
‖hk‖q;G ≤ C ′ ∀ k ∈ N
Deshalb folgt nach (c) und dem Satz von Lebesgue
‖hk‖q;Rn\B2R → 0 (k →∞)
(e) Aus (b) und (d) folgt schließlich
‖hk‖q;G → 0 (k →∞)
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11 Definition des Operators Zq und seine grundlegenden
Eigenschaften
Definition 11.1. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder
Außengebiet mit ∂G ∈ C1.
1. Sei T q : Lq(G)→ Ĥ1,q• (G)n definiert durch (vgl. Theorem 2.9)〈∇T q(p),∇φ〉G = 〈p,divφ〉G fu¨r alle φ ∈ Ĥ1,q′• (G)n
2. Setze Zq : Lq(G)→ Lq(G), Zq(p) := div (T qp)
Theorem 11.2. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außen-









Beweis. (a) Sei p0 ∈ Aq(G). Dann ist p0 = ∆s mit s ∈ Ĥ2,q• (G). Wie im Beweis
von Lemma 3.10 gibt es v ∈ Ĥ2,q0 (G) und f ∈ C∞(Rn), so dass
∂i∂jf ∈ C∞0 (G) und s = v + f
Nach Definition 3.2 gibt es eine Folge (vk) ⊂ C∞0 (G) mit ‖∇2(vk − v)‖q;G → 0.

























































∇s = T q(p0)
und
Zq(p0) = div (T qp0) = ∆s = p0
(b) Sei jetzt ph ∈ Bq(G). Sei ϕ ∈ Ĥ2,q
′
• (G). Dann ist ∇ϕ ∈ Ĥ1,q
′
• (G)n. Wie in (a)
gibt es v ∈ Ĥ2,q′0 (G) und f ∈ C∞(Rn) mit
∂i∂jf ∈ C∞0 (G) und ϕ = v + f
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Es existiert wieder (vk) ⊂ C∞0 (G) mit ‖∇2(vk − v)‖q;G → 0. Dann folgt






















Zq(ph) = div (T q(ph)) ∈ Bq(G)
Theorem 11.3. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außen-








fu¨r alle φ ∈ Ĥ1,q′• (G)n,
wenn es ein p ∈ Lq(G) gibt mit
λZq(p) = p
In diesem Fall kann man p = divu wa¨hlen.











λT q(p) = u
und
λZq(p) = divu = p
(b) Andererseits gebe es p ∈ Lq(G) mit
λZq(p) = p
Dann setze


















fu¨r alle φ ∈ Ĥ1,q′• (G)n
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Theorem 11.4. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet oder Außen-
gebiet mit ∂G ∈ C1. Fu¨r λ ∈ R und p ∈ Lq(G) gelte
Zq(p) = λ p
Dann ist λ = 1 oder p ∈ Bq(G)
Beweis. Zerlege gema¨ß Theorem 4.2
p = p0 + ph, p0 ∈ Aq(G), ph ∈ Bq(G)
Dann gilt nach Theorem 11.2
λ p0 + λ ph = Zq(p0) + Zq(ph) = p0 + Zq(ph)
Wir erhalten die Zerlegung
(λ− 1)p0︸ ︷︷ ︸
∈Aq(G)
+λ ph − Zq(ph)︸ ︷︷ ︸
∈Bq(G)
= 0
Wegen der Direktheit der Zerlegung in Theorem 4.2 gilt deshalb
(λ− 1)p0 = 0
Das bedeutet λ = 1 oder p0 = 0
12 Die Eigenwerte in Bq(G) fu¨r Außengebiete
Dieses Kapitel beruht auf der Idee von Michel Crouzeix [Cr], die in der Einleitung
skizziert worden ist.
Lemma 12.1. Sei n ≥ 2, 1 < q <∞, k ∈ N und sei G ⊂ Rn ein Außengebiet mit
∂G ∈ Ck+2. Es gelte p ∈ Bq(G) ∩Hk,q(G) und u := T q(p). Dann gilt
1. ∇u ∈ Hk,q(G)n2 und ‖∇u‖k,q;G ≤ C(G, k, q, n) ‖p‖k,q;G
2. ∆u = ∇p
3. u ∈ C1(G)n (falls k > nq )
4. p ∈ C0(G) (falls k > nq )









und fu¨r ϕ ∈ C∞0 (G) und i = 1, . . . , n gilt
〈∇ui,∇ϕ〉G = −〈∂ip, ϕ〉G
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Wegen ∂G ∈ Ck+2 erhalten wir aus Theorem 7.5, Lemma A.15 und Theorem 2.8
∇u ∈ Hk,q(G)n2
und
‖∇u‖k,q;G ≤ C1(G, k, q, n)
[
‖∇p‖k−1,q;G + ‖u‖q;G∩BRk + ‖∇u‖q;G
]
≤ C2(G, k, q, n) ‖p‖k,q;G











(c) Es gelte k > nq . Sei R > 0 groß genug, dass ∂(G ∩BR) ∈ Ck+2. Dann ist
u ∈ Hk+1,q(G ∩Br)n ∀ r > R
und aus den Sobolevschen Einbettungssa¨tzen (siehe z.B. [Alt, Satz 8.13, S.319]) folgt
u ∈ C1(G ∩Br)n ∀ r > R
Schließlich gilt dann auch
u ∈ C1(G)n
Genauso kann man zeigen
p ∈ C0(G)
Lemma 12.2. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k > nq und sei G ⊂ Rn ein
Außengebiet mit ∂G ∈ Ck+2 ∩ C4. Es gelte
p ∈ Bq(G) ∩Hk,q(G) u := T q(p)
Weiter sei












w ∈ H1,q0 (G) ∩H2,q(G) ∩ C00 (Rn)
und es gibt eine Konstante C = C(n, q,G, ζ) > 0 mit
‖w‖2,q;G ≤ C ‖p‖q;G
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Beweis. (a) Sei R > 0 mit supp(ζ) ⊂ BR und Rn\G ⊂ BR. Wa¨hle η ∈ C∞0 (Rn)
mit η(x) = 1 fu¨r x ∈ supp(ζ). Nach der Definition von Ĥ1,q• (G) gilt
ηu ∈ H1,q0 (G)n
Aus Lemma A.3 folgt
u∇ζ = (ηu)∇ζ ∈ H1,q0 (G)
Weil (nach Theorem 5.5) gilt
ζ ∈ H1,q0 (G)
und
‖ζ‖∞ + ‖∇ζ‖∞ <∞
erhalten wir aus Lemma A.4
pζ ∈ H1,q0 (G)
und schließlich zusammen mit Lemma 12.1, Theorem 5.2 und dem Erga¨nzungssatz
von Tietze





























Daher existieren nach Lemma A.1 und Lemma 12.1 lokal die zweiten Ableitungen
von w, und es gilt die Produktregel. Also ist
∆w = ∆u︸︷︷︸
=∇p







= 2∇u · ∇∇ζ + u · ∇∆ζ − 1
2
p∆ζ
Wegen Lemma A.15 und Theorem 2.9 ko¨nnen wir schließen
‖∆w‖q;G ≤ C1(ζ)‖∇u‖q;G + C2(ζ)‖u‖q;G∩BR + C3(ζ)‖p‖q;G
≤ C4(ζ, n, q,G,R)‖p‖q;G
(c) Ebenfalls nach Lemma A.15 und Theorem 2.9 gilt
‖w‖q;G ≤ C5(ζ)‖u‖q;G∩BR + C6(ζ)‖p‖q;G
≤ C7(ζ, q,G,R)‖p‖q;G
(d) Es ist w ∈ H1,q0 (G) und w(x) = 0 fu¨r |x| > R. Daher gilt
w ∈ H1,q0 (G ∩B2R)
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und aus Theorem 2.8 und dem Lemma von Poincare´ folgt








≤ C8(q,G,R) ‖∆w‖q;G∩B2R = C8(q,G,R) ‖∆w‖q;G
(e) Wegen Theorem 7.6 gilt w ∈ H2,q(G), und wir ko¨nnen letztlich abscha¨tzen
‖w‖2,q;G ≤ C9(G, q, n) (‖∆w‖q;G + ‖w‖1,q;G)
≤
(b),(c),(d)
C10(G, q, n, ζ, R) ‖p‖q;G
Lemma 12.3. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
Außengebiet mit ∂G ∈ Ck+2. Es gelte
p ∈ Bq(G) ∩Hk,q(G)
Dann gilt
Zq(p)− 12 p ∈ B
q(G) ∩Hk,q(G)
und es gibt eine Konstante C = C(n, q,G) > 0, so dass
‖Zq(p)− 12 p‖1,q;G ≤ C ‖p‖q;G
Beweis. (a) Mit u := T q(p) gilt Zq(p) − 12 p = divu − 12 p. Nach Lemma 12.1 und
Theorem 11.2 gilt
Zq(p)− 12 p ∈ B
q(G) ∩Hk,q(G)
und aus Theorem 2.9 wissen wir
‖Zq(p)− 12 p‖q;G ≤ C1(n, q) ‖p‖q;G
(b) Sei nun nach Theorem 6.1












Dann gilt nach Lemma 12.2
w ∈ H1,q0 (G) ∩H2,q(G) ∩ C00 (Rn)


























































=: f1 + f2 + f3 + f4






und nach Theorem 5.6 gilt fu¨r x ∈ ∂G
(∇ui)(x) = λi(x)N(x)



























Nach Theorem 5.5 erhalten wir daraus
ηf1 ∈ H1,q0 (G ∩BR) ⊂ H1,q0 (G)
und
f1 ∈ Ĥ1,q• (G)
(d) Es gilt uj ∈ Ĥ1,q• (G) und (∂i∂jζ)(∂iζ) ∈ C10 (Rn). Sei supp(ζ) ⊂ BR, Rn\G ⊂ BR.








ηuj(∂i∂jζ)(∂iζ) ∈ H1,q0 (G)
(e) Nach Theorem 5.5 gilt ζ ∈ H1,q0 (G) und ∂ip ∈ H1,q(G), ∂iζ ∈ H1,q(G). Aus
Lemma A.4 erhalten wir

















und nach Theorem 5.5
f4 ∈ Ĥ1,q• (G)
(g) Nach (c)-(f) gilt
∇w∇ζ − (divu− 1
2
p) ∈ Ĥ1,q• (G)
und deshalb ist nach Theorem 2.8
‖∇
[


















































‖q;G ≤ C2(q, ζ) ‖w‖2,q;G
≤ C3(n, q,G, ζ)‖p‖q;G
(h) Aus (a) und (g) folgt die Behauptung.
Theorem 12.4. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
Außengebiet mit ∂G ∈ Ck+2. Es gelte
p ∈ Bq(G)
Dann gilt
Zq(p)− 12 p ∈ B
q(G) ∩H1,q(G)
und es gibt eine Konstante C = C(n, q,G) > 0 mit
‖Zq(p)− 12 p‖1,q;G ≤ C ‖p‖q;G
Beweis. (a) Wegen Theorem 9.2 gibt es eine Folge (pm) ⊂ Bq(G) ∩Hk,q(G) mit
‖pm − p‖q;G → 0
Nach Lemma 12.3 gilt
‖(Zq(pm)− 12 pm)− (Zq(pm′)− 12 pm′)‖1,q;G ≤ C ‖pm′ − pm‖q;G → 0
Wegen der Vollsta¨ndigkeit von H1,q(G) existiert ein u ∈ H1,q(G), so dass
‖(Zq(pm)− 12 pm)− u‖1,q;G → 0
Weil
‖Zq(pm)− 12 pm‖1,q;G ≤ C ‖pm‖q;G
gilt, erhalten wir fu¨r (m→∞)
‖u‖1,q;G ≤ C ‖p‖q;G
(b) Aus Theorem 11.2 folgt
Zq(p)− 12 p ∈ B
q(G)
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und nach Theorem 2.9 und der Definition von Zq existiert ein C1(n, q) > 0 mit
‖Zq(pi)− 12 pi‖q;G ≤ C1(n, q) ‖pi‖q;G ∀pi ∈ B
q(G)
Deswegen ist
‖(Zq(pm)− 12 pm)− (Zq(p)− 12 p)‖q;G ≤ C1 ‖p− pm‖q;G → 0
Daraus ergibt sich
u = Zq(p)− 12 p
und die Behauptung folgt aus (a)
Theorem 12.5. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
Außengebiet mit ∂G ∈ Ck+2. Dann ist
Zq − 12 I : B
q(G)→ Bq(G)
ein kompakter Operator.
Beweis. Nach Theorem 12.4 gilt fu¨r jedes p ∈ Bq(G)
‖Zq(p)− 12 p‖1,q;G ≤ C ‖p‖q;G
Sei (pm) ⊂ Bq(G) mit ‖pm‖q;G ≤ C˜ <∞ fu¨r alle m ∈ N. Dann gilt auch
‖Zq(pm)− 12 pm‖1,q;G ≤ C C˜ <∞
Weil die Einbettung Bq(G)∩H1,q(G)→ Bq(G) kompakt ist (Theorem 10.1), gibt es
eine Teilfolge (pml) ⊂ (pm), so dass (Zq(pml)− 12 pml) Cauchyfolge ist in Bq(G).
13 Die Eigenwerte in Bq(G) fu¨r beschra¨nkte Gebiete
Dieses Kapitel beruht auf der Idee von Michel Crouzeix [Cr], die in der Einleitung
skizziert worden ist.
Lemma 13.1. Sei n ≥ 2, 1 < q < ∞, k ∈ N und sei G ⊂ Rn ein beschra¨nktes
Gebiet mit ∂G ∈ Ck+2. Es gelte p ∈ Bq(G) ∩Hk,q(G) und u := T q(p). Dann gilt
1. ∇u ∈ Hk,q(G)n2 und ‖∇u‖k,q;G ≤ C(G, k, q, n) ‖p‖k,q;G
2. ∆u = ∇p
3. u ∈ C1(G)n (falls k > nq )
4. p ∈ C0(G) (falls k > nq )
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und fu¨r ϕ ∈ C∞0 (G) und i = 1, . . . , n gilt
〈∇ui,∇ϕ〉G = −〈∂ip, ϕ〉G




‖∇u‖k,q;G ≤ C1(G, k, q, n) [‖∇p‖k−1,q;G + ‖u‖q;G + ‖∇u‖q;G]
≤ C2(G, k, q, n) ‖p‖k,q;G











(c) Es gelte k > nq . Aus (a) folgt
u ∈ Hk+1,q(G)n





Lemma 13.2. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k > nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ Ck+2 ∩ C4. Es gelte
p ∈ Bq(G) ∩Hk,q(G) u := T q(p)
Weiter sei












w ∈ H1,q0 (G) ∩H2,q(G) ∩ C00 (Rn)
und es gibt eine Konstante C = C(n, q,G, ζ) > 0 mit
‖w‖2,q;G ≤ C ‖p‖q;G
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Beweis. (a) Aus Lemma A.3 folgt
u∇ζ ∈ H1,q0 (G)
Weil (nach Theorem 5.5) gilt
ζ ∈ H1,q0 (G)
erhalten wir aus Lemma A.4
pζ ∈ H1,q0 (G)
und schließlich




























Daher gilt nach Lemma A.1 und Lemma 13.1
∆w = ∆u︸︷︷︸
=∇p







= 2∇u · ∇∇ζ + u · ∇∆ζ − 1
2
p∆ζ
Wegen des Lemmas von Poincare´ und Theorem 2.9 ko¨nnen wir schließen
‖∆w‖q;G ≤ C1(ζ)‖∇u‖q;G + C2(ζ)‖u‖q;G + C3(ζ)‖p‖q;G
≤ C4(ζ, n, q,G)‖p‖q;G
(c) Ebenfalls nach dem Lemma von Poincare´ und Theorem 2.9 gilt
‖w‖q;G ≤ C5(ζ)‖u‖q;G + C6(ζ)‖p‖q;G
≤ C7(ζ, q,G)‖p‖q;G
(d) Es ist w ∈ H1,q0 (G), und aus Theorem 2.8 und dem Lemma von Poincare´ folgt










(e) Wegen Theorem 7.6 gilt w ∈ H2,q(G) und wir ko¨nnen letztlich abscha¨tzen
‖w‖2,q;G ≤ C9(G, q, n) (‖∆w‖q;G + ‖w‖1,q;G)
≤
(b),(c),(d)
C10(G, q, n, ζ) ‖p‖q;G
Lemma 13.3. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ Ck+2. Es gelte
p ∈ Bq(G) ∩Hk,q(G)
Dann gilt
Zq(p)− 12 p ∈ B
q(G) ∩Hk,q(G)
und es gibt eine Konstante C = C(n, q,G) > 0, so dass
‖Zq(p)− 12 p‖1,q;G ≤ C ‖p‖q;G
Beweis. (a) Mit u := T q(p) gilt Zq(p) − 12 p = divu − 12 p. Nach Lemma 13.1 und
Theorem 11.2 gilt
Zq(p)− 12 p ∈ B
q(G) ∩Hk,q(G)
und aus Theorem 2.9 wissen wir
‖Zq(p)− 12 p‖q;G ≤ C1(n, q) ‖p‖q;G
(b) Sei nun nach Theorem 6.1








w := u∇ζ − 1
2
p ζ
Dann gilt nach Lemma 13.2
w ∈ H1,q0 (G) ∩H2,q(G) ∩ C00 (Rn)



























































=: f1 + f2 + f3 + f4
(c) Weil nach Lemma 13.1 u ∈ H1,q0 (G)n∩C






und nach Theorem 5.6 gilt fu¨r x ∈ ∂G
(∇ui)(x) = λi(x)N(x)















und daher nach Theorem 5.2




Nach Theorem 5.5 erhalten wir daraus
f1 ∈ H1,q0 (G)




uj(∂i∂jζ)(∂iζ) ∈ H1,q0 (G)
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(e) Nach Theorem 5.5 gilt ζ ∈ H1,q0 (G) und ∂ip ∈ H1,q(G), ∂iζ ∈ H1,q(G). Aus
Lemma A.4 erhalten wir

















und nach Theorem 5.5
f4 ∈ H1,q0 (G)
(g) Nach (c)-(f) gilt
∇w∇ζ − (divu− 1
2
p) ∈ H1,q0 (G)
und deshalb ist nach Theorem 2.8
‖∇
[

















































‖q;G ≤ C2(q, ζ) ‖w‖2,q;G
≤ C3(n, q,G, ζ)‖p‖q;G
(h) Aus (a) und (g) folgt die Behauptung.
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Theorem 13.4. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ Ck+2. Es gelte
p ∈ Bq(G)
Dann gilt
Zq(p)− 12 p ∈ B
q(G) ∩H1,q(G)
und es gibt eine Konstante C = C(n, q,G) > 0 mit
‖Zq(p)− 12 p‖1,q;G ≤ C ‖p‖q;G
Beweis. (a) Wegen Theorem 9.1 gibt es eine Folge (pm) ⊂ Bq(G) ∩Hk,q(G) mit
‖pm − p‖q;G → 0
Nach Lemma 13.3 gilt
‖(Zq(pm)− 12 pm)− (Zq(pm′)− 12 pm′)‖1,q;G ≤ C ‖pm′ − pm‖q;G → 0
Wegen der Vollsta¨ndigkeit von H1,q(G) existiert ein u ∈ H1,q(G), so dass
‖(Zq(pm)− 12 pm)− u‖1,q;G → 0
Weil
‖Zq(pm)− 12 pm‖1,q;G ≤ C ‖pm‖q;G
gilt, erhalten wir fu¨r (m→∞)
‖u‖1,q;G ≤ C ‖p‖q;G
(b) Aus Theorem 11.2 folgt
Zq(p)− 12 p ∈ B
q(G)
und nach Theorem 2.9 und der Definition von Zq gilt
‖Zq(pi)− 12 pi‖q;G ≤ C1(n, q) ‖pi‖q;G ∀pi ∈ B
q(G)
Deswegen ist
‖(Zq(pm)− 12 pm)− (Zq(p)− 12 p)‖q;G ≤ C1 ‖p− pm‖q;G → 0
Daraus ergibt sich
u = Zq(p)− 12 p
und die Behauptung folgt aus (a)
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Theorem 13.5. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ Ck+2. Dann ist
Zq − 12 I : B
q(G)→ Bq(G)
ein kompakter Operator.
Beweis. Nach Theorem 13.4 gilt fu¨r jedes p ∈ Bq(G)
‖Zq(p)− 12 p‖1,q;G ≤ C ‖p‖q;G
Sei (pm) ⊂ Bq(G) mit ‖pm‖q;G ≤ C˜ <∞ fu¨r alle m ∈ N. Dann gilt auch
‖Zq(pm)− 12 pm‖1,q;G ≤ C C˜ <∞
Weil die Einbettung H1,q(G)→ Lq(G) kompakt ist (siehe z.B. [Alt, Satz 8.9, S.314]),
gibt es eine Teilfolge (pml) ⊂ (pm), so dass (Zq(pml) − 12 pml) Cauchyfolge ist in
Bq(G).
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14 Das Cosserat Spektrum
Theorem 14.1. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ Ck+2.
1. Fu¨r s ∈ Ĥ2,q• (G) und u0 := ∇s gilt〈∇u0,∇φ〉G = 〈divu0,divφ〉G fu¨r alle φ ∈ Ĥ1,q′• (G)







fu¨r alle φ ∈ Ĥ1,q′• (G)
















ist endlich oder abza¨hlbar.
4. Fu¨r λ ∈ R\{1, 2} ist der Vektorraum
Vλ :=
{








fu¨r alle φ ∈ Ĥ1,q′• (G)
}
endlichdimensional.
5. Fu¨r jede Folge (λm) ⊂W mit paarweise verschiedenen Folgengliedern gilt
λm → 2 (m→∞)




















fu¨r alle φ ∈ Ĥ1,q′• (G)
Nach Theorem 11.3 gilt mit p := divu
λZq(p) = p
Falls λ = 0 gilt, so ist u = 0 und trivialerweise divu ∈ Bq(G). Falls λ 6= 0, folgt aus
Theorem 11.4
λ = 1 oder divu ∈ Bq(G)
(c) Nach Theorem 11.3 und (b) gilt: λ ∈ W\{0, 1} genau dann, wenn es ein p ∈
Bq(G) gibt mit Zq(p) = 1λp
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Wegen Theorem 12.5, Theorem 13.5 und Theorem B.9 ist σ(R)p (Zq) endlich oder
abza¨hlbar. Deshalb ist auch
W\{0, 1} =
{
















ai divu(i) = 0







































(e) Sei (λm) ⊂W mit paarweise verschiedenen Folgengliedern. Ohne Einschra¨nkung








eine Folge von paarweise verschiedenen Eigenwerten von Zq. Nach Theorem 12.5,







λm → 2 (m→∞)
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15 Regularita¨t der Lo¨sungen
Theorem 15.1. Sei n ≥ 2, 1 < q <∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn ein
Außengebiet oder beschra¨nktes Gebiet mit ∂G ∈ Ck+2. Es sei p ∈ Bq(G), λ ∈ R\{12}
mit
Zq(p) = λ p
Dann gilt fu¨r alle 1 < q˜ <∞
p ∈ H1,q˜(G) ∩ C0(G)
und
Zq(p) = Zq˜(p)





Zq(p) − 12 p
)
∈ H1,q(G)
(b) Falls q = n, so folgt mit der Ho¨lderungleichung und Theorem 8.7
p ∈ H1,qˆ(G)
fu¨r ein 1 < qˆ < n.
(c) Falls 1 < q < n, so folgt mit
q∗ =
nq
n− q > q
aus den Sobolevschen Einbettungssa¨tzen (siehe z.B. [Alt, Satz 8.9, S.314])
p ∈ Lq∗(G ∩Br) ∀ r > 0
Wegen Theorem 8.7 gilt auch
p ∈ Lq∗(G)
Nach Theorem 7.9 bzw. 7.10 folgt




und 〈∇T q(p),∇φ〉G = 〈p,divφ〉G fu¨r alle φ ∈ Ĥ1,(q∗)′• (G)n
Wegen der Eindeutigkeit in Theorem 2.9 gilt daher





















n− 2q , q
m−mal︷ ︸︸ ︷∗ · · · ∗ = nq
n−mq
Iterativ erha¨lt man damit fu¨r ein n < s <∞
p ∈ H1,s(G)
(d) Es gelte also fu¨r ein n < s < ∞: p ∈ H1,s(G). Nach den Sobolevschen Einbet-
tungssa¨tzen (siehe z.B. [Alt, Satz 8.13, S.319]) gilt
p ∈ C0(G ∩Br) ∀ r > 0
Also auch
p ∈ C0(G)
Somit erhalten wir insbesondere mit der Ho¨lderungleichung
p ∈ Lq˜(G ∩Br) ∀ r > 0 ∀ 1 < q˜ <∞
und mit Theorem 8.12
p ∈ Lq˜(G) ∀ 1 < q˜ <∞
Wie in (c) zeigt man
Zq(p) = Zq˜(p) ∀ 1 < q˜ <∞











Zq˜(p) − 12 p
)
∈ H1,q˜(G) ∀ 1 < q˜ <∞
Lemma 15.2. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k > nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ Ck+4. Es gelte
p ∈ Bq(G) ∩Hk,q(G) u := T q(p)
Weiter sei












w ∈ H1,q0 (G) ∩H2+k,q(G) ∩ C00 (Rn)
und es gibt eine Konstante Ck = Ck(k, n, q,G, ζ) > 0 mit
‖w‖2+k,q;G ≤ Ck ‖p‖k,q;G
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Beweis. Es sind alle Voraussetzungen von Lemma 12.2 bzw. 13.2 erfu¨llt. Wir ko¨nnen
daher alle dort im Beweis vorkommenden Gleichungen und Ungleichungen verwen-
den. Nach Beweisteil (b) von Lemma 12.2 bzw. 13.2 gilt





Nach Lemma 12.1 bzw. 13.1 und Lemma A.15 bzw. dem Lemma von Poincare´ folgt
‖∆w‖k,q;G ≤ C1(ζ)‖∇u‖k,q;G + C2(ζ)‖u‖k,q;G∩BR + C3(ζ)‖p‖k,q;G
≤ C4(ζ, n, q,G,R)‖p‖k,q;G
Somit ist nach Theorem 7.6
w ∈ H2+k,q(G)
und
‖w‖2+k,q;G ≤ C5(G, q, n, k) (‖∆w‖k,q;G + ‖w‖1,q;G)
≤ C6(G, q, n, ζ, R, k) ‖p‖k,q;G
nach Beweisteil (c) und (d) von Lemma 12.2 bzw. 13.2.
Lemma 15.3. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k > 1 + nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ Ck+3. Es gelte
p ∈ Bq(G) ∩Hk,q(G)
Dann gilt
Zq(p)− 12 p ∈ B
q(G) ∩Hk,q(G)
und es gibt eine Konstante Ck = C(k, n, q,G) > 0, so dass
‖Zq(p)− 12 p‖k,q;G ≤ Ck ‖p‖k−1,q;G
Beweis. Es sind alle Voraussetzungen von Lemma 12.3 bzw. 13.3 erfu¨llt. Wir ko¨nnen
daher alle dort im Beweis vorkommenden Gleichungen und Ungleichungen verwen-
den. Außerdem ko¨nnen wir dort wegen Theorem 6.1
ζ ∈ Ck+20 (Rn)
wa¨hlen. Mit den Bezeichnungen des Beweises von Lemma 12.3 bzw. 13.3 gilt nach
Beweisteil (g)













Nach Lemma 15.2 angewendet auf k˜ = k − 1 und p ∈ Bq(G) ∩H k˜,q(G) gilt
∆(∇w∇ζ) ∈ Hk−2,q(G)
und
‖∆(∇w∇ζ)‖k−2,q;G ≤ C1(ζ) ‖w‖1+k,q;G ≤ C2(ζ, n, k, q,G) ‖p‖k−1,q;G
Aus Theorem 7.6 folgt
‖∇w∇ζ − (divu− 1
2
p)‖k,q;G ≤
≤ C2(ζ, n, k, q,G)
[
‖∆(∇w∇ζ)‖k−2,q;G + ‖∇w∇ζ − (divu− 12 p)‖1,q;G
]
Aus Beweisteil (a) und (g) von Lemma 12.3 bzw. 13.3 lesen wir ab
‖divu− 1
2








‖q;G ≤ C5(n, q,G, ζ) ‖p‖q;G
Nach Lemma 12.2 bzw. 13.2 gilt weiter
‖∇w∇ζ‖1,q;G ≤ C6(ζ) ‖w‖2,q;G ≤ C7(ζ, n, q,G) ‖p‖q;G
Also erhalten wir
‖∇w∇ζ − (divu− 1
2
p)‖k,q;G ≤ C8(ζ, n, q,G, k) ‖p‖k−1,q;G
Wie man oben sieht, ist auch
‖∇w∇ζ‖k,q;G ≤ C9(ζ) ‖w‖k+1,q;G ≤ C10(ζ, n, q,G, k) ‖p‖k−1,q;G
Insgesamt folgt mit der Dreiecksungleichung
‖divu− 1
2
p‖k,q;G ≤ ‖∇w∇ζ‖k,q;G + ‖∇w∇ζ − (divu− 12 p)‖k,q;G
≤ C11(ζ, n, q,G, k) ‖p‖k−1,q;G
Theorem 15.4. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn
ein beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ Ck+3. Es gelte p ∈ Bq(G),
λ ∈ R\{12} und
Zq(p) = λ p
Dann gilt fu¨r alle 1 < q˜ <∞
p ∈ Hk,q˜(G)
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Beweis. Nach Theorem 15.1 ist fu¨r alle 1 < q˜ <∞
p ∈ H1,q˜(G) ∩ C0(G)
und
Zq(p) = Zq˜(p)
Wa¨hle ein 1 < s < ∞ mit s > n. Nach Theorem 9.1 bzw. 9.2 gibt es eine Folge
(pm) ⊂ Hk,s(G) ∩Bs(G) mit
‖pm − p‖s;G → 0 (m→∞)
Nach Lemma 15.3 (beachte k ≥ 2 > 1 + ns ) gilt
(Zs − 12I)
lpm ∈ Hk,s(G) ∩Bs(G) ∀ l ∈ N
und
‖(Zs − 12I)
k(pm − pm′)‖k,s;G ≤ Ck ‖(Zs − 12I)
k−1(pm − pm′)‖k−1,s;G
≤ . . .
≤ Ck Ck−1 . . . C2 ‖(Zs − 12I)(pm − pm′)‖1,s;G
12.4≤
13.4
Ck Ck−1 . . . C2C ‖pm − pm′‖s;G → 0
Da Hk,s(G) vollsta¨ndig ist, gibt es ein g ∈ Hk,s(G) mit
‖g − (Zs − 12I)
kpm‖k,s;G → 0 (m→∞)
Da (Zs − 12I)k ein beschra¨nkter Operator ist, gilt auch
‖(Zs − 12I)
kp− (Zs − 12I)
kpm‖s;G → 0 (m→∞)
Also ist
(Zs − 12I)
kp = g ∈ Hk,s(G)
Mit µ := λ− 12 6= 0 gilt
Zs(p) − 12 p = µ p
also
(Zs − 12I)









fu¨r alle 1 < s <∞ mit s > n.
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Nach der Ho¨lderungleichung ist
p ∈ Hk,q˜(G ∩Br) ∀ r > 0 ∀ 1 < q˜ <∞
Wir wissen bereits
p ∈ H1,q˜(G) ∀ 1 < q˜ <∞
Mit Lemma 8.10 und Theorem 8.7 folgt schließlich
p ∈ Hk,q˜(G) ∀ 1 < q˜ <∞
Theorem 15.5. Sei n ≥ 2, 1 < q < ∞, k ∈ N, k ≥ 2, k > nq und sei G ⊂ Rn
ein beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ Ck+3. Es gelte u ∈ Ĥ1,q• (G),







fu¨r alle φ ∈ Ĥ1,q′• (G)n
Dann gilt
1. u ∈ Ĥ1,q˜• (G)n und ∇u ∈ Hk,q˜(G)n2 fu¨r alle 1 < q˜ <∞,
2. u ∈ Ck(G),
3. ∆u = λ∇divu




Fu¨r λ = 0 ist u = 0. Fu¨r λ 6= 0 folgt aus Theorem 15.1 und 15.4 fu¨r alle 1 < q˜ <∞
p ∈ Hk,q˜(G), Zq(p) = Zq˜(p)
Nach Lemma 12.1 bzw. 13.1 ist dann
∇u ∈ Hk,q˜(G)n2 ∀ 1 < q˜ <∞
Wegen Theorem 7.9 bzw. 7.10 gilt auch
u ∈ Ĥ1,q˜• (G)n ∀ 1 < q˜ <∞
Aus den Einbettungssa¨tzen von Sobolev (siehe z.B. [Alt, Satz 8.13, S.319]) folgt
u ∈ Ck(G)














16 Explizite Lo¨sungen fu¨r B1 und Rn\B1
Lemma 16.1. Sei n ≥ 2, k ∈ Z, k 6= −n2 und sei Ω = B1 oder Ω = Rn\B1.
f ∈ C0(Ω) sei eine in Ω harmonische Funktion und es gelte fu¨r alle λ > 0, x ∈ Ω
mit λx ∈ Ω
f(λx) = λk f(x)




(|x|2 − 1) f(x)
Dann gilt




Beweis. (a) Klar ist










(|x|2 − 1) + 2 (∇f)(x)∇ (|x|2 − 1)
+
















2n f(x) + 4k f(x)
]
= f(x)
Theorem 16.2. Sei n ≥ 2, k ∈ Z, k 6= −n2 + 1 und sei Ω = B1 oder Ω = Rn\B1.
p ∈ C1(Ω) sei eine in Ω harmonische Funktion und es gelte fu¨r alle λ > 0, x ∈ Ω mit
λx ∈ Ω




2n+ 4(k − 1)
(|x|2 − 1) (∇p)(x)
Dann gilt











p , n ≥ 3
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Beweis. (a) Fu¨r λ > 0, x ∈ Ω mit λx ∈ Ω ist
p(λx) = λk p(x)
Durch Differenzieren nach xi erha¨lt man
(∂ip)(λx)λ = λk (∂ip)(x)
das heißt
(∂ip)(λx) = λk−1 (∂ip)(x)
Es ist ∂ip ∈ C0(Ω) harmonisch in Ω. Also gilt nach Lemma 16.1
u ∈ C0(Ω)n ∩ C∞(Ω)n
und




(b) Weiter ist fu¨r x ∈ Ω
divu(x) =
1


















n+ 2(k − 1) p(x)
Bemerkung 16.3. (a) Fu¨r den Fall der Einheitskugel B1 ⊂ Rn betrachten wir
harmonisch homogene Polynome vom Grade k ≥ 1. Wir bezeichnen eine Folge sol-
cher Polynome mit (pk) (beispielsweise ko¨nnte man pk(x) = xk1 wa¨hlen). Auf pk ist
Theorem 16.2 anwendbar und wir setzen
uk(x) :=
1
2n+ 4(k − 1)
(|x|2 − 1) (∇pk)(x)
Dann gilt also nach Theorem 16.2





= 0, divuk =

1




pk , n ≥ 3
in B1
Also fu¨r k ∈ N









∇divuk falls n ≥ 3
Im Falle n ≥ 3 erha¨lt man also eine Folge (uk) von klassischen Eigenfunktionen zu
Eigenwerten, die gegen 2 konvergieren.
(b) Da offensichtlich




folgt nach Theorem 5.5 fu¨r jedes 1 < q <∞
uk ∈ H1,q0 (B1)n = Ĥ1,q• (B1)n

































∀φ ∈ Ĥ1,q′• (B1)n
und (uk) ist auch eine Folge von schwachen Eigenfunktionen zu den gleichen Eigen-
werten.
Bemerkung 16.4. (a) Fu¨r den Fall des A¨ußeren der Einheitskugel Rn\B1 be-




(n−2)ωn |z|2−n , z 6= 0, n ≥ 3
− 12pi ln |z| , z 6= 0, n = 2
0 , z = 0, n ≥ 2
und deren Ableitungen. Falls n ≥ 3 definieren wir fu¨r α ∈ Nn0
uα(x) :=
1
2n+ 4(2− n− |α| − 1)
(|x|2 − 1) (∇DαS)(x)
Falls n = 2, so betrachten wir nur |α| ≥ 1. Nach Theorem 16.2 ist dann fu¨r die
betrachteten α













(b) Wie man sich leicht u¨berlegt, ist fu¨r die betrachteten α






1 < q <∞ , falls |α| ≥ 2, n ≥ 2
n
n−1 < q <∞ , falls |α| = 1, n ≥ 2
n
n−2 < q <∞ , falls α = 0, n ≥ 3
Fu¨r η ∈ C∞0 (Rn) mit supp(η) ⊂ BR (R > 1) ist mit dem entsprechenden q






Also gilt nach Theorem 5.5
ηuα ∈ H1,q0 (BR\B1)n
und somit auch
ηuα ∈ H1,q0 (Rn\B1)n
Das bedeutet
uα ∈ Ĥ1,q• (Rn\B1)n fu¨r

1 < q <∞ , falls |α| ≥ 2, n ≥ 2
n
n−1 < q <∞ , falls |α| = 1, n ≥ 2
n
n−2 < q <∞ , falls α = 0, n ≥ 3



























fu¨r alle φ ∈ Ĥ1,q′0 (Rn\B1)n.
(d) Sei ϕr wie in Theorem 2.7 (d.h. r > 1). Fu¨r |α| ≥ 2 und i = 1, . . . , n ist dann
〈∇uαi,∇ϕr〉Rn\B1 = limρ→∞ 〈∇uαi,∇ϕr〉Bρ\B1 =
= lim
ρ→∞

















































Weil fu¨r große |z| und l,m = 1, . . . , n gilt






|(∂luαm)(z)| dωz ≤ C˜(n, α) lim
ρ→∞ ρ



















fu¨r alle φ ∈ Ĥ1,q′• (Rn\B1)n.
Das bedeutet, dass {uα : |α| ≥ 2} eine abza¨hlbare Menge von schwachen Eigenfunk-




2− n− |α| 6= 1 ∀ |α| ≥ 1
und nach Theorem 11.3 und 11.4
divuα ∈ Bq(Rn\B1) ∀ |α| ≥ 2 ∀ 1 < q <∞
und somit
DαS ∈ Bq(Rn\B1) ∀ |α| ≥ 2 ∀ 1 < q <∞
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(f) Sei nun n ≥ 2 und nn−1 < q <∞. Dann gilt nach Lemma 4.4 fu¨r j = 1, . . . , n
∂jS /∈ Bq(Rn\B1), ∂jS ∈ Lq(Rn\B1)





uα ∈ Ĥ1,q• (Rn\B1)n
Wu¨rde fu¨r ein λ ∈ R und fu¨r alle φ ∈ Ĥ1,q′• (Rn\B1)n gelten〈∇uα,∇φ〉Rn\B1 = λ 〈divuα,divφ〉Rn\B1







Nach (a) wa¨re dann
2 +
n− 2
2− n− |α| = λ




2− n− |α| = 1
also |α| = 0, ein Widerspruch!








17 Existenz der Greenschen Funktion




(n−2)ωn |z|2−n , z 6= 0, n ≥ 3
− 12pi ln |z| , z 6= 0, n = 2
0 , z = 0, n ≥ 2
die Fundamentallo¨sung zum Laplace-Operator. Dann gilt fu¨r jedes R > 0 und


























|(∂jS)(z)| dz = 0





M εn−1 1n−2 ε
2−n , n ≥ 3
M ε
∣∣∣ ln |ε|∣∣∣ , n = 2
 → 0 (ε→ 0)
(b) Fu¨r jedes n ≥ 2 gilt






















→ −f(0) (ε→ 0)











(n− 2)2 ε → 0 (ε→ 0)
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ε → 0 (ε→ 0)





rn−1+1−n dr = ε → 0 (ε→ 0)
Theorem 17.2. Sei n ≥ 2 und sei S die Fundamentallo¨sung zum Laplace-
Operator. Dann gilt fu¨r jedes z 6= 0
∆S(z) = 0




S(x− y) [−∆u(y)] dy
Beweis. siehe [SiDGL, Satz 3.1]
Theorem 17.3. Sei n ≥ 2 und sei S die Fundamentallo¨sung zum Laplace-
Operator. Sei G ⊂ Rn ein beschra¨nktes Gebiet mit ∂G ∈ C1. Angenommen, es ist
h : G×G→ R, so dass fu¨r alle x, y ∈ G gilt
h(x, ·) ∈ C1(G) ∩ C2(G), ∆yh(x, y) = 0
Setze
φ(x, y) := S(x− y) + h(x, y)














φ(x, y) f(y) dy
(wobei ∂∂N die Ableitung nach der a¨ußeren Normalen in ∂G bezeichnet.)
Beweis. siehe [SiDGL, Satz 3.3]
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Theorem und Definition 17.4. Sei n ≥ 2 und sei S die Fundamentallo¨sung
zum Laplace-Operator. Sei G ⊂ Rn ein beschra¨nktes Gebiet mit ∂G ∈ C3. Dann
existiert genau ein h : G×G→ R, so dass fu¨r alle x, y ∈ G
h(x, ·) ∈ C2(G), ∆yh(x, y) = 0
und fu¨r x ∈ G, y ∈ ∂G gilt
h(x, y) = −S(x− y)
Durch
G(x, y) := S(x− y) + h(x, y)
definieren wir die Greensche Funktion zum Laplace-Operator in G.
Beweis. (a) Wa¨hle ρ ∈ C∞0 (Rn) mit 0 ≤ ρ ≤ 1 und
ρ(t) =
{
0 , |t| ≤ 1
1 , |t| ≥ 2






Dann ist Sr ∈ C∞(Rn) und daher
Sr ∈ H∞,2n(G)
Fu¨r x ∈ G wa¨hle 0 < rx ≤ 14 dist(x,G). Wegen Theorem 2.9 gibt es frx(x, ·) ∈
H1,2n0 (G) mit
〈∇yfrx(x, ·),∇ϕ〉G = 〈∇ySrx(x− ·),∇ϕ〉G ∀ϕ ∈ H1,(2n)
′
0 (G)
Fu¨r ϕ ∈ C∞0 (G) folgt
〈∇yfrx(x, ·),∇ϕ〉G = −〈∆ySrx(x− ·), ϕ〉G
Nach Theorem 7.4 gilt wegen ∂G ∈ C3 also
frx(x, ·) ∈ H1,2n0 (G) ∩H3,2n(G)
Wegen 3 − n2n = 2 + 12 folgt nach den Sobolevschen Einbettungssa¨tzen (siehe z.B.
[Alt, Satz 8.13, S.319])
frx(x, ·) ∈ C2(G) ∀x ∈ G
Nach dem Weylschen Lemma folgt weiter
∆y
[
frx(x, y)− Srx(x− y)
]
= 0 ∀x, y ∈ G
Aus Theorem 5.8 erhalten wir außerdem
frx(x, y) = 0 ∀x ∈ G ∀ y ∈ ∂G
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Setze
h(x, y) := frx(x, y)− Srx(x− y)
Dann sind alle Behauptungen des Satzes erfu¨llt.
(b) Seien h(1) und h(2) zwei Funktionen mit den obigen Eigenschaften. Fu¨r ein festes










h(1)(x0, y)− h(2)(x0, y)
]
= 0 ∀ y ∈ ∂G
Aus dem Maximumprinzip folgt dann
h(1) = h(2)
Lemma 17.5. Sei n ≥ 2 und sei G ⊂ Rn ein beschra¨nktes Gebiet mit ∂G ∈ C3.
Dann gilt fu¨r die Greensche Funktion
G(x, y) = G(y, x) fu¨r alle x, y ∈ G
Beweis. (nach [He, S. 238])
Seien x1, x2 ∈ G, x1 6= x2. Sei ε > 0 mit Bε(x1) ⊂ G, Bε(x2) ⊂ G und
Bε(x1) ∩Bε(x2) = ∅




[G(x1, y) ∆yG(x2, y)︸ ︷︷ ︸
=0





























[G(x1, y) ∂yiG(x2, y) yi|y| − G(x2, y) ∂yiG(x1, y) yi|y|] dωy
Fu¨r ε→ 0 erhalten wir aus Lemma 17.1
0 = −G(x2, x1) + G(x1, x2)
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Lemma 17.6. Sei n ≥ 2, 1 < q < ∞ und sei G ⊂ Rn ein beschra¨nktes Gebiet
mit ∂G ∈ C3. Dann gilt fu¨r die Greensche Funktion G(x, y) = S(x−y)+h(x, y) und
fu¨r alle i, j = 1, . . . , n
1. ∂xih ∈ Lq(G×G)
2. ∂xj∂xih ∈ Lq(G×G)
3. ∂yj∂xih ∈ Lq(G′ ×G) fu¨r alle G′ ⊂⊂ G
4. ∂xih ∈ C0(G×G)
Beweis. (a) Sei x ∈ G und rx := 14 dist(x,G). Wie man im Beweis von Theorem
17.4 sehen kann, gilt
〈∇yfrx(x, ·),∇ϕ〉G = 〈∇ySrx(x− ·),∇ϕ〉G ∀ϕ ∈ C∞0 (G)
Nach Theorem 7.9 folgt
‖∇yfrx(x, ·)‖q;G ≤ Cq ‖∇ySrx(x− ·)‖q;G
Weil
[
(x, y) 7→ ∇ySrx(x− y)
] ∈ C0(Rn × Rn) und G beschra¨nkt ist, erhalten wir∫
G×G




|∂yifrx(x, y)|q + |∂yiSrx(x− y)|q
]
dx dy
≤ (Cqq + 1)
∫
G×G
|∂yiSrx(x− y)|q︸ ︷︷ ︸
≤M
dx dy < ∞
Also gilt nach Lemma 17.5∫
G×G
|∂xih(x, y)|q dx dy =
∫
G×G









|∂yih(x, y)|q dx dy < ∞
(b) Wie in (a) gilt mit rx := 14 dist(x,G)
〈∇yfrx(x, ·),∇ϕ〉G = 〈∇ySrx(x− ·),∇ϕ〉G ∀ϕ ∈ C∞0 (G)
Also wegen frx(x, ·) ∈ C2(G)
〈∆yfrx(x, ·), ϕ〉G = 〈∆ySrx(x− ·), ϕ〉G ∀ϕ ∈ C∞0 (G)
Weil C∞0 (G) dicht liegt in Lq
′
(G), folgt




Wegen der Lq − Lq′-Dualita¨t erhalten wir
‖∆yfrx(x, ·)‖q;G = sup
ϕ∈Lq′ (G)
〈∆yfrx(x, ·), ϕ〉G
‖ϕ‖q′ ≤ ‖∆ySrx(x− ·)‖q;G ∀x ∈ G
Also ∫
G×G
|∆yfrx(x, y)|q dx dy ≤
∫
G×G
|∆ySrx(x− y)|q dx dy < ∞
Nach Theorem 7.6 ist
‖frx(x, ·)‖2,q;G ≤ C(G, q, n)
[






‖∆yfrx(x, ·)‖q;G + ‖∇yfrx(x, ·)‖q;G
]
Somit ist nach (a) ∫
G×G
∣∣∂yj∂yifrx(x, y)∣∣q dx dy < ∞
Also auch ∫
G×G
∣∣∂yj∂yih(x, y)∣∣q dx dy < ∞
und deshalb∫
G×G
∣∣∂xj∂xih(x, y)∣∣q dx dy = ∫
G×G













∣∣(∂yj∂yih)(x, y)∣∣q dx dy < ∞
(c) Sei x0 ∈ G, δ > 0 und B16δ(x0) ⊂ G. Aus der Eindeutigkeit von h im Beweis
von Theorem 17.4 folgt




Fu¨r x ∈ B4δ(x0) gilt deshalb
h(x, y) = fδ(x, y)− Sδ(x− y)
Sei x ∈ B2δ(x0). Dann ist fu¨r jedes ϕ ∈ C∞0 (G) und jedes 0 < |h| < δ〈∇y[fδ(x+ hei, ·)− fδ(x, ·)],∇ϕ〉G = 〈∇y[Sδ(x+ hei − ·)− Sδ(x− ·)],∇ϕ〉G
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Nach Theorem 7.9 folgt
‖∇y
[
fδ(x+ hei, ·)− fδ(x, ·)
]‖q;G ≤ Cq ‖∇y[Sδ(x+ hei − ·)− Sδ(x− ·)]‖q;G





Sδ(x+ hei − ·)− Sδ(x− ·)
]‖qq;G dx ≤ C1(δ, x0, G) <∞
fu¨r jedes 0 < |h| < δ. Daher ist∫
B2δ(x0)×G
∣∣∣∣∂yjfδ(x+ hei, y)− ∂yjfδ(x, y)h
∣∣∣∣q dx dy < C2(δ, x0, G, q) <∞
fu¨r jedes 0 < |h| < δ.
Aufgrund der schwachen Kompaktheit von Lq gibt es ein gij ∈ Lq(B2δ(x0)×G) und
eine Folge (hk) ⊂ R mit 0 < |hk| < δ und hk → 0 (k →∞), so dass∫
B2δ(x0)×G
∂yjfδ(x+ hkei, y)− ∂yjfδ(x, y)
hk




gij(x, y)φ(x, y) dx dy (k →∞)
fu¨r alle φ ∈ C∞0 (B2δ(x0)×G).
Fu¨r φ ∈ C∞0 (Bδ(x0)×G) gilt dann∫
B2δ(x0)×G
∂yjfδ(x+ hkei, y)− ∂yjfδ(x, y)
hk















∂yjfδ(x, y) ∂xiφ(x, y) dx dy (k →∞)
Daher ist∫
Bδ(x0)×G
gij(x, y)φ(x, y) dx dy = −
∫
Bδ(x0)×G




fδ(x, y) ∂yj∂xiφ(x, y) dx dy
fu¨r alle φ ∈ C∞0 (Bδ(x0)×G). Wir folgern

















Dann folgt ∂yj∂xih ∈ Lq(G′ ×G) aus (c) und einer zugeho¨rigen Zerlegung der Eins.
(e) Nach (a), (b) und (d) gilt
∂xih ∈ H1,q(G′ ×G) ∀G′ ⊂⊂ G ∀ 1 < q <∞
Aus den Sobolevschen Einbettungssa¨tzen (siehe z.B. [Alt, Satz 8.13, S.319]) folgt
∂xih ∈ C0(G×G)
18 Existenz des reproduzierenden Kerns in Bq(G)
Theorem 18.1. Sei 1 < q < ∞ und sei G ⊂ Rn ein beschra¨nktes Gebiet oder
Außengebiet. Es gelte F ∗ ∈ Bq′(G)∗. Dann existiert genau ein h ∈ Bq(G) mit
F ∗(pi) = 〈h, pi〉G fu¨r alle pi ∈ Bq
′
(G)
und mit der Konstanten Cq aus Theorem 3.8 gilt










= F ∗ ‖F˜ ∗‖ = ‖F ∗‖
Daher gibt es ein f ∈ Lq(G) mit




‖f‖q;G = ‖F˜ ∗‖ = ‖F ∗‖
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und fu¨r pi ∈ Bq′(G) gilt
F ∗(pi) = F˜ ∗(pi) = 〈f, pi〉 = 〈∆s, pi〉︸ ︷︷ ︸
=0 (4.1)
+〈h, pi〉 = 〈h, pi〉
Weiter folgt aus Theorem 3.8
‖∆s‖q;G ≤ Cq sup
0 6=φ∈Ĥ2,q′• (G)
〈∆s,∆φ〉
‖∆φ‖q′ = Cq sup0 6=φ∈Ĥ2,q′• (G)
〈f,∆φ〉
‖∆φ‖q′ ≤ Cq ‖f‖q;G
und daraus
‖h‖q;G ≤ (1 + Cq) ‖f‖q;G = (1 + Cq) ‖F ∗‖
und
‖F ∗‖ ≤ ‖h‖q;G
nach der Ho¨lder-Ungleichung.









fu¨r alle pi ∈ Bq′(G)














Theorem und Definition 18.2. Sei G ⊂ Rn ein beschra¨nktes Gebiet oder
Außengebiet.
1. Sei 1 < q <∞. Dann existiert fu¨r jedes x ∈ G ein eindeutiges





Rq(x, y) p(y) dy fast u¨berall fu¨r jedes p ∈ Bq(G)
Wir nennen die Abbildung
Rq : G×G→ R
reproduzierender Kern von Bq(G) fu¨r jedes 1 < q <∞.
2. Sei G ⊂ Rn ein beschra¨nktes Gebiet. Fu¨r 1 < q, s <∞ gilt fu¨r alle x, y ∈ G
Rq(x, y) = Rs(x, y), Rq(x, y) = Rq(y, x)
Im Falle des beschra¨nkten Gebietes ko¨nnen wir daher
R := Rq
schreiben.
Beweis. (a) Fu¨r p ∈ Bq(G) existiert nach dem Weylschen Lemma ein eindeutiges
p˜ ∈ C∞(G) mit p˜ = p fast u¨berall und ∆p˜ = 0. Wir identifizieren dieses p˜ mit der
A¨quivalenzklasse p ∈ Bq(G). In diesem Sinne ist die Schreibweise p ∈ Bq(G)∩C∞(G)
zu verstehen.









































Rq(x, y) p(y) dy
fast u¨berall fu¨r jedes p ∈ Bq(G) (∩C∞(G))




Rq′(y, z)Rq(x, z) dz =
∫
G
Rq(x, z)Rq′(y, z) dz = Rq′(y, x)
Insbesondere fu¨r q = 2
R2(x, y) = R2(y, x)
(c) Sei nun G ⊂ Rn ein beschra¨nktes Gebiet. Dann gilt nach dem Lemma von Weyl
und Theorem 2.5
Bq(G) = {h ∈ Lq(G) : ∆h = 0}
Ist 2 < t <∞, so ist t′ < 2 = 2′. Nach der Ho¨lderungleichung ist deshalb
R2(x, ·) ∈ Bt′(G)




R2(x, y) p(y) dy
Wegen der Eindeutigkeit in (a) folgt
R2(x, y) = Rt(x, y) ∀ 2 ≤ t <∞
Ist 1 < t < 2, so ist 2 < t′ <∞ und daher nach (b)
Rt(x, y) = Rt′(y, x) = R2(y, x) = R2(x, y)
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19 Ein Zusammenhang zwischen der Greenschen Funk-
tion und dem reproduzierenden Kern
Theorem 19.1 Seien n ≥ 2, 1 < q < ∞, k ∈ N, k > 1 + nq und sei G ⊂ Rn ein
beschra¨nktes Gebiet mit ∂G ∈ C2+k. Sei
G(x, y) = S(x− y) + h(x, y)
die Greensche Funktion zum Laplace-Operator in G und sei R der reproduzierende
Kern in Bq(G). Dann gilt














Beweis. (a) Zuna¨chst nehmen wir an, dass p ∈ Hk,q(G)∩Bq(G). Nach Lemma 13.1
gilt
u := T q(p) ∈ C1(G)n, ∇u ∈ Hk,q(G)n
2
, ∆u = ∇p
Nach den Sobolvschen Einbettungssa¨tzen (siehe z.B. [Alt, Satz 8.13, S.319]) ist sogar
p ∈ C1(G), u ∈ C2(G)n













S(x− y) + h(x, y)
]
(−∂ip)(y) dy







Sr(x− y) + h(x, y)
]
(−∂ip)(y) dy






























Nach Lemma 17.1 ist (u(r)i ) deshalb gleichma¨ßig konvergent in G gegen u fu¨r (r → 0).
Weiterhin ist∣∣∣∣∂ju(r)i (x) − ∫
G
[







(∂jSr)(x− y) (∂ip)(y) dy −
∫
G





































Daher ist wieder nach Lemma 17.1 (∂ju
(r)
i ) gleichma¨ßige Cauchyfolge in G fu¨r (r →







∂xiS(x− y) + ∂xih(x, y)
]
(−∂ip)(y) dy













































|y − x| dωy
Nach Definition der Greenschen Funktion gilt




S(x− y) + h(x, y)] = 0 ∀ y ∈ ∂G ∀x ∈ G









|y − x| dωy = 0
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−(∂iS)(z) p(x− z) zi|z| dωz = p(x)
Zusammengefasst folgt





∂yi∂xih(x, y) p(y) dy
fu¨r jedes x ∈ G und alle p ∈ Hk,q(G) ∩Bq(G).
(b) Sei nun p ∈ Bq(G) beliebig. Dann identifizieren wir p und den eindeutigen






∂yi∂xih(x, y) p(y) dy ∀x ∈ G
Nach Theorem 9.1 gibt es eine Folge (pm) ⊂ Hk,q(G) ∩Bq(G) mit
‖pm − p‖q;G → 0 (m→∞)
Nach (a) gilt
F (pm) = Zq(pm)− pm ∀m ∈ N
Weil Zq ein beschra¨nkter Operator ist, erhalten wir F (pm) ∈ Lq(G) und
‖F (pm)− F (pm′)‖q;G ≤ ‖Zq(pm)− Zq(pm′)‖q;G + ‖pm − pm′‖q;G → 0
Also gibt es g ∈ Lq(G) mit
‖F (pm)− g‖q;G → 0
und
g = Zq(p)− p
Aus dem Satz von Riesz-Fischer erhalten wir die Existenz einer Teilfolge (die wir
wieder mit (pm) bezeichnen) mit F (pm) → g punktweise fast u¨berall in G. Weiter
ist

















‖pm − p‖q;G → 0
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Deshalb gilt F (p) = g ∈ Lq(G) und F (p) = Zq(p)− p, das heißt





∂yi∂xih(x, y) p(y) dy
fu¨r fast jedes x ∈ G und alle p ∈ Bq(G).









R(x, y) p(y) dy = Zq(p)(x) − 12 p(x)








ein kompakter Operator ist.
20 Explizite Rechnung fu¨r B1
Theorem 20.1. Sei n ≥ 2. Sei S die Fundamentallo¨sung zum Laplace-Operator.
Dann ist







1− 2〈x, y〉 + |x|2|y|2
] 2−n
2




1− 2〈x, y〉 + |x|2|y|2 , fu¨r n = 2
die Greensche Funktion zum Laplace-Operator fu¨r die Einheitskugel B1.
Beweis. Klar nach Definition 17.4.
Theorem 20.2. Sei n ≥ 2. Dann ist
RB1(x, y) =
(n− 4) |x|4 |y|4 + (8〈x, y〉 − 2n− 4) |x|2 |y|2 + n
ωn
(
1− 2〈x, y〉 + |x|2|y|2)1+n2
der reproduzierende Kern von Bq(G) fu¨r 1 < q <∞.
Beweis. siehe [ABR, Theorem 8.13, S.157] und Theorem 18.2.
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1− 2〈x, y〉 + |x|2|y|2
]−n





1− 2〈x, y〉 + |x|2|y|2
]−n
2 (− xi + |x|2 yi)
und weiter






















(− xi + |x|2yi)(nyi − nxi|y|2)+ (− 1 + 2xiyi)(1− 2〈x, y〉 + |x|2|y|2) =
= −nxi yi + n |x|2 y2i + nx2i |y|2 − n |x|2 |y|2 xi yi − 1 + 2xi yi+










= −n 〈x, y〉 + n |x|2 |y|2 + n |x|2 |y|2 − n |x|2 |y|2 〈x, y〉 − n + 2〈x, y〉+
+2n 〈x, y〉 − 4〈x, y〉2 − n |x|2 |y|2 + 2|x|2 |y|2 〈x, y〉 =
















= (n+ 2) 〈x, y〉 + n |x|2 |y|2 + (2− n) |x|2 |y|2 〈x, y〉 − n − 4〈x, y〉2+
+(n2 − 2) |x|4 |y|4 + 4〈x, y〉 |x|2 |y|2 − (n+ 2) |x|2 |y|2 + n2 =
= (n+ 2)〈x, y〉 − n2 − 2|x|2|y|2 + (6− n)|x|2|y|2〈x, y〉 − 4〈x, y〉2 + (n2 − 2)|x|4|y|4
=
(
1− 2〈x, y〉 + |x|2|y|2
)(










−n2 + 2〈x, y〉 + (n2 − 2)|x|2|y|2
ωn
(
1− 2〈x, y〉 + |x|2|y|2
)n
2
(b) Als Na¨chstes zeigen wir, dass der Integralkern
Kn(x, y) =
−n2 + 2〈x, y〉 + (n2 − 2)|x|2|y|2
ωn
(
1− 2〈x, y〉 + |x|2|y|2
)n
2
kompakt ist in Lq(B1). Dafu¨r setzen wir
f(x, y) := 1− 2〈x, y〉 + |x|2|y|2
und






(c) Fu¨r n = 2 ist
g2(x, y) := −1 + 2〈x, y〉 − |x|2|y|2 = −f(x, y)
Also ist
K2(x, y) = − 12pi
als Hilbert-Schmidt-Kern kompakt.
(d) Es ist fu¨r x, y ∈ B1









|x|2|y|2 + 〈x, y〉 − 1
≤ −1
2
(|x| |y| − 1)2︸ ︷︷ ︸
≥0
+ 〈x, y〉 − 1︸ ︷︷ ︸
≤0
≤ 0
und fu¨r n ≥ 4
















f(x, y) ≥ 1− 2|x| |y|+ |x|2|y|2 = (1− |x| |y|)2 ≥ 0
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Somit folgt fu¨r n ≥ 3 und x, y ∈ B1
|Kn(x, y)| =
n
2 − 2〈x, y〉 + (2− n2 )|x|2|y|2
ωn
(




1− 2〈x, y〉 + |x|2|y|2 +
≤0︷ ︸︸ ︷
|x|2|y|2 − 1+n2 (1− |x|2|y|2)
ωn
(
1− 2〈x, y〉 + |x|2|y|2
)n
2
≤ 1− 2〈x, y〉 + |x|
2|y|2 + n2 (1− |x| |y|)
≤2︷ ︸︸ ︷
(1 + |x| |y|)
ωn
(
1− 2〈x, y〉 + |x|2|y|2
)n
2
≤ 1− 2〈x, y〉 + |x|
2|y|2 + n (1− 2〈x, y〉 + |x|2|y|2) 12
ωn
(


















|x− y|2 = |x|2 + |y|2 − 2〈x, y〉
= 1− 2〈x, y〉 + |x|2|y|2 + |x|2 − 1 + |y|2 − |x|2|y|2
= 1− 2〈x, y〉 + |x|2|y|2 + |x|2 − 1 + |y|2︸︷︷︸
≤1
(1− |x|2)
≤ 1− 2〈x, y〉 + |x|2|y|2
gilt
|Kn(x, y)| ≤ 1





ωn |x− y|n−1 ≤
2 + n
ωn |x− y|n−1





A Kleine Hilfssa¨tze und ihre Beweise
Lemma A.1. Sei G ⊂ Rn offen und sei 1 < q <∞. Es gelte f, g ∈ H1,q(G) und
‖f‖∞;G + ‖∇f‖∞;G <∞. Dann gilt
f ·g ∈ H1,q(G) und ∂i(f ·g) = (∂if)g + f(∂ig)
Beweis. Es ist f ·g ∈ Lq(G), weil f beschra¨nkt ist.
Wegen H =W [Me/Se] gibt es eine Folge (gk) ⊂ C∞(G) ∩H1,q(G) mit
‖g − gk‖1,q;G → 0
Sei φ ∈ C∞0 (G). Dann gilt∫
G





























[(∂if) g + f (∂ig)]φdx
Deshalb existiert
∂i(f ·g) = (∂if)g + f(∂ig) ∈ Lq(G)
Lemma A.2. Sei G ⊂ Rn offen und sei 1 < q < ∞. Es gelte f ∈ H1,q(G),
g ∈ C∞0 (G). Dann gilt
f ·g ∈ H1,q0 (G) und ∂i(f ·g) = (∂if)g + f(∂ig)
Beweis. Nach Lemma A.1 gilt f ·g ∈ H1,q(G) und ∂i(f ·g) = (∂if)g + f(∂ig)
Wegen H =W [Me/Se] gibt es eine Folge (fk) ⊂ C∞(G) ∩H1,q(G) mit
‖f − fk‖1,q;G → 0
Dann gilt
‖fkg − fg‖q;G ≤ ‖g‖∞;G‖fk − f‖q;G → 0
‖∇(fkg − fg)‖q;G ≤ ‖(∇fk −∇f)g‖q;G + ‖(fk − f)∇g‖q;G
≤ ‖g‖∞;G‖(∇fk −∇f)‖q;G + ‖∇g‖∞;G‖(fk − f)‖q;G
was gegen 0 konvergiert fu¨r (k → ∞). Wegen fkg ∈ C∞0 (G) ⊂ H1,q0 (G) und der
Abgeschlossenheit von H1,q0 (G) in H
1,q(G) folgt die Behauptung.
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Lemma A.3. Sei G ⊂ Rn offen und sei 1 < q < ∞. Es gelte f ∈ H1,q(G),
g ∈ H1,q0 (G) und ‖f‖∞;G + ‖∇f‖∞;G <∞. Dann gilt
f ·g ∈ H1,q0 (G) und ∂i(f ·g) = (∂if)g + f(∂ig)
Beweis. Es gibt eine Folge (gk) ⊂ C∞0 (G) mit
‖g − gk‖1,q;G → 0
Daraus folgt
‖gkf − fg‖q;G ≤ ‖f‖∞;G‖gk − g‖q;G → 0
‖∇(gkf − fg)‖q;G ≤ ‖(∇gk −∇g)f‖q;G + ‖(gk − g)∇f‖q;G
≤ ‖f‖∞;G‖(∇gk −∇g)‖q;G + ‖∇f‖∞;G‖(gk − g)‖q;G
was gegen 0 konvergiert fu¨r (k →∞). Wegen gkf ∈ H1,q0 (G) (Lemma A.2) und der
Abgeschlossenheit von H1,q0 (G) in H
1,q(G) folgt die Behauptung.
Lemma A.4. SeiG ⊂ Rn ein beschra¨nktes Gebiet oder Außengebiet mit ∂G ∈ C1.
Es gelte f ∈ H1,q(G), g ∈ Ĥ1,q• (G) und ‖g‖∞;G + ‖∇g‖∞;G <∞. Dann gilt
f ·g ∈ Ĥ1,q• (G) und ∂i(f ·g) = (∂if)g + f(∂ig)
Beweis. (a) Sei zuna¨chst G beschra¨nkt, das heißt Ĥ1,q• (G) = H
1,q
0 (G) nach Lemma
2.5.
Nach Lemma A.1 erhalten wir f ·g ∈ H1,q(G) und ∂i(f ·g) = (∂if)g + f(∂ig)
Sei ein beliebiges 1 < s <∞ gegeben. Dann ist
g ∈ Ls(G), ∇g ∈ Ls(G)




‖∇φ‖s′;G ≤Ho¨lder ‖∇g‖s;G < ∞
Aus Theorem 7.9 ko¨nnen wir folgern
g ∈ H1,s0 (G) ∀ 1 < s <∞
(b) Sei nun 1 < s < q beliebig, aber im Folgenden fest. Dann ist f ∈ H1,s(G) nach






gibt es eine Folge (gk) ⊂ C∞0 (G) mit
‖gk − g‖1, sλ
λ−1 ;G
→ 0
Nach Lemma A.2 gilt
fgk ∈ H1,s0 (G)
und
‖fgk − fg‖ss;G =
∫
G























‖∇(fgk − fg)‖s;G ≤ ‖(∇f)(gk − g)‖s;G + ‖f(∇gk −∇g)‖s;G
und




















genau wie eben. Analog folgt auch
‖f(∇gk −∇g)‖s;G → 0
Schließlich erhalten wir also
‖fgk − fg‖1,s;G → 0
Daher ist





‖∇φ‖q′;G ≤ ‖∇(fg)‖q;G < ∞
Aus Theorem 7.9 folgt letztendlich
fg ∈ H1,q0 (G)
(c) Sei nun G ein Außengebiet. Dann gilt
fg ∈ Lq(G)
weil f ∈ Lq(G) und g beschra¨nkt ist. Wegen H = W [Me/Se] gibt es eine Folge
(fk) ⊂ C∞(G) ∩H1,q(G) mit
‖f − fk‖1,q;G → 0
123
Sei φ ∈ C∞0 (G). Dann folgt∫
G





























[(∂if) g + f (∂ig)]φdx
Daher existiert





Sei η ∈ C∞0 (Rn). Dann ist nach Definition von Ĥ1,q• (G):
ηg ∈ H1,q0 (G)
Fu¨r K := supp(η) gibt es ein R > 0 mit K ⊂ BR und Rn\G ⊂ BR. Definiere








Aus (b) erhalten wir
(ηg)f |U ∈ H1,q0 (U)
und
η(gf) ∈ H1,q0 (G)
Nach Definition von Ĥ1,q• (G) erhalten wir schließlich
fg ∈ Ĥ1,q• (G)
Lemma A.5. Sei G ⊂ Rn ein Außengebiet. Sei u ∈ Lq(G ∩ BR) fu¨r alle R > 0.





) ∈ Lq(G∩BR) und gi = ∂i(u∣∣∣Rn\BR1) ∈ Lq(Rn\BR1) fu¨r
i = 1, . . . , n (mit Rn\BR1 ⊂ G). Dann gilt
∇u ∈ Lq(G)





i fast u¨berall in G ∩BR
Also ko¨nnen wir definieren:
fi(x) := f
(R)
i (x) fast u¨berall fu¨r x ∈ G ∩BR
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Dann ist
fi ∈ Lq(G ∩BR) ∀ R > 0
Sei φ ∈ C∞0 (Rn\BR1) mit supp(φ) ⊂ G ∩BR Dann gilt
〈gi, φ〉Rn\BR1 = −〈u, ∂iφ〉Rn\BR1 = −〈u, ∂iφ〉G∩BR
= −〈fi, φ〉G∩BR = 〈fi, φ〉Rn\BR1
Deshalb ist
fi = gi fast u¨berall in Lq(Rn\BR1)
und
∂iu = fi ∈ Lq(G)
Lemma A.6. Fu¨r n ≥ 2 sei f : Rn\{0} → Rn\{0}, f(x) := x|x|2 . Dann ist f−1 = f
und
detf ′(x) = − 1|x|2n
Beweis. nach einer Skizze von C.G. Simader














































n = 2 : Der Fall n = 2 kann leicht berechnet werden
n→ n+ 1 : Sei die Behauptung richtig fu¨r n ∈ N, n ≥ 2
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Fu¨r x1 = 0 gilt |x| = |(x2, . . . , xn+1)| und nach Induktionsvoraussetzung∣∣∣∣∣∣∣∣∣∣
x21 − |x|
2














− |x|22 0 · · · 0




















Fu¨r x1 6= 0 ist dagegen∣∣∣∣∣∣∣∣∣∣
x21 − |x|
2












































... 0 − |x|22
...
...
. . . 0



















... 0 − |x|22
...
...
. . . 0




Indem wir die letzten n Spalten durch |x|
2







2 x2 x3 · · · xn+1
x2 −1 0 0
... 0 −1 ...
...
. . . 0
xn+1 0 0 · · · −1
∣∣∣∣∣∣∣∣∣∣∣∣
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Schließlich addieren wir noch das xj-fache der j-ten Spalte zur ersten Spalte fu¨r











2 x2 x3 · · · xn+1
0 −1 0 0
... 0 −1 ...
...
. . . 0










Lemma A.7. Sei G ⊂ Rn ein Außengebiet mit Rn\G ⊂ BR
2
. Es gelte 1 < q <∞.
Sei u ∈ Ĥ2,q• (G) und
ρ ∈ C∞(Rn), 0 ≤ ρ ≤ 1, ρ(x) =
{
0 ,falls |x| ≤ R
1 ,falls |x| ≥ 2R
Dann gilt
ρu ∈ Ĥ2,q• (G)
und
∂i(ρu) = (∂iρ)u+ ρ(∂iu)
∂j∂i(ρu) = (∂j∂iρ)u+ (∂iρ)(∂ju) + (∂jρ)(∂iu) + ρ(∂j∂iu)
Beweis. (a)
‖ρu‖q;G∩Br ≤ ‖u‖q;G∩Br <∞ ∀ r > 0
(b) Sei φ ∈ C∞0 (G). Dann gilt∫
G

















∂i(ρu) = (∂iρ)u+ ρ(∂iu) ∈ Lq(G ∩Br) ∀ r > 0
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(c) Sei φ ∈ C∞0 (G). Dann folgt∫
G










(∂iu) ρ (∂jφ) dx−
∫
G






















[(∂j∂iρ)u+ (∂iρ)(∂ju) + (∂jρ)(∂iu) + ρ(∂j∂iu)] φdx
Daher existiert
∂j∂i(ρu) = (∂j∂iρ)u+ (∂iρ)(∂ju) + (∂jρ)(∂iu) + ρ(∂j∂iu) ∈ Lq(G)
(d) Fu¨r η ∈ C∞0 (Rn) gilt ηρ ∈ C∞0 (G) und deshalb nach Definition von Ĥ2,q• (G)
η(ρu) = (ηρ)u ∈ H2,q0 (G)
Also schließlich
ρu ∈ Ĥ2,q• (G)
Definition A.8 (Friedrichssche Gla¨ttung).
(i) Sei j ∈ C∞0 (Rn), j ≥ 0, j(x) = 0 fu¨r |x| ≥ 1, j(x) = j(−x) und
∫
Rn
j(x) dx = 1.





. Mit einem geeigneten j˜ ∈ C∞0 (R) ko¨nnen wir
außerdem annehmen, dass j(x) = j˜(|x|) fu¨r jedes x ∈ Rn gilt.
(ii) Sei 1 ≤ q <∞ und sei G ⊂ Rn offen und f ∈ Lq(G). Setze
g(x) :=
{
f(x) , x ∈ G
0 , sonst












1−t2 , |t| < 1
0 , |t| ≥ 1
wa¨hlen mit einem geeigneten c ∈ R
Lemma A.9. Sei 1 < q <∞ und f ∈ Lq(Rn), g ∈ Lq′(Rn). Dann gilt
〈f, gε〉 = 〈fε, g〉 ∀ ε > 0







jε(x− y)f(y) dy dx = 〈f, gε〉
Lemma A.10. Sei 1 ≤ q < ∞ und sei G ⊂ Rn offen und f ∈ Lq(G) mit































Lemma A.11. Sei 1 < q < ∞ und sei G ⊂ Rn offen. Es gelte f ∈ Lq(G). Dann
gilt
1. ‖fε‖q;Rn ≤ ‖f‖q;G ∀ε > 0
2. ‖fε − f‖q;G → 0 (ε→ 0)
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Beweis. siehe [SiDGL, Satz 2.5]
Lemma A.12. Sei G ⊂ Rn offen und u : G→ R eine harmonische Funktion. Es
sei G1 ⊂ G mit d := dist(G1, ∂G) > 0. Dann ist
uε(x) = u(x)





jε(x− z)u(z) dz =
∫
Bε(x)


































jε(z) dz = u(x)
Lemma A.13. Sei 1 < q <∞ und seien G,V ⊂ Rn offen. Es gelte f ∈ H1,q0 (G)
und ϕ ∈ C∞0 (V ). Dann gilt
ϕ·f ∈ H1,q0 (G ∩ V )
Beweis. Nach Lemma A.1 gilt
f ·ϕ ∈ H1,q(G) und ∂i(f ·ϕ) = (∂if)ϕ+ f(∂iϕ)
Sei fk ∈ C∞0 (G) mit
‖fk − f‖1,q;G → 0 (k →∞)
Definiere
gk := ϕfk ∈ C∞0 (G ∩ V )
Dann folgt
‖fkϕ− fϕ‖q;G∩V ≤ ‖ϕ‖∞‖fk − f‖q;G → 0
‖∇(fkϕ− fϕ)‖q;G∩V ≤ ‖(∇fk −∇f)ϕ‖q;G∩V + ‖(fk − f)∇ϕ‖q;G∩V
≤ ‖ϕ‖∞‖(∇fk −∇f)‖q;G + ‖∇ϕ‖∞‖(fk − f)‖q;G
was gegen 0 konvergiert fu¨r (k →∞).
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Lemma A.14. Sei 1 < q < ∞ und seien G,G′ ⊂ Rn offen und beschra¨nkt. Es
sei φ : G→ G′ ein C1-Diffeomorphismus mit φ ∈ C1(G;Rn) und φ−1 ∈ C1(G′;Rn).
1. Ist g ∈ C00 (G), so gilt h := g ◦ φ−1 ∈ C00 (G′).
2. Ist g ∈ C1(G) ∩H1,q0 (G), so folgt h := g ◦ φ−1 ∈ C1(G′) ∩H1,q0 (G′).
Beweis. (a) Sei g ∈ C00 (G). Sei x ∈ G′ mit h(x) 6= 0. Dann gilt g
(
φ−1(x)
) 6= 0. Das
bedeutet φ−1(x) ∈ supp(g). Wir erhalten x ∈ φ (supp(g)). Daraus folgt{
x ∈ G′ : h(x) 6= 0} ⊂ φ (supp(g))
und
supp(h) ⊂ φ (supp(g)) ⊂ φ(G) = G′




















(∂kg)(y) (∂iψk)(φ(y))︸ ︷︷ ︸
beschra¨nkt





Wa¨hle gk ∈ C∞0 (G) mit
‖gk − g‖1,q;G → 0 (k →∞)
Definiere
hk := gk ◦ φ−1 ∈ C10 (G′) ⊂ H1,q0 (G′)
Es folgt ∫
G′
|h(x)− hk(x)|q dx =
∫
G




















Lemma A.15. Sei 1 < q < ∞ und sei G ⊂ Rn ein Außengebiet. Dann existiert
eine Konstante C = C(n, q,G) > 0, so dass fu¨r u ∈ Ĥ1,q• (G) und R > 0 gilt
‖u‖q;G∩BR ≤ C R1+
n−1
q ‖∇u‖q;G∩BR
Beweis. (a) Sei δ > 0 mit 0 ∈ Bδ ⊂ Rn\G. Sei u ∈ C∞0 (G), 0 < r < R und
ξ ∈ Sn−1. Dann gilt
u(rξ) = u(rξ)− u(δ) =
∫ r
δ


































|u(rξ)|q dωξ dr ≤ 1
n
Rn+q−1 δ1−n ‖∇u‖qq;G∩BR
Daher gilt die Behauptung fu¨r u ∈ C∞0 (G)
(b) Sei nun u ∈ Ĥ1,q• (G). Wa¨hle η ∈ C∞0 (Rn) mit η(x) = 1 fu¨r |x| < R. Dann ist
ηu ∈ H1,q0 (G) und es gibt eine Folge (uk) ⊂ C∞0 (G) mit
‖ηu− uk‖1,q;G → 0
Insbesondere folgt
‖u− uk‖1,q;G∩BR = ‖ηu− uk‖1,q;G∩BR ≤ ‖ηu− uk‖1,q;G → 0
und die Behauptung folgt aus (a).
Lemma A.16. Sei G ⊂ Rn offen. Es gelte fk ∈ C1(G) (k ∈ N), und es gebe
f : G → R, so dass fk(x) → f(x) punktweise fu¨r jedes x ∈ G und dass (∂ifk)
gleichma¨ßige Cauchyfolge in G ist fu¨r alle i = 1, . . . , n.









Dann ist fi stetig. Fu¨r x ∈ G, ρ > 0, Bρ(x) ⊂ G, h ∈ R and |h| < ρ gilt




Fu¨r k →∞ erhalten wir
f(x+ hei)− f(x) =
∫ h
0
fi(x+ tei) dt = h fi(x+ thei)






B Ein Spektralsatz fu¨r kompakte Operatoren in reellen
Banachra¨umen
Die Beweise dieses Abschnitts sind wortwo¨rtlich aus [Alt] u¨bernommen. Dort [Alt,
Satz 9.8, S.363] wird ausdru¨cklich ein Spektralsatz fu¨r komplexe Banachra¨ume ge-
zeigt. Um vo¨llig sicher zu gehen, dass ein analoger Satz fu¨r reelle Banachra¨ume ganz
genauso gezeigt werden kann, sind die Beweise hier noch einmal aufgefu¨hrt.
Theorem B.1. Sei X ein normierter reeller Vektorraum, und sei Y ⊂ X ein
abgeschlossener Teilraum mit Y 6= X. Dann gibt es fu¨r jedes 0 < θ < 1 ein xθ ∈ X
mit
‖xθ‖ = 1 und θ ≤ dist(xθ, Y )
Beweis. siehe [Alt, Satz 2.4, S.87]
Lemma B.2. Sei X ein normierter reeller Vektorraum, und sei Y ⊂ X endlich-
dimensionaler Teilraum. Dann ist Y ein abgeschlossener Teilraum von X.
Beweis. siehe [Alt, Satz 2.8, S.91]
Theorem B.3. Sei X ein normierter reeller Vektorraum, und sei B1(0) ⊂ X
kompakt. Dann gilt
dimX <∞
Beweis. siehe [Alt, Satz 2.9, S.92]
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Definition und Theorem B.4. Seien X und Y reelle Banachra¨ume. Ein
beschra¨nkter linearer Operator T : X → Y heißt kompakt, wenn eine der folgenden
a¨quivalenten Bedingungen erfu¨llt ist:
1. T (B1(0)) ist kompakt in Y .
2. Fu¨r jede beschra¨nkte Folge (xn) ⊂ X gibt es eine Teilfolge (xnk), so dass
(Txnk) ⊂ Y konvergent ist.
Beweis. siehe [Alt, Definition 8.1, S.301]
Lemma B.5. Seien X und Y reelle Banachra¨ume, und sei X reflexiv. Dann ist ein
linearer Operator T : X → Y kompakt genau dann, wenn fu¨r jede Folge (xn) ⊂ X
mit
xn
weak−→ x ∈ X (n→∞)
folgt:
‖Txn − Tx‖Y → 0 (n→∞)
Beweis. siehe [Alt, Lemma 8.2, S.302]
Lemma B.6. Seien X, Y und Z reelle Banachra¨ume. Seien T1 : X → Y und
T2 : Y → Z beschra¨nkte, lineare Operatoren. T1 oder T2 sei kompakt. Dann ist
T2 T1 kompakt.
Beweis. (a) Sei (xn) ⊂ X eine beschra¨nkte Folge.
(b) Sei T1 kompakt. Dann existiert eine Teilfolge (xnk), so dass (T1xnk) ⊂ Y kon-
vergent ist. Weil T2 beschra¨nkt ist, ist auch (T2T1xnk) ⊂ Z konvergent.
(c) Sei T2 kompakt. Dann ist auch (T1xnk) ⊂ Y eine beschra¨nkte Folge, und daher
gibt es nach Definition B.4 eine Teilfolge (T1xnk), so dass (T2T1xnk) ⊂ Z konvergent
ist.
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Definition B.7. Sei X ein reeller Banachraum, und sei T : X → X ein be-
schra¨nkter, linearer Operator. Wir definieren durch
1. N(T ) := {x ∈ X : Tx = 0} den Nullraum von T ,
2. R(T ) := {y ∈ X : es gibt x ∈ X mit Tx = y} den Bildraum von T ,
3. ρ(R)(T ) := {λ ∈ R : N(λI − T ) = {0} und R(λI − T ) = X} die reelle Re-
solventenmenge von T ,
4. σ(R)(T ) := R\ρ(R)(T ) das reelle Spektrum von T ,
5. σ(R)p (T ) :=
{
λ ∈ σ(R)(T ) : N(λI − T ) 6= {0}} die Menge der Eigenwerte
von T .
Theorem B.8. Sei X ein reeller Banachraum, und sei T : X → X ein kompakter
Operator. Setze A := I − T . Dann gilt
1. dimN(A) <∞,
2. R(A) ist ein abgeschlossener Teilraum von X,
3. falls N(A) = {0} gilt, so ist R(A) = X.
Beweis. (a) Sei x ∈ N(A) mit ‖x‖ < 1. Dann ist ‖Tx‖ = ‖x‖ < 1. Deshalb gilt
B1(0) ∩N(A) ⊂ T (B1(0))
und
B1(0) ∩N(A) ⊂ T (B1(0))
Weil T kompakt ist, ist T (B1(0)) kompakt, und da B1(0) ∩N(A) abgeschlossen ist,
erhalten wir, dass B1(0) ∩N(A) auch kompakt ist. Nach Theorem B.3 folgt dann
dimN(A) <∞
(b) Sei x ∈ R(A). Dann existieren x˜n ∈ X mit Ax˜n → x. Wa¨hle an ∈ N(A), so dass
‖x˜n − an‖ ≤ 2 dist(x˜n, N(A))
Setze xn := x˜n − an. Dann ist dist(x˜n, N(A)) = dist(xn, N(A)), Ax˜n = Axn. Zu-
sammengefasst gilt
xn ∈ X, Axn → x, ‖xn‖ ≤ 2 dn := 2 dist(xn, N(A))
Angenommen, (dn) wa¨re nicht beschra¨nkt. Dann ga¨be es eine Teilfolge (dnk) mit










Da (yk) beschra¨nkt und T kompakt ist, existiert eine Teilfolge (ykl) mit Tykl → y
fu¨r l→∞. Daraus ergibt sich
ykl = Aykl + Tykl → y




Daher ist y ∈ N(A) und













ein Widerspruch!. Also ist (dn) doch beschra¨nkt, also auch (xn). Also gibt es eine
Teilfolge (xnk) mit
Txnk → z (k →∞)
Schließlich gilt
x ← Axnk = A (Axnk + Txnk) → A(x+ z)
und
x = A(x+ z) ∈ R(A)
(c) Es gelte N(A) = {0}. Angenommen, es ga¨be ein x ∈ X\R(A).
Wa¨re Anx ∈ R(An+1) fu¨r n ≥ 0, so ga¨be es ein y ∈ X mit Anx = An+1y, das
heißt An(x− Ay) = 0. Wegen N(A) = {0} folgte x− Ay = 0, und somit x ∈ R(A),
Widerspruch! Also gilt
Anx ∈ R(An)\R(An+1) ∀n ≥ 0
Weiter ist







(−T )k︸ ︷︷ ︸
kompakt nach Lemma B.6
Nach (b) ist damit R(An+1) abgeschlossen. Deshalb gibt es an+1 ∈ R(An+1), so
dass







‖Anx− an+1‖ ∈ R(A
n)
Fu¨r y ∈ R(An+1) gilt
‖xn − y‖ = ‖A










Fu¨r m > n erhalten wir




Andererseits ist (xn) beschra¨nkt und T kompakt, also gibt es eine Teilfolge (xnk)
mit
‖Txnk − Txnl‖ → 0 (k, l→∞)
Widerspruch!
Theorem B.9. Sei X ein reeller Banachraum, und sei T : X → X ein kompakter
Operator. Dann gilt
1. σ(R)(T )\{0} ⊂ σ(R)p (T ),
2. σ(R)(T ) ist endlich oder abza¨hlbar,
3. σ(R)(T ) ist beschra¨nkt,
4. jede Folge (λk) ⊂ σ(R)(T )\{0} mit paarweise verschiedenen Folgengliedern
konvergiert gegen Null,
5. dimN(λI − T ) <∞ fu¨r jedes λ ∈ R\{0}.
Beweis. (a) Sei λ ∈ R\{0}. Dann ist nach Theorem B.8 dimN(I − Tλ ) < ∞ und
daher
dimN(λI − T ) <∞
(b) Sei 0 6= λ /∈ σ(R)p (T ). Dann ist nach Definition dimN(I − Tλ ) = {0} und nach
Theorem B.8 gilt N(I − Tλ ) = X, d.h. λ ∈ ρ(R)(T ). Das zeigt
σ(R)(T )\{0} ⊂ σ(R)p (T )
(c) Sei (λk) ⊂ σ(R)(T )\{0} mit λk 6= λl (k 6= l). Wegen (b) gibt es Eigenvektoren
en ∈ X\{0} mit Ten = λnen. Definiere
Xn := span (e1, . . . , en)




Falls an = 0, folgt nach Voraussetzung a1 = . . . = an−1 = 0. Falls an 6= 0, erhalten
wir
0 = Ten − λnen = 1
an













und daher a1 = . . . = an−1 = 0. Also auch an = 0, Widerspruch! Mittels vollsta¨ndi-
ger Induktion folgt somit
dimXn = n ∀n ∈ N
Nach Theorem B.1 und Theorem B.2 gibt es xn ∈ Xn mit
‖xn‖ = 1 und 12 ≤ dist(xn, Xn−1)
Weiter gilt











ank λk ek ∈ Xn ∀n ∈ N





)‖ = ‖xn + 1
λn











‖ → ∞ (n→∞)
und
λn → 0 (n→∞)
(d) Aus (c) folgern wir, dass σ(R)(T ) \ [−r, r] endlich ist fu¨r jedes r > 0. Somit ist












Als abza¨hlbare Vereinigung endlicher Mengen ist σ(R)(T ) endlich oder abza¨hlbar.
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