Antichains of a bounded poset are assigned antichains playing a role analogous to that played by blockers in the Boolean lattice of all subsets of a finite set. Some properties of lattices of generalized blockers and maps on them are discussed.
Introduction
Blocking sets for finite families of finite sets, introduced by D.R. Fulkerson in the late 1960s, are important objects of discrete mathematics [1, 2] .
A set H is called a blocking set for a family of sets G := {G 1 , . . . , G m } if for each k ∈ {1, . . . , m} we have H ∩ G k = ∅.
A family G is called a clutter if no set from it contains another. The blocker of G is the family H of all inclusion-minimal blocking sets for G, it is a clutter.
The following property [3] is basic. For a clutter G, the blocker of its blocker coincides with G.
The concepts of the blocker map and of the complementary map on clutters made it possible to clarify relationship between families of specific sets and maps on them [4] .
It is shown in this paper that the concepts of a blocking set and a blocker can be extended when passing from discussing clutters, considered antichains of the Boolean lattice of all subsets of a finite set, to exploring antichains of arbitrary bounded posets (a finite poset is called bounded if it has a unique minimal element, denoted0, and a unique maximal element, denoted1.) Some properties of the generalized blocker map and the complementary map are discussed.
In Section 2 the notion of an intersecter plays a role analogous to that played by blocking sets in the Boolean lattice of all subsets of a finite set. In Section 3 we explore the structure of sets of intersecters in Cartesian products of posets. In Section 4 and 6 properties of the blocker map and the complementary map are discussed. In Section 5 we review the structure of lattices of blockers.
Intersecters and complementers
For a poset Q, we denote its atom set by Q a .
For a subset X ⊆ Q, I Q (X) stands for the order ideal of Q generated by X. For Q fixed, we also use the shorter notation I(X). The similar notations F Q (X) or F(X) are used for the order ideal generated by X. For a poset R, min R and max R denote the sets of all minimal elements and all maximal elements of R respectively.
For a finite family of finite sets G, we denote its conventional blocker by M(G).
Throughout the paper P stands for a bounded poset such that P − {0,1} = ∅.
:= denotes equality by definition. Let us start with extending of the concept of a blocking set.
Definition 1 Let
A be a nonempty subset of P .
• If A = {0} then an element b ∈ P is an intersecter for A in P if for every a ∈ A − {0} we have
• For the set A := {0}, its unique intersecter in P is the minimal element 0.
Every non-intersecter c for A is called a complementer for A in P .
Remark 1 Let B(n) denote the Boolean lattice of a finite rank n. If A is a subset of the poset B(n) − {0} then an element b ∈ B(n) is an intersecter for A if and only if I(b)∩B(n) a is a blocking set for the set family {I(a)∩B(n) a : a ∈ A}.
We use the notations I(P, A) and C(P, A) for the sets of all intersecters and all complementers for A in P respectively. For a one-element set {a}, we use the shorter notation I(P, a) instead of I(P, {a}).
By definition, we have the partition
For any subset A ⊆ P − {0}, the corresponding set of intersecters is nonempty because, at least, I(P, A) ∋1. In a similar way, ∅ = C(P, A) ∋0.
We view the sets I(P, A) and C(P, A) as the subposets of the poset P . It follows directly from the definition that for every subset A ⊆ P − {0},
therefore, in most cases, we can confine ourselves to studying intersecters for antichains. Further,
and, finally, for all antichains
we have
Definition 1 implies the following reciprocity property for intersecters: for every antichain A of P ,
that is each element a ∈ A is an intersecter for the antichain min I(P, A) in P .
For an element a >0, the corresponding set of intersecters I(P, a) is, obviously, the filter F I(a) ∩ P a , so in accordance with (3), we obtain the first statement of the following lemma:
Lemma 1 Let A = {0} be an antichain of P . The set of intersecters for A in P is determined by the following relations:
i.
ii.
Proof: To prove ii, note that the inclusion
follows from the definition of intersecters.
We are left with proving the inclusion
Assume that it does not hold, and consider an intersecter b for A such that b ∈ E∈M({I(a)∩P a :a∈A}) e∈E F(e) . In this case, we have the inclusion b ∈ e∈E F(e) not for all atom subsets E from the family M({I(a) ∩ P a : a ∈ A}), hence there is an element a ∈ A such that I(b) ∩ I(a) ∩ P a = ∅. Therefore b is not an intersecter for A, but this contradicts to our choice of b. Hence ii holds.
Thus, the set of intersecters for any antichain A = {0} of the poset P is a filter of P , that is I(P, A) = F min I(P, A) . Consequently, the corresponding set of complementers is an ideal of P , that is C(P, A) = I max C(P, A) . We call the elements of min I(P, A) the minimal intersecters or the blockers. We call the elements of max C(P, A) the maximal complementers for A in P .
We denote the distributive lattice of all filters (partially ordered inclusionwise) of P by Filters(P ). If A = {0} is an antichain of P then, in terms of Filters(P ), Lemma 1 says:
where the filters F(e) are viewed as elements of Filters(P ), and joins and meets are obtained in that lattice.
Proposition 1 Let P 1 and P 2 be bounded posets whose minimal elements are denoted by0 1 and0 2 respectively. Let ψ : P 1 → P 2 be an order-preserving map such that
For every antichain A 1 of P 1 ,
Proof:
Let b 1 be an intersecter for A 1 . In accordance with Definition 1, for all a 1 ∈ A, we have
In conformity with constraint (7), for every atom x 1 ∈ X 1 , we have the following inclusion:
Hence for all a 2 ∈ ψ(A 1 ), the inclusion b 1 ∈ I(P, A 1 ) implies
This means that ψ(b 1 ) ∈ I P 2 , ψ(A 1 ) and completes the proof.
Intersecters in Cartesian products of posets
In this section P 1 and P 2 stand for disjoint bounded posets with the minimal elements0 1 and0 2 and the maximal elements1 1 ,1 2 . We assume that
Proposition 2
We denote the Cartesian product of the posets P 1 and P 2 by P 1 × P 2 . Let P := (P 1 × P 2 ) ∪ {0,1}, where0,1 are the new minimal and maximal elements. Let A be an antichain of P := P 1 × P 2 . We define
ii. If min I(P 1 , A ⇂ P 1 ) = {1 1 } and min I(P 2 , A ⇂ P 2 ) = {1 2 } then
and
Proof: The atom set P a is P 1 a × P 2 a , therefore, by Lemma 1 i, the set of intersecters has the form:
from where the statement follows.
Now we shall study the structure of the set of intersecters in a slightly different construction.
Lemma 2 Let P be the Cartesian product P := P 1 × P 2 . Let A be an antichain of P := P − {0,1}. Then
Proof: Since for every element x := (x 1 ; x 2 ) ∈ P it holds
and the atom set of the poset P has the form
we can, using Lemma 1 i, write down
from where (9) follows.
Proposition 3 Let P conform to the hypothesis of Lemma 2. If
A is an antichain of P := P − {0,1} such that
Proof: Using Lemma 2, we rewrite (9):
After processing we obtain
, from where (10) follows. (11) is its corollary.
Proposition 4 Let P conform to the hypothesis of Lemma 2. If A is an antichain of P such that
Proof: (9) is rewritten here in the following way:
(12) is equivalent to it, and (13) follows directly.
Proposition 5 Let A be an antichain of the poset P := (P 1 × P 2 ) − {0,1}.
i. If
ii. If
Proof: Under the hypothesis of i, (9) gets the form:
that is equivalent to (14), from where (15) follows. ii is analogous to i in accordance with commutativity of Cartesian products.
Proposition 6 Let A be an antichain of the poset P := (
Proof: In conformity with the hypothesis of i, (9) is rewritten in the following way:
that is equivalent to (16). (17) is its corollary. ii is equivalent to i, in accordance with commutativity of Cartesian products.
Blocker map and complementary map
We denote the set of all (nonempty) antichains of P by Ant(P ). We mean that the set Ant(P ) is partially ordered: for all antichains A ′ and A ′′ , we set
in other words, we use the order isomorphism Filters(P ) − {0} → Ant(P ) such that F → min F .
Recall (cf., for instance, with [5] ) that for A ′ , A ′′ ∈ Ant(P ), For each antichain B of P , we define the preimage of B under the map b, in the following way:
We have Ant(P ) =˙ B∈Ant b (P ) b −1 (B), here b −1 ({0}) = {0}. We have, at least, the following inclusions:
• Ant b (P ) ∋ {0}.
• Ant b (P ) ⊃ b(a) : a ∈ P − {0} ; in particular, Ant b (P ) ∋ P a = b(1).
• Ant b (P ) ⊃ min y∈b(a) F(y) : a ∈ P − {0} .
Reformulate (4):
In the theory of blocking sets the following fact is basic:
This proposition can be generalized in the following way:
Proof: The theorem is evidently true when B = {0}.
Consider the situation when B = {0}. Choose an antichain A ′ ∈ b −1 (B). In accordance with the reciprocity property for intersecters, every element of A ′ is an intersecter for the antichain B = b(A ′ ). In other words, for each element a ′ ∈ A ′ , we have the inclusion a ′ ∈ I(P, B) = b∈B F I(b) ∩ P a . In accordance with this inclusion, we assign to the antichain A ′ the antichain
(that may coincide with A ′ ), which is a blocker for B, by Lemma 1 i. So then b(A) = B, b(B) = A, and the theorem follows.
Example 1 Figure 1 (b) shows the Hasse diagram of the poset Ant b (P ) for the poset P with the diagram shown in Figure 1 (a). We have
Ant b (P ) = {0}{x}{z}{w}{y}{v}{1}{xz}{zw}{xzw} ,
see Figure 1 (c). Here
{0} → {0}, {x} → {x}, {z} → {z}, {w} → {w}, {xz} → {y}, {y} → {xz}, {zw} → {v}, {v} → {zw}, {1} → {xzw}, {xzw} → {1}.
The set {0} ∪ {x} : x ∈ P a is, evidently, the set of fixed points of the restriction map b | Ant b (P ) . But this map can have other fixed points as it can be seen from the following:
Example 2 For the Boolean lattice B(3) of rank 3, the set B(3) (2) of all elements of the rank 2 is a fixed point of the map b | Ant b (B(3) ) .
In general, by Lemma 1, an antichain A = {0} of P is a fixed point of b | Ant b (P ) if and only if the following equivalent relations hold: 
Let {0 ∈ P } = B ∈ Ant b (P ) and A ′ , A ′′ ∈ b −1 (B). By Lemma 1 i,
Note that if B = {0} then {0} ∨ Ant(P ) {0} = {0} = b −1 ({0}). We have proven Figure 2 shows. partial order on the lattice of ideals of P : for all C ′ , C ′′ ∈ Ant c (P ), we set C ′ ≤ C ′′ if and only if
Remark 2 For
For each antichain C of P , we define the preimage of C under the map c in the following way:
The poset Ant c (P ) includes, at least, the set of antichains {max(P − F I(a) ∩ P a ) :0 < a ∈ P } that correspond to one-element antichains of P . Figure 3 (compare with Figure 5 ),
Example 3 For the poset P with the diagram shown in
Ant c (P ) = {0}{z}{v}{1}{yz}{xz}{zv}{xyz} . Here c −1 ({0}) = {1} , c −1 ({z}) = {v} , c −1 ({yz}) = {x} , c −1 ({xz}) = {y} , c −1 ({v}) = {z} , c −1 ({xyz}) = {xy} , c −1 ({zv}) = {xz}{yz}{zv}{xyz} , c −1 ({1}) = {0} .
Proposition 9 An antichain A ∈ Ant(P ) is a fixed point of the complementary map c if and only if we have the following partition:
Proof: For the antichain {0} (which is not a fixed point of c), (19) does not hold. Consider an antichain A = {0}. According to (18), A is a fixed point of c if and only if we have the partition max P − F P c(A) = A or, equiva-
, from where the statement follows.
Lattice of blockers
Proposition 10 For all B ′ , B ′′ ∈ Ant b (P ),
Proof: The proposition is evidently true when B ′ = B ′′ = {0}. Let B ′ , B ′′ = {0}. Using Theorem 1, we write down
Continue with processing:
The proposition is also true when B ′ = {0}, B ′′ = {0}. Figure 4 , {x}∨ Ant(P ) {z} = {xz}, but {x} ∨ Ant b (P ) {z} = {xyz}.
Remark 5 In general, for
A ′ , A ′′ ∈ Ant(P ) relation b(A ′ ) ∨ Ant b (P ) b(A ′′ ) = b(A ′ ∧ Ant(P ) A ′′ ) does not hold,
as it can be seen from the following:
Example 5 See Figure 4 ; here
One can deduce from the reciprocity property for intersecters the following lemma: ii. If we have ii. The lattice Ant b (P ) − {1} is self-dual.
iii. In the lattice Ant b (P ) − {1} operations of obtaining meets and joins are determined as follows: for B ′ , B ′′ ∈ Ant b (P ) − {1}
Proof: We are left with proving iii; (21) has been proven above, see Remark 3.
By self-duality of the lattice Ant 
It follows directly from the definition of the complementary map that:
of the complementary map, under which
is an order isomorphism between the lattices Ant b (P ) and Ant c (P ). • The reverse order isomorphism
is the map, under which
• For every element C ∈ Ant c (P ), we have | c Let S be such a meet-subsemilattice of the Boolean lattice B(n) of a finite rank n that • S has the maximal element that coincides with the maximal element of B(n),
• the minimal element of S coincides with the minimal element0 of B(n),
• the atom set of S coincides with the atom set of B(n).
It is easy to see, using Proposition 10, that the posets S − {0} and Ant a (S) are order isomorphic. Hence Proposition 11 implies that for a poset P there exists such a meet-subsemilattice S of a Boolean lattice that the lattices Ant b (P ) and Ant b (S) are order isomorphic.
Order-preserving maps and blockers
If ψ is an endomorphism of a poset P then, in accordance with Lemma 3,
Let ψ be an endomorphism of P such that
If A = {0} is an antichain of P then, in conformity with relation (2) and Lemma 1 i,
where ⊖ denotes the symmetric difference of sets.
Since b ψ(a) ⊇ b(a) for each a ∈ A, we obtain b min ψ(A) = min min (25)
• If {0 ∈ P } = R ∈ Ant b (P ) then (25) Therefore, see (20),
(operations ∨ and ∧ are realized in Ant(P )), note that here b(p 1 ) ∧ Ant(P ) b(p 2 ) = b({p 1 , p 2 }).
In general, discoursing by induction, we obtain: for an antichain A = {0} of P with |A| > 1,
(all operations are realized in Ant(P )).
Let P and Q be bounded posets. We denote the poset of all the orderpreserving maps from P into Q by Q P . By definition, for ψ ′ , ψ ′′ ∈ Q P , ordering ψ ′ ≤ ψ ′′ holds if and only if ψ ′ (p) ≤ ψ ′′ (p) for all p ∈ P .
Let ψ ′ ∈ Q P be a map such that ψ ′ (0 ∈ P ) =0 ∈ Q; ψ ′ (p) >0 ∈ Q for all p ∈ P such that p >0 .
For an antichain A = {0} of P , we use the notation
The following relation holds:
(27) generalizes formula (24) for endomorphisms. In notations (26), relation (27) is written as follows:
where Id denotes the identity map on P .
