the interval [0, l] , for almost all sample paths of the plane Brownian motion process.
This paper is divided into sections which are numbered consecutively from 1 to 5. The first few sections contain preliminaries.
§4 establishes the notation and contains a precise statement of the main theorem. In §5 the main theorem is proved.
I want to thank my teacher, Professor Shizuo Kakutani for his helpthe kind of help which standard words of acknowledgment can never quite cover.
2. Let (£2, 8, Pr) be a probability space, i.e., 0= {co} is a set of elements, fi= {£} is a Borel field of subsets of called "events," and Pr is a countably additive measure defined on 8 satisfying Pr{fl}=l.
Pr{£| is called the "probability" of the event E. If x = x(o)) is a random variable, i.e., x(co) is a real (complex) valued function defined on fl such that {co|x(co)G-B| G8 Ior every Borel subset B of real (complex) numbers, then E{x} shall be the "mean" or "expectation" of x, i.e., E[x} = f x(u) Pr (da), J a provided the integral exists. A (mathematical) one-dimensional Brownian motion is a real-valued function x(t, co) of the two variables / and co, defined for all non-negative real numbers t, 0^t<
oo, and for all coG^, which has the following properties:
(Bi) x(0,co)^0, (B2) for any real numbers s, t with 0^s<t< oo, the increment x(t, ui) -x(s, co) is 6-measurabIe in co and has a normal distribution with mean 0 and variance t -s, i.e., A two-dimensional or plane Brownian motion is an ordered pair of two mutually independent one-dimensional Brownian motions, i.e., a pair of onedimensional Brownian motions x(t, co) and y(t, co) with the property that Yr{E(x, s, I, a) P\ E(y, s', t', a')} = Pr{E(x,s,l,a)}-¥r[E(y,s',t',a')} lor any real numbers s, t, a, s', t', a' with 0^s<J<<»,0^5'</-'<oo.
If we consider B(t, ui) = (x(t, co), y(t, co)) as a point in a Euclidean plane then for each fixed co, B(t, co) may be considered as a function of t lor 0^t< «, which assumes as values points or vectors in the plane. For fixed co the function B(t, co) of t, 0 ^t < oo, is called a sample path.
The following two lemmas from probability theory shall be needed in the last section of the paper. for an co-set having probability 1.
The proof of Lemma 2 may be derived using Lemma 1 together with wellknown properties of Gaussian variables.
3. We consider all rotations of 3-dimensional space around a fixed point (the origin of coordinates). Let gi and g2 be two rotations. Then their product g is the rotation obtained by first carrying out the rotation g2 and then the rotation gi. This is written in the following way: g = gi-gi. The set of all rotations form a group which shall be denoted by G.
Let a fixed rectangular coordinate system be chosen in 3-space. Then points or vectors x may be represented as triples of real numbers: (xi, Xi, x3). [January Let |x| be the Euclidean length of the vector x, i.e., \x\ = (x\+x\+x\)in. Three by three matrices A may be considered as linear transformations on this space of vectors. The notation | A \ shall be used to denote the operator norm of A, i.e., |-<4 [ =max|1|_i |^4(x)|.
A rotation got G may be represented analytically as a 3 by 3 orthogonal matrix V with determinant 1. The group G shall be topologized by defining the distance between two rotations gi, g2 to be | Vi-V2\, where V\, V2 are the orthogonal matrices corresponding to gi, g2 respectively. 
Theorem. The limit, g(t, co) = lim g <»>(/, co) n-»oo exis/s uniformly in t, 0^t^l,for co(Gft) belonging to an event which has probability 1.
We remark that it follows from the main theorem that g(t, co) is a continuous stochastic process in the rotation group G. Furthermore, it can be shown that the characteristic matrices Under this change of variables the matrix A (<p, 0) is transformed into a matrix which shall be denoted by A(x, y). Using (6), (7) and (8) The left-hand side of (12) may now be written: [January (x+x')2/2 -(X+X')(y + y')/2 (X+X') -ix + x')(y + y') (y + y')V2 -(y + y') -(* + X) (y + y') (x + x')2/2 + (y + y')2/2. all converge with probability 1.
The convergence of (16) Let maxists2n 0(A*n)) =z", £o" z" =z < <x> with probability 1. Then £q" znK(zn) = £<T %nK(z) =zK(z), with probability 1. It follows that (15) converges with probability 1. The demonstration that (17) converges with probability 1 is not essentially different from the proof that (15) converges with probability 1.
It will be omitted.
Consider the series (18). In order to show that this series converges with probability 1, use shall be made of Lemma 1. Thus the probability = tr(P2*-2 P*-i ) -tr(F2t F2*-i P2*-2 Pt-i Vk )
= tr[(7 -F* F2* Fm-i )-(P2t-2 P*-i )J. for an co-set of probability 1. This proves that (18) converges with probability 1 and completes the proof of the main Theorem.
