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This paper describes some of the issues peculiar to small businesses trying to take advantage of data
warehousing technologies. It proposes a layered warehouse architecture and examines some of the issues
peculiar to a small business evolutionary strategy for creating a full data warehouse model appropriate for
small business by omitting some of the layers or components of the full model.
The literature on data warehousing implicitly assumes one of two natural models for information access: a
large repository of relatively raw data (data 'dump' or 'deposit'), or a carefully designed combination of
summarized and synthesized data (data 'mart'). Neither of these represents the core data needed for any
particular decision set (data 'package'). The information needed to solve a particular business problem
typically requires transforming data from deposit to mart to package where it is analyzed by the appropriate
business tool or technique. As managers require wider ranges of data resources, this access process must
become structured and simplified. We consider a full data warehouse model to be a combination of
databases in three layers composed of a data deposit, one or more targeted marts, and several specific data
packages.
While data warehousing and the resulting decision support capability is as valuable for small businesses as
large ones, the specialized resources used by most large firms to extract, organize and maintain a separate
database dedicated to data warehousing is hard to justify. The approach we recommend is to view a full
data warehouse as a layered model in which some layers are emulated by statistical or data management
techniques: a virtual data warehouse. The evolutionary construction of such a system starts with initial
projects that create packages to validate the benefits of data warehouses and to gain experience with the
data and the technology. As experience grows, several data marts may be generated and finally a group of
small businesses may get together to support a data deposit. The biggest problem with this approach is
managing data quality and controlling the size of the databases needed to generate relevant packages. This
paper explores some of the approaches needed to develop data warehousing capability in a staged approach
with virtual components where needed.
As much as we would like to believe that all data in organizational databases is of consistently high quality,
this is typically not true. The objective of a data warehouse is to provide information on business problems
that were not the original focus of the data system that collected the source records. This means that some
of the critical data may not be of good quality. Correcting this for every attribute collected by an
organization over several years is usually not feasible so there must be a strategy to manage data quality.
This strategy includes problem selection, assessment, selective sampling, and the use of robust tools.

Problem Selection
Data analysis problems can reasonably be classified into three categories: atomic queries, exploratory
queries, and confirmatory queries. Atomic queries extract collections of records that meet several
properties. The records themselves are the desired results. An example would be a query such as "Give me
all left handed females with blond hair who have bought automobiles in the last 4 years." Such queries are
not valuable if they are not based on a relatively complete population of detailed records such as a data
deposit. Atomic queries are very poor choices for initial data package problems. Exploratory queries ask
the question "What is the relationship among sales, weather, date, and purchaser demographics." Good data
mining tools can help automate exploratory queries based on a well planned data mine. Raw data is not
usually necessary. Confirmatory queries ask questions such as "Is it true that males prefer blue shirts over

red ones?" Initial queries should be confirmatory, since sampling techniques using moderate quantities of
extracted data can be used to produce them from a data package.

Data Assessment
In order to avoid compromising the reputation of a particular pilot or subsequent project, it is important to
start the development project with a data assay. By data assay we mean a formal program to determine the
quality of the data required for a particular application. The vertical drill down strategy described above
addresses data quantity. The real issue with creative use of large quantities of archived data, however, is
data quality. We consider three aspects of data quality to be especially important: accuracy, quantity, and
commonality.
Data accuracy is the likelihood that an attribute value is correct. There is a misconception among those who
have not worked with large databases that the presence of data in a table assures its accuracy. Furthermore,
a common reaction when a user discovers that this is not the case in a particular database is to spend
considerable time checking data [Sprague and Carlson, 1982]. Quality awareness programs and company
ethics can make a big difference in the overall quality of data in a system. Data editing and management in
the transformation pipe into the Data Deposit can help too. Unfortunately, data accuracy is not just a
function of the source and processing, but it also is a function of the particular attribute and the way it was
collected. We define four categories of data that identify the probability of accurate recording based on how
it was collected. The first is operational data. This refers to data that is collected and used as a part of the
day to day operations of the firm. Such data is very likely to be both complete and accurate because errors
will cause an immediate problem for the firm and the data collector. This is likely to be the most accurate
data a company has and should, to the extent possible, be the focus of the initial pilot. Related data refers to
data that is collected at the same time as operational data and is clearly related to operational needs, but not
used as a part of ordinary activities. This data is much more prone to error than operational data. While it is
relatively easy to assure that these entries are present, there is no feedback to assure that they are correct.
They are often simply filled in with any accepted contents. A third category of attribute is tangential data.
This data is collected as a matter of course, but is collected as an additional duty of the collector. Such data
is prone to both omission and content error. Unless tangential data is collected within a concerted quality
control effort, it should probably not be included in a data warehouse. Special data consists of data
collected by special data collection operations such as surveys and questionnaires. It also includes imported
governmental and commercial data sources. Data quality of special data varies considerably and should be
carefully assessed before it is used in critical or pilot applications.
Additional properties of data that should be considered in the data assay are quantity and commonality.
Quantity refers to the relative frequency of occurrence. Levels include universal, common, and occasional
data. It is not unusual for a source to provide very valuable data for some subjects (e.g. profit for a privately
held company). Such data, if accurate, should be included but flagged for appropriate use to avoid
generating unreasonable expectations. Commonality refers to whether this data is in a form that other
companies are likely to collect. While not critical for the kind of pilot that we recommend, this issue
becomes important when combining data from multiple sources. Sometimes it is possible to store data in
different ways or by different codes; in these cases it is worth choosing data that has the most commonality.
Unique data should be stored directly in the Data Mart.
The data assay should be conducted by attribute on the data elements needed for each project, but
especially for the pilot project. This data assay will provide a guide for selecting projects and approaches
that give correct information and avoid customer dissatisfaction.

Statistical Simplification
One of the advantages of the layered design for a data warehouse is that it permits us to take advantage of
well developed statistical strategies for data review. Conceptually the Data Deposit is a copy of the
population of transaction level data, a sample frame. The function of data management at the Deposit level

is to maintain this frame accurately for appropriate summary and extraction. The design of any statistical
study begins with a formal specification of the experimental unit for analysis. The experimental unit is the
object that is actually being measured. In statistics we often use an analytic techniques (e.g. nested design)
to isolate the behavior of groups or units that are not raw sample objects, but this effect could just as well
be accomplished by calculating these measures directly. The function of the Data Mart is to aggregate data
into experimental units appropriate for a specific business area. At the same time, the data mart can limit
the attributes of the records to ones of interest in that areas. Thus a Data Mart corresponds to a statistical
experimental population. While it could be done, it does not appear to be common to use sampling or
statistical modeling such as factor analysis to build a Data Mart. A potentially useful tactic, at both the Mart
and Package level, would be to maintain a random sample of data for exploratory studies and to test
analytic code. Data Packages must be condensed considerably to fit into the constraints of workstation
technology. Analysts will need to use sampling strategies as well as analytic techniques to produce more
parsimonious representations of relevant phenomena.
Most companies maintain a small amount of high quality data and a large amount of poor data. A lot of
poor data does not generate good information. In statistics it is recognized that often a sample is better than
the population. A good quality, representative sample is often much more useful than poor quality total
database. While it is usually not feasible to edit and clean an entire warehouse database, it is often possible
to do so with a sample. The data deposit is intended to be as complete as possible and serves as a sample
frame from which the Mart is generated. Thus data quality efforts should start at the Mart level. Corrections
that are generated to raw data should be entered into the transformation pipe that feeds the Deposit so that
they will be maintained for all applications, but the focus should be on records needed for the Mart. Sample
selection should follow some fundamental statistical principles: identification of subject units, estimation of
power needs, and focus on observable phenomena.
Once the sample has been selected, it should be very carefully edited. Data editing is an inexact art that
focuses on identifying unusual values and researching their accuracy. Editing a sample of very bad data is
often equivalent to reentering all sample data from original sources. The editing function will make very
good use of the source stamps that identify the origin of a particular record or attribute. Editing from
common sense replaces information in the database with information from the editor's head and may
obscure the very insight that an organization is seeking. Careful data editing at this stage is essential. It is
also quite expensive. When pilot users discover poor data they wind up spending much of their time
checking data and not evaluating the problems they want to solve. Data preparation is the most expensive
part of most statistical studies. Budget at least 5 times as much effort on this stage as you expect.

Robust Tools
Statistical tools are not alike in the way they treat bad data. Common measures such as means and
variances are particularly sensitive to a few bad data points. One technique that can be used is to selectively
eliminate apparently outlying data. The SAS statistical package, JUMPS, facilitates this, but this is both
time consuming and delicate. A safer approach is to focus on robust statistical techniques. Robustness in
statistics refers to the ability of a tool to give accurate answers in spite of violations of the assumptions
expected for the tool. Medians and mean absolute deviations are much more robust than means and
variances. Trimming and Windsorizing are statistical techniques for eliminating outliers in a systematic
way should be considered. Order statistics provide robust alternatives to most least squares techniques. In
general, analytic tools should be selected for their ability to handle bad data well.
In general, the standard tools of statistical display and analysis are not well suited to the virtual warehouse
rollout process. Most of them are based on least squares criteria which are extremely sensitive to outliers or
have no mechanism for handling missing or directional data (e.g. "big" or "small"). The traditional tools of
Statistics I need to be replaced by more robust nonparametric tools that do similar things and users need to
be trained to understand them. While we cannot do so in this paper, we intend to discuss some of the most
reliable candidates.
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Three Layer Data Warehouse Model
Statistical Data Form and Decision Purpose for Each Layer of the Model
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