Abstract. We present two methods based on decimation for computing finite billiard words on any finite alphabet. The first method computes finite billiard words by iteration of some transformation on words. The number of iterations is explicitly bounded. The second one gives a direct formula for the billiard words. Some results remain true for infinite standard Sturmian words, but cannot be used for computation as they only are limit results.
Introduction
Let u be the finite word of length |u| = 24, on the finite alphabet A := {a, b}: u := bbabbbabbbabbabbbabbbabb.
Rewrite u, using two stairs and alternatively putting, from the left to the right, the a's down and up at the same position as in u, and so for the b's, as follow: Then we have again u = v 1 v 2 v 3 . These properties obviously fails for general words, and we discuss in this paper the algorithmic process corresponding to these transformations. In the example before, it works for two reasons. The main one is that u is a finite billiard word, or a finite cutting sequence, but we also need a technical property, that the numbers of letters are divisible by 2 and by 3, |u| a = 6 and |u| b = 18 respectively.
The paper is organized as follow. In Section 1, we define finite billiard words on finite alphabets, and decimations. The main results are stated in Section 2. They contain both an invariance property which characterizes billiard words, and some iterative process which can be used for computation of billiard words. Then we give a geometrical interpretation and some algebraic properties of this process in Sections 3 and 4 respectively. Section 5 is devoted to complete the proofs.
Some definitions
1.1. Digital lines and curves
Digitization systems
We consider a digitization, or a pixellization, of the whole space R I k , i.e., the union P of identic pixels translated by any integer vectors from an original pixel which is a (closed, convex and symmetric) part of the first unit k-cube, i.e., the set of points with all coordinates between 0 and 1. These pixels are pairwise distinct, in the sense that the common part of two of them is included in a (k − 1)-dimensional space. The classical examples in the plane are the unit squares, or unit spheres, or some others pixels as diamonds (see [11] ). In this paper we only consider unit k-cubes.
The ambiguous points are the common points of at least three pixels. They correspond in this paper to k-dimensional points with two integer coordinates, at least.
Coding a curve
Let C be any curve in the k-dimensional space R I k , i.e., a continuous application from some interval of R I into R I k . Such a curve can be considered as the trajectory of a point, moving from the "beginning" of the curve up to the "end". In the following, we use the following hypothesis: Hypothesis 1.1. The curve C does not contain any ambiguous point, except maybe for its extremities.
Consider the set of pixels crossed by this curve, and increasingly ordered by the moving point. Then we define:
• the pixellized curve PC of the curve, which is the union of the pixels crossed by C; • the digitized curve dC, which is the sequence of the segments joining the centers of two consecutive pixels crossed by C.
Such a digital curve can be encoded by a finite or infinite word on some alphabet A, each letter of A representing the translation from some center to the next one. In dimension 2, we get a finite alphabet with 4 letters, corresponding to the four movements: up, down, left, right. It gives the classical Freeman code, see [9] , which is also called the chain-code with 4-neighborhoods (see [14] or [8] for another equivalent approach, for two-letter alphabets: the Freeman code can also be obtained using the encoded sequence of the intersections of the curve and the sides of the unit squares, or of the facets in higher dimensions, see [6] ). This coding word is called the P-code of the curve C. In a k-dimensional space, we need an alphabet with 2k letters, corresponding to "up" and "down" in each direction. It is a finite word of length m := k j=1 (m j − 1) on the finite alphabet A := {a 1 , a 2 , . . . , a k }, where the letter a j encodes the vector e j of the canonical basis: as the point moves from O to M , the vector between two consecutive centers is one of the e j , always in the positive sense, and we only need k letters instead of 2k. For simplicity, this alphabet is denoted by {a, b}, {a, b, c} or {a, b, c, d} in dimension 2, 3, 4 respectively.
Notice that this finite word encodes also a billiard trajectory inside a kdimensional cubic billiard, starting from one vertex and ending at another one: each letter in A corresponds to the reflexion of this trajectory on a given facet of the cubic billiard. a b Figure 1 . Two and three-dimensional finite billiard words.
In Figure 1 , we give two examples with k = 2, M (4, 5) and c M = bababab (Fig. 1a) and k = 3, M (3, 2, 5) and c M = cacbcac (Fig. 1b) . In these two cases the billiard word is a palindrome, i.e., equal to its reversal. This property is well known, and very easy to prove by symmetry with respect to the midpoint of the segment OM . 
The same method can be used for any half-line D, i.e., starting from some point S in R I k and whose direction is given by the positive vector α := (α 1 , α 2 , . . . , α k ) as before. Then we obtain the corresponding infinite billiard word, which is the Freeman code of D, whenever D does not contain any point with at least two integer coordinates, except for its origin S. In the following, it is denoted by c α,S .
These words have been intensively studied, see for example [1] or [2] for general expositions.
Decimations
Decimations consist in periodic cancellation of letters in a word. Let v be a finite (or infinite) word on the finite alphabet A := {a 1 , a 2 , . . . , a k }. We define the position and the rank of a letter a in v, as follow: for each letter a in v, we write v = v 1 av 2 , the position of this letter a is |v 1 | + 1 and the rank is |v 1 | a + 1 (recall that the empty word ε is of length |ε| = 0, and that |v| a is the number of occurrences of the letter a in the word v). Then we define decimations:
• choose two integer values 1 ≤ r j ≤ n j ;
• withdraw the letters a j in v, except those whose rank is congruent to r j mod n j ;
Dv is the word consisting of the remaining letters. For a two-letters alphabet A = {a, b}, this notion of n-decimation has been introduced by Rauzy [13] , and used in [7] for k = 2, and then independently by Justin and Pirillo [10] (when k = 2 and for cutting sequences) and the author [3] (for k = 2 and for Christoffel words), see also [4] and [12] for some generalizations. For k = 2 and finite words, we have C = aV b, where C is the Christoffel word and V the cutting sequence, and the Christoffel approach is more convenient in this case.
In the following we consider four kinds of decimations.
(1) GD, for generalized decimations, defined as before for given integers (n 1 , n 2 , . . . , n k ) and (r 1 , r 2 , . . . , r k ); (2) GSD, for generalized standard decimations, where r j = n j for all j. It is denoted by D n1,n2,...,n k ; (3) n-decimation, where n j = n for all j; (4) n-standard decimation, where n j = r j = n for all j. This decimation is denoted by D n in the following.
Then Dv is a finite (resp. infinite) word when v is finite (resp. infinite). In the infinite case, if each letter a j appears in v with the asymptotic frequency ϕ j , then it appears in Dv with the asymptotic frequency:
which is equal to ϕ j for n-decimations.
Main results

Image of billiard words by decimations
Image by decimations of standard billiard words have been already studied, on a two-letter alphabet (k = 2). These words are invariant by standard decimations, see [10] or [3] for a Christoffel version of this result. Roughly speaking, they are the only invariant words if we use two standard decimation with coprime values of n [10] .
We prove:
Theorem 2.1. The image of an infinite billiard word by any generalized decimation is a billiard word:
for some α and S depending on α, S and D. Moreover, for n-decimations, the two billiard words are parallel, i.e., α = α.
As a corollary, we obtain that the language of finite factors of billiards words with a given direction is invariant under n-decimations, and that the image of a finite billiard word is a finite billiard word.
Computation of finite standard billiard words
A new transformation
We define the junction word w := a 1 a 2 . . . a k , and the following transformation on finite word u:
Roughly speaking, we consider the n-decimation onto the word u n , except that we need a junction factor between consecutive factors u. Then:
Proposition 2.1. Each letter a j has the same number of occurrences in the two words u and T n (u).
Remark that, when k = 2, and if u = V is a billiard word, then we have:
where C is the corresponding Christoffel word, and that a.V [ab] n .b can be viewed as a lower Christoffel word. This result immediately implies that u and T n (u) have the same length.
Invariance and convergence properties
We consider the set A M of all finite words u on A such that |u| aj = m j −1, for a given fixed integer point M = (m 1 , m 2 , . . . , m k ) with pairwise coprime coordinates. Thus this set contains the finite billiard word c M , and is invariant by the transform T n , using Proposition 2.1. Notice that in this case, at most one letter of each factor w in u
[w]n still remains after n-decimation, so that the order of the letters in the junction word w does not effect on the result.
Theorem 2.2.
• For any n ≥ 2, the finite billiard word c M is the only T n -invariant word in A M .
• For any n ≥ 2 and any
is sufficient in the previous item.
The bound r in Part 3 corresponds to a trivial majoration, it can be improved in some cases. However, it cannot be significatively improved in the general case: when k = 2 and u = a p−1 b q−1 for example, T r n (u) begins by the letter a and ends by the letter b as n r ≤ min(p, q). It is not a palindrome, hence it cannot be equal to the billiard word c M .
However, this theorem can be used for computing finite standard billiard words on a k-letters alphabet: compute the successive iterates T r n (u), and when two successive words are equal, we get c M using Part 1. This can be used for direct computation, for words in small dimensional spaces, k = 3 or k = 4 for example.
When the hypothesis of "pairwise coprime coordinates" is not satisfied by M , the theorem still holds, but it must be expressed in a different way, and uses w as a new letter, corresponding to any of the k! words of length k obtained by permutation of the letters of A. The billiard word c M does not exist, the "fixed" point is still attractive, but it may correspond to some cycles, if we only use the k original letters. We give only two examples of these cases when k = 2.
(1) For M (6, 4) , abawaba is the only fixed point of T 2 , it corresponds to the two fixed points abaababa and ababaaba in the original alphabet A. M (3, 3) , ww is the only fixed point of T 2 . In the alphabet A, it corresponds to:
• two fixed points abab and baba;
• a cycle of length two, {abba, baab}. The limit value of T n (u) depends of the relative position of the trajectory of u and of the integer points (1, 1) and (2, 2) on the segment OM . The situation is more complicate for k ≥ 3.
A concrete approach for T n
Let u be in A M , with odd coordinates m j . Then T 2 (u) can be computed as follow:
(1) dispose the letters of u into two rows, the letters in the upper (resp. lower) row corresponding to those with even (resp. odd) rank; (2) concatenate the upper word and the lower word. Then we get the new word T 2 (u). By this way, we avoid to use words longer than the initial word u, and obtain the billiard word by a finite number of iterations, following Theorem 2.2. For the example above, the iteration gives successively: More generally, we get:
Proposition 2.2. Let u be in A M , with all coordinates m j coprime with n. Dispose the letters of u in a rectangular matrix with n rows and m columns, such that the letter a j in place and rank r in u is put in column and line
i ≡ 1 − rm −1 j (
mod n). Let u i be the finite word corresponding to row i, read from left to right. Then
This method uses only one copy of the finite word u to compute T n (u), instead of n copies of u and n − 1 copies of the junction word w. It uses the property that all letters of the junction words disappear by n-decimation, and that each letter in u remains exactly one time, in one of the n copies of u in T n (u). This property is false when some m j is not coprime with n.
A direct formula
Denote by m the product of the m j 's, and bym j the complement of m j in this product:m
Theorem 2.3.
c M = Dm 1,m2,...,mk (w m−1 ).
In this result, the factors u disappear, and we only take the junction factors w. However, the word w m−1 is rather long: in the example of Section 2.2.3, its length is equal to 4616, and this formula seems to be useless for an effective computation. 
Geometrical interpretations
Interpretation of decimations
Decimations have a geometrical interpretation, which is the main ingredient in the proofs in Section 5. We consider a generalized decimation D, associated to (r j , n j ), 1 ≤ j ≤ k, and a finite or infinite word u on the k-letter alphabet, each letter a j corresponding to the vector e j . Figure 2 corresponds to k = 2, r 1 = 1, n 1 = 2, r 2 = 2, n 2 = 3, and u = ababbbbba.
The decimation operates as follows:
(1) consider the digitized curve (black path) and the pixellized curve (grey squares) associated with u (Fig. 2a) ; (2) transform the whole space R I k by homothecies on coordinates x j → xj nj , 1 ≤ j ≤ k (Fig. 2b) ; (3) put this new figure in the original grid of pixels, such in a way that the image of the origin O is put at the point whose coordinates are (Fig. 2c) ; (4) D(u) is the Freeman code of the image of the initial digital curve by this transformation (Fig. 2d) .
The transformations T n
T n also has a geometrical interpretation, as it is defined using decimations. First note that we use standard n-decimation, so that the origin O remains at the origin at step (3) by the following geometrical method, which corresponds to Figure 3 for n = 2 and u = ababbbbba:
(1) consider the digitized curve and the pixellized curve associated with u (Fig. 3a) ; (2) make n copies of the rectangle parallelepiped whose main diagonal is OM , and transform them by the homothecy whose ratio is 1 n : we get n "small" rectangle parallelepipeds, whose main diagonal is denoted by O i M i ; (3) put them in the original grid of k-units cubes, in such a way that (Fig. 3b or Fig. 4b ), and u
[w]n is the Freeman code, in the grid of "small" pixels, of the digital curve in Figure 3b ; (4) T n (u) is the Freeman code of this curve, in the original grid of pixels (Fig. 3c ).
So we have T 2 (ababbbbba) = abbbababb. Note that the junction word w is necessary to ensure continuity between two consecutive "small" copies of the initial digital curve, and this geometrical interpretation of T n proves that the image T n (u) is still in A M , i.e., Prop. 2.1. A direct algebraic proof is also immediate:
Proof. |u| a denotes the number of occurrences of the letter a in the word u. Then we have |w| a = 1, and |u [w] n | a = n|u| a + (n − 1). By n-decimation, the number of remaining letters a is equal to |u| a .
The word w = ab can be replaced by ba: as the coordinates 4 and 7 are coprime, 2 cannot divide these two numbers, so that the two segments cannot be thick simultaneously. This property remains true in the general case, as the coordinates m j are pairwise coprime integers.
In Figure 4 we give another illustration of these transformations, with k = 2, n = 3, u = ababbbbba as before, Then we get Proof. Consider two generalized decimations D (i) , i = 1, 2, associated with the integers r
, corresponding to:
These formulae prove all the announced results, as r
Remark that we obtain D n D m = D nm as a special case. 
Decimations and tranducers
Any decimation can be realized using a transducer, more precisely a letterto-letter transducer, with k j=1 n j different states. This transducer copies the configuration of a k-dimensional parallelepiped, whose sides have n j states. It acts both on finite and infinite words. Figure 5 gives two examples of these transducers in the simplest cases, i.e., k = n = 2. Proof. Recall that w is the junction word, i.e., contains one copy of each letter of the alphabet. First, we prove two formulae. The first one is:
Composition of T -transformations
n is such that |v| a is a multiple of n, hence the last occurrence of a, i.e., the letter a in the last factor w, remains after n-decimation. This is true for each letter a, hence the whole last factor w remains, and it gives the formula. The second formula is true whenever the word v is such that |v| a is a multiple of n for each letter a. Then we obviously have:
Then we have:
using the first formula and iteration of the second.
We use in the following the immediate consequence of Proposition 4.2:
Proofs of the theorems
On the image of billiard words by decimation
We consider a billiard word c = c α,S , such that the half-line D starting from S and parallel to α satisfies Hypothesis 1.1, and a generalized decimation D associated with the numbers (r j , n j ), 1 ≤ j ≤ k. Denote by C the corresponding digital curve, then the pixellized curve DC is the set of pixels crossed by D.
Then we transform the whole space by T as in Section 3.1 items (2) and (3), i.e., by the relation x j → xj +nj −rj nj . The image of the initial grid of k-unit cubes is transformed in a new grid, whose elements are called the "small pixels". Small pixels are rectangle parallelepiped, whose sides are parallel to the axis and of length 1 nj on the j-th axis (Fig. 6) .
Then c is the Freeman code in the grid of small pixels of the half-line T D, which is starting from S := T S and parallel to the vector α := (
Then S is an interior point of the first pixel, and the geometrical interpretation of decimations, given in Section 3.1, implies that Dc is the Freeman code of half-line T D.
It proves Theorem 2.1, and we get more precisely:
with: Figure 6 . Homothetic transformation of the initial pixel, k = 3, n 1 = n 2 = 3, r 2 = n 3 = 2 and r 1 = r 3 = 1.
a b Figure 7 . The image of a factor of some billiard word by 2-decimation is also a factor of this word. Proof. The first corollary is immediate, as S = O implies S = O for a ndecimation.
In general case, two infinite billiard words with same direction have the same language, and it implies Corollary 5.2. However, this property is false when there exists some linear relation over Z Z between the coefficients α j , see [5] . In that case, we use the following general direct proof.
Let u be a factor of an infinite billiard word parallel to α. It implies that the pixellized curve whose Freeman code is u contains a line parallel to α which enters the pixellized curve at the left and leaves at the right (Fig. 7a) : the left (resp. right) part of the first pixel is the set of points in this pixel with at least one coordinate equal to 0 (resp. 1), we define the left part and the right part of any pixel by translation, and the left (resp. right) part of a finite pixellized curve is the left part of the first (resp. last) pixel of the curve (the black segments in Figs. 7a, 7b) . Use now the geometric interpretation of n-decimation, then u is also the Freeman code of the black small pixelled curve (Fig. 7b , where n = 2), and D n (u) is the Freeman code of the grey pixelled curve. But a line parallel to α enters this pixelled curve at the left and leaves at the right, so that D n (u) is a factor of an infinite billiard word parallel to α. This gives Corollary 5.2.
As a finite billiard word is a prefix factor of some infinite standard billiard word (take D close to M ), we get Corollary 5.3.
Computation of billiard word by iteration
The main idea is that the curve whose Freeman code is T n (u) is very close to the main diagonal OM , for any word u in A M , and for large n. When this segment does not contain any ambiguous point, i.e., the coordinates m j of M are pairwise coprime numbers, then the digital curve and the segment OM have the same Freeman code, i.e., T n (u) = c M .
We use "small grid" for the grid of k-cubes whose sides have length Proof. Let C be the distance between OM and the farthest point of the parallelepiped [OM ] . Then all the points in the small parallelepipeds are closer than C n from the main diagonal of the corresponding small parallelepiped, thus from OM . This is also true for the parts of trajectory corresponding to the junctions words.The lemma comes from C 2 ≤ k j=1 m 2 j , this majoration is rather bad but is sufficient for the following. , and any trajectory T inside this cylinder crosses the same set of k-unit squares.
End of the proof of Theorem 2.2
For any finite word u ∈ A M , (T n ) r (u) = T n r (u) encodes a trajectory in the small grid, whose maximal distance to the diagonal OM is less than Replacing C by its majoration gives Part 3 of the theorem. When the initial word u is closed to the segment OM , then the constant C in Lemma 5.1 can be improved, and in the best cases we can choose r = cst ln n .
