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Il risultato del teorema 1.5. l e conseguenza di alcune pro
prietà per le distanze di Kobayashi e di Carathéadory 1n do-
mini di spazi di Banach complessi. Nella dimostrazione Sl uti-
lizza la nOZ10ne di curva geodetica complessa in B: Sla
g : 11
ra
-> B una applicazione olomorfa tale che g(O) - x ,
o
allo
•
se vale l'uguale Der ogni ~ e 11,
geodetica complessa per x
o
per ogm
"Y - g(I1)
~ e 11 ;
Sl dice curva
Per ogm x e B. x f O, l'immagine di per l'applicazione
l i neare F; ...., ---t>~ F;
Il xIl
x è l'unica curva geodetica com
plessa per O contenente x.
Il teorema 1.5.1 vale anche per l ~ o < 2 e 2 < p < 00 •
Per p = 2 il teorema non vale in quanto il disco unità aperto
di ogni spazio di Hilbert è omogeneo.
§ 1.6. METRICHE DIFFERENZIALI DI KOBAYASHI E DI CARATHEODORY.
Con le stesse notazioni del § l. 4 •Sla D un dominio di E.
Le considerazioni che seguiranno si estendono al caso in CUl
D e una varietà complessa. E è allora lo spazio tangente a D
1n x.
LEMMA 1.6.1. V~o x e V,
e t e ~ .ta.te eh e h I~ I = x
o
v e E, F; e 11, e.6,u,:tDno
o
edh(~lt=v.
o
h e Hofll1,V'
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Dimostrazione. Per ogni intorno aperto U di x 1n D, esi
ste una semi norma continua p su E tale che B (x,l)p c u.
Se p(v) > O, prendiamo k e Hol(~,E) definita da
~k(~) ; x + ---p~(v-')- v •
Risulta k(6) C U e quindi Inoltre k(O) - x,
dk(O)p(v) ; p(v)k' (O) ; v. La funzione h definita da
h(~)
2
e il vettore T; p(v)(l - I~ol ) verificano il lemma, nel ca-
so p(v) > O.
Se p(v); O, basta prendere la funzione h e Hol(6,D) defini-
ta da
~ - ~o
h(~) - x + v
-l
- ~ ~o
2
con T; (l -I~ I ) •o
(~e6),
C.V.D.
Dal lemma 1.6. l segue che ha senso porre
X(x,v) - i nf <T>
~
, (1.6.1)
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dove l'estremo inferiore è preso su tutti l T e II, E, e ò,
h e Hol (ò,D) con h(E,) = x e dh(E,) T = V.
Siccome è omogeneo e gli elementi di Aut(ò) sono isometrie
per la metrica di Poincarè, possiamo mantenere E, e ò fisso nel
la (1.6.1). In particolare scegliendo E, = O, abbiamo
X(x,v) = inf{!-r i: te It, h e Hol(ò,D),h(O) = x, dh(O)T= v} .
La funzione
)(:DxE --f;> R
+
Sl chiama metrica differenziale di Kobayashi in D.
Sia h e Hol (ò,D) una funzione che verifichi il lemma 1.6.1,
e Sla 9 e Hol(O,ò). Allora
Siccome goh e Hol(!!',ò), dalla 2) del lemma di Schwarz-Pick
(cfr. § 1.2) segue che
•
Idg(x)vl Id(goh)(E,o)T I !-. (go/i)' (1,0) i IT I
<2 - - , ,2 2 , -l -Ig(x) l
-lgoh(1,o)! l -lgoh(E, )1 l - I II E, o'o
cioè
< dg(x)v> g(x) ~
per ognl funzione h e Hol (ò,O) che verifica il lemma 1.6.1.
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Quindi
< dg(x)v>g(X) ~ X(x,v) per ognl 9 e Hol(O,6).
Pertanto il numero y(x,v) e R definito dalla
+
y(x,y) - SUP{<dg(X)V>g(x) : 9 e Hol(O,6)1
verifica la disuguaglianza
y(x,V) ~ X(x,v)
e perciò è finito.
(x e D,ve E) (1.6.2)
La funzione y : D x E --> R
+
si chiama
metrica differenziale di Carathàodory ln O.
Per a e lt:
X(x,av) - laIX(x,v) e y(x,av) - lal y (x,v) .
Inoltre, per vl ,v2 e E :
(non si sa se una simile disuguaglianza vale anche per X).
PROPOSIZIONE 1.6.1. S~ V un do~~o
7
F e HolIV,V]!, )( e V, co e E, WuUa
<li E7' PVl. ogru
kO (F(x),dF(x)v) ~ Xo(x,v)l
e YO (F(x),dF(x)v) ~ YO(x,v) .
l
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Dimostrazione. Segue banalmente dalle definizioni.
In particolare, se F e Aut(D), allora
Esn1PIO 1.6.1 Sia E - Ir , D = 6. Presa g: E, , > E" e
y 6 (E, ,T) ~ <dg(E,h >g(E,) - <1' > - ---2
E, l-lE,I
•
Poi ché dg( E, h = T, é anche
2
1 -I E, 1
•
Quindi dalla (1.6.2) abbiamo
l't I
y6 (E"T) = X6 (E"r) - 2' (E, e 6, 1: e Ir)
1 -lE,I
(1.6.3) .
In generale per "'R = {E, e a: : lE,I < R}
Y, (E"r) - K (E"r)-
uR 6 R
abbiamo
(1.6.3')
LEMMA 1.6.2. S~a r una 6em~no~a coni~nua 6U E e
B = B (0,1) = {x e E : r (x I < 7) . AUOfla
P P
= MB (O,v) = p(vl
r
pVt ogru v e E.
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Dimostrazione. Supponiamo dapprima p(v) > O. Per il teorema
di Hahn-Banach esiste una forma lineare continua À su E tale
che
À(v) = p(v) e IÀ(y)1 ~ p(y) per ogni y e E.
Qui ndi À eHo1(B,lI)
p
. Sia h : li ---~. B
P
definita dalla
~h(q - -..:;---,- v , ep(v)
dh(O)p(v) = v.
h e Ho1(lI,B ) , h(O) = O, h(p(v)) = v ep
Da 11 al. 6.3 e da 11 a propos i zione 1.6.1 segue:
p(v) = ylI(O,p(v)) = YlI(À(O),À(v)) = YlI(À(O),dÀ(O)v) ~ YB (O,v) ~
P
~ KB (O,v) = XB (h(O),dh(O)p(v)) ~ KlI(O,p(v)) - p(v) .p p
Quindi YB (O,v) = XB (O,v) = p(v) .p P
Consideriamo ora il caso in cui p(v) = O. Sia t > 1, e Sla
ht e H01(lI,Bp) definita da ht(~) = t ~ v. Allora
YB (O,v)
P
1
ma t -> O per t --">'00 , perciò YB (O,v)
P
= XB (O,v)=p(v)=O .p
C.V.D.
Per ogni
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R > O, posto Bp(O,R) - {x e E : p(x) < Rl abbiamo
YB (O,R)
P
(O, v) p(v)R
•per ogm v e E. (1.6.4)
2
ESEMPIO 1. 6.2. Per (~1'~2) e D - f:, x f:, I (, 1 " 2) e li , s1 ha
('1"2))
<T 2 > ) •~2
Dimostrazione. Consideriamo il caso in cui ~l - ~2 - O .
Sia p: li x li ------> R la norma così definita:
( ,\,6 2) >-,--T,' ma x{ \0 l I , 16 2\ l .
2
Chiaramente D = f:, x f:, = B = Iy e li : D(Y) < ll, perciòp
dal lemma 1.6.2 abbiamo
- max{ I 'l I , I '21 l = max
La conclusione, per il caso in CUl (~I '~2) cf (0,0) segue dal
fatto che il gruppo
do i nvari anti
Aut(D)
"'D .
opera transitivamente su
C.V.o.
D lascian
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LEMMA 1.6. 3. S-Wf'lO V e V I domùù!tM pe-tU.vament.e eLi.. E ed
Dimostrazione. Siano F ed FI le proiezioni di D x DI
•
rl-
spettivamente su D e DI . Dalla proposizione 1.6.1. segue
e
Perci ò
• (1.6.5)
Sia h e Hol(ò,D) tale che
h(O) - x e dh(O)T - v (hl (O) = xl
(TI e (). Applicando ancora la proposizione 1.6.1 e
successivamente l'esempio 1.6.2, abbiamo
Passando quindi agli estremi inferiori abbiamo
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kOXOj ((x,xj)(v,Vj)) ~ max {kO(x,v),XOj (xj,Vj)J .
Oalla (1.6.5) e dalla (1.6.6) risulta
)(Oxoj(x,Xj),(v,v j )) = max{J(o(x'V)')(Oj(xl' vd J .
(1.6.6)
C.V.O.
LEM!'1A 1.6.4. PVt ogiU pO, e6-U.:te UYl bLtoJtYlO V di {O,O).(.Yl
B (O,RlxE :tale ehe
p
XB {O R) (x,v) < Ep ,
pVt og~ IX,vi e V .
Dimostrazione. Consideriamo l'intorno V = Bp(O, ~ ) x 8p(O, R~) .
Per x e e v e 8 (O,
p
R • E4 ) la funzione f e Hol(ò,E)
defi ni ta da 11 a
f(I;)=X+ 21; v
app l i ca ò ln 8 (O,R). Siccomep f(O)
E
- x e df(O) 2 = v,
dalla proposlzlone 1.6.1 abbiamo
)(8 (O ,R)
p
(x,V) E2 < E •
C.V.O.
LEMMA 1.6.5. S.i.a. V UYl domA..rùo di E. PVt ogiU x e V
yV (X, • l è uYla 6 enU.YlO1l.ma. eo n:t.i.YIlJ.a 6 U E. Se V è~, e 6 e p
è lJ.YIa 6 enU.Yloitma eo n:t.i.YlM 6 U E :tale ehe B (J(, Rl C V pVt UYl
P
R > O e UYI x e D, aLe.oJta YV(x,·) è una 6enU.YlOitma equ..i.va.f.eYl:te
a p.
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Di mos traz ione. Per x e D, esiste una semi norma continua
p su E e un R > O tale che B (x ,R) C O. La tras1azionep
che porta • , applica B (O ,R) • B (x,R).y ln x+y lnp p
Applicando la proposizione 1.6.1 e la relazione (1.6.4), ab-
biamo
- "Y B (O R)(O,v) -P ,
p(v)
R
per ogm v e E, ci oé
p(v)
R
•per ognl v e E.
D'altronde
. -perclo e effettivamente una semi norma
continua su E.
Sia ora D limitato. Allora per ogni semlnorma continua p
su E esiste un R' > O tale che D C B (x,R') con x e D,
p
quindi per la proposizione 1.6.1 risulta
p(v)
R' per ogni v e E .
D'altronde se D è tale che esiste un R > O •per CUl
B (x,R) C D, allora vale
p
p(v)
R per ogni v e E.
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Perciò abbiamo
p(v)
R'
p(v)
R
•per ogm v e E,
cioè Yo(x,·) e una seminorma equivalente a p.
C.V.O.
§ 1.7. METRICHE INTERNE
Ricordiamo la no;zione di metrica interna, rinviando per maggio
rl dettagl i a W. Ri now [7J.
Sia X uno spazio metrico connesso con una pseudo-distanza d.
Data una curva o: [a,b] --+ X, la sua lunghezza è per definizio-
ne
L(o) - sup L.d(o(t. l)'o(t.))
J J - J
dove l'estremo superiore e preso rispetto a tutte le suddivisio-
ni di [a,b].
La curva o si dice rettificabile se L{a) < 00
Lo spazio X si dice finitamente connesso per archi se ogni
coppia di punti può essere congiunto da una curva rettificabile.
Definiamo su X la pseudo-distanza
te l a
d'(x,y) - inf L(o)
d'indotta da d, median
dove l'estremo inferiore è preso rispetto a tutte le curve retti
ficabili che congiungono x e y.
