We study the relative effectiveness and the efficiency of computing support-bounding rules that can be used to prune the search space in algorithms to solve the frequent item-sets mining problem (FIM). We develop a formalism wherein these rules can be stated and analyzed using the concept of differentials and density functions of the support function. We derive a general bounding theorem, which provides lower and upper bounds on the supports of item-sets in terms of the supports of their subsets. Since, in general, many lower and upper bounds exists for the support of an item-set, we show how to the best bounds. The result of this optimization shows that the best bounds are among those that involve the supports of all the strict subsets of an item-set of a particular size q. These bounds are determined on the basis of so called q-rules. In this way, we derive the bounding theorem established by Calders [5] . For these types of bounds, we consider how they compare relative to each other, and in so doing determine the best bounds. Since determining these bounds is combinatorially expensive, we study heuristics that efficiently produce bounds that are usually the best. These heuristics always produce the best bounds on the support of item-sets for basket databases that satisfies independence properties. In particular, we show that for an item-set I determining which bounds to compute that lead to the best lower and upper bounds on freq(I) can be done in time O(|I|). Even though, in practice, basket databases do not have these independence properties, we argue that our analysis carries over to a much larger set of basket databases where local "near" independence hold. Finally, we conduct an experimental study using real baskets databases, where we compute upper bounds in the context of generalizing the Apriori algorithm. Both the analysis and the study confirm that the q-rule (q odd and larger than 1) will almost always do better than the 1-rule (Apriori rule) on large dense baskets databases. Our experiment re- * The first two authors were supported by NSF Grant IIS-0082407.
INTRODUCTION
We consider the relative effectiveness of various support bound rules for the frequent item-sets mining problem (FIM) [1, 2] , as well as the problem of efficiently computing the best support bounds. The FIM problem is the following: given a set of items I, a list B of subsets (baskets) of I, and a nonnegative integer threshold k ≥ 0, determine the frequency status for each subset of I, that is, determine for each subset of I whether it is contained in at least k of the baskets in B. A subset that satisfies (violates) this frequency condition is called a frequent item-set (infrequent item-set, respectively). Given, a threshold k, the problem asking whether there exists a frequent item-set of a certain size in a given database has been shown to be NP-complete [8] .
The frequency status of an item-set I can be determined in two ways. Counting: count the number of baskets in B that contain I, and compare this count with the threshold k; or Deduction: infer I's frequency status from the (known) frequency status of other item-sets. The best known deduction methods for the FIM problem are based on the monotonicity property and, its counterpart, the anti-monotonicity property. The monotonicity property states that if an item-set I has a subset that is infrequent, the I is infrequent, and the anti-monotonicity property states its opposite: if an item-set I has a superset that is frequent, then I is frequent. Good examples of how these properties have been harnessed exists in the Apriori, the FP-growth, and the Eclat algorithms [2, 9, 15] . Given an nonempty item-set I whose frequency status is unknown, the Apriori Algorithm consults the frequency status of each of subsets of size |I| − 1. If one of these subsets is infrequent, the algorithm deduces that I is infrequent, otherwise, the algorithm determines the frequency status of I by counting.
We will determine support bounding rules which are based on properties of the support (frequency) function beyond just the monotonicity property. The bounding rules can be used in any algorithms
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ABSTRACT
For a transaction database, a frequent itemset is an itemset included in at least a specified number of transactions. To find all the frequent itemsets, the heaviest task is the computation of frequency of each candidate itemset. In the previous studies, there are roughly three data structures and algorithms for the computation: bitmap, prefix tree, and array lists. Each of these has its own advantage and disadvantage with respect to the density of the input database. In this paper, we propose an efficient way to combine these three data structures so that in any case the combination gives the best performance.
INTRODUCTION
Frequent item set mining is one of the fundamental problems in data mining and has many applications such as association rule mining, inductive databases, and query expansion. For these applications, fast implementations of frequent itemset mining problems are needed. In this paper we propose a new data structure for decreasing the computational cost, and implemented it to obtain the third versions of LCM, LCMfreq, for enumerating all frequent closed itemsets and all frequent itemsets, respectively. LCM is an abbreviation of Linear time Closed itemset Miner .
According to the computational experiments in FIMI03 and FIMI04 [6] , the heaviest task in the process of frequent itemset mining is the frequency counting, which is to compute the number of transactions including the candidate itemsets. Thus, many techniques and data structures were proposed for frequency counting. Among these, the bitmap [4, 5, 10, 11] , the prefix tree [1, 2, 7, 8, 9, 13] , and "occurrence deliver" with array lists [14, 16] are popular (see Figure 1 ).
The bitmap stores the transaction database in a 01 matrix, such that the ij element of the matrix is 1 if and only if item i Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. is included in jth transaction. Each cell can be represented by 1 bit, thus we can save memory, especially in the case that the database is dense. The itemset is also represented by the bitmap, so that the intersection and the union of two itemsets or transactions can be done in short time, since a 32bit CPU operates 32 bits at once. Roughly speaking, the bitmap is efficient if the input database is dense, and the minimum support is not small, i.e., larger than 5% of the number of transactions.
The prefix tree is a popular data structure to store strings or sequences. It is a rooted tree such that any string (or sequence) is represented as a path from a leaf to the root, and any common prefix of two strings is the common subpath of the representative paths of them (see Figure 1) . Thus, the common prefixes save memory. The prefix tree is strong if the data is structured, and the minimum support is not too small, hence it is efficient in practice. We can also save computations for frequency counting with respect to the common prefixes. The disadvantage of the prefix tree is the high cost for its reconstruction in the recursive calls.
Occurrence deliver is a technique for efficiently computing the frequencies of many itemsets at once in short time. In an iteration of mining algorithms, some candidate itemsets are generated, and their frequencies are computed. The occurrence deliver stores the transaction database by array lists, and compute the frequencies by scanning the lists once. The occurrence deliver is efficient especially for sparse databases. With a database reduction, it is also efficient for dense databases, but still weak for quite dense databases.
These three techniques have advantages, but also disadvantages. To avoid the disadvantages, we propose a new data structure of a combination of these three techniques. The main part of the data structure is the array list, but for constant number of items, we use a bitmap and a complete prefix tree (see an example in Figure 5 ). The complete prefix tree is a prefix tree including all the possible itemsets. Mining algorithms are generally recursive, and reduce the database recursively. Thus, the reduced databases usually include a constant number of items in the bottom levels of the recursion. For such small databases, we can use the efficiency of the bitmap and the prefix tree, for frequency counting. Since the computation time in these bottom levels dominates the total computation time, the increase of for solving the frequent item-set mining problem, thus our analysis are algorithm independent. We develop a general bounding theorem to approximate the support of a set from the supports of some of its subsets. We construct this theorem through the use of differentials and density functions associated with support functions.
The notion of differentials was consider by the first two authors in the study of the implication problem of differential constraints [13] . To illustrate where these inequalities arise in the FIM problem, consider a list of baskets B over some set of items I. The support function supp associated with B gives for each item-set I ⊆ I, the value supp(I) which is number of times that I is contained in the baskets in B. Given supp, we can reason about B satisfying certain types of inequalities. For example, supp(I) ≥ 0 states that the support of item-set I is nonnegative. More generally, if l and u are values in the interval [0, 1], then the inequality l|B| ≤ supp(I) ≤ u|B| states that B has at least l|B|, but not more than u|B|, baskets containing I. These types of support inequalities were studied by Calders and Paredaens [5, 7] . Here we study inequalities of a different type. Consider item-sets K, L1, and L2 of I. The inequality supp(K) ≥ supp(I) states that K occurs at least as frequently as I in B. A more subtle example satisfied by supp is the inequality supp(K)−supp(K ∪L1) ≥ supp(K ∪L2)−supp(K ∪L1 ∪L2), which can be proved by an inclusion-exclusion argument. This inequality can be used as a lower bound for supp(K ∪ L1 ∪ L2) [11] . Observe that we can write these two last inequalities as finite difference equations:
One of the main results of this paper is a general support bounding theorem which we derive through the use of the differentials of support functions. This is done in Section 3. From this theorem stems a class of support bounding rules that can be used in the deduction of the support status of an item-set. Within this class of rules, we derive special rules (so called q-rules) that lead to the best support bounds. The class of q-rules was previously considered by Calders in his work on deduction rules for the FIM problem [6, 5] . Since finding the best support bounds on the support of an item-set is combinatorially expensive, we propose heuristics that can lead to good approximations of these best bounds and that can be computed efficiently. In Section 4, a detailed analysis of the bounding theorem reveals that the anti-monotonicity property will outperform other bounds except in certain situations where the data is highly frequent. In Section 5, we give a complete solution for the problem of determining which lower and upper bounds are best in the context of basket databases that satisfy independence properties. In particular, we show that for an item-set I, this can be done in O(|I|) (Proposition 4.3). Given these theoretical insights, we develop heuristics based on these ideas (Section 5), and provide experimental results where the heuristics are used (Section 6). The results of these experiments underscore that the theoretical results predict well what happens on real-world basket databases, and that introducing these heuristics in FIM algorithms leads to improved algorithms and that the overhead incurred is small.
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PRELIMINARIES
We review the definitions of the density, support, and frequency functions associated with a basket database. In addition, we will introduce the notion of the differential of the support function. Differentials are at the core of deriving bounds on the support (frequency) of item-sets. For ease of reference, in Table 2 , we collect some notations used in the paper.
Density, support, and frequency functions of basket databases
be a basket database. The density, the support, and the frequency functions associated with D are defined such that for each I ⊆ I,
The density and support functions of a basket database are related in the following way (dens is the Möbius inverse of supp):
Differentials of support functions
Reconsider the following inequalities discussed in the introduction:
We can write these inequalities in a single format as follows:
where for inequality (3), L = ∅, for inequality (4), L = {L1}, and for inequality (5), L = {L1, L2}. This leads to the definition of differentials first considered in [12, 13, 14] .
DEFINITION 2.2. Let L be a set of item-sets of I, and let supp be the support function of a basket database
As shown in [13] , density functions and differentials are related. The concepts of witness sets and lattice decompositions are crucial in establishing their relationship.
As shown in [13] , the relationship between differentials and density function can now be formulated as follows:
be a basket database, let K be a subset of I, and let L be a set of subsets of I. Then,
Observe that, since dens is a nonnegative function, D is also a nonnegative function. EXAMPLE 2.6. Reconsider Example 2.3. Then,
SUPPORT BOUNDING THEOREMS
We use the results obtained in Section 2 to obtain various support bounding theorems. In particular, we are concerned with obtaining lower and upper bounds on supp(I) for some item-set I ⊆ I in terms of the support values of I's subsets. After stating a general bounding theorem, we will derive a bounding theorem which gives the best lower and upper bounds on supp(I). This bounding theorem was first formulated by Calders [5] .
The support bounding theorem
For a given item-set I ⊆ I, we will consider the set of all (K, L) pairs such that
For each such pair, we will derive a lower (upper) bound on supp(I) when |L| is even (odd, respectively). To state these bounds, we first define the following sets: DEFINITION 3.1. Let I ⊆ I. The sets Pairs(I), EvenPairs(I), OddPairs(I), as follows:
For a pair (K, L) ∈ Pairs(I), we have, by Definition 2.2 and Theorem 2.5 that
Since dens is a nonnegative function, Eqn. 7 implies that following inequality:
Inequality 8, implies upper and lower bounds on supp(I).
By Eqn. 7, we can reformulate B(L, K) as follows:
Thus, B(L, K) is a lower (upper) bound on supp(I) when |L| is even (odd, respectively). The error in the bound is given by the summation over the density function in the above equations. Since the summation is nonnegative we arrive at the following bounding theorem. 
The best support bounds theorem
We now consider the problem of finding the best bounds on supp(I) derivable from Pairs(I). In fact, we will show that the best bounds come from pairs of the form (K, {{l} | l ∈ I − K}), which we will denote as (K, I − K).
is either a lower or an upper bound on supp(I). Some of these pairs, however, lead to trivial bounds and we will eliminate these from
For such a pair, it is easy to verify that B(K, L) = supp(I). It will be useful to introduce the following subsets of Pairs(I).
be a basket database and let I be a I. Then,
Proof: We will establish (1). (The case for (2) is analogous.) Let K ⊆ I with |I−K| even and let (K, L) ∈ NonTrivEvenPairs(I).
This inequality is true when L(
. From the definition of witness sets (Definition 2.4), it follows that W(I − K) = {I − K}. Thus, all we need to show is that I − K ∈ W(L). In particular, we must show that (1) I−K ⊆ S L∈L L, and (2) ∀L ∈ L : L∩(I−K) = ∅. To show condition (1), assume that there exists an
We can now use Theorem 3.5 to establish the following theorem which states how to derive the best bounds: THEOREM 3.6 (BEST SUPPORT BOUNDS THEOREM). Let D = (I, B) be a basket database and let I be a subset of I. Then,
Calders [4] was the first to prove the Best Support Bounds Theorem (Theorem 3.6) which, we have shown to be a consequence of the Support Bounding Theorem (Theorem 3.3). He applied the Best Support Bounds Theorem to the problem of mining non-derivable item-sets [4] . Specifically, Calders was interested in item-sets I, where the lower bound on supp(I) is equal to the upper bound on supp(I). In that case supp(I) need not be computed by counting it in the basket database. The effectiveness of this technique in the context of mining frequent item-sets was empirically observed in [6] .
An alternative way to state the Best Support Bounds Theorem (Theorem 3.6) is in terms of the cardinality of I − K. In particular, the best lower (upper) bound on supp(I) is
These bounds lead to the notion of q-rules, where q ∈ [0, |I|]. The q-rule for I is the following statement, relating supp(I) with the best bounds that are obtainable from sets K ⊆ I for which |I − K| = q:
For example, the 0-rule and the 2-rule state the following (let i1 and i2 be two distinct elements in I):
And, the 1-rule and the 3-rule state the following (let i1, i2 and i3 be distinct elements in I):
The q-rules highlight two issues that are relevant in the computation of the best bounds on supp(I). The first is that if we just consider sets K ⊆ I such that |I − K| is fixed and even (odd), what is an efficient way to compute the best bound obtainable on supp(I) from these K's? The second is when we have K and K such that both |I − K| and |I − K | are even (odd) but of different sizes, which of them leads to the best bound on supp(I)?
The first issue will be addressed in the next subsection. The second issue is more advantageously addressed by analyzing it for basket databases that satisfy certain conditions (such as independence, see Section 4). This is because the relative effectiveness of the rules is determined by the comparing the sum
Since the values of these sums are expressed in terms of the density function of the basket database, their comparison is entirely controlled by the properties of the data. Thus, to gain a better understanding of this issue, we need to make certain assumptions on this data. This will be addressed in Section 4.
Computing and approximating best support bounds
From the Best Support Bounds Theorem (Theorem 3.5), it follows that the best lower bound on supp(I) is given by max({B(K, L) | (K, L) ∈ AtomicEvenPairs(I)}), and the best upper bounds is given by min({B(K, L) | (K, L) ∈ AtomicOddPairs(I)}). Determining these bounds can be computationally expensive. A naive complexity analysis gives that this can be done in PSPACE. However, we can consider heuristics that would approximate the best bounds, but that may lead to a more efficient search for good (but not necessarily optimum) candidates K for obtaining bounds on supp(I). The following proposition is insightful in this regard.
PROPOSITION 3.7. Let D = (I, B) be a basket database and let I be a subset of I. Then, determining the best lower (upper) bound on supp(I) can be done by minimizing the sum X
over all subsets K of I.
Proof: By Theorem 3.5, the best lower (upper) bound on supp(I) is obtained by maximizing (minimizing) B(K, {{l} | l ∈ I −K}). By Eqn.9 (Eqn.10), this is equivalent to minimizing
The significance of Proposition 3.7 is that it allows us to determine the error of the best bounds in terms of minimizing a sum over values of the density function. Since, as stated above, this minimization is combinatorially expensive, it is useful to find good approximations for these sums. In particular, we are interested in heuristically determining a K ⊆ I that would be a good candidate for computing the best bounds on supp(I). In this regard, we can use the following inequality:
and then use the heuristic that K can be selected by finding the smallest value for supp(K), and then use that K to compute a hopefully good bound on supp(I). (In Section 5, we introduce the heuristic called Hq based on these ideas.)
Another technique to more efficiently compute an approximation of the best bounds is to use a specific q-rule. In that case, only K's such that |I − K| = q need to be considered. Thus rather than considering all possible 2 |I| K sets, only`| I| q´(
i.e. a polynomial of degree q in |I|) K sets need to be considered. (In Section 5, we consider applying this technique for q = 1, 2, and 3 and we label these cases by R1, R2, and R3, respectively.)
ANALYSIS FOR BASKET DATABASES WITH INDEPENDENCIES
We will now study the relative effectiveness and efficiency of computing lower and upper bounds, as stated in of Theorem 3.6, for basket databases that satisfy a condition of independence. Specially, we say that a basket database D = (I, B) satisfies the independence property if for each K and L subsets of I,
or, equivalently, by the definition of freq,
In the rest of the paper, we will focus on freq rather than supp because certain expressions are more transparent in terms of freq. We use freq(i) as a shorthand for freq({i}). With this notation, the independence property can be shown to be equivalent to the following statement: for each I ⊆ I,
Using the frequency function we can represent the ideas from Section 3 as follows.
THEOREM 4.2. Let D = (I, B) be a basket database and let I be a subset of I. Then,
Furthermore, in analogy with Proposition 3.7, determining the best lower (upper) bound on freq(I) can be done by minimizing the sum P K⊆J ⊆I−K dens(J) over all subsets K of I.
In the case where the basket database D = (I, B) satisfies the independence condition, the bound Bfreq(K, I − K) is such that,
In the following subsections, we present an analysis for determining lower an upper bounds on freq(I) for basket databases that satisfy the independence condition. In Subsection 4.1, we study the relative effectiveness of different q-rules on the quality of the bounds. In Subsection 4.2, within the context of a fixed q-rule, we examine different heuristics to efficiently determine a K such that Bfreq(K, I − K) is the best possible bound.
Inter-analysis between different q-rules
From Eqn. 13 and Eqn. 14, we learned that we can enumerate different lower bounds and upper bounds on freq(I) depending on the cardinality q of I − K. We are interested in studying the relative effectiveness of different q rules to obtain good bounds. To that end, we consider a comparison between a q-rule and a q + 2-rule where q is even (odd). Specifically, let K be such that |I − K| = q and let i1 and i2 be two different elements of K, and let K denote the set K − {i1, i2}. Thus I − K = (I − K) ∪ {i1, i2} and therefore |I − K | = q + 2. By Eqn. 19, comparing Bfreq(K, I − K)
and Bfreq(K , I − K') leads to the comparison:
After some algebraic simplification, this is equivalent to,
which, after further algebraic reductions, yields the following comparison:
This shows that for q even (q odd), the bound obtained using the q + 2-rule will be better than the bound obtained using the q-rule if and only freq(i1) + freq(i2) > 1.
Intra-analysis within a fixed q-rule
Within a context of a fixed q-rule, we now consider the problem of determining a K such that Bfreq(K, I − K) is the best possible bound for that q. To that end, let X be a subset of I, and let i and i be two different elements in I − X. Let K = X ∪ {i} and let K = X ∪ {i }. Furthermore, assume that |I − K| = q (clearly, therefore |I − K | = q). We are interested in comparing Bfreq(K, I − K) and Bfreq(K , I − K ). By Eqn. 19, this leads to the following comparison:
which, after algebraic simplification is equivalent to the following comparison:
Assuming that freq(X) h Q j∈I−(K∪K ) (1 − freq(j)) i = 0, the above comparison shows that, for q even (q odd) Bfreq(K, I − K) will be the better lower bound (upper bound) if and only if freq(i) ≤ freq(i ).
Using this fact inductively implies that, given I, a K ⊆ I with |I − K| = q, which leads to the best q-bound can be obtained by letting K consists of those elements of I from which have been removed the q elements of I with the highest frequencies. For example, if I = {i1, i2, i3, i4} and freq(i1) ≤ freq(i2) ≤ freq(i3) ≤ freq(i4), and q = 1, the best K will be the set I − {i4} = {i1, i2, i3}. When q = 2, K = {i1, i2}, when q = 3, K = {i1}, and when q = 4, K = ∅.
Combining the inter-analysis and intra-analysis results yields the following proposition: PROPOSITION 4.3. Let D = (I, B) be a basket database and let I = {i1, . . . , in} (n ≥ 1) be a subset of I. Furthermore, without loss of generality, assume that freq(i1) ≤ · · · ≤ freq(in), with n ≥ 2. If D satisfies the independence property, then a K that leads to the best lower (upper) bound on freq(I) consists of those elements of I from which have been removed the q elements of I with the highest frequencies, where q is the largest even (odd) value in [0, n−1] at which the condition freq(in−q)+freq(in−q−1) ≥ 1 holds. Furthermore, this search for a best K can be done in O(|I|), provided that the frequencies on the items in I are known. REMARK 4.4.
1. As should be clear from the formulas used in the previous analysis, requiring the independence property on D is not necessary. For example, for Proposition 4.3 to hold at a particular I, it is sufficient that the independence property holds locally at I. In addition, examining the previous analysis in more detail shows that the results still hold for situations where near independence holds. We are currently working on formally determining precise definitions of "near" which are sufficient to determine these results.
2. If there exists no q that satisfies the condition freq(in−q) + freq(in−q−1) ≥ 1, then the 0-rule, which yield the bounds 0, and the 1-rule (i.e., the Apriori rule) give the best lower and upper bound on supp(I).
3. Notice that determining the best q does not require computing the bound values. This is in contrast with methods that explicitly need the computation of the bound values to determine the best bounds.
ALGORITHMIC IMPACT
We will now investigate methods of applying the theoretical results about bounding the FIM problem. We propose using heuristics in the FIM problem in two places. The first place is to use different qrules as heuristics in pruning the search space of the FIM problem. We will call these FIM heuristics. The second place is, in the context of a fixed q-rule, to use heuristics that can efficiently compute good candidates for K that lead to bounds that well-approximate or equal the best bounds for the q-rule. We call these bounding rules heuristics.
FIM heuristics
FIM heuristics have been used in many FIM algorithms, such as Apriori, FP-growth and Eclat [2, 9, 15] . In these algorithms, the FIM heuristics that is used is the 1-rule to bound supp(I) in terms of the supports of its subsets of size |I| − 1. Obviously, if one of these supports has been found to fall below threshold, then I is an infrequent item-set and can be pruned from the search space. However, if all that is determined is that the supports of some or all of these subsets are above threshold, then the 1-rule proposes to determine the supp(I) by counting, and depending on its value to determine whether it is frequent or not. We propose using other q-rules (q odd) to possibly compute better bounds to further reduce Function: R3 Input: Item-Set I. Output: Return true if I needs to be counted.
return false.
Function: O3
Input: Item-Set I. Output: Return true if I needs to be counted. 1) Set K equal to I without is 3 most frequent items 2) Get support of J where
Figure 1: Pseudo-code of the functions R3 and O3 test candidate Function
the search space in FIM problems. Furthermore, when, in the computation of such bounds, it is discovered (by counting) that a subset of I is infrequent, then we stop and do not further compute the bound. Thus the algorithm harnesses both the monotonicity property, and the value of the bounds against the threshold. Using this breakout technique the q-rules will always do as well as the 1-rule.
Bounding rules heuristics
Given a fixed q, the best bound on supp(I) is obtained by selecting a K that minimizes
. The crude way of doing that is by computing the bound for every possible K (of fixed size) and selecting the best bound. We describe this method below.
Rq The exhaustive way to determine K is to search through`| I| qś ets and for each of these sets, compute the bound B(K, I − K) is computed and tested against the support threshold. We label this approach Rq (e.g. R1 and R3 when q = 1 and q = 3 respectively). This will involve obtaining the support of the 2 q−1 subsets of I. Thus the total cost of Rq is no more than`| I| q´2 q−1 .
In the quest for a set K of a fixed size so that the bound computed is the best among the bounds computed using other K sets of the same size, we propose two different heuristics.
Hq We can reduce the cost needed for finding K such that
is minimized if we use Eqn. (15) and approximate that sum with supp(K). Thus, this approach will first search through the`| I| q´s ubsets of I and determine a K with minimum support. For such a K, the bound B(K, I − K) is computed and tested against the support threshold. We label this approach Hq (e.g. H3 for q = 3). The total cost of Hq is no more than`| I| q´+ 2 q−1 .
Oq (Oq*) We develop a heuristic aimed at reducing the cost of Hq. The idea is to assume that freq(K) and supp(K) are minimized when the frequency of the individual items comprising K are minimal. This idea is based on the theoretical results of Section 4. To implement this heuristic, the frequencies of the individual items of an item-set of size |I| are obtained and sorted by frequency. Then K is selected such that the items with the highest q frequencies are filtered out. Once K is selected, one can proceed in the usual way to compute the bound B(K, I − K) and compare it against the support threshold. We label this approach Oq (e.g. O3 when q = 3).
The total cost of Oq is no more than |I| + 2 q−1 . Note that unlike Rq neither Hq nor Oq have R1 built in.
Oq* is the same as Oq, except that, when computing the bound on supp(I), the minimum of the R1 bound and the Oq bound is used. Thus Oq* has both the R1 and Oq built in.
EXPERIMENTS
We now report on experiments we performed which use the heuristics discussed above. We emphasize that our ideas are not specific to the Apriori algorithm but rather target FIM algorithms in general.
Experimental setup
We used Ferenc Bodon's implementation of the Apriori algorithm [3] , and extended it to include the heuristics in two places as discussed in Section 5. For FIM heuristics, we only use the 3-rule enumerated from our bounding theorem instead of the 1-rule. We assume that, in a pre-processing procedure, the frequencies of the items in I have been computed and sorted. For the bounding rules heuristics, we use H3, O3 and O3* (recall that O3* is the best of R1 and O3). These heuristics take place when generating and testing candidates. Figure 1 shows the test-candidate functions which incorporated the R3 and O3 heuristics, respectively. (The function incorporating H3 is very similar to O3. H3 looks up the supports of every K such that |K| = |I| − 3). Notice that only pre-candidates are subjected to these various rules. This means that in all cases the item-sets have been subjected to the most important part of the R1 rule, namely we know that the sets I − {i1}, and I − {i2} are frequent (where i1 and i2 are the first and second most frequent items). This reduces the possibility of the 3-rule from being effective.
Baskets databases
We ran experiments on chess data, and census data (PUMS) which were provided by Roberto Bayardo from the UCI baskets databases [11] . Finally, we ran our approaches on webdocs -a 1.5GB baskets database donated by Claudio Lucchese, Salvatore Orlando, Raffaele Perego, and Fabrizio Silvestri to the FIMI repository [10] and built from a spidered collection of web html documents. Table 2 provides the essential statistics of baskets databases involved. Pumsb * is the same baskets database as pumsb minus all the items with 80% or more frequency.
Experiments were run on a 3.06Ghz Intel Xeon system with 4GB of memory running RedHat Enterprise Linux. We ran three types of experiments describe below; the results are shown in Tables 3-6 and Appendix A. In all these experiments, we do not include results for H3 since it produced identical results to O3 except in one instance. Tables 3-6 .) In this experiment, we use the 3-rule as an FIM heuristic and use it to prune the search space. The idea is for every item-set we compute the upper bound using R3, O3 or O3* instead of the 1-rule, and count the number of candidates that the rules report as possibly frequent, yet, when counting them in the basket database, turn out to be infrequent (i.e. wasted effort). Tables 3-6 .) We count the number of derivable itemsets [6] that have their lower bound and upper bound equal. We also present below this data, the remaining candidates that need to be counted as a percentage of the pre-candidates. We computed the upper bound on the support of an itemset using R1, O3, O3* and R3 with the lower bound being computed using O2. This experiment is interesting since for the item-sets that have their upper bounds and lower bounds equal, one does not need to count their supports.
Exp1 (See
Exp2 (See
Exp3 (See Appendix A.) We modify Exp1 by using the lower bound rule (O2 heuristic) to further prune the search space. The idea is that, if the lower bound is greater than the threshold, then we know that item-set is frequent without counting. Thus, in this experiment we only report the number of candidates that require counting. These are the item-sets whose lower bound is below the threshold and their upper bound is above the threshold. Note that when implementing this algorithm one may reach a stage where the supports of subsets of an item-set are not available (since the frequency status of these subsets may have been determined without counting) [11] . We do not address this issue.
Interpretation of results
From the data presented in Tables 3-4 , it is apparent that the 3−rule prunes the search space and reduces the number of infrequent sets that need to be counted almost perfectly in Exp1. The 1-rule doing a good job in eliminating the infrequent item-sets but the 3-rule is doing an almost perfect job. This is consistent with our theoretical results in Section 4, which predict that the 3-rule will do better on dense baskets databases. The other observation deals with the performance of our proposed heuristics: O3 prunes the search space and reduces wasted effort almost as good as O3* and R3 in Exp1.
In Tables 3-4 of Exp2 we find more derivable item-sets when computing the lower and bounds using the O2 and O3 than using O2 and R1. The number of derivable items found using O3 and O3* (in conjunction with the lower bound) is very close to the number of derivable items found using R3 with the lower bound. This demonstrates the performance of our proposed approaches. In Appendix A in Exp3 we find that the remaining candidates that need to be counted after using O3 (or O3*) and O2 to prune the search space is: (1) noticeably less than those remaining candidates that need to be counted after using only R1 and O2; (2) very close to those remaining candidates that need to be counted after using R3 and O2 (the best).
For the data presented in Tables 5-6 of Exp1, computing the upper bound using 3-rule with R3 is still reducing wasted effort more than the 1-rule. However the pruning relative effectiveness of these rules is less as can be clearly seen when comparing O3 to R1 in Table 6 .
Observe there exists an outlier in our results in Table 5 where O3 does slightly worse than the 1-rule at stage 7 of the algorithm. We do not see this as a major problem since it is not observed in O3*. The decrease in pruning effectiveness of these rules can also be observed in Table 6 of Exp2, where all rules are unsuccessful in both pruning wasted effort and finding derivable item-sets in the early stages of the algorithm. More importantly, we observe that the use of R1 and O2 to find derivable item-sets is more effective than using O3 and O2 (Observe this does not occur in O3* or R3 with O2 since both these approaches have R1 built into them). This is consistent with our theoretical results in Section 4, which predict the 1-rule be more effective than the 3-rule on sparse baskets databases. We also observe a similar reduction in pruning effectiveness in Appendix A of Exp3 where we find the remaining candidates that need to be counted using either of O3, O3* or R3 (in conjunction with O2) very close to those candidates that need to be counted using R1 (in conjunction with O2).
SUMMARY
• The computational cost of computing a particular bound is equivalent to finding a K such that P K⊆J ⊆I−K d(U ) is minimized and then computing the bound B(K, I − K). While the cost of computing B(K, I − K) is the same for each heuristic, the cost of finding a K-set such that the sum over density is minimized can be reduced significantly by using the heuristics we propose in this paper.
• The performance of the approaches suggests that all algorithms produce more or less the same number of false candidates, with O3 typically performing better.
• For dense baskets databases, O3 and O3* produce less false candidates than R1, and thus resulting in better performance. For baskets databases too big to fit in memory, it is desirable to avoid false candidates as much as possible. O3 (or O3*) will perform better since the computational cost of O3 (in memory) will usually outperform the cost of false candidates (since that involves I/O access).
• The heuristics we suggest will work for both lower bounds and upper bounds. This will have a positive impact on performance of algorithms like MAXMINER and AprioriLB [11] , and concise representation algorithms such as the NDIAlgorithm [6] .
• We recommend that one may just as well run the 3-rule in the Apriori algorithm, at least at level 3. This does not present a significant overhead. The advantages are that for dense baskets databases, it will pay off reducing wasted effort to almost 0. Furthermore, even on sparse baskets databases such as webdocs, a reduction in wasted effort can be expected.
