We consider inventory systems with several distinct items. Demands occur at constant, item specific rates. The items are interdependent because of jointly incurred fixed procurement costs: The joint cost structure reflects general economies of scale, merely assuming a monotonicity and concavity (submodularity) property. Under a power-of-two policy each item is replenished with constant reorder intervals which are power-of-two multiples of some fixed or variable base planning period. Our main results include a proof that, depending upon whether the base planning period is fixed or variable, the best among all power-of-two policies has an average cost which comes within either 6% or 2% of an easily computable lower bound for the minimum cost value. We also derive two efficient algorithms to compute an optimal power-of-two policy. The proposed algorithms generate as a by-product, a specific cost allocation of the joint cost structure to the individual items. With this specific allocation, the problem with separable costs is in fact equivalent to the original problem with nonseparable joint costs in the sense that the two problems share the same sets of optimal power-of-two policies with identical associated long-run average costs.
One of the major complications in managing multi-item inventory systems stems from the fact that various cost components, in particular, setup costs, are often jointly incurred between several distinct items. The joint cost structure often reflects economies of scale which may be exploited by combining different items in the same production batch or delivery order. Such cost structures invoke the need for careful coordination of the items' replenishment strategies. The coordination problem and the resulting potential for efficiency improvements and cost savings is often ignored in the current practice of inventory management: Typically, a rather arbitrary allocation scheme is applied to allocate the joint cost structure to the individual items. The allocated costs are subsequently used for the determination of inventory rules for each of the items separately.
One of the most extensively studied multi-item inventory models with joint setup costs is the so-called "joint replenishment problem." In this model, demands are assumed to occur continuously, at item specific but time-homogeneous rates. Most of the literature addresses itself to one specific joint setup cost structure: The first-order interaction structure in which a major (uniform) setup cost is incurred for each order, regardless of which items are involved, in addition to item specific (minor) setup costs incurred for each specific item that is included in the replenishment batch.
Even under the first-order interaction cost structure, which is arguably the simplest of all joint cost structures, few structural properties have been identified that an optimal policy can be shown to satisfy. This explains why all existing approaches in the literature are based on an a priori restriction to a convenient class of inventory policies. In fact, all existing restriction approaches appear to be of one of the following two types (or hybrid combinations thereof):
Fixed Partitions. Each strategy in this class employs a fixed partition of the items into groups; each time the inventory of a given item is replenished, it is replenished jointly with the other members of its group and the setup cost associated with that group is incurred. No joint replenishment occurs between items that are assigned to different groups.
Integer Ratio Policies. All items are replenished at constant intervals which are integer multiples of some base planning period. A special subclass is the class of The Joint Replenishment Problem / 385 power-of-two rules under which these replenishment intervals are chosen as power-of-two multiples of the base period. (Such rules have often been implemented in practice because their simplicity facilitates the planning, scheduling and coordination problems.)
For the case of first-order interaction, it has been shown Muckstadt 1985, Roundy 1985 ) that the best among all power-of-two policies has an average cost which comes within either 6 or 2% of a lower bound for the minimum cost value (depending upon whether the base planning period is fixed in advance, or may be varied, respectively). (The minimum cost value is defined as the infimum over all possible policies, of their "long-run average cost values.")
The first contribution of this paper is to extend this result to a general joint setup cost structure, merely assuming a monotonicity and a concavity (or submodularity) property:
Monotonicity. The fixed cost of a joint replenishment does not decrease by the inclusion of additional items.
Submodularity. The incremental cost due to the addition of a new item to a given collection of items is no larger than if the same item were added to a subset of this collection.
(The monotonicity property may be assumed without loss of generality, as is argued below; the submodularity assumption reflects general economies of scale.) Joint cost structures described by submodular set functions were first considered by Queyranne (1985) in the context of general production/distribution networks. In a companion paper, Federgruen and Zheng (1988) , we discuss several specific types of cost structures which satisfy these properties.
The next contribution of the paper is to derive two efficient algorithms to compute an optimal power-oftwo policy. The problem of determining an optimal power-of-two policy can be formulated as a nonlinear mixed integer program with a special type of integrality constraint. We derive a characterization theorem exhibiting necessary and sufficient conditions for an optimal solution of its continuous relaxation. This continuous relaxation generates the above mentioned lower bound for the minimum achievable cost value among all possible policies. A similar characterization theorem can, interestingly enough, be derived for the original mixed integer program. Our algorithms are based directly on these two characterization theorems.
Our first algorithm is a two-stage procedure which computes a solution to the model's continuous relaxation in stage one and applies a rounding procedure to transform the obtained vector of replenishment intervals into an optimal power-of-two vector in stage two. The second algorithm solves the integer program directly. The complexity of the direct algorithm is an order of magnitude lower than that of the two-stage procedure. An advantage of the latter is, however, that it generates the above mentioned lower bound for the minimum cost value. In this paper, we confine ourselves to a brief discussion of the algorithms' general complexity. Our companion paper, Federgruen and Zheng, contains a detailed discussion of efficient implementations for several types of cost structures.
The proposed algorithms generate, as a by-product, a specific cost allocation of the joint cost structure to the individual items. With this specific allocation, the problem with separable costs is, in fact, equivalent to the problem with joint costs in the sense that the two systems share the same sets of optimal power-of-two policies with identical associated long-run average costs.
In Section 1, we introduce notation, discuss structural properties of globally optimal policies, and derive our nonlinear (mixed integer) programming formulation for the problem of determining an optimal power-of-two policy. In Section 2, we derive the characterization theorem for the model's continuous relaxation as well as the two-stage procedure. In Section 3, we prove that the continuous relaxation results in a lower bound for the minimum achievable cost-value and derive the above discussed worst case bound for the performance of power-of-two policies. In Section 4, we discuss the faster, single-stage algorithm which results in an optimal power-of-two vector directly rather than via the solution of the model's continuous relaxation. In Section 5, we illustrate the two algorithms by solving a numerical example. In Section 6, we give a discussion of the relative performance of fixed partition strategies versus power-of-two (or integer ratio) strategies, thus establishing a connection between two distinct bodies of literature.
We conclude our introduction with a review of the recent literature on the joint replenishment problem. Chakravarty, Orlin and Rothblum (1982) apply the fixed partition approach to "symmetric" cost structures, where the setup cost is a concave function of the number of items included in the replenishment batch. Chakravarty Chakravarty (1982) give heuristic solution methods for the determination of a good fixed partition. Rosenblatt and Kaspi (1985) propose a dynamic programming algorithm to compute an optimal partition for fully general joint cost structures (which are not even required to be submodular). Queyranne (1987a) shows that the Rosenblatt-Kaspi algorithm may fail to find optimal partitions and proposes an alternative dynamic programming algorithm with complexity 0(3 n). Schwarz (1987) points out that the Rosenblatt-Kaspi algorithm may fail even when the joint cost structure represents first-order interaction only. This observation is due to Quernhein and Bastian.
For the special case of first-order interaction cost structures, Jackson, Maxwell and Muckstadt (1985) derive an O(n log n) algorithm which generates an optimal power-of-two policy. We refer the reader to this paper for a review of heuristic search methods for this problem. Queyranne (1987b) shows that a modification of the Jackson, Maxwell and Muckstadt (1985) algorithm, based on a linear medium finding procedure, has linear (O(n)) complexity. Roundy (1985) obtains similar results for a more general onewarehouse multiretailer model. Roundy (1986) applies the same restriction to the class of power-oftwo policies, but his general model allows for joint cost structures generated by an arbitraryfamily model.
The family model is a special case of the general submodular cost structures considered here see (example V in Federgruen and Zheng. His proposed algorithm grows as the cube of the number of "families" and the latter may grow exponentially with the number of items considered.
Goyal and Soni (1984) (see Goyal 1987) consider a hybrid combination of the two restriction approaches: first a fixed partition is constructed with no more than three sets; next, the common reorder intervals for each of the (at most three) groups are modified to exploit additional cost savings by combining items into groups at some or all replenishment epochs. Chakravarty (1983 Chakravarty ( , 1984b ) and Chakravarty and Goyal (1986) consider policies which partition the items into a number of groups and apply arbitrary integer ratio policies within each of these groups. The paper by Chakravarty (1984a) Anily and Federgruen (1990) consider a class of joint replenishment problems in which an item is stored at n distinct locations and distributed by a fleet of vehicles. These vehicles combine deliveries to multiple locations into efficient routes. The resulting cost structure fails to be submodular. The authors restrict themselves to a class of strategies where each employs a fixed collection of regions (sets of locations); a class of O(n log n) heuristics is designed to generate solutions that, under mild probabilistic assumptions, are shown to be asymptotically optimal as n tends to infinity, within the specified class of strategies.
We refer to Zheng (1987) for a discussion of inventory models with joint cost structures in more general production/distribution networks.
THE GENERAL MODEL: A MATHEMATICAL PROGRAM FOR THE DETERMINATION OF OPTIMAL POWER-OF-TWO POLICIES
We consider a system with n distinct items N= 1, .. ., n 1. Demands for these items are assumed to occur continuously, at item specific but constant rates. We assume that no backlogging is allowed and that inventory carrying costs are proportional to the inventory sizes. Thus, for i E N let: di = the rate at which demands for item i occur; hi = the per unit holding cost rate for item i.
We assume without loss of generality that hi > 0, i = 1, .. ., n. (An item with hi = 0 does not need to be considered; the cost of managing this item can be made arbitrarily small by ordering sufficiently large quantities.) An order for product i arrives after a fixed lead time of Li time units (i E N). We assume that at time 0 the starting inventory for product i equals diLi. This implies that at time 0 orders need to be placed for all products. As in the single-item EOQ model, the problem is easily seen to be equivalent to the special case where all lead times are zero. (For different combinations of starting inventories, one minimizes long-run average costs by first achieving the above inventory balance with an appropriately constructed finite horizon policy.) We therefore assume zero lead times henceforth.
The general joint setup cost structure discussed in the Introduction is represented by a general set function K: 2N --R+ which specifies, for any collection of items S C N. a setup cost K(S) to be incurred whenever this specific collection is replenished together (e.g., when the corresponding production operations are combined in the same production run). The monotonicity and submodularity assumptions discussed above, may be expressed as follows.
Monotonicity K(S)6K(T)
ScT.
Submodularity K(SU {i})-K(S)>K(TU {i})-K(T) SC T i 4S.
The monotonicity property is made without loss of generality: If K( ) fails to be monotone, replace K by K defined by K(S) = min{K(T): S C T). (K(S) is clearly monotone; if K(S) > K(T) for some S C T, we may replace a setup for the collection S by one for the larger collection T even though generating zero units of the items in T\S.) We also assume without loss of generality that K({i}) > 0 for all i E Nand K(Xb) $ 0.
A replenishment strategy or specifies all replenishment epochs and quantities for all products over an infinite horizon. For a given strategy, let C,(t) be the total cost in [0, t); its long-run average cost C* is given by C* = lim sup -Cr(t). It is easy to verify that K(.) is monotone and submodular. We show that a stationary policy cannot be optimal, i.e., for any given policy with constant reorder intervals, there exists a nonstationary policy whose average cost is lower. Note first that a setup for product 1 may be arranged whenever a setup for product 2 and/or product 3 takes place, at no additional cost. Therefore, assuming to the contrary that a stationary policy is optimal, note that any such policy must be "nested" in the sense that its constant replenishment intervals of products 2 and 3 are multiples of product I's interval. For, if a stationary policy were not nested, the holding cost of product 1 can be reduced strictly by ordering this product at all replenishment epochs of the others, without increasing any other cost component. The addition of repenishment epochs for product 1 improves the total cost, but transforms the stationary policy into a nonstationary one.
The argument is completed by showing that the best nested stationary policy is dominated by the following nonstationary cyclic rule R. Policy R applies zeroinventory ordering, replenishes items 2 and 3 at constant intervals T2 = 1 and T3 = 3/2, respectively, and replenishes product 1 whenever one of the other products is replenished. (Note that T2 and T3 equal the optimal EOQ-intervals for products 2 and 3, respectively. Indeed, the cost of product 1 is insignificant compared to that of the others and an insignificant amount is saved by a joint setup of products 2 and 3. This suggests it is efficient to replenish products 2 and 3 according to their own separate EOQ rules. It is the clearly optimal to order product 1 at zero additional cost, at least whenever one of the other items is replenished, i.e., at t = 0, 1, 3/2, 2, 3, 4, 9/2, 5, ....) For e = 0.1, we compute in Appendix A the average 388 / FEDERGRUEN AND ZHENG cost of R as well as a lower bound for the cost of the best nested stationary policy and conclude that the former is lower than the latter.
Since C* may not be achieved or even (infinitely closely) approached by policies of a simple structure, we first restrict ourselves to the class of power-of-two policies. Power-of-two policies are simple and easy to implement, and we show below that the best such policy is guaranteed to come within a few percentage points of a lower bound for C*.
A power-of-two policy applies zero-inventory ordering and prescribes for each product i E N a replenishment interval Ti, such that replenishments occur at times 0, Ti Note that the setup cost polyhedron K is a polymatroid, in view of the monotonicity and submodularity of the set function K(.).
The proof of Lemma 1 is given in Appendix B, where we exhibit several properties of polymatroids as needed in the remainder of this paper. We conclude that an optimal power-of-two policy is obtained by solving For notational convenience and without loss of mathematical rigor, we use "max" and "min" rather than "sup" and "inf" regardless of whether the supremum or infimum is achieved. We also observe the following.
A CHARACTERIZATION THEOREM FOR THE MODEL'S CONTINUOUS RELAXATION
Remark. There exists an allocation vector k* E K of the joint cost structure such that the separable cost model with (separable) setup cost vector k* is equivalent to RJP in the sense that the same vector of replenishment intervals T is optimal in both models and the average cost under this policy is identical in both models.
The Second Stage: Rounding Procedures
We now discuss rounding procedures which transform an optimal solution T for the continuous relaxation RJP into a power-of-two vector 1*. We distinguish between the following two cases: a. TL, the base planning period, is given. In most practical planning problems, replenishment intervals are to be chosen as multiples of some convenient time period, say an hour, day or a week, i.e., in practice TL is indeed usually prespecijied. b. TL is variable. Step 1. For I = 1, ..., M compute b(l) and ml as in (6); rank tb(l): = 1, ..., Ml in nondecreasing order.
Step 2. Initialize m: = 0; K: = Ko and H: = Ho (see (7) and (8)). TL = 1; X= +00.
Step 3 The first rounding procedure RPFB requires O(n) operations. In the second rounding procedure, the total amount of work performed in Steps 3 and 4 is linear in n as well and is thus dominated by the computational effort involved in ranking the numbers fb(l): / = 1, ... , Ml in Step 1, which is O(n log n).
The following theorem and corollary show that the two-stage algorithms result in optimal power-of-two policies. For the proof we refer to Zheng where this result is demonstrated in a more general setting.
These optimality results are similar to those obtained by Maxwell and Muckstadt (1985) and Roundy (1986) for the models considered ibid. We also observe the following corollary. Corollary 2. There exists an allocation vector k* E K of the joint cost structure, such that the separable cost model with (separable) setup cost vector k* is equivalent to the original model in the sense that the two models share the same optimal power-of-two policy and the long-run average cost under this policy is identical in both models.
A LOWER BOUND THEOREM AND WORST CASE ANALYSIS
The following theorem demonstrates the benefit of solving the continuous relaxation RJP as an intermediate step in the solution procedure. This theorem bears some similarity to the lower bound theorems of Roundy (1985 Roundy ( , 1986 . The following theorem shows that the average cost of the power-of-two policy generated by the two-stage procedure DAJD-RPFB is no more than 6% larger than c*, the lower bound for the minimum systemwide average costs. 
T*(l) with 1/v12 < T*(l)/T(l) < v'2, respectively. It is thus easy to verify and well known since Brown (1978) that each of the terms in C(T*) is at most 6% larger than the corresponding term in C(T).
A slight modification of the proof of the 98% theorem in Roundy (1986) exhibits that the worst case bound may be decreased to 2% by employing the second rounding procedure RPVB. Theorem 6. Let TL be variable. The two-stage procedure DAJD-RPVB generates an optimal power-of-two policy with a worst case performance ratio 1.021, i.e., C(T*)/c* < 1.02 1. Indeed, in this section we develop a direct algorithm which generates an optimal solution for JP directly rather than via a rounding procedure applied to the solution of RJP, its continuous relaxation. This algorithm is based on the following characterization theorem giving necessary and sufficient conditions for a vector T* to be optimal in the integer program JP. These conditions bear considerable similarity to the ones for the characterization theorem in Section 2. In this case, if we replace T(11) by T(l), the objective value in JP, will not change. Therefore, we assume without loss of generality that T(11) > T(l). By a similar argument, T(la) < T(l), i.e., Ti = T(l) for all i E N1.
Combining Theorem 7 and Lemma 2, it is easy to verify that the following modified decomposition algorithm solves JP for any fixed base planning period. Step 2. If Na = , then go to Step 3, otherwise find a set S 5 Na achieving min fKa(S) + 2a H(Na\S)I; Nai := S5 Na:= Na\S; a:= a -1, go back to Step 2.
Step 3. thus verifying the second inequality in ii.
We conclude this section with a brief discussion of the complexity of the two-stage algorithm as well as that of the direct algorithm DAJP.
Recall that the two-stage algorithm consists of the decomposition method DAJD followed by one of two rounding procedures RPFB or RPVB, depending upon whether the base planning period is fixed or variable, respectively. In Section 2 we verified that the complexity of these rounding procedures is O(n) and O(n log n), respectively. This is, in most cases, dominated by the complexity of the first stage, the decomposition algorithm.
As pointed out in Section 2, the DAJD algorithm requires at most 2n -1 iterations. The complexity of the DAJD algorithm is thus O(nQ) with Q as the time required to find a set S minimizing f(S) + u(E\S), where f is a rank function defined on a ground set E C N, and u E RE is a constant vector. See Section 2 for a discussion of the magnitude of Q.
As far as the integrated algorithm DAJP is concerned, it is easy to verify that the number of basic The Joint Replenishment Problem / 397 iterations is given by 1 + L(= b -a + 2), the number of distinct power-of-two values in the optimal replenishment vector, which is small in all practical -problems. If, e.g., L were larger than 10, some products are replenished every day (say), while others are replenished no more frequently than once in close to three years. The complexity of DAJP is clearly O(LQ) and can be argued to be O(Q).
A NUMERICAL EXAMPLE
We illustrate the algorithms presented in the previous sections by the example in Rosenblatt and Kaspi. Iteration3. 1=2,M= 2,XN2= {1, 31.
K2 ( The set S* = {3} achieves min{K2(S) + U2(N2\S), S 5 N21. We obtain the new partition {N,, N2, N31 with N1 = {2, 4, 5}, N2 = {31, N3 = {1,.
We thus obtain the lower bound 
A COMPARISON BETWEEN POWER-OF-TWO AND FIXED PARTITION STRATEGIES
In this section, we make a brief comparison between power-of-two policies and fixed partition strategies, the second restriction approach reviewed in the Introduction of this paper. Fixed partition strategies may dominate power-of-two policies: A trivial example arises when the setup cost structure is independent, in which case, the fixed partition strategy, which replenishes each item by itself according to its specific EOQ rule, is optimal, and the average cost of an optimal power-of-two policy may exceed the optimal cost. The following example shows, on the other hand, that the average cost of an optimal fixed partition strategy may exceed that of an optimal power-of-two policy by as much as 20%. The determination of the worst case gap between these two classes of strategies remains an open question. Edmonds showed that an optimal solution may be obtained by the following greedy procedure, provided that F is a polymatroid.
Greedy Procedure for (9)
Step 0. Let (a,, . . ., an) be a permutation of the variable indices such that ccI ;>: Ccc, > * > C:
Step 1 c. To prove the sufficiency part, it is, in view of part a, sufficient to verify that x has the same objective function value as x*, the solution generated by the greedy procedure. 
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