With the aim of erplaining fhe formal development behind the chaos-based modeling of network ha& and other similar phenomena, here we generalize the tools presented in the companion paper (Setti et al., 2002) 
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The relationship between sojourn-time statistics and selfsimilarity is rediscovered and partially generalized in this framework whose aim is to contribute to the set of formally grounded tools the necessity of which is widely recognized [I] . Such a new entry in our toolbox can be directly used in the already ascertained scenarios.
As an example, they will be used at the end of the paper to address the problem of synthesizing ON-OFF process for which both the average and the strength of self-similarity are given, thus, showing how it is sometimes possible to conciiiate and even exploit the difference between "short-term" and "long-term" traffic features.
The same tools will be hopefully of help to flexibly model more complex environments concemed with the effects of traffic coming from different sources as well as with the interaction berween traffic and other network mechanisms.
Coherently with what suggested and pursued in [l], our approach to such a flexible genmtion relies on deterministic dynamical systems whose chaotic nature puts them at the border between causality and statistics. It is, in fact, easy to accept that this is the best way of coupling traffic generation with the models of other network entities that are naturally implemented in terms of dynamical systems.
This approach gives us the opportunity of highlighting a further conceptual connection w i t h other work being carried out in the chaotic community as far as the characterization of quantized chaotic processes is concerned. In fact, we will base our development on the concept of finite-dimensional projection of the operator supervising the statistical dynamics of chaotic systems [SI.
n. IDEAS FOR A MORE GENERAL MODEL OF QUANTIZED 
CHAOTIC EVOLUTIONS
In the companion paper [SI, we have shown that coupling the properties of piecewise-affine Markov maps w i t h the choice of observable functions that are constant in each of the intervals of the Markov partition leads to powerful results. In particular, we are able to fully characterize the joint probabilities needed to compute all kind of expectations of observables within the chosen family.
We learned that, since observables assume only a finite number of values depending on which of the Markov intervals the state falls in at each time step, such joint probabilities are advantageously arranged in multiindex quantities called symbolic dynamic tracking tensors (SDTTs). This tensor formalism may be of substantial help in managing the complexity of the corresponding expressions. In fact, it turns out that we can write any SDTT as a combination of powers of the kneading matrix by means of few suitable tensor operators. With this, finite as well as asymptotic propertiesf correlation functions depend on the spectral structure of K, which is a finite matrix and can, therefore, be analyzed (and sometime designed) by elementary linear algebraic methods. When such correlation functions are the key factor in the performance of a system in which a chaotic component has been introduced (e.g., the DS-CDMA example in [SI), this gives us high chances of optimizationmby means of proper statistical chaos design.The success of such an approach now encourages us to consider more general piecewise-affine Markov maps in which the Markov partition is made of a nonnecessarily finite number of intervals. Despite their seeming a quite abskact exercise, these maps may be of nonnegligible interest even from the applxative point of view.
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Tutorial Guide point spread over the entire [0, 11. If the time spent in the region 2: 5 a1 is statistically greater than the time spent in the region .r > ai, such a behavior is often indicated as "intermittency" and is a key issue in the theory of nonlinear dynamical systems.
In fact, maps ofthis kind have been analyzed in detail (see, e.g., [6] and [7] ) to reveal that the discrete time signal obtained by the sequence of the map states has a peculiar autocorrelation trend and, thus, power-specmm profile. More formally, it was proved that if the trend of the al;,
for k -+x, is of the kind k-< with < > I, then the autocorrelation hnction C ( T ) decays as d+', for T -F oc,
while if the trend of the al; is of the kind k-'(log k)-c with < > 1, then the correlation decay is (log -r)-(+l. In terms of power spectrum, such slow correlation decays may imply a diverging power density for frequencies approaching zero.
For this reason, maps in ( I ) have been proposed to generate synthetic l/f" noise [8] that can be ofinterest in the time-domain simulation of electronic circuits [9] when linearized frequency-domain analysis would hide nonnegligibte effects and other conventional approximated l/f noise realizations are deemed insufficient. As we will see, a variant ofthis kind of maps will be ofuse in Section X when its quantized version will be the core for the generation of artificial non-Poisson network traEc with features strictly related with theones measured in real-worlds LAN5 If we decide that piecewise-affine Markov maps with a countable Markov partition cannot stay out of our scope, the question of the characterization of their statistical properties arises naturally. Note that the introduction of an assumption that forces all the observables to be constant in each of the intervals of the Markov partition does not have here the same beneficial effect that we exploited in [ 5 ] . In fact, when the cardinality of the Markov partition is finite, such an assumption allows to project the Perron-Frobenius operator onto a finite dimensional space and relate statistical properties to the finite spectral portrait of the heading matrix. In our case, this is no longer possible since the kneading matrix of a map with a countable Markov partition is itselfa countable matrix whose spectral portrait may be extremely difficult to characterize.
Actually, this increased complexity stems from the identification of the elements of the Markov partition with the regions in which the observables are kept constant. In fact, the observable space itself is now infinite-dimensional and forces a richer characterization of the underlying process.
To avoid this, we may firther limit our investigations to those observables that are constant in certain unions of Markov intervals that we will call macrostates. If the number of these unions is finite we may hope to retrieve, at least partially, the regular and finite structure that allowed the complete characterization of the SDTT for piecewise+affine Markov maps with a finite Markov partition.
With this assumption, in fact, from the observables point o f view the system behaves as depicted in Fig. 2(a assigned probability, in another region in which it sojourns for a certain amount of time, and so on. Since each macrostate actually envelopes a possibly countable set of Markov intervals, the amount of time spent in each macrostate (the sojoum time) is a random variable that is, in general, nongeometrically distributed. With this, the whole system cannot be characterized only by the probability of moving from one macrostate to another (the analogs of the kneading matrix of previous systems) and the characterization of the observed trajectories, i.e., the derivation of the SDTTs, must take into account both the transition probabilities between macrostates and the statistics of the sojourn times in each macrostate.
Regrettably, in general terms, local dynamics (the sojourntimes statistic) and global dynamics (the transitions probabilities) are so intimately intertwined that their influence on the SDTT can be hardly separated and managed. To cope mapped again into S i (the return submacrostate) and a union of Markov intervals that can be aggregated in S j & Si from which the map'states moves surely to another macrostate (the exit submacrostate).
Given this structure, few other technical assumptions guarantee that local and global dynamics are coupled loosely enough to recognize that the system still features a "memory-one" property, i.e., that the dependency between certain critical events in its evolution are extremely short-lasting. These systems are called pseudo-Markov and, in analogy with what happened with the memory-one property intrinsic in purely Markov maps, we may construct for them a tensor-based mechanism leading to the expression of the z transform of any order SDTTs.
Before having a look at the paper organization, it is worthwhile to link and compare the approach we are presenting with some other well-established approaches dealing with analogous problems in related fields. Note, in fact, that without the finite dimension constraint placed on the observables, we could have continued along the path established for Markov systems and exploit the results available in the field of denumerable Markov chains (see, e.g., [IO] ). Yet the information that we could obtain from such an approach would primarily consist of a thorough analysis of "trajectory" behaviors such as recurrence, communication between sates or group of states, etc., and an in deep analysis of ergodic-type properties. Despite its fundamental nature, this knowledge may be only a part of the picture needed to address information processing tasks in which a quantitative analysis is unavoidable.
Note also that the subsumption of complex behaviors into abstract macrostates hiding details of the undergoing process may suggest a first-glance analogy with widely known and applied hidden Markov models [ 1 I J, [ 121. Yet, in our case, the macrostate view of the evolution of the map is mainly focused on sojoum times and global statistical properties and not with values emitted in each macrostate which, thanks to the causal nature of the underlying system, we wifl consider constant and, thus, completely deterministic.
Further on, note how the adoption of macrostates with a detailed substructure as well as the focus on statistical properties instead of trajectory classification also somehow widens, with respect to what is done in the companion paper [5], the gap between our approach and the classical symbolic dynamic approach (see, e.g., [ 131). What is highlighted and strengthened is the link between the evolution of a chaotic system and the theory of renewal processes. This idea is not new, has already led to significant results (e.g., [7] and [ 141-[ 16]), and is here exploited to a larger extent to cope with quanrized chaotic trajectories. 
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PAPER ORGANIZATION
The rest of the paper is organized as follows. In Section IV, the formal definition of piecewise-affine pseudo-Markov systems is given. Then;in Section V, we briefly recall the path linking the generalized Perron-frobenius operator to the SDTTs and to the tensor-based formulation of the correlation functions whenever the observables are quantized in a finite number o f regions of the state space. We also give the fundamental result for the factorization of the SDTT and, thus, for its decomposition into smaller building blocks, as well as few elementary results on basic statistical quantities correlated with the process of the quantized trajectories.
The development of a closed-form expression of the simple case of a second-order correlation function is the topic of Section VI. Such an expression is given both in the time domain and in the 2-transfomed domain. In Section VI1, we fully exploit the z-transform approach to cope with the multiple convolutions entailed by the expressions of SDTTs of order higher than two. Though the expressions of the SDTI's turn out to be exponentially increasing in length with the order, we arrive at defining a systematic procedure to construct them compounding highly regular building blocks.
After having stated this more general approach to the construction of SDTTs, in Section VI11 we show that it is nothing but a generalization of what we already knew about purely Markov systems. To do so, ,we rederive the main result about second-order correlation of piecewise-affine Markov systems starting from the newly described method.
The theory developed so far is finally exemplified in some simple but significant cases.
In Section IX, we concentrate on systems w i t h two macrostates and apply our methods to the explicit computation of correlation functions when the sojoum times are exponentially distributed, highlighting the possibility of attaining low-pass as well as white as well as high-pass behavior. We then define and briefly discuss the concept of preseif-similarity and second-order self-similarity that are of increasing importance in many fields o f information processing and transmission. 
Iv, PIECEWISE-AFFINE PSEUDO-MARKOV SYSVTEM
One of the possible set of assumptions supporting the idea of a memory-one property as far as the sojourn times are concerned is the one defining the so-called piecewise-affine pseudo-Markov systems. As it can be expected, these systems are strictly related to the piecewise-affine Markov systems defined in the companion paper [SI of which pseudoMarkov systems generalize some aspects and particularize some other features.
As already discussed in the introduction, the general idea is to partition each macrostate into a return and srit subset. To guarantee that the statistics of the sojourn time in the generic macrostate Sj, depends only on the prwiously visited macrostate S,,,, we must constrain the probability of moving From Sjf! to Si! and of staying in the latter for a certain amount of time to be independent of the path that leads from S j s to Sift, i.e., of the detailed evolution of the system within each macrostate.
We can do so by placing some constraints on the structure of the map. Fig. 1 does. Nevertheless the main property of classical piecewise-affine Markov systems is still available as confirmed by this Theorem.
Theorem I: If the map A4 is mixing, then its unique invariant probability density p is constant in each X+
In the following, we will assume that M is at least mixing so that the concept of invariant density p and the associated invariant measure are well defined.
To continue our definition of piecewise-affine pseudo-Markov systems, we assume that for any S,, two subsets can be distinguished, They are the rerurning subset Sj and the exiting subset S , . These two subsets are n M-l(Xjfrkrt) # 0. Note that this is a slightly '
Note that this implies that Sj and S j are disjoint sincetheir images through M are disjoint. also union of certain intervals X i , which are labeled accordingly so that -0
They
We will finally assume that the exiting subsets are such that for every j' f j" and k ' # k", we have
Despite their apparent technicality, (3)-(5) have straightforward intuitive meaning of assessing the indistinguishability between all the subintervals making the exit part of a macrostate. In fact, (3) requires that all the subintervals are visited with the same probability, (4) requires that their images over all the macrostate are the same, and (5) requires that the transition probability to any other subinterval is always the same. Section Summary: 1) There are chaotic maps whose evolution can be schematized as in Fig. 2 . which, again, will be indicated as the SDTT.
2)
Since the processes with which we are dealing are stationary, it is often convenient to think ofthe SDTTs as quantities depending on the time lags between two subsequent observation instants, i.e., on 7; = p;+l -p;. In the following, we will use the two notations X ( p 2 , . . . , p,J and ;Y(-rl, . . . , T",-L) interchangeably.
Note that also the terms ~~~, fij;, for j 1 , . . . , j,, spanning the range 1, . . . , m, can be also compounded in the m-dimefisional tensor 3 = fi rE: . . . What Theorem 2 says is that, if we know that a macrostate transition Sj? # happens at a certain time step, the probability that the systems is observedjointly in a sequence of macrostates can be obtained multiplying two probabilities: 1) the joint probability of being observed in a subsequence of those macrostates up to the macrostate transition and including the exiting substate involved in the transition;
2) the joint probability of being observed in the same exiting substate and in the remaining macrostates, normalized by the probability ofthe exiting substate itself. Note that, since integrals give joint probability, the normalization by the probability of the exiting substate results in the product of a joint probability by a conditioned probability thus yielding the structure of the classical Markov-like transition mechanism that depends on a unique matrix of conditioned probabilities;
Note also that, if more than one macrostate transition occurs, Theorem 2 can be iteratively applied to reduce the overall SDTT to the product of one joint probability term and a number of conditioned probability terms equal to the number of macrostate transitions. Each of these terms accounts for the probability of observing the system in some macrostates when no macrostate transition happens, i.e., they are nonvanishing only if all the macrostates in which the system is observed are the same and if the sojoum time in such a macrostate equals the lag between the two instants at which factorization happened.
To proceed further, it is convenient to assume that we know in advance the time steps at which each of the s macrostate transition happens, i.e., that for k = 1, . . . , s, the kth macrostate transition happens between Sj . , and SiTk+, h + 1 it 5,) at time stepRA, such that pi&+l = pik -+ 1.
With this, we have xj,,j2 ,..., j.,,(Par + . + ,~m )
where Z is the identity matrix and the other terms are defined as follows* 1) The first term accounts for the probability of staying in the first macrostate up to the first mkrostate transition (i.e., for pi, time steps) and is the first term resulting from the first application of Theorem 2.
2) The middle terms
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accounts for the probability of staying in the A,,, th macrostate behveen the kth and (k + 1)th macrostate transition (i.e., forp;,+, -pr, ,time steps)given that the previously visited macrostate was S.;, . They are generated by the iterated application of Theorem 2. They are undefined for = kk+I, but, to ease subsequent derivation, we will assume that the corresponding diagonal enhies of the matrix 1: are set to zero. 
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I=?
and where we dropped the condition j # j' in the first sum by recalling that the matrices 1: and M have vanishing entries along the diagonal.
Hence, knowledge of either the matrix function M or L:
[which can be interchanged thanks to (7)] is enough to reconstruct eny SDTT providing that we know in advance where macrostate trailsitions are.
B. Asymptotic Macrostote Pmbabilifies and Average
Sojourn Ernes
The knowledge of the same matrix functions (1: or M ) also allows to derive other important and commonly used quantities characterizing the statistics of the quantized trajectories.
In p a r t i c~l~, we are interested in the asymptotic probability of being in macrostate S,, i.e., F(Sj), of exiting h m it, i.e., p ( S j ) , and the average sojoum time in it which will be indicated as Ti.
To see how, recall that by its very definition,jy(.r) is the probability of staying at least T + 1 time steps in Sy and then change to any other state so that jj, (0) = @( Sj,). With this, we may particularize (8) far T = 0 to obtain --which, since M j j t (~) = 0 for every 7 when j = j' is equivalent toj(0) = j(O)M(l)andmeansthatthevectoroftheinvariant measures p( Si) is the left eigenvector corresponding to the unit'eigenvalue of the matrix M(1).
+
As far as the asymptotic macrostate probabilities are concerned, one may obtain 1-0 whose intuitive meaning is that the probability of being observed in a given macrostate is nothing but the sum of the probabilities of staying in the same macrostate for some time and then leave.
With this, the simple average of a quantization function f corresponding to the value vector f can be computed as
7=0
Finally, let us define the probability of having a sojoum time in Sit equal to k time steps as the probability that the map state stays ir! Sjt from time step t to time step t + I; -1 and then leaves, given that there was a macrostate transition toward Sj, at time step t -1. With this and by means of some calculations f 181, it is possible to show that the average sojoum time Tjl i s which highlights how pseudo-Markov systems behave in a Markov way when we consider it at macrostate transitions. In fact, if the system were a purely Markov one, each macrostate Si wculd be characterized by a looping probability rj and the sojourn times would be distributed exponentially with average CE1 k(l -xJ)r,"-' = (1 -Since the transitions would be indepedent one of the other, the exiting probability would be fi(Sj) = p(Sj)(l -xi) and (12) satisfied.
Section Summaty:
I) We assume that all the observables are finitedimensional, i.e., that they associate whole intervals of the map state space with the same observed value. 2) With this, we note that the expectation of a product of m observations is an m-linear function of the observed values.
3) We choose to express such an m-linear function relying on a tensor compounding the relevant probabilities, which is called SDTT and depends on the time instants in which the system is observed. 4) Once we can construct the corresponding SDTT, we can compute any-order correlation function.
)
The SDTT is connected with the finite-dimensional projection of the Perron-Frobenius operator and can be constructed starting from a single basic matrix that we call L. 
VI. SECOND-ORDER CORRELATION FirNCTlONS
We are now interested in specializing the general approach described in the previous Sections to the computation of second-order correlations for which 1 1 = f; (-* dCZ,-ijc~) = 0.
A. Eme-Domain Expression
As the system is ergodic, its correlation function is such that C(-T) = C*(i-). Hence, we may limit calculations to the case i-3 0.
As we observe the system only at the beginning and at the end o f the time lag, we may concentrate on the sojourn times 
where 1 is the identity matrix and the vector term j,,(l) accounts for the probability of beings observed in the same state after T time steps when no macrostate transition happens, the following lines accounts for 5 = 1 macrostate transition, the following for s = 2 macrostate transition, and so on.
Numbering the lines of the above expression from top to bottom as zeroth, first, second, and so on, the 8th line (fors > 0) corresponds to the particular expression that the SDTT assumes afters iterate applications ofTheorem 2.
We may now define an inner product between knction vector and matrices a5 in jr I--= where the usual product between scalar has been replaced by sequence convolution to cope with the fact that the entries of our matrices are not numbers but whole functions of an integer index. For a square matrix function, we also define 
E. 8-Domain Expression
Though (1 5) gives a closed-form expression for the SDTT, the convolution entailed in it may prevent easy handling when the structure of L is completely generic.
To cope with this complexity, we may resort to z transformation, which is well known to translate convolution into simpler products. More formally, we may further assume that all the matrix functions we defined are summable so that the
converges for jzl > 1.
where, thanks to z transformation, convolutions are changed into conventional matrix products. Note now that by its very definition, the entry in the j'th row and j"th column of the matrix L*('-')(T) encodes the probability that the system is revealed to be in Sjt at time t and in Sj,, at time t+-r no matter how many transitions have happened in the meantime. Hence, such a series must converge and the result must be a summable matrix function of 7. The z-transform series P ( z ) surely converges and, thus, .Ea(=) -+ 0 for every 1 .
With this, we may apply the formal derivation of the-sum of a real p3wer series to obtain ~~" = , ' ( z )
where 1 is thejdentity matrix. From now on, we will set
?(z)M(z). (17)
Section Summaly: 1) Here, we derive an expression for the S D T needed to compute the classical correlation function ( m = 2).
2) A time-domain exprsssion for such SDTT is in (15) and involves a series of convolution. 3) To cope with such a complex expression, we introduce x transformation (that, in the second-order case, corresponds to passing from correlations to power spectra).
4)
The new expression in (17) involves the t transforms of L, j, M, and some newly defined quantities i and 9, still depending on e.
)
In both cases, the find expression is made of two summands, the first corresponding to no macrostate transition between the two observations and the second taking into account the effect of one or more macrostate transitions between the two observations.
VII. HIGHER-ORDER CORRELATION FUNCTIONS
A+ Basic Building Blocks and Getterai Scheme
Though it is more complex than in the second-order correlation case, it is possible to devise a mechanism to write z-domain expression for mth order SDTTs w i t h m > 2. The mechanism relies on the availability of some generalization of the operators and quantities used in Section VI.
In particular, the multidimensional z transformation of the portions of formulas linking the contribution to the final SDTT given by the system trajectoly between two subsequent pairs of observation instants gives rise to two transformations that apply to the quantities i and j, and L and M, respectively. Note that these are proper generalizations of the simple z transform, which is retrieved for p = 1.
The reason of the nonsymmetric behavior of i and j with respect to C and M is to be sought in (13) , where the range spanned by argument of j (namely, 11 j includes 21 = 0 while all other times lags are forced to be I, > 0.
In the following, we will also compound repeated chain products into a more manageable form by defining A"" = With these building blocks, we are able to write the SDTTs in a systematic way if we think at the relationship between the sequence of macrostate transitions and the sequence of observation instants. We will take Fig. 3 as an example and consider a fifth-order SDIT corresponding to the observation of the underlying system at time instants zero, ten, 16, 26, and31, i.e.,withsl = 10, r z = 6,73 = lO.andr4 = 5.
As the time runs from zero to 31, the system features six macrostate transitions placed between certain pairs of observation.instants. If The time between two subsequent macrostate transitions is obviousIy the sojoum time in the corresponding macrostate. We indicate with t i the sojoum time in the macrostate visited before the ith macrotransitions.
Since we aim at expressing the SDTT, exploiting the statistical characterization of sojoum time, we shall look at a time diagram like that in Fig. 3 to assess few basic structural issues. in fact, scanning the scheme from left to right, we may note that 1) The sojoum time in the first observed macrostate tl is ' unho&n, but bounded from below, Hence, to characterize the first observation, we need to know the probability of staying in a macrostate for a certain number of time steps and then leave. independently of the time at which we entered the macrostate itself. which extends t o p = 1 setting a(z1) = a(z1).
PROCEEDINGS OF TI IE IEEE, VOL. 90. NO. 5. MAY ZWZ joint probability of the sojoum times in all the visited macrostate. Whenever we have no macrostatc transition in a time lag, the sojoum time in the corresponding observed macrostate must be considered as the sum of several contributions: the time before the observation instant, the time lags between subsequent observation Instants not comprising macrostate transitions, and the time spent after the last of those observation instant and before the macrostate transition. In Fig. 3 , we have
The sojourn time in the last observed macrostate is unknown, but bounded From below. Hence, to charactenze the last observation, we need to know the probability of moving to a certain macrostate and staying there for a certain number of time steps, independently of the time step at which the macrostate is actually abandoned.
Matching the first and the last of the points above with the definitions of the key quantities in Section V, we get that most of the contributions to the expression o f the SDTT must have a repetitive structure combining an initial j, a central body, and a final M . Note how this is also true for the second summand in (15).
The other points in the above list tell us that it may be convenient to distinguish different cases depending on whether si is vanishing or not. They'also suggest that any deviation from the general structure "j, something else, M" must come from the complete absence of macrostate transitions that is well represented by a term depending on i. Note how this is indeed the case if we consider the first summand in (1 5).
With this scheme in mind, one can more easily accept that the result of the subsequent formal derivation, which is put out of the scope of this paper by its length and tediousness, is the procedure described in Section VII-B.
B. Recipe for Any-Order SDTTs
Let us consider a string v of m -1 binary flags. In the final expression of the SDTT, we will have a separate term for each of the possible configurations of such a string for a total of 2"'-l terms.
To Wnte each of these terms, we assume that a particular instance of v is given so that the expression corresponding to it can be constrvcted by following few simple rules. These rules start from the decomposition ofthe augmented flag string l v l into runs. We say that a tun is a subsequence of the kind where r 2 0 is the length of the run. We say that lvl i s decomposed into runs if it is the concatenation of runs, the last entry of each run but the last being the first entry of the following Tun. As an example, if v = 1 1 0 , '~~ have l v l = 11 101, which can be decomposed into the three runs I 1,11, and 101, while, if v = 0010, we have lvl = 100 101 decomposed into the two rvns 1001 and 101.
With this, we have that, for any instance of v, R E {I, ..., m } tuns whose lengths we will indicate with r l , . .., T R and that are linked by the equality E : = , 7', + R = m These numbers, along with the accumulations q, = cll:(r, + I), are all we need to build the term corresponding to that v , providing we follow some stmple rules. As an example, Table 1 reports the all the possible values of l v l and the corresponding contributions to the z transform of a fifth-order SDTT.
1)
Seciion Summary:
1) Despite its complexity, the generic case m > 2 can be tackled generalizing the strucyre of the second-order correlation. Fig. 3 reports a very general situation in which the system is observed at many time instants and where macrostate transition may happen in any number between (zero included) two subsequent observations.
2)
3) As noted in Section VI, cases in which no macrostate transition happens between two observations should be distinguished by those in which one ore more macrostate transitions are present. Hence, the number of different terms in the expression of an mth order correlation grows as 2"'. their kneading matrix. As could be expected, the answer is that the procedure described above can be applied to purely Markov systems to reobtain the expression we derived in [5], starting from the heading matrix.This is best shown by time domain and, thus, we will here limit ourselves to consider the case m = 2 for which we may seek for an explicit matching between (15) and the expression (l/n)Er we so fruitfully used in IS].
4)
Thanks to the relationship between , C and all the other quantities needed for the computation of the SDTT, we may start by writing L for a Markov system, characterized by a kneading matrix E.
To do so note that the probability of moving from Si to Sj and staying in Sj exactly T time steps, given that we were in S, can be vmtten following classical Markov system theory as K,jK;-'(l -Ejl). By definition, we have that each entry of the matrix L(7) is such a probability conditioned by the knowledge that we were in Si instead of Si. We may, therefore, write _ --= Eajq-l (1 -Kjj) r, which we have explained (12). Given the exponential nature of sojourn time in Markov systems, we also easily derive that Ti = T ( 1 -Kii)K,;-' = (1 -K,i)-' so that we may define the diagonal matrix Eas zi, = zi; and Kjj = 0, for i f j , to obtain the matrix form
( X -E ) -' ( E -~~-~( X -K )
otherwise.
--L ( r ) =
From this, we obtain (7), (B), and (14) (1 -E)-' (K -E) ~7 -1 , if7 2 1 With these expressions, we may now compute the generic term j o Z * ,C*('-') * M and sum everything following the scheme already used for the derivation of (15) to obtain The two macrostates are associated with the two values gl and 9 2 by a quantization function g, which is constant over time. We will, therefore, have a unique vector of quantized values g = (gl g2)'.
We will also assume that the two symbols are zero-average. Hence, we ma). recall (1 1) to obtain 0 = g '~~o j (~) = (gl -g2)j(l), which, given (21) and the Taylor's expansion of A,(Z), gives Tlgl + Tzg2 = 0.
Hence, a constant 6 exists such that 
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According to (61, the m-dimensional tensor T must collect all the possible nith degree monomials in gl and g2. From The working mechanism of the map is as follows. From the fact that the invanant density is uniform in each -yjk, that S, = -Yj1, and from the piecewise-affinity of the map, we get that, after a macrostate transition, the state is uniformly dis:ributed in the new Sj.
0
As long as 1: f S;, it passes from Xi. to X j k -1 at each time step until it reaches S,. Hence, the probability of staying exactly 1 time steps in Sj is equal to the probability of landing in X+l after :he macrostate transition. Yet, by construction, such a probability is nothing but Since it is also affine in each S i , what we obtain is nothing but a classical piecewise-affine Markov system on the four Hence, when x1 = q and the system is perfectly symmetric. all the odd-order correlations (for which the exponent m -2 -2111 is always greater than zero) vanish as could be expected extending the direct analogy between piecewiseaffine maps with exponential macrostate sojoum time and Markov chains.
Note also that for A = "1 + 7r2 -1 > 0, the system has a monotonic decreasing second-order correlation and, therefore, produces low-pass trajectories, while for X = +Q -1 < 0, it has an altemating second-order correlation and produces high-pass trajectories.
Finally, note that, despite the different notation and applicability, the above expression contains the same exponential terms as the one in [ 17, Th. 61, which has to do with piecewise-affine nonpseudo-Markov maps and, thus, with exponentially vanishing sojourn times.
B. Presel/-SiimiIariq and Sev-Similarity
The aim of the following sections is to exploit the theory described above to link self-similar behaviors with the features of piecewise-affine pseudo-Markov systems. where A is the aggregation factor and, by definition, the finest scale sequence remains y!" = yl.
The statistical behaviors in which we are interested are compounded in the mth order correlation fimctions When the trends ofthese functions can be considered substantially the same at different aggregation scaIes, we say that the underlying process and system are self-similar.
kegrettably, the complexity of defining asymptotic trends for multivariate functions prevents a simple and commonly accepted definition of full self-similarity for correlation orders greater than two [2]. Nevertheless, some definitions can be given even in the general mth order framcwcrk, to tell "uncommon" and "interesting" pattems among the statistical trends of stochastic processes.
More formally, we say that the process is nith order pre- Namely, we are requiring that the correlation b c t i o n s are eventually nonnegative in all directions and that the moments of the process itself do not decay too rapidly when the aggregation scale increases. Nore, for example, that whenever the cenml limit theorem holds for the finest granularity process y;, we have that y,!"' tends to be distributed according to a In any case, starting from (25), we obtain
where we have extensively used the fact that the number of u-tuple of nonnegative indexes in which the sum of the entries is 'U is
From the above expression, we easily get that the asymptotic trendof S,.,,(t) is X'P(t) for some polynomial P and, thus, that S,,(z) = E;"=, S,,,(t)z-' is analytic for IzI > A with X < 1. Hence, Theorem 3 p r e y " ail these processes to be preself-similar.
Despite its apparent abstract nature, the definition of S,,, and Theorem 4 allow to ascertain preself-sim- and, thus, that
Once that preself-similarity can be established, it would be interesting to investigate whether this slowly decaying trend of moments (which surely indicates a complex process with an extremely long memory and bursty profile) has other manifestations.
This can done in the case m = 2 on the basis of the classical definition of second-order self-similarity [2] that adds to the preself-similarity requirements the additional assumption that where A: 7 4 SIC and for the same [' as in (24).
In this case, (24) and ( As far as this last relationship is concerned, the following theorem is analogous to Theorem 4 to which it adds a more specific link with the time-domain asymptotic trend of the transformed sequence. C. Preself-Similarity and Se&!hiluri@ Due IO
Nonaponenrid Sojourn 'limes
From the above discussion, we know that self-similar trends can be investigated relaying on the expansion of the z transform of the SDTT in a neighborhood o f z = 1.
In our two-macrostate case, such an expansion can be derived fiom the knowledge of A1 and A2, providing that we are able to give an expansion for their 2 transform in the same for z -+ 1 depends on the asymptotic trend of ? A~( T ) .
We will consider two cases.
1) Exponentially VinishingAj(7): In this case, r'Aj (7) is summable and a constant Uj exists such that, for
-1
A,(=)-l -T J ( 2 -l ) + u 3 ( z -l )~.
2 ) folpomiol!y Vunrshing AJ ( 
which accounts for an expansion of the kind
for some constant Uj. Given such a structure, the evaluation ( F g ( z , . . . , 2))
involves the computation of (28) in the limit ZIz, . . . , znz-z -, z with x = z,,,-l. Such a limit must be evaluated by iteratively applying the De C'HBpitaf's mle to cancel zeros at numerator and denominator.
Regrettably, differentiating the denominator in tl to take care of the limit 21 -+ t = .znt-l produces an expression with a factor (22 -z,,,-~)*. To consider the limit z2 + I = ~"~-1 , we shall take out this double zero and derive twice in 22. This, in turn, will produce the factor Relying on some automatic algebraic manipulation tool (e.g., [27] ), we may now exploit the local expansion ofA, ( z ) (27) , proceed to systematic substitution, and neglection of higher order infinitesimals in z -1 --t 0 to obtain
With this, we knowthat i f a = Inin{ctl, cy?), then S,,(z) has an algebraic singularity in IS = 1, whose pnncipa1 part is of the kind K ( z -l)a-n' = K ( z -l)ppnLS1, where /j is the exponent characterizing the least vanishing sojoum time probability. Tf /) < 1 (i.e. if the least vanishing probability is not exponential), Theorem 4 guarantees that the resulting trajectories are preself-similar of any order n~.
If we finally concentrate on the case m = 2 , Theorem 5 ensures that the sccond-order correlation features a polynomially decaying trend and, thus, 121 such that the process is fully second-order self-similar.
Section Sumniaqj:
I ) The theory described in sections is here applied to a simple case in which the pseudo-Markov system has only two macrostates.
2) In this case, a mechanism is reported to construct a chaotic map, resulting in every possible statistics of sojoum times.
3) Then, rhe general case of exponential sojourn times is analyzed, showing that the classical formulas for any-order correlations of binary Markov processes can be retrieved.
4)
To show applicability of the theory in more sophisticated environments, the concepts of preself-similarity and second-order self-similarity is then defined and linked to certain analyticity features of the z transform of mth order correlations. 5 ) The same concepts are then linked (see also [l] ) to . the polynomial decay ofsojourn time distributions performing explicit calculations in the binary case.
x. SELF-SIMILARITY AND NETWORK TRAFFIC
The above results on pseudo-Markov maps with two macrostates can be used to design a computer network traffic generator. The aim is to have a tool to generate traffic traces, characterized by synthetic and adjustable parameters, which can be used to evaluate offline the performance o f queue systems (e.g., switches and routers) and network protocols (e.g., protocols for medium access control or routing).
The network activity can be represented by an ON/OFF discrete-time random process, which can be easily modeled by using a piecewise-afine Markov map of the kind in Fig. 4 in which we associate S1 with the ON condition and S, with the OFF condition.
Extensive measures on networks (e.g., Ethernet networks)
[28]- [30] show that the ON/OFF transition process has a second-order self-similar behavior. Hence, it is characterized by correlation and variance with decaying behavior like that in (24) (m = 2) and (26) . These conditions are called, respectively, slowly decaying variance and long range dependence conditions in order to remark the different trend with respect to more classical models for network traffic (e.g., Poisson models) that have a 5-l decay of the variance function (fast decaying variance) and an exponential decay of the correlation function (short range dependence). Conditions (24) and (26) are responsible for a bursty profile of the traffic at different time scales, i.e., a sequence of highly vanable activity and inactivity beriods at several (theoretically all) aggregation levels.
In the literature, the ( j €10, 1[ parameter of (24) and (26) is often replaced by the Hurst parameter H = (1 - Another characteristic of network traffic rejates to the dishjbutions of the ON andor OFF sojoum times, which result to be heavy-tailed, i.e., polynomially 'decaying. for at least one of the two macrostates. More formally, a distribution is heavy-tailed ifthe complementary distribution is ofthe form statistic can bc adjustcd at will.
Chaotic map with two macrostates, whose sojourn time
Note that the classic Poisson models are characterized by ON andor OFF sojourn times, which are both light-tailed, i.e., such that the complementary distribution is of the form
Note that we have shown in Section IX-C that, by selecting at least one of the probabilities A, and A, as polynomially vanishing, the preself-similarity condition (24) is verified for any order m and that also the second-order self-similarity condition (26) holds. Thus, to capture the general network traffic trend, it is sufficient to project a binary piecewiseaffine pseudo-Markov systems with at least one macrostate featuring polynomial decay of the sojourn time probability. Furthermore, the exponent of such a polynomial decay is controlled by the slowest asymptotic decay in sojourn time probability.
In order to explain the map design procedure, let us rename E, = A,(T) and v7 = A,(.) the probabitiries ofstaying in the ON and in the OFF states for T steps.
The parameters of the target map are set by means ofa Lagrangian-based iterative technique aiming at minimizing the difference between the desired sojoum distribution (at least one of the probabilities cr and ur must be polynomially vanishing) and those implied by the structure of the map itself.
In particular, we select two cases for the nominal decays: To solve such a problem, we first note that, since when inequality constraints are active they set the corresponding probability to be zero, the functional form of the solution of (30) can be obtained by considering only the equality CO; -straints. With this, we obtain that the optimal probabilities E, and c, may have only two different functional forms, namely Regrettably, the values of XI , Xz, and A3 depend on the indexes for which E, < 0 and k < 0 and a suitable procedure must be devised to solve the problem.
To this aim, note first that, given the asymptotic positivity of & and C7, only a finite number of vanishing entries exist in gT and c,.
Moreover, any generic minimization problem in a sequence space with equality and positivity constraints may benefit from the following theorem. Note that we may rewrite (30) to fit the assumptions of Theorem 6 if we set uzr-l = cr/& and uzr = uT/ijr, which leave the positivity constraints unchanged.
We may now address the solution of (30) and solve the relaxed problem where the Lagrange's multipliers Xi, X2, and XB are determined only by the satisfaction of the three equality constraints in (30) . This procedure must be iterated until the solution of the relaxed problem has no negative components. Note that termination is guaranteed from the finiteness of the number of vanishing probabilities in the solution of (30) and from the fact that, when the solution of the relaxed problem has no negative components, then it coincides with the solution of the nonrelaxed problem.
Once that the two probability distributions lr and ; r are known, we may construct a chaotic map f as described in Section U[, whose iteration causes the state z E [O, 11 to switch between the ON condition 2: E [O, 1/21 and the OFF condition 5 E]1/2, 11, with the given statistics for the sojourn times.
In particular, to obtain .a chaotic map with lightlheavytailed sojourn profiles, we set E, -Ayr and Y, -B.r2H-4.
Thus, by following the described map design criterion, we obtain the maps in Fig. 5 , for H = 0.5, 0.8 and PON = 0.3, 0.5, 0.8.
To obtain a chaotic map with heavyheavy-tailed sojourn profiles, we set ET -A~~~I -' , a n d 9 -B T~~~-~. Thus, by following the described map design criterion, we obtain the maps in As a final remark, note that, since the described procedure allows us to set PON and H independently, we are able to generate synthetic traffic processes corresponding to most of the known scenarios. 2) Here, traffic is assumed to be an ON/OFF process of which we want to control the average activity and the self-similarity degree.
PON
3) Thanks to the previous discussion, we know how these two quantities are related to the design parameters of maps like the ones defined in Section IX.
4)
Such a knowledge is exploited to formulate an iterative procedure giving the best approximation of both specification.
XI. CONCLUSION
This paper is a natural extension of [5] and deals with the formal ground of some of the concepts expressed and exploited in [ 11, where a thorough discussion of applicative scenario~ is reported.
with that applicative framework in mind, we here concentrated on the development of the formal tools needed to cope with the generalization of the approach in that paper to the case of piecewise-affine Markov maps with a possibly infinite but countable number of Markov intervals.
To maintain a perspective that is coherent with common information processing tasks, we have decided that in the transition from a finite Markov partition to a countable one, the dimensionality of the space of observable fhnctions must be kept finite. This has allowed us to remain within a finite tensor-based Framework in which the increased complexity of the model is absorbed by changing the entries of multiindex quantities from numbers to Functions, A suitable redefinition ofthe corresponding tensor operators has allowed to devise a systematic procedure giving an analyhcal expression to tensors that takes into account the joint probability assignments needed to compute any-order expectations. As an example of use, we recalled some of the problems addressed in [I] and we have applied the methods described in the body of the paper to the characterization of the self-similar behaviors that may be exhibited by quantized trajectories of suitably defined chaotic maps. We have atso shown that this characterization can be exploited to give design guidelines yielding chaos-based synthetic LAN traffic generators that can mimic most of the trafic conditions of interest.
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