Seismic data provides a unique source of information widely used for reservoir characterization. High resolution 3D seismic impedance field is critical for building a model of facies distribution, keeping in mind the critical importance of an accurate model near the injector well(s). 4D seismic time lapse does generally reflect the water saturation difference (time lapse). Wherever there is a discrepancy, either the seismic data or the estimated facies / petrophysical model, or both, are lacking. Consequently 4D seismic may not always point accurately to locations where that estimated model should be improved. The poorer the initial reservoir model, the greater the contribution of 4D seismic data.
Introduction
Seismic images are dependent on two distinct classes of reservoir properties, the static (non-time-varying) rock properties such as lithofacies types, porosity, and the dynamic (time-varying) fluid properties such as saturation, pore pressure and temperature. Given a single seismic survey at a given time, it is difficult/impossible to separate the contributions of the static geology and the dynamic fluid movement, unless that survey includes both P-wave and S-wave velocity data (for instance AVO data). 4D (time-lapse) seismic surveys, however, can image the specific impact of the reservoir fluid flow, because static 1 geological effects can be filtered out by examining the difference between two or more successive seismic surveys (Lumley, 1997) .
4D seismic surveys, possibly with permanent downhole sensors, are being considered to monitor production by observing changes in reservoir state (Waggoner, 1998) . Most of the present researches focus on the geophysical processing aspect such as detecting meaningful changes when comparing two 3D seismic images.
The goal of this research is to develop a practical methodology to utilize 4D seismic data to better predict present and future water saturation fields, hence helping to locate new wells and monitor fluid movement.
A large 3D synthetic reservoir model Stanford V [5] , [6] is taken as the reference reser- An initial estimated reservoir model (model M1) was generated based on the limited information provided by the hard data at 8 well locations and on the original seismic survey at year 2000 ( forward simulated from the reference model M0). Then, Eclipse was used to simulate 20 years of water flooding on that estimated model M1. That M1-Eclipse run is compared to the reference M0-Eclipse run. The challenge is to use the additional 4D seismic data to identify areas where the estimated M1 reservoir model should be corrected leading to a better match of the M1 vs. M0 water saturation differences, hence to a better reservoir management and better prediction of hydrocarbon recovery.
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Preliminary Conclusions
Flow simulation results are particularly sensitive to any model error (difference between M1 and M0) in the close neighborhood of the injector wells. An observed difference between 4D seismic time lapse and flow simulation-predicted (M1) water saturation at any location away from the wells, need not be due to modeling error at that location, it may be the result of accumulative modeling errors starting from the region near the injector well(s). Because of that preponderant near well effect, 4D seismic data will have to compete with well test data when it comes to improve the overall numerical reservoir model.
If 4D seismic cannot pinpoint surely where an estimated reservoir model fails, it does provide invaluable indications about areas of water fingering, oil depletion, more generally areas where significant changes of state due to production do occur. The poorer the initial reservoir model (M1), the greater the potential impact of such 4D seismic data.
The Reference Data
The Stanford V Reservoir The Stanford V reservoir is a large 3D data set modeling a clastic reservoir made up of meandering fluvial channels with crevasse splays and levies in a mud background, see Mao (1999) , Mao and Journel (1999) . The reservoir horizontal extent is 2.5km EW and 3.25km NS, with a vertical depth varying from 613m to 1097m. The layers geometry, facies distributions and petrophysical properties were either simulated with geostatistical methods or obtained by rock physics regression functions.
The second layer of Stanford V is retained here as the reference reservoir, with a net to gross ratio of 0.53. For simplicity, all the sand facies (channel, crevasse and levies) were combined into one single facies: sand. Hence in this research, both the reference reservoir (M0) and the estimated reservoir (M1) will only have two facies, sand and mud. This reference layer is discretized by a 3D stratigraphic grid with 100 × 130 × 10 nodes. The cell size in is 25m × 25m horizontal, in the vertical it varies from 6m to 28m. Figure  1 shows the reference sand facies distribution in 3D view, and each of its ten horizontal stratigraphic sub-layers.
Flow Simulation
This reference reservoir, denoted M0, is assumed shallow (top depth at 613m), with light oil density at 45 AP I o . The initial pressure is set at 1000 psi at 180 o F , water viscosity is 0.325 cP and GOR is 850 scf/STB. The initial water saturations (Sw) are: 0.15 in sand, and 0.30 in mud corresponding to a water-wet mudstone which contributes a substantial amount of oil. One injector is located in the SW corner at grid node (10,10), and one producer in the NE corner at grid node (90, 120), see Figure 1 . The water injection rate is 40,000 STB/day. During production no gas is emitted from the oil phase. The Eclipse simulator was run on that reference reservoir M0 for water flooding over a period of 20 years starting Jan.1, 2000. Figure 2 gives the true water saturation field Sw(t + ∆t) at time t + ∆t = 2007 as obtained from the Eclipse run, based on the reference field M0. Note the fingering of water due to the injection well intersecting a channel in most sub-layers: this is most notably seen in layers 6, 7 and 10. Figure 3 gives the true water saturation difference Sw(t + ∆t) − Sw(t) between times t + ∆t = 2007 and t = 2000. This figure is essentially a replicate of the previous Figure   2 . Recall that, in practice, such true water saturation values are available only at well locations.
Forward Seismic Simulation
Given the reference water saturation, seismic amplitude (SAmp) traces were forward simulated on the reference reservoir (M0) using a normal incidence 1D convolution model with Fresnel zone lateral averaging (Červený and Soares, 1992) . give the seismic amplitude maps for the initial survey (year 2000), the later survey (year 2007) and the time lapse SAmp(t + ∆t) − SAmp(t). The seismic amplitude cubes (Figures 4-5 ) reflect poorly the actual channel locations ( Figure 1) ; this can be explained by the poor resolution of amplitude data and the fact that seismic amplitude are more apt at detecting vertical facies discontinuities than locating those facies. The 4D time lapse seismic amplitude ( Figure 6 ) does, however, reflect qualitatively the water saturation difference (compare to Figure 3) , even though the overall point-to-point correlation between Figures 3 and 6 excluding zero time lapse seismic data is quasi zero at 0.02.
Seismic Impedance
The seismic amplitude data of Figures 4 and 5 can be inverted into corresponding seismic impedance (SImp) data. With the help of advance Inverse Theory techniques (Mosegaard and Tarantola, 2002) , one could retrieve a reasonably good seismic impedance field from the seismic amplitude data. Instead in this research, we obtained the 'experimental' seismic impedance by moving a vertical window over the true impedance field. The window size 1 × 1 × 15 is related to the incidence wave length. Note that the seismic (both amplitude and impedance) is first calculated in the true depth coordinate, then converted back to the stratigraphic coordinate for each sub-layers, hence some background effects may be introduced at the top and the bottom layers. Figure 9 : it reflects accurately the true water saturation difference of Figure 3 with a point-to-point correlation 0.83 much superior to that obtained from the 4D time lapse seismic amplitude. Recall that in practice the true water saturation of Figure 3 is not available. Instead the seismic impedance (or amplitude) information of is to be used, -qualitatively, to indicate local directions of water flooding and fingering (SW-NE on layers 7-8-9 in Figure 9) -quantitatively, to improve any prior petrophysical model of the reservoir, see next section hereafter.
The Estimated Reservoir Model (M1)
In practice the true (reference) reservoir model M0 of Figure 1 is not available, it must be estimated from the data available prior to production (year 2000). The injector and producer wells provide hard data (facies and water saturation); however, such limited number of hard data (20 cells informed) does not provide enough information to generate an estimated reservoir. Therefore six additional observation wells were drilled according to general drilling experience, see the ' * ' marks in Figure 10 . Hence the available data to build the estimated reservoir model M1 are:
• 8 wells yielding 8 × 10 = 80 facies data, see Figure 10 • the first (year 2000) seismic impedance cube, see Figure 7 • a prior conceptual idea of the geometry of fluvial channels, see Figure 11 . When compared to the true channel indicator cube of Figure 1 , it appears that the training image of Figure 11 reflects correctly the general SW-NE channel direction but underestimates the thickness variability of the actual channels.
Seismic Data Calibration
The seismic impedance cube had to be calibrated into soft data for presence/absence of channel sand, more precisely into a prior probability for having sand at any location informed with a template of seismic impedance values.
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The Neural Net-based program package 'nnseis' (Caers, 1998 ) was used to this purpose; the seismic impedance template retained was strictly vertical of dimension 1 × 1 × 5, thus retaining 2 impedance data above and 2 below in addition to the co-located impedance value. The neural net was calibrated over the 80 facies data available along the 8 wells available. After calibration, the 'nnseis' program yielded the sand probability cube of Figure 12 . Note that this probability is conditioned to a template of 1 × 1 × 5 seismic impedance values, not only to the co-located impedance value.
Comparing Figure 12 to the seismic impedance cube itself ( Figure 7 ) and the reference facies map of Figure 1 , it appears visually that the probability calibration algorithm used did not give justice to the excellent and locally accurate information carried by the seismic impedance cube. Consider, for example the two thin channels starting at the SW corner in layers 3-4-5 next to the injector well: these channels critical for water flow from the injector could be seen on the seismic impedance cube (Figures 7 and 1) although only as median-valued impedances, they are not reflected on the probability cube of Figure 12 . The eye could pick up pattern of continuity on the seismic impedance cube of Figure 7 , the neural net algorithm retained because it uses only a vertical template of seismic data did not capitalize on that horizontal continuity. Remember, however, that in practice the comparison with the reference facies cube of Figure 1 would not be possible.
Although we will repeat the calibration study with an extensive horizontal seismic template, for now we will accept the probability cube of Figure 12 as the sand related soft information provided by seismic impedance. In real practice the impedance data may not be as good (high resolution) as that displayed in Figure 7 .
Generation of Estimated Reservoir Model M1
The multiple-point (mp) facies simulation program 'snesim' (Strebelle, 2002; Liu, 2003) was used to generate a reservoir model denoted M1 conditioned to
• the 80 hard well data
• the soft probability cube of Figure 12 originating from seismic impedance
• the fluvial channel training image of Figure 11 The estimated sand model M1 retained is shown on Figure 13 : its global net to gross ratio (N/G) is 0.60, a value close to the 80 well data N/G = 0.50. Channel sand was attributed a constant 25% porosity and 550md permeability. The non-channel (mud) was attributed a constant 7% porosity and 1.5md permeability, these values were taken equal to the corresponding reference (true) average values. By so doing, we ignore the impact of within-facies porosity/permeability distribution and we focus this study to the sole uncertainty associated to the channel geometry and location.
The initial water saturation is set at 0.15 in sand and 0.30 in mud, the same values exactly as for flow simulation on the reference model M0. The same fluid properties used for model M0 were also used, which amounts to filter out (ignore) this aspect of performance prediction uncertainty.
Prediction of Saturation

Flow Simulation
The injector and producer wells are at the same location as considered for the reference model M0, see Figure 10 . The same Eclipse run was set up to simulate water flooding from year 2000 to year 2020, but this time using the estimated reservoir model M1. Figure  14 gives the predicted water cut at the producer well vs. the reference curve. Water breakthough is predicted in year 2016 some two years later than actual: this is due to model M1 poorly depicting the continuity of channels particularly their connection with the injector at the SW corner, compare Figures 13 and 1. Figure 15 gives the water saturation difference cube estimated from the reservoir model M1, to be compared to the true values of Figure 3 and to the 4D seismic impedance time lapse of Figure 9 . The significant water channelling seen on the reference cube (Figure 3 , layers 6-7-10) and which will lead to an earlier than predicted breakthrough, is not reflected on the estimated cube ( Figure 15 ) nor is it reflected clearly on the 4D time lapse seismic impedance cube (Figure 9 ). Note also the large water saturation difference next to the model injector on the estimated cube (Figure 15) , due to the model M1 not showing important channel drains from that injector well.
Although the estimated model M1 is conditioned to the 10 facies hard data provided by that well, this appears not to be sufficient to reproduce the actual channel connectivity in the SW corner, compare Figures 1 and 13 and recall a previous remark about near injector well effect. The accuracy of the model M1 near the injector well is critical for performance prediction; in this case example, 4D seismic does not help into that regard. However, either a well test from the injector well or a better processing of the information provided by the initial sesmic survey (year 2000, see Figure 7 ) might have done the job: compare visually Figure 7 to the actual channel cube of Figure 1 .
Using 4D seismic for better prediction
Notwithstanding the evident need for building a better initial petrophysical model M1, it is worth looking at ways to improve an initial poor model (M1) from the data brought by any additional seismic survey (4D seismic, see Figures 8 and 9) .
One easy way to detect discrepancy between the M1-predicted water saturation difference ( Figure 15 ) and the 4D seismic time lapse (Figure 9) is to, 1. plot the scattergram of the two co-located standardized deviations, ∆Sw(u) and ∆SImp(u), defined as Only those pairs of deviation where there is a non-zero seismic time lapse [SImp(u; t + ∆t) − SImp(u; t)] > 0 are considered. Then, ∆SImp and σ ∆SImp are the mean and standard deviation of those non-zero seismic time lapse data, and ∆Sw and σ ∆Sw are the corresponding mean and standard deviation of water saturation difference. The non-zero seismic time lapse condition allows removing from the statistics all locations where no seismic difference is recorded.
2. plot the 3D cube of the discrepancy between estimated water saturation and 4D seismic time lapse, that is of the difference:
The scattergrams for all 10 horizon layers regrouped, then taken separately, are given in Figure 16 . The discrepancy cube is given in Figure 17 . For comparison, the scattergrams between ∆SImp(u) and ∆Sw(u) calculated from the reference model M0 is given in Figure 18 . In Figure 18 However, consider the other (red-green) high discrepancy area on Figure 17 , layer 1, coordinates (10E, 50N) ; that area is also red on the reference M0-based discrepancy Figure 19 indicating that this specific discrepancy is intrinsic to the seismic data, not due to the estimated model M1. Correcting the estimated model M1 in that area (10E, 50N) would not be warranted, yet we would not know it since, in practice, the reference M0 discrepancy (Figure 19) is not available. This points to the difficulty of using 4D seismic data to locate, consistently and accurately, areas where the static model (M1) is lacking. Figure 19 gives the M0-reference discrepancy cube to be compared with the estimated M1-based Figure 17 . The plots on both figures are limited to areas where the impedance time lapse ∆SImp is not zero; in practice only ∆SImp is available. The discrepancy observed may be due to either inaccurate or unrelated seismic data or to imperfect estimated reservoir model, or both. For instance there are significant discrepancy areas (red) in the layers 1, 8 and 10 of Figure 19 , these discrepancies come from the imperfect experimental seismic impedance data, not from the estimated model M1.
Recall that areas where a large discrepancy is observed do not correspond necessarily to localities where the estimated reservoir M1 is inaccurate. The observed discrepancy in reservoir state after water flooding may be due to model inaccuracy at any location between those localities and the injector well(s), in particular next to the injector(s) (near well effect).
Of course, the 4D seismic time lapse cube (Figure 9 ) can be used, as is, to detect areas of water fingering independently of any concern for correcting the reservoir model M1. Not correcting the reservoir model amounts to accept the inaccuracies of any future prediction done through flow simulation based on that model (M1), and to rely entirely on 4D seismic time lapse for any future flow performance monitoring. We do not believe that 4D seismic technology is yet at a stage where it can supplant flow simulation, hence the need to use 4D seismic data to correct the petrophysical reservoir model (M1). 
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