Abstract Stochastic programming (SP) was first introduced by George Dantzig in the 1950s.
Introduction
Stochastic programming traces its roots to Dantzig [11] , where the recourse model is first introduced, and Charnes and Cooper [9] , where probabilistically constrained models are introduced. In many ways, a stochastic program (SP) might be thought of as one of the ultimate operations research models. When some of the data elements in a linear program (LP) are most appropriately described using random variables, a stochastic linear program (SLP) results. In this sense, stochastic programs involve an artful blend of traditional (deterministic) mathematical programs and stochastic models. In many cases, solution techniques for stochastic programs rely on statistical estimation and numerical approximation methods. In short, stochastic programming draws upon a wide variety of traditional operations research techniques.
In this paper, we provide a tutorial-level presentation of stochastic programming. Our goal is to provide an overview of the subject that is accessible to most members of the operations research community, with a particular focus on some of the details and terminology that potential users of SP methodology will want to know. We begin with an example illustrating why an SP model might be preferred to a deterministic model. Following that, we identify some of the essential features of a stochastic program that can be exploited by a solution method. Our focus in this paper will be on the class of recourse problems rather than the probabilistically constrained problems. This is primarily because the two classes of problems involve considerably different modeling and solution approaches. For a comprehensive review of probabilistic constraints, the reader is referred to Prékopa [36] .
Does Uncertainty Matter?
As a general rule, stochastic programs are more difficult to formulate and solve than deterministic mathematical programs. Given the availability of postoptimality analysis, it can be tempting to ease the process by relying on sensitivity analysis to investigate the impact of uncertainty. In many cases, sensitivity analysis is not an appropriate tool for this investigation, as we shall see in the example that follows.
Sensitivity Analysis
We begin with a simple linear programming problem, which is a variation of a problem that appears in Winston and Venkataramanan [49] , and also appears in Higle and Wallace [24] .
The Dakota Furniture Company manufactures desks, tables, and chairs. The manufacture of each type of furniture requires lumber and two types of skilled labor: finishing and carpentry. The cost of each resource and the amount needed to make each type of furniture is given in Table 1 . There are many ways to determine the production quantities. Perhaps the easiest method is a simple per-item profit analysis. A desk costs $42.40 to produce and sells for $60, for a profit of $17.60 per desk sold. Similarly, a table costs $27.80 to produce and sells for $40, for a profit of $12.20 per table sold. On the other hand, a chair costs $10.60 to produce, and sells for only $10, so that each chair sold represents a net loss of $0.60. Given the objective of maximizing profit, the information provided suggests that Dakota should meet the demand for desks and tables, but decline to produce any chairs, as indicated in Table  2 . To determine the resource requirements, we only need to work with the data provided in Table 1 . That is, based on the resource requirements per item, production of 150 desks and 125 tables requires the acquisition of 1,950 bd. feet of lumber, 850 labor hours for finishing, and 487.5 labor hours for carpentry. Based on these production and resource quantities, Dakota anticipates a profit of $4,165.
This problem does not require the power of linear programming for solution. Nonetheless, LP models are easily derived. For example, if we define x b = number of bd. feet of lumber acquired x f = number of labor hours acquired for finishing x c = number of labor hours acquired for carpentry y d = number of desks produced y t = number of tables produced y c = number of chairs produced the problem can be formulated as follows: 
Of course, the solution to this problem is identical to the one presented in Table 2 . Notice that even though the basic data might change, the structure of the problem remains the same. For example, if the selling price for a chair is increased from $10 to $11, it is only necessary to change the appropriate objective function coefficient in the model that is being used. This is the observation that gives rise to the postoptimality investigation of the solution known as sensitivity analysis. That is, knowing that the basic structure of the model remains the same, we can investigate the manner in which changes in individual data elements would impact an optimal solution. Notice that if nothing else were to change, and the selling price of a chair increased to $11, the production of chairs would become profitable, and the nature of the solution would change considerably. On the other hand, if the price of the chair were to remain at $10 but the demand for chairs changed from 300 to 200, there would be no impact on the nature of the solution.
Sensitivity analysis is used in an attempt to study the robustness of the solution to a linear programming model. If there is cause for concern regarding the accuracy of the data used, sensitivity analysis is undertaken to determine the manner in which the solution might change if the data were different. When the solution does not change (or when the nature of the solution does not change, as when the basis remains optimal), one breathes a sigh of relief, believing that the proposed solution is appropriate. Unfortunately, no such relief is available if the solution is sensitive to the data. How should you proceed if the solution, or the nature of the solution, varies when the data is changed? In the Dakota example, we saw that a small change in the selling price of a chair took the solution from one extreme, in which no chairs were produced, to the other, in which 300 chairs were produced! Surely, this would be cause for concern and a clear indication that additional effort should be expended toward a better understanding of the selling price of chairs.
Although sensitivity analysis offers some sense of security, it is important to recognize that, in many cases, this is really a false sense of security. If there is some uncertainty about the values of some data elements, it should be included in the model. How do we model problems when we know that some of the data elements are difficult to predict or estimate? This is precisely the situation for which stochastic programming models are intended.
Introducing Uncertainty to the LP Model
As a modeling tool, linear programming is intended for deterministic problems. That is, when we formulate a linear programming model, we act as if all data elements are known quantities. For example, in the Dakota example, Table 1 provides everything we need to know about each product's resource requirements. The demand for each product is specified, as are the per-unit selling prices and the per-unit resource costs. It seems a bit presumptuous to assume that we know all of these values! Any or all of them may be subject to uncertainty.
It is probably reasonable to assume that Dakota has a good handle on the resource requirements for each of the three items that they produce. However, the selling prices, resource costs, and product demands might all be reasonably assumed to be subject to uncertainty. We have already seen that the solution to the LP model is sensitive to the objective coefficients. To illustrate the power of stochastic programming as a modeling paradigm, we will focus on the demand, and explore the impact of uncertainty in these values. That is, suppose that for each product we are given three potential demand scenarios, which we identify as being the "low," "most likely," and "high" values, as indicated in Table 3 . Desks  50  150  250  Tables  20  110  250  Chairs  200  225 Notationally, we will denote the probability that the set of low values occurs as p , and let p m and p h be similarly defined for the most likely and high values, respectively. That is, p = 0.3, p m = 0.4, and p h = 0.3. Notice that the collection of demand scenarios and the corresponding probabilities form a multivariate probability distribution that can be used to describe the demand that Dakota might face in the future.
Now that we have a basic understanding of the deterministic model, and we've been given a collection of demand scenarios and their corresponding probabilities, what should we do next? When faced with this question, most people seem to come up with one or both of the following suggestions:
• Use the expected demand and proceed.
• Solve the problem for each of the demand scenarios, and somehow combine the solutions.
If we follow this course, we first note that the expected demand is precisely the demand that we used initially: 150 desks, 125 tables, and 300 chairs. Because we have already solved the mean value problem, let us see what happens if we solve the scenario problems. Notice that this merely requires changing the right-hand-side values of the demand constraints in the original problem. The output of this exercise is summarized in Table 4 .
There are many observations that one might make regarding Table 4 . First, notice that all cases indicate that chairs should not be produced. This is to be expected, given our earlier comments regarding the profitability of the various items. Notice that the basic structure of the LP that we have used has not changed, and it still costs more to produce a chair than the revenue that we receive from the sale of a chair. As before, chairs are not profitable, and so none are produced. Next, notice that the resource and production quantities in the first column are simply the expected values of the resource and production quantities in each of the individual scenario columns. Again, this can be traced directly back to the original LP model. Recall that sensitivity analysis of the solution of this LP indicates that the same basis will be optimal for all of these demand configurations. In that case, it is easy to show that this situation must arise (i.e., the expected value of the optimal solutions obtained from the individual scenarios is an optimal solution to the expected demand problem 1 ). These two observations may offer some consolation. The basic structure of all of the solutions is the same-no chairs are produced. Moreover, there is a direct relationship between the collection of scenario solutions and the solution to the problem in which expected values are used. This would seem to suggest that if they are interested in maximizing the expected profit, Dakota should simply use the solution that appears in the first column.
Or should they? This solution would have Dakota produce 150 desks and 125 tables, and purchase exactly enough resource to accomplish this task. Notice that if 150 desks are produced, there is a 30% chance that Dakota will produce more than they are able to sell. Similarly, if 125 tables are produced, there is a 70% chance Dakota will produce more than they are able to sell. Notice that if Dakota plans for the expected demand, and the demand turns out to be low, there will be 100 desks and 105 tables produced that will not be sold. Instead of the $4,165 profit that the model suggests they should expect, they will realize a net loss of $6,035. . . and there is a 30% chance that this painful situation will occur!
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Why does this happen? This is exactly the result of the false sense of security that sensitivity analysis provides. The solutions that we have looked at so far are, on an individual basis, best for one particular demand scenario (i.e., expected, low, etc.). As Dakota embarks on this planning adventure, they do not know what the demand will be, and it is important to obtain a solution that balances the impact of the various scenarios that might be encountered. Because the model that we have used looks at only one demand scenario at a time, it is not able to provide this type of balance. We need a model that explicitly considers the various scenarios. . . not individually, but collectively. This is precisely the need that stochastic programming models fulfill.
A Variety of Modeling Choices
In the Dakota problem, there are two types of decisions that are made:
• Production: How many desks, tables, and chairs should be produced?
• Resource: How much lumber, finishing labor, and carpentry labor should be procured? Between Tables 1 and 3 , we have a full description of the data required to develop a more robust model of Dakota's problem. However, there is still a critical piece of information that has not been specified-When do the various decisions have to be made? In complicated problems, decisions and uncertainty are often interwoven over time. That is, we make a decision, we observe what happens, more decisions are made, we observe again, etc. Notice that neither the mean value nor the scenario problems are able to capture this interplay between decisions and uncertainty. Before a stochastic programming model can be developed, the timing of the decisions, relative to the resolution of uncertainty, must be specified.
It is important to recognize that the timing of the decisions is a property of the problem at hand. That is, the modeler must determine when the decisions are made, relative to the resolution of uncertainty. Decisions that can be delayed until after information about the uncertain data is available offer an opportunity to adjust or adapt to the information that is received. We often refer to this adaptation as recourse. Models in which some decisions are delayed until after some information about the uncertain data has been obtained are known as recourse models, and decision variables that are permitted to vary with the scenario are sometimes referred to as recourse variables. Decisions either can or cannot be delayed-this is typically beyond our control. However, when it is possible to do so, there is generally value associated with delaying a decision until after additional information is obtained.
A Recourse Model
Recourse models result when some of the decisions must be fixed before information relevant to the uncertainties is available, while some of them can be delayed until afterward. In the Dakota problem, suppose that the resource quantities must be determined fairly early, but production quantities can be delayed until after the demand is known. In some sense, we may think of the production quantities as being flexible or adaptive, while the resource quantities are not.
To model the production quantities as being dependent on the demand scenario, the production variables that have been used thus far, (y d , y t , y c ), will be replaced by {(y d, ω , y t, ω , y c, ω )} ω∈{l, m, h} . For example, the variable y t, h will denote the number of tables that will be produced if the demand is "high," and the other variables are similarly defined. On the other hand, the resource variables do not vary with the scenario, and thus will remain as x b , x l , and x c . Notice that in this case, because production quantities are being determined after the demand scenario is known, Dakota will not run the risk of producing items that it is not able to sell.
To draw attention to the structure of the decision problem, we may state this version of Dakota's problem as follows:
c } represents the uncertain demand for desks, tables, and chairs, and for each scenario ω ∈ {l, m, h},
Notice that in this case, the subproblem determines the optimal allocation of resources to products after the demand for products is known. Note also that the resource quantities (x b , x f , x c ) are inputs to the subproblem and appear on the right-hand side of the constraints. For the sake of completeness, we present the problem in nondecomposed form as follows: 
So far, we have looked at three different models of the Dakota problem: one in which the random variables are replaced by their expected values, one in which each scenario is considered separately, and the recourse model. To facilitate comparisons and discussions, we summarize the output from each of these models in Table 5 .
There are several interesting observations that Table 5 affords. Notice that in terms of the resource quantities, it is difficult to identify a meaningful connection between the solutions to the scenario problems and the solution to the recourse problem. This contrasts sharply with the solution to the mean value problem, which we have already noted is just the expected value of the individual scenario solutions.
The objective values that are reported in Table 5 are especially confusing. These values range from 1,124 for the low-demand scenario to 7,450 for the high-demand scenario. As a result, a naive modeler might be tempted to look favorably on the high-demand scenario. Recognizing that this scenario will occur with probability 0.3, it is important that the objective values that appear in Table 5 be understood within the context from which they are obtained. For example, the scenario solutions are based on the assumption of perfect information. If we knew for sure that demand would be low, Dakota could obtain a maximum profit of 1,124. Similarly, if we knew for sure that demand would be high, Dakota could obtain a maximum profit of 7,450. The scenario problems consider only one scenario at a time. They do not consider the impact of planning for one scenario and having another scenario materialize. Similarly, the mean value solution plans only for the average demand, and does not consider its impact under the various scenarios. Only the recourse model is designed to encourage a solution that balances the potential impact of the various scenarios. That is, the objective values for the mean value problem and the scenario problems are unrealistically optimistic-they do not include considerations of the impact of variability in the demand. Consequently, they fail to provide a meaningful representation of the expected profit.
Unlike the mean value and scenario problems, the objective values of the recourse problems correspond to expected profit. The flexibility that the recourse model affords is nicely illustrated by the structure of the solution. Notice that it is the only model that suggests that chairs should be made, and then only when the demand for Dakota's products is low. The solution to the recourse model purchases sufficient resources to satisfy demand at some of the higher levels. That is, enough lumber and labor are procured to enable Dakota to address, at least partially, the higher-demand scenarios. If it turns out that the demand is low, Dakota is able to recover much of their resource expense by producing chairs. In the low-demand scenario, some of the lumber and carpentry labor will go unused, but Dakota will make maximum use of the resources that they have purchased. In all cases, Dakota will be able to sell all items produced. Thus, we see that, in reality, chairs are useful as a fallback item. When demand is low, Dakota can cut its losses by producing and selling chairs, which is preferable to producing and not selling desks and tables!
We have already noted that the objective values associated with the scenario problems are overly optimistic. These problems are only appropriate if one truly has the ability to adapt fully to the demand once it is known. If they are used inappropriately (e.g., if demand is uncertain at the time that the resource decisions must be made), a mismatch between production and demand is likely to result, and the actual objective values will differ substantially from those that are suggested! In Table 6 , we compare the objective value associated with the individual scenario problems and the corresponding expected profits in the recourse setting. Notice the extent to which the scenario objective values overestimate the expected profits.
Recourse Problems
The formulation produced in §2.4 is known as a recourse problem. The term "recourse" refers to the opportunity to adapt a solution to the specific outcome observed. That is, x corresponds to the resource levels to be acquired, and ω corresponds to a specific data scenario-in this case, the actual demands for the various products. The decision y adapts to the specific combination of x and ω obtained. In the event that the initial decision x is coupled with a bad outcome, the variable y offers an opportunity to recover to the fullest extent possible. Recourse problems are always presented as problems in which there are two or more decision stages.
Components of a Recourse Problem
Each recourse problem can be characterized by its scenario tree, its scenario problems, and its nonanticipativity constraints. A scenario is one specific, complete realization of the stochastic elements that might appear during the course of the problem (e.g., a possible sequence of demand over the duration of the problem). The scenario tree is a structured m h distributional representation of the stochastic elements and the manner in which they may evolve over the period of time represented in the problem. A scenario problem is associated with a particular scenario and may be looked upon as a deterministic optimization problem (such as those whose solutions are displayed in Table 4 ). The scenario tree for the problem presented in §2.4 is very simple, involving only a root node and the three individual demand scenarios that are considered. We include it in Figure 1 . In general, the nodes in the scenario tree correspond to a model of the manner in which information might become available over time. Although they are not typically depicted as such, nodes in a scenario tree are associated with a subset of decisions. The root node corresponds to the initial decision stage, during which no specific information regarding the random variables has been obtained. The leaf nodes correspond to the final decisions required, which are made after all available information has been obtained. In the Dakota problem, the resource decisions are associated with the root node while the production decisions are associated with the leaf nodes. Depending on the manner in which the problem is formulated, it may be necessary to include specific conditions to ensure that the decision sequence honors the information structure associated with the scenario tree. These conditions are known as the nonanticipativity constraints, and impose the condition that scenarios that share the same history (of information) until a particular decision epoch should also make the same decisions. In reality, the nonanticipativity constraints ensure that the solutions obtained are implementable, i.e., that actions that must be taken at a specific point in time depend only on information that is available at that time. For that reason, the terms nonanticipativity and implementability are sometimes used interchangeably. These nonanticipativity constraints, which are derived from the scenario tree, are a distinguishing characteristic of stochastic programs-solution methods are typically designed to exploit their structure. The recourse formulation used to describe the Dakota problem implicitly honors the information structure. This is because the resource variables (which are associated with the root node in the scenario tree) do not vary with the scenario, while the production variables (which are associated with the leaf nodes in the scenario tree) are permitted to vary with the scenario. In §3.7 we will discuss formulations in which nonanticipativity constraints are specifically included.
Throughout this paper,ω will represent the uncertain data associated with the decision problem. In this sense,ω is a random variable defined on a probability space (Ω, A, P). Wheñ ω is a discrete random variable, p ω = P{ω = ω} for each scenario ω ∈ Ω. Decision variables, matrices, etc, are defined in the same manner as for traditional linear programming problems. However, elements that might vary with the scenario will be identified by a subscript ω. For example, a set of constraints
would indicate that the matrices (T ω and W ω ) and right-hand-side vector (r ω ) contain elements that are specific to the scenario ω. Additionally, the vector y ω might vary with the specific scenario, while the vector x cannot. Finally, it is important to note that, in general, randomness within the data tends to be very sparse. That is, more often than not only a small number of elements in the matrices and vectors that are subject to uncertainty are represented as random variables-most elements are typically fixed. For example, in a max-flow problem, it may be the case that arc capacities are modeled as random variables. However, the right-hand sides in flow conservation constraints remain fixed at zero and the data used to describe the flows (i.e., the incidence matrix) are similarly fixed.
Two-Stage Recourse Problems
The SLP formulated in §2.4 is an example of a two-stage problem, which has the general form:
In this case, x is known as a first-stage decision (also known as the here and now decision). Note that in this model, x does not respond to ω-it is effectively determined before any information regarding the uncertain data has been obtained. On the other hand, y-the second-stage variable-is determined after observations regardingω have been obtained. The problem in (4) is known variously as the second-stage problem, the subproblem, or the recourse subproblem. In essence, the goal of a two-stage model is to identify a firststage solution that is well positioned against all possible observations ofω. An optimal solution will tend to have the property that x leaves the second-stage decision in a position to exploit advantageous outcomes ofω without excessive vulnerability to disadvantageous outcomes. Note that in this case, careful attention to the specific outcomes used to model the uncertainty is necessary. An overly coarse model may result in a failure to adequately represent outcomes that should influence the first-stage decision, leaving the second stage in an unmodeled state of vulnerability. An excessively fine model may result in increased computational burden.
As presented, without assuming any additional properties or structure on (4), we would describe the problem as having general recourse. In many cases, there is specific structure in the recourse subproblem that can be exploited for computational advantage. Some of the more commonly occurring types of structure are described in the following sections.
Simple Recourse
A special case of the recourse model, known as the simple recourse model, arises when the constraint coefficients in the second-stage problem, W , form an identity matrix so that
For any right-hand-side vector, r ω − T ω x, a feasible solution to (5) is easily determined by simply noting the sign of the right-hand side of each constraint and setting y + and y − accordingly. Furthermore, provided that the ith component of g
It is worth noting that when a problem has simple recourse, the subproblem (5) can be equivalently represented as 
That is, the second-stage problem is separable by row. As a result, only the marginal distributions of the right-hand-side vector, rω − Tωx, are necessary to calculate the expected value of the second-stage objective function values, which eases their calculation considerably.
Simple recourse problems arise in numerous situations. For example, when target values can be identified, and a primary concern involves minimizing deviations from these target values (although these might be weighted deviations), a simple recourse problem results.
Fixed Recourse
Another case that often arises is a property that is known as fixed recourse. A fixed recourse problem is one in which the constraint matrix in the recourse subproblem is not subject to uncertainty (i.e., it is fixed). In this case, the recourse subproblem is given by:
Note that the simple recourse problem has fixed recourse. This representation of h(x, ω) is apparently not much different from (4). However, when the second-stage objective coefficients are also fixed, the dual representation of the recourse subproblem is given by
In this case, the set of dual feasible solutions is fixed (i.e., does not vary with ω), a property that can be exploited computationally while designing a solution method.
Complete Recourse
So far, our focus has been on properties that arise from the recourse problem data. The reader will note that our presentation of the recourse problems suggests a decomposition of the problem into a first and second-stage problem. Indeed, many solution procedures exploit this opportunity for decomposition. In this setting, a question arises that involves feasibility of a particular first-stage vector x. That is, what assurances are there that the recourse function h(x, ω) is necessarily finite?
Note that E[h(x,ω)] < ∞ as long as the recourse subproblem (4) is feasible for all x. A problem for which Y (ω, χ) = {y | W ω y ≥ χ} is nonempty for any value of χ is said to have complete recourse. If a problem has complete recourse, the recourse function is necessarily finite. A slightly less strenuous property, which leads to the same result, is known as "relatively complete recourse." Relatively complete recourse results if Y (ω, χ) is nonempty for all χ ∈ {r ω − T ω x | (ω, x) ∈ Ω × X}. That is, relatively complete recourse merely restricts the statement of complete recourse to those values of the right-hand-side vector that can be encountered.
Complete recourse and relatively complete recourse may sound like extremely difficult properties to ensure, but in fact it is quite easy to guarantee their existence while a model is formulated. For example, by penalizing deviations from feasibility in the recourse subproblem as follows:
(where M is a large constant and e is an appropriately dimensioned vector of ones), the problem has complete recourse. This type of modeling technique is commonly employed by stochastic programmers. Note that penalizing deviations from the original model in (4) tends to promote feasibility in the first-stage decision. Perhaps more importantly, a formulation such as this does not promote solutions that are overly influenced by rare events with extreme values.
Scenario Formulations
There are several ways to formulate an SLP. Thus far, our focus has been on formulations that explicitly represent the information process (as modeled by the scenario tree) within the sequence of decisions that are made. An alternate, but equally valid, representation of the problem is one in which a problem is formulated for each possible scenario and constraints are added to ensure the information structure associated with the decision process is honored. In this case, we begin by representing all decision variables as if they were permitted to depend on the specific scenario encountered, which leads to the scenario problems for each ω ∈ Ω:
Without the introduction of additional constraints, we obtain a situation in which {(x ω , y ω )} ω∈Ω vary freely in response to each specific scenario. This runs contrary to the notion that some decisions can respond to the specific scenario, while others cannot. We can remedy this by including constraints that ensure that the decision sequence honors the information structure present in the problem as follows:
Recall that for each ω ∈ Ω, p ω = P {ω = ω} so that the objective in (8) represents the expected value as in (3). Constraints such as (9) are known as nonanticipativity constraints and ensure that decisions honor the information structure of the problem. Note that in (9) we have used a free variable, x, to constrain the scenario-dependent, first-stage variables {x ω } ω∈Ω to be equal. There are numerous ways in which these constraints might be represented. For example, in (9) we might replace x with E[xω] = ω∈Ω p ω x ω , as in Dempster [12] and in Rockafellar and Wets [40] . Alternatively, one might consider a more sophisticated representation that results in sparser constraints, such as one finds in Mulvey and Ruszczyński [32] . In general, the precise manner in which the nonanticipativity constraints are represented depends on the analysis and/or solution methodology to be undertaken. We note that when an SP is explicitly presented in its full form, as in (8), it is sometimes referred to as the deterministic equivalent problem (DEP). Properties and characteristics of the DEP are discussed in Wets [48] .
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Multistage Recourse Problems
Our focus thus far has been on two-stage problems with recourse, in which an initial decision is made while the specific scenario to be obtained is unknown, followed by another decision that is made after this information is available. It is not difficult to envision situations in which this "decide-observe-decide..." pattern is repeated several times. This leads to a multistage recourse problem. Formulating a multistage recourse problem can become a delicate operation due to the manner in which decisions and observations are interspersed.
In this section, we will simply introduce a scenario formulation and indicate a method for identifying the nonanticipativity constraints.
3
To begin, for each scenario ω ∈ Ω, let c ω represent the objective function coefficients corresponding to the scenario and let X(ω) denote the set of solutions that are feasible for the scenario. That is, if there were exactly one data scenario to consider, the problem would be represented as:
In general, the scenario constraints (10) are represented as multistage constraints:
A tj x j = b t t = 1, . . . , T so that the actions taken at stage t are constrained by actions taken earlier in the process. If N denotes the set of nonanticipative solutions, then a multistage problem can be expressed as:
As we have mentioned previously, the nature of the nonanticipativity constraints in (12) depends on the specific structure of the scenario tree. Suppose that we have a scenario tree as depicted in Figure 2 . Note that in this case we have depicted a tree for a four-stage problem. In general, each node in the scenario tree corresponds to a collection of scenarios at a specific stage. Consider the node marked n in the scenario tree, and note that it corresponds to a stage in the problem, t(n). 4 Let the set of scenarios that pass through node n be denoted as B(n), as depicted by the darkened scenarios in Figure 2 . In the second stage, these scenarios cannot be distinguished from each other-while it is possible to recognize that the data indicates that it corresponds to node n, it is not possible to recognize which of the scenarios in B(n) will ultimately result. For solutions to the problem to be implementable (i.e., a.k.a. nonanticipative), we must ensure that decision variables that are associated with node n produce identical values. One way to do this is to include constraints of the following form:
Note the similarity between this form of the constraint and (9). If we let N denote the set of nonleaf nodes in the scenario tree, then we may represent the set of nonanticipative solutions as: 
B(n)
Finally, as previously noted, the representation of the nonanticipativity constraints is not unique-there are any number of choices available. The specific choice selected is typically guided by the solution method to be used.
Solutions to Recourse Problems
Finally, it is necessary to comment on the nature of a solution to these problems, which involve multiple (i.e., two or more) decision stages. In deterministic linear programming, we are accustomed to specifying the entire solution vector-indicating a value (zero or otherwise) for each individual variable. If we consider this within the context of a two-stage problem, that would require reporting values for x as well as for {y ω } ω∈Ω -a task that can quickly become daunting. Note that if there are only 10 random variables within the data elements, and these are modeled as independent random variables with only three possible outcomes each (corresponding to high, medium, and low values), then Ω contains 3 10 = 59, 049 separate data scenarios. For this reason, the reporting of stochastic programming solutions is typically restricted to the first-stage variables. Note that this is especially appropriate when considering the fact that this is the action that requires immediate commitment-all other decisions can be delayed until further information is postponed.
Does Uncertainty Matter?-A Quick Check
The Dakota example in §2.1 illustrates some of the ways in which deterministic models combined with investigations of solution sensitivity do not adequately represent opportunities to adapt to information obtained at intermediate stages of the decision sequence. The example also illustrates the manner in which a stochastic linear programming formulation might differ from a related deterministic linear programming formulation. For one thing, we see that the size of the problem increases, and we can easily imagine that solution difficulties increase as well. In fact, as the number of scenarios that must be considered increases, hopes of solving the resulting problem using general purpose, off-the-shelf LP solvers are quickly abandoned in favor of specialized solution methods. Prior to solving an SLP, it is useful to investigate the quality of the solution that can be obtained via the more easily solved deterministic LP.
We return to the general structure of the recourse problem (3)- (4),
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Note that the function, h(x, ω), is defined as the value function of the second-stage linear program that appears in (4) , and that the vector x appears on the right-hand side of this minimization problem. The dual to (4) is given by
Using this dual representation of h(x, ω), it is a relatively simple exercise to verify that it is a piecewise linear convex function of the variable x. If the sample space ofω is countable, the expected value of this function, which appears in the objective of (3), is simply
Convexity is preserved through this operation. In general, piecewise linearity is preserved as well. 5 When the problem has fixed recourse, so that uncertainty is not present in the second-stage constraint matrix, W , and the second-stage objective coefficients, g, are fixed as well, similar arguments will ensure that h(x, ω) is also a convex function of ω.
Jensen's inequality, which involves convex functions of random variables, applies in this case and offers a simple method for bounding the objective value improvement that might be obtained via solution as an SLP. Jensen's inequality ensures that when h(x, ω) is convex in ω andω is a random variable, then
h(x, E[ω]) ≤ E[h(x,ω)].
Note that if X = {x : Ax ≥ b, x ≥ 0} (i.e., all x that satisfy the first-stage constraints in (3)), then
Equation (14) indicates an ordering in the optimal objective function values for two distinct, yet related, problems. On the left-hand side, we have the case in which all random elements are replaced by their expected values-the so-called mean value problem. On the right-hand side, we have the SLP. Note that (14) indicates that the optimal objective value associated with the SLP is bounded by the optimal value of the mean value problem. Let
Note also that becausex ∈ X, we have that cx
In combination, this yields
The inequalities in (15) suggest a fairly straightforward method for quickly determining whether or not solving the problem as an SLP is worth the effort required:
Step 1. Solve Min x∈X {cx + h(x, E[ω])} to obtainx.
Step 2
. Evaluate E[h(x,ω)].
Step 3
. If E[h(x,ω)] − h(x, E[ω])
is sufficiently small, acceptx as an acceptable solution.
The gap identified in Step 3 is an upper bound on the loss of optimality associated with usingx in lieu of identifying x * . When this gap is sufficiently small, there is no need to invest further effort in pursuit of an optimal solution. Note that the precise evaluation of the expected value indicated in Step 2 may be difficult to undertake. In this case, statistical estimation techniques are suggested. For example, suppose that
is a large number of randomly generated observations ofω. Then E[h(x,ω)] can be approximated using the sample mean, (1/N ) N t=1 h(x, ω t ), and confidence statements regarding the accuracy of the estimated value are readily obtained.
For additional methods that can be used to estimate the potential value associated with solving the stochastic program (i.e., as compared to simply using the solution to the mean value problem), the reader is referred to Birge [4] . Note that (15) makes use of upper and lower bounds on the optimal SLP objective function value. The topic of upper and lower bounds in SLP has been extensively studied. The reader is referred to Birge and Wets [6] , Edirisinghe and Ziemba [14] , and Frauendorfer [15] for further comments on more involved bounding techniques.
Solution Approaches
By now, it is probably clear that whenω involves discrete random variables, a stochastic linear program is really a specially structured linear program. If the number of scenarios is small enough, the SLP can be solved using an off-the-shelf linear programming solver. In general, however, the number of scenarios can become explosively large. For example, when the random variables are independent, the number of scenarios is the product of the number of possible outcomes for each marginal random variable, which can lead to an explosive number of possible outcomes. When this occurs, it is necessary to use solution methods that are specifically designed to exploit the structural properties of the stochastic program. These methods typically involve a decomposition of the problem, and increasingly often use statistical estimation methods as well.
Decomposition
The first solution procedure proposed for two-stage stochastic linear programs with recourse is the L-shaped method (van Slyke and Wets [47] ). The L-shaped method decomposes the problem by stage-the first-stage problem leads to a master problem and the second-stage problem leads to a subproblem. In reality, the method is simply an adaptation of Benders' decomposition [2] to the structure of the second-stage problem. Beginning with the problem statement as in (3)- (4), the second-stage objective function E[h(x,ω)] is approximated using a piecewise linear convex function ν(x), where
The approximation is developed iteratively, and ν(x) is typically represented in a master program using a cutting-plane approximation:
The coefficients on these cutting planes are obtained from dual solutions to (4) . That is,
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with equality holding when π ∈ arg max{π (r ω − T ω x) | π ∈ Π}. Consequently, if x k is a solution to (16) obtained in the kth iteration, and π(x k , ω) ∈ arg max{π (r ω − T ω x k ) | π ∈ Π}, then the next cut to be added to the piecewise linear convex approximation of E[h(x,ω)] is given by:
In representing the cuts in this manner, a property of separability in the subproblem has been exploited. Formally, Benders' decomposition would define the subproblem as E[h(x,ω)], a single problem involving all possible scenarios. However, because
the L-shaped method is able to define cutting-plane coefficients from the individual (scenario) subproblems. This results in a substantial reduction in the size of the subproblems that are solved (although it increases the number of such problems that are solved in any iteration).
If the problem has either complete or relatively complete recourse, this presentation of the L-shaped method is sufficient to ensure that an optimal solution to the SLP can be identified. If the problem is not "blessed" with one of these useful properties, it is possible that for some values of x t one or more of the scenario subproblems are infeasible. This means that x t is not a feasible solution in the first place, and constraints must be added to the master program to eliminate it from further consideration. This is accomplished using extreme rays from the subproblem dual as in Benders' decomposition.
In many ways, the L-Shaped method is by now a classic technique for solving two-stage stochastic programs. Although it is well suited for an introduction to SLP solution methodology, it is no longer computationally effective for large-scale problems. 6 One of the first major improvements to this basic methodology involved the introduction of a regularizing term (a quadratic proximal term added to the objective, x − x k 2 , for example) in Ruszczyński [42] . The inclusion of this term imparts mathematical properties on the master problem that can be exploited computationally. Simultaneously, Ruszczyński [42] suggests a multicut representation of the second-stage objective approximation (i.e., one cut per scenario, rather than a single cut on the expected objective function), an adaptation of the basic cutting-plane methodology later investigated in Birge and Louveaux [5] .
Statistically Based Methods
One of the major handicaps of the L-shaped method is the need to solve a subproblem for each scenario (i.e., for all ω ∈ Ω) for each cutting plane. In large-scale problems, the number of scenarios is much too high for this to be a reasonable approach, and the possibility of using statistical estimations of the recourse function becomes computationally attractive.
Conceptually, the simplest method for incorporating statistical approximations in the solution procedure is to replace the recourse function, [h(x,ω)], by a sample mean approximation.
is a collection of independent and identically distributed observations of ω, then one might consider undertaking the solution of the sample mean problem:
Notice that (17) merely replaces the original distribution ofω with the empirical distribution associated with the sample. In other words, the sample mean problem is a stochastic program with an alternate distribution! When the sample size is significantly smaller than the number of scenarios in the original distribution, (17) will be much easier to solve than (3). On the surface, this approach is quite appealing. However, we note that the solution obtained is dependent on the specific sample that was drawn. Consequently, it is subject to error in the same manner that the mean value solution is subject to error. In the absence of relatively complete recourse, it is possible that the solution obtained is actually infeasible! That is, there may be some scenarios that are not represented in the sample for which the solution to (17) is not feasible. For this reason, relatively complete recourse is a critical property for problems that are to be solved using statistical approximation schemes. A more subtle difficulty with this approach resides in the objective function values obtained from (17) . In §4 we use Jensen's inequality to establish a lower bound on the optimal objective value. In [30] , Mak et al. use similar logic to establish that the optimal value for (17) provides a biased estimator for the optimal value for (3). That is, the optimal value for (17) is expected to be lower than the optimal solution to (3). The reason for this may be fairly clear-solution of the mean value problem permits an optimal adjustment to a small subset of the scenarios in Ω-while solution of the stochastic program requires that the entire set of scenarios be considered.
Based on results in Mak et al. [30] , efforts have been made to eliminate this bias and potential error in the solution of the mean value problem. In essence, the suggestion is to undertake the solution of the mean value problem a number of times using a series of independent samples. That is, if M separate samples are obtained (each with n observations), then M separate solutions are obtained, denoted as {x
. These M solutions are candidate solutions, from which the "apparently best" candidate is selected. To compare solutions, cx
is estimated for m = 1, 2, ..., M . Of course, given that Ω involves a large collection of scenarios, these objective function values are estimated statistically based on a random sample that is independent from the samples used to obtain the candidate solutions. This process is referred to as the sample average approximation method (Shapiro [44] and Kleywegt et al. [28] ), although it is related to sample path optimization (Robinson [37] and Fu et al. [35] ). There is some evidence that when the objective function values are easy to estimate with only a small number of observations (i.e., when the variability in the objective function values is rather low), this replication can be undertaken without excessive computational burden-otherwise, the replication can become somewhat cumbersome (see, e.g., Higle and Zhao [25] ).
Stochastic Decomposition
One method that specifically integrates elements of decomposition techniques and statistical approximation techniques is stochastic decomposition (SD) (Higle and Sen [21, 22] ). Unlike the sample mean optimization in (17) , which operates with a fixed sample size, SD operates with an adaptive sample size-increasing the sample size as iterations progress. Unlike the L-shaped method, which solves a subproblem for each scenario for each cutting plane constructed, SD uses recursive approximation methods based on previously solved problems to bypass the solution of the vast majority of the subproblems that would otherwise be solved. The combination of adaptive sampling and subproblem approximations has proven to be quite powerful, especially when a regularized master program (as described in Higle and Sen [20] ) is used (see, e.g., Higle and Zhao [25] ).
Methods for Multistage Problems
It is probably obvious in §3.7 that solving multistage problems can be substantially more complex than solving two-stage problems. With multistage problems, it is especially important to exploit the opportunity to decompose the problem.
Early methods for solving multistage problems decomposed the problem by decision stage, bearing a strong similarity to the computation of the cost-to-go-function commonly employed in dynamic programming methods. Among these are nested decomposition (Birge [3] ) and MSLiP (Gassmann [17] ). Recall that the scenario tree is a critical construct in a stochastic programming model-and that each node in the scenario tree can be viewed as being associated with a linear program. In a stage decomposition of the problem, an approximation of the value function associated with the linear program is developed for each node in the scenario tree. For this reason, careful attention is paid to the manner in which nodes in the scenario tree are selected for improvement of the local approximation.
In many cases, it may be more advantageous to consider a scenario decomposition of the problem. Note that in (11)- (12), the nonanticipativity constraints are the only constraints that link scenarios together within the formulation. That is, in the absence of these nonanticipativity constraints, the multistage formulation naturally decomposes by scenario. As a result, a scenario decomposition can be undertaken via a Lagrangian relaxation of the nonanticipativity constraints as in the progressive hedging algorithm of Rockafellar and Wets [40] or the augmented Lagrangian decomposition method in Rosa and Ruszczyński [41] , as well as the closely related diagonal quadratic approximation method in Mulvey and Ruszczyński [31, 32] . Alternatively, a scenario decomposition can be obtained via a dual representation of the multistage SLP, as discussed in Higle et al. [19] . It is interesting to note that Higle et al. [19] combine a scenario decomposition of the problem with statistical approximation methods.
Computational Illustration
To appreciate the scale of stochastic programming problems and the operating characteristics of some of the solution methodologies, a brief computational study is in order. A small collection of problem instances, which are well referenced in the stochastic programming literature and publicly available, are used. These problems are characterized as two-stage stochastic linear programs with general and complete recourse. The specific problems that we considered are:
PGP2 is a small power generation planning problem described in Higle and Sen [20] . The first stage involves decisions regarding generator capacities, while the second-stage models generator operations to meet demand for power, which is modeled with random variables.
20Term is a motor freight scheduling problem described in Mak et al. [30] . The first-stage models the position of fleet vehicles at the start of the day, while the second-stage models decisions regarding shipments of freight by these vehicles. The point-to-point demand for goods is modeled using random variables.
STORM is a large-scale air freight scheduling model arising in military logistics described in Mulvey and Ruszczyński [32] . Demand for freight movement is modeled using random variables.
SSN is a large-scale telecommunication network planning problem described in Sen et al. [43] . The first stage involves decisions regarding network link capacities, while the second-stage models network operations (call routing) to meet demand, which is modeled using random variables.
To appreciate the size of the full representation of the SLP as in (3), the number of rows is m 1 + N Ω m 2 and the number of columns is n 1 + N Ω n 2 . In this sense, it is clear that while PGP2 is a small problem, the remaining problems are quite large.
Prior to solving these problems, we begin with a quick check to determine whether or not it appears necessary to consider the stochastic elements of the problem. The results of these calculations appear in Table 8 . The upper and lower bounds are calculated as described in (15) . The relative error is calculated as the difference between the upper and lower bounds, relative to the lower bound. PGP2 involves a relatively small sample space, with N Ω = 576. Consequently, E[h(x,ω)] can be calculated precisely. Because the remaining problems involve sample spaces that are much too large to work with directly, the upper bounds are estimated statistically and are accurate to within 1% (with 95% confidence). Note that despite being the largest problem with regard to row, column, and scenario dimensions in Table 7 , STORM should be considered to be the easiest problem among the group! The error associated with the mean value solution is estimated to be 0.2%. Given that the error in the upper bound estimate is 1%, this means that the estimated error is not significantly different from zero! It is clear that solving this particular problem as a stochastic program offers negligible value beyond the solution of the mean value problem. For this reason, we will omit it from further consideration and focus our attention on the remaining problems, for which uncertainty plays a more significant role.
In Table 9 , we compare solutions obtained via the L-shaped method and those obtained via the regularized SD (see van Slyke and Wets [47] , and Higle and Sen [22] , respectively). A few comments about the manner in which these computations were performed are in order. SD is a statistically based decomposition method, and uses randomly generated observations ofω. For this reason, the values reported are the averages over 10 independent replications, with standard deviations reported parenthetically. Within SD, the sample is increased in each iteration, so that the sample size depends on the number of iterations executed prior to termination of the method. For these computations, SD was terminated based on indications that the solution's objective value was nearly optimal, using the specific rules discussed in Higle and Zhao [25] . As noted, PGP2 is a small problem, and complete enumeration of the set of scenarios does not impose a significant computational burden. For this reason, PGP2 was solved exactly using the L-shaped method. For the remaining problems, precise solution using the L-shaped method is not possible, so a random sample was used to create a sample average approximation of the problem, as in (17) . In these cases, the sample used was the same sample used by SD. In this fashion, it is possible to note the relative effort required by SD and L-shaped methods. In Table 9 , time is measured in seconds. Note that for the smaller problem, PGP2, the L-Shaped method performs quite well-there is no apparent need for a more sophisticated methodology for problems of this size. However, the time required to solve these problems using the L-shaped method on the sample average approximation of the problem is substantially larger than for the regularized SD, even though both methods use an identical set of observations! For SSN, the solution times for SD are less than 10% of the solution times for the L-shaped method, while for 20Term, the SD solution times are less than 2.5% of the solution times for the L-shaped method. Note also that the differences in the quality of the solutions produced are minimal. In short-methods designed specifically to exploit the structure of the problems can yield considerable computational advantage.
A Few Things That Were Omitted
In a tutorial chapter of this size, covering a field as dynamic as stochastic programming necessarily results in a variety of topics that must be omitted. For example, we have omitted discussion of any specific problem applications. For a variety of stochastic programming applications, the reader is referred to the book by Ziemba and Wallace [50] . In the remainder of this section, we include a few references to some of the topics that were omitted.
The recourse models that we focus on throughout this paper involve those for which optimality and feasibility are defined through expected values of relevant functions. An alternate set of models results when constraints must be satisfied with a given probability. These are referred to as models with probabilistic constraints. An excellent resource for the study of such models is the text by Prékopa [36] .
Expected values are risk-neutral models, and do not always provide a satisfactory model for decisions under risk. Recent investigations of risk models that are amenable to largescale computational efforts have lead to the development of conditional value at risk, a topic introduced by Rockafellar and Uryasev in [38] and [39] . An alternate measure of risk, which involves semideviations, was introduced in Ogryczak and Ruszczyński [33] , and explored further in Ogryczak and Ruszczyński [34] . Modeling risk through dominance constraints is discussed in Dentcheva and Ruszczyński [13] .
With regard to model development, we have focused on models involving discrete random variables. As a general rule, solution methods based on statistical approximations are applicable for both continuous and discrete distributions. The scenario tree is a critical element of the multistage model, and some level of care should be exercised when generating it. For an initial discussion of techniques that may be helpful in creating the scenario tree, see Hoyland and Wallace [26] . In cases where the scenario tree is extremely large, methods for aggregation and disaggregation of the tree can be extremely helpful, as discussed in Casey and Sen [8] . Finally, the models presented in this paper have been focused on continuous variables. Models and methods for stochastic integer programs form a very hot area of research. A stochastic integer programming bibliography can be found in van der Vlerk [46] . When problems are solved using partial information, as is the case when statistical approximations are used, questions arise regarding the validity of the solutions obtained. In some cases, these questions can be addressed directly via optimality tests incorporated within an algorithmic technique (as is the case with SD; Higle and Sen [22, 23] ). In other cases, there is a need to investigate solution quality more directly. Methods designed to address such questions appear in Mak et al. [30] and Bayraksan and Morton [1] . Additionally, investigations of possible uses of variance reduction techniques with statistically motivated solutions methods are discussed in Infanger [27] , Koivu [29] , and Higle [18] .
Some problem instances suitable for testing algorithms have been developed, but the choices available are very limited, especially within the realm of large-scale instances. To facilitate the sharing of problem data, the SMPS format has been created (Birge et al. [7] ). For an excellent discussion of the format, which is related to the MPS format for mathematical programming problems, the reader is referred to Gus Gassmann's helpful website [16] .
Resources on the Web
The stochastic programming community maintains a website with general information on the discipline [10] . A vast bibliography of stochastic programming references is maintained by Maarten van der Vlerk [46] (University of Groningen, The Netherlands). Maarten is always happy to accept information regarding updates to this website. A separate website is maintained by Werner Römisch (Humboldt University, Germany) for dissemination of recent (i.e., prepublication) results in stochastic programming [45] .
