For the Gauss sums which are defined by S n (a, q) := x mod q e(ax n /q), Stechkin (1975) conjectured that the quantity
Introduction
In this paper we study the Gauss sums defined by S n (a, q) := x mod q e(ax n /q) (n, q 2, a ∈ Z)
where e(t) := exp(2πit) for all t ∈ R. Since S n (a, q) = dS n (a/d, q/d) for any integer d 1 that divides both a and q, for given n and q it is natural to investigate the quantity G n (q) := max gcd(a,q)=1 S n (a, q) , which is the largest absolute value of the "irreducible" Gauss sums for a given modulus q and exponent n. It is well known (see Stechkin [10] ) that for some constant C(n) that depends only on n one has a bound of the form G n (q) C(n) q 1−1/n (q 2), and therefore the number A(n) := sup q 2 G n (q)/q 1−1/n is well-defined and finite for each n 2. Stechkin [10] showed that the bound A(n) exp O(log log 3n)
holds, and he conjectured that for some absolute constant C one has
Shparlinski [9] proved Stechkin's conjecture in the stronger form
We remark that the estimate (3) has been subsequently strengthened by Konyagin and Shparlinski (see [6, Theorem 6.7] ) to A(n) = 1 + O n −1 τ (n) log n (n 2),
where τ (·) is the divisor function. In the opposite direction, it has been shown in [6, Theorem 6.7] that for infinitely many integers n one has the lower bound A(n) > 1 + n −1 exp 0.43 log n log log n .
We also note that the lower bound
holds for all n 2 as one sees by applying [6, Lemma 6.4] with m := n and q := p for some prime p n. The validity of (3) leads naturally to the problem of determining the exact value of Stechkin's constant
and it is this problem that is the focus of the present paper. Theorem 1. We have A(n) < A(6) for all n 2, n = 6. In particular, with the constant A := A(6) = S 6 (4787, 4606056) 4606056 5/6 = 4.70923685314526794358 . . .
for all n, q 2 and a ∈ Z with gcd(a, q) = 1.
The results described above have all been obtained by reducing bounds for the general sums G n (q) to bounds on sums G n (p) with a prime modulus. There are several different (and elementary) ways to show that the bound G n (p) np 1/2 holds (see, e.g., Lidl and Niederreiter [7, Theorem 5 .32]), a result that plays the key role in Stechkin's proof of (1) in [10] . Stechkin [10] observed that in order to prove the conjecture (2) one simply needs a bound on G n (p) which remains nontrivial for all n p ϑ with some fixed ϑ > 1/2. The first bound of this type, valid for any fixed ϑ < 4/7, is given in [9] ; taken together with the argument of Stechkin [10] this leads to (3) . An improvement by Heath-Brown and Konyagin (see [4, Theorem 1] ) of the principal result of [9] , along with some additional arguments, leads to the stronger estimate (4); see [6, Chapter 6] for details.
The problem of determining A explicitly involves much more effort than that of simply performing a single direct computation. The starting point in our proof of Theorem 1 is the replacement of the bound of [4, Theorem 1] with a more recent effective bound on Gauss sums due to Cochrane and Pinner [1] ; see (7) below. Using this bound one sees that each number A(n) can be computed in a finite number of steps. However, the number of steps required is quite huge even for small values of n, and the direct computation of A(n) is therefore exceedingly slow (especially when n is prime). It is infeasible to compute A(n) over the entire range of values of n that are needed to yield the proof of Theorem 1 directly from the bound of [1] combined with the argument of [9] . Instead, to obtain Theorem 1 we establish the upper bound A(n) < 4.7 for all n > 6 using a combination of previously known bounds and some new bounds.
Our underlying approach has been to modify and extend the techniques of [6, Chapter 6 ] to obtain an effective version of [6, Theorem 6.7] . More precisely, in Propositions 1 and 2 we give general conditions under which one can disregard the value of G n (p) in computation of A(n). Special cases of these results, stated as Corollaries 1-4, have been used to perform the main computation described at the beginning of §2.2. An interesting aspect of our method is that Corollary 4, which shows that G n (p) can be disregarded if n 2000, p 8.5 × 10 6 , and (p − 1)/ gcd(n, p − 1) 173, essentially relies on effective lower bounds for the center density in the sphere packing problem due to Cohn and Elkies [2] . In the absence of these lower bounds, the running time of our primary computational algorithm would have increased by a factor of at least one thousand. We also remark that the criteria presented in Corollaries 1-3 allow for early termination of the program as the sums over x in (16), (17) and (18) are monotonically increasing and avoid the use of complex numbers.
Proof of Theorem 1 2.1 Theoretical results
In what follows, the letter n always denotes a natural number, and the letter p always denotes a prime number.
We recall that G n (p) = G d (p) holds whenever gcd(n, p − 1) = d; see [6, Lemma 6.6]. Our main technical tool for proving Theorem 1 is the bound
where
this is the main result of Cochrane and Pinner [1, Theorem 1.2]. For a given prime p and natural number n, let v p (n) denote the greatest integer m for which p m | n (that is, v p (·) is the usual p-adic valuation). Arguing as in [6, Chapter 6] we have
Note that for fixed d and n there are only finitely many primes p for which B(d, p) > p 1−1/n . For our purposes below, we recall that the bound
holds; see [6, p. 42] .
. . , b m be real numbers with |b j | < p/2 for each j, and suppose that
where z denotes the real part of z ∈ C. Moreover, if |b j | < p/4 for each j, then
Proof. The first bound (10) is [6, Lemma 4.1]; the proof is based on the inequality cos(2πu)
]. The second bound (11) is proved similarly using the inequality cos(2πu) 1 − 16u
].
To state the next result, we introduce some notation. As usual, we denote by ϕ(·) the Euler function. In what follows, for a fixed odd prime p and any b ∈ Z we denote by b p the unique integer such that b ≡ b p (mod p) and −p/2 < b p < p/2. We also denote by g a fixed generator of the multiplicative group F * p of the finite field F p := Z/pZ. For any r 2 let
where γ k denotes the k-th Hermite constant (see Conway and Sloane [3] ), and f r is the least natural number such that ϕ(f r ) r. Finally, for fixed n and p we put d := gcd(n, p − 1) and t := (p − 1)/d. Proposition 1. Fix n, p and Θ 1. Suppose that ϕ(t) r
2, that the inequalities
Proof. We can assume that B(d, p) > p 1−1/n , for otherwise the result follows immediately from (7) . Write
e(g dx+y /p) .
Replacing F r (t, p) with ΘF r (t, p) in the proof of [6, Theorem 4.2], taking into account (12) and our hypothesis that ϕ(t) r 2, we see that
Since t f r it follows that
p − ΘK r dp −2/r t 1/r , and recalling that t := (p − 1)/d this leads to the bound
On the other hand, combining (7) and (13) we have
, which in turn yields the inequality
In view of (15) we deduce that (1 y d).
Proof. Taking r := 25 in the statement of Proposition 1, we observe that
We put Θ := C (1 y d).
Corollary 3. Suppose that n 2000, ϕ(t) 10, p 8000, and (1 y d).
Proof. Taking r := 9 in the statement of Proposition 1, we observe that
We put Θ := 13 C −1 9 so that (12) and (18) are equivalent, and then we verify that the inequality (13) holds under the conditions of the corollary. 
We complete the proof of Proposition 2 by following that of Proposition 1, taking Θ := 1 and applying (22) instead of (14).
Corollary 4. Suppose that n 2000, p 8.5 × 10 6 , and t 173. Then
Proof. We put r := 30 in the statement of Proposition 2. For any t 173, we have ϕ(t) r, and the inequalities (19) and (20) are readily verified by taking into account that 2.08174 < γ 29 < 3.90553 (the lower bound on γ 29 follows from
which was first stated by Minkowski and proved by Hlawka [5] ; the upper bound on γ 29 follows from Cohn and Elkies [2, Table 3 ]).
Numerical methods
Computation. For all n 2000, p 8.5 × 10 6 , and t 173, the inequality
Description. For all t 637 one sees that B(d, p) p 1−1/2000 for all primes p 8.5 × 10 6 ; hence G d (p) p 1−1/n holds in this case. For 375000 p 8.5 × 10 6 and 173 t 636 we apply Corollary 1. Since the inequality ϕ(t) 25 is easily satisfied, it suffices to verify that (16) holds for all such p and t, which we have done.
Similarly, for 6500 p 375000 and 173 t 636 we apply Corollary 2, checking that (17) holds for all such p and t.
For the remaining primes p 6500 we have verified on a case-by-case basis that G d (p) p 1−1/2000 holds whenever t 173.
Taking into account Corollary 4 and the above computation along with the trivial bounds G 1 (p) 
dt+1 is prime
This yields a useful but somewhat less precise bound
Combining (24) with the explicit bound of Nicolas and Robin [8] log τ (n) log 2 1.54 log n log log n (n 3), one sees that A(n) < 4.7 for all n 456000.
For smaller values of n, we have used the bound (23) to check that the inequality A(n) < A(6) holds for all n in the range 2000 < n < 456000 apart from 677 "exceptional" numbers, which we collect together into a set Having these values at our disposal, we have been able to accurately estimate the quantity A 2 (n) for all n 2000 and for all n ∈ E. In view of (9) we have found that A(n) < 4.7 for all n > 6.
It is well known that A(2) = √ 2, and using (8) we are able to determine A(n) precisely for n = 3, 4, 5, 6 (see Table 1 in §3). We find that A(n) < 4.7 for 2 n 5, whereas A(6) > 4.7, and the proof of Theorem 1 is complete.
Further results and conjectures
In Table 1 , we list numerical upper bounds for A(n) in the range 3 n 40; each bound agrees with the exact value of A(n) to within 10 −8 . We observe that A(19) = A(31) = 1. On the basis of this and other numerical data gathered for this project, we make the following Conjecture 1. We have A(n) = 1 for infinitely many natural numbers n.
On the other hand, the average value of A(n) is not too close to one in the following sense.
which therefore provides a reasonably tight lower bound for E(N ). Using the data we collected for the proof of Theorem 1 we have computed E 2 (N ) in the wider range 2 N 2000. In Figures 1,2,3 below we have plotted the values E 2 (N )/(log N ) c in the same range with the choices c = 1.74, 1.762 and 1.78, respectively (note that the scales are different along the vertical axes). These data suggest that (log E 2 (N ))/ log log N might tend to a constant c ∈ (1.74, 1.78) as N → ∞. To conclude this section, we provide Table 2 which, for any n in the range 3 n 40, give the modulus q for which A(n) = G n (q)/q 1−1/n . n q n3  767484081  22  1097192  4  724880  23  6533  5  24816275  24 11089264062240  6  4606056  25  1892365050125  7  61103  26  888749368  8  35360  27 122723007004143  9  2302452243  28  102143565680  10  170568200  29  59  11  1541  30 2221907019757425  12 2343607353360  31  · · · · · ·  13  4187  32  2647898240  14  488824  33 26150655643931  15 166568008135529  34  14111  16  6859840  35  261183353167  17  103  36 766359604548720  18  109951162776  37  33227  19  · · · · · ·  38  229  20  75391144400  39 728740376003003  21 2198500788029  40 36338531600800   Table 2 : Extreme moduli for 3 n 40
