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REGULARITY AND MULTIPLICITY OF TORIC RINGS OF
THREE-DIMENSIONAL FERRERS DIAGRAMS
KUEI-NUAN LIN AND YI-HUANG SHEN
Abstract. We investigate the Castelnuovo–Mumford regularity and the multiplicity of
the toric ring associated to a three-dimensional Ferrers diagram. In particular, in the
rectangular case, we are able to provide direct formulas for these two important invariants.
Then, we compare these invariants for an accompanied pair of Ferrers diagrams under some
mild conditions, and bound the Castelnuovo–Mumford regularity for more general cases.
1. Introduction
In this work, we will consider the Castelnuovo–Mumford regularity and the multiplicity
of the toric varieties arising from the squarefree monomial ideals associated to the three-
dimensional Ferrers diagrams.
Evidently, toric varieties play an important role in algebra and algebraic geometry. From
our point of view, it suffices to notice that the homogeneous coordinate ring of the image
of the rational map defined by an equi-generated monomial ideal is the homogeneous
coordinate ring of a toric variety. Meanwhile, the special fiber of the blow-up algebra
defined by an equi-generated monomial ideal is the toric variety defined by the monomial
ideal in this case. This type of approach has applications in statistics [14], geometric
modeling [25] and coding theory [18]. In addition, the recent work of Cox, Lin and Sosa
[13] provides a connection of chemical reaction networks and the toric variety arisen from
the monomial ideal.
Among many invariants associated to toric varieties, in this paper, we will focus on two
most important ones, namely, the Castelnuovo–Mumford regularity and the multiplicity
(also known as the degree). These two invariants measure the complexity and asymp-
totic behavior of the toric variety. Finding reasonable estimate of these two invariants is
still wildly open [27]. Researchers in commutative algebra, algebraic geometry, geometry
modeling, coding theory, and statistic are still working restless on investigating these in-
variants. Instead of providing the astonishing long reference list, we will only cite several
recent paper here: [1–4, 6, 11, 21, 29].
On the other hand, to give rise to the toric variety, the squarefree monomial ideal I that
we are particularly interested in here, is the ID associated to the three-dimensional Ferrers
diagram D. Ferrers diagram is an important object studied in combinatorics and it has
applications in permutation statistics [7] and inverse rook problems [15].
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This paper is the continuation of our previous work in [22]. There, we have shown that,
under some mild conditions, the special fiber ideal JD associated to a three-dimensional
Ferrers diagram D has a squarefree quadratic initial ideal with respect to the lexicographic
order, and the accompanying Stanley–Reisner complex ∆pDq is pure vertex-decomposable.
We will summarize the key ingredients here in Section 2. The main purpose of the current
paper is then to investigate the regularity and multiplicity of the special fiber ring FpIDq.
Throughout this paper, K is a field of characteristic zero. Recall that, for a finitely
generated graded nonzero moduleM over the polynomial ring S “ Krx1, . . . , xns, a suitable
measure for the complexity of its resolution (hence ofM itself) is given by the Castelnuovo–
Mumford regularity regpMq, that is, max t j ´ i | βi,j ‰ 0 u, where βi,j are the graded Betti
numbers of M .
Another important invariant that we investigate here is the multiplicity epMq of M “À
kMk with respect to the graded maximal ideal. Recall that HpM, kq :“ dimKpMkq
is eventually a polynomial in k of degree dimpMq ´ 1. The leading coefficient of this
polynomial is of the form epMq{pdimpMq ´ 1q! for the positive integer epMq. When M
is the homogeneous coordinate ring of a projective variety X , the multiplicity is just the
degree of X .
By some algebraic argument, we can transfer the calculation of these two vital invariants
of the special fiber ring FpIDq to that of the associated Stanley–Reisner ring Kr∆pDqs; see
Corollary 3.6. Notice that the vertex-decomposability of the associated Stanley–Reisner
complex ∆pDq provides naturally a short exact sequence, on which both invariants work
nicely; see Remark 3.9. Therefore, one can quickly extract an algorithm for calculating
the regularity and multiplicity of the special fiber ring FpIDq associated to the three-
dimensional Ferrers diagram D. Although we didn’t perform a serious comparison, an
unoptimized python script using this algorithm easily outruns the formal direct calculation
by Macaulay2 [16] for this purpose.
When the given three-dimensional Ferrers diagram D “ rasˆrbsˆrcs is in full rectangular
shape, we provide clean formula for the regularity and multiplicity of the special fiber ring
in Section 4. On the other hand, we are unable to draw out any elegant formula giving
the direct outcome of the regularity or multiplicity for the general case. Even for the
multiplicity in the two-dimensional case, the formula given in [9, Corollary 5.6] is already
highly entangled; see also Remark 4.3. Therefore, the main object of this paper is to give
reasonable upper bound for these two invariants.
We exemplify two approaches.
In Section 5, we consider an accompanied pair of Ferrers diagrams D1 Ď D2, on which
the calculation of the regularity and multiplicity is relatively easier. To compare these
invariants on these two diagrams, we fall back on the aforementioned shedding order of the
associated vertex-decomposable Stanley–Reisner complexes ∆pD1q and ∆pD2q. Since this
approach requires a synchronizing comparison along the decomposing process, we need a
slightly stronger condition, given in Definition 5.2.
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An identical estimate can be achieved for the regularity under the same (weaker) con-
dition as assumed in [22]. No doubt, the proof, given in Section 6, invites more intricate
combinatorial maneuver.
2. Preliminaries
Throughout this paper, when n is a nonnegative integer, we will follow the common
convention and denote the set t1, 2, . . . , nu simply as rns.
Let D be a nonempty diagram of finite lattice points in Z3`. Let
m :“ max t i : pi, j, kq P D u , n :“ max t j : pi, j, kq P D u and p :“ max t k : pi, j, kq P D u .
Associated to D is the polynomial ring
R “ Krx1, . . . , xm, y1, . . . , yn, z1, . . . , zps
and the monomial ideal
ID :“ pxiyjzk : pi, j, kq P Dq Ă R.
This ideal will be called the defining ideal of D.
If we write m for the graded maximal ideal of R, the special fiber ring of ID is
FpIDq :“
à
lě0
I lD{mI
l
D – RrIDts bR R{m.
Sometimes, we also call it the toric ring of ID and denote it by KrIDs. Let
KrTDs :“ KrTi,j,k : pi, j, kq P Ds
be the polynomial ring in the variables Ti,j,k over the field K. Consider the map ϕ :
KrTDs Ñ R, given by Ti,j,k Ñ xiyjzk, and extend algebraically. Then FpIDq is canonically
isomorphic to KrTDs{ kerpϕq. We will denote the kernel ideal kerpϕq by JD and call it
the special fiber ideal of ID. Sometimes, we also call it the toric ideal of ID and the
presentation ideal of FpIDq. It is well-known that JD is a graded binomial ideal; see, for
instance, [26, Corollary 4.3] or [28]. We also observe that FpIDq, being isomorphic to a
subring of R, is a domain. Hence JD is a prime ideal.
For the nonempty diagram D, we will call
aD :“ |t i : pi, j, kq P D u| , bD :“ |t j : pi, j, kq P D u| and cD :“ |t k : pi, j, kq P D u|
to be the essential length, width and height of D respectively.
Definition 2.1. Let D be a nonempty diagram of finite lattice points in Z3`. D is called a
three-dimensional Ferrers diagram if for each pi0, j0, k0q P D, and for every positive integers
i ď i0, j ď j0 and k ď k0, one has pi, j, kq P D.
Definition 2.2. Let D be a three-dimensional Ferrers diagram. For each 2 ď i ď aD, let
bi “ max t j : pi, j, 1q P D u and ci “ max t k : pi, 1, kq P D u. Then the projection of the
x “ i layer is the set  
pi´ 1, j, kq P Z3` : j ď bi and k ď ci
(
.
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And D is said to satisfy the projection property if the x “ i layer covers the projection of
the x “ i` 1 layer for each i P raD ´ 1s, i.e., the following equivalent conditions hold:
(a) pi, bi`1, ci`1q P D;
(b) if pi` 1, j1, k1q P D and pi` 1, j2, k2q P D, then pi, j1, k2q P D.
Definition 2.3. Let D be a diagram of finite lattice points in Z3`. For u “ pi1, j1, k1q and
v “ pi2, j2, k2q in D, define
I2,xpu, vq :“
#
TuTv ´ Ti2,j1,k1Ti1,j2,k2, if pi2, j1, k1q, pi1, j2, k2q P D,
0, otherwise.
We can similarly define I2,y and I2,z. Now, let
I2pDq :“
´
I2,xpu, vq, I2,ypu, vq, I2,zpu, vq : u, v P D
¯
Ă KrTDs,
and call it the 2-minors ideal of D.
If D is a three-dimensional Ferrers diagram which satisfies the projection property, it
is proved in [22, Corollary 2.14 and Theorem 6.1] that the toric ideal JD coincides with
2-minors ideal I2pDq Ď R “ KrTDs. Furthermore, with respect to the lexicographic
order, the 2-minors in I2pDq provide a minimal Gro¨bner basis of JD. On the other hand,
for arbitrary integer p ě 4, we can consider the three-dimensional Ferrers diagram D
minimally generated (governed) by the following extremal lattices points:
p1, 2, p´ 1q, p2, 3, p´ 2q, p3, 4, p´ 3q, . . . pp´ 1, p, 1q, pp, 1, 2q,
p2, 1, p´ 1q, p3, 2, p´ 2q, p4, 3, p´ 3q, . . . , pp, p´ 1, 1q, p1, p, 2q.
Then, we can actually prove that the minimal generating set of the special fiber ideal JD
contains a degree p binomial, generalizing the phenomenon observed in [22, Example 2.4]
for degree three.
As the main result of [22], we proved that the special fiber ring FpIDq is a Koszul Cohen–
Macaulay normal domain, provided that D is a three-dimensional Ferrers diagram which
satisfies the projection property. Its proof is quite involved and depends on the following
two key ingredients.
(a) For both the Cohen–Macaulayness and the primeness of the ideal I2pDq, we had to
use a common elaborate induction process, which will be explained afterwards.
(b) To establish the Cohen–Macaulayness of I2pDq, we actually proved that the Stanley–
Reisner complex ∆pDq associated to the squarefree initial ideal inpI2pDqq is pure
vertex-decomposable. Furthermore, the above induction process actually induces a
shedding order for that purpose.
To introduce the aforementioned induction process, we still need some preparation. For
each u “ pi0, j0, k0q P D, let
αDpuq :“ max t i : pi, j0, k0q P D u .
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In a similar vein, we can define βDpuq and γDpuq. Meanwhile, we use the superscript to
denote the corresponding x layers. For instance,
D1 :“ t p1, j, kq P D u and Děa :“ t pi, j, kq P D : i ě a u .
Definition 2.4. Let D be a three-dimensional Ferrers diagram. Take arbitrary u “
pi0, j0, k0q P D and for simplicity, write
α “ αDpuq, β “ βDpuq and γ “ γDpuq.
Then we can divide Děi0 into the following six zones:
Z1pD,uq :“
 
pi, j, kq P Děi0 : 1 ď j ď j0 and k ą γ
(
,
Z2pD,uq :“
 
pi, j, kq P Děi0 : 1 ď j ď j0 and k0 ă k ď γ
(
,
Z3pD,uq :“
 
pi, j, kq P Děi0 : 1 ď j ď j0 and 1 ď k ď k0
(
,
Z4pD,uq :“
 
pi, j, kq P Děi0 : j0 ă j ď β and k0 ă k ď γ
(
,
Z5pD,uq :“
 
pi, j, kq P Děi0 : j0 ă j ď β and 1 ď k ď k0
(
,
Z6pD,uq :“
 
pi, j, kq P Děi0 : j ą β and 1 ď k ă k0
(
.
It is clear that Děi0 is the disjoint union of the above six zones. In the subsequent discus-
sion, they will be called the Z-zones with respect to D and u. We will omit some of the
parameters, if they are clear from the context. Figure 1 gives the idea of the division of
Di0 with respect to these zones.
y
z
pj0, k0q
γ
β
Z1
Z2
Z3
Z4
Z5 Z6
Figure 1. Z-zones with respect to D and u
Definition 2.5. Let ă be a total order on the three-dimensional diagram D. We say that
ă is a quasi-lexicographic order if it satisfies the following two conditions.
(a) The points in Di precede the points in Di`1 with respect to ă for each i P raD´ 1s.
(b) For distinct u “ p1, j1, k1q and v “ p1, j2, k2q in D
i, if j1 ď j2 and k1 ď k2, then u
precedes v with respect to ă.
Obviously, the common lexicographic order is a quasi-lexicographic order. Throughout
this section, we always assume that ă is a quasi-lexicographic order.
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Given a lattice point u P D1, we always let Du be the diagram obtained from D by
removing those points preceding u lexicographically. Meanwhile, let Au be the diagram
obtained from D by removing the points before u with respect to ă. We also write
A`
u
:“ Auzu. Hence, when our quasi-lexicographic order ă happens to be the lexicographic
order, then Au “ Du.
Setting 2.6 (Induction Order). Suppose that aD ě 2. We adopted in [22] the following
induction process for considering both the vertex-decomposable property of ∆pDq and the
primeness of I2pDq. Consider the symmetry operation S : Z
3
` Ñ Z
3
` by sending pi, j, kq to
pi, k, jq. We will also call this operation as a flip. The aforementioned common induction
process is as follows:
First stage We remove lexicographically the initial points within
C :“ t p1, j, kq P D : k ď cDě2 u .
Second stage After we have removed above points in the first stage, we do a flip by S.
Notice that the current flipped diagram also comes from SpDq by removing
lexicographically initial points in the x “ 1 layer:
SpDzCq “ pSpDqqu
where u “ p1, cDě2 ` 1, 1q. We will then remove lexicographically the
initial points in the x “ 1 layer of the remaining flipped diagram in this
stage.
The above induction process leads to a total order for the points in the x “ 1 layer of
D, and we will refer to it as the induction order. Figure 2 gives an idea how this proceeds.
The first point is ˝ “ p1, 1, 1q. When cDě2 ă cD, the last point is ‚ “ p1, βDpp1, 1, cDqq, cDq
of D. Otherwise, cDě2 “ cD with the second stage disappears and the last point is
p1, bD, γDpp1, bD, 1qqq of D. Meanwhile, in Figure 2, › denotes the last point in the first
stage while ˝ denotes the first point in the second stage. We may also extend the induction
order to the whole D by ordering the points in Dě2 in a suitable way and put them after
the points in D1. But this does not matter since we overall prove by induction on aD.
Remark 2.7. (1) The induction order above is a quasi-lexicographic order.
(2) Suppose that u “ p1, j0, k0q belongs to the first stage. Since now k0 ď cDě2, we
have p2, 1, k0q P D. For β “ βDpuq, we have p1, β ` 1, k0q R D by definition. Hence
if D satisfies the projection property, then p2, β ` 1, 1q R D. This implies that the
zone Z6 “ Z
1
6 .
Let D be a finite three-dimensional diagram in Z3`. Suppose that
D X t pi0, j, kq : j, k P Z` u “ ∅
for some i0 P Z`. Then, we can consider a new diagram
D1 :“ t pi, j, kq P D : i ă i0 u Y t pi´ 1, j, kq : pi, j, kq P D with i ą i0 u .
REGULARITY AND MULTIPLICITY 7
y
z
cDě2
˝
›
‚
˝
1st Stage
2nd Stage
Figure 2. Induction Order
The operation of deriving D1 from D above will be called a reduction along the x-direction.
One can similarly define reductions along the y-direction and z-direction. In this paper,
when we say a diagram D essentially satisfies some property pP q, we mean that after a
finite sequence of reductions, the derived diagram satisfies the property pP q.
3. Considering the Hilbert polynomials
Let M ‰ 0 be a finitely generated graded module over the polynomial ring S “
Krx1, . . . , xns. Let HilbMptq “
ř
kPZHpM, kqt
k be the Hilbert series ofM . It is well-known
that
HilbMptq “ PMptq{p1 ´ tq
d with PMp1q ‰ 0
for some Laurent polynomial PMptq P Zrt, t
´1s. The number d is the Krull dimension of
M while PMp1q “ epMq ą 0 is the multiplicity of M ; see [19, Section 6.1.1].
Lemma 3.1 ([5, Proposition 7.43]). Let M be a graded Cohen-Macaulay module of dimen-
sion d over the polynomial ring R “ Krx1, . . . , xns. Let PMptq be the numerator Laurent
polynomial of the Hilbert series of M . Then regpMq “ degpPMptqq.
Lemma 3.2. Let J be a homogeneous ideal of S. If with respect to some monomial order
of S, the initial ideal inpJq is Cohen–Macaulay, then regpS{Jq “ regpS{ inpJqq.
Proof. It is well-known that HilbS{Jptq coincides with HilbS{ inpJqptq; see [19, Corollary 6.1.5].
Furthermore, since inpJq is Cohen–Macaulay, so is J by [19, Corollary 3.3.5]. Therefore,
regpS{ inpJqq “ degpPS{ inpJqptqq “ degpPS{Jptqq “ regpS{Jq. 
Let I be an ideal. A subideal J Ď I is called a reduction of I if there is a number n such
that In`1 “ J ¨ In. The least number n with the above property is the reduction number of
I with respect to J and denoted by rJpIq. A reduction J is minimal if no proper subideal
of J is a reduction of I. The (absolute) reduction number of I is defined as
rpIq “ min t rJpIq | J is a minimal reduction of I u .
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Lemma 3.3 ([20, Theorem 8.3.6]). Let pR,mq be a Noetherian local ring. If J is a reduction
of I, then there exists at least one ideal K in J such that K is a minimal reduction of I.
Lemma 3.4 ([10, Proposition 6.6]). Let I Ă R “ Krx1, . . . , xN s be a homogeneous ideal
that is generated in one degree, say d. Assume that the special fiber ring FpIq is Cohen-
Macaulay. Then each minimal reduction of I is generated by dimpFpIqq homogeneous
polynomials of degree d, and I has reduction number rpIq “ regpFpIqq.
Remark 3.5. Notice that by the proof of above Lemma 3.4 in [10], for every minimal
reduction ideal J of I, one has rJpIq “ rpIq. Now we take an arbitrary subideal J of I
generated by dimpFpIqq homogeneous polynomials of degree d. If we can show that J
is a reduction of I, then, by the graded version of Lemma 3.3, J contains a subideal K
which is also a minimal reduction of I. Notice that both J and K are homogeneous ideals
generated by the same number of elements of the same degree. Thus, in this case, K must
coincide with the subideal J of I. In particular, J is a minimal reduction and it follows
that rJpIq “ rpIq.
For a given simplicial complex ∆, we will consider the regularity regp∆q “ regpKr∆sq “
regpS{I∆q for the Stanley–Reisner ideal I∆ of ∆ in appropriate polynomial ring S over the
field K. We will similarly consider the multiplicity ep∆q “ epKr∆sq “ epS{I∆q.
Let D be a three-dimensional diagram. If inpI2pDqq, the initial ideal of the 2-minors
introduced in Definition 2.3, is indeed squarefree with respect to the lexicographic order,
we will write ∆pDq for the associated Stanley–Reisner complex. Notice that when D is
a three-dimensional Ferrers diagram which satisfies the projection property, we proved in
[22, Corollary 2.14] that this squarefree assumption is satisfied.
Corollary 3.6. Let D be a three-dimensional Ferrers diagram which satisfies the projection
property. Then,
regp∆pDqq “ regpKrTDs{JDq “ regpFpIDqq “ rpIDq (1)
and
ep∆pDqq “ epKrTDs{JDq “ epFpIDqq. (2)
Proof. With respect to (1), the first equality follows from Lemma 3.2, and the last equality
is by Lemma 3.4. With respect to (2), the first equality still follows from the fact that the
Hilbert series of KrTDs{JD and KrTDs{ inpJDq coincide, as already mentioned in the proof
of Lemma 3.2. 
Remark 3.7. It is recently proved in [8, Corollary 2.7] that if I is a homogeneous ideal of S
with arbitrary term order such that the initial ideal inpIq is squarefree, then depthpS{Iq “
depthpS{ inpIqq and regpS{Iq “ regpS{ inpIqq. In particular, the first equality of (1) also
follows.
The following lemma is straightforward.
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Lemma 3.8. Let S “ Krx1, . . . , xns and I a graded ideal of S. If I Ď px1, . . . , xn´1q,
and S 1 “ S{pxnq – Krx1, . . . , xn´1s, then regpS{Iq “ regpS
1{IS 1q. Similarly, if xn P I
and I 1 “ I{pxnq, then regpS{Iq “ regpS
1{I 1q. The same holds if we replace the regularity
function by the multiplicity function.
In [22], we have shown that if the three-dimensional Ferrers diagram satisfies the projec-
tion property, then the associated Stanley–Reisner complex is pure vertex-decomposable.
To investigate the regularity and the multiplicity of the corresponding Stanley–Reisner
ring, we will fall back on the following critical observation.
Remark 3.9 (See also [24, Remark 2.4]). Let ∆ be a pure vertex-decomposable simplicial
complex on rns :“ t1, 2, . . . , nu and assume that n is a shedding vertex. Let I∆ be the
Stanley–Reisner ideal of ∆ considered as a complex on rns in S “ Krx1, . . . , xns. Then the
cone over link∆pnq with apex n considered as a complex on rns has Stanley–Reisner ideal
Jlink∆pnq “ I∆ : xn. And the Stanley–Reisner ideal of ∆zn considered as a complex on rns
is pxn, I∆znq where I∆zn Ă Krx1, . . . , xn´1s is the Stanley–Reisner ideal of ∆zn considered
as a complex on rn´1s. Furthermore, we have a short exact sequence of graded S-modules
of same positive dimension:
0Ñ S{Jlink∆pnqp´1q Ñ S{I∆ Ñ S{I∆zn Ñ 0.
As multiplicity is additive on such a sequence, we have
ep∆q “ ep∆znq ` eplink∆pnqq. (3)
Meanwhile, by [17, Theorem 4.2], we have
regp∆q “ max t regp∆znq, regplink∆pnqq ` 1 u . (4)
4. Full rectangular case
In this section, we will focus on the special case when D “ raDs ˆ rbDs ˆ rcDs is a full
three-dimensional Ferrers diagram. In this situation, the most convenient tool will be the
Segre product of graded modules. Say, that R “ Krx0, . . . , xms and S “ Kry0, . . . , yns are
two polynomial rings over K. Then the Segre product of R and S is RbS “
À
ℓPZpRℓbKSℓq,
which is a graded ring. For a graded R-module M and a graded S-module N , the Segre
product of M and N is defined as M bN “
À
ℓPZpMℓ bK Nℓq, which is a graded pRb Sq-
module.
Lemma 4.1. If M and N above are finitely generated respectively and have positive di-
mensions, then
dimpM bNq “ dimpMq ` dimpNq ´ 1
and
epM bNq “
ˆ
dimpMq ` dimpNq ´ 2
dimpMq ´ 1
˙
epMq epNq.
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Proof. By definition, the Hilbert functions
HpM, tq “
epMq
pdimpMq ´ 1q!
tdimpMq´1 ` lower degrees,
HpN, tq “
epNq
pdimpNq ´ 1q!
tdimpNq´1 ` lower degrees
for t " 0. Thus,
HpM bN, tq “ HpM, tqHpN, tq
“
epMq
pdimpMq ´ 1q!
epNq
pdimpNq ´ 1q!
tdimpMq`dimpNq´2 ` lower degrees
for t " 0. The expected dimension and the multiplicity formula can be read off from the
last equation. 
Proposition 4.2. Suppose that D is the full three-dimensional Ferrers diagram raDs ˆ
rbDs ˆ rcDs. Then the multiplicity of the special fiber ring is given by the trinomial:
epFpIDqq “
ˆ
aD ` bD ` cD ´ 3
aD ´ 1, bD ´ 1, cD ´ 1
˙
:“
paD ` bD ` cD ´ 3q!
paD ´ 1q!pbD ´ 1q!pcD ´ 1q!
.
Proof. Notice that
FpIDq – Krx1, . . . , xaD s b pKry1, . . . , ybDs bKrz1, . . . , zcD sq.
Thus, by Lemma 4.1,
epFpIDqq “
ˆ
aD ` bD ` cD ´ 3
aD ´ 1
˙ˆ
bD ` cD ´ 2
bD ´ 1
˙
“
ˆ
aD ` bD ` cD ´ 3
aD ´ 1, bD ´ 1, cD ´ 1
˙
,
as
epKrx1, . . . , xaD sq “ epKry1, ¨ ¨ ¨ , ybDsq “ epKrz1, ¨ ¨ ¨ , zcDsq “ 1. 
Remark 4.3. Let D “ Gλ be a two-dimensional Ferrers diagram with respect to the
partition λ “ pλ1, . . . , λnq “ pλ1, λ2, . . . , λs, 1, . . . , 1q where λ1 “ m ě λ2 ě ¨ ¨ ¨ ě λn ě 1
and λs ě 2. By [9, Propositions 5.1 and 5.7], the special fiber ring FpIDq is Cohen–
Macaulay and its Castelnuovo–Mumford regularity is
regpFpIDqq “
#
s´ 1, if λ2 ě 3,
mintj ´ 1 | λj “ 2u, if λs “ 2.
In particular, regpFpIDqq ă dimpFpIDqq “ m ` n ´ 1. Meanwhile, by [9, Corollary 5.6],
the multiplicity is given by
epFpIDqq “
λ2ÿ
jn´2“λ2´λn`1
jn´2ÿ
jn´3“λ2´λn´1`1
. . .
j2ÿ
j1“λ2´λ3`1
j1.
Lemma 4.4 ([23, Theorem 5.3]). Let S1, . . . , Ss be graded polynomial rings on disjoint
sets of variables over K. For i “ 1, . . . , s, let Mi be a graded finitely generalized Cohen–
Macaulay Si-module of positive dimension.
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(a) If dimpMiq “ 1 for all i, then M1 b ¨ ¨ ¨ bMs is a Cohen–Macaulay S1 b ¨ ¨ ¨ b Ss-
module, and
regpM1 b ¨ ¨ ¨ bMsq “ max t regpM1q, . . . , regpMsq u .
(b) Assume that at least for one j, dimpMjq ě 2, and for all i “ 1, . . . , s, Mi is an
N-graded Si-module with regpMiq ă dimpMiq. Then M1 b ¨ ¨ ¨ bMs is a Cohen–
Macaulay S1 b ¨ ¨ ¨ b Ss-module, and
regpM1 b ¨ ¨ ¨ bMsq “ pdimpM1q ` ¨ ¨ ¨ ` dimpMsq ´ s` 1q
´max t dimpMiq ´ regpMiq : 1 ď i ď s u .
Proposition 4.5. Suppose that D is the full three-dimensional Ferrers diagram raDs ˆ
rbDs ˆ rcDs. If aD ď bD ď cD, then
regpFpIDqq “ aD ` bD ´ 2.
Proof. The regularity formula follows from Lemma 4.4 and Remark 4.3 by proceeding as in
the proof of Proposition 4.2. Alternatively, we can apply the equation (1) in Corollary 3.6
and the Lemma 4.6 below for a different perspective. 
Lemma 4.6 ([12, Theorem 5.2]). Let X “ t x0, . . . , xm u , Y “ t y0, . . . , yn u and Z “
t z0, . . . , zp u be sets of distinct indeterminates. Let R “ KrX, Y, Zs be a polynomial rings
over a field K and I “ pxiyjzk | xi P X, yj P Y, zk P Zq Ă R a monomial ideal. If
m ď n ď p, then the reduction number of I is m` n.
5. A uniform treatment in the strong projection case
In this section, we want to provide reasonable estimates to the regularity and the multi-
plicity of the toric ring associated to the three-dimensional Ferrers diagram. The approach
we take here is to consider simultaneously a pair of such diagrams under some conditions.
It allows us to investigate these two invariants together.
Recall that for a given lattice point u P D, AupDq is the diagram obtained from D by
removing the points before u with respect to a given total order ă. Meanwhile, we also
write A`
u
pDq :“ AupDqzu. For simplicity, when the diagram D is clear from the context,
we will also write Au and A
`
u
respectively.
When ă is a quasi-lexicographic order, with respect to the diagram D above, we define
NpDq :“
 
u P D1 : inpI2pAuqq Ľ inpI2pA
`
u
qqKrTAus
(
and PhanpDq :“ D1zNpDq to be the set of normal points and phantom points respectively.
These notions were introduced in our previous paper [22]. For unmentioned properties
regarding them, please refer to the corresponding discussion in [22].
Remark 5.1. Let D be a three-dimensional Ferrers diagram which satisfies the projection
property. Suppose that a quasi-lexicographic order ă induces a shedding order on ∆pDq.
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It follows from (3) and (4) in Remark 3.9 that when u P D1 is a normal point with respect
to D, then
regp∆pAuqq “ max
 
regp∆pA`
u
qq, regplink∆pAuqpTuqq ` 1
(
, (5)
ep∆pAuqq “ ep∆pA
`
u
qq ` eplink∆pAuqpTuqq. (6)
In particular,
regp∆pAuqq ě regp∆pA
`
u
qq, (7)
ep∆pAuqq ě ep∆pA
`
u
qq. (8)
On the other hand, when u is a phantom point with respect to D, we trivially have
regp∆pAuqq “ regp∆pA
`
u
qq, (9)
ep∆pAuqq “ ep∆pA
`
u
qq. (10)
The synchronizing treatment applied in this section requires the introduction of a stronger
condition. A counter-example failing this condition is discussed in Remark 5.6.
Definition 5.2. Let D be a three-dimensional Ferrers diagram. Then D is said to satisfy
the strong projection property if it satisfies the following equivalent conditions for each i in
raD ´ 1s:
(a) for each u P Di, both Zěi`1
1
pD,uq and Zěi`1
6
pD,uq are empty;
(b) for each u P Di, both bDi`1 ď βDpuq and cDi`1 ď γDpuq hold;
(c) the following conditions are satisfied:
(i) either bDi`1 “ 1 or pi, bDi`1, cDiq P D, and
(ii) either cDi`1 “ 1 or pi, bDi , cDi`1q P D.
The following facts are clear.
Observation 5.3. (a) If D is a full three-dimensional Ferrers diagram, then it satisfies
the strong projection property.
(b) If D is a three dimensional Ferrers diagram and one of aD, bD and cD is 1, then D
is practically a two-dimensional Ferrers diagram and satisfies the strong projection
property.
(c) If D is a three dimensional Ferrers diagram which satisfies the strong projection
property, then it satisfies the projection property.
(d) Suppose that D is a three-dimensional Ferrers diagram satisfying the strong projec-
tion property. Then all the three truncated subdiagrams
t pi, j, kq P D : i ‰ i0 u , t pi, j, kq P D : j ‰ j0 u and t pi, j, kq P D : k ‰ k0 u
are essentially three-dimensional Ferrers diagrams which still satisfy the strong pro-
jection property.
Let D be a three-dimensional Ferrers diagram which satisfies the projection property.
In [22, Theorem 4.1], we proved that the complex ∆pDq is pure vertex-decomposable of
dimension aD ` bD ` cD ´ 3, and the predefined induction order as in Setting 2.6 gives a
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shedding order. As a matter of fact, in the early draft of that paper, we showed that the
usual lexicographic order gives a shedding order. However, a proof for the primeness of
the 2-minors ideals is hard to achieve if we use the lexicographic order.
In the following, we will give a direct proof that when D satisfies the strong projection
property, then the lexicographic order gives a shedding order. The proof is relatively short
compared with that for the general case when D satisfies only projection property.
Lemma 5.4. Let D be a three-dimensional Ferrers diagram which satisfies the strong
projection property. Then the lexicographic order on D gives a shedding order on the pure
vertex-decomposable complex ∆pDq.
Proof. We prove by induction on aD. We may start from the trivial case when D “ ∅
and aD “ 0. The proclaimed condition is vacant. In the following, assume that aD ě 1.
We prove by removing points with respect to the lexicographic order. Without loss of
generality, we remove points in D1. Thus the base case is when we remove the whole x “ 1
layer D1 and get Dě2. As aDě2 “ aD ´ 1 and D
ě2 essentially still satisfies the strong
projection property, by induction, ∆pDě2q is pure vertex-decomposable.
In the following, take a general point u “ p1, j0, k0q P D
1. We may assume that
u is a normal point with respect to D. As the lexicographic order is automatically a
quasi-lexicographic order, the restriction complex ∆pD,AupDqq “ ∆pAupDqq and simi-
larly ∆pD,A`
u
pDqq “ ∆pA`
u
pDqq by [22, Remark 3.5]. As u is a normal point, these
two complexes have the same dimension by [22, Observation 3.8]. By induction, the lat-
ter complex is pure vertex-decomposable with respect to the lexicographic order. By the
phantom-points-counting, we have
dimp∆pAupDqqq “ dimp∆pA
`
u
pDqqq “ dimp∆pDqq ´#pPhanpDqzAupDqq; (11)
see [22, Observation 3.8]. Here, we use # to denote the cardinality of the corresponding
set.
Next, we consider the link complex LupDq :“ link∆pAupDqqpTuq. Notice that D satisfies
the strong projection property. Now, define
H “ Zě2
3
pD,uq Y Z1
5
pD,uq Y Z1
6
pD,uq.
Then LupDq is the join of the restriction complex ∆pD,Hq with a simplex of dimension
γ´k0´1 for γ “ γDpuq. The simplex here corresponds to the set t p1, j0, kq : k0 ă k ď γ u.
By applying the detaching condition as in the proof of [22, Lemma 4.2], we have indeed
that ∆pD,Hq “ ∆pHq.
Write D1 :“ Z3pD,uq Y Z
1
5
pD,uq Y Z1
6
pD,uq. Then D1 is a three-dimensional Ferrers
diagram which satisfies the strong projection property. The restriction of the lexicographic
order on D to D1 is surely the lexicographic order on D1. Furthermore, H “ A`
u
pD1q.
Thus, by induction, ∆pHq is pure vertex-decomposable and the lexicographic order gives
a shedding order. Now, it remains to show that
dimp∆pHqq ` pγ ´ k0q “ dimp∆pAupDqqq ´ 1. (12)
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Notice that
dimp∆pHqq “ dimp∆pD1qq ´#pPhanpD1qzA`
u
pD1qq. (13)
As
aD1 “ aD, bD1 “ bD and cD1 “ k0,
we have
dimp∆pDqq ´ dimp∆pD1qq “ cD ´ k0.
By [22, Discussion 3.7],
PhanpD1qzA`
u
pD1q “
 
p1, j, k0q : bpD1qě2 ď j ď j0
(
.
However, bpD1qě2 “ minpj0, bDě2q. Thus,
#pPhanpD1qzA`
u
pD1qq “ j0 ´minpj0, bDě2q ` 1. (14)
Now, it suffices to show that
#pPhanpDqzAupDqq “ cD ` j0 ´minpj0, bDě2q ´ γ. (15)
(a) Suppose that bDě2 ě j0. If bDě2 ě 2, then γ “ cD as D satisfies the strong projection
property. Notice that since u is a normal point, the set t p1, j0, kq : 1 ď k ď k0 u
contains no phantom point; see [22, Discussion 3.7]. Therefore, we induce immedi-
ately that PhanpDqzAupDq “ ∅, which gives the desired formula (15).
On the other hand, if bDě2 “ 1, then j0 “ 1 which will again make γ “ cD. The
same reason as above will give the desired formula (15).
(b) If bDě2 ă j0, then in t p1, j, kq P D : j ă j0 u, there are cD´γ` j0´1 border points.
Write the set of these border points as Q in terms of [22, Discussion 3.7]. Notice
that By Ă Q with #By “ bDě2 ´ 1; see again [22, Discussion 3.7] for the definition
of By. Now, as D satisfies the strong projection property, γ ě cDě2. In turn,
Bz XQ “ ∅. Thus, QzBy “ PhanpDqzAupDq, giving the desired formula (15). 
Theorem 5.5. Let D1 Ď D2 be two three-dimensional Ferrers diagrams which satisfy the
strong projection property. Then
regp∆pD1qq ď regp∆pD2qq and ep∆pD1qq ď ep∆pD2qq. (16)
Proof. We will consider simultaneously the lexicographic order on both D1 and D2. For
each u P D1, we will prove by induction that
regp∆pAupD1qqq ď regp∆pAupD2qqq, (17)
and
ep∆pAupD1qqq ď ep∆pAupD2qqq. (18)
Then, when u “ p1, 1, 1q, we will get the expected inequalities in (16).
To establish the inequalities in (17) and (18), we prove by successively removing points
lexicographically. Without loss of generality, we may assume that u P D1
1
.
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The base case is when we remove the whole x “ 1 layer so that indeed u “ p2, 1, 1q P D1.
By induction on aD1 , we surely will have
regp∆pDě2
1
qq ď regp∆pDě2
2
qq and ep∆pDě2
1
qq ď ep∆pDě2
2
qq.
Now consider a general point u P D11. Let v P D1 such that A
`
u
pD1q “ AvpD1q. Obviously,
u precedes v lexicographically.
(a) Suppose that u is a phantom point of D1. Now, by induction, (7) and (9), we have
regpAupD1qq “ regpA
`
u
pD1qq “ regpAvpD1qq
ď regpAvpD2qq ď regpAupD2qq,
establishing (17) in this case. Similarly, we can deduce the inequality for multiplic-
ity.
(b) If u is a normal point with respect to D1, then it is also a normal point with respect
to D2. Hence, by induction and (7), we have
regp∆pA`
u
pD1qqq “ regp∆pAvpD1qqq
ď regp∆pAvpD2qq ď regp∆pA
`
u
pD2qqq.
Similarly, we have
ep∆pA`
u
pD1qqq ď ep∆pA
`
u
pD2qqq.
For s “ 1, 2, write LupDsq :“ link∆pAupDsqqpTuq. As in the proof of Lemma 5.4, we
know that each LupDsq is a join of a simplex with ∆pHpDsqq, where
HpDsq :“ Z
ě2
3 pDs,uq Y Z
1
5 pDs,uq Y Z
1
6 pDs,uq. (19)
If we write
D1s :“ Z3pDs,uq Y Z
1
5
pDs,uq Y Z
1
6
pDs,uq,
then HpDsq “ A
`
u
pD1sq. Then, for each s, the diagram D
1
s is a three-dimensional
Ferrers diagram which satisfies the strong projection property. And obviously we
have the corresponding containment D1
1
Ď D1
2
. Now, HpD1q “ A
`
u
pD1
1
q “ AvpD
1
1
q
for some v P D1
1
, and HpD2q “ A
`
u
pD1
2
q “ AwpD
1
2
q for some w P D1
2
. It is clear that
w ĺ v. Thus, by induction and (7), we have
regpLupD1qq “ regp∆pHpD1qqq “ regp∆pAvpD
1
1qqq
ď regp∆pAvpD
1
2qqq ď regp∆pAwpD
1
2qqq
“ regp∆pHpD2qqq “ regpLupD2qq.
And similarly, we have
epLupD1qq ď epLupD2qq.
However, by (5) and (6), we have
regp∆pAupDsqqq “ max
 
regp∆pA`
u
pDsqqq, regpLupDsqq ` 1
(
, (20)
ep∆pAupDsqqq “ ep∆pA
`
u
pDsqqq ` epLupDsqq, (21)
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for s “ 1, 2. Putting the above data together, we can get the desired inequalities
(17) and (18). 
Remark 5.6. In the proof above, the strong projection property condition, instead of the
projection property condition, is used to get the equality HpD1q “ HpD2qXD1. Otherwise,
the diagramsHpDsq for the link complexes won’t be as simple as in (19). Instead, one has to
use the formula (27) in the next section. Whence, it might be possible thatHpD1q Ę HpD2q
and epLupD1qq ą epLupD2qq. For instance, one can take D1 to be the minimal three-
dimensional Ferrers diagram containing p1, 3, 2q and p2, 2, 3q, and takeD2 to be r2sˆr3sˆr3s.
Then, for u “ p1, 3, 1q P D1, we will have
epLupD1qq “ 2 ą epLupD2qq “ 1.
In the following, we consider an easy application of Theorem 5.5.
Definition 5.7. Let D be a three-dimensional Ferrers diagram. Its px, yq-profile is the
two-dimensional Ferrers diagram Px,ypDq :“ t pi, jq | pi, j, kq P D u. In a similar vein, one
can define the px, zq-profile Px,zpDq.
Remark 5.8. Let D be a three-dimensional Ferrers diagram which satisfies the strong
projection property.
(a) Let Px,y :“ Px,ypDq ˆ rcDs. Then the pair D Ď Px,y satisfies the assumptions in
Theorem 5.5. Thus, by Lemma 4.4 and Lemma 4.1, we have
regpFpIDqq ď regpFpIPx,yqq
“ aD ` bD ` cD ´ 2´maxtaD ` bD ´ 1´ regpFpIPx,ypDqqq, cDu,
and
epFpIDqq ď epFpIPx,yqq “
ˆ
aD ` bD ` cD ´ 3
cD ´ 1
˙
epFpIPx,ypDqqq.
Notice that Px,ypDq is a two-dimensional Ferrers diagram. The associated regularity
and multiplicity can be computed as in Remark 4.3.
(b) The pair D Ď X :“ raDs ˆ rbDs ˆ rcDs satisfies the assumptions in Theorem 5.5.
Thus, we have
regpFpIDqq ď regpFpIX qq, (22)
and
epFpIDqq ď epFpIX qq. (23)
Notice that we can apply Proposition 4.2 and Proposition 4.5 for the multiplicity
and regularity associated to X respectively.
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6. General case
The main purpose of this section is to show that the inequality (22) can be generalized
to the case when D only satisfies the projection property. Since we will drop the stronger
assumption in Theorem 5.5, the proof here will be inevitably more involved.
Theorem 6.1. Let D be a three-dimensional Ferrers diagram which satisfies the projection
property. Then
regp∆pDqq ď µD ´ 2. (24)
for µD :“ minpaD ` bD, aD ` cD, bD ` cDq. In particular,
regpFpIDqq ď µD ´ 2.
Proof. The “in particular” part follows from Corollary 3.6 and the inequality (24). Thus,
in the following, we will focus on (24).
First of all, if aD “ 1, the estimate (24) follows from Remark 4.3. Therefore, in the
following, we will assume that aD ě 2.
To achieve (24), we remove points in the i “ 1 layer, following the Induction Order in
Setting 2.6. Through this process, we prove by induction that
regp∆pAupDqqq ď µD ´ 2. (25)
Notice that in the proof of [22, Theorem 4.1], we have seen that ∆pAupDqq is pure vertex-
decomposable and coincides with the restriction of ∆pDq to AupDq.
The initial case is when we remove the whole i “ 1 layer and get Dě2. In this case,
aDě2 “ aD´1 while bDě2 ď bD and cDě2 ď cD. Thus, the inequality (25) holds by induction
since µDě2 ď µD.
For the general induction step, we may take u “ p1, j0, k0q P D
1 and assume that u is a
normal point with respect to D. By induction, we have regp∆pA`
u
pDqqq ď µD ´ 2. Thus,
in view of equation (5) in Remark 5.1, it suffices to show that
regplink∆pAupDqqpTuqq ď µD ´ 3. (26)
(a) If we go back to the proof of [22, Theorem 4.1], in the first stage, the link complex
link∆pAupDqqpTuq is the join of a simplex with ∆pHq, where the diagram
H “ Zě2
1
pD,uq Y Zě2
3
pD,uq Y Z1
5
pD,uq Y Z1
6
pD,uq
Y t p1, j, kq P D : j ď j0 and k ą cDě2 u .
(27)
The ambient diagram for H can be re-chosen asrD :“ Z3pD,uq Y Z15 pD,uq Y Z16 pD,uq
Y t pi, j, kq P D : j ď j0 and k ą minpγ, cDě2q u
(28)
as in the proof of [22, Lemma 4.3], which is essentially a three-dimensional Ferrers
diagram satisfying the projection property. Here, γ “ γDpuq. Whence, H “
A`
u
p rDq.
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(i) Suppose that H1 “ ∅. Notice that this happens precisely when j0 “ bD “ 1,
or j0 “ bD ą 1 but cDě2 “ cD. If bD “ 1, D is essentially a two-dimensional
Ferrers diagram. The inequality (26) then follows from Remark 4.3. Thus, it
remains to consider the case when j0 “ bD ą 1 and cDě2 “ cD. Notice that
H “ rDě2 “ Zě21 pD,uq Y Zě23 pD,uq, and k0 ď γ.
(1) If k0 “ γ, then u is a phantom point. But we have assumed that u is a
normal point. This cannot happen.
(2) If k0 ă γ, then a rDě2 “ aD ´ 1, b rDě2 ď bD and c rDě2 ď cD ´ pγ´ k0q ă cD.
By induction,
regplink∆pAupDqqpTuqq “ regp∆pHqq “ regp∆pH
ě2qq
ď µ rDě2 ´ 2 ă µD ´ 2,
establishing the expected inequality (26) in this case.
(ii) In the first stage, it remains to consider the case when H1 ‰ ∅. We will treat
it in Lemma 6.3.
(b) We can flip the diagram and consider removing lexicographically the points on the
first layer. The remaining proof is left as Lemma 6.2. 
Lemma 6.2. Let D be a three-dimensional Ferrers diagram which satisfies the projection
property. Take the point w “ p1, bDě2 ` 1, 1q P D and let L “ AwpDq with respect to the
lexicographic order. Then, regp∆pLqq ď µD ´ 3.
Proof. For each u “ p1, j0, k0q P L
1, we will prove that
regp∆pAupDqqq ď µD ´ 3. (29)
The base case for this induction process is when we remove L1 and get Lě2 “ Dě2. Since
w P D, bD ą bDě2. Thus, µDě2 ă µD. As aDě2 “ aD ´ 1, by induction, it is legal to apply
(24) to get
regp∆pDě2qq ď µDě2 ´ 2 ă µD ´ 2,
confirming (29) in this base case.
Now consider the general case. As in the proof of Theorem 6.1, we may assume that u
is a normal point with respect to D and prove that
regplink∆pAupDqq, Tuq ď µD ´ 4.
And similarly one can introduce H with respect to D and u. To be more precise, here
H :“ Zě2
1
pD,uq Y Zě2
3
pD,uq Y Z1
5
pD,uq Y Z1
6
pD,uq.
Then the expected inequality is equivalent to
regp∆pHqq ď µD ´ 4. (30)
Notice that for each lattice point pi, j, kq P Zě21 pD,uq Y Z
ě2
3 pD,uq, we have indeed that
j ď bDě2 ă j0. Thus, the ambient diagram for H can be chosen as
D1 :“ t pi, j, kq P Z1pD,uq Y Z3pD,uq | j ă j0 u Y Z
1
5
pD,uq Y Z1
6
pD,uq.
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This diagram is essentially a three-dimensional Ferrers diagram which satisfies the projec-
tion property. Notice that
H “
#
Ap1,j0`1,1qpD
1q, if Z15 pD,uq Y Z
1
6 pD,uq ‰ ∅,
Ap2,1,1qpD
1q, otherwise.
Furthermore, as u is not a phantom point, k0 ă γDpuq. Thus, aD1 “ aD, bD1 “ bD ´ 1 and
cD1 “ cD ´ pγDpuq ´ k0q ă cD. Now, by induction, we can apply (29) to get
regp∆pHqq ď µD1 ´ 3 ă µD ´ 3,
confirming the expected inequality (30) in this case. 
Lemma 6.3. In the first stage of the induction process for the proof of Theorem 6.1, if
H1 ‰ ∅, then
regp∆pHqq ď µ rD ´ 3. (31)
Proof. For notational simplicity, we may assume that k0 “ minpγDpuq, cDě2q. Hence the
ambient diagram rD in the proof of Theorem 6.1 is indeed a three-dimensional Ferrers
diagram and c rDě2 “ cDě2 ě k0. To achieve (31), we prove by induction that for each
v P H1, one has
regp∆pAvp rDqqq ď µ rD ´ 3. (32)
Just as in the proof of Theorem 6.1, the proof has two stages. In the first stage, we remove
the points in Z1
5
p rD, vq Y Z6p rD, vq lexicographically. In the second stage, we remove the
points in !
p1, j, kq P rD ˇˇˇ j ď j0 and k ą c rDě2 )
with respect to the flipped lexicographic order.
First stage
The base case of this stage is when we remove all the points in Z1
5
p rD, vqYZ6p rD, vq and
arrive at the second stage. We leave its proof later. Other than that, consider a general
v “ p1, j1, k1q P Z
1
5
p rD, vq Y Z1
6
p rD, vq. Just as in the proof of Theorem 6.1, by induction,
the proof is reduced to the case when v is not a phantom point and we only need to show
regplink
∆pAvp rDqqpTvqq ď µ rD ´ 4.
Just as H for D and u, we introduce similarly H for rD and v. Then the previous expected
inequality is simply
regp∆pHqq ď µ rD ´ 4. (33)
More explicitly,
H “ Z1p rD, vqě2 Y Z3p rD, vqě2 Y Z5p rD, vq1 Y Z6p rD, vq1
Y
!
p1, j, kq P rD : j ď j1 and k ą c rDě2 ) .
Write γpvq for γ rDpvq. As k1 ď γpvq ď k0 ď c rDě2 “ cDě2, we have!
p1, j, kq P rD : j ď j1 and k ą c rDě2 )
20 KUEI-NUAN LIN, YI-HUANG SHEN
Ďt p1, j, kq P D : j ď j1 and k ą γpvq u
“ t p1, j, kq P D : j ă j1 and k ą γpvq u .
Furthermore, notice that from (28), one can say safely that for any pi, j, kq P Z1p rD, vqě2Y
Z3p rD, vqě2, we have j ď j0 ă j1. Thus, the ambient diagram for H can be chosen as
D “ Z3p rD, p1, j1 ´ 1, k1qq Y Z5p rD, vq1 Y Z6p rD, vq1
Y
!
pi, j, kq P rD : j ă j1 and k ą γpvq ) .
Again, this diagram is essentially a three-dimensional Ferrers diagram which satisfies the
projection property.
If k1 “ γpvq, as j1 ą j0 ě b rDě2 , v is a phantom point of rD, which will not be worried
here.
If k1 ă γpvq, then cD “ c rD ´ pγpvq ´ k1q ă c rD. Meanwhile, bD “ b rD ´ 1. Thus,
µ
D
ď µ rD ´ 1.
By induction, we can apply the inequality (31) to H with respect to D to get
regp∆pHqq ď µ
D
´ 3 ď µ rD ´ 4,
confirming the expected inequality (33).
Second stage
In this stage, we have removed the points in the first stage.
The base case of this stage is when we remove the whole i “ 1 layer to get Hě2 “ rDě2.
Since H1 ‰ ∅, either Z15 pD,uq Y Z
1
6 pD,uq ‰ ∅ (hence b rD ą b rDě2) or
c rD ą minpγ, cDě2q “ k0, (34)
for γ “ γDpuq. Notice that since b rD ě j0 ě b rDě2, if b rD “ b rDě2 , then they coincide with
j0. Whence, by the projection property of rD, one must have γ ě c rDě2 “ cDě2 (the last
equality holds since we have assumed that k0 “ minpγ, cDě2q for simplicity). Thus, the
inequality in (34) will then imply that c rD ą c rDě2. Since a rDě2 “ aD ´ 1, in either case, one
has that H1 ‰ ∅ will lead to
µ rDě2 ă µ rD.
Again, since a rDě2 “ aD ´ 1, we can assume Theorem 6.1 for rDě2 to get
regp∆p rDě2qq ď µ rDě2 ´ 2 ď µ rD ´ 3.
Hence the expected inequality (32) holds in this base case.
We flip rD to get Sp rDq and write it as rD1 for simplicity. Back to the point where we
just finished removing the lattice points in the first stage. Then, we are in the position of
considering the subdiagram G of rD1 such that p1, j, kq P G if and only if j ą bp rD1qě2 . That
is to say, G “ Ap1,b
p rD1qě2`1,1qp rD1q.
If bp rD1qě2 “ b rD1, there is nothing more to show here, since it gives the base case just
considered. Otherwise, suppose that bp rD1qě2 ă b rD1. Now, we can apply Lemma 6.2. And
this completes our proof. 
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Now, we wrap up this paper with some quick observation. Recall that a simplicial
complex ∆ is called acyclic over K if rHip∆q “ 0 for all i, where rHip∆q denotes the i-th
reduced simplicial cohomology group of ∆ over K. Cones are known to be acyclic. If
the Stanley–Reisner ring Kr∆s is Cohen–Macaulay, then by the theorem of Hochster ([19,
A.7.3]), regpKr∆sq ă dimpKr∆sq if and only if ∆ is acyclic. It follows from Theorem 6.1
that
Corollary 6.4. Let D be a three-dimensional Ferrers diagram which satisfies the projection
property. Then the associated Stanley–Reisner complex ∆pDq is acyclic.
Question 6.5. Let D be a three-dimensional Ferrers diagram which satisfies the projection
property. Inspired by Theorem 6.1, we want to ask if the inequality (23) still holds in this
case.
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