Abstract. The paper investigates the least-squares projection method for bounded linear operators, which provides a natural regularization scheme by projection for many ill-posed problems. Yet, without additional assumptions, the convergence of this approximation scheme cannot be guaranteed. We reveal that the convergence of least-squares projection method is determined by two mutually independent factors -the "kernel approximability" and the "offset angle". The kernel approximability is a necessary condition of convergence described with kernel N (T ) and its subspaces N (T ) ∩ Xn, and we give several equivalent characterizations for it (Theorem 1.1). The offset angle of Xn is defined as the largest canonical angle between space T * T (Xn) and T † T (Xn) (which are subspaces of N (T ) ⊥ ), and it geometrically reflects the rate of convergence (Theorem 1.2). The paper also presents new observations for the unconvergence examples of Seidman [10, Example 3.1] and Du [2, Example 2.10] under the notions of kernel approximability and offset angle.
then {(X n , T n )} is a natural LPA for T .
We are interested in approximating T † by T † n when dim R (T ) = ∞, which is the least-squares projection method for T . So the issue of convergence of LPA {(X n , T n )} (1.1) w -lim Hence, (1.4) is necessary in choosing a suitable LPA for T , namely, (1.4) is a necessary condition of (1.3). Here, we remark that (1.4) does not naturally hold (see [2, Example 2.10]), but it is more likely to be satisfied compared to (1.3) (for instance, when T is injection, (1.4) always holds). However, as (1.4) is not a sufficient condition of (1.3) (see [10, Example 3 .1]), we still need some complementary conditions with which (1.4) could lead to (1.3) . In this paper, we aim to find the complementary condition which together with (1.4) constitute a necessary and sufficient condition of the convergence of least-squares projection method. We hope that the complementary condition has enough geometrical meanings, so as to give us new insight about least-squares projection method. We obtain the following main results:
• Several equivalent conditions of (1.4) are given. Notice that N (T n ) = N (T ) ∩ X n + X ⊥ n , therefore, N (T ) ∩ X n will be referred to as the core of N (T n ), and the condition (1.4) will be called as kernel approximability of LPA {(X n , T n )}.
• A new concept called "offset angle" of X n is introduced to describe the complementary condition, which is defined as the largest canonical angle between space T * T (X n ) and T † T (X n ). In the case of dim N (T ) < ∞, we show that LPA {(X n , T n )} is convergent if and only if it has the kernel approximability and the supreme of all offset angles is less than perpendicular angle. Moreover, if LPA {(X n , T n )} is with kernel approximability, the rate of convergence of LPA {(X n , T n )} is geometrically reflected by the offset angles.
• The classical unconvergence example of Seidman is restudied under the concept of offset angle, and we show that the reason for unconvergence is actually caused by offset angle of X n tending towards perpendicular angle. On the other hand, the unconvergence example of Du is also restudied, which is with constant zero offset angle, and we show that the reason for unconvergence is caused by (1.4) (kernel approximability) becoming invalid. In order to expound our main results more precisely, the following notations are needed: If {S n } is a sequence of nonempty subsets of a Banach space, define s -lim n→∞ S n := {x : there is a sequence {x n } such that S n ∋ x n → x} , w -lim n→∞ S n := x : there is a sequence {x n } such that
If M and N are both closed subspaces of a Hilbert space H, define
gap (M, N ) is called the gap between M and N (see [7] ). When
the canonical angles (or principal angles) between M and N can be defined, which are a sequence of m angles 0
By [4] , the canonical angles are defined recursively by
and if dim (M ) = dim (N ) < ∞, the largest canonical angle ϑ m satisfies
With the above notions, the main theorems of the paper are stated as below:
Then the following conditions are equivalent:
(a) Kernel Approximability: (1.4) is valid, namely,
(b) Inverse-graph Approximability:
The proofs of Theorems 1.1 and 1.2 are in Section 2 and Section 3 respectively. In section 4, the two unconvergence examples of Seidman and Du will be restudied to further explain the relations among the three concepts of convergence, kernel approximability and offset angle. Our conclusions will be collected in Section 5.
2. Proof of Theorem 1.1. To prove Theorem 1.1, we need some lemmas. Lemma 2.1. Let H be a Hilbert space and {H n } a sequence of closed subspaces of H.
(a) There holds
and when {P Hn } is strongly convergent, we have 
and
(c) If (1.4) and dim N (T ) < ∞ are valid, then there is a n * ∈ N such that
By Lemma 2.1 that is equivalent to
It is clear that
Note that
Then, by Lemma 2.1,
Clearly, by the uniform boundedness principle and (2.2) we have that
From (2.2) it follows that
so, by (2.1), there is
Hence, (1.3) implies that
and since
Thus, there is a n * ∈ N such that
Note that this implies that rank P N (T )∩Xn = rank P N (T ) by [12, Theorem 2.3] (in fact, P N (T )∩Xn and P N (T ) are unitarily equivalent by [7, p.56, Theorem 6 .32]), and therefore
So, we have
and therefore
Thus, we obtain (2.3).
Hence, we need only to show that
Note that for all v ∈ Y there holds
Thus, we have
This gives that 
(a) =⇒ (b): Let (a) hold. Then, by Lemma 2.1, we have
By statement (a) of Lemma 2.2,
To prove (b) we need only to show that
, hence there is a sequence {x n } such that
This with (2.5) and (2.6) implies that
Let (y, x) ∈ w -lim n→∞ G T † n . Then there is a sequence {(y n , x n )} such that
Hence, there is a sequence {k n } such that
By (2.1) in statement (a) of Lemma 2.2, we have (2.4) and
From (2.8), (2.5), by Lemma 2.1, we have
So, we obtain that Then any subsequence T † n k y n k of T † n y n has a subsequence, again denoted by T † n k y n k , converging weakly to some u ∈ X. By use of (b) we have that
This gives that
So, every subsequence of T † n y n has a subsequence converging weakly to T † y and hence
Thus, we obtain (c). In fact, for any x ∈ X let
Due to (c), it follows that
Hence we have that
This is equivalent to (2.9) by Lemma 2.1. 
and if P − Q < 1, there holds
Proof. Since (I − Q)P = (P − Q)P, (I − P )Q = (Q − P )Q, it follows that
Note that for each x ∈ H there hold
that is
Thus we obtain
The rest follows from [7, Theorem 6 .34, pp.56-58]. Lemma 3.2. Let M, N be two closed subspaces of a Hilbert space H. Then
Next, assume M = {0}. Then we have that
and that for x ∈ H with x = 1 there holds
that is,
Thus, we obtain
This with Lemma 3.1 gives that
Lemma 3.3. Let S be an oblique-projection on a Hilbert space H (S 2 = S ∈ B (H)). Then Proof. Let x ∈ H. Since N (S) = R(I − S), we have
This implies
So, if S = 0, there holds
To prove the reverse inequality, observe that for each x ∈ H we have
Hence, if S = 0, we have
Thus, if S = 0, there holds
Now, if S = 0, by Lemma 3.1, we get
So, it follows that
, and
Then {Q n } is a sequence of oblique-projections in B (X) (Q 2 n = Q n ∈ B (X)) which satisfies:
Proof. Since T † is a closed operator and T (X n ) ⊆ D T † (∀n), due to the closed graph theorem and T (X n ) being closed in Y , we see that each
is a bound linear operator. Hence, Q n := T † P T (Xn) T ∈ B (X), and
It is clear that
Thus, we have (3.2) and
Note that (2.4) holds by statement (a) of Lemma 2.2. Since T * T, P R(T * ) ∈ B (X), by replacing T with T * T or P R(T * ) in (2.4), it follows that
Thus, (3.3) holds. Lemma 3.5. Let T ∈ B (X, Y ) have LPA {(X n , T n )} n∈N , {Q n } n∈N be defined as (3.1). Then, for all n ∈ N,
Proof. Since dim R (Q n ) < dim X (= ∞), then I − Q n = 0, and therefore
By Lemma 3.3, we have
Note that, by Lemma 3.4,
Hence, there holds 
This, by Lemma 3.2 and Lemma 3.5, gives that
(a) It is clear from (3.4) that {θ n } is a sequence in the interval 0, 
Assume that (1.3) is valid, this with (3.6) implies that
Hence, from (3.7) and (3.5) we obtain sup n θ n < π 2 .
In addition, by the assertion (b) of Lemma 2.2, we also have
Thus, there holds
. Inversely, suppose (1.4) and sup n θ n < π 2 hold. Then (3.7) holds by (3.5) . Due to the assertion (c) of Lemma 2.2, it follows from (1.4) with dim N (T ) < ∞ that there is a n * ∈ N such that (2.3) holds and hence
that is, θ n = 0 (n ≥ n * ). Now, (3.13) is proved. Remark 3.1. From the proof of Theorem 1.2, we obtain that, even if dim N (T ) = ∞,
4. Examples and Remarks. In this section, the two unconvergence examples of Seidman and Du will be restudied under the concepts of offset angle and kernel approximability. This can further explain the relations among the three concepts of strong convergence, offset angle and kernel approximability, and also leads to some remarks on Theorems 1.1 and 1.2. and T : X → X be given in the form
This defines a compact, injective linear operator T with dense range, its LPA {(X n , T n )} n∈N has kernel approximability ((1.4) holds), and the offset angle sequence {θ n } satisfies
Remark 4.1. For the LPA {(X n , T n )} n∈N of Seidman's example, the weak/strong convergence or the condition (1.3) do not hold. The reason for such a unconvergence is caused by the offset angle θ n tending towards perpendicular angle as (4.2) shows. Note: LPA {(X n , T n )} n∈N has kernel-approximability since N (T ) = {0}, and therefore has inverse-graph approximability and bounded-weak convergence by Theorem 1.1.
Proof. It is easy to see that
This implies (1.4) and (4.1). Next, we will show (4.2) holds.
We rewrite
then we have
Now we take x n that satisfies
and let λ := α n ξ n + β n ξ 1 be undetermined, we have
Note that, for n even, 
According to the definition of δ(T * T (X n ) , X n ), we have
So for n even, we obtain that
(by Lemma 3.2)
.
This gives (4.2). Example 4.2 (Best-LPA). Let K : X → Y be a compact linear operator, {(σ n ; v n , u n )} ∞ n=0 be the singular system for K. Then the σ 2 n are the nonzero eigenvalues of the self-adjoint operator K * K (and also of KK * ), written down in decreasing order with multiplicity, σ n > 0, the {v n } ∞ n=0 is a corresponding complete orthonormal system of eigenvectors of K * K (which spans R(K * ) = R(K * K)), and the {u n } ∞ n=0 is defined by vectors u n := Kv n Kv n (n = 0, 1, · · · ) .
The {u n } ∞ n=0 is a complete orthonormal system of eigenvectors of KK * and span R(K) = R(KK * ), and the following formulae hold:
Kv n = σ n u n , K * u n = σ n v n . Now, if dim N (K) < ∞, and if {m n } ⊆ N is an increasing sequence with lim n→∞ m n = ∞, take • Weak Convergence ( w -lim
To understand the relevance among the four concepts, we make a table to show the true and false status of these concepts in the several examples we have mentioned (T for true, F for false).
Examples sup n θ n < π 2
Kernel Approximability Strong/weak Convergence Seidman's F T F Du's T F F Best-LPA T T T From this table we can see that the conditions "kernel approximability" and "sup n θ n <
