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CGNNの問題点：
• よい正解率を出すには，多くのデータ数が必要
• CGNN論文の人工データ：訓練データ 1500  (1000 訓練，500 
validation)





■ Meta-CGNN (Tong, Sejdinovic, Fukumizu. AAAI 2021)





𝑖 = 1,… ,𝑁
Direction 𝑋𝑖 ⟶ 𝑌𝑖. 
• Dataset feature: 𝐶𝑖 = Φ(𝒟𝑖) ： Conditional kernel mean 
embedding (CME) または Deep set
• ෠𝑌𝑗
𝑖 = 𝐹 𝑋𝑗
𝑖 , 𝑍𝑗
𝑖 , 𝐶𝑖 Datasetすべてに共通の写像 𝐹 を作る．









2 (𝒟𝑖 , ෡𝒟𝑖)
• Test: 𝒟 = 𝑋𝑗 , 𝑌𝑗 𝑗=1
𝑚
.   ෠𝑌𝑗
𝑖 = 𝐹 𝑋𝑗
𝑖 , 𝑍𝑗
𝑖 , 𝐶𝑖 ,  ෠𝑋𝑗




2 𝐗, ෠𝐘 < 𝑀𝑀𝐷𝑒𝑚𝑝
2 𝐘, ෡𝐗 , then 𝑋→𝑌, else 𝑌→𝑋.
構成
• Encoder:  dataset feature 𝐶𝑖 = Φ(𝒟𝑖) を計算.
• Dataset feature 𝐶𝑖 は，Feature-wise Linear Modulation 
(FiLM, Perez et al AAAI 2018)に入力．





(C). CE-Mult. メカニズムはランダム linear/polyn.  加法/乗法ノイズ
(A)-(C): 300組生成．100で訓練，200でテスト．
各データセット 1500点 or 100点
(D) Tübingen Cause-Effect Pairs：99組の実／人工データ
• 5-fold CV により評価．
参考文献： J.-F. Ton, D. Sejdinovic, K. Fukumizu  Meta Learning for Causal Direction.  AAAI 2021.
■因果方向の推定問題
● 「非実験」データからの因果推論
• 非実験的，非時系列データからの因果推論（Judea Pearl; Spirtes ＆
Glymore) → なぜ可能か?






• Informal def.: Independence of cause and mechanism
• “Mechanism”?  --- 写像？条件付確率？
• “Independence”?  --- 「統計的」な独立性は使えない
• 訓練データによる「識別」的なアプローチを考える．
• Additive Noise Model (ANM, Hoyer et al 2019) 𝑌=𝑓(𝑋)+𝑁,  𝑋 と 𝑁 の独立
度合いを測る．
• Conditional Distribution Similarity (CDS, Fonollosa 2016) 𝑋, 𝑌, 𝑌|𝑋, 𝑋|𝑌
の様々な統計量を特徴として，識別問題を学習．
• Regression Error based Causal Inference (RECI, Blöbaum et al 2019) 非
線形回帰の2乗誤差を比較
• Information Geometric Causal Inference (IGCI, Daniusis et al 
2010) 𝑌=𝑓(𝑋) に対し，PearsonCorr(𝑋, | log 𝑓′ 𝑋 |)を2方向に対して比較．
• Randomized Causation Coefficient (RCC, Lopez-Paz 2015) Kernel平均埋
め込み Φ(𝑋,𝑌)↦ Cause-effect label の識別問題をNNで学習
● 構造方程式モデル（SEM）による因果方向学習
仮定：
Common hidden cause が無い。
Causal directionが存在する。
2変数の場合に取りえるSEMは以下のどちらか
• Causal Generative Neural Networks (CGNN, Goudet et al 2017)







(A) の場合： 𝑋1, ෠𝑋
𝐴
2 = 𝑋1, 𝑓 𝑋1, 𝑍 , 𝑍 ∼ 𝑁(0,1)










𝐴) ≤ 𝑀𝑀𝐷𝑒𝑚𝑝(𝐗, ෡𝐗
𝐵)， choose (A)．

















𝑋1 = 𝑓1 𝑍1
𝑋2 = 𝑓2(𝑋1, 𝑍2)
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𝑀𝑀𝐷 𝒟𝑖 , ෡𝒟𝑖
CME
CE-Net CE-Gauss
CE-Mult TCEP
淡：1500点
濃： 100点
Meta-CGNN CME
Meta-CGNN DS
CGNN
RCC
IGCI
RECI
CDS
ANM
正答率
