Graph Trace Regression Estimation by Zhu, Fanwen
Graph Trace Regression Estimation
by
Fanwen Zhu
A dissertation submitted to The Johns Hopkins University
in conformity with the requirements for the degree of
Master of Science and Engineering
Baltimore, Maryland
August, 2018
© 2018 by Fanwen Zhu
All rights reserved
Abstract
While supervised and unsupervised learning on a single graph have been well
explored in the literature, supervised learning frameworks on multiple graphs
and the pertinent model construction have yet to be well established. In light
of the trace regression which has been previously applied to compressed
sensing, matrix completion, and multi-task regression, we propose a method
to efficiently and accurately estimate a low rank coefficient matrix in the trace
regression model where the explanatory variables are the adjacency matrices
converted from the graphs. Given a collection of graphs, we utilize the so-
called singular value thresholding algorithm that approximates the unknown
coefficient matrix in the trace regression model with minimum nuclear norm
among all candidates matrices satisfying the designated convex constraints.
The algorithm iteratively produces a sequence of matrices {Xk, Θ̃k}where soft-
thresholding is operated on the singular values of the coefficient matrix Θ̃k.
We show through simulation that the singular value thresholding algorithm
yields decent prediction accuracy under various specification of the artificial
error. Applying the singular value thresholding algorithm on the human brain
graphs, we see that it can effectively produces a low-rank estimation of the
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Nowadays, due to its pervasive applications in neuroscience and sociology
among others, random graph inference has captured attention in recent lit-
erature. While the study of combinatorial graph theory can be dated to as
early as 1763 when Leonard Euler published his revolutionary resolution to
the conundrum of the bridges of Königsberg , the research on random graph
is a relatively young field where the foundational work was accomplished
largely by Erdős and Rényi in the late 1950s. In their model, the existence of an
edge connecting two vertices are independent of the choice of vertices and are
identically distributed Bernoulli random variable with a common probability
p. Thereafter, graphs possessing this property are called Erdős-Rényi (or ER)
graphs. Since then, two streams of questions are of primary interest: (i) how
to better model a random graph and (ii) how to make inference on random
graphs. In what follows, we will review the evolution of these two types of
questions.
On one side, speaking of the development of the random graph model,
the Erdős-Rényi (ER) model – despite its simplicity – enjoys many satisfying
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properties (Alon and Spencer (2008), Bollobás, Janson, and Riordan (2007)).
However, there are many real life scenarios where the assumption that vertices
share a common connection probability fails to hold. For instance, in case of
Facebook community where there is a single high dimensional graph in which
nodes represent heterogeneous people, it is not sensible to require that it is of
the same probability that any two people are friends (so are connected). In ad-
dition, the difficulty lies not only in the fact that vertices can be heterogeneous
but also in the common situation where the underlying heterogeneous vertex
attributes are unobservable. To remedy these issues, Hoff, Raftery, and Hand-
cock (2002) introduced latent space approaches to the study of social network
where the objects are graphs with latent position. In their setting, while the
connection of vertices are still assumed to be independent of the vertex choice,
the primary difference is that now each vertex i in the graph is associated with
an element zi of the latent space Z and the probability of connection between
vertex i and j, pij, is no longer uniform across i, j but is determined by a link or
kernel function K : Z ×Z → [0, 1] such that pij = K(zi, zj).
In this thesis, we are particularly interested in two variations of the ER
models: the random dot product graph (RDPG) and the stochastic block model
(SBM). In RDPG, the latent space is a subspace of Euclidean space Rd and
the n−by−n edge connection probability matrix is defined as P := ZZT
where Z ∈ Rn×d and the link function is given by the inner product of the
corresponding rows of Z. Conditional on P, each RDPG has an adjacency
matrix A in which each entry of A is a realization of a Bernoulli random
variable with success probability equal to the corresponding entry of P. In
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general, one can generalize the underlying graph to be weighted; this will lead
to a weighted version of A where entries are no longer binary. In addition,
there are also cases when the graph is not symmetric, so is A. Nevertheless,
for the purpose of simplicity, in this manuscript we will investigate the case
when A is unweighted, symmetric and of no self loop (i.e. diagonal entries of
A are all zero).
On the other side, speaking of the progression of random graph inference,
the pioneering work has been devoted into the study of unsupervised learning
of a single graph where the goal is to extract important features from a high di-
mensional graph. Methods such as Adjacency Spectral Embedding (ASE) and
Laplacian Eigenmap (LE) which utilize eigen-decomposition of the adjacency





are invented and applied to a wide spectrum of problems in social networks
and brain connectomics etc. However, there are many other real-world sce-
narios where the algorithms developed in the aforementioned settings can
not account for. For instance, in neuroscience study, often a collection of brain
graphs from volunteers are available and it has been shown that certain illness
or external stimuli would result in differentiation of brain networks between
the healthy and the patients (Bullmore and Sporns (2009)). In this problem,
brains regions (resp., the level of underlying neural activity between regions)
can be regarded as vertices (resp., edges), and people are interested in locating
regions that play the most important role of determining if an individual is
sick or not (i.e. the response is binary)(Relión et al. (2017)). Here, the challenge
is the classification problem of multiple graphs. For another example, given a
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collection of brain graphs, one can also study a series of problems in behavior
economics, e.g. how is the brain structure related to an agent’s risk preference,
educational attainment and income. In this setting, the type of the dependent
variable would be ordered categorical or numerical and the problem of interest
is to generalize traditional regression in order to incorporate graphs as the
input.
In other words, the rising demand for techniques dealing with these prob-
lems invites the following two branches of improvement: (i) the extension
from one single network to a collection of graphs, and (ii) the evolution from
unsupervised learning to supervised regression and classification.
In the past, the problem of graph classification has been substantially
studied especially in the context of chemistry and neuroscience. To illustrate,
the molecular structure of chemical compounds can be modeled as a graph
and Srinivasan et al. (1996) studied how to classify compounds. And in the
field of brain networks classification, two ideas of model construction have
been explored. The first is to obtain a global summary statistic such as the
average path length (Bullmore and Sporns (2009)), based on which a classifier
is trained. While it has been shown (Supekar et al. (2008),Liu et al. (2008)) that
such global feature can help to diagnosis certain diseases, using the global
summary statistic as the input of the model prevents one from interpreting
how local differences in the graph contribute to the response. The second
approach is to vectorize each adjacency matrix into a row vector and stack
those vectors into a numerical matrix. The benefit is that one can apply the
many classical high-dimensional classification algorithms such as logistic
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regression and decision tree and if variable selection procedure is used in
combination, one can even gain interpretation at edge level (J. Richiardi et al.
(2011)). Nevertheless, the downside is that vectorization conceals topological
structure of the network, suggesting one is unable to identify differentiating
communities in the graph.
In this manuscript we restrict our scope to estimating the coefficient
matrix Θ in the variations of the so-called graph trace regression model
Yi = trace(XTi Θ) + ϵi where Yi is numerical and Xi is a graph object (e.g.
the edge probability matrix Pi or the adjacency matrix Ai).
This thesis is structured as follows. In Section 2, we introduce the problem
setups and discuss trace regression models in general settings. In Section 3,
we investigate the algorithm that produces low-rank estimate of the unknown
coefficient matrix in trace regression. In Section 4, we specify the trace regres-
sion model in a particular setting of interest – when the data matrix represents
information of a graph. In Section 5, we illustrate the power of the algorithm
of choice by looking at results from simulation and a neuroscience dataset.
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2.1 Notations and models
2.1.1 Notations
We start from establishing the notations. We use boldface (resp., regular) letters
to represent vectors and matrices (resp., scalars). As convention, the identity
matrix and zero matrix are denoted by I, 0 respectively. We use Rmn (resp.,
Rm×n) to denote the space of mn−dimensional (resp., m−by−n dimensional )
real vectors (resp., matrices). The Frobenius and nuclear norm of a matrix is
denoted by || · ||F and || · ||∗ respectively. For a matrix X, we use Xij or Xi,j to
denote the (i, j)th entry of X; for a vector v, we use vi or [v]i to represent the ith
component of v. The vectoriezd version of a matrix X ∈ Rm×n is denoted by
vec(X) ∈ Rmn where vec(X) = (XT1 , XT2 , . . . , XTn )T in which Xi represents the
ith column of X. We define the inner product of any two matrices A, B ∈ Rm×n
to be ⟨A, B⟩ := trace(ATB). In particular, we are interested in the case when
AT = A, then ⟨A, B⟩ = trace(AB).
We let G to represent a graph which is an ordered pair of (V, E) where V
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(resp., E) is the set of vertices (resp., edges). We are interested in the case of
finite dimensional graphs meaning |V|, the cardinality of V, is finite. When
|V| = n < ∞, we represent V to be V = {1, 2, . . . , n}. When there exists an
edge connecting vertex j, k ∈ V, then (j, k) ∈ E. In what follows, we let A
denote the so-called adjacency matrix representing a finite graph G. We limit
our scope of study to the undirected (Ajk = Akj) and unweighted graphs that
contain no self-loops (Ajj = 0). In particular, for an unweighted graph, A is a
matrix of only zeros and ones where
Aij =
{
1 if (i, j) ∈ E
0 if (i, j) /∈ E
While these assumptions on A are not required for the optimization algo-
rithm we use, they match the settings of the applications discussed after the
algorithm.
When X is a one-dimensional random variable, E(X) is the expectation
of X as convention. We say the matrix X ∈ Rm×n is a m−by−n dimensional
random matrix if each element of X is a one-dimensional random variable and
E(X) represents the element-wise expectation of X.
2.1.2 Trace Regression Models
2.1.2.1 Generic Trace Regression Model
Given a collection of N matrices {Xj ∈ Rm×n}Ni=j and a set of dependent
variable {Yj ∈ R}Nj=1, the generic trace regression model is of the form
Yj = ⟨Xj, Θ⟩+ ϵi = trace(XTj Θ) + ϵi (2.1)
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where Θ ∈ Rm×n is the underlying true coefficient matrix and ϵi’s are inde-
pendent errors with E(ϵi|Xi) = 0. The goal of this thesis is to estimate the
unknown Θ while restricting Θ̂ to be of low rank.
Note that model (2.1) generalizes the traditional linear regression model in
a way that Xj’s and Θ in model (2.1) are square diagonal matrices. To illustrate,
let {Xj}Nj=1, Θ ∈ Rn×n and define xi := diag(Xi) ∈ Rn, ` := diag(Θ) ∈ Rn i.e.
xi (resp., θ) is the vector of diagonal elements of Xi (resp., Θ). Then model (2.1)
is equivalent to Yj = xTj θ + ϵi – the classical linear regression model.
Moreover, note that components of Θ in model (2.1) share a similar inter-
pretation with that of θ. In model (2.1), Θij is the coefficient corresponding to
Xjk; that is, Θjk gauges the contribution of Xjk to the response. In the classical
linear regression form, θk measures the contribution of the kth component of
vector x (i.e. the kth predictor) to the response.
In this manuscript, we are particularly interested in estimating the un-
known Θ with rank constraint. Ideally, we would like to have a low rank
estimate Θ̂ to the unknown true Θ. While the sparsity constraint on the
unknown coefficient matrix is usually imposed in order to enhance model
interpretability, our rank constraint can be regarded as a generalized sparsity
constraint. Remarkably, for linear regression model as a special case of the
trace model (2.1), a sparse Θ is equivalent to a low rank Θ since Θ is diago-
nal. In the general form of (2.1), the low rank Θ suggests that the number of
effective parameters of (2.1) is small.
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2.1.2.2 Generalized Trace Regression Model
Just like in the classical linear regression case where logistic regression is
developed to handle the binary response variable, we can also specify model
(2.1) particularly when Yi is dichotomous. Let η⋆i = trace(X
T
i Θ); the logistic





⏐⏐⏐Xi) = trace(XTi Θ) (2.2)
which means given Xi, Yi follows Bernoulli distribution with success proba-




. Note that a special case is when each Xi ∈ Rd×d is
a square singleton matrix in a sense that all entries of Xi are zero except for
one nonzero element. Then Xi can be written as Xi = ea(i)eTb(i) where e· is a
column vector of all zeros except for the · entry to be one and a(i), b(i) are just
two functions of the index i that produce two integers from 1 to d. Then the





⏐⏐⏐Xi) = trace(XTi Θ) = Θa(i),b(i) (2.3)
Fan, Gong, and Zhu (2018) discusses how to obtain a low-rank estimation of Θ
of model (2.2). In addition to the applications in the compound classification
and mental-illness diagnosis mentioned before, model (2.2) can also be utilized
to study problems in other fields. See Lee et al. (2014).
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In what follows, we will illustrate how we can apply the so-called singular
value thresholding algorithm (SVT) (Cai, Candès, and Shen, 2010) to estimate
Θ in model (2.1).
3.1 Preliminaries
The SVT algorithm has its name due to its reliance on the singular value
shrinkage operator discussed below. First recall that for a matrix X ∈ Rm×n of
rank d, its reduced singular value decomposition (SVD) can be written as
X = UΛVT with Λ = diag({σi}di=1)
where U (resp., V) is the left (resp., right) singular value matrix of size m by
d (resp., n by d) with orthonormal columns and positive σi, ∀i = 1, 2, . . . , d.
Hereafter, we will work with this reduced form of SVD. Now for τ > 0 –
the threshold applied on Λ – we define the singular value soft-thresholding
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operator Dτ as follows
Dτ(X) := UDτ(Λ)VT, with Dτ(Λ) := diag({(σi − τ)+}di=1)
where for any real number a,
(a− τ)+ =
{
a− τ if a ≥ τ
0 otherwise
Note that although SVD of a matrix may not be unique, the singular value
soft-thresholding operator Dτ is well defined.
Moreover, for the linear transformation A defined in (6), we define A∗ to






Note that for model (2.3) and (2.4), the definition of A∗(Y) is the same as
above except that Pi is replaced by Ai and Âi respectively.
3.2 Algorithm
In the preliminaries, we detailed the derivation of the algorithm for the ma-
trix completion problem. This algorithm can be easily adapted to the trace
regression problem as will and can be seen at the end of this section.
From the view of Lagrange multiplier, the optimization problem is
min fτ(X)
subject to PΩ(X) = PΩ(Θ)
where fτ(X) = τ||X||∗ + 12 ||X||2F, Θ is the unknown true coefficient matrix
in model (2.1), and PΩ is the orthogonal projector onto the span of matrices
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vanishing outside of Ω so that
[PΩ(X)]i,j =
{
[X]i,j if (i, j) ∈ Ω
0 otherwise
The constraint can be rewritten as PΩ(Θ− X) = 0 so the Lagrangian for
this problem is
L(X, λ) = fτ(X) + ⟨λ,PΩ(Θ− X)⟩
where λ ∈ Rn1×n2 .
Recall that the strong duality result for saddle points suggests that if
(X∗, λ∗) is the saddle point of the Lagrangian, i.e.
max
λ
L(X∗, λ) = L(X∗, λ∗) = min
X
L(X, λ∗)
then X∗ and λ∗ are the solutions to the primal and dual problem respectively.
In this light, we can apply Uzawa’s algorithm to iteratively approach the
saddle point of the problem and therefore obtain the optimal solution. Starting
from λ0 = 0, the iterative procedure can be defined as{
L(Xk, λk−1) = minX L(X, λk−1)
λk = λk−1 + skPΩ(Θ− Xk)
where {sk ∈ R+}k≥1 is a sequence of step sizes. Note that Uzawa’s algo-
rithm indeed leads the current iterate in the direction of the gradient or of a











therefore the update of λk can be derived by
λk = λk−1 + sk
∂L(X̄, λ)
∂λ
= λk−1 + skPΩ(Θ− X̄)
Further, it can be shown that X̄ = Dτ(PΩ(λ)) = Dτ(λ), so the Uzawa’s
iterates become {
Xk = Dτ(λk−1)
λk = λk−1 + skPΩ(Θ− Xk)
In the context of model (2.1), let {Mi} and {Yi} be the collection of adja-
cency matrices and the corresponding response variables, the optimization
problem becomes
min fτ(X)
subject to A(X) = Y
where A is a linear transformation defined by [A(X)]i = ⟨Mi, X⟩.
The Lagrangian function takes the form of
L(X, λ) = fτ(X) + ⟨λ, Y−A(X)⟩
where λ ∈ RN is the Lagrangian multiplier vector corresponding to the
equality constraint A(X) = Y. The Uzawa’s iteration in this context can be
summarized in the following procedure:
15
Algorithm 1 Singular value thresholding algorithm
1: procedure SVT({Mi ∈ Rn×n, Y ∈ Rn}Ni=1, τ > 0, kmax, ϵ > 0)
2: Set k← 0, λ0 ← 0, X0 = 0
3: Compute the square of the Lipschitz constant L2 = N ×max{||Mi||2F}
4: while ||Y−A(X0)||F/||Y−A(Xk)||F > ϵ and k ≤ kmax do
5: Compute A∗(λj−1) = ∑Ni=1[λk−1]i ·Mi




7: Compute A(Xk) =
(
⟨M1, Xk⟩, . . . , ⟨Mn, Xk⟩
)
8: Choose αk ∈ (0, 1), set δk = αk · 2L2 ▷ Choose the step size
9: Compute λk = λk−1 + δk(Y−A(Xk))
10: Set k← k + 1
11: return X∗ = Xk ▷ The estimate is Θ̂ = X∗
where the Lipschitz constant corresponds to the function F (X) = Y −
A(X) in a sense that for any two matrices X, X′,
||F (X)−F (X′)|| ≤ L||X− X′||F
and X∗ is the final estimate of the unknown coefficient matrix Θ.
If the step size δk is chosen between (0, 2L2 ), the SVT algorithm is guaranteed
to converge to a unique solution. In model (2.1), Y is the response variable
and X plays the role of the unknown coefficient matrix Θ.
16
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4.1 Underlying Graph Models
Since we particularly focus on the graph trace regression models, it is impor-
tant to understand the underlying structure of the graphs. While there are
many graph models to choose, two of them are of our interest: (1) random dot
product graph (RDPG) and (2) stochastic block model (SBM).
4.1.1 Random Dot Product Graph
Definition. (RDPG). Let F be a d−dimensional distribution on a set Z ∈ Rd
where zT1 z2 ∈ [0, 1], ∀z1, z2 ∈ Z . Let Z = (zT1 , zT2 , . . . , zTn ) ∈ Zn ⊂ Rn×d
where n corresponds to the number of vertices of the graph. We say (Z, A) ∼
RDPG(F), if zi’s are i.i.d. random vectors following F−distribution and
conditioned on Z, Ajk are independent random variables following Bernoulli
distribution,
Ajk ∼ Bernoulli(zTj zk)
18




⏐⏐Z) = Πj<k(zTj zk)Ajk(1− zTj zk)1−Ajk
In other words, rows of Z are latent positions of the adjacency matrix A to a
random dot product graph where rows of Z are independent random vectors
following F−distribution.
In addition, we define P := ZZT as the edge probability matrix; i.e. Pij
is the probability that there is an edge between vertex i and vertex j. The
collection of Pi’s is the input in model (4.1). The realizations of these Pi’s – the
adjacency matrices Ai’s – are the input of model (4.2). When we treat the latent
positions Z as the parameter, the notation can be rewritten as A ∼ RDPG(Z).
Note that there are two tiers of randomness in the RDPG model. The under-
lying randomness lies in the latent position Z (rows of Z are random vectors)
which makes parameter of the Bernoulli distribution –the inner product of
two rows of Z– for each Ajk a random variable. The higher tier of randomness
is in the edge probability matrix P where each entry in its realization A follows
a Bernoulli distribution.
4.1.2 Stochastic Block Model
The stochastic block model (SBM) was introduced in the manuscript by Hol-
land, Laskey, and Leinhardt (1983). It is a special case of independent-edge
random graph in a sense that the vertices can be grouped into K commu-
nities (or blocks) and the probability that two nodes are connected is deter-
mined by the block membership of the nodes. That said, SBM is usually
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characterized by the following two features: (1) an edge probability matrix
B ∈ [0, 1)K×K whose (i, j)th entry indicates the probability that a node in
block i is connected to a node in block j, and (2) a block assignment function
ν : {1, 2, . . . , n} ↦→ {1, 2, . . . , K} that manifests the block membership of each
vertex. In other words, now the edge probability matrix P has the following
property
Pi,j = Bν(i),ν(j)
and the notation is A ∼ SBM(B, ν).
In what follows, We present an alternative characterization of SBM as a
special case of RDPG model:
Definition. (SBM). Given A ∈ Rn×n ∼ RDPG(Z), we say A is an adjacency
matrix of a K−block SBM graph if there are K distinct rows in Z = (zT1 , . . . , zTk )
where zTi is the i
th row of Z. Further, we define the block assignment function
{1, 2, . . . , n} ↦→ {1, 2, . . . , K} such that ν(j) = ν(k) if and only if zTi = zTj . We
then write
A ∼ SBM(ν, {zi}Ki=1)
Furthermore, we consider the case when the block membership is not pre-
determined; i.e. each vertex is randomly assigned to a block. To be specific,
let π ∈ (0, 1)K such that ∑nk=1 πk = 1 and assume that the block assignments
ν(1), . . . , ν(n) are i.i.d. random variables following Categorical(π) In other
words, Pr(ν(i) = j) = πj for j = 1, 2, . . . , K. Now we write
A ∼ SBM(π, {zi}Ki=1)
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4.2 Graph Trace Regression Settings
In this thesis, we focus on the case when the data are a collection of graphs
{Gi = (Vi, Ei)}Ni=1. For Xi, there are three possible cases: (i) Xi = Pi ∈ Rm×m
where Pjk = Pr
(
(j, k) ∈ Ei
)
; that is, the (j, k)th entry of Pi is the probability
that there is an edge connecting vertex i and vertex j, (ii) Xi = Ai ∈ Rm×m; i.e.,
the ith sample point is the adjacency matrix of Gi, and (iii) Xi = Âi where Âi is
a low rank approximation for Ai. In what follows, we discuss the rationales
and characteristics of model (2.1) in the three types of {Xi}Ni=1.
(i) Xi = Pi ∈ Rm×m.
Since we assume Gi’s are undirected graphs, Pi’s are thus symmetric.
This implies model (2.1) becomes
Yi = ⟨Pi, Θ⟩+ ϵi = trace(PTi Θ) + ϵi = trace(PiΘ) + ϵi (4.1)
where Θ ∈ Rm×m is the true coefficient matrix and ϵi are independent
errors with E(ϵi|Pi) = 0. Note that because Pi encapsulates the underly-
ing true graph structure information, there is no measurement error in
the input {Pi}Ni=1. However, in applications, we are usually only able to
see the realizations of Pi’s, i.e. the Gi’s and the corresponding Ai’s, but
unable to observe Pi’s. This leads to the following second variation of
model (2.1).
(ii) Xi = Ai ∈ Rm×m.
Again, as Gi’s are undirected, Ai’s are also symmetric, suggesting model
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(2.1) becomes
Yi = ⟨Ai, Θ⟩+ ϵi = trace(ATi Θ) + ϵi = trace(AiΘ) + ϵi (4.2)
where Θ ∈ Rm×m is the true coefficient matrix and ϵi are independent
errors with E(ϵi|Pi) = 0. We posit that there is measurement error in the
input {Ai}Ni=1 as it is the case in many applications.
In this regard, model (4.2) can be viewed as noisy version of model (4.1)
where the noise not only lies in ϵi but in the input Ai as well. While there
are assorted ways of denosing a matrix, in this manuscript we replace
Ai by its low rank approximation Âi in model (4.2). This leads to the
third variation of model(2.1) as follows.
(iii) Xi = Âi ∈ Rm×m.
The particular low rank approximation technique we adopt is based on
the spectral decomposition of Ai. Since Ai is a real symmetric matrix,
then




where Di = diag{λ1, λ2, . . . , λm} with λ1 ≥ λ2 ≥ · · · ≥ λm ∈ Rm.








i = diag{λ1, . . . , λd, 0, . . . , 0} ∈ R
m×m.
Clearly, Âi is also symmetric.
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Now it follows that model (4.2) becomes
Yi = ⟨Âi, Θ⟩+ ϵi = trace(ÂTi Θ) + ϵi = trace(ÂiΘ) + ϵi (4.3)
where Θ ∈ Rm×m is the true coefficient matrix and ϵi are independent
errors with E(ϵi|Pi) = 0.
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In this chapter, we present results from a simulation study and a neuroscience
application to illustrate the applicability of the SVD algorithm on the problem
of trace regression estimation.
5.1 Simulation
In this first experiment, we show that the MSE of the testing sample can
be as low as Var(ϵi) in model (4.1), therefore suggesting SVT yields decent
prediction accuracy while keeping the estimator to be of low rank.
In this case, we simulate 600 sample points {(Gi ∈ R200×200, Yi ∈ R)}600i=1
representing 600 individuals with Gi being the graph and Yi being the depen-
dent variable. We then split the data set into training and testing sets which
contain 500 and 100 sample points respectively. Further, we categorize sample
points into four classes: male and young (M-Y), male and old (M-O), female
and young (F-Y), and female and old (F-O). In the training (resp., testing) set,






Table 5.1: Block assignment
We add complexity by assuming that Gi ∼ SBM(B) while different age
(resp., gender) groups have different block assignments (resp., edge proba-
bility matrix). To be specific, for each subclass, we first simulate the RDPG
edge probability matrix Pi = ZiZTi where Zi ∈ R200×3 and rows of Zi are i.i.d.
Dirichlet random vector of size 3.
Next, we specify the block assignment as in Table 5.1.
Note that we artificially make block 2 to be the special block containing
vertices {Vi}120i=101. Its particularity lies in its within-block edge connection
probability: in the edge probability matrix of either man or woman, B2,2
is considerably larger than other entries of B. This configuration of block
assignment and the simulation of B mean that there are, in expectation, more
edges connecting vertices that are both in block 2.
Based on the block assignment, we then convert each Pi ∈ R200×200 into
Bi ∈ R3×3 where [Bi]j,k (i.e. the (j, k)th entry of matrix Bi where j, k ∈ {1, 2, 3})
is the mean of those entries of Pi which represent the probability that a vertex
in block j is connected to a vertex in block k. Each Gi is a realization of
SBM(Bi).
According to the choice of parameters in the Dirichlet distribution, within
each gender group (male and female), Bi’s are alike in a sense that [Bi]j,k
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should concentrate around the value equal to the mean of {[Bi]j,k}200i=1 for
j, k ∈ {1, 2, 3}. Therefore the element-wise mean of Bi’s in each gender group
can summarize the information about edge connectivity probability:
B(Male) =
⎡⎣0.43 0.27 0.270.27 0.8 0.27
0.27 0.27 0.43
⎤⎦ , B(Female) =
⎡⎣0.43 0.27 0.270.27 0.75 0.27
0.27 0.27 0.43
⎤⎦
Note that the only remarkable difference lies in the (2, 2)th entry of B. This
means on expectation, men have more edges connecting vertices that are both
from block 2 than women do.
We then simulate the underlying true coefficient matrix Θ with the restric-
tion that all entries are 0 except those in the position (upper left) {101, . . . , 110}×
{101, . . . , 110} and (bottom right) {110, . . . , 120} × {110, . . . , 120} where × is
the Cartesian product. Note that the upper left and bottom right positions
correspond to block 2 of the young and the old respectively. Furthermore, the
upper left entries are drawn independently from Uni f (16− δ, 16 + δ) and the
bottom right from Uni f (1− δ, 1 + δ) where δ = 0.1 in both cases. Together,
these imply that (i) only those edges which connect vertices in block 2 will
contribute to the response and (ii) relatively speaking, contribution of block
2 is greater in the young group than in the old one. So far we have set up Gi
and Θ; then we can simulate the response variable Y using the formula
Yi = trace(ÂiΘ) + ϵi
where we try out five different settings of ϵi where ϵi
i.i.d.∼ Normal(0, SD2(ϵi))
and SD(ϵi) ∈ {5, 10, 20, 30, 50}. The simulation can be seen below where the
two clumps correspond to the difference in the parameters of the Uniform
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distribution:
Figure 5.1: Distribution of training Y
Next, we train Y(train)i by Â
(train)
i using SVT and then fit Y
(test)
i . The output
is summarized in Figure 5.3.
From the simulation result table, we see that (i) MSE of both the training
sample and the testing sample are substantially smaller than Var(Y(train)i ) and
Var(Y(test)i ), suggesting SVT gives decent prediction accuracy and (ii) there is,
to some degree, overfitting as can be seen from the relatively larger scale of
Var(Y(test)i ) compared to Var(Y
(train)
i ). In addition, despite depending on the
choice of threshold value τ, we can generally obtain a low rank estimate Θ̂
where rank(Θ) = 20 and Θ ∈ R200×200. That is to say, SVT achieves our two
ideal goals: sound prediction accuracy and low rank.
28
Figure 5.2: Distribution of testing Y
Figure 5.3: Simulation result
5.2 Neuroscience Application
In this second experiment, we illustrate how SVT can be applied to predict
the composite creativity index (CCI) based on brain connectomes. The dataset
contain two parts: (1) numeric CCI of 109 volunteers, scored using the Consen-
sual Assesment Technique (Amabile (1983)) and (2) a collection of adjacency
matrices of size 70−by−70, each of which is converted from a volunteer’s
Multimodal Magnetic Resonance Imaging (MRI). Note that the matrices are
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symmetric, sparse, and entries are either 1 or 0. Techniques of transforming
from MRI to graphs are discussed in Brant-Zawadzki, Gillan, and Nitz, 1992,
Desikan et al., 2006, and Kiar et al., 2016. In the past, most studies focus on
finding and testing which brain regions significantly affect CCI (Arden et al.,
2010); in addition, Wang, Vogelstein, and Priebe, 2017 provides a different
perspective: extract important loadings by jointly embedding all graphs and
regress CCI on the loadings. Here we adopt a brand new approach by directly
constructing the trace regression model (4.3) to predict CCI. The procedure
is summarized below. First, we obtain a low rank approximation of each
adjacency matrix (Âi in model (4.3)) by selecting the three largest eigenvalue
of Ai. This allows us to denoise the input. Then, we manually split the dataset
into 10 folds and each time assign one of the fold as the testing sample and
the rest the training. We apply the SVT algorithm on the training sample to
estimate the unknown coefficient matrix in model (4.3) by treating the Âi’s as
the independent variables and CCI as the response variable.That is,
CCItraini ∼ trace(Âtraini ·Θ) + ϵi
Finally, we predict CCI of the testing sample using Θ̂ and compare the predic-
tion with the true values.
Note that since we observe the overfitting effect from the previous simu-
lation study, we record the performance of SVT on both the training and the
testing sample over each iteration of the SVT algorithm.
From Figure 5.4 and Figure 5.5, we see a clear overfitting phenomenon
in both MAE and MSE: as the iteration increases, training MSE and MAE
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Figure 5.4: MAE of SVT
keep decreasing while testing MSE and MAE first decline and then rise. The
optimal MSE and MAE both exceed the corresponding MAE and variance
of CCI, suggesting SVT does not outperform the mean of CCI in terms of
prediction accuracy. However, the discrepancy of the results between SVT and
the mean of CCI is not that large. On the other hand, the rank of Θ̂ across the
whole range of iterations are small (usually from 3 to 5). Together, these imply
that although SVT is not better than the mean of CCI in this dataset, it can
to some degree select the important loadings from the graphs and therefore
improve interpretability of the model.
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Figure 5.5: MSE of SVT
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In summary, the novelty of this thesis lies in the combination of (i) the gener-
alization of the trace regression model which has yet well investigated in the
context of graph input and (ii) the application of SVT, an algorithm originally
proposed for the purpose of matrix completion instead of trace regression
estimation. Through simulation study and experiment on real dataset, we
demonstrated the practicality of the model and the estimation method; the
procedure can thus be applied to other disciplines. Future work could be de-
voted into further exploration of the estimation method that may potentially
produces not just low-rank but ideally sparse estimation of the coefficient
matrix, whereby one is able to screen out exactly which vertices (or edges)
play the most important role in determining the response. However, the
pursuit of sparsity may contradict with the low-rank property (considering
the identity matrix which is sparse but of full rank) and therefore awareness
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