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Abstract. We consider critical points of master functions associated with integral dom-
inant weights of Kac-Moody algebras and introduce a generating procedure constructing
new critical points starting from a given one. The set of all critical points constructed
from a given one is called a population. We formulate a conjecture that a population is
isomorphic to the flag variety of the Langlands dual Kac-Moody algebra and prove the
conjectures for algebras slN+1, so2N+1, and sp2N .
We show that populations associated with a collection of integral dominant slN+1-
weights are in one to one correspondence with intersection points of suitable Schubert
cycles in a Grassmannian variety.
1. Introduction
Let h a the Cartan subalgebra of slr+1; ( , ) the Killing form on h
∗; α1, . . . , αr ∈ h∗
simple roots; Λ1, . . . ,Λn ∈ h∗ dominant integral weights; l1, . . . , lr non-negative integers;
z1, . . . , zn distinct complex numbers. The master function Φ associated with this data
is the rational function of l1 + · · · + lr variables t(1)1 , . . . , t(1)l1 , . . . , t
(r)
lr
, given by formula
(2.1). We may think that l1 + · · · + lr + n particles are given in C. The particle t(i)j
has weight −αi and the particle zs has weight Λs. The particles interact pairwise. The
interaction of particles x and y with weights v and w, respectively, is given by (x−y)(v,w).
Then total interaction is the product of such terms over all pairs. The master function
describes the interaction of t-particles with t-particles and z-particles. We ignore the
interaction of z-particles with z-particles since the positions of z particles will be fixed in
our considerations.
The master function appears in hypergeometric solutions to the KZ equations with
values in the tensor product of irreducible highest weight representations LΛ1 , . . . , LΛn
with highest weights Λ1, . . . ,Λn, respectively. The solutions have the form
u(z) =
∫
Φ(t, z)
1
κ A(t; z) dt ,
where κ is the parameter of the KZ equations and A(t; z) is some explicitly written
rational function with values in the tensor product [SV].
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The master function also appears in the Bethe ansatz of the Gaudin model with values
in the same tensor product [RV]. In that case the value of the function A( · ; z) at a point
t is an eigenvector of the commuting Gaudin Hamiltonians if t is a critical point of the
master function.
In this article we study critical points of the master function on the set where all
{t(i)j , zs} are distinct. In other words we study those positions of distinct particles {t(i)j }
in the complement to {zs} which extremize the master function.
The master function is symmetric with respect to permutations of variables {t(i)j } with
the same upper index. It is convenient to use symmetric coordinates. To every point {t(i)j }
we assign a tuple of polynomials y = (y1, . . . , yr) of one variable x with yi(x) =
∏
j(x−t(i)j ).
The master function can be considered as a function on the space C0l1 [x] × · · · × C0lr [x],
where C0d[x] is the affine space of monic polynomials of degree d. We consider the critical
set of the master function on this product.
The Weyl group W acts on h∗. For w ∈ W and λ ∈ h∗ denote w · λ = w(λ + ρ) − ρ
the action of the Weyl group shifted by ρ, the half sum of positive roots. Set Λ∞ =∑n
s=1 Λs −
∑r
i=1 liαi.
Let B ⊂ SL(r + 1,C) be a Borel subgroup. The flag variety SL(r + 1,C)/B has the
Bruhat cell decomposition SL(r + 1,C)/B = ⊔w∈WGw with Gw = BwB/B.
Theorem 1.1.
• If Λ∞ belongs to one of the reflection hyperplanes of the shifted action of the Weyl
group, then the master function does not have critical points such that {t(i)j , zs}
are distinct.
• Let w0 ∈ W be such that Λ˜∞ = w0 · Λ∞ is dominant. If Λ˜∞ −
∑n
s=1 Λs is not a
linear combination of simple roots with non-negative coefficients, then the master
function does not have critical points such that {t(i)j , zs} are distinct.
• Let Λ˜∞ = w0 ·Λ∞ be dominant. Assume that Λ˜∞−
∑n
s=1 Λs is a linear combination
of simple roots with non-negative coefficients. Let a tuple y0 ∈ C0l1 [x]×· · ·×C0lr [x]
represent a critical point of the master function such that {t(i)j , zs} are distinct.
Then the closure in C0l1 [x]× · · ·×C0lr [x] of the connected component of the critical
set containing y0 is isomorphic to the Bruhat cell Gw0.
• The number of connected components of the critical set is not greater, than the
multiplicity of the representation LΛ˜∞ in the tensor product LΛ1 ⊗ · · · ⊗ LΛn.
Conjecturally for generic z1, . . . , zn and arbitrary integral dominant weights LΛ1⊗· · ·⊗
LΛn the number of connected components is equal to the multiplicity indicated in part 4
of the theorem. For sl2 the theorem and the conjecture are proved in [ScV].
For sl2 the theorem takes the following form. Irreducible representations are labeled
by non-negative integers. Denote La the irreducible representation with highest weight
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a ∈ Z≥0, dimLa = a + 1. The master function takes the form
Φ(t; z) =
l∏
j=1
n∏
s=1
(tj − zs)−ms
∏
1≤i<j≤l
(ti − tj)2
for given positive integers m1, . . . , mn. Set |m| = m1 + · · · + mn. To every t assign a
polynomial y(x) =
∏l
j=1(x− tj) and consider the master function as a function on C0l [x].
Theorem 1.2. [ScV]
• If |m|+1− l < 0 or |m|+1− l = l, then the master function does not have critical
points on the set where {tj, zs} are distinct.
• If l < |m|+1−l, then for generic z1, . . . , zn the number of polynomials y, such that
y represents a critical point and {tj , zs} are distinct, is equal to the multiplicity
of the representation L|m|−2l in the tensor product Lm1 ⊗ · · · ⊗ Lmn. The critical
points are non-degenerate.
• Assume that 0 < |m|+1− l < l, and z1, . . . , zn are generic. Let a tuple y0 ∈ C0l [x]
represent a critical point of the master function such that {tj , zs} are distinct. Then
the closure in C0l [x] of the connected component of the critical set containing y
0 is
a straight line. The total number of the straight lines is equal to the multiplicity
of the representation L2l−2−|m| in the tensor product Lm1 ⊗ · · · ⊗ Lmn.
In Section 2 we consider master functions associated with a Kac-Moody algebra. In
Section 3 we describe a reproduction procedure which constructs new critical points if a
critical point is given. This is the first main ingredient of this paper.
We introduce the notion of the population of critical points originated at a given crit-
ical point as the set of all critical points which are constructed from a given one by the
reproduction procedure. Every population consists of critical points of several master
functions. We develop basic properties of populations and formulate a conjecture that
every population is isomorphic to the flag variety of the Kac-Moody algebra Langlands
dual to the initial Kac-Moody algebra. We conjecture that the master functions whose
critical points enter a given population are labeled by elements of the Weyl group, and
the part of the population, consisting of critical points of the master function labeled by
an element w ∈W, is isomorphic to the Bruhat cell Gw of the flag variety. We conjecture
that the number of populations originated at critical points of a given master function for
generic z1, . . . zn is given in terms of the representation theory as the multiplicity of a suit-
able irreducible representation in a suitable tensor product of irreducible representations,
cf. Theorem 1.1.
In Section 4 we remind some statements from Schubert calculus.
In Section 5 we collect the results on slr+1-populations, in particular Theorem 1.1 is
proved. In Section 5 we assign to every critical point y an r + 1-dimensional space V of
polynomials in one variable. This is the second main object of the paper.
We describe the ramification properties of V (in the sense of Schubert calculus) in terms
of complex numbers z1, . . . , zn, weights Λ1, . . . ,Λn, and the integers l1, . . . , ln, associated
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to the initial master function. We prove that the population originated at y is naturally
isomorphic to the full flag variety FL(V ) of the space V . Knowing ramification properties
of the spaces V , assigned to critical points of the initial master function, and applying
Schubert calculus we give an estimate from above on the number of populations originated
at critical points of the initial master function.
We show that every r + 1-dimensional vector space of polynomials of one variable
corresponds to an slr+1-population of critical points.
In Section 6 we develop the notion a selfdual vector space of polynomials of one variable.
We show that a selfdual vector space has a canonical bilinear form ( , ) which is symmetric
if the dimension of the space is odd and is skew-symmetric if the dimension is even. We
discuss properties of the variety FL⊥(V ) ⊂ FL(V ) of full flags isotropic with respect to
the canonical bilinear form.
In Section 7 we study so2N+1 and sp2N populations. We assign to every critical point
y of a master function associated with so2N+1 a selfdual 2N -dimensional space of poly-
nomials V in one variable. We describe the ramification properties of V (in the sense of
Schubert calculus) in terms of numbers {zs}, weights {Λs} and the vector {ls} associated
to the initial master function. We prove that the population originated at y is naturally
isomorphic to the variety FL⊥(V ) of isotropic flags of the space V .
We assign to every critical point y of a master function associated with sp2N a selfdual
2N +1-dimensional space of polynomials V in one variable. We describe the ramification
properties of V (in the sense of Schubert calculus) in terms of numbers {zs}, weights
{Λs} and the vector {ls} associated to the initial master function. We prove that the
population originated at y is naturally isomorphic to the variety FL⊥(V ) of isotropic
flags of the space V .
The notion of a selfdual space of polynomials of one variable and the construction of
the selfdual space of polynomials, associated to a critical point of the so2N+1 or sp2N type,
is the third main object of the paper.
According to our conjecture there has to exist a Schubert calculus of selfdual 2N -
dimensional spaces of polynomials where the intersection numbers of Schubert cycles
would be given in terms of representation theory of so2N+1. Analogously there has to
exist a Schubert calculus of selfdual 2N + 1-dimensional spaces of polynomials where the
intersection numbers of Schubert cycles would be given in terms of representation theory
of sp2N .
In Section 7 we formulate Theorems 7.5 and 7.10 that every 2N -dimensional selfdual
space corresponds to an so2N+1-population and every 2N + 1-dimensional selfdual space
corresponds to an sp2N -population.
In Section 8 we sketch the theory of populations of germs of holomorphic functions of
one variable and then prove Theorems 7.5 and 7.10.
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In the Appendix useful facts about Wronskians are collected.
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Miura transformations [FFR, Fr]. We plan to develop those connections in a future joint
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We thank A. Gabrielov, A. Eremenko and D. Novikov for useful discussions.
2. Master functions and critical points
2.1. Kac-Moody algebras. Let A = (aij)
r
i,j=1 be a generalized Cartan matrix, aii = 2,
aij = 0 if and only aji = 0, aij ∈ Z≤0 if i 6= j. We assume that A is symmetrizable, there
is a diagonal matrix D = diag{d1, . . . , dr} with positive integers di such that B = DA is
symmetric.
Let g = g(A) be the corresponding complex Kac-Moody Lie algebra (see [K], §1.2),
h ⊂ g the Cartan subalgebra. The associated scalar product is non-degenerate on h∗ and
dim h = r + 2d, where d is the dimension of the kernel of the Cartan matrix A.
Let αi ∈ h∗, α∨i ∈ h, i = 1, . . . , r, be the sets of simple roots, coroots, respectively. We
have
(αi, αj) = di aij ,
〈λ, α∨i 〉 = 2(λ, αi)/(αi, αi), λ ∈ h∗.
Let P = {λ ∈ h∗ | 〈λ, α∨i 〉 ∈ Z}. A weight Λ ∈ h∗ is dominant integral if 〈Λ, α∨i 〉 are
non-negative integers for all i.
Fix ρ ∈ h∗ such that 〈ρ, α∨i 〉 = 1, i = 1, . . . , r. We have (ρ, αi) = (αi, αi)/2.
The Weyl group W ∈ End(h*) is generated by reflections si, i = 1, . . . , r,
si(λ) = λ− 〈λ, α∨i 〉αi, λ ∈ h∗.
We use the notation
w · λ = w(λ+ ρ)− ρ, w ∈W, λ ∈ h∗,
for the shifted action of the Weyl group.
The Kac-Moody algebra gt = g(At) corresponding to the transposed Cartan matrix At
is called Langlands dual to g.
2.2. The definition of master functions and critical points. Let Λ = (Λi)
n
i=1,
Λi ∈ P; z = (zi)ni=1 ∈ Cn, l = (l1, . . . , lr) ∈ Zr≥0, t = (t(i)j , j = 1, . . . , li)ri=1. We call Λi the
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weight at a point zi; t
(i)
j a variable of color i. Define
Λ∞ =
n∑
i=1
Λi −
r∑
i=1
liαi ∈ P
and Λ¯ = (Λ1, . . . ,Λn,Λ∞).
The master function Φg(A)(t; z; Λ¯) is defined by
Φg(A)(t; z; Λ¯) = (2.1)
r∏
i=1
li∏
j=1
n∏
s=1
(t
(i)
j − zs)−(Λs,αi)
r∏
i=1
∏
1≤j<s≤li
(t
(i)
j − t(i)s )(αi,αi)
∏
1≤i<j≤r
li∏
s=1
lj∏
k=1
(t(i)s − t(j)k )(αi,αj) ,
see [SV] . The function Φ is a rational function of variables t depending on parameters
z, Λ. It is symmetric with respect to permutations of variables of the same color.
A point t with complex coordinates is called a critical point of the master function Φ
if the following system of algebraic equations is satisfied
n∑
s=1
−(Λs, αi)
t
(i)
j − zs
+
∑
s, s 6=i
ls∑
k=1
(αs, αi)
t
(i)
j − t(s)k
+
∑
s, s 6=j
(αi, αi)
t
(i)
j − t(i)s
= 0 (2.2)
where i = 1, . . . , r, j = 1, . . . , li. In other words, a point t is a critical point if(
Φ−1
∂Φ
∂t
(i)
j
)
(t) = 0, i = 1, . . . , r, j = 1, . . . li.
The product of symmetric groups Sl = Sl1 × · · · × Slr acts on the critical set of the
master function permuting the coordinates of the same color. All orbits have the same
cardinality l1! · · · lr! .
In the Bethe Ansatz method applied to the Gaudin models [G] the system of equations
(2.2) is called the Bethe Ansatz equations. On relations of critical points to the Bethe
Ansatz method of the Gaudin models see [RV]. See also [Fa, Sk1, Sk2, FFR, Fr, MV].
2.3. The case of isolated critical points. In this section we give a sufficient condition
for the set of critical points to be finite and state a conjecture about its cardinality.
We say that the set of weights Λ¯ is separating if
(2Λ∞ + 2ρ +
r∑
i=1
ciαi,
r∑
i=1
ciαi) 6= 0,
for all sets of integers (ci)
r
i=1 such that 0 ≤ ci ≤ li,
∑
i ci 6= 0.
For example, if the scalar product is non-negative on the root lattice and Λ∞ is dominant
integral, then Λ¯ is separating.
The following lemma is a generalization of Theorem 6 in [ScV].
Lemma 2.1. If Λ¯ is separating, then the set of critical points is finite.
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Proof. (Cf. proof of Theorem 6 in [ScV].) If the algebraic set of critical points is infinite,
then it is unbounded. Suppose we have a sequence of critical points which is unbounded.
Without loss of generality, we assume that t
(i)
j tends to infinity for i = 1, . . . , r, j =
1, . . . , ci, and remains bounded for all other values of i, j.
Take the equation (2.2) corresponding to a variable t
(i)
j and multiply it by t
(i)
j . Then
add the resulting equations corresponding to i = 1, . . . , r, j = 1, . . . , ci, and pass to the
limit along our sequence of critical points. Then the resulting equation is
(2Λ∞ + 2ρ +
r∑
i=1
ciαi,
r∑
i=1
ciαi) = 0 .
This equation contradicts to our assumption. 
Conjecture 2.2. If all components of Λ¯ are dominant integral weights, then for generic
z1, . . . , zn the number of Sl-orbits of critical points of the master function Φ(t; z; Λ¯) is
equal to the multiplicity of the irreducible g(A)-module with highest weight Λ∞ in the tensor
product of irreducible g(A)-modules with highest weights Λi, i = 1, . . . , n. Moreover, all
critical points are non-degenerate.
Conjecture 2.2 is proved in [ScV] for g = sl2. In this paper we prove for g = sln that
the number of Sl-orbits of critical points is not greater than the above multiplicity, thus
relating the number of critical orbits and multiplicities of irreducible representations in
tensor products.
Conjecture 2.2 is related to the conjecture on completeness of the Bethe Ansatz for
Gaudin models, see [RV]. In a Gaudin model to every orbit of critical points one assigns
an eigenvector in the space of states of a family of commuting linear operators called
Hamiltonians. The Bethe Ansatz conjecture predicts that the constructed eigenvectors
span a basis in the space of states. The dimension of the space of states is equal to the
above multiplicity. Therefore, if the Bethe Ansatz conjecture were true, then the number
of orbits of critical points would be not less than the above multiplicity. The Bethe Ansatz
conjecture is proved in [RV] for g = sl2.
2.4. On limits of critical points. In this section we formulate auxiliary results which
we use later.
It is useful to consider functions more general than master functions,
Φ(t; z;µ;ν) =
n∏
s=1
l∏
i=1
(ti − zs)µi,s
∏
1≤i<j≤l
(ti − tj)νi,j .
For j > i, set νj,i = νi,j. Say that t = (t1, . . . , tl) is a critical point of Φ, if
n∑
s=1
µi,s
ti − zs +
∑
j, j 6=i
νi,j
ti − tj = 0
for i = 1, . . . , l.
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For any subset I ⊂ {1, . . . , l}, denote I¯ = {1, . . . , l} − I its complement. Say that the
pair µ,ν is separating, if∑
i∈I
∑
j∈I¯
νi,j +
∑
i,j∈I, i<j
νi,j +
∑
i∈I
n∑
s=1
µi,s 6= 0
for any non-empty subset I ⊂ {1, . . . , l}.
Lemma 2.3. If the pair µ,ν is separating, then the set of critical points of Φ is finite. 
Assume that tk = (t1,k, . . . , tl,k), k = 1, 2, . . . , is a sequence of critical points of Φ.
Assume that for every i, the sequence {ti,k} has a limit, finite or infinite, as k tends to
infinity. We show that, if we ignore the coordinates whose limit belong to {z1, . . . , zn,∞},
then the limits of the remaining coordinates form a critical point of a suitable function Φ˜
defined below.
For w ∈ C ∪ ∞, denote I(w) the subset of {1, . . . , l} consisting of all i such that
limk→∞ ti,k = w. Let t1,∞, . . . tl˜,∞ be all pairwise distinct limiting points lying in C −
{z1, . . . , zn}.
Define numbers µ˜ı˜,s, ı˜ = 1, . . . l˜, s = 1, . . . , n, by
µ˜ı˜,s =
∑
i∈I(wı˜,∞)
µi,s +
∑
i∈I(wı˜,∞)
∑
j∈I(zs)
νi,j .
Define numbers ν˜ı˜,˜, ı˜, ˜ ∈ {1, . . . , l˜}, ı˜ 6= ˜, by
ν˜ı˜,˜ =
∑
i∈I(wı˜,∞)
∑
j∈I(w˜,∞)
νi,j .
Define a function
Φ˜(t˜; z; µ˜; ν˜) =
n∏
s=1
l˜∏
ı˜=1
(t˜ı˜ − zs)µ˜ı˜,s
∏
1≤ı˜<˜≤l˜
(t˜ı˜ − t˜˜)ν˜ı˜,˜ .
Lemma 2.4. The point (t1,∞, . . . , tl˜,∞) is a critical point of the function Φ˜. 
Lemma 2.5. Assume that the pair µ0 = {µi,s, i ∈ {1, . . . , l} − I(∞), s = 1, . . . , n} and
ν0 = {νi,j, i, j ∈ {1, . . . , l} − I(∞), i 6= j} is separating. Then the pair µ˜ = {µ˜ı˜,s, ı˜ =
1, . . . , l˜, s = 1, . . . , n} and ν˜ = {ν˜ı˜,˜, ı˜, ˜ ∈ {1, . . . , l˜}, ı˜ 6= ˜} is separating. 
3. Populations of critical points
3.1. Remarks on Fuchsian equations. Consider a differential equation for a function
u(x)
u(k) + p1u
(n−1) + . . . + pku = 0 , (3.1)
where pi = pi(x) are rational functions. A point z ∈ C is called an ordinary point if all
pi(x) are holomorphic at z. A non-ordinary point is called singular.
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A singular point z ∈ C is called regular if the order of the pole of pi at z is at most i.
Equation (3.1) has an ordinary (resp., singular, regular singular) point at infinity if
after the change of variable x = 1/ξ the point ξ = 0 is ordinary (resp., singular, regular
singular).
A differential equation with only regular singular points is called Fuchsian.
Let f1, . . . , fk be linearly independent polynomials. There is a unique (up to multipli-
cation by a function) linear differential equation of order k with solutions f1, . . . , fk,
W (u, f1, . . . , fk) / W (f1, . . . , fk) = 0 ,
where
W (g1, . . . , gs) = det(g
(j−1)
i )
s
i,j=1
is the Wronskian of functions g1, . . . , gs. This equation is Fuchsian.
Consider a Fuchsian equation (3.1) and write in a neighborhood of a point z ∈ C
pi =
∞∑
s=0
pis (x− z)s−i, i = 1, . . . , k.
If a function
u = (x− z)λ (1 +
∞∑
s=1
as (x− z)s)
is a solution of equation (3.1), then λ is a root of the indicial equation at the point z
λ(λ− 1) . . . (λ− k + 1) + p10λ(λ− 1) . . . (λ− k + 2) + . . . + pk0 = 0.
The roots of the indicial equation at a point z are called exponents at z of the Fuchsian
equation. If V is the space of solutions of the Fuchsian equation, then the roots of the
indicial equation are called the exponents of V at z.
3.2. Polynomials representing critical points. Let t = (t
(i)
j ) be a critical point of a
master function Φ = Φ(t; z; Λ¯). Introduce polynomials y = (y1(x), . . . , yr(x)),
yi(x) =
li∏
j=1
(x− t(i)j ).
The r-tuple y determines the Sl-orbit of the critical point t. We say that the r-tuple of
polynomials y represents a critical point of the master function Φ. Usually we do not
distinguish between the critical points of the same Sl-orbit and identify a critical point
with the r-tuple of polynomials y representing the point.
We consider the r-tuple y up to multiplication of each coordinate by a non-zero number,
since we are interested only in the roots of polynomials y1, . . . , yr. Thus the r-tuple defines
a point in the direct product P (C[x])r of r copies of the projective space associated with
the vector space of polynomials of x.
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Introduce polynomials
Ti(x) =
n∏
s=1
(x− zs)〈Λs,α∨i 〉, i = 1, . . . , r. (3.2)
We say that a given r-tuple of polynomials y ∈ P (C[x])r is generic with respect to
integral dominant weights Λ1, . . . ,Λn of the Kac-Moody algebra g(A) and points z1, . . . zn
if
• each polynomial yi(x) has no multiple roots;
• all roots of yi(x) are different from roots of the polynomial Ti;
• any two polynomials yi(x), yj(x) have no common roots if i 6= j and aij 6= 0.
If y represents a critical point of Φ, then y is generic.
Now we reformulate the property of y to represent a critical point.
Write f ′ = ∂f/∂x and ln′(f) = f ′/f . Let polynomials Fi, Gi, i = 1, . . . , r, be given by
Fi =
n∏
s=1
(x− zs)
∏
j, aij 6=0
yj, Gi = Fi ln
′
(
Ti
∏
j, j 6=i
y
−〈αj ,α∨i 〉
j
)
.
Lemma 3.1. A generic r-tuple y represents a critical point if and only if for every
i = 1, . . . , r the polynomial Fi y
′′
i − Gi y′i is divisible by the polynomial yi. In other
words, a generic r-tuple y represents a critical point if and only if for every i = 1, . . . , r
there exists a polynomial Hi, such that deg Hi ≤ deg Fi − 2, and the polynomial yi is a
solution of the differential equation
Fi u
′′ − Gi u′ + Hi u = 0 . (3.3)
Proof. The lemma is a direct corollary of a classical result of Heine-Stieltjes, see [S],
Section 6.8. We sketch the proof.
Assume that there exist such polynomials H1, . . . , Hr. Substitute x = t
(i)
j into Fi y
′′
i −
Gi y
′
i + Hi yi = 0. We get y
′′(t
(i)
j )/y
′
i(t
(i)
j ) = Gi(t
(i)
j )/Fi(t
(i)
j ). This is exactly equation
(2.2) multiplied by 2/(αi, αi), since for f =
∏
s(x− as) we have
f ′′
f ′
(as) =
∑
k, k 6=s
2
as − ak .
This means that the roots of polynomials y1, . . . , yr form a critical point. This argument
is reversible. 
Let y represent a critical point. Then equation (3.3) is Fuchsian. The singular points
and exponents of that equation are
x = zs : {0, 〈Λs, α∨i 〉+ 1},
x = t
(k)
j , k 6= i : {0,−〈αk, α∨i 〉+ 1},
x =∞ : {−li,−
∑
s〈Λs, α∨i 〉+
∑
k, k 6=i lk〈αk, α∨i 〉 − 1}.
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Lemma 3.2. Let y be generic and let 〈Λs, α∨i 〉 be non-negative integers for some i and all
s = 1, . . . , n. Then Fi y
′′
i − Gi y′i is divisible by yi if and only if there exists a polynomial
y˜i(x) such that the Wronskian W (yi, y˜i) is given by
W (yi, y˜i) = Ti
∏
j, j 6=i
y
−〈αj ,α
∨
i 〉
j . (3.4)
Proof. If Hi = (Fi y
′′
i − Gi y′i)/yi is a polynomial, then by [ScV], Lemma 7, all solutions
of Fi u
′′ − Gi u′ + Hi u = 0 are polynomials. Then y˜i is any second linearly independent
solution multiplied by a suitable constant. This proves the “only if” part of the lemma.
Let a polynomial y˜i exist. The polynomial yi is a solution of the equationW (u, yi, y˜i) =
0. After multiplying this equation by Fi/W (yi, y˜i) we get Fiu
′′ −Giu′ +Hiu = 0, where
Hi(x) = Fi
y′i y˜
′′
i − y′′i y˜′i
W (yi, y˜i)
= Fi
ln′(W (yi, y˜i)) y
′
i − y′′i
yi
.
It is clear that Fi ln
′(W (yi, y˜i)) is a polynomial. Therefore, poles of Hi are common zeros
of yi and W (yi, y˜i). Equation (3.4) implies that the polynomials yi and W (yi, y˜i) do not
have common zeros since y is assumed to be generic. Therefore Hi is a polynomial. 
Corollary 3.3. Let the weights Λ1, . . . ,Λn be dominant integral. Then a generic r-tuple
y represents a critical point if and only if for every i = 1, . . . , r there is a polynomial y˜i
satisfying (3.4).
Lemma 3.4. Let y1, . . . , yr, Ti be given and let y˜i satisfy equation (3.4). Then, up to
multiplication by a non-zero number, the function y˜i has the form
y˜i(x) = c1 yi(x)
∫
Ti(x)
r∏
j=1
y
−〈αj ,α
∨
i 〉
j dx + c2 yi(x) , (3.5)
where c1, c2 are complex numbers. 
Notice that formula (3.5) gives all solutions of the differential equation
Fi u
′′ − Gi u′ + Hi u = 0 .
Lemma 3.4 shows that the r-tuples
y(i) = (y1, . . . , y˜i, . . . , yr) ∈ P (C[x])r , (3.6)
where y˜i is given by (3.5), form a one-parameter family. The parameter space of the
family is identified with the projective line P 1 with projective coordinates (c1 : c2). We
have a map
Yy,i : P
1 → P (C[x])r , (3.7)
which sends a point c = (c1 : c2) to the corresponding r-tuple y
(i).
Lemma 3.5. If y is generic, then almost all r-tuples y(i) are generic. The exceptions
form a finite set in P 1. 
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3.3. Fertile r-tuples. Let Λ1, . . . ,Λn be dominant integral weights, z1, . . . , zn complex
numbers. Let y = (y1, . . . , yr) ∈ P (C[x])r and let li be the degree of the polynomial yi.
The weight
Λ∞ =
n∑
s=1
Λs −
r∑
i=1
li αi
is called the weight at infinity of the r-tuple y with respect to Λ1, . . . ,Λn and z1, . . . , zn.
An r-tuple y is called fertile with respect to dominant integral weights Λ1, . . . ,Λn and
complex numbers z1, . . . , zn, if for every i there exists a polynomial y˜i satisfying equation
(3.4). If y is fertile, then the r-tuples y(i) given by (3.6) are called immediate descendants
of y in the i-th direction.
A generic r-tuple y represents a critical point of a master function associated to domi-
nant integral weights Λ1, . . . ,Λn and points z1, . . . , zn if and only if it is fertile, see Corol-
lary 3.3.
Lemma 3.6. Assume that a sequence yk, k = 1, 2, . . . , of fertile r-tuples of polynomials
has a limit y∞ in P (C[x])
r as k tends to infinity.
• Then the limiting r-tuple y∞ is fertile.
• Let i ∈ {1, . . . , r}. Let y(i)∞ be an immediate descendant of y∞ in the i-th direction.
Then for any k, there exists an immediate descendant y
(i)
k of yk such that y
(i)
∞ is
the limit of y
(i)
k as k tends to infinity.
Proof. Let yk = (yk,1, . . . , yk,r). For every k, including k = ∞, consider the differential
equation
Fk,i u
′′ − Gk,i u′ + Hk,i u = 0, (3.8)
where Fk,i, Gk,i are as in (3.3) with yj replaced by yk,j and Hj,i = (Gk,iy
′
k,i−Fk,iy′′k,i)/yk,i.
For every k <∞, all solutions of that equation are polynomials, and the polynomial yk,i
is one of solutions.
The lemma would follow if we proved that all solutions of equation (3.8) for k = ∞
were polynomials.
Since the sequence of yk has a limit, there is a point z ∈ C, such that x = z is an
ordinary point of equation (3.8) for all k. Fix a, b ∈ C, and let y˜k,i be the solution of (3.8)
with the initial condition y˜k,i(z) = a, y˜
′
k,i(z) = b.
By the standard theorem on continuous dependence of solutions on the coefficients of
the equation, the function y˜∞,i is the limit of functions y˜k,i as k tends to infinity.
The function y˜∞,i is univalued and regular, since y˜k,i is a polynomial for every finite k.
Hence the function y˜∞,i is a polynomial. Thus all solutions of equation (3.8) for k = ∞
are polynomials. This implies the lemma. 
Let y represent a critical point of a master function Φ(t; z;Λ,Λ∞). Let y
(i) = (y1, . . . ,
y˜i, . . . , yr), be an immediate descendant of y and let Λ
(i)
∞ be its weight at infinity with
respect to Λ1, . . . ,Λn and z1, . . . , zn.
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The following observation is crucial in this paper.
Theorem 3.7. If y(i) is generic, then y(i) represents a critical point of the master function
Φ(t; z;Λ,Λ
(i)
∞ ).
Proof. Denote t˜
(i)
s the roots of y˜i. For any j, such that j 6= i and aij 6= 0, choose a root
t
(j)
k of the polynomial yj . We have W (yi, y˜i)(t
(j)
k ) = 0 by (3.4 ). Hence∑
s
1
t
(j)
k − t(i)s
=
∑
s
1
t
(j)
k − t˜(i)s
.
This implies that the roots of y(i) satisfy the equation of system (2.2) corresponding to
the coordinate t
(j)
k .
The roots of y(i) satisfy the equations of system (2.2) corresponding to coordinates t˜
(i)
s
according to Lemma 3.2. 
Thus, starting with an r-tuple y representing a critical point of a master function
Φ(t; z;Λ,Λ∞) and an index i ∈ {1, . . . , r}, we construct in (3.7) a family Yy,i : P 1 →
P (C[x])r of fertile r-tuples. For almost all c ∈ P 1 (with only finitely many exceptions),
the r-tuple Yy,i(c) represents a critical point of a master function associated with integral
dominant weights Λ1, . . . ,Λn and points z1, . . . , zn.
We call this construction the simple reproduction procedure in the i-th direction.
3.4. General reproduction procedure. Assume that the weights Λ1, . . . ,Λn are domi-
nant integral and an r-tuple y0 ∈ P (C[x])r represents a critical point of a master function
Φ(t; z;Λ,Λ∞).
Let i = (i1, ir, . . . , ik), 1 ≤ ij ≤ r, be a sequence of natural numbers. We define a
k-parameter family of fertile r-tuples
Yy0,i : (P
1)k → P (C[x])r
by induction on k, starting at y0 and successively applying the simple reproduction pro-
cedure in directions i1, . . . , ik.
More precisely, for k = 1, it is the family Yy0,i1 : P
1 → P (C[x])r defined by (3.7). If
k > 1, i′ = (i1, i2, . . . , ik−1), c = (c
1, . . . , ck) ∈ (P 1)k, and c′ = (c1, . . . , ck−1) ∈ (P 1)k−1,
then we set
Yy0,i(c) = YYy0,i′ (c′),ik(c
k) .
The image Py0,i ⊂ P (C[x])r of the map Yy0,i is called the population in the direction of
i originated at y0. The set Py0,i is an irreducible algebraic variety.
It is easy to see that if i′ = (i′1, i
′
r, . . . , i
′
k′), 1 ≤ i′j ≤ r, is a sequence of natural numbers,
and the sequence i′ is contained in the sequence i as an ordered subset, then Py0,i′ is a
subset of Py0,i.
The union
Py0 = ∪i Py0,i ⊂ P (C[x])r ,
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where the summation is over all sequences i, is called the population of critical points asso-
ciated with the Kac-Moody algebra g, weights Λ1, . . . ,Λn, points z1, . . . , zn, and originated
at y0.
Lemma 3.8. For a given i = (i1, . . . , ik), almost all r-tuples Yy0,i(c) represent critical
points of master functions associated to weights Λ1, . . . ,Λn, and points z1, . . . , zn. Excep-
tional values of c ∈ (P 1)k are contained in a proper algebraic subset. 
Lemma 3.9. If two populations intersect, then they coincide. 
3.5. Populations and flag varieties.
Example. Consider the population of critical points associated to g = sl3 and n = 0
and originated at y0 = (1, 1). The pair (1, 1) represents the critical point of the function
with no variables. This population consists of pairs of non-zero polynomials y = (y1, y2),
where
yi = a2,i x
2 + a1,i x + a0,i , i = 1, 2 , (3.9)
and
a1,1 a1,2 = 2 a0,1 a2,2 + 2 a2,1 a0,2 .
For any pair y = (y1, y2), if y1, y2 do not have multiple roots and do not have common
roots, then the roots of the polynomials y1, y2 form a critical point of the function
Φ =
∏
1≤i<j≤l1
(t
(1)
i − t(1)j )2
∏
1≤i<j≤l2
(t
(2)
i − t(2)j )2
l1∏
i=1
l2∏
j=1
(t
(1)
i − t(2)j )−1 ,
where l1 = deg y1 and l2 = deg y2.
In this case equations (3.4) take the form
W (y1, y˜1) = y2 , W (y2, y˜2) = y1 , (3.10)
and the reproduction procedure works as follows. We start with y0 = (1, 1). Equations
(3.10) have the form W (1, y˜1) = 1, W (1, y˜2) = 1. Using, the first of them, we get pairs
y = (x+a, 1) for all numbers a. Equations (3.10) now areW (x+a, y˜1) = 1, W (1, y˜2) =
x + a. Using the second equation we get pairs y = (x + a, x2/2 + ax + b) for all a, b.
Equations (3.10) take the formW (x+a, y˜1) = x
2/2+ax+b, W (x2/2+ax+b, y˜2) = x+a.
Using the first of them we get y = (x2/2 + cx+ ac− b, x2/2 + ax+ b) for all a, b, c.
If we started the procedure using equation W (1, y˜2) = 1, then the constructed pairs
would have been of the form y = (1, x + a), y = (x2/2 + ax + b, x + a), y = (x2/2 +
ax+ b, x2/2 + cx+ ac− b).
It is easy to see that the union of all those pairs is our population, and nothing else
can be constructed starting from y0 = (1, 1).
It is easy to see that the family of pairs (3.9) (where each pair is considered up to
multiplication of its coordinates by non-zero numbers) is isomorphic as an algebraic variety
to the variety of all full flags in the three dimensional vector space V of the first coordinates
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of the pairs. Namely, y1 generates a line in V and y2 defines a plane in V containing the
line generated by y1.
Conjecture 3.10. Every population, associated to a Kac-Moody algebra g, dominant
integral weights Λ1, . . . ,Λn, points z1, . . . , zn, is a (pro-)algebraic variety isomorphic to
the full flag variety associated to the Kac-Moody algebra gt which is Langlands dual to
g. Moreover, the parts of the family corresponding to r-tuples of polynomials with fixed
degrees are isomorphic to Bruhat cells of the flag variety.
In the example above the possible degrees of polynomials y1, y2 are (0,0), (1,0), (0,1),
(1,2), (2,1), (2,2). The corresponding parts of the family are isomorphic to open Bruhat
cells of dimensions 0, 1, 1, 2, 2, 3, respectively.
In this paper we prove this conjecture for the Lie algebras with root systems of types
AN , BN , CN .
3.6. Degrees of polynomials in a population and the Weyl group. Let Λ1, . . . ,Λn
be dominant integral weights, z1, . . . , zn complex numbers. Let an r-tuple y be a member
of a population P associated to dominant integral weights Λ1, . . . ,Λn and points z1, . . . , zn.
The r-tuple y is fertile by Lemma 3.6. Let an r-tuple y(i) = (y1, . . . , y˜i, . . . , yr) be an
immediate descendant of y. Let Λ
(i)
∞ be the weight at infinity of y(i).
Lemma 3.11. If the degree of y˜i is not equal to the degree of yi, then
Λ(i)∞ = si · Λ∞ ,
where si· is the shifted action of the i-th generating reflection of the Weyl group.
Proof. Formula (3.4) implies
l˜i + li − 1 = deg W (yi, y˜i) = 〈
∑
s
Λs −
∑
j, j 6=i
ljαj, α
∨
i 〉 .
Therefore
( l˜i − li ) αi = 〈
∑
s
Λs −
∑
j
ljαj + ρ, α
∨
i 〉 αi
= Λ∞ + ρ − si ( Λ∞ + ρ ) = Λ∞ − si · Λ∞ .

Theorem 3.12. Let Λ1, . . . ,Λn be dominant integral weights. Let y
0 be a critical point
of a master function Φ(t; z;Λ,Λ∞). Let P be the population of critical points associated
to weights Λ1, . . . ,Λn, points z1, . . . , zn, and originated at y
0. Then
• For any r-tuple y ∈ P , there is an element w of the Weyl group W, such that the
weight at infinity of y is w · Λ∞.
• For any element w ∈ W, there is an r-tuple y ∈ P whose weight at infinity is
w · Λ∞.

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Corollary 3.13. If the Weyl group is finite, then every population is a finite dimensional
algebraic variety.
More generally, for a non-negative integer d, let Cd[x] ⊂ C[x] be the vector subspace of
polynomials of degree not greater than d.
Corollary 3.14. For every d and every population P , associated to a Kac-Moody algebra,
dominant integral weights Λ1, . . . ,Λn, points z1, . . . , zn, the intersection P ∩ P (Cd[x])r is
an algebraic variety.
Theorem 3.12 gives some sufficient conditions for a master function not to have critical
points.
Corollary 3.15. Let Φ be the master function associated to dominant integral weights
Λ1, . . . ,Λn and a weight at infinity Λ∞. Assume that there is an element w of the Weyl
group such that
∑n
s=1 Λs − w · Λ∞ does not belong to the cone Z≥0α1 ⊕ . . . ⊕ Z≥0αr.
Then the master function Φ does not have critical points.
Corollary 3.16. Let Φ be the master function associated to dominant integral weights
Λ1, . . . ,Λn and a weight at infinity Λ∞. Assume that Λ∞ belongs to one of the reflection
hyperplanes of the shifted action of the Weyl group. Then the master function Φ does not
have critical points.
The next corollary says that under certain conditions on weights there is only one
population of critical points.
Namely, the r-tuple (1, . . . , 1) ∈ P (C[x])r is the unique r-tuple of non-zero polynomials
of degree 0. The weight at infinity of (1, . . . , 1) is Λ∞,(1,...,1) =
∑n
s=1Λs. Let O(1,...,1) be
the orbit of the weight Λ∞,(1,...,1) with respect to the shifted action of the Weyl group. Let
P(1,...,1) be the population associated to dominant integral weights Λ1, . . . ,Λn, complex
numbers z1, . . . , zn, and originated at (1, . . . , 1).
Corollary 3.17. Let Φ(t; z;Λ,Λ∞) be a master function such that Λ∞ ∈ O(1,...,1). If the
master function has critical points, then they belong to the population P(1,...,1).
3.7. Finiteness of the number of populations.
Theorem 3.18. Let Φ(t; z;Λ,Λ∞) be the master function associated to dominant integral
weights Λ1, . . .Λn, a weight at infinity Λ∞, complex numbers z1, . . . , zn. Then the number
of populations originated at critical points of the function Φ is finite, if the orbit of Λ∞
with respect to the shifted action of the Weyl group contains a weight w ·Λ∞ such that the
set Λ, w · Λ∞ is separating.
The theorem is a direct corollary of Lemmas 2.3 - 2.5.
4. Vector Spaces of Polynomials and Schubert Cells
In this section we remind known facts about Schubert calculus.
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Let V be a complex vector space of dimension d+ 1 and
F = {0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fd+1 = V}, dimFi = i,
a full flag in V. Let Gr(N+1,V) be the Grassmannian of all N +1 dimensional subspaces
in V.
Let a = (a1, . . . , aN+1), d − N ≥ a1 ≥ a2 ≥ · · · ≥ aN+1 ≥ 0, be a non-increasing
sequence of non-negative integers. Define the Schubert cell G0a(F) assocaiated to the flag
F and sequence a as the set
{V ∈ Gr(N + 1,V) | dim(V ∩ Fd−N+i−ai) = i,
dim(V ∩ Fd−N+i−ai−1) = i− 1, for i = 1, . . . , N + 1}.
The closure Ga(F) of the Schubert cell is called the Schubert cycle. For a fixed flag F ,
the Schubert cells form a cell decomposition of the Grassmannian. The codimension
of G0a(F(z)) in the Grassmannian is |a| = a1 + · · · + aN+1. The cell corresponding to
a = (0, . . . , 0) is open in the Grassmannian.
Let V = Cd[x] be the space of polynomials of degree not greader than d, dim V = d+1.
For any z ∈ C ∪∞, define a full flag in Cd[x],
F(z) = {0 ⊂ F1(z) ⊂ F2(z) ⊂ · · · ⊂ Fd+1(z)} .
For z ∈ C and any i, let Fi(z) be the subspace of all polynomials divisible by (x−z)d+1−i.
For any i, let Fi(∞) be the subspace of all polynomials of degree less than i.
Thus, for any sequence a and any z ∈ C∪∞, we have a Schubert cell G0a(F(z)) in the
Grassmanian Gr(N + 1,Cd[x]) of all N + 1-dimensional subspaces of Cd[x].
Let V ∈ Gr(N +1,Cd[x]). For any z ∈ C∪∞, let a(z) be such a unique sequence that
V belongs to the cell G0a(z)(F(z)). We say that a point z ∈ C ∪∞ is a ramification point
for V , if a(z) 6= (0, . . . , 0).
This standard terminology is motivated by the fact that each V ∈ Gr(N + 1,Cd[x])
defines a rational map P 1 → PN .
Lemma 4.1. For a basis u1, . . . , uN+1 in V , let
W (u1, . . . , uN+1) = c
n∏
s=1
(x − zs)ms , c 6= 0 ,
be the Wronskian. Then
• The ramification points for V are the points z1, . . . , zn and possibly ∞.
• We have |a(zs)| = ms for every s.
• We have |a(∞)| = (N + 1)(d−N)−∑ns=1ms.

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Corollary 4.2. (Plu¨cker formula)
We have
n∑
s=1
|a(zs)| + |a(∞)| = dim Gr(N + 1,Cd[x]) . (4.1)
A point z ∈ C is called a base point for V if u(z) = 0 for every u ∈ V .
Assume that ramification conditions are fixed at z1, . . . , zn,∞ so that (4.1) is satisfied.
Enumerating Problem. What is the number of V with those ramification properties?
By the Brill-Noether Theorem in [EH], the number of such V is always finite. The
estimate from above is given by the Schubert calculus. The intersection of Schubert
cycles is a union of Schubert cycles,
Ga · Gb =
∑
c
Na,b,c Gc , (4.2)
where the cycles are considered up to algebraic equivalence [Fu]. The structure constants
of this multiplication are determined by the Littlewood-Richardson rule, which has a
representation theoretic sense.
Namely, for a non-increasing sequence a = (a1, . . . , aN+1), a1 ≥ a2 ≥ . . . ,≥ aN+1 ≥ 0,
of non-negative integers, denote L˜a the finite dimensional irreducible glN+1-module with
highest weight a. The tensor product of irreducible modules is a direct sum of irreducible
modules,
L˜a ⊗ L˜b =
∑
c
N˜a,b,c L˜c . (4.3)
If a, b, c are such that a1, b1, c1 are not greater than d−N , then
N˜a,b,c = Na,b,c ,
see [M].
Any glN+1-module L˜ has a natural structure of an slN+1-module denoted L.
The Littlewood-Richardson rule and the above remarks imply the following corollary.
Corollary 4.3. The number of V ∈ Gr(N + 1,Cd[x]) with prescribed ramification condi-
tions at z1, . . . , zn, such that (4.1) is satisfied, is not greater than the multiplicity of the
trivial slN+1-module in the tensor product of slN+1-modules
La(z1) ⊗ · · · ⊗ La(zn) ⊗ La(∞) .
Conjecturally, for almost all z1, . . . zn the number of such V is equal to the above
multiplicity. For N = 1 the statement of this conjecture is one of corollaries of the main
result in [ScV].
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5. The case of the Lie algebra slN+1
In this section we study populations of critical points associated with slN+1. Let αi, i =
1, . . . , N , be simple roots of slN+1. We have (αi, αi) = 2 and (αi, αi±1) = −1 with all
other scalar products equal to zero.
5.1. Reproduction procedure for g = sl2 and associated differential operators.
Let Λs, s = 1, . . . , n, be dominant integral sl2-weights. Let z1, . . . , zn ∈ C, l ∈ Z≥0, and
Λ∞ =
∑
s Λs − lα.
Let a polynomial y represent a critical point of the master function Φ(t; z;Λ,Λ∞).
For g = sl2, system (3.4) is a single equation W (y, y˜) = T , where T =
∏
s(x− zs)(Λs,α).
Let y˜ be a solution of this equation. Let V be the complex two-dimensional vector
space of polynomials spanned by y and y˜. The vector space V is the space of solutions of
the differential equation
F u′′ − G u′ + H u = 0 ,
where
F (x) =
n∏
s=1
(x− zs), G(x) = F (x) ln′(T (x)), H(x) = (G(x)y′(x)− F (x)y′′(x))/y(x).
Lemma 5.1. The projective line P (V ) is the population of critical points associated with
sl2, dominant integral weights Λ1, . . . ,Λn, points z1, . . . , zn, and originated at y. Almost
all points of the line represent critical points. The exceptions form a finite subset of the
line. 
For any integer k ≥ 1 it is useful to introduce a linear differential operator of order
k+1 whose kernel is spanned by polynomials yiy˜k−i, i = 0, . . . , k. Namely, for any g ∈ V ,
set
Dk(g) = (∂ + k ln
′ g − k ln′ T )) . . . (∂ + (−k + 2) ln′ g − ln′ T ) (∂ − k ln′ g)
=
0 → k∏
i
(∂ + (k − 2i) ln′ g + (i− k) ln′ T ) .
Lemma 5.2. The operator Dk(g) does not depend on the choice of a non-zero element
g ∈ V , and the kernel of Dk(g) is spanned by polynomials yiy˜k−i, i = 0, . . . , k.
Proof. Let g, g˜ be a basis in V . By induction on i, we prove that the kernel of the product
of i right linear factors in Dk(g) is spanned by functions g
k, gk−1g˜, . . . , gk−i+1g˜i−1.
For i = 1 the statement is clear. Suppose that the statement is proved for i < i0. Then
the kernel of the product of i0 right factors is an i0-dimensional space which contains g
k,
gk−1g˜, . . . , gk−i0+2g˜i0−2. Note that the expansion of the product of i0 right factors starts
with
∂i0 − (i0(k − i0 + 1) ln′ y + i0(i0 − 1)/2 ln′ T ) ∂i0−1 + . . . .
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Therefore it is enough to show that
W (gk, gk−1g˜, . . . , gk−i0+1g˜i0−1) = c gi0(k−i0+1) T i0(i0−1)/2
for some non-zero constant c. This readily follows from Lemmas 9.2 and 9.3. 
5.2. The differential operator associated to an slN+1-population. Let Λs, s =
1, . . . , n, be dominant integral slN+1-weights. Let z1, . . . , zn ∈ C. Let li ∈ Z≥0, i =
1, . . . , N , and Λ∞ =
∑n
s=1 Λs −
∑N
i=1 liαi. Let the polynomials Ti, i = 1, . . . , N , be
defined by (3.2).
Let y = (y1, . . . , yN) be an N -tuple of non-zero polynomials. We adopt the notation
y0 = yN+1 = 1. For any y, define a linear differential operator of order N + 1 with
meromorphic coefficients
D(y) = (∂ − ln′(
∏N
s=1 Ts
yN
)) (∂ − ln′(yN
∏N−1
s=1 Ts
yN−1
)) . . . (∂ − ln′(y2T1
y1
)) (∂ − ln′(y1))
=
0 → N∏
i
( ∂ − ln′ ( yN+1−i
∏N−i
s=1 Ts
yN−i
) ) . (5.1)
Notice that the first coordinate y1 of the N -tuple belongs to the kernel of the operator
D(y).
Theorem 5.3. Let P be an slN+1-population of critical points associated with weights
Λ1, . . . ,Λn, points z1, . . . , zn, and originated at some N-tuple y
0. Then the differential
operator D(y) does not depend on the choice of y in P .
This differential operator is called associated with the population and is denoted DP .
Proof. First we prove that if y = (y1, . . . , yN) and y˜ = (y˜1, . . . , y˜N) are members of
the population which represent critical points, then D(y) = D(y˜). To show that
statement, it is sufficient to consider the case, when y and y˜ differ only in one coordinate.
Namely, we assume that there is an index i such that yj = y˜j , for all j, j 6= i, and
W (yi, y˜i) = Ti yi−1 yi+1. In this case, all linear factors of D(y) and D(y˜) are the same
except the two linear factors which involve yi or y˜i. So to prove that D(y) = D(y˜) we
have to show that for any function u(x) we have
(∂ − ln′(yi+1
∏i
s=1 Ts
yi
)) (∂ − ln′(yi
∏i−1
s=1 Ts
yi−1
)) u =
(∂ − ln′(yi+1
∏i
s=1 Ts
y˜i
)) (∂ − ln′( y˜i
∏i−1
s=1 Ts
yi−1
)) u.
After the change of variables v = u (
∏i−1
s=1 Ts) / yi−1, we have to prove that
(∂ − ln′(yi+1yi−1Ti
yi
)) (∂ − ln′(yi)) v = (∂ − ln′(yi+1yi−1Ti
y˜i
)) (∂ − ln′(y˜i)) v .
This identity follows from the sl2 case, see Lemma 5.2 with k = 1.
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The N -tuples y, which represent critical points, form a dense subset in the population.
The operator D(y) continuously depends on y and is constant on a dense subset of the
population. Hence it is constant on the whole population. 
Corollary 5.4. Let y be a member of an slN+1-population P . Then the first coordinate
y1 of y lies in the kernel of the operator DP .
5.3. Equation DPu = 0 is Fuchsian. In this section we show that all solutions of
equation
DP u = 0 (5.2)
are polynomials, and hence the equation is Fuchsian.
Let y be a member of the population P . Assume that y represents a critical point.
System (3.4) for g = slN+1 takes the form
W (yi, y˜i) = Ti yi−1 yi+1 , i = 1, . . . , N . (5.3)
We start with a construction of polynomials u1, . . . , uN+1, satisfying equation (5.2).
Set u1 = y1. The polynomial u1 is a solution of (5.2) by Theorem 5.3.
Let u2 be a polynomial such that W (u1, u2) = T1y2. Such a polynomial exists by
Lemma 3.2. The polynomial u2 is a solution of (5.2) by Theorem 5.3.
Let y˜2 be a polynomial such that W (y2, y˜2) = T2y1y3. Such a polynomial exists by
Lemma 3.2 and can be chosen so that (y1, y˜2, . . . , yN) is generic and therefore represents
a critical point, see Lemma 5.1. Choose a polynomial u3 to satisfy equation W (u3, y1) =
T1y˜2. The polynomial u3 is a solution of (5.2) by Theorem 5.3.
In general, to construct a polynomial ui+1 we find y˜i = (y1, . . . , y˜i, . . . , yN), such that
y˜i is generic and W (yi, y˜i) = Tiyi−1yi+1 and then repeat the construction for ui using y˜i
instead of y.
Let V be the complex vector space spanned by u1, . . . , uN+1. We show below that the
space V is the kernel of the operator DP . Thus the space V does not depend on the choice
of y ∈ P . We call the space the fundamental space of the population P and denote VP .
Lemma 5.5. For i = 1, . . . , N + 1, we have
W (u1, . . . , ui) = yi T
i−1
1 T
i−2
2 . . . Ti−1 .
Proof. We proceed by induction on i. The case i = 1 is trivial. Suppose the statement is
proved for i = 1, . . . , i0 − 1. By induction hypothesis,
W (W (u1, . . . , ui0−1),W (u1, . . . , ui0−2, ui0)) = W (yi0−1
i0−2∏
s=1
T i0−1−ss , y˜i0−1
i0−2∏
s=1
T i0−1−ss )
= (
i0−2∏
s=1
T i0−1−ss )
2 W (yi0−1, y˜i0−1) = (
i0−2∏
s=1
T i0−1−ss )
2 yi0−2 yi0 Ti0−1 .
On the other hand, by Lemma 9.5 we have
W (W (u1, . . . , ui0−1), W (u1, . . . , ui0−2, ui0)) = W (u1, . . . , ui0) W (u1, . . . , ui0−2) .
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That implies the lemma. 
Lemma 5.6. The space V is the kernel of the operator DP .
Proof. The polynomials u1, . . . , uN+1 are linearly independent solutions of equation (5.2).

5.4. Singular points and exponents of the equation DPu = 0. Choose a basis
u1, . . . , uN+1 in VP as in Section 5.3.
Lemma 5.7. Singular points of DPu = 0 lie in {z1, . . . , zn,∞}.
Proof. The operator W (u1, . . . , uN+1)DP has polynomial coefficients. By Lemma 5.5
zeros of W (u1, . . . , uN+1) lie in {z1, . . . , zn}. 
Lemma 5.8. For s = 1, . . . , n, the exponents of DPu = 0 at zs are
0, (Λs + ρ, α1), (Λs + ρ, α1 + α2), . . . , (Λs + ρ, α1 + · · ·+ αN ) .
Proof. For i = 1, . . . , N + 1, let Vi be the space spanned by u1, . . . , ui. Let Di be a
linear differential operator of order i whose kernel is Vi. Such an operator is unique up to
multiplication by a function. In particular, we have VN+1 = VP and DN+1 = DP .
We prove by induction on i, that the exponents of Di at zs are
0, (Λs + ρ, α1), (Λs + ρ, α1 + α2), . . . , (Λs + ρ, α1 + · · ·+ αi) .
For i = 1 we have u1(zs) 6= 0, hence the exponent of D1 at zs is zero.
Suppose we proved the statement for i = 1, . . . , i0 − 1. By Lemma 5.5 the Wronskian
W (u1, . . . , ui0) has zero at zs of order (Λs,
∑i0−1
j=1 (i0 − j)αj). That implies our statement
for i = i0. 
Corollary 5.9. The vector space VP has no base points.
By Theorem 3.12 there exists y˜ ∈ P such that the weight of y˜ at infinity with respect to
Λ1, . . . ,Λn is integral dominant. Remind that the weight at infinity is Λ˜∞ =
∑n
s=1Λs −∑N
i=1 l˜iαi, with l˜i = deg y˜i.
Lemma 5.10. The exponents of DPu = 0 at infinity are
l˜1, l˜1 + (Λ˜∞ + ρ, α1), l˜1 + (Λ˜∞ + ρ, α1 + α2), . . . , l˜1 + (Λ˜∞ + ρ, α1 + · · ·+ αN) .
The proof is similar to the proof of Lemma 5.8.
Corollary 5.11. The ramification points of VP are z1, . . . , zn,∞. For s = 1, . . . , n, the
ramification condition a(zs) has the form ai(zs) =
∑N+1−j
j=1 (Λs, αj), i = 1, . . . , N +1. The
ramification condition a(∞) has the form
ai(∞) = d−N − l˜1 − (Λ˜∞, α1 + · · ·+ αi−1) ,
i = 1, . . . , N + 1.
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5.5. Vector spaces of polynomials and critical points. Let V ∈ Gr(N + 1,Cd[x])
be an N + 1-dimensional vector subspace in Cd[x] with no base points. Assume that the
ramification set of space V consists of points z1, . . . , zn,∞ with ramification conditions
a(z1), . . . ,a(zn),a(∞), respectively.
Introduce dominant integral slN+1-weights Λ1, . . . ,Λn, Λ˜∞. These weights will be called
the weights of V .
For s = 1, . . . , n, let Λs be defined by conditions (Λs, αi) = aN+1−i(zs) − aN+2−i(zs),
i = 1, . . . , N . Let Λ˜∞ be defined by conditions (Λ˜∞, αi) = ai(∞)−ai+1(∞), i = 1, . . . , N .
Let FL(V ) be the variety of all full flags
F = {0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ FN+1 = V }
in V . For any F ∈ FL(V ) define an N -tuple of polynomials yF = (yF1 , . . . , yFN) as follows.
Let u1, . . . , uN+1 be a basis in V such that for any i the polynomials u1, . . . , ui form a
basis in Fi. Say that this basis is adjusted to the flag F and the flag F is generated by
the basis u1, . . . , uN+1. We set
yFi = W (u1, . . . , ui) T
1−i
1 T
2−i
2 . . . T
−1
i−1 , (5.4)
where polynomials T1, . . . , TN are given by (3.2). The polynomials y
F
1 , . . . , y
F
N are uniquely
determined by the flag F up to multiplication of polynomials by non-zero numbers.
This gives a morphism
β : FL(V ) → P (C[x])N , F 7→ yF , (5.5)
which will be called the generating morphism of V .
Theorem 5.12.
1. The generating morphism defines an isomorphism of FL(V ) and its image
β(FL(V )) ⊂ P (C[x])N .
2. Let O be the orbit of Λ˜∞ with respect to the shifted action of the Weyl group.
Then there exist a weight Λ∞ ∈ O and a critical point y0 of the master function
Φ(t; z;Λ,Λ∞), such that β(FL(V )) is the population of critical points originated
at y0.
3. The initial vector space V is the fundamental space of the population β(FL(V )).
4. Every slN+1-population of critical points is given by this construction starting from
a suitable space V .
Theorem 5.12 is proved in Section 5.7.
Theorem 5.12 and corollaries of Section 5.4 say that the slN+1-populations of critical
points associated with prescribed highest weights at points z1, . . . zn,∞ are in one-to-one
correspondence with elements V ∈ Gr(N + 1,Cd[x]) with no base points and prescribed
ramifications at z1, . . . , zn,∞.
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5.6. The upper bound for the number of populations. Let V be a space of poly-
nomials of dimension N + 1 with no base points. Let z1, . . . , zn,∞ be its ramification
points. There are three equivalent ways to discribe ramification properties of V :
• indicating ramification conditions a(z1), . . . ,a(zn),a(∞) of V in Cd[x], where d is
large enough to have V ⊂ Cd[x],
• indicating exponents m(z1), . . . ,m(zn),m(∞) of the linear differentail equation
Du = 0 with kernel V ,
• indicating integral dominant slN+1-weights Λ1, . . . ,Λn,Λ∞.
According to Sections 5.4 and 5.5 the relations between these data are
(Λs, αi) = aN+1−i(zs)− aN+2−i(zs), (Λ∞, αi) = ai(∞)− ai+1(∞),
ai(zs) = (Λs, α1 + · · ·+ αN+1−j), ai(∞) = d−N − l1 − (Λ∞, α1 + · · ·+ αi−1),
mi(zs) = aN+2−i + i− 1, mi(∞) = d−N − ai(∞) + i− 1.
Here l1 = (
∑n
s=1Λs − Λ∞, ω1) where ω1 is the first fundamental weight, (αi, ω1) = δ1i for
all i.
Denote LΛ the irreducible slN+1-module with highest weight Λ. Let w be an element
of the Weyl group. Combining Corollary 5.11 and Corollary 4.3 we get the following
statement.
Theorem 5.13. The number of slN+1-populations of critical points which contain a crit-
ical point of the master function Φ(t; z;Λ, w · Λ∞) is not greater than the multiplicity of
the slN+1-module LΛ∞ in the tensor product of slN+1-modules LΛ1 ⊗ · · · ⊗ LΛn.
We expect that for almost all z1, . . . , zn the number of populations indicated in Theorem
5.13 is equal to the above multiplicity.
5.7. Proof of Theorem 5.12.
Lemma 5.14. The differential of β is non-degenerate at any point F ∈ FL(V ).
Proof. Let u1, . . . , uN+1 be a basis in V adjusted to F. For k = 1, . . . , N +1, and a subset
i = (i1, . . . , ik) ⊂ {1, . . . , N + 1}, define a polynomial
uk,i = W (ui1, . . . , uik) T
1−i
1 T
2−i
2 . . . T
−1
i−1 .
For a fixed k, the polynomials uk,(1,2,...,k−1,j), j = k+1, . . . , N+1, are linearly independent.
In the neighborhood of F in FL(V ), every flag is generated by a basis u˜1, . . . , u˜N+1 of
the form u˜i = ui+
∑
j, j>i cijuj. The coefficients cij are local coordinates on FL(V ) at F.
Consider a curve Fs through F, where the flag Fs is generated by a basis
u˜si = ui + s
∑
j, j>i
cij uj, i = 1, . . . , N + 1 .
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The tangent vector to this curve at s = 0 has coordinates {cij}j>i. The image of the
tangent vector under the differential of β is the non-zero vector
(
∑
j>1
c1j uj , . . . ,
∑
j>k
ckj uk, (1,...,k−1,j) , . . . , cN,N+1 uN, (1,2,...N−1,N+1) ) .

Let F ∈ FL(V ) and let u1, . . . , uN+1 be a basis in V adjusted to F. For i ∈ {1, . . . , N}
and a non-zero number c, consider the flag
F
(i) = {0 ⊂ F1 ⊂ . . . Fi−1 ⊂ F˜i ⊂ Fi+1 ⊂ · · · ⊂ FN+1}
generated by the basis u1, . . . , ui−1, ui + cui+1, ui+1, . . . , uN+1.
Lemma 5.15. The image of β consists of fertile N-tuples with respect to polynomials
T1, . . . , TN . The N-tuple β(F
(i)) is an immediate descendant of β(F) in the direction i.
Proof. We have yF
(i)
j = y
F
j for j 6= i and
W (yFi , y
F(i)
i ) = c W (W (u1, . . . , ui), W (u1, . . . , ui−1, ui+1)) (
i−1∏
j=1
T i−jj )
2
= c W (u1, . . . , ui−1) W (u1, . . . , ui+1) (
i−1∏
j=1
T i−sj )
2
= c Ti y
F
i−1 y
F
i+1 .

Lemma 5.16. The generating morphism β maps distinct points to distinct.
Proof. If y = β(F) = β(F˜), then F = F˜. Indeed, let F be generated by u1, . . . , uN+1 and
F˜ by u˜1, . . . , u˜N+1. Clearly, u1 and u˜1 are proportional. Since W (u1, u2) = c T1y2 and
W (u˜1, u˜2) = c˜ T1y2 for suitable non-zero c and c˜, the span of u1, u2 is equal to the span of
u˜1, u˜2, and so on. 
Part 1 of Theorem 5.12 is proved.
Proposition 5.17. There exists F ∈ FL(V ) such that β(F) is generic with respect to
integral dominant weights Λ1, . . . ,Λn of the Lie algebra slN+1 and points z1, . . . , zn.
Proof. Let y = (y1, . . . , yN) ∈ β(FL(V )). The image of β consists of fertile points. Hence
if yi has a multiple root, then the multiple root is either a root of yi−1 or a root of yi+1 or
lies in {z1, . . . , zn}.
Lemma 5.18. For almost all y ∈ β(FL(V )) we have yi(zs) 6= 0 for all i and s.
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Proof. Let F ∈ FL(V ), F = {0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ FN+1 = V }. For i ∈ {1, . . . , N}, let
Di be a linear differential operator whose kernel is Fi. The operator Di is defined up to
multiplication by a function and is Fuchsian. Let s ∈ {1, . . . , n}. For almost all F and
every i, the exponents of Di at zs are
0, (Λs + ρ, α1), (Λs + ρ, α1 + α2), . . . , (Λs + ρ, α1 + · · ·+ αi−1) .
For such F, clearly yF1 , . . . , y
F
N do not have roots at zs. 
Lemma 5.19. For every i and almost all y ∈ β(FL(V )), the polynomials yi and yi+1 do
not have common roots.
Proof. The set Xi of all F ∈ FL(V ), such that yFi and yFi+1 have common roots, is an
algebraic subset of FL(V ). For every z ∈ C, the set of all F ∈ FL(V ), such that
yFi (z) = y
F
i+1(z) = 0, has codimension two in FL(V ) . Hence Xi is a proper algebraic
subset of FL(V ). 
The above lemmas prove the proposition. 
Let y0 ∈ β(FL(V )) be a generic point. By Corollary 3.3, y0 represents a critical
point of an slN+1-master function, associated with integral dominant weights Λ1, . . . ,Λn
( which are defined at the beginning of this section ), suitable integral weight at infinity
Λ∞, complex numbers z1, . . . , zn.
Lemma 5.20. The set β(FL(V )) is the population of critical points originated at y0.
Moreover, the fundamental space of the population β(FL(V )) is the initial space V .
Proof. Let P be the population of critical points originated at y0. Lemma 5.15 shows
that P is contained in the image of β. It is easy to see that P = β(FL(V )). The second
statement of the lemma directly follows from the definition of the generating morphism
β. 
To prove part 2 of Theorem 5.12 it is enough to prove the following lemma.
Lemma 5.21. The weight Λ∞ lies in the orbit O of the weight Λ˜∞.
Proof. By the definition in Section 3.3, the weight at infinity of an N -tuple y¯ with respect
to weights Λ1, . . . ,Λn is Λ¯∞ =
∑n
s=1Λs −
∑N
i=1 l¯iαi, with l¯i = deg y¯i.
To prove the lemma it is enough to find y¯ ∈ β(FL(V )) whose weight at infinity is Λ˜∞.
The space V has a(∞) as the ramification index at infinity. Hence V has a basis of
polynomials u1, . . . , uN+1 such that deg ui = d −N − ai(∞) + i− 1. Let F¯ ∈ FL(V ) be
the flag generated by this basis and let y¯ = β(F¯).
It is clear that for any y ∈ β(FL(V )), we have deg yi ≥ deg y¯i, i = 1, . . . , N . Therefore
by Theorem 3.12, the weight Λ¯∞ =
∑n
s=1 Λs−
∑N
i=1 l¯iαi, with l¯i = deg y¯i, is the dominant
weight lying in the orbit O.
We show that Λ˜∞ = Λ¯∞. Indeed, set l˜1 = d − N − a1(∞). Then, according to our
definition of Λ˜∞, the exponents at infinity of V are given by the formula of Lemma 5.10.
CRITICAL POINTS AND FLAG VARIETIES 27
At the same time, by Lemma 5.10, the exponents at infinity of V are
l¯1, l¯1 + (Λ¯∞ + ρ, α1), l¯1 + (Λ¯∞ + ρ, α1 + α2), . . . , l¯1 + (Λ¯∞ + ρ, α1 + · · ·+ αN) .
Comparing the two formulas, we get Λ˜∞ = Λ¯∞. 
The previous lemmas prove parts 2 and 3 of Theorem 5.12. Part 4 of the theorem
follows from Lemma 5.5. Theorem 5.12 is proved.
5.8. Populations and Bruhat cells. Let V be a complex vector space of dimension
N + 1. Fix a full flag F0 ∈ FL(V ). Then there is a Schubert-type cell decomposition of
the variety FL(V ) of full flags in V .
For any F ∈ FL(V ) define a permutation w(F) in the symmetric group SN+1 as follows.
Define w1(F) as the minimum of i such that F1 ⊂ F 0i . Fix a basis vector u1 ∈ F1. Define
w2(F) as the minimum of i such that there is a basis in F2 of the form u1, u2 with
u2 ∈ F 0i . Assume that w1(F), . . . , wj(F) and u1, . . . , uj are determined. Define wj+1(F)
as the minimum of i such that there is a basis in Fj+1 of the form u1, . . . , uj, uj+1 with
uj+1 ∈ F 0i . As a result of this procedure we define w(F) = (w1(F), . . . , wN+1(F)) ∈ SN+1
and a basis u1, . . . , uN+1 which generates F and such that ui ∈ F 0wi(F).
For w ∈ SN+1, define
GF
0
w = { F ∈ FL(V ) , w(F) = w } .
The algebraic variety GF
0
w is called the Bruhat cell associated with F
0 and w ∈ SN+1 .
The set of all Bruhat cells form a cell decomposition of FL(V ):
FL(V ) = ⊔w∈SN+1GF0w .
Let V ∈ Gr(N + 1,Cd[x]) be an N + 1-dimensional space of polynomials with ram-
ification points z1, . . . , zn,∞ and ramification conditions a(z1), . . . ,a(zn),a(∞). Let
Λ1, . . .Λn, Λ˜∞ be the corresponding integral dominant slN+1-weights.
The space V has a distinguished flag F∞ ∈ FL(V ), where F∞i consists of all polynomials
in V of degree not greater than d−N − ai(∞) + i− 1. Then the variety FL(V ) has the
corresponding Bruhat cell decomposition FL(V ) = ⊔w∈SN+1GF∞w .
For any N -tuple y of polynomials, introduce a vector l(y) = (l1(y), . . . , lN(y)), where
li(y) = deg yi.
Recall that the generating morphism β : FL(V ) → P (C[x])N is given by (5.5). By
definition, any two flags F1 and F2 belong to the same Bruhat cell G
F
∞
w if and only if
l(β(F1)) = l(β(F2)). Set l
w = l(β(F )) for F ∈ GF∞w .
We identify the Weyl group W of slN+1 with the symmetric group S
N+1 sending the
generating reflections si to the simple transpositions (i, i+ 1).
Lemma 5.22. For w ∈ SN+1 we have
N∑
i=1
lwi αi =
n∑
s=1
Λs − w · Λ∞ .
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Proof. Denote di = d−N − ai(∞) + i− 1. For any permutation w ∈ SN+1 and any i, we
have the equation
(w · Λ∞ , αi) = dwi+1 − dwi − 1,
which can be checked by induction on the length of the permutation w.
Also if w = w(F) is the permutation of a flag F ∈ FL(V ), then F has an adjusted basis
u1, . . . , uN+1 such that deg ui = dwi for all i. Therefore the vector l
w has coordinates
li =
i∑
j=1
dwj −
n∑
s=1
(Λs + ρ, (i− 1)α1 + · · ·+ αi−1) .
Combining the two equations we get for any i an equation
2lwi − lwi−1 − lwi+1 = dwi − dwi+1 + (
n∑
s=1
Λs + ρ, αi) = (
∑
Λs − w · Λ∞, αi),
which is equivalent to the identity of the lemma. 
Let Λ1, . . . ,Λn, Λ˜∞ be integral dominant slN+1-weights, z1, . . . , zn complex numbers.
Let w ∈ SN+1. Let y represent a critical point of the master function Φ(t; z;Λ, w · Λ˜∞)
and P the population originated at y. Let β : FL(VP ) → β(FL(P )) be the generating
isomorphism.
Let C0d[x] be the affine space of monic polynomials of degree d. Then y determines a
point in C0lw1 [x]⊗ · · · ⊗ C0lwN [x].
Corollary 5.23. The closure in C0lw1 [x] ⊗ · · · ⊗ C0lwN [x] of N-tuples of polynomials in the
population P representing critical points of the master function Φ(t; z;Λ, w · Λ˜∞) is iso-
morphic to the Bruhat cell β(GF
∞
w ) ⊂ β(FL(VP )).
6. Selfdual spaces of polynomials
6.1. Dual spaces of polynomials. Let V be a vector space of polynomials of dimension
N +1 with no base points and D = ∂N+1+ . . . the linear differential operator with kernel
V . Let z1, . . . , zn,∞ be its singular points. Let the exponents at zs and ∞ be denoted
0, m
(s)
1 + 1, m
(s)
1 +m
(s)
2 + 2, . . . , m
(s)
1 + · · ·+m(s)N +N ,
l, l +m
(∞)
1 + 1, l +m
(∞)
1 +m
(∞)
2 + 2, . . . , l +m
(∞)
1 + · · ·+m(∞)N +N ,
respectively. Set
Ti =
n∏
s=1
(x− zs)m
(s)
i , i = 1, . . . , N . (6.1)
For u1, . . . , ui ∈ V , define a polynomial
W †(u1, . . . , ui) = W (u1, . . . , ui)
i−1∏
j=1
T j−ij ,
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the divided Wronskian with respect to V . Let Λi(V ) be the i-th exterior power of V . The
linear map
Λi(V ) → C[x] , u1 ∧ · · · ∧ ui 7→ W †(u1, . . . , ui) ,
is an immersion for i = N, N +1. The map sends ΛN+1(V ) to C. Denote V † the image
of ΛN(V ). There is a non-degenerate pairing
V ⊗ V † → C , u⊗W †(u1, . . . , uN) 7→ W †(u, u1, . . . , uN) .
Lemma 6.1. We have V †† = V .
Proof. Follows from Lemma 9.5 
Let D† = ∂N+1 + . . . be the linear differential operator with kernel V †.
Lemma 6.2. The equation D†u = 0 has singular points z1, . . . , zn,∞. The exponents at
zs and infinity are
0, m
(s)
N + 1, m
(s)
N +m
(s)
N−1 + 2, . . . , m
(s)
N + · · ·+m(s)1 +N ,
l, l +m
(∞)
N + 1, l +m
(∞)
N +m
(∞)
N−1 + 2, . . . , l +m
(∞)
N + · · ·+m(∞)1 +N ,
respectively. 
Lemma 6.3. Let D = D1 . . .DN+1 be a factorization of D to linear factors, Di = ∂ + fi,
then D† = DN+1 . . .D1. 
6.2. Selfdual spaces and Witt bases. A space of polynomials V is called selfdual if
V = V †. For instance, the space of polynomials of degree not greater than N is selfdual.
In this case all polynomials Ti are equal to 1.
Let V be selfdual. Then m
(s)
i = m
(s)
N+1−i and m
(∞)
i = m
(∞)
N+1−i for all s and i. There is a
non-degenerate pairing
( , ) : V ⊗ V → C .
If u, v ∈ V , then we write v = W †(u1, . . . , uN) and set (u, v) = W †(u, u1, . . . , uN). This
pairing is called the canonical bilinear form.
A basis u1, . . . , uN+1 in a space of polynomials V is called a Witt basis if
ui = W
†(u1, . . . , ûN+2−i, . . . , uN+1), i = 1, . . . , N + 1. (6.2)
Theorem 6.4. Let V be selfdual. Then V has a Witt basis.
Corollary 6.5. Let V be selfdual. Then the non-degenerate form ( , ) : V ⊗ V → C
is symmetric, if dimV is odd, and skew-symmetric, if dimV is even.
Proof of Theorem 6.4 Let d1 > d2 > · · · > dN+1 be degrees of polynomials in V ,
where di = l +m
(∞)
1 + · · ·+m(∞)N+1−i +N + 1− i in the notations of the previous section.
Let p1, . . . , pN+1 be monic polynomials in V , deg pi = di. Denote Di =
∏
(dk − dj) where
the product is over all k, j such that k < j and both k and j are not equal to i. We have
Di = DN+2−i since V is selfdual.
30 E. MUKHIN AND A. VARCHENKO
Lemma 6.6. For i = 1, . . . , N + 1, we have
W †(p1, . . . , pi−1, pi+1, . . . , pN+1) = Di x
dN+2−i + . . . ,
where dots denote the lower degree terms. 
Introduce qi = D
− 1
2
i
∏N+1
j=1 D
1
2N−2
j pi. Then for i = 1, . . . , N + 1, we have
W †(q1, . . . , qi−1, qi+1, . . . , qN+1) = qN+2−i +
N+1∑
j=N+3−i
aij qj
for suitable numbers aij. Adding to each qi polynomials qi+1, . . . , qN+1 with suitable coef-
ficients we can get new polynomials q1, . . . , qN+1 such that
W †(q1, . . . , qi−1, qi+1, . . . , qN+1) = qN+2−i (6.3)
for i ≤ N
2
+ 1, and
W †(q1, . . . , qi−1, qi+1, . . . , qN+1) = qN+2−i +
i∑
j=N+3−i
aij qj (6.4)
for i > N
2
+ 1.
Lemma 6.7. If the polynomials q1, . . . , qN+1 satisfy (6.3) for i ≤ N2 + 1 and (6.4) for
i > N
2
+ 1, then they satisfy (6.3) for all i.
Proof. First let N+1 = 2k be even. Assume that we already showed that for some i0 ≥ k
the polynomials q1, . . . , qN+1 satisfy (6.3) for all i < i0. We prove (6.3) for i = i0. We
have
W †(q1, . . . , qi0−1, qi0+1, . . . , qN+1) =
= qN+2−i0 + a
i0
N+3−i0
qN+3−i0 + · · ·+ ai0i0+1qi0+1 + ai0i0qi0 .
We claim that ai0N+3−i0 = · · · = ai0k = ai0k+1 = · · · = ai0i0+1 = 0.
SetWi = W
†(q1, . . . , qi−1, qi+1, . . . , qN+1). We calculateX = W
†(W1, . . . , WN+1−i0 ,Wi0 ,
WN+3−i0 , . . . ,Wk) in two ways. According to our assumptions we have
X = W †(qN+1, qN , . . . , qi0+1, qN+2−i0 +
i0∑
j=N+3−i0
ai0j qj , qi0−1, . . . , qk+1) .
Notice that polynomials W †(qN+1, qN , . . . , qi0+1, qj, qi0−1, . . . , qk+1), for j = i0 and j =
N +2− i0, . . . , k, are non-zero, have different degrees and hence are linearly independent.
On the other hand, by Lemma 9.5, we have
X = const W †(qN+1, qN , . . . , qi0+1, qN+2−i0, qi0−1, . . . , qk+1) .
Thus ai0i0 = a
i0
N+3−i0
= · · · = ai0k = 0.
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Similarly calculating in two ways the expression X = W †(W1, . . . , WN+1−i0 , Wi0 ,Wk+1,
Wk+2, . . . , Wi0−1) we conclude that a
i0
k+1 = · · · = ai0i0−1 = 0. Lemma 6.7 is proved for even
N + 1.
Let N + 1 = 2k + 1 be odd. Assume that we already showed that for some i0 ≥ k the
polynomials q1, . . . , qN+1 satisfy (6.3) for all i < i0. We prove (6.3) for i = i0.
We calculate X =W †(W1, . . . ,Wk,Wi0) in two ways. According to our assumptions we
have
X = W †(qN+1, qN , . . . , qk+2, qN+2−i0 +
i0∑
j=N+3−i0
ai0j qj) .
The polynomials W †(qN+1, qN , . . . , qk+1, qj) for j = N + 2 − i0, . . . , k + 1 are non-zero,
have different degrees and hence are linearly independent.
On the other hand, we have
X = const W †(qk+1, . . . , qi0−1, qi0+1, . . . , qN+1)
= W †(Wk−1, . . . ,WN+3−i0 ,WN+1−i0, . . . ,W1)
= const W †(qN+2−i0 , qk+1, . . . , qN+1) .
Thus ai0N+3−i0 = · · · = ai0k+1 = 0.
Similarly calculating in two ways the expression
X = W †(W1,W2, . . . ,WN+2−i0 ,Wk+2,Wk+3, . . . ,Wi0)
we show that ai0k+2 = · · · = ai0i0 = 0. Lemma 6.7 is proved for odd N + 1. 
Theorem 6.4 is proved. 
6.3. Isotropic flags. Let u1, . . . , uN+1 be a basis in a vector space V of polynomials.
Denote Wi = W
†(u1, . . . , ûi, . . . , uN+1).
Theorem 6.8. Assume that
W †(u1, . . . , ui) = ai W
†(u1, . . . , uN+1−i), i = 1, . . . , N, (6.5)
for some non-zero numbers a1, . . . , aN . Then for every i, the polynomial ui is a linear
combination of WN+1,WN , . . . ,WN+2−i.
Proof. The proof is by induction on i. For i = 1, the polynomial u1 is proportional to
WN+1 by assumption. Let the theorem be proved for i = 1, . . . , i0−1. Then using Lemma
9.5 we obtain
W †(u1, . . . , ui0−1,WN+2−i0) = const W
†(WN+1,WN , . . . ,WN+2−i0)
= const W †(u1, . . . , uN+1−i0) (W
†(u1, . . . , uN+1))
i0−1.
Notice that W †(u1, . . . , uN+1) is a constant. Therefore using (6.5) we obtain
W †(u1, . . . , ui0−1,WN+2−i0) = const W
†(u1, . . . , ui0).
Hence WN+2−i0 is a linear combination of u1, . . . , ui0 and the theorem is proved. 
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Corollary 6.9. If V has a basis satisfying (6.5), then V is selfdual.
Let V be a selfdual space of polynomials. For a subspace U ⊂ V denote U⊥ its
orthogonal complement, (U, U⊥) = 0, dimU + dimU⊥ = dimV . A full flag F = {F1 ⊂
· · · ⊂ FN+1 = V } is called isotropic if F⊥i = FN+1−i for i = 1, . . . , N .
Corollary 6.10. Let u1, . . . , uN+1 be a basis in V satisfying (6.5), then the full flag
generated by the basis is isotropic.
Lemma 6.11. Let F be an isotropic flag in V and u1, . . . , uN+1 a basis in V adjusted to
F. Then the basis satisfies (6.5).
Proof. Since F⊥i = FN+1−i, we have two bases in FN+1−i: the basis u1, . . . , uN+1−i and
the basis WN+1,WN , . . . ,Wi+1. Hence
W †(u1, . . . , uN+1−i) = const W
†(WN+1,WN , . . . ,Wi+1) = const W
†(u1, . . . , ui) .

6.4. Generating procedures for isotropic flags. Let V be a selfdual space of poly-
nomials. Let FL(V ) be the variety of all full flags of V . Denote FL⊥(V ) ⊂ FL(V ) the
subvariety of all isotropic flags.
Let β : FL(V ) → P (C[x])N , F 7→ yF, be the generating isomorphism associated with
V , see Section 5.5. Remind that if u1, . . . , uN+1 is a basis adjusted to a flag F ∈ FL(V ),
then yF = (yF1 , . . . , y
F
N), where y
F
i =W
†(u1, . . . , ui). According to Section 6.3, a flag F is
isotropic if and only its image under the generating isomorphism is symmetric:
yFi = y
F
N+1−i for i = 1, . . . , N . (6.6)
The group of linear transformations of V preserving the scalar product ( , ) acts on the
space of isotropic flags FL⊥(V ). We describe the infinitesimal action of this group on the
image β(FL⊥(V )).
First we assume that N + 1 = 2k is even. In this case the scalar product ( , ) is skew-
symmetric. The special symplectic Lie algebra of V consists of all traceless endomorphisms
x of V such that (xv, v′) + (v, xv′) = 0 for all v, v′ ∈ V .
Let u = (u1, . . . , u2k) be a Witt basis in V . We have
(ui , u2k+1−i) = (−1)i+1, i = 1, . . . , k,
and (ui, uj) = 0 if i+ j 6= 2k+1. The choice of the basis identifies the special symplectic
Lie algebra with a Lie subalgebra of sl2k, which is denoted sp2k. The Lie algebra sp2k has
the root system of type Ck.
Denote Ei,j the matrix with zero entries except 1 at the intersection of the i-th row and
j-th column.
The lower triangular part of sp2k is spanned by matrices Ei,i+1 + E2k−i,2k+1−i for
i = 1, . . . , k−1 and Ek,k+1. Denote these matrices X1, . . . , Xk, respectively. The matrices
define linear transformations of V .
CRITICAL POINTS AND FLAG VARIETIES 33
For any i ∈ {1, . . . , k} and c ∈ C, the basis ecXiu is a Witt basis. Let F be the isotropic
flag generated by u and ecXiF the isotropic flag generated by ecXiu. We describe the
dependence on c of the 2k − 1-tuple β(ecXiF).
For i < k, we have
ecXiu = (u1, . . . , ui−1, ui + cui+1, ui+1, . . . , u2k−i, u2k+1−i + cu2k+2−i, u2k+2−i, . . . , u2k)
and
β(ecXiF) =
= (yF1 , . . . , y
F
i−1, yi(x, c), y
F
i+1, . . . , y
F
k−1, y
F
k , y
F
k−1, . . . , y
F
i+1, yi(x, c), y
F
i−1, . . . , y
F
1 ),
with yi(x, c) =W
†(u1, . . . , ui−1, ui + cui+1).
Lemma 6.12. For i < k, we have
W (yi(x, c),
∂yi
∂c
(x, c)) = Ti y
F
i−1 y
F
i+1 .

For i = k, we have
ecXiu = (u1, . . . , uk−1, uk + cuk+1, uk+1, . . . , u2k)
and
β(ecXiF) = (yF1 , . . . , y
F
k−1, yk(x, c), y
F
k−1, . . . , y
F
1 )
with yk(x, c) = W
†(u1, . . . , uk−1, uk + cuk+1).
Lemma 6.13. We have
W (yk(x, c),
∂yk
∂c
(x, c)) = Tk (y
F
k−1)
2 .

Notice that in Lemmas 6.12 and 6.13 the function ∂yk
∂c
(x, c) does not depend on c.
Now we assume that N +1 = 2k+1 is odd. In this case the scalar product ( , ) is sym-
metric. The special orthogonal Lie algebra of V consists of all traceless endomorphisms
x of V such that (xv, v′) + (v, xv′) = 0 for all v, v′ ∈ V .
Let u = (u1, . . . , u2k+1) be a Witt basis in V . We have
(ui , u2k+2−i) = (−1)i+1, i = 1, . . . , k + 1,
and (ui, uj) = 0 if i+ j 6= 2k+2. The choice of the basis identifies the special orthogonal
Lie algebra with a Lie subalgebra of sl2k+1, which is denoted so2k+1. The Lie algebra
so2k+1 has the root system of type Bk.
The lower triangular part of so2k+1 is spanned by matrices Ei,i+1 + E2k+1−i,2k+2−i for
i = 1, . . . , k − 1 and Ek,k+1 + Ek+1,k+2. Denote these matrices X1, . . . , Xk, respectively.
The matrices define linear transformations of V .
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For any i ∈ {1, . . . , k} and c ∈ C, the basis ecXiu is a Witt basis. Let F be the isotropic
flag generated by u and ecXiF the isotropic flag generated by ecXiu. We describe the
dependence on c of the 2k-tuple β(ecXiF).
For i < k, we have
ecXiu =
(u1, . . . , ui−1, ui + cui+1, ui+1, . . . , u2k+1−i, u2k+2−i + cu2k+3−i, u2k+3−i, . . . , u2k+1)
and
β(ecXiF) =
= (yF1 , . . . , y
F
i−1, yi(x, c), y
F
i+1, . . . , y
F
k , y
F
k , . . . , y
F
i+1, yi(x, c), y
F
i−1, . . . , y
F
1 ),
with yi(x, c) =W
†(u1, . . . , ui−1, ui + cui+1).
Lemma 6.14. For i < k we have
W (yi(x, c),
∂yi
∂c
(x, c)) = Ti y
F
i−1 y
F
i+1 .

For i = k, we have
ecXiu = (u1, . . . , uk−1, uk + cuk+1 +
c2
2
uk+2, uk+1 + cuk+2, uk+2, . . . , u2k+1)
and
β(ecXiF) = (yF1 , . . . , y
F
k−1, yk(x, c), yk(x, c), y
F
k−1, . . . , y
F
1 )
with yk(x, c) = W
†(u1, . . . , uk−1, uk + cuk+1 +
c2
2
uk+2).
Lemma 6.15. We have
W (yk(x, c),
∂yk
∂c
(x, c)) = Tk y
F
k−1 yk(x, c) . (6.7)

Lemma 6.16. Assume that the two polynomials yFk and Tk y
F
k−1 do not have common
roots. Then yFk = p
2, yk(x, c) = (p+ cq)
2 for suitable polynomials p(x), q(x) and
W (p , q) = 2 Tk y
F
k−1 . (6.8)
Proof. The polynomial yk(x, c) is a polynomial in x and c, quadratic in c. We claim that
yk cannot be of the form p(x)q(x, c) where p is a polynomial in x of positive degree and q
is a polynomial in x, c. Indeed, in this case equation (6.7) would imply that the roots of
p lie among the roots of Tk y
F
k−1.
We claim that yk cannot be irreducible. Indeed, then there would exist (z0, c0) ∈ C2
and a germ of a holomorphic function f : (C, c0) → (C, z0) such that in a neighborhood
of (z0, c0) the polynomial yk would be presentable in the form yk = (x− f(c))g(x, c) with
g(z0, c0) 6= 0. But this presentation would contradict to (6.7), because its left hand side
and right hand side would be having different orders of zero with respect to x at x = f(c).
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The same reason shows that yk cannot be presented in the form p(x, c)q(x, c) with
polynomials p, q not proportional. Thus yk = (p(x) + cq(x))
2 for suitable polynomials p
and q. Substituting this expression to (6.7) we get (6.8). 
7. The case of root systems of type BN and CN
7.1. Critical points of type BN . Consider the root system of typeBN . Let α1, . . . , αN−1
be the long simple roots and αN the short one. We have
(αN , αN) = 2, (αi, αi) = 4, (αi, αi+1) = −2, i = 1, . . . , N − 1,
and all other scalar products are equal to zero. The root system BN corresponds to the
Lie algebra so2N+1. We denote h its Cartan subalgebra.
We consider also the root system of type A2N−1 with simple roots α
A
1 , . . . , α
A
2N−1. The
root system A2N−1 corresponds to the Lie algebra sl2N . We denote hA its Cartan subal-
gebra.
We have a map h∗ → h∗A, Λ 7→ ΛA, where ΛA is defined by
〈ΛA , (αAi )∨〉 = 〈ΛA , (αA2N−i)∨〉 = 〈Λ , (αi)∨〉, i = 1, . . . , N.
Let Λ1, . . . ,Λn ∈ h∗ be dominant integral so2N+1-weights, z1, . . . , zn complex numbers.
Let the polynomials T1, . . . , TN be given by (3.2). Remind that an N -tuple of polynomials
y represents a critical point of a master function associated with so2N+1, Λ1, . . . ,Λn,
z1, . . . , zn, if and only if y is generic with respect to weights Λ1, . . . ,Λn of so2N+1, and
points z1, . . . zn and there exist polynomials y˜i, i = 1, . . . , N , such that
W (yi , y˜i) = Ti yi−1 yi+1, i = 1, . . . , N − 1,
W (yN , y˜N) = TN y
2
N−1.
For an N -tuple of polynomials y = (y1, . . . , yN), let yA be the 2N − 1-tuple of polyno-
mials (y1, . . . , yN−1, yN , yN−1, . . . , y1).
Lemma 7.1. An N-tuple y represents a critical point of a master function associated
with so2N+1, Λ1, . . . ,Λn, z1, . . . , zn, if and only if the 2N − 1-tuple of polynomials yA
represents a critical point of a master function associated with sl2N , Λ
A
1 , . . . , Λ
A
n , z1, . . . ,
zn. 
Let y0 represent a critical point of a master function associated with so2N+1, Λ1, . . . ,Λn,
z1, . . . , zn. Denote P the so2N+1-population of critical points originated at y
0. Denote
PA the sl2N -population of critical points originated at y
0
A. Clearly there is an injective
map P → PA, y 7→ yA.
Theorem 7.2. The fundamental space of PA is selfdual.
Proof. Denote V the fundamental space of PA. Let u1, . . . , u2N be a basis in V constructed
using yA as in Section 5.3. By Lemma 5.5 we have
W †(u1, . . . , ui) = W
†(u1, . . . , u2N−i), i = 0, . . . , 2N.
The theorem follows from Corollary 6.9. 
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The fundamental space of PA is called the fundamental space of the so2N+1-population
P and denoted VP . We have dimVP = 2N .
Theorem 7.3. The generating morphism β : FL(VP )→ P (C[x])2N−1 identifies the sub-
variety FL⊥(VP ) of flags in VP , isotropic with respect to the skew-symmetric form ( , ),
and the so2N+1-population P .
Proof. Let y = β(F) be in P , where F is some isotropic flag. Then the N -tuples
β(ecXiF) = (y1(x), . . . , yi(x, c), . . . , yN(x)) are the immediate descendants of y in the
i-th direction. Indeed, this follows from Lemmas 6.12 and 6.13 with c = 0 since we have
yi(x, c) = yi + c∂yi/∂c(x, 0).
Therefore the generating procedures for the so2N+1-population P coincide with the
generating procedure for the variety of full flags in the fundamental space VP isotropic
with respect to the skew-symmetric form ( , ). 
The Lie algebra so2N+1 is Langlands dual to the Lie algebra sp2N . According to the
corollary, a population of critical points associated with so2N+1 is isomorphic to the full
flag variety of its Langlands dual sp2N .
Let P be an so2N+1-population associated with integral dominant weights Λ1, . . .Λn
and points z1, . . . , zn. Let y ∈ P . Introduce a linear differential operator D(y) of order
2N by the formula
D(y) = (∂ − ln′(T
2
1 . . . T
2
N−1TN
y1
))(∂ − ln′(y1T
2
1 . . . T
2
N−1TN
y2T1
))
(∂ − ln′(y2T
2
1 . . . T
2
N−1TN
y3T1T2
)) . . . (∂ − ln′(yN−1T1 . . . TN−1TN
yN
))
(∂ − ln′(yNT1 . . . TN−1
yN−1
))(∂ − ln′(yN−1T1 . . . TN−2
yN−2
)) . . . (∂ − ln′(y1))
where T1, . . . TN are as above.
Corollary 7.4. The operator D(y) does not depend on the choice of y in P . Its kernel
is the fundamental space VP .
The operator is called associated with the population and is denoted DP .
By Theorem 7.3 any so2N+1-population is isomorphic to the variety of isotropic flags of
the fundamental space of the population. The converse is also true.
Theorem 7.5. Let V be a selfdual space of polynomials of even dimension 2N . Let
FL⊥(V ) be the variety of the isotropic full flags of V , and β(FL⊥(V )) its image under
the generating morphism. Then β(FL⊥(V )) is an so2N+1-population with fundamental
space V .
Theorem 7.5 is proved in Section 8.
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7.2. Critical points of type CN . Consider the root system of type CN . Let α1, . . . , αN−1
be the short simple roots and αN the long one. We have
(αN , αN) = 4, (αN−1, αN) = − 2,
(αi, αi) = 2, (αi, αi+1) = − 1, i = 1, . . . , N − 2,
and all other scalar products are equal to zero. The root system CN corresponds to the
Lie algebra sp2N . We denote h its Cartan subalgebra.
We consider also the root system of type A2N with simple roots α
A
1 , . . . , α
A
2N . The root
system A2N corresponds to the Lie algebra sl2N+1. We denote hA its Cartan subalgebra.
We have a map h∗ → h∗A, Λ 7→ ΛA, where ΛA is defined by
〈ΛA , (αAi )∨〉 = 〈ΛA , (αA2N+1−i)∨〉 = 〈Λ , (αi)∨〉, i = 1, . . . , N.
Let Λ1, . . . ,Λn ∈ h∗ be dominant integral sp2N -weights, z1, . . . , zn complex numbers.
Let the polynomials T1, . . . , TN be given by (3.2). Remind that an N -tuple of polynomi-
als y represents a critical point of a master function associated with sp2N , Λ1, . . . ,Λn,
z1, . . . , zn, if and only if y is generic with respect to weights Λ1, . . . ,Λn of sp2N and points
z1, . . . , zn, and there exist polynomials y˜i, i = 1, . . . , N , such that
W (yi , y˜i) = Ti yi−1 yi+1, i = 1, . . . , N − 2,
W (yN−1 , y˜N−1) = TN−1 yN−2 y
2
N , W (yN , y˜N) = TN yN−1.
For an N -tuple of polynomials y = (y1, . . . , yN), let yA be the 2N -tuple of polynomials
yA = (y1, . . . , yN−1, y
2
N , y
2
N , yN−1, . . . , y1).
Let y represent a critical point of a master function associated with sp2N , Λ1, . . . ,Λn,
z1, . . . , zn. We shall construct an sl2N+1-population containing yA. Set
yA,1 = (y1, . . . , yN−1, yN y˜N , y
2
N , yN−1, . . . , y1) ,
yA,2 = (y1, . . . , yN−1, yN y˜N , y
2
N + c(y˜N)
2, yN−1, . . . , y1) ,
where c is a non-zero number.
Lemma 7.6. For almost all c, the tuple yA,2 represents a critical point of a master
function associated with sl2N+1, Λ
A
1 , . . . ,Λ
A
n , z1, . . . , zn. The sl2N+1-population, containing
the critical point yA,2, does not depend on c and contains also the tuple yA.
Proof. Since y is generic with respect to weights Λ1, . . . ,Λn of sp2N , and points z1, . . . , zn,
clearly yA,2 is generic with respect to weights Λ
A
1 , . . . ,Λ
A
n of sl2N+1, and points z1, . . . , zn
for almost all c. We have
W (y2N , yN y˜N) = TN yN−1 (yN)
2, W ((yN)
2 , y2N + c(y˜N)
2) = 2 c TN yN−1 yN y˜N .
The first equation shows that yA is fertile with respect to sl2N+1, Λ
A
1 , . . . ,Λ
A
n , z1, . . . , zn.
The equations also show that with respect to sl2N+1, Λ
A
1 , . . . ,Λ
A
n , z1, . . . , zn the tuple yA,1
is fertile in all directions but the N − 1-th. Now we show that yA,1 is fertile in direction
N − 1.
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Let yN−1 =
∏
i(x− ti), yN =
∏
i(x− ui), y˜N =
∏
i (x− vi). The numbers {ti} form an
sl2 critical point with weight yN−2TN−1y
2
N . Therefore we have its critical point equations∑
j
2
ti − uj + X = 0,
where X denotes terms which do not depend on yN . Similarly, {ti} form an sl2 critical
point with weight yN−2TN−1y˜
2
N . Therefore we have its critical point equations∑
j
2
ti − vj + X = 0
with the same X . Hence∑
j
1
ti − uj +
∑
j
1
ti − vj + X = 0.
This means that {ti} form an sl2 critical point with weight yN−2TN−1yN y˜N . Thus yA,1 is
fertile in direction N − 1.
With respect to sl2N+1, Λ
A
1 , . . . ,Λ
A
n , z1, . . . , zn the tuple yA,2 is fertile in all directions
but the N -th and N + 2-th. We show that yA,2 is fertile in these directions too.
We have
W (yN−1, y¯N−1) = TN−1 yN−2 y
2
N , W (yN−1, y˜N−1) = TN−1 yN−2 y˜
2
N
for suitable polynomials y¯N−1 and y˜N−1. Adding the equations we get W (yN−1 , y¯N−1 +
cy˜N−1) = TN−1 yN−2 (y
2
N + cy˜
2
N) which means fertility in direction N + 2. Similarly, we
have W (y2N + cy˜
2
N , yN y˜N) = TN yN−1 (y
2
N + cy˜
2
N) which means fertility in direction N .
These reasons show that for all c the tuples yA yA,1,yA,2 belong to the sl2N+1-population
originated at yA,2. 
Let y represent a critical point of a master function associated with sp2N , Λ1, . . . ,Λn,
z1, . . . , zn. Let P be the sp2N -population originated at y. Let P
A be the sl2N+1-population,
constructed in Lemma 7.6 and containing yA.
Theorem 7.7. The fundamental space of PA is selfdual.
Proof. Denote V the fundamental space of PA. Let u1, . . . , u2N+1 be a basis in V con-
structed using yA as in Section 5.3. By Lemma 5.5 we have
W †(u1, . . . , ui) = W
†(u1, . . . , u2N−i), i = 0, . . . , 2N + 1.
The theorem follows from Corollary 6.9. 
The fundamental space of PA is called the fundamental space of the sp2N -population P
and denoted VP . We have dimVP = 2N + 1.
Theorem 7.8. The generating morphism β : FL(VP )→ P (C[x])2N identifies the subva-
riety FL⊥(VP ) of flags in VP , isotropic with respect to the symmetric form ( , ), and the
sp2N -population P .
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Proof. Follows from Lemmas 6.14, 6.15 with c = 0 and 6.16, cf. proof of Theorem 7.8. 
The Lie algebra sp2N is Langlands dual to the Lie algebra so2N+1. According to the
corollary, a population of critical points associated with sp2N is isomorphic to the full flag
variety of its Langlands dual so2N+1.
Let P be an sp2N -population associated with integral dominant weights Λ1, . . .Λn and
points z1, . . . , zn. Let y ∈ P . Introduce a linear differential operator D(y) of order 2N+1
by the formula
D(y) = (∂ − ln′(T
2
1 . . . T
2
N
y1
))(∂ − ln′(y1T
2
1 . . . T
2
N
y2T1
)) . . . (∂ − ln′( yN−2T
2
1 . . . T
2
N
yN−1T1 . . . TN−2
))
(∂ − ln′(yN−1T
2
1 . . . T
2
N
y2NT1 . . . TN−1
))(∂ − ln′(T1 . . . TN))(∂ − ln′(y
2
NT1 . . . TN−1
yN−1
))
(∂ − ln′(yN−1T1 . . . TN−2
yN−2
)) . . . (∂ − ln′(y2T1
y1
))(∂ − ln′(y1))
where T1, . . . TN are as above.
Corollary 7.9. The operator D(y) does not depend on the choice of y in P . Its kernel
is the fundamental space VP .
The operator is called associated with the population and is denoted DP .
According to Theorem 7.8 any sp2N -population is isomorphic to the variety of isotropic
flags of the fundamental space of the population. The converse is also true.
Theorem 7.10. Let V be a selfdual space of polynomials of odd dimension 2N + 1. Let
FL⊥(V ) be the variety of the isotropic full flags of V , and β(FL⊥(V )) its image under the
generating morphism. Then β(FL⊥(V )) is an sp2N -population with fundamental space V .
Theorem 7.10 is proved in Section 8.
7.3. The so2N+1-populations and Bruhat cells. Let P be an so2N+1-population with
fundamental space VP . The space VP is a selfdual space of dimension 2N . The canon-
ical bilinear form of VP is skew-symmetric. Let z1, . . . , zn,∞ be ramification points of
VP . Let Λ
A
1 , . . . ,Λ
A
n , Λ˜
A
∞ be the corresponding integral dominant sl2N -weights of VP and
ΛB1 , . . . ,Λ
B
n , Λ˜
B
∞ the corresponding integral dominant so2N+1-weights of P .
The generating morphism β identifies the variety of isotropic flags FL⊥(VP ) with the
population P . The variety FL⊥(VP ) is isomorphic to the flag variety of the Lie group
SP2N . The root system of its Lie algebra sp2N is of type CN .
For any semisimple Lie group G with a Borel subgroup B, the flag variety G/B has a
Bruhat cell decomposition G/B = ⊔w∈W BwB/B, see [H].
A Bruhat cell decomposition of the flag variety of SL2N was described in Section 5.8 as
a cell decomposition of the variety of full flags FL(VP ) with respect to the flag F
∞. We
have
FL(VP ) = ⊔w∈S2N GF∞w .
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Now we describe a Bruhat cell decomposition of the flag variety of SP2N as a decompo-
sition of FL⊥(VP ).
Let ι : h∗sp2N → h∗sl2N be the linear inclusion given by√
2αCi 7→ αAi + αA2N−i,
√
2αCN 7→ 2αAN ,
i = 1, . . . , N − 1. We have (αCi , αCj ) = (ι(αCi ), ι(αCj )) and therefore ι is orthogonal. We
have the following relation between simple reflections:
ι(sCi Λ) = s
A
i s
A
2N−iι(Λ), ι(s
C
NΛ) = s
A
N ι(Λ),
i = 1, . . . , N − 1, for any weight Λ ∈ h∗sp2N . Therefore the map from the sp2N Weyl group
to the sl2N Weyl group given by
sCi 7→ sAi sA2N−i, sN 7→ sN ,
i = 1, . . . , N − 1, is a group homomorphism. The map identifies the sp2N Weyl group
with the group W of permutations w ∈ S2N with the property wi + w2N+1−i = 2N + 1
for all i.
The group W ⊂ S2N is generated by the simple transposition sCN = (N,N + 1) and by
the products of two simple transpositions sCi = (i, i+1)(2N−i, 2N−i+1), i = 1, . . . , N−1.
For a permutation w, denote FL⊥(VP ) ∩ GF∞w by GCw . We have GCw 6= ∅ if and only if
w ∈ W . Therefore we have a decomposition
FL⊥(VP ) = ⊔w∈W GCw . (7.1)
The variety FL⊥(VP ) is isomorphic to the SP2N flag variety. Under this isomorphism
decomposition (7.1) becomes the Bruhat cell decomposition. The Bruhat cells GCw are
topological cells, see [H].
Consider the generating morphism β : FL(VP ) → P (C[x])2N−1. For a tuple y ∈
P (C[x])2N−1, denote l(y) = (deg y1, . . . , deg y2N−1). Two flags F1 and F2 belong to the
same Bruhat cell in FL(VP ) if and only if l(β(F1)) = l(β(F2)). Set as before l
w = l(β(F))
for F ∈ GF∞w . For w ∈ W we have lwi = lw2N−i for all i.
The Weyl groups of Langlands dual Kac-Moody algebras are naturally identified. So
the Weyl groups of sp2N and so2N+1 are naturally identified. Therefore we can consider
an element w ∈ W as an element of the so2N+1 Weyl group as well, in particular w acts
on so2N+1-weights.
Lemma 7.11. For w ∈ W , we have the equality of so2N+1-weights:
N∑
i=1
lwi α
B
i =
n∑
s=1
ΛBs − w · Λ˜B∞.
Proof. Follows from Lemma 5.22. 
Let y represent a critical point of the master function Φ(t; z;ΛB, w · Λ˜B∞) and let P be
the so2N+1-population originated at y.
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Corollary 7.12. The closure in C0lw1 [x] ⊗ . . .C0lwN [x] of N-tuples of polynomials in the
so2N+1-population P representing a critical point of the master function Φ(t; z;Λ
B, w ·
Λ˜B∞), is isomorphic to the Bruhat cell G
C
w of the flag variety FL
⊥(VP ).
7.4. The sp2N -populations and Bruhat cells. Let P be an sp2N -population with
fundamental space VP . The space VP is a selfdual space of dimension 2N + 1. The
canonical bilinear form of VP is symmetric. Let z1, . . . , zn,∞ be ramification points
of VP . Let Λ
A
1 , . . . ,Λ
A
n , Λ˜
A
∞ be the corresponding integral dominant sl2N+1-weights and
ΛC1 , . . . ,Λ
C
n , Λ˜
C
∞ the corresponding integral dominant sp2N -weights of P .
The generating morphism β identifies the variety of isotropic flags FL⊥(VP ) with the
population P . The variety FL⊥(VP ) is isomorphic to the flag variety of the Lie group
SO2N+1. The root system of the corresponding Lie algebra so2N+1 is of type BN .
Now we describe a Bruhat cell decomposition of the flag variety of SO2N+1 as a decom-
position of FL⊥(VP ).
Let ι : h∗so2N+1 → h∗sl2N+1 be the linear inclusion given by
αBi 7→ αAi + αA2N−i, αBN 7→ αN + αN+1,
i = 1, . . . , N − 1. We have (αBi , αBj ) = (ι(αBi ), ι(αBj )) and therefore ι is orthogonal. We
have the following relation between simple reflections:
ι(sBi Λ) = s
A
i s
A
2N−iι(Λ), ι(s
C
NΛ) = s
A
Ns
A
N+1s
A
N ι(Λ),
i = 1, . . . , N − 1, for any weight Λ ∈ h∗so2N+1 . Therefore the map from the so2N+1 Weyl
group to the sl2N+1 Weyl group given by
sBi 7→ sAi sA2N−i, sN 7→ sNsN+1sN ,
i = 1, . . . , N − 1 is a group homomorphism. The map identifies the so2N+1 Weyl group
with the group W of permutations w ∈ S2N+1 with the property wi + w2N+2−i = 2N + 2
for all i.
The group W ⊂ S2N+1 is generated by the simple transposition sBN = (N,N + 2)
and by the products of two simple transpositions sBi = (i, i + 1)(2N − i, 2N − i + 1),
i = 1, . . . , N − 1.
Let
FL(VP ) = ⊔w∈S2N+1 GF∞w
be the Bruhat cell decomposition with respect to the flag F∞. For a permutation w,
denote FL(VP )
⊥ ∩ GF∞w by GBw . We have GBw 6= ∅ if and only if w ∈ W . Therefore we
have a decomposition
FL⊥(VP ) = ⊔w∈W GBw . (7.2)
The variety FL⊥(VP ) is isomorphic to the SO2N+1 flag variety. Under this isomorphism
decomposition (7.2) becomes the Bruhat cell decompostion.
Consider the generating morphism β : FL(VP ) → P (C[x])2N . For a tuple y ∈
P (C[x])2N denote l(y) = (deg y1, . . . , deg y2N). Two flags F1 and F2 belong to the same
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Bruhat cell if and only if l(β(F1)) = l(β(F2)). Set as before l
w = l(β(F)) for F ∈ GF∞w .
For w ∈ W we have lwi = lw2N+1−i for all i..
The Weyl groups of Langlands dual Kac-Moody algebras are naturally identified. So
the Weyl groups of so2N+1 and sp2N are naturally identified. Therefore we can consider
an element w ∈ W as an element of the sp2N Weyl group as well, in particular w acts on
sp2N -weights.
Lemma 7.13. For w ∈ W , we have the equality of sp2N -weights:
N∑
i=1
lwi α
C
i =
n∑
s=1
ΛCs − w · Λ˜C∞.
Proof. Follows from Lemma 5.22. 
Let y represent a critical point of the master function Φ(t; z;ΛC , w · Λ˜C∞) and let P be
the sp2N -population originated at y.
Corollary 7.14. The closure in C0lw1 [x] ⊗ · · · ⊗ C0lwN [x] of N-tuples of polynomials in the
sp2N -population P representing critical points of the master function Φ(t; z;Λ
C , w · Λ˜C∞)
is isomorphic to the Bruhat cell GBw of the flag variety FL
⊥(VP ).
8. Local Version
The proof of Theorems 7.5 and 7.10 require a local variant of the theory of populations
where polynomials are replaced by germs of holomorphic functions. Below we sketch this
local variant.
8.1. Generic and fertile tuples of germs. Let z ∈ C. Denote C((x− z)) the complex
vector space of germs at z of holomorphic functions in x. Denote P (C((x − z))) the
corresponding projective space.
Let A be a generalized Cartan r × r-matrix and g(A) the corresponding Kac-Moody
algebra. We use the same notations as in Section 2.1.
Fix an r-tuple T = (T1, . . . , Tr) ∈ P (C((x− z)))r. We say that Λ ∈ h∗ is the weight of
T if for any i the number 〈Λ, α∨i 〉 is equal to the order of zero at z of the germ Ti. The
weight Λ is integral dominant.
For y = (y1, . . . , yr) ∈ P (C((x− z)))r, let li be the order of zero at z of yi. The weight
Λ−∑ri=1 liαi is called the weight of y with respect to T , Λ.
We say that an r-tuple y ∈ P (C((x− z)))r is generic at z if yi(z) 6= 0 for all i. The
weight of a generic tuple with respect to T , Λ is equal to Λ.
We say that an r-tuple y ∈ P (C((x− z)))r is fertile with respect to T if for every i
there exists a germ y˜i satisfying equation (3.4). If an r-tuple y is generic, then it is fertile.
Let y be generic and i = 1, . . . , r. Lemma 3.4 shows that the r-tuples y(i) = (y1, . . . ,
y˜i, . . . , yr) ∈ P (C((x− z)))r, where y˜i is given by (3.5), form a one-parameter family.
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The parameter space of the family is identified with the projective line P 1 with projective
coordinates (c1 : c2). We have a map
Yy,i : P
1 → P (C((x− z)))r , (8.1)
which sends a point c = (c1 : c2) to the corresponding r-tuple y
(i). Almost all r-tuples
y(i) are generic. The exceptions form a finite set in P 1.
8.2. Reproduction procedure. Let T be as in Section 8.1. Let y0 be generic. Let
i = (i1, ir, . . . , ik), 1 ≤ ij ≤ r, be a sequence of natural numbers. We define a k-parameter
family of fertile r-tuples
Yy0,i : (P
1)k → P (C((x− z)))r
as in Section 3.4. Namely, we proceed by induction on k, starting at y0 and successively
applying the simple reproduction procedure in directions i1, . . . , ik. The union
Py0 = ∪i Py0,i ⊂ P (C((x− z)))r ,
where the summation is over all sequences i, is called the population of germs at z asso-
ciated with the Kac-Moody algebra g, the tuple T of weight Λ, and originated at y0. We
say that T is the defining tuple of the population P .
For a given i = (i1, . . . , ik), almost all r-tuples Yy0,i(c) are generic. Exceptional values
of c ∈ (P 1)k are contained in a proper algebraic subset.
If two populations of germs at z with the same T intersect, then they coincide.
As in Section 3.5 we conjecture that every population of germs at a point z, associated
to a Kac-Moody algebra g and a tuple T is a (pro-)algebraic variety isomorphic to the
full flag variety associated to the Kac-Moody algebra gt which is Langlands dual to g.
Moreover, the parts of the family corresponding to r-tuples of germs with fixed degrees
of zero at z are isomorphic to Bruhat cells of the flag variety.
8.3. Orders of zero of germs in a population and the Weyl group. Let a tuple
y be a member of a population P associated to a tuple T of weight Λ. Let a tuple
y(i) = (y1, . . . , y˜i, . . . , yr) be an immediate descendant of y. Let Λ
(i) be the weight of y(i)
with respect to T ,Λ. If the order of zero at z of y˜i is not equal to the order of zero of yi,
then Λ
(i)
∞ = si · Λ∞, cf. Lemma 3.11.
Let P be the population of germs associated with a tuple T of weight Λ and originated
at a tuple y0. Then for any y ∈ P , there is an element w ∈W, such that the weight of y
is w · Λ, and for any w ∈W, there is a tuple y ∈ P with weight w · Λ.
8.4. Relation between populations of polynomials and germs. Let P be a pop-
ulation of critical points in the sense of Section 3.4. We assume that P is associated
with integral dominant weights Λ1, . . .Λn, complex numbers z1, . . . , zn, and originated at
a critical point y0. Let T = (T1, . . . , Tr) be the tuple of polynomials associated with P
and defined by formulas (3.2).
Let z ∈ C. Then P induces a population of germs at z, denoted Pz. The population of
germs Pz consists of germs at z of tuples y ∈ P . The tuple T , considered as an element
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of P (C((x− z)))r, is the defining tuple of Pz. The weight of T at z is Λi if z = zi and is
zero otherwise.
In order to check that Pz is indeed a population of germs one needs to check that Pz
contains a tuple of germs y such that yi(z) 6= 0 for all i. To do this we consider the tuple
of polynomials y0. The tuple is generic in the sense of Section 3.2. Thus if z is not a root
of one of yi, then the germ of y
0 is the required tuple. If z is a root of one of yi, then it is
a simple root. It is easy to see that any immediate descendant of y0 in the i-th direction
gives a required tuple.
8.5. slN+1-Populations of germs. Let P be an slN+1-population of germs at z ∈ C
with defining tuple T of weight Λ. Let y ∈ P . Introduce a germ of a linear differential
operator D(y) by formula (5.1). The germ D(y) does not depend on the choice of y.
It is called associated to P and denoted DP . The exponents of DV are the numbers
0, (Λ+ ρ, α1), . . . , (Λ+ ρ, α1+ · · ·+αN). The kernel V of DV is called the fundamental
space of P and denoted VP .
Let V be a complex vector space of germs at z ∈ C of holomorphic functions in x,
dimV = N + 1. Assume that V does not have a base point, i.e. there is f ∈ V such
that f(z) 6= 0. Let DV = ∂N+1 + ... be the germ of a linear differential operator with
kernel V . Let 0, m1 + 1, . . . , m1 + · · ·+mN +N be the exponents at z of DV . Here mi
are non-negative integers. Introduce an integral dominant slN+1-weight Λ by conditions
(Λ, αi) = mi.
Let u1, . . . , uN+1 be a basis in V . The germ WV = W (u1, . . . , uN+1) is uniquely de-
termined up to multiplication by a non-zero number. Fix a tuple T = (T1, . . . , TN ) ∈
P (C((x− z)))N so that
• The product TN1 TN−12 . . . TN is equal to WV up to multiplication by a nonzero
number;
• For any i, the order of zero at z of Ti is mi.
The slN+1-weight of T is Λ. Such a tuple T is called a framing of V .
Let FL(V ) be the variety of full flags in V . Define the generating morphism
β : FL(V ) → P (C((x− z)))N , F 7→ yF,
by the same formulas as in Section 5.5. We have the following analog of Theorem 5.12.
Theorem 8.1.
1. The generating morphirm defines an isomorphism of FL(V ) and its image
β(FL(V )) ⊂ P (C((x− z)))N .
2. The image β(FL(V )) is an slN+1-population of germs associated with T and Λ.
3. The initial vector space V is the fundamental space of the population β(FL(V )).
4. Every slN+1-population of germs is given by this construction starting from a suit-
able space V .
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8.6. Selfdual vector spaces of germs. Let V be an N + 1-dimensional vector space
of germs at z ∈ C of holomorphic functions. For u1, . . . , ui ∈ V define W †(u1, . . . , ui),
the divided Wronskian with with respect to V,T , by the same formulas as in Section
6.1. Define the vector space V † as the span of divided Wronskians W †(u1, . . . , uN) with
u1, . . . uN ∈ V .
An N -tuple y ∈ P (C((x− z)))N is called symmetric if for any i the germ yi is equal to
the germ yN+1−i up to multiplication by a non-zero number.
The space V with a symmetric framing T is called selfdual if V † = V .
A selfdual space has a nondegenerate bilinear form defined as in Section 6.2. The form
is skew-symmetric if the dimension of V is even and is symmetric if the dimension is odd.
We denote FL⊥(V ) ⊂ FL(V ) the subvariety of isotropic flags. Let β be the generating
morphism of V . A flag F is isotropic if and only if the tuple β(F) = yF is symmetric.
The group of linear transformations of V preserving the bilinear form acts on β(FL⊥(V ))
be the same formulas as in Section 6.4.
8.7. Populations of germs of type BN . We use notations of Section 7.1. Let P be
an so2N+1-population of germs associated with a tuple T = (T1, . . . , TN ) of weight Λ and
originated at a generic N -tuple y0.
For any N -tuple y denote the symmetric 2N − 1-tuple (y1, . . . , yN−1, yN , yN−1, . . . , y1)
by yA. The 2N − 1-tuple TA has the sl2N -weight ΛA.
Let PA be the sl2N -population of germs associated with the tuple T
A of sl2N -weight
ΛA and originated at y0A. There is an injective map P → PA, y 7→ yA. The fundamental
space of PA is selfdual with respect to the symmetric framing TA. The fundamental space
of of PA is called the fundamental space of P . The generating morphism β : FL(V ) →
P (C((x− z)))N identifies the subvariety FL⊥(V ) of flags in V , isotropic with respect to
its skew-symmetric form, and the so2N+1-population P .
Theorem 8.2. Let V be a vector space of germs of dimension 2N with no base point.
Assume that V is selfdual with respect to a symmetric framing TA. Let FL
⊥(V ) be
the variety of isotropic full flags of V , and β(FL⊥(V )) its image under the generating
morphism. Then β(FL⊥(V )) is an so2N+1-population of germs with fundamental space
V .
To prove this theorem it is enough to show only that there is an isotropic flag F such
that its image yF is generic, i.e. yFi (z) 6= 0 for all i. This is proved similarly to the proof
of Theorem 6.4.
8.8. Populations of germs of type CN . We use notations of Section 7.2. Let P be
an sp2N -population of germs associated with a tuple T = (T1, . . . , TN) of weight Λ and
originated at a generic N -tuple y0.
Denote T˜ the symmetric 2N -tuple (T1, . . . , TN , TN , . . . , T1). The tuple T˜ has the sl2N+1-
weight ΛA.
For any N -tuple y denote yA the 2N -tuple (y1, . . . , yN−1, y
2
N , y
2
N , yN−1, . . . , y1).
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Let PA be the sl2N+1-population of germs associated with the symmetric tuple T˜ of
sl2N+1-weight Λ
A and originated at y0A. There is an injective map P → PA, y 7→ yA.
The fundamental space of PA is selfdual with respect to the symmetric framing T˜ . The
fundamental space of PA is called the fundamental space of P . The generating morphism
β : FL(V ) → P (C((x− z)))N identifies the subvariety FL⊥(V ) of flags in V , isotropic
with respect to its symmetric form, and the so2N+1-population P .
Theorem 8.3. Let V be a vector space of germs of dimension 2N + 1 with no base
point. Assume that V is selfdual with respect to a symmetric framing T˜ . Let FL⊥(V )
be the variety of isotropic full flags of V , and β(FL⊥(V )) its image under the generating
morphism. Then β(FL⊥(V )) is an sp2N -population of germs with fundamental space V .

8.9. Proof of Theorems 7.5 and 7.10. We prove Theorem 7.5. The proof of Theorem
7.10 is similar.
Let V be a vector space of polynomials of dimension 2N selfdual in the sence of Section
6.2. Let z ∈ C. Denote πz the map which sends a polynomial to its germ at z. Then
πz(V ) is a 2N -dimensional vector of germs.
The symmetric polynomial framing T = (T1, . . . , T2N−1), defined for V by formulas
(6.1), induces a symmetric framing πz(T ) of πz(V ). The vector space πz(V ) is selfdual
with respect to the framing πz(T ). The bilinear forms on V and πz(V ) are functorial,
for any f, g ∈ V we have (f, g) = (πz(f), πz(g)). The map πz identifies the varieties of
isotropic flags FL⊥(V ) and FL⊥(πz(V )).
The map πz commutes with the generating morphism β.
According to Theorem 8.2 the image β(FL(πz(V ))) is an so2N+1-population of germs.
In particular, β(FL⊥(πz(V ))) contains 2N − 1-tuples generic in the sense of Section 8.1.
Our goal is to show that β(FL⊥(V )) contains a tuple of polynomials generic in the sense
of Section 3.2. We start with an arbitrary flag F0 ∈ FL⊥(V ). We will deform it slightly so
that the corresponding tuple will become generic. Let β(F0) = y0 and y0 = (y01, . . . , y
0
N−1,
y0N , y
0
N−1, . . . , y
0
1). We may assume that the roots of polynomials y
0
i do not contain the
ramification points z1, . . . , zn of V . Indeed by Theorem 8.2 we know that for every z
almost all flags in FL⊥(πz(V )) give generic tuples. The set of ramification points is finite.
So almost all flags in FL⊥(V ) give generic tuples of germs at the ramification points.
Thus we may assume that if z ∈ {z1, . . . , zn}, then the tuple of germs πz(y0) is generic.
Let Z(y0) ⊂ C be the finite set of all z such that πz(y0) is not generic. If y0 is slightly
deformed in β(FL⊥(V )), then Z(y0) is slightly deformed in C. In particular the slightly
deformed Z(y0) still will not intersect the set of ramification points of V . Our goal is to
show that there is a small deformation y1 of y0 in β(FL⊥(V )) such that for any z ∈ Z(y1)
exactly one of polynomials y11, . . . , y
1
N has a root at z and the multiplicity of that root is
equal to one.
Assume that y0 is slightly deformed in the direction of one of the one-parameter groups
indicated in Lemmas 6.12 and 6.13. Let y1 be the deformed tuple. If z belongs to Z(y1)
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and z does not belong to Z(y0), then exactly one of the polynomials y11, . . . , y
1
N has a root
at z and the multiplicity of that root is one.
Thus our goal is to deform slightly the tuple y0 in the directions of the one-parameter
subgroups of Lemmas 6.12 and 6.13, so that for the deformed tuple y1 the sets Z(y0) and
Z(y1) do not intersect.
The possibility to do so is based on the following important observation. For any given
z, a small generic deformation of y0 in the direction of one of the one-parameter subgroups
of Lemmas 6.12 and 6.13 does not increase the order of zeros of germs of πz(y
0).
Let z0 be one of points in Z(y
0). By Theorem 8.2 we know that πz0(y
0) can be made
generic using small deformations in the directions of the distinguished one-parameter
subgroups. According to the above observation we will not make the germs πz(y
0), z ∈
Z(y0)− {z0}, worse while simplifying the germ at z0.
Those remarks prove Theorem 7.5.
9. Appendix: the Wronskian identities
In this appendix we collect identities involving Wronskians. All functions in this section
are functions of x with sufficiently many derivatives.
Recall that the Wronskian of functions g1, . . . , gs is defined by
W (g1, . . . , gs) = det(g
(j−1)
i )
s
i,j=1 .
We follow the convention that for s = 0 the corresponding Wronskian equals 1. In
this section we write Ws(g1, . . . , gs) instead of W (g1, . . . , gs) to stress the order of the
Wronskian.
We start with
Lemma 9.1. We have Ws+1(1, g1, . . . , gs) = Ws(g
′
1, . . . , g
′
s).
Proof. Obvious. 
The next lemma is
Lemma 9.2. We have Ws(fg1, . . . , fgs) = f
s Ws(g1, . . . , gs).
Proof. We proceed by induction on s. The case s = 0 is obvious. Suppose the lemma is
proved for s = s0 − 1. Compare the following differential equations on g1
Ws0(fg1, . . . , fgs0) = 0 and Ws0(g1, . . . , gs0) = 0 .
Both equations have solutions g2, . . . , gs0 and therefore coincide up to multiplication by
a function. Comparing the coefficients of g
(s0−1)
1 we find that this function is f
s0 by the
induction hypothesis. 
In what follows we use Lemmas 9.1 and 9.2 to prove new identities.
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Lemma 9.3. We have
Ws+1(f
s, f s−1g, f s−2g2, . . . , gs) = (
s∏
i=1
i!) W2(f, g)
s(s+1)/2 .
Proof. Let h = g/f . We have
Ws+1(f
s, f s−1g, f s−2g2, . . . , gs) = f s(s+1) Ws+1(1, h, h
2, . . . , hs) .
This Wronskian is equal to the Wronskian of order s
f s(s+1) Ws(h
′, 2hh′, . . . , shs−1h′) = s! (h′)s f s(s+1) Ws(1, h, h
2, . . . , hs−1) .
Continuing this reduction, we obtain
Ws+1(f
s, f s−1g, f s−2g2, . . . , gs) = (
s∏
i=1
i!) f s(s+1) (h′)s(s+1)/2 .
On the other hand
W2(f, g)
s(s+1)/2 = f s(s+1) W (1, h)s(s+1)/2 = f s(s+1) (h′)s(s+1)/2 ,
and the lemma follows. 
For the next two identities, we fix integers 0 ≤ k ≤ s and functions g1, . . . , gs+1. Let
Vs−k+1(i) = Ws−k+1(g1, . . . , gs−k, gi).
Lemma 9.4. We have
Wk+1(Vs−k+1(s− k + 1), . . . , Vs−k+1(s+ 1)) = (Ws−k(g1, . . . , gs−k))kWs+1(g1, . . . , gs+1).
Proof. This lemma is proved by induction on s. The case k = s is trivial. Suppose that
the lemma is proved for s = k, . . . , s0 − 1.
Divide both sides of the identity for s = s0 by g
(s0−k+1)(k+1)
1 and use Lemma 9.2 to carry
g1 inside all Wronskians. Then one of the functions in each Wronskian is 1 and we can
reduce the order by Lemma 9.1. Then the identity for s = s0 follows from the induction
hypothesis applied to fi = (gi+1/g1)
′, i = 1, . . . , s0. 
Let
Ws(i) = W (g1, . . . , ĝi, . . . , gs+1)
be the Wronskian of all functions except gi.
Lemma 9.5. We have
Wk+1(Ws(s+ 1),Ws(s), . . . ,Ws(s− k + 1)) = Ws−k(g1, . . . , gs−k)(Ws+1(g1, . . . , gs+1))k.
Proof. First we prove the case s = k by induction on k. The case k = 0 is trivial. Suppose
the case k < k0 is proved. Divide both sides of our identity in the case s = k = k0 by
g
k0(k0+1)
1 . By Lemmas 9.1 and 9.2 we are reduced to the identity
Wk0+1(W
h′
k0−1
(k0), . . . ,W
h′
k0−1
(1),Wk0(h1, . . . , hk0)) = (W (h
′
1, . . . , hk′0))
k0 ,
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where hi = gi+1/g1 and W
h′
k0−1
(i) = Wk0−1(h
′
1, . . . , ĥ
′
i, . . . , h
′
k0
).
The left hand side of the last identity is a determinant of size k0 + 1. Add to the last
row the row number i with coefficient (−1)k0−i+1hk0−i+1, i = 1, . . . , k0. Then the last row
becomes
(0, . . . , 0,Wk0(h
′
1, . . . , h
′
k0))
and the lemma for k = k0 follows from the induction hypothesis applied to functions
f1 = h
′
1, . . . , fk0 = h
′
k0
.
Now we continue by induction on s. Suppose that the lemma is proved for s =
k, . . . , s0 − 1. Divide both sides of the identity for s = s0 by gs0(k+1)1 . Then the
identity for s = s0 follows from the induction hypothesis applied to fi = (gi+1/g1)
′,
i = 0, . . . , s0 − 1. 
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