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Abstract—Traditional monocular direct visual odometry
(DVO) is one of the most famous methods to estimate the ego-
motion of robots as well as map the environment from images
simultaneously. However, DVO heavily relies on high-quality
images and accurate initial pose estimation during tracking,
which means that DVO may fail if the image quality is poor or
the initial value is incorrect. With the outstanding performance
of deep learning, like image analysis and processing, previous
works have shown that deep neural networks can effectively
learn the 6-DOF pose between frames from large volumes of
image sequences in an unsupervised manner. However, these
unsupervised deep learning-based frameworks cannot accurately
generate the full trajectory of a long monocular video because of
the scale-inconsistency between each pose. To tackle this problem,
we take several measures to improve the scale-consistency of
our network (TrajNet), including improving the previous loss
function and proposing a novel scale-to-trajectory constraint.
Besides, considering the lack of mapping thread in deep learning-
based visual odometry (VO), a new architecture, called deep
direct sparse odometry (DDSO), is proposed to overcome the
limitations of DVO as well as the mapping of deep learning-based
VO by embedding our TrajNet into DVO. Expensive experiments
on the KITTI dataset show that the proposed network achieves
an outstanding performance on full trajectory prediction when
compared with previous unsupervised monocular methods, and
the integration with our TrajNet makes the initialization and
tracking of DVO more robust and accurate.
Index Terms—Visual odometry, direct methods, pose estima-
tion, image processing, unsupervised learning
I. INTRODUCTION
Simultaneous localization and mapping (SLAM) and visual
odometry (VO) supported by monocular [1], stereo [2] or
RGB-D [3] cameras, play an important role in various fields,
including virtual/augmented reality [4] and autonomous driv-
ing [5]. Because of its real-time performance and low compu-
tational complexity, VO has attracted more and more attention
in robotic pose estimation and environmental mapping [6],
and different kinds of approaches have been proposed to solve
VO problems. In recent years, using deep neural networks to
improve the environmental perception of industrial robots and
vehicles is becoming more and more popular. Previous works
have shown that deep learning-based methods can learn the
ego-motion of robot between frames from large image datasets
in an unsupervised manner [7], [8]. To help the unsupervised
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(a) DDSO on Seq. 10
(b) DSO on Seq. 10
Fig. 1. An example: trajectories of our model (DDSO) and DSO running
on KITTI odometry sequence 10 show that our proposed model is more
robust than DSO in initialization. (a). Our model (DDSO) can successfully
complete the initialization, even if there are large motions and visual field
changes (winding road) in the initial stage. (b). DSO can smoothly finish the
initialization process only when there is a small view change (straight road).
learning framework learn deeper features from massive images
during training, we optimize the previous training framework
and propose a novel constraint to improve the performance of
our pose network (TrajNet) in trajectory prediction. Besides,
we also introduce the deep neural network into the traditional
VO framework to improve the initialization and tracking of
traditional VO in HDR environments.
Traditional simultaneous localization and mapping (SLAM)
and VO supported by different sensors play an important
role in the perception of industrial robots and vehicles, like
autonomous navigation and driving [5]. Because of its real-
time performance and low computational complexity, VO has
attracted more and more attention in robotic pose estimation
and environmental mapping. In recent years, different kinds
of approaches have been proposed to solve VO problems, in-
cluding direct method [9], semi-direct method [1] and feature-
based method [10]. In contrast to the feature-based method,
which heavily depends on the precise of feature exaction and
matching, semi-direct and direct methods use the photometry
information directly and eliminate the need to calculate and
match feature descriptors. Although the direct method has
shown to be more robust in the case of motion blur or
high repetitive textured scenes, it is sensitive to photomet-
ric changes, which means that a photometric camera model
should be considered for better performance [11]. Besides, the
accuracy of poses predicted by direct method depends on the
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2image alignment algorithm, which heavily relies on the initial
value provided by a constant motion model. Therefore, the
direct method is prone to fail if the image quality is poor or
the initial pose estimation is incorrect. Furthermore, during the
initialization process, since the constant motion model is not
applicable due to the lack of prior motion information, the pose
is initialized as a unit matrix, which is inaccurate and will lead
to the failure of the initialization process. Hence, the robust
initialization and accurate tracking in direct method require
a precise initial estimation as well as high-quality images. If
the pose of camera has a great change or the camera is in a
high dynamic range (HDR) environment, the direct method is
difficult to accomplish the initialization and accurate tracking,
as shown in Fig. 1.
Compared with the traditional VO methods, deep learning
models learn geometry from massive images directly and do
not rely on high-precision correspondence of features or the
high-quality images. Because of their ability in high-level
feature extraction, methods based on deep learning have been
widely used in improving the perception of industrial robots,
such as semantic segmentation and object detection. Recently,
the deep learning-based models for VO have been proposed
and trained via geometric constraint in a self-supervised
manner [7]. Because self-supervised methods are free from
the ground-truth, they have received a lot of attention more
recently. Similar to previous unsupervised work [7], [12], our
TrajNet is trained by monocular videos, and the geometric
constraints between frames instead of expensive ground-truth
are used to supervise the training process. Due to the lack
of scale information, these self-supervised methods trained by
monocular videos suffer from per-frame scale inconsistency,
which makes it difficult to accurately generate the full trajec-
tory of a monocular video [7], [8]. Therefore, Zhan et al. [13]
train their pose network with stereo image sequences in an
unsupervised manner, and the scale information can be learned
from stereo image pairs. To tackle the scale inconsistency
problem in monocular self-supervised framework, Bian et al.
[12] propose a geometric constraint for scale consistency in
pose estimation. In this paper, we improve the previous train-
ing framework and propose a novel scale-consistent constraint,
called pose-to-trajectory constraint. This novel constraint as
well as the improvement align the scale between each pose to
improve the scale-consistency of our TrajNet.
Although our pose network (TrajNet) can accurately predict
the trajectory of monocular video, the 3D structure of scenes
cannot be visualized by pose network because there is no
mapping thread, which makes the subsequent navigation and
obstacle avoidance impossible. To solve this problem, we
incorporate our TrajNet into DSO, called DDSO. Therefore,
the poses estimated by our TrajNet are optimized by the
local optimization in traditional direct methods, and the 3D
geometry of scenes can be visualized with the mapping thread
of DSO. Most importantly, DSO is capable of obtaining a more
robust initialization and accurate tracking with the aid of deep
learning-based VO.
The main contributions are listed as follows:
• Several improvements are proposed to improve the scale-
consistency of our pose network (TrajNet), including
improving the previous reconstruction constraint and
proposing a novel pose-to-trajectory constraint, and our
TrajNet is trained by monocular videos in an unsuper-
vised manner.
• A novel direct VO framework cooperated with TrajNet,
called DDSO, is proposed to improve the robustness
and accuracy of DVO in the initialization and tracking
process.
• Both the TrajNet and DDSO framework proposed in this
paper show outstanding experimental results on KITTI
dataset [14]. Compared with previous works, our TrajNet
can predict a more accurate trajectory. Our DDSO also
achieves more robust initialization and accurate tracking
than DSO [9] on the KITTI dataset.
The organization of this work is as follows: In section II,
the related works on monocular VO are discussed. Section III
introduces our self-supervised TrajNet and DDSO framework
in detail. Section IV shows the experimental results of our
TrajNet and DDSO on the KITTI dataset. Finally, this study
is concluded in section V.
II. RELATED WORK
A. Geometry-based framework
The traditional sparse feature-based method [10] is used
to estimate the pose from a set of keypoints by minimizing
the reprojection error. Because of suffering from the heavy
cost of feature extraction and matching, this method has a
low speed and poor robustness in low-texture scenes. Engel et
al. [15] present a semi-dense direct framework that employs
photometric errors as a geometric constraint to estimate the
motion. However, this method optimizes the structure and
motion in real-time and tracks all pixels with gradients in
the frame, which is computationally expensive. Therefore, a
direct and sparse method is then proposed in [9], which has
been manifested more accurate than [15], by optimizing the
poses, camera intrinsics and geometry parameters based on a
nonlinear optimization framework. Then, an approach with a
higher speed that combines the advantage of feature-based and
direct methods is designed by Forster et al. [1]. However, these
approaches in [1], [9] are sensitive to photometric changes
and rely heavily on accurate initial pose estimation, which
makes initialization difficult and prone to fail in the case of
large motion or photometric changes. In this paper, to improve
the robustness and accuracy of the initialization and tracking
in DSO, a novel framework, called DDSO is designed by
leveraging the proposed pose network (TrajNet) into DSO.
B. Deep learning-based architecture
With the development of deep neural networks, end-to-
end pose estimation has achieved great progress. Alex et al.
[16] train a convolution neural network (CNN) to predict
the position of camera in a supervised manner, and this
method shows some potentials in camera localization. Wang
et al. [17] consider the constraint of temporal information by
using a recurrent model to estimate 6-DOF transformation,
while training the proposed networks requires large quantities
of groundtruth data. In recent years, self-supervised-based
3approaches have become more popular because of freeing
from groundtruth. Several effective unsupervised frameworks
for predicting motion have been reviewed in [18], and the
pose network is trained jointly with a depth network by a
view reconstruction loss. Although the above methods achieve
an accurate pose estimation between adjacent frames, these
poses suffer from scale-ambiguity and scale-inconsistency,
which means that these methods cannot accurately predict
the trajectory along long monocular video. Recovering the
scale is one of the most effective ways for solving scale-
inconsistency in pose estimation. Therefore, Zhan et al. [13]
propose a novel training framework, and the pose network
in [13] is trained by stereo image sequences, so that the
real scale can be extracted from the stereo image pairs
during training. Considering the lack of scale information in
the monocular sequence, monocular unsupervised framework
faces a big challenge in scale consistency. Bian et al. [12]
consider this problem and propose a novel geometric constraint
for the scale-consistency in monocular pose prediction, and the
scale between the depth maps predicted by depth network is
aligned by the novel constraint. In this paper, we improve the
scale-consistency of pose network by aligning both the scale
information of depth maps and that of poses, as shown in Fig.
2. A novel pose-to-trajectory constraint is proposed together
with the depth-alignment constraint to improve the trajectory
prediction ability of our pose network in this paper.
C. Geometry-based framework with deep learning
With the powerful image data processing capabilities of
deep learning, many methods are proposed to improve the
performance of traditional geometry-based architecture by
combining deep learning framework, and related works are
well reviewed in [19]. Here, we focus on the combination of
geometry-based framework and deep learning-based pose or
depth estimation. To improve the performance of geometry-
based visual odometry, Tateno et al. [20] regard the predicted
depth map as the initial guess for LSD-SLAM, and the
predicted depth value is then improved by the local or global
optimization algorithms. Furthermore, Loo et al. [21] introduce
the depth estimation into SVO [1] to improve the mapping
of SVO. Yang et al. [22] also incorporate the depth map
predicted by deep network into DSO, thereby achieving a
comparable performance to previous stereo methods. Com-
pared with the depth network, pose network has a better real-
time performance with much fewer parameters. To improve
the accuracy of depth estimation, Wang et al. [23] combine
the direct method with a self-supervised framework to provide
a more accurate pose estimation, therefore the performance
of depth network is improved. Besides, they also introduce
the output of pose network into direct method to provide
a better pose estimation between frames during the training
process. However, the method proposed in [23] only focuses
on improving the depth estimation by using direct method,
while this paper explores the effectiveness of deep learning-
based pose estimation in improving the initialization and
tracking of direct visual odometry.
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Fig. 2. The scale-alignment framework in our paper. Two components are
proposed to improve the scale-consistency of our networks, including the
depth alignment loss Lda and the pose-to-trajectory loss Lp2t .
III. METHODS
In this section, we introduce the architecture of our deep
self-supervised neural networks for pose estimation in part A
and describe our DDSO architecture in part B.
A. Self-supervised framework
Scale-inconsistency: The scale-inconsistent problem is de-
scribed in detail here before we introduce our total architec-
ture. The scale-inconsistency of pose network refers to the
scale of predicted poses between different adjacent frames
in the same video is inconsistent. This problem is caused
by the scale ambiguity of monocular sequences and the lack
of suitable scale constraints in monocular unsupervised meth-
ods. Take the well-known monocular unsupervised method,
SfMLearner [7], as an example, the short 5-frame or 3-frame
snippets are used to train their pose and depth networks
during training. For every snippet, the middle frame of this
snippet is regarded as the target image, and its pixel-level
depth map is predicted by depth network. Meanwhile, the other
frames of this snippet are taken as source images. The snippet
consisted of source images and the target image is sent to
the pose network, and the poses between every source frame
and the target image are simultaneously regressed by the pose
network. Then, the view reconstruction is used to synthesize
the target image from every source image independently by
utilizing the predicted poses and the only depth map, and the
differences between the real and synthesized target images are
used as the main supervised signal during training. Because
poses are tightly coupled with depth map in view construction
during training, the scale of predicted poses from the same
snippet is the same with the predicted depth map, i.e., the
scale of these poses is consistent. However, the scale between
different snippets is inconsistent because of the lack of related
constraints. For example, as shown in Fig. 2, if the TrajNet
is scale-inconsistent, the scale factor of T1→2 is different from
that of T2→3. To tackle this problem and improve the ability
of trajectory prediction, we utilize different improvements to
align the scale between snippets.
Total framework: Instead of using the expensive ground
truth for training the TrajNet, a general self-supervised frame-
work is considered to effectively train our network in this
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Snippet I
It
It-1
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Tt,t-1
Tt+1,t-1
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View 
Reconstruction
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Fig. 3. Our self-supervised scale-consistent network architecture. As shown in this figure, our TrajNet takes the adjacent frames from monocular videos
and regresses the pose between frames, and our DepthNets estimates the pixel-level depth map from a single image. To improve the scale-consistency of the
TrajNet, we take several measures, including improving the existing framework and proposing novel constraints. The scale of different snippets, like between
snippet I and snippet II, is aligned by the view reconstruction loss Lc, depth alignment loss Lda and pose-to-trajectory loss Lp2t , so that our TrajNet has a
good scale-consistency for full trajectory prediction over long monocular videos.
study. The TrajNet is trained by monocular RGB sequences
composed of a target frame It and its adjacent frame It−1 and
regresses the 6-DOF transformation Tˆt, t−1 of them. Simulta-
neously, a depth map Dˆt of the target frame is generated by
the DepthNet. The geometry constraints between the outputs
of two deep models serve as a training monitor that helps the
model learn the geometric relations between adjacent frames,
as shown in Fig. 3. The key supervisory signal for our TrajNet
comes from the view reconstruction loss Lc, smoothness loss
Lsmooth, depth alignment loss Lda and pose-to-trajectory loss
Lp2t :
L =Lc+αLsmooth+βLda+ γLp2t , (1)
where α , β and γ are balance factors. The structure of overall
function is similar to [7], but the loss terms are calculated
differently and described in the following.
View reconstruction constraint: During training, two con-
secutive frames including the target frame It and source frame
It−1 are concatenated along channel dimension and fed into
TrajNet to regress 6-DOF camera pose Tˆt→t−1. Our DepthNet
takes a single target frame It as input and outputs the depth
prediction Dˆt for per-pixel. As indicated in Eq. (2), we can
get the pixel correspondence between two frames by based on
the geometric projection, which is similar to [7]:
pt−1 ∼ KTˆt→t−1Dˆt(pt)K−1 pt , (2)
where K is the camera intrinsics matrix. Notice that pt is
continuous on the image while the projection is discrete. In
order to warp the source frame It−1 to target frame It and
get a continuous smooth reconstruction frame Iˆt−1, we use
the differentiable bilinear interpolation mechanism. We assume
that the scenes used in training are static and adopt a robust
image similarity loss [24] for the consistence of the two views
It , Iˆt−1:
L t→t−1c = δ1
1−SSIM(It , Iˆt−1)
2
− (1−δ1)||It − Iˆt−1||1, (3)
where SSIM(It , Iˆt−1) stands for the structural similarity [25]
between It and Iˆt−1.
To enhance the scale-consistency between different snippets,
we combine the current frame It and the next frame It+1 into
another snippet, which is different with previous works [7],
[12]. This snippet is also sent to TrajNet, and the pose between
It and It+1 is regressed by TrajNet. Based on the predicted
depth map of It , the view reconstruction constraint between It
and It+1 is calculated:
L t→t+1c = δ1
1−SSIM(It , Iˆt+1)
2
− (1−δ1)||It − Iˆt+1||1, (4)
where Iˆt+1 stands for the image synthesised from It+1 by
view reconstruction. Therefore, our final view reconstruction
constraint is represented as:
Lc =L
t→t−1
c +L
t→t+1
c . (5)
Since the view reconstruction errors of different snippets are
calculated based on the same depth map, the scale of poses
are aligned with that of depth map, so that the consistency of
TrajNet between different snippets is improved.
Smoothness constraint: This loss term is used to promote
the representation of geometric details. There are many planes
in the scenes, and the depth of adjacent pixels in the same
plane presents gradient changes. Therefore, similar to [24],
this paper use edge-aware smoothness:
Lsmooth = |∂xd∗t |e∂xIt + |∂yd∗t |e∂yIt , (6)
5where d∗t = dt/dˆt represents the mean-normalized inverse
depth.
Depth alignment constraint: In previous methods [7], [8],
the depth and pose networks are trained by the unlabelled
short frame snippets that consisting of 3 or 5 frames. Dif-
ferent snippets have different scale factors (compared with
the ground truth) because there is no corresponding scale
constraint loss applied. Therefore, previous pose networks [7],
[8] cannot provide scale-consistent results between different
frames to generate a full trajectory. Following Bian et al.
[12] and Zhao et al. [26], we promote the scale-consistency
of depth network by aligning the scale of adjacent predicted
depth maps. Because the pose network is tightly coupled with
depth network, the scale-consistency of pose network is also
improved. The depth alignment constraint is formulated as
follows:
Lda = ||Dts− Dˆss||1, (7)
where,
Dts(ps)∼ KTˆt→sDˆt(pt)K−1 pt . (8)
Dts(ps) is computed by the projection algorithm shown in Eq.
(6), and it has the same scale information as Dˆt . Dˆt stands for
the predicted depth map of target image It . Dˆs is the predicted
depth map of source image Is. Dˆss is reconstructed from Dˆs by
warping algorithm, which is similar to the view reconstruction
process in [7], and it contains the same scale information as
Dˆs. Then, SSIM loss is adopted for the consistency of Dts and
Dˆss so that the scale between different depth maps is aligned,
as shown in Fig. 2.
Pose-to-trajectory constraint: To further improve the tra-
jectory generation ability of our TrajNet, a novel pose-to-
trajectory constraint is proposed in this paper. The scale-
inconsistency of different predicted poses (Tˆ1→2, Tˆ2→3, Tˆ1→3)
between adjacent frames (I1, I2, I3) is utilized to improve the
scale consistency between poses. If the scale information is
consistent and the pose estimation is accurate, the relative
poses Tˆ1→2, Tˆ2→3, Tˆ1→3 satisfy the following constraint:
Tˆ1→3 = Tˆ c1→3, (9)
where:
Tˆ c1→3 = Tˆ1→2Tˆ2→3. (10)
To satisfy the above constraint, the error between the image Iˆ3
reconstructed based on Tˆ1→3 and the image Iˆc3 reconstructed
based on Tˆ c1→3 is calculated to constrain the scale and accuracy
of poses:
Lp2t = ||Iˆ3− Iˆc3 ||1. (11)
B. Deep Sparse Visual Odometry
In this paper, our DDSO can be regarded as the cooperation
of TrajNet and DSO. Firstly, the overall framework of DSO is
discussed briefly. DSO is a keyframe-based approach, where
5-7 keyframes are maintained in the sliding window and their
parameters are jointly optimized by minimizing photometric
errors in the current window. New frames are tracked with
respect to the nearest keyframe using a multi-scale image
pyramid, a two-frame image alignment algorithm and an initial
transformation [9]. When a new frame is captured by camera,
all active points in the sliding window are projected into this
frame (Eq. (12)), resulting in a photometric error Ep j (Eq.
(13)). Then the total photometric error Etotal (Eq. (14)) of the
sliding window is optimized by the Gauss-Newton algorithm
and used to calculate the relative transformation Ti j.
p′ = pic(Rpi−1c (p,dp)+ t),
[
Ri j ti j
0 1
]
= Ti j, (12)
Ep j := ∑
p∈Np
wp‖I j[p′]− Ii[p]‖γ , (13)
Etotal := ∑
i∈F
∑
p∈Pi
∑
j∈obs(p)
Ep j, (14)
where pic is the projection function: R3 → ω while pi−1c is
back-projection. p′ stands for the projected point position of
p with inverse depth dp. Ti j is the transformation between
two related frames Ii and I j. F is a collection of frames in
the sliding window, and Pi refers to the points in frame i.
obs(p) means that the points are visible in the current frame.
Since the whole process can be regarded as a nonlinear
optimization problem, an initial transformation should be
given and iteratively optimized by the Gauss-Newton method.
Therefore, the initial transformation especially orientation is
very important for the whole tracking process. During track-
ing, a constant motion model is applied for initializing the
relative transformation between the current frame and last key-
frame in DSO, as shown in Eq. (15) and Eq. (16), assuming
that the motion Tt, t−1 between the current frame It and last
frame It−1 is the same as the previous one Tt−1, t−2:
Tt, t−1 = Tt−1, t−2 = Tt−1,w ·T−1t−2,w, (15)
Tt,k f = Tt, t−1 ·Tt−1,k f = Tt, t−1 ·Tt−1,w ·T−1k f ,w, (16)
where Tt−1,w,Tt−2,w,Tk f ,w are the poses of It−1, It−2, Ik f in
world coordinate system.
Considering that it is not reliable to use only the initial
transformation provided by the constant motion model, DSO
attempts to recover the tracking process by initializing the
other 3 motion models and 27 different small rotations when
the image alignment algorithm fails, which is complex and
time consuming. Since there is no motion information as
a priori during initialization process, the transformation is
initialized to the identity matrix, and the inverse depth of the
point is initialized to 1.0. In this process, the initial value of
optimization is meaningless, resulting in inaccurate results and
even initialization failure.
For this reason, we utilize a TrajNet to provide an accurate
initial transformation especially orientation for initialization
and tracking process in this paper. During initialization pro-
cess, the identity matrix is replaced by the poses between
adjacent frames predicted by TrajNet. Similarly, the constant
motion model as well as other motion models in tracking
process are also replaced by the predicted poses:
Tt,t−1 = TrajNet(It , It−1), (17)
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Fig. 4. The DDSO pipeline. Our work augments the DSO framework with the pose prediction module (TrajNet). Every new frame is fed into the proposed
TrajNet with last frame to regress a relative pose estimation. The predicted pose is used to improve initialization and tracking in DSO.
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Fig. 5. Trajectories predicted by our TrajNet on KITTI odometry sequences
09-10. As shown in (a) and (b), our TrajNet has the ability to generate the
full trajectory of a long monocular video.
With the help of TrajNet, a better pose estimation can be
regarded as a better guide for initialization and tracking. As
shown in Fig. 4, DDSO builds on the monocular DSO with-
out photometric camera calibration, and the pose predictions
provided by our TrajNet are used to improve DSO in both
initialization and tracking process. We replace the initial pose
conjecture generated by the constant motion model with the
output of TrajNet, incorporating it into the two-frame direct
image alignment algorithm. When a new frame comes, a
relative transformation Tt, t−1 is regressed by the pre-trained
TrajNet from the current frame It and the last frame It−1,
which is regarded as the initial value of the image alignment
algorithm. Due to a more accurate initial value provided for
the nonlinear optimization process, the robustness of DSO
tracking is improved.
IV. EXPERIMENT
We evaluate our TrajNet as well as DDSO against the state-
of-the-art methods on the publicly available KITTI dataset
[14].
A. TrajNet
Training framework: Our unsupervised method mainly
consists of two modules, TrajNet and DepthNet. TrajNet
takes the adjacent two frames and regresses the 6-DOF pose
between frames. DepthNet predicts the pixel-level depth map
from a single image. Both the poses and depth maps are
predicted in an end-to-end manner. The architectures of our
TrajNet and DepthNet in this paper remain the same as the
previous methods [7], [8], [12]. During training, the geometric
constraints instead of ground truth are used to supervise the
training of our total framework.
Training detail: We implement the architecture with Ten-
sorflow framework and train on a NVIDIA RTX 2080 Ti GPU.
The loss weights are set to be α = 0.5, β = 0.5, γ = 0.5,
δ1 = 0.85.Our network is trained by ADAM optimizer with
β1 = 0.9. During training, the resolution of input images is
adjusted to 128×416. The learning rate is initialized as 0.0002
and the mini-batch is set as 8. The training converges after
about 200K iterations. The KITTI sequences 00-08 of the
KITTI odometry dataset [14] are applied to train our TrajNet,
and sequences 09-10 are used to evaluate our TrajNet. During
training, our DepthNet estimates the dense depth map from
a single image, and our TrajNet predicts the 6-DOF pose
between the two input frames. For fairness, the usage of
training and testing sets is the same as previous works [7],
[8], [12].
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Fig. 6. Comparison with different deep learning-based VO methods. From
the predicted trajectories, our results show an outstanding odometry estimation
in terms of both position and orientation.
TABLE I
VISUAL ODOMETRY RESULTS ON KITTI ODOMETRY DATASET [14]
Seq. 09 Seq. 10
Loss function terr(%) rerr(◦/100m) terr(%) rerr(◦/100m)
Lc + αLsmooth 9.42 3.55 10.98 4.98
Lc + αLsmooth + βLda 11.55 3.43 11.70 4.13
Lc + αLsmooth + βLda + γLp2t 7.40 2.21 10.28 2.82
TABLE II
VISUAL ODOMETRY RESULTS ON KITTI ODOMETRY DATASET [14]
Seq. 09 Seq. 10
Method Supervision terr(%) rerr(◦/100m) terr(%) rerr(◦/100m)
SfMLearner [7] Mono. 17.84 6.78 37.91 17.78
GeoNet [8] Mono. 41.47 13.14 32.74 13.12
Zhan et al. [13] Stereo. 11.93 3.91 12.45 3.46
Bian et al. [12] Mono. 11.2 3.35 10.1 4.96
Wang et al. [27] Mono. 9.88 3.40 12.24 5.20
Masked GANs [26] Mono. 8.99 3.24 11.09 5.34
Struct2depth [28] Mono. 10.2 2.64 29.0 4.28
TrajNet(ours) Mono. 7.40 2.21 10.28 2.82
DDSO(ours) - 15.02 0.20 8.76 0.66
Ablation study: In this section, we first conduct a series of
ablation experiments to validate the efficacy of our proposed
framework in full trajectory prediction. As shown in Table
I, our framework is trained by different loss functions in an
unsupervised manner. The ”Lc + αLsmooth“ refers to the basic
loss function, including the improved view reconstruction loss
Lc and smoothness loss Lsmooth. Lda denotes the depth
alignment constraint similar to [12], [26], and Lp2t represents
the novel constraint proposed in this paper for full trajectory
generation. As shown in Table I, because of our optimization
on view reconstruction constraint, our TrajNet trained by basic
loss function has a good scale consistency. Besides, with the
help of these two scale-consistent constraints, our TrajNet
has the ability to accurately predict the full trajectory of
long monocular video, especially in the orientation estimation.
Besides, comparing lines 3 and 2 in Table I the novel proposed
pose-to-trajectory constraint Lp2t can effectively improve the
accuracy of TrajNet in both translation and orientation estima-
tion.
Comparison of different methods: We have evaluated
the performance of our TrajNet on the KITTI VO sequences
09-10, and our results are shown in Fig. 5. The standard
evaluation tools provided by the KITTI dataset are used to
evaluate the full predicted trajectories, which is different from
the 5-frame-trajectory evaluation used in [7], [8]. Table II
shows the average rotation and translation errors of predicted
trajectories on the KITTI odometry sequences 09 and 10. Note
that since the monocular depth estimation methods based on
stereo image sequences [13] can learn the scale information
from stereo image pairs, their pose network does not have the
scale-inconsistency and scale-ambiguity problems. Because
of suffering from scale ambiguity, the scale information of
trajectories predicted by monocular methods [7], [8], [12],
[13], [26], [27] are autonomously aligned with reference to the
ground truth before evaluation, as shown in Fig. 6. Comparing
with previous methods in full trajectory prediction, our method
shows an outstanding performance in both translation and
orientation prediction over a long monocular video, and the
qualitative results are shown in Fig. 6.
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Fig. 7. Trajectories and their point clouds generated by our DDSO on KITTI odometry sequences 07-10. Although DDSO suffers from the scale-drift that
widespread in monocular VO, DDSO has the mapping thread to reconstruct the 3D map of environment when compared with deep learning-based VO.
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Fig. 8. Sample trajectories comparing the DDSO, DSO and TrajNet, and the ground truth in metric scale. DDSO shows a better odometry estimation in
terms of both initialization and tracking than DSO. Besides, compared with DSO and DDSO, the trajectories generated by TrajNet do not suffer from the
scale-drift problem, which is the main source of error in traditional monocular VO.
B. Deep Direct Sparse Odometry
For DDSO, we compare its initialization process as well
as tracking accuracy on the odometry sequences of KITTI
dataset against the original DSO (without photometric camera
calibration), as shown in Fig. 1 and Fig. 8. The python
package, evo [29], is used to evaluate the trajectory errors
of DDSO and DSO.
We use the KITTI odometry 00-06 sequences for retraining
our TrajNet with adjacent-frames input and 07-10 sequences
for testing on DSO and DDSO. Fig. 7 shows the point-clouds
on sequences 07-10 generated by DDSO and the comparison
between DDSO and DSO. It verifies that our framework
works well, and the strategy of replacing pose initialization
models including a constant motion model with pose network
is effective. Then, both the absolute pose error (APE) and
relative pose error (RPE) of trajectories generated by DDSO
and DSO are computed by the trajectory evaluation tools in
evo. As shown in Table III, DDSO achieves better performance
than DSO on the sequences 07-10. Table III also shows
the advantage of DDSO in improving the initialization of
direct method. Because of its inability of handling several
brightness changes between frames, DSO cannot complete
the initialization smoothly and quickly on sequences 07, 09
and 10. However, the photometric has little effect on the pose
estimation based on deep learning, and the nonsensical initial-
9TABLE III
POSE ERROR (IN METRIC) ON KITTI DATASET
Sequence Absolute Pose Error
2 (APE) Relative Pose Error2 (RPE)
Method Max Mean Min Rmse Std Max Mean Min Rmse Std ICD1
seq 07 DSO 76.35 33.10 1.19 38.22 19.10 2.68 0.20 0.001 0.287 0.205 FalseDDSO 23.28 7.92 1.41 9.06 4.40 0.68 0.07 0.001 0.096 0.063 True
seq 08 DSO 287.44 74.89 10.62 92.84 54.865 1.44 0.386 0.002 0.473 0.273 TrueDDSO 155.85 53.96 1.62 63.91 34.26 0.92 0.299 0.001 0.367 0.213 True
seq 09 DSO 184.96 57.57 2.83 69.16 38.33 3.168 0.302 0.002 0.418 0.288 FalseDDSO 129.98 53.40 1.59 62.72 32.90 0.839 0.229 0.002 0.254 0.111 True
seq 10 DSO 135.66 35.53 10.86 44.12 26.14 4.006 0.286 0.003 0.421 0.309 FalseDDSO 62.24 16.46 0.96 20.31 11.89 0.734 0.139 0.001 0.227 0.179 True
1 ICD means whether the initialization can be completed within the first 20 frames
2 Lower is better
TABLE IV
COMPARISON BETWEEN DSO, DDSO AND TRAJNET
Seq. 07 Seq. 08 Seq. 09 Seq. 10
Method terr(%) rerr(◦/100m) terr(%) rerr(◦/100m) terr(%) rerr(◦/100m) terr(%) rerr(◦/100m)
Tra jNet1 10.93 5.15 8.73 2.32 8.35 3.00 11.90 2.87
DSO 22.33 3.98 24.85 0.25 18.74 1.29 28.16 4.68
DDSO 6.56 1.23 19.37 0.25 15.02 0.20 8.76 0.66
1 The TrajNet here is trained on sequences 00-06, which is different with that in Tables I and II.
ization is replaced by the relatively accurate pose estimation
regressed by TrajNet during initialization, so that DDSO can
finish the initialization successfully and robustly. From the
errors of sequence 08 in Table III, both DSO and DDSO can
successfully achieve initialization, and DDSO shows a more
accurate tracking than DSO, which confirms the effectiveness
of our framework in improving the accuracy of tracking.
Because the widely used constant motion model is replaced
by TrajNet during tracking, a more accurate initial pose is
provided to the image alignment algorithm, so that DDSO
outperforms DSO during tracking.
C. Comparison of DSO, DDSO and TrajNet:
To argue the advantages of different deep learning-based
frameworks, we make a comparison between traditional-based
DSO, deep learning-based TrajNet and fusion-based DDSO.
The trajectories generated by different frameworks on KITTI
odometry sequences 07-10 are shown in Fig. 8 (a)-(d). Due
to its sensitivity to photometric, DSO cannot get a robust
initialization in HDR environments without photometric cam-
era calibration. If traditional VO cannot successfully finish
its initialization, the follow-up tracking process will also
be influenced. Deep learning-based TrajNet proposed in this
paper shows an outstanding ability in full trajectory generation
over long monocular videos (e.g., sequence 08 has more
than 4,000 frames). Compared with DSO and DDSO, TrajNet
hardly suffers from the scale-drift, which is the widespread
problem and the main source of error in monocular VO.
However, as shown in Fig. 8 and Table IV, TrajNet is not
accurate enough in orientation estimation, especially the large
direction change between frames. Besides, considering the
lack of mapping thread, the deep learning-based VO methods
cannot provide the 3D geometric prior of environments for
autonomous systems, so that their applications will be limited.
The integration of TrajNet and DSO perfectly solves some
of the above problems, such as the robust initialization and
accurate tracking of DSO, and the mapping of TrajNet. As
shown in Fig. 8, with the help of TrajNet, our DDSO achieves
robust initialization and more accurate tracking than DSO.
What’s more, the cooperation with traditional methods also
provides a direction for the practical application of the current
learning-based pose estimation. As shown in Table IV, DDSO
has better performance in orientation estimation than our
TrajNet. Moreover, the 3D map (point cloud) of surroundings
can be reconstructed by DDSO, and it is helpful for the
environmental perception and decision-making of robots, such
as the subsequent navigation and obstacle avoidance. However,
the scale-drift problem in DDSO is not effectively constrained.
V. CONCLUSION
In summary, with the outstanding performance of deep
learning, we study the application of deep learning in the
ego-motion prediction of robots and vehicles in this paper,
including inferring the full trajectory from monocular video
and improving traditional DVO by combining deep neu-
ral network. We tackle the scale-inconsistency problem that
widely existed in previous pose networks by providing novel
constraints, and our TrajNet is trained by monocular videos
in an unsupervised manner, which is free from the expensive
ground truth. Experiments show the effectiveness of our pro-
posed novel constraint, and our TrajNet outperforms previous
works in full trajectory prediction. Besides, we present a
novel monocular DVO framework, DDSO, which incorporates
the TrajNet proposed in this paper into the traditional DSO
framework. The initialization and tracking are improved by
using the TrajNet output as an initial value into the image
alignment algorithm. Our evaluation conducted on the KITTI
10
odometry dataset demonstrates that DDSO outperforms the
original monocular DSO. Meanwhile, our DDSO achieves
more robust initialization and accurate tracking than DSO.
The key benefit of our DDSO framework is that it allows
us to obtain robust and accurate direct odometry without
photometric calibration. What’s more, since the initial pose
including orientation provided by the TrajNet is more accurate
than that provided by the constant motion model, this idea
can also be used in the other methods which solve poses
by image alignment algorithms. Nevertheless, there are still
shortcomings that need to be addressed in the future. The
scale drift still exists in our proposed method, and we plan
to integrate inertial information and proper constraints into
the estimation network to improve the scale drift of DDSO.
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