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Abstract
The coalgebraic framework developed for the classical process algebras, and in particular its advan-
tages concerning minimal realizations, does not fully apply to the -calculus, due to the constraints
on the freshly generated names that appear in the bisimulation.
In this paper we propose to model the transition system of the -calculus as a coalgebra on a
category of name permutation algebras and to deﬁne its abstract semantics as the ﬁnal coalgebra of
such a category. We show that permutations are sufﬁcient to represent in an explicit way fresh name
generation, thus allowing for the deﬁnition of minimal realizations.
We also link the coalgebraic semantics with a slightly improved version of history dependent (HD)
automata, a model developed for veriﬁcation purposes, where states have local names and transitions
are decorated with names and name relations. HD-automata associated with agents with a bounded
number of threads in their derivatives are ﬁnite and can be actually minimized. We show that the
bisimulation relation in the coalgebraic context corresponds to the minimal HD-automaton.
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1. Introduction
The -calculus [21] is probably the best studied calculus for name mobility, and the basis
for several proposals concerning higher order mobility [31], security [1], and object orienta-
tion [36].Also, -calculus expressiveness can be considered the touchstone for a number of
formalisms [5,14,16,35] exploring the needs of wide area programming. The advantage of
the -calculus is its simplicity and its process algebra ﬂavor, e.g., its operational semantics
given by means of a transition system and its abstract semantics based on bisimilarity.
However, while a process calculus like CCS, at least in the strong case, can be easily
casted in a coalgebraic framework [30], the -calculus requires some care. Indeed, consider
the deﬁnition of early bisimulation.
Deﬁnition (Early bisimulation). A relationR over agents is an early simulation if P RQ
implies:
• for each P →P ′ with bn() ∩ fn(P,Q) = ∅ there is someQ →Q′ such that P ′RQ′.
A relation R is an early bisimulation if both R and R−1 are early simulations. Early
bisimilarity ∼ is the largest early bisimulation.
Notice the condition “bn() ∩ fn(P,Q) = ∅”: the ﬁrst agent is not allowed to use as
bound name in a transition a name that is already syntactically present in the second agent.
Thus the bisimilarity class of an agent cannot be deﬁned “in isolation”, but only relatively
to possible partners, or at least to their free names. As a consequence, the coalgebraic
framework does not fully apply. In practice, algorithms for checking bisimilarity based on
the above deﬁnition are only of the “on the ﬂy” kind, and with them it is not possible to
construct theminimal equivalent agent. To apply the standard deﬁnition of bisimulation also
in this context, it is necessary to deﬁne a mechanism of name allocation which guarantees
that the fresh names are chosen in a consistent way by the agents P andQ. The deﬁnition of
this mechanism is critical, as it decides whether the obtained transition systems are ﬁnite-
or inﬁnite-states: to obtain ﬁnite-state models, it is necessary not only to deﬁne how fresh
names are allocated, but also how unused names are deallocated, so that they can be used
again as fresh names.
Besides minimal realizations, a fully satisfactory coalgebraic theory for the -calculus
would yield the possibility of applying well understood algebraic techniques and proof
methods [6–8,19,34].
A coalgebraic semantics for various versions of the -calculus has been proposed in [18],
but the approach is higher order, and it is not amenable to ﬁnite state veriﬁcation. Moreover,
the semantics of [18] is still parametrized by the set of names of the possible partners, so
that an inﬁnite set of parametrized states is necessary from the beginning. Also, the set of
names that parameterizes an agent grows during the evolution of the agent, due to bound
output and input transitions, and never shrinks. For these reasons the semantics of [18]
deﬁnes intrinsically inﬁnite-state models.
In the paper we propose a standard coalgebraic deﬁnition of the -calculus semantics,
which is based on name permutations. The effects of permutations on the behavior of
agents is, in our opinion, the smallest information required to deﬁne a semantically correct
mechanism of name deallocation. Indeed, as we will see, according to our approach the
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permutations associated with an agent in the ﬁnal coalgebra deﬁne which names are really
“active” in the agent, and equivalent agents have the same active names.
In the paper we also link our coalgebraic semantics to a slightly improved version of
history dependent (HD) automata [25,29], a model for nominal calculi, where the states are
enriched with local names and the transitions are decorated with names and name relations.
HD-automata allow for name de-allocation and are hence suitable for veriﬁcation purposes
[10,11]. We show that HD-automata correspond bijectively to classes of isomorphic tran-
sition systems in our coalgebraic semantics. Furthermore, we show that the bisimilarity
relation corresponds to the minimal automaton. Finally, automata associated with agents
with a bounded number of threads in their derivatives are ﬁnite and can be actually mini-
mized.
Restricting the choice to any name except those syntactically present in a term is a familiar
constraintwhile performing alpha conversion during capture-avoiding substitution.The case
of-calculus is analogous, since newly created names can be considered as alpha convertible
within the ensuing computation. The issue of handling alpha conversion in a satisfactory
way, or more precisely of ﬁnding a suitable notion of initiality for abstract syntax with
binders, has been extensively discussed in [13,15,17]. The approach taken by [13,15] is to
exploit the substitution algebra of terms and to handle initiality in a way analogous to that of
ordinary abstract data types. We follow a similar approach by equipping -calculus agents
with name permutations acting on them.
A permutation algebra is subject to the following two axioms:
( ◦ ′)(X) = (′(X)) and id(X) = X.
Its carrier can be partitioned into orbits, where two elements are in the same orbit if one can
be obtained from the other by applying some permutation. To every element X a symmetry
sym(X) can be associated, i.e., the group of all permutations  such that X = (X). The
support supp(X) of an elementX is the smallest set of names such that all the permutations
that do not modify them are in sym(X). Intuitively, the names in supp(X) are the free
names of X, the permutations which do not modify them are obviously not inﬂuent on X,
permutations exchanging names in supp(X) with names not in supp(X) are renamings of
the free names and do not belong to sym(X), while permutations in sym(X) which modify
only names in the support are genuine self-transformations of the element, e.g., exchanging
x and y in x¯x.0 + y¯y.0 when + is commutative. Interestingly, no restriction operation
(or reversed N -quantiﬁcation, as in [15]) is needed in the algebra, since its effect will be
obtained by suitable name permutations during bound output transitions.
Since we want to deﬁne a coalgebraic semantics for the -calculus permutation algebra,
we need to address the possible coexistence in a model of an algebraic and a coalgebraic
behavior. The issue has been studied by Turi and Plotkin [34], who deﬁned certain struc-
tures, called bialgebras, that informally can be considered at the same time as algebras of
coalgebras and as coalgebras of algebras. The approach has been applied to SOS speciﬁca-
tions written in certain formats, like De Simone format [9], but where no structural axioms
are allowed.
Corradini, Große-Rhode, Heckel and one of the authors [6–8] have proposed an essen-
tially equivalent model, structured coalgebras, i.e., coalgebras deﬁned in an environment
category Alg() of algebras satisfying the algebraic speciﬁcation . Given a transition
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system lts whose states form a -algebra A and which satisﬁes a SOS speciﬁcation in
De Simone format, in [7,8] sufﬁcient conditions are spelled out for lts to yield a coalgebra
onAlg(). Once the transition system lts has been lifted from Set to a coalgebra onAlg(),
then the ﬁnal coalgebra exists, and the carrier of its state algebra is the set of states of the
ﬁnal coalgebra of lts on Set.
In the paper we show that a transition system lts (which is a modiﬁed version of the
ordinary -calculus transition system) satisﬁes the conditions in [7,8] and thus yields a ﬁnal
coalgebraic semantics for the -calculus. The novelty of lts with respect to the ordinary
-calculus transition system is that bound output labels do not expose the newly created
name, and x0 is instead implicitly assumed to be such a name. To guarantee that name x0
is not used also to represent preexisting names, bound output transitions in lts shift all the
names xi to xi+1. Our SOS speciﬁcation for lts describes the effects of name permutations
on the transitions:
P
l⇒ P ′
(P )
()⇒ (P ′)
for l = tau, in(x, y), out(x, y) P
bout(x)⇒ P ′
(P )
bout((x))⇒ +1(P ′)
,
where +1(x0) = x0 and (xi) = xj implies +1(xi+1) = xj+1.
As it is often the case, the states of theﬁnal coalgebra canbeunderstood as synchronization
trees. Since they forman algebra, itmust be deﬁnedhowpermutations act on them.The effect
of a permutation  can be derived from the SOS speciﬁcation above: for all the transitions
except bound output the permutation is just propagated to the descendent, while for a bound
output transition the permutation is “shifted to the right”, that is, permutation +1 is applied
to the descendent, thus leaving name x0 invariant. We remark that, in the case of -calculus
agents with a bounded number of threads in their derivatives, the synchronization tree is
almost regular, in the sense that all subtrees belong to a ﬁnite number of orbits.
Starting from lts it is easy to build a HD-automaton, so that each state of the automaton is
a concise representation of an orbit, and transitions between pairs of HD-states represent all
transitions between the corresponding orbits. This is possible since every -calculus agent
has ﬁnite support, and thus its orbit contains only a ﬁnite amount of information. It is worth
noticing that HD-automata can be seen as a compact representation of the synchroniza-
tion trees corresponding to the permutation coalgebras, precisely as ordinary automata are
compact representations of ordinary synchronization trees. In particular ﬁnite-state HD-
automata correspond to the “almost regular” synchronization trees discussed previously
(while ﬁnite-state automata correspond to the regular synchronization trees). A notion of
bisimulation can be deﬁned on HD-automata, which is essentially the same as in [25,29].
Moreover, transitively closed bisimulations are shown to correspond to algebras which can
be reached from lts via an Alg() morphism which is also a coalgebra morphism. Thus
the minimal automaton corresponding to bisimilarity is the concrete representation of the
ﬁnal coalgebra.
Previous works on HD-automata. Simpliﬁed versions of HD-automata have been used
in different papers to provide ﬁnite-state representations of different calculi with names:
HD-automata are applied in [22] to the -calculus without matching, in [28] to CCS with
localities, in [23] to Petri nets, and in [24] to a class of partial-order systems. In [25] a
family of HD-automata is described that is rich enough to capture all the calculi above and
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the -calculus with matching. Also, in that paper HD-automata and HD-bisimulation are
deﬁned by exploiting a standard categorical framework for concurrent systems, namely the
one based on open maps [20]. In all these papers, no symmetries are associated to the states
of HD-automata: as a consequence, no minimal HD-automata can be deﬁned.
The ﬁrst deﬁnition of HD-automata with symmetries appears [29], where the categorical
approach of [25] is also extended to this family of HD-automata. The existence of minimal
realizations for HD-automata with symmetries is proved in [29], and minimal HD-automata
are shown to be ﬁnal objects in the corresponding categories. However, no coalgebraic
counterpart of HD-automata is provided in [29] and the proof of the existence of minimal
automata is quite involved.
Finally, HAL, a veriﬁcation environment for calculi with names based on HD-automata
is described in [10,11].
A shorter version of this paper appeared in [27].
Related works. The approach presented in the paper has some analogies with two papers
on domain equations for the -calculus [12,33]. The latter work is based on the category of
covariant (pullback preserving) presheaves over the category I of names, and on a functor
on presheaves deﬁned using exponentiation tomodel input and a “differentiation” functor to
model bound output.While our categoryAlg() could also be seen as a functor category in
the Lawvere style, our approach looks rather different. Indeed, we do not give a denotational
semantics, being interested in a “ﬂat” version of -calculus where the only operations are
name permutations, and, technically, our approach is based on the structured coalgebra
results of [7,8]. In addition, our construction is ﬁrst order, since input and free output are
modeled in a similar way, and permutations across bound output transitions are deﬁned
using the “+1” operation on permutations. The latter operation could be easily seen as
an endofunctor on Alg() (in fact a left adjoint) generated by the “+1” mapping on
permutations seen as a (Lawvere) theory morphism. However a full comparison deserves
further study.
In [4] the approach presented in this paper has been extended to provide a compositional
interpretation of the early (ground) semantics of the -calculus. The permutation algebra
is enriched with some of the syntactic operators of the -calculus, namely parallel compo-
sition and restriction. Similarly to what happens for bound output, the restriction operator
of the algebra of [4] has no name argument. To model name extrusion, a ﬁrst order op-
erator  à la De Brujin is deﬁned; it shifts any name to its successor, thus generating a
new name in x0. We remark that the algebra in [4] includes only some of the -calculus
constructs. In general, it is not possible to include all the -calculus constructs, since it is
known that the early (ground) semantics of the -calculus is not a congruence for input pre-
ﬁxes, while such a property would be automatically guaranteed by the structured coalgebra
framework.
Another work related to ours is described in [3]. There, ﬁnal coalgebras are used to
deﬁne a semantic model for the -calculus that is fully abstract for early bisimulation and
that allows for a compositional interpretation of the -calculus constructors. Also in that
paper the semantic objects corresponding to the agents contain the description of their
transformations under arbitrary name permutations. In that case, however, permutations
are exploited to give a compositional interpretation to the -calculus constructors: no name
deallocation is performed, so the obtainedmodel is intrinsically inﬁnite-state.Thepossibility
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to combine the two approaches, thus having a compositional semantics that allows for name
reusage and ﬁnite-state models, deserves further investigations.
Structure of the paper. The paper is organized as follows. Section 2 contains the back-
ground about permutations, -calculus, and structured coalgebras. Section 3 introduces the
permutation algebra that we use as the basis for the coalgebraic semantics of -calculus
that we deﬁne in Section 4. Section 5 provides the deﬁnitions concerning HD-automata and
Section 6 relates HD-automata with the coalgebraic semantics. Finally, Section 7 contains
some concluding remarks.
2. Background
2.1. Names and permutations
In this paper we will use extensively some basic deﬁnitions and properties on names and
on name permutations that we introduce in this section.
We denote with N = {x0, x1, x2, . . .} the inﬁnite, countable set of names and we use
x, y, z, . . . to denote names.
A name substitution is a function  : N → N. We denote with  ◦ ′ the composition
of substitutions  and ′; that is,  ◦ ′(x) = (′(x)). We use  to range over substitution
and we denote with {y1/x1 · · · yn/xn} the substitution that maps xi into yi for i = 1, . . . , n
and which is the identity on the other names.
A name permutation is a bijective name substitution. We use  to denote a permutation.
Given a permutation , we deﬁne permutation +1 as follows:
−
+1(x0) = x0
(xn) = xm
+1(xn+1) = xm+1
. (1)
Essentially, permutation +1 is obtained from  by shifting its correspondences to the right
by one position.
The kernel K() of a permutation  is the set of the names that are changed by the
permutation:
K() = {n |(n) = n}.
We say that permutation  has ﬁnite kernel if setK() is ﬁnite. A ﬁnite-kernel permutation
leaves unchanged all but a ﬁnite subset of the names. In particular, the identity substitution,
denoted by id, is a ﬁnite-kernel permutation: its kernel is the empty set.
A symmetry S forN is a group of ﬁnite-kernel permutations. That is, S is a set of ﬁnite-
kernel permutations such that whenever ,′ ∈ S, then also  ◦ ′ ∈ S. 1 We denote with
Sym the set of the symmetries onN.
We say that a symmetry S has ﬁnite support if, for some ﬁnite set of names N , (n) = n
for all n ∈ N implies  ∈ S: that is, S contains all the permutations that leave unchanged
1 The other properties that groups should satisfy (as for instance the existence of an identity and of the inverses)
are easy consequences of the fact that elements of S are ﬁnite-kernel permutations and that S is closed under
composition.
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the names in N . In this case, the support of S is the smallest 2 set of names supp(S) that
satisﬁes this condition.
If a symmetry S has ﬁnite support, then it can be described as follows:
S = { ◦ ′ | ∈ S ∧ (∀n /∈ supp(S).(n) = n) ∧ (∀n ∈ supp(S).′(n) = n)}.
That is, the permutations of symmetry S can be obtained, from the permutations  ∈ S that
act only on the names in the support, by applying permutations on the names outside the
support. Therefore, a ﬁnite-support symmetry S can be represented in a ﬁnite way by just
giving its support supp(S) and the permutations of S that only act on supp(S).
A set G of permutations is a lateral class of symmetry S if there is a (not necessarily
ﬁnite-kernel) permutation  such that G = { ◦ ′ |′ ∈ S}. We denote with Lat(S) the
set of the lateral classes of symmetry S and with Lat the set of all the lateral classes of
symmetries.
Example 1. Let us consider the following -calculus agent:
P1 = [x1 = x2]Q+ [x3 = x4]R.
We are interested in deﬁning the symmetry S1 of P1, namely, the set of ﬁnite kernel permu-
tations that are self-transformations of the agent. If Q and R do not contain (free) names,
then clearly supp(S1) = {x1, x2, x3, x4}. Indeed, the names outside {x1, x2, x3, x4} can be
permuted in an arbitrary way. Moreover, the permutations in S1 can switch names x1 and x2
as well as names x3 and x4 due to the symmetry of the matching operator [− =−]. However,
they are not allowed to exchange names x1 or x2 with x3 or x4, nor to exchange any of these
names with a name outside the support. That is, the only valid permutations on supp(S1)
are:
0 = id,
1 = {x1/x2, x2/x1},
2 = {x3/x4, x4/x3},
3 = 2 ◦ 1 = {x1/x2, x2/x1, x3/x4, x4/x3}.
Let us now consider the set of permutations that maps P1 into
P ′1 = [x7 = x8]Q+ [x9 = x10]R.
These permutations deﬁne the lateral class ofS1 generated by the permutation {x7/x1, x8/x2,
x9/x3, x10/x4} (or, equivalently, by {x7/x2, x8/x1, x9/x4, x10/x3}).
Let us consider ﬁnally the symmetry S2 of the agent
P2 = [x1 = x2]Q+ [x3 = x4]Q.
We still have supp(S2) = {x1, x2, x3, x4}. In this case, however, there are more valid per-
mutations on the support of S2: due to symmetry of operator +, we can switch x1 with x3
2 Notice that such a smallest set always exists for a ﬁnite support symmetry S; indeed, if N1 and N2 are two
candidates, then also N1 ∩N2 is: we can always decompose a permutation that is the identity on N1 ∩N2 in the
composition of permutations that are the identity either on N1 or on N2.
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and x2 with x4 without changing the agent. That is, the valid permutations on supp(S2),
besides 0,1,2,3, also includes:
4 = {x1/x3, x3/x1, x2/x4, x4/x2}
and 5 = 4 ◦ 1,6 = 4 ◦ 2,7 = 4 ◦ 3.
2.2. The -calculus
Many different versions of -calculus have appeared in the literature. The -calculus we
present here is early, monadic, and has synchronous communications.
Let N be the countable set of names introduced in the previous section. Moreover, let
Var be a set of agent identiﬁers, denoted by A,B, . . .; the -calculus agents, ranged over
by P,Q, . . . , are deﬁned by the syntax:
P ::= 0 |.P |P |P |P + P | (x)P |[x = y]P |A(x1, . . . , xn)
where preﬁxes, ranged over by , are deﬁned as
 ::=  | x¯y | x(y).
The occurrences of y in x(y).P and (y)P are bound; free names of agent P are deﬁned
as usual and we denote them with fn(P ). Also, we denote with n(P ) and n() the sets of
(free and bound) names of agent P and preﬁx  respectively.
For each identiﬁer A there is a deﬁnition A(y1, . . . , yn)
def= PA, with yi all distinct and
fn(PA) ⊆ {y1, . . . , yn}; we assume that, whenever A is used, its arity n is respected. Also,
we require that each agent identiﬁer in PA is in the scope of a preﬁx (guarded recursion).
We deﬁne Var(P ) as the set of process identiﬁers that are used by P , either since they
appear in P , or since they appear in the deﬁnition of some other identiﬁer used by P . We
require that Var(P ) is ﬁnite for every agent P : an agent that uses an inﬁnite number of
identiﬁers corresponds to a program that has inﬁnite length.
If  is a name substitution, we denote with P the agent P whose free names have been
replaced according to substitution , in a capture-free way.
We deﬁne-calculus agents up to a structural congruence≡; it is the smallest congruence
that satisﬁes the following axioms:
(alpha) P ≡ Q if P andQ are alpha equivalent
(sum) P + 0 ≡ P P +Q ≡ Q+ P P + (Q+ R) ≡ (P +Q)+ R
(par) P |0 ≡ P P |Q ≡ Q|P P |(Q|R) ≡ (P |Q)|R
(res) (x)0 ≡ 0 (x)(y)P ≡ (y)(x)P
(x)(P |Q) ≡ P |(x)Q if x /∈ fn(P )
(match) [x = y]P ≡ [y = x]P
In what follows, we will silently identify the agents that are structurally congruent. We
remark that P ≡ Q implies P ≡ Q and fn(P ) = fn(Q); so, it is possible to deﬁne
the effect of a substitution and to deﬁne the free names also for agents up to structural
equivalence.
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Table 1
Early operational semantics
.P
→ P x¯y.P x¯y−→ P x(y).P xz→ P {z/y}
P1
→ P ′
P1 + P2 → P ′
P1
→ P ′1
P1|P2 → P ′1|P2
if bn() ∩ fn(P2) = ∅
P1
x¯y−→ P ′1 P2
xy→ P ′2
P1|P2 −→ P ′1|P ′2
P1
x¯(y)−→ P ′1 P2
xy→ P ′2
P1|P2 −→(y)(P ′1|P ′2)
if y /∈ fn(P2)
P
x¯y→ P ′
(y)P
x¯(y)−→ P ′
if x = y P
→P ′
(x)P
→(x)P ′
if x /∈ n()
P
→ P ′
[x = x]P → P ′
PA{y1/x1 · · · yn/xn} → P ′
A(y1, . . . , yn)
→ P ′
if A(x1, . . . , xn)
def= PA
The actions an agent can perform are deﬁned by the following syntax:
 ::=  | xy | x¯y | x¯(z)
and are called respectively synchronization, input, free output and bound output actions; x
and y are free names of  (fn()), whereas z is a bound name (bn()); moreover n() =
fn() ∪ bn().
The standard operational semantics of the -calculus is deﬁned via labeled transitions
P
→P ′, whereP is the starting agent,P ′ is the target one and  is an action. The transitions
for the early operational semantics are deﬁned by the rules of Table 1. We refer to [21]
for further explanations of the transition relation. Here we comment only on the bound
output transitions: a bound output corresponds to the emission of a private name of an agent
to the environment: in this way, the channel becomes public and can be used for further
communications between the agent and the environment.
We now present the deﬁnition of the early bisimulation for the -calculus.
Deﬁnition 2 (Early bisimulation). A relationR over agents is an early simulation if when-
ever P RQ then:
• for each P →P ′ with bn() ∩ fn(P,Q) = ∅ there is someQ →Q′ such that P ′RQ′.
A relationR is an early bisimulation if bothR andR−1 are early simulations.
Two agents P and Q are early bisimilar, written P ∼ Q, if P RQ for some early
bisimulationR. We call relation ∼ early bisimilarity.
2.3. Structured coalgebras
In this section we present the relevant deﬁnitions and results of the approach based on
structured coalgebras presented in [7,8]. To avoid the introduction of unnecessary details,
we describe a slightly simpliﬁed version of the theory: we restrict to transition systems
deﬁned in a complete De Simone format, rather than the more general tyft format used in
[8]. As we will see, the complete De Simone format is sufﬁcient for our purposes. We refer
to [8] for further explanations.
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Weconsider systemswhere the algebraic structure of states is determined by an equational
one-sorted algebraic speciﬁcation  = 〈	, E〉, where 	 is a signature and E is a (not
necessarily ﬁnite) set of equations. We assume to have a countable set X of the variables
that can be used in the terms of the algebra.
We recall that an algebraA for speciﬁcation = 〈	, E〉 (-algebra in brief) is deﬁned by
a carrier set |A| and, for each operation op ∈ 	 of arity n, by a function opA: |A|n → |A|;
moreover, a -algebra is required to satisfy equations E. A homomorphism between two
-algebras A and A′ is a function f : |A| → |A′| that commutes with all the operations in
	, namely, for each operator op ∈ 	 of arity n, we have opA′ ◦ f n = f ◦ opA. We denote
by Alg() the category of -algebras and -homomorphisms.
The following deﬁnition introduces labeled transition systems whose states have an al-
gebraic structure.
Deﬁnition 3 (Transition systems). Let  = 〈	, E〉 be an algebraic speciﬁcation, and L
be a set of labels. A transition system over  and L is a pair lts = 〈A,→lts〉 where A
is a nonempty -algebra and →lts⊆ |A| × L × |A| is a labeled transition relation. For
〈a, l, a′〉 ∈→lts we write a l→lts a′.
The deﬁnition of bisimulation on structured transition systems is the classical one.
Deﬁnition 4 (Bisimulation). Let  = 〈	, E〉 be an algebraic speciﬁcation, L be a set of
labels, and lts = 〈A,→lts〉 be transition system over  and L.
A relationR over |A| is a simulation if aR b implies:
• for each a l→ a′ there is some b l→ b′ such that a′R b′.
A relationR is a bisimulation if bothR andR−1 are simulations.
Bisimilarity ∼lts is the largest bisimulation.
Given an algebraic speciﬁcation  and a set of labels L, a collection of SOS rules can be
regarded as a speciﬁcation of those transition systems over  and L that have a transition
relation closed under the given rules.
Deﬁnition 5 (SOS rules). Given an algebraic speciﬁcation  = 〈	, E〉 and a set of labels
L, a sequent s l→ t (over L and ) is a triple where l ∈ L is a label and s, t are 	-terms
with variables in a given set X.
An SOS rule r over  and L takes the form:
s1
l1→ l1 · · · sn ln→ tn
s
l→ t
where si
li→ ti as well as s l→ t are sequents.
We say that transition system lts = 〈A,→lts〉 satisﬁes a rule r like above if each assign-
ment to the variables in X that is a solution to si
li→ ti for i = 1, . . . , n is also a solution to
s
l→ t .
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Deﬁnition 6 (Transition speciﬁcations). A transition speciﬁcation is a tuple
 = 〈, L,R〉
consisting of an algebraic speciﬁcation , a set of labels L, and a set of SOS rules R over 
and L. A transition system over 
 is a transition system over  and L that satisﬁes rules R.
It is well-known that ordinary labeled transition systems (i.e., transition systems whose
states do not have an algebraic structure) can be represented as coalgebras for a suitable
functor [30].
Deﬁnition 7 (Coalgebras). Let B : C→ C be an endofunctor on a category C. A coalge-
bra for B, or B-coalgebra, is a pair 〈A, a〉 where A is an object of C and a : A→ B(A) is
an arrow. AB-cohomomorphism f : 〈A, a〉 → 〈A′, a′〉 is an arrow f : A→ A′ of C such
that
a′ ◦ f = B(f ) ◦ a.
We denote with Coalg(B) the category of B-coalgebras and B-cohomomorphism.
Proposition 8. For a ﬁxed set of labels L, let PL : Set → Set be the functor deﬁned
on objects as X  → P(L × X), where P denotes the countable powerset functor, and on
arrows as PL(f )(T ) = {〈l, f (a)〉 | 〈l, a〉 ∈ T }, for f : X → Y and T ⊆ L × X. Then
PL-coalgebras are in one-to-one correspondence with transition systems on L.
In [7,8], sufﬁcient conditions on a transition speciﬁcation 
 = 〈, L,R〉 and on a par-
ticular transition system lts are spelled out for the following results to hold:
(i) The powerset functorPL can be lifted from the category Set to a functorP
 on the cate-
goryAlg()of the algebras satisfying speciﬁcation.This yields a categoryCoalg(P
)
of structured coalgebras for functor P
.
Then Coalg(P
) is equipped with a ﬁnal object, and the unique morphism to it from
every coalgebra in Coalg(P
) deﬁnes on the algebra of states a relation which is both
a congruence and the bisimilarity.
(ii) The transition system lts deﬁnes a coalgebra in Coalg(P
).
Here we follow the conditions deﬁned in [8], that are more explicit than the conditions
deﬁned in [7].
The condition on the transition speciﬁcation requires that the rules and the axioms respect
a particular format, called complete De Simone format, and that an rules-equations com-
patibility condition holds. For the particular transition system, a homomorphism condition
must be satisﬁed.
Deﬁnition 9 (Complete De Simone format). Given an algebraic speciﬁcation  = 〈	, E〉
and a set of labels L, a rule r over  and L is in complete De Simone format if it has the
form:
x1
l1→ y1 · · · xn ln→ yn
op(x1, . . . , xn)
l→ t
where xi and yi are variables, op ∈ 	, and t is a term on variables y1, . . . , yn.
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Given a set of rules R over  in complete De Simone format, we denote with Th(R) the
set of rules in complete De Simone format that are in R or that can be derived from R
and E.
A complete De Simone proof of sequent s l→ t from premises {xi li→ yi}i∈I is a proof
of s l→ t from {xi li→ yi}i∈I that is obtained using only rules in Th(R) and without using
equations E.
We remark that, according to this deﬁnition, the empty proof of x l→ y from premise
x
l→ y is in complete De Simone format.
Deﬁnition 10 (Rules-equations compatibility). Given a transition speciﬁcation 
 = 〈 =
〈	, E〉, L,R〉, we say that rulesR are compatiblewith equationsE if the following property
holds.
For every couple of terms s and s′ that are equivalent according to equations E and for
every complete De Simone proof of s l→ t from premises {xi li→ yi}i∈I there exists some
term t ′ equivalent to t according to E and some complete De Simone proof of s′ l→ t ′ from
the same premises {xi li→ yi}i∈I .
Essentially, the deﬁnition requires that, whenever the equations E allow us to transform
a term s is an equivalent term s′ and whenever a transition s l→ t can be proved from some
premises, then we should be able to ﬁnd a term t ′ that is equivalent to t according to E and
such that also transition s′ l→ t ′ can be proved from the same premises.We restrict to those
proofs that are in complete De Simone format, i.e., that are obtained from the valid rules
in complete De Simone format without using the equations. The rules that we consider,
however, are not only those syntactically present in R, but also those that are entailed by
rules R and equations E.
Proposition 11 (Lifting of PL). Let 
 = 〈 = 〈	, E〉, L,R〉 be a transition speciﬁca-
tion with rules in complete De Simone format such that rules R are compatible with
equations E.
Deﬁne P
 : Alg()→ Alg() as follows:
• |P
(A)| = PL(|A|);
• whenever x1
l1→ y1 ··· xn ln→ yn
op(x1,...,xn)
l→ t
∈ R and 〈li , si〉 ∈ Si for i ∈ {1, . . . , n} then 〈l, t[s1/y1 · · ·
sn/yn]〉 ∈ opP
(A)(S1, . . . , Sn).
Then P
 is a well-deﬁned endo-functor on Alg().
Proof. The fact that P
 is a well-deﬁned endo-functor is proved in Proposition 23 of [8]
for the more general case of the tyft format. 
Since P
 is an endo-functor onAlg(), it deﬁnes a categoryCoalg(P
) of coalgebras on
algebrasAlg().We call these coalgebraswith an algebraic structure on the states structured
coalgebras.
U. Montanari, M. Pistore / Theoretical Computer Science 340 (2005) 539–576 551
Proposition 12 (Homomorphism property). Let 
 = 〈 = 〈	, E〉, L,R〉 be a transition
speciﬁcation with all the rules R in complete De Simone format and such that rules R are
compatibles with equations E.
Let P
 : Alg() → Alg() the corresponding lifting of the endofunctor PL as in
Proposition 11.
Assume a transition system lts = 〈S,→lts〉 over 
. Then, the mapping lts : S → P
(S)
deﬁned by lts(a) = {〈l, b〉 | a l→lts b} is a -homomorphism if and only if the following
two statements are equivalent:
(1) opA(a1, . . . , an) l→lts b;
(2) there exists some x1
l1→ y1 ··· xn ln→ yn
op(x1,...,xn)
l→ t
∈ R and some ai li→lts bi such that b = t[b1/y1 · · ·
bn/yn].
Proof. This proposition corresponds to Proposition 26 of [8]. 
In other terms, a transition opA(a1, . . . , an)
l→lts b out of a composed state exists if
and only if there is a rule in De Simone format with source op(x1, . . . , xn) and there are
transitions out of a1, . . . , an such that by applying the rule to these transitions we obtain
the transition opA(a1, . . . , an)
l→lts b. That means, only such transition systems where all
transitions out of composed states can be proved to exist can be represented as coalgebras.
We can now state the most useful property of structured coalgebras.
Corollary 13. Let 
 = 〈 = 〈	, E〉, L,R〉 be a transition speciﬁcation with rules R in
complete De Simone format and compatible with equations E.
Then Coalg(P
) has as objects the transition systems over 
 that satisfy the homomor-
phism property of Proposition 12.
Every morphismm : lts → lts′ inCoalg(P
) entails a bisimulation∼m on lts, that coin-
cide with the kernel of the morphism. Bisimulation ∼m is a congruence for the operations
of the algebra.
Moreover, the category Coalg(P
) has a ﬁnal object. The unique P
-homomorphism
from lts to the ﬁnal object ofCoalg(P
) entails a relation on the states of lts which coincides
with bisimilarity and is a congruence.
Proof. The fact that the objects of Coalg(P
) are the transition systems that satisfy the
homomorphism property is a direct consequence of the deﬁnition of Coalg(P
).
The fact that m : lts → lts′ entails a bisimulation that is a congruence is a consequence
of the fact that m is a -homomorphism.
Finally, the existence of the ﬁnal object in Coalg(P
) is proved in Proposition 13
of [8]. 
3. A permutation algebra for the -calculus
The algebraic speciﬁcation that we use in this paper is very simple: it contains only unary
operations that correspond to name permutations.As we have explained in the introduction,
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the effects of permutations on agents give the smallest information required to deﬁne name
deallocation.
A permutation algebra is deﬁned by a carrier set, corresponding to the states, and by a
mapping deﬁning how states are transformed by the (ﬁnite-kernel) permutations.
Deﬁnition 14 (Permutation algebras). The algebraic speciﬁcation  = 〈	, E〉 is de-
ﬁned as follows:
• 	 is the set of ﬁnite-kernel permutations ofN; they are all unary operations;
• E are the classical axioms of permutation, namely:
( ◦ ′)(X) = (′(X)) and id(X) = X.
A permutation algebra is an algebra for speciﬁcation .
We denote with Alg the category Alg() of permutation algebras. It has permutation
algebras as objects and permutation algebra homomorphisms as arrows.
The permutation algebra corresponding to the -calculus agents is deﬁned by taking the
agents as the carrier set and by interpreting the permutations as name substitutions.
Deﬁnition 15 (Permutation algebra for the -calculus). Algebra A is the following per-
mutation algebra:
• |A| are the -calculus agents up to structural congruence;
• A(P ) def= P.
We should prove that algebraA respects the equations of the algebra, i.e., that idA(P ) =
P and that ( ◦ ′)A(P ) = A(′A(P )). These equations hold, since they correspond to
basic properties of substitutions on the -calculus.
We now introduce some basic deﬁnitions for permutation algebras.
Deﬁnition 16 (Orbit, symmetry and support). LetA be a permutation algebra and letX be
an element of the carrier set of A.
The orbit of X is the set of states
orbitA(X) = {X′ |X′ = A(X) for some ﬁnite kernel permutation }.
The symmetry of X is the group of the ﬁnite kernel permutations that map X into itself:
symA(X) = { |X = A(X)}.
We say that X has ﬁnite support if symA(X) has ﬁnite support and we deﬁne the support
of X as follows: suppA(X) = supp(symA(X)).
We will often omit the superscript A in orbitA(X), symA(X) and suppA(X), whenever
the algebra we refer to is clear from the context.
We have seen in Section 2.1 that ﬁnite-support symmetries can be representedwith a ﬁnite
amount of information. For this reason, in this paper we will only consider permutation
algebras whose elements have a ﬁnite support.
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Deﬁnition 17 (Finite-support permutation algebras). Permutation algebraAhasﬁnite sup-
port if all its elements have a ﬁnite support.
In the case of A, orbits corresponds to sets of states that differ for name permutations.
The support of an agent P corresponds to the set fn(P ) of its free names: indeed, every
permutation that does not affect fn(P ) maps P into itself.
As fn(P ) is ﬁnite for every agent P , then algebra A is ﬁnite-support. So, sym(P )
contains all the permutations that do not affect fn(P ); since we consider -calculus agents
up to structural congruence, sym(P ) may also contain non-trivial permutations that affect
names in fn(P ), as shown in Example 1.
Orbits partition the set of states (i.e., the carrier) of a permutation algebra in disjoint
blocks: indeed, orbit(X′) = orbit(X) if and only if X′ ∈ orbit(X). The states in an orbit
have isomorphic symmetries: that is, if X′ = A(X), then sym(X′) = { ◦ ′ ◦ −1 |′ ∈
sym(X)}.
An arrow ofAlg (i.e., a homomorphism between permutation algebras) maps orbits into
orbits: that is, it can map two different orbits of the source algebra into the same one of the
target algebra, but it cannot split an orbit. Moreover, the states in the target algebra have
larger symmetries than the corresponding states in the source algebra: if arrowm : A→ A′
maps X into X′, then symA(X) ⊆ symA′(X′).
The following proposition shows that the behavior of all elements of an orbit can be
predicted given the behavior of any other element of the orbit: indeed, we can give a
compact version of a substitution algebra, that is based on representing the elements of an
orbit as pairs consisting of a canonical representative of the orbit and of the lateral classes
of its symmetry.
Deﬁnition 18 (Canonical representatives of orbits). Let o be an orbit. We assume to have
a state cr(o) that is the canonical representative of the orbit, namely, cr(o) ∈ o. With a
small abuse of notation, we will write cr(X) for cr(orbit(X)).
Proposition 19. Permutation algebra A is isomorphic to Acr , where:
• |Acr | = {〈cr(X),G〉 |X ∈ |A|,G ∈ Lat (sym(cr(X)))}; and
• Acr (〈cr,G〉) = 〈cr, { ◦ ′ |′ ∈ G}〉 for all ﬁnite kernel permutations .
Proof. We deﬁne i : A→ Acr and j : Acr → A as follows. For all X ∈ |A|:
i(X) = 〈cr(X), { |X = A(cr(X))}〉.
For every 〈cr,G〉 ∈ |Acr | and for some  ∈ G:
j (〈cr,G〉) = A(cr).
We remark that, since G is a lateral class of cr in A, then A(cr) = ′A(cr) whenever
,′ ∈ G.
It is easy to prove that i and j are homomorphisms, i.e., that they commute with the
operators of the algebra.
Also, it is easy to see that j ◦ i = idA and i ◦ j = idAcr . 
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4. A permutation coalgebra for the -calculus
In the previous section we have deﬁned the permutation algebra that we use to model
-calculus agents. Here we specify the coalgebra corresponding to its (early) operational
semantics. By exploiting the approach of structured coalgebras presented in Section 2.3,
the coalgebraic operational semantics is built on top of the permutation algebra: therefore,
the effects of permutations on the evolutions of the agents are taken explicitly into account.
The peculiarity of the coalgebraic operational semantics that we are going to deﬁne,
if compared to the standard -calculus operational semantics, is the way bound output
transitions are represented. In the standard -calculus semantics, the creation of the new
channel is modeled by picking any fresh name to represent the new channel. Here, instead,
we follow a different approach: in the target state, name x0 is used to denote the newly
created name, and, to avoid name clashing, during a bound output transition names xi
present in the source state are renamed to xi+1. That is, the creation of a new name is
modeled by shifting all the preexisting names and by using x0 to represent the new name.
First of all we deﬁne the set L of the labels:
L = {tau, in(x, y), out(x, y), bout(x) | x, y ∈ N}. (2)
If l ∈ Lp then (l) is the label obtained from l by applying substitution  to its names.
The correspondence between labels L and the actions of the -calculus is the obvious
one for tau (that corresponds to ), in(x, y) (that corresponds to xy), and out(x, y) (that
corresponds to x¯y). In the case of bound output transitions, only the channel x on which the
output occurs is observed in label bout(x). Indeed, according to the representation described
above, we know that the extruded channel corresponds to name x0 in the target state.
Now we are ready to deﬁne the transition speciﬁcation for the -calculus. The only rules
that appear in the speciﬁcation are those that describe the effects of the permutations on
the transition relation; they are straightforward, except for the bound output transitions.
In this case, permutation  transforms transition P bout(x)⇒ P ′ into (P ) bout((x))⇒ +1(P ′),
where permutation +1 is obtained by shifting permutation  to the right (see Eq. (1) in
Section 2.1).
Deﬁnition 20 (Transition speciﬁcation 
). The transition speciﬁcation 
 for the -
calculus is the tuple 〈,L, R〉, where the algebraic speciﬁcation  is as in Deﬁni-
tion 14, the labels L are deﬁned in Eq. (2), and the rules are the following ones:
X
l⇒ X′
(X)
(l)⇒ (X′)
for l = tau, in(x, y), out(x, y) X
bout(x)⇒ X′
(X)
bout((x))⇒ +1(X′)
.
We denote with LTS the class of transition systems that are models of 
.
Proposition 21. The rules of 
 are in complete De Simone format. Moreover, they are
compatible with the equations of permutation algebras.
Proof. By inspection of the rules above, it is easy that they satisfy all the requirements of
Deﬁnition 5.
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Now we prove that the rules are compatible with the equations. We only consider rules
with bound outputs as labels. The case of the other labels is similar.
First of all, we observe that Th(R) = R: all the rules in complete De Simone format
that can be deduced from R and from the equations on permutation algebras are already
in R.
Consider a complete De Simone proof of s bout(a)−→ t . This proof can have only a premise
x
bout(b)−→ y,wherex andy are variables;moreover,wemust have s = 1(· · · (n(x)) · · ·), t =
1+1(· · · (n+1(y)) · · ·), and a = 1(· · · (n(b)) · · ·) for some (possibly empty) sequence
of permutations 1, . . . ,n.
If s =E s′ then s′ = ′1(· · · (′m(x)) · · ·) for some (possibly empty) sequence of permu-
tations ′1, . . . ,′m such that 1 ◦ · · · ◦ n = ′1 ◦ · · · ◦ ′m.
Let t ′ = ′1+1(· · · (′m+1(y)) · · ·). Then, it is easy to build, by induction onm, a complete
De Simone proof for s′ bout(a)−→ t ′. In particular, the case ofm = 0 (i.e., the case of an empty
sequence of ′i permutations) correspond to the empty proof, which is a valid proof in
compact De Simone format.
To conclude, it remains to be shown that t =E t ′ in the equational theory. By deﬁnition
of +1,1 ◦ · · · ◦ n = ′1 ◦ · · · ◦ ′m implies 1+1 ◦ · · · ◦ n+1 = ′1+1 ◦ · · · ◦ ′m+1 . By
deﬁnition of t and t ′, this concludes the proof. 
We remark that speciﬁcation 
 does not contain any axiom; therefore, the initial model
for the speciﬁcation is empty. This is correct, as our speciﬁcation is not intended to deﬁne a
particular transition system; rather, it only deﬁnes the expected effects of permutations on
the transitions.
To deﬁne the transition system of LTS corresponding to the operational semantics of the
-calculus, particular care is necessary for the bound output transitions, due to the particular
way that we use to represent the creation of new channels, as explained at the beginning of
this section.More precisely, for each-calculus transitionP x¯(y)−→ P ′wegenerate a transition
P
bout(x)⇒ P ′′, where agent P ′′ is obtained from P ′ by shifting all its names and by mapping
y into x0. This update of the names of P ′ can be obtained by deﬁning P ′′ = P ′, where: 3
(xn) =
{
x0 if xn = y,
xn+1 otherwise.
(3)
3 Notice that  is a generic substitution and not a permutation. This is not a problem, since we are not working
inside the substitution algebra, but on -calculus agents, where all the substitutions are deﬁned. Moreover, as  is
injective on fn(P ′), it is always possible to ﬁnd a ﬁnite-kernel permutation  such that P ′ = P ′. For instance,
 can be deﬁned as follows:
(xn) =


x0 if xn = y,
xn+1 if xn = y and n max{m | xm ∈ fn(P ′)},
y if n = 1+max{m | xm ∈ fn(P ′)},
xn otherwise.
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Deﬁnition 22 (Transition system lts). The transition system corresponding to the early
operational semantics of the -calculus is lts = 〈A,⇒〉, where A is the permutation
algebra corresponding to the -calculus agents, and⇒ is deﬁned by the following axioms,
with  deﬁned as in Eq. (3):
P
−→ P ′
P
tau⇒ P ′
P
xy→ P ′
P
in(x,y)⇒ P ′
P
x¯y−→ P ′
P
out(x,y)⇒ P ′
P
x¯(y)−→ P ′
P
bout(x)⇒ P ′
.
Example 23. Let us consider the -calculus agent P = (y)x1y.y(z).x2z.0.
The ﬁrst transition performed by the agent is a bound output. In ltl this transition is
modeled as follows:
P
bout(x1)⇒ x0(z).x3z.0 = P ′.
One can notice that, in the target process P ′, x0 is used to denote the extruded name in the
target process P ′, and the name x2 has been shifted into x3.
The next transition is an input, that is modeled as follows:
P ′ in(x0,xi )⇒  x3xi.0 = P ′′.
An arbitrary name xi can be received during the input. We remark that xi = x0 and xi = x3
are two possible valid cases.
The last transition is a free output, that is modeled as follows in ltl:
P ′′ out(x3,xi )⇒  0.
To prove that lts is really an element of LTS, we should show that it satisﬁes the
permutation rules given in Deﬁnition 20.
Proposition 24. Let P l⇒Q be a transition of lts. If P ′ = (P ), then P ′ l
′⇒ Q′, where
l′ = (l) andQ′ = (Q) (resp.Q′ = +1(Q) if l = bout(x)).
Proof. We just consider the case of the bound output transitions, which is the most inter-
esting case.
Assume that P bout(x)⇒ Q and that P ′ = (P ). Then we have to prove that P ′ bout(x
′)⇒ Q′,
where x′ = (x) andQ′ = +1(Q).
According to Deﬁnition 22, P bout(x)⇒ Q implies that P x¯(y)−→ R for some y andR such that
Q = R, with (y) = x0 and (xi) = xi+1 for xi = y.
By exploiting a basic property of -calculus transitions, namely their closure for name
permutations, we deduce P ′ x¯
′(y′)−→ R′, where R′ = (R) and y′ = (y).
Then, by Deﬁnition 22, P ′ bout(x
′)⇒ Q′, where Q′ = R′′, with ′(y′) = x0 and ′(xi) =
xi+1 for xi = y.
It remains to prove that Q′ = +1(Q). Since Q = R and Q′ = R′′, this equivalence
can be rewritten as R′′ = (R)+1. Since R′ = R, we obtain (R)′ = (R)+1. The
latter equivalence is true since  ◦ ′ = +1 ◦ . 
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Now we show that all the transition systems in LTS satisfy the homomorphism property
of Proposition 11: as a consequence, the general theory presented in Section 2.3 applies.
Lemma 25. Let lts ∈ LT S. Then transition system lts satisﬁes the homomorphism
property. In particular, lts satisﬁes the homomorphism property.
Proof. We should prove that if X l⇒ Y is a transition of lts such that l = bout(x) (resp.
l = bout(x)) and if X = (X′), then X′ l′⇒ Y ′, where l = (l′) and Y = (Y ′) (resp.
Y = +1(Y ′)).
Since the operations of  are the ﬁnite kernel permutations, inverses exist for them. So,
to require that X = (X′), l = (l′) and Y = (Y ′) (resp. Y = +1(Y ′)) is equivalent to
require that X′ = ′(X), l′ = ′(l) and Y ′ = ′(Y ) (resp. Y ′ = ′+1(Y )), for ′ = −1.
As a consequence, the homomorphism property corresponds to require that whenever
X
l⇒ Y then ′(X) ′(l)⇒ ′(Y ) (resp. ′(X) ′(l)⇒ ′+1(Y )) for every ﬁnite kernel permutation
′. This is true by deﬁnition of 
 (Deﬁnition 20). 
Deﬁnition 26 (Permutation coalgebras). We denote with Coalg the category of permu-
tation coalgebras Coalg(P
x ).
The following two results derive from the standard results presented in Section 2.3.
Theorem 27. Bisimilarity ∼lts is induced by the unique morphism from lts to the ﬁnal
object in LTS.
Corollary 28. Bisimilarity ∼lts is a congruence w.r.t. the operators of algebra A.
In the following theoremwe show that the standard bisimilarity relation on lts coincides
with the early -calculus bisimilarity.
Theorem 29. Let ∼lts be the bisimilarity relation on the states of lts. Then P ∼lts Q iff
P ∼ Q.
Proof. To prove this theorem it is sufﬁcient to show that ∼ is a bisimulation for lts, and
that ∼lts is an early bisimulation.
First, we prove that ∼ is a bisimulation for lts.
Let P ∼ Q and let P l⇒ P ′. Then we have to prove that there exists some Q l⇒ Q′
such that P ′ ∼ Q′. We consider only the case of bound output transitions, namely l =
bout(x); the other cases are trivial.
According to Deﬁnition 22, P bout(x)⇒ P ′ implies that P x¯(y)−→ P ′′ and that P ′ = P ′′ with
(y) = x0 and (xi) = xi+1 for xi = y.
Let z be any fresh name, i.e., z /∈ fn(P,Q) and z = y. Then P x¯(z)−→ P ′′{z/y, y/z}.
By deﬁnition of early bisimulation, since P ∼ Q there is some Q x¯(z)−→ Q′′ such that
P ′′{z/y, y/z} ∼ Q′′.
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Then, by Deﬁnition 22,Q bout(x)⇒ Q′ withQ′ = Q′′′ and ′(z) = x0,′(xi) = xi+1 for
xi = y.
To conclude, we have to show that P ′ ∼ Q′, i.e., that P ′′ ∼ Q′′′, since P ′ = P ′′
andQ′ = Q′′′.
We know that P ′′{z/y, y/z} ∼ Q′′. By applying to both terms injective substitution
′, and by exploiting the fact that ∼ is closed under injective substitutions, we obtain
P ′′{z/y, y/z}′ ∼ Q′′′. It remains to prove that P ′′{z/y, y/z}′ ≡ P ′′.
This equivalence holds since substitutions {z/y, y/z}′ and  coincide on all the names
except on z (easy to probe given the deﬁnitions of  and ′), and z /∈ fn(P ′′) (as fn(P ′′) ⊆
fn(P ) ∪ {y} and, by deﬁnition, z /∈ fn(P ) and z = y).
This concludes the proof that∼ is a bisimulation for lts. The proof that∼lts is an early
bisimulation is similar: it depends on the fact that∼lts is closed under injective renamings,
which holds by Corollary 28. 
In Section 3 we have seen that ﬁnite-support permutation algebras are particularly inter-
esting, since they allow to represent the symmetries of their elements in a compact way.We
can easily extend this notion to the case of the transition systems in LTS.
Deﬁnition 30 (Finite-support transition systems). The transition system 〈A,⇒〉 ∈ LTS
is ﬁnite-support if A is a ﬁnite support permutation algebra.
We denote with LTSfs the set of the ﬁnite support transition systems. Also, we denote
with Coalgfs the full subcategory of Coalg with objects in LTSfs .
The surjective morphisms of Coalg map ﬁnite support transition systems into ﬁnite
support transition systems: indeed, these morphisms can only increase the symmetries of
the states, and only ﬁnite support symmetries are obtained by adding permutations to a ﬁnite
support symmetry. In particular, the image of every ﬁnite-support permutation algebra in
the ﬁnal object of Coalg is ﬁnite-support.
It is easy to see that lts is a ﬁnite-support transition system: therefore, the compact
representation of the symmetries applies in the case of lts and of the corresponding ﬁnal
model.
Remark 31. We have stated the results above only in the case of the -calculus (early)
operational semantics. However, these results can be easily applied to other “dialects” of the
-calculus (possibly by changing the set of labels). In particular, Proposition 24 deﬁnes the
requirement that a transition systemmust satisfy to bemapped in the coalgebraic framework
that we have deﬁned: namely, it must satisfy the permutations rules of Deﬁnition 20.
Notice that the states of the ﬁnal model in Coalg form a , algebra. So, in particular, a
support supp(X) is deﬁned for each of these states. The support of a -calculus agent in lts
deﬁnes the free names of the agent; the support of the corresponding state in the ﬁnal model,
instead, deﬁnes the “active names” [25,29] of the agent, i.e., those names that play a role
in the evolution of the agent. While equivalent -calculus agents may have different free
names, they have the same active names (as they correspond to the same state in the ﬁnal
model). The support of a state is deﬁned from the effects of the permutations on the state
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(see Deﬁnition 16); therefore it is clear that permutations are the basic ingredient, at least in
the coalgebraic framework, to deﬁne active names and, hence, to allow for the deallocation
of unused names.
Example 32. Consider the -calculus agent
S(x, y, z) = x(w).S(x,w, z)+ y(w).S(w, y, z).
In lts, the support of S(x, y, z) corresponds to its free names, namely {x, y, z}. The possible
transitions of S(x, y, z) are:
S(x, y, z)
in(x,x)⇒ S(x, x, z), S(x, y, z) in(y,x)⇒ S(x, y, z),
S(x, y, z)
in(x,y)⇒ S(x, y, z), S(x, y, z) in(y,y)⇒ S(y, y, z),
S(x, y, z)
in(x,z)⇒ S(x, z, z), S(x, y, z) in(y,z)⇒ S(z, y, z),
S(x, y, z)
in(x,w)⇒ S(x,w, z), S(x, y, z) in(y,w)⇒ S(w, y, z),
where, in transition in(x,w) and in(y,w), w is any fresh name, that is, any name different
from x, y, and z.
If we move to the ﬁnal coalgebra, we discover some interesting properties of agent
S(x, y, z). First of all, we see that S(x, y, z) ∼ltl S(x, y, z′), i.e., we can exchange name
z with any other free name. This means that name z is not active in S(x, y, z). 4 Moreover,
S(x, y, z) ∼ltl S(y, x, z), i.e., exchanging names x and y maps the agent into itself.
More precisely, let Smin be the object corresponding to S(x, y, z) in the ﬁnal coalgebra
of Coalg. Then we have supp(Smin) = {x, y} and {x/y, y/x} ∈ sym(Smin). Finally, the
following transitions are sufﬁcient to describe the behaviors of Smin in the ﬁnal coalgebra:
Smin
in(x,x)⇒  S′min Smin in(x,y)⇒ S′′min Smin in(x,w)⇒ S′′′min
where S′min, S′′min, and S′′′min correspond to S(x, x, z), S(x, y, z), and S(x,w, z), respectively,
and where w is any name different from x and y. We remark that, since z is not active, no
special transition is needed for it: in the ﬁnal coalgebra, we can consider that z has been
deallocated and can be re-used as fresh name. Moreover, we have not described explicitly
the input transitions for in (y,
-
), since they can be easily obtained from these for in (x,
-
)
by exploiting the symmetry {x/y, y/x} of sym(Smin).
5. HD-automata
HD-automata [25,29] are an operational model introduced by the authors to give com-
pact representations of the behavior of concurrent calculi with names. Their most interesting
feature is that they allow the representation of the behavior of these systems up to name
4 In fact, one can see that S(x, y, z) ∼ R(x, y), with R(x, y) = x(w).R(x,w)+ y(w).R(w, y).
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permutations. Each state of a HD-automaton is a concise representation of an orbit of
lts, and transitions between pairs of HD-states represent all the transitions between the
corresponding orbits. This is possible since every -calculus agent has ﬁnite support, and
thus its orbit contains only a ﬁnite amount of information. The key feature of HD-automata
that permits this compact representation of orbits is that the names which appear in a state of
a HD-automaton do not have a “global” identity: they only have an identity that is “local” to
the state; whenever a transition is performed, a name correspondence is explicitly required
to describe how the “local” names of the source state are related to the “local” names of the
target.
HD-automata not only allow for a compact representation of the states; also the transitions
are represented in a compact way. Consider for instance the case of the input transition
P
xy→ P ′ in the -calculus. If y /∈ fn(P ), then this transition represents the reception of
a name that was previously unknown to the agent; in the operational semantics of the -
calculus, as well as in lts, there are inﬁnitely many of these transition, that differ only for
the particular choice of the fresh name y. In the HD-automata that we are going to deﬁne,
only one transition is sufﬁcient: this is obtained by allowing the local names of the states to
be deﬁned up to a symmetry (that, in the case of the -calculus, declares as indistinguishable
all these names outside fn(P )) and to collapse all the transitions of P that differ only for a
name permutation in the symmetry of P . 5
Now we deﬁne a variant of HD-automata with Symmetries that is adequate for the early
semantics of the -calculus. We refer to [29] for a complete presentation of the theory of
the different classes of HD-automata.
5.1. Basic deﬁnitions
Deﬁnition 33 (HD-automata). A HD-automaton with symmetries (or simply HD-auto-
maton) A is a tuple 〈S, sym,L,  →〉, where:
• S is the set of states;
• sym : S → Sym associates to each state a ﬁnite-support symmetry;
• L is the set of labels;
•  →⊆ {〈Q, l, ,Q′〉|Q,Q′ ∈ S, l ∈ L,  is a ﬁnite-kernel permutation} is the transition
relation, where:
◦ Q andQ′ are, respectively, the source and the target states;
◦ l is the label of the transition, and
◦  is a permutation that describes how the names of the target stateQ′ correspond, along
this transition, to the names of the source stateQ.
Whenever 〈Q, l, ,Q′〉 ∈  → then we writeQ l → Q′
We assume that each label l ∈ L has the form (x1, . . . , xn), where x1, . . . , xn ∈ N; we
denote with (l) the label obtained from l by applying permutation  to its names.
5 To represent all input transitions of P it is necessary to consider as special cases the transitions P
xy→ P ′ where
y ∈ fn(P ). However, since fn(P ) is ﬁnite, this never leads to an inﬁnite-branching transition system.
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Moreover, we assume that L = L0 ∪L1, with L0 ∩L1 = ∅, and that l ∈ Li iff (l) ∈ Li
for every permutation . Labels in L0 correspond to transitions that do not generate any
new name, while labels in L1 correspond to transitions that generate one new name. 6
Finally, we do not allow distinct isomorphic transitions between the same states to be
present in aHD-automaton,where two transitionsQ l1 →1 Q′ andQ
l2 →2 Q′ are isomorphic
if there exists some  ∈ sym(Q) such that
• l2 = (l1);
• −12 ◦  ◦ 1 ∈ sym(Q′) if l1 ∈ L0 and −12 ◦ +1 ◦ 1 ∈ sym(Q′) if l1 ∈ L1.
We remark that two isomorphic transitions of a HD-automaton express the same be-
haviors: indeed, they only differ for permutations that appear in the symmetries of the
source state and of the target state. By requiring that no isomorphic transitions appear in
the HD-automaton, we avoid this form of redundancy.
It is possible to obtain variants of a HD-automaton by applying a permutation to the
names of a state of the automaton (and, clearly, by modifying accordingly the transitions
that enter and leave the state).Also, we can obtain a variant of a HD-automaton by replacing
a transition between two states with an isomorphic one. We consider all these variants of a
HD-automaton to be isomorphic: as we have discussed previously, the names that appear
in each state of a HD-automaton have only a local meaning (so it is safe to rename them, if
the name correspondences among the transitions are preserved); moreover, HD-automata
are deﬁned only up to the symmetries of these states (so, it is safe to replace a transition
with an isomorphic one).
Deﬁnition 34 (Isomorphic HD-automata). Two HD-automata A1 = 〈S1, sym1,L,  →1〉
and A2 = 〈S2, sym2,L,  →2〉 are isomorphic if there exists a bijective correspondence
i : S1 → S2 of their states and, for each Q1 ∈ S1 and Q2 = i(Q1) ∈ S2, there exists a
permutation Q1,Q2 (that maps the names ofQ1 into the corresponding names ofQ2) such
that
• sym2(Q2) = {Q1,Q2 ◦ 1 ◦ −1Q1,Q2 |1 ∈ sym1(Q1)},
• for each transition Qi l1 →1 Q′1 in A1 there is exactly one transition Q2
l2 →2 Q′2 in A2
(and for eachQ2 l2 →2 Q′2 in A2 there is exactly oneQ1
l1 →1 Q′1 in A1) such that◦ Q2 = i(Q1) andQ′2 = i(Q′1),◦ l2 = (2 ◦ Q1,Q2 ◦ 1)(l1),
◦ 2 = (2 ◦ Q1,Q2 ◦ 1) ◦ 1 ◦ (′2 ◦ Q′1,Q′2 ◦ ′1)−1 if l1 ∈ L0 and
2 = (2 ◦ Q1,Q2 ◦ 1)+1 ◦ 1 ◦ (′2 ◦ Q′1,Q′2 ◦ ′1)−1 if l1 ∈ L1,
for some 1 ∈ sym1(Q1) and 2 ∈ sym2(Q2) and some ′1 ∈ sym1(Q′1) and ′2 ∈
sym2(Q′2).
6 In general, we can assume that L = (Ln)n∈N, and that labels in Ln correspond to transitions that generate
exactly n new names. To deal with the monadic -calculus, however, the only transitions that generate new names
are the bound outputs, that generate just one of them.
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Example 35. Anticipating the deﬁnitions that we will give in Section 5.4, we have rep-
resented in Fig. 1 the HD-automaton corresponding to the -calculus agent R(x, y) =
x(w).R(x,w)+ y(w).R(w, y).
Due to the usage of local names, two states are sufﬁcient to describe the behaviors of the
agent. The ﬁrst state corresponds toR(x, y), while the other corresponds toR(x, x), namely
to the case the two names of the agent are identiﬁed. In the diagram we have represented
the symmetry associated to each state giving its support supp and the permutations sym that
act on the support (in this case, only id). The transitions are labelled with an input action
and with the permutation that associates the names of the target state to the names of the
source states (the permutation is omitted when it is the identity).
We now deﬁne HD-bisimulation, following the approach in [25,29]. Since the names that
appear in the states of the HD-automata have only a local identity, a HD-bisimulation is de-
ﬁned as a set of triples 〈Q1, ,Q2〉, where  is a permutation ofN that sets a correspondence
between the names ofQ1 and those ofQ2.
Deﬁnition 36 (HD-bisimulation). Let A be a HD-automaton. A HD-simulation for A is a
set of triples
R ⊆ {〈Q1, ,Q2〉|Q1,Q2 ∈ S,  is a ﬁnite-kernel permutation}
such that, whenever 〈Q1, ,Q2〉 ∈ R then
• for each 1 ∈ sym(Q1) and eachQ1 l1 →1 Q′1, there exist some 2 ∈ sym(Q2) and some
Q2
l2 −→2Q′2 such that
◦ l2 = (l1), where  = −12 ◦  ◦ 1;
◦ 〈Q′1, ′,Q′2〉 ∈ R, where: ′ =
{
−12 ◦  ◦ 1 if l1 ∈ L0,
−12 ◦ +1 ◦ 1 if l1 ∈ L1.
AHD-bisimulation forA is a set of triplesR such that bothR andR−1 = {〈Q2, −1,Q1〉 |
〈Q1, ,Q2〉 ∈ R} are HD-simulations for A.
According to this deﬁnition, each transition from stateQ1 is considered several times in
the bisimulation game, once for every permutation 1 in sym(Q1). A single HD-automaton
transition represents a whole set of transitions that differ for a permutation that belongs to
the symmetry of the source state. Therefore, a matching transition from stateQ2 has to be
found for all these different “interpretations” of the transition, and different transitions of
Q2 can be chosen for different symmetries ofQ1.
Two transitionsQ1
l1 −→1Q′1 andQ2
l2 −→2Q′2 match only if they have the same label up
to the appropriate permutation , and the target states are related in the HD-bisimulation,
via a correspondence ′ that is obtained from  by applying the names correspondences 1
and 2. In the case of bound output transitions, permutation  is shifted before applying
substitutions 1 and 2: this is necessary to take into account the generation of a new name
performed during the transition.
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5.2. Basic properties
We now present some basic properties of HD-bisimulations: namely, HD-bisimulations
are closed under union, concatenation, inversion, and symmetries of the states of the HD-
automata.
Proposition 37. If Ri with i ∈ I areHD-bisimulations, then⋃i∈I Ri is aHD-bisimulation.
If R andR′ are HD-bisimulations thenR'R′ is also a HD-bisimulation, where:
R'R′ def={〈Q1, 23 ◦ 12,Q3〉 | 〈Q1, 12,Q2〉 ∈ R, 〈Q2, 23,Q3〉 ∈ R′}.
IfR is a HD-bisimulation thenR−1 is also a HD-bisimulation, where
R−1 def={〈Q2, −1,Q1〉 | 〈Q1, ,Q2〉 ∈ R}.
If R is a HD-bisimulation then R˜ is also a HD-bisimulation, where
R˜ def={〈Q1, ′,Q2〉 | 〈Q1, ,Q2〉 ∈ R, ′ = 2 ◦  ◦ 1, and i ∈ sym(Qi)}.
Proof. We only prove thatR'R′ is a HD-bisimulation wheneverR andR′ are.
Let 〈Q1, 13,Q3〉 ∈ R'R′. Then, by deﬁnition of R'R′, 〈Q1, 12,Q2〉 ∈ R and
〈Q2, 23,Q3〉 ∈ R′ for someQ2, 12, and 23 such that 13 = 23 ◦ 12.
Let now 1 ∈ sym(Q1) and Q1 l1 −→1Q′1. Since 〈Q1, 12,Q2〉 ∈ R, there exist some
2 ∈ sym(Q2) and someQ2 l2 −→2Q′2, such that
• l2 = 12(l1), where 12 def= −12 ◦ 12 ◦ 1;
• 〈Q′1, ′12,Q′2〉 ∈ R, where: ′12 def=
{
−12 ◦ 12 ◦ 1 if l1 = bout(x),
−12 ◦ (12)+1 ◦ 1 if l1 = bout(x).
Since 〈Q2, 23,Q3〉 ∈ R′, there exist some 3 ∈ sym(Q3) and some Q3 l3 −→3Q′3, such
that
• l3 = 23(l2), where 23 def= −13 ◦ 23 ◦ 2;
• 〈Q′2, ′23,Q′3〉 ∈ R′, where: ′23 def=
{
−13 ◦ 23 ◦ 2 if l2 = bout(x),
−13 ◦ (23)+1 ◦ 2 if l2 = bout(x).
Now, by combining the conditions above, we obtain
• l3 = 13(l1), where 13 def= 23 ◦ 12, and
• 〈Q′1, ′13,Q′3〉 ∈ R'R′, where ′13 def= ′23 ◦ ′12.
By the deﬁnitions of 12 and 23 it is easy to see that 13 = 23 ◦ 12 = −13 ◦ 13 ◦ 1.
Moreover, by the deﬁnitions of ′12 and 
′
23 it is easy to see that
′13 = ′23 ◦ ′12 =
{
−13 ◦ 13 ◦ 1 if l1 = bout(x),
−13 ◦ (13)+1 ◦ 1 if l1 = bout(x).
This concludes the proof. 
A consequence of the closure of HD-bisimulations under union is that the largest HD-
bisimulation exists for every HD-automaton A.
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Deﬁnition 38 (Largest HD-bisimulation). LetA be a HD-automaton.We denote withRA
the largest HD-bisimulation for A:
RA =
⋃
R is a HD-bisimulation for A
R.
From now on, we will concentrate on HD-bisimulations that are closed under concatena-
tion, inversion, and symmetries of the states. These closure conditions are similar to require
that a bisimulation relation on an ordinary transition system is an equivalence: indeed, clo-
sure for concatenation corresponds to transitive closure; closure for inverse to symmetry;
and closure for the symmetries in the states to reﬂexivity.
Deﬁnition 39 (HD-equivalence). A HD-bisimulation R on a HD-automaton A is a HD-
equivalence if and only if
• is closed under concatenation (R'R ⊆ R),
• is closed under inversion (R−1 ⊆ R),
• is closed under symmetries in the states (R˜ ⊆ R).
We now describe the ﬁne structure of a HD-equivalence R. First of all, R deﬁnes a
partition of the states S of A in equivalence classes; that is, relation ≡R is an equivalence
on S, where
Q1 ≡R Q2 iff 〈Q1, ,Q2〉 ∈ R for some .
Moreover, consider two states Q1,Q2 ∈ S, and let 
R(Q1,Q2) be the set of correspon-
dences that exist, according toR, between the names ofQ1 and ofQ2:

R(Q1,Q2)
def={ | 〈Q1, ,Q2〉 ∈ R}.
The following proposition shows that
(1) 
R(Q,Q) is a symmetry that includes sym(Q);
(2) ifQ1 andQ2 are equivalent, then 
R(Q1,Q2) is a lateral class of sym(Q1);
(3) ifQ1 andQ2 are equivalent, then 
R(Q1,Q1) and 
R(Q2,Q2) are isomorphic.
Proposition 40. Let A be a HD-automaton and letR be a HD-equivalence. Then:
(1) 
R(Q,Q) is a symmetry and sym(Q) ⊆ 
R(Q,Q);
(2) ifQ1 ≡R Q2 and ∈ 
R(Q1,Q2) then
R(Q1,Q2) = {′ ◦  | ′ ∈ 
R(Q2,Q2)} =
{ ◦ ′ | ′ ∈ 
R(Q1,Q1)};
(3) if Q1 ≡R Q2 and  ∈ 
R(Q1,Q2), then 
R(Q2,Q2) = { ◦  ◦ −1 | ∈

R(Q1,Q1)}.
Proof.
(1) To prove that 
R(Q,Q) is a symmetry, we have to show that whenever ,′ ∈

R(Q,Q), then also  ◦ ′ ∈ 
R(Q,Q). This is a consequence of the closure of
R for concatenation.
The fact that 
R(Q,Q) ⊇ sym(Q) is a consequence of the closure of R for the
symmetries of the states.
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(2) We prove that 
R(Q1,Q2) = {′ ◦  | ′ ∈ 
R(Q2,Q2)}. This is a consequence of
the closure of R for concatenation and inversion. Indeed, if  ∈ 
R(Q1,Q2) and
′ ∈ 
R(Q2,Q2) then ′ ◦  ∈ 
R'R(Q1,Q2) ⊆ 
R(Q1,Q2). Conversely, if
′′ ∈ 
R(Q1,Q2) then ′′ ◦ −1 ∈ 
R'R−1(Q2,Q2)} ⊆ 
R(Q2,Q2) and hence
′′ = (′′ ◦ −1) ◦  ∈ {′ ◦  | ′ ∈ 
R(Q2,Q2)}.
(3) The proof of this item is similar to the proof of item 2. 
Alsothetransitionscanbepartitioned in a similar fashion. Indeed, letT1 = 〈Q1, l1, 1,Q′1〉
and T2 = 〈Q2, l2, 2,Q′2〉 be two transitions in  −→, and let us deﬁne 〈T1, , T2〉 ∈ R iff
• 〈Q1, ,Q2〉 ∈ R, where  = 2 ◦  ◦ −11 for some 1 ∈ sym(Q1) and 2 ∈ sym(Q2);• l2 = (l1); and
• 〈Q′1, ′,Q′2〉 ∈ R, where ′ = −12 ◦  ◦ 1 if l1, l2 ∈ L0 and ′ = −12 ◦ +1 ◦ 1 if
l1, l2 ∈ L1.
Then the following relation on transitions is an equivalence:
T1 ≡R T2 iff 〈T1, , T2〉 ∈ R for some .
Moreover, by deﬁning 
R(T1, T2) = { | 〈T1, , T2〉 ∈ R}, the results of Proposition 40
also apply to transitions, replacingQi with Ti .
5.3. Minimal realizations
Now we are ready to deﬁne the reduced HD-automaton corresponding to a given HD-
automatonA and aHD-equivalenceR. The reducedHD-automaton is obtained by replacing
each class of equivalent states and transitions of A with a single state or transition. The
groups of symmetries associated to them are those deﬁned by 
R: these, in fact, express
all the symmetries that exist between the names, not only those “declared” in HD-auto-
maton A.
In the deﬁnition of the reduced HD-automaton, we assume to have canonical representa-
tives for the equivalence classes of the states and for the equivalence classes of transitions;
moreover we assume that ifQ l −→Q′ is a canonical representative of a class of equivalent
transitions, then its source state Q is a canonical representative of a class of equivalent
states.
Deﬁnition 41 (Reduced HD-automaton). Let R be a HD-equivalence for HD-
automaton A.
The reduced HD-automaton A/R = 〈S/R, sym/R,L/R,  →/R〉 obtained from HD-
automaton A according toR is deﬁned as follows:
• S/R is the set of the canonical representatives of equivalence classes of states according
to ≡R;
• sym/R(Q) = 
R(Q,Q) for eachQ ∈ S/R;
• L/R = L;
• ifQ ∈ S/R and transitionQ l −→Q′ is the canonical representative of a class of equivalent
transitions, then 〈Q, l, ′,Q′′〉 ∈  −→/R, whereQ′′ is the canonical representative for the
states equivalent toQ′ and ′ =  ◦  with  ∈ 
R(Q′′,Q′).
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Fig. 1. An example of HD-automaton.
The obtained HD-automaton A/R is more compact that A: indeed, it has a smaller
number of states and of transitions (one for each equivalence class); moreover, it has more
symmetries on the states. Notice that increasing the symmetries in states is considered a
step toward more compact HD-automata, since a smaller number of transitions is sufﬁcient
to represent the same behavior if more symmetries are present.
Since the largest HD-bisimulation RA for the HD-automaton A is a HD-equivalence,
Deﬁnition 41 can be applied also to this HD-bisimulation. In this case the reduced HD-
automaton is, in fact, minimal in the class of equivalent HD-automata. That is, if two states
or transitions are further identiﬁed, or if new of permutations are added to the symmetries
of the states, then a non-bisimilar HD-automaton is obtained.
Deﬁnition 42 (Minimal HD-automaton). The minimal HD-automaton corresponding to
HD-automaton A is the automaton Amin def= A/RA .
Example 43. TheminimalHD-automaton corresponding to the HD-automaton of Fig. 1 is
represented in Fig. 2.With respect to the originalHD-automaton,we can see that theminimal
HD-automaton has less transitions. This is due to the fact that we have recognized that agent
Rmin(x, y) is symmetricwith respect to names x and y, i.e., permutation {x/y, y/x} belongs
to the symmetry of the agent. Therefore, each transition from stateRmin(x, y) represents two
transitions of the original HD-automaton, where the second one is obtained by applying the
permutation {x/y, y/x}. For the same reason, also the transition entering state Rmin(x, y)
represents two transitions of the original HD-automaton.
We do not prove formally that HD-automaton Amin is minimal. The interested reader is
referred to [29], where it is shown that HD-automata with symmetries can be deﬁned in a
categorical framework: in this case, an abstract characterization of minimal HD-automata
is given in terms of ﬁnal objects of the category of bisimilar HD-automata. In Section 6
we will provide a minimality result using the standard coalgebraic techniques. Namely, we
will show that Amin corresponds to the minimal realization of the lts corresponding to A.
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Fig. 2. An example of HD-automaton.
It is important to remark that the minimal HD-automata, as well as the generic reduced
automata, are not uniquely deﬁned. For instance, the deﬁnition of these automata depends on
the choice of the canonical representatives of equivalent states and transitions. Nevertheless,
it is easy to see that all the reduced HD-automata corresponding to different choices of
canonical representatives are isomorphic.
5.4. The HD-automata for the -calculus
We now deﬁne the HD-automata corresponding to the -calculus. In this case, the set of
labels is L deﬁned in Eq. (2), with tau, in(x, y), out(x, y) ∈ L0 and bout(x) ∈ L1.
In the HD-automata a single state is used to represent a whole set of agents that differ
for name permutations. Therefore, we have to deﬁne a representative for such set of agents.
Here, we assume to have a function norm that, given a -calculus agent P , returns a pair
〈Q,〉 = norm(P ), where Q is the representative of the class of agents differing from P
for a name permutation and  is a ﬁnite-kernel permutation such that P = Q.
We also deﬁne representative transitions, so that a single transition is taken from a bunch
of bound outputs that differ only for the extruded name, and from a bunch of input transitions
that differ in the fresh name that is received from the environment (in the case of the input
transitions, also the names that appear in the source state have to be considered as other
possible input values). Moreover, representative transitions take into account the fact that,
if  is a permutation in the symmetry of agent P (i.e., P = P ), then we do not want to
insert in the HD-automaton transitions from P that just differ for permutation : they would
lead to isomorphic transitions of the HD-automaton.
Deﬁnition 44 (Representative transitions). Let # be the partial order on the -calculus
actions deﬁned as follows:
•  # ,
• xy # wz if x < w, or if x = w and yz,
• x¯y # w¯z if x < w, or if x = w and yz,
• x¯(y) # w¯(z) if x < w, or if x = w and yz.
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A -calculus transition P
−→Q is a representative transition if, whenever P 
′
−→Q′ and
there exists some permutation  such that
• P ≡ P (i.e.,  is a permutation in the symmetry of P ),
• ′ = () andQ′ ≡ Q (i.e., the two transitions correspond via ),
then relation  # ′ holds.
We remark that, according to this deﬁnition, ifP x¯(y)−→Q is a representative transition, then
y = min(N\fn(P )). Analogously, if P xy−→Q is a representative transition and y /∈ fn(P ),
then y = min(N\fn(P )).
Deﬁnition 45 (From -calculus agents to HD-automata). The HD-automaton A corre-
sponding to the -calculus is deﬁned as follows:
• S = {Q|〈Q,〉 = norm(P ) for some P and };
• sym(Q) = {|Q ≡ Q} for eachQ ∈ S;
• if Q ∈ S,Q −→ Q′ is a representative transition with  = x¯(y), and norm(Q′) =
〈Q′′, 〉, thenQ l −→ Q′′, where l is deﬁned as in the following table
  x¯y xy x¯(y)
l tau out(x, y) in(x, y) bout(x)
• ifQ ∈ S,Q x¯(y)−→Q′ is a representative transition, and norm(Q′) = 〈Q′′, 〉with (y) =
x0 and (xi) = xi+1 for xi = y, thenQ bout(x) −→  Q′′.
Let P be a -calculus agent and let norm(P ) = (Q,). Then we denote with AP the HD-
automaton corresponding to P . It consists of the subsets of the states and of the transitions
of HD-automaton A that are reachable from stateQ.
The HD-automaton obtained by this deﬁnition is a valid HD-automaton: for instance, the
fact that only representative -calculus transitions are used guarantees that no isomorphic
transitions appear in the HD-automaton.
Deﬁnition 45 produces HD-automata that in general are inﬁnite. However, there are
classes of -calculus agents that generate ﬁnite HD-automata: this is case of ﬁnitary -
calculus agents.
Deﬁnition 46 (Finitary agents). The degree of parallelism deg(P ) of a -calculus agent P
is deﬁned as follows:
deg(0)= 0, deg(.P ) = 1,
deg((x)P )= deg(P ), deg(P |Q) = deg(P )+ deg(Q),
deg([x = y]P)= deg(P ), deg(P +Q) = max(deg(P ), deg(Q)),
deg(A(x1, . . . , xn))= 1.
A -calculus agent P is ﬁnitary if max{deg(P ′) |P 1−→· · · i−→P ′} <∞.
Theorem 47. Let P be a ﬁnitary -calculus agent. Then the HD-automaton AP is ﬁnite.
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Proof. Let n0 = max{deg(P ′) |P 1−→· · · i−→P ′} and letQ be any agent reached from P
in the construction of the HD-automatonAP . Due to the deﬁnition of structural congruence
≡, it must be
Q ≡ (x1)(x2) · · · (xm)(Q1|Q2| · · · |Qn),
whereQi are sequential processes, 7 nn0, xi = xj if i = j , and xi ∈ fn(Q1| · · · |Qn).
First of all, we notice that, due to the operational semantics of the -calculus, each
component Qi must appear, up to structural congruence and up to a name substitution,
either in P or in one of the deﬁnitions used by P . More formally, for each i ∈ 1, . . . , n
there exists some agent Pi and some substitution i such that:
• Pi appears in P or in PA for some A ∈ Var(P ); and
• Qi ≡ Pii .
Since Var(P ) is ﬁnite, there is just a ﬁnite number of different possible candidates for Pi ;
so also the candidates forQi are ﬁnite up to bijective substitutions (since the names in each
Pi are ﬁnite, the substitutions i can generate a number of different Qi which is ﬁnite up
to bijective substitutions).
Since n is bounded by n0, also the possible candidates for Q1|Q2| · · · |Qn are ﬁnite up
to bijective substitutions. Finally, also the set of restricted names {x1, x2, . . . , xm} is ﬁnite
due to the requirements that xi = xj if i = j and that xi ∈ fn(Q1| · · · |Qn).
Therefore, the number of agents that can be reached in the construction of the HD-
automaton AP is ﬁnite up to bijective substitutions. Since all the agents that are used as
states in the HD-automaton are normalized, only a representative for each class of agents
up to bijective substitutions appear in the HD-automaton, and the set of states has thus
to be ﬁnite. To show that also the set of transitions is ﬁnite it is sufﬁcient to notice that,
since the recursion is guarded, every -calculus agent can perform only a ﬁnite number of
representative transitions. 
We remark that, when we say that HD-automaton AP is ﬁnite, we mean that it can be
represented with a ﬁnite memory. Indeed, not only the number of states is ﬁnite; also the
number of transitions is ﬁnite, as in A only ﬁnitely many transitions leave every state;
ﬁnally, also the symmetry associated to each state can be represented with a ﬁnite memory,
as all the states have ﬁnite support.
In general, it is not decidable whether an agent is ﬁnitary (in fact, to decide whether
an agent is ﬁnitary is as difﬁcult as to decide whether a given Turing machine will use
only a ﬁnite part of the tape); however, there are subclass of ﬁnitary agents which can
be characterized syntactically. The most well-known is the class of the agents with ﬁnite
control, i.e., the agents without parallel composition in the body of recursive deﬁnitions.
In this case, after an initialization phase during which a ﬁnite set of processes acting in
parallel is created, no new processes can be generated; therefore a ﬁnite-control agent is
clearly ﬁnitary.
The following theorem states that two -calculus agents are bisimilar, according to the
standard -calculus semantics, if and only if the corresponding states in HD-automatonA
are HD-bisimilar.
7 A sequential process is a process whose top operator is neither | nor(x).
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Theorem 48. Let P1 and P2 be two -calculus agents and let norm(P1) = 〈Q1,1〉 and
norm(P2) = 〈Q2,2〉. Then P1 ∼ P2 iff 〈Q1, ,Q2〉 ∈ RA , where  = −12 ◦ 1.
Proof. We omit the proof of this theorem: the interested reader can refer to [29], where
this theorem is proved for a slightly different class of HD-automata with symmetries. It
is also easy to prove this theorem by using the results presented in Section 6 that relate
HD-automata and transition systems in LTS. 
Clearly, when HD-automata are exploited to check whether two -calculus agents P1
and P2 are bisimilar, it is not necessary to generate the whole HD-automaton A, since is
sufﬁcient to generate the subset of the states reachable from Q1 and Q2. By Theorem 47
we know that the obtained HD-automaton is ﬁnite whenever agents P1 and P2 are ﬁnitary.
Therefore, HD-automata can be effectively used to check -calculus bisimilarity for ﬁnitary
agents [10,11].
6. From transition systems to HD-automata and back
In this section we describe the relations existing between the transition systems in LTS
and the HD-automata with labels L.
Themost important difference between the twomodels is that HD-automata can represent
with a single state a whole orbit of a transition system. Also, assume that Q l
′⇒Q′ and
Q
l′′⇒Q′′ are two transitions that differ only for a permutation  ∈ sym(Q), namely
l′′ = (l′) andQ′′ = (Q′) (orQ′′ = +1(Q′) if l′ ∈ L1); then they can be represented by
the same transition of the HD-automaton. In the following deﬁnition, we assume to have
canonical representatives for the transitions out of a stateQ that just differ for a permutation
 ∈ sym(Q). We call these transitions canonical transitions. 8
Deﬁnition 49 (From transition systems to HD-automata). Let lts = 〈A,⇒〉 be a transi-
tion system of LTSfs . Then the corresponding HD-automaton A = 〈S, sym,L,  −→〉 is
deﬁned as follows:
• S = {cr(Q) |Q ∈ |A|};
• sym(Q) = symA(Q) for allQ ∈ S;
• Q l −→Q′ if Q l⇒Q′′ is a canonical transition, Q′ = cr(Q′′) and  is any ﬁnite-kernel
permutation such that (Q′) = Q′′.
Deﬁnition 50 (From HD-automata to transition systems). Let A = 〈S, sym,L,  −→〉 be
an HD-automaton. Then the corresponding transition system lts = 〈A,⇒〉 is deﬁned as
follows:
• |A| = {〈Q,G〉 |Q ∈ S,G ∈ Lat(sym(Q))};
• A(〈Q,G〉) = 〈Q,G′〉 where G′ = { ◦ ′ |′ ∈ G};
• ifQ l−→Q′ then (Q) (l)⇒((Q′)) (or (Q) (l)⇒+1((Q′)) if l ∈ L1).
8 Canonical transitions play here the same role of representative transitions in Deﬁnition 45.
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It is possible to show that these deﬁnitions are correct (i.e., they map HD-automata into
transition systems and vice-versa) and that, if we map a transition system into a HD-
automaton and this back to a transition system, the obtained transition system is isomorphic
to the initial one (and similarly starting from a HD-automaton). Therefore, the classes
of isomorphic transition systems correspond bijectively to the classes of isomorphic HD-
automata.
Theorem 51. HD-automataandﬁnite-support transition systemsover the same set of labels
correspond bijectively up to isomorphism.
HD-automata provide a faithful representation of transition systems in LTSfs that has
the advantage of being very compact: as it is easy to see from Deﬁnition 49, a single state
of a HD-automaton represents, with a ﬁnite amount of information, a whole orbit of the
transition systems.
Fact 52. LetA be theHD-automaton corresponding to lts.The states of theHD-automaton
A are in bijective correspondence with the orbits of lts.
The correspondence between transition systems in LTSfs and HD-automata also holds at
the level of bisimulations.
Proposition 53. Let lts be a transition system in LTSfs and let A be the corresponding
HD-automaton according to Deﬁnition 49.
If R is a congruence for lts thenR′ is a HD-equivalence for A, where
R′ = {〈Q1, ,Q2〉 | 〈1(Q1),2(Q2)〉 ∈ R
for some permutations 1,2 such that −12 ◦ 1 = }.
Vice-versa, ifR′ is a HD-equivalence for A thenR is a congruence for lts, where:
R = {〈Q1,Q2〉| 〈1(Q1), ,2(Q2)〉 ∈ R′
for some permutations 1,2 such that 2 ◦ −11 = }.
Moreover, HD-equivalences onA and congruences on lts are in bijective correspondence.
Proof. We prove the ﬁrst property, namely that if R is a congruence for lts, then R′ is a
HD-equivalence for A.
We observe that, asR is a congruence, i.e., it is closed under permutations, then “〈1(Q1),
2(Q2)〉 ∈ R for some permutations 1,2 such that −12 ◦ 1 = ” is the same as
“〈1(Q1),2(Q2)〉 ∈ R for two speciﬁc permutations 1,2 such that −12 ◦1 = ”. This
is true in particular for 1 =  and 2 = id. Therefore, we have
R′ = {〈Q1, ,Q2〉 | 〈(Q1),Q2〉 ∈ R}.
Assume 〈Q1, ,Q2〉 ∈ R′. Let 1 ∈ sym(Q1) andQ1 bout(x) −→ 1 Q′1. By the deﬁnition ofA,
we know thatQ1
bout(x)⇒ Q1′′ and thatQ′1 = cr(Q1′′) and 1(Q′1) = Q1′′.
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By applying substitution ◦1 to transitionQ1 bout(x)⇒ Q′′1 we obtain transition ◦1(Q1)
bout(◦1(x))⇒ ( ◦ 1)+1(Q′′1). Since 1 ∈ symA(Q1), we have 1(Q1) = Q1 and hence
(Q1)
bout(◦1(x))⇒ ( ◦ 1)+1(Q′′1).
By the alternative characterization of R′ given above, 〈(Q1),Q2〉 ∈ R. Since R is a
bisimulation, there is someQ2
bout(◦1(x))⇒ Q′′′2 such that
( ◦ 1)+1(Q′′1)RQ′′′2 . (4)
Let 2
def=  ◦ 1 ◦ −1. It is easy to prove that 2 ∈ sym(Q2). Then also −12 ∈ sym(Q2)
and
Q2 = −12 (Q2)
bout(−12 ◦◦1(x))⇒ (−12 )+1(Q′′′2 ).
Without loss of generality, we can deﬁne Q′′′2 = ( ◦ 1)+1(Q′′2), so the transition of Q2
becomes:
Q1
bout(−12 ◦◦1(x))⇒ (−12 ◦  ◦ 1)+1(Q′′2).
By deﬁnition of 2 we have −12 ◦ ◦1 = , and we can rewrite the previous transition as:
Q2
bout((x))⇒ +1(Q′′2).
By deﬁnition ofA, we haveQ2 bout((x)) −→ 2 Q′2 withQ′2 = cr(Q′′2) and 2(Q′2) = +1(Q′′2).
Let  def= . Then, clearly, bout((x)) = (bout(x)). To conclude, it remains to show that
〈Q′1, ′,Q′2〉 ∈ R′ for ′ = −12 ◦ +1 ◦ 1 = −12 ◦ +1 ◦ 1.
Starting from Eq. (4), since we have assumedQ′′′2 = ( ◦ 1)+1(Q′′2), we obtain
( ◦ 1)+1(Q′′1)R ( ◦ 1)+1(Q′′2).
SinceR is a congruence, we also have
Q′′1RQ′′2.
By exploitingQ′′1 = 1(Q′1) andQ′′2 = (+1)−1 ◦ 2(Q′2), we can rewriteQ′′1RQ′′2 as
1(Q
′
1)R (+1)−1 ◦ 2(Q′2).
So, by deﬁnition ofR′,
〈Q1, −12 ◦ +1 ◦ 1,Q2〉 ∈ R′.
This concludes the proof of the ﬁrst property. The proof of the second property follows
similar lines.
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To prove that the two sets are isomorphic, we show that ifR is a congruence for lts,R′ is
the corresponding HD-equivalence for A, and R′′ is the congruence for lts corresponding
toR′, thenR andR′′ coincide (and similarly starting from a HD-equivalence).
We know that 〈Q1,Q2〉 ∈ R′′ iff there are some permutations 1 and 2 such that
2 ◦ 1−1 =  and 〈1(Q1), ,2(Q2)〉 ∈ R′. In turn, this holds iff there are some
permutations ′1 and ′2 such that ′2
−1 ◦ ′1 =  and 〈′1(1(Q1)),′2(2(Q2))〉 ∈ R. It
is easy to see that, by taking ′1 = 1−1 and ′2 = −12 we obtain that 〈Q1,Q2〉 ∈ R′′ iff〈Q1,Q2〉 ∈ R.
This concludes the proof. 
We now show that the minimal realization of a transition system, deﬁned using the
standard results on structured coalgebras corresponds to the minimal realization of the HD-
automaton associated to the transition system. The proof of this correspondence, given in
Theorem 55, is based on the following Lemma, that studies the relations between Coalgfs -
morphisms and HD-equivalences.
Lemma 54. Let m : lts → lts′ be a surjective morphism in Coalgfs and let A and A′ be
the HD-automata corresponding to lts and lts′, respectively.
Finally, let ∼m be the bisimulation entailed on lts by morphism m and let R be the
HD-equivalence that corresponds to ∼m via Proposition 53.
Then, A′ is isomorphic to A/R.
Proof. Let A = 〈S, sym,L,  →〉,A′ = 〈S ′, sym′,L′,  →′〉, and A/R = 〈S/R, sym/R,
L,  →/R〉. We show that the states S ′ of A′ and the states S/R of A/R are in bijective
correspondence.
We know that R = {〈Q1, ,Q2〉 |m(1(Q1)) = m(2(Q2)) and  = −12 ◦ 1}. This
characterization ofR is equivalent to
R = {〈Q1, ,Q2〉 |1(m(Q1)) = 2(m(Q2)) and  = −12 ◦ 1},
since m is a homomorphism of permutation groups and it commutes with permutations.
So, S/R is the set of the canonical representatives of the states of A up to ≡R, and, by
deﬁnition ofR,Q1 ≡R Q2 iff 1(m(Q1)) = 2(m(Q2)).
By deﬁning Q′1
def= m(Q1) and Q′2 def= m(Q2), we see that Q′1 and Q′2 are in the same
orbit of lts′ if and only ifQ1 ≡R Q2.
Since the states S ′ of A′ are in bijective correspondence with the orbits of lts′, and the
orbits of lts′ are in bijective correspondence with the equivalence classes of the states S/R
of A/R, we conclude that S ′ and S/R are in bijective correspondence.
To conclude the proof, we should prove that this bijective correspondence on the states
deﬁnes an isomorphism between the two HD-automata. To this purpose, we should show
that the correspondence can be extended to the transitions of A′ and A/R. This property
holds since each canonical representative of a class of equivalent transitions in Deﬁnition
41 corresponds exactly to one canonical transition in Deﬁnition 49. 
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Theorem 55. Let lts be a transition system in Coalgfs and let A be the corresponding
HD-automaton according to Deﬁnition 49.
To every morphism m : lts → lts′ in Coalgfs corresponds a HD-equivalence on A.
Let ltsf be the ﬁnal element of Coalgfs and let f be the unique morphism f : lts → ltsf .
Then the HD-equivalence corresponding to morphism f is the largest HD-bisimulationRA
for HD-automaton A.
Finally, the image in ltsf of lts corresponds, via Deﬁnition 49 to the minimal HD-
automaton for A.
Proof. First, we prove that a HD-equivalence corresponds to each morphism in m : lts →
lts′ in Coalgfs . By Corollary 13 morphism m deﬁnes on lts a bisimulation ∼m which is a
congruence. By Proposition 53, a HD-equivalence corresponding to ∼m is deﬁned on A.
The fact that theHD-equivalence corresponding tomorphism f is the largest bisimulation
RA is a consequence of Corollary 13.
Finally, the fact that the image in ltsf of lts corresponds to the minimal HD-automaton
for A is a consequence of Lemma 54. 
7. Concluding remarks
In this paper we presented a coalgebraic semantics of the -calculus that allows for the
deﬁnition of the “minimal” transition system for a given -calculus agent: it is sufﬁcient to
get the image of its transition system in the ﬁnal object of the category Coalg.
In [29] HD-automata with symmetries are proposed as a model for representing the
behavior of the -calculus agents. In particular, it is shown that HD-automata allow for
minimal realizations: the minimal HD-automaton corresponding to HD-automaton A is
obtained by quotienting A with respect to the largest HD-bisimulation for A. In this paper
we studied the correspondence between the coalgebraic semantics of the -calculus and the
HD-automata. In particular, we proved that HD-automata are in bijective correspondence,
up to isomorphism, with the transition systems in Coalgfs and that minimal HD-automata
correspond to minimal transition systems. This result is particularly interesting, as it shows
that the deﬁnitions of HD-automata and of HD-bisimulation given in [29] are not arbitrary:
rather, they derive naturally from the more primitive concept of coalgebras on permutation
algebras.
Here we considered only the early semantics of the -calculus. The approach, however, is
of general applicability. HD-automata can be applied to a wide set of formalisms, including
the late semantics of the -calculus, CCS with locality and with causality, and the history
preserving semantics of Petri nets (see [29] for the deﬁnition of the mappings of these
formalisms into HD-automata). Also the coalgebraic framework described in this paper
applies to all these formalisms. An open problem is the application of the coalgebraic
framework to the case of the open [32] and the asynchronous [2] semantics of the -
calculus. Indeed, an extended version of HD-automata with negative transitions [26] has
been necessary to capture these semantics of the -calculus.
The algebraic structure we considered is as reduced as possible. An interesting line
of development is described in [4], where the algebraic structure is extended to some of
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the syntactic operators of the -calculus, namely restriction and parallel composition. A
direction of further research is to extend HD-automata so that the compact representation
that they provide can be used also for this more general algebraic structure.
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