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Abstract
The fractional Poisson process has recently attracted experts from several fields of study. Its
natural generalization of the ordinary Poisson process made the model more appealing for real-world
applications. In this paper, we generalized the standard and fractional Poisson processes through
the waiting time distribution, and showed their relations to an integral operator with a generalized
Mittag–Leffler function in the kernel. The waiting times of the proposed renewal processes have
the generalized Mittag–Leffler and stretched-squashed Mittag–Leffler distributions. Note that the
generalizations naturally provide greater flexibility in modeling real-life renewal processes. Algorithms
to simulate sample paths and to estimate the model parameters are derived. Note also that these
procedures are necessary to make these models more usable in practice. State probabilities and other
qualitative or quantitative features of the models are also discussed.
Keywords: Fractional Poisson process, generalized Mittag–Leffler distribution, renewal processes,
Prabhakar operator.
1 Introduction
The fractional Poisson process [1–13] gained popularity in many areas of research as it naturally
generalizes the standard or classical Poisson process. Recall that the inter-event time density function of
the fractional Poisson process N ν(t), t ≥ 0, ν ∈ (0, 1], was originally derived in Repin and Saichev [14]
(known to date) and has the following integral form:
f ν(t) =
1
t
∞∫
0
e−xφν(λt/x)dx , ν ∈ (0, 1], t > 0,λ > 0, (1.1)
where
φν(ξ) =
sin(νpi)
pi[ξν + ξ−ν + 2cos(νpi)] . (1.2)
The preceding density function suggests that the tail distribution of the waiting time is of the form
Pr (T ν > t) = Eν(−λtν), (1.3)
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where
Eβ(z) =
∞∑
n=0
zn
Γ(βn+ 1)
, z ∈ C, β ∈ C,ℜ(β)> 0, (1.4)
is the Mittag–Leffler function. Note that the Mittag–Leffler density has been widely used to describe
distributions appearing in anomalous diffusion, finance and economics, transport of charge carriers in
semiconductors, and light propagation through random media (see, e.g., [15, 16]). In view of equations
(1.3) and (1.4), the interarrival time density for the fractional Poisson process directly follows as
f ν(t) = λtν−1Eν ,ν(−λtν), t > 0, (1.5)
where
Eβ ,γ(z) =
∞∑
r=0
z r
Γ(β r + γ)
, z ∈ C, β ,γ ∈ C, ℜ(β)> 0 (1.6)
is the two-parameter Mittag–Leffler function. The qth fractional moment [17] of the random interarrival
time is
E [T ν]q =
piΓ(1+ q)
λqΓ(q/ν) sin(piq/ν)Γ(1− q) , 0< q < ν . (1.7)
In addition, the above information automatically gives the probability density function
f νm(t) = λ
m t
νm−1
(m− 1)! E
(m−1)
ν ,ν
 −λtν, (1.8)
of the m-th arrival time because its Laplace transform,
L

f νm(t)
	
(s) =
∫ ∞
0
e−st f νm(t)dt =
λm
(λ+ sν)m
, (1.9)
where E(k)ν ,ν(−λtν) is the kth derivative of Eν ,ν(z) evaluated at z = −λtν . As ν → 1, the above
distribution converges to the classical Erlang distribution.
In another approach to the study the fractional Poisson process, Laskin [1] used the fractional
Kolmogorov–Feller-type differential equation system to characterize the one-dimensional state probabil-
ity distributions as (see Laskin [1, formula (25)] and Beghin and Orsingher [5, formula (2.5)])
pνk (t) = Pr{N ν(t) = k}=
(λtν)k
k!
∞∑
r=0
(r + k)!
r!
(−λtν)r
Γ(ν(r + k) + 1)
, k ≥ 0, t ≥ 0. (1.10)
One can also show [1] that the moment generating function (MGF) of the fractional Poisson process is
Mν(s, t) = Eν

λ(e−s − 1)tν= ∞∑
r=0

λtν
 
e−s − 1r
Γ(ν r + 1)
, (1.11)
which permits calculation (see Table 1) of the moments. A summary of the characteristics of the classical
and fractional Poisson processes is shown in Table 1 below.
In this paper, we generalize the standard and fractional Poisson processes through their waiting
time distributions. In particular, we propose two renewal processes that have waiting times that are
generalized Mittag–Leffler and stretched-squashed Mittag–Leffler distributed. These generalizations
naturally provide more flexibility in capturing real-world renewal processes. Algorithms to simulate
sample paths and estimate the model parameters are derived and tested. State probabilities and other
qualitative or quantitative features of the models are also discussed.
The rest of the paper is organized as follows. In Section 2, a renewal process with generalized
Mittag–Leffler distributed waiting times is presented. Procedures to generate sample paths and to
estimate parameters are also derived. In Section 3, another generalization based on stretching and
squashing the Mittag–Leffler distributed inter-event times is developed. Methods to simulate sample
trajectories and to estimate parameters are also showcased. More discussions are provided in Section 4.
Finally, computational test results are shown in the appendix.
2
Poisson process (ν = 1) Fractional Poisson Process (ν < 1)
Pr(T ν > t) e−λt Eν(−λtν)
f ν(t) λe−λt λtν−1Eν ,ν(−λtν)
pνk (t)
(λt)k
k!
e−λt (λt
ν )k
k!
∑∞
r=0
(r+k)!
r!
(−λtν )r
Γ(ν(r+k)+1)
Mean λt λtν/Γ(ν + 1)
Variance λt λt
ν
Γ(ν+1)
+ (λtν)2
h
1
νΓ(2ν)
− 1
Γ2(ν+1)
i
kth moment (−1)k ∂ k
∂ sk
exp

λ(e−s − 1)t s=0 (−1)k ∂ k∂ sk Eν λ(e−s − 1)tν s=0
Table 1: Properties of fractional Poisson process compared with those of the standard Poisson process.
2 Generalization I
We consider the generalized Mittag–Leffler distribution (see e.g. Pillai [18]) built from the generalized
Mittag–Leffler function [19, 20]. Let T ν ,δ be a generalized Mittag–Leffler distributed random variable.
Then the probability density function is
f ν ,δ(t) = λδ tδν−1Eδν ,δν(−λtν), t > 0, λ > 0, ν ∈ (0, 1], δ ∈ R, (2.1)
where
Eξ
β ,γ(z) =
∞∑
r=0
(ξ)r
r!Γ(β r + γ)
z r , β ,γ,ξ, z ∈ C, ℜ(β)> 0 (2.2)
is the generalized Mittag–Leffler function (see Figure 1). The Pochhammer symbol (ξ)r can be written
also as (ξ)r = ξ(ξ+1) . . . (ξ+ r−1), ξ 6= 0. When δν < 1 the function (2.1) has an asymptote at t = 0,
while in the particular case δν = 1
f ν ,δ(t)

t=0 = λ
1/ν E1/νν ,1 (−λtν)

t=0
= λ1/ν . (2.3)
The Laplace transform of (2.1) reads
L

λδ tδν−1Eδν ,δν(−λtν)
	
(s) =
λδ
(sν +λ)δ
(2.4)
(see Mathai and Haubold [21], formula (2.3.24), page 95). Below are the plots of the generalized
Mittag–Leffler densities.
Now, consider m i.i.d. random waiting times Ti , i = 1, . . . , m of a renewal point process, here
denoted as N ν ,δ(t), t ≥ 0, which are distributed as in (2.1). Furthermore, denote T ν ,δm = T1 + · · ·+Tm
as the waiting time of the mth renewal event and T ν ,δ0 = 0. Then
Ee−sT ν ,δm =

Ee−sTi
m
=
λδm
(sν +λ)δm
. (2.5)
By formula (2.3.24) of Mathai and Haubold [21] we have
Pr{T ν ,δm ∈ dt}/dt = λδm tνδm−1Eδmν ,νδm(−λtν), t > 0, λ > 0. (2.6)
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Figure 1: The generalized Mittag–Leffler density plots (see (2.1)) for parameter values (δ,λ) = (0.5, 1)
(top) and (δ,λ) = (2,1) (bottom) where ν goes from 0.2 to 1 with step size of 0.2.
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It is rather immediate now to obtain the state probabilities pν ,δk (t) = Pr{N ν ,δ(t) = k}, k ≥ 0 because∫ ∞
0
e−st Pr{N ν ,δ(t) = k}dt (2.7)
=
∫ ∞
0
e−st

Pr{T ν ,δk < t} − Pr{T ν ,δk+1 < t}

dt
=
∫ ∞
0
e−st
¨∫ t
0
Pr{T ν ,δk ∈ dy} −
∫ t
0
Pr{T ν ,δk+1 ∈ dy}
«
dt
=
∫ ∞
0
Pr{T ν ,δk ∈ dy}
∫ ∞
y
e−stdt −
∫ ∞
0
Pr{T ν ,δk+1 ∈ dy}
∫ ∞
y
e−stdt
= s−1
∫ ∞
0
e−s y Pr{T ν ,δk ∈ dy} −
∫ ∞
0
e−s y Pr{T ν ,δk+1 ∈ dy}

= s−1

λδk
(sν +λ)δk
− λ
δ(k+1)
(sν +λ)δ(k+1)

, k ≥ 0.
Inverting the preceding Laplace transform we readily arrive at
pν ,δk (t) = λ
δk tνδk Eδkν ,νδk+1(−λtν)−λδ(k+1) tνδ(k+1)Eδ(k+1)ν ,νδ(k+1)+1(−λtν), k ≥ 0. (2.8)
When (0)r = 0, r ∈ N, (0)0 = 1, and k = 0, equation (2.8) becomes
pν ,δ0 (t) = 1−λδ tνδEδν ,νδ+1(−λtν). (2.9)
Clearly,
pν ,δk (0) = Pr{N ν ,δ(0) = k}=
¨
1, k = 0,
0, k ≥ 1. (2.10)
Theorem 2.1. The state probabilities pν ,δk (t) = Pr{N ν ,δ(t) = k}, k ≥ 1, satisfy the convolution-type
Volterra equation of the first kind
pν ,δk (t) = λ
δ
∫ t
0
(t −w)νδ−1Eδν ,νδ (−λ(t −w)ν) pν ,δk−1(w)dw. (2.11)
Proof. We start by rewriting (2.7) by means of the following well-known relation (see e.g. Haubold
et al. [22], formula (11.7), page 17):∫ x
0
(x − t)β−1Eγ
α,β[a(x − t)α]tν−1Eσα,ν(atα)dt = xβ+ν−1Eγ+σα,β+ν(axα), (2.12)
where α,β ,γ, a,ν ,σ ∈ C, and ℜ(α)> 0, ℜ(β)> 0, ℜ(γ)> 0, ℜ(ν)> 0, ℜ(σ)> 0. Then
pν ,δk (t) = λ
δk tνδk Eδkν ,νδk+1(−λtν)−λδ(k+1) tνδ(k+1)Eδ(k+1)ν ,νδ(k+1)+1(−λtν) (2.13)
= λδk
∫ t
0
(t − s)νδ(k−1)Eδ(k−1)
ν ,νδ(k−1)+1 [−λ(t − s)ν] sνδ−1Eδν ,νδ(−λsν)ds
−λδ(k+1)
∫ t
0
(t − s)νδk Eδkν ,νδk+1 [−λ(t − s)ν] sνδ−1Eδν ,νδ(−λsν)ds
w=t−s
= λδ
∫ t
0
(t −w)νδ−1Eδν ,νδ [−λ(t −w)ν]λδ(k−1)wνδ(k−1)Eδ(k−1)ν ,νδ(k−1)+1(−λwν)dw
5
−λδ
∫ t
0
(t −w)νδ−1Eδν ,νδ [−λ(t −w)ν]λδkwνδk Eδkν ,νδk+1(−λwν)dw
= λδ
∫ t
0
(t −w)νδ−1Eδν ,νδ [−λ(t −w)ν]
×
h
λδ(k−1)wνδ(k−1)Eδ(k−1)
ν ,νδ(k−1)+1 −λδkwνδk Eδkν ,νδk+1(−λwν)
i
dw
= λδ
∫ t
0
(t −w)νδ−1Eδν ,νδ [(−λ(t −w)ν)] pν ,δk−1(w)dw.
Remark 2.1. Result (2.11) can also be conveniently expressed by means of the Prabhakar operator [20],
defined as
Eγρ,µ,ω;a+φ

(x) =
∫ x
a
(x − y)µ−1Eγρ,µ
 
ω(x − y)ρφ(y)dy, x > a, ρ,µ,γ ∈ C, ℜ(ρ),ℜ(µ)> 0,
(2.14)
which is a generalization of the Riemann–Liouville fractional integral of φ(x). Therefore, we obtain
pν ,δk (t) = λ
δ

Eδν ,νδ,−λ;0+ p
ν ,δ
k−1

(t). (2.15)
Remark 2.2. When δ = 1 equation (2.11) clearly reduces to
pνk (t) = λ
∫ t
0
(t −w)ν−1Eν ,ν(−λ(t −w)ν)pνk−1(w)dw. (2.16)
We now check that the state probabilities pνk (t) of the fractional Poisson process N
ν(t), t ≥ 0 (see e.g.
Beghin and Orsingher [5]) satisfy the above integral equation. By recalling that
pνk (t) = (λt
ν)k Ek+1ν ,νk+1(−λtν), k ≥ 0, t ≥ 0, (2.17)
we can write
pνk (t) = λ
∫ t
0
(t −w)ν−1Eν ,ν(−λ(t −w)ν) pνk−1 dw (2.18)
= λ
∫ t
0
(t −w)ν−1Eν ,ν(−λ(t −w)ν) (λw)k−1Eν ,ν(k−1)+1(−λwν)dw
by (2.12)
= (λtν)k Ek+1ν ,νk+1(−λtν).
Notice also that for ν = δ = 1 (classical case), equation (2.11) reduces to
pk(t) = λ
∫ t
0
e−λ(t−w)pk−1(w)dw, (2.19)
where pk(t), k ≥ 1, t ≥ 0, are the state probabilities of a homogeneous Poisson process N(t), t ≥ 0.
Equation (2.19) is easily solvable and the solution reads
pk−1(t) = λ−1
d
dt
pk(t) + pk(t), k ≥ 1. (2.20)
Finally we note that the above equation is clearly the difference-differential equation governing the state
probabilities of a homogeneous Poisson process.
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Theorem 2.2. The state probabilities pν ,δk (t) = Pr{N ν ,δ(t) = k}, k ≥ 0, t ≥ 0, satisfy the equations
dνδ+θ
dtνδ+θ

E−δν ,θ ,−λ;0+ p
ν ,δ
k

(t) = λδpν ,δk−1(t) +δk,0

t−νδE−δν ,1−νδ(−λtν)−λδ

, (2.21)
for any θ ∈ C, ℜ(θ) > 0, where δk,0 is the Kronecker’s delta and where the operator dνδ+θdtνδ+θ is the
Riemann–Liouville fractional derivative of order νδ+ θ .
Proof. We start by considering k ≥ 1. Applying the the operator E−δ
ν ,θ ,−λ;0+ to equation (2.15), we obtain
E−δν ,θ ,−λ;0+ p
ν ,δ
k

(t) = λδ

E−δν ,θ ,−λ;0+

Eδν ,νδ,−λ;0+ p
ν ,δ
k−1

(t) (2.22)
⇔

E−δν ,θ ,−λ;0+ p
ν ,δ
k

(t) = λδJνδ+θt,0+ p
ν ,δ
k−1(t),
where Jνδ+θt,0+ is the Riemann–Liouville fractional integral operator. By recalling that the Riemann–
Liouville fractional derivative is the left inverse operator of the Riemann–Liouville fractional integral
(see e.g. Diethelm [23], Theorem 2.14, page 30), we readily arrive at the claimed result. For k = 0, it is
sufficient to show that
dνδ+θ
dtνδ+θ

E−δν ,θ ,−λ;0+ p
ν ,δ
0

(t) (2.23)
=
dνδ+θ
dtνδ+θ
∫ t
0
(t − y)θ−1E−δν ,θ
−λ(t − y)ν pν ,δ0 (y)dy
=
dνδ+θ
dtνδ+θ
∫ t
0
(t − y)θ−1E−δν ,θ
−λ(t − y)ν dy
−λδ
∫ t
0
(t − y)θ−1E−δν ,θ
−λ(t − y)ν yνδEδν ,νδ+1(−λyν)dy
=
dνδ+θ
dtνδ+θ

tθ E−δν ,θ+1(−λtν)−λδ tνδ+θ E0ν ,νδ+θ+1(−λtν)

=
dνδ+θ
dtνδ+θ

tθ E−δν ,θ+1(−λtν)−λδ
tνδ+θ
Γ(νδ+ θ + 1)

= t−νδE−δν ,1−νδ(−λtν)−λδ.
For more information on the inverse operator appearing in (2.21), the reader can consult Saigo et al.
[19], Section 6.
Remark 2.3. When δ = 1 and k ≥ 1, equation (2.21) can be written as
pνk−1(t) = λ−1
dν+θ
dtν+θ
∫ t
0
(t −w)θ−1E−1ν ,θ (−λ(t −w)ν)pνk (t)dw (2.24)
= λ−1
dν+θ
dtν+θ
∫ t
0
(t −w)θ−1

1
Γ(θ)
+λ(t −w)ν 1
Γ(ν + θ)

pνk (w)dw
= λ−1
dν
dtν
dθ
dtθ
1
Γ(θ)
∫ t
0
(t −w)θ−1pνk (w)dw+
dν+θ
dtν+θ
1
Γ(ν + θ)
∫ t
0
(t −w)ν+θ−1pνk (w)dw,
while, for k = 0, and considering that
t−ν E−1ν ,1−ν(−λtν)−λ= t−ν

1
Γ(1− ν) +λt
ν

−λ= t
−ν
Γ(1− ν) , (2.25)
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we have
t−ν
Γ(1− ν) =
dν+θ
dtν+θ
∫ t
0
(t −w)θ−1E−1ν ,θ (−λ(t −w)ν) pν0 (t)dw (2.26)
=
dν+θ
dtν+θ
∫ t
0
(t −w)θ−1

1
Γ(θ)
+λ(t −w)ν 1
Γ(ν + θ)

pν0 (w)dw
=
dν
dtν
dθ
dtθ
1
Γ(θ)
∫ t
0
(t −w)θ−1pν0 (w)dw+λ
dν+θ
dtν+θ
1
Γ(ν + θ)
∫ t
0
(t −w)ν+θ−1pν0 (w)dw.
Hence, we retrieve the fractional difference-differential equations governing the state probabilities of a
fractional Poisson process [1]:
dν
dtν
pνk (t) =−λpνk (t) +λpνk−1(t) +δk,0
t−ν
Γ(1− ν) , k ≥ 0. (2.27)
From equation (2.21) we can easily arrive at the following partial differential equation for the
probability generating function Gν ,δ(u, t) =∑∞k=0 uk pν ,δk (t).
∂ νδ+θ
∂ tνδ+θ

E−δν ,θ ,−λ;0+Gν ,δ(u, ·)

(t) = λδuGν ,δ(u, t) + t−νδE−δν ,1−νδ(−λtν)−λδ. (2.28)
From the above equation and by recalling the formula ∂
∂ u
Gν ,δ(u, t)|u=1 = EN ν ,δ(t), it is now immediate
to derive the differential equation involving the mean value as
dνδ+θ
dtνδ+θ

E−δν ,δ,−λ;0+EN ν ,δ(·)

(t) = λδ

1+EN ν ,δ(t)

. (2.29)
Observe that equations (2.28) and (2.29) reduce to the corresponding equations in the pure fractional
case when δ = 1 (see Laskin [1, formula (22)] for the differential equation involving the probability
generating function). For the fractional Poisson process N ν(t), t ≥ 0 (δ = 1), equation (2.29) becomes
dν+θ
dtν+θ

E−1ν ,θ ,−λ;0+EN ν(·)

(t) = λ+λEN ν(t) (2.30)
⇔ d
ν+θ
dtν+θ
∫ t
0
(t − y)θ−1E−1ν ,θ [−λ(t − y)ν]EN ν(t)dy = λ+λEN ν(t)
⇔ d
ν
dtν
dθ
dtθ
1
Γ(θ)
∫ t
0
(t − y)θ−1EN ν(y)dy
+λ
dν+θ
dtν+θ
1
Γ(ν + θ)
∫ t
0
(t − y)ν+θ−1EN ν(y)dy = λ+λEN ν(t)
⇔ d
ν
dtν
EN ν(t) = λ,
with EN ν(0) = 0 and considering that the second step is justified by the semigroup property of the
Riemann–Liouville fractional derivative (see Diethelm [23, Theorem 2.2, page 14]). The solution to
(2.30) is well-known and reads [1, formula (26)]
EN ν(t) =
λtν
Γ(ν + 1)
, ν ∈ (0,1] t ≥ 0. (2.31)
The following theorem derives the mean value of the process N ν ,δ(t), t ≥ 0.
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Theorem 2.3. Let ν ∈ (0, 1], δ ∈ C, θ ∈ C, ℜ(θ)> 0. The solution to d
νδ+θ
dtνδ+θ

E−δ
ν ,θ ,−λ;0+EN ν ,δ(·)

(t) = λδ

1+EN ν ,δ(t)

,h
dνδ+θ−k−1
dtνδ+θ−k−1

E−δ
ν ,θ ,−λ;0+EN ν ,δ(·)

(t)
i
t→0 = 0, ∀k = 0, . . . , n− 1, n− 1≤ℜ(νδ+ θ)< n,
(2.32)
reads
EN ν ,δ(t) =
∞∑
r=0
λδ(r+1) tνδ(r+1)Eδ(r+1)
ν ,νδ(r+1)+1(−λtν). (2.33)
Proof. We start by taking the Laplace transform of (2.32), obtaining∫ ∞
0
e−st
dνδ+θ
dtνδ+θ

E−δν ,θ ,−λ;0+EN ν ,δ(·)

(t)dt =
λδ
s
+λδ
∫ ∞
0
e−stEN ν ,δ(t)dt (2.34)
⇔ sνδ+θ
∫ ∞
0
e−st
∫ t
0
(t − y)θ−1E−δν ,θ
−λ(t − y)νEN ν ,δ(y)dy dt = λδ
s
+λδ
∫ ∞
0
e−stEN ν ,δ(t)dt
⇔ sνδ+θ
∫ ∞
0
EN ν ,δ(y)dy
∫ ∞
y
e−st(t − y)θ−1E−δν ,θ
−λ(t − y)ν dt = λδ
s
+λδ
∫ ∞
0
e−stEN ν ,δ(t)dt
⇔ sνδ+θ
∫ ∞
0
EN ν ,δ(y)dy
∫ ∞
0
e−s(z+y)zθ−1E−δν ,θ (−λzν)dz =
λδ
s
+λδ
∫ ∞
0
e−stEN ν ,δ(t)dt
⇔ sνδ+θ
∫ ∞
0
e−s yEN ν ,δ(y)dy
∫ ∞
0
e−szzθ−1E−δν ,θ dz =
λδ
s
+λδ
∫ ∞
0
e−stEN ν ,δ(t)dt
⇔ sνδ+θL¦EN ν ,δ(t)© (s)s−θ (1+λs−ν)δ = s−1λδ +λδL¦EN ν ,δ(t)© (s)
⇔ L¦EN ν ,δ(t)© (s) = λδ
s

(sν +λ)δ −λδ .
Notice that the first step in (2.34) is justified by the formula for the Laplace transform of the Riemann–
Liouville fractional derivative and by applying the initial conditions. Before inverting the Laplace
transform, it can be shown that
L
¦
EN ν ,δ(t)
©
(s) =
λδ
s(sν +λ)δ

1− λδ
(sν+λ)δ
 (2.35)
=
λδ
s(sν +λ)δ
∞∑
r=0

λδ
(sν +λ)δ
r
=
1
s
∞∑
r=0
λδ(r+1)
(sν +λ)δ(r+1)
.
Thus, the mean value is now easily found by inverting (2.35) term by term:
EN ν ,δ(t) =
∞∑
r=0
∫ t
0
λδ(r+1) yνδ(r+1)−1Eδ(r+1)
ν ,νδ(r+1)(−λyν)dy (2.36)
=
∞∑
r=0
λδ(r+1) tνδ(r+1)Eδ(r+1)
ν ,νδ(r+1)+1(−λtν).
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Remark 2.4. For δ = 1, the mean value (2.33) reduces to that of the pure fractional case (2.31). Indeed,
EN ν(t) =
∞∑
r=0
λr+1 tν(r+1)E r+1
ν ,ν(r+1)+1(−λtν), (2.37)
and passing now to the Laplace transform we get
L {EN ν(t)} (s) =
∞∑
r=0
λr+1s−ν(r+1)
 
1+λs−ν
−(r+1) = λ/sν , (2.38)
which immediately leads to (2.31). When δ = 1, (2.32) reduces to
dν+θ−k−1
dtν+θ−k−1

E−1ν ,θ ,−λ;0+EN ν(·)

(t)

t→0
= 0 (2.39)
⇔

dν+θ−k−1
dtν+θ−k−1
∫ t
0
(t − y)θ−1E−δν ,θ [−λ(t − y)ν]EN ν(y)dy

t→0
= 0
⇔

dν+θ−k−1
dtν+θ−k−1
∫ t
0
(t − y)θ−1

1
Γ(θ)
+λ(t − y)ν 1
Γ(1+ θ)

EN ν(y)dy

t→0
= 0
⇔

dν−k−1
dtν−k−1EN
ν(t) +λEN ν(t)

t→0
= 0,
for each k = 0, . . . , n− 1, n− 1≤ℜ(ν + θ )< n. By recalling EN (t) =∑∞r=0 rpνr (t) and equation (2.10)
for δ = 1 we obtain 
dν−1
dtν−1EN
ν(t)

t→0
= 0, (2.40)
where we considered only k = 0 and therefore only one initial condition is used.
2.1 Path simulation and parameter estimation
It is straightforward to generate a sample trajectory of generalization I by noting that the generalized
Mittag–leffler random variable T ν ,δ (see, e.g., Pillai [18]) is a mixture of gamma densities, i.e.,
T ν ,δ
d
= U1/νVν , (2.41)
where U is gamma distributed with density function
fU(u) =
λδ
Γ(δ)
uδ−1e−λu, u> 0, (2.42)
and Vν is strictly positive-stable distributed with exp(−sν) as the Laplace transform of the corresponding
density function. Note that the qth fractional moment of the inter-event time can be easily shown as
E

T ν ,δ
q
=
piΓ(q/ν +δ)
λq/νΓ(q/ν) sin(piq/ν)Γ(1− q) , 0< q < ν . (2.43)
Typically, generating T ν ,δ and adding one (corresponding to a single jump or event) each time gives a
sample trajectory.
Given m jumps (corresponding to m renewal times), we propose method-of-moments estimators
for the parameters ν ,δ, and λ to make the preceding generalization usable in practice. Getting the
logarithm of T ν ,δ we have
T ′ d=
1
ν
U ′ + V ′ν , (2.44)
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where T ′ = ln(T ν ,δ), U ′ = ln(U), and V ′ν = ln(Vν). Following Cahoy et al. [6] we get the estimating
equations:
µT ′ = E
 
T ′

= η

1
ν
− 1

+
ψ(δ)− ln(λ)
ν
, (2.45)
σ2T ′ =
pi2
6

1
ν2
− 1

+
1
ν2
ψ(1)(δ), (2.46)
µ3 = E
 
T ′ −µT ′3 = ψ(2)(δ)− 2ν3 − 1ζ(3)
ν3
, (2.47)
η≈ 0.57721 is the Euler’s constant, and ζ(3) is the Riemann Zeta function evaluated at 3. Using the
equations of the variance and the third central moment above, we can solve for the estimates δˆ and νˆ
using µˆ3 and σˆ
2
T ′ . Plugging νˆ and δˆ into the mean equation above, we obtain the estimate of λ as
λˆ= exp
−νˆ µˆT ′ −η(1/νˆ − 1)−ψ(δˆ) . (2.48)
Furthermore, we tested the above procedure using the following estimate of the digamma function:
ψ(τ) = log(τ)− 1/(2τ)− 1/(12τ2) + 1/(120τ4)− 1/(252τ6) +O(1/τ8). (2.49)
We then calculated the bias and the root-mean-square-error (RMSE) based on the 1000 generated data
samples for different parameter values. Table 2 in the appendix generally indicated positive results for
the proposed method.
3 Generalization II
Recall that a random variable X is Mittag–Leffler-distributed with parameters λ > 0 and ν ∈ (0, 1] if it
has probability density function
fX (x) = λx
ν−1Eν ,ν(−λxν), x ∈ R+, (3.1)
where
Eα,β(x) =
∞∑
r=0
x r
Γ(αr + β)
, x ∈ R, (3.2)
is the Mittag–Leffler function. Note that Pr{X > x}= Eν ,1(−λxν).
Let Y = 1/X . Then the random variable Y has the inverse Mittag–Leffler distribution, that is,
Pr{Y < y}= Pr{1/X < y}= Pr{X > 1/y}= Eν ,1(−λy−ν). (3.3)
Hence, the corresponding probability density function is
d
dy
Pr{Y < y}= λ
ν
Eν ,ν(−λy−ν)ν y−ν−1 (3.4)
= λy−ν−1Eν ,ν(−λy−ν), y ∈ R+.
When ν = 1, formula (3.4) is the probability density function of an inverse exponential random variable,
that is,
f (y) =
λ
y2
e−
λ
y , y ∈ R+. (3.5)
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We now give a single definition for both the Mittag–Leffler and the inverse Mittag–Leffler distribu-
tions. Note that the probability density function in equation (3.3) can be written as
fY (y) = λy
γ−1Eν ,ν(−λyγ), y ∈ R+, ν ∈ (0, 1], (3.6)
where γ=±ν . By freeing the parameter γ in formula (3.6), we arrive at the probability density
fΞ(ξ) =
|γ|
ν
λξγ−1Eν ,ν(−λξγ), ξ ∈ R+, ν ∈ (0, 1], γ ∈ R\{0} (3.7)
(see Figure 2). Observe that
∫∞
0
fΞ(ξ)dξ= 1 as
|γ|
ν
λ
∫ ∞
0
ξγ−1Eν ,ν(−λξγ)dξ (ξ=z
ν/γ)
=
|γ|
ν
λ
∫ ∞
0
ν
|γ|z
ν−ν/γEν ,ν(−λzν) zν/γ−1dz (3.8)
=
∫ ∞
0
λzν−1Eν ,ν(−λzν)dz = 1.
Note that in the second-to-last line of (3.8), sgn(γ) is used to stabilize the domain of the integral.
The Laplace transform Ee−sξ can be shown as
Ee−sξ = λ
|γ|
ν
∫ ∞
0
e−sξξγ−1Eν ,ν(−λξγ)dξ (3.9)
= λs−γ
|γ|
ν 2
ψ1

−λs−ν
 (1, 1), (γ,ν)(ν ,ν)

= λs−γ
|γ|
ν
∞∑
r=0
 −λs−νr Γ(rν + γ)
Γ(rν + ν)
,
where we use formula (2.2.22) of Mathai and Haubold [21]. When γ= ν ∈ (0,1] we obtain
Ee−sξ = λs−ν
∞∑
r=0
 −λs−νr = λ
sν +λ
, (3.10)
as in Beghin and Orsingher [4], formula (4.15).
From the above discussion it is clear that Ξ = X ν/γ, ν ∈ (0,1], γ ∈ R\{0}, where X is the Mittag–
Leffler distribution with probability density function (3.1), therefore the waiting times Ξ of a newly
constructed renewal process are simple time-stretching or time-squashing of the original Mittag–Leffler
distributed waiting times X . Below are density plots of Ξ = X ν/γ where X has the generalized Mittag–
Leffler distribution given in (2.1).
Now, consider m i.i.d. random inter-event imes Ξ1, . . . ,Ξm of a counting process N (t), t ≥ 0, which
are distributed according to (3.7). If Wm = Ξ1 + · · ·+Ξm is the waiting time till the mth event, we have
Ee−sWm = s−mγ

λ
|γ|
ν
m
2ψ
m
1

−λs−ν
 (1, 1), (γ,ν)(ν ,ν)

. (3.11)
To determine the state probabilities qνk (t) = Pr{N (t) = k}, k ≥ 0, we write∫ ∞
0
e−stqνk (t)dt =
∫ ∞
0
e−st
 
Pr{Wk < t} − Pr{Wk+1 < t}dt (3.12)
= s−kγ−1

λ
|γ|
ν
k
2ψ
k
1

−λs−ν
 (1, 1), (γ,ν)(ν ,ν)

− s−(k+1)γ−1

λ
|γ|
ν
k+1
2ψ
k+1
1

−λs−ν
 (1,1), (γ,ν)(ν ,ν)

.
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Figure 2: The stretched-squashed Mittag–Leffler density plots (see (3.7)) for parameter val-
ues (ν ,δ,λ,γ) = ((0.1,0.5,1), 2, 1,−0.5) (top), (ν ,δ,λ,γ) = ((0.1,0.5,1), 2, 1,1) (middle), and
(ν ,δ,λ,γ) = ((0.1, 0.5,1), 2, 1, 5) (bottom).
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3.1 Path generation and parameter estimation
Simulating a sample path of generalization II directly follows from generalization I. Note that the Ξ’s
can be generated using the algorithm of Cahoy et al. [6]. It is also straighforward to show that the qth
fractional moment of the random inter-event time is
ET q = piΓ(qν/γ+ 1)
λqν/γΓ(q/ν) sin(piq/ν)Γ(1− q) , 0< q < ν . (3.13)
Given m renewal times, we propose a formal procedure to estimate the parameters ν , γ, and λ of
generalization II. Let Ξ′ = ln(Ξ) and X ′ = ln(X ). Following Cahoy et al. [6], we can deduce that
µΞ′ = E
 
Ξ′

=
ν
γ
− ln(λ)
ν
−η

, (3.14)
σ2Ξ′ =

ν
γ
2
pi2

1
3ν2
− 1
6

, (3.15)
and
µ3 = E
 
Ξ′ −µΞ′3 =−2ζ(3)νγ
3
. (3.16)
Using the estimating equations above, we can eliminate γ and solve for ν by getting the 2/3 root of the
third central moment and dividing it by the variance. Thus, we obtain
νˆ =
√√√√ cpi2
3
h
(2ζ(3))2/3 + cpi
2
6
i , (3.17)
where c = (µˆ2/33 )/σˆ
2
Ξ′ . Substituting νˆ to the variance equation (3.15), we get
γˆ=
s
νˆ
σˆ2Ξ′
2
pi2

1
3νˆ2
− 1
6

. (3.18)
Finally, plugging νˆ and γˆ into the mean equation (3.14) above, we have
λˆ= exp
− µˆΞ′ γˆ+ηνˆ . (3.19)
We also tested the above explicit forms of the estimators by calculating the bias and the root-mean-
square-error (RMSE) based on the 1000 generated data samples for different parameter and total jump
size values. Overall, Table 3 in the appendix showed favorable results for the proposed procedure.
4 Concluding remarks
We proposed two generalizations of the standard and the fractional Poisson processes through their
renewal time distributions which naturally provided greater flexibility in modeling real-life renewal
processes. Statistical properties such as the state probabilities and process moments were derived.
Algorithms to simulate trajectories and to estimate model parameters were also developed. Generally,
tests provided additional merits to the proposed procedures.
Although some work have already been done, there are still a few things that need to be pursued.
For instance, the complete analysis of the counting process related to the renewal process that has
stretched-squashed generalized Mittag–Leffler distributed waiting times would be a worthy pursuit.
Also, the development of estimators using likelihood approaches would be of interest as well.
14
5 Appendix
Bias RMSE
ν Est m= 100 1000 10000 m= 100 1000 10000
0.5
νˆ 0.018 0.001 0.000 0.184 0.049 0.013
δˆ 0.082 0.011 0.002 0.253 0.074 0.023
λˆ 0.207 0.027 0.003 0.525 0.151 0.048
0.6
νˆ 0.026 0.003 0.000 0.210 0.068 0.016
δˆ 0.065 0.010 0.000 0.205 0.074 0.023
λˆ 0.174 0.026 0.001 0.442 0.151 0.047
0.7
νˆ 0.024 0.001 0.000 0.254 0.056 0.018
δˆ 0.069 0.009 0.000 0.207 0.067 0.023
λˆ 0.176 0.022 0.001 0.434 0.135 0.046
0.8
νˆ 0.005 0.003 0.000 0.264 0.077 0.020
δˆ 0.080 0.008 0.001 0.199 0.072 0.023
λˆ 0.202 0.022 0.004 0.429 0.147 0.047
0.95
νˆ 0.022 0.001 0.000 0.349 0.079 0.021
δˆ 0.070 0.009 0.002 0.187 0.067 0.022
λˆ 0.184 0.024 0.004 0.405 0.135 0.044
Table 2: Parameter estimates for generalization I using different values of ν , δ = 0.5, and λ = 0.5 for total
jump sizes m= 100,1000, 10000.
Bias RMSE
ν Est m= 100 1000 10000 m= 100 1000 10000
0.5
νˆ 0.217 0.079 -0.022 0.280 0.176 0.124
γˆ -0.038 -0.016 0.001 0.072 0.034 0.016
λˆ -0.041 -0.014 0.006 0.090 0.044 0.030
0.6
νˆ 0.136 -0.021 0.000 0.222 0.153 0.100
γˆ -0.026 0.018 0.051 0.067 0.032 0.016
λˆ -0.017 0.005 0.001 0.085 0.041 0.023
0.7
νˆ 0.052 -0.022 -0.008 0.188 0.149 0.060
γˆ -0.015 0.001 0.001 0.071 0.034 0.013
λˆ -0.003 0.007 0.002 0.086 0.040 0.014
0.8
νˆ -0.013 -0.030 -0.003 0.172 0.129 0.034
γˆ 0.004 0.006 0.001 0.073 0.035 0.011
λˆ 0.007 0.008 0.000 0.086 0.035 0.009
0.95
νˆ -0.043 -0.004 0.000 0.131 0.044 0.013
γˆ 0.021 0.002 0.000 0.083 0.028 0.008
λˆ 0.014 0.002 0.000 0.073 0.022 0.007
Table 3: Parameter estimates for generalization II using different values of ν , λ = 0.5, and γ = 0.5 for total
jump sizes m= 100,1000, 10000.
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