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THE CORE OF A MODULE AND THE ADJOINT OF AN IDEAL
OVER A TWO DIMENSIONAL REGULAR LOCAL RING
KOHSUKE SHIBATA
Abstract. The core of an module is the intersection of all its reductions. The
main result asserts that the core of a finitely generated, torsion-free, integrally
closed module over a two dimensional regular local ring is the product of the
module and the adjoint of an ideal. This generalizes the fundamental formula
for the core of an integrally closed ideal in a two-dimensional regular local ring
due to Huneke and Swanson. As an application, we show that for integrally
closed modulesM and N over a two-dimensional regular local ring withM ⊂ N
and M∗∗ = N∗∗, the core of M is contained in the core of N .
1. Introduction
Let I be an ideal of a Noetherian ring. An ideal J ⊂ I is called a reduction of
I if there exists a positive integer n such that JIn = In+1. The core of I, denoted
by core(I), is defined to be the intersection of all reductions of I. The core of
an ideal was introduced by Rees and Sally in [12]. Huneke and Swanson showed
many properties of the core of an ideal of a 2-dimensional regular local ring and
the various relationships between the core of an ideal and the adjoint of an ideal
of a 2-dimensional regular local ring in [3]. Recently, their results were generalized
to a 2-dimensional local ring with rational singularity by Okuma, Watanabe and
Yoshida ([10]) and the author ([13]).
This paper generalizes the results in [3] in a different direction. The notions
of integral closures and reductions of finitely generated torsion-free modules were
introduced by Rees in [11]. The core of a moduleM , denoted by core(M), is defined
to be the intersection of all reductions of M in the same way as for ideals. Then
it is natural to ask whether the results in [3] can be generalized to the core of a
module. In [3] Huneke and Swanson proved that the core of an integrally closed
ideal in a two-dimensional regular local ring is a product of the ideal and a certain
Fitting ideal of the ideal. This result was generalized to integrally closed modules
by Mohan ([9]).
In [3] Huneke and Swanson also proved that core(I) = adj(I)I for an m-primary
integrally closed ideal I of a 2-dimensional regular local ring (R,m) with infinite
residue field. Here adj(I) is the adjoint of I. We generalize this result to integrally
closed modules.
Theorem 1.1. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field and M be a finitely generated integrally closed torsion-free R-module of rank
r. Then
core(M) = adj(I(M))M,
where I(M) is the ideal of R generated by the r minors of a representing matrix
for M .
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As an application of the theorem, we show the following proposition, which
generalizes Corollary 3.13 in [3] to modules.
Proposition 1.2. Let (R,m) be a 2-dimensional regular local ring with infinite
residue field and M,N be finitely generated integrally closed torsion-free R-modules.
We assume thatM ⊂ N andM∗∗ = N∗∗, where (−)∗ denotes the functor HomR(−, R).
Then core(M) ⊂ core(N).
In Section 2, we give necessary definitions and record various properties for later
use. In Section 3, we determine the adjoint of the ideal of R generated by the minors
of a representing matrix for an integrally closed module M over a 2-dimensional
regular local ring in terms of ideals of minors of any presentation of M and also
prove several properties of the adjoint. In Section 4, we prove the main theorem that
relates the core of a module and the adjoint of an ideal of a 2-dimensional regular
local ring. We also generalize several results in [3] to integrally closed modules.
Acknowledgments. I am grateful to Prof. Shunsuke Takagi for the constant
encouragements and many comments. I also thank Futoshi Hayasaka for his helpful
comments.
2. Preliminaries
In this section, we give necessary definitions and record various properties for
later use.
Integral Closures, Reductions and Cores of Modules
Let R be a Noetherian domain and K be its field of fractions. Let M be a
finitely generated, torsion-free R-module. By MK we denote the finite-dimensional
K-vector space M ⊗R K. For any ring S with R ⊂ S ⊂ K, we let MS denote
the S-submodule of MK generated by M . Let S(M) denote the image of the
symmetric algebra SymR(M) in the algebra SymK(MK) under the canonical map.
Let SymKn (MK) (respectively Sn(M)) be the nth graded component of Sym
K(MK)
(respectively S(M)).
Definition 2.1. With notation as above, an element v ∈MK is said to be integral
over M if v ∈ MV for every discrete valuation ring V of K containing R. The
integral closure of M , denoted M , is the set of all elements of MK that are integral
over M . The module M is said to be integrally closed if M = M . A submodule N
of M is a reduction of M if M ⊂ N . A reduction of M is said to be minimal if it
is minimal with respect to inclusion.
Theorem 2.2. (Theorem 1.5 in [11]) Let R be a Noetherian domain and let M be
a finitely generated torsion-free R-module of rank r. For an element v ∈ MK , the
following are equivalent:
(1) The element v is integral over M .
(2) The element v ∈MK = Sym
K
1 (MK) is integral over S(M).
Theorem 2.3. (Lemma 2.1 in [11]) Let R be a d-dimensional Noetherian local
domain with infinite residue field and let M be a non-free finitely generated torsion-
free R-module of rank r. Then M has a minimal reduction which is generated by at
most r+ d− 1 elements. Further, a minimal generating set of a minimal reduction
of M forms part of a minimal generating set for M . In particular, when d = 2, M
has an r + 1 generated minimal reduction.
Theorem 2.4. (Theorem 5.2 in [6]) Let (R,m) be a 2-dimensional regular local ring
with infinite residue field and M and N be finitely generated torsion-free integrally
closed R-modules. Then MN is integrally closed. In particular for an integrally
closed ideal a of R, aM is integrally closed.
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Definition 2.5. Let R be a Noetherian domain and let M be a finitely generated
torsion-free R-module. The core of M , denoted by core(M), is the intersection of
all reductions of M .
Adjoints of ideals
We will now review the definition of the adjoint of an ideal.
Definition 2.6. Let R be a regular domain with field of fractions K. The adjoint
of an ideal I in R, denoted adj(I), is the ideal
adj(I) =
⋂
v
{r ∈ K| v(r) ≥ v(I)− v(JRv/R)},
where the intersection varies over all divisorial valuation with respect to R. Here
Rv denotes the corresponding valuation ring for v and JRv/R denotes the Jacobian
ideal of Rv over R.
Here we recall some basic properties of adjoints of ideals.
Proposition 2.7. (Lemma 18.1.2, Lemma 18.1.3 and Proposition 18.3.2 in [4]) Let
R be a regular domain, x an element in R and I, J ideals of R.
(1) I ⊂ I ⊂ adj(I) = adj(I) and adj(I) is an integrally closed ideal of R.
(2) adj(xI) = xadj(I).
(3) If I ⊂ J , then adj(I) ⊂ adj(J).
(4) If J is minimally generated by (x1, . . . , xl), ht(J) = l and R/J is regular,
then
adj(I) =
(
l⋂
i=1
1
xl−1i
adj
(
IR[
J
xi
]
))
∩R.
Proposition 2.8. (Proposition 1.3.1 in [7]) Let R be a regular domain, I be an
ideal of R and f : Y → SpecR be a proper birational morphism such that Y has
rational singularities (for example, Y regular) and IOY invertible. Then
adj(I) = H0(Y, IωY ).
Moreover if such a f exists, then for any multiplicative system M in R,
adj(IRM ) = adj(I)RM .
Theorem 2.9. (Theorem 3.14 in [3]) Let (R,m) be a 2-dimensional regular local
ring with infinite residue field and a be an integrally closed m-primary ideal. Then
core(a) = adj(a)a = adj(a2).
Module Transforms and Presenting matrices
We review the results of module transforms in [6]. Let (R,m) be a 2-dimensional
regular local ring with infinite residue field and M be a finitely generated, torsion-
free R-module. Let (−)∗ denote the functor HomR(−, R). The double dual M
∗∗
of M is a free R-module which canonically contains M and the quotient module
M∗∗/M is of finite length. Moreover, if G is any free R-module containing M such
that G/M is of finite length, thenM∗∗ is isomorphic to G up to unique isomorphism
(Proposition 2.1 in [6]).
Recall that the rank of M is the vector space dimension of the K-vector space
MK = M ⊗R K. Let rankR(M) denote the rank of M and νR(M) denote the
minimal number of generators of M . We have rankR(M) = rankR(M
∗∗) and
M ⊗R K = M
∗∗ ⊗R K since M
∗∗/M is of finite length. Choose a basis for M∗∗
and a minimal generating set for M and consider the matrix expressing this set of
generators in terms of the chosen basis of M∗∗. Considering the elements of M∗∗
as column vectors we get a rankR(M) × νR(M) representing matrix for M . The
ideal of maximal minors, i.e., the minors of sized rankR(M), is denoted I(M) and
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is easily seen to be independent of the choices made. We note that if M is a free
module then I(M) = R and if M is non-free then I(M) is an m-primary ideal (See
page 7 in [9]).
We have the following exact sequence
0→ K → G→M∗∗ →M∗∗/M → 0,
where K and G are free R-modules. Note that the map K → G can be described
by a rankR(G)× rankR(K) matrix A. This matrix A is called a presenting matrix
for M . The ideal of R generated by the r minors of A is denoted Ir(A). We define
Ir(A) to be R if r ≤ 0.
Proposition 2.10. (Proposition 2.5, Proposition 4.3, Proposition 4.6, Proposition
4.7 and Theorem 5.4 in [6]) Let (R,m) be a 2-dimensional regular local ring with
infinite residue field and M be a finitely generated torsion-free R-module. Let x ∈
m \m2 and T be a ring obtained by localization R[mx ] at a maximal ideal containing
mR[mx ].
(1) If M is integrally closed, then I(M) is integrally closed, MT is a integrally
closed T -module and M = MR[my ] ∩M
∗∗ for general y ∈ m.
(2) The following conditions are equivalent:
(a) There exists y ∈ m \m2 such that M = MR[my ] ∩M
∗∗.
(b) ordR(I(M)) = νR(M)− rankR(M).
(3) I(MT ) = x−ordR(I(M))I(M)T .
Proposition 2.11. (Proposition 5.1 in [6]) Let (R,m) be a 2-dimensional regular
local ring with infinite residue field, x be an element of m \m2, S = R[mx ] and I be
an ideal of R. Then IS = S ∩
(⋂
IT
)
where the second intersection ranges over all
ring T obtained by localization S at a maximal ideal containing mS.
Buchsbaum-Rim multiplicity
We will review the definition of the Buchsbaum-Rim multiplicity for a module.
Let R be a d-dimensional Noetherian local ring. Let P be a nonzero R-module of
finite length with a free presentation
G→ F → P → 0.
Let S(G) denote the image of SymR(G) in SymR(F ). Then S(G) is a graded
subring of SymR(F ) whose homogeneous components are denoted Sn(G). In [1],
Buchsbaum and Rim showed that the length ℓR(Sym
R
n (F )/Sn(G)) is asymptotically
given by a polynomial function, p(n), of n of degree rankR(F )+d−1 and the leading
coefficient of this polynomial is independent of the presentation chosen.
Definition 2.12. With notation as above, (rankR(F ) + d− 1)! times leading coef-
ficient of p(n), denoted e(P ), is an invariant of P and is called the Buchsbaum-Rim
multiplicity of P . We define the Buchsbaum-Rim multiplicity of the zero module
to be 0.
Proposition 2.13. (Theorem 4.8 in [6]) Let (R,m) be a 2-dimensional regular local
ring with infinite residue field and M be a non-free finitely generated torsion-free
R-module. Let x ∈ m \ m2 and T be a ring obtained by localization R[mx ] at a
maximal ideal containing mR[mx ]. Then
e((MT )∗∗/MT ) < e(M∗∗/M).
3. The adjoint of an ideal
In this section we study the adjoint of the ideal of R generated by the minors of
a representing matrix for an integrally closed module over a 2-dimensional regular
local ring.
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Theorem 3.1. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field and M be a finitely generated integrally closed torsion-free R-module of rank
r. Let A be an n× n− r presenting matrix for M . Then
adj(I(M)) = In−r−1(A).
Proof. If M is a free module, then I(M) = In−r−1(A) = R by the definition of the
Fitting ideal. Therefore we have that adj(I(M)) = In−r−1(A) = R.
We assume that M is a non-free module. We may assume that n = νR(M) (See
the proof of Proposition 2.5 in [9]). We will prove that adj(I(M)) = In−r−1(A) by
induction on e(M∗∗/M). Note that In−r−1(A) is integrally closed by Proposition
2.5 in [9]. By Proposition 2.10, we can choose x, y ∈ m such that
(x, y) = m, I(M) = I(M)R[
x
y
] ∩R = I(M)R[
y
x
] ∩R and
In−r−1(A) = In−r−1(A)R[
x
y
] ∩R = In−r−1(A)R[
y
x
] ∩R.
Let S = R[ yx ] and T = R[
x
y ]. Let C1 be the set of the maximal ideals of S containing
mS and C2 be the set of the maximal ideals of T containing mT . By Proposition
2.7 and Proposition 2.8, we have
adj(I(M))
=
1
x
adj
(
I(M)S
)
∩
1
y
adj
(
I(M)T
)
∩R
= xn−r−1adj
(I(M)
xn−r
S
)
∩ yn−r−1adj
(I(M)
yn−r
T
)
∩R
= xn−r−1
⋂
n1∈C1
adj
(I(M)
xn−r
S
)
n1
∩ yn−r−1
⋂
n2∈C2
adj
(I(M)
yn−r
T
)
n2
∩R
= xn−r−1
⋂
n1∈C1
adj
(I(M)
xn−r
Sn1
)
∩ yn−r−1
⋂
n2∈C2
adj
(I(M)
yn−r
Tn2
)
∩R.
The third equality holds since I(M)xn−r S ⊃ (mS)
l and I(M)yn−r S ⊃ (mT )
l for some natural
number l. By Proposition 2.10, we have I(M)xn−r Sn1 = I(MSn1),
I(M)
yn−r Tn2 = I(MTn2)
and MSn1 ,MTn2 are integrally closed modules. Therefore
xn−r−1
⋂
n1∈C1
adj
(I(M)
xn−r
Sn1
)
∩ yn−r−1
⋂
n2∈C2
adj
(I(M)
yn−r
Tn2
)
∩R
= xn−r−1
⋂
n1∈C1
adj
(
I(MSn1)
)
∩ yn−r−1
⋂
n2∈C2
adj
(
I(MTn2)
)
∩R.
Let (A/x)n1 denote the matrix with entries in Sn1 obtained by dividing each entry of
A by x, where n1 ∈ C1. Then (A/x)n1 is an n×n−r presenting matrix for the finitely
generated torsion-free integrally closed module MSn1 (See the proof of Proposition
2.5 in [9]). By Proposition 2.13 and the induction hypothesis, adj
(
I(MSn1)
)
=
In−r−1
(
(A/x)n1
)
. Therefore by Proposition 2.11,
xn−r−1
⋂
n1∈C1
adj
(
I(MSn1)
)
∩R = xn−r−1
⋂
n1∈C1
In−r−1
(
(A/x)n1
)
∩R
=
⋂
n1∈C1
In−r−1(A)Sn1 ∩R
= In−r−1(A)S ∩R
= In−r−1(A).
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In the same way as above, we have
yn−r−1
⋂
n2∈C2
adj
(
I(MTn2)
)
∩R = In−r−1(A).
Hence
adj(I(M)) = In−r−1(A).

Corollary 3.2. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field. Let M be a finitely generated integrally closed torsion-free R-module and N
be any minimal reduction of M . Then
adj(I(M)) = (N :R M).
Proof. Let r = rankR(M) and A be an n × n − r presenting matrix for M . Then
adj(I(M)) = In−r−1(A) by Theorem 3.1. We have In−r−1(A) = (N :R M) by
Corollary 2.6 in [9]. Therefore adj(I(M)) = (N :R M). 
Now we introduce some notation: adj0(a) = a and, for m ≥ 1, adjm(a) =
adjm−1(adj(a)).
Proposition 3.3. (Proposition 3.16 in [3]) Let (R,m) be a 2-dimensional regular
local ring with infinite residue field and a be an m-primary integrally closed ideal.
Let A be an n× n− 1 presenting matrix for a. Then for m ≥ 0,
adjm(a) = In−1−m(A).
Lemma 3.4. (Lemma 2.2 in [9]) Let (R,m) be a 2-dimensional regular local ring
with infinite residue field, M be a finitely generated torsion-free non-free R-module
of rank r and N be a minimal reduction of M . Let m1, . . . ,mn be a set of minimal
generators for M such that the first r + 1 of these generators generate N . Let A
be an n × n − r presenting matrix for M with respect to m1, . . . ,mn and B be
the n − r − 1 × n − r matrix obtained by deleting the first r + 1 rows of A. Then
Bt presents the ideal (N :R M), where B
t is the transpose of B. Furthermore,
In−r−1(B) = (N :R M).
Lemma 3.5. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field, M be a finitely generated integrally closed torsion-free non-free R-module of
rank r and N be a minimal reduction of M . Let m1, . . . ,mn be a set of minimal
generators for M such that the first r + 1 of these generators generate N . Let A
be an n× n− r presenting matrix for M with respect to m1, . . . ,mn and B be the
n − r − 1 × n − r matrix obtained by deleting the first r + 1 rows of A. Then for
m ≥ 1,
In−r−m(A) = In−r−m(B) = adj
m(I(M)).
Proof. By Theorem 3.1, Corollary 3.2 and Lemma 3.4, Bt presents In−r−1(B) and
In−r−1(A) = In−r−1(B) = adj(I(M)).
Note that In−r−m(B
t) = In−r−m(B). By Proposition 3.3, we have for m ≥ 1
adjm(I(M)) = In−r−m(B).
Therefore In−r−m(B) is an integrally closed ideal for m ≥ 1 by Proposition 2.7. By
Proposition 2.10, we can choose x ∈ m \m2 such that
In−r−m(B) = In−r−m(B)R[
m
x
] ∩R.
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Let S = R[mx ]. Let C be the set of the maximal ideals of S containing mS. Let
(A/x)n (respectively (B/x)n) denote the matrix with entries in Sn obtained by
dividing each entry of A (respectively B) by x, where n ∈ C. Then
xn−r−m
⋂
n∈C
In−r−m
(
(B/x)n
)
∩ S =
⋂
n∈C
In−r−m(B)Sn ∩ S = In−r−m(B)S
by Proposition 2.11 and (A/x)n is an n × n − r presenting matrix for the finitely
generated torsion-free integrally closed module MSn (See the proof of Proposition
2.5 in [9]). We will prove that In−r−m(A) = In−r−m(B) by induction on e(M
∗∗/M).
By Proposition 2.13 and the induction hypothesis, we have
In−r−m
(
(A/x)n
)
= In−r−m
(
(B/x)n
)
.
Hence
In−r−m(A) ⊂ x
n−r−m
⋂
n∈C
In−r−m
(
(A/x)n
)
∩R
= xn−r−m
⋂
n∈C
In−r−m
(
(B/x)n
)
∩R
= In−r−m(B)S ∩R
= In−r−m(B)
⊂ In−r−m(A).
Therefore In−r−m(A) = In−r−m(B). 
Kodiyalam in [6] raised the question of which all Fitting ideals ofM are integrally
closed for an arbitrary integrally closed moduleM over a 2-dimensional regular local
ring with infinite residue field. In the same paper, Kodiyalam proved that the first
Fitting ideal of M is integrally closed if M is so. We obtain the following positive
answer to Kodiyalam’s question. The following proposition is a generalization of
Proposition 3.16 in [3].
Proposition 3.6. Let (R,m) be a 2-dimensional regular local ring with infinite
residue field and M be a finitely generated integrally closed torsion-free R-module
of rank r. Let A be an n× n− r presenting matrix for M . Then for m ≥ 0
adjm(I(M)) = In−r−m(A).
In particular, In−r−m(A) is an integrally closed ideal for m ≥ 0.
Proof. We have I(M) = In−r(A) (See the proof of Proposition 2.2 in [6]). If M is
a free module, then R = I(M) = adjm(I(M)) = In−r−m(A) for any m.
We assume that M is a non-free module. By Theorem 2.3, we can choose
m1, . . . ,mn ∈ M satisfying the assumption in Lemma 3.5. Therefore we have
for m ≥ 1, In−r−m(A) = adj
m(I(M)) by Lemma 3.5.

Lemma 3.7. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field and a be an m-primary integrally closed ideal. Then
ℓ(R/a) = e(a)− e(adj(a)) + e(adj2(a))− e(adj3(a)) + · · · .
Proof. First note that ℓ(R/R) = e(R) = 0 and adji(a) = R for i≫ 0 by Proposition
3.3.
Let I be a minimal reduction of a. Then we have adj(a) = I : a by Proposition
3.3 in [7]. By Matlis duality,
ℓ(I : a/I) = ℓ(HomR/I(R/a, R/I)) = ℓ(R/a).
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Therefore
e(a) = ℓ(R/I) = ℓ(R/I : a) + ℓ(I : a/I)
= ℓ(R/adj(a)) + ℓ(R/a).
In the same way as above, we have
e(adji(a)) = ℓ(R/adji+1(a)) + ℓ(R/adji(a)).
Hence
ℓ(R/a) = e(a)− e(adj(a)) + e(adj2(a))− e(adj3(a)) + · · · .

We can calculate the colenth of the first Fitting ideal of an integrally closed mod-
ule over a 2-dimensional regular local ring using the Hilbert-Samuel multiplicities
of the Fitting ideals of the module. The following corollary is a generalization of
Corollary 2.3 in [2].
Proposition 3.8. Let (R,m) be a 2-dimensional regular local ring with infinite
residue field and M be a finitely generated integrally closed torsion-free R-module
of rank r. Let A be an n× n− r presenting matrix for M . Then
ℓ(R/In−r(A)) = e(In−r(A)) − e(In−r−1(A)) + · · ·+ (−1)
n−r−1e(I1(A)).
Proof. This proposition follows from Proposition 3.6 and Lemma 3.7. 
The integrally closed property is preserved by completion.
Lemma 3.9. Let (R,m) be a 2-dimensional regular local ring with infinite residue
fields and R̂ be its completion. Let M be a finitely generated integrally closed
torsion-free R-module of rank r. Then M ⊗R R̂ is a finitely generated integrally
closed torsion-free R̂-module.
Proof. Note thatM ⊂M∗∗ andM∗∗ is a free R-module of rank r. SinceM⊗R R̂ ⊂
M∗∗ ⊗R R̂ ∼= R̂
r, M ⊗R R̂ is a torsion-free R̂-module.
Note that M ⊗R R̂ ⊂ M
∗∗ ⊗R R̂ ∼= R̂
r. Let s = (s1, . . . , sr) ∈ M ⊗R R̂, where
si ∈ R̂.
By Theorem 2.2, there exist ai ∈ Si(M ⊗R R̂) such that
sn + a1s
n−1 + · · ·+ an = 0.
Since M∗∗/M is of finite length, we can choose m ∈ N such that mmM∗∗ ⊂M . We
can regard S(M∗∗) as a subring of S(M∗∗⊗R R̂) since S(M
∗∗) ∼= R[z1, . . . , zr] and
S(M∗∗ ⊗R R̂) ∼= R̂[z1, . . . , zr]. Choose ti ∈ R and bi ∈ Si(M) such that
si − ti ∈ m
mnR̂ and ai − bi ∈ Si(m
mnM∗∗ ⊗R R̂).
Let t = (t1, . . . , tr) ∈M
∗∗ = S1(M
∗∗). Then
tn + b1t
n−1 + · · ·+ bn ∈ Sn(m
mM∗∗ ⊗R R̂) ∩ Sn(M
∗∗) = Sn(m
mM∗∗).
By the choice of m, S(mmM∗∗) ⊂ S(M), so that we can modify this equation to
give an integral equation for t over S(M). By Theorem 2.2, t ∈ M = M . Since
s− t ∈ mmnM∗∗ ⊗R R̂ ⊂M ⊗R R̂, it follows that s ∈M ⊗R R̂. 
Corollary 3.10. Let (R,m) and (S, n) be 2-dimensional regular local rings with
infinite residue fields, f : R→ S be a local flat homomorphism and M be a finitely
generated integrally closed torsion-free R-module. If M ⊗R S is an integrally closed
S-module, then
adj(I(M))S = adj(I(M ⊗R S)).
In particular, this holds if S is the completion of R.
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Proof. Let r = rankR(M). Note that M ⊗R S ⊂M
∗∗ ⊗R S ∼= S
r, so that M ⊗R S
is a torsion-free S-module. Let A = (ai,j)i,j be a presenting matrix for M . If
M is a free module, then I(M) = R and I(M ⊗R S) = S. Hence adj(I(M))S =
adj(I(M ⊗R S)) = S. Suppose that M is a non-free module. Let F = M
∗∗. Then
We have the following exact sequence
0→ K → G→ F → F/M → 0,
where K and G are free R-modules. Note that F is a free module. Since S is a
faithfully flat R-algebra, we have the following exact sequence
0→ K ⊗R S → G⊗R S → F ⊗R S → (F ⊗R S)/(M ⊗R S)→ 0.
Therefore the matrix (f(ai,j))i,j is a presenting matrix for M ⊗R S. Hence we have
adj(I(M))S = adj(I(M ⊗R S)) by Theorem 3.1.
The second part follows from Lemma 3.9. 
4. The Core of a Module
In this section we study the core of a finitely generated integrally closed torsion-
free module over a 2-dimensional regular local ring.
Let us now recall the main theorem in [9]. Mohan determined the core of a
finitely generated integrally closed torsion-free module over a 2-dimensional regular
local ring.
Theorem 4.1. [9] Let (R,m) be a 2-dimensional regular local ring with infinite
residue field and M be a finitely generated integrally closed torsion-free R-module
of rank r. Let A be an n× n− r presenting matrix for M . Then
core(M) = In−r−1(A)M.
The following theorem is a generalization of Theorem 3.14 in [3].
Theorem 4.2. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field and M be a finitely generated integrally closed torsion-free R-module of rank
r. Then
core(M) = adj(I(M))M.
Proof. This theorem follows from Theorem 3.1 and Theorem 4.1. 
Corollary 4.3. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field. Let M and N be finitely generated integrally closed torsion-free R-modules.
Then
core(M ⊕N) = adj(I(M)I(N))(M ⊕N).
In particular for m-primary integrally closed ideals a, b of R,
core(a⊕ b) = adj(ab)a⊕ adj(ab)b.
Proof. Let M˜ (resp. N˜) be a representing matrix forM (resp. N). Then
(
M˜ O
O N˜
)
is a representing matrix for M ⊕ N . This implies that I(M ⊕ N) = I(M)I(N).
Therefore this corollary follows from Theorem 4.2.
Note that I(a) = a for an m-primary ideal a. Therefore the second part follows
from the first part. 
The following corollary is a generalization of Corollary 3.13 in [3].
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Corollary 4.4. Let (R,m) and (S, n) be 2-dimensional regular local rings with
infinite residue fields, f : R→ S be a local flat homomorphism and M be a finitely
generated integrally closed torsion-free R-module. If M ⊗R S is an integrally closed
S-module, then
core(M)⊗R S = core(M ⊗R S).
In particular, this holds if S is the completion of R.
Proof. By Corollary 3.10 and Theorem 4.2,
core(M ⊗R S) = adj(I(M ⊗R S))(M ⊗R S)
=
(
adj(I(M))S
)
(M ⊗R S)
=
(
adj(I(M))M
)
⊗R S
= core(M)⊗R S.
The second part follows from Lemma 3.9. 
The following proposition is a generalization of Proposition 3.15 in [3].
Proposition 4.5. Let (R,m) be a 2-dimensional regular local ring with infinite
residue field. Let M and N be finitely generated integrally closed torsion-free R-
modules. If M ⊂ N and M∗∗ = N∗∗, then
core(M) ⊂ core(N).
Proof. Note that rankRM = rankRN as M
∗∗ = N∗∗. Since M ⊂ N and M∗∗ =
N∗∗, we have I(M) ⊂ I(N). This implies that adj(I(M)) ⊂ adj(I(N)) by Propo-
sition 2.7. By Theorem 4.2, we have core(M) ⊂ core(N). 
Remark 4.6. In general core(a) is not necessarily contained in core(b) for integrally
closed ideals a and b with a ⊂ b. Let R = C[[x, y]] and m = (x, y). Then core(m2) =
m
2adj(m2) = m3 and core((x2)) = (x2). Therefore core((x2)) 6⊂ core(m2).
H¨ubl and Swanson proved that the following powerful property of adjoints of
ideals of a 2-dimensional regular local ring.
Proposition 4.7. (See page 460 in [5]) Let (R,m) be a 2-dimensional regular local
ring with infinite residue field and a, b be ideals of R. Then
adj(ab) ⊂ adj(a)adj(b).
Lipman showed that adj(am+1) = aadj(am) for a natural number m and an ideal
a of a 2-dimensional regular local ring (2.3 in [7]). Our proof is just an imitation
of the proof.
Lemma 4.8. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field. Let a and b be ideals of R. Then for natural number m,
adj(abm+1) = badj(abm).
Proof. If b is a principal ideal, then this lemma holds by Proposition 2.7.
Suppose that b is an m-primary ideal. Let f : Y → Spec(R) be a morphism
which factors as a sequence of blowups with nonsingular centers such that aOY
and bOY are invertible. Let b0 = (a, b) be a reduction of b, so that b0OY = bOY .
Let F be the direct sum of 2 copies of (bOY )
−1. Then we have the exact sequence
K(F, σ) : 0→ Λ2F → F → OY → 0,
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where the map σ : F → OY is defined by (x, y) 7→ ax + by (see page 111 in [8]).
Therefore K(F, σ) ⊗ abm+1ωY is exact. Note that H
1(Y, abm−1ωY ) = 0 (See 2.2
and Remark 2.2.1(b) in [7]). This implies that
H0(Y, abm+1ωY ) = b0H
0(Y, abmωY ).
By Proposition 2.8, adj(abm+1) = b0adj(ab
m). Since
b0adj(ab
m) ⊂ badj(abm) ⊂ adj(abm+1)
by Proposition 18.2.1 in [4], we have
adj(abm+1) = badj(abm).

Lemma 4.9. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field, a be an ideal of R and M be a finitely generated torsion-free R-module with
rank r. Then I(aM) = I(a)rI(M).
Proof. If a is a principal ideal, then I(a) = R and I(aM) = I(M). Therefore
I(aM) = I(a)rI(M) if a is a principal ideal. Suppose that a is an m-primary
ideal. Then I(a) = a and M∗∗ is a free module such that M∗∗/aM is of finite
length. Therefore (aM)∗∗ = M∗∗ by Proposition 2.1 in [6]. Let x1, . . . , xm be
generators of a and M˜ be a representing matrix for M . Then the r × mνR(M)
matrix
(
x1M˜ x2M˜ . . . xmM˜
)
is a representing matrix for aM , where xiM˜ is the
matrix obtained by multiplying each entry of M˜ by xi. Hence I(aM) = a
rI(M).
Therefore I(aM) = I(a)rI(M). 
The following proposition is a generalization of Corollary 4.2.5 in [13].
Proposition 4.10. Let (R,m) be a 2-dimensional regular local ring with infinite
residue field, a be an integrally closed ideal of R and M be a finitely generated
integrally closed torsion-free R-module with rank r. Then
core(aM) ⊂ I(a)r−1core(a)core(M).
Proof. By Theorem 4.2, we have aadj(I(a)) = core(a). Note that aM is integrally
closed by Theorem 2.4. By Theorem 4.2, Proposition 4.7, Lemma 4.8 and Lemma
4.9,
core(aM) = adj(I(aM))aM
= adj(I(a)rI(M))aM
= I(a)r−1adj(I(a)I(M))aM
⊂ I(a)r−1adj(I(a))adj(I(M))aM
= I(a)r−1core(a)core(M).

In [3], Huneke and Swanson proved the following lemma in order to understand
core
(
core(a)
)
.
Lemma 4.11. (Lemma 4.5 in [3]) Let (R,m) be a 2-dimensional regular local ring
with infinite residue field and a be an m-primary integrally closed ideal of R. Then
adj(core(a)) =
(
adj(a)
)2
.
Now we want to understand core
(
core(M)
)
. We need the following lemma.
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Lemma 4.12. Let (R,m) be a 2-dimensional regular local ring with infinite residue
field and M be a finitely generated integrally closed torsion-free R-module of rank
r. Then
adj(I(core(M))) =
(
adj(I(M))
)r+1
.
Proof. By Theorem 4.2 and Lemma 4.9,
I(core(M)) = I
(
adj(I(M))M
)
=
(
I
(
adj(I(M))
))r
I(M).
Since I(M) is an m-primary ideal or R, adj(I(M)) is an m-primary ideal or R
by Proposition 2.7. Therefore I
(
adj(I(M))
)
= adj(I(M)). Note that I(M) is
an integrally closed ideal by Proposition 2.10. By Theorem 2.9, Lemma 4.8 and
Lemma 4.11, we have
adj(I(core(M))) = adj
(
I(M)
(
adj(I(M))
)r)
=
(
adj(I(M))
)r−1
adj
(
I(M)adj(I(M))
)
=
(
adj(I(M))
)r+1
.

Nowwe introduce some notation: core1(M) = core(M) and, for n > 1, coren(M) =
coren−1(core(M)).
The following proposition is a generalization of Proposition 4.7 in [3].
Proposition 4.13. Let (R,m) be a 2-dimensional regular local ring with infinite
residue field and M be a finitely generated integrally closed torsion-free R-module
of rank r. Then
coren(M) =
(
adj(I(M))
) (r+1)n
r
−
1
r
M.
In particular,
core
(
core(M)
)
=
(
adj(I(M))
)r+2
M.
Proof. If n = 1, this is just Theorem 4.2. Now let n > 1 and assume that the
proposition holds for n− 1. Note that core(M) = adj(I(M))M is integrally closed
by Theorem 2.4. Then by hypothesis and Lemma 4.12
coren(M) = coren−1
(
core(M)
)
=
(
adj
(
I(core(M))
)) (r+1)n−1r − 1r
core(M)
=
(
adj(I(M))
) (r+1)n
r
−
1
r
M.

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