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GROUP COHOMOLOGY OF THE UNIVERSAL ORDINARY
DISTRIBUTION
YI OUYANG
Abstract. For any odd squarefree integer r, we get complete description of the Gr =
Gal(Q(µr)/Q) group cohomology of the universal ordinary distribution Ur in this paper.
Moreover, if M is a fixed integer which divides ℓ−1 for all prime factors ℓ of r, we study
the cohomology group H∗(Gr, Ur/MUr). In particular, we explain the mysterious
construction of the elements κr′ for r
′|r in Rubin[10], which come exactly from a
certain Z/MZ-basis of the cohomology group H0(Gr, Ur/MUr) through an evaluation
map.
1. Introduction
Let {[a] : a ∈ Q/Z } be a basis for a free abelian group A. Then the (dimension 1)
universal ordinary distribution Ur of level r for any positive integer r is given by
Ur =
< [a] : a ∈ 1rZ/Z >
< [a]−
∑
ℓb=a
[b] : ℓ|r prime, a ∈ ℓrZ/Z >
.
For any σ ∈ Gr = Gal(Q(µr)/Q), if σ(ζ) = ζx, set σ([a]) = [xa]. By this action, Ur
becomes a Gr-module. The universal distribution is well known to be a free abelian
group, moreover, for any integer r′|r, then the natural map from Ur′ to Ur is a split
monomorphism and thus Ur′ can be considered as a submodule of Ur.
The theory of the universal distribution plays an important role in the theory of
cyclotomic fields. Detailed information can be found in the well-known textbooks by
Lang [8] and Washington [15]. Most notably, Kubert [6] and [7], and Sinnott [14] studied
the {±1}-cohomology of Ur, from which, Sinnott got his famous index formula about
the cyclotomic units and the Stickelberger elements.
Recently, Anderson [2] found a brand new way to compute the {±1}-cohomology of
the universal distribution Ur. He discovered a cochain complex which is a resolution of
the universal distribution. To study a certain group cohomology of Ur, it is therefore
translated to study a double complex related to this group cohomology. In this paper, we
use Anderson’s resolution to construct a double complex related to the Gr-cohomology
of Ur and study the spectral sequence of the double complex. Suppose that r is fixed
odd squarefree integer, we prove the following theorem:
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Theorem A (Abridged Form). The cohomology group
Hn(Gr, Ur) =
⊕
r′|r
H
n+nr′
r′ (Gr,Z)
where nr′ =number of prime factors of r
′ and
Hnr′(Gr,Z) :=
⋂
ℓ|r′
ker(Hn(Gr,Z)→ Hn(Gr/ℓ,Z)).
We shall discuss the Unabridged Form in §6. What’s more, for any positive integer
M which is a common factor of ℓ− 1 over all prime factors ℓ of r, let σℓ be a generator
of the cyclic group Gℓ and let
Dr′ :=
∏
ℓ|r′
ℓ−2∑
k=0
kσkℓ ,
then
Theorem B . The image of the family
Dr′

∑
ℓ|r′
1
ℓ

 : ∀ r′|r


in Ur/MUr is a Z/MZ-basis for H0(Gr, Ur/MUr).
Theorem B has interesting application in arithmetic. We follow the line given in
Rubin [10]. Let F = Q(µm)+ be the maximal real subfield of Q(µm), assume {ℓ : ℓ|r}
is a family of distinct odd primes which split completely in F/Q and are ≡ 1 (mod M)
for fixed integer M . Suppose that we have a Gr -homomorphism ξ from Ur to F(µr)×.
Then ξ induces a map
Hn(ξ) : Hn(Gr, Ur/MUr) −→ H
n(Gr,F(µr)×/F(µr)×M )
for each n ∈ Z≥0. In the case n = 0, since H0(Gr,F(µr)×/F(µr)×M ) = F×/F×M , we
have the map
H0(ξ) : H0(Gr, Ur/MUr) −→ F×/F×M .
In particular, let Qab be the abelian closure of Q. Let e be an injective homomorphism
from Q/Z to Qab×. Put
ξ([a]) = (e(a+
1
m
)− 1)(e(a−
1
m
)− 1).
Then ξ is a Gr-homomorphism from Ur to F(µr)×. The image H0(ξ)(Dr′ [
∑
ℓ|r′
1
ℓ ]) is
just the Kolyvagin element κr′ as given in [10]. From this point of view, we can regard
the Euler system as a system in the cohomology group H0(Gr, Ur/MUr). This is the
initial motivation for this paper.
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This paper is organized in the following order. We give general notations in §2. In
§3, we study Anderson’s resolution in detail. In §4, a special Gr-projective resolution P•
of Z is constructed and the group cohomology of Z and of Z/MZ are given. With this
projective resolution P•, we construct a double complex in §5 whose total cohomology
is the Gr-cohomology of Ur. The standard spectral sequence method is then used to
compute the cohomology group H∗(Gr, Ur). In §6, we study the lifting problem and
prove Theorem B.
Acknowledgment. I thank my advisor Professor Greg W. Anderson for introducing
me to this interesting field, for his insight and insistence driving me to this paper. The
double complex method is the brain child of Professor Anderson. I also thank Dr. Hans
Uli Walther for some useful discussion about Lemma 5.2.
2. Notations
Fix a finite set S of cardinality |S| = s. Fix a family {ℓi : i ∈ S} of distinct odd prime
numbers. Fix a positive integer M dividing ℓi− 1 for all i ∈ S. Fix a total order ω of S.
Put
• r = rS :=
∏
i∈S ℓi,
• GS := Gal(Q(µr)/Q).
For each i ∈ S, put
• Gi:=the inertia subgroup of GS at ℓi,
• σi:=a fixed generator of Gi,
• Ni :=
∑ℓi−2
k=0 σ
k
i , Di :=
∑ℓi−2
k=0 kσ
k
i ,
• Fri:=the arithmetic Frobenius automorphism at ℓi in GS/Gi.
For each subset T ⊆ S, put
• rT :=
∏
i∈T ℓi, µT := µrT ,
• GT :=
∏
i∈T Gi ⊂ GS ,
• NT :=
∏
i∈T Ni, DT :=
∏
i∈T Di.
Put R := Z≥0[S]. For any element e = (ei) ∈ R, put
• deg e :=
∑
iei,
• supp e := {i ∈ S : ei 6= 0}.
• ω(e) := (ω(e)i) ∈ R where ω(e)i =
∑
j<ωi
ej.
For any e, e′ ∈ R, put ω(e, e′) :=
∑
j<ωi
e′jei.
For a ∈ Q/Z, the order of a(denoted by ord a) means its order in Q/Z. For any set X,
the cardinality of X is denoted by |X|, the free abelian group generated by X is denoted
by < X >, the free Z/MZ-module generated by X is denoted by < X >M . The family
of all subsets of X is denoted by 2X . We call a subfamily I of 2X an order ideal of X
if for all Y ∈ I, 2Y ⊆ I. For any pair of sets X and Y , the difference of X and Y is
denoted by X\Y .
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For any complex C•, the complex C•[n] is the complex with components Cm[n] =
Cm+n. For any complex C• of Z-modules, C•M := C
• ⊗ Z/MZ.
3. Universal ordinary distribution and its structure
3.1. Universal ordinary distribution and Anderson’s resolution. Let {[a] : a ∈
Q/Z} be a basis of a free abelian group A. Recall by Kubert [6], the (rank 1) universal
ordinary distribution U is given by
U =
< [a] : a ∈ Q/Z >
< [a]−
∑
nb=a
[b] : n ∈ N >
.
For any positive number f , the universal ordinary distribution of level f is given by
Uf =
< [a] : a ∈ 1fZ/Z >
< [a]−
∑
pb=a
[b] : p | f, a ∈ pfZ/Z >
.
For any σ ∈ Gal(Q(µf )/Q), set σ([a]) = [xa] if σ sends each f -th root of unity to its
x-th power. By this action, Uf is a Gf = Gal(Q(µf )/Q)-module. Much has been studied
about the structures of U and Uf , we list some basic properties here(for detailed proof,
see Anderson [1, 2], Kubert [6, 7] and Washington [15]). First recall for any a ∈ 1fZ/Z,
a can be written uniquely
a =
∑
p|f
∑
ν∈N
apν
pν
(mod Z), 0 ≤ apν ≤ p− 1.
Then
Proposition 3.1. 1). The universal ordinary distribution Uf is a free abelian group of
rank |Gf |, the set {[a] : a ∈
1
fZ/Z, ap1 6= p− 1, ∀p | f} is a Z-basis for Uf .
2). For any factor g of f , the natural map from Ug to Uf is a split monomorphism.
Moreover, by this natural map, U is the direct limit of Uf for f ∈ N and thus U is free.
In the sequel, for our convenience, the universal distribution Ur will be written as US
and UrT as UT . Now let
L•S =< [a, T ] : a ∈
rT
rS
Z/Z, T ⊆ S >
be the free abelian group generated by the symbols [a, T ], and let
LpS =< [a, T ] : |T | = −p, a ∈
rT
rS
Z/Z, T ⊆ S >,
then L•S is a bounded graded module. Furthermore, for any σ ∈ GS , set σ[a, T ] = [xa, T ]
if σ sends each r-th root of unity to its x-th power. By this action, L•S becomes a
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GS-module. Let
d[a, T ] =
∑
i∈T
ω(i, T )([a, T\{i}] −
∑
ℓib=a
[b, T\{i}]).
where
ω(i, T ) =
{
(−1)|{j∈T :j<ωi}|, if i ∈ T,
0, if i /∈ T.
It is easy to check that d2 = 0 and d is GS-equivariant. Thus (L
•
S , d) is a cochain
complex. Note that the definition of d depends on ω. We’ll write dω instead if we need
to emphasize the order ω. The following proposition is given by Anderson:
Proposition 3.2. The n-th cohomology of the complex (L•S , d) is 0 for n 6= 0 and US
for n = 0, furthermore, the map from L0S to US is given by u : [a, ∅] 7→ [a].
Remark. 1. The above proposition(in a more general form suitable for a resolution for
the distribution Uf ), though known by Anderson for quite a while, has no published
proof by now. We put the proof in Appendix A, traces of the idea behind the proof can
be found in Anderson [1, 2].
2. For the sake of this proposition, we call (L•S , d) Anderson’s resolution of the uni-
versal distribution US . This resolution has been used by Das [5] in his work about the
algebraic Γ-monomials and double covering of cyclotomic fields.
3.2. Double complex structure of L•S. A remarkable fact about Anderson’s resolu-
tion L•S is that it possesses an even more delicate double complex structure, which in
turn gives a natural filtration for the universal distribution US . We start with a more
careful look at L•S, which we’ll denote by L
• instead . For any T ⊆ S, we always regard
L•T as a subcomplex of L
•. Moreover, for any order ideal I of S, put
L•(I) :=
∑
T∈I
L•T and US(I) :=
∑
T∈I
UT .
In particular, let I(n) be the order ideal consisting of all subsets T such that |T | ≤ n,
and let L•(n) = L•(I(n)) and US(n) = US(I(n)). Note that L
•(2T ) = L•T . For any
a ∈ 1rSZ/Z, let
supp a := {i : ℓi | ord a} ⊆ S.
We see that
L• =< [a, T ] : supp a ∩ T = ∅ > .
Then L•(I) is the free abelian group generated by
{[a, T ] : T ∪ suppa ∈ I, T ∩ suppa = ∅} ,
and US(I) is the free abelian group generated by
{[a] : supp a ∈ I, aℓi1 6= ℓi − 1 for all i ∈ S} .
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Immediately we have
Proposition 3.3. Let I1 and I2 be two order ideals of S, then
1). L•(I1 ∩ I2) = L
•(I1) ∩ L
•(I2), US(I1 ∩ I2) = US(I1) ∩ US(I2).
2). L•(I1 ∪ I2) = L
•(I1) + L
•(I2), US(I1 ∪ I2) = US(I1) + US(I2).
Then
Proposition 3.4. The complex L•(I) is acyclic with the 0-cohomology US(I).
Proof. We let L˜•(I) be the complex
0 −→ L•(I)
u
−→ US(I) −→ 0.
Hence it suffices to show that L˜•(I) is exact. Let T be a maximal element in the order
ideal I. Let I′ be the order ideal whose maximal element set is the maximal element of
I excluding T , then
I = I′ ∪ 2T .
By Proposition 3.3, we have
L˜•(I)/L˜•(2T ) = L˜•(I′)/L˜•(I′ ∩ 2T ).
Now we prove the Proposition by induction on the cardinality of maximal elements of I.
If I has only one maximal element, this is just Proposition 3.2. In general, both I′ and
I′ ∩ 2T have less maximal elements than I has. Thus the exactness of L˜•(I) follows from
the exactness of the three complexes L˜•(2T ), L˜•(I′) and L˜•(I′ ∩ 2T ).
Now we can construct a double complex whose total single complex is (L•, d). With
abuse of notation, we’ll write it as L•,•. For any pair of subsets T ′, T of S such that
T ′ ⊇ T , set
LT ′,T :=< [a, T ] : supp a = S\T
′ >,
then LT ′,T is isomorphic to Ind
GS
GT ′
Z. Moreover, for any i ∈ T , the map
ϕi : LT ′,T → LT ′,T\{i}, [a, T ] 7→ [a, T\{i}]
defines a natural isomorphism between LT ′,T and LT ′,T\{i}. Now for any T ⊆ S,
L•T =
⊕
T1,T2
LT1,T2 , where T2 ∪ (S\T1) ⊆ T, T2 ∩ (S\T1) = ∅.
and if let Γ(I) := {(T1, T2) : T2 ∪ (S\T1) ∈ I, T2 ∩ (S\T1) = ∅}, then
L•(I) =
⊕
(T1,T2)∈Γ(I)
LT1,T2 .
In general for any i ∈ S, define
ϕi : L
p → Lp+1, [a, T ] 7→ χT (i)[a, T\{i}]
GROUP COHOMOLOGY OF THE UNIVERSAL ORDINARY DISTRIBUTION 7
where χT is the characteristic function of T . Let ϕ(L
p) be the subgroup of Lp+1 generated
by ϕi(L
p) for all i ∈ S, inductively, let ϕn(Lp) be the subgroup of Lp+n generated by
ϕi(ϕ
n−1(Lp)) for all i ∈ S. By this setup, there is a filtration of Lp given by
ϕs+p(L−s) ⊆ ϕs+p−1(L−s+1) ⊆ · · · ⊆ Lp.
This filtration enables us to define the double complex structure of L•. For the element
[a, T ] ∈ L•, we say [a, T ] is of bidegree (p1, p2) if [a, T ] ∈ ϕ
p2(Lp1)\ϕp2+1(Lp1−1), more
explicitly, if
p1 = | supp a| − s, p2 = s− | supp a| − |T |.
Then we see that all elements of LT ′,T are of bidegree (−|T
′|, |T ′| − |T |). Let Lp1,p2 be
the subgroup of L• generated by all symbols [a, T ] with bidegree (p1, p2), then
Lp1,p2 =
⊕
|T |=−p1−p2
⊕
|T ′|=−p1
T ′⊇T
LT ′,T .
Set
d1 : L
p1,p2 → Lp1+1,p2 , [a, T ] 7→ −
∑
i∈T
ω(i, T )Ni[Fr
−1
i a+
1
ℓi
, T\{i}],
d2 : L
p1,p2 → Lp1,p2+1, [a, T ] 7→
∑
i∈T
ω(i, T )(1 − Fr−1i )[a, T\{i}].
It is easy to check that d21 = d
2
2 = d1d2+d2d1 = 0. Hence we construct a double complex
(L•,•; d1, d2). Note that d = d1 + d2 and
Lp =
⊕
p1+p2=p
Lp1,p2 ,
thus (L•, d) is the single total complex of the double complex (L•,•; d1, d2), with the
second filtration given by ϕ. Thus the total cohomology of (L•,•; d1, d2) is the cohomology
of (L•, d).
Proposition 3.5. The E1 term of the spectral sequence arising from the double complex
(L•,•; d1, d2) by the first filtration(i.e., H
p1
d1
(L•,p2)) is
Ep1,p21 =
{
US(s− p2)/US(s − p2 − 1), if p1 = −p2;
0, otherwise.
Thus the spectral sequence for the first filtration degenerates at E1.
Proof. Note that
L•(n) =
⊕
p2≥s−n
Lp1,p2
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then it is easy to see that L•,p2 [−p2] is nothing but the quotient complex L
•(s−p2)/L
•(s−
p2 − 1). The short exact sequence
0 −→ L•(s− p2 − 1) −→ L
•(s − p2) −→ L
•,p2 [−p2] −→ 0
induces a long exact sequence
· · · → H i(L•(s− p2))→ H
i(L•,p2 [−p2])→ H
i+1(L•(s− p2 − 1))→ · · ·
By Proposition 3.4, for i 6= 0 and −1, both H i(L•(s − p2)) and H
i+1(L•(s − p2 + 1))
are 0, so is H i(L•,p2 [−p2]). Therefore the above long exact sequence is just the exact
sequence
0→ H−1(L•,p2 [−p2])→ US(s− p2 − 1)→ US(s− p2)→ H
0(L•,p2 [−p2])→ 0,
Since the map from US(s − p2 − 1) to US(s − p2) is injective, the proposition follows
immediately.
The following results follow immediately from Proposition 3.1, Proposition 3.2 and
Proposition 3.4:
Proposition 3.6. 1). One has
Hn(L•M ) =
{
US/MUS , if n = 0;
0, if n 6= 0.
2). Moreover, for any order ideal I of S, one has
Hn(L•M (I)) =
{
US(I)/MUS(I), if n = 0;
0, if n 6= 0.
4. The cohomology groups H∗(GT ,Z) and H∗(GT ,Z/MZ)
4.1. A projective resolution of Z. We first have a convention here: Let X be a finite
totally ordered set and x ∈ X. Suppose Ax is a module related to x. We call
AX = Ax1 ⊗ · · · ⊗Axn
the standard tensor product of Ax over X if X = {x1, · · · , xn} and x1 < · · · < xn. Sim-
ilarly, we can define the standard tensor product of elements ax ∈ Ax and of complexes
A•x.
Let
(Pi•, ∂i) : · · ·
∂i,j+1
−→ Pi,j+1
∂ij
−→ Pij · · ·
∂i0−→ Pi0 −→ 0
with Pij = Z[Gi] for any j ≥ 0, ∂ij is the multiplication by 1− σi if j is even and by Ni
if j is odd. It is well known that Pi• is a Z[Gi]-projective resolution of trivial module
Z. For any T ⊆ S, let PT• be the standard tensor product of Pi• over i ∈ T . It is
well known by homological algebra that PT• is a Z[GT ]-projective resolution of trivial
module Z. Now for the collection {Pi,ei : i ∈ T}, the standard product of Pi,ei over T is
a rank 1 free Z[GT ]-module whose grade is
∑
i ei. Now let e ∈ R be the element whose
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i-th component is ei if i ∈ T and 0 if not, and write the standard product of Pi,ei over
T as Z[GT ][e], then
PT• =
⊕
supp e⊆T
Z[GT ][e].
For any x = (· · · ⊗ xi ⊗ · · · ) ∈ Z[GT ][e], the differential is given by
∂T (x) =
∑
i∈T
(−1)ω(e)i(· · · ⊗ ∂i,ei−1(xi)⊗ · · · ),
In particular, for T = S. let
P• = PS• =
⊕
e∈R
Z[GS ][e].
For any T ′ ⊆ T , we have a natural inclusion ι : Z[G′T ][e] →֒ Z[GT ][e] for any e ∈ R such
that supp e ⊆ T ′. By this inclusion, PT ′• becomes a subcomplex of PT•.
Now we define a diagonal map ΦT : PT• → PT• ⊗PT•. First set
Φiei,ie′i : Pi,ei+e′i −→ Piei ⊗ Pie′i
1 7−→


1⊗ 1, if ei even;
1⊗ σi, if ei odd, e
′
i even;∑
0≤m<n≤ℓi−2
σmi ⊗ σ
n
i , if ei odd, e
′
i odd;
Then the map Φi : Pi• → Pi• ⊗Pi• given by Φiei,ie′i is the diagonal map for the cyclic
group Gi (see Cartan-Eilenberg [4], P250-252). For any e, e
′ ∈ R with support contained
in T , consider the standard product Pe,e′ of Piei ⊗ Pie′i over i ∈ T . The isomorphism
α : Piei ⊗ Pje′j −→ Pje′j ⊗ Piei
x⊗ y 7−→ (−1)eie
′
iy ⊗ x
induces an isomorphism α : Pe,e′ → Z[GT ][e]⊗ Z[GT ][e′] by
(· · · (xi ⊗ yi) · · · ) 7−→ (−1)
ω(e,e′)(· · · xi · · · )⊗ (· · · yi · · · ).
On the other hand, the standard product of the diagonal maps Φiei,ie′i over i ∈ T defines
a map β : Z[GT ][e+ e′]→ Pe,e′ . We let Φe,e′ = α ◦ β and let
ΦT,p,q =
∑
e,e′:deg e=p,deg e′=q
supp e+e′⊆T
Φe,e′ .
Then ΦT defines the diagonal map from PT• to PT• ⊗ PT•. This map enables us to
compute the cup product structures.
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4.2. The cohomology groups H∗(GT ,Z) and H∗(GT ,Z/MZ). LetC•i = HomGi(Pi•,Z),
then C•i is the complex
Z 0−→ Z
ℓi−1−→ Z 0−→ Z
ℓi−1−→ · · ·
with the initial term at degree 0. We denote by Cji the j-th term of C
•
i . By the theory
of group cohomology,
H∗(Gi,Z) = H∗(C•i ).
Now for any T ⊆ S, let C•T be the standard tensor product of C
•
i for i ∈ T . If write
HomGT (Z[GT ][e],Z) = Z[e],
then
C•T = HomGT (PT•,Z) =
⊕
supp e⊆T
Z[e].
and
H∗(GT ,Z) = H∗(C•T ).
Moreover, for any T ′ ⊆ T , the inclusion ι : PT ′• →֒ PT• induces a map
ι∗ : C•T −→ C
•
T ′ ,
which is just the natural projection of⊕
supp e⊆T
Z[e] −→
⊕
supp e⊆T ′
Z[e].
On the other hand, GT ′ can also be considered naturally as a quotient group of GT , by
this meaning, the inflation map is just the injection⊕
supp e⊆T ′
Z[e] →֒
⊕
supp e⊆T
Z[e].
Now for any j ∈ Z≥0 even, let
C
•j
i =
{
· · · 0 −→ C0i −→ 0 · · · , if j = 0;
· · · 0 −→ Cj−1i
ℓi−1−→ Cji −→ 0 · · · , if j > 0.
For any e = (ei) ∈ 2R, i.e., ei even for all i ∈ S, we let C
•
e be the standard product C
•ei
i
over i ∈ S. If supp e ⊆ T , then C•e is a subcomplex of C
•
T and
C•T =
⊕
e∈2R
supp e⊆T
C•e.
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(0,0)
(2,0)
(0,2)
(0,4)
(4,0)
(4,2)
(2,4) (4,4)
(2,2)
C
C
C
C C
C
CC
C.
.
. .
.
.
.
.
.
.
Figure 1. The complex C•S when S = {1, 2}.
Figure 1 shows us how the decomposition looks like in the case S = {1, 2}. Denote by
Ae the cohomology group H
∗(C•e) and A
n
e its n-th component. Then
H∗(GT ,Z) =
⊕
e∈2R
supp e⊆T
Ae, H
n(GT ,Z) =
⊕
e∈2R
supp e⊆T
Ane .
We now study the abelian group Ae. First we need a lemma from linear algebra:
Lemma 4.1. Let v = (m1,m2, · · · ,mn)
t be a n-dimensional column vector with integer
entries mi, then the greatest common divisor of mi is 1 if and only if there exists an
n× n matrix A ∈ SLn(Z) whose first column is v.
Now suppose supp e = T = {i1, · · · , it} and |T | = t. If t = 0, then T = ∅, it is easy to
see that Ae = A
0
e = Z. Now if T 6= ∅, we claim that C
•
e[deg e − t] is isomorphic to the
exterior algebra Λ(x1, · · · , xt) with differential d(x) =
∑
(ℓi − 1)xi ∧ x and deg xi = 1.
This claim is easy to check: First if t = 1, let T = {i}, then C•eii = C
ei−1⊕Cei. This case
is trivial. In general, ifC•eii [ei−1] is isomorphic to Λ(xi), the tensor product ofC
•ei
i [ei−1]
is nothing but C•e[deg e− t] and the tensor product of Λ(xi) is just Λ(x1, · · · , xt), hence
they are isomorphic to each other.
Now let mT be the greatest common divisor of ℓi − 1 for i ∈ T , thus the greatest
common divisor of (ℓi−1)/mT is 1, let A be the matrix given by Lemma 4.1 corresponding
to the vector (· · · , .(ℓi−1)/mT , · · · ). Let (y1, · · · , yt) = (x1, · · · , xt)A. Then {y1, · · · , yt}
is a set of new generators for the above exterior algebra and we have d(x) = mT y1 ∧ x.
We see easily that
H∗(Λ(x1, · · · , xt)) = (Z/mTZ)2
t−1
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and
Hj(Λ(x1, · · · , xt)) = (Z/mTZ)(
t−1
j ), 0 ≤ j ≤ t− 1.
Combining the above analysis, we have
Proposition 4.2. There exists a family of complexes
{C•e ⊆ C
• = HomGS(P•,Z) : e ∈ 2R}
such that
1). For each T ⊆ S, we can identify C•T = HomGT (PT•,Z) with
⊕
e∈2R
supp e⊆T
C•e through
the following splitting exact sequence
0 −→
⊕
e∈2R
supp e 6⊆T
C•e −→ C
• −→ C•T −→ 0
2). The cohomology groups H∗(C•e) = Ae and H
n(C•e) = A
n
e are given by:
(a). If supp e 6= ∅, let me be the greatest common divisor of ℓi − 1 for i ∈
supp e, then Ae is the abelian group (Z/meZ)2
| supp e|−1
, and
Ane =
{
(Z/meZ)
(| supp e|−1j ), if n = deg e− j and 0 ≤ j ≤ | supp e| − 1;
0, if otherwise.
(b). If supp e = ∅, then Ae = A
0
e = Z.
For the case H∗(G,Z/MZ), the situation is much easier. We have
Proposition 4.3. There exists a family
{[e] ∈ H∗(GS ,Z/MZ) : e ∈ R}
with the following properties:
1). For each T ⊆ S and n ∈ Z≥0, the restriction of the family
{[e] : e ∈ R, supp e ⊆ T, deg e = n}
to Hn(GT ,Z/MZ) is a Z/MZ-basis of the latter.
2). For each T ⊆ S and e ∈ R such that supp e * T , the restriction of [e] to
H∗(GT ,Z/MZ) vanishes.
3). One has the cup product structure in H∗(GT ,Z/MZ) given by
[e] ∪ [e′] = (−1)ω(e,e
′)
∏
i∈S
eie
′
i≡1(2)
(
ℓi − 1
2
)
[e+ e′]
for all e, e′ ∈ R.
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Proof. The complex C•M,i = HomGi(Pi•,Z/MZ) by definition, is a complex with C
j
M,i =
Z/MZ for j ≥ 0 and the differential 0. In general, C•M,T = C
•
T ⊗ Z/MZ is exactly the
standard tensor product of C•M,i for all i ∈ T . Write
C•M,T = HomGi(PT•,Z/MZ) =
∑
supp e⊆T
Z/MZ[e].
Since now C•M,T has differential 0, H
∗(C•M,T ) = C
•
M,T . The restriction map is easy to
see. This finishes the proof of 1) and 2).
For the cup product, the diagonal map ΦT given above naturally induces a map:
C•M,T ×C
•
M,T −→ C
•
M,T
which defines the cup product structure. More specifically, the cup product map
Z/MZ[e]× Z/MZ[e′] −→ Z/MZ[e+ e′]
is induced from Φe,e′. Now the claim follows soon from the explicit expression of Φe,e′.
5. Study of H∗(GS , US)
5.1. The complex K. With the preparation in §3 and §4, set
K•,• := HomGS (P•,L
•).
Let d and δ be the induced differentials of d and ∂ by L• and P• respectively. If we let
[a, T, e] := (e 7→ [a, T ]) ∈ HomGS (Pe, < [a, T ] >),
then
Kp,q =< [a, T, e] : a ∈
rT
rS
Z/Z, |T | = −p,deg e = q >;
d[a, T, e] =
∑
i∈T
ω(i, T )([a, T\{i}, e] −
∑
ℓib=a
[b, T\{i}, e]);
δ[a, T, e] = (−1)|T |
∑
i∈S
(−1)ω(e)i ·
{
(1− σi)[a, T, e + ǫi], if ei even;
Ni[a, T, e + ǫi], if ei odd.
For any T ⊆ S, set
K•,•(T ) = HomGS (P•,L
•
T ) =< [a, T
′, e] : [a, T ′] ∈ L•T , e ∈ R >
and
K
•,•
T = HomGT (PT•,L
•
T ) =< [a, T
′, e] : [a, T ′] ∈ L•T , e ∈ R, supp e ⊆ T > .
Furthermore, for any order ideal I, set
K•,•(I) := HomGS (P•,L
•(I)) =
∑
T∈I
K•,•(T ).
and set
K•,•(n) := HomGS (P•,L
•(n)).
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Set
U• := HomGS(P•, US) =
< [a, e] : a ∈ 1rSZ/Z, e ∈ R >
< [a, e] −
∑
ℓib=a
[b, e] : a ∈ ℓirSZ/Z, e ∈ R >
,
with the induced differential δ from ∂. Correspondingly,
U•(I) :=
< [a, e] : a ∈ 1rT Z/Z for some T ∈ I, e ∈ R >
< [a, e]−
∑
ℓib=a
[b, e] : a ∈ ℓirT Z/Z for some T ∈ I, e ∈ R >
,
which is a subcomplex of U•. We consider U• as the double complex (U•,•; 0, δ) con-
centrated on the vertical axis. From Proposition 3.2, we have a map
u : K•,• → U•,•, [a, T, e] 7→
{
[a, e], if T = ∅;
0, if T 6= ∅.
Proposition 5.1. The map u(resp. its restriction) is a quasi-isomorphism between K•,•
(resp. K•,•(I)) and U•,•(resp. U•,•(I)). Therefore
1). H∗total(K
•,•) = H∗(GS , US), H
∗
total(K
•,•(I)) = H∗(GS , US(I)).
2). H∗total(K
•,•
M ) = H
∗(GS , US/MUS), H
∗
total(K
•,•
M (I)) = H
∗(GS , US(I)/MUS(I)).
Proof. Immediately from Proposition 3.2(resp. Proposition 3.4 for I), we see that ker u
is d-acyclic, by spectral sequence argument, it is thus (d + δ)-acyclic. On the other
hand, u is surjective. Thus u is a quasi-isomorphism. Now 1) follows directly from the
quasi-isomorphism. For 2), just consider u⊗ 1, which is also a quasi-isomorphism.
From Proposition 5.1, the GS -cohomology of US is isomorphic to the total cohomology
of the double complex (K•,•; d, δ) Therefore we can use the spectral sequence of the
double complex K•,• to study the GS -cohomology of US . The spectral sequence of K
•,•
from the second filtration exactly gives us Proposition 5.1. Now we study the spectral
sequence from the first filtration. Then
Ep,q1 (K
•,•) = Hqδ (K
p,•) = Hq(GS , L
p).
Now since
Lp =
⊕
p1+p2=p
Lp1,p2 =
⊕
|T |=−p
⊕
T ′⊇T
LT ′,T ,
then
Ep,q1 (K
•,•) =
⊕
|T |=−p
⊕
T ′⊇T
Hq(GS , LT ′,T ).
For the double complex K•,•(I), Recall Γ(I) = {(T1, T2) : T2∪ (S\T1) ∈ I, T2∩ (S\T1) =
∅} in §3, we have
Ep,q1 (K
•,•(I)) =
⊕
(T ′,T )∈Γ(I)
Hq(GS , LT ′,T ).
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5.2. A Lemma. Suppose that for any T ⊆ S, there is an abelian group BT related to
T , set
AT =
⊕
T ′′⊆T
BT ′′ .
Then for any T ′ ⊇ T , there is a natural projection from AT ′ to AT . Now let C
•
S,T be the
cochain complex with components given by
C
n
S,T =
⊕
|T ′|=s−n
T ′⊇(S\T )
AT ′ ,
and differential d given by
d : AT ′ −→
⊕
i∈T ′∩T
AT ′\{i}
x 7−→
∑
i∈T ′∩T
ω(i, T ′ ∩ T )x|T ′\{i},
where x|T ′\{i} is the projection of x in AT ′\{i}. It is easy to verify that C
•
S,T is indeed a
chain complex. Furthermore, we have
Lemma 5.2. For any T ⊆ S,
Hn(C•S,T , d) =
{⊕
T ′⊇T BT ′ , if n = 0;
0, otherwise.
Proof. Let C˜•S,T be the subcomplex of C
•
S,T with the same components as C
•
S,T except at
degree 0, where
C˜
0
S,T =
⊕
T ′ 6⊇T
BT ′ .
We only need to show that C˜•S,T is exact. We show it by double induction to the car-
dinalities of S and T . If T = ∅, we get a trivial complex. If S consists of only one
element, or if T consists only one element, it is also trivial to verify. In general, suppose
i0 = max{i : i ∈ T}. Let S0 = S\{i0} and T0 = T\{i0}. Then we have the following
commutative diagram which is exact on the columns:
0 −−−→ C˜0S,T0
d¯
−−−→ C˜1S,T0
d¯
−−−→ · · · C˜t−1S,T0 −−−→ 0 −−−→ 0xp xp xp xp
0 −−−→ C˜0S,T
d
−−−→ C˜1S,T
d
−−−→ · · · C˜t−1S,T
d
−−−→ C˜tS,T −−−→ 0xi xi xi xi
0 −−−→
⊕
S0⊇T ′⊇T0
BT ′
d
−−−→ AS0
d
−−−→ · · · C˜t−1S0,T0
d
−−−→ C˜tS0,T0 −−−→ 0
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Here p means projection and i means inclusion. The differential d¯ is induced by the
differential d of the second row. Notice that the third row is a variation of the chain
complex C˜•S0,T0 , the first row is the chain complex C˜
•
S,T0
. By induction, the first row and
and the third row are exact, so is the middle one.
5.3. The Study of E2 terms. By §4.1, we know that
Ep,q1 (K
•,•) =
⊕
|T |=−p
⊕
T ′⊇T
Hq(GS , LT ′,T ).
Now let’s consider the induced differential d¯ of d in the E1 term. Since d = d1 + d2, we
can also write d¯ = d¯1 + d¯2. We first look d¯2, which is induced by
LT ′,T −→
⊕
i∈T
LT ′,T\{i}
[a, T ] 7−→
∑
i∈T
ω(i, T )(1 − Fr−1i )[a, T\{i}]
Since for any i ∈ T , LT ′,T and LT ′,T\{i} are GS-isomorphic by the map ϕi, and since for
any q ≥ 0, Hq(G,A) is a trivial G-module, we have
d¯2 =
∑
i∈T
ω(i, T )(1 − Fr−1i )ϕ¯i = 0.
For the map d¯1, which is induced by
LT ′,T −→
⊕
i∈T
LT ′\{i},T\{i}
[a, T ] 7−→ −
∑
i∈T
ω(i, T )Ni[Fr
−1
i a+
1
ℓi
, T\{i}]
For any i ∈ T , let
ψi : LT ′,T −→ LT ′\{i},T\{i}
[a, T ] 7−→ Ni[Fr
−1
i a+
1
ℓi
, T\{i}]
ψi is a GS-homomorphism and therefore induces a map in the GS -cohomology:
Hq(ψi) : H
q(GS , LT ′,T )→ H
q(GS , LT ′\{i},T\{i}).
We have the commutative diagram:
LT ′,T
ψi
−−−→ LT ′\{i},T\{i}yθT ′ yθT ′\{i}
Z res−−−→ Z
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where the top row are GS-modules, the left Z is a trivial GT ′-module and the right Z a
trivial GT ′\{i}-module, and θT ′ is the homomorphism sending [
1
rS\T ′
, T ] to 1 and [ xrS\T ′
, T ]
to 0 if x 6= 1. Then the above diagram induces the following commutative diagram:
Hq(GS , LT ′,T )
Hq(ψi)
−−−−→ Hq(GS , LT ′\{i},T\{i})yθ∗T ′ yθ∗T ′\{i}
Hq(GT ′ ,Z)
res
−−−→ Hq(GT ′\{i},Z)
where θ∗T ′(and θ
∗
T ′\{i}) is the isomorphism given by Shapiro’s lemma(See Serre [12], Chap.
VII, §5, Exercise). We identify Hq(GS , LT ′,T ) with H
q(GT ′ ,Z), moreover, to keep track
on T , we’ll write Hq(GT ′ ,Z) as Hq(GT ′,T ,Z). Then we see that Hq(ψi) is the restriction
map fromHq(GT ′,T ,Z) toHq(GT ′\{i},T\{i},Z). The induced differential d¯ = d¯1 is exactly
the map
Hq(GT ′,T ,Z) −→
⊕
i∈T
Hq(GT ′\{i},T\{i},Z)
x 7−→ −
∑
i∈T
ω(i, T )xi
where xi is the restriction of x in H
q(GT ′\{i},T\{i},Z). Hence we have a cochain complex
C(q;S, T )
Hq(GS,T ,Z)
d¯1−→
⊕
i∈T
Hq(GS\{i},T\{i},Z) · · ·
d¯1−→Hq(GS\T,∅,Z) −→ 0
Note that the complex E•,q1 (K
•,•) is just the direct sum of C(q;S, T ) over all subsets T
of S. Moreover, the complex E•,q1 (K
•,•)(I) is the direct sum of C˜(q;S, T ) over all subsets
T ∈ I.
Recall in Proposition 4.2, we obtained
Hq(GT ,Z) =
⊕
e∈2R
supp e⊆T
Aqe.
If let
AqT = H
q(GT ,Z), B
q
T =
⊕
e∈2R
supp e=T
Aqe.
then we have AqT =
⊕
T ′′⊆T B
q
T ′′ . The complex C(q;S, T )[−|T | ]satisfies the conditions in
Lemma 5.2, thus the n-th cohomology of the cochain complex C(q;S, T ) is 0 if n 6= −|T |
and
∑
T ′⊇T
BT ′ if n = −|T |. We have the following proposition:
Proposition 5.3. One has
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1). Ep,q2 (K
•,•) ∼=
⊕
|T |=−p
⊕
e∈2R
supp e⊇T
Aqe.
2). Ep,q2 (K
•,•(I)) ∼=
⊕
|T |=−p
T∈I
⊕
e∈2R
supp e⊇T
Aqe.
5.4. Proof of Theorem A. Finally we are in a stage to prove Theorem A. Put
S•,• =< [a, T, e] ∈ K•,•, a 6= 0 if supp e ⊇ T > .
It is easy to verify that S•,• is a subcomplex of K•,•. Set
Q•,• = K•,•/S•,• =< [0, T, e] : supp e ⊇ T > .
Note that the induced differential of d at Q•,• is 0. Moreover, set
S•,•(I) := K•,•(I) ∩ S•,•,
and
Q•,•(I) := K•,•(I)/S•,•(I) =< [0, T, e] : T ∈ I, supp e ⊇ T > .
Let f be the corresponding quotient map, then we have a commutative diagram:
K
•,•
M (I)
inc
−−−→ K•,•Myf yf
Q
•,•
M (I)
inc
−−−→ Q•,•M
We claim that
Proposition 5.4. The quotient map f : K•,• → Q•,• is a quasi-isomorphism. More-
over, the quotient map f : K•,•(I)→ Q•,•(I) is a quasi-isomorphism.
Proof. Let
L
•
T :=< [0, T, e] : e ∈ R >= HomGS (P•, LS,T ) ⊆ K
•,•
and let
L
′•
T :=< [0, T, e] : supp e ⊇ T >, L
′′•
T :=< [0, T, e] : supp e ⊆ S\{i}, for some i ∈ T >
Through the map LS,T → Z, [0, T ] 7→ 1, we have a commutative diagram
L•T L
′•
T
⊕
L
′′•
Ty y y
C•
⊕
e∈2R
supp e⊇T
C•e
⊕ ⊕
i∈T, e∈2R
supp e⊆S\{i}
C•e
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where C• and C•e are given in Proposition 4.2. By this diagram, we identify L
•
T with
C•. By Proposition 4.2, we have
ker(H∗(GS ,Z)→ H∗(GS\{i},Z)) = H
∗(
⊕
e∈2R
i∈supp e
C•e).
Then by the proof of Proposition 5.3,
ker(d¯|Hq(L•
T
)) =
⋂
i∈T
ker(H∗(GS , LS,T )→ H
∗(GS , LS\{i},T\{i}))
=
⋂
i∈T
H∗(
⊕
e∈2R
i∈supp e
C•e) = H
∗(
⋂
i∈T
⊕
e∈2R
i∈supp e
C•e)
=H∗(
⊕
e∈2R
T⊆supp e
C•e) = H
∗(L
′•
T )
where the second and the last identities we use the isomorphisms given in the above
diagram. Hence we have
Ep,q2 (K
•,•) =
⊕
|T |=−p
ker(d¯|Hq(L•
T
)) =
⊕
|T |=−p
Hq(L
′•
T ).
On the other hand,
Q•,• =
⊕
T⊆S
L
′•
T .
Since d = 0 in Q•,•, the spectral sequence of Q•,• by the first filtration(i.e., by d)
degenerates at E1. We have
Ep,q1 (Q
•,•) = Ep,q2 (Q
•,•) =
⊕
|T |=−p
Hq(L
′•
T ).
Since the projective map from L•T to L
′•
T in the commutative diagram is nothing but
the restriction of the quotient map f at L•T , by the above analysis, we get an isomorphism
f2 : E
p,q
2 (K
•,•) −→ Ep,q2 (Q
•,•).
Thus the spectral sequence of K•,• and Q•,• are isomorphic at Er for r ≥ 2. In
our case, the first filtration is finite, thus strongly convergent, therefore f is a quasi-
isomorphism(see Cartan-Eilenberg [4], Page 322, Theorem 3.2).
The case I is similar. In this case,
Ep,q2 (K
•,•)(I) =
⊕
T∈I
|T |=−p
ker(d¯|Hq(L•
T
)) =
⊕
|T |=−p
Hq(L
′•
T ),
and
Q•,•(I) =
⊕
T∈I
L
′•
T .
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Now follow the same analysis as above.
For any subset T of S, set
H∗T (GS ,Z) :=
⋂
i∈T
ker(H∗(GS ,Z)→ H∗(GS\{i},Z))
we see that
H∗(L
′•
T )
∼= H∗T (GS ,Z)
by the identification of L•T and C
•. The following theorem is the main result in the
paper:
Theorem A (Unabridged Form). 1). The cohomology group H∗(GS , US) is given by
H∗(GS , US) =
⊕
T⊆S
H∗T (GS ,Z)[ |T | ] =
⊕
T⊆S
⊕
e∈2R
supp e⊇T
Ae[ |T | ].
where Ae[ |T | ] represents the cohomology group H
∗(C•e[ |T | ]).
2). The cohomology group H∗(GS , US(I)) is given by
H∗(GS , US(I)) =
⊕
T∈I
H∗T (GS ,Z)[ |T | ] =
⊕
T∈I
⊕
e∈2R
supp e⊇T
Ae[ |T | ].
Proof. We only prove 1). The proof of 2) follows the same route. By Proposition 5.1
and Proposition 5.4, we know that
H∗(GS , US) = H
∗
total(K
•) = H∗total(Q
•).
Now
Hntotal(Q
•) =
⊕
T⊆S
Hn+|T |(L
′•
T ).
Part 1) follows immediately.
Remark. We can see that Part 1) is actually a special case of Part 2) when the order
ideal I is 2S .
In the case Z/MZ, we have
Theorem 5.5. There exists a family
{cT,e ∈ H
∗(GS , US/MUS) : T ⊆ S, e ∈ R, supp e ⊇ T}
with the following properties:
1). For each n ∈ Z≥0, the subfamily
{cT,e : T ⊆ S, e ∈ R, supp e ⊇ T,deg e = n+ |T |}
is a Z/MZ-basis for Hn(GS , US/MUS).
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2). For any order ideal I of S, let US(I) =
∑
T∈IUT . By the inclusion US(I) →֒ US,
H∗(GS , US(I)/MUS(I)) can be considered as a submodule of H
∗(GS , US/MS). Further-
more, the subfamily
{cT,e : T ∈ I, e ∈ R, supp e ⊇ T}
is a Z/MZ basis for H∗(GS , US(I)/MUS(I)).
3). One has cup product structure
[e′] ∪ cT,e = (−1)
ω(e′,e)
∏
i∈S
eie′i≡1(2)
(
ℓi − 1
2
)
cT,e+e′
for all e, e′ ∈ R and T ⊆ supp e.
Proof. 1). By Proposition 5.4, we have induced quasi-isomorphism:
f ⊗ 1 : K•,•M −→ Q
•,•
M
Now since the induced differentials of d and δ in Q•,•M are 0. Consider the cocycle [0, T, e]
in Q•,•M , there exists a cocycle CT,e(unique modulo boundary) which is the lifting of
[0, T, e] by the quotient map f ⊗ 1. Hence u(CT,e)⊗ 1 is a cocycle in the complex U
•
M .
Let cT,e denote the cohomology element in H
∗(GS , US/MUS) represented by the cocycle
u(CT,e) ⊗ 1. Then {cT,e : supp e ⊇ T} is a canonical Z/MZ-basis for the cohomology
group H∗(GS , US/MUS). This finishes the proof of 1).
2). Similar to 1), just consider the map f ⊗ 1 : K•,•M (I)→ Q
•,•
M (I).
3). For the cup product, there is natural homomorphism
Z/MZ⊗ US/MUS −→ US/MUS ,
thereforeH∗(GS , US/MUS)(and alsoH
∗(GS , US(I)/MUS(I)) has a naturalH
∗(GS ,Z/MZ)-
module structure. By the theory of spectral sequences(see, for example Brown [3], Chap.
7, §5), we have the cochain cup product
C•M ⊗K
•,•
M −→ K
•,•
M .
By using the diagonal map ΦS defined in §3, it is easy to check that:
C•M ⊗ S
•,•
M ⊆ S
•,•
M ,
hence we can pass the cup product structure to the quotient and have
C•M ⊗Q
•,•
M −→ Q
•,•
M .
Now 3) follows immediately from the explicit expression of ΦS. This concludes the
proof.
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6. Explicit basis of H0(GS , US/MUS)
In §5, we obtain a canonical basis {cT,e : supp ⊇ T} for the cohomology group
H∗(GS , US/MUS). However, little is known yet for the explicit expression of the co-
cycle cT,e in the complex HomGS (P•, US/MUS), which makes it necessary to study how
to lift the cocycle [0, T, e] in Q•,•M to the cocycle CT,e in K
•,•
M . Unfortunately, we are un-
able to get a complete answer for this problem in this paper. We obtain partial solution
in the 0-cocycles case, however, which is enough for us to prove Theorem B.
6.1. The triple complex structure of K. Recall in §3, L has a double complex
structure, therefore we can make K as a triple complex. Set
Kp1,p2,q := HomGS(P•, L
p1,p2) =< [a, T, e] : [a, T ] ∈ Lp1,p2 ,deg e = q >
and the differentials (d1, d2, δ) given by
d1[a, T, e] = −
∑
i∈T
ω(i, T )Ni[Fr
−1
i a+
1
ℓi
, T\{i}, e]
d2[a, T, e] =
∑
i∈T
ω(i, T )(1 − Fr−1i )[a, T\{i}, e]
and δ as given in the double complex K•,•. In this setup, we see that K(I) becomes a
triple subcomplex of K, moreover
K(n) =
⊕
p2≥s−n
Kp1,p2,q.
Correspondingly, we define triple complex structures on KM , KM (I) and KM (n). This
triple complex structure enables us to construct different double complex structures in
K andKM . By studying those double complexes, we can gather more information about
K. This method will be illustrated on next subsection.
6.2. The double complex (K•,p2,•M , d1, δ). For fixed p2, let
K
•,p2,•
M =
⊕
p1,q
Kp1,p2,qM ,
with differentials d1 and δ, then we get a double complex (K
•,p2,•
M ; d1, δ). Similarly, we
can get the double complex (K•,•M ; d1+ δ, d2) whose (p1+ q, p2)-component is
⊕
Kp1,p2,qM .
As before, for any I, we have double complexes K•,p2,•M (I) and
⊕
Kp1,p2,qM (I) which are
subcomplexes of K•,p2,•M and
⊕
Kp1,p2,qM respectively. First we have
Proposition 6.1. 1). H∗total(K
•,p2,•
M ; d1, δ) is a free Z/MZ-module generated by cocycles
C ′T,e with leading term [0, T, e] and the remainder with q-degree less than deg e over all
pairs (T, e) satisfying |T | = s− p2 and supp e ⊇ T .
2). Moreover, H∗total(K
•,p2,•
M (I); d1, δ) is a free Z/MZ-module generated by cocycles
C ′T,e with leading term [0, T, e] and the remainder with q-degree less than deg e over all
pairs (T, e) satisfying T ∈ I, |T | = s− p2 and supp e ⊇ T .
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Proof. We only prove (1). The proof of (2) is similar. First look the spectral sequence
of K•,p2,•M with the second filtration(i.e., the filtration given by q), then
Ep1,q1 (K
•,p2,•
M ) = H
q(GS , L
p1,p2).
Next for the differential d1 induced on E1, with the same analysis as in computing the
E2 terms of (K; d, δ)(see §4, Proposition 5.3), we have
Ep1,q2 (K
•,p2,•
M ) =


⊕
|T |=s−p2
⊕
e: deg e=q
supp e⊇T
Z/MZ, if p1 = −s;
0, if p1 6= −s.
Furthermore, let (Q•,p2,•M ; 0, 0) be the double complex generated by all symbols [0, T, e]
satisfying |T | = s − p2 and supp e ⊇ T , which can be considered as a quotient complex
of K•,p2,•M . Similar to the proof of Theorem A, the quotient map induces an isomorphism
between the cohomology groups of each other. Now let C ′T,e be the canonical lifting of
the cocycle [0, T, e] in Q•,p2,•M , then C
′
T,e is a cocycle in K
•,p2,•
M with the leading term
[0, T, e] and the remainder contained in the direct sum of Kp
′
1,p2,q
′
where q′ < deg e and
p′1 + q
′ = deg e− s.
Proposition 6.2. The spectral sequence of the double complex (K•,•M ; d1 + δ, d2) with
the first filtration, degenerates at E1. The spectral sequence of the double complex
(K•,•M (I); d1 + δ, d2) with the first filtration, degenerates at E1.
Proof. We only prove the first part. The E1-terms of the spectral sequence are
Ep1+q,p21 (K
•,•
M ) = H
p1+q
total (K
•,p2,•
M ; d1, δ).
Note that |Ep,q1 | ≥ |E
p,q
2 | ≥ · · · ≥ |E
p,q
∞ | in general for any spectral sequence, then
|
⊕
p1+p2+q=n
Hp1+qtotal (K
•,p2,•
M ; d1, δ)| ≥ |H
n
total(K
•,•
M , d+ δ)|.
By Theorem A and Proposition 6.1, the left hand side and the right hand side of the
above inequality have the same number of elements. hence the inequality is actually
an identity. Therefore, the spectral sequence of K•,•M with filtration given by p1 + q
degenerates at E1.
The advantage of studying the triple complex structure of the complex KM is that we
can obtain the (−p2)-cocycles of K
•,p2,•
M rather quickly. Recall that
(1− σi)Di = Ni (mod M).
Now for the (−p2)-cocycles C
′
T,e, the pair (T, e) must satisfy deg e = |T | and therefore
e = eT :=
∑
i∈T
ǫi. In this case, for any i ∈ T , we always have
ω(i, T ) = (−1)ω(eT )i = (−1)ω(eT\{i})i .
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First
δ[0, T, e] = 0, d1[0, T, eT ] = −
∑
i∈T
ω(i, T )Ni[
rT\{i}
ℓi
, T\{i}, eT ],
then
δ(
∑
i∈T
Di[
rT\{i}
ℓi
, T\{i}, eT \{i}]) = (−1)
|T |d1[0, T, eT ],
Continue this procedure, we have
C ′T,eT =
∑
T ′⊆T
(−1)|T
′|(2|T |−|T ′|−1)/2DT ′ [
∑
i∈T ′
rT\T ′
ℓi
, T\T ′, eT\T ′ ].
Apparently, we see that if T ∈ I, then the cocycles C ′T,eT are all contained in the
subcomplex K•,p2,•M (I). Combining the above results, we have
Proposition 6.3. 1). The canonical basis {C ′T,eT : |T | = s − p2} of H
(−p2)(K•,p2,•M ) is
given by
C ′T,eT =
∑
T ′⊆T
(−1)|T
′|(2|T |−|T ′|−1)/2DT ′ [
∑
i∈T ′
rT\T ′
ℓi
, T\T ′, eT\T ′ ].
2). If we restrict our attention in the subcomplex K•,p2,•M (I), then H
(−p2)(K•,p2,•M (I))
has a canonical basis {C ′T,eT : |T | = s− p2, T ∈ I}.
6.3. Proof of Theorem B. First we claim that
DT [
∑
i∈T
1
ℓi
] ∈ H0(GS , US/MUS) = (US/MUS)
GS .
We prove it by induction on |T |. For T = {j}, it is easy to see that (1 − σi)Dj [
1
ℓj
] = 0
for all i ∈ S. Now in general, for any j ∈ T ,
(1− σj)DT [
∑
i∈T
1
ℓi
] = (Frj − 1)DT\{j}[
∑
i∈T\{j}
1
ℓi
]
which is 0 by induction, for j /∈ T , it is obviously 0. Hence the claim holds.
Now we consider the double complex (K•,•M , d1 + δ, d2). By Proposition 6.2, we know
that (K•,•M , d1 + δ, d2) degenerates at E1 for the first filtration. By Proposition 6.3,
E−p2,p21 (K
•,•
M ) is generated by {C
′
T,eT
: |T | = s−p2}. We plan to lift C
′
T,eT
to a 0-cocycle
in K•,•M , which is guaranteed by the degeneration at E1. Moreover, we can study the
lifting C ′T,eT in K
•,•
M (T ). Therefore there exists a cocycle C˜T,eT in K
•,•
M (T ) with the
leading term C ′T,eT and the remainder contained in the direct product of K
p′1,p
′
2,q
′
M (T )
where p′1 + p
′
2 + q
′ = 0 and p′2 > p2. Hence the image u(C˜T,eT ) is exactly of the form
±DT [
∑
i∈T
1
ℓi
] +Re(T ),
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the remainder Re(T ) =
∑
na[a] where ord(a) is a proper factor of rT . Both u(C˜T,eT )
and DT [
∑
i∈T
1
ℓi
] are 0-cocycles of US/MUS , so is Re(T ).
In order to prove Theorem B, it is sufficient to prove
(∗) : Re(T ) = linear combination of DT ′ [
∑
i∈T ′
1
ℓi
]
for T ′ proper subsets of T . We show (∗) by induction to |T |. If |T | = 1, this is trivial. Now
in general, without loss of generality, we suppose that T = S and for any T ′ ( S, Re(T ′)
is a linear combination of DT ′′ [
∑
i∈T ′′
1
ℓi
] for T ′′ $ T ′. Then u(C˜T ′,e′
T
) for any T ′ ( S} is
a linear combination of DT ′′ [
∑
i∈T ′′
1
ℓi
] with T ′′ ⊆ T . By Proposition 5.1, Proposition 6.2
and Theorem A, H0(GS , US(s − 1)/MUS(s − 1)) is generated by {u(C˜T ′,e′
T
) : T ′ ( S}
and hence by DT ′ [
∑
i∈T ′
1
ℓi
]. But obviously Re(S) ∈ US(s − 1)/MUS(s − 1), so (∗) holds
for Re(s). Theorem B is proved.
Remark. One natural question to ask is if the bases of H0(GS , US/MUS) obtained in
Theorem 5.5 and in Theorem B are the same. Unfortunately, they are not the same even
in the case |S| = 3. Right now, we don’t know too much about the explicit expression
of the cocycles cT,e. A deep understanding of those cocycles should tell us more about
the arithmetic of the cyclotomic fields.
Appendix A. A resolution of the universal ordinary distribution
Greg W. Anderson
gwanders@math.umn.edu
A.1. Basic definitions.
A.1.1. The universal ordinary distribution. Let A be a free abelian group equipped with
a basis {[x]} indexed by x ∈ Q ∩ [0, 1). For all x ∈ Q put [x] := [〈x〉], where 〈x〉 is the
unique rational number in the interval [0, 1) congruent to x modulo 1. The universal
ordinary distribution U is defined to be the quotient of A by the subgroup generated by
all elements of the form
[x]−
f∑
i=1
[
x+ i
f
]
(f ∈ Z>0, x ∈ Q) .
A.1.2. The universal ordinary distribution of level f . Fix a positive integer f . Let A(f)
be the subgroup of A generated by the set
{
[x]
∣∣∣x ∈ 1fZ}. The universal ordinary dis-
tribution U(f) of level f is defined to be the quotient of A(f) by the subgroup generated
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by all elements of the form
[x]−
g∑
i=1
[
x+ i
g
] (
g ∈ Z>0, g | f, x ∈
g
f
Z
)
.
The inclusions A(f) ⊂ A induce a natural isomorphism lim→U(f)
∼
→U .
A.1.3. The ring Λ and its action on A. Let Λ be the polynomial ring over Z generated
by a family {Xp} of independent variables indexed by primes p, and for each positive
integer f , put
Xf :=
∏
Xeipi ∈ Λ, Yf :=
∏
(1−Xpi)
ei ∈ Λ
where f =
∏
i p
ei
i is the prime factorization of f . Each of the families {Xf} and {Yf} is
a basis for Λ as a free abelian group. We equip A with Λ-module structure by the rule
Xp[x] =
p∑
i=1
[
x+ i
p
]
for all primes p and x ∈ Q. One has
U = A/
(∑
p
YpA
)
.
This last observation is the motivation for all the results to follow.
A.2. The structure of A as a Λ-module.
A.2.1. Partial fraction expansions. Each x ∈ Q has a unique partial fraction expansion
x = x0 +
∑
p
∑
i
xpi
pi
where p ranges over primes, i ranges over positive integers, x0 ∈ Z, xpi ∈ Z ∩ [0, p), and
all but finitely many of the coefficients xpi vanish. For each nonnegative integer n, put
Rn :=
{
x ∈ Q
∣∣∣∣ There exist at most n primesp such that xp1 = p− 1.
}
∩ [0, 1)
and let An be the subgroup of A generated by {[x] | x ∈ Rn}.
Theorem 1. The following hold:
1. For all positive integers f and n, one has
An ∩A(f) ⊆ An−1 ∩A(f) +
∑
p|f
An ∩A(f/p),
where the sum is extended over primes p dividing f .
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2. For each positive integer f , the family {Xg[x]} indexed by the set{
(g, x) ∈ Z>0 × R0
∣∣∣∣g | f, x ∈ gf Z
}
is a basis for A(f).
3. For each positive integer f , the family {Yg[x]} indexed by the set{
(g, x) ∈ Z>0 × R0
∣∣∣∣g | f, x ∈ gf Z
}
is a basis for A(f).
4. The family {Xf [x]} indexed by pairs (f, x) ∈ Z>0 ×R0 is a basis for A.
5. The family {Yf [x]} indexed by pairs (f, x) ∈ Z>0 × R0 is a basis for A.
6. The free abelian group A is free as a Λ-module, and the family {[x]} indexed by
x ∈ R0 is a Λ-basis for A.
Proof. 1. For each x ∈ 1fZ∩ (Rn \Rn−1), there exists some prime p dividing f such that
xp1 = p− 1, and one has
[x] = −
(
p−1∑
i=1
[
x+
i
p
])
+Xp[px],
whence the result.
2. The family {Xg[x]} generates A(f) by what we have already proved. The family
{Xg[x]} is of cardinality
∑
g|f
∣∣∣∣R0 ∩ gf Z
∣∣∣∣ =∑
g|f
∣∣(Z/(f/g)Z)×∣∣ =∑
g|f
∣∣(Z/gZ)×∣∣ = f.
Therefore the family {Xg[x]} is a basis for A(f).
3-6. These assertions follow trivially from what we have already proved.
Corollary 1. The following hold:
1. For each f ∈ Z>0, the group U(f) is free abelian and the family {[x]} indexed by
x ∈ 1fZ ∩ R0 gives rise to a basis for U(f).
2. The group U is free abelian and the family {[x]} indexed by x ∈ R0 gives rise to a
basis for U .
3. The natural map U(f)→ U is a split monomorphism.
Proof. Clear.
A.3. Construction of resolutions.
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A.3.1. The complex (L, d). Let L be a free abelian group equipped with a basis {[x, g]}
indexed by pairs (x, g) with x ∈ Q ∩ [0, 1) and g a squarefree positive integer. For all
x ∈ Q and squarefree integers g, put [x, g] := [〈x〉, g]. For all x ∈ Q and increasing
sequences p1 < · · · < pm of primes, we declare the symbol [x, p1 · · · pm] to be of degree
−m and we set
d[x, p1 · · · pm]
:=
m∑
i=1
(−1)i−1

[x, p1 · · · pi−1pi+1 · · · pm]− pi∑
j=1
[
x+ j
pi
, p1 · · · pi−1pi+1 · · · pm
] ,
thereby equipping the group L with a grading and a differential d of degree 1. The map
[x, 1] 7→ [x] induces an isomorphism H0(L, d)
∼
→U .
A.3.2. The subcomplexes (L(f), d). Fix a positive integer f . We define L(f) to be the
graded subgroup spanned by the symbols of the form [x, g] where g divides f and x ∈
g
fZ. It is clear that L(f) is d-stable. The map [x, 1] 7→ [x] induces an isomorphism
H0(L(f), d)
∼
→U(f).
A.3.3. The noncommutative ring Λ˜. Let Λ˜ be the exterior algebra over Λ generated by a
family of symbols {Ξp} indexed by primes p. For each increasing sequence p1 < · · · < pm
of prime numbers, put
Ξp1···pm := Ξp1 ∧ · · · ∧ Ξpm ∈ Λ˜,
and declare Ξp1···pm to be of degree −m, thereby defining a Λ-basis {Ξh} for Λ˜ indexed
by squarefree positive integers h and equipping Λ˜ with a Λ-linear grading. Let d be the
unique Λ-linear derivation of Λ˜ of degree 1 such that
dΞp = Yp
for all primes p. One then has
dΞp1···pm =
m∑
i=1
(−1)i−1YpiΞp1···pi−1pi+1···pm
for all increasing sequences p1 < · · · < pm of prime numbers.
A.3.4. The subcomplexes (Λ˜(f), d). Fix a positive integer f . The graded subgroup Λ˜(f)
generated by all elements of the form YgΞh where gh divides f is d-stable. It is not diffi-
cult to verify that the complex (Λ˜(f), d) is acyclic in nonzero degree, and thatH0(Λ˜(f), d)
is a free abelian group of rank 1 generated by the symbol Ξ1 = 1.
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A.3.5. The action of Λ˜ on L. We equip L with graded left Λ˜-module structure by the
rules
Ξp[x, p1 · · · pm] =
{
(−1)|{i|pi<p}|[x, pp1 · · · pm] if p 6∈ {p1, . . . , pm}
0 if p ∈ {p1, . . . , pm}
and
Xp[x, p1 · · · pm] =
p∑
i=1
[
x+ i
p
, p1 · · · pm
]
for all primes p and increasing sequences p1 < · · · < pm of primes. By a straightforward
calculation that we omit, one can verify that
d(ξη) = (dξ)η + (−1)deg ξξ(dη)
for all homogeneous ξ ∈ Λ˜ and η ∈ L.
Theorem 2. The following hold:
1. For each positive integer f , the complex (L(f), d) is acyclic in nonzero degree.
2. The complex (L, d) is acyclic in nonzero degree.
Proof. We have only to prove the first statement. By Theorem 1 and a straightforward
calculation that we omit, one has
L(f) =
⊕
(x,g)
Λ˜(g)[x, 1]
where the direct sum is indexed by pairs (x, g) with x ∈ 1fZ ∩ R0 and g is the largest
positive integer such that x ∈ gfZ. Each of the subcomplexes (Λ˜(g)[x, 1], d) is an isomor-
phic copy of (Λ˜(g), d), and the latter we have already observed to be acyclic in nonzero
degree.
A.3.6. Note on references. The construction of (L(f), d) presented here is cobbled to-
gether from ideas presented in the author’s papers [1] and [2], along with simplifications
suggested by many conversations with Pinaki Das and Yi Ouyang on these topics.
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