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The efficiency of thermal energy systems can usually be improved by 
providing for thermal storage of hot and cold water. For example, in 
solar space heating systems the energy stored during the day can make 
solar energy available at night for heating. For large air conditioning 
systems, utility costs may be reduced by operating the equipment at 
night during low off-peak electricity rates, and using this chilled 
water that was stored during the night to meet the load demand the next 
day. With the rising utility costs, the promise of dollar savings with 
storage is encouraging. Yet achei ving these savings requires 
investigating the capability of obtaining a storage device to keep the 
hot and cold fluids from blending. 
The design of the device used to store thermal energy is 
important. The energy placed into this device should be extractable 
when needed. The simplest model of such a device is the single well-
mixed storage tank. This model does not separate the hot and cold 
fluids in the tank; therefore, this design recovers only a small portion 
of this energy. 
Another approach is the use of multiple storage tanks. This model 
can improve on the recoverable energy extracted from the system, yet it 
doubles the tank capacity and requires the cost and complexity of 
several tanks and many connections. 
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A third approach is to use a single tank which uses stratification 
to separate the hot and cold fluids. Here the hot water with the low 
density is floated directly on top of the cool water with the higher 
density, resulting in the advantages of the two tank system, but with a 
single tank. The inlet fluid must be placed within the tank with 
minimal disturbance with the existing fluid in the tank. The success of 
this scheme depends upon the design of the inlet; one design of an inlet 
has been demonstrated in Reference [6]. 
Some analytical models for a single storage tank are present in the 
literature, see References [5] and [6]. These models did not accurately 
predict the temperature profiles inside a single storage tank for the 
dynamic case of flow through the tank. They both underestimated the 
mixing occurring inside the tank. They also did not consider the inlet 
geometry as a function of the mixing occurring inside the tank. 
Therefore, the general objective of this work is to develop an 
analytical model which predicts the turbulent mixing occurring inside 
the tank, and also study the effect of the inlet design on the turbulent 
mixing. Using this analytical model, a computer program can be 
developed which will predict the temperature profile in the storage tank 
as a function of time, if the history of inlet flow and temperatures is 
provided. These profiles will predict the water temperature at the tank 
outlet. Such a program is not only a testable end product and an 
enhancement of our stratification simulation capability, but it is also 
a useful input into a total system simulation project. 
3 
1 • 1 Objectives 
The objectives of this study are as follows: 
(1) Determine an analytical model which will correctly predict the 
change in storage status due to mixing for various through flow 
situations. 
(2) Develop a computer program to simulate the temperature 
profiles in the tank. 
(3) Examine the significant physical parameters of the tank and 
its inlet configuraion. 
(4) Obtain a functional relationship for the mixing inside the 
tank, represented by an eddy conductivity factor, in terms of the 
pertinent dimensionless numbers (i.e. Reynolds number, Richardson 
number) and the inlet configuration. 
1.2 Method Of Approach 
The problem analysis included the following phases: 
(1) Perform a literature survey in order to analyze the pertinent 
models and experimental data for thermal stratified storage (see Chapter 
II). 
(2) Develop the analytical tools necessary for this model (see 
Chapter III). 
(3) Develop the numerical model (computer program) from the 
analytical model (see Chapter III). 
(4) Simulate the available experimental data in the literature 
(see Chapter IV). 
(5) Build an experimental setup to obtain data and simulate this 
data (see Chapter V). 
4 
( 6) Determine the general form of the eddy conductivity factor as 




This chapter reviews only the papers pertinent to this work. The 
analytical models and the available experimental data are discussed for 
each paper. A listing of other papers, both directly and indirectly 
related to stratified thermal storage, is presented in Appendix A. 
2.1 Pertinent Papers 
(1) Sha and Lin [1] have developed a three-dimensional, transient, 
single-fluid, single-phase mathematical model. In this model, the 
conservation of energy, mass, and momentum are solved using finite 
difference implicit techniques. The model is designated as COMMIX-SA 
(COMponent MIXing-Solar Application). The predictions of this model 
were in good agreement with the experiments in Reference [1]. Yet, this 
model is too complex and computationally intensive to be used as part of 
a total energy simulation package. This paper did not supply enough 
information on the tank dimensions and flow properties in order to 
compare our computer model with their model. 
(2) Lavan and Thompson [2] did a detailed experimental study of 
stratified hot water storage tanks and developed an empirical model of 
tank efficiency as a function of Reynolds number, Grashof number, and 
height-to-diameter ratio. They systematically studied the effects of 
geometric and dynamic parameters on thermal stratification. Their 
5 
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results indicate that stratification improves with increasing LID, 
increasing temperature difference between initial temperature and inlet 
temperature, and increasing the inlet and outlet port diameters; while 
stratification decreases with increasing flow rates. Their data show 
that efficiency levels off for L/D ratios greater than 3 or 4. Their 
study also reveals that stratification is best maintained for tanks with 
walls made of plastic, concrete, or other materials of low 
conductivity. All of their experimental results were given in terms of 
extraction efficiency and parameters discussed above. No temperature 
profiles inside the tank as a function of time were presented. Thus no 
simulation runs were executed for the computer model in our work. 
(3) Sliwinski [3] attempted to identify a set of dimensionless 
parameters to predict the degree of stratification during the thermal 
charging of storage tanks. His results show that the position and 
sharpness of the thermocline were a function of the Richardson and 
Peclet numbers. A critical value of Richardson number around 0.25 was 
observed below which stratification does not occur. His paper did not 
present sufficient information on temperature profiles and flow rate so 
that a simulation of his experimental data could be performed. 
(4) The paper by Cabelli [4] includes a one-dimensional, 
transient, semiinfinite, conduction model for adiabatic walls. 
Geometric configurations include both horizontal and vertical entry into 
the tank. The effect of the entrance Reynolds number and contribution 
of buoyancy in promoting stratification were examined. This paper did 
not present any experimental data. 
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( 5) Han et al. [5] made comparative studies on the thermal 
performance of three one-dimensional models; a mixed model, a stratified 
model, and a viscous entrainment model. The Fully Mixed Storage Tank 
(FMST) model did not allow for temperature stratification inside the 
tank and therefore, the thermal performance was usually understated. To 
account for the thermal stratification effects, a Fully Stratified 
Storage Tank (FSST) model was developed. The FSST model divides the 
storage tank into N-segments of equal volume and considers an energy 
balance in each segment. This model tends to understate the thermal 
stratification by diffusing the temperature profiles. It also tends to 
overstate the temperature stratification when turbulent mixing occurs at 
the inlet. To overcome the discrepancies encountered by the FSST model, 
a Viscous Entrainment Storage Tank (VEST) model was developed. The VEST 
model incorporated the viscous entrainment effects and turbulent mixing 
occurring at the inlet. This model utilizes the equations of mass and 
energy balance at each section of the tank along with the equation of 
the rate of viscous entrainment. A finite difference method was used to 
solve these equations. The VEST model was an improvement over the FSST 
model, but it still did not accurately predict the experimental data 
presented in the paper as shown in Figure 1. Insufficient information 
on the tank and flow properties of their experiment for input into the 
computer model did not allow for simulation of their data and a 
comparison of their models. 
(6) Sharp et al. [6] present a new stratification enhancement 
device which consists of a porous manifold inlet. This inlet was 
designed to accommodate a variable inlet temperature while maintaining 
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Figure 1. Comparison of the Storage Tank Temperature 
Profiles During the Load Time, Taken from 
Reference [5] (--- : Experiment, --- : Fully 




enter at the elevation corresponding to its temperature. Testing of 
this inlet does show that stratification was preserved for the variable 
inlet temperature. Yet, results show that better stratification was 
obtained when the inlet temperature was constant and beyond the extreme 
temperatures inside the tank. A one-dimensional, explicit, numerical, 
finite-difference model has been presented. This model divides the tank 
into N isothermal constant volume segments. An energy balance for each 
segment was performed consisting of convective energy, conductive 
energy, and energy loss to the environment. The tank contains two flow 
loops; a collector loop which charges the tank with hot water collected 
from the solar panels, and a load loop which extracts the energy for 
heating purposes. Both loops can operate simultaneously or individually 
with different flow rates in each loop. This model predicted a 
temperature profile that was diffused more than the experimental data 
presented in the paper as shown in Figure 2. The experimental data 
presented in Reference [6] are depicted in terms of temperature versus 
tank height at a specific time for the porous inlet. Their paper 
contains sufficient information so that the present model can be 
compared with their model. 
(7) Adoly [7] presented a model based entirely on conduction. 
This model produced adequate results for the static (no flow situation) 
stratified case. When comparing this model for the dynamic stratified 
case which involved mixing and convection, the model was in error. This 
paper presents several types of experimental data for both static and 
dynamic stratified cases. In each case, both insulated and uninsulated 
experimental data were obtained for a variety of flow rates. The 
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Figure 2. Prototype Manifold, Charging 6 gpm, Taken from Reference [6] (--- : Experiment, 




drilled holes for a total opening area of 0.078 square feet per 
baffle. The percent of recoverable energy and the thermocline thickness 
were evaluated for each set of data. As the flow rate increased, the 
percent of recoverable energy decreased, and the thermocline thickness 
increased. The experimental data presented in this paper contain the 
information needed for input into our computer model. The data 
consisted of outlet temperature versus time. All the data obtained were 
for the tank and inlet design described above. 
(8) Cole and Bellinger [8] describe how solar system tanks fail to 
stratify, and suggest a new solar system control strategy that allows 
for better stratification. Failure to stratify was explained in terms 
of the critical Richardson number, which they reported as being below 
0.25. They developed a one-dimensional analytical model which was based 
on the following assumptions: 1) the solution is a function of 
elevation and time only, 2) plug flow exists, 3) constant flow 
rate, 4) constant cross-sectional areas of both the tank and tank 
wall 5) a step change of inlet temperature such that cold water enters 
the bottom of the tank and hot water enters the top of the tank, 6) 
heat transfer between the tank wall and the water, and 7) negligible 
thermal losses from the tank. The empirical constants in their 
analytical model are determined by using a least squares fit of their 
experimental data, and correlating the constants with the Fourier and 
Richardson numbers. The effect of mixing at the inlet can be accounted 
for by including an empirical constant in the analytical model. They 
define a stratification index by which the performance of tanks 
containing various inlet configurations can be compared, where a 
perfectly stratified tank has an index of 1. They present experimental 
12 





Side inlet and outlet, 
Single horizontal 
2) Dip tube, 3) Dual concentric 
baffle, and 5) Dual radial-flow 
diffusers. The three best designs were side inlet and outlet, single 
horizontal baffle, and the dual radial-flow diffusers. They performed 
tests on each design while keeping the flow rate and temperature 
difference constant as shown in Figure 3. Thus the functional 
relationship of eddy conductance with different inlet configurations may 
be examined. Their experimental data contained sufficient information 
to compare against a simulation. 
(9) Chaney et al. [9] studied the thermocline development through 
a cubical enclosure with both strongly-conducting and weakly-conducting 
walls. Flow visualization revealed that a buoyant force occurred for 
both cases. During the charging period (i.e. hot inlet water) of an 
energy storage cycle, an upward-directed buoyant force on the fluid next 
to the wall was established in the colder region of the tank for the 
strongly-conducting case. This was in contrast to the weakly-conducting 
walls wherein a downward-directed force on the near-wall fluid occurred 
through out the entire region of the tank. The motions induced by these 
forces were relatively weak compared to the main flow. The 
accummulative influence of buoyant forces was most noticeable for 
inflows with small Peclet number and stongly-conducting walls. An 
analytical model of the transient, one-dimensional, energy conservation 
equation was developed and predicted results similar to the experimental 
data presented in the paper. The inlet of the rectangular test tank 
consisted of a 2 inch PVC diffuser pipe projected into the sidewalls of 
the tank with twenty 1/4 inch holes. Dimensionless plots of temperature 
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and height were presented along with a Reynolds number and Peclet 
number. Sufficient information could be obtained from the dimensionless 
plots and numbers so that a simulation could be performed. This paper 
was found when the completion of our work was at hand, therefore 
simulation of this data was not performed at this time. 
From this review of the pertinent literature, it can be concluded 
that the analytical models underpredict the amount of mixing occurring 
inside the tank. Thus there is a need to develop an analytical model 
that incorporates the mixing occurring inside the tank. 
CHAPTER III 
TANK MODEL 
This chapter covers the development of the analytical one-
dimensional model. The assumptions on which the model is based are 
presented. The governing differential energy equation for the physical 
model contains both the conduction and convection tenns. Two special 
cases are examined; namely the conduction-only case and the convection-
only case. Both cases are analyzed independently since the results for 
each case are readily known. The buffer tank concept is introduced to 
eliminate the artificial viscosity in the convection-only case in order 
to allow for variable flow rates. The algorithms developed in both 
cases are combined in a logical fashion to simulate the total effect. 
The necessary boundary conditions for the computer program and the 
stability requirements for the convection-only case are also presented. 
3.1 Physical Model 
The storage geometry modeled is a vertical cylindrical tank. The 
assumptions on which the model is based are as follows: 
( 1) One-dimensional fluid flow and heat conduction, which means 
that the thermocline is axisymmetric and independent of the radial 
distance. Agreement of this assumption with experiments is 
acknowledgeed by the authors in [6]. 
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(2) Small losses due to conduction through the walls of the tank, 
achieved by insulating the tank. This assumption predicts that the 
changes of the thermocline are dominated by conduction and convection of 
the fluid instead of conduction through,the walls. This is in agreement 
with authors of [7] if the tank is insulated to obtain maximum 
efficiency. 
(3) The walls of the tank are not overly massive, reducing the 
tendency of the tank to retain heat within the walls, and minimizing 
conduction of heat down the walls of the tank. This is in agreement 
with [7]. 
(4) The inlet temperature of the flow is beyond the extremes of 
the temperatures within the tank. That is, the temperature of fluid 
flowing in the top of the tank must be at least as hot as the 
temperature of fluid at the top of the tank, and the converse must be 
true for the cold temperature at the bottom inlet. 
The equation governing the stratified thermal model for conduction 
and convection is the energy equation: 
where D/Dt is the substantial derivative. Now applying this to one-
dimensional flow in the x-direction which is assumed to be positive 
upward, Equation (3.1) reduces to: 
aT 
- + at (3. 2) 
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Equation (3.2) can be split into two special cases; namely the 
conduction case (involving only mixing with no flow) and the convection 
case (involving only flow with no mixing). Numerical procedures will be 
applied to Equation (3.2) concerning the two special cases in order to 
verify the simulated results, since the theoretical results for the two 
cases are known as shown in Figures 4 and 5 for the conduction and 
convection cases respectively. 
3.2 Conduction-Only Model 
This special case of only conduction depleting the thermocline 
occurs when the velocity terms in the governing equation are zero. Thus 
Equation (3.2) reduces to the following form. 
aT 
at = (3.3) 
The numerical approximation of the derivatives in Equation (3.3) is 
obtained from the fully implicit finite-difference method (see Reference 
[10]). By expanding the left hand side (the time derivative) using the 
first order forward finite-difference formula and expanding the right 
hand side (the second derivative of temperature) using the second order 
central finite-difference formula, Equation (3.3) is transferred into 
the numerical equation shown in Equation (3.4) where the superscript 
(prime) represents the temperature at the new time step and the 
subscripts n, p, and s represent the temperature north or above slab p, 
the temperature in slab p, and the temperature south or below slab p. 
T' - T T' - 2T' + T' 
p P = a 
f1t 











Figure 4. Temperature Profile in the Tank for the 
Theoretical Conduction-Only Case as Time 
Increases 
HOT 






Figure 5. Temperature Profile in the Tank for the 




Define Fo = a~t/~x2 (the "finite-difference" Fourier number) and AMIX = 
(EDDY) (Fo) (nondimenional mixing parameter), where EDDY is the 
nondimensional eddy conductivity factor. Let EDDY= (a + e)/a where e 
depends on mixing and is similar to an eddy conduct! vi ty. Laminar 
mixing contains the following properties: e O, EDDY = 1, and AMIX = 
Fo. Solve Equation (3.4) for the unknown temperatures on the left and 
the remaining known temperature on the right to obtain the tridiagonal 
form. The tridiagonal matrix algorithm will be used to solve Equation 
(3.4) for the three unknown temperatures at the new time step. Equation 
(3. 5) sufficiently predicted the form of the theoretical curves in 
Figure 4 for any value of AMIX. 
b T' + d T' + aT' = c s p n (3.5) 
where 
b -AMIX 
d = 1 + 2AMIX 
a = -AMIX 
3.3 Convection-Only Model 
The convection model, also known as the flow-only model, involves 
water flowing through the tank with no mixing of temperatures between 
the water initially in the tank and the incoming water. Thus we obtain 
perfect stratification in the tank and recover 100 percent of the energy 
put into the tank. The simplified equation for this situation for the 
one-dimensional case with the conduction term equal to zero is as 
follows: 
aT 





To obtain the numerical equation, the upwind differencing technique was 
used in order to compensate for the directional change of water when 
flowing either into the top or bottom of the tank (see Reference 
[10]). Figure 6 depicts the notation used for the tank. Solving for 
the temperature at the new time level and defining FLOW = V~t/~x (also 
known as the Courant number in Reference [10]) where V is the velocity 
magnitude, we obtain Equation (3.7) for water flowing into the top of 




(FLOW) T + (1 - FLOW) T 
n P (3.7) 
T' = (FLOW) T + (1 - FLOW) T 
p s p (3. 8) 
For insuring stability of Equations (3.7) and (3.8), the FLOW parameter 
cannot be greater than 1. Since the stratified case or convection-only 
case contains no mixing (i.e. EDDY= 0), the temperature profile should 
resemble the plot shown in Figure 5. Notice that the temperature of the 
incoming flow replaces the previous temperature of the slab and 
continues to march toward the exit of the tank as the time elapses. The 
equation that would produce the temperature profile for water flowing 














When trying to simulate the temperature profile in Figure 5 with 
Equation (3. 7), we see that the FLOW parameter must equal one. The 
simulated results with FLOW= 1 are shown in Figure 7. If FLOW is less 
than 1, our algorithm produces a temperature profile as shown in Figure 
8. Notice that this temperature profile is not correct for the 
stratified flow case. The situation of FLOW = 1 implies that the 
incoming flow of water must fill up one slab volume in the tank during 
the time interval of calculation, at. Therefore, if at and ax are a 
fixed value, the velocity of the incoming flow is restricted to V 
ax/~t for FLOW= 1. Thus the flow rate must remain constant. If FLOW< 
1, then we obtain pseudo-mixing (also known as numerical diffusion or 
artificial viscosity in Reference [10]). Figure 9 depicts how the 
artificial viscosity is obtained from the numerical equation. T slab 
must represent the temperature of the entire slab when the time of 
calculation is performed. If the flow has not filled up the entire slab 
during 1\t (i.e. FLOW < 1), then T slab must be some average of Tin 
(inlet temperature) and T0 (initial temperature) instead of Tslab = Tin 
when FLOW= 1. 
To overcome the problem of not being able to vary the flow rate of 
the incoming flow in the algorithm, two fictitious buffer tanks are 
placed at the ends of the main tank as shown in Figure 10. The purpose 
of using the buffer tanks was to allow for a variable flow rate and 
eliminate the pseudo-mixing in the algorithm when FLOW< 1. The buffer 
tanks store the incoming flow of water when FLOW < 1 and continue to 




Figure 7. Temperature Profile in the Tank for the Numerical 
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Figure 8. Temperature Profile in the Tank for the Numerical 
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Figure 9. Psuedo-Mixing Effect Obtained from the Convection-
Only Numerical Algorithm When FLOW < 1 
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Figure 11. Temperature Profile in the Tank for the Buffer 
Tank Concept (FLOW=l/2) as Time Increases 
25 
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accumulate the incoming flow of water until the amount of water in the 
buffer tank is equal to at least one slab volume in the tank, which is 
the same as FLOW= 1. Then one slab volume of water in the buffer tank 
is pulsed into the main tank. Numerically this means that the Equations 
(3.7) and (3.8) derived for stratified flow are used only when FLOW= 1, 
leaving the following equations: 
For water flowing into the top of the tank 




(3. 1 0) 
( 3. 11) 
Figure 11 shows the correct temperature profile of the convection-only 
case when using the buffer-tank concept. 
3.4 Combination of Flow and Conduction 
To obtain the combined effect, the methods des or i bed above can be 
added together. The conduction-only routine will be applied at each 
time interval of calculation whereas the convection-only routine will be 
applied only if there is enough backlog so that we can set FLOW = 1 • 
The convection-only routine might be invoked only occasionally, for 
example every third or fourth time, depending on the flow rate. Thus we 
can now simulate a combined condition without introducing pseudo-mixing 
through numerical procedures, by executing the flow calculations at 
variable time intervals which are integral multiples of the minimal 
times. 
3.5 Computer Program Development and 
Stability Criterion 
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A listing of the variables used in the computer program is shown in 
Appendix B. The user of the program must input several variables to the 
program such as the following: DIA,HEIGHT,QMAX,TO,TIN. One of the two 
variables, DELT or NSLAB, must be input to the program based upon the 
choice of the user, while the other one will be calculated from the flow 
stability criterion. The values of the remaining variables in Appendix 
B will be either calculated or chosen by the program. 
This program will choose the eddy conductivity factor called EDDY 
in the program. Since EDDY can vary for each slab in the tank, some 
flexibility is introduced into the one-dimensional flow model. By 
selecting certain values of EDDY for different slabs, some of the two-
dimensional flow properties can be absorbed into this weighting factor 
EDDY for our one-dimensional flow model. 
As mentioned above, DELT or NSLAB will be calculated from the flow 
stability criterion as stated below in Equation (3.12), where NSLAB = 
HEIGHT I DELX. 
FLOW VEL * DELT I DELX < 1.0 (3. 12) 
Notice that the maximum velocity, VMAX, must be known. VMAX can be 
calculated from the input value QMAX. DELT or NSLAB can be calculated 
from Equations (3.13) and (3.14), respectively. 
DELT < HEIGHT I (NSLAB * VMAX) 




Appropriate integer values satisfying Equations (3.13) and (3.14) for 
DELT (calculated from the user supplied NSLAB) or NSLAB (calculated from 
the user supplied DELT) will be used in the program. 
3.6 Boundary Condi tiona 
When trying to develop the computer program with only the 
information given in the previous sections, difficulty may be 
encountered in calculating the temperatures at the boundaries. Since 
the assumption of a well-insulated tank is used in this work, the 
temperature gradient across the boundaries, that is the top and bottom 
of the tank, is assumed to be zero. Thus a ricti tious slab is 
introduced outside the end walls of the tank as shown in Figure 12. 
These fictitious slabs have the same properties as their corresponding 
interior end slabs as if a mirror image occurred. For the conduction-
only case, the boundary conditions at the bottom and top of the tank are 
given by Equations (3.15) and (3.16), respectively. 
T' = T 
n P 
T' = T s p 
(3. 15) 
(3.16) 
With these boundary condi tiona, the order of sequentially updating the 
temperature profile should start where the flow enters, and end at the 
exit. Therefore, the direction of the incoming flow is important in the 
conduction routine in order to produce the correct order of updating the 
Fictitious Slab 












s = p 
Fictitious Slab 
Figure 12. Evaluation of Boundary 
Conditions for 
Conduction-Only Case 




temperature. The form of the equation at the boundaries is the same as 
Equation (3.5). The coefficients in Equation (3.5), evaluated at the 
boundaries, change as follows for both cases of water flowing into the 
top and bottom of the tank. 
For water flowing into the top of the tank 
b -AMIX 
d + 2AMIX 
a = 0 
c = (1 + AMIX) T 
p 
For water flowing into the bottom of the tank 
b = 0 
d + 2AMIX 
a "' -AMIX 
c = (1 + AMIX) Tp 
The buffer tank concept resolves the difficulty of handling the 
boundary conditions in the flow routine by using a top and bottom buffer 
tank. Conservation of mass is satisfied by this method also. For 
example, when the inlet flow changes from the top to bottom, the amount 
of water left in the top buffer is retained until water flows into the 
top buffer again; likewise for the bottom buffer tank. Also note 
conservation of energy within the buffer tanks was not considered since 
the assumption of the inlet temperature flowing into the buffer tanks 
remains constant; where the top buffer tank remains hot and bottom 
buffer tank remains cold. Thus the mixing effects in the buffer tanks 
will be insignificant due to the constant inlet temperature. Even if 
the inlet temperature does vary somewhat, the mixing effect occurring 
inside the buffer tank will be insignificant since the volume of the 
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buffer tanks is very small compared to the volume of the main tank. 
With the development of the numerical equations and the employment 
of the above boundary conditions, an overall program can be produced. 
Figure 13 shows the flowchart logic of this program. The listing of the 
Fortran program writ ten for the IBM 3081 D computer on the Oklahoma State 
University campus is presented in Appendix B. 
~OTTO 
OBTAIN FLOWRATE AND INLET TEMPERATURE 
AT EACH TIME INTERVAL 




Having developed the computer program in Chapter III, the next step 
is to simulate the available experimental data found in Chapter II for 
References [6], [7], and [8]. This chapter concentrates on determining 
the eddy conductivity factor e: in EDDY required to reproduce the 
experimental data. Three different cases were examined in the 
simulation of the experimental data in [6]. They consisted of a 
laminar, turbulent uniform, and turbulent varying case in order to show 
that turbulent mixing occurred and varied in some fashion throughout the 
tank. The data in [7] were used to determine the type of variation from 
maximum at the inlet to laminar at the exit. Three types of functional 
variations were examined; linear, hyperbolic, exponential. The 
dependency of the eddy conductivity factor on the inlet configuration 
was examined with the experimental data in [8]. 
4.1 Thermocline Simulation Inside 
the Tank 
In order to simulate the experimental data presented in the papers 
from the literature survey, the information listed in Table I was 
required. This information consisted of the tank properties and 
dimensions; inlet configuration; temperature profile and location in 









Inside tank diameter 
Insulation used 
Inlet pipe diameter 
Tank wall thickness 
Location of inlet and outlet 
Fluid Properties 
Inlet temperature and flow rate as function of time 
Initial temperature of tank 
Time of measurements 
Temperature profile and location in tank 
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and the inlet temperature and flow rate as a function of time. Only 
those papers in the literature survey that provided all the essential 
information listed in Table I could be used for simulation. 
The experimental data provided by Sharp et al. [6] contain 
temperature data versus slab locations inside the tank, as shown in 
Figure 2. The type of experiments shown in Figure 2 consisted of 
charging the initially cold tank with hot water through the inlet at the 
top of the tank. Notice that the inlet temperature decreased during the 
operation of the experiment. Each curve will be analyzed individually 
assuming that the inlet temperature for that curve remains constant. An 
appropriate eddy conductivity factor, determined from trial and error 
through simulations, will be chosen for each curve. Thus the variation 
of the eddy conductivity factor from the inlet to the outlet in the tank 
may be determined. Only two curves will be simulated (0.5 hr and 1 hr) 
since the last curve (1.5 hr) does not contain the full thermocline. 
The data from [6] that were input into the computer program is 
listed in Table II. The properties used were evaluated at the average 
temperature, between T0 and Tin• The parameter NSLAB was chosen as 20 
since there were 20 thermocouple locations inside the tank. With the 
parameter NSLAB fixed, DELT must be calculated from the stability 
criterion. DELT must be less than 4.28 minutes for the FLOW 
criterion. DELT of 3 minutes was used for ease of comparison with their 
data. Both curves were simulated for three different cases. The first 
case contained only laminar conduction with e: = 0 which will show 
whether turbulent mixing is occurring. The second case considered a 
uniform eddy conduct! vi ty factor throughout the tank. The third case 
consisted of varying the eddy conductivity factor within four equal 
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TABLE II 
COMPUTER INPUT FOR SIMULATION OF [6] 
Tank Specifications 
HEIGHT = 6.34 ft 
DIA = 3.8 ft 
AREA= 11.34 ft2 
NSLAB = 20 
DELX = 0.317 ft 
Insulated Tank 
Inlet Manifold Design~d by [6] 
Stability Criterion 
FLOW: DELT < 4.28 min 
Fluid Properties 
Tin = 102 F 
T0 = 69 F 
p = 62.4 lbm/rt3 
k 0.355 Btu/hr F ft 
Cp = 0.998 Btu/lbm F 
a = 0.0057 rt2/hr 
QMAX m 0.84 ft3/min 
VMAX = 7.44 X 10-2 ft/min 
Nondimensional Parameters 
based on DELX, VMAX 
Pick DELT = 3.0 min 
FLOW "' 0. 70 
Fourier No. = 2.846 x 10-3 
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regions of the tank. This case was considered in order to see if the 
eddy conductivity factor varies from the inlet to the outlet. Four 
equal regions were arbitrarily chosen. 
Simulating the first curve (0.5 hr) will help predict the degree of 
mixing occurring near the inlet. The results of the laminar case shown 
in Figure 14 dictate that turbulent mixing is occurring as was 
expected. Figure 15 shows the uniform turbulent case with an eddy 
conductivity factor of 20. This simulated profile matches the 
experimental profile better than the model used in Reference [6]. For 
the varying case, the eddy conductivity factor was maximum at the inlet 
and decreased toward the outlet. Figure 16 shows the results of the 
varying case. Notice that the varying profile is nearly the same as the 
uniform case. This may be attributed to the fact that the eddy 
conductivity value near the inlet of the tank for the varying case was 
almost equal to the uniform eddy conductivity value. Thus the eddy 
conductivity values at the outlet of the tank essentially have no effect 
since the temperatures have not changed yet. 
Simulating the second curve (1.0 hr), which occurs later in time 
and further down the tank toward the oulet, will determine how the eddy 
conductivity value changes with time and distance into the tank. The 
results of the laminar case for the second curve shown in Figure 17 
reveal that a smaller amount of turbulence is occurring as the 
thermocline advances toward the exit. In Figure 18, a uniform eddy 
conductivity factor of 10 produced a simulated profile similar to the 
experimental profile. Therefore the turbulent eddy conductivity factor 
has decreased during the movement of the thermocline toward the 
outlet. Notice that the experimental temperature above the thermocline 
1 0 3 1-
9 5 t-
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Figure 16. Comparison of Storage Tank Temperature Profiles for the 
Turbulent Varying Case of Curve 1 in Figure 2 
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Figure 18. Comparison of Storage Tank Temperature Profiles for the 
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has decreased due to the variation of the inlet temperature, as the 
authors of [6] have mentioned. If the inlet temperature had remained 
constant during the experiment, this decrease would not be as 
noticeable. Figure 19 shows the results of the varying case. Notice 
that the eddy conductivity values in the four regions of the tank for 
the varying case of the second curve were not changed from the values of 
the first curve. Both the uniform and varying simulated profiles match 
the experimental profiles except at the location above the thermocline 
for the reasoning mentioned above. 
In comparing our one-dimensional model with their one-dimensional 
model, note that our model simulated results that consistently lay on or 
near the thermocline, whereas their one-dimensional model produced a 
thermocline wider and flatter than the experimental thermocline. This 
suggests that their model did not consider enough mixing in the portion 
of the tank near the inlet. Table III summarizes the results of both 
curves. Observing this table along with the temperature plots, the 
eddy conductivity factor is shown to vary from a maximum value at the 
inlet to a minimum value at the outlet as the thermocline moves from its 
development at the inlet to its depletion at the exit. 
4.2 Eddy Conductivity Variation 
The previous results indicate that turbulent mixing does occur and 
that it decreases in some fashion from the inlet to the exit. 
Therefore, there are two unknowns that still exist; the amount of mixing 
and how it decreases. In order to eliminate one of the unknowns 
concerning the variation of the eddy conductivity factor from inlet to 




























( 1) 25* 
(2) 15 
(3) 5 
( 4) 1 
10 
( 1 ) 25* 
( 2) 15 
( 3) 5 








* Eddy conductivity factors used in the four regions of the tank 
(turbulent varying case) where, 1 refers to the region next to the 
inlet and 4 refers to the region near the exit of the tank. 
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to the outlet: linear, hyperbolic, and exponential. These three 
functions are presented in Equation (4.1) for linear, Equation (4.2) for 
hyperbolic, and Equation (4.3) for exponential. 
LINEAR: 
EDDY = A(ISLAB) + B 
where 
FLOW INTO BOTTOM 
EINLET - 1 
A=~~~~-1 - NSLAB 
B EINLET - A 
FLOW INTO TOP 
A ,. - EINLET 
- NSLAB 
B = - A 
HYPERBOLIC: 
1 EDDY = A (ISLAB) + B 
where 
FLOW INTO BOTTOM 
EINLET - 1 
A = -_.;..~1--
- NSLAB 
B = EINLET - A 
( 4.1) 
( 4. 2) 





1 - A 
EXPONENTIAL: 
EDDY = A e-(ISLAB) + B 
where 
FLOW INTO BOTTOM 
A 
B 
EINLET - 1 
-1 -NSLAB 
e - e 
-1 
EINLET - A e 
FLOW INTO TOP 
A 
1 - EINLET 
-1 -NSLAB e - e 
B 
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( 4. 3) 
Figure 20 shows how each of the above functions decrease from the 
inlet to the outlet. Once the proper function is determined, then the 
only unknown to determine is the value of the inlet eddy conductivity, 
for that particular function. Knowing this inlet eddy conductivity 
value and the decreasing function defines the eddy conductivity values 
throughout the tank. 
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INLET SLABS EXIT 
SLAB LINEAR HYPERBOLIC EXPONENTIAL 
1 10.00 10.00 10.00 
2 9.53 5.26 4.31 .,. ._, 9.05 3.68 2.22 
4 8.58 . 2.89 1.45 
5 8. 11 2.42 1.16 
6 7.63 2.11 1.06 
7 7.16 1.88 1.02 
8 6.68 1. 71 1. 01 
9 6.21 1.58 1.00 
10 5.74 1.47 1. 00 
11 5.26 1.39 1. 00 
12 4.79 1.32 1. 00 
13 4.32 1.26 1.00 
14 3.84 1.20 1. 00 
15 3.37 1.16 1. 00 
16 2.89 1.12 1. O(l 
17 2.42 1.08 1.00 
18 1.95 1.05 1. 00 
19 1.47 1. 02 1. 00 
20 1. 00 1. 00 1. 00 
Figure 20. Eddy Conductivity Variation Inside the Tank for Linear, 
Hyperbolic, and Exponential Functions 
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Adoly's work [7] contains a plot of outlet temperature versus time 
for several different flow rates with approximately the same temperature 
difference between the inlet water and initial water in the tank. Using 
this available data, the function which best represents the variation of 
eddy conductivity from inlet to exit may be obtained for different flow 
rates. For each of the three functions, the best inlet eddy 
conductivity factor was obtained. Figures 21 through 29 show the 
results of using the three functions for three different flow rates from 
Adoly's paper ranging from high, medium, to low flow rates. 
The decreasing linear function produced good results at high flow 
rates but did not perform well for the lower flow rates indicating that 
the eddy conductance decreases sharper away from the inlet than the 
linear function predicts. The decreasing exponential function produced 
better results than the linear function indicating that indeed the eddy 
conductance drops off sharply away from the inlet value. Yet the 
decreasing exponential function failed to predict the smooth transition 
at the beginning of thermocline. The decreasing hyperbolic function 
performed the best for all the flow rates. Note that the hyperbolic 
function also predicts a sharp decay from the inlet eddy conductivity 
value, although not as dramatic as the decreasing exponential 
function. Therefore the hyperbolic function can predict the smooth 
transition at the beginning of thermocline better than the decreasing 
exponential function. 
After establishing the best decreasing function, the prediction of 
the inlet eddy conductivity for this decreasing function remains to be 
evaluated. Figures 30 and 31 show the remaining two experiments from 
Adoly's paper that were simulated. Table IV presents the summary of the 
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Figure 21. Simulation of Experimental Data in [7] for 2.0 gpm and 
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Simulation of Experimental D~ta in [7] for 1.09 gpm and 
133.5 °F 6T Using the Linear Function 
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Figure 25. Simulation of Experimental Data in [7] for 1.09 gpm and 
133.5 °F ~T Using the Hyperbolic Function 
........ 














,.. • •• • ,-.. • .r • ..... , • "' ... 
simulation 
exp data 
T I 11 E ( M I t··.JUTES) 
Figure 26. Simulation of Experimental Data in [7] for 1,09 gpm and 
133,5 °F ~T Using the Exponential Function 
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Figure 29. Simulation of Experimental Data in (7] for 0.55 gpm and 
134 °F 6T Using the Exponential Function 
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Figure 30. Simulation of Experimental Data in [7) for 2.0 gpm and 
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SIMULATION RESULTS OF EXPERIMENTAL DATA FROM [7] FOR THE 
DECREASING HYPERBOLIC FUNCTION 
Inlet Initial Volumetric 
Eddy Conductivity Tern perature Temperature Flow Rate 
OF OF Factor gpm 
1000 72 202 2 
800 68.5 202 1.09 
500 67.5 201.5 0.55 
1000 66 203 2 


















five experiments simulated with the decreasing hyperbolic function along 
with the corresponding Reynolds and Richardson numbers. The 
characteristic length in the Reynolds number is based on the inside tank 
diameter. The characteristic length in the Richardson number is based 
on the effective tank height (i.e. height between inlet and outlet). 
The velocity in both the Reynolds and Richardson numbers is the tank 
velocity (i.e. the ratio of the volumetric flow, rate over tank cross-
sectional area). 
4.3 Inlet Geometry Dependency 
Cole's paper [8] contains a plot of outlet temperature versus time 
for several different inlets keeping the flow rate and temperature 
difference constant as shown in Figure 3. The side-inlet-outlet and 
dual radial diffusers were investigated in order to determine the 
magnitude of the eddy conductance on inlet geometry. The simulated 
results for side-inlet-outlet and dual radial diffusers are shown in 
Figures 32 and 33, respectively. The side-inlet-outlet geometry 
required twice the amount of eddy conductance as did the dual radial 
diffusers for this particular flow rate. This indicates that the eddy 
conductivity is definitely dependent upon the type of inlet geometry. 
The lack of available experimental data for a range of flow rates 
and temperature differences for different inlet configurations restricts 
further investigation concerning the eddy conductivity functional 
relationship with the inlet geometry. This topic should be analyzed in 
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Figure 32. Simulation of Experimental Data in [8] for 0.75 !/min and 
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Figure 33. Simulation of Experimental Data in [8] for 0.75 !/min and 
40 °C ~T Using the Hyperbolic Function with the Dual 
Radial Diffuser Design 
CHAPTER V 
OSU EXPERIMENTATIONS 
The results from the literature survey supplied sufficient 
information for only one particular inlet with different Reynolds and 
Richardson numbers. Most of the sources only presented one set of 
experimental data for their inlet design. No experimental data were 
found on the variation of Richardson number for a given Reynolds number 
or vice versa. Therefore to complete the analysis it was necessary to 
produce experimental data for different Reynolds and Richardson numbers 
for a different type of inlet design. This chapter describes the 
experimental work performed at Oklahoma State University. Salt was used 
to simulate the density difference between the hot and cold water. 
Several experiments were conducted for the solid circular plate used as 
the inlet diffuser. Simulation of this experimental data provided the 
needed information for completion of the analysis. 
5.1 Experimental Setup 
Instead of trying to establish a setup consisting of hot water 
tanks and insulated tanks in order to produce hot and cold water, the 
setup at Oklahoma State University used salt water and tap water at the 
same temperature to replace the hot and cold water. The density 
difference between the salt water and tap water represents the same 
density difference between the hot and cold water to be tested. With 
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the use of salt, the prototype tank did not need to be insulated. Since 
the salt cannot penetrate through the tank walls, the corresponding 
thermal analogy of our model would assume that no heat is transferred 
through the tank walls. Another benefit of using salt is that flow 
visualization of the thermocline development can easily be examined 
since the tank is not covered with insulation. 
A schematic of the setup is presented in Figure 34 and the test 
tank is shown in Figure 35. The setup consisted of the following. A 
23.5 gallon cylindrical plexiglass tank with an inside diamter of 1 1 
7/16 inches, height of 52.8 inches, and a 1/4 inch wall thickness, was 
used as the prototype test tank. A side-outlet was located 50.1 inches 
above the bottom of the tank which correspondes to an effective tank 
capacity of 22.3 gallons. The inlet geometry contained a vertical inlet 
with a solid circular diffuser plate with a diameter of 11 1/4 inch and 
a 3/8 inch clearance between the tank wall and the diffuser. The plate 
was located 2 1 /8 inches above the bottom of the tank. A 150 gallon 
head tank containing the salt water was elevated in order to generate 
the flow rate. A 150 gallon mixing tank was used to mix the salt 
solution. A centrifugal pump was used only to pump the salt solution up 
to the head tank. A 30 gallon tank was used to collect the water 
flowing out of the test tank. Several valves were used to control the 
flow. The tubing used to connect the tanks consisted of 1 .5 inch PVC 
pipes. Two flowmeters for high and low flow rates were used to 
determine the flow rate. The flowmeter calibration curves are shown in 
Figures 36 and 37. 
The flow visualization setup required a camera, a tripod, a 
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located at every 6.6 inches corresponding to 1/16 of the total volume of 
the test tank ( 1 .57 gallons), and a sight glass attached to the 30 
gallon tank which was used to determine the amount of water that had 
been flushed out of the test tank. The dye, consisting of green food 
coloring, was added to the salt solution so that the thermocline 
development could be observed, where the green salt solution represented 
the cold water and the fresh water represented the hot water. 
A conductivity probe obtained from Cole-Parmer Instrument Company 
was used to measure the salt in the test tank. The accuracy of this 
probe produced results within 1 % of its cell constant which was 1.0 
ohm/ohm-em. The probe was located next to the outlet of the tank. The 
probe required an AC power source, a wheatstone bridge, and an AC 
voltmeter to detect the voltage output from the probe. The input 
voltage to the bridge was approximately 4.86 volts rms. A circuit 
diagram is presented in Figure 38. The wheatstone bridge was balanced 
in the fresh tap water initially in the test tank so that the output 
voltage was approximately zero. As the incoming salt approached the 
probe, the voltage registered by the voltmeter started to increase. A 
calibration curve of percent salt concentration versus voltage based on 
a solution temperature of 60 °F is presented in Figure 39. In order for 
the calibration curve to remain correct, the temperature of the salt 
solution and tap water must remain near 60 or while the data was being 
recorded. This problem was resolved by filling the tanks with tap water 
out of the faucet just before running the experiment. The water from 
the faucet was approximately 60 °F. The temperature in the tanks during 
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5.2 Experimental Procedure 
A total of nine experiments were conducted. Three different salt 
solutions were used (2%, 1%, 0.5%). For each salt solution, three 
different flow rates were conducted ( 3. 3 gpm, 1 .8 gpm, 0.8 gpm). 
Approximately 130 gallons of salt solution was placed in the mixing 
tank. The conductivity probe was used to determine the amount of salt 
needed for the salt solution. One milliliter of dye was added for every 
25 gallons of salt solution. After sufficiently mixing the solution, it 
was pumped from the mixing tank up to the supply tank. The prototype 
test tank initially contained fresh tap water. In order to alleviate 
the air bubbles which might be trapped within the pipes, the following 
steps were executed: ( 1) While filling the test tank with tap water, 
open valve 1 and 2 to allow the water to flow out the bottom of the tank 
into the drain. Then, close valve 2 first and close valve 1 next. 
(2) Open valve 2 and 3 to allow the salt solution to flow into the 
drain. Close valve 2 to stop the flow and leave valve 3 open. This 
will eliminate the air bubbles trapped in the pipes. 
Before starting the experiment, the 30 gallon catch tank should 
contain enough water so that the sight glass level is at zero. The high 
flow rate experiments are conducted first; therefore, open valve 4 and 
close valve 5 so that Flowmeter 1 can be used. Open valve 2 to start 
the experiment. Adjust the float on the 1.1 mark corresponding to 3.3 
gpm. Start the stopwatch when the green dye has just entered the test 
tank at the bottom. When the sight glass on the catch tank reaches the 
1/8 mark, take a picture and record the time. Note that the markings on 
the catch tank include the amount of water in the entrance pipe from 
valve 1 to the bottom of the test tank; so that when the 1/8 mark is 
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reached in the catch tank, exactly 1/8 of the test tank volume has flown 
out. Continue to take pictures and record the time at the 1/4, 1/2, and 
3/4 marks. As the thermocline approaches the probe, record the voltage 
readings every 5 seconds until the 1 1 /8 mark is reached in the catch 
tank. Also record the time for the outlet and 1 1/8 mark. Close valve 
3 to stop the experiment. Drain the test tank and fill it up with tap 
water again taking into consideration the above steps to alleviate the 
air bubbles. The medium flow rate experiment is conducted next: 
therefore, open valve 5 and close valve 4 so that Flowmeter 2 can be 
used. Start the experiment and adjust the float on the 55 mark 
corresponding to 1.8 gpm. Take pictures and data as mentioned above. 
Then perform the low flow rate experiment and use Flowmeter 2 again with 
the float located on the 20 mark corrseponding to o. 8 gpm. While 
running the above experiments, make sure to occasionly monitor the input 
voltage so that it does not drift from the 4.86 value. 
5.3 Experimental Results 
The flow visualization experiments show how the incoming salt 
solution (green dye solution which represents cold water) mixes with the 
fresh water (clear solution which represents hot water) inside the 
tank. The mixing occurs based on two principles; diffusion of the salt 
from the salt sol uti on to the fresh water caused by the density 
difference between the two solutions which is analogous to thermal 
conduction, and fluid movement of the salt solution into the fresh 
water analogous to thermal convection. The mixing trends observed from 
the flow visualization are shown in Figures 40 through 42. In Figure 
40, the flow rate changed from approximatedly 0.83 gpm to 3.3 gpm for a 
0.83 gpm 3.33 gpm 
Figure 40. Visualization of Thermocline Location at the 1/8 Position for 1 % Salt Concentration. 
0\ 
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Figure 41. Visualization of Thermocline Location at the 1/8 Position for 1.83 gpm. 
0\ 
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constant salt concentration of 1 %. The pictures were taken at the 1/8 
mark in the tank; therefore if no mixing occurred, the green salt 
solution would be exactly at the 1/8 mark. For the low flow rate, the 
thermocline was located very near the 1/8 mark, thus the turbulent 
mixing was small. For the high flow rate, the thermocline spread beyond 
the 1/8 mark indicating that more turbulent mixing is occurring. In 
Figure 41, the flow rate (approximately 1.83 gpm) remained constant 
while the salt concentration changed from 0.5 % to 2 %. Again, the 
pictures were taken at the 1/8 mark in the tank for comparison. The 
amount of turbulent mixing occurring in the 2 % solution is a little 
less than 0.5 % solution. The amount of increase in the flow rate in 
Figure 40 was the same as the amount of increase in the salt 
concentration in Figure 41. Yet changing the flow rate increased the 
turbulent mixing much more than changing the salt concentration. Figure 
42 indicates that the thermocline thickness does not change much from 
its initial development at the inlet as it moves toward the exit. The 
thermocline location above the 1/8 mark is approximately the same as the 
thermocline location above the 3/4 mark (see Figure 42). This indicates 
that most of the turbulent mixing occurs at the inlet and does not 
contribute as much away from the inlet. This supports the form of the 
decreasing hyperbolic function used to predict the variation of the 
mixing occurring in the tank in Chapter IV. 
The data obtained from the probe measurement relates the outlet 
temperature to time. Appendix C explains how the temperatures were 
obtained from the voltage readings registered on the voltmeter. 
Simulating this experimental data with the computer model developed in 
Chapter III will determine the eddy conductivity values for the nine 
experiments. Figures 43 through 51 present both the experimental data 
and the simulated temperature profile. 
The lower flow rate experiments possess a sharper transition from 
the inlet temperature to the thermocline for the experimental data than 
the simulated temperature profile. This could be due to the fact that 
the mass diffusion of salt is not of the same magnitude as conduction of 
heat. Otherwords, the Lewis number (ratio of thermal diffusivity to 
molecular diffusi vi ty) is not equal to one. The diffusion of salt is 
slower than the the conduction of heat; thus resulting in a sharper 
transition from the inlet value. The bulk transfer of salt into the 
fresh water is approximately the same as the convection of heat from the 
cold to hot water. Therefore, the salt experiments predict the 
convection of heat but may have underestimated the conduction of heat. 
This may be noticed in the higher flow rate experiments where convection 
of heat contributes the most in the mixing of the fluids. As seen in 
the high flow rate experiments, the simulated profile predicts the 
experimental profile both before and on the thermocline region. Notice 
that in some of the experiments, the simulated and experimental profiles 
deviate somewhat from each other near the end of the profile. This is 
probably due to the input power voltage fluctuations during the 
operation of the experiment. This does not affect the thermocline as 
much since the probe is very sensitive to smaller salt concentrations. 
The probe is less sensitive to higher salt concentrations; thus the 
effect of the input voltage could be more substantial as the tank fills 
up with the salt solution toward the end of the experiment. Overall, 
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Figure 43. Simulation of OSU Experimental Data for 0.5 % Salt and 
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Figure 45. Simulation of OSU Experimental Data for 2.0 % Salt and 
0.80 gpm Using the Hyperbolic Function 
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Figure 46. Simulation of OSU Experimental Data for 0.5 % Salt and 
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Figure 47. Simulation of OSU Experimental Data for 1.0% Salt and 
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Figure 48. Simulation of OSU Experimental Data for 2.0 % Salt and 
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Figure 49. Simulation of OSU Experimental Data for 0.5 % Salt and 
3.38 gprn Using the Hyperbolic Function 
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Figure 50. Simulation of OSU Experimental Data for 1.0 % Salt and 
3.40 gprn Using the Hyperbolic Function 
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Figure 51. Simulation of OSU Experimental Data for 2.0 % Salt and 
3.38 gpm Using the Hyperbolic Function 
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except at the locations mentioned above. Table V summarizes the eddy 














SIMULATION RESULTS OF OSU EXPERIMENTAL DATA FOR THE 
DECREASING HYPERBOLIC FUNCTION 
Inlet Initial Volumetric 
Conductivity Temperature Temperature Flow Rate 
Factor ~ OF gpm 
20 61 99 0.83 
10 61 99 0.83 
5 61 99 0.80 
250 61 124 1. 84 
100 61 124 1.83 
50 61 124 1.76 
700 61 164 3.38 
500 61 164 3.40 


























INLET EDDY CONDUCTIVITY RELATIONSHIP 
After obtaining the values of the eddy conductivity factor for the 
inlet in Chapter IV from Reference [7] and the inlet in Chapter V, the 
next step is to determine the inlet eddy conductivity relationship with 
Reynolds number and Richardson number for both inlets. Knowing the 
inlet eddy conductivity factor, the eddy conductivity variation from the 
inlet to the outlet inside the tank is calculated from Equation (4.2). 
This chapter presents the general form of the two dimensionless numbers 
used to obtain an equation for the inlet eddy conductivity factor as a 
function of these dimensionless numbers for the inlets investigated. 
6.1 osu Data Correlation 
The relationship between the inlet eddy conductivity factor and the 
two dimensionless numbers will first be examined for the experimental 
data obtained from the Oklahoma State experiments. A logarithmic plot 
of inlet eddy conductivity factor versus Richardson number is shown in 
Figure 52. Notice that there is a family of three curves containing the 
three Reynolds numbers for the corresponding high, medium, and low flow 
rates. Each curve represents a nearly constant Reynolds number. If the 
three curves could be collapsed on one curve by grouping the Reynolds 
number and Richardson number together in some fashion, then a functional 
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Figure 52. Inlet Eddy Conductivity Versus Richardson Number for 
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Figure 53. Inlet Eddy Conductivity Versus Reynolds Number Over 
Richardson Number for OSU Experimental Data 
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the two dimensionless numbers. 
Several relationships of Reynolds number and Richardson number were 
examined. The best relationship proved to be the ratio of Reynolds 
number over Richardson number. A logarithmic plot of inlet eddy 
conductivity factor versus the ratio of Reynolds number over Richardson 
number is presented in Figure 53. This relationship produced a straight 
line through all three groups of Reynolds numbers on a logarithmic plot 
given by Equation (6.1). 
EINLET = M(Re/Ri)N ( 6.1) 
Thus a successful relationship has been determined between the inlet 
eddy conductivity factor and the two dimensionless numbers. Performing 
a least squares fit for the straight line through the nine experimental 
data points produces two coefficients in Equation (6.1), namely the 
slope (N) and intercept (M) as shown below. 
M = 4700 
N = 0.905 
A functional relationship has been established for the inlet 
geometry used in this work. The value of the inlet eddy conductivity 
factor can now be calculated for any given Reynolds number and 
Richardson number. After obtaining this inlet value, Equation (4.2) can 
predict the eddy conductivity variation from the inlet to outlet inside 
the tank. 
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6.2 Adoly's Experimental Data Correlation 
In order to test the form of the relationship developed, it would 
be interesting to see if other experimental data for different inlets 
obey the same relationship. A logarighmic plot of Adoly' s [7] results 
is presented in Figure 54. All of the five experimental points lie near 
the straight line just as the Oklahoma State University experiments 
did. Therefore, the form of the relationship of Reynolds number to 
Richardson number is the same for both cases as shown in Equation 
(6.1). A least squares fit produces two coefficients for the inlet used 
in Adoly' s paper as presented below: 
M = 2320 
N = 0.176 
Only the coefficients in Equation (6.1) have changed for the two 
different inlets. 
6.3 Future Improvements 
The results discovered in this chapter are very encouraging. A 
general relationship seems to hold true for the two different inlets. 
In order to verify this relationship, more experimental data for 
different inlets must be obtained. If the results hold true for several 
other different inlets, then this new dimensionless number consisting of 
Reynolds number over Richardson number may be used in predicting the 
amount of mixing occurring in a stratified storage tank. Only the 
adjustments of the coefficents obtained from the least squares fit need 
to be considered for the different inlets. 
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Figure 54. Inlet Eddy Conductivity Versus Reynolds Number Over 
Richardson Number for Experimental Data in (7] 
CHAPTER VII 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
7.1 Summary and Conclusions 
The results show that a very simple numerical model can accurately 
simulate a stratified storage tank. The only precaution which proved to 
be necessary was to separate the conduction and convection algorithms in 
order to eliminate the gradual "smearing" of the temperature profiles in 
the convection-only case. The conduction algorithm was applied at each 
time step and the convection algorithm was applied whenever the buffer 
tank contained one slab volume. A variable integer relationship between 
time steps was achieved by means of conceptual buffer tanks. 
Turbulent mixing was included with conduction by introducing an 
eddy conductivity factor. The eddy conductivity factors decreased from 
a maximum value at the inlet to a minimum value at the outlet. The 
decreasing hyperbola function predicted the best variation of the eddy 
conductivity factors inside the tank. A general relationship between 
the inlet eddy conductivity factor and the ratio of Reynolds number over 
Richardson number was found to exist for two different inlet 
configurations. 
different inlets. 
Only two coefficients, M and N, change for the 
The model developed in Chapter III adequately predicted the 
experimental data found in the literature and the experimental data 
obtained in this work. Thus the model is flexible enough to be used for 
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different inlet configurations. Also the flow visualization experiments 
help to verify the mixing trends occurring inside the tank. 
This one-dimensional model is efficient enough to be incorporated 
in simulations of complex chilled-water systems such as our campus-wide 
air conditioning at Oklahoma State University. At the same time, it 
proved to be more accurate than the one-dimensional model reported in 
the literature, because of the care taken with the points mentioned 
above. 
7.2 Recommendations 
The author's recommendation for future consideration consists of 
examining the following points: 
( 1) Picking the most efficient value of NSALB in order to reduce 
the computational time yet still obain satisfactory results. A larger 
NSLAB value will reduce the size of the buffer tank volume and more 
accurately predict the experimental data. A smaller amount of fluid 
will be accumulated in the buffer tank thus flushing the buffer tank 
more often. 
(2) Determining the relationship between salt diffusion and heat 
conduction in order to obtain a correction factor for the low flow rate 
experiments using salt. This may be determined experimentally by 
executing a thermal test experiment using thermocouples to measure the 
temperature. For example, fill the tank half full of 60 °F water and 
half full of 90 ~ water. Then monitor the erosion of the thermocline 
with no flow through the tank. Next fill the tank half full of fresh 
water and half full of salt water with the same density difference. 
Monitor the salt diffusion with the conductivity probe to determine the 
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diffusion of salt across the thermocline. 
( 3) Examine the effects of different inlets in the laboratory in 
order to see if the general relationship developed for the two 
dimensionless numbers exist, Richardson number and Reynolds number. 
(4) Obtain the coefficients from the least squares fit for all the 
inlets that are examined and try to determine a relationship for the 
coefficients versus inlet geometry. 
(5) Modify the analytical model for variable inlet temperature 
that may be between the extreme temperatures inside the tank. 
(6) Examine how the heat loss through the wall in an uninsulated 
tank contributes to the blending of the temperatures inside the tank. 
This contribution may be added to the turbulent mixing inside the tank 
to obtain the overall effect of mixing on the temperatures. 
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APPENDIX B 

























Above diagonal term in TDMA 
Cross-sectional area of tank, ft 2 
Bottom buffer tank 
Top buffer tank 
Dimensionless mixing constant 
Value of AMIX at the exit 
AMIX value based on inlet properties 
Value of AMIX at the inlet 
Laminar value of AMIX (EDDY= 1) 
AMIX value based on initial properties 
Below diagonal term in TDMA 
Right side term in TDMA 
Conduction heat loss to environment 
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Used to select the type of given experimental temperature 
profile 
Diagonal term in TDMA 
Inside diameter of tank, ft 
Average thermal diffusivity between initial and inlet 
properties, ft 2/min 
Thermal diffusivity based on inlet temperature, ft 21min 
Thermal diffusivity based on initial temperature, ft 2/min 
Density difference between initial and inlet, lbm/rt3 

























Time interval in main program, minutes 
Distance between slabs in the tank, ft 
Direction of flow where DIR = 1 flow into bottom, DIR 
flow into top, and DIR = 0 no flow 
Eddy conductivity factor 
Exit eddy conductivity factor which is 
Inlet eddy conductivity factor 
Maximum inlet eddy conductivity factor 
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-1 
Summation of error between experimental and simulated data 
Error test variable 
Termination value for program, minutes 
Dimensionless flow parameter 
Volumetric flow rate, gpm 
Tank height over inside tank diameter ratio 
Height of water in tank between inlet and outlet, ft 
Total number or experimental data points 
Position of slab I 
Number of slabs in the tank 
NSLAB - 1 
Used to select the type of function for eddy variation 
Calculated position value for beginning thermocline 
location 
Calculated position value for ending thermocline location 
Maximum volumetric flow rate, ft3/min 
Volumetric flow rate, ft3/min 


























Reynolds number based on inlet properties 
Reynolds number based on initial properties 
Average Richardson number between inlet and initial 
properties 
Richardson number based on inlet properties 
Richardson number based on initial properties 
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Average density of fluid between inlet and initial, lbm/ft3 
Density of fluid based on inlet temperature, lbm/ft3 
Density of fluid based on initial temperature, lbm/ft3 
Multiplication factor in eddy variation equation 
Variable used to store best EINLET value during run 
Variable used to store best EEXIT value during run 
(Always 1) 
Temperature, °F 
Temperature of the environment, °F 
Test the direction of flow for previous time level 
Test value for beginning thermocline position 
Test value for ending thermocline position 
Experimental temperature, °F 
Temperature variable used to store temperatures at new time 
level, °F 
Time, minutes 
Temperature of incoming flow, °F 
Initial temperature in the tank, ~ 
Temperaure of exiting flow, °F 
Percentage of beginning thermocline wanting to test 










Velocity of water in the tank, ft/min 
Maximum velocity of water in tank, ft/min 
Conversion of integer variable ISLAB to real variable 
Intercept value in eddy variation equation 
Variable used to store the minimum error during run 
Conversion of integer variable NSLAB to real variable 
Average kinematic viscosity between inlet and initial 
temperature, ft 2/sec 
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Kinematic viscosity based on inlet temperature, ft 2/sec 






C THIS PROGRAM WILL DETERMINE THE BEST CONSTANTS FOR A FUNCTION * 
C VARIATION OF EDDY CONDUCTION FACTORS FROM MAXIMUM AT THE * 
C INLET TO MINIMUM AT THE EXIT. * 
c * 
C EINLET - MAXIMUM VALUE AT THE INLET * 
C EEXIT - VALUE AT THE EXIT WHICH IS * 
c * 
C SELECT THE TYPE OF FUNCTION VARIATION OF FACTORS * 
c * 
C PICK = 1 - LINEAR VARIATION * 
C PICK = 2 - HYPERBOLIC VARIATION * 
C PICK = 3 - EXPONENTIAL NEGATIVE VARIATION * 
c * 
C SELECT THE TYPE OF COMPARISONS * 
c * 
C CHOICE = 1 OUTLET TEMP VERSUS TIME * 
C CHOICE = 2 - TEMP PROFILE VERSUS SLABS IN TANK * 























READ THE FOLLOWING INFORMATION FROM A DATA FILE 










VOLUMETRIC FLOW RATE IN GPM 
NUMBER OF SLABS, INTEGER VALUE 
1 (FLOW INTO BOT), -1 (FLOW INTO TOP), 






NUMBER OF DATA POINTS, INTEGER VALUE 
READ(8,31) GPM,NSLAB,DIR,DELT,DELTM,HEIGHT,DIA 
READ(8,32) TO;TIN,IEND 
DO 10 I= 1, IEND 
10 READ(8,33) TEXP(I) 
DO 20 I= 1, NSLAB 
20 T(I) = TO 
0 (NO FLOW) 
C SELEcr DESIRED CHOICE 
c 
c 
PICK = 2 
CHOICE = 1 
IF (CHOICE.EQ.1) FINISH = IEND * DELTM 
IF (CHOICE.EQ.2) FINISH = DELTM 
C DETERMINE POSITION OF THERMOCLINE YOU WANT TO TEST. 
c 
C EXAMPLE: VALUE1 = 0.025 IS 2.5 % OF (TEXP-TO)I(TO-TIN) 
C VALUE2 = 0.025 IS 2.5 % OF (TEXP-TIN)I(TIN-TO) 
c 
C SET VALUE1 = 0 , VALUE2 = 0 TO EXAMINE TOTAL THERMOCLINE 
c 
VALUE1 = 0. 025 
VALUE2 = 0.025 
DO 40 I= 1, !END 
TEST1 = ABS((TEXP(I)-TO)I(TO-TIN)) 
TEST2 = ABS((TEXP(I)-TIN)I(TIN-TO)) 
IF (TEST1.LE.VALUE1) POS1 I 
IF (TEST2.GE.VALUE2) POS2 = I 
40 CONTINUE 
c 
C CALCULATE TANK AND FLOW PROPERTIES 
c 
XMIN = 1.0E10 
NSLAB1 = NSLAB -
ACCUMI' = 0. 0 
ACCUMB = 0.0 
TEST·= 0.0 
TIME = 0.0 
PI= 3.141593 
AREA = PI * DIA**214.0 
HD = HEIGHT IDIA 
DELX = HEIGHT I FLOAT(NSLAB) 
ROWIN= 62.267+9.1402E-3*TIN-1.3489E-4*TIN**2+1.7632E-7*TIN**3 
ROWO = 62.267+9.1402E-3*T0-1.3489E-4*T0**2+1.7632E-7*T0**3 
ROW = (ROWIN + ROWO) I 2.0 
DELR = ABS (ROWIN - ROWO) 
QVOL = GPM I 7.48 
VEL = QVOL I AREA 
FLOW = VEL * DELT I DELX 
DIFIN = 8.093E-5+2.134E-7*TIN-4.670E-10*TIN**2+5.472E-13*TIN**3 
DIFO = 8.093E-5+2.134E-7*T0-4.670E-10*T0**2+5.472E-13*T0**3 
DIFUS = (DIFIN + DIFO) I 2.0 
AMIXI = DIFIN * DELT I DELX**2 
AMIXO = DIFO * DELT I DELX**2 
AMIXL = DIFUS * DELT I DELX**2 
101 
XNUIN = 2.9693E-5-4.1657E-7*TIN+2.4105E-9*TIN**2-4.95E-12*TIN**3 
XNUO = 2.9693E-5-4.1657E-7*T0+2.4105E-9*T0**2-4.95E-12*T0**3 
XNU = (XNUIN + XNUO) I 2.0 
RICHIN = DELR * 32.174 *HEIGHT I (ROWIN* (VELI60.0)**2) 
RICHO = DELR * 32.174 * HEIGHT I (ROWO * (VELI60.0)**2) 
RICH= DELR * 32.174 *HEIGHT I (ROW* (VELI60.0)**2) 
REYIN = VELI60.0 * DIA I XNUIN 
c 
REYO = VELI60.0 * DIA I XNUO 














WRITE(6,4) (TEXP(I), I = 1, IEND) 
WRITE(6,14) 
C START LOOPING TO FIND THE BEST INLET EDDY CONDUCTIVITY 
c 
c 
EEXIT = 1 
AMIXEX = EEXIT * AMIXL 
DO 100 EINLET = 1, 2000, 100 
AMIXIN = EINLET * AMIXL 
WRITE (6,1) EINLET,EEXIT 
DO 300M= 1, NSLAB 
300 T(M) = TO 
ACCUMI' = 0.0 
ACCUMB = 0.0 
TEST = 0.0 
TIME = 0.0 
FLAG = 1. 0 
400 TIME = TIME + DELTM 
CALL TANK 
IF (TIME.LT.FINISH) GO TO 400 
C SUM UP THE ERROR BETWEEN THE EXPERIMENTAL VALUE AND 
C SIMULATED VALUE- AT EACH POINT 
c 
c 
ERROR = 0. 0 
DO 500 N = 1, IEND 
IF (CHOICE.EQ.1) THEN 
ELSE 
IF ((N.GE.POS1).AND.(N.LE.POS2)) THEN 
ERROR=ERROR+ABS(TEXP(N)-TOUT(N)) 
END IF 





WRITE (6,5) ERROR,XMIN 




IF SO, SAVE EINLET AND ERROR VALUE 
IF (ERROR.GT.XMIN) THEN 
ELSE 
ETEST = 0.25 * XMIN + XMIN 
IF (ERROR.GT.ETEST) GO TO 900 
GO TO 100 
IF (CHOICE.EQ.1) THEN 
WRITE (6,4) (TOUT( II), II = 1, IEND) 
ELSE 
WRITE (6,4) (T(II), II = 1, IEND) 
END IF 
XMIN = ERROR 
SINLET = EINLET 
SEXIT = EEXIT 
WRITE (6,2) ERROR,SINLET,SEXIT 
END IF 
1 00 CONTINUE 
900 IF (PICK.EQ.1) WRITE (6,6) 
IF (PICK.EQ.2) WRITE (6,8) 
IF (PICK.EQ.3) WRITE (6,12) 
WRITE (6,2) XMIN,SINLET,SEXIT 
26 FORMAT (/,1X,'FLOW RATE= ',E10.3,' GPM',17X,'DIR = ',F3.0, 
+ /,1X,'TO =-',E10.3,' F',26X,'TIN = ',E10.3,' F',/,1X, 
+ 'DELT = ',E10.3,' MIN',22X,'DELTM = ',E10.3,' MIN',//) 
21 FORMAT (40X,'DIMENSIONLESS NUMBERS',/) 
22 FORMAT (30X,'AVG TEMP',15X,'INLET TEMP',15X,'INITIAL TEMP',/) 
23 FORMAT (1X,'REYNOLDS NO :',15X,E10.3,13X,E10.3,15X,E10.3,/,1X, 
+ 'RICHARDSON NO :' ,13X,E10.3,13X,E10.3,15X,E10.3,/,1X, 
+ 'AMIX LAMINAR :',14X,E10.3,13X,E10.3,15X,E10.3,/,1X, 
+ 'FLOW VALUE :' ,16X,E10.3,///) 
24 FORMAT (40X, 'FLOW PROPERTIES' ,1) 
25 FORMAT ( 1X, 'VELOCITY FT /MIN :', 1 OX ,E1 0. 3, I, 1X, 
+ 'DIFUSIVITY SQ.FT/MIN :',5X,E10.3,13X,E10.3,15X,E10.3,/,1X, 
+ 'VISCOSITY SQ.FT/SEC :' ,6X,E10.3,13X,E10.3,15X,E10.3,/,1X, 
+ 'DENSITY LBMICU.FT :',8X,E10.3,13X,E10.3,15X,E10.3,///) 
27 FORMAT ( 40X, 'TANK PROPERTIES' ,I) 
28 FORMAT (1X,'HEIGHT = ',E10.3,' FT',10X,'DIA = ',E10.3,' FT', 
+ 1 OX, 'HD = ',El o. 3,1, 1X, 'NSLAB = ',I4, 20X, 'DELX = I 
+ E10.3,' FT',9X,'AREA = ',E10.3,' SQ.FT',//1) 
29 FORMAT (25X,'EXPERIMENTAL TEMPERATURE DATA',///) 
13 FORMAT (/,10X,'SIMULATION OF-EXPERIMENTAL DATA FOR', 
+ 'ADOLY EXP61 ',/,15X, 
+ 'ERROR TEST BETWEEN' ,F4.0,' AND ',F4.0,///) 
103 
14 FORMAT (////,25X,'DETERMINE THE BEST INLET EDDY CONDUCTIVITY',/) 
1 FORMAT (//,1X,'EINLET =·',F7.2,15X,'EEXIT = ',F7.2) 
2 FORMAT (/,10X,'*********',8X,'ERROR = ',E11.4,8X,'*********', 
+ /,10X,'SINLET = ',F7.2,6X,'SEXIT = ',F7.2,/) 
4 FORMAT (8(3X,F6.2)) 
5 FORMAT (/,8X,'ERROR = ',E11.4,10X,'XMIN = ',E11.4,/) 
6 FORMAT (///,5X,'THE BEST EINLET FOR LINEAR FUNCTION IS:') 
8 FORMAT (///,5X,'THE BEST EINLET FOR HYPERBOLIC FUNCTION IS:') 
1 2 FORMAT (I I I, 5X, 'THE BEST EINLET FOR EXP NEG FUNCTION IS:') 
31 FORMAT (F7.3,2X,I3,3X,F6.2,2X,F7.3,2X,F7.3,2X,F9.5,2X,F9.5) 
c 
c 
32 FORMAT (F8.3,2X,F8.3,2X,I3) 

























INITIALIZATION OF PARAMETERS 
DONE = TIME 
XING = TIME - DELTM 
IF (DIR.LT.O.O) GO TO 
IF (DIR.GT.O.O) GO TO 2 
IF (TEST.GT.O.O) GO TO 2 
UPDATE FOR FLOW INTO TOP, DIR -1 
1 ACCUMT = ACCUMT + ABS(FLOW) 
C TEST IF FULL, THEN PULSE, AND REPACKAGE 
c 
c 
IF (ACCUMT.LT.1.0) GO TO 12 
ACCUMT = ACCUMT - 1 
TNEW(NSLAB) = TIN 
DO 100 ISLAB = NSLAB1, 1, -1 
100 TNEW(ISLAB) = T(ISLAB+1) 
DO 101 ISLAB = 1, NSLAB 
101 T(ISLAB) = TNEW(ISLAB) 
C APPLY CONDUCTION FOR IMPLICIT FORM FOR FLOW INTO TOP, AND REPACKAGE 
c 
c 
12 DO 102 ISLAB = NSLAB, 1, -1 
CALL SELECT 
K = NSLAB - ISLAB + 
B(K) -AMIX 
D(K) 1 + 2*AMIX 
A(K) -AMIX 
102 C(K) T(ISLAB) 
C(1) (1+AMIXIN) * T(NSLAB) 
C(K) = (1+AMIXEX) * T(1) 




C REASSIGN TEMP VALUES STORED IN MATRIX C FROM TDMA TO T MATRIX 
c 
c 
DO 103 ISLAB = 1, NSLAB 
K = NSLAB - ISLAB + 
103 T(ISLAB) = C(K) 
XING = XING + DELT 
IF (XINC.LT.DONE) GO TO 
GO TO 11 
C UPDATE FOR FLOW INTO BOTTOM, DIR = 
c 
2 ACCUMB = ACCUMB + ABS(FLOW) 
c 
C TEST IF FULL, THEN PULSE, AND REPACKAGE 
c 
c 
IF (ACCUMB.LT.1.0) GO TO 13 
ACCUMB = ACCUMB - 1 
TNEW(1) =TIN 
DO 104 ISLAB = 2, NSLAB 
104 TNEW(ISLAB) = T(ISLAB-1) 
DO 105 ISLAB = 1, NSLAB 
105 T(ISLAB) = TNEW(ISLAB) 
105 
C APPLY CONDUCTION FOR IMPLICIT FORM FOR FLOW INTO TOP, AND REPACKAGE 
c 
c 
13 DO 106 ISLAB = 1, NSLAB 
CALL SELECT 
B(ISLAB) = -AMIX 
D(ISLAB) = 1 + 2*AMIX 
A(ISLAB) = -AMIX 
106 C(ISLAB) = T(ISLAB) 
C(1) = (1+AMIXIN) * T(1) 
C(NSLAB) = (1+AMIXEX) * T(NSLAB) 




C REASSIGN TEMP VALUES STORED IN MATRIX C FROM TDMA TO T MATRIX 
c 
DO 107 ISLAB = 1, NSLAB 
107 T(ISLAB) = C(ISLAB) 
XING = XING + DELT 
IF (XINC.LT.DONE) GO TO 2 
11 INUM = TIME/DELTM 
IF (DIR.GT.O.O) THEN 
TOUT(INUM) T(NSLAB) 
E~E 

























DO 10 L = 2, NSLAB 
V = B(L) I D(L-1) 
D(L) D(L) - V * A(L-1) 
10 C(L) = C(L)- V * C(L-1) 
C BACK SUBSTITUTION OF THE TDMA MATRIX 
c 
c 
C(NSLAB) = C(NSLAB) I D(NSLAB) 
DO 20 L = NSLAB1, 1, -1 


















3 NSLAB1 ,PICK,T(50),TEST,TEXP(50),TIN,TIME,TNEW(50),TOUT(200) 
XSLAB = NSLAB 
XI = ISLAB 
IF (PICK.EQ.1) THEN 
SLOPE= (EINLET-EEXIT)I(1.0-XSLAB) 
XINCEP = EINLET - SLOPE 
IF (DIR.EQ.-1) THEN 
SLOPE = -SLOPE 
XINCEP = EEXIT - SLOPE 
END IF 
AMIX = AMIXL * (SLOPE*I + XINCEP) 
END IF 
IF (PICK.EQ.2) THEN 
SLOPE= (EINLET-EEXIT)/(1.0-1.0/XSLAB) 
XINCEP = EINLET - SLOPE 
IF (DIR.EQ.-1) THEN 
SLOPE = -SLOPE 
XINCEP = EEXIT - SLOPE 
END IF 
AMIX = AMIXL * (SLOPE/XI + XINCEP) 
END IF 
IF (PICK.EQ.3) THEN 
SLOPE= (EINLET-EEXIT)/(EXP(-1.0)-EXP(-XSLAB)) 
XINCEP = EINLET- SLOPE*EXP(-1.0) 
IF (DIR.EQ.-1) THEN 
SLOPE = -SLOPE 
XINCEP = EEXIT- SLOPE*EXP(-1.0) 
END IF 










The temperature evaluation from the voltage produced by the 
conductivity probe is calculated from the following steps: 
(1) Obtain the flow rate and maximum percent salt solution. 
Equation (C.1) can be used to calculate the maximum density of the salt 
solution, where density of salt is 134.8 lbm/ft3 and density of 60 °F 
water is 62.37 lbm/ft3. 
(C. 1) 
Next calculate the maximum density difference between the salt 
solution and the fresh water at 60 °F. Equation (C. 2) can be used to 
calculate the maximum density difference. 
flp sol p 1 - 62.37 so 
(c. 2) 
The corresponding thermal density of the initial water in the tank 
is obtained from Equation (C.3). 
62.37 - flp l so 
(C.3) 
The initial temperature is obtained from an empirical equation as a 
function of density derived from the least squares method shown in 
Equation (C. 4). A plot of temperature versus density is presented in 
Figure 55. Equation (C.4) is used in four different density regions 
resulting in four sets of coefficients as shown in Table VI. 
T X1 + X2 (p 1 ) so 
(C.4) 
·"'-··· 
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OF X1 X2 
44-60 33167 -777.80 
60-90 -239330 7809.5 
90-150 -62337 2091 . 4 








The inlet density is assumed as 62.37 lbm/ft3 corresponding to an inlet 
temperature of 60 °F. 
(2) After the inlet and initial properties are evaluated in Step 
1, the outlet temperature must be determined from the output voltage. 
Figure 39 shows a plot of percent salt versus output voltage. An 
empirical equation for percent salt as a function of output voltage 
obtained from the least squares method is shown in Equation (C.5). This 
equation is used in three regions and the coefficients are tabulated in 
Table VII 
% salt Y1 + Y2 (voltage) + Y3 (voltage) 2 (C.5) 
After obtaining the percent salt from Equation (C.5), the density of the 
salt solution is calculated from Equation (C.1). The density difference 
is then obtained from Equation (C.2). Using this density difference and 
the initial density of the solution obtained from Equation (C.3), the 
corresponding thermal density is calculated from Equation (C.6) 
(C.6) 
Once the density is known, the outlet temperature can be obtained 





LEAST SQUARES COEFFICIENTS FOR 
PERCENT SALT VERSUS VOLTAGE 
% Salt 
Range Y1 Y2 
0-0.5 1.1599 X 10-3 0.11157 
0.5-1.0 1. 7406 -1.7753 
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