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Gravitational lensing of the microwave background by the intervening dark matter mainly arises
from large-angle fluctuations in the projected gravitational potential and hence offers a unique
opportunity to study the physics of the dark sector at large scales. Studies with surveys that cover
greater than a percent of the sky will require techniques that incorporate the curvature of the sky. We
lay the groundwork for these studies by deriving the full sky minimum variance quadratic estimators
of the lensing potential from the CMB temperature and polarization fields. We also present a general
technique for constructing these estimators, with harmonic space convolutions replaced by real space
products, that is appropriate for both the full sky limit and the flat sky approximation. This also
extends previous treatments to include estimators involving the temperature-polarization cross-
correlation and should be useful for next generation experiments in which most of the additional
information from polarization comes from this channel due to sensitivity limitations.
I. INTRODUCTION
Weak gravitational lensing of the microwave background anisotropies offers a unique opportunity to study the dark
matter and energy distribution at intermediate redshifts and large scales. In addition to producing modifications
in the CMB temperature and polarization power spectra [1, 2], lensing of the CMB fields produces higher-order
correlations between the multipole moments [3, 4]. Quadratic combinations of the CMB fields can be used to form
estimators of the projected gravitational potential, and therefore of the projected mass [5, 6]. The minimum variance
quadratic estimator can in principle map the projected mass on large angular scales out to multipole moments of
L ∼ 102 [7, 8] and contains nearly all of the information in the higher moments of the lensed temperature field [9].
Substantially more information lies in the lensed polarization fields allowing high signal-to-noise lensing reconstruction
and extending the angular resolution out to L ∼ 103 [10].
Lensing reconstruction techniques involving the polarization fields have previously only been developed for small
surveys where the sky can be taken to be approximately flat. Since lensing is intrinsically most sensitive to the
projected potential at L < 102 or several degrees on the sky, a treatment incorporating the curvature of the sky
is desirable. In fact it is necessary for its application in removing the lensing contaminant to gravitational wave
polarization [10, 11, 12] across large regions of the sky.
We present a concise treatment of the effect of gravitational lensing on CMB temperature and polarization harmonics
in Sect. II. We construct the full sky quadratic estimators of the lensing potential and compare their noise properties
to that for the flat sky expressions in Sect. III. We provide an efficient algorithm for the construction of all estimators
in Sect. IV. We summarize some useful properties of spin-weighted functions in Appendix A. Finally, we derive the
flat sky limits of the estimators and draw the connection to results in [10] in Sect. B.
II. CMB LENSING IN MULTIPOLE SPACE
In this section, we give a pedagogical but concise derivation of the lensing effect on the CMB temperature and
polarization fields on the sphere [13, 14]. We emphasize the connections between the formalism using spin-weighted
spherical harmonics [15] and a tensorial approach [16] which will be useful for the lensing reconstruction in the
following sections.
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2The temperature perturbation is characterized by a scalar function Θ(nˆ) ≡ ∆T (nˆ)/T , whose harmonic transform
is given by
Θ(nˆ) ≡
∑
lm
Θml Y
m
l (nˆ). (1)
The polarization anisotropy of the microwave background is characterized by a traceless, symmetric rank 2 tensor,
which can be represented as (e.g. [16])
P ij = +2A(nˆ)m¯im¯j + −2A(nˆ)mimj , (2)
where we have defined the complex Stokes parameters ±2A according to
±2A(nˆ) = Q(nˆ)± iU(nˆ). (3)
The spin projection vectors are given with respect to the measurement basis (eˆ1, eˆ2) by
m =
1√
2
[eˆ1 + ieˆ2] , (4)
m¯ =
1√
2
[eˆ1 − ieˆ2] , (5)
and form an eigenbasis under local rotations of basis vectors (see Appendix A). In spherical polar coordinates, eˆ1 = eˆθ
and eˆ2 = eˆϕ. Under a local, right-handed rotation of the basis (eˆ1, eˆ2) by an angle ψ, the complex Stokes parameters
±2A(nˆ) acquire a phase e
∓2iψ . They act as spin-2 functions, with a corresponding harmonic transform in terms of
spin-weighted spherical harmonics [17] given by [15]
±2A(nˆ) ≡
∑
lm
±2A
m
l ±2Y
m
l (nˆ). (6)
A lens with a projected potential φ(nˆ) maps the temperature and polarization anisotropies according to [2, 3, 18]
Θ(nˆ) = Θ˜(nˆ +∇φ(nˆ))
= Θ˜(nˆ) +∇iφ(nˆ)∇iΘ˜(nˆ) +O(φ2), (7)
Pij(nˆ) = P˜ ij(nˆ +∇φ(nˆ))
= P˜ ij(nˆ) +∇kφ(nˆ)∇kP˜ij(nˆ) +O(φ2), (8)
where tildes denote the unlensed fields. In the case of a weak gravitational field under consideration, lensing potential
φ is obtained by a line-of-sight projection of the gravitational potential,
φ(nˆ) = −2
∫
dη
χ(η − ηs)
χ(ηs)χ(η)
Ψ(χnˆ, η), (9)
where η is the conformal time, ηs is the epoch of last scattering and χ is the angular diameter distance in comoving
coordinates.
Taking the harmonic transform of Eqn. (7), one readily shows that the the change to the temperature moments
δΘml ≡ Θml − Θ˜ml are given by [19]
δΘml ≈
∑
LM
∑
l′m′
φML Θ˜
m′
l′ I
mMm′
lLl′ , (10)
with ImMm
′
lLl′ denoting the integral
ImMm
′
lLl′ =
∫
dnˆY ml
∗∇iYML ∇iY m
′
l′ . (11)
The integral can be performed analytically using the relation [20]
∫
dnˆs1Y
m1
l1
(nˆ)s2Y
m2
l2
(nˆ)s3Y
m3
l3
(nˆ) =
(−1)m1+s1√
4π
[
3∏
i=1
2li + 1
]1/2(
l1 l2 l3
−s1 −s2 −s3
)(
l1 l2 l3
m1 m2 m3
)
(12)
3to yield
ImMm
′
lLl′ = (−1)m
(
l L l′
−m M m′
)
0FlLl′ , (13)
with the definition
±sFlLl′ = [L(L+ 1) + l
′(l′ + 1)− l(l + 1)]
√
(2L+ 1)(2l+ 1)(2l′ + 1)
16π
(
l L l′
±s 0 ∓s
)
. (14)
The multipole expansion for the polarization fields proceeds by noting that ±2A(nˆ) are the spin ±2 components
of the polarization tensor Pij . Since the contraction with the spin projection vectors m
imj projects out the spin 2
piece of a symmetric tensor, the change in the complex Stokes parameters is given by
δ [+2A(nˆ)] = m
imjδP ij
≈ mimj
[
∇kP˜ ij(nˆ)
] [∇kφ(nˆ)] . (15)
The expression for the contribution to −2A(nˆ) is obtained by replacing m
i by m¯i in the above. We denote the
product mimj∇kP˜ij using a spin-gradient derivative Di (see Eq. A12), and write the lensing contribution as
δ [±2A(nˆ)] ≈ Diφ(nˆ)Di[±2A˜(nˆ)]. (16)
This relationship was given in [13] with the shorthand convention Di → ∇i corresponding to the action of covariant
derivatives on the spin components of symmetric trace free tensors given in Eqn. (A11) [14, 17]. Expanding φ and
±2A in spin-weighted spherical harmonics and evaluating the inner product of their gradients using Eqn. (A18), we
obtain the lensing corrections
δ[±2A
m
l ] ≈
∑
LM
∑
l′m′
φML ±2A˜
m
l ±2I
mMm′
lLl′ , (17)
where we define
±2I
mMm′
lLl′ = (−1)m
(
l L l′
−m M m′
)
±2FlLl′ . (18)
We will be interested in the lensing expressions for the rotationally invariant combinations
Eml =
1
2
[+2A
m
l + −2A
m
l ] , (19)
Bml =
1
2i
[+2A
m
l − −2Aml ] , (20)
which are the curl-free (“E-mode”) and gradient-free (“B-mode”) components of the polarization field. ¿From the
expressions (10) and (17), we find the general expression for a lensed multipole moment to be
δXml ≈
∑
LM
∑
l′m′
φML (−1)m
(
l l′ L
m −m′ −M
)
sXFlLl′
[
ǫll′LX
m′
l′ + βll′LX¯
m′
l′
]
, (21)
where Xml may be multipole moments of Θ, E, or B, and
ǫll′L =
1 + (−1)L+l+l′
2
,
βll′lL =
1− (−1)L+l+l′
2i
(22)
ensure that the associated terms are nonzero only when L + l + l′ is even or odd, respectively. X¯ denotes the parity
complement of X , i.e. Θ¯ = 0, E¯ = −B, B¯ = E.
4III. QUADRATIC ESTIMATORS
Lensing of the CMB fields mixes different multipoles through the convolution (21), and therefore correlates modes
across a band determined by the power in the deflection angles [13]. The unlensed CMB multipoles X˜ml are assumed
to be Gaussian and statistically isotropic, so that the statistical properties are characterized by diagonal covariances
or power spectra
〈X˜m∗l X˜ ′m
′
l′ 〉 = δll′δmm′C˜XX
′
l . (23)
The assumption of parity invariance implies that C˜ΘBl = C˜
EB
l = 0. The lensing potential is also assumed to be
statistically isotropic so that
l(l+ 1)〈φm∗l φm
′
l′ 〉 = δll′δmm′Cddl . (24)
where we have multiplied through by l(l + 1) to reflect the weighting of deflection angles.
It follows then that the lensed multipoles are also statistically isotropic with power spectra
〈Xm∗l X ′m
′
l′ 〉 = δll′δmm′CXX
′
l . (25)
Since Xml denotes the measured multipoles, the power spectra contain all sources to the variance, including detector
noise. Detector noise will be taken to be homogeneous, with power spectra given by [21]
CΘΘl
∣∣
noise
=
(
∆Θ
TCMB
)2
el(l+1)θ
2
FWHM
/8 ln 2,
CEEl
∣∣
noise
= CBBl
∣∣
noise
=
(
∆P
TCMB
)2
el(l+1)θ
2
FWHM
/8 ln 2, (26)
where ∆Θ and ∆P characterize detector noise, and θFWHM is the FWHM of the beam. We employ the specifications
of a nearly ideal reference experiment, with ∆Θ = 1µK-arcmin, ∆P =
√
2µK-arcmin, and θFWHM = 4
′ (see [10] for
an exploration of noise properties).
If we instead consider an ensemble of CMB fields lensed by a fixed deflection field, the multipole covariance acquires
off-diagonal terms and becomes
〈aml bm
′
l′ 〉
∣∣∣
lens
= Cabl δll′δm−m′(−1)m +
∑
LM
(−1)M
(
l l′ L
m m′ −M
)
fαlLl′φ
M
L , (27)
where the subscript on the average indicates that we consider a fixed lensing field. fαlLl′ are weights for the different
quadratic pairs denoted by α, given by
fαl1Ll2 = saFl1Ll2
[
ǫl1l2LC˜
ab
l2 + βl1l2LC˜
ba¯
l2
]
+ sbFl2Ll1
[
ǫl1l2LC˜
ab
l1 − βl1l2LC˜ab¯l1
]
, (28)
where sa and sb are the spins of the a and b fields respectively. Specific forms for the six quadratic pairs are given in
Table I.
α fαl1Ll2
ΘΘ C˜ΘΘl1 0Fl2Ll1 + C˜
ΘΘ
l2
0Fl1Ll2
ΘE C˜ΘEl1 2Fl2Ll1 + C˜
ΘE
l2 0
Fl1Ll2 , even
EE C˜EEl1 2Fl2Ll1 + C˜
EE
l2
2Fl1Ll2 , even
ΘB iC˜ΘEl1 2Fl2Ll1 , odd
EB i
[
C˜EEl1 2Fl2Ll1 − C˜
BB
l2 2
Fl1Ll2
]
, odd
BB C˜BBl1 2Fl2Ll1 + C˜
BB
l2 2
Fl1Ll2 , even
TABLE I: Functional forms for fαl1Ll2 . “Even” and “odd” indicate that the functions are non-zero only when L+ l1+ l2 is even
or odd, respectively.
Because φML has a zero mean, the off-diagonal terms of the two-point correlations 〈aml bm
′
l′ 〉 taken over a statistical
ensemble would vanish. However, in a given realization, we can construct an estimator for the deflections as a weighted
5sum over multipole pairs, and find weights that minimize the variance of the estimator. We write a general weighted
sum of multipole pairs as
dαML =
AαL√
L(L+ 1)
∑
l1m1
∑
l2m2
(−1)M
(
l1 l2 L
m1 m2 −M
)
gαl1l2(L)a
m1
l1
bm2l2 , (29)
where aml and b
m
l are the observed CMB multipoles, α denotes the specific choice of a and b, and the sum includes
the diagonal (l1 = l2, m1 = −m2) pieces.
¿From expression (27) for the average over a fixed lens realization,
〈dαML 〉
∣∣∣
lens
=
AαL√
L(L+ 1)
[∑
l
√
2l + 1
2L+ 1
gαll(L)C
ab
l δL0 +
φML
2L+ 1
∑
l1l2
gαl1l2(L)f
α
l1Ll2
]
. (30)
where we have used the relations
∑
m1m2
(
l1 l2 L
m1 m2 M
)(
l1 l2 L
′
m1 m2 M
′
)
=
1
2L+ 1
δLL′δMM ′ , (31)
∑
m
(−1)l+m
(
l l L
m −m 0
)
=
√
2l + 1
2L+ 1
δL0. (32)
The diagonal terms in Eq. (29) only contribute to the unobservable monopole piece and we hereafter implicitly
consider L > 0 only. The normalization is set by the condition
〈dαML 〉
∣∣
lens
=
√
L(L+ 1)φML (33)
to be
AαL = L(L+ 1)(2L+ 1)
{∑
l1l2
gαl1l2(L)f
α
l1Ll2
}−1
. (34)
We derive the minimum variance estimator by minimizing the Gaussian variance 〈dαM∗L dαML 〉 with respect to gαl1l2(L)
and find that
gαl1l2(L) =
Caal2 C
bb
l1
fα∗l1Ll2 − (−1)L+l1+l2Cabl1 Cabl2 fα∗l2Ll1
Caal1 C
aa
l2
Cbbl1 C
bb
l2
− (Cabl1 Cabl2 )2
. (35)
Note that for a = b,
gαl1l2(L)→
fα∗l1Ll2
2Caal1 C
aa
l2
, (36)
and for Cabl = 0 (e.g., for ΘB or EB),
gαl1l2(L)→
fα∗l1Ll2
Caal1 C
bb
l2
. (37)
The Gaussian noise covariance
〈dαM∗L dβM
′
L′ 〉 ≡ δL,L′δM,M ′
[
CddL +N
αβ
L
]
(38)
is given by
NαβL =
Aα∗L A
β
L
L(L+ 1)(2L+ 1)
∑
l1l2
{
gα∗l1l2(L)
[
Cacl1 C
bd
l2 g
β
l1l2
(L) + (−1)L+l1+l2Cadl1 Cbcl2 gβl2l1(L)
]}
, (39)
with α = (ab), β = (cd). For α = β, the above reduces simply to NααL = A
α
L.
6FIG. 1: Deflection and noise power spectra for the quadratic and minimum variance estimators, assuming the noise properties
of the reference experiment (∆Θ = 1µK-arcmin; ∆P =
√
2µK-arcmin; θFWHM = 4
′) and a fiducial ΛCDM cosmology with with
parameters Ωc = 0.3, Ωb = 0.05, ΩΛ = 0.65, h = 0.65, n = 1, δH = 4.2 × 10−5 and no gravitational waves.
Following the treatment of the flat sky case in [10], we combine the measured quadratic estimators to further
improve the signal to noise by a forming minimum variance estimator
dmvML =
∑
α
wα(L)dαML , (40)
with weights and variance given by
wα(L) = NmvL
∑
β
(
N
−1
L
)αβ
, (41)
NmvL =
1∑
αβ
(
N
−1
L
)αβ . (42)
(43)
We will hereafter ignore contributions from the BB estimator, since the primordial contributions to the B-mode power
spectrum is expected to be small on scales where the lensed multipoles are employed.
We plot the noise power spectra for the five estimators, as well as the minimum variance estimator, in Fig. 1,
assuming the noise properties of the reference experiment.
IV. EFFICIENT ESTIMATORS
The quadratic estimators involve both filtering and convolution in harmonic space. It is useful in practice to
express the convolution as a product of the fields in angular space. The estimators can then be constructed using fast
harmonic transform algorithms [22, 23]. To simplify the construction of the estimators we will assume C˜BBl ≪ C˜EEl
as is appropriate for the standard cosmology. Aside from the EB estimator, derived in [10] under the flat sky
approximation, the angular space estimators involving polarization are new to this work.
Generalizing the construction in [7] for the ΘΘ estimator, consider the fact that lensing correlates the (lensed)
temperature and polarization fields to the their (unlensed) angular gradients. We show in Appendix A that the
all-sky analog to the gradient operation on a spin-s field is ∂i → Di. The quadratic estimator is then built out of the
general operation on two fields X(nˆ) and Y (nˆ)
P [X(nˆ), Y (nˆ)] ≡ −Di[X(nˆ)DiY (nˆ)] . (44)
7The properly normalized estimators then take the form
dˆαML =
AˆαL√
L(L+ 1)
∫
dnˆYM∗L (nˆ)e
α(nˆ) , (45)
where
eΘΘ(nˆ) = P [0AΘ, 0AΘΘ] ,
eΘE(nˆ) =
1
2
(P [+2AE ,−2AΘE ] + P [cc]) + P [0AΘ, 0AEΘ] ,
eΘB(nˆ) =
1
2
(P [+2AiB ,−2AΘE ] + P [cc]) ,
eEE(nˆ) =
1
2
(P [+2AE ,−2AEE ] + P [cc]) ,
eEB(nˆ) =
1
2
(P [+2AiB ,−2AEE ] + P [cc]) , (46)
where cc denotes the operation with the complex conjugates of the fields and the filtered fields themselves are given
by the general prescription
±sAX(nˆ) =
∑
lm
1
CXXl
Xml ±sY
m
l (nˆ),
±sAXY (nˆ) =
∑
lm
C˜XYl
CXXl
Xml ±sY
m
l (nˆ). (47)
We omit the α = BB estimator under the assumption that the unlensed B-power is small at high multipoles.
It is straightforward to verify that all of the estimators are the same as the harmonic space ones dˆαML = d
αM
L with
AˆαL = A
α
L except for ΘE. Here the weights on the multipole combination are
gˆΘEl1l2 =
fΘEl1Ll2
CΘΘl1 C
EE
l2
(48)
and are slightly non-optimal compared with the minimum variance weighting. Furthermore NˆL 6= AˆL and they
must be calculated separately. However a direct calculation of the noise spectrum through Eqn. (39) shows that the
differences are less than 1%, and essentially indistinguishable from the minimum variance estimator (see Fig. 2).
These estimators may therefore be used in place of a direct multipole summation for efficient lens reconstruction.
The gradient operations in Eqn. (44) are efficiently evaluated in harmonic space since their action on spin harmonics
simply raises and lowers the spin index in accordance with Eqn. (A17).
V. DISCUSSION
Counterintuitively, the gravitational lensing of the CMB temperature and polarization fields is a small scale mani-
festation of the very large scale properties of the intervening mass distribution. It therefore requires very challenging,
high angular resolution (< 10′) but wide-field surveys (> few degrees) to exploit. We have provided expressions for
quadratic estimators of the lensing potential valid on the entire sky, as well as the expected noise covariances for
the estimators. As expected, on small angular scales (L ≥ 100), the flat sky approximations differ from the full sky
expressions by less than ∼ 1%, indicating that the flat sky approximations is adequate. This regime is however not
where the signal-to-noise peaks.
We have also provided a practical means of implementing these estimators using fast harmonic transforms, either
with spherical harmonics or Fourier harmonics, to perform the required harmonic convolutions and filtering. We have
shown that even the approximate ΘE estimator has a noise performance that is essentially indistinguishable from the
minimum variance estimator. These techniques should provide a means to study the impact of real world issues such
as finite-field, inhomogeneous noise, and foregrounds on the science of CMB lensing.
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8FIG. 2: Fractional difference between the approximate and the minimum variance ΘE estimators, defined as δNL/NL ≡
(Napprox.
L
−NmvL )/NmvL .
APPENDIX A: TENSOR REPRESENTATION OF SPIN WEIGHTED FUNCTIONS
We clarify the relation between spin-s functions and tensor quantities on the sphere, and derive the relation between
spin raising and lowering operators and covariant derivatives on the sphere.
Suppose we construct an orthonormal basis (eˆ1(nˆ), eˆ2(nˆ)) at each point on the sphere, with nˆ denoting the outward-
facing normal vector. We define a local rotation as a right-handed rotation of the basis vectors (eˆ1, eˆ2) by an angle ψ
around the vector nˆ, so that the new basis vectors (eˆ1′ , eˆ2′) are related to the original vectors by the transformation
eˆ1′ = cosψeˆ1 + sinψeˆ2,
eˆ2′ = − sinψeˆ1 + cosψeˆ2. (A1)
A function sf(nˆ) is said to carry a spin-weight s if, under the rotation (A1), the function transforms as sf(nˆ) →
e−isψsf(nˆ). This convention conforms to [15], and defines rotations in a sense opposite to that in [17, 24].
We define vectors m and m¯ with respect to the basis (eˆ1, eˆ2) according to
m =
1√
2
[eˆ1 + ieˆ2] , (A2)
m¯ =
1√
2
[eˆ1 − ieˆ2] , (A3)
which have the property that
m ·m = m¯ · m¯ = 0,
m · m¯ = 1. (A4)
Given a vector field v(nˆ), it can easily be shown that the quantities v ·m and v · m¯ transform as spin 1 and −1
objects, respectively, so that m and m¯ act as spin projection vectors. More generally, given a rank-s tensor Ti1...is , the
quantity Ti1...ism
i1 · · ·mis transforms as a spin-s object, since under the rotation (A1), each factor of min contributes
a phase e−isψ .
The spin-s functions sf(nˆ) therefore also provide a complete basis for the totally symmetric trace-free portion of a
rank-s tensor
Ti1...is = sf(nˆ)m¯i1 · · · m¯is + −sf(nˆ)mi1 · · ·mis , (A5)
where the trace-free condition refers to the vanishing under contraction of any two indices in the tensor. For example,
the polarization tensor can be written as
Pij = +2A(nˆ)m¯im¯j + −2A(nˆ)mimj. (A6)
9Covariant differentiation of such a tensor is related to the raising and lowering of the spin weight [17]:
∇kTi1...is = [∂ksf(nˆ)] m¯i1 · · · m¯is + sf(nˆ)∇(km¯i1 · · · m¯is)
+ [∂k−sf(nˆ)]mi1 · · ·mis + −sf(nˆ)∇(kmi1 · · ·mis). (A7)
We evaluate the covariant derivatives ∇im¯j etc. explicitly in the spherical basis with coordinates (θ, ϕ), yielding
∇θm¯θ = ∇θm¯ϕ = 0,
∇ϕm¯θ = i√
2
cos θ,
∇ϕm¯ϕ = 1√
2
sin θ cos θ, (A8)
with those for m given as complex conjugates of the above. Using these, it can be shown that
m¯j∇im¯j = mj∇imj = 0,
mj∇im¯j = −m¯j∇imj = Ji, (A9)
where
Jθ = 0, Jϕ = i cos θ, (A10)
in spherical coordinates. The covariant derivative of Ti1...is is therefore given by
∇kTi1...is = [Dk sf(nˆ)] m¯i1 · · · m¯is + [Dk −sf(nˆ)]mi1 · · ·mis , (A11)
where we define the spin-dependent gradient operator as
Di ≡ ∂i + sJi. (A12)
A covariant derivative ∇i operating on the spin-s piece of a tensor is equivalent to a gradient operation Di on its
spin-s weighted representation. As an example, the components of the covariant derivative of the polarization tensor
mimj∇kPij = Dk[2A(nˆ)],
m¯im¯j∇kPij = Dk[−2A(nˆ)]. (A13)
The gradient operator Dk is related to spin raising and lowering operators. Using the expressions (A10) and
expressing the operator Dk in the (m, m¯) basis, we obtain the desired relations
Di [sf(nˆ)] = − 1√
2
{[
′∂sf(nˆ)
]
m¯i +
[
′∂sf(nˆ)
]
mi
}
. (A14)
By virtue of the rotational properties of (m, m¯), the ladder operators ′∂ and ′∂, defined by [17, 24]
′∂sf(θ, ϕ) = − sins θ
[
∂
∂θ
+ i csc θ
∂
∂ϕ
]
sin−s θsf(θ, ϕ), (A15)
′∂sf(θ, ϕ) = − sin−s θ
[
∂
∂θ
− i csc θ ∂
∂ϕ
]
sins θsf(θ, ϕ), (A16)
raise and lower the spin weight by 1. For example, the gradient operation on the spin-s spherical harmonic yields
Di[sY
m
l ] = −
1√
2
(
[(l − s)(l + s+ 1)]1/2s+1Y ml m¯i − [(l + s)(l − s+ 1)]1/2s−1Y ml mi
)
. (A17)
Note that the inner product of two gradients
[Di s1f1(nˆ)][Di s2f2(nˆ)] =
1
2
{
[ ′∂ s1f1(nˆ)] [
′∂s2f2(nˆ)] + [
′∂s1f1(nˆ)] [
′∂ s2f2(nˆ)]
}
(A18)
leaves the total spin-weight of the product unchanged.
Inverting the relation (A14), we obtain the ladder operators in the tensor representation
′∂sf(nˆ) = −
√
2mjmi1 · · ·mis∇jTi1...is , (A19)
′∂sf(nˆ) = −
√
2m¯jmi1 · · ·mis∇jTi1...is , (A20)
for s ≥ 0, and with min replaced by m¯in for s < 0. This relationship was first proven in [17], albeit with a different
sign convention.
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APPENDIX B: FLAT-SKY APPROXIMATION
The all-sky estimators derived in Sect. III reduce to the flat sky estimators, based on Fourier harmonics of the
fields in the small angle limit. Here we explicitly show this correspondence.
The full sky harmonics in multipole space (l,m) are related to the flat sky harmonics in Fourier space l = l cosϕlxˆ+
l sinϕlyˆ by [13, 25]
X(l) =
√
4π
2l + 1
∑
m
i−mXml e
imϕl . (B1)
Rewriting Eq. (29) using the above,
dα(L) ≈ A
α
L√
L(L+ 1)
∑
M
(−i)MeiMϕL
∑
l1m1
∑
l2m2
im1+m2gαl1l2(L)
(
l1 l2 L
m1 m2 −M
)
×
√
(2l1 + 1)(2l2 + 1)
4π(2L+ 1)
∫
dϕ1
2π
dϕ2
2π
e−im1ϕ1e−im2ϕ2a(l1)b(l2). (B2)
To go further, we can utilize the approximation [13](
l1 L l2
2 0 −2
)
≈
(
l1 L l2
0 0 0
)
×
{
cos 2(ϕl2 − ϕl1), L+ l1 + l2 = even,
i sin 2(ϕl2 − ϕl1), L+ l1 + l2 = odd,
(B3)
with the trigonometric functions defined through the cosine and sine rules, and the 3-j symbol on the rhs for the odd
case represents a continuation of the analytic expression for the even case(
la lb lc
0 0 0
)
= (−1)l/2
(
l
2
)
!(
l
2 − la
)
!
(
l
2 − lb
)
!
(
l
2 − lc
)
!
[
(l − 2la)!(l − 2lb)!(l − 2lc)!
(l + 1)!
]1/2
, (B4)
where l = la + lb + lc.
Furthermore, in the limit l1, l2, L≫ 1,
1
2
[L(L+ 1) + l2(l2 + 1)− l1(l1 + 1)] ≈ L · l2, (B5)
FIG. 3: Fractional differences δNL/NL between the noise in the flat sky and full sky estimators, calculated for the reference
experiment.
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and so we may absorb the geometric factors in sFl1Ll2 as
sFl1Ll2 ≈
√
(2L+ 1)(2l1 + 1)(2l2 + 1)
4π
(
l1 l2 L
0 0 0
)
sF¯l1Ll2 , (B6)
with
sF¯l1Ll2 ≡ L · l2 ×


1, s = 0,
cos 2(ϕl2 − ϕl1), s = 2, L+ l1 + l2 = even,
i sin 2(ϕl2 − ϕl1), s = 2, L+ l1 + l2 = odd.
(B7)
The approximations for fαl1Ll2 and g
α
l1l2
(L) can likewise be written as
fαl1Ll2 ≈
√
(2L+ 1)(2l1 + 1)(2l2 + 1)
4π
(
l1 l2 L
0 0 0
)
f¯αl1Ll2 ,
gαl1l2(L) ≈
√
(2L+ 1)(2l1 + 1)(2l2 + 1)
4π
(
l1 l2 L
0 0 0
)
g¯αl1l2(L), (B8)
where f¯αl1Ll2 and g¯
α
l1l2
(L) are defined as the unbarred quantities with sFl1Ll2 replaced by sF¯l1Ll2 . We will also utilize
the relation between plane waves and spherical harmonics,
eil·nˆ ≈
√
2π
l
∑
m
imY ml e
−imϕl . (B9)
Using Eq. (B8) to rewrite Eq. (B2), and applying relations (12) and (B9), the estimator becomes
dα(L) ≈ A
α
L√
L(L+ 1)(2L+ 1)
∑
l1l2
g¯αl1l2(L)
√
(2l1 + 1)(2l2 + 1)
4π
×
∫
dϕ1
2π
dϕ2
2π
√
l1l2L
(2π)3
a(l1)b(l2)
∫
dnˆei(l1+l2+L)·nˆ. (B10)
Taking l1, l2, L≫ 1, the above reduces to
dα(L) ≈ A
α
L
L
∫
d2l1
(2π)2
g¯αl1l2(L)a(l1)b(l2), l2 = L− l1 (B11)
with g¯αl1l2(L) corresponding to the filters Fα(l1, l2) in [10]. The normalization A
α
L reduces to the flat sky expression in
[10] in a similar fashion, by using the approximations (B8) to relate the full sky quantities to trigonometric functions
on the flat sky.
It is simple to show that the efficient all-sky estimator in Eqn. (45) reduces to efficient flat sky estimators with
the replacements Di → ∂i in Eqn. (44) and the spherical harmonic transform in Eqn. (45) with a Fourier transform.
Under the assumption that C˜BBl ≪ C˜EEl , they again reproduce the properties of the minimum variance quadratic
estimators in Eqn. (B11) and allow fast Fourier transform techniques to be employed in their construction.
Fig. 3 shows fractional differences between the noise in flat sky estimators derived in [10] and the noise in full
sky estimators, defined as δNαL/N
α
L ≡ (Nα(flat)L − Nα(full)L )/Nα(full)L . Because most of the information comes from
multipole pairs at high multipole moments, the flat sky expressions deviate at less than ∼ 1% for L > 200, mainly in
the direction of overestimating the noise.
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