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Abstract
Making use of the fundamental solution of the heat equation we reformulate and prove the stability theorem of a special case of
the Euler–Lagrange–Rassias functional equation in the spaces of tempered distributions and Fourier hyperfunctions.
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1. Introduction
In 1941 Hyers [10] considered the case of approximately additive mappings f : E → E ′ where E and E ′ are
Banach spaces and f satisfies the Hyers inequality ‖ f (x + y) − f (x) − f (y)‖ ≤  for all x, y ∈ E . It was shown
that the limit L(x) = limn→∞ 2−n f (2nx) exists for all x ∈ E and that L : E → E ′ is the unique additive mapping
satisfying ‖ f (x)− L(x)‖ ≤ .
In 1982–1994, a generalization of this result was proved via theorems [13–15,17,18]: The following weaker
condition (or Cauchy–Gavruta–Rassias inequality) assumed
‖ f (x + y)− f (x)− f (y)‖ ≤ θ‖x‖p‖y‖q (1.1)
for all x, y ∈ E , and controlled by (or involving) a product of different powers of norms, where θ ≥ 0 and real p, q
such that r = p + q 6= 1, and the condition of continuity of f (t x) in t for fixed x is retained.
Theorem ([13–15,17,18,23]). Let X be a real normed linear space and let Y be a real complete normed linear space.
Assume in addition that f : X → Y is an approximately additive mapping for which there exist constants θ ≥ 0 and
p, q ∈ R such that r = p + q 6= 1 and f satisfies the aforementioned inequality (1.1). Then there exists a unique
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additive mapping L : X → Y satisfying
‖ f (x)− L(x)‖ ≤ θ|2r − 2| ‖x‖
r
for all x ∈ X. If in addition f : X → Y is a mapping such that the transformation t → f (t x) is continuous in t ∈ R
for each fixed x ∈ X, then L is R-linear mapping.
A pertinent interesting paper about the stability of additive mappings was presented by Gavruta [8]. However,
the case r = 1 in inequality (1.1) is singular. A counter-example has been given by Gavruta [9]. The above-
mentioned stability involving a product of different powers of norms is called the Ulam–Gavruta–Rassias stability
by Bouikhalence, Elqorachi and Sibaha [3,25], as well as by Ravi and Arunkumar [24]. This stability is called also the
Hyers–Ulam–Rassias stability involving a product of different powers of norms by Park [11]. And it might be called
Hyers–Ulam–Gavruta–Rassias stability, as well.
Rassias [16,19–22] generalized the standard quadratic equation to the equation
m1m2|a1x1 + a2x2|2 + |m2a2x1 − m1a1x2|2 = (m1|a1|2 + m2|a2|2)(m2|x1|2 + m1|x2|2).
He introduced and investigated the general pertinent Euler–Lagrange quadratic mappings. These Euler–Lagrange
mappings are named Euler–Lagrange–Rassias mappings and the corresponding Euler–Lagrange equations are called
Euler–Lagrange–Rassias equations by Park [12]. These notions provide a cornerstone in analysis, because of their
particular interest in probability theory and stochastic analysis in marrying these fields of research to functional
equations via the introduction of the Euler–Lagrange–Rassias quadratic weighted means and fundamental mean
equations [20,21].
Bae [1] proved the stability theorem of the following quadratic functional equation:
f (x + y + z)+ f (x − y)+ f (y − z)+ f (z − x) = 3 f (x)+ 3 f (y)+ 3 f (z) (1.2)
which is a special case of the Euler–Lagrange–Rassias equation.
In this work, we reformulate and prove the stability theorem of Eq. (1.2) in the spaces of tempered distributions
and Fourier hyperfunctions. Following the same approach as in [2,4–7] we reformulate (1.2) and the related inequality
as
u ◦ A + u ◦ B1 + u ◦ B2 + u ◦ B3 = 3u ◦ P1 + 3u ◦ P2 + 3u ◦ P3, (1.3)
‖u ◦ A + u ◦ B1 + u ◦ B2 + u ◦ B3 − 3u ◦ P1 − 3u ◦ P2 − 3u ◦ P3‖ ≤ , (1.4)
respectively, where A, B1, B2, B3, P1, P2 and P3 are the functions defined by
A(x, y, z) = x + y + z,
B1(x, y, z) = x − y, B2(x, y, z) = y − z, B3(x, y, z) = z − x,
P1(x, y, z) = x, P2(x, y, z) = y, P3(x, y, z) = z.
Here ◦ means the pullback and ‖v‖ ≤ ε means that |〈v, ϕ〉| ≤ ε‖ϕ‖L1 for all test functions ϕ.
2. Main results
In order to prove the stability theorem of Eq. (1.2) in the spaces of tempered distributions and Fourier
hyperfunctions we employ the n-dimensional heat kernel
Et (x) = E(x, t) =
{
(4pi t)−n/2 exp(−|x |2/4t), x ∈ Rn, t > 0,
0, x ∈ Rn, t ≤ 0.
Since for each t > 0, E(·, t) belongs to the Schwartz space, the convolution
u˜(x, t) = (u ∗ E)(x, t) = 〈u y, (E(x − y, t))〉, x ∈ Rn, t > 0
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is well defined for all u in tempered distributions and Fourier hyperfunctions. As a matter of fact, u˜(x, t) is a C∞
solution of the heat equation and u˜(x, t) converges to u as t → 0+ in the following sense: for each test function ϕ,
〈u˜(·, t), ϕ〉 =
∫
u˜(x, t)ϕ(x)dx −→ 〈u, ϕ〉 as t → 0+.
Convolving the tensor product Et (x)Es(y)Er (z) of n-dimensional heat kernels in both sides of (1.3) we have











Et (ξ + η + ζ − x − y − z)Es(y)Er (z)dydz
〉
= 〈ux , (Et ∗ Es ∗ Er )(ξ + η + ζ − x)〉
= 〈ux , (Et+s+r )(ξ + η + ζ − x)〉
= u˜(ξ + η + ζ, t + s + r)
and similarly we get
[(u ◦ B1) ∗ (Et (x)Es(y)Er (z))](ξ, η, ζ ) = u˜(ξ − η, t + s),
[(u ◦ B2) ∗ (Et (x)Es(y)Er (z))](ξ, η, ζ ) = u˜(η − ζ, s + r),
[(u ◦ B3) ∗ (Et (x)Es(y)Er (z))](ξ, η, ζ ) = u˜(ζ − ξ, r + t),
[(u ◦ P1) ∗ (Et (x)Es(y)Er (z))](ξ, η, ζ ) = u˜(ξ, t),
[(u ◦ P2) ∗ (Et (x)Es(y)Er (z))](ξ, η, ζ ) = u˜(η, s),
[(u ◦ P3) ∗ (Et (x)Es(y)Er (z))](ξ, η, ζ ) = u˜(ζ, r).
Thus (1.3) is converted into the following classical functional equation:
u˜(x + y + z, t + s + r)+ u˜(x − y, t + s)+ u˜(y − z, s + r)+ u˜(z − x, r + t)
= 3u˜(x, t)+ 3u˜(y, s)+ 3u˜(z, r).
For convenience, we define the operator T by
(T f )(x, y, z, t, s, r) := f (x + y + z, t + s + r)+ f (x − y, t + s)+ f (y − z, s + r)
+ f (z − x, r + t)− 3 f (x, t)− 3 f (y, s)− 3 f (z, r).
Lemma 2.1. Let f : Rn × (0,∞) → C be a continuous function satisfying
(T f )(x, y, z, t, s, r) = 0. (2.1)
Then the solution is of the form
f (x, t) =
∑
1≤i≤ j≤n
ai j xi x j + bt,
where ai j and b are in C.
Proof. Let h(x, t) := f (x, t)− f (0, t). Then h satisfies h(0, t) = 0 and
(Th)(x, y, z, t, s, r) = 0 (2.2)
for all x, y, z ∈ Rn, t, s, r > 0. Putting y = z = 0 in (2.2) we have
h(x, t + s + r)+ h(x, t + s)+ h(−x, r + t) = 3h(x, t). (2.3)
Letting s = r → 0+ in (2.3) we get
h(−x, t) = h(x, t). (2.4)
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Putting z = 0 in (2.2) we obtain
h(x + y, t + s + r)+ h(x − y, t + s)+ h(y, s + r)+ h(−x, r + t) = 3h(x, t)+ 3h(y, s). (2.5)
Letting r → 0+ in (2.5) and using (2.4) we obtain
h(x + y, t + s)+ h(x − y, t + s) = 2h(x, t)+ 2h(y, s) (2.6)
for all x, y ∈ Rn, t, s > 0. Putting y = 0 in (2.6) we have h(x, t + s) = h(x, t). Thus h(x, t) is independent of
t > 0 and we may write h0(x) = h(x, 1) = h(x, t). It follows from (2.6) that h0(x) satisfies the quadratic functional
equation
h0(x + y)+ h0(x − y) = 2h0(x)+ 2h0(y)




ai j xi x j ,
where ai j ∈ C. On the other hand, letting x = y = z = 0 in (2.1) we have
(Th)(0, 0, 0, t, s, r) = 0 (2.7)
for all t, s, r > 0. In view of (2.7) c := limt→0+ f (0, t) exists. Letting t = s = r → 0+ in (2.7) we get c = 0. Letting
r → 0+ in (2.7) we obtain
f (0, t + s) = f (0, t)+ f (0, s).
Given the continuity, we must have f (0, t) = bt , where b ∈ C. Therefore we have
f (x, t) = h(x, t)+ f (0, t) =
∑
1≤i≤ j≤n
ai j xi x j + bt.
This completes the proof. 
Lemma 2.2. Let f : Rn × (0,∞) → C be a continuous function satisfying
|(T f )(x, y, z, t, s, r)| ≤  (2.8)




ai j xi x j + bt, ai j , b ∈ C
such that
| f (x, t)− Q(x, t)| ≤ 32
15
ε
for all x ∈ Rn, t > 0.
Proof. Let h(x, t) := f (x, t)− f (0, t). Then h(0, t) = 0 and
|(Th)(x, y, z, t, s, r)| ≤ 2ε. (2.9)
Putting y = z = 0 in (2.9) we have
|h(x, t + s + r)+ h(x, t + s)+ h(−x, r + t)− 3h(x, t)| ≤ 2ε. (2.10)
Letting s = r → 0+ in (2.10) we get
|h(−x, t)− h(x, t)| ≤ 2ε. (2.11)
Putting y = x, z = 0, s = t we obtain
|h(2x, 2t + r)+ h(x, t + r)+ h(−x, r + t)− 6h(x, t)| ≤ 2ε. (2.12)
698 Y.-S. Lee, S.-Y. Chung / Applied Mathematics Letters 21 (2008) 694–700
Letting r → 0+ in (2.12) we have
|h(2x, 2t)+ h(−x, t)− 5h(x, t)| ≤ 2ε. (2.13)
It follows from (2.11) and (2.13) that
|4−1h(2x, 2t)− h(x, t)| ≤ ε.
Making use of the induction argument and triangle inequality it follows that
|4−nh(2nx, 2n t)− h(x, t)| ≤ 4
3
ε. (2.14)
On the other hand, putting x = y = z = 0 in (2.8) we get
|(T f )(0, 0, 0, t, s, r)| ≤ ε. (2.15)
In view of (2.15) it is easy to see that
c := lim sup
t→0+
f (0, t)
exists. Letting t = s = r = tn → 0+ so that f (0, tn) → c in (2.15) we have |c| ≤ 15ε. Letting r = tn → 0+ so that
f (0, tn) → c in (2.15) we obtain
| f (0, t + s)− f (0, t)− f (0, s)| ≤ 4
5
ε. (2.16)
Putting s = t in (2.16) and dividing by 2 we get∣∣∣∣ f (0, 2t)2 − f (0, t)
∣∣∣∣ ≤ 25ε.
Making use of the induction argument and triangle inequality it follows that




gn(x, t) = 4−nh(2nx, 2n t)+ 2−n f (0, 2n t).
Then from the inequality (2.14) and (2.17) it is easy to see that gn(x, t) is a uniform Cauchy sequence and hence
g(x, t) = limn→∞ gn(x, t) exists. Now it follows from the inequality (2.14) and (2.17) that
| f (x, t)− gn(x, t)| ≤ 3215ε. (2.18)
Letting n →∞ in (2.18) we get
| f (x, t)− g(x, t)| ≤ 32
15
ε. (2.19)
Now in view of (2.9) and (2.15) we have
|(Tgn)(x, y, z, t, s, r)| ≤ 4−n|(Th)(2nx, 2n y, 2nz, 2n t, 2ns, 2nr)| + 2−n|(T f )(0, 0, 0, 2n t, 2ns, 2nr)|
≤ 2−n(21−n + 1).
Letting n →∞ we get
(Tg)(x, y, z, t, s, r) = 0. (2.20)




ai j xi x j + bt,
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where ai j , b ∈ C. Finally we prove the uniqueness. Let G(x, t) = g(x, t)− g(0, t). Then G(0, t) = 0 and G satisfies
(2.20). Note that
G(r x, t) = r2G(x, t) (2.21)
for all rational numbers r . Now suppose that there is another h(x, t) satisfying (2.19) and (2.20). Let H(x, t) =
h(x, t)− h(0, t). Then H satisfies (2.21). By the property (2.21) and the triangle inequality we have
r2|G(x, t)− H(x, t)| = |G(r x, t)− H(r x, t)|
≤ |g(r x, t)− h(r x, t)| + |g(0, t)− h(0, t)| ≤ 128
15
ε.
Letting r →∞ we must have G = H . Also we have
|g(x, t)− h(x, t)| = |g(0, t)− h(0, t)| = 1
k
|g(0, kt)− h(0, kt)| ≤ 32
15k
ε
for all positive integers k. Letting k →∞ we conclude that g = h. 
As a consequence of the above lemma we prove the stability theorem of the Eq. (1.2) in the spaces of tempered
distributions and Fourier hyperfunctions.
Theorem 2.3. Let u be a tempered distribution or Fourier hyperfunction satisfying the inequality (1.4). Then there




ai j xi x j
such that
‖u − q(x)‖ ≤ 32
15
ε.
Proof. Convolving the tensor product Et (x)Es(y)Er (z) of n-dimensional heat kernels in both sides of (1.4) the
inequality (1.4) is converted into
|(T u˜)(x, y, z, t, s, r)| ≤ ε




ai j xi x j + bt, ai j , b ∈ C
such that
|u˜(x, t)− Q(x, t)| ≤ 32
15
ε.
Letting t → 0+ we have∥∥∥∥∥u − ∑
1≤i≤ j≤n
ai j xi x j
∥∥∥∥∥ ≤ 3215ε.
This completes the proof. 
Remark 2.4. The norm inequality ‖u − q(x)‖ ≤ 3215ε implies that u − q(x) belongs to (L1)′ = L∞. Thus all the
solution u in tempered distributions or Fourier hyperfunctions can be written uniquely in the form
u = q(x)+ µ,
where µ is a bounded measurable function such that ‖µ‖L∞ ≤ 3215ε.
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