Abstrucf-In this paper we extend recent mults on strictly to solving the problem, by using standard techniques, see Convex multiparametric quadratic P m P W i n g (mpQP) to the e.g. [lo, Chapter 151. Moreover, if the set of feasible paramconvex -se. An emdent method for computing the mpQP eter "dues is not full-dimensional, the technique described solution is pmvided. We give a fairly complete description of .
I. INTRODUCTION of elements in a set. Parametric programming amounts to explicitly representing the solution to an optimization problem for a range of parameter values. In particular, in multiparametric programming, a vector of parameters is considered. Much of the recent interest in multiparametric programming has been motivated by the need for technology to implement constrained optimal feedback control with a minimal amount of real-time computations. Parametric programming solutions allow explicit nonlinear (typically piecewise affine (PWA)) feedback control laws to replace computationally expensive real-time numerical optimization algorithms. A thorough treatment of multiparametric LP (mpLP) with an algorithm to solve such problems is given in [8] . Strictly convex multiparametric QP (mpQP) was treated in Ill, in which also a geometric algorithm to solve the problem is presented. These ideas were modified to an mpLP algorithm in [Z] . An alternative strategy for mpQP was used in [ll] . In [14] a more efficient mpQP solver was developed, extending the main ideas of [SI to the strictly convex mpQP case. The main contribution of this paper is to combine the efficiency of the active set mpQP solver [14], which handles only strictly convex problems, with the simple degeneracy handling of the geometric mpQP solver [I], in order to solve mpQPs which has a positive semi-definite projection of the Hessian onto the subspace defined by the active constraints. Moreover, we discuss how primal degeneracies can best be veated in the mpQP solver, and include mpQPs with equality constraints. Note that the algorithm suggested in this paper can also be used for mpLP, as this is a special case of convex
BASIC RESULTS

mpQP.
We will consider the following class of problems where 0 E R P is a parameter of the optimization problem, and the vector x E R" is to be ootimized for all values of 6 E 0, where 0 C R P is some polyhedral set. Moreover, is the set of indices of the active constraints, that is,
Moreover, let N ( x , 6) denote the set of inactive constraints, that is,N(x,O) = 11 ,..., q } \A(x,O).
Definition 2: Let 0 be given. X*(O) is the set of optimal solutions to (1x3). Definition 3: Let 0 be given. Let the optimal active set A ' ( 0 ) be the set of constraints which are active for all x E X'(0).
When the mnOP is strictlv convex. the ontimal solution x* is unique (sie'Tbeorem 5) and the acti;e set A(x*(O),O) is the unique active set for the optimal solution. However, Definition 3 gives a unique optimal active set also in the convex case, when the solution is not unique.
Assume for the moment that we know the set A of active constraiuts at the optimum for a given 0. We can now form matrices AA, bd and as the rows of A, b and S corresponding to this optimal active set A. Definition 4: For an active set A, we say that the linear independence constraint qualification (LICQ) holds if the set of active constraint gradients are Linearly independent, i.e., AA has full row rank. When LICQ is violated, this is referred to as primal degeneracy As in [l] we solve the mpQP by formulating the KKT conditions X E Rq.
(4)
for all i E I,
(7)
A, 2 0, for all i E Z.
(8)
The strategy is first to fix the active set A, giving a linear system with equality constraints only. Suppose 0 is given and Theorern I: Consider the mpQP (1)-(3). Consider an arbitrary active set A, let m = /A\, N = {1, ..., q } \ A and assume that A satisfies LICQ. Let ZA be an n x (n -m) matrix whose columns span the null-space of A A , let YA he any n x m matrix such that [YA Z A ] is nonsingular, and assume Z z r f Z~ > 0. For any 8 E 0 such that A is the optimal actlve set, the optimal solution and Lagrange multipliers are given by the affine functions We proceed to solve (9) by substituting (18) into the first equation of (9) and multiply by Zz, to obtain The region (16) is commonly referred to as a critical region (CR). This is a polyhedral set, whose open interior represents the largest set of parameters 8 such that A is the unique optimal active set. This means that if we know every active set which is optimal in some full-dimensional region in the parameter space, we can characterize the solution to the mpQP as a PWA function of the parameter vector. The main task of an mpQP-solver is therefore to find every such active set.
We would like to choose YA in such a way that A A Y . is as well conditioned as possible, to make (19) numerically wellconditioned. This can he done by a QR factorization 1121 of A:, that is,
and defining
which would result in a condition number for AAYA which is not larger than that of A A . II is a permutation mahix, and the Q2 and 0 matrices in (26) may be empty. For ease of notation, we explicitly form the inverses to solve the equations in this paper. However, as the matrices YA and ZA are formed by a QR factorization, (19) (and other equations in this paper) will be in triangular form, and the implementation exploits this by solving the equations by substitution rather than forming the inverses. The matrices YA and ZA may also be obtained by a Gaussian elimination, but as the problem sizes of mpQPs usually are sufficiently small to make the orthogonal QR factorization attainable, this would be preferable due to the numerical advantages. The following theorem characterizes some properties of the primal and dual parametric solutions, and will be useful in the sequel. C. Primal Degeneracy When LICQ is violated for an optimal active set, the optimal Lagrange multipliers are no longer unique, giving several optimal combinations of active constraints. In [I] two methods were suggested on how to handle this. a) To obtain a linear system of full rank by removing some active constraints, and proceed with the new reduced active set.
h) To use a projection in the [e, A]-space.
It was argued that method b) would be computationally expensive, and consequently, method a) was used. Moreover, method a) is well suited for easy implementation with the algorithm of [ 11. However, when using the algorithm of [14], this method leads to overlapping regions, which increases software complexity and degrades the performance of the solver. Example 1 illustrates some problems that arise. When using method b), Definition 3 gives a unique active set for a given 9 (and the optimal solution x*(S)), avoiding critical regions with mutually overlapping interiors. Moreover, the projection needed is often through one dimension only, which may not be more computationally demanding than characterizing several critical regions as in method a). Hence, we will explore method h) in more detail. When LICQ is violated, the set of optimal Lagrange multinliers X'(9) can be characterized hv a nntvhedron in the . . . The active set A is optimal in the interior of the projection of (31x32) onto the @-space.
To compute ~'(6') one can obtain a reduced set of equations, and proceed as in Section B A , as ~' ( 8 ) is still uniquely defined (due to Theorem 2). The Lagrange multipliers can be found by partitioning A' as
Pmof:
A* = FAA, + ZdAi.
'@s means that FAX? is a particular solution of (9), while Z A A~ is a displacement along the constraints. We proceed to find A' 
In h e numerical imp!ementatl:on we use a QR factorization to obtain the "ices Z A and Y ' , , to obtain a well-conditioned system. To obtain a critical region in 0-space from ( 3 1~3 2 ) , a projection algorithm is needed, e.g. 171 or a Fourier-Motzlun elimination 141 . The polyhedron to be projected is defined by 1 n cl linear inequalities (only the polyhedron (32) has to be projectedj. and the projection has to be done through a numher of dimensions given by the dimension of the nullspace of .-LA. So even if doing projections is considered computationally expensite in general, we emphasize that the projection needed often is relatively simple, and needed onl) in degenerate cases. This i5 due to the fact that when LICQ is violated in a full-dimensional region, the row-rank of AA is often A -1. and the required projection would be through one dimension only. When using method a) to handle violation of LICQ. several possibly overlapping critical regions will be found instead of the single region found by projection.
Avoid~ng this ambiguity has computational advantages. The partition obtained from this mpQP is shown in Figure  3 . In regions R1 -R4, LICQ is violated. and the union of these regions can be obtained by a projection, as explained in Theorem 3. Inside this region, there are four different combinations of active constraints which may be optimal, each of them corresponding to a region Rl,R2,R3 or R4. The problems connected with such overlapping regions when using the mpQP solver of [14], can be as follows: Assume that region R1 is found, and the solver shall find the neighboring region of R1 in the direction of R2. This must be done using the method of [13, Appendix A], since LICQ is violated in R1. However, when solving the QP, there is, as far as we can see, no obvious way of preventing that the new combination of active constraints found is the one Corresponding to region R3 or R4. And as shown in Figure 2 , the mpQP solver of [I41 depends on finding the neighboring region of the current region, to guarantee that there are no holes in the resulting partition, In this simple example one may find methods for handling such problems, but in higher dimensions having higher degrees of degeneracies, we believe that the projection method analyzed in Theorem 3 is the most reliable way of characterizing the solution.
to as dual degeneracy, which means that the dual of (1)-(3) is primal degenerate. In Section 11-C we saw that in the case of primal degeneracy we could obtain a partition with mutually non-overlapping regions by using a projection algorithm. A similar procedure can be applied in the case of dual degeneracy. By again using the null-space method, the optimal solution and Lagrange multipliers can be obtained as affine functions of the parameters and some additional variable p.
For a positive semi-definite mpQP, one can (similar to the procedure of section II-C) for an optimal active set A' characterize a polyhedron in the (0,p)-space from the KKT conditions ( 4 x 8 ) . By construction, A* is in the interior of this region the unique optimal active set according to Definition 3. One can further apply a projection algorithm to obtain a critical region in the parameter space. The mpQP algorithm of [I] can fairly straightforwardly be extended to deal with dual degeneracy and positive semidefinite mpQP. However, we would like to take advantage of the increased execution speed of the algorithm of [14] in parts of the parameter space where the problem is non-degenerate.
We therefore suggest to combine these two algorithms to solve such problems efficiently: In this section, we explain how to deal with cases when the mamx ZXHZ, in Theorem 1 has some eigenvalues equal to zero, that is, the positive definiteness assumption is relaxed into positive semi-definiteness. This is referred 
ACTIVE SETS I N NEIGHBORING REGIONS
This section will give some results on how to obtain the optimal active set in a neighboring region. 
A. Non-degenerate Cases
Below, we denote by x * *~ (8) the affine expression of the PWA function z* (8) restricted to the critical region CRk, where k is an index enumerating the optimal active sets. We say that GiO 5 g, is redundant if GjO 5 gj V j # i =+ Gi8 5 g, (i.e., it can be removed from the descnptlon of the polyhedron). A representation of a polyhedron is minimal if it contains no redundant constraints. We have seen in the previous section that when we fix the active set, it is fairly straightforward to characterize the optimal solution and Lagrange multipliers corresponding to this active set, and the region in the parameter space in which this active set is optimal. The main task for an mpQP solver is therefore to find every active set which is optimal in some full-dimensional region in the parameter space. We will do this by for each CR we identify, finding the optimal active set in every full-dimensional neighboring CR.
Let us consider a hyperplane defining the common facet between two polyhedra CR', CR' in the optimal partition of the state space. Assuming degeneracies do not occur, there are two different kinds of hyperplanes. The first (Type I) are those described by (24), which represent a non-active inequality constraint that becomes active at the optimum as 0 moves from CRO to CR'. As proved in the following theorem, the corresponding constraint will he activated on the other side of the facet defined by this hyperplane. In addition, the corresponding Lagrange multiplier may become positive. The other kind (Type II) of hyperplanes which bound the polyhedra are those described by (25). In this case, the corresponding inequality constraint will be non-active on the other side of the facet defined by this hyperplane. to be checked to find the optimal active set in CR'. One should always a priori remove redundant constraints from ( 2 x 3 ) . This reduces the complexity of the mpQP, and by this, some degeneracies may also he avoided (see Section IU-B). Theorem 4 and Corollary 1 show how to find the optimal active set across a facet only by using the knowledge of which kind of hyperplane the facet corresponds to, except in degenerate cases, which is the topic of the next section.
B. Degeneracy Handling in the MpQP Solver
We assumed in Section ID-A when obtaining the active set in a neighboring region, that the the mpQP was not degenerate, neither in the interior of the current critical region nor on its facets. In cases when this assumption is violated, we suggest to obtain the active set in the neighboring region by finding a p i n t 00 a small distance into the neighboring region, and active in CR'. 
C. MpQP Algorilhm
Based on the results from the previous sections, we finally present an efficient algorithm for the computation of the solution to the mpQP (1H3). Generally, there exist active sets which are not optimal anywhere in the parameter space (typically, most active sets are not optimal anywhere). We need an active set which is optimal in a full-dimensional region to start the algorithm. Generally we can do this by choosing a feasible 0, and solve the QP obtained by inserting this 6' into the mpQP (IH3).
Let Lc,,nd be a list of active sets which are found, but not yet explored (i.e., are candidates for optimality) and Lop* be the set of active sets which have been explored (i.e., are found to be optimal in some full-dimensional region). combining the advantages of the solvers. The result is an algorithm which is more general than the strictly convex mpQP solver of [ 141 (as it can handle convex mpQPs), and more efficient than Algorithm 1 (which is the convex counterpart of the strictly convex mpQP algorithm in [I]). A few examples, comparing Algorithm I and 2 on convex mpQP problems, obtained from model predictive control, can be found in [13, Chapter 31. We consider this to be an important step towards efficient implementation of constrained optimal feedback control.
IV. CONCLUSIONS
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'A numerical tolerance is needed to test the row-rank condition.
'This can e.g. be tested by computing the Chebyshev radius of CR, which can be formulated as an LP. 
