Abstract-An arbitrary m × n Boolean matrix M can be decomposed exactly as M = U • V , where U (resp. V ) is an m × k (resp. k × n) Boolean matrix and • denotes the Boolean matrix multiplication operator. We first prove an exact formula for the Boolean matrix J such that M = M • J T holds, where J is maximal in the sense that if any 0 element in J is changed to a 1 then this equality no longer holds. Since minimizing k is NP-hard, we propose two heuristic algorithms for finding suboptimal but good decomposition. We measure the performance (in minimizing k) of our algorithms on several real datasets in comparison with other representative heuristic algorithms for Boolean matrix decomposition (BMD). The results on some popular benchmark datasets demonstrate that one of our proposed algorithms performs as well or better on most of them. Our algorithms have a number of other advantages: They are based on exact mathematical formula, which can be interpreted intuitively. They can be used for approximation as well with competitive "coverage." Last but not least, they also run very fast. Due to interpretability issues in data mining, we impose the condition, called the "column use condition," that the columns of the factor matrix U must form a subset of the columns of M .
I. Introduction
Matrix decomposition, also called matrix factorization, has a long history and is an indispensable tool in Matrix algebra [1] . Many applications of matrix decomposition to data mining are described in a recent book on massive data mining by Rajaraman et al. [2] . The well-known singular value decomposition (SVD), for example, is now a wellestablished technique, and has been applied in diverse areas, ranging from statistics, image processing, signal processing, and data analytics, to name a few. Although SVD provides a powerful tool in many applications, it suffers from the lack of interpretability in some applications [3] . In applications such as digital image analysis, DNA analysis, and chemical spectral analysis, for example, it is required that the factor matrices have only non-negative elements.
Copyright notice: 978-1-4673-8273-1/15/$31.00 ľ2015 IEEE To address the interpretability issue, researchers investigated non-negative factorization (NMF) [4] , [5] , [6] , [7] .
To deal with categorical data in data mining, there have recently been intensive research activities in Boolean matrix decomposition (BMD). A good overview can be found in the Ph.D. thesis of Miettinen [8] , who laid a ground work on BMD. In connection with data mining, BMD has attracted a great deal of research interest in recent years, as evidenced by a large number of recent publications. The seminal work by Miettinen et al. [8] , [9] was a catalyst to ignite a wave of interest in BMD and its applications to data mining, for example, [9] , [10] , [11] , [12] , [13] , [14] , [15] , although there had been some related work prior to that, e.g., [16] , [17] , in combinatorics research. BMD also has applications in such areas as educational testing [18] and access control [19] , as well as in more traditional data analysis.
By M ∈ {0, 1} m×n , we mean that M is an m × n Boolean matrix. BMD aims to find two matrices U ∈ {0, 1} m×k and V ∈ {0, 1} k×n such that the difference ||M −U •V || L under some norm L is minimized with a given k or as small a k as possible. The minimum possible k is called the Boolean rank of M . It is known that the Boolean rank of a binary matrix may be larger or smaller than its real rank [20] . Moreover, the rank of any real matrix can be computed efficiently by Gaussian elimination, while finding Boolean rank of a binary matrix is NP-hard [21] .
In this paper, we initially require that ||M −U •V || L = 0 under any norm L, namely we are interested in exact BMD.
1 Therefore, unless otherwise specified, ||M || (resp. ||v||) shall denote the number of non-0 elements in M (resp. vector v), i.e., the l 0 norm. It is clear that this problem is equivalent to the covering of a bipartite graph with bi-cliques, as pointed out by Lubiw [22] . Unfortunately, the minimum bi-clique covering of a bipartite graph, hence BMD, is an NP-hard problem [23] even for the chordal bipartite graphs [24] . Therefore it is impractical to insist that we discover U and V with the minimum k, especially when the size of M is large.
Geerts et al. [25] formulate the problem as follows. A tile consists of a set of 1's in a Boolean matrix that appear at every intersection of a set of rows and a set of columns, and the number of those 1's is called the area of the tile. A tile is also called a combinatorial rectangle in a communications context [26] . A set of tiles is called a tiling. Geerts et al. [25] investigate several tiling problems cast in the context of databases. We paraphrase some of them as problems of covering 1's in a given matrix M . 1) Minimum tiling. Find a tiling containing the smallest number of tiles that together cover all the 1's in M . 2) Maximum k-tiling. Find a tiling consisting of at most k tiles covering the largest number of 1's in M .
3) Large tile mining (LTM). Given a minimum
threshold σ, find all tiles whose area is at least σ.
Our main goal is to solve the minimum tiling problem above efficiently, because it is directly related to BMD. Geerts et al.'s main interest is in designing an algorithm for maximum k-tiling. It can be used to solve minimum tiling problem. In contrast, we directly attack minimum tiling in a limited search space, as explained below.
We mentioned non-negative factorization (NMF) earlier in connection with the interpretability issue. To address this issue from a different angle, Drineas et al. [27] , [28] introduced CX-and CUR-decompositions. In the CXdecomposition a given matrix M is decomposed into two matrices C and X such that the "difference" between M and CX is minimized, with the condition that the columns of C must be a subset of the columns of M , namely, the column use condition is imposed. In the CURdecomposition, on the other hand, a given matrix M is decomposed into three matrices C, U and R, with the condition that the columns of C (resp. rows of R) must be a subset of the columns (resp. rows) of M . Miettinen applies CX-and CUR-decompositions to BMD (where all the factor matrices, as well as M , are Boolean) and proposes heuristic algorithms [3] .
To address the interpretability issue, we also adopt the column use condition that the set of columns of the factor matrix U form a subset of the columns of M in our decomposition M = U • V . Arguments in support of imposing this condition in some data mining applications can also be found in [29] . Note that in CX-decomposition, a parameter k is given and it is required to find an optimal C with k columns that minimizes the "difference" between M and CX. Therefore, the algorithms in [3] cannot be used directly for our purpose, which is to find C and X with the minimum k such that CX exactly equals M . In any case, imposing the column use condition has a beneficial effect of reducing the search space for an optimal BMD.
A. Main contributions of this paper
We first derive a closed-form formula for J satisfying M = M • J T , where J is "maximal" in the sense that if any 0 in J is changed to a 1, then this equality is violated. We then propose two heuristic algorithms for decomposing M ∈ {0, 1} m×n into U •V such that U ∈ {0, 1} m×k satisfies the column use condition and its column dimension is minimized. Matrix J greatly facilitates finding a set of candidate tiles.
Two important performance criteria are (i) how close is the common dimension k of the generated U and V to the (Schein) rank of M , which is the minimum possible, and (ii) how fast they run. We demonstrate that our algorithms do rather well in these aspects in comparison with other known algorithms without the column use condition [10] , [11] , [12] , [25] , despite the fact that some of them are based on fairly "sophisticated" concepts. Obviously, without the column use condition, one should be able to achieve a smaller (not larger to be exact) k. When the objective is exact BMD, in spite of this restriction, our algorithms outperform the others on three out of the four datasets we have tested, 2 which we find somewhat surprising.
Our algorithms can also be used for "from-below" approximation 3 [10] , [11] as well with competitive coverage (i.e., the fraction of the 1's covered by the selected tiles). Since matrix operations are available in popular mathematical software packages such as Matlab, Maple, and the R-language, we made special efforts to state our algorithms in matrix operations. We believe that it has helped to enhance readability.
B. Related work
It is clear that BMD is easily reducible to the set cover (SC) problem. Feige [30] shows that SC can be solved approximately with the guaranteed approximation ratio of O(log n) in the worst case. Umetani et al. [31] give a survey on SC algorithms, but new heuristics are still being proposed, e.g., [32] . Belohlavek et al. [10] comment that using a SC heuristic (without any modification) to solve BMD is not very effective. In another context, Miettinen also states that in practice algorithms without provable approximation factors performed better [3] .
We now review the known heuristic algorithms for BMD, which are closely related to our work reported in this paper. Geerts et al. [25] concentrate on 'maximum k-tiling' and 'large tile mining' mentioned before. Their algorithm, which we call Tiling, uses the well known greedy SC heuristic to iteratively find tiles that cover the most uncovered 1's in the given matrix M . Unfortunately, it cannot be used for exact BMD.
Miettinen et al. designed an algorithm, named Asso, to solve the discrete basis problem [9] . As such it does not find tiling, and does not exclude tiles which may cover 0's in the matrix. Therefore, in general, it is not suitable for finding exact BMD, which is a main topic of this paper.
Work by Belohlavek et al. [10] , [11] addresses exact as well as approximate BMD. They make use of lattice theoretic concepts and ideas from formal concept analysis, and propose two heuristic algorithms, named GreConD and GreEss, which find good "from-below" approximation as well as exact BMD. They do not impose the column use condition. In [11] , they compare the performance of their algorithms with other known algorithms.
Another group of researchers, Xiang et al., worked on the "summarization" of a database [12] . Essentially, they also try to find a tiling that covers all 1's in a given transactional database, which can be represented by a Boolean matrix. However, the objective function that they want to minimize is not the number of tiles in the tiling, but the total size of the "description length," where the "description length" of a tile is defined as the sum of the number of 1's in a row of the tile and the number of 1's in a column of the tile. They propose a heuristic algorithm, named Hyper, to minimize this objective function, and claim that it also tends to minimize the number of tiles, which is the dimension k in our model.
C. Paper organization
The rest of the paper is organized as follows. Sec. II gives some basic definitions which will be used throughout the paper, and review a minimal set of Boolean algebra facts needed to understand this paper. Sec. III is devoted to the proofs of our major mathematical results, which form the theoretical basis for the algorithms proposed in Sec. IV. We propose two new algorithms for decomposing a given M into the unknown U and V , and illustrate them with a simple example. Sec. V presents some experimental results, which are very encouraging. In Sec. VI, as an example of possible practical applications, we show how to apply our algorithms to educational data mining. Sec. VII, concludes the paper with some discussions.
II. Preliminaries
In this section the basic notations and definitions used throughout this paper are given. We also cite some basic formulae of Boolean matrix theory. Some standard terms in matrix theory are used without definition since they are readily available, e.g., in books by Golub and Van Loan [1] and Kim [33] .
A. Notations and Definitions
m×n . Although there is no intrinsic size or magnitude attribute in the value 0 (False) and 1 (True), we assume that the "larger than" (>) relation 1 > 0 holds and 1 − 0 = 1, 1 − 1 = 0 − 0 = 0. In an expanded form, it is represented as
where 
to denote the ith row (resp. j-th column) vector of M . The matrix whose (i, j) elements is µ ij , where 0 = 1 and 1 = 0, is called the complement of M and is denoted by M . The matrix whose (i, j) elements is µ ji called the transpose of M , and is denoted by M T . The n × n identity matrix is denoted by I n×n , and [0] m×n shall denote an m × n matrix whose elements are all 0's.
1×n . We say the p dominates q if p i ≥ q i for all i = 1, . . . , n, and write p ≥ q. We write p > q if p ≥ q and p i > q i for some i (1 ≤ i ≤ n), and say that p strictly dominates q. Dominance relation is similarly defined for a pair of column vectors.
Definition 2:
We define a partial order "≤" on a pair of binary matrices P = [p ij ] ∈ {0, 1} m×n and
m×n . We write P ≤ Q, if p ij ≤ q ij , for all i = 1, 2, . . . , m and j = 1, 2, . . . , n.
m×n such that P ≤ Q. We say the P covers the set of 1 entries in Q at {(i, j) | p ij = 1}.
m×n , the element-wise Boolean sum of U and V is defined by
and element-wise Boolean product of U and V is defined by
k×n , their ordinary arithmetic product is defined by
where Z denotes the set of integers. Their Boolean product is defined by
In a Boolean product, 1's and 0's are considered as Boolean values, while in an arithmetic product, they are treated as integers. We define scaler multiple
B. Brief review of matrix algebra relevant to this paper
The materials in this subsection, except Lemma 2.5, can be found in [1] , [33] .
holds, where R denotes the set of all real numbers.
Proposition 2.3:
Product expansion.
The following proposition follows directly from (3). 
where "·" denotes a scaler multiple. 
Thus p T • q represents a tile. We identify p T • q with the tile it represents, and sometimes call this expression itself a tile. The formula in the following lemma will be used to simplify our algorithms later.
Lemma 2.5:
Let p and q be as defined in Proposition 2.4, and let C ∈ {0, 1} n×m . Then we have
Proof: The quantity ||C ∧p T •q|| is clearly the number of 1 elements of C such that the corresponding element of p T • q is also a 1. By Proposition 2.4, the (i, j) element of p T • q is a 1 if p i = q j = 1, and a 0 otherwise. Note that Cp T ∈ Z n×1 on the right hand side of (8) is a column vector such that its i th element is the number of 1's in the i th row of C, which are counted if it is in column j satisfying C[i, j] = p j = 1. Now q(Cp T ) picks up the i th element of C provided q i = 1 and adds the picked up numbers.
III. BMD Theorems
In the rest of this paper, we refer to matrix U ∈ {0, 1} m×k defined by
and matrix V ∈ {0, 1} k×n defined by
. . , m and j = 1, 2, . . . , n we have
Proposition 3.2: Let p, q ∈ {0, 1} 1×a be two Boolean row vectors. Then we have
Lemma 3.4 below plays an important role in what follows. In order to prove it, we first need to prove a technical lemma.
a×p be an arbitrary Boolean matrix.
(a) For any two row vectors u, v ∈ {0, 1} 1×a we have
(b) For any two matrices U, V ∈ {0, 1} b×a we have
Proof:
which implies that u • P dominates the j th column of P T , i.e., the j th row of P . Since this clearly happens if u j = 1,
th row vector of matrix U (resp. V ), as in (9) (res. (10)). Then (13) holds for each
Thus (14) follows.
Without loss of generality, we assume from now on that the given matrix M has no all-0 row or all-0 column. We now prove the following theorem, which provides a basis for the algorithms given in the next section.
Lemma 3.4: Let M ∈ {0, 1}
m×n , U ∈ {0, 1} m×k , and V ∈ {0, 1} n×k satisfy M = U • V T , and define
Then we have
T into the complement of (15) and using Proposition 2.2(a), we obtain
Formula (14) applies to this if we let P = U T , V = J, and U = V , which yields J ≥ V .
We want to show that N = M . From (15), we get (14) . On the other
From now on, we consider the special case in Lemma 3.4, where U = M , hence
n×n has the following properties.
Proof: (a) We saw above that Lemma 3.4 has an important implication, which we state as a theorem.
Theorem 3.6:
Given an arbitrary matrix M ∈ {0, 1} m×n , let J be defined by (18) . Then V ≤ J holds for any matrix V ∈ {0,
The above theorem implies that if any 0-element in J is changed to a 1, then M = M • J T no longer holds. where U ∈ {0, 1} m×k , V ∈ {0, 1} k×n and k is the minimum possible. Then for each i = 1, 2, . . . . , k, we have
Intuitively, Theorem 3.7 implies that the search space for an optimal decomposition of M can be limited to
. . , n}. From this theorem, it is apparent that BMD is also closely related to the set covering problem. In the next section, based on Theorem 3.7 we design heuristic algorithms for exact BMD.
IV. Heuristic BMD Algorithms

A. Algorithm description
In this section, we propose new algorithms for finding factor matrices U ∈ {0, 1} m×k and V ∈ {0, 1} k×n from matrix M ∈ {0, 1} m×n . By Theorem 3.7, we want to find a subset of {M [·, t] • J[t, ·] | t = 1, . . . , n} that provides the optimal tiling. Since an exhaustive search is obviously impractical, we want to devise a heuristic algorithm that yields a good suboptimal tiling.
Suppose there exists an l satisfying
Then we can safely eliminate the l th column U [·, l] and the l th row V [l, ·] from U and V , respectively, which helps reduce the dimension k. The condition (19) is equivalent to ||T || = ||T − T l ||, where T = U J T (arithmetic matrix product defined by (2)) with J given in (18) , and
There may be several indices l that satisfy (19) . Therefore, we need to decide in which order the eliminations should be carried out. We thus define the selection index σ i as follows:
where, as the reader recalls, ||V || represents the the number of 1's (l 0 norm) in vector V . Clearly, σ i is the number of 1 entries in M that are covered by G i . Given the initial matrices U and V , satisfying M = U • V T , we generate the new matrix J by (18) . There are at least two approaches that appear reasonable, regarding which attribute we should process first.
(a) Remove-Smallest: Remove attribute j such that σ j is the smallest, provided the removal does not affect M . (b) Pick-Largest: Retain attribute j such that σ j is the largest.
Our first algorithm adopts strategy (a). After deleting one attribute, we update U and V , and repeat the elimination process until there is no more attribute that can be deleted.
Algorithm 1: Remove-Smallest
Input: Response matrix M ∈ {0, 1} m×n .
1) Initialize
3) Compute
4) For i = 1, 2, . . . , k compute the size of the maximal tile for i th attribute (α i ) by
and rename the attributes so that
Our second algorithm adopts strategy (b).
Algorithm 2: Pick-Largest
1) Initialize
3) Initialize
. . , k compute the size of the maximal tile for the i th attribute (α i ) by
5)
For each i such that α i has not been picked or discarded, compute (see (8))
. If we order the columns of U from the smallest to the largest according to the value of σ i , we get 4,3,7,1,6,2,5. Thus, Remove-Smallest (resp. ) processes the columns of U in the order 4,3,7,1,6,2,5. Pick-Largest picks attribute 2 or 5 first, because σ 2 and σ 5 are the largest. What it picks next is not determined by σ i , but by δ j computed in Step 6) . For this particular example, both Pick-Largest and Remove-Smallest generate the same decomposition, The columns of U are columns 4, 6, and 2 of M .
V. Performance A. Complexity analysis
The time complexity of both algorithms is dominated by the time to compute matrix V of (20) and (21), respectively, in their Step 2. By Proposition 2.3, it can be expanded into n (column vector, row vector) pairs of sizes m and n, respectively. Then evaluating
This implies that (20) and (21) can be evaluated in O(n||M ||) time. Note that in terms of T defined in Step 3 of Algorithm Remove-Smallest, we have
where ||T || l1 (l 1 norm) represents the sum of the elements of T .
Theorem 5.1: Both Algorithms Remove-Smallest and Pick-Largest run in O(m||M ||) time.
Proof: We can consider that every operation in Algorithm Remove-Smallest essentially accesses/modifies some element of T and the (i, j) element is accessed T [i, j] times. Therefore, the total time is given by O(||T || l1 ) = O(m||M ||).
As for Algorithm Pick-Largest, although T is not used in it, imagine that it was defined. We use
Step 5, but it is used for only for the purpose of a concise description, and this step can be implemented more efficiently without matrix multiplication. All we need is a way to keep track of which 1 elements of M has already been covered. Therefore, the total time is still given by O(||T || l1 ) = O(m||M ||), as reasoned above.
The above theorems imply that our algorithms run faster if the given matrix M is sparse. If we use a sophisticated algorithm, matrix multiplication can be done in O(m 2.373 ) time, assuming m ≥ n [34] , [35] .
We should mention that another important performance measure for heuristic algorithms of the approximation ratio relative to the optimum. We have not looked into this performance measure yet.
B. Experiments on real datasets
To evaluate the performance of our heuristic algorithms, Pick-Largest and Remove-Smallest, we have tested them on several real datasets, which have been used by other authors as benchmarks. They are Mushroom [36] , DBLP 7 , Paleo 8 , and DNA [37] . Table II in the next page lists the results of our experiments and compares them with Asso [9] , Tiling [25] , Hyper [12] , and GreConD and GreEss [10] . All but the last two columns of Table II are from [11] . The common dimension k of the factor matrices for four different datasets, generated by several known exact BMD heuristics are listed. The numbers in bold face indicate the best value in each row. The rows labeled 100% shows the data for exact decomposition. Asso is not meant for exact BMD, as commented earlier.
Among the datasets we used, Mushroom consists of 8,124 objects and 23 "nominal" attributes. If a "nominal" attribute y takes k > 2 values, {v 1 , ..., v k }, we expanded y, replacing it by k Boolean attributes {y v1 , . . . , y v k } in such a way that in each row i the value of the column corresponding to y vj is 1 if the value of the attribute y in row i in the original dataset is equal to v j .
Note that only our algorithms impose the column use condition. In spite of this restriction, Pick-Largest achieves the smallest tiling size (or dimension k) for exact coverage for four out of the five datasets in Table II , which was somewhat unexpected. Incidentally, we have found a decomposition without the column use condition with k = 101 by some other means, so none of the algorithms in Table II can find the optimal decomposition for the Mushroom dataset. As can be seen from Table II , Pick-Largest and Remove-Smallest performed equally well in finding the exact decomposition.
Although our original intention was to design algorithms for exact BMD, our algorithms can also be used for "from-below" approximation [10] . In the "from-below" approximation, an important performance criterion is the coverage defined as the number of 1's covered by the product U • V over the total number of 1's in the given M [25] . The coverage is given in the second column of Table II . Each entry in the table is the number of tiles used, which is the same as the common dimension k of U and V . Fig. 1 plots the coverage of Algorithm Pick-Largest as a function of the number of attributes contained in U and V . The attributes are arranged in the order they were picked. In most applications, high coverage, say, more than 90%, would be of interest, and we have collected coverage data in Table III in this range for Pick-Largest and Remove-Smallest, but unfortunately not for the others, since we haven't had the time to program the other algorithms. We have some evidence to suggest that our algorithms perform better than others especially at higher coverages. Another important aspect of performance is the efficiency of the algorithm in terms of speed and memory use. Table IV shows the time it took for them to decompose M (of Mushroom) into U and V and the amount of memory used. Belohlavek, et al. [10] carried out extensive tests of Program Matlab Version R2012b
Matlab (partially handcoded in C) 
VI. Application to Educational Data Mining
Educational data mining has been attracting increasing interest in recent years. It aims to discover students' mastery of knowledge, or skills which are itemized as attributes. The widely studied Rule Space Model [18] in cognitive assessment in education, a Boolean matrix, named the Qmatrix, is used to represent hypothetical sets of attributes which would be needed to answer the test items correctly. To explain the relevance of exact BMD to the educational Q-matrix theory developed by Tatsuoka [38] , let us introduce new symbols for matrices.
Attribute or skill set:
We assume that the students' knowledge can be represented by the knowledge state
m×k , where a ij = 1 (resp. a ij = 0) indicates that the i th student possesses (resp. does not possess) knowledge represented by the j th attribute. For i = 1, 2, . . . , m, the knowledge state of student i is represented by a row vector
n×k , where q ij = 1 (resp. q ij = 0) indicates that answering test item i correctly requires (resp. does not require) knowing or understanding attribute (=concept) j. Define a row vector by
Response matrix: Given m students and n test items, the test results can be represented by a matrix R ∈ {0, 1} m×n , where R[i, j] = 1 (resp. R[i, j] = 0) indicates that the i th student solved the j th test item correctly (resp. incorrectly). Theoretically, student i should be able to answer question j if a i ≥ q j or a i • q j = 0. We thus define the ideal item response R [i, j] by
If both Q and A were known, then the students' test performance, called the ideal item response pattern [18] , could be theoretically predicted. The following result was announced in [39] without proof. Here we provide a simple but formal proof.
Theorem 6.1:
The ideal item response matrix R, the knowledge state matrix A and the Q-matrix Q are related as follows:
Proof: The fact that student i has enough knowledge to answer question j can be represented by a i ≥ q j , which is equivalent to a i • q T j = 0 hence a i • q T j = 1 by Proposition 3.2. If he/she doesn't, i.e., a i ≥ q j , on the other hand, then a i • q T j = 1, and a i • q T j = 0. If R is given but the underlying matrices Q and A are unknown, we want to mine Q and A out of R. Thanks to Theorem 6.1, by finding decomposition R = A • Q T , we can learn students' knowledge state matrix A and the Q-matrix Q from the test responses in R. We simply set M = R, U = A, and V = Q T , and decompose M . Thus the Q-matrix learning problem can be transformed into exact (i.e., not approximate) Boolean matrix decomposition problem. Here we assume that R has no "noise," namely it correctly represents the students' knowledge, and mine Q and A from it. Clearly, the set of collected test responses, R, is likely to be "noisy," because students may be able to guess correct answers by luck, or may make silly mistakes (called "slips" [18] ). Therefore, the discovered factors A and Q of R are just approximations to the true A and Q. This problem is a main issue in Rule space model [18] , [38] , [39] , [40] , [41] , but is beyond the scope of this paper.
Example 2:
Here we use the dataset of Example 3.9 in [18] . Table VI shows the ideal item response pattern matrix R for m = 12 students and n = 11 test items, while Table VII shows the matrices A and Q (each with [18] . k = 4 attributes). In [18] , they constructed R from the given A and Q. Here, taking R as the input, Algorithms Remove-Smallest and Pick-Largest were able to recover A and Q. In general, we can prove the following. The input to our algorithms is just R, and the complemented knowledge state matrix A is an output. Algorithm Pick-Largest computes the values of δ i in each round, whose maxima are shown in Table VIII Algorithm Remove-Smallest removes attributes in the increasing order of σ i , provided the product remains the same, i.e., R. For this example, both algorithms decompose R into factor matrices with the common dimension (k = 4), which equals the dimension of the original factors [18] .
VII. Conclusions and Discussions
Given any Boolean matrix M , we first proved that
n×n is the "maximal" matrix satisfying M = M • J T , in the sense that if any 0 element in J is changed to a 1 then this equality no longer holds. Based on this formula, we then presented two heuristic algorithms to find an exact decomposition M = U • V such that U consists of a "small" subset of the columns of M . Exact BMD is aesthetically pleasing and intellectually satisfying, and we believe that it will find useful applications in the future. In the present day data mining applications, however, it may not be necessary or very important. So we also showed that our algorithms can be used for approximate BMD, namely to find a product U • V that covers most of the 1's and no 0's in M . We ran our algorithms on several real examples, which are often used as benchmarks. On these particular datasets, our algorithms perform rather well, compared with the known algorithms proposed in [10] , [11] , [12] , [25] , despite the column use condition that we impose, but the others do not. Clearly, more extensive tests are called for to arrive at any definite conclusions.
Although we have concentrated on the elimination of column dominance, it is possible that a given matrix M has more row dominance than column dominance. In any case, it would be worthwhile to apply our algorithms to both M and M T , and pick the result with the smaller factor matrix dimensions. There may be situations where a decomposition of M = A • B is already known, but it is desired to reduce the number of attributes (columns) in A.
In such a case, we can apply our algorithms to decompose A as A = U • V . We then have M = U • (V • B) such that U consists of a subset of the columns of A.
We are working on a promising BMD algorithm without column use condition, which is founded on some mathematical formulae proved in this paper. For Mushroom dataset, it achieves 100% coverage for k = 101, which is better than any algorithm in Table II , as for as exact BMD is concerned.
As a final remark, from Proposition 2.3 there is a lot of parallelism in matrix product computation. This implies that if the given matrix M is very large, our algorithms are amenable to the map-reduce technique [2] .
Finally, as mentioned before, we have not examined the approximation ratio of our heuristic algorithms relative to the optimum. We leave it as future work.
