We characterize bilinear forms V on l\ such that K(e,e) = ||l / ||= 1 in terms of their matrices. For such V, we prove that |^(.x,y)| 2 g0(|.xp)^(|y| 2 ) for all x,y, where
Introduction
Let A, B be complex C*-algebras with identities e A , e B . We say that a bilinear form V on A x B is unital if 
If V is unital, then states <f> (on A), ip (on B) are defined by: <j>{x)= V(x,e B ), \p(y) = V(e A ,y).
A result of Haagerup [2] states that we then have for self-adjoint x,y. This is not true for \V(x,y)\ or for non-self-adjoint elements, though Grothendieck-type theorems assert the existence of other states <j>', ijj' giving such inequalities with an intervening constant.
This result is an essential lemma in Haagerup's proof of the C*-algebra version of Grothendieck's inequality. A second essential, and rather tricky, lemma (Lemma 3.2) deals with Im V(x,y) in the very special case A = B = l\,. Bilinear forms on \\ are thus of key importance for the general case. They are also of considerable interest in their own right. Our main theorem (Theorem 2) states that for a unital bilinear form V on l [7] that Grothendieck's theorem holds with constant 1 for /£,, but with the extra feature that it identifies the dominating states as the <f>, ij/ defined above. There would appear to be no other known situation where there is a ready-made formula for the "best" dominating states for a given bilinear form. We show by an example that the <p, \j/ above (which are, of course, the natural candidates) are no longer the best choice even in the case l 2 x x /^; the best constant is, of course, already unknown for this case. Hence it is not surprising that some quite delicate work is needed to obtain our Theorem 2.
It is not at all easy, a priori, to recognise when a bilinear form on /£, is unital. Our Theorem 1 provides a full-and perhaps unexpected-characterization of such forms in terms of the real and imaginary parts in the 2 x 2 matrix (V(ej,e k )): in the notation used below, the non-trivial condition involved is h 2 ^bcd + acd + abd + abc. The deduction of Theorem 2 then roughly mimics one of the standard proofs of the commutative Grothendieck inequality; in a quite natural way, the inequality just mentioned is seen to be exactly what is needed. On the way to Theorem 1, we find further interesting properties of unital forms, in some cases applying to C*-algebras generally. For example, if O^x^e^ and 0^_y^e B , then the least possible value for Re V(x,y) is exactlỹ~
8-
We finish by giving short proofs, avoiding our theorems 1 and 2, of Haagerup's Lemma 3.2 and of the fact that the complex 2 x 2 Grothendieck constant is 1.
Elementary results

Notation.
As usual, l" x denotes C with supremum norm. The y'th unit vector is denoted by e,-and e t + ---+e n by e. For x,y in l" x , the elements |x| and xy are defined pointwise.
Our first lemma, which is implicitly in [2], explains why certain results on l\ are applicable to the general case. 
Hence if V is a unital form on A x B, and 0^p^e A , 0^q^e B , then \ReV(p,q)\ 2P
roof. As mentioned above, the form remains unital if we change h to 0, so we assume that h = 0. Let 
The least value of k + 4k~l is 4. Hence a'^f.
We now show that a unital form on /£, is given by 1 / 2 + 3JC^4 for |x|^l. This is correct, since 
Characterization of unital bilinear forms on 1%
Let V be a unital bilinear form on /£, with matrix as above. Haagerup, [2, Lemma 3.2], gives an upper estimate for the imaginary part h. We will derive a rather stronger estimate which turns out, together with the other more obvious conditions, to be necessary and sufficient for V to be unital. Our estimate takes the rather unexpected form h 2 ^ E, where £ is the quantity in Proposition 2.6. We see later that this is exactly what is needed to prove our Grothendieck-type theorem.
The proof involves some manipulation, but the principle is elementary. The proof of necessity (which is what is really wanted for applications) essentially consists of squaring twice to remove the square roots implicit in the statement ||K||^1. The proof of sufficiency then amounts to a careful check that these steps are reversible.
With our usual notation, write
A = ab -cd, E = bed + acd + abd + abc, F = (a + d)(b + c)(a + c)(b + d).
The next lemma is only needed for sufficiency. 
Then one of c, d (say c) is greater than \.
Suppose that a = 0, b^O.
Since a + c=l-b -d and x(\-x) decreases on the interval [ i 1], we have (a + c)(b + d)^c(\-c).
Similarly
for (b + c)(a + d). Hence and Now suppose that a<0. Since a + b^0, we have b+c^c -a>{, hence (b + c)(a + d)( c -a)(\ -c + a), and
F^(c-a)(l -c + a){c + a)(l -c-a)
So F 1 / 2^c (l -c) and the conclusion follows as before.
Corollary 3.2 ([2, Lemma 3.2]). With the above notation, h 2^F and also (c + d)(a + c)(b + d)
Proof. By Lemma 3.1 (for the second statement, interchange b and d).
Note. By considering scalar multiples, we see that the statement ||K|| = V(e,e) ( / I ) is equivalent to (ii) and h\
Grothendieck-type theorems for tl,
First we consider linear operators into a Hilbert space. Let A be a commutative C*-algebra, H a Hilbert space and T an operator from A to H with UrH = 117(011 = 1. By [5, Theorem 9.4], we then have ||rx|| 2^2 /(|x| 2 ) for all xeA, where /(*) = <Tx, Te A }. This shows that 7r 2 (r)!g,y2||T|| (where n 2 denotes 2-summing norm), and that for operators of this kind, unlike bilinear forms, there is an automatic formula for the dominating functional, if we disregard the fact that the factor 2 is not optimal (in fact, 7r 2 ( 1") ^ (2/^/re) 11 T||, SO by Pietsch's theorem, there is a functional g such that ||Tx|| The condition in Lemma 4.1 implies that ||T|| = ||Te||. The special feature of the case n = 2 is that the converse applies, as we now show. Then V t is unital, so by (i) there exist states 0, i// such that for all x, y:
Since V(x,y) = K,(XQ 'X.^O 1 y) and I x^x l^x l (etc.), the same inequality is satisfied by
V(x,y).
Proof of (i). First, consider the case where one of ^( e j , <f>{e 2 ) (say <p(e 2 )) is 0. By Lemma 2.4, we then have (with our previous notation) c=d=h=0 and a + 6=1. It follows easily that V(x,y) = </>(x)\lf(y), and the statement follows since |0(x)| 2 = </>(|x| 2 ), etc.
Suppose now that <£(e,)>0, <f>(e 2 )>0. Then an inner product is defined on C 2 by
Let H^ be C 2 equipped with this inner product. For any x,
where for all x,y. By finite approximation, it follows that the n 2 appearing above cannot be replaced by a constant independent of n.
Example 4.4.
The following example (which is adopted from Haagerup's) shows that even in the case of /^ x l 3 x , the best value of C in the above statement is at least ^Jl, and that <j), ip is not the best choice of dominating functionals. This demonstrates a fundamental difference between the 2 x 2 and 2 x 3 cases, rather analogous to the difference between the C*-algebras on Z 2 * Z 2 and Z 2 * Z 3 (cf. [6] ).
Let / = [ -n/2, n/2] and let V o be Haagerup's bilinear form: We will show that |/l| 2^2 </)i^ (i.e. Corollary 4.3 with an extra factor of 2). Clearly, this holds if |a|^|/i|, so we assume that |a|^|/i| and also w.l.o.g. h^.0. Then A = re w , where n/4^9^3n/4 (the argument only needs 0^8^3n/4). If <f>=0, the result is immediate, by Lemma 2.4, so we assume that <£>0 and (again w.l.o.g.) that 4>^\ji. The following is more direct (though weaker) than our Theorem 2, or the proofs in By the Lindenstrauss-Pelczyhski form of Grothendieck's inequality, we have to show that ||_y|| + ||z||^ 1. We will show in fact that we can choose a with |a| = 1 to satisfy (2) | | | | | | .
Let <x 1 ) px 2 > = j?. Suppose that | <x| = |<5|= 1 and Re a ^ Re (/?<5). Then for any c,, c 2^0 ,
