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REPRODUCING KERNELS AND POSITIVITY
OF VECTOR BUNDLES IN INFINITE DIMENSIONS
DANIEL BELTIT¸A˘ AND JOSE´ E. GALE´
Abstract. We investigate the interaction between the existence of reproduc-
ing kernels on infinite-dimensional Hermitian vector bundles and the positivity
properties of the corresponding bundles. The positivity refers to the curva-
ture form of certain covariant derivatives associated to reproducing kernels on
the vector bundles under consideration. The values of the curvature form are
Hilbert space operators, and its positivity is thus understood in the usual sense
from operator theory.
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1. Introduction
The idea of positivity plays a central role in Hilbert space operator theory, see
for instance the whole panel of constructions of Gelfand-Naimark-Segal type, in
particular dilation theory of completely positive maps or the theory of reproducing
kernel Hilbert spaces.
On the other hand, ideas of positivity and order structures also hold a quite
important place in branches of mathematics which might seem to be remote from
operator theory, as it is the case with the complex algebraic geometry; see for
instance the impressive two-volume treatise [Lz04], which was devoted to a thorough
discussion of that topic. We will show in this paper that these ideas of positivity
Date: February 3, 2014.
2010 Mathematics Subject Classification. Primary 46E22; Secondary 47B32, 46L05, 18A05,
58B12.
Key words and phrases. vector bundle; reproducing kernel; covariant derivative; Griffiths
positivity.
This research was partly supported by Project MTM2010-16679, DGI-FEDER, of the MCYT,
Spain. Partial financial support is also acknowledged by the first-named author from the Grant
of the Romanian National Authority for Scientific Research, CNCS-UEFISCDI, project number
PN-II-ID-PCE-2011-3-0131, and by the second-named author from Project E-64, D.G. Arago´n,
Spain.
1
2 DANIEL BELTIT¸A˘ AND JOSE´ E. GALE´
are actually rather close to each other, which sheds a fresh light on the relationship
between the aforementioned theories and raises several interesting problems in both
these research areas.
Maybe we should also mention at this point that the interaction between com-
plex geometry and operator theory has already surfaced in the literature, as for
instance in the famous theory of the Cowen-Douglas operators ([CD78]), without
to emphasize particularly the idea of positivity. As regards the specific topic of
the present paper, we will discuss the relationship between the Griffiths positiv-
ity of holomorphic vector bundles ([Gr69], [GH78]) and the reproducing kernels on
infinite-dimensional vector bundles that we have studied recently ([BG08], [BG09],
[BG11], [BG13]).
Reproducing kernels and covariant derivatives often occur simultaneously on the
vector bundles involved in various problems in areas such as the geometric quan-
tization, the geometric representation theory of Lie groups, the theory of Cowen-
Douglas operators etc. This simple remark additionally motivated the present note,
as we tried to provide an explanation for the aforementioned occurrence by using
the universality properties of the reproducing kernels established in our previous
paper [BG11]. A related issue is the infinite-dimensional extension of the Chern
correspondence between the connections and the (almost) complex structures on
the total space of a bundle, that we plan to consider in a forthcoming work; see
Problem 3.17 below for some more details and references.
The simplest setting that illustrates that idea is provided by the tautological
vector bundle ΠH corresponding to any complex Hilbert space H. Let Gr(H) be the
Grassmann manifold, whose points are the closed linear subspaces of H, and define
T (H) = {(S, x) ∈ Gr(H) × H | x ∈ S} and ΠH : T (H) → Gr(H), ΠH(S, x) = S.
Both Gr(H) and T (H) are complex Banach manifolds and the mapping ΠH is a
Hermitian holomorphic vector bundle. For the purposes of the present investigation
it is important to single out two additional structures on this bundle:
(1) Let p1, p2 : Gr(H)×Gr(H)→ Gr(H) the natural Cartesian projections. For
any S ∈ Gr(H) let us also denote by pS the orthogonal projection of H onto S.
Then we can define
QH : Gr(H)×Gr(H)→ Hom(p
∗
2(ΠH), p
∗
1(ΠH)),
QH(S1,S2) = (pS1)|S2 : S2 → S1.
The mapping QH is the universal reproducing kernel associated with the Hilbert
space H (see [BG11] and Example 2.5 below).
(2) Just as in the finite-dimensional case, there exists a unique Chern connec-
tion on ΠH, that is, a linear connection which is compatible in the usual sense both
with the holomorphic structure and with the Hermitian structure defined by the
inner product on every fiber S (see Theorem 3.15 below).
Our present paper belongs to a project devoted to understanding the relationship
between the above universal reproducing kernel and linear connections and how
their interaction propagates from the tautological bundle to pretty wide classes
of reproducing kernels on Hermitian vector bundles, in a sense that will be made
precise below. We already pointed out in [BG13] a certain functorial correspondence
between reproducing kernels and linear connections on infinite-dimensional vector
bundles, and in the present paper we take up the study of that circle of ideas from
the perspective of the complex algebraic geometry, which eventually amounts to
curvature positivity properties of the vector bundles involved in this discussion.
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We will briefly survey some facts from our earlier papers [BG08], [BG09], [BG11],
and [BG13], and will also raise some problems and announce a few partial results
with sketchy proofs. Full details of these proofs will be published elsewhere.
The paper is structured as follows. In Section 2 we provide some background in-
formation on reproducing kernels on vector bundles along with some basic examples.
Section 3 is devoted to a discussion of Chern covariant derivatives on Hermitian
holomorphic vector bundles, which are covariant derivatives that are compatible
both with the Hermitian and with the holomorphic structures of these bundles. In
Section 4 we introduce the Griffith positivity condition for bundle-valued differen-
tial 2-forms in our setting of infinite-dimensional bundles. In Section 5 we finally
relate the reproducing kernels to the Griffith positivity property of Hermitian vector
bundles. The paper concludes by Appendix A which includes some basic observa-
tions on vector-valued differential forms, which are needed in the main body of our
paper and were collected there for the reader’s convenience.
2. Reproducing kernels on Hermitian vector bundles
Definition 2.1. Let Z be a Banach manifold. A Hermitian structure on a smooth
Banach vector bundle Π: D → Z is a family {(· | ·)z}z∈Z with the following
properties:
(a) For every z ∈ Z, (· | ·)z : Dz ×Dz → C is a scalar product (C-linear in the
first variable) that turns the fiber Dz into a complex Hilbert space.
(b) If V is any open subset of Z, and ΨV : V × E → Π
−1(V ) is a trivialization
(whose typical fiber is the complex Hilbert space E) of the vector bundle Π
over V , then the function (z, x, y) 7→ (ΨV (z, x) | ΨV (z, y))z, V ×E×E → C
is smooth.
A Hermitian bundle is a bundle endowed with a Hermitian structure as above.
Definition 2.2. Let Π: D → Z be a Hermitian bundle, and p1, p2 : Z × Z → Z
be the Cartesian projections. A reproducing kernel on Π is a continuous section
of the bundle Hom(p∗2Π, p
∗
1Π) → Z × Z such that the mappings K(s, t) : Dt → Ds
(s, t ∈ Z) are bounded linear operators and such that K is positive definite in the
following sense: For every n ≥ 1 and tj ∈ Z, ηj ∈ Dtj (j = 1, . . . , n),
n∑
j,l=1
(
K(tl, tj)ηj | ηl
)
tl
≥ 0. (2.1)
For every ξ ∈ D we set
Kξ := K(·,Π(ξ))ξ : Z → D
which is a section of the bundle Π. For ξ, η ∈ D, the prescriptions
(Kξ | Kη)HK := (K(Π(η),Π(ξ))ξ | η)Π(η), (2.2)
define an inner product (· | ·)HK on span{Kξ : ξ ∈ D} whose completion gives rise
to a Hilbert space denoted by HK , which consists of sections of the bundle Π. We
also define the mappings
K̂ : D → HK , K̂(ξ) = Kξ,
ζK : Z → Gr(H
K), ζK(s) = K̂(Ds)
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where Gr(HK) is the Grassmann manifold of all closed subspaces of HK and the
bar over K̂(Ds) indicates the topological closure. See [BG08] for details.
Example 2.3 (trivial bundles). Let Z be any Banach manifold (for instance any
open subset of some real Banach space) and E be any complex Hilbert space and
define the trivial bundle
Π: D = Z × E → Z, (z, x) 7→ z.
For every z ∈ Z we have Dz = {z} × E and moreover there exists a one-to-one
correspondence σ 7→ fσ sections σ of Π and E-valued functions Fσ on Z given by
(∀z ∈ Z) σ(z) = (z, Fσ(z)).
Denote by GL+(E) the set of positive invertible operators on E , which is an open
subset of the C∗-algebra B(E). Then there exists a one-to-one correspondence
between the Hermitian structures on Π and the smooth mappings h : Z → GL+(E)
given by
(∀z ∈ Z) (· | ·)z : Dz ×Dz → C, ((z, x1) | (z, x2))z := (h(z)x1 | x2)E .
Also, there exists a one-to-one correspondence between the reproducing kernels K
on Π and the B(E)-valued reproducing kernels κ on Z (see [Ne00]) by
(∀z1, z2 ∈ Z)(∀x ∈ E) K(z1, z2) : Dz2 → Dz1 , (z2, x) 7→ (z1, κ(z1, z2)x).
Example 2.4 (homogeneous bundles). Let GA be a Banach-Lie group with a
Banach-Lie subgroup GB. Let ρA : GA → B(HA) and ρB : GB → B(HB) be uni-
formly continuous unitary representations with HB ⊆ HA, ρB(u) = ρA(u)|HB for
u ∈ GB and HA = spanρA(GA)HB .
Let us consider the homogeneous vector bundle Πρ : GA ×GB HB → GA/GB,
induced by the representation ρB. Recall that GA×GBHB is the Cartesian product
GA ×HB modulo the equivalence relation defined by
(u, h) ∼ (u′, h′) ⇐⇒ (∃w ∈ GB) u
′ = uw, h′ = ρ(w−1)h,
endowed with its canonical structure of Banach manifold; see [KM97].
We provide Πρ with the Hermitian structure given by
([(u, f)], [(u, h)])s := (f | h)H, u ∈ GA, s := uGB, f, h ∈ HB.
Let P : HA → HB be the orthogonal projection.
We define the reproducing kernel Kρ on the homogeneous Hermitian vector bun-
dle Πρ : D = GA ×GB HB → GA/GB by
Kρ(uGB , vGB)[(v, f)] = [(u, P (ρA(u
−1)ρA(v)f))], (2.3)
for uGB, vGB ∈ D and f ∈ HB (see [BG08]).
There exists a unitary operator W : HKρ → HA such that W (Kη) = πA(v)f
whenever η = [(v, f)] ∈ D; see the end of the proof of [BG08, Proposition 4.1].
Example 2.5 (tautological bundles). In Example 2.4 assume GA = U(HA) with
the tautological representation ρA, and
GB = {u ∈ U(HA) | u(HB) ⊆ HB} ≃ U(HB)× U(H
⊥
B).
Denote GrHB (HA) := {u(HB) | u ∈ U(HA)}, and
THB (HA) = {(u(HB), x) | u ∈ U(HA), x ∈ uHB} ⊆ GrHB (HA)×HA.
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Then the pair of maps
GA ×GB HB → THB (HA), [(u, x)] 7→ (u(HB), u(x)),
GA/GB → GrHB (HA), uGB 7→ u(HB)
defines an isomorphism of the vector bundle Πρ : GA ×GB HB → GA/GB onto the
tautological bundle ΠHA,HB : THB (HA) → GrHB (HA), (S, x) 7→ S. See [BG09] for
some more details.
Now let p1, p2 : GrHB (HA) × GrHB (HA) → GrHB (HA) the natural Cartesian
projections.
For any S ∈ GrHB (HA) let us also denote by pS : HA → S the corresponding
orthogonal projection, whose adjoint operator is the inclusion map p∗S = ιS : S →֒
HA. Then we can define
QHA,HB : GrHB (HA)×GrHB (HA)→ Hom(p
∗
2(ΠHA,HB ), p
∗
1(ΠHA,HB)),
QHA,HB (S1,S2) = pS1p
∗
S2
= (pS1)|S2 : S2 → S1.
The mapping QHA,HB is the universal reproducing kernel corresponding to the
Hilbert space HA and its closed subspace HB; see [BG11]. Note that QHA,HB
actually depends on GrHB (HA) and not on HB .
3. Covariant derivatives on Hermitian vector bundles
This section contains the main tools that allow us to describe positivity proper-
ties of vector bundles. These tools are the covariant derivatives and their curvatures.
As we will see, in the case of holomorphic vector bundles, the existence of nontrivial
global holomorphic cross-sections entails a positive curvature property. The con-
clusion of all that will be that a certain intrinsic positivity property is necessary in
order that a holomorphic vector bundle admits nontrivial reproducing kernels that
give rise to Hilbert spaces of holomorphic cross-sections.
Covariant derivative and curvature.
Definition 3.1. We first define the covariant derivatives on trivial vector bundles.
So assume X is an open subset of any real Banach space X , and let V be another
real Banach space. A linear connection form on the trivial bundle X × V → X ,
(x, v) 7→ x, is any 1-form A ∈ Ω1(X,B(V)). The value of A at any point x ∈ X is
denoted by Ax ∈ B(X ,B(V)) and we are going to use freely the natural topological
isomorphisms
B(X ,B(V)) ≃ B(X ,V ;V) ≃ B(X⊗̂V ,V)
where B(X ,V ;V) stands for the space of bounded bilinear maps from X ×V into V
and ⊗̂ denotes the projective tensor product of Banach spaces.
The covariant derivative corresponding to the above linear connection form is the
sequence of linear operators ∇ : Ωp(X,V)→ Ωp+1(X,V) defined for p = 0, 1, 2, . . .
by
∇σ = dσ +A ∧ σ
for every σ ∈ Ωp(X,V), where the wedge product
∧ : Ω1(X,B(V))× Ωp(X,V)→ Ωp+1(X,V)
is defined (see Definition A.2) by using the natural bilinear map B(V) × V → V
given by the action of the operators in B(V) on V .
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If Π: D → Z is any (locally trivial) vector bundle, then for every p = 0, 1, 2, . . .
we define Hom(∧pτZ ,Π) as the vector bundle over Z whose fiber over z ∈ Z is the
space B(∧TzZ,Dz) of all bounded skew-symmetric p-linear maps TzZ×· · ·×TzZ →
Dz (see the Appendix below). We denote by Ω
p(Z,D) the space of all locally defined
smooth sections of Hom(∧pτZ ,Π).
A covariant derivative on the vector bundle Π is any sequence of operators
∇ : Ωp(Z,D) → Ωp+1(Z,D) for p = 0, 1, 2, . . . which can be expressed in terms of
connection forms as above in any local trivialization of Π.
Remark 3.2. In Definition 3.1 we have
(∇σ)x(x1, . . . , xp+1) =(dxσ)(x1, . . . , xp+1)
+
p+1∑
j=1
Ax(xj)︸ ︷︷ ︸
∈B(V)
σx(x1, . . . , xj−1, xj+1, . . . , xp+1)︸ ︷︷ ︸
∈V
for every σ ∈ Ωp(X,V), x ∈ X , and x1, . . . , xp+1 ∈ X . In particular, if p = 0, then
σ ∈ C∞(X,V) and the 1-form ∇σ ∈ Ω
1(X,V) is given by
(∇σ)x(x1) = (dxσ)(x1) + Ax(x1)σx
for every x ∈ X and x1 ∈ X .
Definition 3.3. Assume the setting of Definition 3.1. The curvature form corre-
sponding to the linear connection form A ∈ Ω1(X,B(V)) is
Θ := dA+A ∧ A ∈ Ω2(X,B(V))
where the wedge product
∧ : Ω1(X,B(V))× Ω1(X,B(V))→ Ω2(X,B(V))
is defined (see Definition A.2) via the natural bilinear map B(V) × B(V) → B(V)
given by the product of operators in B(V).
If Π: D → Z is an arbitrary (locally trivial) vector bundle with covariant de-
rivative ∇ : Ωp(Z,D) → Ωp+1(Z,D) defined for p = 0, 1, 2, . . . , then the curvature
forms defined as above in local trivializations can be glued together into a global
curvature form Θ ∈ Ω2(Z,End (Π)). The covariant derivative is said to be flat if
its curvature is Θ = 0.
Remark 3.4. In the notation of Definition 3.3, for every z ∈ Z we have the skew-
symmetric bilinear map Θz : TzZ × TzZ → B(Dz). Moreover, for every p ≥ 0 and
σ ∈ Ωp(Z,D) we have ∇(∇σ) = Θ ∧ σ. Hence the covariant derivative ∇ is flat if
and only if ∇2 = 0.
Covariant derivatives compatible with Hermitian structures.
Definition 3.5. Let Π: D → Z be any Hermitian vector bundle. We say that a
covariant derivative ∇ on Π is compatible with the Hermitian structure if it satisfies
the following condition: IfW is an open subset of Z and σ1, σ2 : W → D are smooth
cross-sections of the bundle Π, then
d(σ1 | σ2) = (∇σ1 | σ2) + (σ1 | ∇σ2) ∈ Ω
1(W,C)
that is, we have (dz(σ1 | σ2))(x) = ((∇σ1)(x) | σ2(z))z + (σ1(z) | (∇σ2)(x))z for all
z ∈ W and x ∈ TzZ. This condition has a local character, so it suffices to check it
in local trivializations of the bundle Π.
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Remark 3.6. Assume that X is an open set in the real Banach space X and E is
any complex Hilbert space. A Hermitian structure on E is then the same thing as
a smooth mapping h : X → GL+(E). If we define the mapping
(· | ·)x : E × E → C, (v1 | v2)x = (h(x)v1 | v2)
for every x ∈ X , then we can note the following:
(1) For every x ∈ X the mapping (· | ·)x is a scalar product compatible with
the topology of E since hx ∈ GL
+(E).
(2) Since the Hermitian structure h is smooth, we can define a natural sesquilin-
ear map
h(·, ·) : C∞(X, E)× C∞(X, E)→ C∞(X,C)
such that (h(φ, ψ))x = (φx | ψx)x for all φ, ψ ∈ C
∞(X, E) and x ∈ X .
(3) We can also define a sesquilinear map denoted in the same way,
h(·, ·) : Ω1(X, E)× C∞(X, E)→ Ω1(X,C)
such that for all σ ∈ Ω1(X, E), ψ ∈ C∞(X, E), and x ∈ X we have
(h(σ, ψ))x = (σx(·) | ψx)x = (hxσx(·) | ψx) : X → C,
where we recall that σx ∈ B(X , E). Similarly, one defines a sesquilinear
map
h(·, ·) : C∞(X, E)× Ω1(X, E)→ Ω1(X,C)
such that
(h(ψ, σ))x(v) = h(σ, ψ)x(y) = (σx(y) | ψx)x = (hxσx(y) | ψx)
= (ψx | hxσx(y))
for all σ ∈ Ω1(X, E), ψ ∈ C∞(X, E), y ∈ X , and x ∈ X .
The following result is suggested by the classical situation of finite-dimensional
bundles; see for instance the computations prior to [We08, Ch. III, Prop. 1.11].
Proposition 3.7. In the setting of Remark 3.6, assume that a linear connection
form A ∈ Ω1(X,B(E)) is also given. Then the following assertions are equivalent:
(1) We have
d(h(φ, ψ)) = h(∇φ, ψ) + h(φ,∇ψ)
for all φ, ψ ∈ C∞(X, E).
(2) The equation
dxh = hxAx(·) +Ax(·)
∗hx ∈ B(X ,B(E))
is satisfied for every x ∈ X.
Proof. Since the mapping B(E)× E × E → C, (T, v, w) 7→ (Tv | w) is trilinear and
continuous, it follows by the product rule of differentiation (see for instance [Nl69,
Th. 1, Ch. 1]) that for all φ, ψ ∈ C∞(X, E) and x ∈ X we have the following
equalities in B(X ,C):
dx(h(φ, ψ)) = dx(hφ | ψ) = (dxh(·)φx | ψx) + (hxdxφ(·) | ψx) + (hxφx | dxψ(·)),
hence by using the fact that h∗x = hx in B(E) we get
dx(h(φ, ψ)) = (dxh(·)φx | ψx) + (h(dφ, ψ))x + (h(φ, dψ))x.
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Since ∇ = d +A, we get further
dx((h(φ, ψ))) − (h(∇φ, ψ))x − (h(φ,∇ψ))x
= (dxh(·)φx | ψx)− (h(A ∧ φ, ψ))x + (h(φ,A ∧ ψ))x
= (dxh(·)φx | ψx)− (hxAx(·)φx | ψx)− (hxφx | Ax(·)ψx)
= (dxh(·)φx − hxAx(·)φx −Ax(·)
∗hxφx | ψx).
With this equality at hand, it follows at once that the assertions in the statement
are equivalent to each other. 
Linear connections compatible with complex structures.
Definition 3.8. Assume X is any open subset of some complex Banach space X
and E is another complex Banach space. Let A ∈ Ω1(X,B(E)) be any connection
form, hence A : TX = X × X → B(E) is smooth and R-linear in the second vari-
able. Since both X and E are complex vector spaces, we can use the direct sum
decomposition (A.3) to define the linear operators
∇′ : C∞(X, E)→ Ω(1,0)(X, E) and ∇′′ : C∞(X, E)→ Ω(0,1)(X, E)
such that
∇ = ∇′ +∇′′
where ∇ : C∞(X, E)→ Ω1(X, E) is the covariant derivative corresponding to A. So
for every σ ∈ C∞(X, E) and x ∈ X we have (∇σ)(x) = (∇′σ)(x) + (∇′′σ)(x), the
unique decomposition for which the operator (∇′σ)(x) : X → B(E) is C-linear while
(∇′′σ)(x) : X → B(E) is conjugate linear.
The following result is suggested by the beginning remark in the proof of [We08,
Ch. III, Th. 2.1].
Proposition 3.9. In the setting of Definition 3.8, the following assertions are
equivalent:
(1) For every σ ∈ O(X, E) we have ∇′′σ = 0.
(2) We have A ∈ Ω(1,0)(X,B(E)).
Proof. First note that the 1-form A takes values in the complex vector space B(E),
hence we get a decomposition A = A(1,0) + A(0,1) (see the Appendix section), and
then condition (2) is equivalent to A(0,1) = 0.
If σ ∈ O(X, E), then
∇σ = dσ +A ∧ σ = ∂σ + ∂¯σ +A ∧ σ = ∂σ +A ∧ σ
hence, by Remark A.3(1),
∇′σ = ∂σ +A(1,0) ∧ σ
and
∇′′σ = A(0,1) ∧ σ.
By considering constant E-valued functions on X , we see that E is generated by the
values of functions in O(X, E). Then the above equality implies that Assertion (1)
is equivalent to A(0,1) = 0, and this concludes the proof. 
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Definition 3.10. If the assertions in Proposition 3.9 are satisfied, then we say that
the linear connection corresponding to A is compatible with the complex structures
of X and E . More generally, a linear connection on a holomorphic Banach vector
bundle is compatible with the complex structure if its local connection form in any
local holomorphic trivialization is compatible (in the above sense) with the complex
structures of the base and the fiber. It is easily seen that this property has a local
character and does not depend on the choice of a local holomorphic trivialization.
Chern covariant derivatives.
Definition 3.11. A Hermitian holomorphic vector bundle is any holomorphic vec-
tor bundle Π: D → Z endowed with a Hermitian structure. In this framework,
a Chern covariant derivative on Π is any covariant derivative which is compatible
both with the complex structure and with the Hermitian structure of the vector
bundle Π.
We are now able to prove an infinite-dimensional version of [We08, Ch. III, Th.
2.1] for trivial bundles.
Lemma 3.12. Let X be any open subset of some complex Banach space X , E be
any complex Hilbert space, and h : X → GL+(E) be any smooth mapping. Then
there exists a unique connection form A ∈ Ω1(X,B(E)) that is compatible both with
the Hermitian structure given by h and with the complex structures of X and E,
and it is given by
Ax = h
−1
x (∂h)x (3.1)
for every x ∈ X.
Proof. We first prove the uniqueness assertion. If A is a connection form that
satisfies the compatibility conditions mentioned in the statement, then by Propo-
sition 3.7(2) we obtain
(∂h)x + (∂¯h)x = dxh = hxAx +A
∗
xhx
for every x ∈ X . On the other hand A ∈ Ω(1,0)(X,B(E)) by Proposition 3.9(2),
hence the above equation is equivalent to
(∂h)x = hxAx and (∂¯h)x = A
∗
xhx. (3.2)
The first of these equations is clearly equivalent to (3.1).
To prove the existence, just note that the connection form defined by (3.1) be-
longs to Ω(1,0)(X,B(E)), hence it is compatible with the complex structures by
Proposition 3.9. On the other hand, if we define A by the formula in the state-
ment and we use the above formulas we see that Assertion (2) of Proposition 3.9
holds true, and then by that proposition we see that the covariant derivative corre-
sponding to the connection form A is compatible with the Hermitian structure as
well. 
Before we go further, let us establish the infinite-dimensional version of [We08,
Ch. III, Prop. 2.2].
Proposition 3.13. Assume the setting of Lemma 3.12 and let Θ ∈ Ω2(X,B(E))
be the curvature form corresponding to A. Then the following assertions hold:
(1) We have A ∈ Ω(1,0)(X,B(E)) and ∂A = −A ∧A.
(2) We have Θ = ∂¯A ∈ Ω(1,1)(X,B(E)).
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Proof. We have h · h−1 = 1, hence ∂h · h−1 + h∂(h−1) = 0. Therefore
∂(h−1) = −h−1 · ∂h · h−1
and now by (3.1) we get
∂A = ∂(h−1 · ∂h) = ∂(h−1) ∧ ∂h+ h−1 · ∂2h = −h−1 · ∂h · h−1 ∧ ∂h = −A ∧ A
We have already seen in Proposition 3.9 that A ∈ Ω(1,0)(X,B(E)). Hence
Θ = dA+A ∧A = ∂¯A+ ∂A+A ∧ A = ∂¯A ∈ Ω(1,1)(X,B(E))
and this concludes the proof. 
Remark 3.14. As above, let X be any open subset of the complex Banach space
X and E be any complex Hilbert space. In Proposition 3.13(2), recall that the
curvature property Θ ∈ Ω(1,1)(X,B(E)) means that for every x ∈ X the map
Θz : X × X → B(E) is sesquilinear (more precisely, is C-linear in the first variable
and conjugate linear in the second).
Theorem 3.15. Each Hermitian holomorphic vector bundle has a unique Chern
covariant derivative.
Proof. The existence in the case of the trivial bundles, as well as the uniqueness
in the general case follow by Lemma 3.12, by using a family of local holomorphic
trivializations. See for instance [We08] or [De12] for the proof of the existence in
the classical situation of finite-dimensional vector bundles. The full details of the
proof in the general case will be included in a forthcoming paper. 
Example 3.16. In Example 2.5, the bundle ΠHA,HB : THB (HA) → GrHB (HA) is
a Hermitian holomorphic vector bundle, hence it carries a unique Chern covariant
derivative ∇HA,HB by Theorem 3.15. See for instance [We08, Ch. III, Ex. 2.4] for
more details on that covariant derivative in the case when dimHA <∞.
Problem 3.17. It would be interesting to establish a version of the Koszul-
Malgrange integrability theorem of [KM58] (see also [AHS78, Th. 5.1]) for Banach
vector bundles (with infinite-dimensional base). Some results in this direction were
recently obtained in [DP12] and [Ne13].
Some computations of Chern covariant derivatives. In the following propo-
sition we denote by S2(H1,H2) the complex Hilbert space consisting of the Hilbert-
Schmidt operators from any complex Hilbert spaceH1 into another complex Hilbert
space H2, with the usual scalar product on S2(H1,H2) defined in terms of the
operator trace. If Πj : Dj → Z is any Hermitian vector bundle for j = 1, 2,
then S2(Π1,Π2) : D → Z denotes the Hermitian vector bundle whose fiber over
any z ∈ Z is the space of Hilbert-Schmidt operators S2(Π
−1
1 (z),Π
−1
2 (z)). If Ej
is the typical fiber of Πj for j = 1, 2 and Φj : V → U(Ej) gives a local change
of coordinates in Πj over some open set V ⊆ Z, then Φ: V → U(S2(E1, E2)),
Φ(z)T = Φ2(z)TΦ1(z)
−1 for z ∈ V and T ∈ S2(E1, E2) gives a local change of
coordinates in S2(Π1,Π2).
Proposition 3.18. Let Πj : Dj → Z be any Hermitian holomorphic vector bundle
with the Chern covariant derivative ∇j for j = 1, 2. Then S2(Π1,Π2) is a Her-
mitian holomorphic vector bundle with the Chern covariant derivative satisfying
∇Γ = ∇2Γ− Γ∇1 for every Γ ∈ Ω
0(Z,S2(Π1,Π2)).
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Proof. The conclusion has a local character hence we may assume for j = 1, 2 that
Πj : Z ×Ej → Z is a trivial vector bundle, where Ej is some complex Hilbert space.
Let hj : Z → GL
+(Ej) be the Hermitian structure of Πj . Then it is easily checked
that the Hermitian structure of Π := S2(Π1,Π2) : Z ×S2(E1, E2)→ Z is given by
H : Z → GL+(S2(E1, E2)), H(z)S = h2(z)Sh1(z)
−1 if S ∈ S2(E1, E2) and z ∈ Z.
It follows that
H ′(z)(·)S = h′2(z)(·)Sh1(z)
−1−h2(z)Sh1(z)
−1h′1(z)(·)h1(z)
−1 ∈ BR(TzZ,S2(E1, E2))
hence
H(z)−1H ′(z)S = h2(z)
−1h′2(z)S − Sh1(z)
−1h′1(z).
Therefore, if we denote by A, A1, and A2 the linear connection forms of ∇, ∇1,
and ∇2, respectively, then by using Lemma 3.12 we obtain
A(z)S = A2(z)S − SA1(z) ∈ B(TzZ,S2(E1, E2)) if S ∈ S2(E1, E2) and z ∈ Z.
Now the assertion follows easily since ∇ = d+A and ∇j = d+Aj for j = 1, 2. 
We now compute the Chern covariant derivatives of holomorphic subbundles of
Hermitian holomorphic vector bundles.
Proposition 3.19. Let Π: D → Z be any Hermitian holomorphic vector bundle
with a holomorphic vector subbundle Π1 : D1 → Z and its fiberwise orthogonal
complement Π2 : D2 → Z. For j = 1, 2 we regard Πj as a Hermitian holomorphic
bundle with respect to the Hermitian structure induced from Π. Denote by ∇, ∇1,
and ∇2 the Chern covariant derivatives of Π, Π1, and Π2, respectively. Also let
Θ, Θ1, and Θ2 be the corresponding curvatures. Then with respect to the fiberwise
orthogonal direct sum decomposition D = D1 ⊕D2 we have
∇ =
(
∇1 −β
∗
β ∇2
)
and
Θ =
(
Θ1 − β
∗ ∧ β ∗
∗ Θ2 − β ∧ β
∗
)
for a suitable form β ∈ Ω(1,0)(Z,Hom(D1, D2)) where β
∗ ∈ Ω(0,1)(Z,Hom(D2, D1))
is its pointwise adjoint 1-form.
Proof. With Proposition 3.18 at hand, one can use the method of proof of [De12,
Ch. V, Th. 14.3 and 14.5]; see also [GH78, Ch. 0, Sect. 5, pages 73 and 78]. 
4. Positivity and global sections of holomorphic vector bundles
For the sake of completeness, we include in this section a brief discussion on the
properties of Griffiths positivity of holomorphic vector bundles. We refer to [Gr69],
[GH78], [Lz04], and particularly to the elegant exposition in [De12] for further
details.
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Quotient tautological bundles. We will give here some straightforward infinite-
dimensional versions of certain constructions from [De12, Ch. V, §16]. For any
Hilbert space H and any integer k ≥ 1 we denote by Gr(k)(H) the set of all k-
codimensional subspaces of H, which has the natural structure of a complex U(H)-
homogeneous Banach manifold. Recall that the tautological bundle over Gr(k)(H)
is
Π(k) : T (k)(H)→ Gr(k)(H), (S, v) 7→ S,
where
T (k)(H) = {(S, v) ∈ Gr(k)(H)×H | v ∈ S} ⊆ Gr(k)(H)×H.
On the other hand, the quotient tautological bundle over Gr(k)(H) is
Q(k)(H)→ Gr(k)(H), (S, v + S) 7→ S,
where
Q(k)(H) = {(S, v + S) ∈ Gr(k)(H)× (H/S) | v ∈ H}.
Note that there is the short exact sequence of holomorphic vector bundles over
Gr(k)(H)
0 // T (k)(H) //
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
Gr(k)(H)×H //

Q(k)(H) //
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
0
Gr(k)(H)
where the vertical arrow in the middle is the projection of the trivial bundle with
the typical fiber H.
Globally generated holomorphic vector bundles. Unless otherwise specified,
we let Π: D → Z be any holomorphic vector bundle whose fibers have the finite
dimension k and whose base is a complex Banach manifold. Moreover, O(Z,D)
stands for the space of global holomorphic sections endowed with the topology of
uniform convergence on compact sets, and we define the evaluation maps
(∀z ∈ Z) evz : O(Z,D)→ Dz, evz(σ) = σ(z).
Definition 4.1. The bundle Π: D → Z is globally generated by the complex Hilbert
space H if we have a continuous inclusion map H →֒ O(Z,D) and for which for
arbitrary z ∈ Z we have evz(H) = Dz.
Remark 4.2. It follows by [De12, Ch. VII, Prop. 11.2] that if Z is a finite-
dimensional manifold, then the above notion of globally generated holomorphic
vector bundle agrees with the one introduced in [De12, Ch. VII, Def. 11.1(a)].
Remark 4.3. If the bundle Π: D → Z is globally generated by the complex Hilbert
space H, then we define
(∀z ∈ Z) Nz :={(z, σ) ∈ Z ×H | σ(z) = 0}
={z} ×Ker (evz |H)
⊆Z ×H
and N :=
⋃
z∈Z
Nz.
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Now assume the fibers of Π are finite-dimensional. Then N is the total space of
a subbundle of the trivial Hermitian bundle Z × H → Z. We have the fiberwise
exact sequence of Hermitian bundles
0→ N →֒ Z ×H
ev
−→D → 0 (4.1)
and the commutative diagram
D
Π

ΨH
// Q(k)(H)

Z
ψH
// Gr(k)(H)
where for every z ∈ Z we have
(∀ξ ∈ Dz) ΨH(ξ) = {σ ∈ H | σ(z) = ξ} ∈ H/Ker (evz |H)
where we performed the identification
H/Ker (evz |H) ≃ Dz, σ +Ker (evz |H) 7→ evz(σ).
Positivity curvature condition. In order to introduce the positivity curvature
condition on the covariant derivatives, we need the following remark, which is well
known at least in the case of the scalar-valued bilinear maps.
Remark 4.4. Let V be any complex Banach space and A be a complex associative
Banach ∗-algebra, and denote Asa := {a ∈ A | a∗ = a}. We define the following
spaces of bounded R-bilinear maps:
• the space Herm(V ,A) of all R-bilinear maps Ψ: V × V → A satisfying
(∀v1, v2 ∈ V) Ψ(v1, v2)
∗ = Ψ(v2, v1) = iΨ(v2, iv1)
• the space Symm(V ,A) of all R-bilinear maps ψ : V × V → A satisfying
(∀v1, v2 ∈ V) ψ(v1, v2) = ψ(v2, v1) = ψ(iv1, iv2)
• the space Skew(V ,A) of all R-bilinear maps ω : V × V → Asa satisfying
(∀v1, v2 ∈ V) ω(v1, v2) = −ω(v2, v1) = ω(iv1, iv2).
If Ψ ∈ Herm(V ,A), ψ ∈ Symm(V ,A), and ω ∈ Skew(V ,A), then any of these three
bilinear maps determines the other two maps in a unique manner such that the
equation
(∀v1, v2 ∈ V) Ψ(v1, v2) = ψ(v1, v2) + iω(v1, v2)
be satisfied, and canonical R-linear isomorphisms are thus defined between the
spaces Herm(V ,A), Symm(V ,A), and Skew(V ,A), respectively.
More precisely, the R-bilinear maps involved in the above equation are related
by the formulas
ω(v1, v2) = ψ(v1, iv2)
ψ(v1, v2) =
1
2
(Ψ(v1, v2) + Ψ(v2, v1))
ω(v1, v2) =
1
2i
(Ψ(v1, v2)−Ψ(v2, v1))
for all v1, v2 ∈ V .
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We now introduce the notion of Griffiths positivity of bundle-valued differential
2-forms, which goes back to [Gr69]; see also [GH78], [Lz04], [De12]. In the case of
infinite-rank vector bundles, a version of this notion was also used in [Ber09].
Definition 4.5. Let Π: D → Z be any Hermitian holomorphic bundle. A bundle-
valued differential form ω ∈ Ω2(Z,End (Π)) is Griffiths nonnegative if for every
z ∈ Z the bounded R-bilinear map ωz : TzZ×TzZ → B(Dz) satisfies the conditions
ωz ∈ Skew(TzZ,B(Dz)) and Ψz(x, x) ≥ 0 in B(Dz) for all x ∈ TzZ, where Ψz ∈
Herm(TzZ,B(Dz)) is the the sesquilinear map which canonically corresponds to ωz
via Remark 4.4. If moreover for every x ∈ TzZ \ {0} we have Ψz(x, x) 6= 0, then
we say that ω is Griffiths positive.
In the case of the bundles with a finite-dimensional base, the following result can
be found in [GH78, Ch. 0, Sect. 5] or [De12, Ch. VII, Cor. 11.5].
Theorem 4.6. Let Π: D → Z be any holomorphic vector bundle which is globally
generated by the complex Hilbert space H →֒ O(Z,D) and has finite-dimensional
fibers. Then there exists a unique Hermitian structure on Π such that for every
z ∈ H the adjoint of the evaluation map evz : H → Dz is an isometry, and the
curvature of the corresponding Chern covariant derivative is Griffiths nonnegative.
Proof. One can use the method of proof from [GH78, Ch. 0, Sect. 5], by relying
on the above Proposition 3.18 and Remark 4.3. 
5. Reproducing kernels and Griffiths positivity
This section contains one of our main results, which is a necessary condition for
existence of reproducing kernels on vector bundles (Theorem 5.4). It relies on Grif-
fith positivity properties of certain covariant derivatives associated with reproduc-
ing kernels on Hermitian holomorphic bundles which satisfy a certain admissibility
condition. In order to introduce the latter notion, we need the following lemma.
Lemma 5.1. In the setting of Definition 2.2, consider the following assertions at
an arbitrary point s ∈ Z:
(1) The operator K̂|Ds : Ds → H
K is injective and has closed range.
(2) The operator K(s, s) ∈ B(Ds) is invertible.
(3) The operator K(s, s) ∈ B(Ds) is surjective.
(4) The evaluation map evs : H
K → Ds is surjective.
Then we have (1) ⇐⇒ (2) ⇐⇒ (3)=⇒ (4), and all the above four assertions are
equivalent if moreover dimDs <∞.
Proof. The equivalence (1)⇐⇒ (2) was established in [BG13, Lemma 3.4]. More-
over we have (2) ⇐⇒ (3) since K(s, s) is always a bounded (nonnegative) self-
adjoint operator on the complex Hilbert space Ds, as a consequence of (2.1) in
Definition 2.2 for n = 1, hence Ker (K(s, s)) = (Ran (K(s, s)))⊥.
Next, for every ξ ∈ Ds we have K̂(ξ) = Kξ = K(·, s)ξ hence (evs ◦ K̂|Ds)(ξ) =
K(s, s)ξ. This shows that (3)=⇒(4).
Now note that for all t ∈ Z, η ∈ Dt, and ξ ∈ Ds we have
((K̂|Ds)(ξ) | Kη)HK = (Kξ | Kη)HK = (K(t, s)ξ | η)Dt = (ξ | K(s, t)η)Ds
= (ξ | evs(Kη))Ds
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hence the operators evs : H
K → Ds and K̂|Ds : Ds → H
K are adjoint to each
other. This implies Ker (K̂|Ds) = (Ran evs)
⊥. Therefore, if (4) holds true, then
K̂|Ds : Ds → H
K is injective, and if moreover dimDs <∞, then the range of K̂|Ds
is in turn finite-dimensional hence is a closed subspace of HK , and thus (1) also
holds true. This concludes the proof. 
The following is a special case of [BG13, Def. 3.5].
Definition 5.2. Assume Π: D → Z is a Hermitian bundle whose fibers are finite
dimensional (for instance, Π is a line bundle). A reproducing kernel K on Π is
called admissible if it has the following properties:
(a) The kernel K is smooth as a section of the bundle Hom(p∗2Π, p
∗
1Π).
(b) For every s ∈ Z the operator K(s, s) ∈ B(Ds) is invertible.
Remark 5.3. In the setting of Definition 5.2, the admissible reproducing kernel
K has the additional property that the mapping ζK : Z → Gr(H
K) is smooth. See
[BG13, Ex. 3.6] for details.
If Π: D → Z is any Hermitian holomorphic bundle with the space of holomorphic
sections denoted by O(Z,D) and K is any reproducing kernel on Π, then we say
that K is holomorphic if for every ξ ∈ D we have Kξ ∈ O(Z,D).
Theorem 5.4. Let Π: D → Z be any Hermitian holomorphic vector bundle with
finite-dimensional fibers and with its Hermitian structure denoted by {(· | ·)z}z∈Z .
If K is a holomorphic admissible reproducing kernel on Π, then {(K(z, z) · | ·)z}z∈Z
is a new Hermitian structure on Π, for which the curvature of its Chern covariant
derivative is Griffiths positive.
Proof. Let HK be the reproducing kernel Hilbert space associated to K. By hy-
pothesis K is a holomorphic reproducing kernel on Π, hence we have a continuous
inclusion map HK →֒ O(Z,D). Since K is admissible, Lemma 5.1 implies that the
evaluation map evs : H
K → Ds is surjective for arbitrary s ∈ Z. Thus the bundle Π
is globally generated in the sense of Definition 4.1, and then the conclusion follows
by Theorem 4.6. 
Example 5.5. Consider the special case of Example 2.3 with E = C,
Z = D = {z ∈ C | |z| < 1}
and for every ν ≥ 1 define
K
(ν)
D
: D× D→ C, K
(ν)
D
(z1, z2) =
1
(1 − z1z¯2)ν
which is the reproducing kernel of the Bergman space on the unit disc if ν > 1 and
of the Hardy space if ν = 1; see also [BG13, subsect. 5.1, (b.1)].
The new Hermitian structure on the trivial bundle Π: D = Z×C→ Z (referred
to in Theorem 5.4) is in this case given by
h(ν) : D→ GL+(E) ≃ (0,∞), h(ν)(z) =
1
(1− |z|2)ν
=
1
(1− zz¯)ν
.
We have
1
h(ν)(z)
· ∂h(ν)(z) = (1− zz¯)ν ·
νz¯
(1 − zz¯)ν+1
=
νz¯
1− zz¯
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hence by using Lemma 3.12 we obtain the following expression for the linear con-
nection form of the Chern covariant derivative corresponding to the Hermitian
structure determined by h:
A(ν) : D→ B(C), A(ν)z =
νz¯
1− zz¯
dz.
Since
∂
∂z¯
( z¯
1− zz¯
)
=
(1− zz¯)− z¯ · (−z)
(1 − zz¯)2
=
1
(1 − zz¯)2
it then follows by Proposition 3.13(2) that the curvature of the aforementioned
Chern covariant derivative is the 2-form
Θ(ν) : D→ BR(C ∧ C,C), Θ
(ν)
z =
ν
(1− |z|2)2
dz¯ ∧ dz
which clearly is Griffiths positive. It also follows by the above formula that the
curvature Θ(ν) depends linearly on ν, and for all ν ≥ 1 we have Θ(ν) = νΘ(1).
Example 5.6. Recall that if H is any complex Hilbert space, then the mapping
h 7→ (· | h)H is an antilinear isometric isomorphism from H onto its topological
dual H∗. For this reason H∗ will be alternatively described as the complex Hilbert
space whose underlying structure of real Hilbert space is the one of H, while the
complex structure is the opposite to the complex structure of H; that is, we may
assume H∗ = H as real vector spaces, with the complex scalar products related by
(h1 | h2)H∗ = (h2 | h1)H for all h1, h2 ∈ H = H
∗. SoH andH∗ have the same closed
complex subspaces and the identity map is an antiholomorphic diffeomorphism
between their Grassmann manifolds Gr(H) and Gr(H∗).
With this convention, if Π: D → Z is a holomorphic Hermitian bundle and
D∗ :=
⊔
s∈Z
D∗s =
⊔
s∈Z
Ds = D as real manifolds, then the dual bundle Π
∗ : D∗ → Z
is again a holomorphic Hermitian bundle, whose complex structure is fiberwise
the opposite to the complex structure of D, while both mappings Π and Π∗ are
holomorphic (i.e., they are smooth and the differentials are C-linear) onto the same
complex manifold Z. In particular, if K is a reproducing kernel on Π, then it is
also a reproducing kernel on Π∗, to be denoted by K∗, and it follows by (2.2) that
the corresponding reproducing kernel Hilbert spaces are related by HK
∗
= (HK)∗.
In addition, one can also check that K is admissible if and only if K∗ is. In
this case, if Θ ∈ Ω2(Z,Π) and Θ∗ ∈ Ω2(Z,Π∗) are the curvatures of the Chern
connections associated to K and K∗ as in Theorem 5.4, respectively, then by using
Proposition 3.13(2) along with equations (3.1)–(3.2) one can show that Θ∗ = −Θ.
By using a suitable method of localization of reproducing kernel Hilbert spaces
on vector bundles, one can obtain infinite-dimensional versions of the properties of
Bergman kernels established in [MP97]. Put δK := (ζK ◦ Π, K̂), where ζK and K̂
are as in Definition 2.2.
Theorem 5.7. Let Π: D → Z be a holomorphic Hermitian bundle with finite-
dimensional fibers and K be a holomorphic admissible reproducing kernel on Π.
Then the following assertions hold:
(1) The mapping K̂ : D∗ → (HK)∗ is holomorphic.
(2) The pair ∆K = (δK , ζK) is a holomorphic morphism of vector bundles from
Π∗ : D∗ → Z to Π(HK)∗ : T ((H
K)∗)→ Gr((HK)∗).
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Proof. By the note prior to the theorem, it suffices to prove the assertions under
the assumption that Π: D → Z is a trivial vector bundle, say D = Z×V , where the
complex Hilbert space V is the typical fiber. Recall from [BG13, Lemma 3.3] that
K̂ : D → HK is smooth. On the other hand, since K is an admissible holomorphic
reproducing kernel, it is given by an operator-valued reproducing kernel κ : Z ×
Z → B(V) (see for instance [BG13, subsect. 5.1]) such that κ(·, t) ∈ O(Z,V) and
κ(t, t) ∈ B(V) is invertible for every t ∈ Z. Then for every η = (t, v) ∈ Z × V = D
we have
K̂(η) = (·, κ(·, t)v) ∈ O(Z,D)
which implies at once that the differential of K̂ : D∗ = Z × V∗ → (HK)∗ at ev-
ery point is C-linear, hence the mapping K̂ : D∗ → (HK)∗ is holomorphic. Since
κ(t, ·)∗ = κ(·, t) ∈ O(Z,V) and ζK(t) = K̂({t}×V), it also follows by the above for-
mula for K̂(η) that ζK : Z → Gr((H
K)∗) is holomorphic, since it is smooth by the
assumption that K is admissible, and its tangent map at any point is C-linear. 
In connection with Theorem 5.7, we note that a certain procedure to associate
linear connections ΦK to reproducing kernels K on infinite-dimensional vector bun-
dles Π was established in [BG13]. That method relies on canonical pullback oper-
ations by starting from tautological bundles on Grassmann manifolds. Then one
can also prove that the linear connection ΦK∗ associated with K
∗ is compatible
both with the complex structure of the dual bundle Π∗ : D∗ → Z and with the
Hermitian structure {(K∗(s, s)· | ·)∗s}s∈Z where (K
∗(s, s)· | ·)∗s := (K(s, s)· | ·)s
for all s ∈ Z. That is, on dual vector bundles of vector bundles with reproduc-
ing kernel (and finite-dimensional fibers), the covariant derivatives associated with
the linear connections defined in [BG13] are also examples of the Griffiths-positive
Chern derivatives of Theorem 5.4 above. As the details of these results are beyond
the scope of the present work, we defer them to a forthcoming paper.
Remark 5.8. It is well known that there also exist holomorphic vector bundles
with finite-dimensional fibers which do not admit any nontrivial global holomorphic
cross-section, so they do not carry any reproducing kernel satisfying the hypothesis
of Theorem 5.4. An example in this sense (with 1-dimensional fibers) is provided
by the tautological vector bundle over the projective space, in the above notation
Π(n) : T (n)(Cn+1)→ Gr(n)(Cn+1)
see for instance [De12, Ch. V, Cor. 15.6], where this line bundle was denoted by
O(−1).
Remark 5.9. In connection with Theorem 5.4, we recall that there exist several
open problems on sufficient conditions for Griffiths positivity. There is for instance
Griffiths’problem ([Gr69]) which asks whether or not every ample holomorphic vec-
tor bundle with compact base is Griffiths positive.
It is also unknown whether any holomorphic vector bundle is Griffiths positive
if there exists some integer k0 ≥ 1 such that the symmetric kth tensor powers of
that bundle are globally generated for all k ≥ k0. See however [De12, Ch. VII,
Cor. 11.6] for an affirmative answer to that problem in the case of the line bundles.
From the perspective of the above Theorem 5.4, the problem would be to construct
reproducing kernels on some Hermitian vector bundle by using some reproducing
kernels on symmetric tensor powers of that bundle.
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Appendix A. Complements on vector-valued differential forms
Definition A.1. Assume X is any open subset of some real Banach space X and
V is another real Banach space. The space of V-valued differential forms of degree
p ≥ 0 on X is defined by
Ωp(X,V) =
{
C∞(X,V) if p = 0
C∞(X,B(∧pX ,V)) if p ≥ 1,
where B(∧pX ,V) is the space of bounded p-linear skew-symmetric maps X × · · · ×
X → V . For every σ ∈ Ωp(X,V) and x ∈ X we denote σx := σ(x).
The exterior derivative d : Ωp(X,V) → Ωp+1(X,V) is defined for σ ∈ Ωp(X,V)
as follows:
(1) If p = 0, then for every x ∈ X we set (dσ)x = σ
′
x ∈ B(X ,V).
(2) If p ≥ 1, then for every x ∈ X we define (dσ)x = dxσ ∈ B(∧
pX ,V) as a
bounded skew-symmetric (p+ 1)-linear mapping X × · · · × X → V by the
formula
(dσ)x(x1, . . . , xp+1) =
p+1∑
j=1
(−1)j−1(σ′x(xj))(x1, . . . , xj−1, xj+1, . . . , xp+1)
for every x1, . . . , xp+1 ∈ X . Note that σ : X → B(∧
pX ,V) is a smooth
mapping, hence σ′x ∈ B(X ,B(∧
pX ,V)).
We have d2 = 0 (see for instance [Lg01]) as an operator from Ωp(X,V) into
Ωp+2(X,V) for every p ≥ 0.
Definition A.2. Now assume the following setting:
• X open set in the real Banach space X ;
• V1, V2, and V are real Banach spaces endowed with a continuous bilinear
mapping V1 × V2 → V denoted simply by (v1, v2) 7→ v1 · v2.
Then for p1, p2 ≥ 0 we define the exterior product (cf. [Ne06, Subsect. I.4])
∧ : Ωp1(X,V1)× Ω
p2(X,V2)→ Ω
p1+p2(X,V)
in the following way. Let σj ∈ Ω
pj (X,Vj), j = 1, 2, and x ∈ X .
(1) If p1 = 0, then we set
(σ1 ∧ σ2)x(x1, . . . , xp2) = (σ1)x︸ ︷︷ ︸
∈V1
· (σ2)x(x1, . . . , xp2)︸ ︷︷ ︸
∈V2
∈ V
for x1, . . . , xp2 ∈ X . We proceed in a similar manner if p2 = 0.
(2) If p1, p2 ≥ 1, then
(σ1 ∧ σ2)x(x1, . . . , xp1+p2) =
1
p1!p2!
∑
τ
ǫ(τ) (σ1)x(xτ(1), . . . , xτ(p1))︸ ︷︷ ︸
∈V1
· (σ2)x(xτ(p1+1), . . . , xτ(p1+p2))︸ ︷︷ ︸
∈V2
where the sum is taken for every permutation τ of the set {1, . . . , p1 + p2}
and ǫ(τ) ∈ {±1} denotes the signature of τ (compare [Lg01, Ch. V, §3]).
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Just as in the scalar-valued case, one can check the formula
d(σ1 ∧ σ2) = dσ1 ∧ dσ2 + (−1)
p1σ1 ∧ dσ2
for σj ∈ Ω
pj (X,Vj) and j = 1, 2.
Remark A.3. Let Y and V be complex Banach spaces and denote by BR(Y,V)
the Banach space of bounded R-linear operators from Y into V . Also denote by
B
(0,1)
R
(Y,V) = {T ∈ BR(Y,V) | (∀x ∈ Y) T (ix) = −iTx}
the space of bounded conjugate-linear operators from Y into V , and use for the
moment the notation B
(1,0)
R
(Y,V) := B(Y,V) for the space of C-linear operators.
Then we note the following facts:
(1) The mapping
B
(1,0)
R
(Y,V)× B
(0,1)
R
(Y,V)→ BR(Y,V), (R,S) 7→ R + S (A.1)
is a linear topological isomorphism. Indeed, it is clear that this mapping
is linear and continuous, hence it suffices to prove that it is bijective. In
fact it is easily checked that for every T ∈ BR(Y,V) there exist uniquely
determined operators T (1,0) ∈ B
(1,0)
R
(Y,V) and T (0,1) ∈ B
(0,1)
R
(Y,V) such
that T = T (1,0) + T (0,1), namely
T (1,0)x =
1
2
(Tx− iT (ix)) and T (0,1)x =
1
2
(Tx+ iT (ix))
for every x ∈ Y.
(2) Each of the spaces B
(1,0)
R
(Y,V) and B
(0,1)
R
(Y,V) has a natural structure of
complex Banach space, defined by multiplying the values of any operator
by complex numbers (This is possible since V is a complex Banach space).
(3) By using the above items (1) and (2), one can obtain direct sum decom-
positions similar to (A.1) for spaces of R-multilinear mappings in a higher
number of variables. For instance, for bilinear mappings we have
BR(Y⊗̂RY,V) ≃BR(Y,BR(Y,V))
≃BR(Y,B
(1,0)
R
(Y,V)∔ B
(0,1)
R
(Y,V))
≃BR(Y,B
(1,0)
R
(Y,V))∔ B(Y,B
(0,1)
R
(Y,V))
≃B
(1,0)
R
(Y,B
(1,0)
R
(Y,V))∔ B
(1,0)
R
(Y,B
(0,1)
R
(Y,V))
∔ B
(0,1)
R
(Y,B
(1,0)
R
(Y,V))∔ B
(0,1)
R
(Y,B
(0,1)
R
(Y,V))
(4) We now use the above remarks to obtain a direct sum decomposition for
the space of skew-symmetric R-bilinear maps from Y × Y into V . Let us
consider the bounded R-linear operator
A : Y⊗̂RY → Y⊗̂RY, A(y1 ⊗ y2) =
1
2
(y1 ⊗ y2 − y2 ⊗ y1).
Then we have A2 = A, and we define Y ∧ Y := RanA. We also define
A : BR(Y⊗̂RY,V)→ BR(Y⊗̂RY,V), A(Φ) := Φ ◦A
and then A2 = A and it is easily seen that
RanA = {Φ ∈ BR(Y⊗̂RY,V) | (∀y1, y2 ∈ Y) Φ(y1 ⊗ y2) = −Φ(y2 ⊗ y1)}.
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In order to study the behavior of A with respect to the direct sum decom-
position established in (3) above, we introduce the operator
Q : BR(Y⊗̂RY,V)→ BR(Y⊗̂RY,V), (Q(Φ))(y1 ⊗ y2) = Φ((iy1)⊗ (iy2)).
Then it is easily seen that Q2 = id and QA = AQ, hence we have the direct
sum decomposition
BR(Y⊗̂RY,V) = Ker (Q− id)∔Ker (Q+ id) (A.2)
and both subspaces involved in this decomposition are invariant under A.
On the other hand, it is easily seen that
B
(1,0)
R
(Y,B
(1,0)
R
(Y,V))∔ B
(0,1)
R
(Y,B
(0,1)
R
(Y,V)) ⊆ Ker (Q+ id),
B
(1,0)
R
(Y,B
(0,1)
R
(Y,V))∔ B
(0,1)
R
(Y,B
(1,0)
R
(Y,V)) ⊆ Ker (Q− id).
It then follows by (A.2) and the decomposition established above in (3)
that the above inclusions are actually equalities. In particular, the space
B
(1,0)
R
(Y,B
(0,1)
R
(Y,V)) ∔ B
(0,1)
R
(Y,B
(1,0)
R
(Y,V))
is invariant under A, and we denote by B
(1,1)
R
(Y⊗̂Y,V) the image of the
corresponding restriction of A. On the other hand, it is easily checked
that each of the spaces B
(1,0)
R
(Y,B
(1,0)
R
(Y,V)) and B
(0,1)
R
(Y,B
(0,1)
R
(Y,V)) is
invariant under A, and B
(2,0)
R
(Y⊗̂Y,V) and B
(0,2)
R
(Y⊗̂Y,V) will denote the
images of the corresponding restrictions of A, respectively. We thus get a
direct sum decomposition
RanA = B
(2,0)
R
(Y⊗̂Y,V)∔ B
(1,1)
R
(Y⊗̂Y,V)∔ B
(0,2)
R
(Y⊗̂Y,V).
Note the natural isomorphism RanA ≃ BR(Y ∧ Y,V), Φ 7→ Φ|RanA, and
thus the above decomposition gives rise to a direct sum decomposition
BR(Y ∧ Y,V) = B
(2,0)
R
(Y ∧ Y,V)∔ B
(1,1)
R
(Y ∧ Y,V)∔ B
(0,2)
R
(Y ∧ Y,V).
For every Φ ∈ BR(Y∧Y,V) we denote by Φ = Φ
(2,0)+Φ(1,1)+Φ(0,2) the cor-
responding decomposition. This is the bilinear version of the decomposition
established above in (1).
Definition A.4. Let X and V be complex Banach spaces. If p ∈ {1, 2}, then by
using Remark A.3 for the values of the differential forms in Ωp(X,V), we get the
direct sum decompositions
Ω1(X,V) = Ω(1,0)(X,V)∔ Ω(0,1)(X,V) (A.3)
and
Ω2(X,V) = Ω(2,0)(X,V)∔ Ω(1,1)(X,V)∔ Ω(0,2)(X,V).
By using these decompositions we can define the operators
∂¯ : C∞(X,V)→ Ω(0,1)(X,V) and ∂¯ : Ω(r,1−r)(X,V)→ Ω(r,2−r)(X,V)
for r ∈ {0, 1} as the corresponding projections of the exterior derivatives
d: C∞(X,V)→ Ω1(X,V) and d: Ω1(X,V)→ Ω2(X,V),
respectively. We also define ∂ := d − ∂¯ on any of the above spaces where ∂¯ is
defined.
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Remark A.5. In the setting of Definition A.4, we have ∂¯2 = 0, ∂2 = 0, and
d: Ω(r,s)(X,V)→ Ω(r+1,s)(X,V)∔ Ω(r,s+1)(X,V),
hence ∂ : Ω(r,s)(X,V)→ Ω(r+1,s)(X,V) for r, s ∈ {0, 1} with r + s = 1.
Remark A.6. In Definition A.4, a function σ ∈ C∞(X,V) is holomorphic if and
only if its differential is C-linear at every point of X , which is equivalent to the
Cauchy-Riemann equation ∂¯σ = 0.
We refer to [Ll98, Sect. 2] for a definition of the Dolbeault operator ∂¯ in a more
general setting.
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