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a b s t r a c t
Intelligent evaluation agent has been the most recent attempt toward automated supplier
bid selection based on customer preferences. It has been proven to have advantages for
successful supply chain coordination. Based on a formerly implemented real-time supply
chain coordination system using intelligent agents, this work further investigates the
problem to devise an intelligent fuzzy algorithm to evaluate supplier bids without direct
human intervention. The general decision model of agent technology adoption has been
explained in detail to provide a roadmap for managers and engineers in their movement
toward multi-agent working environments. Then, the hybrid evaluation mechanism has
been discussed step-by-step. Afterward, the approach has been carefully implemented
and verified via a real-world case study. In this regard, a collection of twelve assessment
criteria classified in two categories of customer suggestions and design specifications have
been considered. This work has key advantages over earlier ones, including: modeling
agent technology adoption in supply networks, description of an autonomous assessment
mechanism using intelligent agents, making the best out of three useful methodologies
of F-AHP-QFD, considering features of customer order and his/her preferences throughout
the decision making process, and coordination of supply processes using a bidding system
based on pervasive and ubiquitous computing mechanisms.
© 2011 Elsevier Ltd. All rights reserved.
1. Introductory words
Putting the concept of autonomous real-time coordination of supply chains into action has been the main subject matter
of our recent research and publications [1–9]. The major purpose of the project has been to employ the power of ubiquitous
and pervasive computing based on intelligent agents (as useful tools of distributed artificial intelligence) in order to design
and implement different modules required in a typical supply chain coordination system. The detailed description of an
autonomous system for supply chain coordination is presented in Appendix A. One of the critical jobs in such a system is to
evaluate and select suppliers properly. The procurement phase in the coordination process plays a strategic role and external
suppliers exert an ever growing pressure on the success or failure of a business [10,11]. This article proposes the basics of
a supplier evaluation agent that selects the best supplier bid using a hybrid algorithm. This algorithm has been explained
comprehensively and has been verified in practice. On the other hand, agent technology adoption in such environments
needs an accurate decisionmodel which has been explained in detail. The rest of this section introduces distributed artificial
intelligence and supplier evaluation agent, and summarizes the following sections.
1.1. Distributed artificial intelligence (DAI)
Literature on distributed artificial intelligence (DAI) is chiefly concerned with how automated agents can interact and
solve problems effectively. A number of earlier articles [12–17] briefly explain the research areas of DAI and divide them
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into two main groups:
(1) DPS (Joint Distributed Problem Solving), which considers how the work of solving a particular problem can be divided
among several processors. Each of the processors is intelligent, but they all have a common goal and common
preferences.
(2) MAS (Multi-Agent Systems), which coordinates intelligent behavior among a set of autonomous intelligent agents. Each
onemay have different goals and different interests, whichmay conflict with the interests of other agents in the system.
In the supposed environment, each partner (supplier, customer, buyer, etc.) has its own preferences regarding the
solution to be achieved, and the interests of different agents may conflict. There are different approaches for solving supply
chain coordination problems and resource allocation problems in MAS environments. Often, techniques from game theory
and economics are applied to MASs, since these fields are concerned with solving similar problems among human players,
assuming that each player is self-motivated [18–21]. Negotiation is proposed in DAI as a means for agents to communicate
and negotiate in order to arrive at mutually beneficial agreements. It is used in DPS environments in order to find a mutual
agreement among agents with conflict knowledge and abilities [22].
1.2. Supplier evaluation agent
Supplier evaluation is a termused in business and refers to the process of evaluating and approving potential suppliers by
realistic and measurable assessment. The purpose of supplier evaluation is to ensure a portfolio of best in class suppliers is
available for use [23]. Supplier evaluation is also a process applied to existing suppliers in order tomeasure and observe their
performance for the purposes of reducing costs, mitigating risk, and driving continuous improvement [24]. The ‘‘Supplier
Evaluation Agent’’ holds an ‘‘Evaluation Engine’’ to be used in its real-time decisionmaking processes. There are three parties
influencing the decision on which supplier bid to select: customers, manufacturers, and suppliers. In fact, the best choice is
the result of the best trade-off between the constraints imposed by all parties.
The evaluation agent makes use of an advanced precise mechanism to assess supplier bids based on the designated
criteria in real-time. Themechanism is composed of Fuzzy logic combinations with AHP and QFD. This research investigates
the decision model for agent technology adoption and then presents the detailed structure of the evaluation engine.
1.3. Paper organization
The article is organized as follows; Section 2 proposes the adoptionmodel and structure of evaluation agent. The concepts
will be verified through a real-world case study in Section 3. This section prepares all the practical steps to put the assessment
model in execution. Sections 4 and 5 have been devoted to discussing the methodology, suggesting areas of research for
interested academics and practitioners, and outlining the concluding remarks. The paper ends with a list of resources
referred to throughout the text and list of acronyms used in the article is given in Appendix B.
2. Adoption model and structure of evaluation agent
2.1. Decision process of agent technology adoption
The domain of application for the intelligent evaluation model has been intended to be all organizations with
decentralized single-product supply chain of at most three tiers where a potential need for agent technologies exists. Such
organizations potentially adopting agent technologies have been represented as individual nodes in the sample graph of
Fig. 1. Directed connections (edges) between nodes have been used to represent the influence of one organization over
another in a decision to adopt or not adopt agent technologies. Thus, for example, a company making large or frequent
purchases may be able to influence technology decisions of its suppliers. Because different industries have different degrees
of concentration and different networks of influence, several different network topologies have been considered which are
believed to be representative of the diversity of real-worldmanufacturing and business networks. Thesewill be represented
later.
In the practical model, nodes have been then modeled as independent and autonomous decision-makers, each node
making decisions to progress (or not) throughout a technology adoption lifecycle. The five stages in this lifecycle are:
1. Not adopted;
2. To be adopted;
3. Trial adoption;
4. Partial adoption; and
5. Full adoption.
Time in the model has been assumed to be discrete and linear, with nodes making decisions between consecutive time-
spots. Each time-spot may be viewed as a generation in the adoption lifecycle. At each stage in the lifecycle, a node may
decide to proceed to next stage, to remain at current stage, or to return to preceding stage. For each node and for each
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Fig. 1. Sample graph: shallow supply chains topology.
decision, relevant factors were then combined via a factor-weighting mechanism; the outcome of this combination is a
decision: to step forward to the subsequent state in the technology adoption lifecycle; to stay in the current state; or to go
back to the previous state.
The model has been designed so that factor weights and weighting mechanism could be user-defined. The particular
parameter values and formulas used in themodel have been developed based on logical assumptions concerning real-world
decision processes in this area, found in marketing literature cited earlier and by experience gained in collecting AgentLink
III agent technology application case studies [25]. Design and structure of the model has been discussed in detail here [26].
Underlying factors which influence this decision drawn from a study of the marketing literature [27–29] and the economics
literature relating to network goods and standards [30,31] are as follows:
– The current need of organization for the technology is represented by variable N . The value of this variable for each node
has been assigned randomly to the node at the start of simulation, from a uniform probability distribution on the range
[0, 1]. A value of 0 specifies no need, while a value of 1 is a sign of full (or very critical) need. As noted earlier, we make
no judgment on the objective nature of the need for technology.
N ∼ U[0, 1].
– The costs of adoption (C) decrease as the number of nodes progressing through the adoption lifecycle increase, according
to a monotonically-decreasing S-shaped curve:
C = 1
1+ x
ea−bx
where x is the fraction of nodeswhich have adopted the technology at current time, and a and b are definable parameters.
In order to attain a value of C ∈ [0, 1], values of a = 2 and b = 6 were chosen by trial and error; and no meanings
should be attached to these special values. Nodes were assumed randomly to be able to pay for the technology at the
corresponding cost-level at each time-spot. This was implemented by comparing the value of C to the value of a variable
drawn from the uniform distribution on [0, 1]; in particular when C was less than this variable, the node was assumed
to be able to afford the technology. Simple algebraic operation shows that the probability that a node can afford to adopt
the technology when the cost is at level C is 1—C .
– Accessibility of corresponding software tools (Acc) increases as number of nodesmoved through the technology adoption
cycle move up, according to a monotonically-increasing S-shaped curve. With greater availability of tools, nodes were
increasingly likely to move forward along the technology adoption lifecycle. The variable x is again the fraction of nodes
which have adopted the technology at present time. Similarly, the parameters a = 2 and b = 6 are user-definable in the
model as before.
Acc = 1
1+ ea−bxx
.
– The presence of one or more technology standards is another factor. Existence of a single standard persuades technology
adoption by nodes, while presence of more than one standard persuades adoption in some nodes and discourages it
in others. This is modeled with two variables, M and N , where M takes either the value 0 (meaning no standards) or
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Table 1
Relative decision-factor weights for each adoption state.
Decision factor Status
Not adopted To be adopted Trial adoption Partial adoption
Need (N) 2 5 −3 1
Cost (C) −1 1 2 −3
Tool accessibility (Acc) 4 0 −4 2
Single standard (M) 0 3 −5 −1
Competing standards (N) −3 2 2 0
Trial outcome (R) 3 −4 3 −1
Network influence (I) 1 −2 2 5
1 (meaning a single standard); and in the case of two competing standards, N is generated randomly from a uniform
probability distribution on the range [0, 1], to denote the probability of non-adoption in the presence of competing
standards.
M ∈ {0, 1}
N ∼ U[0, 1].
– Rate of success for a trial technology (R) does matter. While not all trials are successful, an unsuccessful trial does not
necessarily lead to non-adoption of the technology; an organization may have urgent needs for the technology which
lead it to take on the technology regardless of the failure of a trial. Success or failure has been assigned randomly to
those nodes undergoing a trial at each time-spot. This was modeled by a variable R, generated randomly from a uniform
probability distribution over the range [0, 1].
R ∼ U[0, 1].
– Degree of influence of other connected nodes over each node (I) cares. For instance, great number of downstream
customers may strongly influence upstream suppliers in their choice of technologies. By means of this factor, network
topology affects on the adoption decisions of individual nodes, and so reveals the suitability of the technology for the
entire network. It has been supposed that each factor is represented in the decision function as a linear variable. This has
been achieved by calculating a value V ∈ [−1, 1] for each node at each time-spot, involving the weighted sum of the
values of each factor:
V = w1N + w2C + w3Acc + w4M + w5N + w6R+ w7I
for weights, w1, w2, . . . , w7. Since factors relating to costs (C) and multiple, competing standards (N) are supposed to
inhibit adoption, the equivalent weights w2 and w5 have been considered to be negative. The particular weights varied
considering current state of adoption of the node at the time, to be a sign of dynamic nature of the influence that these
underlying factors pose on decision-making stage-by-stage. The relative weights for each variable have been assigned
on the basis of logical assessments of the relative importance of each factor at each stage of adoption, informed by the
qualitative understanding gained by some authors during data collection for AgentLink III agent technology application
case studies [25]. The relative weights of each decision factor, expressed as integers, are shown in Table 1. Note that
in calculating variable V , the weights shown here have been normalized to ensure V ∈ [−1, 1]. No weights have been
shown for the final state, Full Adoption, because nodes have been assumed to remain in that state once it has been reached.
Subsequently, the weighted index variable V will be interpreted as a probability. If V ∈ (0, 1], V is then considered as
probability that the node would move to the next state in its adoption lifecycle. If V = 0, the node would remain in its
current state. If V ∈ [−1, 0), V is considered as the probability that the node would move back to the previous state in its
adoption lifecycle. The decision process to realize these transitions has been undertaken by comparing the absolute value
of variable V to a variable drawn from a uniform probability distribution on [0, 1].
2.2. Structure of evaluation engine
2.2.1. Evaluation criteria
In this work, the ranking is done according to several criteria, mentioned in Table 2. These criteria has been gathered and
classified based on a thorough investigation of existing literature on supplier evaluation and selection [1–8].
2.2.2. Algorithm of the integrated model
Fig. 2 illustrates the algorithm to be embedded at the heart of supplier evaluation agent. As it shows, the methodology
is performed in two parts; one using Fuzzy-AHP combination and the other using Fuzzy-QFD. In fact, the supplier selection
decision has been planned with the devised F-QFD technique within the F-AHP framework. In the algorithm (Fig. 2), QFD is
also aimed at planning tasks considering the customers’ needs. On the other side, AHP aids a DM to build the hierarchical
structure in regard to the criteria in the selection problem. Therefore, the synergistic effect of the hybrid F-AHP-QFDplanning
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Table 2
Criteria, sub-criteria, and classification of information.
Classification Criteria Sub-criteria
Customer suggestions (CSs)
Quality (Q ) Factory audit (QFA)Customer rejection (QCR)
Delivery (D) –
Price (P) –
Management (M) Business skills (MBS )Attitude (MA)
Services (S) Value-added (SVA)
After-sales (SAS )
Design specifications (DSs) Production capability (PC)
Facility (PC F )
Product range (PCPR)
Knowledge (PCK )
Technology (T ) –
CI
RCI
10%
Fig. 2. Algorithm of the supplier evaluation agent.
algorithm is aimed at caring for the requirements of customers by requiring the DM to decide on the criteria, levels of
hierarchies and ranking of the candidate-suppliers based on the selection index of the devised model.
The hybrid model considers both subjective as well as objective factors of the selection problem. The very purpose of
the QFD method has remained intact; rather the approach of tackling the decision problem has been changed. Hierarchical
formation of criteria and sub-criteria and to fix the goal in view of that is one purpose of the proposed model. Another
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objective is to examine the importance allowed for each criterion, sub-criterion, and their interactions in the decision
hierarchy so as to arrive at a consensus decision where multiple negotiating agents are associated for supplier selection.
Final ranking of the candidate-suppliers are based on the values of fuzzy selection indices (FSI) obtained for each candidate-
supplier.
The decision problem aims to determine the best supplier bid alternative from the short list of ten candidates by taking
into account user demands (CSs) and design specifications (DSs), the relationships between CSs andDSs, and the interactions
between DSs. The algorithm developed to rank the bid alternatives has been illustrated in previous research works by
Soroor et al. [32,33]. Stepwise representation of the algorithm proposed to determine the ranking order of the supplier
bid alternatives is as follows:
(1) Identifying the characteristics that the product being ordered must have (internal variables or ‘‘WHAT ’’);
(2) Identifying the criteria relevant to supplier assessment (external variables or ‘‘HOW ’’);
(3) Determining the relative importance of the ‘‘WHATs’’;
(4) Determining the ‘‘WHAT ’’–‘‘HOW ’’ correlation scores and constructing the HOQ;
(5) Determining the weight of the ‘‘HOW s’’;
(6) Preparing the matrix for correlating the ‘‘HOW s’’;
(7) Determining each potential supplier’s impact on the attributes considered (‘‘HOW s’’);
(8) Drawing up the final ranking on the FSI (fuzzy suitability index).
In the next section, the proposed hybrid model will be further discussed and implemented within the supplier selection
framework. In order to illustrate the efficacy of the devised methodology, the number of candidate-suppliers has been
restricted to 10 in the present work.
3. Real-world case study
In this section, to further broaden the work, a four-level hierarchical structure of the supplier selection decision has been
considered using the concept of AHP, as indicated in Fig. 3. The final scores and importance weights have been reflected in
Fig. 3 using the devised methodology demonstrated later.
To test the efficiency of the proposed method, it was applied to a supplier selection process for a medium-to-large
industry that manufactures all well-known types of vehicle tires. The analysis was performed for selection of the best
supplier’s bid for industrial resin. More than 25 suppliers of this type of product are currently available on the market,
but only 10 are in contact with the company at present. The data used as input to implement the proposed supplier bid
selection method were collected by means of interviews with five of the company’s buyers.
Comparisons have beenmade among seven criteria for the supplier selection decision. The proposed hybridmethodology
categorizes the criteria and sub-criteria as CSs and DSs. Thus, the decision matrix considers only 5 criteria which have been
considered as CSs. The criteria for the decision matrix are quality (Q ), delivery (D), price (P), management (M), and services
(S). The decision matrix is illustrated in Matrix 1.
DM =

Q D P M S
Q 1 2.1 5 4.2 5.67
D 1/2.1 1 4.27 3.5 5
P 1/5 1/4.27 1 1/1.47 1/2.03
M 1/4.2 1/3.5 1.47 1 1.75
S 1/5.67 1/5 2.03 1/1.75 1
.
Matrix 1. Decision matrix.
Using Matrix 1 the values of λmax, CI , and RCI have been computed as follows. The lower limit and upper limit of the
fuzzy numbers with respect to the α were defined as follows:1α = [1, 3− 2α],3α = [1+ 2α, 5− 2α], 3α−1 = [ 15− 2α , 11+ 2α
]
,
5α = [3+ 2α, 7− 2α], 5α−1 = [ 17− 2α , 13+ 2α
]
,
7α = [5+ 2α, 9− 2α], 7α−1 = [ 19− 2α , 15+ 2α
]
,
9α = [7+ 2α, 11− 2α], 9α−1 = [ 111− 2α , 17+ 2α
]
.
Then, we substituted the values, α = 0.5 and µ = 0.5 in the above expressions. Eigenvectors for all fuzzy comparison
matrices were calculated. The resulting α-cuts fuzzy comparisonmatrix is shown in Table 3. Afterward, the eigenvectors for
comparison matrix of the attributes was calculated, as shown in Table 4.
CI = 3.099− 3
2
= 0.050, CR = 0.050
0.58
= 0.086 < 0.10.
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Fig. 3. The four-level hierarchical structure of the supplier selection decision indicating the final scores of the candidate-suppliers.
Table 3
α-cuts fuzzy comparison matrix for the CSs (α = 0.5, µ = 0.5).
CS QFA QCR D P MBS MA SVA SAS
QFA 1 [1, 2] [6, 8] [4, 6] [8, 10] [4, 6] [1, 2] [6, 8]
QCR
 1
2 , 1

1 [2, 4]
 1
2 , 1

[2, 4]
 1
4 ,
1
2

[2, 4] [6, 8]
D
 1
8 ,
1
6
  1
4 ,
1
2

1 [1, 2] [2, 4] [4, 6]
 1
8 ,
1
6

[2, 4]
P
 1
6 ,
1
4

[1, 2]
 1
2 , 1

1 [4, 6] [2, 4]
 1
4 ,
1
2

[4, 6]
MBS
 1
10 ,
1
8
  1
4 ,
1
2
  1
4 ,
1
2
  1
6 ,
1
4

1 [1, 2]
 1
6 ,
1
4

[2, 4]
MA
 1
6 ,
1
4

[2, 4]
 1
6 ,
1
4
  1
4 ,
1
2
  1
2 , 1

1
 1
4 ,
1
2

[6, 8]
SVA
 1
2 , 1
  1
4 ,
1
2

[6, 8] [2, 4] [4, 6] [2, 4] 1 [8, 10]
SAS
 1
8 ,
1
6
  1
8 ,
1
6
  1
4 ,
1
2
  1
6 ,
1
4
  1
4 ,
1
2
  1
8 ,
1
6
  1
10 ,
1
8

1
The overall priority weights for the suppliers were calculated as follows:
8−
i=1
(attribute weighti × evaluation ratingij), i = 1, 2, 3, . . . , 8 and j = 1, 2, . . . , 10.
Further, the overall consistency index was also calculated as 0.085. It shows all of the judgments have been consistent.
The next stage of the hybrid F-AHP-QFD model comprises of several sub-customer suggestions (sub-CSs).
The criteria considered forDSs of theQFDmatrix allowcomparison among the 10 candidate-suppliers. In order to perform
the comparative analysis with their weight vectors, comparison matrices are set for each DS. Experts’ opinions were sought
in order to obtain the weights for the following two DS matrices. Based upon the gathered data, a comparison matrix (APC )
for the production capability (PC) criterion is constructed (Matrix 2). The CI for the matrix is 0.0159%, which is well below
the maximum acceptable level of CI (i.e., 10%).
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Table 4
The eigenvector for comparison matrix of the CSs.
CS QFA QCR D P MBS MA SVA SAS Priority vector
QFA 1.000 1.500 7.000 5.000 9.000 5.000 1.500 7.000 0.102
QCR 0.750 1.000 3.000 0.750 3.000 0.375 3.000 7.000 0.115
D 0.146 0.375 1.000 1.500 3.000 5.000 0.146 3.000 0.057
P 0.208 1.500 0.750 1.000 5.000 3.000 0.375 5.000 0.009
MBS 0.113 0.375 0.375 0.208 1.000 1.500 0.208 3.000 0.012
MA 0.208 3.000 0.208 0.375 0.750 1.000 0.375 7.000 0.028
SVA 0.750 0.375 7.000 3.000 5.000 3.000 1.000 9.000 0.033
SAS 0.146 0.146 0.375 0.208 0.375 0.146 0.113 1.000 0.021
λmax 22.11
CI 0.173
RCI 1.77
CR 0.098 < 0.1 OK.
Table 5
Evaluation of sub-CSs with respect to production capability.
Linguistic terms Fuzzy terms
Production capability Facility (PC F ) Product range (PCPR) Knowledge (PCK ) Facility (PC F ) Product range (PCPR) Knowledge (PCK )
Facility (PC F ) – MI/P SI/P 1 (2, 3, 4) (4, 5, 6)
Product range (PCPR) – EI/P
 1
4 ,
1
3 ,
1
2

1 (1, 1, 2)
Knowledge (PCK ) –
 1
6 ,
1
5 ,
1
4
  1
2 , 1, 1

1
Note: The Weight vector is calculated asWpc = (0.671, 0.199, 0.29).
The same analysis is conducted for technology (T ) criterion. Matrix 3 illustrates the comparison matrix (AT ) for the
technology criterion. The CI for this matrix is 2.7545%, which is much less than 10%. Thus, the judgmental values allowed in
matrix AT are within the acceptable limits of the hierarchical model.
APC =

1 4 2 5 8 7 6 9 1 2
1/4 1 2/4 5/4 2 7/4 6/4 9/4 1/4 1/2
1/2 2 1 5/2 4 7/2 3 9/2 1/2 1
1/5 4/5 2/5 1 8/5 7/5 6/5 9/5 1/5 2/5
1/8 4/8 1/4 5/8 1 7/8 6/8 9/8 1/8 1/4
1/7 4/7 2/7 5/7 8/7 1 6/7 9/7 1/7 2/7
1/6 4/6 2/6 5/6 8/6 7/6 1 9/6 1/6 2/6
1/9 4/9 2/9 5/9 8/9 7/9 6/9 1 1/9 2/9
1 4 2 5 8 7 6 9 1 2
1/2 2 1 5/2 4 7/2 3 9/2 1/2 1

.
Matrix 2. Pairwise comparison matrix for production capability (PC) criterion
AT =

1 2 6 7 4 3 8 5 9 8
1/2 1 3 7/2 2 3/2 4 5/2 9/2 4
1/6 1/3 1 7/6 2/3 1/2 4/3 5/6 3/2 4/3
1/7 2/7 6/7 1 4/7 3/7 8/7 5/7 9/7 8/7
1/4 1/2 3/2 7/4 1 3/4 2 5/4 9/4 2
1/3 2/3 2 7/3 4/3 1 8/3 5/3 3 8/3
1/8 1/4 3/4 7/8 1/2 3/8 1 5/8 9/8 1
1/5 2/5 6/5 7/5 4/5 3/5 8/5 1 9/5 8/5
1/9 2/5 2/3 7/9 4/9 1/3 8/9 5/9 1 8/9
1/8 1/4 3/4 7/8 1/2 3/8 1 5/8 9/8 1

.
Matrix 3. Pairwise comparison matrix for technology (T) criterion
Comparison of the sub-criteria for DSs, has been illustrated in Table 5 using PCMs for the second level of the hierarchy.
The behavior of sub-criteria for each DS with respect to the importance weights allowed in the prepared matrices has been
illustrated by WVs.
Impact of each ‘‘HOW ’’ on each ‘‘WHAT ’’ was determined based on five-scale linguistic variables. Here again, TFNs were
used to quantify the linguistic variables and, as in the previous case, different fuzzy numbers obtained were aggregated by
means of the following equation:
RATEHOW = {rij, where i = 1, . . . , k and j = 1, . . . ,m},
rij = 1n ⊗ (rij1 ⊕ rij2 ⊕ · · · ⊕ rijn)
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Fig. 4. The completed fuzzy-HOQ.
where k is the number of ‘‘WHATs’’, m is the number of ‘‘HOW s’’ and n is the number of decision alternatives (in our case,
k = 8,m = 4 and n = 5). RATEHOW is the matrix of the ‘‘HOW ’’–‘‘WHAT ’’ correlation scores, where rij is an aggregate
correlation score between the ith ‘‘WHAT ’’ and the jth ‘‘HOW ’’.
In order to complete the HOQ, the weights of ‘‘HOW s’’ and the aggregate weights of the ‘‘WHATs’’ are computed as
follows:
WEIGHTHOW = {Wj, where j = 1, . . . ,m},
Wj = 1k ⊗

rj1 ⊗ w1
⊕ · · · ⊕ rjk ⊗ wk .
EachWj on the WEIGHTHOW vector represents the weight of each supplier attribute. The fuzzy values for the weights of
the ‘‘HOW s’’ are shown in matrix F of Fig. 4.
The correlations between the supplier evaluation criteria (‘‘HOW s’’) are included in the ‘‘roof’’ of the HOQ (matrix E of
Fig. 3). This matrix contains positive and negative correlations between pairs of ‘‘HOW s’’ based on the same symbols as
Hines et al. [34].
Then, linguistic variables quantified by means of TFNs, were applied as follows to rank suppliers:
SUPPLIER RANK = {SRhj, where h = 1, . . . , p, j = 1, . . . ,m},
SRhj = 1n ⊗ (srhj1 ⊕ · · · ⊕ srhjn),
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Table 6
Fuzzy suitability indices.
Bid holder FSI
l u v
Sup. 1 66.80 130.46 224.79
Sup. 2 67.64 131.17 225.36
Sup. 3 49.86 100.90 179.37
Sup. 4 44.91 98.10 180.06
Sup. 5 48.31 101.45 182.97
Sup. 6 75.99 145.27 246.55
Sup. 7 54.39 109.98 194.33
Sup. 8 53.05 108.46 192.82
Sup. 9 82.49 149.74 247.66
Sup. 10 50.70 105.90 190.06
where m is the number of DSs (‘‘HOW s’’), p the number of suppliers, n the number of decision alternatives, and srhjn is the
nth (fuzzy) evaluation for the hth supplier as regards the jth attribute. The SUPPLIER RANK matrix includes the aggregate
assessments SRhj of the hth supplier for the jth attribute.
Calculating the FSI for each supplier bid is the last step in the procedure; it shows the degree to which each supplier bid
satisfies a given suggestion.
The FSIh index is a TFN obtained from the previously calculated aggregate scores, multiplied by the weights for each
assessment criterion. The equation is as follows:
FSI = {FSIh, where h = 1, . . . , p},
FSIh = 1m ⊗ [(SRh1 ⊗W1)⊕ · · · ⊕ (SRhm ⊗Wm)],
where the previously adopted conventions apply for p andm.
The FSI vector contains the FSIh indexes for each supplier bid in the form of TFNs; its components can be calculated as
follows:
FSIhl = 1m
m−
j=1
SRhjl ·Wjl;
FSIhv = 1m
m−
j=1
SRhjv ·Wjv;
FSIhu = 1m
m−
j=1
SRhju ·Wju.
FSIh indices for the case in point are given in Table 6. Based on the fuzzy ranking principle, the following ranking order for
the suppliers is returned:
Sup. 9≫ Sup. 6≫ Sup. 2≫ Sup. 1≫ Sup. 7≫ Sup. 8≫ Sup. 10≫ {Sup. 3, Sup. 5} ≫ {Sup. 3, Sup. 4}
where≫means ‘‘better than’’ and where {Sup. 3, Sup. 5}means that Sup. 3 and Sup. 5 are not so easy to be compared, so
do {Sup. 3, Sup. 4}.
Applying Facchinetti and his colleague’s [35] approach to a TFN, FN = (FNl, FNv, FNu), produces a score identified by the
value:
FNl + 2 · FNv + FNu
4
.
The final scores for supplier bids and consequent rankings are presented in Table 7.
4. Discussion and future work
The novel approach proposed in this article is based on the use of intelligent agents and a bidding mechanism to
automatically coordinate the supply network. TheMAS responsible for this task needs an evaluation engine to be embedded
into the corresponding module inside the total system. On the other hand, the company’s ultimate goal is to have access to
supplies that guarantee a certain quality standard, in termsof the characteristics of the purchasedproducts or services, and as
regards efficient deliveries. It is equally clear, however, that achieving these objectives depends largely on the characteristics
of the supplier himself. It becomes impossible, or at least conceptually unwise, to attempt to achieve such objectives by
restricting the evaluation to only one of these two categories of attributes.
The methodology considers two types of criteria to assess and select the best supplier bid: customer suggestions (CSs)
and design specifications (DSs). In order to prioritize the CSs mentioned through customer order, we have made use of an
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Table 7
Final scores of suppliers’ bids.
Bid holder Score Ranking
Sup. 1 138.13 4
Sup. 2 138.83 3
Sup. 3 107.76 9
Sup. 4 105.29 10
Sup. 5 108.54 8
Sup. 6 153.27 2
Sup. 7 117.17 5
Sup. 8 115.70 6
Sup. 9 157.41 1
Sup. 10 113.14 7
F-AHP based approach that outputs the priority weights of theWHATs needed in HOQ of QFD. Constructing an HOQ enables
these two groups of attributes to be correlated so that one can determine how well each supplier characteristic succeeds in
meeting the requirements established for the product being purchased outside the company; having done so, we can go on
to draw up a supplier ranking list. To do so, the model applies F-QFD as discussed throughout the paper.
The proposed method tries to aggregate the supply chain experts’ knowledge in a different manner satisfying the two
phases of supplier selection. Stored knowledge of these experts are extracted and applied to identify, through the HOQ
matrix, which of the suppliers’ attributes (PC F , PCPR, PCK , T ) have the greatest impact on the achievement of the customer
established suggestions (QFA,QCR,D, P,MBS,MA, SVA, SAS).
The point here is that the technique should be used with three aims:
• as a tool for the recognition of the best criteria;
• to perform what De Boer et al. [36] delineated as a pre-qualification of suitable suppliers, or rather as the process of
reducing the set of all suppliers of all semi-processed parts and raw materials, to a smaller set of acceptable suppliers;
• as a decision model for the final-choice phase.
Moreover, the construction of the roof of the HOQ (matrix E), studying the correlations between pairs of ‘‘HOW ’’, helped
the experts to define the judgments about the suppliers, and consequently to interpret the final ranking.
The application of fuzzy logic enables the supply chain experts to get rid of, or at least contain the problems originating
from the subjective and vague nature of their information, so that they can formally care for (and therefore implement in
autonomous systems) even those variables that conventional techniques cannot manage without sacrificing the significant
influence typical of verbal language, that still cannot be reproduced by artificial intelligence. When it is impracticable to set
up obviously divergent constraints due to the variables that define the problem, the evaluation agent interprets their values
on the strength of its past knowledge to gain experience and understanding of the problem and draw appropriate decisions.
On the other hand, supply chain managers and decision makers always look for a decision model on agent technology
adoption. This useful model has been fully discussed in the text and may be applied to different fields of agent-based
applications.
The methodology was carefully implemented through a real-world case study in a medium-to-large industry that
manufactures all well-known types of vehicle tires. The problem was to find the best supplier bid that matched the order
placed by the company. This standard product was some kind of industrial resin used in producing tires. Considering the
basic assumptions mentioned at the start of the article, the model tries to solve the problem via an autonomous evaluation
engine embedded in the MAS for supply chain coordination. Due to the complexity of the hybrid F-AHP-QFD approach to be
implemented in practice, implementing such a system that executes the proposedmodel is themost valuable contribution of
this work. This subjectmatter has been accomplished in detail and is an important reference for other researchers interested
in the application of IT in SCM concepts.
This work may be further extended and enriched by doing all or some of the following tasks:
• devising the software programming materials and implementing the evaluation engine by means of softbots;
• preparing a pilot prototype of the system in a typical real-world situation and putting the approach in practice;
• optimizing the model to be applied in specific occasions;
• combining the outcomes of thisworkwith othermethods at hand and proposing another algorithmicmodel to be applied
by autonomous systems;
• changing or expanding the criteria set and sub-factors pertaining to supplier evaluation and selection;
• applying the same method to assess decision alternatives in areas other than supply chain management;
• integrating the qualified model with other existing or to be designed systems and applications.
5. Conclusion
This work was a forward pace in turning the desire to have a real-time supply chain coordination system into practice.
Besides, this method has been planned and verified to be implemented by autonomous agents. The approach brings two
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Fig. A.1. Supplier evaluation and selection via autonomous agents.
categories of evaluation criteria together; one based on customer preferences (CSs) and the other based on production
characteristics (DSs). These premium features makes the model of great value to product/service supply chain managers. It
has the key advantages of autonomy, comprehensiveness, integrity, and accuracy all at once. Moreover, the model may be
applied in two general ways: manually and automatically. The question regarding on whether to adopt agent technology
has been discussed in detail and the corresponding decision model may be used in this regard.
The outcomes of the work have been qualified and verified through a real-world case study. The comparison between
fuzzy and crisp rankings of supplier bids illustrates the conformity of this method for real-time assessment in practice. The
model is extensible and may be applied to other cases of evaluation and selection of the best decision alternative. Some of
them to mention are: assessment of service providers in a specific sector, selection of the best hub(s) in facility layout and
location problems, choosing the best alternative in virtual environments, etc.
This research was extension of the previous works on real-time supply chain coordination by means of MASs [1–9].
The main contribution of the paper is introduction of supplier evaluation agent and its knowledge base engine. The hybrid
algorithm proposed is to be implemented in the form of an evaluation engine and has unique features, such as combinatory
nature, independence on human factors, self-governance, intelligence, precision of final rankings, straightforward to
monitor the method of operation.
Appendix A. Autonomous supply chain coordination
An ‘‘autonomous supply chain coordination’’ system works based on self-controlled interaction and negotiation of
software agents, also known as softbots [1]. The detailed description of such multi-agent system (MAS) has been presented
in previous literature [2–9,37]. A schematic view of module considered as the basic assumption of this work is depicted in
Fig. A.1.
Multi-agent systems (MAS) can be viewed as an improvement of artificial intelligence, in order to realize autonomous
computational systems [37]. Autonomy is the main characteristic describing an agent, being the ability to carry out a task
J. Soroor et al. / Computers and Mathematics with Applications 62 (2011) 3649–3662 3661
Table B.1
Abbreviations used in the text.
Acronym Equivalent
AHP Analytical hierarchical process
CI Consistency index
CR Consistency ratio
CS Customer suggestion
DAI Distributed artificial intelligence
DM Decision maker
DPS Distributed problem solving
DS Design specification
F-AHP Fuzzy AHP
FE-AHP Fuzzy extended AHP
F-QFD Fuzzy QFD
FST Fuzzy set theory
IT Information technology
MAS Multi-agent system
PCM Pairwise comparison matrix
QFD Quality function deployment
RCI Random consistency index
TFN Triangular fuzzy number
and reach its objectives without human, or any other, assistance [38]. Principally, each agent has got properties such as
autonomy, rationality, sociability, mobility, and reactivity. Besides, an agent may have built-in reasoning method in order
to propose intelligent solutions and to evolve by experiences. Thus, intelligent agents have attributes and methods, similar
to the object-oriented programming, and moreover, they have inherent attitudes, desires, and intentions, linked with their
environment and provide them of the states that determine their behavior [39].
One of the main tasks in a real-time system for agent-based coordination of the supply chain is to carefully evaluate and
select the best supplier(s) in a timelymanner. As depicted in Fig. A.1, this role is assigned to the ‘‘Supplier Evaluation Agent’’.
This agent works based on its inherent knowledge and performs the designated jobs in cooperation with other coordination
agents in the supply network [1,3]. It makes use of the information provided by the supplier agents and in case alternatives
are sought, may rank the suppliers.
This study has narrowed its focus to single-product decentralized supply chains. It is assumed that there are three tiers in
the supply network:manufacturer, supplier, and vendor. The customermay access the vendor’s web site/electronic gateway
to select product features andplace an order. The vendor agents then interactwith themulti-agent supply chain coordination
system and make inquiry about possible suppliers of the specified product. Here, a bidding system performs the job. When
the bids are ready, it’s time to evaluate and select the best supplier based on predefined and bid-oriented criteria.
The main subject-matter of this research is to develop the best supplier assessment methodology to be applied as the
decision-making procedure by the supplier evaluation agent. This hybrid model applies fuzzy logic to AHP and QFD to
provide an intelligent solutionwhich evaluates and selects the best candidate supplier(s) in a timelymanner. One of themost
important contributions of this work is that it makes use of a precise and complicated algorithm performed automatically.
The selection criteria are chosen based on the best practices in literature; they are divided into two groups, called customer
suggestions (CS) and design specifications (DS). Throughout this article, the acronyms CS and DS will be used to refer to
customer attributes or requirements (WHATs) and the design parameters or the technical attributes (HOW s), respectively.
Appendix B. Abbreviations
This article makes use of acronyms as listed in Table B.1.
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