Abstract: We propose a new subspace identification algorithm for identifying a class of spatially varying distributed systems. By exploiting the spatial decay of the distributed system, proposed algorithm identifies the local subsystem dynamics from the local-input output data (inputoutput data of the subsystems in the vicinity of the local subsystem). In contrast to approach where the global system dynamics is identified as a MIMO system, new algorithm has a low computational complexity. Furthermore, algorithm preserves the distributed structure of the global system. We demonstrate the effectiveness of the algorithm on the identification of the distributed system that originates from discretization of the heat equation. In this paper we present the fundamentals of the algorithm, without considering the effect of the measurement noise. The issues of the measurement noise, process disturbance, and experimental verification of the spatial decay will be addressed in the future research papers.
INTRODUCTION
The spatially distributed system (the global system) consists of a large number of local subsystems that are distributed and interconnected in the spatial domain. The large scale nature of the distributed systems is a challenge from analysis and control design point of view. It had been shown that the analysis and controller design of a spatially distributed systems can be significantly simplified by exploiting the underlying interconnection structure Bamieh et al. (2002); D'Andrea and Dullerud (2003) . In these works it had been assumed that the models of the spatially distributed systems are known.
When it is not possible to derive the first principle model of the spatially distributed system, or when it is required to recursively update the parameters of the model, we need to identify this model. However, like in the analysis and controller synthesis case, the large scale nature of these systems represents a challenge from the system identification point of view. Namely, the necessary number of input-output data samples and the computational effort of any identification technique Ljung (1999) ; Verhaegen and Verdult (2007) , become immense in identification of the large-scale global system. Moreover, due to fact that the distributed controller synthesis is based on the state space descriptions of the local subsystems (structure exploiting controller synthesis), it is necessary to identify the global system keeping the distributed model structure. In Massioni and Verhaegen (2009b) the identification algorithm had been proposed for the spatially invariant distributed ⋆ This research is supported by the Dutch Ministry of Economic Affairs and the Provinces of Noord-Brabant and Limburg in the frame of the "Pieken in de Delta" program system defined on an arbitrary graph. The algorithm consists of the subspace identification algorithm that is coupled with the optimization problem involving Bilinear Matrix Inequalities (BMI). Using this algorithm, it is possible to identify the global system with the distributed model structure. However, this algorithm cannot be generalized for the class of the spatially varying distributed systems. Furthermore, the identification procedure involves nonconvex optimization problem.
In this paper we propose a new identification algorithm for the class of spatially varying distributed systems defined on an arbitrary graph. Proposed algorithm enables us to identify an arbitrary local subsystem of the global system, from the input and output data of all subsystems in the interconnection (without measuring interconnections between local subsystems). Applying the algorithm to all local subsystems in the interconnection, the global system is identified. By exploiting the spatial decay of the distributed system, proposed algorithm identifies the local subsystem dynamics from the local-input output data (input-output data of the subsystems in the vicinity of local subsystem). In this way, high computational cost and the necessary number of data samples, that are necessary for identification of the distributed system, are significantly reduced (compared to a centralized identification scheme). This result is dual to the result present in Motee and Jadbabaie (2008) , where the spatial decaying property of the infinite-dimensional system has been exploited to derive the optimal controllers that are localized in the spatial domain.
The paper is organized as follows. In Section II preliminaries and in Section III identification problem are presented. In Section IV theoretical framework has been developed that enables us formulate identification algorithm. In Section V identification algorithm is presented. Numerical results are presented in Section VI and conclusion, together with further research directions, are given in Section VII.
PRELIMINARIES
An arbitrary vector is denoted by b i (k) ∈ R ni , where i ∈ D N = {1, 2, 3, . . . N } and k ∈ Z. We refer to D N as the discrete spatial domain and the argument k refers to the discrete time domain. The set V j (i) = {i − j, i − j + 1, . . . , i − 1, i, i + 1, . . . , i + j − 1, i + j} ⊂ D N , 0 < j < i, i + j ≤ N , i, j ∈ N, is referred as the j-th spatial vicinity of i. We define the following notation:
Let · denote Euclidean 2-norm if it acts on the vector, or the induced 2-norm if it acts on the matrix. We consider the LTI dynamical system described by:
. . .
The system S will be referred as the global system, with the global state x 1:N (k) ∈ R N n , the global external input u 1:N (k) ∈ R N m , and the global measured output y 1:N (k) ∈ R N r . The system matrices in (3) can also have an arbitrary structure. The global system S consists of the interconnection of the N local subsystems S i (i ∈ D N ):
where x i (k) ∈ R n is the state local subsystem S i , x i−1 (k) ∈ R n and x i+1 (k) ∈ R n are the states of the neighboring local subsystems (S i−1 and S i+1 respectively), u i (k) ∈ R m is the external input to S i , and y i (k) ∈ R r is the measured output of the local subsystem S i , i ∈ D i . We assume that in (5), the states of the neighboring systems x i−1 (k) and x i+1 (k) cannot be measured. The states x i−1 (k) and x i+1 (k) are referred to as the formal inputs of (5) and the vector z i (consisting of the external and formal inputs) will be referred as the input of S i . Next we assume that the matrix pairs (A i , C i ) are observable and that (A i ,B i ) are reachable for all i ∈ D N . That is, we assume that the local subsystem S i is minimal. In the general case, the interconnection matrix is denoted as E [l] i,j , and it defines how the state of the local subsystem S j at time instant k, that is x j (k), influence the state of the local subsystem S i , at the time instant k+l, that is x i (k+l). We now demonstrate how the introduced notation helps us to simplify some expressions. By propagating the i-th state space equation of the global system (3) one time step, we obtain:
where:
In general case, for l > 0 the following formula holds:
where it should be kept in mind that E
[1]
i,i = 0. With the global state space model (3) we associate the block matrix G ∈ R nrN ×nN defined as:
where for i = 1, . . . , N the blocks are:
In (10), 0 ∈ R nr×n and in (11), 0 |j|r,n ∈ R |j|r×n denote the zero matrices. Suppose that
i,j = E for all i, j and suppose that we have the interconnection of 3 systems of the 2nd order (N = 3, n = 2). In this case block matrix (10) is:
The class of systems (3) (2008), large scale and complex systems D. Siljak (1991) and systems obtained by approximating a partial differential equation using finite differences Smith (1985) . The identification problem can be formulated as: Problem Description 1. Given the external input sequences u j (0 : l), output sequences y j (0 : l), for all j ∈ D N and for l > 0 large enough; find the state space realization of S i (5) up to the unknown similarity transformation T i .
There are cases when the influence of the local subsystems that are outside some V δ (i) spatial vicinity, on the subsystem S i can be neglected when compared to the subsystems that are inside this spatial vicinity. This fact can be exploited to reduce the number of inputs and outputs of the local subsystems that are necessary to identify S i , and in that sense we define: Problem Description 2. Given the input sequences u j (0 : l), output sequences y j (0 : l), for all j ∈ V δ (i), for some δ > 0 and for l large enough; find the state space realization of S i (5) up to the unknown similarity transformation T i .
If we are able to estimate the formal input sequences x i−1 (k) and x i+1 (k) of S i , and at the same time if we know u i (k), then the input vector sequence z i (k) of S i (5) is determined. Since we know the local output sequence y i (k), then S i can be identified using any identification technique Ljung (1999) ; Verhaegen and Verdult (2007) . From this perspective, the main challenge in the identification of S i , is the estimation of formal input sequencesx i−1 (k) andx i+1 (k). In the next section we develop theoretical framework which enables us to estimate the formal input sequences and later on to identify the local subsystem.
MAIN THEOREMS
Theorem 1. If the matrix G defined by (10) satisfies the following condition:
then the state x i (k) is in a general case a linear mapping of vectors:
From the output equation of (5), it follows:
By multiplying the general expression (9) from left with C i , and substituting the term C i x i (k + l) on the left-hand side of such equation with (14), while moving the sum of inputs from the right-hand side to the left-hand side, we arrive at:
Taking the equation (14) for l = 0 and the set of equations obtained from (15) for l = 1 . . . n − 1, and stacking them in vector we obtain:
where left hand side of (16) is:
and where T i,i+j is defined in (11). By analyzing (17), we conclude that Q i is a linear mapping of u i (k : k + n − 1), y i (k : k + n − 1) and of u i+j (k : k + n − 2 − |j|) for j ∈ {−n + 2, . . . , n − 2}. This dependence will be written symbolically as:
For i = 1 . . . N , from (16) we form the system of equations:
where G is given by (10) and unknowns are x i (k), i = 1 . . . N . The condition (13) implies that the above system can be uniquely solved. Consequently, the state x i (k) is a linear mapping of vectors {u 1 (k : (k + n − 1)), . . . , u N (k : (k + n − 1)), y 1 (k : (k + n − 1)), . . . , y T N (k : (k + n − 1))} Remark 2. The matrix G ∈ R N nr×N n maps the states into the vector of input-output time windows. The length of the time window for the each subsystem is the local system order n. The matrix G is highly structured and it preserves the global system structure (3).
From the last theorem the following corollary follows. Corollary 3. Suppose that condition (13) is satisfied. Then there exist the following model:
where w = k + n − 1. Proof. Since condition (13) is satisfied, for i → i − 1 and i → i + 1, from Theorem 1 it follows that formal inputs x i−1 (k) and x i+1 (k) of S i can be expressed as the linear mappings of inputs and outputs. Substituting these linear mappings in the state equation of (5) we obtain model (20).
In the case when the local subsystem order is much smaller than the total number of systems in the interconnection
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(n << N ), block matrix G has a banded structure. Under some conditions, the inverse (or pseudo-inverse) of banded G will exhibit some form of off-diagonal decay (see section 3 of Benzi and Rezouk (2007) for these conditions). For an example when G is square positive definite, elements of G −1 can be bounded:
where G −1 ij denotes the (i, j) element of G −1 and 0 < λ < 1. Numbers c and λ characterize the off-diagonal decay and depend on the bandwidth and extreme singular values of G. The decay is faster when the bandwidth is smaller and the matrix is well-conditioned. Further, under the name of spatially decaying (SD) matrices, the class of off-diagonal decaying block matrices is studied in Motee and Jadbabaie (2007) . Formally, the class of SD matrices is is characterized by the property that the norm of block elements decays as we move away from the main diagonal. It is shown that the class of SD matrices is closed under inversion (or pseudo-inversion). This means that if G belongs to the SD class, G −1 will also belong to SD class. If the large dimensional matrix G −1 exhibit significant offdiagonal decay (or equivalently if it belongs to the SD class), it can be approximated by the block banded matrix G −1 δ :
where (G −1 ) p,q denotes the (p, q) block of G −1 . (for more details on the approximation see section 3 of Benzi and Rezouk (2007) ). For the simplicity reasons, in (23) it is assumed that the block bandwidth δ does not change from row to row of G −1 . It is also possible that G −1 will have the banded structure (without any approximation, see section 5). Assuming that dimensions of the each block of G That is, we can make the approximation error arbitrary small by choosing the sufficiently large bandwidth b (or equivalently the block bandwith δ = b/n). The off-diagonal decaying property or bandness of G −1 imply that the input of the model (20) or that G −1 is spatially decaying, then there exist the following state-space model: (24) where in the general case:
Proof. We proof the lemma for the case of banded G −1 . Using the Proposition 4, we can easily derive the proof for spatially decaying G −1 . Due to bandness of G −1 = G −1 δ the solution components x i−1 (k) and x i+1 (k) of the system of equations (19), are linear mappings defined as:
substituting these linear mappings into the state-space model (5) we obtain the state-space model (24) Remark 6. In the state-space models (20) and (24), the output sequence y i (k : k + n − 1) appears as the input. However, on basis of the theory that has been developed in this section, we can easily derive models where the output sequence y i (k : k+n−1) does not appear as input. In short, in the proof of Theorem 1 the state x i (k) should not be considered as unknown. The matrix G * , which is obtained by erasing the i-th block row and all elements T j,i from G, now maps the states x j (k), j = {1, . . . , i − 1, i + 1, . . . N } into the corresponding input-output sequences and the state x i (k). Under the condition that G * has a full column rank, we can obtain the models that are similar to (20) and (24). In these models the output sequence y i (k : k + n − 1) will not appear as the part of the input.
Additional insight into the structure of G −1 , can help us to further reduce the number of elements of u δ i (k) (see simulation section). In the next section, the identification algorithm is presented. The first step of the presented algorithm is the identification of the state of (20) or (24), from corresponding input-output data (without knowing the state-space realization). For the identification purpose, each of these state-space models have to be minimal (reachable and observable). Since it is assumed that the matrix pair (A i , C i ) is observable (observability of local subsystem (5)), the state-space models (20) and (24) are observable. We assume that models (20) and (24) are reachable.
IDENTIFICATION ALGORITHM
For the simplicity, state space models (20) and (24) are considered as the special cases of the generic state-space model:
Introduced assumptions imply that the system (27) is minimal (see the last paragraph of the previous subsection). Next, we formulate the identification algorithm:
Algorithm 1. Identification of the local subsystem (5).
Assuming that the state x(k) of the model (27) represents the state x i−1 (k) of the local subsystem S i−1 , that is x(k) ≡ x i−1 (k), and y(k) ≡ y i−1 (k), perform steps 1 and 2. Next, assume that x(k) ≡ x i+1 (k) and y(k) ≡ y i+1 (k) and repeat steps 1 and 2.
• 1. Depending on the spatial decaying properties of the global system (3), determine the form of the input vector of the model (27).
• 2. From the set of input-output data {u, y(k)} of the system (27), identify the local statex(k).
At the end of these steps the sequencesx i−1 (k) and x i+1 (k) (formal input estimates) are available. Next, perform the steps 3 and 4.
• 3. Using the sequencesx i−1 (k) andx i+1 (k), external input sequence u i (k) and output sequence y i (k), identify the state x i (k) of the model (5).
• 4. Based on the estimated sequencex i (k), and using sequencesx i−1 (k),x i+1 (k), u i (k) and y i (k), identify the state-space realization of the model (5) using the least-squares technique.
In the first step of Algorithm 1, the form of the input vector u of the model (27) needs to be determined. Since the global state space model (3) in not known in advance (we need to identify it), the structure and the off-diagonal decay of G −1 are not known. Because of this, the exact form of the input u is not known in advance. The problem of determining the spatial decay and the form of u will be addressed in the next research papers. For now, these properties must be determined in heuristic manner (trial and error) or using some a priori knowledge about the global system (3). In the steps 2 and 3 of the Algorithm 1, the state sequences are identified directly from the input-output data. In the step 2, the state space model (27) is non-causal in time. We have used the Vector AutoRegressive with eXogenous inputs (VARX) method I. Houtzager and Verhaegen (2009); Chiuso (2007) to identify the state (see next section). The VARX method is tested on the example of the system obtained from discretization of the heat equation. Good identification results were obtained, despite the fact that VARX method does not explicitly take into account the non-causality of the model (27). In the general case, the non-causality of the model (27) should be taken into account in the state identification step. This is the topic of the further research. Remark 7. The steps 3 and 4 of the Algorithm can be performed in one step, by using the subspace identification algorithm, Verhaegen (1994) ; Overschee and Moor (1996) .
NUMERICAL RESULTS
We consider 2D heat equation:
where x and y are spatial coordinates, t is time, u(x, t) is the heat input, b(y) is dimensionless coefficient and T is the temperature. The spatial domain (together with discretization grid) of (28) is presented in Figure (1) . Temperatures and the inputs at the boundaries are zero. Fig. 1 . Spatial domain and discretization net of (28) We introduce the notation T i,j (k) = T (iL, jL, k∆t) (where ∆t denotes the time interval) and the finite differences:
The finite differences approximation of (28) is:
where d = ∆t/L 2 and a = 1 − 4d. The local state
T is obtained by grouping temperatures along the y axis. The local subsystem (5) corresponding to this ordering is:
Time and space discretization steps are ∆t = 5 and L = 5.3, respectively. On basis of (31) and for N = 500 (number of local subsystems) we form the global system. The global model is used as the data generating model and the model that needs to be identified. For the identification experiment, u i (i ∈ D N ) is a white noise. The identification consists of:
• Identification of x 2 (k) (formal input to the first local subsystem, step 2 of Algorithm 1) using VARX method.
• Use the estimate of x 2 (k) to identify the state space model of the local subsystem 1 (steps 3 and 4 of Algorithm 1).
Following the procedure described in Algorithm 1, we first assume that x 2 ≡ x. Next, we need to determine the form of the input. Since we know the data generating model and consequently the structure of G −1 , we will use this information to construct input. When we do not know the data generating model, which is the case in practice, this step can be done in the heuristic manner (trial and error). We construct G. After inversion of G, the first 2 × 2 row block of G −1 is: The last two tables show how the formal inputs x 1 (k) (the first table) and x 3 (k) (the second table) depend on the inputs and outputs of other subsystems. For an example, it can be concluded that δ = 1 (the block bandwidth of G −1 ) and that y 2 (k + 1) and y 4 (k + 1) (together with all other inputs and outputs of the local subsystems S i for i > 4) are not elements of u. In order to illustrate the usefulness of this insight into the selection of the input of the model (27), we have performed the identification for several forms of the input vector of the model (27)
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The input (34) The singular values of the VARX state estimation are given in Figure 2 . In the case of the input selection defined by (32), the identified global system is unstable (V AF = 0%). The selection of the input vector (34) gives the best results, since the selection is based on the spatial decaying insight (structure of G −1 ). The global system is also stable for this input selection. The Bode plots of the local system transfer function T (z) = C(zI − A)
−1 B and of the identified local subsystem transfer functionT (z) =Ĉ(zI −Â) −1B (for the third input selection) are almost indistinguishable. The VAF between these two local transfer functions was 99.992%. The identification is also performed in the presence of the measurement noise. Although the preliminary results are promissing, the identification in the presence of the measurement noise requires an additional analysis. This will be performed in the next research papers.
CONCLUSIONS AND FURTHER WORK
In this paper the subspace identification algorithm had been proposed for the class of the spatially varying distributed system. By exploiting the spatial decaying property of the distributed system, the identification algorithm is localized in the spatial domain. This way, high computational cost and necessary number of data samples of the distributed system identification are significantly reduced (compared to the identification of the global system as MIMO system). Furthermore, the proposed algorithm preserves the distributed structure of the global system. The effectiveness of the proposed identification algorithm is verified on the example of the spatially distributed system originating from the finite differences approximation of a heat equation. In the further work we will deal with the process and measurement noise, together with experimental verification of the spatial decay and input selection.
