Absfract-We show that the generator polynomials of certain cyclic codes define noncatastrophic fixed convolutional codes whose free distances are lowerhounded by the minimum distances of the cyclic codes. This result is used to construct convolutional codes with free distance equal to the constraint length and to derive convolutional codes with good free distances from the BCH codes. Finally, a class of timevarying codes is constructed for which the free distance increases linearly with the constraint length.
T HIS paper contains a number of refinements and extensions of the results on the relationship between cyclic codes and convolutional codes given earlier by Massey et al. [l] .
In Section II a lower bound is established on the free distance of certain convolutional codes derived from cyclic codes. The bound is given in terms of the minimum distance of the cyclic code and the roots of the generator polynomial.
In Section III convolutional codes analogous to the Reed-Solomon block codes are constructed, and in Section IV it is shown that the restriction of these codes to subfields produces good convolutional codes closely related to the BCH block codes.
Finally a technique quite similar to that used earlier by Justesen [2] to obtain asymptotically good block codes from Reed-Solomon codes is used to construct asymptotically good "periodic time-varying" convolutional codes from the convolutional codes of Section III.
II. A LOWER BOUND ON THE FREE DISTANCE OF CERTAIN CONVOLUTIONAL CODES
We shall make extensive use of the following theorem, which was proved by Massey et al. [ 11. Theorem I: For any polynomial P(X) over GF(p'), any nonzero element c of GF(d), and any nonnegative integers nandN, j W[P(x)(x" -c)"] 2 W[(x -c)"] W [P(x) mod (x" -c)].
Here W[P(x)] denotes the Hamming weight of the polynomial P(x), and we write P(x) mod Q(X) for the remainder when P(x) is devided by the polynomial Q(x). We shall describe a certain class of fixed nonsystematic convolutional codes of rate K/V using the following notation, which generalizes the notation of Massey [3] . Manuscript received July 5, 1972; revised September 16, 1972 In this paper a convolutional code is defined by a single generator polynomial G(x) and the D-transform of the encoded sequence may be written as
We define the constraint length of the code as nA = degree (G) + 1. Thus the constraint length is the number of encoded symbols affected by a single information symbol.
A general fixed convolutional code of rate K/V is defined by a generator matrix of the form [4]
The subclass considered here has generator matrices
This class of convolutional codes is sufficiently large to allow a proof of the Gilbert lower bound on minimum distance by the following standard argument [IS] .
Consider a truncated encoded sequence T,, of length mv starting with a nonzero digit and a sequence of mk-information symbols I,, also with a nonzero digit in the first position. (We recall that the minimum distance is defined as the minimum weight of any such T,.) It is then easy to see that there is exactly one code in the class with constraint length nA I mv that produces an encoded sequence whose first mv digits are T, as a response to an information sequence whose first mK digits are I,,,. Consequently at least one code over GF(q) with constraint length < mv has minimum distance dG satisfying We shall study convolutional codes generated by the generator polynomials g(x) of cyclic codes. We shall write h(x) = (x" -1)/g(x) for the generator of the cyclic dual code, d, for the minimum distance of the original cyclic code, d,, for the minimum distance of the dual code, and n for the length of both cyclic codes.
The following result was derived in [ 11. Theorem 2: If g(x) generates a cyclic code over GF(2') of odd length n, then for any positive integer m the rate R = I/v 2'-ary convolutional code with v = 2m defined by G(D) = g(D) is noncatastrophic and has drree 2 min {dJ4,:.
In Section III we give a generalization of this theorem to fields of odd characteristic.
Since the duals of many good cyclic codes, notably BCH codes, have small minimum distances, it is desirable to obtain a bound on the free distance that depends only on d,. The following definition will be useful in deriving such a bound.
Definition: Let p be a prime, n an integer relatively prime to p, and v an integer that divides n. The relation (x = /I, iff r" = 8"
is an equivalence relation among the nth roots of unity in GF(p'"). We shall say that the v equivalent nth roots of unity form a v-class or that they are v-equivalent. If p is a primitive nth root of unity, y = /?"I' and c1 is an nth root of unity, the v-class that contains TV is {cc,cwy, ay2, . * . ,(Yyy-I).
The definition of a convolutional code introduced in this section makes it possible to derive convolutional codes of rate K/V, K 2 1, from cyclic codes in a natural way.
Theorem 3: If g(x) generates a cyclic code over GF(p') of length n relatively prime to p, v is any positive integer that divides n, and g(x) has at most v -K v-equivalent roots, then the rate R = K/V convolutional code over GF(p') generated by G(x) = g(x) is noncatastrophic and has free distance df,,, 2 d,.
We base the proof on the following lemma. Lemma I: If K or more v-equivalent nth roots of unity are roots of a polynomial of the form P(X) = ~ Xj-lPj(X") j=l then all elements of the v-class are roots of P(x).
Proof: Let 2 be a root of P(x), that is P,(X") + czP,(r') + ... + cYIPK(sIV) = 0.
The component polynomials Pj(x") have the same values for all v-equivalent values of x, and we may consequently interpret (2) as the equation
If any of the Pj are nonzero, (3) has at most K -1 solutions for z. A polynomial that includes K or more v-equivalent roots can thus divide P(x) only if Pj(x") = 0, for allj. But in this case all elements of the v-class are roots of P(x).
Proof of Theorem 3: To show that the convolutional code generated by g(x) is noncatastrophic, we must prove that a nonpolynomial information sequence
We notice that the least common multiple of the Q,(D") is a polynomial in D", Q(D"). Thus Since we have assumed that g(x) has at most v -K v-equivalent roots and since all nth roots of unity are roots of x" -1 = g(x)h(x), it follows that at least K 
This completes the proof of Theorem 3.
The condition on the roots of g(x) may appear quite restrictive, but we shall find in Sections III and IV that it is satisfied in several interesting cases.
The binary codes derived from Theorem 3 do not include codes of rate 3. The most interesting binary codes will be those of rates 3 and 3. Let 12 = q -1 be the length of a Reed-Solomon code over GF(q), and let v divide n. The generator polynomial of the Reed-Solomon code of rate k/n = K/V may be taken as
where a is a primitive element of GF(q). From the v-class containing a", 0 I s < n/v, the elements
are roots of g(x). Thus g(x) has exactly v -K roots from each v-class, and consequently the condition of Theorem 3 is satisfied. Theorem 4: If g(x) is the generator polynomial of a Reed-Solomon code of rate k/n = K/V over GF(q), then the q-ary convolutional code of rate K/V generated by G(x) = g(x) is noncatastrophic and has d,,,, = nA = n-k+].
The rate 4 codes obtained in [l] by applying Theorem 2 to the Reed-Solomon codes over GF(2') of rates 3 also have d,,,, = nA, but they have constraint lengths about 50 percent greater than the codes of Theorem 4 for rates close to +. The proof of Theorem 2 in [l] relies heavily on the relation between v and the characteristic of the field, and we could extend this theorem in an obvious way to codes of rate l/p for fields of characteristic p. We prefer to prove a less obvious, but stronger, generalization of Theorem 2.
Theorem 5: If g(x) generates a cyclic code of odd length n over GF(q), q = pr and p an odd prime, then the rate $ convolutional code defined by G(D) = g(D) is noncatastrophic and has df,,, 2 min {d,,2d,,).
Proof: We shall write P"(x) for the polynomial whose roots are the negatives of the roots of P(x). Thus P"(x) = + P (-x) and W[B(x)] = W[P(x)]. Any polynomial Q(x2) can be factored into a product of the form P(x)P(x), since all roots occur in pairs If: @. In particular x2n -I= (x" -1)(x" + I), and if c( is a root of x" -I, --a is a root of xn + I. For odd n, x and --M cannot both be roots of xn -1 and consequently both cannot be roots of g(x). Now G(D) = G, (0') + DG,(D'): thus if a is a common root of the code-generating polynomials G,(D') and G2(D2), --c1 is also a common root. We conclude that gcd { G,,G,J = I, and hence that the code is noncatastrophic [61. 
where
P(D) is not divisible by any of the polynomials g(D), c?(D), h(D), &D).
Suppose first that i 2 ,j. Then (4) becomes
since (@ -I) = D" + 1. None of the roots of y"(x) are roots of (x" -I), so h(x) cannot divide g(x)'-j. Applying Theorem 1 we find
Conversely, suppose i < j, then from (4) we have
Again applying Theorem 1 we get
Here we note that &(x)(x" -1) is the generator of a cyclic code of length 2n and minimum distance 2d,,, since h"(x) divides x" + I, and
The theorem now follows from (5) and (6).
Theorem 5 is not applicable to generators of ReedSolomon codes in their usual form, because these codes have even lengths when the characteristic of the field is odd. However, the maximum distance separable cyclic p-ary codes generated by g(x) = (x -I) ' [8] , [9] , [I] may be used in Theorem 5 to obtain good p-ary convolutional codes.
IV. CONVOLUTIONAL CODESOVER SMALL FIELDS
In this section, we shall study the restriction to smaller fields of the codes defined by Theorem 4. While the BCH block codes may be obtained simply as the subcodes of Reed-Solomon codes with coefficients in a subfield [IO], we must here observe the extra condition imposed by Theorem 3. Thus from a (primitive or nonprimitive) BCH code of sufficiently high rate R 2 K/V we may construct a convolutional code of rate K/V with free distance lowerbounded by the minimum distance of the BCH code, but shorter constraint length nA N n(l -R).
The following theorem demonstrates that when convolutional codes are derived from certain nonprimitive BCH codes, the condition of Theorem 3 can be checked without a detailed inspection of the roots of the generator polynomial.
Theorem 6: Let n = pv be a divisor of q"-' -1 and ,u a prime that divides no number of the form q' -I for r < p -1. If g(x) is the generator polynomial of a q-ary cyclic code of length n, at most v -K of the vth roots of unity in GF(q'-') are roots of g(x) and at most v -K irreducible polynomials of degree p -1 are factors of g(x), then the convolutional code defined by G(x) = g(x) is noncatastrophic and has free distance d,,,, 2 d,.
Proof: It follows from the assumptions that the irreducible factors of x" -1 are [7, p. 1011 v polynomials of degree ~1 -I, (x -I), and one or more minimal polynomials of the vth roots of unity, cP,a21r; . . ,oI("-~)~, where a is a primitive nth root of unity in GF(qfi-').
For two roots of the same irreducible polynomial to be v-equivalent, we must have & = ut+J'p 3 i<p--I, which implies t(qi -1) zjpmodn, i<p-1 and since p is a factor of n t(q' -1) = ,j'/l, i</A-1.
Since p does not divide (q' -1), (7) is satisfied only if t is a multiple of p. Thus we may conclude that while all roots of the minimal polynomials of the vth roots of unity belong to the v-class containing 1, the roots of each of the irreducible factors of degree p -1 include exactly one element from each of the remaining v-classes. Consequently the condition of Theorem 3 is satisfied if at most v -K of the irreducible factors of degree p -1 divide g(x), and at most v -K vth roots of unity are roots of g(x).
We apply Theorem 6 in the following two examples.
Example 1: Since 65 = 5. 13 divides 212 -1 and 13 divides no smaller number of the form 2' -I, x65 + I has 5 irreducible factors of degree 12, and the other factors are x + 1 and the minimal polynomial of m13. We obtain the convolutional codes listed in Table I . It is interesting to observe [ 111 that the code of rate + may be improved by including the minimal polynomial of al3 rather than x + I. This generator polynomial includes exactly 4 elements of each v-class.
Example 2: 20 = 4. 5 divides 34 -I and 5 divides no smaller number of the form 3' -I. The irreducible factors of xzo -1 are 4 polynomials of degree 4, x + I, x -1, and the minimal polynomial of ~7.'.
From the generator polynomial with roots CI,X~,CX~,~~,X~~ we obtain a ternary rate $ code with nA = 16 and d,,,, 2 I I.
Unfortunately the applicability of Theorem 6 is rather limited, but it provides some insight into the relationship between the divisors of n and the maximal degree of the generator polynomials that satisfy the condition of Theorem 3. In general &is relationship is more complex, but the best generator polynomials may be readily determined by successive calculation of the roots of the minimal polynomials.
In Table II Convolutional codes over GF(q) derived from cyclic codes of length n. The generator polynomial is the product of the minimal polynomials of aI where z is a primitive nth root of unity and i assumes the values listed under "roots of g(x)." nonsystematic codes derived by Neumann [12] . The binary rate 5 code with nA = 102 has df,,,/nA = 0.22, whereas the value of Neumann's bound is only 0.12. The rate 3 code with nA = 517 has df,,,/nA = 0.22 where the values of Gilbert's and Neumann's bounds are 0. I7 and 0.34.
V. ASYMPTOTICALLY GOOD PERIODIC CONVOLUTIONAL

CODES
In this section we shall construct for any R, 0 < R < I, a sequence of convolutional codes of rates R,, 2 R for increasing nA such that the free distances and constraint lengths satisfy lim inf df,,,/nA > 0.
(8) n,4+m
In order to simplify the proof we shall consider only binary codes.
Let g,(x) be the generator polynomial of a convolutional code of rate R, = K/V over GF (2h) (9) where LX is a primitive element of GF(2").
Alternatively we could have defined the convolutional code by two code-generating polynomials, the fixed polynomial g,(x) and a time-varyiilg polynomial, but we prefer the simpler definition directly in terms of the encoded sequence (9).
We shall express the elements of GF(2") as binary m-place vectors, and we may thus interpret the code defined by (9) as a tiine-varying binary convolutional code, The period of the code is 2m(2" -1) since ~~~~~ = 1.
In our proof of theorem 3, we noted that the encoded sequence 7',(D) could be written However, the weight of each of these terms is the weight of the symbols that are multiplied by cli when we form the sequence (9), and consequently Here H-l denotes the inverse of the binary entropy function, and o,(L) + 0 as L -+ 00. We apply Lemma 2 with L = 2m, 6 = 3, and y = 1 -R,. Hence Now nA = 2m(2" -1)(1 -R,), and consequently lim inf dfree/nA 2 H -I(+) (10) "A-C72
for any rate R < +.
As in [2] we obtain codes of higher rates by deleting the last s binary digits from each of the products t,,d', and we shall write [tud']s for the resulting (m -s)-place vector. We modify the encoded sequence to r,: k,,[fols,t,,[~tIls,~ . ~,~tuC~"ls,~ . . .
There are at least (2" -l)(l -R,)2-" distinct nonzero vectors of the form {t,,[t,,ct'],}, and we can again apply Lemma 2, now taking L = 2m -s, 6 = (m -s)/(2m -s), and y = (1 -R,). The total weight of the nonzero vectors is W 2 2"(1 -R,)(2m -s)
[HP' (E) -o,(m)] (2"-' -1).
We note that the rate of this binary code is R,,* = R,ml(2m -s), but the best bound is obtained for R, close to 1, so that RllA N m/Qm -s). The constraint length is Thus nA = (2m -~)(2~ -I)(1 -R,).
lim inf dfree/nA 2 H -I( 1 -R). "A-r/i
We combine (10) and (12) to obtain the following theorem. The bound of Theorem 7 is plotted in Fig. 1 together with the corresponding bound for block codes obtained in [2] . For rates greater than 3 the bound obtained in Theorem 7 equals the Gilbert lower bound for block codes. By concatenating the convolutional codes of Theorem 4 with good fixed block codes of rates less than ) one could obtain a class of convolutional codes whose free distances are lowerbounded by the Gilbert bound for all rates 0 < R < 1 i301, [131.
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