ABSTRACT Social tagging data, also known as folksonomy, are a valuable indication for the user's understanding of a resource. The nature of folksonomy data in which a user annotates a resource with their opinions provides immense potential to contribute to search personalization. The challenge lies in extracting interests from the folksonomy data and building accurate user profiles while maintaining their characteristics. Furthermore, the current state-of-the-art technologies that utilize folksonomy for search personalization have not fully exploited both multiple and temporal aspects in user profiles. In this paper, we propose a search personalization framework that constructs a user profile network with identification of the multiple topics of the user and the temporal values of tags. Then, the user profile network is further explored through a link analysis technique for the network to score the tags by their importance. The performance of the proposed framework is evaluated against various state-of-the-art folksonomy-based personalization models and it consistently outperforms all of the compared models under the conditions of the best combination of ranking functions and link analysis techniques.
I. INTRODUCTION
Nowadays, tags are commonly used by users in various services such as Instagram [1] and Facebook [2] . Compared to the early stage of social tagging services, users have recently become more aware of tags and voluntarily annotate their contents with the tags in order to represent their topics (i.e., interests) in summarized forms. Therefore, the rise of social tagging data, also known as folksonomy, has been noted again as an effective means of acquiring users' topics and improving results of search personalization [3] - [7] . The improved performances result from the characteristics of folksonomy data that not only provide a direct connection between resources and users but also reveal topics of the users in more explicit ways [8] .
Prior works that sought to build user profiles using folksonomy data mainly focused on suggesting methods to adapt existing IR models such as the Vector Space Model (VSM) [9] The associate editor coordinating the review of this manuscript and approving it for publication was Yin Zhang.
and the unigram language model [10] . Despite potential advantages of applying the classical bag-of-words models in IR to folksonomy for personalization, there is room for further improvement by incorporating important features of user data: users possess more than one topic, and the topics are drifting, not fixed [11] .
In fact, the features are not mutually exclusive but often occur simultaneously. Let us suppose that there is a user who has been a fan of action movies for many years. Lately, his environment caused him to also be interested in family movies as well as action movies. This example implies that even though the number of recent tags about family movies is relatively small, they should be more weighted than the old ones so that the user profile can stay relevant to his current topics. At the same time, the profile is still required to store the old topic, action movies, as it is still one of his main interests. This also addresses another aspect of a user profile: we need to keep multiple topics of users to reflect various information needs. Prior works partially have considered multiple [12] , [13] and temporal aspects [11] , [14] , [15] of user topics. However, to the best of our knowledge, no researches have attempted to fully exploit both aspects at once, nor did they extend this concept for search personalization in folksonomy.
To attain our goal, instead of applying traditional ways in folksonomy of building the user profile, we represent the user profile where vertices correspond to tags that the user has annotated and edges are defined as co-occurrences of tags. That is, if a user writes a tag in any resource, that tag becomes a vertex in the network. Multiple tags (i.e., vertices) written on the same resource will be connected via edges in the network. We call this a user profile network throughout the rest of the paper. This user profile representation allows us to solve the aforementioned issues, i.e., multiplicity and temporality features of user topics. Specifically, it enables us to (1) discover multiple topics intuitively through a community detection method [16] - [18] , (2) reflect the temporal aspects of user topics in the process of building the user profile network, and finally (3) learn the importance of tags for users from the network by various link analysis techniques [19] - [21] . Furthermore, it can be used to solve the ambiguity problem in folksonomy since it enables us to figure out which context the tag was used by analyzing the tag connectivity. Lastly, based on the importance scores of the tags for the users from the network analysis, we conduct a personalized search by calculating the relevance between the user and resources for given queries. We describe the process of the search personalization in Section IV. Note that the proposed framework can be used for any folksonomy datasets with tuples <user, tag, time>.
To verify the effectiveness of our framework, we proceed thorough evaluations on three actual folksonomy datasets: CiteULike, MovieLens, and Delicious. For the best experimental setting, our results surpass all of the state-of-the-art folksonomy-based search personalization models and a variant of the proposed model in terms of MRR, Personalization Gain (P-Gain), and Precisions at top k documents (Pr@K).
In summary, our contributions in this paper can be summarized as follows:
• We build a user profile that is aware of multiple topics and their drifting by constructing and analyzing folksonomy-based user profile networks through community detection and edge weighting techniques.
• We further investigate several link analysis techniques for the user profile network to discover which of the techniques perform best in our search personalization to measure the importance of tags for the user.
• Based on the proposed user profile, we present a new framework for search personalization that achieves higher effectiveness compared to state-of-theart folksonomy-based search personalization models. The remainder of this paper is structured as follows: Section II reviews related studies and Section III describes the procedure of building user profiles for calculating the importance scores of tags for each user. Section IV shows a search personalization framework based upon the proposed user profiles. Section V demonstrates the effectiveness of the proposed framework through experiments and presents the results. Lastly, Section VI concludes the study and suggests future research directions.
II. RELATED WORKS
We review a number of relevant studies on building temporal and multiple topic-aware user profiles, and search personalization in folksonomy. In Sub-section II-B, we also introduce state-of-the-art folksonomy-based search personalization models that are used for comparison in our experiment.
A. TEMPORAL AND MULTIPLE TOPICS-AWARE USER PROFILES
Regarding discovering multiple topics of users, one of the most common approaches is to use a human-generated ontology such as the Open Directory Project [11] . However, this approach may have poor coverage, and a low level of granularity, and may lack novel terms. Moreover, manually-created ontologies demand time-consuming effort [22] . As an alternative, recent approaches [15] , [22] have researched learning multiple topics by means of topic modeling, such as LDA [23] , [24] . Despite the promising performance of LDA in personalization, an exact inference process of topic models is intractable. User profile can be constructed by exploiting user's own activities on their social networks as well as the folksonomy activities [25] . Meanwhile, in our framework, the process of determining communities to which a certain tag belongs is easily tractable by visualizing user profile networks. Furthermore, LDA was designed to perform well on a large text corpus; however, folksonomy only holds a limited number of the words to be analyzed.
Regarding the temporal aspect of user topics, there was an attempt to model on short and long term topics of users by analyzing query log data [11] . An adaptation of LDA has been also devised to represent short-and long-term user topics [15] . In [26] , temporal aspect is captured by applying a variant of forgetting function, and the aspect is aggregated with other aspects through matrix factorization. It is worth noting that one of the most similar work to ours for the temporal feature is a technique proposed in [14] since it also controls edge weights after they build a folksonomy-based network. In their work, however, the consideration for multiple topics of users is overlooked, and calculating the initial weights is rather a simple summation of co-occurrence, which is too naive to reflect the topic drifting of user behaviors up to a certain accuracy. Also, the work only focuses on a user study of building user profiles, and it was not extended for search personalization.
In this paper, in contrast to [11] , [14] , we exploit a community detection technique to detect multiple topics of a user profile by representing the folksonomy as a set of vertices and edges rather than a large text corpus. Furthermore, unlike [15] , [22] , as discovering temporal topics of users by adapting LDA, we propose an edge weighting technique to VOLUME 7, 2019 differentiate the importance for each vertex while conducting link analysis for the network.
B. SEARCH PERSONALIZATION IN FOLKSONOMIES
In general, the procedure of search personalization is to (1) construct a user profile that consists of a pair of terms and its values to represent the topics of the user, (2) build a resource profile with a pair of terms and its values to represent the topics of the resource, and (3) re-rank the user relevance resources to be highly located in the final ranking by computing the similarity between the resources and the user profile given the initial ranking by a user query. To achieve improved personalization results, it is important to construct precise user profiles that can represent user topics and to design more sophisticated ranking functions that measure relevance between users and resources.
The available user profiles in folksonomy are generally based on models such as the Vector Space Model (VSM) or BM25 model. In [9] , they considered the tag frequency (TF), and inversed user frequency (IUF) which are an adaptation of the TF-IDF model. Similarly, another model, proposed in [10] , is a hybrid of the TF-IDF and BM25 models. The work proposed in [27] is a simple yet effective personalization algorithm that exploits tags for resources based on the term frequency. However, they only utilize the values of the user tag frequency and set all tag frequencies from resources as 1 to empower the user profile when measuring similarity.
Recent studies [9] , [28] , [29] propose a Normalized Term Frequency (NTF) model that both emphasizes the importance of tag frequency and minimizes biases on active users by adopting proportions of user tags. The philosophy for this model is that if a user writes a certain tag more frequently, it denotes that the user is more interested in that tag.
There have been other approaches that aggregate ratings and tags to further improve the performance of search personalization [30] , [31] . In [30] , rating information including not only 'like', but also 'dislike' is used to weight the importance of tags. Similarly, in [31] , the weight of extreme-rating such as 1 or 5 (out of 5) shared by similar users is strengthened during the ranking algorithm to highlight the user's explicit characteristics for personalization. Despite its potential to improve personalization, the rating information should be given to implement the approaches.
In this paper, instead of conventional approaches, we adopt diverse analysis techniques to consider the network topology in folksonomy and utilize the latent semantics among the tags in the network. We also evaluate the proposed framework against other state-of-the-art models presented in the aforementioned studies.
III. BUILDING USER PROFILES
User profile network of user u is defined as an undirected weighted network G u = (V , E), where V is a set of tags that the user has annotated on resources and E ∈ V × V is a set of co-occurrence relationships between the tags. Let w i,j , be a weight of edge between v i and v j (v i = v j ) where the weight is obtained by counting the number of co-occurrences between tags. Multiple topics of the user are discovered through community detection. Then, multiple topics and temporal information for tags are exploited for updating a user profile network, G u . Let s i be a set of importance scores obtained from link analysis associated with the tags t i in the network G u . Final user profile of the user u is denoted by P u , which is a vector of tag t i : updated importance score s i pairs. In the subsequent sub-sections, we describe each step of building user profiles proposed in this work.
A. DISCOVERING MULTIPLE TOPICS
In this step, we build a primitive user profile network where the weights of edges are yet to apply neither temporality nor multiplicity aspects of topics in user profile. We explain how to: (1) build the initial folksonomy-based user profile network and (2) detect multiple topics from the network by exploiting a community detection technique.
1) CONSTRUCTING PRIMITIVE USER PROFILE NETWORK
The user's history of tag annotation for resources is stored in folksonomy data and it is used to build a primitive tag-based network. Note that the network is built with tags given from a user u, rather than global tag network from all users. This is due to the fact that building separated sub networks for every user is a better estimation for user preference [22] . In our initial user profile network, vertices and edges denote tags and co-occurrence relations between two tags, respectively. In other words, two vertices are connected if user used two tags to annotate one resource. This co-occurrence definition is commonly used in prior works [12] - [14] , [32] , [33] to build networks because of its simplicity and computability.
2) DETECTING MULTIPLE TOPICS
To identify multiple topics of a user, we conduct community detection on the primitive user profile network. In our framework, any community detection techniques can be applied as long as they can support an undirected and a weighted network format. We adopt a community detection technique called modularity optimization which enables to find high modularity partitions of a network [18] . It is also known as a fast and robust method in detecting communities. This method calculates the gain in modularity Q by putting an isolated vertex v i into a community C as follows:
where in w in is the sum of the weights of the links inside C, tot w incident is the sum of the weights of the links incident to vertices in C, k i is the sum of the weights of the links incident to vertex v i , k i,in is the sum of the weights of the links from v i to vertices in C and m is the sum of the weights of all the links in the network.
After the community detection, all vertices in the network belong to specific communities and a set of vertices within the same community represents a certain topic [12] . A topic that a vertex v i belongs to is labeled by c i . Let c i be an integer value which indicates the topic label where the vertex v i belongs. The topics labels, c i , are exploited for edge weighting process described below.
B. EDGE WEIGHTING
In the proposed user profile network, vertices indicate tags that user u chose to annotate resources. Regarding to edges, temporal information is applied to weight edges in a network. This is executed by implementing a decay function: Each time a new resource is inserted, the weight of each edge in the network decreases by a small percentage of its current value unless the edge exists in the new resource. Specifically, our earlier work [33] observed a noteworthy characteristic of the co-occurrence relationships: When two vertices are used together frequently, the relevance between two vertices significantly increases, compared to used together few times. Based on this observation, we made the following assumption:
For two tags t i and t j , if the two tags are used together frequently, increment of relationship of the tags t i and t j is greater than linear growth.
Furthermore, the following assumption reflects multiplicity information that obtained during community detection into user profiles:
For two tags t i and t j , if their topic labels, c i and c j , are identical, the relationship of the tags t i and t j becomes strengthened.
The sub-steps of edge weighting process with temporality and multiplicity of topics are given as follows:
• Based on annotated time information of each tag, tags are listed in chronological order. A list of the resources where user attached a tag is also sorted in the same temporal order as they were added. We denote this list of resources as L.
• Starting with the first resource in the list L, the m number of tags: t 1 , t 2 , . . . , t m that used to annotate the resource is added to a network. For every existing tag t i , create a corresponding vertex v i , if v i dose not exist.
• If an edge between v i and v j does not yet exist, we add an edge with a co-occurrence weight of 1.
• If an edge between v i and v j does already exist, we update the edge weight w ij between the two vertices as follows:
where c i and c j (i = j) indicate the topic labels of v i and v j , respectively, and exp(w ij ) reflects our Assumption 1. α is a control parameter to reflect the Assumption 2. Note that α is a ∈ [0, 1], and is fixed at 0 if c i and c j are not identical. In Sub-section V-E, α = 0.8 is proven to be the best choice, and thus, this is used as a default value for our experiments.
• Before moving to the next resource in the list L, the edges in the network reduce as follows:
where β ∈ [0, 1] is a constant decay factor to weight the impact of temporal aspect. As β becomes smaller, weights of old tags diminish. In Sub-section V-E, β = 0.4 proved to be the best performance, and thus this is used as a default value for our experiments.
• Lastly, once all of the resources annotated by the user are visited, edge weights in the user profile network are normalized as follows:
where max(w ij ) indicates maximum w ij in the network.
C. CALCULATING IMPORTANCE SCORES OF TAGS
In this step, we describe calculating importance scores for tags in a user profile network by exploiting five link analysis techniques: PageRank, HITS, Closeness, Eccentricity, and Betweenness.
It is important to note that edges in the proposed user profile network is undirected and weighted. Thus, we adapted PageRank to exploit the weight of the edge, w ij , between two vertices v i and v j , on undirected network as follows:
where B i is the set of vertices that point to v i and L j is the set of vertices that vertex v j points to. d is a damping factor to implement the random suffer model. In this paper, d is set to 0.85 as suggested from [34] . Another iterative algorithm, called HITS, measures importance for vertices in the network by computing two separate values for each vertex: Authority and Hub. Authority update rule is defined as:
where n is the number of vertices linked to v i and v j is a vertex linked to v i . Hub update rule is defined as:
where n is the number of vertices v i linked to and v j is a vertex which v i is linked to. For centrality-based link analysis techniques, we first define the length of the shortest distance (i.e., d G (v i , v j ) ) between v i and v j which incorporates edge weights in the network, as follows:
where λ is set to be 1 herein to have the same effect as Dijkestra's algorithm [35] . Based on the definition, the closeness centrality represents the average distance from a given vertex to all other vertices in the network and is defined as:
The eccentricity centrality represents the distance from a given vertex to the farthest vertex in the network and is defined as:
The betweenness centrality measures how often a vertex appears on the shortest paths between vertices in the network and is defined as:
where σ v j ,v k is the total number of shortest distances from vertice v j to vertice v k and σ v j ,v k (v i ) is the number of those distances that pass through v i . In order to further differentiate scores of vertices in user profile network, the scores s i obtained from the five link analysis techniques are finally updated to s i by multiplying normalized tag frequency as follows:
where N is the total number of resources tagged by a target user, N i is the number of times a user u uses a tag t i to annotate a resource. Finally, a user profile of the target user u is created based on the definition as follows:
Definition 1: A user profile of user u, represented by P u , is a vector in the form of tag:value pairs as follows:
where t i (i = 1, . . . , n) is a tag that exists in user profile network G u , and n is the total number of tags in G u .
IV. SEARCH PERSONALIZATION
In order to rank the resources for search personalization, the user profile, P u , is used to measure the relevance score to resource profile, P r , given a query q. Similar with the user profiles, a resource profile P r of resource r is created based on the definition as follows: Definition 2: A resource profile for the resource r, represented by P r , is a vector in the form of tag:value pairs as follows:
where t i (i = 1, . . . , n) is a tag being used to describe resource r, n is the total number of tags for r, and p i indicates frequency in which resource r possesses the tag t i . For p i , we use the normalized tag frequency to measure the relevance degree of t i to resource r, implying that the higher the value of p i , the more salient tag t i for the resource r.
where M is the total number of users who annotate the resource r and M i is the number of users using the tag t i to annotate the resource r. The query q is also represented as a vector based on the following definition:
Definition 3: A query profile for query q, denoted by P q , is a vector of terms as follows:
where t q i (i = 1, . . . , m) is a query term and m is the total number of terms in the query.
In recent studies on folksonomy based personalization [9] , [10] , [28] , several ranking functions were proposed to measure relevance. In this paper, we chose three state-ofthe-art ranking functions to estimate how robust our proposed framework is compared to the existing ranking functions. The ranking functions are: cosine function [9] , scalar ranking function [10] , and fuzzy ranking function [28] .
Based on the VSM model, the cosine similarity measure was modified to compute the ranking score as follows: score(r, q, u) = sim(P r , P u ) · sim(P r , P q ) (17) where sim function calculates cosine similarity between two vectors. On the other hand, scalar function eliminates the length normalization factor in the cosine function and is denoted as follows:
A different approach, called fuzzy ranking function, is introduced in [28] which computes the query relevance between a query and resources, and the user relevance at first, and then combines the two relevance scores to achieve the final ranking score as follows:
where s is the number of terms matching the query, m is the number of query terms, and
where p i is the value for tag t i from resource P r and s i is the value for tag t i from user profile P u . The ranking in the final list is based on the relevance score (i.e., score(r, q, u)), implying that the greater value of the score, the higher the position of the resource in the list.
V. EXPERIMENTS A. EXPERIMENTAL SETUP
We first describe how we made use of the folksonomy datasets for evaluation. We then proceed to present the details of our experiment setups.
1) DATASETS
To evaluate our framework, CiteULike 1 MovieLens 2 , and Delicious 3 datasets are used. The first dataset is CiteULike, a publicly-available dataset that contains social bookmarking features to researchers. We only used the annotations of users who have more than 100 tags with more than a month of use, in order to incorporate the temporal characteristics of the user topics drifting as time passes. After tag trimming, the test bed contained 124,236 documents and 63,559 individual tags. The average distinct number of tags per user was 64.82, while each resource had an average of 2.87 tags as its annotation.
To further evaluate our framework, we used another larger dataset, MovieLens, which includes 95,580 tuples of users, movies, and tags; this contains a breakdown of 71,567 users and 10,681 movies. While the user had an average of 10.62 tags, each resource had an average of 9.09 tags.
Lastly, we also used Delicious dataset, which is a social bookmarking web service for web-pages. It consists of 1,867 users with 105,000 bookmarks. For all of the datasets, we used five-fold cross validation to split training and testing datasets. We used the training data to build user and resource profiles. We then used the test data as input queries to evaluate the performance of search personalization based on the profiles. Those three datasets are often used for various folksonomy-based retrieval tasks, ensuring the reproducibility of the proposed approach.
In the experiment on the CiteULike dataset, we used a commercial search engine to detect the position of the target article in the search list returned by query tags. We limited the search engine to search only the resources within the CiteULike website. We downloaded the top 100 documents in the result list returned by the search engine, and discarded cases where the target resource was not found in the result list. By doing so, we can filter less relevant resources to the queries before we begin our experiment, and this process allows us to emulate a user using a real Web search system [10] . After the download, the average position of the target resource on the result list was 12.43.
For the MovieLens and Delicious dataset, ranking functions were used to calculate the relevance between query and resources instead of using a ranking retrieved by a search engine, as the targetting resources are either outdated or unavailable for automatic access with crawler. It is worth mentioning that our evaluation framework is similar to those in [9] , [10] , [28] , implying that experiment results remain stable in a conventional evaluation framework for personalization in folksonomy.
2) EVALUATION METRICS
To evaluate the proposed framework, we used five metrics in total: Mean Reciprocal rank (MRR), Personalization Gain (P-Gain) [22] , and Precision at top 10, 20, 30 documents [31] .
First, MRR measures how well a personalization approach rank resources. It is denoted as follows:
where n is the number of queries and POS i is the position of the target resource in the result list. The larger MRR is, the faster the user can access the resources in the list. Second, P-Gain compares the number of times the personalization approach improves the ranking with the number of times it worsens compared to the baseline. This can be denoted as follows: (22) based on this metric, a value of 0 indicates no change in the rankings through personalization, a positive value indicates an improvement and a negative value indicates a degradation in performance. We selected NTF to be the baseline of P-Gain as it was reported to be the best-performing model for folksonomy-based search personalization in [28] . Lastly, Precision at top 10, 20, 30 documents, denoted as Pr@10, Pr@20, and Pr@30, are used to measure the accuracy of the proposed model in terms of precision. Pr@k is the proportion of top-k ranked documents that are relevant.
3) BASELINES
We used TF-IDF [9] , BM25 [9] , Vallet [10] , and NTF [28] as baselines to construct user and resource profiles. These models are the current mainstream approaches in search personalization in folksonomy. In addition, we also investigated Betweenness, Closeness, Eccentricity, HITS, and PageRank to calculate the tag importance score, which considers temporal and multiple aspects. We then compared their performances with respect to the above three metrics.
We also compared two state-of-the-art approaches, Distinctness [31] and MPU (multi-level user profiling) [30] , with the proposed model for MovieLens dataset. Those approaches exploited addition user information, that is user rating data. In both approaches, when building the profiles for personalization, rating information were adopted for weighting important edges. As the other two datasets do not contain user rating data, therefore, those approaches were only built for the performance evaluation in MovieLens.
Lastly, we built a variant of the proposed model, called temporal only, that excludes multiplicity aspect to observe the performance gap as each feature is added to the proposed approach. Moreover, the performances on the five evaluation metrics above were evaluated by using all ranking functions introduced in Section IV. This in-depth investigation was designed to show that our framework is superior if achieving a consistently improved performance compared to any of the ranking functions. Fig. 1-(a) shows the MRR scores of the personalization models on CiteULike. In general, we can observe that fuzz ranking function promises more reliable performance for search personalization than cosine and scalar functions. This is due to the fact that this function is more fine-tuned for folksonomy-based personalization. On the fuzz ranking function, the proposed framework, which adopts Closeness, Eccentricity, HITS, and PageRank, outperforms all of the baselines by 6.06%, 4.48%, 6.38%, and 6.70% on average, respectively. Similarly, those link analysis techniques also outperform the baselines on scalar function. However, Betweenness does not provide a significant improvement compared to the baselines on none of the ranking functions. Nonetheless, the improvements obtained from the other link analysis techniques are a strong indication that reflecting the temporality and multiplicity of topics of a user profile can yield a positive effect on search personalization in folksonomy. Specifically, among the link analysis techniques, PageRank shows a consistent improvement over the three ranking functions followed by HITS. The MRR results show that, on average, regardless of the ranking functions, the personalization based on PageRank and HITS outperforms the baselines by 7.25% and 4.22%, respectively. Notably, temporal only shows comparable performance against all baselines while the proposed model considering both multiplicity and temporality always shows the best performance. These results demonstrate that each aspect contains a piece of meaningful information and properly unifying these two aspects is crucial for the personalized search. Note that all of the improvements were found to be significant through a Wilcoxon test with a confidence level of 0.01.
B. RESULTS ON CITEULIKE DATASET
By looking at the P-Gain scores in Fig. 1-(b) , we can be more confident that the proposed framework fully benefits from exploiting temporal and multiple aspects. In particular, Eccentricity, HITS, and PageRank significantly outperform the baseline, which is set to NTF in 10.06%, 19.2%, and 30.73%, while others often exhibit inferior performance to NTF. Indeed, in related studies [36] , [37] , they also report that PageRank is more effective than the centrality methods for certain tasks, especially, ranking the vertices in the network.
As fuzzy ranking function shows the best performance in two metrics, we additionally show precision scores on this function at top 10, 20, and 30 resources in the ranked list in Fig. 1-(c) . We observe that PageRank outperforms all the other methods for all k. Based on the above observations, we can see that PageRank is the most stable link analysis technique to calculate importance scores for vertices, regardless of ranking functions. Due to the page limit, we do not include the precision results of the other two functions; however, we observed that similar tendencies were shown in both functions. Fig. 2-(a) shows the MRR scores of the personalization models on MovieLens. Interestingly, we observed a marked drop in the HITS model in terms of MRR although it performs as effectively as PageRank on CiteULike. Furthermore, all of the link analysis techniques except PageRank show lower performances than the baselines. Fig. 2-(b) also presents a similar tendency in terms of P-Gain. Except for the PageRank model, all of the link analysis techniques show lower performance than the baseline, which is the NTF model. Fig. 2-(c) illustrates that precision at 10, 20, and 30 on fuzzy ranking function show the same tendency as the performance based on link analysis techniques, except for PageRank, is lower than the baselines. Among baselines, MUP shows the best performance while Distinctness shows the second best performance in general. However, in all settings, the proposed algorithm always surpasses these two state-of-the-art algorithms, demonstrating the superiority of the proposed one.
C. RESULTS ON MOVIELENS DATASET
To explain this tendency, we observed that the average network density is 0.02 and 0.199 for MovieLens and CiteULike, respectively. Furthermore, the average number of connected components is 80.8 and 14.2 for MovieLens and CiteULike, respectively. Those values indicate that the user profile networks in MovieLens are mostly sparser and less connected compared to in CiteULike. In this case, values related to measuring centrality become 0 for most of the tags in the network. Consequently, the tags are overlooked in calculating the relevance between the user and resource profiles, causing underperformance of personalization based on Betweenness, Closeness, and Eccentricity models. In addition, for the HITS model, since vertices are less connected, some of the tags in the network are unreachable, causing a value of 0 for those tags. However, PageRank has a random walk feature. This allows the model to allocate a certain value to a disconnected tag by jumping to the tag from the distant one. Due to this feature, the PageRank model still performs well when the network is sparse. In terms of MRR, on average, the personalization based upon PageRank model outperforms the baselines and other ranking analysis models by 10.55% and 49.51%. In terms of P-Gain, it outperforms the baselines and other ranking analysis models by 18.79% and 43.28% on average, respectively. The improvements are significant according to a Wilcoxon test with a confidence level of 0.01. Based on this observation, we can conclude that our personalization framework has the potential to improve search personalization in folksonomy; however, careful consideration is also required for adopting a ranking function and link analysis technique to ensure reliable performance of the chosen folksonomy data. Fig. 3-(a) shows the MRR scores of the personalization models on Delicios. Similar to the MovieLens datasets, we observed a marked drop for all of the link analysis techniques except PageRank show lower performances than the baselines. Fig. 3 -(b) also presents a similar tendency in terms of P-Gain. Except for the PageRank model, all of the link analysis techniques show lower performance than the baseline, which is the NTF model. Fig. 3-(c) illustrates that precision at 10, 20, and 30 scores on fuzzy ranking function show the same tendency as the performance based on link analysis techniques, except for PageRank, is lower than the baselines.
D. RESULTS ON DELICIOUS DATASET
By observing results based on all of the datasets, we have confirmed that PageRank performs robustly due to its feature of random walk and is the best option to be adapted, in order to outperform existing state-of-the-art approaches. In fact, it is worth noting that this observation is specifically meaningful in folksonomy network as most of the user-resource network based on folkosonomy is sparse. In practice, few users annotate most resources on folksonomy and users in long-tail either annotate few resources or leave nothing.
E. THE IMPACT OF PARAMETERS
In the previous chapter, we introduced parameters α and β while building user profiles. The value of α controls the impact of the multiplicity aspect into building user profiles. The value of β controls the impact of the temporal aspect of topics in the decay function. If β = 0, the decay function is deactivated. To evaluate the impact of the parameters, we vary one parameter while fixing the other at random value. After we find the best value, we then vary the remaining parameter while the other is fixed at the best value. Fig. 4-(a) illustrates the effect of varying parameter α in terms of MRR 4 . When comparing the plots on two datasets, we observe that the performance peaks are approximately between 0.8 and 1.0, slowly decreasing afterwards.
Similarly, Fig. 4 -(b) presents the effect of varying parameter β in terms of MRR. When comparing two plots on two datasets, we observe the performance peaks approximately between 0.3 and 0.4 and slowly decreases afterwards. We set the parameters to its best performing value in our experiment. In addition, the performance of the proposed framework without the decay function, when β = 0, is lower than the average of the performances when β is set to be the best performing value. This implies that incorporating the information of temporal and multiple properties of user topics is beneficial to improve the performance of personalization in folksonomy.
VI. FUTURE WORKS AND CONCLUDING REMARKS
In this paper, we presented a novel search personalization framework that exploits folksonomy and its characteristics by representing a user profile as a user profile network. The network consists of a set of tags annotated by the user and edges between the tags. In particular, in the proposed framework, the temporal and multiple properties of user topics are considered by strengthening the edges of the user profile network that own the properties. Then, link analysis techniques are applied to rank the tags in the network by their importance for search personalization.
We conclude that our search personalization framework has proven to be the most effective model compared to the other folksonomy-based personalization models in our experiments. We also explored several link analysis techniques for ranking the tags in the network. In our experiment, the performance for each link analysis technique varies, but PageRank was shown to be constantly effective due to its random walk feature. The performance of our framework also depends on the unique characteristics of chosen folksonomy, implying that ranking function and link analysis techniques for achieving the best performance can be different for each folksonomy. Nonetheless, the proposed framework shows promising results for tapping into the potential of essential aspects of folksonomy for the enhancement of search personalization.
In our future study, we aim to further improve our framework by (1) circumventing the problem of disconnectedness, which exhibits in the centrality-based link analysis techniques, (2) learning to rank the importance of user tags based on various topological features of user profile networks, and (3) efficiently updating the user profile network. One might concern the privacy issue. However, coping with the privacy issue is one large research area itself [38] , [39] . Furthermore, those studies are applicable to our research since they are orthogonal to our framework. Since this problem is beyond the scope of this paper, we leave it as future work as well. KEEJUN 
