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Introduction
This thesis contains studies of coupled oscillators, where at least one oscillator
is parametrically excited. The emphasis will, on one hand, be on the bifurcations of
the simple solutions such as fixed points and periodic orbits, and on the other hand
on identifying more complicated dynamics, such as chaotic solutions. This chapter
contains some historical background, a short reminder of some basic concepts in
nonlinear dynamics, bifurcation theory, and perturbation methods (in particular the
averaging method). Finally, some properties of different types of external excitation
will be discussed.
1. Historical background
Nonlinear dynamics has been a topic of interest in the scientific world since
around 1900. In this field, Henri Poincare´ (1854-1912) studied the non-integrability
of the Newtonian three body-problem. He discovered the homoclinic tangle, which
leads to chaotic behavior in Hamiltonian systems, and which destroyed the previous
hope of himself and his contemporaries for a proof of the integrability of the three-
body problem. The study was followed by many more results, but in the first half of
the 20th century the theoretical foundations laid by Poincare´ were taken up mainly
by G.D. Birkhoff (1884-1944) and A.M. Lyapunov (1857-1918) . The studies by
Poincare´ and Birkhoff were motivated by celestial mechanics problems. They were
concentrated on energy-conserving systems for which Liouville’s theorem holds.
From the point of view of applications, nonconservative systems are of interest in
many fields, such as in Physics, Mechanics, Chemistry, and Biology, see Thompson
and Stewart [1], Tondl, Kotek, and Kratochvil [2]. For instance, dissipative systems
have the property that an evolving ensemble of states occupies a region of phase
space whose volume decreases with time. In the long term, this contracting volume
has a strong tendency to simplify the topological structure of trajectories in phase
space. This can often mean that a complex dynamical system, even with an infinite-
dimensional phase space, converges for large time to a subspace, sometimes of only
a few dimensions.
One important example is the van der Pol oscillator
(1.1) y¨ + α(y2 − 1)y˙ + ω2oy = β sinωt
where a dot denotes differentiation with respect to time t. The equation describes
self-excited relaxation oscillations for α > 1 to which an external forcing is applied.
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This equation was studied both theoretically and experimentally using electric cir-
cuits with a triode valve by van der Pol (1927), see Cartwright and Littlewood [3].
A related form, for the case β = 0, was formulated by Lord Rayleigh (1877).
A detailed mathematical analysis of equation (1.1) was carried out by Cartwright
and Littlewood (1945) and by Levinson (1949). They found that solutions of (1.1)
can show complicated behavior. A geometric phase-space picture was provided by
Smale (1963), who showed that this complicated behavior is governed by a relatively
simple stretching and folding of ensembles in phase space. Furthermore, inspired
by Andronov’s ideas on structural stability of dynamics, Smale showed that this
qualitative picture, the Smale horseshoe, persists under small perturbations. The
Smale horseshoe is a proto-typical example of chaotic dynamics and it will also
be found in some systems studied in this thesis which, as system (1.1), combine
self-excitation and external excitation.
2. Bifurcation theory and perturbation methods
Consider the autonomous system
(2.1) x˙ = f(x), x ∈ Rn
where f : Rn → Rn is C∞.
2.1. Linearization. To characterize the behavior of solutions near a fixed
point x¯, the nonlinear system (2.1) is linearized at x¯, which leads to the linear
system
(2.2) y˙ = Dyf(x¯)y, y ∈ Rn
where Dyf(x¯) = [ ∂fi∂yj (x¯)] is the Jacobian matrix of the first partial derivatives of f .
The fixed point x¯ is called a hyperbolic fixed point if Df(x¯) has no eigenvalues
with zero real part. The following theorem is fundamental in studying system (2.1).
Theorem 0.1. (Hartman-Grobman). If x¯ is a hyperbolic fixed point then there is
a homeomorphism h defined on some neighborhood U of x¯ in Rn locally taking orbits
of the nonlinear flow φt of (2.1), to those of the linear flow etDf(x¯) of (2.2). The
homeomorphism preserves the direction of orbits and can also be chosen to preserve
parameterization by time.
Proof. See Hartman [4].
When Df(x¯) has one or more eigenvalues with real part zero, theorem 1.2 does
not apply and a further study is needed to describe the flow near x = x¯. In particular,
bifurcations of solutions may occur.
2.2. Bifurcation Theory. Consider a system depending on the k-dimensional
parameter µ
(2.3) x˙ = fµ(x); x ∈ Rn, µ ∈ Rk.
The equilibrium solutions of equation (2.3) are given by the solutions of fµ(x) = 0.
As µ varies, the implicit function theorem implies that these equilibria are described
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by a smooth function of µ away from those points at which the Jacobian derivative
Dxfµ has a zero eigenvalue. The graph of each of these functions is a branch of
equilibria of (2.3). The value of the parameter µ = µo at which eigenvalues of Dxfµ
have a zero real part, is called a bifurcation value.
A local bifurcation will be observed on an equilibrium path of a flow as the
real part of an eigenvalue passes through zero. It turns out that for bifurcations of
equilibria with one parameter we have the following cases: saddle-node, transcritical,
pitch-fork, and Hopf bifurcation. A Neimark-Sacker bifurcation can be observed on a
path of fixed points of a map. In this case, losing stability corresponds to a mapping
eigenvalue passing through the unit circle. The Neimark-Sacker bifurcation occurs
when a complex conjugate pair of eigenvalues crosses the unit circle and is important
in studying the bifurcations of periodic solutions, which can be seen as fixed points
of the return map.
For further theory of local bifurcations and global bifurcations see Kuznetsov
[5], Guckenheimer and Holmes [6], Chow and Hale [7], and Wiggins [8].
2.3. Averaging Method. In this thesis we will often encounter problems in-
volving a small parameter ε. Perturbation methods are concerned with giving a-
symptotic estimates of solutions of
(2.4) x˙ = f(x, t) + εg(x, t, ε), x(to) = xo,
assuming that the solution to the unperturbed (ε = 0) problem is known. In this
thesis the averaging method will be used. Assume that (2.4) can be recast in the
standard form
(2.5) x˙ = εf(x, t) + ε2g(x, t, ε), x(to) = xo
where fand g are T -periodic in t. We consider the averaged equation
(2.6) y˙ = εfo(y), y(to) = xo with fo(y) =
1
T
∫ T
0
f(t, y)dt
Theorem 0.2. (first order averaging) Consider the initial value problems (2.4)
and (2.6), x, y, xo ∈ D ⊂ Rn, t ∈ [to,∞), ε ∈ (0, εo]. Suppose
(1) f, g and 5f are defined, continuous and bounded by a constant M inde-
pendent of ε, in [to,∞)×D,
(2) g is Lipschitz-continuous with respect to x ∈ D,
(3) f is T -periodic in t with T a constant, independent of ε,
(4) y(t) in interior subset of D on the time-scale 1ε ,
then x(t)− y(t) = O(ε) as ε→ 0 on the time scale 1ε .
Proof. See Sanders and Verhulst [9].
Note that 5f indicates the first partial derivative of f with respect to x.
In Chapter 3 it will be necessary to use a second order approximation. We have
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Theorem 0.3. (second order approximation in the periodic case) Consider the
initial value problems
x˙ = εf(x, t) + ε2g(x, t) + ε3R(x, t, ε), x(0) = xo
and
u˙ = εfo(u) + ε2f∗o(u) + ε2go(u), u(0) = xo
with f, g : [0,∞)×D → Rn, R : [0,∞)×D×(0, εo]→ Rn and f and g are T -periodic
in t, with averages fo and go.
f∗(x, t) = 5f(x, t)u∗(x, t)−5u∗(x, t)fo(x)
where
u∗(x, t) =
∫ t
0
[f(x, τ)− fo(x)]dτ + a(x); f∗o(u) = 1
T
∫ T
0
f∗(t, u)dt
with a(x) a smooth vectorfield such that the average of u∗ is zero. Suppose
(1) f has a Lipschitz-continuous first derivative in x; g and R are Lipschitz-
continuous in x and all functions are continuous on their domain of defi-
nition,
(2) |R(x, t, ε)| is bounded by a constant uniformly on [0, Lε )×D × (0, εo],
(3) u(t) belongs to an interior subset of D on the time-scale 1ε
then
(2.7) x(t) = u(t) + εu∗(u(t), t) +O(ε2)
on the time-scale 1ε
Proof. See Sanders and Verhulst [9].
3. Parametric Excitation, External Excitation and Resonance
The models in this thesis can all be put in the form
(3.8) x˙ = Ax+ εf(x, ωt), x ∈ R2n,
where f(x, τ) is 2pi-periodic, C∞, and all the eigenvalues of A are purely imaginary.
In applications, the linearisation of f(x, ωt) near x = 0 usually takes one of two
forms:
(1) f(x, τ) = p(τ) +Bx+ ..., in which case we speak of external excitation, or
(2) f(x, τ) = B(τ)x+ ..., which corresponds to parametric excitation.
The terminology is slightly unfortunate, since in most (mechanical) applications
the periodic excitation corresponds in both cases to some external force.
However, the dynamics in the two cases is quite different. For parametric exci-
tation we note that x = 0 is a solution of (3.8). Depending on the values of ω and
the eigenvalues of A, the linearised equation x˙ = Ax+εB(ωt)x can have unbounded
solutions even if B(ωt) contains dissipative terms. This phenomenon is known as
parametric resonance. Typically, the values of ω for which parametric resonance
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occurs form an infinite union of intervals, each one centered around a resonant value
of ω. The candidate resonance values are given in the following
Theorem 0.4. Let A have eigenvalues ±iλ1, ..., ±iλn then a resonant value is
of the form
(3.9) ω =
1
m
|λj ± λh|, j, h = 1, .., n;m = 1, 2, ..
Proof. See Yakubovich and Starzhinski [10].
By contrast, resonance in the linearised externally forced case only occurs when
ω = λj for some j, and will not lead to unbounded solutions when appropriate
dissipation is added.
Another term used in this thesis is internal resonance. This means that there
exist mj ∈ Z, not all equal to zero, such that
∑n
j=1mjλj = 0. The existence of such
a resonance relation has a profound effect on the normal form of equation (3.8). See
Iooss and Adelmeyer [11] for more information on normal forms.
4. Overview
4.1. Motivation. This thesis is a collection of studies on coupled nonconser-
vative oscillator systems which contain an oscillator with parametric excitation. In
Chapter 3 and the Appendix we consider the case that the system also contains an
oscillator with self-excitation.
A large number of applications, in particular mechanical models, involve prob-
lems of parametric resonance. From a point of view of mechanics and engineering,
there are two features in parametric resonance which differ from resonance in the
familiar sense.
(1) In parametric resonance the spectrum of the frequencies at which vibrations
with indefinitely increasing responses may build up, is the union of several
small intervals.
(2) The responses of a parametrically excited dynamical system can increase
exponentially.
Both these features play an important role in practical applications.
One of the most important problems in parametric resonance is the study of
dynamic instability, in this case the response of the system to time-varying forces,
especially periodic forces. There are cases in which the introduction of a small
excitation can stabilize an unstable system or destabilize a stable system. We study
this in the coupled nonlinear oscillator systems in Chapters 1 and 2.
On the other hand, mathematical models which describe flow-induced vibrations
are also in widespread use in mechanical applications. The flow-induced model can
describe, for instance, the fluid flow around structures that can cause destructive
vibrations. These vibrations have become increasingly important in recent years
because designers are using materials to their limits, causing structures to become
progressively lighter and more flexible.
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There is a possibility to reduce the destructive influence of flow-induced vibra-
tions to the structure by adding an appropriate subsystem. In particular by coupling
to a parametrically excited oscillator, the vibrations can be suppressed. Chapter 3
and Appendix discuss this problem.
4.2. Bifurcation in an autoparametric system in 1:1 internal reso-
nance with parametric excitation. In Chapter 1, we introduce the concept of
autoparametric resonance, see Svoboda and Tondl, [12], Tondl and Ruijgrok [13].
A coupled nonlinear oscillator system is considered. The system consists of two os-
cillators. One is a parametrically-excited system called the excited subsystem . We
study the system in the case of 1 : 1 internal resonance. The excited subsystem is in
1 : 2 parametric resonance with the external forcing. The system contains the most
general type of cubic nonlinearities. The method of averaging is used to study this
system.
The dynamics of the system is studied by using the method of averaging and
the numerical bifurcation program CONTENT [14]. In particular, we consider the
stability of the semi-trivial solutions, where the oscillator is at rest and the excited
subsystem performs a periodic motion. The results show various types of bifur-
cations, leading to non-trivial periodic or quasi-periodic solutions. Also, we have
observed cascades of period-doublings, leading to chaotic solutions. The fact that
these chaotic solutions arise in the averaged system implies that chaotic dynamics is
a prominent feature in the original system. The results have been published in the
International Journal Non-Linear Mechanics see [15].
The literature of this problem refers to Ruijgrok [16], Oueini [17], Tien and
Namachchivaya [18], [19], Bajaj [20], Banerjee and Bajaj [21], Kovacic and Wiggins
[22], and Wolf [23].
4.3. Global bifurcation and chaotic solution of an autoparametric sys-
tem in 1:1 internal resonance with parametric excitation. A further study
of the bifurcations presented in Fatimah and Ruijgrok [15] is discussed in Chap-
ter 2. The local and global dynamics of the system is analyzed in detail. Center
manifold theory is used to derive a codimension two bifurcation equation, see Chow
and Hale [7] and Carr [24]. The results found from this equation are related to
the local dynamics in the full system. Secondly, we use a global perturbation tech-
nique developed by Kovacic and Wiggins [22] to analyze the parameter range for
which a Sˇilnikov type homoclinic orbit exists. This orbit gives rise to well-described
chaotic dynamics. We finally combine these results and draw conclusions for the full
averaged system.
References are Tien and Namachchivaya [19], Fenichel [25], Feng and Sethna
[26], Zhang and Liu [27], and Bykov [28].
4.4. Suppressing flow-induced vibration by parametric excitation. In
Chapter 3 we discuss the dynamics of systems describing the interaction between
a flow and a structure. The flow-induced force causes the structure to deform. As
the structure deforms it changes its orientation to the flow, and the flow force may
change. This will be studied in a two-degree of freedom model.
1. Introduction 7
The possibility of suppressing self-excited vibrations of mechanical systems using
parametric excitation is discussed. We consider a two-mass system of which the main
mass is excited by a flow-induced, self-excited force. A single mass which acts as
a dynamic absorber is attached to the main mass. The varying stiffness between
the main mass and the absorber mass represents parametric excitation. It turns out
that for certain parameter ranges full vibration cancellation is possible. Using the
averaging method the fully non-linear system is investigated producing as non-trivial
solutions stable periodic solutions and tori. In the case of a small absorber mass we
compute second-order approximations. A summary of these results is published in
[29], the main paper is submitted for publication in Nonlinear Dynamics, see [30].
The references of this study are Ecker and Tondl [31], Tondl and Kotek [32],
Tondl [33], [34], [35].
4.5. The effect of parametric excitation. In the Appendix, we provide
open problems of models with three degrees of freedom. These models contain
an interaction between self-excitation and parametric excitation. There is a basic
stability analysis for the linear case, although this is far from simple. We leave
the analysis of the nonlinear case for further study. Corresponding with results
obtained in two degrees of freedom, the outcome of the analysis will probably include
interesting phenomena, such as the appearance of tori or chaotic behavior.
In applications the models which can be presented as a three degrees of freedom
problem, are slender structures, like tubes in heat exchangers or rods between two
walls. They are often self-excited by flow. The simplest model is a tube where the
ends are elastically mounted by using springs of variable stiffness. The system can
be realized by a mechatronic device similar to magnetic bearings or by pneumatic
springs with a variable inner pressure, see Tondl and Nabergoj [36].
The references of this study are Tondl and Kotek [32], Fatimah and Verhulst
[29] and [30], Tondl [37] and [38], Nayfeh and Mook [39].
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CHAPTER 1
Bifurcations in an autoparametric System in 1:1
Internal Resonance with Parametric Excitation
Abstract. We consider an autoparametric system which consists of an oscil-
lator, coupled with a parametrically-excited subsystem. The oscillator and the
subsystem are in 1 : 1 internal resonance. The excited subsystem is in 1 : 2
parametric resonance with the external forcing. The system contains the most
general type of cubic nonlinearities. Using the method of averaging and nu-
merical bifurcation continuation, we study the dynamics of this system. In
particular, we consider the stability of the semi-trivial solutions, where the os-
cillator is at rest and the excited subsystem performs a periodic motion. We find
various types of bifurcations, leading to non-trivial periodic or quasi-periodic
solutions. We also find numerically sequences of period-doublings, leading to
chaotic solutions.
1. Introduction
An autoparametric system is a vibrating system which consists of at least two
subsystems: the oscillator and the excited subsystem. This system is governed by
differential equations where the equations representing the oscillator are coupled to
those representing the excited subsystem in a nonlinear way and such that the excited
subsystem can be at rest while the oscillator is vibrating. We call this solution the
semi-trivial solution. When this semi-trivial solution becomes unstable, non-trivial
solutions can be initiated. For more backgrounds and references see Svoboda, Tondl,
and Verhulst [1] and Tondl, Ruijgrok, Verhulst, and Nabergoj [2].
We shall consider an autoparametric system where the oscillator is excited para-
metrically, of the form:
x′′ + k1x′ + q21x+ ap(τ)x+ f(x, y) = 0
y′′ + k2y′ + q22y + g(x, y) = 0
(1.1)
The first equation represents the oscillator and the second one is the excited
subsystem. An accent, as in x′, will indicate differentiation with respect to time τ
and x, y ∈ R. k1 and k2 are the damping coefficients, q1 and q2 are the natural fre-
quencies of the undamped, linearized oscillator and excited subsystem, respectively.
The functions f(x, y) and g(x, y), the coupling terms, are C∞ and g(x, 0) = 0 for all
x ∈ R. The damping coefficients and the amplitude of forcing a are assumed to be
small positive numbers. We will consider the situation that the oscillator and the
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external parametric excitation are in primary 1 : 2 resonance and that there exists
an internal 1 : 1 resonance.
There exist a large number of studies of similar autoparametric systems. The
case of a 1 : 2 internal resonance has been studied by Ruijgrok [3] and Oueini, Chin,
and Nayfeh [4], in the case of parametric excitation. In Ruijgrok [3] the averaged
system is analyzed mathematically, and an application to a rotor system is given.
In Oueni, Chin, and Nayfeh [4] theoretical results are compared with the outcomes
of a mechanical experiment. Tien, Namachchivaya, and Bajaj [5] also consider the
situation that there exists a 1 : 2 internal resonance, now however with external
excitation.
In Tien, Namachchivaya, and Bajaj [5] and in Bajaj, Chang and Johnson [6] the
bifurcations of the averaged system are studied, and the authors show the existence
of chaotic solutions, numerically in Bajaj, Chang, and Johnson [6] and by using
an extension of the Melnikov method in Tien, Namachchivaya, and Bajaj [5], for
the case with no damping. In Banerjee and Bajaj [7], similar methods as in Tien,
Namachchivaya, and Bajaj [5] are used, but now for general types of excitation,
including parametric excitation.
The case of a 1 : 1 internal resonance has received less attention. In Tien,
Namachchivaya, and Malhotra [8] this resonance case is studied, in combination
with external excitation. The author shows analytically that for certain values of the
parameters, a Sˇilnikov bifurcation can occur, leading to chaotic solutions. In Feng
and Sethna [9] parametric excitation was considered, and also here a generalization
of the Melnikov method was used to show the existence of chaos in the undamped
case.
In this paper we study the behavior of the semi-trivial solution of system (1.1).
This is done by using the method of averaging. It is found that several semi-trivial
solutions can co-exist. These semi-trivial solutions come in pairs, connected by a
mirror-symmetry. However, only one of these (pairs of) semi-trivial solutions is
potentially stable. In section 4 we study the stability of this particular solution
as a function of the control parameters σ1, σ2, and a , the results of which are
summarized in 3-dimensional stability diagrams. In section 5 the bifurcations of the
semi-trivial solution are analyzed. These bifurcations lead to non-trivial solutions,
such as stable periodic and quasi-periodic orbits. In section 6 we show that one of
the non-trivial solutions undergoes a series of period-doublings, leading to a strange
attractor. The chaotic nature of this attractor is demonstrated by calculating the
associated Lyapunov exponents.
Finally, we mention that in the averaged system we encounter a codimension
2 bifurcation. The study of this rather complicated bifurcation will be described
in Chapter 2, where we also use a method similar to the one used in Tien, Na-
machchivaya, Malhotra [8] to show analytically the existence of Sˇilnikov bifurcations
in this system.
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2. The averaged system
We will take f(x, y) = c1xy2 + 43x
3, g(x, y) = 43y
3 + c2x2y, and p(τ) = cos 2τ .
Let q21 = 1 + εσ1 and q
2
2 = 1 + εσ2, where σ1 and σ2 are the detunings from exact
resonance. After rescaling k1 = εk˜1, k2 = εk˜2, a = εa˜, x =
√
εx˜, and y =
√
εy˜, then
dropping the tildes, we have the system:
x′′ + x+ ε(k1x′ + σ1x+ a cos 2τx+
4
3
x3 + c1y2x) = 0
y′′ + y + ε(k2y′ + σ2y + c2x2y +
4
3
y3) = 0
(2.1)
It is possible to start with a more general expression for f(x, y) and g(x, y), for
instance including quadratic terms. We have limited ourselves to the lowest-order
resonant terms, which in this case are of third order, and which can be put in this
particular form by a suitable scaling of the x, y, and τ -coordinates. This is not a
restriction, as a more general form for the coupling terms leads to the same averaged
system and normal forms.
The system (2.1) is invariant under (x, y) → (x,−y), (x, y) → (−x, y), and
(x, y)→ (−x,−y). In particular the first symmetry will be important in the analysis
of this system. We emphasize that these symmetries do not depend on our particular
choice for f(x, y) and g(x, y), but are a consequence of the 1:2 and 1:1 resonances
and the restriction that we have an autoparametric system, i.e. that g(x, 0) = 0 for
all x ∈ R.
An important question concerns the boundedness of solutions of (2.1). This
problem is still open, although preliminary investigations suggest that for certain
values of c1 and c2, some solutions may become unbounded, at least in this scaling.
This implies that certain solutions of the full unscaled equation (1.1) will leave a
neighbourhood of the origin, to possibly be attracted to a wholly different domain
in phase-space. Depending on the particular application of (1.1), these “runaway”
solutions may represent highly relevant features of the system. In this chapter,
however, we shall only concern ourselves with solution of (1.1) that remain O(√ε)
close to the origin.
We will use the method of averaging (see Sanders and Verhulst [10] for appropri-
ate theorems ) to investigate the stability of solutions of system (2.1), by introducing
the transformation:
x = u1 cos τ + v1 sin τ ; x′ = −u1 sin τ + v1 cos τ
y = u2 cos τ + v2 sin τ ; y′ = −u2 sin τ + v2 cos τ
(2.2)
After substituting (2.2) into (2.1), averaging over τ , and rescaling τ = ε2 τ˜ , we
have the following averaged system:
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u′1 = −k1u1 + (σ1 −
1
2
a)v1 + v1(u21 + v
2
1) +
1
4
c1u
2
2v1 +
3
4
c1v
2
2v1 +
1
2
c1u2v2u1
v′1 = −k1v1 − (σ1 +
1
2
a)u1 − u1(u21 + v21)−
3
4
c1u
2
2u1 −
1
4
c1v
2
2u1 −
1
2
c1u2v2v1
u′2 = −k2u2 + σ2v2 + v2(u22 + v22) +
1
4
c2u
2
1v2 +
3
4
c2v
2
1v2 +
1
2
c2u1v1u2
v′2 = −k2v2 − σ2u2 − u2(u22 + v22)−
3
4
c2u
2
1u2 −
1
4
c2v
2
1u2 −
1
2
c2u1v1v2
(2.3)
3. The semi-trivial solution
In this section we investigate the semi-trivial solutions of system (2.3) and de-
termine their stability. From section 1, the semi-trivial solutions correspond to
u2 = v2 = 0, so that we have:
u′1 = −k1u1 + (σ1 −
1
2
a)v1 + v1(u21 + v
2
1)
v′1 = −k1v1 − (σ1 +
1
2
a)u1 − u1(u21 + v21)
(3.1)
Apart from (0, 0), the fixed points of system (3.1) correspond with periodic solutions
of system (2.1). The non-trivial fixed points are
(u◦, v◦)=
 R◦(σ1 − 12a+R2◦)√
(σ1− 12a+R2◦)2+k21
,
R◦k1√
(σ1− 12a+R2◦)2+k21
 and
(u◦, v◦)=
− R◦(σ1 − 12a+R2◦)√
(σ1− 12a+R2◦)2+k21
,− R◦k1√
(σ1− 12a+R2◦)2+k21
(3.2)
where
(3.3) R2◦ = −σ1 ±
√
1
4
a2 − k21 and R2◦ = u2◦ + v2◦
Assuming R◦ 6= 0, there are three cases, depending on the value of a and σ1
(1) If a > 2
√
σ21 + k
2
1, there is one solution for R
2
◦
(2) If σ1 < 0 and 2k1 < a < 2
√
σ21 + k
2
1, there are two solutions for R
2
◦
(3) For a < 2k1, there is no solution for R2◦.
These results are summarized in Figure 1, we show that the regions I, II, and
III, respectively, corespond to the above conditions 1, 2, and 3 respectively . The
phase-portraits of system (3.1) in the (u1, v1)-plane for a specific value (σ1, a) in
these regions are indicated in Figure 2. Note that the fixed-points come in pairs and
are symmetric with respect to (0, 0).
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a
0
2k1
2 σ1
2 + k1
2a =
a = 2 k1
σ1
Region III
Region I
Region II
Figure 1. The parameter diagram of system (3.1) in the (σ1, a)-
plane. There is one solution for R2◦ in Region I and two solutions
in Region II. There is no solution for R2◦ in Region III.
u
v
1
1
u
v
1
1
u
v
1
1
Figure 2. The phase-portraits of system (3.1) in the (u1, v1)-
plane for specific values (σ1, a) in region I, II, and III, respectively.
4. Stability of the semi-trivial solution
In this section we will study the stability of the semi-trivial solution depending
on the values of the forcing amplitude a and the detunings σ1, σ2 in system (2.1).
From section 3, we find that the semi-trivial solution corresponding to R2◦ with the
plus sign is always stable (as a solution of (3.1)), therefore we will only study this
semi-trivial solution and ignore the unstable semi-trivial solutions.
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Write the averaged system (2.3) in the form:
(4.1) X′ = F (X)
where X =

u1
v1
u2
v2
 and
(4.2)
∂F
∂X
=
(
A11 A12
A21 A22
)
where A11, A12, A21, and A22 are 2 × 2 matrices depending on u1, v1, u2 and v2.
At the solution (±u◦,±v◦, 0, 0), corresponding to the semi-trivial solution of system
(4.1), we have ∂F∂X = AX with
(4.3)
A=

−k1+2u◦v◦ σ1− 12a+2v2◦+R2◦ 0 0
−σ1− 12a−2u2◦−R2◦ −k1−2u◦v◦ 0 0
0 0 −k2+ 12c2u◦v◦ σ2+ 14c2u2◦+ 34c2v2◦
0 0 −σ2− 14c2v2◦− 34c2u2◦ −k2− 12c2u◦v◦

u◦ and v◦ satisfy (3.2) and R2◦ satisfies (3.3). Let
A =
(
A11 0
0 A22
)
To get the stability boundary of system (4.1), we solve detA = detA11detA22 = 0.
From the equation detA22 = 0, we have:
(4.4) σ2 = −12c2R
2
◦ ±
√
1
16
c22R
4◦ − k22 where R2◦ ≥ 4
k2
c2
Because R2◦ is a function of σ1 and a, equation (4.4) now gives a relation between σ1,
σ2, and a. Graphically, this corresponds to a surface in the 3-dimensional parameter
space (σ1, a, σ2). This surface is shown in Figure 3 for fixed values of k1, k2, c1, c2
> 0 and in Figure 4 for fixed values of k1, k2, c1 > 0 and c2 < 0.
In figure 5 we show the stability boundary in the (σ1, σ2)-plane for a fixed value
of a > 2k1. Inside the curve the semi-trivial solution is unstable, outside it is stable.
In these numeric calculations we fixed k1 = 1, k2 = 1 and c1 = 1. We took c2 = 1,
for the case c2 > 0 and c2 = −1 for the case c2 < 0.
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Figure 3. The stability boundary of the semi-trivial solution of
system (4.1) in the (a, σ1, σ2)-space for c1 = 1, c2 = 1, k1 = 1, and
k2 = 1. The corresponding figure for a fixed value of a is shown in
Figure 5 (a).
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Figure 4. The stability boundary of the semi-trivial solution of
system (4.1) in the (a, σ1, σ2)-space for c1 = 1, c2 = −1, k1 = 1,
and k2 = 1. The corresponding figure for a fixed value of a is shown
in Figure 5 (b).
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Figure 5. The stability boundary of the semi-trivial solution of
system (4.1) in the (σ1, σ2)-plane for fixed a = 10.20. In figure (a)
for c2 = 1 and in figure (b) for c2 = −1.
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Figure 6. The stability diagram of the response of system (4.1),
(a) against the detuning σ1 for fixed a = 10.2 and σ2 = −5.3 and
(b) against the forcing a for fixed σ1 = −4 and σ2 = −5.3. A solid
line means that the semi-trivial solution is stable and the dashed
line that it is unstable. Both figures are for k1 = 1, k2 = 1, c1 = 1,
and c2 = 1.
In Figure 6 (a) we show the response of R21 = u
2
1 + v
2
1 for fixed a and σ2, note
that R◦ = R1. We find that between the branch points L and M the semi-trivial
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solution is unstable. In Figure 6 (b) we show the response R◦ for fixed σ1 and σ2. We
have indicated that the semi-trivial solution is unstable between the branch points
N and O , and between the branch points P and Q. Figure 6 does not depend on
the sign of c2. We have similar figures for the case c2 > 0, σ2 < 0 and for the case
c2 < 0, σ2 > 0.
5. Bifurcations of the semi-trivial solution
On the stability boundary shown in Figure 5 (a), the semi-trivial solution un-
dergoes a pitchfork bifurcation. We have used the bifurcation continuation program
CONTENT (Kuznetsov [11]) to study the non-trivial solutions branching from these
bifurcation points. We find that the results depend on the values of c1 and c2. For
positive values of c1 and c2, the results are summarized in Figure 7.
We have fixed a > 2k1 for values (σ1, σ2) in Region I, where the semi-trivial
solution is stable. Crossing the boundary from Region I into Region II it becomes
unstable and an attracting non-trivial solution is born. Crossing the boundary from
Region II into III the semi-trivial solution becomes stable and a small, unstable
non-trivial solution appears. Crossing the boundary from Region III into region IV
the stable and unstable non-trivial solutions collide and disappear in a saddle-node
bifurcation.
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Figure 7. The parameter diagram of system (4.1) in the (σ1, σ2)
plane for c1 = 1, c2 = 1, k1 = 1, k2 = 1, and a = 10.20.
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Figure 8. The bifurcation diagram of the semi-trivial solution in
the (σ2, u2)-plane for c1 = 1, c2 = 1, k1 = 1, k2 = 1, σ1 = −4 and
a = 10.20.
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Figure 9. The parameter diagram of system (4.1) in the (a, σ2)-
plane, for c1 = 1, c2 = 1, k1 = 1, k2 = 1, and σ1 = −4.
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In Figure 8 we fix a = 10.20 and σ1 = −4 (see Figure 7) and show the u2 com-
ponent of the non-trivial solution as σ2 is varied. We have indicated the bifurcation
points A, B, and C corresponding to Figure 7. There is an interval for σ2 where
two stable solutions coexist and on the boundaries of this interval hysteresis jumps
occur.
It is possible to make similar diagrams in the (a, σ2)-plane, keeping σ1 fixed.
Again we find similar bifurcations, see Figure 9. Note that the points A, B cor-
respond to the branching points in Figure 8, and C corresponds to a saddle-node
bifurcation.
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Figure 10. The stability diagram of the non-trivial solution R
together with the response R◦ of the semi-trivial solution for c2 > 0,
(a) against the detuning σ1 for fixed a = 10.2 and σ2 = −5.3 and
(b) against the forcing a for fixed σ1 = −4 and σ2 = −5.3. Both
figures are for c1 = 1, c2 = 1, k1 = 1, and k2 = 1.
In Figure 10 (a) we show the amplitude of the non-trivial solution R together
with the amplitude of the semi-trivial solution for fixed a and σ2, where R =√
u21 + v
2
1 + u
2
2 + v
2
2 (see Figure 6 (a)). We find two non-trivial solutions in certain
interval of σ1. One is stable and another is unstable. We also show that between
points L’ and M the non-trivial solution is stable and there exists an unstable non-
trivial solution between points L and L’. In Figure 10 (b) we show the amplitude R,
together with the amplitude R◦ of the semi-trivial solution for fixed σ1 and σ2 (see
Figure 6 (b)). The non-trivial solution is stable between points P’ and Q and there
exists an unstable non-trivial solution between points P and P’.
For negative values of c2 we find different phenomena in the behavior of solutions
of system (4.1). On the stability boundary shown in Figure 5 (b), the semi-trivial
solution undergoes a pitchfork bifurcation but then the non-trivial solutions which
branches from this bifurcation point undergoes a Hopf bifurcation. Again we have
used CONTENT to study the non-trivial solution branching from these bifurcation
points. The results are illustrated in Figure 11.
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We have fixed a > 2k1 for values (σ1, σ2) in region I. In this region the semi-
trivial solution is stable. Crossing the boundary from Region I into Region II it
becomes unstable and a stable non-trivial solution appears. Crossing the boundary
from Region II into III the non-trivial solution becomes unstable. A supercriti-
cal Hopf bifurcation occurs at the boundary between Region II and III. Crossing
the boundary from Region III into IV the semi-trivial solution becomes stable and
another small unstable non-trivial solution appears. Crossing the boundary from
Region IV into V the unstable non-trivial solution changes its stability and again it
undergoes a supercritical Hopf bifurcation. Finally, crossing the boundary V into VI
the stable and unstable non-trivial solution collide and disappear in a saddle-node
bifurcation.
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Figure 11. The parameter diagram of system (4.1) in the (σ1, σ2)-
plane for c1 = 1, c2 = −1, k1 = 1, k2 = 1, and a = 10.20.
In Figure 12 we fix a = 10.2 and σ1 = −4 (see Figure 11) and show the v2
component of the non-trivial solution as σ2 is varied. We have indicated the bi-
furcation points A, B, C, D, and E corresponding to Figure 11. The points A and
C indicate the branching points of the semi-trivial solution. The points B and D
indicate Hopf bifurcation points and E a saddle-node bifurcation point. Again there
is an interval for σ2 where two stable solutions coexist and on the boundaries of this
interval hysteresis jumps occur.
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Figure 12. The stability diagram of system (4.1) in the (σ2, v2)-
plane for c1 = 1, c2 = −1, k1 = 1, k2 = 1, σ1 = −4, and a = 10.20.
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Figure 13. The parameter diagram of system (4.1) in the (a, σ2)-
plane for c1 = 1, c2 = −1, k1 = 1, k2 = 1, and σ1 = −4.
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Figure 14. The stability diagram of the non-trivial solution R
together with the semi-trivial solution for c2 < 0, (a) against the
detuning σ1 for fixed a = 10.2 and σ2 = 5.3 and (b) against the
forcing a for fixed σ1 = −4 and σ2 = 5.3. Both figures are for
c1 = 1, c2 = −1, k1 = 1, and k2 = 1.
As we discussed in the case c2 > 0, for c2 < 0 we find similar bifurcations in the
(a, σ2)-plane (see Figure 13), keeping σ1 fixed. The points A, B, C, D, and E on the
curves correspond to the bifurcation points in Figure 12.
We note that the amplitude of the non-trivial solution of system (4.1) is R =√
u21 + v
2
1 + u
2
2 + v
2
2 . In Figure 6 (a) we have depicted the amplitude of the semi-
trivial solution R◦ against σ1 for fixed a and σ2. In Figure (14) (a), we show both
the amplitude of the non-trivial solution R and the amplitude of semi-trivial solution
R◦. When σ1 is varied, we find there is an interval of σ1 consisting of the unstable
semi-trivial solution and the stable non-trivial solution. There is also interval of σ1
where the semi-trivial solution is stable together with the stable non-trivial solution
and the unstable non-trivial solution. In Figure 14 (b) we show the amplitude R,
together with the amplitude R◦ against a for fixed σ1 and σ2. Again the same
behavior of solutions of system (4.1) occurs, when a is varied.
6. Period Doubling Bifurcations and Chaotic Solutions
We now consider the case that c1 > 0 and c2 < 0. Not only does the system
exhibit Hopf bifurcations, but we also observe a sequence of period-doublings, leading
to a strange attractor.
In previous sections we have choosen a fixed value of a not too close to the
stability boundary given by a = 2k1. This was done because when a is in the
neighbourhood of 2k1, complications can arise, since then also det A11 = 0, and
we can have double-zero eigenvalues. This problem can be studied analytically by
considering a codimension 2 bifurcation; this will be carried out in Chapter 2. As
a first result from this bifurcation analysis we mention the occurrence of global
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bifurcations, involving heteroclinic and homoclinic loops. We also find a homoclinic
solution of Sˇilnikov type. It is well-known (see Kuznetsov [11] and Wiggins [12])
that the existence of such a homoclinic loop is connected with chaotic solutions. We
therefore conjecture that the chaotic solutions we find numerically are the result of
the Sˇilnikov phenomenon.
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Figure 15. The parameter diagram of system (4.1) in the (a, σ2)-
plane for c2 < 0 close to the stability boundary.
In the numeric calculations, presented in this section interesting behavior of
solutions of system (4.1) occurs near the stability boundary.
In Figure 15 we fixed σ1 < 4k2c2 , a close to 2k1 and c2 < 0 (a = 2.1, σ1 = −8, and
c2 = −1). The bifurcations of the semi-trivial solution are similar to the case where
a is taken far away from the stability boundary (compare Figure 12 and Figure 16).
In Figure 16, the semi-trivial solution branches at point A, and then at point
C. When the semi-trivial solution branches at point A, a stable non-trivial solution
bifurcates and then this non-trivial solution undergoes a Hopf bifurcation at point
B. We point out that a fixed point and a periodic solution in the averaged system
correspond to a periodic and quasi-periodic solution, respectively, in the original,
time dependent system. A supercritical Hopf bifurcation occurs at point B for
σ2 = 5.5371 and at point D for σ2 = −8.051. Again, a saddle-node bifurcation
occurs at point E for σ2 = −8.0797.We find a stable periodic orbit for all values
of σ2 in the interval 5.4119 < σ2 < 5.5371. As σ2 is decreased, period doubling of
the stable periodic solution is observed, see Figure 17. There is an infinite number
of such period doubling bifurcations, until the value σ∗2 = 5.2505 is reached. The
values of σ2 with σ∗2 < σ2 < 5.3195 produce a strange attractor.
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Figure 16. The stability diagram of system (4.1) in the (σ2, v2)-
plane for c2 < 0 close to the stability boundary.
To know whether the strange attractor is chaotic or not, we have calculated the
Lyapunov exponents of system (4.1). Any system containing at least one positive
Lyapunov exponent is defined to be chaotic, with the magnitude of the exponent re-
flecting the time scale on which system become unpredictable (Wolf, Swift, Swinney,
and Vastano [13]).
We find that the Lyapunov spectra of system (4.1) corresponding to parameter
values above are λ1 = 0.8411, λ2 = −0.3864, λ3 = −0.1596, and λ4 = −0.2858, so
that the orbits displayed in Figure 18 are chaotic. We have found that for other
values of c1 > 0, c2 < 0, k1 and k2 the same type of scenario occurs i.e. periodic
solutions which after a series of periodic-doublings lead to a strange attractor with
one positive and three negative Lyapunov exponents.
The Lyapunov spectrum is closely related to the fractal dimension of the asso-
ciated strange attractor. We find that the Kaplan-Yorke dimension of the strange
attractor for σ2 = 5.3 is 2.29.
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Figure 17. The sequence of period doubling bifurcations. The
phase-portraits in the (u1, v1)-plane and (u2, v2)-plane for (a) σ2 =
5.42, (b) σ2 = 5.4, (c) σ2 = 5.344, and (d) σ2 = 5.341
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v2
u2
u1
Figure 18. The strange attractor of the averaged system (2.3).
The phase-portraits in the (u2, v2, u1)-space for c2 < 0 at the value
σ2 = 5.3.
7. Conclusion
An autoparametric system of the form (1.1), with the conditions stated in equa-
tion (2.1), has at most five semi-trivial solutions, which come in pairs and are sym-
metric with respect to (0, 0). We have studied one semi-trivial solution, which is
stable as a solution of (3.1), and considered its stability in the full system. The
dependence of the stability of this solution on the forcing and the detunings is pic-
tured in Figure 3 and 4. We find that there can exist at most one stable non-trivial
periodic solution. By studying the bifurcations from the semi-trivial solution, we
also find in some cases Hopf bifurcations, leading to quasi-periodic solutions. Also,
we have observed cascades of period-doublings, leading to chaotic solutions. The
fact that these chaotic solutions arise in the averaged system implies that chaotic
dynamics is a prominent feature in the original system.
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CHAPTER 2
Global Bifurcations and Chaotic solutions of an
Autoparametric System in 1:1 Internal Resonance
with Parametric Excitation
Abstract. We analytically study aspects of local dynamics and global dynam-
ics of system presented in [1]. The method of averaging is used to yield a set
of autonomous equation of the approximation to the response of the system.
We use two different methods to study this averaged system. First, the center
manifold theory is used to derive a codimension two bifurcation equation. The
results we found in this equation are related to local dynamics in full system.
Second, we use a global perturbation technique developed by Kovac˜ic˜ and Wig-
gins [2] to analyze the parameter range for which a Sˇilnikov type homoclinic
orbit exists. This orbit gives rise to a well-described chaotic dynamics. We
finally combine these results and draw conclusions for the full averaged system.
1. Introduction
This chapter contains a further analysis of the system first presented in Chapter
1. There we considered an autoparametric system where the oscillator is excited
parametrically:
x′′ + k1x′ + q21x+ ap(τ)x+ f(x, y) = 0
y′′ + k2y′ + q22y + g(x, y) = 0
(1.1)
where f(x, y) = c1xy2+d1x3, g(x, y) = d2y3+c2x2y, and p(τ) = cos 2τ . The natural
frequencies q1 and q2 are both close to 1, so there exists a 1 : 1 internal resonance as
well as a 1 : 2 resonance with the external excitation. The nonlinear terms can be
chosen more general. However, an averaging procedure will be used to study (1.1)
and the indicated terms are the only ones that give a contribution, therefore there
is no loss of generality in the choice of nonlinearity.
In Chapter 1 we studied the behavior of a stable periodic solution x(τ) of x′′ +
k1x
′+ q2x+ f(x, 0) = 0. Various types of bifurcation of this solution were analysed.
Also, numerical simulation suggested the existence of non-trivial solutions which
were either periodic, quasi-periodic or chaotic.
The aim of this chapter is to show the existence of these non-trivial solution in a
more rigorous, analytical way. To this end we combine the analysis of a codimension
two bifurcation with the application of a generalized Melnikov method to yield a full
picture of the dynamics of (1.1). The results of this theoretical analysis, in particular
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concerning the existence of chaotic solutions, show a remarkable degree of agreement
with the numerical results.
2. The averaged System in Action Angle Variables
Writing q21 = 1 + εσ1, q
2
2 = 1 + εσ2, scaling ki = εk˜i, a = εa˜, x =
√
εx˜,
and y =
√
εy˜, then droping the tildes. We transform x = u1 cos τ + v1 sin τ , y =
u2 cos τ + v2 sin τ , perform an averaging procedure, then rescale τ = ε2 τ˜ , to arrive
at:
u′1 = −k1u1 + (σ1 −
1
2
a)v1 + v1(u21 + v
2
1) +
1
4
c1u
2
2v1 +
3
4
c1v
2
2v1 +
1
2
c1u2v2u1
v′1 = −k1v1 − (σ1 +
1
2
a)u1 − u1(u21 + v21)−
3
4
c1u
2
2u1 −
1
4
c1v
2
2u1 −
1
2
c1u2v2v1
u′2 = −k2u2 + σ2v2 + v2(u22 + v22) +
1
4
c2u
2
1v2 +
3
4
c2v
2
1v2 +
1
2
c2u1v1u2
v′2 = −k2v2 − σ2u2 − u2(u22 + v22)−
3
4
c2u
2
1u2 −
1
4
c2v
2
1u2 −
1
2
c2u1v1v2
(2.1)
for di = 43 , i = 1, 2., see Chapter 1 for details. In the sequel a different formulation
of (2.1) will often be used. Transforming system (2.1) by using the action-angle
variables
ui = −
√
2Ricosθi and vi =
√
2Risinθi, i = 1, 2(2.2)
yields
R′1 = −2k1R1 + c1R1R2 sin 2(θ1 − θ2) + aR1 sin 2θ1
R1θ1
′ = σ1R1 +
1
2
aR1cos2θ1 + 2R21 + c1R1R2 +
1
2
c1R1R2 cos 2(θ1 − θ2)
R′2 = −2k2R2 − c2R1R2 sin 2(θ1 − θ2)
R2θ2
′ = σ2R2 +
1
2
c2R1R2 cos 2(θ1 − θ2) + 2R22 + c2R1R2
(2.3)
3. Analysis of a Codimension Two Bifurcation
In this section we will perform a bifurcation analysis of (2.1), to show the exis-
tence of periodic and quasi-periodic solutions of (1.1) as well as solutions that are
homoclinic to a periodic solution. We rewrite (2.1) as
(3.1) X ′ = F (X)
with X = (u1 v2 u2 v2)
T and note that the equation has a fixed point X◦ =
(u◦, v◦, 0, 0)T where
u◦ = ±
R◦(σ1 − 12a+R2◦)√
(σ1 12a+R
2◦)2 + k21
v◦ = ± R◦k1√
(σ1 − 12a+R2◦)2 + k21
(3.2)
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Figure 1. The instability boundary of the semi-trivial solution in
the (a, σ1, σ2)-space for fixed k1 = k2 = c1 = 1, and c2 = −1.
and
(3.3) R2◦ = −σ1 +
√
1
4
a2 − k21 and u2◦ + v2◦ = R2◦
This corresponds to a semi-trivial solution of system (1.1). In Chapter 1, the
stability analysis of this solution was given, see Figure 1 and 2. It was found that
when a = 2k1, and
(3.4) σ2 = −12c2R
2
◦ ±
√
1
16
c22R
4◦ − k22 for R2◦ ≥ 4
k2
c2
,
system (2.1), linearized near the fixed point, has a double eigenvalue zero, which
corresponds to a codimension two bifurcation.
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Figure 2. A partial bifurcation diagram of system (2.1) in the
(σ1, σ2)-plane for fixed k1 = k2 = c1 = 1, c2 = −1, a = 2.1. Points
A and C represent branching points of X◦. Points B, D, and E,
respectively, represent Hopf points and a limit point of a non-trivial
solution, respectively. The curves of the Hopf bifurcation and the
saddle-node bifurcation are obtained by numerical simulation.
3.1. Derivation of the bifurcation equation. A transformation of (3.1),
using X = X◦ + Z, leads to
(3.5) Z ′ = F (X◦ + Z) = G(Z).
Note that equation (3.5) is still invariant under S =
(
I 0
0 −I
)
. In Chapter 2
it was shown that the linear part of G(Z) has the form
(
A1 0
0 A2
)
, where the
2× 2 matrices A1 and A2 depend on the bifurcation parameters σ1, a, and σ2. The
bifurcation we want to study occurs when both A1 and A2 have one zero eigen-
value. This double zero eigenvalue bifurcation is not equivalent with the standard
Bogdanov-Takens bifurcation because of the invariance under S.
Rather, the bifurcation equation in this case is equivalent to the one found in
the case of a fold-Hopf bifurcation (one zero eigenvalue and a pair of imaginary
eigenvalues), see [6]. For details on the derivation of this bifurcation, see [6] and
[9]. Among the several equivalent forms of the bifurcation equations, we use the
following:
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x′ = −µ− rx2 + y2
y′ = λy − xy + y3(3.6)
where µ and λ are bifurcation parameters, and r constant with r 6= 0.
3.2. Analysis of the bifurcation equation. In this section we study the
bifurcation equation (3.6) for the case −1 < r < 0. The results of the analysis can
be stated as follow: If r < 0 there is a neighborhood U of (x, y) = (0, 0) and a
neighborhood V of (µ, λ) = (0, 0) such that V is divided into regions as shown in
Figure 3. The curves C1, C2, and C3 are given by;
C1 : λ =
√−µ
r
C2 : λ =
r − 1
2
(
−1 +
√
1− 4µ
r
)
C3 : λ = −
√−µ
r
where µ ≥ 0.
II
IV
I
λ
µ
0
C
1
C
2
C
3
III
III
V
V
Figure 3. The bifurcation diagram of equation (3.6) in the (µ, λ)-
plane for r = − 12 .
Curves C1 and C3 represent branch points (pitchfork bifurcations) and curve
C2 represents a Hopf bifurcation. In U there are three fixed points. Two of them
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with y = 0 exist for µ > 0 and are given by X1,2 = (∓
√
− 1rµ, 0). These fixed points
appear via a generic fold (saddle-node) bifurcation on the line µ = 0. Crossing this
line for λ < 0 gives rise to a stable node and a saddle.
The fixed points X1,2 can bifurcate at curve C3. At this bifurcation curve the
non-trivial fixed point X3 = (x, y) = ( 12r
(
1 +
√
1− 4r(µ+ λ)
)
,
√
x− λ) appears.
Note that since equation (3.6) has the symmetry y → −y, the fixed points come in
pairs with respect to the x-axis. The fixed point X3 is a stable node. It has two
purely imaginary eigenvalues for parameter values on curve C2. Therefore, crossing
this curve a Hopf bifurcation takes place. Since this bifurcation is supercritical, a
stable periodic orbit exists for nearby parameters value in region IIIa (see Figure 4).
Under parameter variation this periodic orbit can approach a heteroclinic cycle at
curve C2∗. This curve is given by
(3.7) C∗2 : λ = −2µ
To obtain (3.7), we introduce the scaling
x→ αu, y → αv, µ = α2a, λ = α2b, and the time scaling τ → −ατ
with a, b of O(1) and α < 0. We fix a = 1 corresponding to µ ≥ 0 and r = − 12 , so
that equation (3.6) becomes;
u′ = 1− 1
2
u2 − v2
v′ = −²bv + uv − αv3
(3.8)
If we let α → 0 with b 6= 0 fixed, equation (3.8) becomes an integrable Hamil-
tonian system
u′ = 1− 1
2
u2 − v2
v′ = uv
(3.9)
with Hamiltonian
(3.10) H(u, v) = v − 1
2
u2v − 1
3
v3,
Note that the closed orbits and the saddle connection correspond to the level curve
H(u, v) = 0.
To find a saddle connection for values α 6= 0 a Melnikov method can be used,
see Chow and Hale [10]. We find that for b = −2, the approximate bifurcation curve
is given in (3.7).
Now the neighborhood V is divided into regions as shown in Figure 4. The
flow of equation (3.6) in the (x, y)-plane is also depicted in this figure for values of
parameters in each region.
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Figure 4. The phase-portraits equation (3.6) in the (x, y)-plane
for a specific value (µ, λ) in each Region in Figure 3
3.3. Relation to the full system. We can use the bifurcation diagram for
equation (3.6) to reconstruct the diagram of the full system (2.1). This yields λ and
µ as functions of (a, σ1, σ2). A straight forward calculation gives
(3.11) µ = b1(a− 2k1) and λ = b2(−σ2 + b3 + 12c2σ1) + b4(a− 2k1)
where
b1 =
−σ1b24
c21k
3
2(2b4 +
1
4c2σ1)
, b2 =
−b24
c1k22(2b4 +
1
4c2σ1)
,
b3 =
−b4b5
4c1k2rk21(2b4 +
1
4c2σ1)
, b4 =
√
c22σ
2
1
16
− k22,
b5 = k21 + σ
2
1 , and r = −
4k2σ1
c2k1(2b4 + 14c2σ1)
(3.12)
The stable fixed point X1 in (3.6) corresponds with the stable semi-trivial solu-
tion X◦ of the full system (2.1). Thus, the branching curve C3 corresponds to the
branching curve (3.4) for the full system (2.1). The fixed point P3 in (3.6) corre-
sponds to the non-trivial solution in (2.1). Therefore, the Hopf curve C2 in (3.6)
will correspond with the Hopf curve in (2.1).
In Figure 5 the bifurcation diagram of system (2.1) in the (σ1, σ2)-plane is shown.
The branching curve of the semi-trivial solution X◦ is represented by curve C4 and
C7. Crossing the curve C4 from outside, a non-trivial solution appears. This solution
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undergoes a Hopf bifurcation on the curve C5 and then a heteroclinic bifurcation on
the curve C6.
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Figure 5. Parameter diagram system (2.1) in (σ1, σ2)-plane, for
fixed values a = 2.1, k1 = k2 = c1 = 1, and c2 = −1.
The curves C4 and C7 are obtained from equation (3.4) by varying the param-
eter σ1 and fixing the other parameters. The curves C5 and C6 are given by
C5 : σ2 = b4 +
1
2
c2σ1 +
1
b2
(
r − 1
r
b1 − b3)(a− 2k1)
C6 : σ2 = b4 +
1
2
c2σ1 +
1
b2
(2b1 − b3)(a− 2k1)
(3.13)
where both of curves C5 and C6 are defined for σ1 < 4k2c2 and σ1 is negative.
As illustrated in section (3.2) the analysis result shows that there is at most one
stable periodic orbit of (2.1) in the narrow area between curves C5 and C6. In a
numerical simulation shown in Chapter 1, this stable periodic solution underwent
period doubling bifurcations, led to a chaotic solution. In the next section we are
going to study the appearance of chaotic dynamics analytically.
4. Analytical study of chaotic solution by using a generalized Melnikov
method
By using a generalized version of Melnikov’s method, we show that for certain
values of the parameters, the averaged system (2.3) contains a heteroclinic cycle
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with properties similar to that of a homoclinic orbit of Sˇilnikov-type. The existence
of this heteroclinic cycle implies the existence of chaotic dynamics.
The method used here is based on Wiggins [3] and is similar to the one used
in Feng and Sethna [4]. However, in [4] only non-dissipative, in fact Hamilton-
ian, perturbations are considered. In Tien and Namachchivaya [5] and in Zhang
and Liu [12], a system closely resembling (2.1) is studied using the same methods.
Unfortunately, both papers contain the same systematic error.
To apply the method, a rescaling of the parameters is needed, which leads to
a four-dimensional system where the unperturbed part is Hamiltonian and inte-
grable. The unperturbed system possesses a two-dimensional invariant manifold M ,
consisting of two components M1 and M2 (see Figure 8). Both M1 and M2 have
three-dimensional stable and unstable manifolds. The two components ofM survive,
as do their invariant manifolds, when the perturbation is added. The perturbed in-
variant manifolds will be denoted byM1ε andM2ε. WithinM1ε andM2ε we identify
two fixed points, p1ε and p2ε. The phase-diagram in the invariant manifold M1ε,
near p1ε is shown in Figure 6 (c). In this figure we indicate a subset of M1ε, close
to p1ε denoted by A1ε. It also has a 3-dimensional stable manifold W s(A1ε). Orbits
in Wu(A1ε) are in the domain attraction of p1ε, provided a phase-shift condition is
satisfied. Conversely, the phase space in M2ε near p2ε also looks like Figure 6 (c).
The fixed point p2ε has a 1-dimensional unstable manifold. By using a Melnikov
method, a range of parameters can be found for which Wu(p2ε) ⊂ W s(A1ε), see
Figure 10. Therefore, there exists an orbit from p2ε to p1ε. It will be shown that
there also exists an orbit back from p1ε to p2ε, see Figure 11. This Sˇilnikov-type
heteroclinic orbit is associated with chaotic dynamics, see [13].
4.1. The General Theory. In order to use the method in [2], we consider
the system in the form
X ′ = J ∂Ho
∂X
+ εgX(X,P2, Q2, µ)
P ′2 = εg
P2(X,P2, Q2, µ)
Q′2 =
∂Ho
∂P2
+ εgQ2(P, P2, Q2, µ)
(4.1)
where X = (P1, Q1) and J =
(
0 −1
1 0
)
. All functions are differentiable on the
domains of interest and µ is a vector of parameters. We assume that Ho(X,P2) is
independent of Q2, so that the system (4.1) is Hamiltonian for ε = 0.
The main point of this method is to use the simple structure of the unperturbed
system (4.1) to build up a picture of the geometry in the full four dimensional phase
space. We use the following assumption on the system (4.1), when ε = 0.
Assumption 1. There exists an interval [P21, P22] such that for all P2 ∈ [P21, P22],
the equation X ′ = J ∂Ho∂X has two hyperbolic fixed points, p1 and p2, connected
through a heteroclinic cycle. See Figure 7.
Assumption 1 implies that in the full four dimensional phase space the set
42 3. Global Bifurcations and Chaotic Solutions of an Autoparametric System
M = {(X,P2, Q2)|X = p1, P21 ≤ P2 ≤ X22}∪
{(X,P2, Q2)|X = p2, P21 ≤ P2 ≤ X22}
=M1 ∪M2
(4.2)
is a two dimensional, invariant manifold consisting of two components, see Figure
8. By using the persistence theorem (see Fenichel [7]), we can show that M persists
under small perturbations as a locally invariant manifold M² with a boundary. M
has three dimensional stable and unstable manifolds which we denote asW s(M) and
Wu(M), respectively. Moreover, the manifolds W s(M) and Wu(M) also persist as
locally invariant manifolds W s(M²) and Wu(M²).
The next step is to study the unperturbed system restricted to M . In this man-
ifold the unperturbed system is given by
P ′2 = 0
Q′2 =
∂H◦
∂P2
, P21 ≤ P2 ≤ P22
(4.3)
We refer to a value of P2 for which Q′2 = 0 as a resonant P2 value. We make the
following
Assumption 2. There exists a value of P2 ∈ [P21, P22], denoted P2r at which
∂H◦
∂P2
= 0.
Next we will study the dynamics of the system on a component of M , namely
M1ε in an O(
√
ε) neighbourhood near the resonance P2r, by introducing the follow-
ing change of coordinates
P2 = P2r +
√
εP˜
Q2 = Q2.
(4.4)
Localizing the system onM1ε near the resonance P2r, gives a system in (P˜ , Q2)-
coordinates as a one-degree of freedom Hamiltonian system at ε = 0. The integrable
Hamiltonian structure at leading order is typical near resonance, and it is useful for
understanding the qualitative (as well as the quantitative) structure of the dynamics
near the resonance on M1ε.
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Figure 6. (a). The dynamics of the unperturbed system and
the manifolds Ao and Aε in the (Q2, P2)-plane. (b). The dy-
namics associated with the leading order Hamiltonian system in
the (Q2, P˜ )-plane restricted to Mε described in assumption 3. (c).
The dynamics of the perturbed system near the resonance P2r in
the(Q2, P˜ )-plane restricted to Mε.
We denote the annulus centered at P2 = P2r as
A1ε = {(X, P˜ ,Q2)|X = (P r2 , Q1s), |P˜ | < C}, A1ε ⊂M1ε
where C > 0 is some constant and chosen sufficiently large such that the annulus
contains the unperturbed homoclinic orbit. The three dimensional stable manifold
of A1ε is denoted by W s(A1ε), where W s(A1ε) ⊂W s(M1ε).
We assume that on M1ε the leading order system is Hamiltonian in the coordi-
nates (P˜ , Q2), and furthermore has the following property:
Assumption 3. For µ = µo there exists Q2c(µo) and Q2s(µo) such that q1 =
(P˜ , Q2) = (0, Q2s(µ0)) is a saddle type fixed point and p1 = (P˜ , Q2) = (0, Q2c(µ0))
is a center type fixed point. Moreover, q1 is connected to itself by a homoclinic orbit
and p1 is the only fixed point inside this homoclinic orbit.
Figure 6 (a) and (b) illustrate the conditions described in assumptions 2 and 3.
The next order of perturbation of the vector field on M1ε contains dissipative
terms and yields the phase-portrait pictured in Figure 6 (c). In particular p1ε has
become a hyperbolic fixed point.
By using a higher dimensional Melnikov method, it will be shown that for certain
values of the parameters, the one-dimensional unstable manifold of a fixed point
contained in M2ε, which we denote by p2ε, intersects the stable manifold of A1ε.
When a certain phase-shift condition is satisfied, the unstable manifold of p2ε will
fall in the basin of attraction of p1ε, leading to a heteroclinic connection. The
heteroclinic cycle is completed by showing that there exists a connection back from
p1ε to p2ε. Again, using a Melnikov method, it will be shown that the heteroclinic
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connection from p1 and p2 is unbroken when the perturbation is added, see Figure
10 and Figure 11. In the following sections the details of this analysis will be given.
4.2. Transformation to Hamiltonian Coordinates. We transform system
(2.3) into system (4.1) by introducing the following transformations
Q˜1 = 2(θ1 − θ2), Q˜2 = 2θ2,
P˜1 = −c2R1, P˜2 = P˜1 − c1R2,
(4.5)
Note that, because R1 ≥ 0 and R2 ≥ 0, we are only interested in the case when
c2 < 0 and c1 > 0 in the area of phase-space where P˜2 ≤ P˜1. In particular, the
hyper-plane P˜2 = P˜1 corresponds to the invariant space R2 = 0.
Rescaling system variables as P˜1,2 → εP1,2, Q˜1,2 → −2Q1,2, k1,2 → ε2k¯1,2,
σ1,2 → εσ¯1,2, a→ ε2a¯, and τ → 2ετ¯ , system (2.3) then becomes
P ′1 = −
∂Ho
∂Q1
+ ε
(
−4k¯1P1 − ∂H1
∂Q1
)
Q′1 =
∂Ho
∂P1
− ε∂H1
∂P1
P ′2 = ε
(
−∂H1
∂Q2
+ 2κP1 − 4k¯2P2
)
Q′2 =
∂Ho
∂P2
(4.6)
where
Ho = −σP1 − 2σ¯2P2 − c¯1P1P2 + 12 c¯3P
2
2 + P1(P2 − P1)(c¯2 + cos 2Q1)
H1 = −a¯P1 cos 2(Q1 +Q2)
(4.7)
and σ = 2(σ¯1 − σ¯2), c¯1 = 2c1 − 2c2 , c¯2 = 2 − 2c1 − 2c2 , c¯3 = 4c1 , and κ = 2(k¯2 − k¯1).
It is clear that for k¯1 = k¯2 = 0, system (4.6) is in canonical form, with Hamiltonian
H = Ho + εH1. Note that ∂H∂Q2 = 0.
4.3. Analysis of the Unperturbed System. In this subsection we study the
dynamic of the unperturbed (ε = 0) system (4.6). It is integrable, since it possesses
the independent integrals Ho and P2. We will first study the equations for P1 and
Q1, taking P2 as a constant.
P ′1 = 2P1(P2 − P1) sin 2Q1(4.8)
Q′1 = −σ − c¯1P2 − (2P1 − P2)(c¯2 + cos 2Q1)(4.9)
We are only interested in studying the dynamics of these equations in the range
0 < P2 ≤ P1 and 0 < Q1 < pi, since the equations are pi-periodic in Q1. One set of
fixed points is given by P1 = P2 and Q1 a solution of
(4.10) cos2Q1 = − 1
P2
(σ + c¯1P2 + c¯2P2)
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This yields solution Q1s and pi − Q1s. A simple stability analysis shows that these
points are of saddle type. Note that these points are connected through a heteroclinic
orbit on the invariant line P1 = P2. We also note that this invariant line P1 = P2
corresponds, in the original coordinates, with the invariant space R2 = 0, i.e. y = 0.
Therefore, these two fixed points correspond to semi-trivial solutions. Another fixed
point is given by Q1 = pi2 and P1 = P¯1 =
−σ+(c¯2−c¯1−1)P2
2(c¯2−1) . From the condition
that P1 ≥ P2, it follows that such a P¯1 only exists for P21 < P2 < P22, with
P21 = −σ/(3 − 4c2 ) and P22 = −σ/(1 − 4c2 ). This fixed point is a center-point, and
in the original coordinates it represents a non-trivial periodic solution.
The orbits in the (P1, Q1)-plane are the level curves of the unperturbed Hamil-
tonian Ho restricted to the plane. The orbits through the saddle points (P1, Q1) =
(P2, Q1s) and (P1, Q1) = (P2, pi − Q1s) can be found by solving H◦(P1, Q1) −
H◦(P2, Q1s) = 0 for P1. We then have
orbitA′ : P1 = P2
orbitA : P1 = − σ + c¯1P2
c¯2 + cos 2Q1
(4.11)
These expressions for the heteroclinic orbits will be used later, when we apply the
Melnikov method. The phase-portrait in the (P1, Q1)-plane is shown in Figure 7.
Using Figure 7, we can get an impression of the dynamics of the unperturbed system
in the full, four-dimensional, phase-space. Since the 2-dimensional phase-space for
P1 and Q1 is qualitatively the same for all P21 < P2 < P22 and the equation for Q2
is decoupled, we can picture the phase-space as in Figure 8.
It is clear that the set M = M1 ∪M2, defined in (4.2), is invariant in system
(4.6) for ε = 0.
The existence of the heteroclinic orbits joining M1 and M2 implies the non-
tranversal intersection of the three-dimensional stable manifold W s(M) and the
three-dimensional unstable manifold Wu(M) along a three-dimensional heteroclinic
manifold Γ (Figure 8), where
Γ ≡W s(M) ∩Wu(M)
= {(P1, Q1, P2, Q2)|H◦(P1, Q1, P2)−H◦(P2, Q1s, P2) = 0}(4.12)
The trajectories in Γ approach a trajectory in M asymptotically as τ → ±∞.
The dynamics of the unperturbed system restricted to M1 is given by
P ′2 = 0
Q′2 = −2σ¯1 − βP2
(4.13)
where β = 2c¯1− c¯3, see Figure 6.(a). Since Q2 is a pi-periodic coordinate, the phase-
space is the cylinder obtained by identifying the edges Q2 = 0 and Q2 = pi. The
phase-space therefore consists of a collection of invariant circles. However, Q′2 = 0
for P2r = c2σ¯12 . Therefore for P2
r = c2σ¯12 (the resonant value) we have a circle of
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fixed points. We denote the annulus centered at P2 = P2r as A1. In next section we
study the perturbed system of (4.13) in A1ε.
pi/20 Q1
P1
P2
piQ1s pi− Q1s
P1
A’
A
p1 p2
Figure 7. The phase-portrait of the unperturbed system (5) in
the (Q1, P1)-plane, for values c1 = 1, c2 = −1, σ¯1 = −8, σ¯2 = 5.3,
and P2 = 4.
X
P22
P21
M
W s(M)
W u(M)
Γ= W s(M) Wu(M)
P2
Q 1
P1
Q2
Figure 8. The unperturbed system and manifold M in the
(P1, Q1, P2)-space.
4.4. Structure of the Perturbed System in A1ε. We have already defined
the perturbed system in the (P2, Q2) coordinates by restricting the system to M1
. We now want to study the dynamics of the perturbed system restricted to M1ε
near the resonance P2 = P2r. For this purpose we will change variables in order to
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derive a simpler equation which can describe the dynamics in the neighbourhood of
the resonance.
Let P2 = P2r +
√
εP and τ =
√
ετ , we then have
P ′ =− 4k¯1P2r − 2a¯P2r sin 2(Q1s +Q2) +
√
ε(−4k¯1P − 2a¯P sin 2(Q1s +Q2))
+O(ε)
Q′2 =− β¯P +O(ε)
(4.14)
where β¯ = 4c1 .
After an appropriate time-scaling, equation (4.13) can be written as:
(4.15) Q¨2 +
a¯
2k¯1
sin 2(Q2 +Q1s) + 1 = O(
√
ε)
The unperturbed system is Hamiltonian, and for a¯ > 2k¯1 its phase-portrait has
the familiar “fish” shape, see Figure 9. In the sequel, the distance Q2n − Q2s will
be important. We note that this distance only depends on a¯
2k¯1
.
Q2
P
0
Q2s Q2c
q p
Q2n
11
Figure 9. The homoclinic orbit of system (4.14) in the (P,Q2)-
plane, for values k¯1 = k¯2 = 1, a¯ = 2.1, c1 = 1, c2 = −1, σ¯1 = −8,
σ¯2 = 5.3, and P2 = 4.
When the perturbation terms of order
√
ε are taken into account, the perturbed
p1ε becomes a sink due to the O(
√
ε) terms. Moreover, the homoclinic orbit breaks
with a branch of the unstable manifold of q1ε falling into p1ε, see Figure 6 (c).
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q   1 ε
(p   )
2ε
P2
2
Wu(p   )1 ε
Ws(A   )1 ε
Q
Q2
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Figure 10. The heteroclinic connection from p2ε to p1ε. The
origin is centered at p1ε which to first order has coordinates Q1 =
Q1s, P1 = P r2 , P2 = P
r
2 , and Q2 = Q2c. L is |Q2n−Q2s| (see Figure
9).
. .
p p1 2εε
Figure 11. The heteroclinic cycle.
4.5. Melnikov functions and phase-shift. In order to show that Wu(p2ε)
and W s(A1ε) intersect, we use a version of the Melnikov method. For details on
this method see Wiggins [3] and Kovac˜ic˜ and Wiggins [2]. A function M(µ) can
be defined, which measures the distance from Wu(p2ε) to W s(A1ε), and we need to
solve the equation M(µ) = 0. The function M(µ) is a line integral, which is to be
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evaluated on a solution which connects p2 to p1, in the unperturbed system. If we
make the natural choice that Q1(0) = pi2 , for this unperturbed heteroclinic conection
(see Figure 7) then also P1(0) and P2(0) are fixed. However, we are still free to chose
the initial condition for Q2, namely Q2(0) = Q20. We will therefore consider M(µ)
to be a function of µ = (a¯, σ¯1, σ¯2, Q20). In the Appendix it will be shown thatM(µ)
is of the form.
(4.16) M(µ) =M1(a¯, σ¯1, σ¯2) + sin 2Q20M2(a¯, σ¯1, σ¯2),
therefore, given values of a¯, σ¯1, and σ¯2, a solution for M(µ) = 0 will exist if
(4.17)
M2(a¯, σ¯1, σ¯2)
M1(a¯, σ¯1, σ¯2) > 1
The condition (4.17) is not enough to ensure a heteroclinic conection from p2ε
and p1ε. It is also necesary that Wu(p2ε) fall in the domain of attraction of p1ε. In
particular this means that
(4.18) Q2s < Q2c +∆Q2 +mpi < Q2n, m ∈ Z,
where ∆Q2 = Q2(+∞)−Q2(−∞), see Figure 9. This is because Q2s and Q2n are,
to order
√
ε, the boundaries of attraction in the Q2 direction of p2ε.
Finally, the heteroclinic cycle is completed by noting that a Melnikov function
measuring the distance from Wup1ε and W s(A2ε), see Figure 10, is identically zero
(see Appendix), which implies that the heteroclinic connection which exists back
from p1 to p2, is not broken by the perturbation, see Figure 11.
5. Results
A careful analysis of the condition (4.18) shows that it can be reduced to the
form
(5.19) C1(a¯) ≤ σ¯1
σ¯2
≤ C2(a¯)
To compare the results of the analysis of this chapter with the results of the pre-
vious chapter we have taken a = 2.1, calculated C1(a¯) and C2(a¯), and checked
that condition (4.17) was satisfied. For the value σ1 = −8 this yields that for
5.193 < σ¯2 < 5.372, we have the existance of a Sˇilnikov type heteroclinic cycle. Such
a cycle implies the existence of chaotic dynamics (see Bykov [13]). These values
compare well with the numerically found values 5.250 < σ2 < 5.319.
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σ
σ
1
2
L1
L5
L4
L3
L2
Figure 12. Parameter diagram of system (2.1) in the (σ¯1, σ¯2)-
plane for values k¯1 = k¯2 = 1, c1 = 1, c2 = −1, and a¯ = 2.1. Lines
L1 and L6 are represented the branching lines of the semi-trivial
solution X◦ of system (2.1). Hopf bifurcation line is indicated by
line L2 where a saddle connection by line L3. The lines L4 and L5
are obtained form the conditon (4.18).
6. Conclusion
In this paper, a codimension two bifurcation and global bifurcations of system
(1.1) have been studied, complementing the results of Chapter 2 and giving a broad
picture of the dynamics. This picture is represented by Figure 12. This figure should
be compared to Figure 5. Note that the rescaling in Section 4 has “blown up” σ1
and σ2 with respect to a, k1, and k2. In other words, if in Figure 5 the parameters
a, k1, and k2 were to be rescaled, then the resulting figure would look much like
Figure 2.
On line L1 and L5, the semi-trivial solution undergoes a period-doubling. On
line L2, a Hopf bifurcation occurs in the averaged system, leading to an invariant
torus in the original coordinates. In between the lines L3 and L4, chaotic solutions
can occur.
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8. Appendix
Melnikov Function
In calculating the Melnikov function it will be important to have forms for P1,
Q1 and Q2 as functions of time τ . We substitute equation (4.11) into equation (4.9)
and integrate. Orbit A, Q1(τ) can implicitly be written as
(8.1) tanh(eAτ) =
sin 2Q1s sin 2Q1(τ)
1− cos 2Q1s cos 2Q1(τ)
where eA = −P2| sin 2Q1s|, and the expressions for cos 2Q1(τ) is
cos 2Q1(τ) =
cos 2Q1s cosh(eAτ)− 1
cosh(eAτ)− cos 2Q1s(8.2)
Substituting equation (8.2) into (4.11), we have the explicit form for P1 as
function of time τ . The expression is
(8.3) P1(τ) = P2
cosh(eAτ)− cos 2Q1s
cosh(eAτ) + cos(fA)
where
(8.4) cos(fA) = −1 + c¯2 cos 2Q1s
c¯2 + cos 2Q1s
< 1
where c¯2 > 0. Finally, to calculate Q2 as function of time τ , we substitute equation
(4.11) into (4.13), yield
(8.5) Q′2 = cAP2 + c¯1(P2 − P1)
where cA = − 2σ¯1P2 + c¯3 − 2c¯1. After substituting equation (8.3)-(8.4) into (8.5), we
thus have
(8.6) Q′2 = cAP2 − c¯1P2
cos 2Q1s + cos(fA)
cosh(eAτ) + cos(fA)
On integrating equation (8.6) we obtain
(8.7) Q2(τ) = cAP2τ − gA tan−1
[
tan
(
fA
2
)
tanh
(eAτ
2
)]
where
(8.8) gA = 2c¯1
cos(fA) + cos 2Q1s
| sin 2Q1s| sin(fA) ,
note that from equation (4.11), P1(τ) a constant for orbit A′.
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By letting P2 = P2r, we compute the phase shift ∆Q2 of orbits which are
asymptotic to points on the circle of fixed points as τ → ±∞. From equation (8.7),
we have
(8.9) ∆Q2 = Q2(+∞)−Q2(−∞) = gA|fA|
We now consider system (4.6). It is in the form of (1.1)ε in Wiggins [3]. The
Melnikov function is
∂H◦
∂P1
∂H1
∂Q1
− ∂H◦
∂Q1
∂H1
∂P1
− 4k¯1P1 ∂H◦
∂P1
+(
∂H◦
∂P2
(P1, Q1, P2)− ∂H◦
∂P2
(P1, Q1s, P2)
)(
−∂H1
∂Q2
+ 2κP1 − 4k¯2P2
)
(8.10)
This Melnikov function integrand can be simplified by using the chain rule gives
(8.11)
dH1
dτ
=
∂H◦
∂Q1
∂H1
∂P1
− ∂H◦
∂P1
∂H1
∂Q1
− ∂H◦
∂P2
∂H1
∂Q2
where we have used the fact that for ε = 0, P ′2 = 0. The Melnikov function thus
simplifies to
M(a¯, σ¯1, σ¯2) =
∫ +∞
−∞
(−dH1
dτ
+ 4k¯1P1Q′1 + (−2κP1
+ 4k¯2P2r − 4a¯P1 sin 2(Q1 +Q2))Q′2)dτ
(8.12)
We now integrate around the unperturbed heteroclinic orbit at P2 = P2r that ap-
proaches p◦ asymptotically as τ → −∞.
It is clear that the first term in (8.12) can be integrated to give
(8.13) I1 = −
∫ +∞
−∞
dH1
dτ
= −a¯P2rcos2(Q1(τ) +Q2(τ))|+∞−∞
where µ = (σ¯1, σ¯2, a¯, Q20). The Melnikov function is evaluated on the orbit emanat-
ing from the center fixed point p2, at the resonance value (P = 0).
The second term in (8.12) can be integrated by using the relation in equation
(4.11) to obtain
(8.14) I2 =
∫ +∞
−∞
4k¯1P1Q′1dτ = −8k¯1(σ + c¯1P2r)
tan−1(
√
c¯22 − 1)√
c¯22 − 1
| tanQ1s|
and the third term in (8.12) can be integrated as
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∫ +∞
−∞
− 2κP1 + 4k¯2P2r − 4a¯P1 sin 2(Q1 +Q2)Q′2dτ =
4k¯2P2r∆Q2 + 2κ(σ + ¯c1P2r)
∫ +∞
−∞
Q′2dτ
c¯2 + cos 2Q1(τ)
− 4a¯(σ + c¯1P2r)
∫ +∞
−∞
sin 2(Q1(τ) +Q2(τ))
c¯2 + cos 2Q1(τ)
Q′2dτ
(8.15)
The first and the second integrands in (8.15) can further be simplied as
I3 =
∫ +∞
−∞
Q˙2dτ
c¯2 + cos 2Q1(τ)
I4 =
∫ +∞
−∞
sin 2(Q1(τ) +Q2(τ))
c¯2 + cos 2Q1(τ)
Q′2dτ
= sinQ20
∫ +∞
−∞
cos 2(Q1(τ) +Q2(τ))
[c¯2 + cos 2Q1(τ)]
1
2
c¯1[P r2 − P1(τ)]dτ
(8.16)
From equations (8.13)- (8.16) the Melnikov function can be written as
(8.17) M(µ) =M1(a¯, σ¯1, σ¯2) + sinQ20M2(a¯, σ¯1, σ¯2)
where M1 = I1 + I2 + I3 and M2(a¯, σ¯1, σ¯2) comes from I4.

Bibliography
[1] S. Fatimah, and M. Ruijgrok, Bifurcation in Autoparametric System in 1:1 Internal Resonance
with Parametric Excitation, Int. J. Non-Linear Mechanics, 37(2)(2002) 297-308.
[2] G.Kovacˇicˇ, and S. Wiggins , Orbit Homoclinic to Resonances, with an Application to Chaos
in a Model of the Force and Damped Sine-Gordon Equation , Physica D, 57 (1992) 185-225.
[3] S. Wiggins , Global Bifurcation and Chaos, Appl.math.sciences, Springer-Verlag, New York,
1988.
[4] Z. Feng, and P. Sethna, Global Bifurcation and Chaos in Parametrically Forced Systems with
one-one Resonance, Dyn.Stability Syst., 5 (1990) 201-225.
[5] W. Tien, N.S Namachchivaya, and A.K. Bajaj, Non-Linear Dynamics of a Shallow Arch under
Periodic Excitation-I. 1:2 Internal Resonance, Int. J. Non-Linear Mechanics, 29 (1994) 349-
366.
[6] Y.A. Kuznetsov, Elements of Applied Bifurcation Theory, Second Edition, Springer, New
York, 1997.
[7] N. Fenichel, Persistence and Smoothness of Invariant Manifolds for Flows, Indiana University
Mathematics Journal, 21(3) (1971), 193-226.
[8] J. Carr, Applications of Centre Manifold Theory, Appl. Math. Science 35, Springer-Verlag,
New York, 1981.
[9] J.M. Guckenheimer, Nonlinear Oscillations, dynamical systems and bifurcations of vector
fields, Appl.math.sciences , Springer-Verlag, New York, 1990.
[10] S.N. Chow, and J.K. Hale, Methods of Bifurcation Theory, Appl.math.sciences, Springer-
Verlag, New York, 1982.
[11] F. Verhulst, Nonlinear Differential Equations and Dynamical Systems, Springer-Verlag, New
York, 2000.
[12] W. Zhang, Z. Liu, Global Dynamics of a Parametrically and Externally Excited Thin Plate,
Nonlinear Dynamics, 24 (2001) 245-268.
[13] V.V. Bykov, The bifurcations of separatric contours and chaos, Physica D, 62 (1993), 290-299.
55

CHAPTER 3
Suppressing flow-induced vibrations by parametric
excitation
Abstract. The possibility of suppressing self-excited vibrations of mechanical
systems using parametric excitation is discussed. We consider a two-mass sys-
tem of which the main mass is excited by a flow-induced, self excited force. A
single mass which acts as a dynamic absorber is attached to the main mass and,
by varying the stiffness between the main mass and the absorber mass, repre-
sents a parametric excitation. It turns out that for certain parameter ranges full
vibration cancellation is possible. Using the averaging method the fully non-
linear system is investigated producing as non-trivial solutions stable periodic
solutions and tori. In the case of a small absorber mass we have to carry out a
second-order calculation.
1. Introduction
In this chapter we solve an open problem formulated by Ecker and Tondl [1];
also we analyze their model to discover many interesting bifurcational phenomena.
Suppressing flow-induced vibrations by using a conventional spring-mass ab-
sorber system has often been investigated and applied in practice. It is also well-
known that self-excited vibrations can be suppressed by using different kinds of
damping, see Tondl [2] and Tondl, Kotek, and Kratochvil [3]. However, only little
attention has been paid to vibration suppression by using interaction of different
types of excitation.
In the monograph by Tondl [4], some results on the investigation of synchroniza-
tion phenomena by means of parametric resonances have lead to the idea to apply a
parametric excitation for suppressing self-excited vibrations. The conditions for full
vibration suppression (also called quenching) were formulated first in Tondl [5] and
[6].
In Ecker and Tondl [1], a two-mass system in Figure 1 is studied by using
the method in Tondl [7]. The main mass is excited by a flow-induced, self-excited
force, in which the self-excitation is of Rayleigh type. This mass is connected to the
absorber mass by a linear spring. The connecting stiffness between two masses is a
harmonic function of time and represents a parametric excitation. The analysis in [1]
shows that the interval of self-excitation can exist in the vicinity of the combination
resonance η = Ω2−Ω1, where Ω1 and Ω2 are the natural frequencies of the linearized
system without damping and η is the parametric excitation frequency. There are
two conditions for suppressing self-excited vibrations. The first condition involves
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the overall damping of the system. The second one is related to the parametric
excitation frequency. It determines whether full quenching can be achieved or not
in a certain interval. In general only a few frequency ratios can be used to obtain
the necessary parametric combination resonance; see also for instance Tondl [2],[4],
Tondl, Ruijgrok, Verhulst, and Nabergoj [9].
A numerical investigation of the fully non-linear system in [1] shows that the
contribution of the parametric excitation can be predicted correctly by their first
order approximative analysis only for values of the mass ratio M ≥ 0.1. We will
show that for smaller mass ratio we have to re-scale the system and a higher order
approximation will be necessary to obtain more accurate results for lower values of
the mass ratio.
In this paper the same system as in [1] is considered; the model is described in
section 2. We will use the averaging method and numerical bifurcation techniques
to study the system. The first order approximation is used to analyze the condi-
tions for full vibration suppression in section 4-6. It turns out that full vibration
cancellation is possible in an open parameter set. This is illustrated analytically. In
section 7 and 8 we study what happens when vibration cancellation does not take
place. It turns out that several Hopf bifurcations are possible, producing periodic
solutions. Also Neimark-Sacker bifurcations arise which produce stable tori with
relative high amplitudes. Finally, in section 9 we return to the realistic problem of
a small absorber mass. A second-order approximation has to be calculated in this
case with as a result that, although full vibration cancellation is impossible, a fairly
large part of vibration quenching can be achieved.
2. The Model
Our study is based on a model for the suppression of flow-induced vibrations by
a dynamic absorber with parametric excitation formulated in [1]. Consider a two-
mass system consisting of a main mass m2 which is in flow-induced vibration and an
absorber mass m1 which is attached to the main mass by a spring-damper element,
see Figure 1. The elastic mounting k(t) of the absorber mass is a combination of
a spring and a device operating such that the stiffness k(t) is changed periodically.
Damping is represented by the linear viscous damper c1. The main mass m2 is
supported by a spring with constant stiffness k2; it has a linear viscous damper with
damping parameter c2. In actual constructions one usually has m1 < m2.
A flow-generated self-excited force is acting on the main mass m2 with critical
flow velocity Uc and a limited vibration amplitude in the over-critical region; as
usual it is represented by a Rayleigh force.
The displacements of mass m1 and mass m2 are denoted by the coordinates
y1 and y2, respectively. The variation of the stiffness of the absorber element is
supposed to be a harmonic function with a small amplitude.
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This system is represented by the following nonlinear equations of motion
m1y
′′
1 + c1(y
′
1 − y′2)+
+ k1(1 + ε cosωτ)(y1 − y2) = 0,
m2y
′′
2 − c1(y′1 − y′2)+
− k1(1 + ε cosωτ)(y1 − y2) + c2y′2 + k2y2 − b◦U2(1− γ◦y′22)y′2 = 0.
(2.1)
where ε is a small positive parameter, 0 < ε << 1.
In the decoupled system, where we only consider vibrations of the main mass
m2, self-excited vibrations occur if c2 − b◦U2 < 0.
U
m
1
m
2
k
2
c
2
y
2
y
1
k(t)c
1
Figure 1. System consisting of a flow-excited main mass m2 and
a vibration absorber m1 with time-dependent connecting stiffness
k(t).
3. Transformation of the system to a standard form
Dimensionless coordinates xj can be defined with respect to a given reference
value y◦:
(3.1) xj = yj/y◦ j = 1, 2,
By introducing the characteristic parameters of the system
(3.2) ω¯2 =
k1
m1
, ω◦2 =
k2
m2
, η =
ω
ω◦
, Q2 =
ω¯2
ω◦2
,
and by using the time-transformation
(3.3) ω◦t = τ,
60 4. Suppressing flow-induced vibration by parametric excitation
the following dimensionless form of system (2.1) is obtained
x′′1 + κ1(x
′
1 − x′2)+
+Q2(1 + ε cos ητ)(x1 − x2) = 0,
x′′2 −Mκ1(x′1 − x′2)+
−MQ2(1 + ε cos ητ)(x1 − x2) + κ2x′2 + x2 − βV 2(1− γx′22)x′2 = 0.
(3.4)
where
κ1 =
c1
m1ω◦
, κ2 =
c2
m2ω◦
, β =
b◦U◦2
m2ω◦
V 2 =
U2
U◦2
, γ = γ◦ω◦2 , M =
m1
m2
.
(3.5)
Parameter U◦ is a chosen reference value for the flow velocity. When U◦ reaches
the critical flow velocity Uc =
√
c2/b◦, the relative critical flow velocity is Vc = 1.
In order to transform the system into a standard form and to make the size of
the parameters more explicit, we scale κ1,2 = εκ¯1,2, and β = εβ¯ while assuming
that the other parameters are O(1) with respect to ε. However, in quite a number
of applications the absorber mass m1 will be small with respect to the main mass
m2; we shall return to this case in section 9. If ε = 0, the linear parts of (3.4) now
depend on the mass ratio M and the frequency ratio Q. Note, that if ε > 0, three
frequencies play a part. Using the linear transformation
x1 = x¯1 + x¯2,
x2 = a1x¯1 + a2x¯2.
(3.6)
leads to the standard form
x¯′′1 +Ω
2
1x¯1 =−
ε
a1 − a2F1(x¯1, x¯
′
1, x¯2, x¯
′
2, ητ),
x¯′′2 +Ω
2
2x¯2 =−
ε
a1 − a2F2(x¯1, x¯
′
1, x¯2, x¯
′
2, ητ),
(3.7)
where the natural frequencies of the linearized system without damping and for
ε = 0, Ω1 and Ω2, are
(3.8) Ω21,2 = 1/2
(
1 +Q2(1 +M)
)∓√1/4(1 +Q2(1 +M))2 −Q2
and a1,2 satisfy the relations
(3.9) Q2a2j + (MQ
2 + 1−Q2)aj −Q2M = 0, (j = 1, 2)
from which follows
(3.10) a1,2 =
1
Q2
(
1
2
(−MQ2 − 1 +Q2)±
√
1
4
(MQ2 + 1 +Q2)2 −Q2
)
.
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Note that the functions F1 and F2 (system (3.7)) are depending on the parametric
excitation frequency η, and that the following conditions hold
(3.11) Ω2 > Ω1, a1a2 = −M, 0 < a1 < 1, and a2 < −M.
4. The Normal Form by Averaging
We will use the method of averaging to study the system near the parametric
combination resonance Ω2 − Ω1 = η◦. Transforming t → ητ and allowing detuning
near η◦ by putting
(4.1) η = η◦ + εσ¯.
system (3.7) becomes to first order in ε
¨¯x1 + ω21x¯1 =−
ε
(a1 − a2)η2◦
F¯1(x¯1, ˙¯x1, x¯2, ˙¯x2, t),
¨¯x2 + ω22x¯2 =−
ε
(a1 − a2)η2◦
F¯2(x¯1, ˙¯x1, x¯2, ˙¯x2, t).
(4.2)
where ω1,2 =
Ω1,2
η◦
and
F¯1 = −2(a1 − a2)ω1Ω1σ¯x¯1 + θ11η◦ ˙¯x1 + θ12η◦ ˙¯x2 − (Q11x¯1 +Q12x¯2) cos t
+Bη3◦(a1 ˙¯x1 + a2 ˙¯x2)
3
F¯2 = −2(a1 − a2)ω2Ω2σ¯x¯2 + θ21η◦ ˙¯x1 + θ22η◦ ˙¯x2 − (Q21x¯1 +Q22x¯2) cos t
−Bη3◦(a1 ˙¯x1 + a2 ˙¯x2)3
(4.3)
Q12 = Q2(a2 +M)(1− a2)(4.4)
Q21 = −Q2(a1 +M)(1− a1)(4.5)
θ11 = −κ¯1(a2 +M)(1− a1) + a1(κ¯2 − β¯V 2)(4.6)
θ22 = κ¯1(a1 +M)(1− a2)− a2(κ¯2 − β¯V 2)(4.7)
B = β¯V 2γ(4.8)
To study the behavior of the solutions, we transform
x¯1 = u1 cosω1t+ v1 sinω1t, ˙¯x1 = −ω1u1 sinω1t+ ω1v1 cosω1t
x¯2 = u2 cosω2t+ v2 sinω2t, ˙¯x2 = −ω2u2 sinω2t+ ω2v2 cosω2t.
(4.9)
This transformation is useful when studying the stability of the trivial solution of
system (4.2); stability implies the possibility of vibration cancellation. In later
sections the polar coordinate transformation will be useful for studying non-trivial
solutions. After averaging over 2pi and then rescaling time by a factor ε2(a1−a2)η2◦ ,
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we obtain the normal form
u˙1=−θ11η◦u1−2(a1 − a2)Ω1σ¯v1− 1
2
Q12
ω1
v2−u1f1(u1, v1, u2, v2),
v˙1=2(a1 − a2)Ω1σ¯u1−θ11η◦v1+1
2
Q12
ω1
u2− v1f1(u1, v1, u2, v2),
u˙2=−1
2
Q21
ω2
v1−θ22η◦u2−2(a1 − a2)Ω2σ¯v2+ u2f2(u1, v1, u2, v2),
v˙2=
1
2
Q21
ω2
u1+2(a1 − a2)Ω2σ¯u2−θ22η◦v2+ v2f2(u1, v1, u2, v2)
(4.10)
where
f1(u1, v1, u2, v2) =
3
2
η◦3B
(
1
2
ω21a
3
1(u
2
1 + v
2
1) + ω
2
2a1a
2
2(u
2
2 + v
2
2)
)
f2(u1, v1, u2, v2) =
3
2
η◦3B
(
a21a2ω
2
1(u
2
1 + v
2
1) +
1
2
a32ω
2
2(v
2
2 + u
2
2)
)
We use again the dot to indicate derivation with respect to the re-scaled time.
System (4.10) can be reduced to a three-dimensional system by transforming
the system using the following transformation,
ui = −Ri cosψi, and vi = Ri sinψi, i = 1, 2,(4.11)
to transform system (4.10) to
R˙1 = −θ11η◦R1 − 12
Q12
ω1
R2 sinΨ− 34η◦
3Ba31ω
2
1R
3
1 −
3
2
η◦3Ba1a22ω
2
2R1R
2
2
R˙2 = −θ22η◦R2 + 12
Q21
ω2
R1 sinΨ +
3
4
η◦3Ba32ω
2
2R
3
2 +
3
2
η◦3Ba21a2ω
2
1R2R
2
1
Ψ˙ = 2(a1 − a2)η◦σ¯ + (12
Q21
ω2
R1
R2
− 1
2
Q12
ω1
R2
R1
) cosΨ
(4.12)
where Ψ = ψ2 − ψ1 and Ri =
√
u2i + v
2
i , i = 1, 2. Note that fixed points we will
find in system (4.12) correspond to periodic solutions of system (4.10). We also
obtain the normal form system (4.12) by directly introducing the polar coordinate
transformation x¯i = Ri cos(ωit + ψi) and ˙¯xi = −Ri cos(ωit + ψi) (i = 1, 2) to
transform system (4.2) and average it over 2pi, rescaling time by ε2(a1−a2)η2◦ .
5. Conditions for Vibration Cancellation:Linear Case
Systems involving interaction of self-excitation and parametric excitation have
been studied in [1], [4], and [7]. In the methods used there an implicit assumption
on the magnitude of the parameters corresponds to our assumptions in the preceding
section; in section 9 this will change. Here we present an independent analysis of
the stability of the trivial solution based on the averaged normal form (4.10). If M
is not small the analysis confirms the formal results of [1].
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The linearization of averaged system (4.10) at the trivial solution has the form
(5.1)

−θ11η◦ −2(a1 − a2)Ω1σ¯ 0 − 12 Q12ω1
2(a1 − a2)Ω1σ¯ −θ11η◦ 12 Q12ω2 0
0 − 1
2
Q21
ω2
−θ22η◦ −2(a1 − a2)Ω2σ¯
1
2
Q21
ω2
0 −2(a1 − a2)Ω2σ¯ −θ22η◦
 .
where its characteristic equation can be expressed as
(5.2) λ4 + q1λ3 + q2λ2 + q3λ+ q4 = 0,
in which q1, q2, q3 and q4 depend on the parameters. Note that we have Q12 < 0
and Q21 < 0. The linear damping coefficients θ11 and θ22 have a positive sign if
β¯V 2 − κ¯2 < 0; in this case there is no self-excitation. In the case of self-excitation
β¯V 2 − κ¯2 > 0, there are three conditions for θ11 and θ22: θ11 < 0 and θ22 > |θ11|,
θ22 < 0 and θ11 > |θ22|, and both of θ22 and θ11 are positive.
The signs of the linear damping coefficients θ11 and θ22 are important to deter-
mine conditions under which the vibrations can be suppressed. At the boundaries
θ11 = 0 and θ22 = 0 from (3.10), (4.7), and (4.8), we have
Qi ≡ Q =
√
ci
M + (1−M)ci − c2i
, (i = 1, 2).(5.3)
where Q1 corresponds to θ11 = 0 and Q2 to θ22 = 0. The value of ci is depending
on κ¯1,2, β¯, and V .
In Figure 2 (a) and Figure 2 (b) we show the boundaries when the θ11 and θ22
change sign. For numerical calculations we use the parameter sets from [1] as listed
in Table 1.
Table 1: Parameter values for numerical examples.
Parameter Set I Set II
² 0.1 0.2
κ1 0.1 0.2
κ2 0.1 0.1
β 0.1 0.2
V
√
2.1
√
2.1
γ 4 4
Applying the Routh-Hurwitz criterion to get conditions when the real parts of
the eigenvalues of (5.1) have a negative sign leads to two conditions that must be
met. The first condition of the Routh-Hurwitz criterion gives
(5.4) θ11 + θ22 > 0.
The second condition gives the relation
(5.5) p1σ¯4 + p2σ¯2 + p3 > 0
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where pj , j = 1, 2, 3 depend on Q, M , if the other parameters are fixed . Solving at
the boundary, we obtain
(5.6) σ¯i = ±14
θ11 + θ22
(a1 − a2)θ11θ22
√
−θ11θ22 4Ω1Ω2θ11θ22 +Q12Q21Ω1Ω2 , i = 1, 2.
where the others two roots are always imaginary. To obtain real values of σ¯i we
have the condition 4Ω1Ω2θ11θ22 + Q12Q21 > 0 and θ11 and θ22 are not negative
simultaneously. In the case both of them are positive, the second condition (5.5) is
always satisfied.
Furthermore, we obtain
(5.7) M? =
(β¯V 2 − κ¯2)− κ¯1
κ¯1
< M
that is related to condition (5.4).
Substituting equation (5.6) into (4.1), the interval of stability of the trivial
solution is determined by
(5.8) η◦ + ²σ¯2 < η < η◦ + ²σ¯1
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Figure 2. Boundaries of θ11 and θ22 in the (M,Q)-plane for
Parameter Set I , see Table 1. The curves Q1 and Q2 correspond to
θ11 = 0 and θ22 = 0, respectively. Region I, θ11 < 0 and θ22 > 0.
Region II, θ11 > 0 and θ22 < 0. Both θ11 and θ22 are positive in
region III and they are negative in region IV. On the right side of
the line M? = 0.1, θ11 + θ22 > 0 and θ11 + θ22 < 0 on the left side.
(a) For Parameter Set I, (b) for Parameter Set II, see Table 1.
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6. Stability of The Trivial Solution
The parametric excitation is used in the case when self-excited vibrations occur.
In the coupled system the effectiveness depends on conditions of the parameter
damping θ11 or θ22. When both of θ11 and θ22 are positive, this represents the case
where the dynamic absorber successfully cancels the self-excited vibration. This
happens in region III in Figure 2 (a) and Figure 2 (b).
In Figure 2, within the small area IV to the left of lineM =M?, both of θ11 and
θ22 are negative. There we have that self-excitation is dominant and full vibration
quenching is not possible at all. The condition (5.4) is satisfied on the right side of
the line M =M?.
In Figures 3 and 4 we show the instability boundaries of the trivial solution in
the (η,Q)-plane for fixed M . These figures represent the instability boundary for
parameter Set I and Set II, see Table 1. They show the same characteristic shape
of the region of full vibration suppression. One can recognize an overlap of area
that stretches along the combination resonance η = η◦ + σ and another area that is
independent of the parameter excitation frequency η. Inside the curves we find the
trivial solution is stable and unstable outside. Within the area independent of η,
vibration cancellation is not caused by the parametric excitation, but the stretching
of the area along the combination resonance curve is caused by the parametric
excitation.
Note that the region of full vibration suppression in Figure 3 and Figure 4
depends on the mass ratioM . The excitation frequency η has a wider range than the
frequency ratio Q. Near the combination resonance η = η◦ or σ = 0, the enlargement
is increasing with higher values of M , but it does not increase proportionally with
η.
Figure 5 shows the influence of the amplitude ε of the parametric excitation
on the suppressing area. The parameter mainly influences the size of the area near
the combination resonance η = Ω2 − Ω1. The area of suppressing increases with
increasing amplitude ε, indicating that ε is a very effective parameter to obtain a
large area of vibration suppression.
We point out that this study of stability of system (4.2) is for the realistic case
of mass ratio M smaller than 1. For a fixed value of M in this interval we obtain
the shapes along the combination resonance and the area as shown in Figure 3 and
Figure 4. In the numerical simulation shown in [1], this area along the combination
resonance is splitting up for small M . In section 9 we explain this analytically by a
second order approximation.
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Figure 3. Stability boundaries for Parameter Set I and fixed
M = 0.2. (a) In the (σ¯, Q)-plane, (b) in the (η,Q)-plane. Inside
the curves in (a) and (b) the trivial solution is stable (full vibration
suppression) and it is unstable outside.
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Figure 4. Stability boundaries for Parameter Set II and fixed
M = 0.65. (a) In the (σ¯, Q)-plane, (b) in the (η,Q)-plane. Inside
the curves in (a) and (b) the trivial solution is stable (full vibration
suppression) and it is unstable outside.
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Figure 5. Stability boundaries of the trivial solution in the (η,Q)-
plane for Parameter set I (see Table 1) for fixed values of the pa-
rameter and varying ε and M = 0.2.
7. Bifurcations of the trivial solution
In section 6 we have studied the stability of the trivial solution of system (4.10)
for a fixed value of κ1 = 0.1. We will vary the damping parameter θ11(θ22) by
varying κ1 → 0 and fixing the other parameters to study the bifurcations of the
trivial solution leading to periodic solutions and an attracting torus. To study the
dynamics of the system near the trivial solution, it is appropriate to use system
(4.10). The equivalent system (4.12) in polar coordinates will be used to study the
behavior of solutions away from the trivial solution in section 8.
In Figure 6, we present the parameter diagram in the (κ1, σ¯)-plane for Parameter
Set I and fixed Q = 0.95. The curves σ¯1 and σ¯2 represent Hopf bifurcation curves
of the trivial-solution X◦ of system (4.10). The curves are obtained from equation
(5.6). Figure 13 (discussed again in section 8) illustrates qualitatively the bifurcation
diagram of the trivial solution of system (4.10) for varying κ1. Fixing σ¯1 = 0.1, we
find that the hyperbolic trivial-solution X◦ is stable for κ1 > κ11 and unstable for
κ1 < κ11. The stable trivial solution X◦ undergoes Hopf bifurcation at point H1
where a stable periodic solution X1 emerges. For fixed value κ1 in the interval
κ12 < κ1 < κ11 the real parts of the eigenvalues of the trivial solution X◦ which
correspond to the vector field (u1, v1), are negative. The other two, corresponding
to the vector field (u2, v2) are negative; they become positive for κ1 < κ12. We
have again Hopf bifurcation at H2 for the value κ1 = κ12 and an unstable periodic
solution X2 emerges. Using the continuation program CONTENT [8], we can find
the appearance of a stable periodic solution X1. It becomes unstable at κ1 = κ13
and a stable torus emerges via a Neimark-Sacker bifurcation. We note that a family
of tori exists in the interval κ14 < κ1 < κ13, where κ11 = 0.09936, κ12 = 0.08675,
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κ13 = 0.06367, and κ14 = 0.0228011. For κ1 < κ14 the periodic solution X2 becomes
stable.
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σ
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2 1
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11κκ12
Figure 6. The parameter diagram in the (κ1, σ¯)-plane of system
(4.10) for Parameter Set I (see Table 1), M = 0.2 and Q = 0.95 .
The curves σ¯i, i = 1, 2. indicate Hopf bifurcation curves of the trivial
solution X◦. The horizontal line σ¯ = 0.1 is a bifurcation path of the
trivial solution. Only for κ1 > κ11 the trivial solution X◦ is stable.
The dashed line indicates the unstable trivial solution and a full
line indicates the stable trivial solution . Note that κ11 = 0.09936,
κ12 = 0.08675, κ13 = 0.06367, and κ14 = 0.0228011.
We write the amplitudes of the solution of system (4.10) correspond to the
(ui, vi)-variables as Ri =
√
u2i + v
2
i where i = 1, 2. In section 8 we will discuss more
extensively the periodic solutions Xi, i = 1,2, and also the appearance of the torus.
8. Dynamics of Periodic Solutions and Tori
Away from the trivial solution the analysis of the amplitude-phase equations
(4.12) is natural and more convenient. Fixed points of this system correspond to
periodic solutions (constant amplitudes R1, R2, and phase-locked: ψ2−ψ1 constant).
A Hopf bifurcation of such a fixed point produces a periodic solution of system (4.12)
and a torus in the original system. The results are summarized in Figure 10.
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Figure 7. Graphical representation of the existence of non-trivial
fixed points of system (4.12) in the (κ1, Q)-plane for Parameter Set
I, see Table 1, and for fixed M = 0.2. The number of non-trivial
periodic solutions is indicated by n. Note that κ11 = 0.09936 and
κ12 = 0.08675. The horizontal lines Q = 0.95 relate to Figure 11
and Figure 12.
8.1. Existence of the Fixed Points. Putting R˙1 = 0 and R˙2 = 0 in system
(4.12), we find that R2 is a quadratic function of R1; the relation is given by z1 ≡
f(R1, R2) = 0. From R˙1 = 0 and Ψ˙ = 0, we have the relation z2 ≡ g(R1, R2, σ¯) = 0.
The curve z1 in the (R1, R2)-plane intersects the R1-axis or the R2-axis at the
origin, or at (
√
− 43 θ11Ba31ω21η2◦ , 0), or (0,
√
4
3
θ22
Ba32ω
2
2η
2◦
). Since a2 is negative, B and
a1 are positive, the curve z1 will intersect both the R1-axis and the R2-axis at
nonzero points iff θ11 < 0 and θ22 < 0. The origin or point (
√
− 43 θ11Ba31ω21η2◦ , 0) is
also an intersection of the curve z2 with those axes. The curve z2 has two branches
parameterized by σ¯ for θ11 < 0, and it has only one branch for θ11 > 0.
The fixed points of system (4.12) are obtained by intersecting z1 and z2, where
z1 ∩ z2 = ∅ for σ¯2 < σ¯ < σ¯1 and σ¯2 < 0 and σ¯1 > 0. The explicit expression for σ¯i
(i = 1, 2) can be found from equation (5.6). Figure 7 shows graphical representations
in the (κ1, Q)-plane of the existence of non-trivial fixed points of system (4.12) for
Parameter set I (see Table 1), σ¯ = 0.1 andM = 0.2. System (4.12) has no non-trivial
fixed point in region I. There is only one non-trivial fixed point X1 in region II. The
non-trivial fixed points X1 and X2 exist in region III.
We note that θ11 and θ22 always have a different sign in region II. Figure 8 and
9 show non-trivial fixed points of system (4.12) for each region in Figure 7. For fixed
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values Q = 0.95 and κ1 = 0.1 in region II, the curve z2 has two branches parame
terized by σ¯, see Figure 8. There is one intersection point between the curve z1 and
z2 indicated by point Xi1. In Figure 7, we fixed Q = 0.8 and κ1 = 0.1 in region II;
there is only one branch of the curve z2, in this case we have θ11 > 0 and θ22 < 0.
Figure 9 illustrates the non-trivial fixed points in region III. For fixed Q = 1 and
κ1 = 0.05, there are two branches of the curve z2 parameterized by σ¯ which intersect
the curve z1 at point Xi1 and point X
i
2.
When we fix Q = 0.95, the boundaries of the regions of the existence of the non-
trivial solution are shown in the (κ1, σ¯)-plane, see Figure 10. The curves σ¯i, i = 1, 2.
represent the boundaries of the regions of the existence of the non-trivial fixed points
X1 and X2, respectively. Note that only in the right side of the curve σ¯1 the trivial
solution is stable. The domains of the region I, II and III are σ¯1 < σ¯, σ¯1 < σ¯ < σ¯2,
and σ¯ < σ¯2, respectively. The curves CH1 and CH2 indicate Hopf bifurcation curves
of the non-trivial fixed points X1 and X2, respectively. These curves are found by
using the continuation program CONTENT [8].
Region III is divided by the curves CHi, i = 1, 2 into regions IIIa to IIIe. The
region IIIa is for CHi < σ¯ < σ¯2, i = 1, 2.. The region IIIb is for CH2 < σ¯ < CH1
or 0 < σ¯ < CH1 . The region IIIc is for 0 < σ¯ < CLP , region IIId for CLP < σ¯ <
CHi, i = 1, 2., and region IIIe for CH1 < σ¯ < CH2 or 0 < σ¯ < CH2.
In region I of the Figure 10, there is no non-trivial fixed point of system (4.12).
The non-trivial fixed point X1 exists in region II and III. It is only stable in region
II and IIIa. The non-trivial fixed point X2 exists in the region III. It is stable in
the region IIIc, IIId, and IIIe. The stable non-trivial solution Xi is indicated by X+i
and X−i for the unstable non-trivial solution Xi, i = 1,2.
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Figure 8. The non-trivial fixed point of system (4.12), for Pa-
rameter Set I, see Table 1, M = 0.2. (a) For Q = 0.95 and κ1 = 0.1
in region II Figure 7, there is a single fixed point Xi1 shown by the
intersection of two curves z1 and z2 (parameterized by σ¯). (b) For
fixed Q = 0.8 and κ1 = 0.1 in region II, there is a single fixed point
Xi1 shown by the intersection of two curves z1 and z2 (parameterized
by σ¯).
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Figure 10. The parameter diagram of system (4.12) in the
(κ1, σ¯)-plane, for Parameter Set I, see Table 1, M = 0.2 and
Q = 0.95. The curves σ¯i, i = 1, 2. give the boundaries of the ex-
istence of the fixed points X1 and X2, respectively. X+i indicates
a stable non-trivial fixed point Xi and X−i indicates an unstable
one for i = 1,2. The curves CHi, i = 1.2 indicate Hopf bifurca-
tion curves of the non-trivial fixed points X1 and X2, respectively.
As these fixed points correspond to periodic solutions, the curves
CH1 represent Neimark-Sacker bifurcation of the original system.
The point GH at κ1 = κ∗1 = 0.046897 and σ¯ = σ¯
∗ = 0125067 in-
dicates an interchange point of the supercritical Hopf bifurcation
and the subcritical Hopf bifurcation of the non-trivial fixed point
X2. Note that for σ¯ > σ¯∗ the bifurcation is subcritical, and it is
supercritical for σ¯ < σ¯∗. The horizontal line σ¯ = 0.1 is an exam-
ple of a bifurcation path of the solutions of system (4.12). The
curve CLP represents a limit point bifurcation curve of the peri-
odic solution Ps which appears via a Hopf bifurcation at curve CH1.
Crossing this curve the stable periodic solution Ps vanishes. Note
that σ¯2 = 0.07769, σ¯1 = 0.279403, κ11 = 0.09936, κ12 = 0.08675,
κ13 = 0.06367, and κ14 = 0.0228011.
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8.2. Bifurcations: Periodic Solutions and an Attracting Torus. Apply-
ing the continuation program CONTENT [8] we obtain the stability diagram of the
non-trivial fixed point X1 of system (4.12) for Parameter Set I (fixed M = 0.2 and
Q = 0.95) in the (σ¯, R1) and (σ¯, R2) planes, see Figure 11. The illustrations are
obtained by varying σ¯ along line Q = 0.95, see Figure 3 (a) in section 6 for the
diagram parameter in the (σ¯, Q)-plane. The trivial solution X◦ of system (4.10),
corresponding to R1 = 0 and R2 = 0, is stable inside interval σ¯2 < σ¯ < σ¯1 and it is
unstable outside. The points σ¯ = σ¯1 and σ¯ = σ¯2 are Hopf bifurcation points of the
trivial solution X◦, see also Figure 11. In this case a stable periodic solution emerges
when the trivial solution X◦ looses its stability. This stable periodic solution relates
to the non-trivial fixed point X1 of system (4.12) which exists for σ¯ > σ¯1 or σ¯ < σ¯2.
From equation (5.6) we have σ¯1,2 = ±0.107992 .
As mentioned in section 5, interesting behavior such as the presence of a torus
in system (4.10) happens when we vary the damping parameter κ1 for fixed Q near
1. We show more completely the parameter diagram in the (κ1, σ¯)-plane in Figure
10. This figure represents the parameter diagram of system (4.12) for Parameter
Set I, M = 0.2, and Q = 0.95. The curves σ¯1 and σ¯2 are the existence boundaries
of the fixed points X1 and X2 of system (4.12), respectively. The X+i indicates a
stable non-trivial fixed point Xi and X−i indicates an unstable one, i = 1,2. The
curves CHi, i = 1.2 indicate Hopf bifurcation curves of the non-trivial fixed points
X1 and X2, respectively. The point GH at κ1 = κ∗1 = 0.046897 and σ¯ = σ¯
∗ =
0125067 indicates an interchange point of the supercritical Hopf bifurcation and the
subcritical Hopf bifurcation of the non-trivial fixed point X2. Note that for σ¯ > σ¯∗
the bifurcation is subcritical, and it is supercritical for σ¯ < σ¯∗. The horizontal line
σ¯ = 0.1 is an example of bifurcation path of the stability of the solutions of system
(4.12). The curve CLP represents a limit point bifurcation curve of the periodic
solutions Ps which appears via a Hopf bifurcation at curve CH1. Crossing this curve
the stable periodic solution Ps vanishes. Note that σ¯2 = 0.07769, σ¯1 = 0.279403,
κ11 = 0.09936, κ12 = 0.08675, κ13 = 0.06367, and κ14 = 0.0228011.
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Figure 11. The stable non-trivial fixed pointX1 of system (4.12),
corresponding to the stable periodic solution X1 of system (4.10),
for Parameter set I, see Table 1, and M = 0.2 and Q = 0.95. (a) in
the (σ¯, R1)-plane, (b) in the (σ¯, R2)-plane. Note σ¯1,2 = ±0.107992
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Figure 12. The stability diagram of the non-trivial solution of
system (4.12), for Parameter Set I (varied parameter κ1, M = 0.2
and Q = 0.95), see Table 1. (a) in the (κ1, R1)-plane, (b) in the
(κ1, R2)-plane. Note that κ11 = 0.09936, κ12 = 0.08675, κ13 =
0.06367, and κ14 = 0.0228011
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In our numerical example, we vary the parameter κ1 along line σ¯ = 0.1, see
Figure 10 and 13. We find that a hyperbolic non-trivial fixed point X1 is stable
in the interval κ13 < κ1 < κ11. Crossing the curve CH1 at point H1, it becomes
unstable and a supercritical Hopf bifurcation takes place. Figure 11 (a) and (b) show
the stability diagram of system (4.12) in the (κ1, R1)-plane and in the (κ1, R2)-
plane, respectively. The non-trivial fixed point X2 is unstable in region IIIa for
κ14 < κ1 < κ12. It becomes stable when crossing the curve CH2 and a supercritical
Hopf bifurcation emerges at point H2. A stable periodic solution Ps exists in the
interval κ14 < κ1 < κ13.
In the full system (4.10), the non trivial fixed points of system (4.12) correspond
to their periodic solutions. The stability diagram of the solutions is illustrated in
Figure 13. We represent them in the κ1-line for σ¯ = 0.1. The curves σ¯i, i = 1, 2. are
the Hopf bifurcation curves of the trivial solution X◦.
We show the trivial solution X◦ is stable for κ1 < κ11 and it undergoes Hopf
bifurcation at κ1 = κ12. The stable periodic solution X1 emerges and changes its
stability when it crosses the curve CH1 at κ1 = κ13, see Figure 10. The curves
CHi, i = 1, 2. relate to the Neimark-Sacker curves of system (4.10). We denote the
Neimark-Sacker bifurcation points as NSi, i = 1.2 which correspond to the Hopf
bifurcation points Hi, i = 1, 2. in Figure 10. We note that for increasing σ¯ from a
certain value, the Neimark-Sacker bifurcation of periodic solution X2 is subcritical.
It becomes a supercritical bifurcation when σ¯ is decreased and tends to zero. When
the stable periodic solution X1 looses its stability then a supercritical Neimark-
Sacker bifurcation NS1 appears at κ1 = κ13. The unstable periodic solution X2
appears when the trivial solution X◦ is crossing the curve σ¯2. It becomes stable at
κ1 = κ14. We find that a subcritical Neimark-Sacker bifurcation emerges at point
NS2 (point H2 in Figure 10) for κ1 = κ14. A stable torus T, related to the stable
periodic solution Ps, emerges at k13, exists for k14 < κ1 < κ13 and it disappears
when κ1 reaches κ14. Note that for κ1 < κ14 we also have a stable periodic solution
X2. We find that for κ1 < κ13 the amplitude R1 of the periodic solution X1 is larger
than the amplitude of the non-trivial solution X2; on the other hand the amplitude
R2 of the non-trivial X1 is less than the amplitude of the periodic solution X2. Both
R1 and R2 are increasing when κ1 is decreasing. Note that R1 → 0 for κ1 → κ?13
and R2 → 0 for κ1 → κ?14, see Figure 13.
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Figure 13. The Stability line of the trivial solution X◦, the peri-
odic solutions X1 and X2 and the torus T of the system (4.10) for
varying κ1 and Parameter Set I (see Table 1), M = 0.2, Q = 0.95,
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9. The case of Small Mass Ratio M
In applications we usually have to take the absorber mass (and so the mass
ratio M) really small and the question rises whether we can still suppress or at least
significantly reduce self-excited vibrations in this case. In [8] a numerical simulation
is given which does not agree with the harmonic balance result of the authors. We
shall show that this is caused by the necessity to rescale the parameter M with as
a consequence that we have to take into account second order effects. We rescale
M = εM¯ .
In this case the mass ratio M is small and, considering again the expressions in
section 3, we find that we may have linear resonance unless we omit the case Q = 1.
There are two possibilities to get a set of natural frequencies of the linearized system
(3.7) without damping, Ω1 and Ω2, which depend on the value of Q, see equation
(3.10). The possibilities are{
for 1 < Q
Ω1 = 1 and Ω2 = Q
or
{
for 0 < Q < 1
Ω1 = Q and Ω2 = 1
The combination resonance takes place if η◦ = |Ω2 − Ω1|.
To get a standard form (3.7), we use transformation (3.6) where now{
for 1 < Q
a1 = 0 and a2 = Q
2−1
Q2
or
{
for 0 < Q < 1
a1 = Q
2−1
Q2 and a2 = 0
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After rescaling time by 12(a1−a2)η◦2 , to second order (see [10], the averaged system
for the case 1 < Q is in the form
u˙1 = ε (−κ¯1η◦u1 + (α11 − 2Qσ¯)v1 +Q13v2) + ε2G1(u1, v1, u2, v2, µ),(9.1)
v˙1 = ε (−(α11 − 2Qσ¯)u1 − κ¯1η◦v1 −Q13u2) + ε2G2(u1, v1, u2, v2, µ),
u˙2 = ε
 −(κ¯2 − β¯V 2)η◦u2 + (α13 − 2σ¯)v2 + Cu2(u22 + v22)+ ε2G3(u1, v1, u2, v2, µ),
v˙2 = ε
 −(α13 − 2σ¯)u2 − (κ¯2 − β¯V 2)η◦v2 + Cv2(u22 + v22) + ε2G4(u1, v1, u2, v2, µ),
(9.2)
where α11 = M¯Q
2
a2ω1
, α13 =
M¯Q2(1−a2)
a2ω2
, Q13 =
(1−a2)Q2
a2
, and C = − 34Ω22Bη◦a22 and
G1 = A1u1 +A2v1 +A3u2 +A4v2 +A5u1(u
2
2 + v
2
2) +A6u2(u
2
2 + v
2
2)
G2 = −A2u1 +A1v1 −A4u2 +A3v2 +A5v1(u22 + v22) +A6v2(u22 + v22)
G3 = B1v1 +B2u2 +B3v2 +B4u2(u
2
2 + v
2
2) +B5v2(u
2
2 + v
2
2) +B6v2(u
2
2 + v
2
2)
2
G3 = −B1u1 −B3u2 +B2v2 +B4v2(u22 + v22)−B5u2(u22 + v22)−B6u2(u22 + v22)2
see Appendix for Ai and Bi for i = 1..6. We note that the system for the case
0 < Q < 1 is obtained by transformation (3.6), with x¯1 → x¯2 and x¯2 → x¯1. This
implies that system (9.2) is transformed by ui → vi and vi → ui for i = 1, 2 and
exchanging Ω1 and Ω2, and conversely.
We find that to the lowest order in ε the trivial solution of the system (for both
cases) is unstable. The eigenvalues of the trivial solution of system (9.2) are
λ1,2 = −κ¯1η◦ ± (α11 − 2Qσ¯)i
λ3,4 = (β¯V 2 − κ¯2)η◦ ± (α13 − 2σ¯)i
Note that, because of our assumption of the presence of self-excitation, we have
β¯V 2 − κ¯2 > 0. Using the transformation to polar coordinates (4.11), we reduce
system (9.2) to a three-dimensional system. It is now a system of the form
R˙1 = ε (−κ¯1η◦R1 +Q13R2 sin(ψ)) + ε2G¯1(R1, R2, ψ, µ),
R˙2 = ε
 −(κ¯2 − β¯V 2)η◦R2 + CR32 + ε2G¯2(R1, R2, ψ, µ),
ψ˙ = ε (2(1−Q) + σ¯γ1 +Q13R2/R1 cos(ψ)) + ε2G¯3(R1, R2, ψ, µ),
(9.3)
where a long but straightforward calculation produces
G¯1 = A1R1 +A5R1R
2
2 +A4R2 sinψ + (A6R
3
2 +A3R2) cosψ
G¯2 = B1R1 sinψ +B2R2 +B4R
3
2
G¯3 = A2 +
A6R
3
2 +A3R2
R1
sinψ + (
A4R2
R1
− B1R1
R2
) cosψ
in which γ1 = α11 + α13 and R1 and R2 are bounded away from zero.
As C is negative, it is easy to see that up to first order in ε, R2 =
√
− (β¯V 2−k¯2)η◦C
corresponds with an invariant manifold. On this invariant manifold, system (9.3)
has a fixed point R◦ = (R10, R20, ψ0) corresponding with a periodic solution where
R10 = Q13R20√
κ¯21+(2(1−Q)+σ¯γ1)
, R20 =
√
− (β¯V 2−k¯2)η◦C , and ψ0 = arccos( (2(Q−1)−σ¯γ1)R10Q13R20 ).
Note that Q13 is positive. To study the stability of this fixed point we check the
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characteristic equation of the linearization of system 9.3 at that point up to order
ε. The characteristic equation is in the form
λ3 + pλ2 + qλ+ r = 0.
We find that all the coefficients of the equation are positive and pq − r > 0, so that
the fixed point R◦ is stable.
Figure 14 shows the maximum amplitude R =
√
R2x1 +R
2
x2 of the system (3.4)
as a function of time t with the parameter set III for the numerical simulation as
listed in Table 2.
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Figure 14. The maximum amplitude R =
√
R2x1 +R
2
x2 of system
(3.4) to first order approximation for parameter Set III (see Table
2) and fixed Q = 1.105.
Table 2: Parameter values for numerical examples.
Parameter Set III
M 0.12
ε 0.1
κ1 0.1
κ2 0.1
β 0.1
V
√
2.1
γ 4
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As C is proportional to η◦, we note that to first order in ε the amplitude R2 is
independent of the parameter value η which means the absorber hardly influences
the vibration. Adding the second order ε terms, we transform
R1 = R10 + εR¯1(9.4)
R2 = R20 + εR¯2(9.5)
ψ = ψ0 + εψ¯(9.6)
yielding a system of the form
˙¯R1 = ε
(
C1R¯1 + C2R¯2 + C3ψ¯ +K1
)
+O(ε2)
˙¯R2 = ε
(
C4R¯2 +K2
)
+O(ε2)
˙¯ψ = ε
(
C5R¯1 + C6R¯2 + C7ψ¯ +K3
)
+O(ε2)
(9.7)
where Ki, i = 1, 2, 3 are constants depending on R10, R20, and ψ0, and so do the
coefficients Ci, i = 1..7, see A.3 and A.4 in Appendix. The fixed point of system (9.7)
up to the lowest order of ε is (R¯10 , R¯20 , ψ¯0), where R¯10 , R¯20 , and ψ¯0 are obtained
by taking ˙¯R1 = 0, ˙¯R2 = 0 and ˙¯ψ = 0, respectively.
Since R¯20 can be obtained explicitly, the amplitude of variable x2 of system (3.4)
can be given immediately. The expression is
(9.8) Rx2 = |a2|R2
This amplitude will reach the minimum value at
(9.9) σ¯i =
1
3
(±3γ1 −
√
3κ¯1η◦)
2(1−Q)
In Figure 15 we show the maximum amplitude Rx2 of the system (3.4) with
respect to parameter η and Q. Figure 15 (a) for the case 1 < Q and Figure 15 (b)
for the case 0 < Q < 1. Figure 16 illustrates the areas where the amplitude Rx2 can
be reduced. For Parameter Set III, see Table 2, we show that inside the curves the
amplitude Rx2 is suppressed. Figure 16 (a) is for the case 1 < Q and Figure 15 (b)
for 0 < Q < 1. We show that the minimum value at η = 0.77607 is 0.441621 for
fixed Q = 1.105, see Figure 17.
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Figure 15. The maximum amplitude Rx2 = |a2|R2 of system
(3.4) to second order approximation, for parameter set III (see Table
2). (a). For the case 1 < Q and (b). for the case 0 < Q < 1.
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Figure 16. Diagram parameter (η,Q) for parameter Set III (see
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Figure 17. The maximum amplitude Rx2 of system (3.4) Param-
eter Set III (see Table 2) and fixed Q = 1.105. The minimum value
can be reached at η = 0.77607 and Rx2 = 0.441621.
10. Conclusion
We have studied system (3.4), modeling flow-induced vibrations, by using the
averaging method. There are two conditions needed for suppressing self excited
vibrations. The first condition states that the sum of the negative and the positive
linear damping components determine the stability of certain modes and must be
positive. The second condition is related to the parametric excitation frequency
and determines, whether full quenching can be achieved or not in a certain interval.
The presented results also demonstrate that a dynamic absorber with parametric
excitation is capable of enlarging the range of full vibration suppression near the
combination resonance frequency. Note that tuning into certain frequencies is easier
nowadays because of the use of mechatronic devices.
The dynamics of the averaged system (4.10) is complex and it can be understood
by the parameter diagram shown in Figure 10. By varying the parameter κ1 we find
equilibria, periodic solutions and torus solutions. The emergence of these solutions
and their stability is tied in with Hopf and Neimark-Sacker bifurcations.
For applications the case of a small absorber mass (smallM) is important. IfM
is of order ε the absorber influences the vibration in second order approximation. In
Figure 16, we find the areas where the vibration is decreased. We can also calculate
the minimum value that can be reached by the maximum amplitude of system (3.4)
which shows that a large amount of quenching is still possible.
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12. Appendix
The second order approximation of Averaging System
The expressions for the coefficients of the second order approximation of system
(9.1):
A1 = −α11η◦θ12
ω1 + ω2
− θ13η◦ + 2θ11σ¯
A2 = −1
4
(α11 + σ¯α12ω1)
2
ω31
− 1
4
θ211η
2
◦
ω1
+
α11α13
ω1(ω1 + ω2)
− 1
2
Q211
(4ω21 − 1)ω1
− 2α11σ¯
ω1η◦
A3 = −1
2
η◦ω2Q11θ12
ω1(ω1 + ω2)
− 1
8
η◦

θ11Q12
ω21
− θ22Q12
ω1ω2
A4 = −1
8
Q12α12σ¯
ω21
+
1
4
Q12σ¯
ω1ω2
− 1
8
Q12α11
ω31
+
1
8
α13Q12
ω1ω22
+
1
2
α13Q11
ω1(ω1 + ω2)
+
1
2
α13
ω1
− Q12σ¯
ω1η◦
A5 =
3
2
α11ω
2
2Bη
3
◦
ω1 + ω2
A6 =
3
32
Q12ω2Bη
3
◦
ω1
+
3
8
Q11ω
3
2Bη
3
◦
ω1(ω1 + ω2)
(12.1)
B1 = −1
2
α11Q11
ω2(ω1 + ω2)
− 1
2
α11
ω2
B2 =
α11θ12η◦
ω1 + ω2
+ 4θ22σ¯ + 2θ14η◦
B3 = − (ω2σ¯ + α13)σ¯
ω22
− α11α13
ω2(ω1 + ω2)
− 1
4
θ222η
2
◦
ω2
− 1
4
α213
ω32
+ 2
α13σ¯
ω2η◦
B4 = −3
4
α11ω
2
2Bη
3
◦
ω1 + ω2
− 3
8
(−2ω2σ¯ + α13)Bη3◦ + 3
4
α13Bη
3
◦ + 3ω
2
2Bη
2
◦σ¯
B5 = −3
8
θ22ω2Bη
4
◦
B6 = − 27
128
ω32B
2η6◦
(12.2)
where α12 = −2Q, Q11 = Q2, Q12 = (1− a2)Q2, θ11 = κ¯1, θ12 = κ¯1(1− a2)− (κ¯2−
β¯V 2), θ13 = M¯κ¯1, θ14 = M¯κ¯1(1− a2), and θ22 = κ¯2 − β¯V 2.
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The expressions for the coefficients of the second order approximation of system
(9.6):
C1 = −κ¯1η◦
C2 =
1
2ω1
Q12 sinψ0
C3 =
1
2ω1
Q12R20 cosψ0
C4 = −9
4
R220a
2
2ω
2
2Bη
3
◦ − θ22η◦
C5 = −1
2
Q12R20 cosψ0
R210ω1
C6 =
1
2
Q12 cosψ0
R10ω1
C7 = −1
2
Q12R20 sinψ0
R10ω1
(12.3)
K1 = (A3R20 +A6R
3
20) cosψ0 +A4R20 sinψ0 +R10A1 +A5R10R
2
20
K2 = B1R10 sinψ0 +B2R20 +B4R
3
20
K3 =

A4R20
R10
− B1R10
R20
cosψ0 +
A3R20
R10
+
A6R
3
20
R10
sinψ0 +A2 −B3 −B5R220 −B6R420
(12.4)
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Appendix
Models for Parametric Excitation in Self-Excited
Three-degrees of freedom problems
Some slender structures, like tubes in heat exchangers or rods between two
walls, are often self-excited by flow. In these cases, the self-excited vibration is an
unfavorable phenomenon leading to an increased loading of structural elements. It
is sometimes able to break down them. The system can be realized by a mechatronic
device similar to magnetic bearings or by pneumatic springs with a variable inner
pressure, see Tondl and Nabergoj [1]. There are several ways to limit the influence
of self-excited vibrations; for instance, using a conventional spring-mass absorber or
different kinds of damping; see Tondl [2], [3], [4] for references.
Recently, the effect of parametric excitation has been investigated in a two-mass
system, see Tondl [5], [6], [7] and Fatimah and Verhulst [8], [9]. In Ecker and Tondl
[7], the conditions when full suppression of the vibration could be achieved, have
been analytically studied. In Fatimah and Verhulst [9], the same system as in [7]
is considered. The results show that, using the first-order approximation of the
averaging method, full vibration cancellation is possible in an open parameter set.
Using the second-order approximation, the minimum value of the response can be
calculated if the secondary mass is small. It shows that a large amount of quenching
is still possible. The results of the influence of the parametric excitation on the
self-excitation in two degrees of freedom system suggest to study its contribution in
higher degree of freedom systems.
Next, we present some simple models in three degrees of freedom. The models of
the structure, e.g. a tube where the ends are elastically mounted by using springs of
variable stiffness, are shown in Figure 18 and 19. In Figure 20 a model is presented
which is free at one side.
The purpose of these model formulations is to present new open problems which
are very interesting both from the point of view of mathematics and of engineering,
see also Tondl [10] and [11] for references.
1. Models
In model 1 we consider a three-mass system consisting of a central mass and
two external masses . The ends of the external masses are elastically mounted by
using springs of variable stiffness. The scheme of this model is shown in Figure
18. The central mass m and the external masses m1 and m2 represent reduced
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concentrated masses of body elements while the connecting springs simulate their
elasticity. The springs have constant stiffness k. The linear viscous damping of
the external masses m1 and m2 have coefficient bo, while the variable stiffness is
periodically varying in time as ko(1 + ε cosωt). The central mass m is self-excited
by flow with a negative linear damping coefficient −b and damped by the non-
linear speed-dependent damping with coefficient c. The deflections from equilibrium
positions are yj (j = 1, 2, 3).
In model 2, the system also consists of a central mass and two external masses,
see Figure 19. The coordinates of masses mi, i = 1, 2, 3 are denoted by yi. The cen-
tral mass and the external masses are connected by springs with the same constant
stiffness k. The flow-generated self-excited force is acting on the external masses
m1 and m2; it is represented by Rayleigh force in the form bU(1− γoy˙2i )y˙i, i = 1, 3,
where b and γo are positive coefficients and U is the flow velocity. The linear vis-
cous damping of the central mass m has coefficient bo, while the variable stiffness is
periodically varying in time as ko(1 + ε cosωt).
In Figure 20, we consider a three mass system of model 3 where one of the ends
of the external masses is mounted by using a spring of variable stiffness. A flow
induced-vibration is acting on the external mass m1 and the central mass m with
the negative linear damping −b1 and −b2, respectively. The connecting springs to
the central mass m have the constant stiffness k1 and k2. The external mass m2 is
supported by a spring with constant stiffness ko and a linear viscous damper with
damping parameter bo.
The considered system of model 1 is governed by the following differential equa-
tions:
m1y¨1 + boy˙1 + ko(1 + ε cosωt)y1 + k(y1 − y2) = 0
my¨2 − bU2(1− cy˙22)y˙2 + 2ky2 − k(y1 + y3) = 0
m2y¨3 + boy˙3 + ko(1 + ε cosωt)y3 + k(y3 − y2) = 0
(1.1)
The system of model 2 is governed by the following differential equations:
m1y¨1 + k(2y1 − y2)− bU2(1− γoy˙21)y˙1 = 0
my¨2 + k(2y2 − (y1 + y3)) + ko(1 + ε cosωt)y2 + boy˙2 = 0
m2y¨3 + k(2y3 − y2)− bU2(1− γ◦y˙23)y˙3 =
(1.2)
The system of model 3 is governed by the following differential equations:
m1¨y1+k1(y1−y2)−b1(1−γoy˙21)y˙1=0
m2y¨2+k1(y1 − y2) + k2(y2 + y3)− b2(1− γoy˙22)y˙2 + boy˙2 = 0
m3y¨3−k2(y2 − y3) + ko(1 + ε cosωt)y3 = 0
(1.3)
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Figure 18. Model 1, the schematic representation of the three-
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Figure 19. Model 2, the schematic representation of the three-
mass chain system.
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Figure 20. Model 3, the schematic representation of the three-
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2. Analysis of Model 1
Tondl and Nabergoj [1] have been studied the case when m1 = m2 = mo. Using
the time transformation τ = ωot, where ωo =
√
2k/m and the linear transformation
y1 = x1 + x2 + x3
y2 = a1x1 + a2x2
y3 = x1 + x2 − x3
(2.4)
the system (1.1) can be transformed to two coupled quasi-normal Mathieu equations
and one uncoupled Mathieu equation in the form
x′′1 +Ω
2
1x1 + εf1(µ1, cos ητ, x1, x
′
1, x2, x
′
2, x3, x
′
3) = 0
x′′2 +Ω
2
2x2 + εf2(µ2, cos ητ, x1, x
′
1, x2, x
′
2, x3, x
′
3) = 0
x′′3 +Ω
2
3x3 + εf3(cos ητ, x3, x
′
3) = 0
(2.5)
where the normal-mode frequencies depend on the ratio between the masses mo
and m. The parameters µ1, µ2 depend on θ11, Q12 and θ22, Q21, respectively,
where θ11, θ22 are the damping coefficients, and Q12, Q21 are the coefficients of the
parametric term. The analysis of the linear case of system (2.5) shows that there
are two conditions in order to obtain an interval of the frequency of parametric
excitation η, where the trivial solution is stable. These conditions are found when
the combination resonance η = Ω2 − Ω1 is considered.
The first condition is
(2.6) θ11 + θ22 > 0.
The second condition for the stability interval boundaries is
(2.7) ηo − σ < η < ηo + σ, ηo = Ω2 − Ω1
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where
(2.8) σ = ε
θ11 + θ22√|θ11θ22|
√
−Q12Q21
16Ω1Ω2
− θ11θ22
Inside the interval the trivial solution is stable and it is unstable outside. For a more
detailed study see Tondl and Nabergoj [1].
3. Analysis of Model 2
We study system (1.2) for the casem1 = m2 = m. Using the time transformation
τ = ωot with ωo =
√
2k/m, system (1.2) becomes
y′′1 + y1 −
1
2
y2 − εβV 2(1− γy′12)y′1 = 0
y′′2 + y2 −
1
2
(y1 + y3) + q2(1 + ε cos ητ)y2 + εµy′2 = 0
y′′3 + y3 −
1
2
y2 − εβV 2(1− γy′32)y′3 = 0
(3.9)
where
(3.10) εβ =
b/m
ωo
, η =
ω
ωo
, q2 =
ko/m
ω2o
U2, εµ =
bo/m
ωo
, γ = γoω2o , and V =
U
Uo
System (3.9) can be transformed into a standard form (3.11) using the linear trans-
formation (2.4).
x′′1 +Ω
2
1x1 + εf1(α1, cos ητ,x) = 0
x′′2 +Ω
2
2x2 + εf2(α2, cos ητ,x) = 0
x′′3 + x3 + εf3(θ31,x) = 0
(3.11)
where
x = (xi, i = 1, 2, 3), αi = (θij , Qij ; i = 1, 2, j = 1, 2).
The xi, i = 1, 2, 3 are the normal coordinates corresponding to free vibrations of
the system. The normal-mode frequencies Ω1,2 and the constant multipliers a1,2 are
given by the relations:
Ω1,2 =
1
2
(q2 + 2)∓ 1
2
√
q4 + 2,
a1,2 = −q2 ±
√
q4 + 2,
(3.12)
where q 6= 0 and q 6= 1. We note that Ω2 > Ω1 > 0, a1 > 0, a2 < 0 and
fi =
1
2(a1 − a2) (θi1x
′
1 + θi2x
′
2 + (Qi1x1 +Qi2x2) cos ητ
∓ 2a2,1βV 2γ(3(x′1 + x′2)2x′3 + (x′1 + x′2)3)), i = 1, 2.
f3 =
1
2(a1 − a2) (θ31x
′
3 + 4(a1 − a2)βV 2γ(x′33 + x′3(x′1 + x′2)2)
(3.13)
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We note that system (3.13) is an Autoparametric system where x3 = 0 corresponds
to the semi-trivial solution of the system. Next, we use the parameters θ11, θ22, Q12,
and Q21, where
θ11 = 2(a1µ+ a2βV 2), θ22 = −2(a2µ+ a1βV 2)
θ31 = −2(a1 − a2)βV 2, Q12 = 2q2a2, Q21 = −2q2a1
(3.14)
3.1. The Normal Form by Averaging. We note that the parametric exci-
tation terms only occur in the normal coordinates x1, x2. There are three natural
frequencies of system (3.11), i.e, Ω1, Ω2, and Ω3 = 1. Due to occurrence of paramet-
ric resonance and self-excitation of system (3.11), we consider the external resonance
η = Ω2 − Ω1 and the internal resonance Ω2 − Ω3 − 2Ω1 = 0. Transforming t → ητ
and allowing detuning near η◦ by putting
(3.15) η = ηo + εσ¯, ηo = Ω2 − Ω1
we then transform system (3.11) by using Lagrange transformation,
xi = ui cosωit+ vi sinωit,
x˙1 = −ωiui sinωit+ ωivi cosωit,(3.16)
for i = 1, 2, 3 and ωi = Ωiη . We use again the dot to indicate derivation with respect
to the re-scaled time. After averaging over 2pi and then rescaling time through
ε
2(a1−a2)η2◦ , the first order in ε of the averaged system is of the form;
(3.17) U˙ = AU+ F(U)
where U is a vector (ui, vi, i = 1, 2, 3) and F is a vector function (fi, i = 1..6). The
function F only contains a cubic nonlinearity. The constant 6× 6-matrix A is in the
form
(3.18) A =
 A11 A12 0A21 A22 0
0 0 A33

where Aij , i, j = 1, 2, ∅ and A33 are 2× 2-matrix. System (3.17) can be reduced to
the five-dimension system by transforming the system using the following transfor-
mation,
ui = −Ri cosψi, and vi = Ri sinψi, i = 1, 2, 3.(3.19)
This transformation is useful for studying the semitrivial solution (x1, x2, 0) of sys-
tem (3.12) when x1 6= 0, x2 6= 0.
3.2. The Semitrivial solution. Consider λi, i = 1..6 which are the eigenval-
ues of matrix A. We find that the real parts of λ5 and λ6 of the trivial solution
are positive. Then, the trivial solution of system (3.17) is always unstable. Let
(x10, x20, 0) be a semitrivial solution of system (3.17), where x10, x20 correspond
with the non-trivial solutions R10, R20, and Ψ0 of the following system
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Figure 21. The parameter diagram in the (β, µ)-plane for fixed
q = 0.85, V =
√
2, γ = 1, and ε = 0.1 for nontrivial fixed points of
system (3.20). We find that there is no fixed point in region I. One
fixed point R01 exists in region II. There are two fixed points R01
and R02 in region III. The line β = 0.04 is used in the numerical
example in Figure 22.
R˙1 = −θ11ηoR1 + 12
Q12
ω1
R2 sin(Ψ) +
3
2
a2αη
3
oR1(
1
2
ω21R
2
1 + ω
2
2R
2
2)
R˙2 = −θ22η◦R2 − 12
Q21
ω2
R1 sinΨ− 32a1αη
3
oR2(ω
2
1R
2
1 +
1
2
ω22R
2
2)
Ψ˙ = 2(a1 − a2)η◦σ¯ + 12(
Q21
ω2
R1
R2
− Q12
ω1
R2
R1
) cosΨ.
(3.20)
When we take R˙1 = 0, R˙2 = 0, and Ψ˙ = 0, we obtain fixed points of system (3.20).
They correspond with periodic solutions of system (3.17). The fixed points of system
(3.17) are obtained by intersecting z1 and z2, where z1 ∩ z2 = ∅ for σ¯2 < σ¯ < σ¯1
and σ¯2 < 0 and σ¯1 > 0, see Chapter 3 section 8.1 for expressions of z1 and z2. The
explicit expression for σ¯i (i = 1, 2) can be found by solving A11A22 −A12A21 = 0.
Figure 22 shows the existence of the fixed point R0 when the parameter µ is
varied along line β = 0.04. There is no fixed point of system (3.20) for µ > 0.10736.
The fixed point R+01 exists in the interval 0.05987 < µ < 0.10736. There are two
fixed points R+01 and R
−
02 in the interval 0.02219 < µ < 0.05987. Two fixed points
R−01 and R02
− exist for 0 < µ < 0.02219. The R+0 and R
−
0 show that the fixed point
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Figure 22. The existence of the fixed point R0 of system (3.20),
for fixed q = 0.85, V =
√
2, γ = 1, ε = 0.1, and β = 0.04, (a) in
the (µ,R1)-plane and (b) in the (µ,R2)-plane. There is no fixed
point for µ > 0.10736. There is one solution R+01 for 0.05987 <
µ < 0.10736. There are two solutions R+01 and R
−
02 in the interval
0.02219 < µ < 0.05987. Two solutions R−01 and R02
− exist for
0 < µ < 0.02219. The solid curve shows that the solution R0 is
attracting in the (R1, R2)-plane. The dashed curve shows that it is
non attracting.
R0 is attracting and it is non attracting, respectively, in the (R1, R2)-plane. The
solid curve shows that the fixed point R0 is attracting in the (R1, R2)-plane. The
dashed curve shows that it is non attracting. We note that the fixed point (R0,0)
is always unstable in the full system.
In a further study one has to analyze the behavior of this unstable semitrivial
solution (R0,0) in the full system.
4. Discussion
In three degrees of freedom problems we find invariant subsets governed by two
degrees of freedom problems. A typical subsystem would be
x¨+Ω21x = εF1(cos ηt,x)
y¨ +Ω22y = εF2(cos ηt,x),
(4.21)
where x = (x, y), for example a system as in Fatimah and Verhulst [9]. System (4.21)
can be an Autoparametric system or not. In principle, there are three types of solu-
tion of system (4.21). The first type of solution ,represented by (x(t), y(t)), contains
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only the component of self-excited vibration. The second type of solutions are the
solutions in parametric resonance when the component of self-excited vibrations is
fully suppressed. The third type of solution contains both components of self-excited
vibrations and the components of parametric vibrations. The bifurcation study of
the system shows that by varying a certain parameter, we find equilibria, periodic
solutions and torus solutions. The emergence of these solutions and their stability
is tied in with Hopf and Neimark-Sacker bifurcations. There is also a possibility to
find chaotic behavior, see [9].
Applying the averaging method, by considering the external resonance as a
combination resonance of the natural frequencies of the system, we find that the
standard form in ODEs system can always be reduced to lower dimension. This is
useful to study the dynamics of the full system.
In the case of the three degrees of freedom problems presented in model 1 − 3,
we consider three natural frequencies Ωi, i = 1, 2, 3. There are many possibilities of
internal and external resonances. When we consider the case of parametric excitation
with a cubic nonlinearity, combination resonances involve to first order two or three
modes in one of the following forms: η = ωi ± ωj ± ωk, η = ωi ± 2ωj , η = 2ωi ± ωj ,
and η = 12 (ωi ± ωj), see Nayfeh [12], Yakubovich and Starzhinski [13] for more
detailed theory.
In section 2, the study of model 1 for the case m = m1 = m2 by Tondl and
Nabergoj [1] shows that there is a possibility to reduce the three degrees of freedom
system to the case of two degrees. The analytical results show that the vibration
can be suppressed in a certain interval when the parametric excitation frequency is
near the combination resonance |Ω1 − Ω2|. In section 3, model 2 is studied for the
same case as model 1. The results show that by using a linear transformation the
system becomes an Autoparametric system. The study of the semitrivial solution is
presented. There are still many problems for further study.
It is well-known that in the case of Hamiltonian systems, many new phenomena
appear when higher degrees of freedoms are considered. Corresponding with those
results above in two degrees of freedom for the coupled oscillator systems , the study
of three degrees of freedom problems will show interesting phenomena, such as the
appearance of tori, chaotic behavior and other interesting limit sets.
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Samenvatting
Dit proefschrift bestaat uit een verzameling studies over niet-conservatieve sys-
temen van gekoppelde oscillatoren. In dit geval bevatten deze systemen een para-
metrisch aangedreven oscillator. De nadruk ligt zowel op bifurcaties van eenvoudige
oplossingen (zoals vaste punten en periodieke oplossingen), als op het identificeren
van complexere dynamica, zoals chaotische oplossingen.
In hoofdstuk 1 wordt een autoparametrisch systeem bestudeerd, bestaande uit
een oscillator die op niet-lineaire wijze aan een aangedreven subsysteem is gekoppeld.
Deze koppeling is zodanig, dat de oscillator in rust kan zijn terwijl het aangedreven
subsysteem beweegt. Deze oplossing wordt aangeduid als de semi-triviale oplos-
sing. Wanneer de semi-triviale oplossing instabiel wordt kan dit aanleiding geven
tot het ontstaan van niet-triviale oplossingen. We zullen hier de situatie beschouwen
waarin de oscillator en het subsysteem in 1 : 1 resonantie verkeren. Bovendien is
het aangedreven subsysteem in parametrische 1 : 2 resonantie met de externe aan-
drijving. Met behulp van de middelingsmethode en numerieke bifurcatie continuatie
wordt de dynamica van het systeem bestudeerd, in het bijzonder de stabiliteit van
de semi-triviale oplossing. Er treden diverse soorten bifurcaties van de semi-triviale
oplossing op die leiden tot niet-triviale periodieke, of quasi-periodieke oplossingen.
Numerieke onderzoekingen wijzen op het bestaan van series periodeverdubbelingen
die leiden tot chaotische oplossingen. Tot slot merken we op dat in het gemiddelde
systeem een codimensie twee bifurcaties optreedt.
In hoofdstuk 2 worden locale en globale aspecten van de dynamica van het sys-
teem uit hoofdstuk 1 verder bestudeerd. Als eerste wordt centrumvarie¨teit analyse
toegepast, waarmee de vergelijkingen van een codimensie twee bifurcatie worden
afgeleid. De resulaten van de analyse van deze bifurcatievergelijking worden daarna
in verband gebracht met locale dynamica in het volledige systeem. Als tweede meth-
ode wordt een globale perturbatie techniek toegepast die ontwikkeld is door Kovac˜ic˜
en Wiggins. Met behulp van deze methode kan het bestaan van een heterocliene
oplossing van het Sˇilnikov type worden aangetoond. Het is bekend dat zo’n oplos-
sing gepaard gaat met complexe dynamica, waaronder chaotische oplossingen. Ten
slotte worden deze resultaten gecombineerd, leidend tot conclusies die geldig zijn
voor het volledige systeem.
Hoofdstuk 3 is een studie van gekoppelde oscillator systemen met zelf-excitatie.
Deze zelf-excitatie wordt gegenereerd door stromings ge¨ınduceerde trillingen. In
toepassingen zou dit model bijvoorbeeld de stroming rond bepaalde structuren kun-
nen beschrijven, die destructieve trillingen tot gevolg kan hebben. Dit onderwerp is
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de laatste jaren steeds relevanter geworden, aangezien ontwerpers materialen steeds
meer tot hun limiet belasten, wat er toe leidt dat strucuren steeds lichter en flexibeler
worden.
Het onderdrukken van stroming ge¨ınduceerde trillingen met behulp van een con-
ventioneel massa-veer systeem is veel onderzocht en ook toegepast in de praktijk.
Ook is bekend dat diverse typen demping de zelf-gee¨xiteerde trillingen kunnen on-
derdrukken. Er is echter nog weinig aandacht besteed aan het onderdrukken van
trillingen door middel van interacties van verschillende typen excitatie. In Tondl’s
verhandeling leidden synchronisatie fenomenen, met behulp van parametrische reso-
nantie, tot het idee parametrische excitatie te gebruiken om zelf-ge¨ınduceerde trillin-
gen te onderdrukken. Ook zijn hier de voorwaarden voor volledige onderdrukking
van trillingen (ook wel ’quenching) geformuleerd.
Hoofdstuk 3 behandelt de mogelijkheid zelf-gee¨cxiteerde trillingen in mechanis-
che systemen te onderdrukken met behulp van parametrische excitatie met twee
vrijheidsgraden. We beschouwen een systeem bestaande uit twee componenten. De
belangrijkste component wordt aangedreven door een kracht die geleverd wordt door
stromingsge¨ınduceerde zelfexcitatie. Een oscillerende component, die in staat is tot
dynamische absorptie, is aan de hoofdcomponent bevestigd. Het periodiek varie¨ren
van de elasticiteit van de verbinding tussen de hoofdcomponent en de absorbtie-
oscillator vertegenwoordigt een parametrische excitatie. Het blijkt dat voor bepaalde
frequenties van de aandrijving de vibraties elkaar volledig kunnen opheffen. Met be-
hulp van de middelingsmethode wordt het volledige niet-lineaire systeem bestudeerd,
met als niet triviale oplossingen zowel stabiele periodieke oplossingen als tori. In het
geval van een kleine absorptiemassa moet er een tweede orde berekening uitgevoerd
worden.
In de appendix worden open vraagstukken over modellen met drie vrijheids-
graden geformuleerd. Deze modellen bevatten ook interactie tussen zelfexcitatie en
parametrische excitatie. Er is een elementaire stabiliteits analyse voor een bepaald
lineair geval, hoewel zelfs dit geval verre van eenvoudig is. De analyse van het
niet-lineaire geval is nog een open probleem. Net als in het geval van systemen
met twee vrijheidsgraden, verwachten we dat het resultaat van een nadere analyse
veel interessante fenomenen zal opleveren, zoals het optreden van tori of chaotisch
gedrag.
Ringkasan
Tesis ini merupakan kumpulan dari studi mengenai sistem yang terdiri dari
rangkaian osilator, dimana paling sedikit salah satu osilatornya memuat parametric
excitation. Studi-studi tersebut menitik beratkan pada pembahasan mengenai bi-
furkasi solusi-solusi sederhana dari sistem tersebut, seperti titik tetap (fixed point)
dan orbit periodik (periodic orbit). Selain itu terdapat pula pembahasan menge-
nai identifikasi perilaku solusi yang lebih kompleks seperti solusi khaotik (chaotic
solution).
Bab pertama tesis ini membahas tentang sistem autoparametric, yaitu sistem
bervibrasi yang terdiri dari sekurang-kurangnya dua buah subsistem: osilator dan
excited subsystem. Sistem autoparametric dibangun oleh persamaan-persamaan difer-
ensial di mana persamaan-persamaan diferensial yang mewakili osilator dan excited
subsystem terpasang secara nonlinier dan memenuhi kondisi ketika excited subsystem
berada pada posisi diam (tetap) sementara itu osilator bervibrasi. Kondisi seperti
ini disebut dengan solusi semi-trivial (semi-trivial solution). Dibahas keadaan ketika
solusi semi-trivial menjadi tidak stabil kemudian solusi non-trivial (non-trivial solu-
tion) muncul.
Di dalam studi tersebut di atas osilator dan excited subsystem dalam resonansi
internal (internal resonance) 1 : 1. Excited subsystem dalam resonansi parametrik
(parametric resonance) 1 : 2 dengan gaya eksternal. Untuk mempelajari dinamik
dari sistem tersebut digunakan metode averaging dan kontinuasi bifurkasi secara
numerik. Khususnya, dipelajari mengenai kestabilan solusi semi-trivial, yaitu kon-
disi ketika osilator berada pada posisi diam, sementara excited subsystem bergerak
secara periodik. Berbagai tipe bifurkasi dari solusi semi-trivial ditemukan dimana
terdapat hasil yang dapat mengidentifikasi keberadaan solusi-solusi non-trivial baik
yang periodik maupun yang quasi-periodic. Dengan menggunakan metode numerik
ditemukan adanya barisan dari periodic-doubling yang menunjukkan adanya solusi
khaotik. Akhirnya, disebutkan pula kemungkinan terdapat codimension 2 bifur-
cation pada averaged system (sistem yang diperoleh setelah menggunakan metode
averaging).
Bab kedua membahas secara analitik aspek-aspek dinamik lokal dan global dari
sistem yang dibicarakan pada bab pertama. Dengan menggunakan metode averaging
diperoleh sekumpulan persamaan autonomus (autonomous equation) untuk respon
aproksimasi dari sistem tersebut. Terdapat dua metode berbeda yang dipergunakan
untuk mempelajari averaged system. Pertama, menggunaan teori center manifold
untuk memperoleh persamaan codimension 2 bifurcation . Hasil yang diperoleh pada
101
102
pembahasan perilaku solusi dari persamaan tersebut, berkaitan erat dengan dinamik
dari averaged system. Kedua, menggunakan tehnik perturbasi global (global pertur-
bation technique) dari Kovac˜ik dan Wiggins untuk menganalisis interval parameter
di mana terdapat orbit homoklinik jenis Sˇilnikov (Sˇilnikov type homoclinic orbit).
Keberadaan orbit tersebut dapat digunakan untuk mengidentifikasi keberadaan di-
namik yang khaotic dari sistem tersebut. Akhirnya, hasil-hasil tersebut di rangkum
untuk menggambarkan dan menyimpulkan seluruh dinamik dari averaged system.
Bab ketiga dan Apendiks membahas ketika sistem dari osilator-osilator terse-
but memuat self-excitation yang disebabkan oleh vibrasi akibat medium mengalir.
Contoh dalam aplikasi, misalnya aliran air mengenai suatu struktur yang dapat
mengakibatkan suatu vibrasi yang bersifat merusak struktur tersebut.
Telah banyak penelitian dilakukan untuk mengurangi atau menekan vibrasi yang
diakibatkan oleh medium mengalir. Salah satu cara yang sudah banyak diaplikasikan
dalam praktek adalah dengan menggunakan sistem peredam pegas-massa konven-
sional. Telah diketahui pula bahwa vibrasi self-excited dapat ditekan dengan meng-
gunakan interaksi antara berbagai macam damping yang berbeda. Namun, masih
sedikit perhatian kepada penggunaan interaksi antara berbagai sumber eksitasi yang
berbeda. Beberapa hasil penelitian tentang fenomena sinkronisasi (synchronization
phenomena) dengan menggunakan resonansi parametrik yang ditulis Tondl di dalam
monografnya, telah memberikan gagasan untuk menggunakan eksitasi parametrik
dalam menekan vibrasi self-excited. Kondisi-kondisi ketika seluruh vibrasi tersebut
dapat ditekan secara penuh (full suppressing) pertama kali telah dirumuskan oleh
Tondl.
Bab tiga membahas kemungkinan penekanan vibrasi self-excited pada suatu
sistem mekanik dengan menggunakan parametric excitation. Sistem yang dibahas
adalah sistem dengan derajat kebebasan dua (two degrees of freedom). Sistem ini
terdiri dari dua buah massa di mana massa utama tereksitasi oleh medium men-
galir, yaitu self-excited. Massa yang lain berfungsi sebagai peredam dinamik yang
dipasangkan ke massa utama dengan sebuah pegas sedemikian sehingga ketika ke-
lenturan (stiffnes) dari pegas tersebut diubah-ubah maka terjadilah parametric ex-
citation. Hasil studi dari sistem tersebut menunjukkan bahwa penekanan vibrasi
secara penuh terjadi pada suatu interval parameter tertentu. Dengan menggunakan
metode averaging seluruh sistem non-linier dipelajari. Hasilnya menunjukkan keber-
adaan solusi-solusi periodik yang stabil dan solusi-solusi torus. Untuk kasus dimana
massa peredamnya kecil, pendekatan averaging order kedua harus dilakukan.
Pada bagian Apendiks disajikan model-model dari sistem dengan derajat kebe-
basan tiga (three degrees of freedom) sebagai masalah yang sifatnya masih terbuka.
Model-model tersebut juga memuat interaksi antara self excited dan parametric ex-
citation. Terdapat pembahasan mendasar mengenai analisis kestabilan untuk ka-
sus linier, meskipun hal itu tidaklah sederhana. Adapun analisis untuk kasus non-
liniernya dimaksudkan untuk studi lanjutan. Menilik hasil studi untuk kasus sistem
dengan derajat kebebasan dua, diprediksi bahwa pada sistem dengan derajat kebe-
basan tiga juga akan ditemukan fenomena-fenomena menarik, misalnya keberadaan
solusi-solusi torus dan solusi khaotik.
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