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Abstract. Geometric Algebra (GA) is a mathematical language that aids
a uniﬁed approach and understanding in topics across mathematics,
physics and engineering. In this contribution, we introduce the Space-
time Algebra (STA), and discuss some of its applications in electromag-
netism, quantum mechanics and acoustic physics. Then we examine a
gauge theory approach to gravity that employs GA to provide a coordi-
nate free formulation of General Relativity, and discuss what a suitable
Lagrangian for gravity might look like in two dimensions. Finally the
extension of the gauge theory approach to include scale invariance is
brieﬂy introduced, and attention drawn to the interesting properties
with respect to the cosmological constant of the type of Lagrangians
which are favoured in this approach. The intention throughout is to
provide a survey accessible to anyone, equipped only with an introduc-
tory knowledge of GA, whether in maths, physics or engineering.
Mathematics Subject Classiﬁcation. 00A79, 83C02 (Physics and General
Relativity).
Keywords. Geometric algebra, Mathematical physics, Gravitation, Rel-
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1. Introduction
Geometric Algebra (GA) is an extremely useful approach to the mathemat-
ics of physics and engineering, that allows one to use a common language in
a wide variety of contexts. For example, complex variables, vectors, quater-
nions, matrix theory, diﬀerential forms, tensor calculus, spinors and twistors,
are all subsumed under a common approach. This therefore results in great
eﬃciency, enabling one quickly to get into new areas. It also tends to suggest
new geometrical, and therefore physically clear, and coordinate-independent
*Corresponding author.
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ways of looking at things. Despite the title of this paper, we are not going
to attempt a survey of each area (there are good talks by experts in each
ﬁeld already in this volume). Instead we want to look brieﬂy at why GA is
so useful, and then look at a couple of areas, Electromagnetism and Acoustic
Physics, in a bit more detail to illustrate the usefulness of this approach. We
then pass on to consider the use of the same tools of GA in the study of
Gravity, showing that one can quickly achieve novel insights and understand-
ing. Topics we consider, in a simple fashion made possible by GA, include
how gauge theory in ﬂat space can replace parts of the diﬀerential geometry
needed for gravity, and issues about what the correct Lagrangian for gravity
should be.
1.1. Some Main Features of the Usefulness of GA
One of the major aspects of the usefulness of GA, at least in my own expe-
rience, is that one can do virtually everything with just geometric objects
in spacetime. For introductions to the GA of 3d space see the book [9] by
David Hestenes and the article [14] by Alan Macdonald in this volume. Here
we explain the elements of GA that we will work with in 4d spacetime, tra-
ditionally known as the STA (Spacetime Algebra).
The STA is the geometric algebra of spacetime [2,7], and is generated
by four vectors {γμ} which satisfy
γμ · γν = 12 (γμγν + γνγμ) = ημν = diag(+ − −−). (1.1)
Throughout, Greek indices run from 0 to 3 and Latin indices run from
1 to 3. We use a signature in which γ20 = −γ2i = 1, and natural units c = 
are assumed throughout. The full STA is spanned by
1
1 scalar
{γμ}
4 vectors
{γμ ∧ γν}
6 bivectors
{Iγμ}
4 trivectors
I = γ0γ1γ2γ3
1 pseudoscalar
(1.2)
The algebraic properties of the STA are those of the Dirac matrices,
but there is never any need to introduce an explicit matrix representation in
calculations.
Suppose now that we wish to study physics in the rest frame deﬁned
by the γ0 vector, which we can think of as the velocity vector of a speciﬁc
observer. We deﬁne
σk = γkγ0, (1.3)
so that
σiσj + σjσi = 2δij (1.4)
The set {σi} therefore generate the geometric algebra of the three-
dimensional space orthogonal to γ0. We call the three σi and their linear
combinations, relative vectors to indicate that their deﬁnition depends on
the choice of the timelike vector γ0. We see that
σ1σ2σ3 = γ1γ0γ2γ0γ3γ0 = γ0γ1γ2γ3 = I, (1.5)
so relative space and spacetime share the same pseudoscalar. The algebra of
space is therefore the even subalgebra of the STA. This subalgebra contains
the scalars and pseudoscalars, and six (spacetime) bivectors. These bivectors
are split into timelike and spacelike bivectors by the chosen velocity vector
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Figure 1. The even elements of the 4d spacetime algebra
provide the full geometric algebra of 3d space
(γ0 in this case)—see Fig. 1. This construction can be generalised to a general
velocity v—see Section 5.2.3 in [2].
1.2. Lorentz Transformations
The geometry of spacetime is usually expressed in terms of Lorentz transfor-
mations, and these in turn are usually expressed as a coordinate transforma-
tion, e.g.
x′ = γ(x − βt), t′ = γ(t − βx)
x = γ(x′ + βt′), t = γ(t′ + βx′) (1.6)
where γ = (1 − β2)−1/2 and β is the scalar velocity. Note we are using the
symbol x for the x-coordinate to distinguish it from the 4d position vector x.
As an alternative to passive coordinate transformations, the GA
approach encourages one to think about frame axes as being actively changed
in a transformation. This articulates well with the very useful machinery of
reciprocal frames, which we explain brieﬂy here.
Suppose the position vector x is decomposed in two frames, {eμ} and
{e′μ},
x = xμeμ = xμ
′e′μ (1.7)
The relation of coordinates to these frames comes from the notion of
reciprocal frame. Given the frame {eμ} we deﬁne the reciprocal frame {eμ}
via
eμ·eν = δμν (1.8)
where δμν is the Kronecker delta. So e.g. γ
i = −γi, (i = 1, 2, 3), and γ0 = γ0.
With these deﬁnitions then
xμ = x·eμ (1.9)
and so for example
t = e0·x, t′ = e0′·x (1.10)
This is very useful for working with curvilinear coordinates in particular, and
articulates well with Geometric Calculus.
Concentrating on the 0, 1 components:
te0 + xe1 = t′e′0 + x
′e′1, (1.11)
from which we derive the vector relations
e′0 = γ(e0 + βe1), e
′
1 = γ(e1 + βe0) (1.12)
which give the new frame in terms of the old. We now introduce the ‘hyper-
bolic angle’ or ‘rapidity’ α,
tanhα = β, (β < 1), (1.13)
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which gives
γ = (1 − tanh2α)−1/2 = coshα. (1.14)
The vector e′0 is now
e′0 = coshα e0 + sinhα e1 = (coshα + sinhα e1e0)e0
= eα e1e0e0 = eα e1e0/2e0e−α e1e0/2
(1.15)
Similarly, we have
e′1 = coshα e1 + sinhα e0 = e
α e1e0e1 = eα e1e0/2e1e−α e1e0/2 (1.16)
The other two frame vectors are unchanged, and we have written the trans-
formation equations for e0 and e1 in the split ‘half-angle’ form so that exactly
the same transformation applies to e2 and e3 as well. Deﬁning
R = eα e1e0/2 (1.17)
we see the relationship between the frames is
e′μ = ReμR˜, e
μ′ = ReμR˜, RR˜ = 1. (1.18)
Here R˜ denotes the reverse of R, which has the same elements of each
grade as R, except each geometric product, e.g. ab . . . c is written in the
reverse order c . . . ba. Also RR˜ = 1, for an even element R, is the deﬁnition
of a rotor. These are all the same deﬁnitions as for rotations in 3d. Thus the
same rotor prescription works for boosts, i.e. hyperbolic rotations between the
timelike and spacelike axes, as for 3d rotations [14]. Spacetime is a uniﬁed
entity now.
1.3. The Electromagnetic Field Strength
We wish to illustrate how useful this version of the Lorentz transformations
is, by looking at the electromagnetic field strength tensor, or Faraday tensor.
The Faraday tensor is a rank-2 antisymmetric quantity Fμν . As a
matrix, it has components
Fμν =
⎛
⎜⎜⎝
0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0
⎞
⎟⎟⎠ (1.19)
This is the standard deﬁnition, but it hides the natural complex structure.
In our version, F is a spacetime bivector. We generate it from the elec-
tric and magnetic ﬁelds E and B, which are relative vectors in the 3-space
orthogonal to the time axis γ0 (and therefore bivectors in the full STA), via
the very simple expression
F = E + IB (1.20)
which we can relate to the matrix elements via
Fμν = (γν∧γμ)·F (1.21)
(Note here the ‘·’ in (γν∧γμ)·F is the standard GA inner product, which for
blades Ar and Bs, returns the lowest grade element in the geometric product
ArBs. We mention this to distinguish this product from the left and right
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contractions which are sometimes used in GA.) Since γ0Fγ0 = (−E + IB),
we can recover E and IB individually from
E = 12 (F − γ0Fγ0)
IB = 12 (F + γ0Fγ0)
(1.22)
The split into E and IB depends on the observer velocity (γ0). Diﬀerent
observers measure diﬀerent ﬁelds.
A second observer, velocity v = Rγ0R˜, with comoving frame γ′μ =
RγμR˜, measures the components of electric ﬁeld
E′i = (γ
′
iγ
′
0)·F = (RσiR˜)·F = σi·(R˜FR) (1.23)
This is the same transformation law as for vectors (here for the transformation
of frames rather than the physical quantities themselves, hence the inverse
transformation R˜FR is found for F ), and provides a very eﬃcient machinery
for transformation of all electromagnetic quantities, which we illustrate with
a couple of examples.
• Example 1 Stationary charges in the γ0 frame set up a ﬁeld
F = E = Exσ1 + Eyσ2 (1.24)
with Ez = 0. What are the E and B ﬁelds measured by a second
observer, moving with velocity tanhα in the γ1 direction? For this the
relevant rotor is
R = eασ1/2 (1.25)
and the second observer measures the σi components of
R˜FR = e−ασ1/2Feασ1/2 = Exσ1 + Eye−ασ1σ2 (1.26)
This gives
E′x = Ex, E
′
y = coshαEy, B
′
z = − sinhαEy (1.27)
The ease with which we can carry this out compares favourably with
the same done with tensors.
• Example 2 What are the electromagnetic invariants that can be con-
structed from the Faraday bivector? We take
F 2 = 〈FF 〉 + 〈FF 〉4 = α + Iβ (1.28)
But
(R˜FR)(R˜FR) = R˜(α + Iβ)R = α + Iβ (1.29)
so both are Lorentz invariant, i.e. independent of the observer frame. In
the γ0 frame
α = 〈(E + IB)(E + IB)〉 = E2 − B2
β = −〈I(E + IB)(E + IB)〉 = 2E·B (1.30)
The ﬁrst is the Lagrangian density, while the second is less commonly
encountered. The invariance of both together means that if E and B
are of the same magnitude and perpendicular in one frame, then they
are in all frames, which is relevant to radiation ﬁelds.
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1.4. Composition of Boosts
As a further example of the utility of 4d rotors, but in a diﬀerent area from
electromagnetism, we will look at the same topic as treated by Macdonald
[14] in his Section 4.1.4, namely the composition of pure boosts. We have
already said a boost is a hyperbolic rotation between the timelike and space-
like axes, and a spacetime rotor R (which remember is an even element of
the 4d geometric algebra satisfying RR˜ = 1), will in general represent a
mixture of such rotations with purely spatial rotations. The deﬁnition of a
pure boost depends on singling out a particular timelike direction—we will
assume this is the γ0 axis, though one can work more generally as well, and
we shall give a 4d formula for the spatial rotation which is generated when
two pure boosts in diﬀerent directions are combined. This formula gives a
neat explicit result, which aids understanding of how this spatial part, which
is maybe somewhat unexpected, and of course is intimately linked with the
phenomenon of Thomas precession, comes about.
A rotor L is a boost relative to γ0 if
v = Lγ0L˜ = L2γ0 (1.31)
and we can write explicitly that
L =
1 + vγ0√
2 (1 + v·γ0)
= exp
(
α
2
v∧γ0
|v∧γ0|
)
(1.32)
where cosh(α) = v·γ0.
So we suppose that we have two boosts, L1 and L2 with corresponding
velocities v1 and v2. We now deﬁne
R = L2L1, and v = Rγ0R˜ (1.33)
In general R will not be a pure boost, but will have a spatial rotation
part U which commutes with γ0. Writing R = LU , The ‘L’ part of R is given
immediately by (1.32), and we can then form the U part via
U = L˜R (1.34)
We can see this encodes the spatial-only part of the rotation since
Uγ0U˜ = L˜Rγ0R˜L = L˜vL = γ0 (1.35)
We can get a more explicit formula for U as follows. We have that
L˜ =
1 + γ0v√
2 (1 + v·γ0)
=
1 + γ0L2L1γ0L˜1L˜2√
2 (1 + v·γ0)
(1.36)
Thus the expression for U is
U =
L2L1 + γ0L2L1γ0√
2 (1 + v·γ0)
(1.37)
and we can see that U is the projection of the composite rotor R = L2L1 into
the part of ‘rotor space’ that commutes with γ0. This provides an interesting
alternative viewpoint on the (perhaps more explicit) 3 + 1 formulae given in
[14]. (See also [11] for a further 3 + 1 derivation.)
Geometric Algebra in Physics
2. Quantum Mechanics
The STA treatment of quantum mechanics is a large subject (see e.g. [2,3,8]),
and we give only a brief treatment, highlighting how diﬀerent this approach
can be from the usual ones, and how it aids a uniﬁed understanding of several
diﬀerent ‘wave equations’.
First let us consider the Pauli algebra. Equation (1.4) above showed how
the σi vectors provide a representation-free version of the Pauli matrices σˆi,
which are deﬁned as
σˆ1 =
(
0 1
1 0
)
, σˆ2 =
(
0 −i
i 0
)
, σˆ3 =
(
1 0
0 −1
)
(2.1)
But what about what they operate on? Conventionally the σˆi act on
2-component Pauli spinors
|ψ〉 =
(
ψ1
ψ2
)
(2.2)
with ψ1 and ψ2 complex. In the GA approach, something rather remarkable
happens, we can replace both objects (operators and spinors), by elements
of the same algebra, via the following equivalence (conventional on the left,
STA on the right):
|ψ〉 =
(
a0 + ia3
−a2 + ia1
)
↔ ψ = a0 + akIσk (2.3)
Thus for example, the spin-up |+〉, and spin-down |−〉 states are trans-
lated by
|+〉 ↔ 1 |−〉 ↔ −Iσ2 (2.4)
The action of the quantum operators {σˆk} on states |ψ〉 has an analogous
operation on the multivector ψ:
σˆk|ψ〉 ↔ σkψσ3 (k = 1, 2, 3) (2.5)
which can be veriﬁed by an explicit computation. We can understand the
STA object ψ as follows. As an even element of the 3d geometric algebra of
space, it satisﬁes
ψψ˜ = (a0)2 + (a1)2 + (a2)2 + (a3)2 = ρ2 (2.6)
where ρ is a positive scalar quantity. (We note in passing that formulae such
as this are familiar from the theory of quaternions whose algebra is isomorphic
to the even sub-algebra of the 3d GA, the speciﬁc correspondence being
1, i, j, k ↔ 1, Iσ1,−Iσ2, Iσ3.) (2.7)
We can then deﬁne
R = ρ−1/2ψ, so that RR˜ = 1 (2.8)
meaning that the ‘non-scale’ part of ψ is a 3d rotor. This is very interesting in
meaning that Pauli spinors are (up to scale) instructions for rotating objects
in 3d space.
This view oﬀers a number of insights. For example, the spin-vector s
deﬁned by
〈ψ|σˆk|ψ〉 = σk·s. (2.9)
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Figure 2. The Lorentz spinor ψ pictured as an instruction
to rotate and dilate the ﬁxed frame axes {γμ} to a new ‘body
frame’ attached to the particle
can now be written as
s = ρRσ3R˜. (2.10)
The double-sided construction of the expectation value contains an
instruction to rotate the ﬁxed σ3 axis into the spin direction and dilate it.
Also, suppose that the vector s is to be rotated to a new vector R0sR˜0.
The rotor group combination law tells us that R transforms to R0R. This
induces the spinor transformation law
ψ → R0ψ. (2.11)
This explains the ‘spin-1/2’ nature of spinor wave functions.
Similar things happen in the relativistic case. Instead of the wavefunc-
tion being a weighted spatial rotor, it is now a full Lorentz spinor of the type
discussed in Sect. 1.4, which we can decompose into
ψ = ρ1/2eIβ/2R (2.12)
with the addition of a slightly mysterious β term related to antiparticle states
(see e.g. [5] for further discussion of this decomposition, and the role of β).
There are ﬁve observables in all, including the current, J = ψγ0ψ = ρRγ0R˜,
and the spin vector s = ψγ3ψ = ρRγ3R˜, and a pictorial representation of the
observables corresponding to the 4 frame vectors is given in Fig. 2.
This picture provides a very interesting link with the GA treatment of
rigid body mechanics, which has motivated much of David Hestenes’ work
on the electron [10].
Another very signiﬁcant uniﬁcation is from the nature of the derivative
operator
∇ ≡ γμ∂μ (2.13)
Using this, and the Faraday bivector F = E + IB discussed above, the
entire set of Maxwell equations can be written as
∇F = J (2.14)
as we discuss further below. The point we wish to make here is that someone
used to the STA version of these equations, perhaps in an engineering appli-
cation, can immediately proceed to understanding the wave equation for the
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neutrino
∇ψ = 0 (2.15)
In fact their only problem is they won’t know whether neutrinos are Majo-
rana, in which case
ψ = φ
1
2
(1 + σ2) (2.16)
(here φ is a Pauli spinor, and the idempotent 12 (1 + σ2) removes 4 d.o.f.),
or a full Dirac spinor ψ, since currently no one knows this! They could then
proceed to the Dirac equation
∇ψIσ3 = mψγ0 (2.17)
where the Iσ3 at the right of ψ reveals a geometrical origin for the unit
imaginary of quantum mechanics.
Such a person might then wonder about generalising this choice, and
allowing spatial rotations at the right of ψ to transform between Iσ1, Iσ2
and Iσ3. This would then be the SU(2) part of electroweak theory! So our
hypothetical investigator, starting in engineering applications, would have
succeeded in getting quite a long way into High Energy physics with exactly
the same tools as needed for e.g. electromagnetism and rigid body mechanics.
3. Electromagnetism
We now return to electromagnetism to examine two further applications in
which the power of the STA is evident, and the second of which also provides
a prelude for what we shall look at in acoustic physics.
We have already said that deﬁning the Lorentz-covariant ﬁeld strength
F = E+IB and additionally the current J = (ρ+J)γ0, we obtain the single,
covariant equation
∇F = J (3.1)
The advantage here is not merely notational—just as the geometric
product is invertible, unlike the separate dot and wedge product, the geomet-
ric product with the vector derivative is invertible (via multivector Green’s
functions) where the separate divergence and curl operators are not. This
leads to the development of a new method for calculating the EM response
of a system to incoming plane radiation, which is partially described in Sec-
tions 7.5 and 7.6 of [2]. For a problem with harmonic time dependence it
proves convenient to use a complex representation (with uninterpreted imag-
inary i) for the Faraday bivector, and we write
F (x) = F (r)e−iωt (3.2)
The appropriate Green’s function for this case is then
G(r) =
eiωr
4π
(
iω
r
(1 − σr) + r
r3
)
(3.3)
where σr = r/r is the unit (relative) vector in the direction r. (See also
the equivalent expression in [16].) The advantages of using this multivector
Green’s function are (a) it provides a ﬁrst order formulation—we just need
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Figure 3. Image showing the response of a set of conduct-
ing plates (mirrors) to a plane electromagnetic wave coming
in from the left, using a technique based on the Green’s func-
tion (3.3).
a single integral over a surface to compute the ﬁelds at all spatial positions,
thus conforming closely to what we would expect from a Huygen’s principle
formulation, and (b) provides the E and B ﬁelds simultaneously, along with
all necessary polarisation and obliquity factors, which is not achieved in such
a simple way in conventional approaches (see e.g. Chapter 12 of [1] for a good
exposition of the standard techniques).
Methods of this kind were employed to provide a fast route to calculating
the response of a set of conducting plates or facets to incoming plane waves,
with a typical result as shown in Fig. 3. The technique was fast enough that
it was possible to change the illumination arbitrarily in real time and see the
eﬀects this caused, whilst working on just a single GPU. It should be stressed
that the calculations involved were exact, i.e. all diﬀractive and other eﬀects
are included.
3.1. Radiation from a Moving Charge
For a more detailed example, and as preparation for the consideration of
acoustic physics, we will now consider radiation from a moving charge. David
Hestenes and Gull et al. [4] introduced the relevant STA techniques on this
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Figure 4. An observer at spacetime position x receives elec-
tromagnetic inﬂuences from the point x0(τ) on a particle’s
world line, and is joined to this point by the null vector
X = x − x0(τ)
some years ago, but they are still not widely known, and also we want to
highlight a particular numerical implementation.
So we have a charge q moving arbitrarily, and wish to calculate the
radiation ﬁelds this produces. From the fact that ∇ ∧ F = 0, we know we
can introduce a vector potential A such that F = ∇ ∧ A. If we impose the
Lorenz gauge ∇ · A = 0, so that F = ∇A, then A obeys the wave equation
∇F = ∇2A = J (3.4)
Since radiation does not travel backwards in time, the electromagnetic
inﬂuence propagates along the future light-cone of the charge, and it is where
this future cone intersects the observer position x that we need the ﬁelds.
Conversely, taking a backward light-cone from x, we can ask where it inter-
sects the path of the particle in spacetime. We call the path of the particle
x0(τ), which is parameterised in terms of the particle proper time τ . This
situation is shown in Fig. 4. Clearly the separation vector down the light-cone
X = x − x0 is null, and this quantity is key to what follows (both here, and
in acoustic physics).
Now suppose that the charge is in fact at rest, so its velocity vector is
γ0, and that its path through spacetime is x0(τ) = τγ0 relative to the origin
in the γ0 frame.
The key observation is now the following. If the spacetime observer
(assumed also at rest) is located at a spatial distance r from the charge, then
for an observer time t we know that the τ at the intersection point of the
backward light-cone from the observer with the path of the particle, satisﬁes
r = t − τ (3.5)
This is because the travel time available to get from the particle to the
observer is t − τ and the distance needed to be traversed is r (we are taking
c = 1).
The null vector X is therefore given by
X = (tγ0 + rer) − τγ0 = r (γ0 + er) (3.6)
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where er is a unit 4d vector in the r direction (so will satisfy e2r = −1). We
note this means X·γ0 = r.
Meanwhile, for this simple static case, we can immediately write down
the potential A, since it is just the usual static Coulomb potential:
A =
q
4πr
γ0 (3.7)
We can turn this into a covariant expression by replacing the r by X·γ0,
and then in turn replacing each occurrence of γ0 by a general velocity v for
the particle. This yields
A =
q
4π
v
X·v (3.8)
This expression is in fact the fully covariant result for the A ﬁeld gener-
ated by an arbitrarily moving particle, and is the STA version of the Lie´nard–
Wiechert potential. What ‘fully covariant’ means here, can be understood as
follows. If we wish to transform to a new situation with a Lorentz rotated
velocity v′ = RvR˜, then the new A-ﬁeld is given by
A′(x) = RA(R˜xR)R˜ (3.9)
i.e. the rotated A evaluated at the back-rotated spacetime position. We can
illustrate this simply in the case where the velocity v is constant. Then the
only position dependence in A lies in the X(x) part of the X·v denominator.
We can therefore predict that the new A should be
A′ =
q
4π
v′
X(R˜xR)·v (3.10)
For a constant v we have that x0(τ) = τv and so
X(R˜xR) = R˜xR − τv = R˜
(
x − τRvR˜
)
R = R˜ (x − τv′)R (3.11)
meaning that
A′ =
q
4π
v′
(x − τv′) ·v′ (3.12)
where the τ is chosen to make (x − τv′) null. This is precisely the original A:
A =
q
4π
v
(x − τv) ·v (3.13)
with all vs replaced by v′s, and illustrating the covariant nature of our con-
struction in this special case. More generally, (3.9) will always work, and is
eﬀectively the deﬁnition of what we mean by covariance in the general case.
Now we want to ﬁnd F = ∇A. One needs a few diﬀerential identities of
which the following is perhaps the most interesting. Since X2 = 0, and using
a small overcircle to denote the scope of a diﬀerential operator, we have
0 = ∇˚(X˚ · X) = ∇˚(˚x · X) − ∇˚( ˚x0(τ) · X)
= X − γμ(X · ∂μx0(τ))
= X − γμ(X · (∂μτ)∂τx0)
= X − (∇τ)(X · v)
(3.14)
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Figure 5. The proper time τ at which the backwards light-
cone from an observer at x intersects a particle’s path, can
be viewed as a scalar ﬁeld ﬁlling spacetime, via extension
along forward light-cones from the particle
where we used the chain rule in the third step. This result implies
∇τ = X
X · v (3.15)
This is a very interesting result, since it shows us that the particle proper
time at the past light-cone intersection can be treated as a spacetime ﬁeld.
Such a ﬁeld, which does not carry any physical attributes (such as energy or
angular momentum), is called an adjunct field, and we can think of it arising
via the value of the ﬁeld at x0(τ) being extended over the charge’s forward
light-cone, as indicated in Fig. 5.
Proceeding using this result, and deﬁning
Ωv = v˙∧v (3.16)
which is the acceleration bivector, then the result for F itself can be found
relatively quickly. One ﬁnds
F =
q
4π
X ∧ v + 12XΩvX
(X · v)3 (3.17)
This equation displays a clean split into a Coulomb ﬁeld in the rest
frame of the charge, and a radiation term
Frad =
q
4π
1
2XΩvX
(X · v)3 (3.18)
proportional to rest-frame acceleration projected down the null vector X.
That this is a radiation term we can establish from its properties with
distance. We can see from Eq. (3.6), that in the rest frame of the charge X
scales with distance r. This means that the two Xs at the top and three at
the bottom of (3.18) yield an overall dependence of 1/distance.
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Figure 6. Calculations for the ﬁeld produced by a moving
charge. Left shows a bisection search for identifying the point
where the backward light-cone from the observer’s position
intersects the particle worldline. Right shows some captured
screen output for the magnitude of the Faraday bivector pro-
duced by a charge being moved in a circle
The stress-energy tensor for the electromagnetic ﬁeld, which has quite
a complicated expression when written in tensor form, is very simple in the
STA. We ﬁnd that the ﬂux of energy and momentum in the direction of a
vector a is given by
T (a) = −1
2
FaF (3.19)
i.e. we simply reflect a in the bivector F to ﬁnd the energy-momentum ﬂow.
From what we have just ascertained about the properties of the radiation
part of F with distance, it is clear that the T (a) due to this drops oﬀ as
1/distance2. Thus the surface integral of T does not vanish at inﬁnity—
energy-momentum is being carried away from the charge by radiation.
The expression for the electromagnetic ﬁeld from a moving charge given
in (3.17) is unique to the STA, and is probably the most compact in the
literature, as well as (in the opinion of the author), being the most revealing
of the underlying physics.
It also lends itself well to numerical solution techniques. In Fig. 6 we
show two plots arising from an algorithm which was used to produce a plot
of the ﬁeld radiated from a charged particle, the movements of which are
controlled in real time by the user. The left illustrates a bisection search
which can be used to ﬁnd the end point x0(τ) of the vector X. Schematically
the overall algorithm is:
• Store particle’s history (position, velocity, acceleration)
• To calculate the ﬁelds at x, ﬁnd the null vector X by bisection search
(or similar)
Geometric Algebra in Physics
• Retrieve the particle velocity and acceleration at the corresponding τ—
the above formulae give us A and F
The image on the right of Fig. 6 is captured screen output in which the
intensity is proportional to the magnitude of the Faraday bivector. Here we
see the beginnings of synchrotron radiation as the particle is moved approx-
imately in a circle. This is just a single moment from the continuous output
produced as the particle is moved around (via mouse inputs) by the user, and
the computations are carried out in real time on a single PC GPU. We give
these details since programs of this kind may be useful in teaching applica-
tions, where students could get a real feel for EM radiation by being able to
control its production themselves in this way.
Finally in this section, we note two further formulae which may be
deduced from those we already have, and which are very striking.
A = − q
8π
∇2X, F = − q
8π
∇3X (3.20)
These make clear the primacy of the vector X, which we will now also
encounter in the next topic.
4. Acoustic Physics
We now look at a perhaps surprising application of these techniques. This
is the topic of the wave equation for linearised perturbations in a stationary
ﬂuid
1
c20
∂2φ
∂t2
− ∂
2φ
∂x2
− ∂
2φ
∂y2
− ∂
2φ
∂z2
= 0 (4.1)
where c0 is the speed of sound in the ﬂuid. Oscillatory solutions for a moving
source might look typically like the function imaged in Fig. 7
Figure 7. A typical solution of the wave equation (4.1) for
an oscillatory moving source within the ﬂuid
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To make things look as simple as possible, and emphasise the tie-in with
special relativity, we will henceforth use units of length such that c0 = 1. (So
for propagation in air, the unit of length is about 330 m.) The wave equation
is then identical to
∇2φ = 0 (4.2)
where ∇2 is the usual relativistic Laplacian, and we are using a Special Rel-
ativistic (SR) metric of the form ds2 = dt2 − dx2 − dy2 − dz2.
We have written the wave equation without a source, but we want solu-
tions corresponding to a δ-function source which follows a given path. It is
known already that the solution for φ for this case corresponds to the electro-
static part of the electromagnetic Lie´nard–Wiechert potential (see e.g. [15]).
For a ﬂuid source with variable strength Q(t) then using the notation
from [15]
φ(t, x, y, z) =
1
4π
Qs
Rs (1 − Ms cos θs) (4.3)
Subscript s means that the corresponding quantity is evaluated at the
retarded position. As in EM this is where backwards null cone from the
observer’s position ((t, x, y, z)) intersects the world line of the source, and
null cone is deﬁned in terms of the above SR metric. M is the Mach num-
ber of the moving source, i.e. the ratio of its speed to the speed of sound in
the ﬂuid (assumed subsonic). θ is the angle between the source velocity vec-
tor and the observer’s position, seen from the source, and R is the distance
between the source position and the observer’s position.
Can we tie this in what we have just looked at for EM? An immediate
aspect we need to deal with, is that of course, in this Newtonian case, there
is no concept of particle proper time. Instead, the time of the particle is the
same as the time recorded by any observer, in whatever state of motion. This
is essentially the deﬁning characteristic of Newtonian time, which is universal,
and ﬂows equably and imperturbably, unaﬀected by anything else.
We can still deﬁne a retarded time τ , however, by exactly the same
construction as above. This is the Newtonian time at the point where the
backward null-cone from the observer’s position intersects the worldline of
the particle.
The key to what follows is to note that we can deﬁne a covariant New-
tonian 4-velocity in the following way. Consider the particle moving in New-
tonian time. We use the ‘projective split’ in which relative vectors in a 3d
frame orthogonal to γ0 are bivectors in the overall spacetime. Suppose the 3d
track of the particle as a function of Newtonian time τ is x0(τ). The particle
position in 4d Newtonian spacetime is then given by
x0N = (τ + x0(τ)) γ0 (4.4)
so that we can deﬁne its Newtonian 4-velocity as
vN =
dx0N
dτ
= (1 + M) γ0 (4.5)
where M is the (relative) ordinary velocity divided by the sound speed.
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The two key observations, on which the entire equivalence rests, are that
(a), for a given particle path, although it will in general not have the same
length, vN is in the same direction as the relativistic 4-velocity v, and (b),
the velocity v appears ‘projectively’ in the formula for the EM 4-potential
(3.8). ‘Projectively’ here means that it appears only linearly, and any scale
associated with it will cancel out between numerator and denominator.
Putting these observations together, means that an equally good expres-
sion for A in EM is
A =
q
4π
vN
X·vN (4.6)
in which just the Newtonian 4-velocity appears. We can then use the time
part of this to provide the solution for the potential due to a moving source in
a ﬂuid. To illustrate this approach, we will now look at a well known phenom-
ena for waves in a ﬂuid, and derive an interesting 4d covariant form for the
Doppler eﬀect, which also turns out to have implications in electromagnetism.
4.1. The Doppler Eﬀect
Starting with the ﬂuid case, suppose we have a wave with modulation function
f(t, x, y, z), and a moving observer, with Newtonian 4-velocity
VN = (1 + N) γ0 (4.7)
say. (N here is being used to indicate the observer’s ordinary velocity, divided
by the sound speed.) The (4d) gradient in the VN direction is
VN ·∇ = ∂
∂t
+ N ·∇ (4.8)
which we recognise as the ‘convective derivative’ for the given observer. We
then claim that iVN ·∇ ln f provides a covariant deﬁnition of the ‘eﬀective
frequency’ observed. As an example, if the modulation is purely harmonic:
f(t, x, y, z) = exp (i (k·x − ωt)) (4.9)
with |k| = ω, then we get
iVN ·∇ ln f = ω
(
1 − kˆ·N
)
(4.10)
as expected. (Note that as in the equivalent EM case, the i here is an unin-
terpreted imaginary, being used for convenience when we have modulation in
time.)
We now apply this to our function f(τ) of Newtonian retarded time.
This gives
iVN ·∇ ln f = i (VN ·∇τ) df/dτ
f(τ)
(4.11)
where we have as usual used the chain rule in evaluating the ∇ applied to τ .
But i(df/dτ)/f(τ) is the eﬀective frequency as observed at the emitter. Also
we can use Eq. (3.15) with v replaced by vN for evaluating ∇τ , since nothing
in its derivation depended on v2 = 1. So
∇τ = X
X·vN (4.12)
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Putting these two facts together, we can deduce
eﬀective frequency measured by observer
eﬀective frequency at transmitter
=
VN ·X
vn·X (4.13)
So we have a nice compact, covariant, expression for the Doppler eﬀect,
given solely in terms of 4d geometric quantities. We could of course have
worked with purely harmonically varying quantities at a single frequency,
but we wanted to illustrate that the essence of it rests with the action of
VN ·∇, and could in principle be applied to any time-varying quantity, to give
an eﬀective ‘stretching’ eﬀect. Also, we can now go back to EM case, and can
recover an interesting result there.
4.2. Return to Electromagnetism
We now need to work with the relativistic 4-velocities v and V instead of
the Newtonian 4-velocities vN and VN , and the retarded proper time instead
of retarded Newtonian time. The main diﬀerence arises in the ‘convective
derivative’, which acquires a factor coshα, where tanhα = |N |, compared to
the Newtonian case. However, this is exactly what is required to convert the
‘laboratory frame’ time t to the proper time of the observer. Thus we now
get the result for EM
eﬀective frequency measured by observer
eﬀective frequency at transmitter
=
V ·X
v·X (4.14)
This is an interesting expression for the redshift in special relativity,
which I have not seen before! The usual expression, and one which works in
general relativity (GR) as well, is derived by working with a photon with
4-momentum p. There one ﬁnds
photon energy measured by observer
photon energy at emission
=
V ·p
v·p (4.15)
(In the GR version, the p in the numerator may be diﬀerent from the p
in the denominator, despite referring to the same photon, due to gravitational
redshift.) We see that in the current approach, the role of the null-momentum
p is taken over by the retarded null vector X, which is an interesting equiv-
alence. Equation (4.14) is more general than (4.15), since it refers to the
stretching or compression in time of any information ﬂow from source to
receiver.
5. Gauge Theory Gravity
The rest of this paper will concentrate on gravity, and in particular the Gauge
Theory approach to gravity. There is not enough space to explain this prop-
erly, but continuing the theme of seeking to show how Spacetime Algebra
is able to reach deep into modern physics using just the same tools (and
entities!) as useful in classical physics and engineering applications, we will
illustrate it in action in a very simple setting where one can see all the details.
Hopefully this will convince the reader that the techniques involved are worth
getting to grips with, and that as argued above for High Energy Physics,
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advanced topics in gravitational theory are well within the reach of anyone
equipped with the toolbox of geometric algebra.
The setting will be Gravity in 2 dimensions. We want to show how one
can recover the needed results of diﬀerential geometry via a gauge theory
approach. Then following this, we will consider an extension (in 4d) to a
larger class of gauge symmetries I am excited about.
What is Gauge Theory Gravity? This is a version of gravity that aims
to be as much as possible like our best descriptions of the other 3 forces of
nature:
• the strong force (nuclei forces);
• the weak force (e.g. radioactivity etc.);
• electromagnetism.
These are all described in terms of Yang-Mills type gauge theories (uni-
ﬁed in quantum chromodynamics) in a ﬂat spacetime background. In the
same way, Gauge Theory Gravity (GTG) is expressed in a ﬂat spacetime. It
has two gauge ﬁelds:
h(a): this allows an arbitrary remapping of position to take place in
which x → f(x) (position gauge change). The vector derivative ∇ is altered
by this remapping and deﬁning the transformation law for h(a) so as to undo
this change, then h(∇) can become position gauge covariant. h(a) is a vector
function of vectors and therefore has 16 d.o.f.
Ω(a): this allows Lorentz rotations to be gauged locally (rotation gauge
change). Again, the introduction of this gauge ﬁeld is necessary to make
derivatives covariant, and it is a bivector function of vectors with 24 d.o.f.
Standard General Relativity (GR) cannot even see changes of the latter
type, since the metric corresponds to gμν = h−1(eμ)·h−1(eν) and is invariant
under local Lorentz rotations. Note here, and in writing h(a), we have intro-
duced a useful notation in which the adjoint to a linear function h(a) (with
the underbar or overbar denoting the linearity of the function), is given by
h(a), and is deﬁned by
h(a)·b = a·h(b) (5.1)
for all vectors a and b.
The covariant derivative in the a direction is
Da ≡ a·∇ + Ω(a)× (5.2)
The × operator is deﬁned by A×B = 12 (AB − BA). If A is a bivector,
then A× preserves the grade of the object being acted upon. Moreover, it is
easy to show A×(BC) = (A×B)C +B(A×C), so that A× behaves similarly
to a derivation. Thus, despite appearances, Da is actually a scalar operator,
i.e. preserves grades, and can be commuted through the objects it acts upon!
We get the full vector covariant derivative via
D ≡ h(∂a)Da (5.3)
∂a here is part of the other new GA linear algebra machinery we need to
introduce, and is the multivector derivative w.r.t. a, ∂a ≡ eμ ∂∂aµ . As two
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examples to give the ﬂavour of this derivative, ∂aa = 4 and ∇ ≡ ∂x. The ﬁeld
strength tensor is got by commuting covariant derivatives, and one ﬁnds
[Da,Db]M = R(a∧b)×M where M is any multivector ﬁeld (5.4)
This leads to the Riemann tensor
R(a∧b) = ∂aΩ(b) − ∂bΩ(a) + Ω(a) × Ω(b) (5.5)
Note this is a mapping of bivectors to bivectors. The Ricci scalar (rota-
tion gauge and position gauge invariant) is
R = [h(∂b)∧h(∂a)
] ·R(a∧b) (5.6)
The gravitational action is then Lgrav = deth−1R, with the deth−1
inserted to make the action integral
∫
dnxLgrav position gauge covariant. The
dynamical variables are h(a) and Ω(a) and the ﬁeld equations correspond to
taking the multivector functional derivatives ∂h(a) and ∂Ω(a). How these work
is explained in Appendix B of the paper by Lasenby et al. [12], which can
be consulted for a full exposition and many other details of Gauge Theory
Gravity.
To help make this approach concrete in the current context, and also
throw up some interesting issues, we will now illustrate Gauge Theory Gravity
by considering the Gauge Theory approach to diﬀerential geometry in the
simplest non-trivial context.
5.1. 2d Diﬀerential Geometry
The simple illustration of the Gauge Theory approach to diﬀerential geometry
we want to give is the application to 2 Euclidean dimensions—there is not
really a gravity theory available here (for interesting reasons we discuss), but
this case is nevertheless instructive.
We start with a general h-function, which we write as
h¯(e1) = f1(x, y)e1 + f2(x, y)e2
h¯(e2) = g2(x, y)e1 + g1(x, y)e2
(5.7)
where we have used the frame {e1, e2}, which is reciprocal to the basis frame
{e1, e2}, in the deﬁnition. We also deﬁne a general Ω function
Ω(e1) = A1(x, y)I
Ω(e2) = A2(x, y)I
(5.8)
Here I = e1e2 is the pseudoscalar of the 2d space, and the functions fi,
gi and Ai are all scalar functions of position in the 2d space.
Note, deﬁning a vector ﬁeld A = Aiei we have
Ω(a) = (a·A)I (5.9)
We can now ﬁnd the Riemann tensor and Ricci scalar via Eqs. (5.5) and
(5.6). The latter works out to something nice-looking in terms of the vector
ﬁeld A:
R = 2 (deth) (∇∧A) I (5.10)
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and we are guaranteed that this is position-gauge and rotation-gauge covari-
ant. However, it turns out to be disastrous as regards being a suitable
Lagrangian for gravity!
First, we know that we should multiply by deth−1 to form the position
gauge covariant Lagrangian, so the full action is
S =
∫
d2x deth−1 deth (∇∧A) I =
∫
d2x (∇∧A) I (5.11)
Thus this doesn’t even depend on h! Moreover, things are even worse.
We can write
S =
∫
d2x (∇∧A) I =
∫
d2x∇·A′ =
∫
dl n·A′ (5.12)
where A′ = AI is the vector dual to A. The ﬁnal integral is around the
‘boundary’ in 2d space and n is a vector normal to the boundary.
We see from this that we will not get any equations of motion—the
action consists of just a ‘topological’ boundary term. So Einstein-Hilbert grav-
ity, based on just the ﬁrst power of the Ricci scalar does not work in 2d.
So what should one do instead to get 2d gravity? (This is a subject of
current research in Quantum Gravity—2d can provide a test bed for more
complicated theories—see for example the interesting review talk by Daniel
Grumiller [6].)
What if instead of R we used R2? Suddenly everything looks much more
sensible. We get
S =
∫
d2x deth−1R2 = −
∫
d2x dethF ·F (5.13)
where we have written F = ∇∧A. In fact one can go further. Let us deﬁne
F = h¯(∇∧A), which is the ‘covariant’ version of F . Then
S = −
∫
d2x deth−1 F·F (5.14)
So this is exactly the F·F Lagrangian of electromagnetism within Gauge
Theory gravity! Thus we can tell that doing gravity in 2d is going to be a
lot like doing electromagnetism. (Note that original R Lagrangian now looks
very strange—it is equal to ∫
d2xdeth−1FI (5.15)
which would be an odd way of doing electromagnetism.)
We will not pursue the full setup here, but suﬃce to say that to deter-
mine the equations of motion for both h and Ω, we need to bring in the
torsion deﬁned by
Q(h¯(a)) ≡ D∧h¯(a) (5.16)
and then this provides another term (speciﬁcally Q(∂a)·Q(a)) we can put in
the Lagrangian, and which ‘stiﬀens up’ the equations for h.
This is eﬀectively at the boundary of what people are working on for 2d
gravity, but emerges very quickly and naturally here in this GTG approach.
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Here to proceed further in terms of illustration, we will go back to the
diﬀerential geometry aspects, and will assume for the rest of this development
that torsion = 0, i.e.
D∧h¯(a) = 0 (5.17)
Using
D∧h¯(a) = h¯(∇)∧h¯(a) + h¯(∂b)∧
(
Ω(b)·h¯(a)) (5.18)
this gives a relation between h¯ and Ω that we can solve for Ω (i.e. A in this
2d case) in terms of h¯.
The details are not very instructive, so we will just jump straight to
the answer we get for R = 2deth (∇∧A) I. Also, we will further specialise
to where h, and therefore the implied metric gμν is diagonal, i.e. g11 = 1/f21 ,
g22 = 1/g21 .
We obtain
R = 1g11g22
{
−∂2g11
∂x22
− ∂2g22
∂x21
+ 12g11
[
∂g11
∂x1
∂g22
∂x1
+
(
∂g11
∂x2
)2]
+ 12g22
[
∂g11
∂x2
∂g22
∂x2
+
(
∂g22
∂x1
)2]}
Those used to diﬀerential geometry, will recognise this as the quantity
which appears in (the diagonal version of) Gauss’ Theorema Egregium, which
we can state as: No matter what coordinate transformations we carry out
(thereby changing the gμν of course), then in two dimensions the quantity
that we have just found is invariant, and its value is twice the Gaussian
curvature, K.
This is a very useful result in General Relativity, since we can work out
many problems in 4d in terms of two-dimensional hypersurfaces, e.g. the (r, φ)
plane for spherically symmetric systems, or the (t, r) plane for cosmology—2d
is often all we need. Also since the metric tensor is symmetric, we can always
diagonalise it, so we have derived the essential formula. Note in terms of the
covariant F , we have quite generally
K = FI (5.19)
which gives an interesting view of the Gaussian curvature
A special case worth looking at, where the value of A becomes trans-
parent, is for a conformal metric, i.e. where
h¯(a) = f(x, y) a (5.20)
for some scalar function f . We quickly ﬁnd that
A = (∇ ln f) I which note means ∇·A = 0 (5.21)
and thus A is already in Lorenz gauge.
For a constant curvature space (two-dimensional version of de Sitter
space, or for the spatial sections of any Friedmann–Robertson–Walker metric)
we ﬁnd a possible solution is
f =
1
2
(
1 + Kr2
)
(5.22)
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where r2 = x2 + y2, so we have here recovered the spatial part of the line
element for constant curvature universes.
Note A has a form analogous for what we would expect for a ‘constant
magnetic ﬁeld’, but modiﬁed by the conformal factor
A =
2K
1 + Kr2
(−y, x) (5.23)
Overall it is hoped this has given the reader a feel for Gauge Theory
Gravity, and how despite working in a ﬂat space and without tensor calculus,
it can recover standard diﬀerential geometry results in a simple fashion.
5.2. Progressing to Scale Invariance
Now we want to add an additional symmetry to those of position gauge and
rotation gauge covariance. This is scale invariance, where we want to be able
to rescale the h-function by an arbitrary function of position
h(a) → eα(x)h(a) (5.24)
where α(x) is a scalar. Then the ‘metric’ obeys
gμν = h−1(eμ)·h−1(eν) → g′μν = Ω(x)gμν with Ω(x) = e−2α(x) (5.25)
and we want the physical quantities to respond covariantly under these
changes. Note that the change where we remap x to an arbitrary function of
x (x → f(x)), is already included in the position-gauge freedom, so we are
not talking about x → eαx. Instead we mean a change in the standard of
length at each point (the original Weyl idea [17]).
There are a variety of ways of going about this. I have been working
(in the background!) on a novel approach to this for the last 8 years, and
gave a preliminary account in the Brazil ICCA meeting in 2008, but a lot
has changed since then. (I did not manage to write up the presentation, but
see http://www.ime.unicamp.br/icca8/videos.html for a video of the talk if
interested.)
With a colleague (Mike Hobson) we have now ﬁnished writing up the
theoretical foundations of the work [13]. (This ﬁrst paper is unfortunately
(for current purposes) not in GA notation, and indeed conversion of some
parts of this to conventional notation was one of the hardest tasks associated
with the work!) I will not give details here, but want to give a ﬂavour of it
by considering a subset of the full theory, which ties into the discussion we
have just had of 2d.
We can immediately get a version of scale invariance in 4d, by using as
Lagrangian, not the Ricci scalar R, but the ‘square’ of the Riemann tensor,
which in GA form we can write
S =
∫
d4xdeth−1βR (∂b∧∂a) ·R (a∧b) (5.26)
where β is a coupling factor. The point about this, is that if we think
of h transforming as exp(α), then the Riemann tensor transforms as
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exp(2α)R(B). Thus the overall integrand is of right ‘conformal weight’ to
be scale invariant. The (standard) Ricci scalar version
S =
∫
d4xdeth−1
R
2κ
, where κ = 8πG (5.27)
fails this test, and so cannot lead to a scale-invariant theory. Also the
Riemann2 version has the right weight in terms of dimensions for the β cou-
pling factor to be dimensionless (again the Ricci scalar version fails this test).
Very importantly as well, the Riemann2 Lagrangian is exactly what
we’d expect if we were to model gravity as a gauge theory just like the
electroweak and strong forces! This is because the Riemann tensor is the
gravitational version of the ‘ﬁeld strength tensor’ of the other theories, which
is always found by commuting covariant derivatives (as here). In electroweak
and QCD, we then form an invariant Lagrangian, by contracting the ﬁeld-
strength tensor with itself—again as here. So this directly parallels e.g. the
Maxwell structure F·F , which we saw above emerging as a viable candidate
for 2d gravity. A very interesting feature of this approach, is that torsion, i.e.
D∧h¯(a) 
= 0 (5.28)
becomes inevitable in general, and that quantum spin becomes a source not
just for torsion (as happens in standard Einstein–Cartan type theories), but
for the Riemann tensor itself.
In this connection, a beautiful feature is that the gravitational ﬁeld equa-
tions then become ‘Maxwell-like’ in form, e.g. the Ω equation is (schemati-
cally)
D˙R˙(B) = 1
β
Q(B) (5.29)
where Q(B) is the adjoint of the ‘spin source’ tensor. So quantum spin can
feed through directly to give gravitational eﬀects.
However, what is perhaps most interesting to me as a cosmologist, is that
this approach gives unique insights into the ‘cosmological constant’ problem.
We now know that on the largest scales in the universe we see not extra
attraction, but ‘repulsion’. The universe is accelerating, as measured by the
brightness of distant supernovae—see Fig. 8. Is this the cosmological constant
Λ? There are big problems with the physics of this if we interpret it as due
to vacuum energy, and use vacuum energy as a source term in the Einstein
equations—as is well known, particle physics predictions in this scenario are
too big by about 10120 compared to the Λ we observe!
However, one ﬁnds something remarkable happens with a Riemann
squared Lagrangian. I have been able to prove
(a) that all vacuum solutions of GR with Λ are solutions of Riemann2 with-
out a Λ;
(b) that all cosmological solutions (technically those with vanishing Weyl
tensor) of GR with Λ and a certain type of ‘matter’, are solutions of
Riemann2 without a Λ.
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Figure 8. The evolution of the scale factor of the universe
as traced by the brightness of distant supernovae
The eﬀective Λ which is simulated in each case, is given by
Λeﬀ = − 38βG (5.30)
where β is the coupling constant mentioned above. So Λ can arise naturally
from our modiﬁed gravity theory, and does not necessarily have to do with
vacuum ﬂuctuations as a source.
This is all very good. However, the big catch is the type of matter this
works with. This also has to be scale-invariant—e.g. in cosmology one can
use radiation, and have a radiation-ﬁlled universe (which was like our real
universe for the ﬁrst tens of thousands of years), but one cannot use ordinary
baryonic matter, or indeed massive dark matter particles, such as dominate
the universe today.
It was to get around this problem that I began exploring a more general
scale-invariant theory, that can incorporate ordinary matter. The founda-
tional aspects are now clear (see [13]). But coherently knitting together the
applications so that one can determine whether it can evade all the cur-
rent constraints on departures from GR, whilst doing useful things for Dark
Energy and Λ is still not quite clear. Hopefully it is on the right lines, however!
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