.76 ‰ VPDB) and IAEA-CO-9 (-47.32 ‰ VPDB). The mass spectrometer measurements 155 of these reference materials were (-5.81 ± 0.04) ‰ and (-46.64 ± 0.08) ‰. The ambient 156 measurement was averaged to hourly intervals. The isotopic ratio was expressed in the delta 157 notation (δ 13 C) in reference to the VPDB scale.
158
The typical 5-min measurement precision is 0.3 ‰ for δ for CO2 mole fraction at 161 the hourly averaging interval. These improvements were simply statistical, due to the increase 162 in the number of samples being used for averaging. The precision of the ambient 163 measurement was lower than this due to errors propagated through the calibration procedure.
164
According to a laboratory test on an analyzer of the same model and using the same 165 calibration procedure as ours, the hourly δ 13 C precision is about 0.4 ‰ (Wen et al., 2013) .
166
The calibration gases had much lower δ isotopologue independently, it is not critical that the calibration standards and the 9 measurement target have matching isotope ratios, so long as the standards bracket 174 concentration variability of the target (Bowling et al. 2005) . Nevertheless, the overall 175 accuracy of the measurement may be further improved by using calibration standards that 176 bracket variations in both the concentration and the delta values of ambient air samples. We 177 could not implement this improved calibration procedure because our analyzer failed at the 178 end of the experiment.
179
We did not adopt the strict filtering technique used for background sites (Thoning et al. 180 1989) because of high natural variations in urban airsheds. We removed the first 3 min of the 181 data after switching to the ambient sampling mode from the calibration mode. Additionally, 182 data were removed if the average hourly CO2 mole fraction was lower than 390 mol mol were out of the range between -15 ‰ and -5.5 ‰ (or about 3 standard deviations from the 185 mean); A total of 217 hourly values were removed by these outlier criteria.
186
The δ 13 C value measured by the analyzer in high humidity conditions is biased high due 187 to spectral broadening and direct spectral interference (Rella 2011) . To correct for the 188 humidity interference, we carried out two tests using a dew-point generator (model 610, COR, Inc., Lincoln, NE). A CO2 standard gas (secondary standard gas, 439 mol mol Figure S3 ) and a number of other urban datasets
235
(Supplementary Table S1 ).
236
In the following, we used the tropospheric CO2 mole ratio calculated by CarbonTracker of the atmospheric methane to CO2 emissions ratio (Shen et al. 2014) .
265
For the purpose of comparing with the Miller-Tans results, we also estimated the source sources (CESY 2013 , CSY 2013 , NSY, 2013 .
288
The non-energy industrial processes included cement, raw iron, crude steel, and 289 ammonia synthesis processes. In the YRD, the data were available at monthly intervals. For 290 the city of Nanjing, only annual statistics were available. Table 2 ). The delta value of CO2 from cement production is 309 provided by Anders (1994). We adopt a value of (-28.2 ‰) for δP for the YRD and Nanjing, source categories is given in Table 3 .
316
Uncertainties in the delta values of the different fuel types and industrial processes were 317 based on the data found in the references listed in Table 2 . The uncertainty in P was assumed 318 to be ± 1.00 ‰ (Verdag et al. 2016) . The mass flux terms FF and FC were assumed to have a 319 10% uncertainty, which is typical of fossil fuel consumption data (Vardag et al. 2016) .
320
To partition the nighttime flux for Nanjing, we assumed that the nighttime FF was 20 % processes. The second and third largest source were ammonia synthesis and pig iron 390 manufacturing, with fractional contributions of about 9 %. The "fossil-plus" source contribution to the total anthropogenic emission was 91 %, with the remaining 9 % 392 contributed by cement production (Table 2) .
was 52 %, lower than that for the YRD, and the other three major sources were ammonia 395 synthesis (16 %), pig iron (13 %), and gasoline (11 %). The fractional contribution of fuel-396 plus sources to the total anthropogenic emission was 96.4 % and the fractional contribution of 397 cement production was 3.6 % ( Table 2 ). The isotopic ratio of the "fossil-plus" sources was 398 0.35 ‰ lower for Nanjing than for the YRD.
399
The overall effective isotopic ratio of the anthropogenic sources weighted by the source 400 contributions was also lower for Nanjing than for the YRD (Table 3) . The difference was .
416
In Nanjing, the biological flux was positive throughout the year (Figure 8 ). This is 417 because the partitioning was done for the night hours when the natural ecosystems were a winter. This is in contrast to energy use patterns in northern cities in China and elsewhere.
432
The weak seasonality of the observed mole fraction was also related to the low vegetation The high July values observed at our site cannot be fully explained by CO2 removal by 455 plant photosynthesis. Photosynthesis and respiration are the two processes that dominate the C enrichment at our site to be smaller, not greater than that observed at Park Falls.
469
Furthermore, in a human-dominated landscape, the plant photosynthetic enhancement of Similarly, in Beijing, the monthly mean δ 13 C peaked at -9.49 ‰ in August 2014, which is 474 1.23 ‰ lower than the WLG value for the same month.
475
We suggest that cement production was the contributing factor responsible for the high (Table 3 ). This value is much higher than those reported for other urban lands, 
488
The influence of cement production on atmospheric δ 13 C has also been suggested for at assuming that the isotopic ratio of digestion is the same as δP shown in Table 3 overall δS of the anthropogenic sources in the YRD was also higher than that in Nanjing, the 530 difference being 2.01 ‰ ( C ratio of the surface sources with the Keeling plot method.
550
Using the daytime data, the Keeling result was lower and more variable than that inferred 551 from the Miller-Tans method using the daytime data (Figure 6a ). The two methods differed
552
by an average of -1.51 ‰ (Supplementary Table S2 ).
553
In comparison, the Keeling plot method showed reasonably good performance when 554 applied to the nighttime observations. This is because surface inversion conditions effectively Table S2 ).
561
When the S derived from the Keeling plot method was used for flux-partitioning, the summer. An unusual feature that has not been seen in other urban environments is that the ).
579
We hypothesized that the Miller-Tans method applied to the daytime and nighttime higher than that in the Nanjing Municipality. These results were consistent with inventory 584 estimates of anthropogenic source ratios at these two spatial scales.
585
By combining inventory data on anthropogenic carbon sources and the atmospheric 
