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Laminar isothermal fluid flow of two immiscible compressible fluid phases in a 
porous medium is formulated in terms of four unknown functions p, , pz, S, and S, 
in a pair of partial differential equations, (a/i?t)[#(x, t) S,pi] = (~/&)(K(x, t) 
~~(S,)(~/c?x)[~,@,)]), and a pair of auxiliary relations, S, =l-,(plrp2) and S,= 
1 - S,. This system is studied in terms of solutions which are constant along 
curves, viz., horizontal lines, vertical lines, and parabolas relevant to the parabolic 
nature of each of the partial differential equations in the system. Such solutions are 
described, although subject to solution of ordinary differential equations, for use in 
testing either numerical methods or proposed theorems for the original larger 
problem. 
1. INTRODUCTION 
Source-free laminar isothermal flow of two immiscible compressible fluid 
phases in a linear horizontal porous medium can be formulated [7] in terms 
of four unknown functions, p,, p2, S, and S, , appearing in two partial 
differential equations, 
and two auxiliary elations, 
si = ri@l 3 P2). (1.2) 
We adopt the convention, illustrated above, that each usage of the subscript, 
i, is assumed to apply to both values i= 1 and i = 2. Indeed, the subscript 
may be suppressed indiscussions which apply equally to both values of the 
subscript. 
We refer to (1.1) and (1.2) as a Porous Media System (PMS), and we 
consider this PMS for (x, t) E R = (0, 1) x (0, 7). Weak existence, 
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uniqueness, and stability are known for the third initial-boundary value 
problem [4], and the first initial-boundary value problem has been 
considered [7]. Our present purpose lies in construction of elementary 
closed-form solutions for possible use in validation of numerical processes 
for approximate solution of the PMS. Few closed-form solutions are known 
for even single-phase compressible flow in a porous medium [2, 3 1. 
We give minimal basic assumptions (Section 2) on those functions 
(4, K, ci, pi, ri) which must be specified for study of (1.1) and (1.2). We 
then develop certain special solutions, where the term “solution” excludes the 
trivial solution obtained by setting both p, and p2 to zero in (1.1). 
Some solutions can be found from considerations of questions which are 
trivial in other contexts such as in the case of the heat equation. For 
example, if 4 actually varies with r in (1. l), then the PMS has no constant 
solutions. However, if 4 factors as &x) times $(‘<t), space-independent 
solutions can be easily obtained (Section 3). Similarly, though not quite so 
easily, time-independent solutions, which are simply linear for the heat 
equation itself, can be obtained (Section 4) if q(f) z 1 and if K factors as R(x) 
times C(t). 
Finally, similarity [5] considerations can be used (Section 5) to transform 
(1.1) and (1.2) into a system of ordinary differential equations with solutions 
which can be interpreted as solutions of (1.1) and (1.2) which are constant 
along certain parabolas in the (x, t) plane. Thus, our unifying theme 
concerns solutions which are constant along curves; viz., horizontal segments 
(Section 3), vertical segments (Section 4), and parabolas (Section 5). In the 
latter case, although some properties of solutions are given here (Section 5), 
study of the relevant systems of ordinary differential equations will appear 
elsewhere [ 1, 81. 
2. SPECIFICATION 
Each symbol in (1.1) and (1.2) has a specific meaning as shown in 
Table I. Moreover, we supplement (1.2) and (1. I), respectively, with the 
requirements 
s, = KVl@,) -P&)1, s,= 1 -s,, 
and 
(2.2) 
The symbols listed in Table I, except for our four unknown functions, 
must be given functions. We let E = (-co, co), E+ = (0, co), and specify 
functional assumptions in Table II. 
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TABLE1 
Symbol 
4 
K 
s, 3 s, 
PI7PZ 
~lTcJ2 
p,,p* 
PC 
PI,& 
4 1 i, 
@,3 9, 
’ Unknown dependence. 
b Respectively. 
Name 
Porosity 
Permeability 
Saturations 
Densities 
Relative permeabilities 
Pressures 
Capillary pressure 
Viscosities 
Viscosities 
None 
Arguments 
(x3 1) 
6, t) 
(x, I) a 
(x, 0 a 
S,,Slh 
P1rP2 
b 
s, 
p,,p,* 
P1rP2 
b 
PI,P2 
b 
TABLE II 
Function Domain Range in Properties 
Et 
Et 
E+ 
E 
E+ 
E 
E 
E’ 
E 
E’ 
E 
H’~“V) a 
H”“‘(fi) a c’ 
C’, bijective 
C” 
C’, odd 
C4, odd, bijective 
C’, even 
C’, odd 
C’, even 
Cl, odd 
3. SPACE-INDEPENDENT SOLUTIONS 
If the PMS is presumed to have a solution with both p, and pz independent 
of x, then (1.2) implies that both S, and S, are independent of x. Also, (1.1) 
implies that 
4siPi =fi9 (3.1) 
which can be put in the form 
fl(x) f*(x) 
9Yxy f, = p,(t) S,(t) = p&) S,(t) * (3.2) 
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Thus, 4 can be written in the form 
!a 4 = l(x) &>, (3.3) 
and this separation of variables produces 
Hi = S,<x>/B<x> = Ftit> PiCt) si(fX (3.4) 
where H, and H, are constants. We also have the redundant equation 
(3.5) 
We use (2.1), suppressing arguments, to obtain 
S, = H,P,/W,P, + H,P,), S, = H,P,/W,P, + H,P,), (3.6) 
P,[H,P,/W,P, + H,p,)l = Pl@,) - PAPA (3.7a) 
and 
P~PJW,P, + H,P,) = l/6 (3.7b) 
Since (3.7) provides a pair of simultaneous equations for p, and pz, we 
eliminate p2 to define the function, 
J’(u) = f’,(u) - Pc[H,I(&41- P#W(& - HJI, (3.8) 
which is to be solved for u =pl such that F@,) = 0. Since, in the extended 
reals, 
(3.9a) 
and 
$y, J’(u) = P,W,l~ -f’,(l) - Pdco) I 
= P, W/$-l - CO-CO=-CD, (3.9b) 
F(u) = 0 has at least one solution in (H,/& co). Thus, we have proved the 
major part of the theorem stated below. 
THEOREM 3.1. A necessary condition for a space-independent solution f
the PA4S is that (3.3) apply. If it does apply, then the PMS has a unique 
space-independent solution for each choice of positive constants H, and H, in 
(3.4). 
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Proof Uniqueness remains to be proved. Calculate 
F’(u) = P\(u) + PMw1 m-4/m1 
+ v4w(~~ - ful ww(~~ - HI)19 
observe that everything is positive, and the proof is complete. 
(3.10) 
EXAMPLE 3.1. Let Piei) =pi and PJS,) = (1 - S,))’ -SF’. Then, 
(3.8) becomes 
eP1) =Pl - K%lhh -.HH,) - k,P,l - %%I@PI -H,) 
so that 
PI = H,W, + H, + VYMWI + !m 
~2 = H,W, + H, + 2fl)/[&H2 + $-II, 
S, = (H, + ~SlW, + H, + 24-h 
and 
S, = (H, + &)l(H, + H, + 24). 
4. TIME-INDEPENDENT SOLUTIONS 
If the PMS is presumed to have a solution with both p, and p2 independent 
of t, then (1.2) implies that both S, and S2 are independent of t. If we also 
assume that d is independent of t, say, 4(x, t) = i(x), then (1.1) implies that 
Kai(Si) $ [@i@i>l =fi, (4.1) 
which can be put in the form 
K(X7 t> =fi(t)l{ai(si)[~i@i)l~}. 
Thus, K can be written in the form 
K(X, t) = R(x) Z(t), 
and separation of variables produces 
Hi =fi(t)/R(t) = R(X) ~,(Si)[@APi>Ixv 
(4.2) 
(4.3) 
(4.4) 
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where H, and H, are constants. We also have the redundant equation 
(4.5) 
Introduce the change of independent variable given by 
dlydx = l/R(x). (4.6) 
Since we are concerned with time-independent solutions, (4.4) involves 
ordinary derivatives, and it takes the form 
at $ [@i@i>I =ffi. (4.7) 
Thus, (4.7) and (2.1) provide a system of equations for determination of 
time-independent solutions of the PMS in terms of the new space variable, 6, 
in (4.6). 
It is sometimes convenient to change the independent variable, & to the 
new variable, q = H,(< - 4,). Then, 
and 02(S2) -$ [@A~41 = f&/H,. (4.8) 
EXAMPLE 4.1. Let Pi@i) = C@i) =/~i, ai = Sf, and Pc(Si) = 
(1 - s,)-’ - .s; ‘. Then, (2.2) implies that @i@i) =pi, and (4.7) becomes 
dpJdr = HJS,Z. 
Denote S, by s, use (2.1) in the calculation 
dp,/d&dp,/d<=$ [P,(s)] = [(I -s)-* +s-2] $9 
and eliminate p, and p2 to obtain 
g= (s*+ (1 -s)‘J/[H,(l -s)*-H2s2]. 
Use the variable, v, suggested in (4.8) and let A2 = Hz/H, to write the form 
dv _ s2 + (1 -s)’ 
ds - (1 -sS)~-A*S*’ 
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It follows that, for 1 # A > 0, 
- (1 + A)-* log 
while, for A = 1, 
q = $(I 
Similarly, 
-s)-+log)2s- 11. 
s-* = dp,/dq = (dp,/ds)(ds/dq) 
implies that 
1 1 +A2 
PI’C-y+ 2J ____ log 
1 - (1 -2)s 
1 -(l +A)s ’ 
for the case in which 1 # i > 0, while, for A= 1, 
p,=c-$+logi2s- 11. 
In either case, 
1 1 
P*=P1+;-yq- 
Observe that the two constants of integration in (4.7) lead to only one 
constant in the above definitions ofp, and p2. The other constant is the Co in 
the definition q = H,({ - &,). 
Each formula has a singularity inthe open interval, (0, 1), e.g., s= f is a 
critical S, for unit A. Thus, each example above actually provides two 
solutions of the PMS; one for s less that the critical value and one for s 
greater than the critical value. Further study of such examples might be 
based on the use of Legendre transformations [ 131 interchanging the roles of 
v and s. 
5. SIMILARITY SOLUTIONS 
Suppose both 4 and K are constant and suppose I is resealed so that no 
generality is lost in taking 4 = K = 1. If (1.1) is studied with respect to 
solutions constant along parabolas given by 
r = (x - xrJ)/(t - hJy2, (5.1) 
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then (1.1) becomes 
f 4Y) @‘@I $[ 1 +$&u)=O, (5.2) 
where 
Y(r) = qx, 0 and a-) = P(X, 0 (5.3) 
A solution of (5.2), which applies to both subscripts, ubject o (1.2) in the 
form 
Ye) = uu,(a W)l, (5.4) 
will be called a similarity solution [5] of the PMS. If only one subscript is 
considered in (5.2) in terms of the effects of a known or given y on a 
solution U, we are considering a Porous Media Equation (PME). 
If a similarity solution is desired for a PME on 0, then choices of x,, < 0 
and t, < 0 are followed by the calculations 
To = -x&T - toy* and t-1 = (1 -x0)/(-w* (5.5) 
so that 
4 c {(x9 t): to < (x - x,)/(t - ,)“* < Cl I. (5.6) 
If fvu is added to both sides of (5.2), it becomes 
d 
z 
(5.7) 
which can be written as a system of first-order o dinary differential 
equations, 
(5.8a) 
and 
dw 
- ‘yu, 
z-2 
where w = a(y) Q’(u) $- + Y&&U. (5.8b) 
Although (5.8) is convenient for construction of numerical solutions of (5.2) 
and (5.4), an alternate form, which is useful for study, is given by 
(5.9a) 
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$=-(a-tyu)/(, where cz=w/r. 
Observe that study of (5.4) and (5.8), or (5.4) and (5.9), as a PMS, involves 
the six unknowns, (u,, u2, wl, w~,Y~,Y~), or (u,, u,, a,, a2,~l,Y2), rewc- 
tively. 
It is clear that (5.4) and (5.9) have constant solutions when the values are 
chosen so that (5.4) is satisfied and 
a, - fy,u, = 012 - jy*u, = 0. (5.10) 
Constant solutions can be specified inE6 by choice of the pair (U i, u2) E E’. 
This choice is followed by evaluation of (y,, y2) by (5.4) and calculation of 
(a,, a*) so that (5.10) is satisfied. It is interesting to note that the subset in 
E6, of constant solutions of (5.4) and (5.9), is independent of u,, CJ,, @; and 
q. 
If one y (either y, or JJ*) is a given positive-valued function, its 
corresponding (similarity) PME can be studied using (5.2) and (5.7) through 
(5.9) without reference to (5.4). We do this, with suppressed subscripts, in
the results below. 
THEOREM 5.1. Suppose the PME in (5.2) has a solution on [&,, r,) such 
that u(&,) > 0 (or u(&,) < 0) and w(&,) > 0 (or w(&,) < 0). Then, w(r> > 0 (or 
W) < 0) and u(r) > 0 (01 u(C) < 0) on (to, <I). 
Proof. Suppose u(p> = 0 for some [E (&,, <J, and observe that no 
generality is lost in taking u(r) > 0 on (to, f). Then, u’(p> < 0, and the 
definition of w, in (5.8b), implies that w(4) < 0. Since the formulation of 
dw/&, in (5.8b), implies that w($ > 0, we have a contradiction, and the 
proof is complete (all inequalities are reversed for the parenthetical case). 
LEMMA 5.1. Suppose the PME in (5.2) has a solution on [&,, {,I, &, > 0, 
such that u’(<,) = 0. Then, 
i 
l’ {Y(V) u’(v) + 11 - wIYm)l Y’(V) u(rl)h d?= 03 (5.1 la) 
I 
H(r) = exp -i” G(q) dq] with G(r) = rv 63 
I 24Y(T)l @‘lWl * 
(5.1 lb) 
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Proof Integrate (5.2), noting that u’(c,) = 0, to write 
u(y) @‘(u) u’ = j f’YU’Q dQ + 4 jl’Y’UQ dQ, 
I I 
(5.12) 
where terms in integrands are functions of q. Set 
F(r) =jl’YU/Q d so that F’(r) = -vu’& (5.13) 
I 
and (5.12) can be written in the form 
F’(t) + W-) f’(t) = -G(<) jlt’y’ug drl, (5.14) 
where G was defined in (5.1 lb). Since H, defined in (5.1 lb), is such that 
H’ = HG, (5.14) can be multiplied by H to obtain 
[H(t) J’(t)]’ = -H’(t) (*‘Y’uQ 4 (5.15) 
which, using integration by parts, implies that 
-H(t) J-(t) = H(t) j” y’uy dq - 5” HY’UQ dQ. (5.16) 
I I 
Division by H(r) and elimination of F(c) by (5.13) produces (5.1 la), and the 
proof is complete. 
THEOREM 5.2. Suppose the PM.9 in (5.2) and (5.4) has a solution 
Ito, 41, To > 0, such that u,(Ou,(t) > 0 on [&,4) and 
u,(&) u;(&,) u;(&,) > 0. Then, both u; and u; are non-zero n [&,, <,I. 
Proof: Assuming uniqueness of initial value problems, (5.9) shows that 
u;(&) u;(&,) # 0 implies that u;(r) and u;(r) can never both be zero. No 
generality is lost, in a proof by contradiction, in supposing that neither is 
zero in [&,, <,). Also, suppose that u;(r,) = 0 so that Lemma 5.1 applies. 
Since G, in (5.1 lb), is positive, H is strictly increasing on [i,, r,]. Thus, if 
the integral in (5.1 la), using the subscript i= 1, is written as the sum of two 
integrals, the first akes the sign of u; for <E [&,, {i), while the sign of the 
second is determined by 
w ” [ 1 - ff(~UW31 Y’(Q) u(rl)rl d t
I 
= --sgn[y’(f) 4 >19 (5.17) 
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where f is some value in (<, 4,). Recall (2.1) to write 
y; = (P’lu; -P;u;)/P’,-t-P;u’,jP:. as t-t,. (5.18) 
Since Pi, Pi and Pk are all positive, we have 
-ssnIu;(O h(Ol = w[u;(O u,(t)1 as f-r,. (5.19) 
Since our hypotheses show that u’,(t) has the same sign as that above, 
(5.1 la) cannot be valid for < near <, ; we have a contradiction, and the proof 
is complete. 
EXAMPLE 5.1. Let P&J = &Cpi) =pi, ai = Sf, and PJS,) = 
(1 - S,)-’ - S;‘. Then, (2.2) implies that ~i@i) =pi, and (5.8) becomes 
and 
dw 1 
z=-2-yu’ 
where 
*du 1 
w=y z+ytYU. 
If initial conditions are chosen so that u,(O) = ~~(0) and w,(O) = w,(O), it 
follows that u,(r) = uz(Q so that y,(c) E y,(r) = 4 implies that the 
differential equations become 
dw 1 
and -=~u. 
dt; 
This has the closed-form solution given by 
U(r) = u(o) + u’(o) j’ ,-(1/2)rlzdtj 
0 
= u(o)+ 4~(0)j.;e-(~*)“~d9. 
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