Data and methods
Data One possible reason for the lack of low flow studies is the difficulty in identifying stream gauges that are not (or minimally) affected by humans, as well as the challenge of finding gauges with sufficient data length. These two issues can be minimized by examining the Hydro-Climatic Data Network 2009 (HCDN -2009 , developed by the U.S. Geological Survey (USGS) (Lins 2012).
Here we use daily stream flow data derived by the HCDN-2009 for undisturbed stations; this minimizes the issue of human induced effects on the natural flow, thus allowing us to detect any natural variability or change. To download the daily data from USGS stream gauges and to fill-in any missing data, we use the BwaterData^package in R software (Ryberg and Vecchia 2012) . In this study, the stations with less than 10 % missing data are imported and imputed by the BwaterData^package. In the end, there were 603 stations with between 25 to 111 years of data. Geographic locations of the stations and length of the available data in years are presented in Fig. 1 .
Methods to compute indicators Low flows in streams can be characterized in many ways, but in the U.S. the 7-day low flow (annual series of the minimum values of mean discharge over any 7-consecutive days, q7) and 30-day low flow (annual series of the minimum values of mean discharge over any 30-consecutive days, q30) are two of the most common methods for determining the low flow magnitude. q7 and q30 are commonly used for water resources design purposes (Ries and Friesz 2000; Flynn 2003; Reilly and Kroll 2003; Pyrce 2004; Martin and Arihood 2010; Curran et al. 2012; EPA 2012) . In addition, we compute three additional indices for each stream gauge location: (1) Total number of Dry Days (TDD): defined as total number of occurrences of dry days, i.e. days when the flow is less than or equal to a threshold for a given period of interest. (2) Hydrological Dry Spells (HDS): defined as the maximum duration of stream flow (in days) below a certain threshold, and is analogous to maximum cumulative dry days used in precipitation trend analysis for the U.S. (Pal et Method to analyze trends We use non-parametric Mann-Kendall (MK) trend tests to detect monotonic trends and the corresponding slopes were estimated using Sen's method (Sen 1968) . The MK test is applicable to the detection of a monotonic trend in a time series with no seasonal or other cycle. Mann (1945) Trend assessment outcomes are sensitive to climate anomalies occurring in the early as well as the end years of temporal window being studied. To check the shift in monotonic trend patterns or detect inter-decadal variations, we repeat the trend tests for each station keeping the start year of record constant and varying the end years to 1960, 1970, 1980, 1990, 2000, and 2012 . Before studying the trends of TDD, HDS and CFD, we examine whether the threshold values corresponding to different return periods have also changed in different river basins. In addition to annual analysis, we consider four seasons, namely Dec-Jan-Feb (DJF), Mar-Apr-May (MAM), Jun-Jul-Aug (JJA), and Sep-Oct-Nov (SON). Furthermore, regional climates differ along the latitudes and longitudes; therefore we also examine the variations in trend results along the latitudes and longitudes, dividing them into three parts (western/central/ eastern) along the longitudes and two parts along the latitudes (northern/southern): In partic- Fig. S1-a) .
Results

Trends in low flow
The majority of the probability density functions in Fig. 2a are bimodal as there are two peaks of trends, with a lot of stations getting positive trends and a lot getting negative trends and some stations getting zero trends. Thus, one group of stations in a region is under represented for the nationwide trends and one is over represented. For example, western and eastern U.S. basins have higher tendency of decreasing q7 (negative trends), while central U.S.
Seasonal patterns are also important because trends might differ during different times of a year. Figure S2 displays seasonal trends in q7. Summer and autumn (JJA and SON) show similar trends as annual q7 (and q30, not shown) but Pacific Northwest shows positive q7 trends in winter (DJF) and spring (MAM)-the wet seasons of this region.
According to Fig. 2b , there are more than twice as many stations having positive significant trends than negative significant trends in every decade except when the full data length was taken into consideration (i.e. start year to 2012). However, the fraction of total number of stations with negative trends has been increasing in the last four decades while the fraction of total number of stations with positive trends have been decreasing, making a gradually decreasing wetting tendency in low flows in the conterminous U.S. (Table 2 ). This is also confirmed by the color bar plot in Fig. 2b , which indicates an increasing fraction of total number of stations having negative trends (significant and non-significant) and a decreasing fraction of total number of stations having positive trends (significant and non-significant). In addition, the fraction of total number of stations with zero trends has also increased. Figure 3 shows temporal shifts in the trends, like Fig. 2b , but for each station. This figure suggests a reversal in the sign of trends over some regions in the CONUS, specifically, the Pacific Northwest (shift after 1980) and the Northeast (shift after 1970), which is not visible in Fig. 2b when all the stations are pooled together. To confirm this shift before and after 1980s, Fig. 4 shows trends in annual q7 magnitudes, considering start year -1979 and 1980-2012. This figure displays a reversal in the sign of trends over most regions in the CONUS after 1979, mostly shifts from positive significant trend to negative significant trend. Overall, this figure confirms the reduced wetting tendency in low flows in the recent decades. Figure 5 shows boxplots specific to each river basin, pooling together all of the station q7 data, before and after 1980. Majority of the basins under study show drying trends (shift from red color to blue color, before and after 1980), where the median trend value decreased, only except basin basins have higher tendency of increasing q7 (positive trends). On the other hand, northern U. S. basins seem to have slight wetting tendencies as compared to the southern basins. Therefore, overall, longitudinal variation in trending patterns of q7 and q30 is more pronounced than the latitudinal variations.
9. Hence, Fig. 5 again confirms the shifts in sign of trends specific for each river basin considered for this study.
Trends in return levels
Figure 6 displays return level plots of q7 for different river basins, where one representative station from each river basin was selected. Information of those selected stations is in Table 1 and the locations are also displayed in red color in Fig. S3 last panel. Different colors indicate different end year of analysis. Bigger graph shows return periods of q7 where 2-year, 5-year and 10-year. return levels are marked by dotted lines, and the graph in the inset shows the changes of 2q7, 5q7, and 10q7 values over the decades. Figure 6 indicates that the stations with significant positive trends in q7 for the start year to 2012 (Fig. 2a ) also show increasing trends in 2q7, 5q7, and 10q7 from decade to decade, while the opposite is true for the stations having negative trends in q7 magnitude (also in Table 1 ). An exception is basin 7-where we found a decreasing trend first and then an increasing trend, which is also true for all other stations analyzed for this basin.
Trends in deficit flow indicators
The map of monotonic trends in TDD is shown in Fig. S4 . It was expected that the trends in TDD would be similar to those in q7 and q30, but opposite in sign, which is found in Fig. S4 . In order to confirm the decadal shifts in the sign of low flow trends, Fig. S4b displays how the boxplot of the TDD trend values shifted in the previous decades. The median trend values, although remained negative, increased in the last four decades in the overall CONUS. This confirms that the natural flows of the major rivers overall are becoming drier, most notably since 1980. This reduced wetting pattern is also confirmed in the increasing number of stations having positive trends in TDD in Fig. S4b color bar plot.
Patterns in annual HDS and CFD are also found to be similar to annual TDD in Figs. S7 and S8 respectively. Patterns in HDS, in Fig. S7 , indicate longer low flow periods in the Southeast, northern Great Lakes, and the western U.S. Therefore, annual persistence of dry days, indicated by HDS, and cumulative flow deficit (the indicator of drought) also confirm changes found for the low flow magnitudes and frequency of dry days. Thus, multiple indicators of hydrological droughts considered in this study consistently depict a reduced wetting tendency and often drying tendency of the major watershed regions comprising of the key rivers in the mainland U.S.
Summary and discussions
This national scale study on hydrological drought indicators is based on natural daily flow records from 603 USGS stream gauge stations that are minimally influenced by upstream water uses, diversions, impoundments, or land-use changes. A non-parametric trend analysis of different hydrological drought indicators yields a general reduced wetting trend in the U.S., as opposed to increase in average U.S. precipitation since 1900 (Melillo et al. 2014) , increase in the wet days (Pal et al. 2013 ) and increase in water availability within the U.S. (McCabe and Wolock 2002) . Furthermore, patterns in hydrological drought indicators along the latitudes and longitudes differ, specifically, more drying patterns are observed over the southern U.S., which corresponds to previous precipitation studies (Milly et al. 2005) . The significant spatial clustering of similar sign trends in hydrological drought indicators shown in this study suggests systematic causes. Increases in the dry conditions could be driven by different environmental changes (DeFries and Eshleman 2004) . Generally, the reductions in precipitation with increased evaporation from higher temperatures can trigger the changes in hydrological drought indicators (Sheffield and Eric 2008) . We find that the hydrological drought indices in this study are associated with the regionally consistent trends in climatic conditions, as synthesized in the NCA. For example, increases in the 7-day minimum flow magnitudes and decreases in the frequency of dry days in the Midwest and Northeast are associated with average increases in the annual precipitation and runoff patterns in that region (Melillo et al. 2014 ). Further, runoff was shown to increase in the Mississippi Basin and the Northeast, but a declining trend was documented in annual runoff in the Colorado River Basin (Melillo et al. 2014) . Heavy downpours were also reported to be increasing over the last three to five decades in the CONUS, with the largest increases in the Midwest and Northeast, and upper Great Plains (Melillo et al. 2014) . Although attribution of trends of hydrological drought indices cannot simply be explained without considering decadal to multi-decadal variability (Novotny and Stefan 2006) , there is significant correspondence between the changes in annual precipitation, runoff, and surface soil moisture (Melillo et al. 2014) , and hydrological drought indicators reported in this study. Furthermore, we find an increase in hydrological dry days (TDD), hydrologic dry spells (HDS), and cumulative stream flow deficits (CFD), and a decrease in low flow magnitudes (q7 and q30) in the Southwest, where according to NCA, surface soil moisture has exhibited drying trends (Melillo et al. 2014) . Recent soil moisture trends also show moistening in the Northeast and northern Great Plains and Midwest (Melillo et al. 2014) .
We note that some regions went through a complete shift in trends before and after 1980, for example, the Northeast and Pacific Northwest. A comparison between the probability density functions of magnitude and sign of trends for every basin in this study, before 1980 and after 1980, yield reduced wetting and often drying patterns for most basins. Yulianti and Burn (1998) noticed opposite stream flow trends in Canada before and after 1970. Milly et al. (2005) Although climate is an important driver of patterns in hydrological drought indicators, it would be inappropriate to attribute these hydrologic trends to climate change alone, without consideration of how land use and water management may have influenced the trends (DeFries and Eshleman 2004; Schilling et al. 2008; Tomer and Schilling 2009) . Given that the HCDN is not fully free of changes in water and land management, these factors could also attribute to the changes in hydrological drought indicators. For example: in the northern midwest, increasing low flows may be attributable to increased cropping (Schilling et al. 2008; Tomer and Schilling 2009 ) and/or increased irrigation because agricultural changes could be associated with ecohydrologic shifts (Schilling et al. 2008; Tomer and Schilling 2009) and irrigation may alter the atmospheric transport of water vapor via partitioning of surface energy fluxes (Huber et al. 2014 ). In the Southeast, Pacific Northwest, and Rocky Mountains, the creation of forest plantations may have contributed to decreasing late summer low flows because higher leaf-area index may result in lower stream flow and higher evapotranspiration (Stohlgren et al. 1998; VanShaar et al. 2002) . Similarly, in the northeast, increasing low flows may also be the result of forest succession.
Finally, there are important implications of this work for the different regions. The combination of longer low flow periods with rising stream temperatures, especially during summer, may affect the efficiency of thermoelectric power production, make electric power plant cooling water withdrawals unreliable (van Vliet et al. 2012) , may degrade habitats and favor invasive, non-native species, and thus affecting aquatic and riparian ecosystems (Falke et al. 2011) . It also limits the ability of utilities to discharge heated water to streams from once-through cooled power systems due to regulatory requirements and concerns about how the release of warmer water into rivers and streams affects ecosystems and biodiversity. We observe longer low flow periods in the Southeast, northern Great Lakes, and the western U.S.; thus, if stream temperatures increase in these regions, it could lead to potential threats for electric power plants. In addition, a combination of a decrease in magnitude and an increase in the frequency of low flow results in poor water quality conditions in a river, with negative implications for aquatic life. This brings another concern for the Southeast, northern Great Lakes, and the western U.S. locations.
Furthermore, water sector withdrawals and uses vary significantly by region and correlate with climate (Melillo et al. 2014) . The Southwest, Great Plains, and Southeast are particularly vulnerable to changes in water supply and demand. Irrigation is dominant along the Mississippi Valley, in Florida, and in southeastern Texas, where dry hydrological extremes are trending to be drier (Fig. 2) . Groundwater withdrawals are especially intense in parts of the Southwest, Southeast, Northwest, and Great Plains, the Mississippi Valley, Florida and South Georgia, and near the Great Lakes. Drier conditions in these regions could drive greater groundwater usage.
Overall, this research presents new findings on the regional changes and decadal shifts in patterns in hydrological drought indicators in major watershed regions in the CONUS. This work provides additional evidence that water resources could possibly being systematically impacted by climate and environmental changes. Therefore, water resources managers, engineers and planners may face changes in the risks and impacts, as well as opportunities, which may not be properly identified and incorporated in the existing practices. Water management should thus rely less on historical practices and responses and more on robust, risk-based, and adaptive decision approaches (Milly et al. 2008) .
