Abstract.-This article uses unobserved-components time series models to capture the underlying trends in the quarterly deciles of U.S. hourly wages. Tests of stability and divergence are developed as a means of assessing changes in inequality. The decrease in the wage gender gap is examined, and the impact of changes in the minimum wage is assessed.
Introduction
T HE growth of economic inequality has been a major concern of economists and policymakers. In the United States a substantial literature has emerged examining the increased dispersion in the distributions of wages, incomes, and wealth; see Katz and Autor (1999) for a recent review of wage inequality, and Mishel, Bernstein, and Schmitt (1999, chapters 1 and 5) for a review of recent work on income and wealth inequality. Since the largest component of income for most (nonelderly) families derives from their earnings, much analysis has focused on the increase in earnings inequality. 1 To distinguish the impact of changes in the variability of hours worked from that of changes in hourly wages, labor economists have often focused on the dispersion of the latter. This approach has theoretical justification as well, since the microeconomic theory of wage determination is usually cast in terms of the hourly wage. In U.S. labor markets, virtually all of the evidence has been presented in terms of annual wage trends. A typical approach uses annual data from the Current Population Survey (CPS) to calculate various indicators of wage inequality. For example, Katz and Autor (1999) use data from the March CPS to calculate the annual growth in the log difference between the 90th-and 10th-percentile wages. Although this approach has been informative, the small number of observations for annual percentile time series has apparently limited the scope for applying statistical modeling techniques to extract underlying trends and to examine the relationship between them. For the same reason, the literature is quiet on what represents a statistically meaningful increase in measures of inequality.
This study uses a quarterly data set to examine trends in hourly wage deciles. However, while yielding more information, quarterly data also introduce some new measurement challenges. Seasonal effects may be present, and the observations will tend to be more noisy because irregularities and survey errors have not been averaged out over the year. What is needed is a method which efficiently extracts the underlying trend from such components.
Structural time series models are set up precisely to accomplish this task. Univariate models provide an excellent means of displaying the stylized facts surrounding movements in wage inequality, and multivariate models suggest a framework for a more rigorous analysis based on recent ideas on nonstationarity, common factors, and cointegration. Although this theory is now well established, it has not, to our knowledge, been applied to percentile time series, nor have the tests we propose been used in this context. Our experience with these methods may therefore be useful to other researchers working with time series data on the distributions of economic variables. Similarly, the methods we develop for assessing the significance of underlying changes over time, what we call temporal contrasts, may be useful to researchers wishing to assess the statistical significance of convergent or divergent movements.
Not unexpectedly, the findings from the quarterly data reflect what has generally been found in the annual data: hourly wage inequality has increased over the 1980s and 1990s, though not at a constant rate and not at the same rate for each decile comparison. Thus, the methods we introduce are not intended to topple the conventional wisdom regarding the expansion of wage inequality over the 1980s and 1990s. Rather the quarterly data give us enough observations to reliably apply structural models, enabling us to extract the trends in both the levels data and, more importantly, the relative wage data. These trends allow us both to isolate the low-frequency movements in the data in ways not seen so far in this literature, and to assess the statistical significance of various changes over time.
The structure of the paper is as follows. The data are described in section II. This is followed, in section III, by a description of how univariate structural (unobserved component) time series models can be used to extract underlying trends from seasonal series. Section IV then fits the model to the data on deciles of male wages. Section V looks at how inequality can be captured by various contrasts such as the difference between, or ratio of, two deciles. Tests of stability and divergence (or convergence) are proposed and applied to the data. These tests may yield information which would not be apparent from simply eyeballing the unadjusted data.
Multivariate models are introduced in section VI. The link with common factors and cointegration is explored, and the potential gains from a fitting a multivariate model are assessed. A multivariate test for the joint stability of wage deciles is given.
Section VII explores the changing relationship between male and female wages, and section VIII goes on to look at the impact of minimum-wage legislation. The conclusions are presented in section IX.
II. The Data
The quarterly hourly wage data are derived from the CPS, a monthly survey conducted by the U.S. Bureau of the Census. Each month, approximately 50,000 households are interviewed regarding their labor market status in the middle week of the month. Since 1979, one-quarter of the sample, called the outgoing rotation group (ORG), are asked questions about their earnings that week. 2 The survey also collects demographic information on these workers and provides a weighting factor to make the ORG sample nationally representative. Our sample includes only 18-to 64-year-olds, in order to exclude those whose youth or age might preclude steady labor force attachment. The earnings questions are asked of wage and salaried workers (excluding the self-employed) in both the private and public sectors. Respondents are also asked whether they are paid by the hour or in some other format. For hourly workers, we simply take the hourly wage; for others, we divide their weekly earnings by their usual weekly hours. 3 In order to control for obvious outliers, we exclude hourly wages below $0.50 and above $100 in 1989 dollars. More detail on the construction of the wage variable can be found in the data appendix of Mishel et al. (1999) . 4 The data are deflated using the CPI-U-X1, an experimental BLS deflator which corrects the overstating of price growth in the more commonly used CPI-U series in the late 1970s and early 1980s (the U.S. Census Bureau also uses the X1 in deflating its income series). Although the X1 series is also susceptible to recent critiques of the CPI, our interest here is in the gap between wages at different deciles, and the magnitude of the gap is unaffected by the deflator. As noted in West (undated) and Polivka (1998) , wage quantiles derived from survey data tend to clump around commonly reported values, such as (in the case of hourly wages), $0.50 and $1.00 intervals. Over time, these spikes in the wage distribution tend to persist for a number of periods before jumping to the next spike. Thus, a particular wage quantile computed from the raw data might be $7.00 for a few consecutive quarters before eventually jumping to $7.50. Analysts of movements in wage quantiles need a method to control for this aspect of reporting bias. We use an interpolation method recommended by West and used by the U.S. BLS in its work; see Mishel et al. (1999, appendix B) for a detailed explanation. Figure 1 shows some of these interpolated hourly wage deciles, in logged real 1999 dollars, for all workers, from 1979q1 to 2000q3. In order to avoid clutter, the figure shows the 10th, 30th, 50th, 70th, and 90th percentiles; logarithms are commonly used in this type of analysis because they make the gaps more equal and focus attention on relative differences. Although the figure combines male and female wages, we follow the more common practice of examining wage trends by gender in all of what follows. The genderspecific trends are influenced by changes in labor supply that were much greater for women over this period, as well as occupational segregation, which actually diminished slightly. Putting aside for a moment the question of growing inequality, which is somewhat obscured by the magnitude of the scale, the trends in figure 1 appear flat or falling slightly for the middle three series, falling more steeply for the first decile and drifting upwards for the ninth decile. Starting around 1996, tight labor markets in the United States began to generate fairly broad-based wage growth. The series have numerous spikes and dips, but the structural time series models enable us to filter out seasonal and irregular effects, to test whether apparent movements in inequality are statistically significant, and to examine the impact of changes in the minimum wage.
III. Univariate Models for Trend Extraction
This section sets out the statistical models used in the analysis and reviews how to test against the presence of nonstationary unobserved components. 2 The CPS survey is administered as a rolling panel. Households entering the survey are interviewed for four consecutive months, leave the survey for eight months, and are then back in for four months (the same calendar months as the first four). The earnings questions are asked only of those households in either their fourth or their eighth month in the survey. Since these households are leaving the rotation, either temporarily (for those in the fourth month in the survey) or permanently (for those in their eighth), the earnings sample is referred to as the outgoing rotation group.
3 Instead of taking the reported hourly wage from hourly workers, some analysts use weekly earnings divided by usual hours worked for both hourly and salaried workers. Since weekly earnings can include tips and other wage add-ons, this inclusive measure is theoretically more desirable. However, in earlier work, reported in the data appendix of Mishel et al. (1999) , we found this approach to generate numerous cases (as much as 17% of the annual sample) with negative overtime, tips, or commissions in some years. Thus, to avoid this obvious measurement error, we used reported hourly wages for hourly workers. 4 A fairly extensive revision of these earnings variables was introduced in 1994. Bureau of Labor Statistics (BLS) statisticians, in particular Polivka (1998) , provide detailed analysis of the impact of the change in measured earnings. This work, along with the analysis in Bernstein and Mishel (1997) , suggests that the impact of the revisions does not create a significant inconsistency in the series. The CPS earnings data are topcoded to preserve confidentiality, and in other work with these data, such as Mishel et al. (1999) , various adjustments are made for this problem. However, the current analysis examines hourly wage values up to, but not above, the 90th percentile of the gender-specific wage distribution. Since topcoded cases are well above this cutoff (typically above the 97th percentile), this does not affect our analysis.
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A. Stochastic Trends
The local level model is
where the irregular and level disturbances, ε t and t respectively, are mutually independent, and NID(0, 2 ) denotes normally and independently distributed with mean zero and variance 2 . When 2 is zero, the level is constant. The local linear trend model is more general in that the trend component, t , has a stochastic slope, ␤ t . Thus
where the irregular, level, and slope disturbances, ε t , t , and t respectively, are mutually independent. When 2 ϭ 0, the slope is fixed and the trend reduces to a random walk with drift
Setting 2 to zero gives an integrated random-walk trend, which when estimated tends to be relatively smooth. In fact it is equivalent to a cubic spline. The model is often referred to as the smooth trend model. The signal-noise ratio, q ϭ 2 / ε 2 , determines the degree of smoothness. Trend components are extracted by putting the model in state-space form and applying the Kalman filter and associated smoother. The smoother yields the optimal estimator of the trend in all time periods, together with its root-meansquare error (RMSE). The smoothed estimator can be regarded as a weighted average of adjacent observations, in which the weights are asymmetric near the beginning and end of the series, but are symmetric and independent of t away from the ends. Harvey and Koopman (2000) examine the weights assigned to observations to extract various trends, compare them with the kernels typically used in nonparametric trend extraction, and set out the advantages of a model-based approach.
Prior to extracting trends, maximum likelihood (ML) estimates of the parameters (that is, variances such as 2 and ε 2 ) are computed by using the Kalman filter to give the prediction error decomposition. All the standard estimations reported here were carried out using the STAMP package of Koopman et al. (2000) .
B. Seasonality and Serial Correlation
The basic structural model (BSM) consists of trend, seasonal, and irregular components, that is
The trigonometric form of stochastic seasonality has proved effective in modeling a wide variety of seasonal movements; see Harvey (1989, chapter 2) . The extent to which the seasonal components evolve over time depends on a variance parameter, 2 . If this parameter is zero, the seasonal pattern is deterministic. However, whether the seasonal pattern evolves over time is a secondary issue in the present context. The essential point is that it can be handled within the overall model so that attention can be focused on the trend. Incorporating a serially correlated stationary component into a model can yield a trend which is more appealing insofar as it changes more slowly. For example, Harvey and Jaeger (1993) use a stochastic cycle to capture the business cycle in real U.S. GNP, thereby enabling a long-term trend to be extracted. However, as we will see later, such a component need not correspond to a business cycle, but may pick up other variations. A simple first-order autoregressive [AR(1)] model may also be useful in this respect.
Serial correlation may be induced by the rotating-sample design. In a given quarter, a little less than half of those asked about earnings will have been asked in the same quarter of the previous year (the proportion will be less than one-half because of attrition). This will induce correlation at lag 4, which could perhaps be modeled by a fourth-order moving average with gaps at the nonseasonal lags. However, unlike the measurement of employment status, where the implied error process can be deduced as in Pfeffermann (1991) , it is difficult to determine the moving-average coefficient. Although a fourth-order moving average could be added to the model and the parameter estimated along with the others, it seems unlikely that omitting it will distort the trend in any significant way, and we found no evidence of significant fourth-order autocorrelation in the residuals. We also derived a shorter quarterly series, 1994-2000, which omitted repeated cases, and we found the two series to be virtually identical. We have not, therefore, attempted to incorporate this feature in our model.
C. Stationarity Tests
In the model with a Gaussian random walk plus noise [equations (1) and (2)], the locally best invariant (LBI) test of the null hypothesis that 2 ϭ 0 against the alternative that 2 Ͼ 0 can be formulated as
where
, and c is a critical value; see Nyblom and Mäkeläinen (1983) . The test can also be interpreted as a one-sided Lagrange multiplier (LM) test. The asymptotic distribution of the statistic is the Cramér-von Mises, for which the 5% critical value is 0.461.
If the trend is a random walk plus drift, as in equation (4), it becomes deterministic when 2 ϭ 0. The test statistic, 2 , is as in equation (6), except that it is formed from the OLS residuals from a regression on a constant and time. The asymptotic distribution is a second-level Cramér-von Mises distribution for which the 5% critical value is 0.149. A different test is obtained when the alternative is a smooth trend and the null is 2 ϭ 0. Nyblom and Harvey (2001) derive this test but then go on to show that it has no more power than 2 .
If ε t is any indeterministic stationary process, rather than white noise, the asymptotic distribution of the test statistic under the null hypothesis remains the same if s 2 is replaced by a consistent estimator of the long-run variance. Kwiatkowski et al. (1992) construct such an estimator nonparametrically. Serial correlation can also be handled parametrically by using the parameters obtained from an unrestricted model to construct a test statistic from the innovations obtained from running the Kalman filter with 2 set to zero.
IV. Decile Trends
We now use the techniques of the previous section to present the stylized facts of the movements in the wage distribution. At this stage we confine ourselves to males, firstly because the lower deciles appear to be little affected by minimum-wage legislation and secondly because the female distribution partly reflects increased female participation in the labor force.
Let D t ( j) and d t ( j), j ϭ 1, . . . , 9, denote the jth decile and its logarithm at time t ϭ 1, . . . , T. Using logarithms focuses attention on relative, rather than absolute, inequality. However over the period covered by our data there are no big increases in the real wage, and so there is little difference in fit between levels and logarithms. In any case, having fitted a model in logarithms, we can always take antilogarithms of an extracted component. The implications for testing are discussed in section V.
Fitting the BSM [that is, equation (5) with the unrestricted trend as in equation (3)], to the median, d t (5), gave the summary statistics shown in table 1. S.E. is the standard deviation of the one-step-ahead prediction errors, and log L is the maximized log likelihood. The diagnostics are r(1), the first-order residual autocorrelation, and Q(P, f ), the Box-Ljung statistic based on the first P residual autocorrelations and assumed to have a f 2 distribution in a correctly specified model. Further details are in the STAMP manual . There is no indication of any misspecification. The only problem is that the extracted trend is not particularly smooth. When the trend is restricted to be a random walk plus drift (RWD), the fit is almost as good, as indeed it is if the drift is omitted (RW), but again the trend is not smooth. 5 5 Note that log L for RW is not directly comparable with the other log L's, as the state vector has one nonstationary element fewer. Setting the level variance, 2 , to zero gives an integrated random walk trend (IRW). The fit is slightly worse, with r(1) large, though the Box-Ljung statistic is still satisfactory. The compensating advantage is that the trend is smooth and gives a clear indication of the movements in the series. Overall this is our preferred model for the study at hand. In what follows it will be referred to as the smooth trend BSM. Figure 2 shows the trend, together with the slope (the quarterly growth rate), the irregular, and the seasonal. The seasonal variance, 2 , is zero, 6 indicating that the seasonal pattern is deterministic. The slight first-order serial correlation can be removed by replacing the irregular by an AR(1). This gives a likelihood almost exactly equal to that of the unrestricted BSM, but it has one more parameter. The autoregressive coefficient is only 0.3, and the difference in the trend is difficult to detect by eye.
Other deciles give similar results, sometimes with a better fit for the smooth trend specification. An AR(1) or cycle can make a difference, but overall our preference is to fit the BSM and constrain the trend to be smooth. Table 2 shows the results of fitting smooth trend BSMs to the odd deciles 1, 3, 5, 7, 9. The parameter estimates, goodness-of-fit statistics, and diagnostics are close to each other, with the possible exception of the 7th decile.
The seasonal variance was estimated as zero for all deciles. Although the seasonal patterns are small, they are highly significant. The smallest value of the joint test statistic, asymptotically distributed as 3 2 under the null of no seasonality, is 18.38, for which the probability value is 0.0004. Table 3 shows the percentage deviations from underlying level. These are never more than 1%. The pattern for the first decile is slightly different from those of the others, but not by a great deal.
V. Changing Inequality
The contrasts between different deciles point to various aspects of inequality. We will define a contrast as a linear combination of deciles or their logarithms. Thus
6 Initial estimation actually gives it a small positive value, but reestimating with it fixed increases the likelihood. Changing inequality may be captured by modeling contrasts and extracting the trend. The model specification is the same as for deciles. Indeed if two deciles can each be modeled by a BSM, then the contrast is a BSM, and the parameters can be deduced from the individual parameters and the covariances between the disturbances in the two series. Section VI shows how this result generalizes to more than two series and to several contrasts.
The simplest contrasts involve only two deciles. Of particular interest are the logarithms of ratios of each decile to the median, that is
see, for example, Cowell (1995, p. 29) . The price deflator is now irrelevant. Figure 3 shows the trend extracted from r t (1) for males using a smooth trend BSM. The antilogarithm has been taken so it is in ratio form, in other words, an estimate of R t (1). It can be seen that the increasing inequality up to 1987 is reversed thereafter, albeit with a slight blip in the early 1990s. The fit provided by the smooth trend BSM was better for the decile ratios than for the raw deciles. The serial correlation was lower, and in many cases the smooth trend constraint, 2 ϭ 0, could not be rejected with a likelihood ratio test; see Harvey (1989, pp. 248-294) . The seasonal component usually came out as time-varying but very small, the 3 2 test statistic at the end of the sample being statistically insignificant at conventional levels. When it was dropped, however, the serial correlation increased at lags 2 and 4, and so it seems better to retain it. Table 4 shows the diagnostic and goodness-of-fit statistics corresponding to those in table 2.
The decile ratios, or equivalently the deciles themselves, can be combined as follows to give an overall measure of inequality:
If the distribution is diverging, this contrast will be increasing over time. It can be rearranged in various ways which contrast deciles above and below the median. For example,
For some purposes it may be useful to look at the contrasts above and below the median, that is, the two parts of equation (9). It may also be useful to compare the deciles near the median with the highest and lowest deciles, for example by contrasting r t (1) with r t (4). From the point of view of estimating trends, the decision whether to take logarithms depends primarily on goodnessof-fit and diagnostic criteria. If a model is fitted in logarithms, antilogarithms may be taken to convert to levels or ratios, as was done in figure 3. However, taking logarithms does have implications for the tests of stability and divergence developed below. If there are upward or downward movements in the deciles, a constant decile ratio does not imply a constant absolute difference. Thus D t ( j) Ϫ D t (5) could be increasing while D t ( j)/D t (5), and hence r t ( j), is constant. With strong and persistent upward or downward movements, it may be important to test hypotheses concerning the absolute differences as well as, or instead of, ratios. However, since the wage data do not display these characteristics, our discussion is restricted to the logarithmic case.
A. Stability Tests
Suppose we wish to test whether a particular contrast is stable. This then amounts to testing the null hypothesis that, apart from a possibly evolving seasonal component, the contrast series is stationary, with no time trend, against the alternative that it contains a nonstationary trend component. Thus the relevant test statistic is , not 2 . With the deciles themselves following nonstationary processes, this means that we are testing whether ␣ is a cointegrating vector.
As an example, the stability test statistic 7 for r t (1) is 2.20, indicating a clear rejection of the null hypothesis that the series is stationary. Since there appears to be no significant serial correlation, there is little reason to carry out Kwiatkowski et al.'s (1992) version of the test. Indeed, this could lead to a loss in power; a lag length of 4 gives a test statistic of only 0.50.
The test statistic for the overall measure of inequality, I t in equation (9), is a highly significant 5.97. More conventional inequality measures such as the Gini or Theil statistics, which are not linear functions of the (log) quantiles, could also be tested for stability in the same way.
B. Divergence and Convergence Tests
If the contrast is not stable, we may wish to put a confidence interval around the underlying change which has taken place over the sample period. More generally we may be interested in the change between time t ϭ r and time t ϭ s, where r Ͼ s. 
Continuing the example of r t (1) at the end of the last subsection, the STAMP output shows that the level at the end of the series is Ϫ0.7109, with a RMSE of 0.0066, whereas the level at the beginning is Ϫ0.6950. The contrast, T
(1,T) , is Ϫ0.0159 with a RMSE of 0.0091. The level contrast statistic (11) takes the value Ϫ1.75, and so it is only just significantly different from zero on a one-sided test at the 5% level of significance. On the other hand, the level in 1987q1 is Ϫ0.8243, and the difference between this and the level at the end is 0.1133, which is highly significant, its RMSE being 0.0065.
VI. Multivariate Models and Tests
The local linear trend model can be generalized straightforwardly to the multivariate case by writing
where y t is an N ϫ 1 vector and ⌺ ε , ⌺ , and ⌺ are N ϫ N covariance matrices. Seasonals can be added to give a multivariate BSM. With nine series of deciles there are 45 parameters to estimate in each covariance matrix. The covariance matrices may be restricted in various ways, which may lead to statistical gains and/or yield an interpretation. Possibilities include the following.
Correlations decreasing as deciles get further apart.
For example, one would expect the first and second deciles to move closer together than the first and ninth. 2. Variances (diagonals) the same. 3. Matrices proportional, that is ⌺ ϭ q⌺ ε and ⌺ ϭ q ⌺ ε . This is known as homogeneity, and homogeneous models are very easy to estimate; see Harvey (1989, chapter 8) . 7 The test was carried out on the seasonally adjusted series obtained by fitting an unrestricted BSM. 4. The matrices ⌺ and ⌺ being of reduced rank. In particular if the wage distribution were stable over time, there would be a single common trend and the model could be written:
where t is a univariate stochastic trend and is a vector of constants, one of which is set to zero for reasons of identifiability (unless 0 is set to zero). It is possible that part of the distribution is stable over time, so there are several common trends associated with groups of deciles. Estimating the full model and conducting a principal-components analysis on the estimates of ⌺ and ⌺ may give an indication of possible structures.
A multivariate model may enable trends, and therefore contrasts, to be estimated more efficiently. The gain depends on the relationship between the covariance matrices ⌺ ε , ⌺ , and ⌺ . For example, if they are proportional (homogeneity), there is no reduction in the MSE of the estimated trend, though the precision with which the common signal-noise ratios may be estimated increases.
If the observations are modeled by a multivariate BSM, then any set of linear combinations will satisfy a model of the same form. If A is an R ϫ N matrix, the covariance matrices in the multivariate BSM for Ay t will be of the form A⌺A. Note that a homogeneous model will remain homogeneous.
A. A Multivariate Test of Stability
In the multivariate local level model, that is, equation (12) without the slope, a test of the null hypothesis that ⌺ ϭ 0 is a test against the alternative that there is nonstationarity in the system. Nyblom and Harvey (2000) show that an LBI test can be developed against the homogeneous alternative ⌺ ϭ q⌺ ε . The test has the rejection region
with e t ϭ y t Ϫ y . Under the null hypothesis, the limiting distribution of equation (15) is the Cramér-von Mises distribution with N degrees of freedom, denoted CvM(N). If the wage distribution is stable over time, as in equation (14), there are eight cointegrating vectors. Thus we need to choose eight contrasts with the property that Ai ϭ 0 and test whether they are jointly stationary. As noted earlier, a standard way of setting up contrasts is with respect to the median, as in equation (8). In this case A has R ϭ N Ϫ 1 rows, each with Ϫ1 in the fifth position and 1 in position j for j 5. The test of stability is carried out by applying the test of equation (15) to y t ϭ Ad t . As observed in section V A, time trends will not normally be present under the null, and this is also apparent from equation (14) . The test statistic is therefore formed from deviations from the means, and its limiting distribution under the null hypothesis is CvM(N Ϫ 1). Note that other choices of full-rank R ϫ N matrices A are possible, since premultiplication of y t by a nonsingular R ϫ R matrix leaves the test statistic unchanged.
Several contrasts could be tested separately. For example we may wish to test if there is partial stability among the decile ratios, in other words, a common trend for some of them.
B. Results
Attempting to fit all nine series was not satisfactory, and in fact a higher likelihood was achieved by imposing the homogeneity constraint. For a better comparison we fitted the (logs of the) odd deciles only. The program converged, and the model gave a satisfactory fit. Figure 4 plots the trends indexed to 100 in 1979q1 so they are all on the same scale. The homogeneous model just failed to be rejected on a likelihood ratio test at the 5% level of significance. The test statistic was 22.37, and the 5% critical value for a 2 with N(N ϩ 1)/ 2 Ϫ 1 ϭ 14 degrees of freedom is 23.69. The summary statistics for the five deciles are similar to those given for the univariate models in table 2. The (common) estimate of ͌ q was 0.25. The five estimates for the irregular variance, ε 2 , are (when multiplied by 10 5 ) 6. 2, 6.3, 6.4, 5.3, 7.4 . One would probably be reluctant to impose a constraint that they are all the same. Table 5 shows the correlations implied by the homogeneous covariance matrices. The correlation tends to be higher for deciles close together.
The four odd log decile ratios r t ( j), j ϭ 1, 3, 7, 9, were estimated successfully by an unrestricted smooth trend BSM. The antilogs of the trends are shown in figure 5 . The trend in panel (i) is the same as in figure 3 , and it can be seen that the stochastic movements in the other trends are of the same order of magnitude-it will be remembered that the hypothesis of a constant level for r t (1) was overwhelmingly rejected. It can be seen that before 1985 inequality was increasing all round in that the lower decile ratios, r t (1) and r t (3), were moving downwards while the upper ones were moving upwards. In the late 1980s all the ratios were moving up. This pattern continues again after the early 1990s. Thus the lower deciles are getting closer to the median while the higher ones are moving further away.
Homogeneity of log deciles implies homogeneity of the ratios of logarithms, so it is not surprising that the homogeneity test gives a similar result. The homogeneous model for ratios cannot be rejected at the 5% level of significance, though it is just rejected at the 10% level; the likelihood ratio statistic is 14.89.
A joint test of stability on the four (seasonally adjusted) decile ratios gives a test statistic of (4) ϭ 10.48; the 1% THE REVIEW OF ECONOMICS AND STATISTICScritical value is 1.359. This is a clear rejection, which is hardly surprising in view of the fact that the tests on the individual series reject. Indeed, a homogeneous model with positive definite covariance matrix cannot have common stochastic trends, so it cannot have stable contrasts. Figure 6 , top panel, shows the ratio of female to male median wage obtained by fitting a smooth trend BSM to the logarithm of the ratio and taking antilogarithms. A cyclical component was included, rather than just working with the BSM. This gave a smoother trend, the salient feature of which is the steady relative increase in female wages up to 1993, after which it levels off. Examining the trends of the two variables entering the contrast, we find that the 13.7% decline in the trend of the male median real wage between 1979q1 and 1993q1 underlies the relative gains of females; the trend in their real wage grew by 5.9% over this period. Since 1993q1, the trend in the gender wage gap has been quite flat, with the trend growth of both male and female median real wages being about 4%. These findings are confirmed formally by the temporal level contrast statistic (11) for the logarithm of the trend, which at the of the period was Ϫ0.259. The test statistic is 27.26 for the full period, and this is highly significant. The flatness of the gender gap towards the end is confirmed by noting that in mid-1993 the trend was Ϫ0.258. The contrast with the end of the series yields a test statistic with a value of only Ϫ0.319.
VII. Male and Female Wages
The short-term movements in the cycle, shown in the lower panel of figure 6 , are somewhat irregular in period and amplitude, although there is some evidence of spikes at 5-year intervals. These intervals do not, however, correspond to any of the cyclical indicators, such as gender-specific unemployment rates, which might be expected to play a role in the gender gap. There are many other noncyclical factors that might be called upon to explain the compressing of the gender gap throughout the 1980s. As documented by Blau (1998) , women made consistent progress over this period on some key wage determinants, primarily labor market experience and occupational upgrading. Variables like the average experience level of the female workforce or the share of female white-collar workers could be brought into the BSM. This could help shed light on the role of these factors in both the closing of the gender gap in the 1980s and its subsequent (and as yet unexplained) deceleration in the 1990s.
VIII. Minimum Wage
The U.S. federal minimum wage is a binding wage floor on the wage distribution, covering about 90% of the wage and salary workforce. 8 It is often argued that the minimum wage plays an important wage-setting role for low-wage 8 This share refers to those workers subject to the Fair Labor Standards Act Minimum, Wage Provisions (U.S. DOL, 1998). States can set their minimums above or below the federal level, but they cannot pay covered workers less than the federal minimum. In 1999, nine states had minimum wages above the federal level. workers in the United States; see, for example, Spriggs and Klein (1994) . Others, such as DiNardo, Fortin, and Lemieux (1996) and Lee (1999) , have emphasized the role of the long-term decline in the real minimum wage in explaining the increase in wage inequality over the 1980s, when the minimum fell 30% in real terms. Figure 7 shows the lowest three female real-wage deciles, together with the real minimum wage. (For convenience in interpretation, we prefer to work here in actual real values rather than logarithms.) Numerous studies have stressed that the decline in the real minimum over the 1980s played an important role in the decline in F t (1) seen in the figure, and thus a key role in the increase in female wage dispersion; see Lee (1999) or Bernstein, Hartmann, and Schmitt (1999) . Lee exploits state-level variation (specifically, the difference between the minimum and the state median wage) to examine the impact of the 1980s decline of the minimum wage on the growth of wage dispersion in the lower part of the distribution over that period. For females, he finds that most of the increase can be explained by the fall in the minimum relative to the median. In our national data, the minimum wage and F t (1) stay close for a few years, and then, in the mid-eighties, the minimum wage starts to fall faster than F t (1), until at the beginning of the nineties the gap is about 90 cents (1999 dollars). Nevertheless, one can clearly see the declining trend in both real values over this period. 9 9 As Lee points out, state-level data have an advantage over national time series for this work, since in the national data, both the relative minimum and the female r t (1) are drifting downwards over this period (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) , making it difficult to extract the impact of the fall in the relative minimum on wage inequality. Nevertheless, when we model the trend in the female r t (1) as a smooth trend BSM, and include Lee's relative minimum-wage variable as an explanatory variable, our data also yield a significant and positive coefficient on the minimum-wage variable Fitting the smooth trend BSM to F t (1) gives a BowmanShenton normality test statistic equal to 584.7; the 5% critical value is a mere 5.99. This is a reflection of the enormous jump in response to the minimum-wage increase of 1981q1. Putting in a level dummy variable at this point reduces the normality statistic to 6.07, which, although significant at the 5% level, is quite tolerable; see table 6. The dummy raises the level of the trend by 0.53 from 1981q1 onwards. This value is highly significant, with a t-statistic of 13.01, and the model as a whole fits well, diagnostics such as Box-Ljung being perfectly acceptable. Table 6 also shows results of fitting the same model to other deciles. As can be seen, there is a minimum-wage spillover effect onto F t (2), where the increase in 1981q1 is 0.24. However, the third decile is apparently unaffected, as is the first male decile, M t (1).
IX. Conclusions
This article has shown how unobserved components time series models may be used to exhibit the stylized facts of time series of wage percentiles. In particular the trends in various measures of inequality based on combinations of percentiles may be tracked over time. Tests of stability are derived using recently established time series theory on cointegration and common trends. Tests of divergence (or convergence) are set up by forming a temporal contrast between the estimated trend at two points in a series and using a state-space algorithm to compute the required RMSE. Multivariate models can be fitted to groups of percentiles, and the correlations of the various components across groups studied. The tests of stability and divergence can also be carried out in a multivariate framework.
The methods were applied to a data set of quarterly wage deciles derived from the outgoing rotation groups of the CPS. The main substantive conclusions are that the character of hourly wage inequality shifted in the mid-1980s, from one of generalized divergence throughout the wage scale, to one where the top deciles pulled away from those in the middle and bottom of the wage scale (this shift occurred toward the end of the 1980s for female workers). Thus, in the 1990s, r t (9)-the logarithm of the ninth decile minus the logarithm of the median-grew consistently throughout the full period for both sexes, while r t (1) flattened and even increased (implying less inequality). As regards the gender gap, which we measure as the difference between female and male median wages, this leveled off in the 1990s, after steadily closing throughout the 1980s. Although these (0.66; t-statistic, 9 .07), suggesting that a 1% increase in the distance between the (logged) minimum and female d t (5) is associated with a 0.66% increase in the gap between the lowest decile and the median over [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] . The magnitude of this elasticity is comparable to those in Lee's table 1, panel B, for females. Intervention dummy variables were used to examine the effect of the minimum wage on the hourly earnings of the lowest-paid female workers. The effect was particularly notable in 1981q1, when it was actually higher than the lowest female wage decile. It resulted in a spillover to the second female decile, but had no significant impact on the lowest male decile.
