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Abstract
In  recen t years  th e re  has b een  a n  in c reased  u se  o f senso rs to  e ith e r enab le  the  
u se  of robo ts , o r increase  the  p ro d u c tiv ity  of robo ts for gas m e ta l arc  w eld ing . 
C o n v en tio n a l robo tic  arc w e ld in g  w ith o u t the u se  of senso rs  can  su ffer fro m  a 
n u m b e r  o f p o ss ib le  p ro c e ss  e r ro rs  w h ic h , if n o t  c o m p e n sa te d , p ro d u c e  
d e fec tiv e  w e ld s . M u ch  w o rk  h a s  a lre a d y  b e e n  c a rr ie d  o u t  in  d e v e lo p in g  
s e n so rs  w h ic h  a d d re s s  th e se  p ro c e s s  e r ro rs , b u t  n o n e  c a n  s a tis fy  th e  
re q u ire m e n ts  o f all p o ssib le  w e ld  jo in t co n fig u ra tio n s  a n d  sizes w h ic h  are  
fab rica ted . The m a jo rity  of th e  p rev io u s  w o rk  in  th is a rea  h as  co n cen tra ted  on  
p ro v id in g  seam  track in g  system s fo r the w e ld in g  of sh ee t m a te ria ls , typ ica lly  
u se d  in  th e  h eav y  a n d  au to m o tiv e  in d u s try , a lth o u g h  so m e w o rk  is su itab le  
for tubes  b e tw ee n  50 a n d  100m m  in. d iam eter.
This thesis  p re sen ts  the  in itia l d e v e lo p m e n t stages of a n o v e l fu lly  au to m a te d  
co m p u te r  v is io n  b ased  w e ld in g  senso r fo r sad d le  ty p e  jo in ts  fo rm ed  b y  sm all 
d ia m e te r  in te rsec tin g  tu b in g , less th a n  50m m  in  d iam ete r. T he sen so r u ses  the  
ac tiv e  p ro je c tio n  of m u ltip le  p la n e s  o f l ig h t to  h ig h lig h t th e  w e ld  jo in t 
fe a tu re s . T he u n d e r ly in g  im a g e  p ro c e s s in g  te c h n iq u e s  w h ic h  h a v e  b e e n  
d e v e lo p e d  a re  b a s e d  u p o n  th e  lo ca l a rea  a n a ly s is  o f a n  im ag e  o f th e  
i l lu m in a te d  w e ld  jo in t. T he a lg o rith m s  ex trac t each  s tr ip e s  fe a tu re  p o in ts , 
re d u c e  th e  in fo rm a tio n  to  a sm a lle r  se t o f w e ld  fe a tu re  p o in ts , a n d  th e n  
g en e ra te  the  ro b o t p ro g ra m  p a th  p o in ts . C a lib ra tio n  in fo rm a tio n  w ith in  th e  
im age is u sed  as p a r t  of the  la tte r tran sfo rm a tio n  process. T hese so ftw are  b ased  
te c h n iq u e s  m a y  b e  im p le m e n te d  in to  sp e c ia lise d  c o m p u te r  h a rd w a re  to  
red u ce  th e  senso r cycle tim e, g iv ing  the  capab ility  of h ig h  sp e e d  opera tion .
A n  a p p lic a tio n  specific  m u ltis tr ip e  sen so r h as  b e e n  v a l id a te d  th ro u g h  th e  
in te g ra tio n  o f the  sen so r w ith in  a n  ex isting  in d u s tr ia l ro b o t w orkce ll w e ld in g  
b icycle  fo rks. E x p erim en ta l re su lts  h av e  sh o w n  th e  m u ltis tr ip e  sen so r to  be 
accurate  to  w ith in  ±0.4m m  of the  w e ld  jo in t for 93% of th e  fea tu re  po in ts. The 
u se  o f th e  m u ltis trip e  sen so r for: w e ld  p rocess capab ility  tria ls , w e ld  p a ram ete r 
in v estig a tio n , an d  on-line p o s itio n a l feedback  are  p resen ted . T he resu lts  w h e n  
u se d  fo r on -line  w e ld  p a th  d e te rm in a tio n  hav e  sh o w n  th e  m u ltis tr ip e  sen so r 
to  be  b o th  effective an d  re liab le  w h e n  p e rfo rm in g  the jo in t ana ly sis  o n  a no n - 
o p tim a l low -cost h o s t p la tfo rm .
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1 . I N T R O D U C T I O N
A u to m a te d  a rc  w e ld in g  m a c h in e s  a re  ro u tin e ly  u s e d  in  m a n u fa c tu r in g  
co m p an ies  fro m  th e  ae ro sp ace , a u to m o tiv e , a n d  m e ta l fab ric a tio n  in d u s tr ie s  
to  p ro d u c e  defec t free w e ld s  a t h ig h  levels of p ro d u c tiv ity . T hese m ach ines can 
b e  o f tw o  ty p e s , e i th e r  v e ry  s p e c ia lis e d  a n d  e ff ic ie n t a t p e r fo rm in g  
p re d e te rm in e d  fun c tio n s , b u t  re q u ir in g  g ross m o d ifica tio n s  w h e n  re q u ire d  to  
w e ld  a d iffe ren t p a r t  o r p a th  - g en e ra lly  k n o w n  as h a rd  a u to m a tio n , o r m o re  
flex ib le  a n d  s lig h tly  less e ffic ien t, b u t  h ig h ly  re p ro g ra m m a b le  - g en e ra lly  
k n o w n  as so ft a u to m a tio n . T he  n e e d  fo r sm a lle r  b a tc h  s izes  a n d  g re a te r  
p ro d u c tio n  flex ib ility  can  on ly  b e  ach iev ed  th ro u g h  w e ld in g  m ach in es  b a se d  
o n  re p ro g ra m m a b le  so ftw are , ty p if ied  b y  the  u se  o f in d u s tr ia l  ro b o ts  fo r arc 
w e ld in g . O th e r ad v an tag es  o f in d u s tr ia l robo ts  for arc w e ld in g  in c lu d e  the  fact 
th a t robots:
- are  h ig h ly  rep ea tab le , flexible, p ro g ram m ab le , a n d  p ro d u c e  m ore  
co n sis ten t w eld s  th a n  a h u m a n  arc w e ld e r (H o llingum , 1991a),
- can  w e ld  a t h ig h e r  ra te s  in  te rm s of tra v e rs in g  sp e e d  an d  the  
w ire  feed  speed ,
- ach ieve a h ig h e r o v e ra ll arc  o n  tim e, 85% as c o m p a re d  to  30% 
for m a n u a l w e ld in g  (W eber, 1987),
- w o rk  co n tin u o u sly  for lo n g  p e rio d s  of tim e, a n d  are
- co m p ara tiv e ly  flexible an d  re -p ro g ram m ab le , a n d  can  th e re fo re  
be  u sed  o n  a n u m b e r o f s im ilar tasks.
T he in c reas in g  a d o p tio n  o f robo tic  arc  w e ld in g  is re flec ted  in  the  n u m b e rs  of 
ro b o tic  im p le m e n ta tio n s  as r e p o r te d  b y  th e  In te rn a tio n a l  F e d e ra t io n  o f 
R obotics (IFR), c u rre n tly  e s tim a te d  a t 677,500 o p e ra tio n a l u n its  w o r ld w id e  
(IFR, 1997). A  th o ro u g h  b re a k d o w n  w ith in  th e  U K  for 1992 is p ro v id e d  b y  the 
B ritish  R obot A ssocia tion  (BRA, 1992). F ig u re  1.1 (a) sh o w s th e  ra p id  g ro w th  
th a t  h a s  b e e n  a c h ie v e d  in  th e  w o r ld w id e  ro b o t p o p u la tio n , a n d  (b) th e  
e s tim a ted  b re a k d o w n  acco rd in g  to  ap p lica tio n  area. C u rre n tly  the  m ajo rity  of 
th e  in s ta l la t io n s  h a v e  b e e n  in  th e  t r a n s p o r t  in d u s tr y  in v o lv e d  in  th e  
p ro d u c tio n  line fab rica tion  of cars.
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F igure  1.1: (a) G ro w th  in  the  w o rld w id e  robo t p o p u la tio n  (IFR, 1997), an d  
(b) 1992 b re a k d o w n  by  app lica tion  area for the UK.
R obo ts are  su ita b le  fo r fo u r w e ld in g  p rocesses: sp o t, arc, p la sm a , a n d  laser 
w e ld in g . T he tw o  m a in  arc  w e ld in g  p ro cesses  a re  gas m e ta l arc  w e ld in g  
(G M A W ), a n d  gas tu n g s te n  arc  w e ld in g  (GTAW ), b o th  u se  a h ig h  c u rre n t 
ca rry in g  e lec tro d e  to  es tab lish  an  arc b e tw ee n  tw o  p ieces o f m e ta l to  fo rm  a 
fu sed  jo in t.
G M A W  d iffe rs  fro m  G TA W  as th e  w e ld in g  w ire  is m a d e  of th e  sam e  o r 
s im ila r m e ta ls  as the  p a rts  b e ing  jo ined , a n d  serves as a co n sum ab le  e lectrode 
d u r in g  th e  a rc  w e ld in g  p ro c e ss . A s w e ld in g  ta k e s  p la c e  th e  w ire  is 
c o n tin u o u s ly  fed  in to  the  m o lten  w e ld  poo l w h ich  is s u r ro u n d e d  by  an  in e rt 
sh ie ld in g  gas to  p rev en t ox ida tion . This process is freq u en tly  u sed  to  jo in  m ild  
steel an d  is the  m o st com m on  co n tin u o u s robotic  w e ld in g  process.
G TA W  o n  th e  o th e r  h a n d  uses a n o n -co n su m ab le  tu n g s te n  e lec tro d e  w ith  a 
s e p a ra te  (filler) w e ld in g  w ire  a n d  is co m m o n ly  u se d  to  jo in  a lu m in iu m , 
copper an d  stain less steel, aga in  su rro u n d e d  by a su itab le  sh ie ld in g  gas.
D ue to  th e  s im ila ritie s  of th e  tw o  m e th o d s , a lth o u g h  G M A W  is the  m o re  
p re v a le n t  th ro u g h o u t  in d u s try ,  th e y  w ill be re fe r re d  to  as arc  w e ld in g  
th ro u g h o u t the  res t of th is thesis u n less  specific restric tions app ly .
For arc  w e ld in g  to  be  au to m a tica lly  co n tro lled , the  ro b o t co n tro lle r req u ire s  
the  a sso c ia ted  w e ld in g  p ro cess  p a ra m e te rs  to  be d e fin e d  w ith in  th e  ro b o t 
p ro g ra m  a lo n g  w ith  th e  w o rk p ie c e  p o s itio n  in fo rm a tio n . T he p ro c e ss  
p a ra m e te rs  a re  sh o w n  in  T ab le  1.1 w ith  th e  w o rk p ie c e  re la te d  p ro d u c t 
p a ra m e te rs . D iffe ren t p ro d u c t p a ra m e te rs , p a r tic u la r ly  th e  ty p e  of jo in t are
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c ru c ia l in  d e te rm in in g  th e  d e g re e  o f econom ic  b e n e fit ach iev ab le  th ro u g h  
robo tic  arc w eld ing .
Product parameters Material type 
Material thickness 
Position of the weld 
Geometry 
Type of joint
Mild steel, stainless steel, etc.
1- 50mm typically 
Flat, overhead, etc.
Size of workpiece and edge prep. 
Butt, fillet, lap etc.
Process parameters Current 50 - 350 A
Voltage 13 V
Wire feed rate 50 - 180mm/s
Travel speed up to 30 mm/s
Electr ode type Base metal plus additives
Electrode size 0.8 - 1,4mm diameter
Arc length 7 - 24mm
Gas mixture Argon, helium, carbon dioxide, etc.
Gas flow rate 8 - 1 8  litres/min
Robot weldgun orientation left or right, rotation about 6th axis
Number of passes Single, or multi-pass, 1 - 1 2
Weave pattern Circular, triangular, square etc.
Polarity Workpiece negative
Offset for multi-pass welding 0.5 - 2mm
Table 1.1: G M A W  p ro d u c t an d  process p a ram ete rs .
C u rre n tly  the m ajo rity  of ro bo ts  in  all app lica tions are  p ro g ra m m e d  th ro u g h  a 
te c h n iq u e  k n o w n  as th e  m a n u a l te ach -b y -sh o w  m e th o d . T h is co n s is ts  o f 
m a n u a lly  d r iv in g  th e  ro b o t a n d  w e ld g u n  a ro u n d  th e  jo in t to  be  w e ld e d  an d  
reco rd in g  th e  ro b o t a rm  p ositions. A  ro b o t p ro g ra m  is th e n  co n s tru c ted  u s in g  
th e se  m a n u a lly  ta u g h t  p o in ts ,  c o m m a n d  s ta te m e n ts ,  a n c illa ry  c o n tro l 
fu n c tio n s , a n d  w e ld in g  p ro cess  in fo rm atio n . D u rin g  p ro g ra m  ex ec u tio n  the  
ro b o t c o n tro lle r  ca lcu la te s  th e  in te rp o la t io n  re q u ire d  b e tw e e n  th e  ta u g h t 
p o in ts  to  p ro v id e  a sm o o th  end-effec to r m otion .
T his m e th o d  of ro b o t p ro g ra m m in g  re lies  o n  th e  ro b o ts  re p e a ta b ility  ra th e r  
th a n  its  accu racy  a n d  is q u ite  tim e  co n su m in g , re q u ir in g  th e  u se  o f b o th  a 
sk ille d  o p e ra to r  a n d  the  ac tu a l robo t. T he on -line  teach -b y -sh o w  m e th o d  of 
p ro g ra m m in g  is b eco m in g  in c reas in g ly  u n accep tab le  d u e  to  th e  h ig h  cost o f 
p r o d u c t io n  lin e  d o w n tim e , g e n e ra t in g  in te re s t  in  th e  u se  o f o ff-lin e  
p ro g ra m m in g  (O LP) m e th o d s  w h e re  th e  ro b o t is  r e m o v e d  f ro m  th e  
p ro g ra m m in g  p ro c e ss , th e re b y  k e e p in g  th e  ro b o t u t i l is a t io n  as h ig h  as 
possib le .
T here  a re  c u rre n tly  tw o  m e th o d s  o f OLP: tex t e d ito r  b a se d  sy stem s, u su a lly  
su p p lie d  b y  ro b o t m a n u fa c tu re rs ; a n d  v ir tu a l rea lity  ty p e  sy stem s, w h e re  a 
p ro g ra m  is g en e ra ted  v ia  a g rap h ica l s im u la tio n  of the  ro b o t an d  w orkcell o n  a
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h ig h  p e rfo rm a n c e  c o m p u te r  p la tfo rm  (Jina a n d  G ill, 1993). T he  h ig h e r  
p o w e re d  s im u la tio n  b ased  O LP system s hav e  the fu n c tio n a lity  to:
- d es ig n  an d  la y o u t w orkcells  fo r o p tim u m  cycle tim e,
- com pare  d ifferen t ro b o t types b a sed  o n  w orkspace  lim its,
- v isu a lise  the  in te rac tio n s  b e tw e e n  the  ro b o t a n d  o th e r  w o rk ce ll 
dev ices,
- crea te  com plex  p ro g ra m s an d  p a th  trajecto ries u s in g  a h ig h  level 
la n g u ag e ,
- check fo r collisions d u rin g  ro b o t m o tion , an d  to
- c re a te  a n d  v e r ify  n e w  p ro g ra m s  w ith o u t  in te r r u p t in g  th e  
p ro d u c tio n  process.
T he ad v an tag es  o f the  s im u la tio n  b ased  OLP m eth o d s are  acco m p lish ed  b y  the  
u se  o f th e  ex is tin g  C A D  (C o m p u te r  A id e d  D esign) d a ta  o f th e  co m p o n e n t 
w ork p ieces, e ith er in  the fo rm  o f ac tua l C A D  files or m o re  recen tly  b y  th e  use 
o f a STEP (S T andard  fo r th e  E xchange o f m o d e l P ro d u c t d a ta ) file (T rostm an , 
1992). S ig n ifican t b en e fits  fro m  s im u la tio n  b a se d  O LP are  cla im ed : K o chan  
(1995) s ta te s  a fac to r o f five  re d u c tio n  in  p ro g ra m m in g  tim e  b y  u s in g  O LP 
w h e n  co m p ared  to the teach-by-show  m e th o d  a t R en au lt in  France.
A s w ith  all types of fab rication  an d  assem bly  tasks, in  robo tic  arc w e ld in g  there  
are  a n u m b e r of possib le  e rro rs  sou rces w h ich  m e an  th a t the w e ld s  w h ich  are 
p ro d u c e d  are e ith er in  the  r ig h t p lace an d  to specification  o r they  are incorrect.
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In  g e n e ra l th e se  e rro rs  m u s t  b e  m in im ise d  su c h  th a t  th e ir  a c c u m u la tio n  
re m a in s  b e lo w  th e  'p ro c e ss  to le ra n c e ', i.e. th e  to le ra n c e  o f th e  w e ld in g  
p ro ced u re . F igure 1.2 show s the  possib le  sources of e rro r  facto rs in  a robo tic  arc 
w e ld in g  w orkcell.
T he m a jo rity  o f the  e r ro r  fac to rs  can  b e  e lim in a ted  b y  d isc ip lin e d  u se  o f th e  
ro b o t a n d  th e  asso c ia ted  e q u ip m e n t, h o w ev e r fo u r e r ro r  fac to rs  can  re m a in  
significant. K ehoe e t al (1992) su itab ly  describe  the  rem a in in g  e rro r factors as:
Factor 1: d isc re p a n c ie s  in  th e  re la tiv e  lo c a tio n s  o f th e  ro b o t a n d  the  
w o rk p iece ,
Factor 2: d iffe ren ces  b e tw e e n  th e  rea l ro b o t s tru c tu re  co m p a re d  w ith  its 
d e s ig n  a n d  m o d e lled  fea tu res  con ta ined  w ith in  the  O LP system .
F actor 3: v a ria tio n s  in  th e  w o rk p iece  geom etry ,
Factor 4: d is to r tio n  of the  w o rk p iece  g eo m etry  d u e  to  th e  m a n u fa c tu r in g  
process.
A d d itio n a l v a ria tio n s  can  also  o ccu r d u e  to  changes in  th e  ro b o ts  s tru c tu ra l 
r ig id ity  a n d  d y n am ic  p ro p e rtie s  as it m oves th ro u g h o u t its  w o rk sp a ce , a n d  
sh o rt a n d  lo n g  te rm  d r if t  in  th e  ro b o t d u e  to  e n v iro n m e n ta l co n d itio n s  a n d  
w e a r. A ll o f th e  v a r io u s  fac to rs  m u s t b e  overcom e if co m p le te ly  a u to m a te d  
ta sk  execu tion  w ith  the  req u ire d  deg ree  o f accuracy is to  be accom plished .
F actor 2 is o f m o s t in te re s t to  tho se  try in g  to  OLP, w h e re  th e  s im u la te d  m o d e l 
o f th e  ro b o t h e ld  w ith in  th e  O LP sy stem  m u s t v e ry  c losely  m a tc h  th e  'rea l' 
ro b o t m odel. A  n u m b e r of p ro c e d u re s  h av e  b een  d ev e lo p e d  to  acco u n t fo r the  
ro b o t m o d e l inaccuracies  inc lud ing : ro b o t ca lib ration ; accu ra te  ro b o t con tro lle r 
m o d e llin g ; in fo rm a tio n  exchange; a n d  w orkcell ca lib ra tion . W o rk  b e in g  d o n e  
in  th e  v a r io u s  a rea s  in c lu d es : STEP fo r in fo rm a tio n  e x ch a n g e  (K ing  a n d  
N o rm a n , 1992); la se r  b a se d  tra c k in g  sy stem s fo r ro b o t ca lib ra tio n  (S tan ton , 
1991) a n d  w o rk ce ll c a lib ra tio n  (M cM aster a n d  R ibeiro , 1994); a n d  th e  co rrec t 
m o d e llin g  of the  ac tu a l m a n u fa c tu re rs  ro b o t con tro lle r w ith in  a n  O LP system  
fo r c o rre c t m o tio n  s im u la tio n  (B e rn h a rd t, e t a l, 1994). T h e  la s t  w o rk  
m e n tio n e d  is v e ry  s ig n ifican t, as u n d e r  th e  p ro jec t title  o f R ealistic  R obo t 
S im u la tio n s  (B ernhard t, e t al, 1994), a co n so rtiu m  w h ic h  in c lu d es  m o st m ajor 
W e s te rn  a u to m o tiv e  m a n u fa c tu re r s ,  ro b o t m a n u fa c tu re r s ,  a n d  o ff- lin e  
p ro g ra m m in g  so ftw are  v en d o rs , h av e  se lf-financed  a n d  w o rk e d  for tw o  years  
to  ag ree  s ta n d a rd s  an d  p ro d u ce  a m ark e tab le  off-line p ro g ra m m in g  o p tio n  th a t 
a llow s successfu l m o tio n  s im u la tio n  w ith in  the  off-line p ro g ra m m in g  system ,
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th u s  p ro d u c in g  m u c h  m o re  a c c u ra te  p a th s  a n d  cycle  tim es  w ith in  th e  
s im u la te d  w orkcell. T heir c la im ed  p o sitio n a l accuracy  o f 0.1° p e r ro b o t jo in t 
a n d  less th a n  1% w orkcycle  tim e estim ation , are  v e ry  g o o d  ta rg e ts  for g en era l 
ro b o t a p p lica tio n s , b u t  are  still too  in a ccu ra te  fo r ro b o tic  a rc  w e ld in g  ta sk s  
u s in g  ty p ica l in d u s tr ia l  ro b o ts  i.e a s ta n d a rd  6 axis re v o lu te  ro b o t w ill still 
h av e  u p  to  2m m  p o s itio n a l e rro r.
In  o rd e r  to  w o rk  effec tive ly , h o w e v e r  p ro g ra m m e d , th e  arc  w e ld in g  ro b o t 
m u s t w o rk  in  a h ig h ly  s tru c tu re d  en v iro n m e n t w h e re  th e  u n c e rta in ty  facto rs 
1, 3, a n d  4 m u s t b e  k e p t w ith in  s tr ic t to le ran ces . F o r n o rm a l ro b o tic  arc 
w e ld in g  the seam  pro file , seam  p a th , an d  th e  seam  lo ca tio n  in  the  ro b o ts  w o rk  
en v e lo p e  m u s t b e  repea tab le . If th e  su m  of the  v a ria tio n s  exceeds the  p rocess 
to lerance  for the  w e ld in g  p a ram e te rs  u sed , typ ically  ack n o w led g ed  as + /~  ha lf 
the  w e ld  w ire  d iam ete r, in  o rd e r  to  g a in  su ffic ien t w e ld  p en e tra tio n , a co rrect 
w e ld  to  sp ec ifica tio n  w ill n o t be p ro d u c e d  (P earson , 1989). W eld  w ire s  are  
ty p ica lly  b e tw e e n  1m m  a n d  2 m m  in  d iam ete r, a lth o u g h  th is  'ru le -o f-th u m b ' 
p ro c e ss  to le ran ce  can  g ro ss ly  u n d e r  o r o v er e s tim a te  th e  ac tu a l to le ran ce  
in v o lv e d  in  a w e ld in g  p ro c e d u re  (M idd le , 1989). T h e rm a l d is to r tio n  o f the 
w o rk p ie c e  can  a lso  cau se  p ro b le m s , b u t  can  b e  m in im ise d  th ro u g h  g o o d  
co m p o n en t a n d  fix tu rin g  d es ig n  practices.
W h ere as  m a n u a l w e ld e rs  c o n s ta n tly  re ly  o n  th e  v isu a l in sp e c tio n  o f th e  
w o rk p iece  co m p o n en ts  a n d  the  w e ld in g  process itse lf to  g en era te  a defect-free 
w e ld in g  p a th , a u to m a te d  w e ld in g  sy stem s are  typ ica lly  'b lin d ', fo llow ing  a set 
p re p ro g ra m m e d  w e ld in g  p a th  irresp ec tiv e  o f the lo ca tio n  of the  ac tua l jo in t to  
b e  w e ld ed . T herefo re , if e ith e r of the e rro r  facto rs 1, 3 a n d  4 are  b e y o n d  the  
p ro cess  to le rance , on -line  sen so r b a se d  in fo rm a tio n  co n ce rn in g  th e  w o rk p iece  
m u s t be  fed  back  to  the  ro b o t con tro lle r, th e reb y  a d a p tin g  th e  ro b o ts  p a th  to  
su it th e  w orkp iece .
D ue to the  benefits  th a t arc w e ld in g  robo ts  offer, m a n y  sen so r techn iques have  
b een  d ev e lo p ed  to  com pen sa te  fo r th e  possib le  e rro r factors. T hese ran g e  from  
s im p le  co n tac t p ro b es  (H ori e t al, 1991) to  so p h is tic a te d  w e ld  p o o l ana ly sis  
sy stem s (O k u m u ra  an d  N ish ik aw a , 1991). E xisting  senso rs  fo r arc w e ld in g  are 
c la ss ified  in to  o n e  o r m o re  o f th re e  ca teg o ries  (a se n so r b e in g  cap ab le  of 
o p e ra tin g  in  all th ree  m o d es  b e in g  the  m o st adv an tag eo u s):
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W eld  s ta r t p o in t senso rs
T hese are senso rs  w h ic h  he lp  the  ro b o t to  p e rfo rm  a w o rk p iece  loca lisa tion  
ty p e  o p e ra tio n  to  e ith e r  e s tab lish  the  w e ld  s ta r t p o in t o n ly , o r to  id en tify  
th e  o r ie n ta tio n  of th e  e n tire  w o rk p iece . T here fo re , th e y  co m p en sa te  fo r 
Factor 1 ty p e  erro rs: d iscrepancies  in  the  re la tive  locations of the  ro b o t an d  
th e  w orkp iece . O ften  a ro b o t m o u n te d  senso r w ill fo llow  a search  ro u tin e  
to  e s ta b lish  th e  tra n s fo rm a tio n  b e tw e e n  th e  w o rk p ie c e  a n d  ro b o t. O nce 
es tab lish ed  the tra n s fo rm a tio n  is u se d  to  o ffset all o f the  ro b o t p a th  p o in ts  
befo re  w e ld in g  com m ences (COM -ARC II, 1992).
S eam  track in g  sensors
T hese are senso rs  w h ic h  m o n ito r the w e ld  p a th  as w e ld in g  is tak in g  p lace, 
o ften  s lig h tly  ah e a d  o f th e  c u rre n t w e ld in g  p o s itio n  fo r con tro l lo o p  a n d  
v is ib ility  p u rp o se s . T h ey  th e re fo re  h av e  th e  a b ility  to  c o m p e n sa te  fo r 
v a r ia tio n s  in  th e  w o rk p ie c e  g eo m e try  an d  in -p ro ce ss  th e rm a l d is to r t io n  
(Factor 3 & 4 ty p e  e rro rs) (C loos, 1988; ABB L aserT rak , 1992; H o llin g u m ,
1991).
A d ap tiv e  p rocess con tro l sensors
T h is  class o f se n so r  co n tro ls  so m e o f the  w e ld in g  p ro c e ss  p a ra m e te rs  
d u r in g  w e ld in g  su c h  th a t th e  re su ltin g  w e ld  is to  sp ec ifica tio n  a n d  o f a 
co n s is te n t p ro file , e v en  th o u g h  th e  jo in t itse lf is v a ry in g  in  te rm s of the  
p re se n te d  fill v o lu m e an d  th e  ro o t gap  (Johnson, 1993).
The n eed  fo r arc w e ld in g  senso rs  to p e rfo rm  fast on -line  w o rk p iece  a n d  w e ld  
jo in t fea tu re  reco g n itio n  req u ire s  the  u se  of in te llig en t senso rs, able to  o p e ra te  
on -lin e  a t h ig h  sp e e d  in  a h a rs h  e n v iro n m en t. For th ese  rea so n s , co m p u te r  
v is io n  b a se d  sen so rs  h av e  b e e n  in v e s tig a te d  (D rew s a n d  S tarke , 1989; D ove, 
1989; a n d  V erbeek , 1989). The p o te n tia l benefits  o ffered  b y  the  im p lem en ta tio n  
of co m p u te r v is io n  b a se d  sensor system s are:
- fast in sp ec tio n  ra te s
- ex trac tio n  of w e ld  jo in t an d  p rocess in fo rm atio n
- h ig h e r q u a lity  w eld s  w ith  less re -w ork
- h ig h e r p ro d u c tiv ity
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T he w id e  ran g e  o f w e ld in g  w h ic h  is p e rfo rm e d  a n d  th e  tech n ica l lim ita tio n s  
o f sen so rs  h as  m e a n t th a t  to  sa tisfy  th e  n e e d s  of e n d  u se rs , sen so rs  m u s t 
o p e ra te  on  specific w e ld  jo in t configu ra tions. P alo tas  (1995) h as  p re sen te d  d a ta  
co n ce rn in g  th e  ty p e s  a n d  am o u n ts  o f w e ld s  b e in g  p e rfo rm e d  ro b o tica lly , he 
es tim a tes  that:
~ 69% of ro b o tic  w e ld s  a re  f ille t ty p e  w e ld s , 22% b u t t  w e ld s , a n d  th e
rem a in in g  9% of m ix ed  type ,
- 40% o f robo tic  w e ld s  are less th a n  0.3m  long , a n d  app rox . 10% of w e ld s  are 
g ro u p e d  in  each  of th e  fo llow ing  le n g th  categories: 0.3-0.5m ; 0.5-1.0m; 1.0- 
2.0m; 2.0-5.0m  ; >5.0m .
- 68% of w e ld s  are s tra ig h t, 14% circu lar, 10% cu rv ed , 5% co m b in ed  curved .
The d a ta  re in fo rces th e  v iew  th a t ro b o tic  arc w e ld in g  is p re d o m in a n tly  u se d  
fo r s tra ig h t fille t w e ld s  o f v a ry in g  len g th . E x isting  c o m p u te r  v is io n  b a se d  
sen so rs  h av e  th e re fo re  b een  d e v e lo p e d  w ith  th is m a rk e t in  m in d , th e y  are: 
lim ite d  to  s im p le  w e ld  jo in t c o n fig u ra tio n s , ty p ica lly  lo n g  m ild ly  c u rv in g  
jo in ts; are  of h ig h  cost; o r a re  too  de lica te  for typ ica l in d u s tr ia l u se  d u e  to  a 
la se r  sc a n n e r a r ra n g e m e n t (V erbeek , 1989). T h ere fo re  th e y  h av e  o n ly  b e e n  
ju s tif ia b le  to  th e  m a jo r u se rs  o f a rc  w e ld in g  ro b o ts , w h e re  th e  se n so rs  
te ch n ica l lim ita tio n s  are  a v o id e d  a n d  th e  h ig h  sen so r cost is in s ig n if ic a n t 
ag a in s t th e  to ta l p la n t cost a n d  th e  benefits  ach ieved . T he m ajo r sen so r b a sed  
ro b o t u s in g  in d u s tr ie s  being:
- th e  a u to m o tiv e  in d u s try ,  w h e re  se n s in g  h as  b e e n  d e v e lo p e d  fo r the  
d e tec tio n  o f lo n g  seam s in  m ild ly  cu rv ed  th in  sh ee t s tee l su rfaces, su ch  as 
th e  floor p an s  of cars (ABB L aserT rak , 1992), an d
- th e  h e a v y  s te e lw o rk  in d u s try ,  w h e re  sen so rs  fo r  th e  w e ld in g  of lo n g  
sec tio n s  o f s tee l p la te  h av e  b e e n  d e v e lo p e d , ty p ica lly  u s in g  s im p le  b u t  
ro b u s t to u ch  b ased  p ro b es  (M arth ill E ng ineering , 1988).
D ue to  ad v an c es  in  sen so r te ch n o lo g y  m a d e  b y  re sea rch e rs  in v o lv ed  in  th e  
m o re  g en era l th re e  d im e n s io n a l ob ject reco g n itio n  p ro b le m  u s in g  c o m p u te r  
v is io n , su ch  as b in a ry  en co d ed  s tru c tu re d  lig h t (W olf, 1993), the  lim its o n  the  
perfo rm ance , flexibility  an d  cost of senso rs is con tin u in g  to  reduce .
O v e ra ll , u s e rs  re q u ire  sm a lle r  b a tc h  s izes  w ith  m o re  v a r ie d  w o rk p ie c e  
g e o m e trie s  to  b e  eco n o m ica lly  v iab le . T his is p o ss ib le  w ith in  ro b o tic  arc 
w e ld in g  ap p lica tio n s  if O LP is u sed , a n d  if senso r te ch n o lo g y  is ava ilab le  to 
com pen sa te  for the  e rro r facto rs p re sen t d u e  to b o th  the deficiencies of ex isting
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O L P sy s tem s  a n d  c o m p o n e n t w o rk p ie c e  e rro rs  (W eston , 1992). C o m p u te r  
v is io n  b a se d  sen so rs  p ro v id e  a v e ry  effective  m e an s  o f acc o m p lish in g  th e  
re q u ire d  sensing  o p era tions.
1 .1  W e ld  j o i n t  t y p e s  a n d  t h e ir  f e a t u r e s _____________________________________________
W ith in  robo tic  arc w e ld in g  th e re  are  tw o  m a in  classes o f w eld : the  b u tt  w e ld  
a n d  th e  fille t w e ld , re fe r to  F ig u re  1.3. The d is tin c tio n  b e tw e e n  th e  tw o  is 
c h a ra c te rise d  b y  th e  fact th a t w ith in  b u t t  w e ld s  the  ed g es  o f th e  co m p o n en ts  
a re  a b u tte d  an d  the  lo a d  is tra n sm itte d  th ro u g h  the w e ld , w h ereas  fillet w e ld s  
resem b le  a fille t in  cross section.
H o w e v e r, th e  c o n fig u ra tio n  o f th e  c o m p o n en t p a r ts  d e te rm in e s  the  ty p e  of 
jo in t th a t is be in g  w eld ed . F igure  1.4 show s the basic jo in t types.
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The p o s itio n  in  w h ich  the  w e ld  is p e rfo rm e d  is a lso  im p o r ta n t in  th a t robo tic  
G M A W , lik e  m a n u a l a rc  w e ld in g , is  m o s t p ro d u c tiv e  w h e n  p e r fo rm e d  
d o w n h a n d  in  th e  f la t a n d  h o rizo n ta l-v e rtica l po sitio n s. F ig u re  1.5 sh o w s the  
n a tio n a lly  classified  w e ld in g  positions accord ing  to BS 499: P a r t 1:1983.
T he b asic  jo in t ty p es  a n d  the  w e ld in g  p o s itio n  fo rm  th e  b as is  fo r w e ld in g  
d iffe re n t w o rk p iece  jo in ts. In  o rd e r  fo r the  w e ld  to  ach ieve  fu ll p e n e tra tio n , 
a n d  th e re fo re  m a x im u m  s tre n g th , e d g e  p re p a ra t io n  o f th e  c o m p o n en t p ieces 
m a y  b e  req u ire d . T here  are  sev era l d iffe ren t ty p es  of ed g e  p rep a ra tio n . These 
hav e  ad v an tag es  a n d  d isad v an tag es , inc lud ing : w e ld g u n  access; the  a m o u n t of 
w e ld  m e ta l re q u ire d  to  fill th e  gap ; re d u c tio n  of d is to r t io n  effects; a n d  
p o te n tia l fo r co rrosion .
T he m a in  c rite ria  th a t  d e te rm in e s  w h ic h  ed g e  p re p a ra tio n  th e  d e s ig n e r w ill 
specify  are  the  th ickness of the w o rk p iece  com ponen ts  a n d  th e  w e ld g u n  access 
req u irem en ts . F igure  1.6 show s som e of the  m a n y  d iffe ren t ty p es  of w e ld s  an d  
th e ir ed g e  p rep a ra tio n s . The d a rk e r o u tlin e  sign ify ing  the p o s itio n  o f the  w e ld  
b e a d  a n d  th e  h e a t a ffected  zone. The a d v a n ta g e  o f the  s tra ig h te r  b ev e l ty p e  
p re p a ra t io n s  is th a t  th e y  c a n  b e  fo rm e d  b y  a gas c u tte r  as o p p o se d  to  a 
m a c h in in g  o p e ra tio n .
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F o r w o rk p ie c e s  w h ic h  a re  p r ism a tic , th e  e d g e  p r e p a ra t io n  is c o n s ta n t, 
co n v erse ly  in  the  case of w o rk p ieces  w h ich  co n ta in  in te rsec tin g  connec tions, 
ty p ica lly  fo u n d  in  tu b u la r  s tru c tu re s , th e  edge  p re p a ra tio n  m u s t v a ry  a ro u n d  
th e  in te rse c tin g  tu b e  in  o rd e r  fo r th e  re s u lta n t w e ld  to  ach iev e  su ffic ien t 
p e n e tra tio n . Such  a n  ex am p le  is p ro v id e d  by  the  tee  p ip e  connec tio n s  b e in g  
w e ld e d  w ith in  the  In terR ob  p ro jec t d em o n stra tio n s  (M ikosch, 1995). F igure  1.7 
s h o w s  th e  d e m o n s t r a to r  g a n try  ro b o t re la tiv e  to  th e  la rg e  d ia m e te r  
in te rsec tin g  p ip e s  in vo lved .
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F igure  1.7: The In terR ob pro jec t p ip e  w e ld in g  d em o n stra to r.
T he n e e d  fo r ed g e  p re p a ra t io n  stem s fro m  the  re q u ire m e n t to  ach ieve w e ld  
p e n e tr a t io n  ac ro ss  th e  e n tire  m a te r ia l  th ic k n e ss . T h e re fo re  th in  w a lle d  
w o rk p ieces  su ch  as th in  w alled  p ip e  o r tube  does n o t req u ire  ed g e  p rep ara tio n . 
H ere  th e  m o lten  w e ld  poo l p e n e tra te s  the  en tire  m a te ria l th ick n ess  a n d  m ay  
ev en  b u rn  th ro u g h  th e  th in  w all if the h ea t in p u t is n o t sh a re d  by  b o th  halves 
of th e  w o rk p iece  jo in t. The arc w e ld in g  o f tubes w h ich  fo rm  sad d le  ty p e  jo in ts 
is reco g n ised  as b e in g  p rob lem atic  for robo tic  b ased  au to m atio n . M id d le  (1989) 
ad v o ca te s  re d u c in g  the  lik e lih o o d  of p ro b lem s b y  u s in g  a lte rn a tiv e  w e ld e d  
jo in t d e s ig n s  fo r sm all d ia m e te r  tubes. F ig u re  1.8 sh o w s th e  re c o m m e n d e d  
a lte rn a tiv e  designs to a sad d le  type  joint.
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(a) sad d le  ty p e  jo in t, (b) vee sh ap ed  sad d le  ty p e  jo in t, an d  
(c) sq u are  e n d e d  sad d le  ty p e  jo in t (M iddle, 1989).
U n til rece n tly  sm all d ia m e te r  sa d d le  jo in ts  hav e  o n ly  b e e n  u s e d  w ith in  th e  
a e ro sp a c e  a n d  sm a ll v o lu m e  a u to m o tiv e  in d u s tr ie s , w h e re  th e  jo in ts  are  
w e ld e d  m a n u a lly  d u e  to  the  lim ited  p ro d u c tio n  v o lu m es in v o lv ed . H o w ev er, 
n e w  u s e rs  o f ro b o tic  arc  w e ld in g  e q u ip m e n t, in c lu d in g  th e  m o to rcy c le  
in d u s try  are  n o w  b e g in n in g  to  w e ld  sa d d le  ty p e  jo in ts . H o llin g u m  (1991b) 
rep o rts  o n  a robotic  G TA W  process w h e re  the sad d le  ty p e  tu b e  en d  pro files are 
p ro d u c e d  u s in g  a c ro p p in g  knife. It is s ta ted  th a t v a ria tio n s  in  excess of 0 .5m m  
req u ire  m a n u a l ro b o t p ro g ra m  a d ju s tm en t as sensors do  n o t y e t ex ist to  a d a p t 
the  w e ld  p a th  au tom atically .
E xisting  senso rs o p e ra te  b y  recogn ising  featu res a long  th e  w e ld  jo in t. T hey  fail 
to  o p e ra te  su ccessfu lly  in  th e  sm all d ia m ete r sad d le  jo in t ap p lica tio n s  d u e  to 
th e  sm all size of th e  jo in t to  be  w e ld e d , a n d  the  jo in ts  in te n tio n a l v a ry in g  
w e ld  g e o m e try  a lo n g  th e  jo in t p a th . T his d efic ien cy  le d  to N E I N u c le a r  
System s, w h o  cite p ip e  eccen tric ity , p ip e  o u te r  d ia m e te r  v a ria tio n s , an d  p itch  
e rro r  ad jacen t to b e n d s  (H en d e rso n  a n d  Sm ith , 1989), to  d ev e lo p  a co m p u te r 
v is io n  b ased  sensor. This w as in itia lly  re p o rte d  by  C am pbell an d  H ew it (1984). 
H o w e v e r , th e ir  s e n so r  is s lo w  in  o p e ra tio n , re q u ir in g : m u ltip le  im ag es; 
c o m p le x  c a l ib ra t io n ;  c o m p o n e n t m o v e m e n ts ;  a n d  s t r ic t  i l lu m in a t io n  
req u irem en ts . T hus h ig h lig h tin g  the d ifficu lties p o sed  b y  b o th  sm all d iam ete r 
sad d le  ty p e  jo in ts an d  ex isting  co m p u te r v is io n  b ased  techn iques.
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T he u se  o f c o m p u te r  v is io n  in  m a n y  in d u s tr ia l m a n u fa c tu r in g  a p p lica tio n s  
o u ts id e  of th e  lab o ra to ry , ra n g in g  fro m  in sp ec tio n  to  p ro cess  m o n ito rin g , has 
n e v e r  b e e n  rea lised  o n  th e  scale f irs t en v isag ed . The m a jo rity  o f successfu l 
ap p lica tio n s  are  in  tasks w h ich  are  of low  com plex ity , e v e n  th o u g h  th e re  has 
b e e n  a la rg e  a m o u n t o f re s e a rc h  in to  c o m p u te r  v is io n  sin ce  its  in i t ia l  
d e v e lo p m e n t in  th e  1950's fo r m ilita ry  p u rp o se s . T h is  s lo w  a d o p tio n  o f 
c o m p u te r  v is io n  is a lso  m ir ro re d  in  m a n y  o th e r  a p p lic a tio n  a rea s  su c h  as 
ro b o t a n d  veh ic le  g u id a n c e  a n d  su rv e illan ce  tasks. T he ea rly  c la im s m a d e  
co n c e rn in g  th e  p o te n tia l  fo r m a ch in e  v is io n  fa ile d  fo r th e  fo llo w in g  tw o  
reaso n s:
- th e  co m p lex ity  of th e  o p e ra tio n s  in v o lv e d  in  m a c h in e  v is io n  
an d  the  su b se q u en t m ach ine  reac tio n  w ere  u n d e re s tim a te d , an d
- th e  com plex  o p e ra tio n s  in v o lv ed  in  v is io n  b a se d  ta sk s  m u s t be 
p e rfo rm e d  ro b u s tly  a n d  a t rea l w o rld  sp e e d s  if th ey  are  to  b e  
u t i l i s e d  w i th in  r e a l  w o r ld ,  e s p e c ia l ly  m a n u f a c tu r in g ,  
app lica tio n s .
T h is  fa ilu re  to  a p p re c ia te  th e  c o m p le x ity  a n d  n u m b e r  o f c o m p u ta tio n s  
re q u ire d  to  d e riv e  m e an in g fu l in fo rm a tio n  from  d ig ita l im ag es a n d  th e  lack  
o f a f fo rd a b le  m e a n s  o f p e r fo rm in g  th e se  c o m p u ta tio n s  h a s  lim ite d  th e  
a d o p tio n  of v is io n  fo r m a n y  p u rp o ses . I t has on ly  b e e n  in  th e  la s t ten  y ears , 
w ith  th e  d ev e lo p m en ts  in  m ic ro co m p u ters  th a t the  cost a n d  sp eed  issues hav e  
re d u c e d  to  a level w h e re  som e tasks are  now  com m ercia lly  v iab le . H o w ev er, 
co m p u ta tio n a l co n s id e ra tio n s  still ex ist in  m a n y  n o n -v is io n  ro b o t a p p lica tio n  
areas, p a rticu la rly : ro b o t ta sk  p lan n in g , trajectory  gen era tio n , a n d  ro b o t con tro l 
(C hen , 1994). T he en v isag ed  advan ces  in  co m p u te r p ro cess in g  p o w e r a n d  the 
co n tin u in g  decrease  in  p rice  o f su ch  sy stem s sh o u ld  e n su re  th a t th e  n u m b e r 
o f c o m p u te r  v is io n  b a se d  ap p lica tio n s  sh o u ld  con tin u e  to  increase.
T he p ro cess  o f e x tra c tin g , ch a ra c te ris in g , a n d  in te rp re tin g  th e  in fo rm a tio n  
co n ta in ed  in  a tw o  d im en s io n a l im ag e  an d  re la tin g  it to  a th ree  d im en sio n a l 
w o r ld  ty p ica lly  consists of five areas: im age acqu isition ; im age  p rep ro cess in g ; 
im ag e  seg m en ta tio n ; fea tu re  ex trac tion ; a n d  im age in te rp re ta tio n . T hese  basic  
p rocesses of a co m p u ter v is io n  b ased  sensor are  sh o w n  in  F igure  1.9.
1.2 Workcell error compensation using computer vision________________
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F igu re  1.9: T yp ical p rocesses in v o lv ed  in  m ach in e  v ision .
The basic  m e th o d  of acq u irin g  a 'raw ' im age is b y  co n v ertin g  the in c id en t lig h t 
en e rg y  in to  a tw o  d im en sio n a l sp a tia lly  d is tr ib u te d  a rra y  o f e lectrical signals. 
T here  are  a n u m b e r of dev ices b a se d  u p o n  d iffe ren t m e th o d s  capab le  of th is 
conv ers io n , th e  m o s t co m m o n  o f w h ich  is the charge  co u p led  dev ice or CCD  
array . T his is a lig h t sensitive  sem ico n d u c to r b ased  ch ip , ch arac te rised  b y  h ig h  
q u a n tu m  effic iency , a n d  p ro p o r tio n a lity  b e tw e e n  th e  in c id e n t a n d  d e te c te d  
a m o u n t of light. CCD  array s  also possess: fast resp o n se  tim es to  chan g in g  lig h t 
levels; m in im u m  sp re a d  of illu m in a tio n  b e tw e e n  ad jacen t s ites in  th e  a rray ; 
g o o d  lo w -lev e l lig h t p e rfo rm a n c e ; co n s is te n t p e rfo rm a n c e ; sm all s ize ; a n d  
h ig h  re lia b ility , b u t  can  su ffe r  fro m  th e rm a l e ffec ts  a n d  d e fec ts  d u e  to  
m a n u fa c tu re .
O nce th e  in c id e n t lig h t is d irec ted  o n  to  the  CC D  a rra y  b y  the  a p p ro p r ia te  
choice o f len s  g iv en  th e  sen so r to  object d is tance , size  of C C D  a rray , size of 
object, a n d  th e  re q u ire d  fie ld  of v iew . The a rray  m u s t th e n  be d ig itised  b o th  
sp a tia lly  a n d  in  te rm s o f b rig h tn ess  (or in ten sity ) to  su itab le  re so lu tio n  w ith in  
a h o s t p ro cesso r co n ta in in g  a d ig itise r (or fram e g rabber). It m u s t be  b o rn e  in  
m in d  th a t the  re so lu tio n  in  th e  im ag e  m u s t m a tch  th e  d e ta il p re s e n t in  th e  
scen e  a n d  th e  n u m b e r  of in te n s ity  lev e ls  r e ta in  in fo rm a tio n  to  su ffic ie n t 
de ta il, so  as to  a id  the  su b se q u e n t p ro cess in g  stages. F ram e g rab b ers  are  no w  
com m only  com m ercia lly  availab le  for h a n d lin g  im ages o f 512x512 p ixels w ith  
8 b it  o r 256 grey-levels.
Im ag e  acq u isitio n  is a v ita l p ro cess  in  th e  ch a in  of ev en ts  u se d  to  ana ly se  a 
scene. P rev iously , lig h tin g  w as  v ie w ed  as a triv ia l affair a n d  its im p o rtan ce  to  
th e  success of a n  a p p lic a tio n  u n d e re s tim a te d . Som e resea rch e rs  h av e  rea lised  
th e  defic iencies in  th e  u n d e rs ta n d in g  o f lig h tin g  a n d  h av e  p ro d u c e d  g en era l 
g u id e s  co n ce rn ed  w ith  lig h tin g  a n d  im age acqu isitio n  tech n iq u es  (B achelor e t
Ph.D. 1997 Gary Bonser 15
Chapter 1: Introduction
al, 1985; B atchelor, 1986 a n d  1994), w h ils t o th e rs  (N o rto n -W ay n e  e t al, 1993) 
h av e  d esc rib ed  system s d es ig n ed  a ro u n d  lig h tin g  a n d  o p tica l m e th o d s  g eared  
for specific p rob lem s.
T h e  tre m e n d o u s  v a r ia t io n  in  l ig h tin g  w h ic h  is ty p ic a lly  p ro d u c e d  in  a 
w e ld in g  en v iro n m e n t b y  th e  w e ld in g  p rocess itself, re q u ire s  co m p u te r  v is io n  
b a s e d  sen so rs  w h ich  e ith e r  u tilise  th e  w e ld in g  lig h t as p a r t  o f th e  sen s in g  
p ro c e ss  (B rzak o v ic , 1992), o r  u se  o th e r  m o re  c o n tro lla b le  i l lu m in a tio n  
(M o rg an  e t al, 1982). The u se  of active lig h tin g  in  the  fo rm  o f s tru c tu re d  lig h t 
typ ifies  th e  la tte r  p rocess, w h e reb y  th e  q u a lity  o f th e  in itia l a cq u ired  im age is 
im p ro v e d  su c h  th a t the  su b se q u e n t p rocesses  can  u tilise  s im p le r  m e th o d s  to  
d e riv e  th e  re q u ire d  w e ld  jo in t featu res.
O nce  im ag es  are  a c q u ire d  th e re  are  fo u r  id e n tif ia b le  su b  a rea s  o f im ag e  
p ro cessin g  w h ich  m u s t be  im p lem en ted . T hese are  n o w  d iscussed .
1.2.1 Im age p rep ro cess in g
L ow er level im age  p ro cess in g  is g en era lly  n o n -p ro b lem  specific, in  th a t th e re  
ex ists  m a n y  g en eric  o p e ra tio n s  w h ic h  p ro v e  su ccessfu l in  a w id e  ra n g e  o f 
c o m p u te r  v is io n  app lica tions. The a im  o f th is stage  of the  v is io n  o p e ra tio n s  in  
th e  case of robo tic  w e ld in g  sen so rs  is to  im p ro v e  a n d  en h an c e  th e  im ag e  by  
p e r fo rm in g  im a g e  c o rre c tio n  a n d  im p ro v e m e n t. C o rre c tio n  m a y  in v o lv e  
ta k in g  in to  accoun t an y  sy stem atic  im age  acq u isitio n  e rro rs  (for exam ple  d u e  
to  k n o w n  cam era  fau lts )  a n d  a rtif ic ia l im p ro v e m e n t of il lu m in a tio n  leve ls  
(u s in g  look -up -tab les , o r LUTs). Im age im p ro v em en t in  its  s im p les t fo rm  m ay  
co m p rise  a n  in te g ra tio n  o r  a v e ra g in g  of a seq u en ce  of im ag e  fram es  o f the  
sam e (n o n -tem p o ra l) scene, o r local av e rag in g  in  a s ing le  im age. T hese  ty p es  
o f o p e ra tio n s  a re  w ell reco g n ised  as no ise  re d u c tio n  tech n iq u es  or o p e ra to rs , 
a n d  are  ty p ica lly  in c lu d e d  in  'o ff-th e-sh e lf ' im ag e  p ro c e s s in g  h a rd w a re  o r 
so ftw a re  packages. M o st com m ercia lly  availab le  fram e g rab b e rs  a lso  p ro v id e  
som e fo rm  o f s ignal co n d itio n in g  su ch  as ga in  an d  offset con tro ls a n d  look-up  
tab les to  p rep rocess  the  im age signal.
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P re p ro c e ss in g  te ch n iq u es  g en e ra lly  a lte r  the  in te n s ity  v a lu e s  of in d iv id u a l 
p ix e ls  th ro u g h o u t th e  im ag e , e ith e r  o n  a s ta tis tic a l b a s is  (as a su m m a tio n  
p rocess o v e r sev era l im ages) o r b y  sp a tia l analysis, o th e rw ise  k n o w n  as local 
a rea  analysis . S pa tia l te ch n iq u es  u se  sm all tem p la tes  o f p ixe ls  ra n g in g  fro m  
3x3 to  15x15, w h ich  p e rfo rm  local a rea  co m p u ta tio n s  cen tred  u p o n  ev ery  p ixe l 
in  th e  im age. A s th ese  te ch n iq u es  take  tim e  to  p e rfo rm , d e p e n d in g  u p o n  the  
sp e e d  of the  e q u ip m e n t b e in g  u sed , th e  sy stem  m ay  n o t b e  su ita b le  fo r h ig h  
sp e e d  en v iro n m e n ts  o r e n v iro n m e n ts  sub ject to  v a ria b le  illu m in a tio n . O th e r  
te c h n iq u e s  u ti lis in g  loca l a rea  an a ly sis  in c lu d e  f ilte r in g , co n v o lu tio n s , a n d  
te m p la te  m a tch in g .
O verall, th e  gen era l w ell u n d e rs to o d  low  level im age p ro cess in g  o p era to rs  can 
im p ro v e  n o isy  o r p o o rly  il lu m in a te d  im ages . H o w e v e r , th e y  d o  p ro d u c e  
u n w a n te d  side-effects. Local area  av erag ing , for exam ple , n o t on ly  red u ces  the  
n o ise  c o n te n t b u t  a lso  se rv e s  to  b lu r  ed g e  s tru c tu re s  w ith in  th e  im ag e , 
c o n se q u e n tly  re d u c in g  th e  p o te n tia l  a cc u racy  o f th e  s u b s e q u e n t im ag e  
se g m e n ta tio n  o p e ra tio n s . D avies (1988) su g g ests  n o n -lin ea r m e th o d s , su ch  as 
m e d ia n  filtering , to  red u ce  these  effects.
1.2.2 Im ag e  se g m e n ta tio n
Im ag e  se g m e n ta tio n  is in  g en e ra l m o re  p ro b lem  specific  a n d  c o n seq u en tly  
re q u ire s  a s ig n if ic a n t in c re a se  in  d e v e lo p m e n t a n d  e x e c u tio n  tim e  in  
co m p ariso n  to  the  lo w er level o p e ra tio n s . The a im  of th is  p rocess is to  b eg in  
to  ex trac t m e an in g fu l in fo rm a tio n  fro m  the  im age, reco g n is in g  th a t d iffe re n t 
areas in  the  im age hav e  d iffe ren t levels o f in te rest asso c ia ted  w ith  them . In  its 
s im p le s t fo rm  se g m e n ta tio n  m a y  in v o lv e  th e  id e n tif ic a tio n  of p ixe ls  w h ic h  
e ith e r  co n ta in  the  object o r the  b ack g ro u n d . S eg m en ta tio n  g en era lly  becom es 
g ra d u a lly  m o re  com plex  as m o re  an d  m o re  objects are  c o n ta in ed  in  a scene, 
especia lly  if th e  illu m in a tio n  w ith in  the  scene is poor.
T here  are  tw o  m a in  ap p ro ach es  to  seg m en ta tion , ed g e  b a se d  a n d  reg io n  b ased  
techn iques . E ach  of these  m e th o d s  h as  the  sam e objective - th e  b re a k d o w n  of 
an  im age in to  m ean in g fu l fea tu res. E ach  fea tu re  has, b y  its  n a tu re , a n  in te rn a l 
a rea  a n d  a lso  an  o u ts id e  b o u n d a ry  w h ic h  lin k s  it to  o th e r  objects. E dge  
d e te c tio n  is o n e  of th e  m o s t co m m o n ly  im p le m e n te d  te ch n iq u es  a n d  th e re  
ex ist m a n y  d iffe ren t m e th o d s  fo r ex trac tin g  su ch  fea tu res  (D avies, 1990). The
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basic  ed g e  d e tec tio n  p ro c e d u re  is to  f in d  pixels th a t are  cen tred  o n  h ig h  grey  
leve l g rad ie n ts , b e in g  m o re  like ly  to  lie o n  an  object b o u n d a ry , a n d  to  label 
th e m  acc o rd in g ly . R eg io n  ex tra c tio n  o n  th e  o th e r h a n d  co n sis ts  of f in d in g  
re la ted  p ixels w ith in  a n  object a n d  g ro u p in g  them , as su ch  it  can  be v ie w ed  as 
a p ixel c lassification  p rocess w ith  each  pixel be lo n g in g  to  one  o r an o th e r object 
in  th e  im age.
G re y  le v e l th re s h o ld in g  is th e  m o s t co m m o n ly  u se d  re g io n  b a se d  im ag e  
s e g m e n ta tio n  m e th o d  a n d  m a y  p e rfo rm  sa tis fac to rily  in  w e ll i l lu m in a te d  
s im p le  scenes. If the  scene is n o t w ell illu m in a ted , a n d  is in s te a d  no isy , no n - 
u n ifo rm ly  il lu m in a ted , o r c lu tte re d , im p ro v e d  th re sh o ld in g  b a se d  tech n iq u es  
m a y  b e  u sed . T hese typ ica lly  re ly  o n  e ith e r h is to g ram  analy sis  e ith e r g lobally  
(P an d a  a n d  R osen fe ld , 1978) o r lo ca lly  - th e  so -ca lled  a d a p tiv e  o r d y n am ic  
th re sh o ld in g  (Parker, 1991).
O th e r fo rm s of seg m en ta tio n  ex ist su ch  as su b trac tio n  b a se d  m e thods: h e re  the 
scene b e in g  an a ly se d  is su b tra c te d  fro m  a 'perfect' scene, to  sh o w  an y  la rg e  
d iffe rences. T his te ch n iq u e  is co m m o n ly  u se d  w ith  a ssem b led  co m p o n en ts , 
su ch  as p r in te d  circu it b o a rd s , b u t  req u ires  good  im age reg is tra tio n , achievable 
th ro u g h  e ith e r good  fix tu rin g  o r so p h is tic a ted  im age tran s la tio n  a n d  m a tch in g  
te ch n iq u es .
1.2.3 F ea tu re  ex trac tio n
T his p ro cess  u ses  th e  s im p lif ie d  se g m e n te d  im age to  id e n tify  the  in h e re n t 
characteristics  o r fea tu res  o f the  d iffe ren t seg m en ted  reg io n s w ith in  th e  im age. 
T here  a re  m a n y  m e th o d s  availab le  to  describe  su ch  fea tu re s  in c lu d in g  sh ap e , 
g rey  level con ten t, g rey  level tex tu re , an d  con tex tua l re la tio n sh ip s  w ith  o th e r 
objects. O ften  a n u m b e r of d esc rip to rs  are  ex trac ted  a n d  g ro u p e d  to g e th e r  to 
fo rm  a fea tu re  vec to r w h ich  is su b se q u en tly  u sed  as in p u t to  a classifier w h ich  
in  tu rn  d e te rm in es  th e  class of the  object.
W ith in  arc  w e ld in g  a p p lica tio n s  the  fe a tu re  e x tra c tio n  a im s to  id e n tify  an y  
surfaces o r co rners w ith in  th e  im age w h ich  co rresp o n d  to  surfaces a n d  corners 
of th e  w o rk p ie c e  a n d  w e ld  jo in t. W ith in  ac tive  v is io n  b a s e d  arc  w e ld in g  
sen so rs  th is  u su a lly  co n sis ts  of f in d in g  basic  sh ap es  su c h  as lines a n d  the  
a sso c ia ted  p o in ts  w h e re  the  lin es  ch an g e  g ra d ie n t o r in te rsec t. T he co rrec t
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id e n tif ic a tio n  o f th e se  fe a tu re  p o in ts  h as  b e e n  w id e ly  s tu d ie d , a n d  as a 
co n seq u en c e  th e re  ex ists  a la rg e  n u m b e r  o f p ro p o s e d  so lu tio n s . T he m o s t 
w id e ly  k n o w n  line g e n e ra tio n  a lg o rith m s use  edge  in fo rm atio n , these  inc lu d e  
H o u g h  tr a n s f o r m a t io n s  a n d  lin e  fo llo w in g  te c h n iq u e s  b a s e d  u p o n  
n e ig h b o u rh o o d  fo llow ing . O nce seg m en ted , ed g e  d a ta  is  g ro u p e d  in to  lines 
a n d  an y  ch arac te ris tic  p o in ts  are  e s ta b lish e d  by  th e  sp lit-a n d -m e rg e  o r  line  
fo llo w in g  techn iques.
T he d raw b ack  of ex isting  m e th o d s  of fea tu re  ex trac tion  is th e  am o u n t o f tim e 
ta k en  to  p e rfo rm  th is s tag e  of im ag e  p rocessin g , especia lly  w h e n  sev era l line 
segm en ts  are  p re se n t w ith in  an  im age. T herefore  the  H o u g h  b a se d  tech n iq u es  
a re  ra re ly  u se d  in  on -line  app lica tio n s . In s tead , the line fo llo w in g  tech n iq u es  
are  a p p lie d  to  im ages co n ta in in g  v e ry  few  line  seg m en ts , w h e re  th e  n u m b e r 
a n d  ty p e  of c h a ra c te ris tic  p o in ts  are  p re -d e f in e d  to  a id  fe a tu re  ex tra c tio n  
(D rew s a n d  S ta rk e , 1989). U su a lly  th e  a m o u n t of in fo rm a tio n  p re s e n t  is 
s im p lif ie d  to  su c h  a n  ex ten t th a t s im p le  fe a tu re  e x tra c tio n  te c h n iq u e s  can  
o p e ra te  v e ry  qu ick ly  o n  a sm all am o u n t o f u n am b ig u o u s  seg m en ted  d a ta , an d  
th e n  to  r e p e a t  th e  p ro c e ss  v e ry  q u ic k ly , r a th e r  th a n  u se  m o re  ro b u s t  
te ch n iq u es  w h ich  are g en era lly  m u c h  slow er.
In  the  case o f a sing le  b eam  s tru c tu re d  lig h t seam  track in g  sy stem , (N ayak  an d  
R ay, 1993), fea tu re  d esc rip to rs  are  u sed . These com prise  of geom etric  en tities  
su c h  as e d g e  p o in ts , su rface  lines a n d  arcs, a n d  th e  ang les b e tw e e n  su rface  
lines. A ll w e ld  jo in ts  are th e n  d esc rib ed  in  te rm s of th e  fea tu re  a ttr ib u te s  a n d  
the  fea tu re  re la tio n sh ip s . T hey  la te r com p are  tw o  classification  s tra teg ies  - top  
d o w n  a n d  b o tto m  u p . T he to p  d o w n  a p p ro a c h  s ta r t in g  w ith  h e u ris tic s  to  
h y p o th e sise  the  seam  ty p e  th a t is m o st likely  to  b e  e n co u n te red  in  the  cu rren t 
im ag e , w ith  th e  a p p lic a tio n  o f specific  a lg o rith m s  th e n  fo llow ing . W h ereas  
the  b o tto m  u p  a p p ro a c h  m ode ls  com plex  seam  ty p es  fro m  p rim itiv e  fea tu res , 
su ch  as s tra ig h t lines a n d  arcs, a n d  th e n  b u ild s  a co n to u r w h ic h  is m a tch ed  to  
th e  e x p ec ted  c o n to u r  ty p e . T he m a tc h in g  p ro cess  p ro v id in g  labe ls  fo r th e  
v a rio u s  ex trac ted  fea tu res  a n d  the ir location  in  the im age.
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1.2.4 Im ag e  in te rp re ta tio n
O nce th e  n ecessa ry  fea tu re s  w ith in  a n  im age have  b e e n  ex trac ted , th e  critical 
p ro cess  of re la tin g  p e r tin e n t fea tu res  in  the  im age to  those  c o n ta in ed  in  the  
w e ld  jo in t  m u s t  b e  m a d e . T h is  is a c c o m p lish e d  th r o u g h  th e  im a g e  
in te rp re ta tio n  s tag e  o f im ag e  p ro cess in g . I t u ses som e o r  a ll o f th e  fea tu re  
d e sc rip to rs  ex trac ted  fro m  the  im age to  m ake a d ec isio n  as to  th e  p o s itio n  or 
class o f th e  scene in  th e  im age. O nce in te rp re te d , th e  p o s itio n  o f fea tu res  are  
u se d  to  in fe r  th e  lo c a tio n  of the  w e ld  jo in t fea tu re s  w ith in  th e  ro b o tic  arc 
w e ld in g  w orkcell.
A g a in , th e  d ifficu ltie s  p o s e d  b y  th e  a rc  w e ld in g  e n v iro n m e n t m e an s  th a t 
se n so rs  a re  o f te n  p re p ro g ra m m e d  w ith  th e  spec ific  c lass  o f w e ld  b e in g  
a n a ly s e d  in  o rd e r  to  a id  th e  im a g e  u n d e r s ta n d in g  p ro c e s s . M a n u a l 
in te rp re ta tio n  of th e  fea tu re  d a ta  is b a se d  o n  p r io r  exp erien ce  a n d  tra in in g , 
co u p led  w ith  a h ig h  d eg ree  o f in tu itiv e  reason ing . E x p ert sy stem s a tte m p t to  
em u la te  the  ra tio n a l p rocess u s in g  a sequence of ru les , u s in g  IF-TH EN  clauses, 
d ra w in g  o n  in fo rm a tio n  fro m  a p re -p ro g ra m m e d  k n o w le d g e  base . B artle tt e t 
al (1988) describe  a n  early  u se  of an  ex p ert sy stem  in  au to m a te d  in sp ec tio n  for 
th e  e v a lu a tio n  of so ld e r jo in ts  o n  p r in te d  c ircu it b o a rd s , w ith  P e rn e r  (1994) 
d e m o n s tra t in g  th e ir  u se  fo r v is u a l q u a lity  a s s e s sm e n t o f a n  a u to m a tic  
p r in tin g  process.
1.2.5 T h e  im ag e  p ro cess in g  h a rd w a re  system
The n u m b e r of o p e ra tio n s  p e r  im age to  be p e rfo rm e d  (from  im age  d ig itisa tio n  
th ro u g h  to  im ag e  in te rp re ta t io n )  ca n  b e  v e ry  h ig h , re q u ir in g  d e d ic a te d  
p ip e lin e d  p ro cesso rs  fo r h ig h -sp e e d  rea l-tim e  ap p lica tio n s . To overcom e the  
c o m p u ta tio n a l issu e  p re v io u s  ap p ro a c h e s  a d o p te d  fo r seam  trac k in g  in  arc 
w e ld in g  h av e  u se d  re la tiv e ly  s im p le  p ro jec ted  p a tte rn s  - a s ing le  b e a m  or 
's p o t ' b e in g  th e  s im p le s t, in  o rd e r  to  re d u c e  th e  c o m p u ta tio n a l b u rd e n  
re q u ire d  for the  su b se q u en t im age p rocessing  o p era tions.
The req u ire m e n t fo r the  im age p ro cessin g  system  is th a t it m u s t be  capab le of 
p ro cess in g  th e  re q u ire d  n u m b e r of im ages to su ffic ien t accuracy: su ch  th a t the 
e x tra c te d  fe a tu re s  c a n  b e  in te rp r e te d  a n d  re la te d  to  th e  w o rk c e ll b a se  
co o rd in a te  sy stem  th ro u g h  sen so r a n d  w orkcell c a lib ra tio n  in fo rm atio n ; a n d
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th a t th is  p rocess takes p lace  in  su ffic ien t tim e so as n o t to  re d u c e  th e  overa ll 
w orkcell efficiency. A n  exam ple  o f th is aspect is th a t a sen so r w h ic h  de tects  a 
p a r t ty p e  fo r so rtin g  op era tes  once every  w o rk  cycle, w h ereas  a senso r for seam  
tra c k in g  m u s t  a n a ly se  a n d  p ro c e s s  th e  s e a m  in fo rm a tio n  e v e ry  few  
m illise co n d s  w h ils t w e ld in g  is p e rfo rm e d . T he c o m p u tin g  h a rd w a re  w h ic h  
s u p p o r ts  th e se  tw o  o p e ra tio n a l ex trem es  can  be  v e ry  d iffe re n t, th e  fa s te s t 
c o m p u te r  v is io n  p ro c e ss in g  tim es  are  c u rre n tly  ach ie v a b le  u se  p ip e lin e d  
p rocesso rs, b u t  th ese  are  h ig h  cost system s w h ich  req u ire  e x p e rt p ro g ram m in g  
sk ills. A s th e  p rec ise  a sse ssm e n t o f th e  c o m p u ta tio n a l re q u ire m e n t fo r the  
im ag e  p ro cess in g  is ex trem ely  d ifficu lt u n til the  im ag e  p ro cess in g  o p e ra tio n s  
to  b e  u s e d  a re  fu lly  d e f in e d , a g e n e ra l p la tfo rm  is u s u a lly  u s e d  fo r 
d e v e lo p m e n t p u rp o ses . T he a lg o rith m s u se d  in  th is a p p lica tio n  w ere  in itia lly  
d ev e lo p ed  o n  a w o rk s ta tio n  u s in g  the  'C' co m p u ter la n g u ag e  w ith  p ro p rie ta ry  
so ftw a re  for v isu a lis in g  im ages. O nce th e  a lg o rith m s w ere  fin a lised  a n d  th e  
co m p u ta tio n a l re q u ire m e n t k n o w n  fo r a p a rtic u la r  in d u s tr ia l ap p lica tio n , th e  
a lgo rithm s w ere  p o rte d  to  the ta rg e t senso r h o s t p rocessor.
1.3 S u m m ary ________________________________________________________________
F u tu re  in v e s tm e n t in  ro b o tic  arc  w e ld in g  au to m a tio n  can  on ly  be  ju s tif ied  if 
th e  ro b o t u til is a t io n  is v e ry  h ig h  a n d  th e  w o rk ce ll is u n a ffe c te d  b y  e rro r  
fac to rs. R ed u ced  d o w n tim e  is ach ievab le  if OLP te ch n iq u es  becom e u su ab le  
w ith o u t m a n u a l co rrec tio n  a n d  if sen so rs  are  u se d  to  co m p en sa te  fo r any  
w o rkp iece  re la ted  e rro r factors in  a w orkcell.
E x isting  O LP te ch n iq u es  are  in cap ab le  of ach iev in g  th e  n ecessa ry  d eg ree  of 
a c c u ra c y  fo r arc  w e ld in g  a p p lic a tio n s , re q u ir in g  e i th e r  m a n u a l p ro g ra m  
co rrec tio n s  o r su ita b le  sen so rs  in  o rd e r  to  o p e ra te  w ith in  a rea l w orkcell. If 
ex istin g  senso rs  are u sed , the  in fo rm a tio n  co n ta in ed  w ith in  th e  O LP system  is 
n o t u tilised  for senso r p ro g ra m m in g  p u rp o ses .
C u rre n t co m m erc ia lly  av a ilab le  sen so rs  fo r arc w e ld in g , a n d  th o se  in  th e  
e x p e rim e n ta l s tag e  of d e v e lo p m e n t, a re  o n ly  su ita b le  fo r lin e a r  o r g en tly  
cu rv in g  w e ld  jo ints. Sm all d ia m ete r sad d le  ty p e  jo in ts, w h ic h  are  k n o w n  to  be 
p ro b lem atic  (M iddle, 1989; C am pbell a n d  H ew it, 1984), are one  ty p e  of w e ld e d  
jo in t w h e re  ex isting  sen so rs  are  u n su ita b le  d u e  to  th e  sm all w o rk p iece  sizes 
in v o lv ed  an d  the w id e ly  v a ry in g  w e ld  jo in t fea tu res  p resen ted .
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C o m p u te r  v is io n  b a se d  sen so rs  o ffer a n  excellen t m ean s of id e n tify in g  w e ld  
jo in t fea tu res  a t a ffo rdab le  cost levels an d  h av e  a lread y  p ro v e n  su itab le  for arc 
w e ld in g  a p p lic a t io n s  (D av ey  e t a l, 1987). H o w e v e r , c o n v e n tio n a l im ag e  
s e g m e n ta tio n  o p e ra tio n s , su ch  as th re sh o ld in g , ex h ib it v a ria b le  p e rfo rm a n ce  
w h e n  c o n fro n te d  w ith  d iff ic u lt im ag e  ch a ra c te ris tic s  su c h  as n o ise , p o o r 
illu m in a tio n , an d  te x tu re d  surfaces, all o f w h ich  are  typ ica l of th e  arc  w e ld in g  
e n v iro n m e n t. T h ere fo re  m o re  in te ll ig e n t sen so r te c h n iq u e s , ab le  to  o p e ra te  
o n  d iff ic u lt w e ld  jo in t c o n f ig u ra tio n s  b y  id e n tify in g  su ita b le  w e ld  jo in t 
fea tu res  from  com plex  scenes, are  req u ired .
1 .4  O u t l i n e  o f  th e  s t u d y _______________________________________________________________
T his thesis  describes the  re sea rch  w o rk  u n d e rta k e n  to p ro d u c e  a n ovel senso r 
u ti l is in g  c o m p u te r  v is io n  su ita b le  fo r the  ro b o tic  a rc  w e ld in g  o f sm a ll 
d ia m e te r  in te rs e c tin g  tu b in g  . T he se n so r  is a im e d  a t o v e rc o m in g  th e  
p ro b lem s e n c o u n te re d  u s in g  ex istin g  O LP system s a n d  th e  d ec re ase d  w e ld  
q u a lity  caused  by  w orkp iece  tolerances.
T he w o rk  d escrib ed  fo rm s a core p a r t  o f a co llaborative  p ro ject, fu n d e d  by  the 
E n g in eerin g  an d  Physical Sciences R esearch  C ouncil (EPSRC) (R esearch  G ran t 
N o  G R /H 88206  "A G eneral C a lib ra tio n  S tra tegy  for the O ff-L ine P ro g ram m in g  
o f R obotic A rc W eld in g  W orkcells"), to  in v estig a te  the  lim ita tio n s  of ex istin g  
O LP m e th o d s  a n d  th e ir  asso c ia ted  ca lib ra tio n  stra teg ies , a im ed  a t d e v e lo p in g  
n o v e l se n so rs  a n d  s tra te g ie s  to  o v e rco m e  th e  e x is tin g  lim ita tio n s , w ith  
e m p h a s is  o n  im p le m e n tin g  th e se  co n cep ts  w ith in  a n  in d u s tr ia l  co m p a n y  
c u r re n t ly  fa b r ic a tin g  b icy c les  fro m  sm a ll d ia m e te r  tu b in g  u s in g  ro b o tic  
G M A W .
T his re sea rch  w o rk  ad d re sse s  a n u m b e r of issues re la te d  to  th e  u se  o f O LP, 
ro b o t con tro l, ro b o t-se n so r in te g ra tio n , a n d  c o m p u te r  v is io n  o p e ra tio n s  for 
sen so rs. It a lso  a im s to im p ro v e  th e  p e rfo rm a n ce  o f in d u s tr ia l  arc  w e ld in g  
ro b o ts  u se d  in  flexible m a n u fa c tu rin g  en v iro n m en ts . I t concen tra te s  on:
- in v e s t ig a t in g  a n d  q u a n tify in g  th e  acc u racy  o f e x is tin g  O LP 
m eth o d o lo g ies  su itab le  for robo tic  arc w eld ing ,
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- th e  in v e s tig a tio n  a n d  d e v e lo p m e n t of a c o m p u te r  v is io n  b ased  
senso r su itab le  fo r id e n tify in g  th e  w e ld  seam  p a th  re la tiv e  to  the  
ro b o t w orkcell b ase  co o rd in a te  sy stem  on  sm all d ia m e te r  sad d le  
jo in ts fo rm ed  b y  in te rsec tin g  tu b in g ,
- th e  in v e s t ig a t io n  a n d  d e v e lo p m e n t o f s e n s o r  c a l ib ra t io n , 
e n a b lin g  th e  tw o  d im e n s io n a l w e ld  jo in t fea tu re s  id e n tif ie d  b y  
th e  c o m p u te r  v is io n  s e n so r  to  b e  tr a n s fo rm e d  in to  th re e  
d im en sio n a l p o s itio n s  w ith in  th e  ro b o t w orkcell b ase  co o rd in a te  
system , an d
- th e  v a l id a tio n  o f th e  d e v e lo p e d  sen so r w ith in  a n  in d u s tr ia l  
ro b o tic  a rc  w e ld in g  w o rk c e ll m a n u fa c tu r in g  b ic y c le  fra m e  
c o m p o n e n ts .
T he w o rk  is p r im a r ily  in te n d e d  to  e s ta b lish  a s u ita b le  se n so r  to  p ro v id e  
feed b ack  in fo rm a tio n  to  an  arc w e ld in g  ro b o t in v o lv ed  in  th e  m a n u fa c tu re  of 
c o m p o n e n ts  c o n s is tin g  o f sm a ll d ia m e te r  in te r s e c tin g  tu b in g , a n d  to  
d e m o n s tra te  th e  senso rs  u se  in  a n o rm ally  'b lind ' in d u s tr ia l robo tic  w orkcell. 
S u ch  a n  'in te llig e n t' se n so r m u s t  b e  cap ab le  of s ig n if ic a n tly  re d u c in g  th e  
d o w n tim e  cu rren tly  in c u rre d  w h e n  u s in g  OLP tech n iq u es  a n d  w orkcell e rro r  
fac to rs . T he m o s t s ig n if ican t fu n c tio n  o f th e  sen so r w ill b e  to  g e n e ra te  a 
m o d if ie d  ro b o t p a th  th a t  c o m p e n sa te s  fo r  ty p ic a l in d u s tr ia l  c o m p o n e n t 
to le ran ces .
T he d e v e lo p m e n t o f e ffic ien t ro b u s t  im ag e  p ro c e s s in g  a lg o rith m s , w h ic h  
u n d e r lie s  th e  sen so rs  o p e ra tio n , acc o u n ts  fo r a s ig n if ic a n t p o r tio n  o f th e  
r e s e a r c h  u n d e r ta k e n .  I t in v o lv e s  a lg o r i th m  d e v e lo p m e n t  to  a c h ie v e  
ro b u s tn ess  u n d e r  in d u s tr ia lly  e n co u n te red  v a ry in g  lig h tin g  cond itions. T hese 
effo rts  h av e  re su lte d  in  a sen so r w h ich  uses: som e k n o w n  w o rk ce ll p o s itio n a l 
in fo rm a tio n  as p a r t  of th e  ca lib ra tio n  (availab le  fro m  e ith e r  an  O LP sy stem  o r 
a m a n u a l c a lib ra tio n  p rocess); s ta n d a rd  co m m u n ica tio n s  p ro to co ls ; a n d  th e  
o rig in a l basic  ro b o t co n tro lle r fu n c tio n a lity , to  o p e ra te  o n  a ran g e  of tu b u la r  
jo in ts  in v o lv in g  tu b es  b e tw e e n  10 a n d  50m m  d iam ete r. T h is h as  re su lte d  in  
an  ap p lica tio n  specific senso r b e in g  in teg ra te d , for v a lid a tio n  p u rp o se s , w ith in  
an  ex isting  bicycle fo rk  w e ld in g  ap p lica tio n  at R aleigh  In d u s tr ie s  Ltd.
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T he sen so r d ev e lo p m en t is a s tep  to w a rd s  the  long  te rm  goals w ith in  the  arc 
w e ld in g  fie ld  to e n su re  th a t e ffic ien t defec t free w e ld in g  is p o ssib le  w ith in  
m a n u fa c tu r in g  in d u s try . W ith  th is  schem e sen so rs  a re  u se d  to  e n su re  the 
w e ld in g  is b e in g  p e rfo rm e d  in  the  co rrec t p lace w ith in  th e  co m p o n en t, an d  
in sp ec ted  for any  defects. The m o d u les  of such  a sy stem  are  sh o w n  in  F igure 
1.10 - seam  track in g  a n d  the  m o n ito rin g  of the w e ld in g  p a ram e te rs  (ad ap tiv e  
p ro c e ss  co n tro l)  a re  m e th o d s  a lre a d y  u se d  in  in d u s try .  H o w e v e r , th e ir  
im p le m e n ta tio n  d oes  n o t rem o v e  th e  n eed  for N D T  by  som e u se rs  once the  
w e ld  is com pleted .
1.5  O r g a n is a t io n  o f  th e  t h e s is ________________________________________________________
T his th e sis  is o rg a n ise d  as fo llow s. In  C h a p te r  2, th e  g e n e ra tio n  of ro b o t 
p ro g ra m s  a re  d isc u sse d  w ith  e m p h a s is  o n  O LP a n d  th e  re q u ire m e n ts  for 
senso r b ased  trajecto ry  ad a p ta tio n  an d  sensor based  p a th  genera tion .
In  C h a p te r  3, ex istin g  w e ld  jo in t sen so rs  are  rev ie w e d  for th e ir  su ita b ility  to 
co m p en sa te  for the possib le  v a ria tio n s  th a t jo in t co n fig u ra tio n s  m ay  possess.
In  C h a p te r  4, a n ew  s tru c tu re d  lig h t b a sed  w e ld  sen so r is p ro p o se d  w h ich  
e n a b le s  th e  p ro d u c tiv e  w e ld in g  o f sm a ll c u rv il in e a r  w e ld s  th ro u g h  th e  
d e te rm in a tio n  o f th e  e n tire  w e ld  jo in t p r io r  to  th e  c o m m e n c e m e n t of 
w eld in g .
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In  C h a p te r  5 the  c o m p u te r  v is io n  w h ic h  u n d e rp in s  th e  sen so r is d e ta ile d , 
re su ltin g  in  key  fea tu re  p o in ts  o n  the w e ld  p a th  b e in g  iden tified .
In  C h a p te r  6 th e  c o n v e rs io n  o f th e  e x tra c te d  fe a tu re  p o in ts  in to  a th ree  
d im e n s io n a l w e ld  p a th  is d ev e lo p ed . T his d e r iv a tio n  o f th re e  d im e n s io n a l 
w e ld  p a th  in fo rm a tio n  fro m  a tw o  d im en s io n a l im ag e  re q u ire s  a ca lib ra tio n  
m e th o d o lo g y  b a s e d  u p o n  th e  u se  of a p r io r i  k n o w le d g e  o f th e  c o m p o n e n t 
w o rk p ie c e  f ro m  e ith e r  a n  o ff- lin e  p ro g ra m m in g  s y s te m  o r a m a n u a l  
ca lib ra tio n  process.
In  o rd e r  to  te st the  p ro p o se d  sensor m e th o d o lo g y  a specific senso r w as  b u ilt for 
a b icycle fo rk  w e ld in g  app lication . C h ap te r 7 describes the  im p lem en ta tio n  an d  
in te g ra tio n  o f the  sen so r in  th is app lica tion .
The conclu sions of th is re sea rch  s tu d y  are  p re sen te d  in  C h a p te r  8 a lo n g  w ith  
su g g es tio n s  for ad d itio n a l re sea rch  th a t m ay  en hance  the  d ev e lo p m en ts  m ade.
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Chapter 2: Robot Programme Generation for Arc Welding Tasks
2 .1  I n t r o d u c t io n
In d u s tr ia l robo ts  con tin u e  to  b e  d ev e lo p ed  to  m ee t the  n eed s  o f u se rs  w h o  are 
u n d e r  ev e r in c reasin g  p re ssu re s  to  p ro d u ce  a w id e r  ra n g e  of item s, in  sm aller 
b a tc h  sizes, to  h ig h e r specifications, a t lo w er defec t ra te s , a n d  a t lo w er costs. 
T he s ig n if ic a n t co st o f ro b o t p ro g ra m m in g  b y  th e  m a n u a l te ach -b y -sh o w  
m e th o d  h as  le d  to  th e  d ev e lo p m e n t o f off-line p ro g ra m m in g  (OLP) m e th o d s  
(E v e rsh e im  a n d  L u szek , 1990; W arn e ck e  e t a l, 1991). T he in c re a se d  cost 
effectiveness o f O LP for ro b o t p ro g ra m m in g  is a v e ry  s ign ifican t d e v e lo p m en t 
in  th e  fu tu re  o f in d u s tr ia l  ro b o ts , in  a s im ila r  w a y  th a t  C A D /C A M  h as  
in c reased  the  cost effectiveness o f C N C  m ach ine tools (D ilthey  a n d  S tein, 1992; 
N o rrish  a n d  G ray , 1992; K uvin , 1985).
T he co s ts  o f p ro g ra m m in g  a sm a ll ro b o t in  a ty p ic a l  m a n u fa c tu r in g  
e n v iro n m e n t h av e  b e e n  e s tim a te d  b y  Reis R obotics a t US$ 8000 p e r  an n u m . 
F igu re  2.1 show s the  to ta l e s tim a ted  o p e ra tin g  costs o f a sm all ro b o t w ith  a 6- 
10kg p a y lo a d  capacity , typ ica l of those  fo u n d  in  robo tic  arc  w eld in g . T he to ta l 
costs fo r th e  d iffe ren t years  h av e  b een  n o rm alised  ag a in st the  1990 to tal. It can 
be  seen  th a t w h ils t o th e r  costs have  red u ce d , robo t p ro g ra m m in g  is still a very  
sign ifican t cost to  end -users .
T he c o m p a ra tiv e ly  p o o r  s tru c tu ra l in te g r ity  o f m a n y  ro b o t c o n fig u ra tio n s  
w h e n  c o m p a re d  to  m a ch in e  too ls  h as  m e a n t th a t in d u s tr ia l  ro b o ts  te n d  to  
h av e  v e ry  goo d  re p ea tab ility  b u t  p o o r accuracy. M any  facto rs  are  re sp o n sib le  
a n d  h av e  b e e n  in v e s tig a te d  a n d  q u a n tif ie d  w h e re  p o ssib le  (K ochekali e t al, 
1991; Jensen , 1993). T ypically  the  m echan ical e rro rs  in  th e  ro b o t a rm  consist of: 
g eo m etric  effects, in c lu d in g  lin k  le n g th  e rro rs  a n d  jo in t ax is m isa lig n m en ts  
d u e  to  m a n u fa c tu re  a n d  w e a r ; n o n -g e o m e tr ic  e ffec ts  su c h  as g ea r tra in  
b ack lash , jo in t fr ic tio n , a n d  g ear eccen tric ity ; a n d  a d d itio n a l effects su c h  as 
jo in t  a n d  lin k  co m p lia n c e , e la s to -d y n a m ic  e ffec ts , e n c o d e r  o ffse ts , a n d  
d y n am ic  effects. In v es tig a tio n s  in to  p o o r ro b o t accu racy  h av e  h ig h lig h te d  the  
com plex  issues a n d  com prom ises th a t ex ist w ith in  in d u s tr ia l ro b o t desig n , b u t
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few  h o w e v e r  tack le  th e  l im ita tio n s  o f re a l- tim e  c o m p u tin g  p o w e r  th a t  
u n d e rlie s  the  perfo rm an ce  o f in d u s tr ia l robo ts  (C hen, 1994).
F igure 2.1: O p era tin g  costs for 6-10kg robots.
T he re su ltin g  d isc rep an c ies  b e tw e e n  the  'rea l' in d u s tr ia l ro b o ts  p erfo rm an ce  
a n d  th e  'id ea l' n o m in a l ro b o t, a s su m e d  w ith in  th e  O LP sy stem , re n d e r  O LP 
g en e ra ted  p ro g ra m s u n u sab le  un less  co rrections to  the p a th  p o in ts  a re  m ade. 
T he id e n tif ic a tio n  an d  m o d e llin g  of th e  'rea l' ro b o t p e rfo rm a n c e  is te rm e d  
ro b o t c a lib ra tio n  w ith  se v e ra l a p p ro a c h e s  av a ila b le , e a c h  e n c o m p a ss in g  
d iffe ren t ro b o t s tru c tu ra l deficiencies (Schroer, 1994).
T he w id e  v a rie ty  of w o rk p iece s  to  be jo in ed  by  arc w e ld in g , ra n g in g  from  
sm all s ta m p e d  item s to  la rg e  flam e-cu t shee t sections w e ig h in g  m an y  tonnes, 
m ay  p o ssess  w ork ce ll a n d  w o rk p iece  to lerances w h ich  m u s t be overcom e if 
ro b o tic  a rc  w e ld in g  is to  be v ia b le , h o w e v e r  p ro g ra m m e d . T hese  'rea l ' 
in d u s tr ia l to lerance effects, if sign ifican t, can  on ly  be co m p en sa ted  b y  the  use 
o f e ith e r  m o re  acc u ra te  p a r ts  a n d  f ix tu rin g , o r a lte rn a tiv e ly , by  th e  u se  of 
se n so rs  if ro b o tic  arc  w e ld in g  is to  b e  su ccessfu l, h o w e v e r  p ro g ra m m e d  
(Rooks, 1991).
K ehoe e t al (1992) g ro u p  the  w orkcell e rro r factors as the  follow ing:
Factor 1: d isc re p a n c ie s  in  th e  re la tiv e  lo c a tio n s  o f th e  ro b o t a n d  the  
w o rkp iece ,
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Factor 2: d iffe rences b e tw e e n  th e  rea l ro b o t s tru c tu re  co m p a re d  w ith  its  
d es ig n  a n d  m o d e lled  fea tu res  co n ta in ed  w ith in  th e  O LP system . 
Factor 3: v a ria tio n s  in  th e  w o rk p iece  geom etry ,
Factor 4: d is to r tio n  o f th e  w o rk p iece  g eo m etry  d u e  to  th e  m a n u fa c tu rin g  
process.
T he p ro d u c tio n  o f ro b o t p ro g ra m s fo r arc  w e ld in g  ta sks  m u s t the re fo re  reflect 
in d u s tr ia l  ro b o t ch a ra c te ris tic s  a n d  th e ir  lim ita tio n s , c o n s is tin g  of o ff-line  
p ro g ra m m in g  a n d  its ca lib ra tio n  stra teg ies , the  in teg ra tio n  o f senso rs  a n d  the ir 
co m p en sa tio n  s tra teg ies , w ith  reco g n itio n  o f th e  w orkcell to leran ces  invo lved .
T h is  c h a p te r  p ro v id e s  a n  in tro d u c tio n  a n d  a n a ly s is  o f th e  lim ita tio n s  o f 
in d u s tr ia l  ro b o ts , o ff-line p ro g ra m m in g  a n d  its  c o m p e n sa tio n  s tra teg ies , a n d  
s e n so r  b a s e d  s tra te g ie s  p o ss ib le  w ith  in d u s tr ia l  ro b o t c o n tro lle rs . T he 
e m p h a s is  th ro u g h o u t is to w a rd s  arc  w e ld in g  a p p lica tio n s  a l th o u g h  th e re  is 
m u c h  in  co m m o n  w ith  o th e r a p p lica tio n  areas.
2.2 In d u s tr ia l ro b o t arc w e ld in g  sy stem s_____________________________________
In d u s tr ia l  ro b o ts  e ssen tia lly  p ro v id e  a m ean s o f m o v in g  a n  ob ject th ro u g h  
th re e  d im e n s io n a l sp ace  w ith  im p o se d  a p p lic a tio n  tim e  co n s tra in ts . In  the  
case o f ro b o tic  a rc  w e ld in g  th e  in d u s tr ia l ro b o t m o v es a w e ld g u n  th ro u g h  a 
p a th  in  3D space re la tive  to  the  ro b o ts  base  coord ina te  system .
In  g en era l, a ro b o t sy stem  can  b e  th o u g h t o f as th re e  'su b -sy s tem s ', each  of 
w h ic h  can  p o ssess  e rro rs  o r s im p lifica tio n s  w h ic h  re s u lt  in  th e  fin a l ro b o t 
p e rfo rm a n ce  (K ochekali e t al, 1991, a n d  Jensen , 1993). T he th ree  su b -sy stem s 
are  the:
- ro b o t a rm  o r m a n ip u la to r ,  w h ic h  c o n s is ts  o f th e  a c tu a l 
m ech an ica l s tru c tu re ,
- ro b o t con tro lle r, w h ich  v ia  a ro b o t p ro g ram  g en era tes  the  signals 
to  c o n tro l th e  a rm  th ro u g h  th e  u se  o f b o th  h a rd w a re  a n d  
so ftw are , an d
- ro b o t ap p lica tio n  task , in c lu d in g  the  w orkp iece , w e ld g u n  a n d  any  
o th e r  e n v iro n m e n ta l co n d itio n s .
Ph.D. 1997 Gary Bonser 28
Chapter 2: Robot Programme Generation for Arc Welding Tasks
R o b o t p e rfo rm a n c e  a rises  fro m  th e  fu n c tio n a lity  o f th e  ro b o t co n tro lle r  to  
p ro v id e  th e  re q u ire d  m o tio n  b e tw e e n  specified  ta rg e t p o s itio n s , th e  m a n u a lly  
ta u g h t p o in ts  w ith in  th e  w o rk ce ll, say. T he con tro l o f th e  ro b o t m a n ip u la to r  
in v o lv es  o p e ra tio n s  to  co n v ert b e tw e e n  d iffe ren t space  d esc rip tio n s , e s tab lish  
th e  d es ired  too l cen tre  p o in t (TCP) m o tio n  in  a specified  space , an d  to  actually  
e ffec t th e  ro b o t m o tio n . T h ese  a re  c o m p u ta tio n a lly  in te n s iv e  o p e ra t io n s  
w h ic h  re q u ire  sp ec ia lised  c o m p u te r  a rch itec tu re 's  to  p e rfo rm  th e  m u lti- ta sk s  
on -line  in  rea l-tim e. T he  ro b o t co n tro lle r ach ieves th e  re q u ire d  p a th  m o tio n s 
th ro u g h  th re e  m a in  fu n c tio n a l b lo ck s: k in e m a tic  c a lc u la tio n ; tra je c to ry  
g en era tio n ; a n d  d y n am ic  contro l.
2 .2 .1  R o b o t  k i n e m a t i c s
R obo t k in em atic  ca lcu la tions  d ea l w ith  the  tran s fo rm a tio n  b e tw e e n  C arte s ian  
sp ace  a n d  th e  ro b o t a rm  jo in t ang les. T hese are  o f g re a t im p o rta n c e  if th e  
d im en sio n s  o f w o rk p ieces  in  th e  C A D  sy stem  a n d  the  w orkcell are  to b e  u sed  
b y  the  ro b o t to  p ro d u ce  a m a n ip u la to r  con figu ra tion  w h ich  places the  TCP in  a 
k n o w n  p o s itio n  re la tiv e  to  the  w o rk p iece . T here  are  tw o  k in e m atic  m odels: 
th e  fo rw a rd  k in em atic  m o d e l th a t converts  th e  d e fin e d  TC P p o s itio n  in  jo in t 
ang les in to  th e  C a rte s ia n  b ase  c o o rd in a te  sy stem ; a n d  th e  in v e rse  k in em atic  
m o d e l th a t converts  fro m  the  C artesian  base  coo rd ina te  sy stem  to  th e  re q u ire d  
ro b o t jo in t ang les. F ig u re  2.2 sh o w s a re p re se n ta tio n  o f th e  k in e m a tic s  in  
p e rfo rm in g  tran sfo rm a tio n s  b e tw e e n  th e  jo in t an d  C a rte s ian  space.
F o r w a r d
■------------------------ ► k i n e m a t i c -------------------------
J o i n t  s p a c e
e q u a t i o n s
C a r t e s i a n  s p a c e
• ------------------- ---------------------•
I n v e r s e
( p o s i t i o n  a n d
o r i e n t a t i o n )
e q u a t i o n s
F igu re  2.2: R ep resen ta tio n  of ro b o t k inem atics.
T he in v e rse  k in em atics  p ro b le m  is in  g en era l m o re  d ifficu lt to  so lve  th a n  the  
fo rw a rd  k in e m a tic s  p ro b le m . U n lik e  th e  fo rw a rd  k in e m a tic s  th a t  g iv e  a 
u n iq u e  C a rte s ia n  p o s itio n  a n d  o r ie n ta tio n  for a g iv en  se t o f jo in t an g les, the
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in v e rse  k in em atics  are  ill-d e fin ed  d u e  to  m u ltip le  so lu tio n s  fo r a g iv e n  TCP 
p o s itio n  a n d  o rie n ta tio n . T he ex tra  in fo rm a tio n  re q u ire d  fo r a so lu tio n  can  
o n ly  be  acco m p lish ed  if in d u s tr ia l ro b o ts  hav e  a c lo sed -fo rm  so lu tio n  to  th e ir 
in v e rs e  k in e m a tic s  p ro b le m . W ith in  in d u s tr ia l  ro b o ts  th e  c lo se d -fo rm  
so lu tio n  is s im p lif ie d  a n d  n o m in a l a n d  d o es  n o t in c lu d e  th e  g eo m etric  a n d  
n o n -geom etric  e rro r  effects p re se n t a n d  specific to  each  robo t.
T he u se  of a s im p lif ie d  a n d  n o m in a l in v e rse  k in e m a tic  so lu tio n  th e re fo re  
p ro d u ces  ro b o t inaccuracy , o f th e  o rd e r  o f m an y  cen tim etres , w h e n  the  ro b o t is 
c o m m a n d e d  to  m o v e  w i th in  C a r te s ia n  sp a c e . H e n c e , m a n y  ro b o t  
m a n u fa c tu re rs  d o  n o t r e a d ily  s u p p ly  in fo rm a tio n  to  th i r d  p a r tie s , e v e n  
p o te n tia l cu sto m ers, a b o u t th e  accuracy  of th e ir robo ts . H en ce  en d -u se rs  h av e  
d ifficu lty  in  se lec tin g  a ro b o t m o re  su ite d  to  O LP, a ta sk  w h e re  accu racy  is 
critical. A  rev iew  of ro b o ts  su itab le  fo r arc w e ld in g  d e m o n stra te s  th is  lack  of 
s u ita b le  in fo rm a tio n , a t a tim e  w h e n  O LP is b e c o m in g  c o m m e rc ia lly  
a d v an tag eo u s  to  m a n y  com pan ies (Robotic W orld , 1993).
2 .2 .2  T r a je c t o r y  g e n e r a t io n
A  ro b o t p ro g ra m  con ta ins d iscre te  coo rd in a te  d a ta  p o in ts  w h ic h  c o rre sp o n d  to  
im p o r ta n t  ro b o t p a th  p o in ts  re la tiv e  to  th e  w o rk p iece  fe a tu re s . T he ro b o t 
co n tro lle r g en e ra ted  tra jec to ry  m u s t d riv e  th e  d efin ed  TCP th ro u g h  the  p o in ts  
in  acco rdance  w ith  a sp ec ified  m o tio n  p ro file  a n d  im p o se d  tim e co n stra in ts , 
o f te n  re q u ir in g  all jo in ts  to  b e g in  a n d  s to p  m o v in g  in s ta n ta n e o u s ly , g iv in g  
th e  ap p ea ran ce  o f sm o o th  c o o rd in a te d  TCP m otion . M o tions o f th is  ty p e  are 
c ritica l in  arc  w e ld in g  w h e re  th e  sm o o th n ess  a n d  sp e e d  a t w h ic h  th e  ro b o t 
m o v es  a lo n g  th e  p a th  a re  critica l. E xactly  h o w  th ese  m o tio n  fu n c tio n s  are  
g e n e ra te d  u n d e r  th e  re q u ire d  co n s tra in ts  is te rm ed : tra je c to ry  p la n n in g  or 
tra jec to ry  g en e ra tio n  (P au l, 1981; C raig , 1986). F igu re  2.3 sh o w s a fu n c tio n a l 
d e sc rip tio n  of the  tra jecto ry  p lan n er.
T ra jec to ry  p la n n in g  sch em e s  g e n e ra lly  'in te rp o la te ' o r  'a p p ro x im a te ' th e  
d e s ire d  p a th  u s in g  a class o f p o ly n o m ia l fu n c tio n s  to  g en e ra te  a seq u en ce  of 
tim e  b a se d  'co n tro l se t p o in ts ' fo r th e  co n tro l of th e  ro b o t fro m  th e  in itia l 
lo c a tio n  to  its  d e s ire d  d es tin a tio n . I t can  b e  co n d u c te d  in  e ith e r  th e  jo in t o r 
C arte s ian  space d e p e n d in g  u p o n  th e  o p e ra tio n a l req u irem en ts . For jo in t space 
p la n n in g , th e  tim e  h is to ry  o f a ll jo in t  v a r ia b le s  a n d  th e ir  s p e e d s  a n d
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accelera tions are  p la n n e d  to  d escribe  th e  d es ired  ro b o t m o tion . For C arte s ian  
sp ace  p la n n in g , th e  tim e  h is to ry  o f th e  en d -effec to rs  p o s itio n , v e lo c ity  a n d  
acce lera tion , are  d e r iv e d  fro m  th e  p la n n e d  C a rte s ia n  in fo rm a tio n  to  ac tu a lly  
affect th e  ro b o t m otion .
T r a j e c t o r y  i n  
j o i n t  s p a c e
_  T r a j e c t o r y  i n  
c a r t e s i a n  s p a c e
P a t h  ------------- » ►
C o n s t r a i n t s ------------- ►
Trajectory
Planner
4 41
O t h e r
p a r a m e t e r s
1
S p e e d
p r o f i l e
F igure  2.3: D escrip tion  o f the  tra jectory  p lan n er.
W h en  c o m p a re d  to  C a rte s ian  space  p la n n in g , jo in t space  p la n n in g  is s im p le , 
s tra ig h t fo rw a rd , a n d  c o m p u ta tio n a lly  effic ient, b u t  re su lts  in  a co m p lica ted  
en d -e ffec to r  m o tio n  in  C a r te s ia n  space . I t is th e re fo re  ra re ly  u se d  fo r arc  
w e ld in g  app lica tio n s  w h e re  the  d es ired  m o tio n  of the  end-effec to r, a w e ld g u n  
in  th is  case , is a tra je c to ry  re la tiv e  to  a C a r te s ia n  d e f in e d  co m p o n e n t. 
T rajecto ry  p la n n in g  in  C arte s ian  space also  allow s for easie r in te rac tio n s  w ith  
ex te rn a l sen so rs  since the  w o rk ce ll feed b ack  is in  g en era l b a se d  in  C a rte s ian  
space.
2 .2 .3  R o b o t  d y n a m ic  c o n t r o l
T ra jec to ry  in fo rm a tio n  p ro v id e s  th e  d e s ire d  m o tio n  d a ta  fo r a ro b o t to  
p e rfo rm  th e  in te n d e d  task . H o w e v e r, to  cause the  ro b o t m o tio n  a p p ro p r ia te  
d riv in g  forces m u s t b e  ap p lied  to  the  robo ts  ac tua to rs , co n tro lled  a n d  reg u la ted  
b y  feedback. This to rq u e /fo rc e  reg u la tio n  issue is re fe rred  to  as ro b o t control.
T he critical ta sk  of ro b o t d y n am ic  co n tro l is to  fin d  the  re q u ire d  jo in t to rq u es  
w h ich  w ill p ro d u ce  th e  d es ired  m o tio n  trajecto ry , sp eed  a n d  accelera tion . This 
is k n o w n  as the in v e rse  d y n am ics  p ro b lem  an d  is of cen tra l im p o rtan ce  in  the  
con tro l of th e  ro b o t TCP. C o n v en tio n a l in d u s tr ia l ro b o t co n tro lle rs  m ak e  u se  
o f s im p lif ie d  lin e a r  d y n a m ic  co n tro l a lg o rith m s in  o rd e r  to  o p e ra te  in  re a l­
tim e , T h is  a p p ro a c h  is w id e ly  re c o g n ise d  as b e in g  u n a b le  to  p ro v id e  
sa tisfac to ry  p e rfo rm a n ce  o v er th e  w h o le  of th e  w o rk  en v e lo p e  of th e  ro b o t,
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esp ec ia lly  w h e n  the  ro b o t is m o v in g  a t h ig h  sp e e d  (Fu, G o n za le z  a n d  Lee, 
1987). E ven  th o u g h  arc w e ld in g  takes p lace at re la tive ly  low  sp eed s, the  effects 
o f th e  s im p lif ie d  d y n am ic  eq u a tio n s  u s e d  to  m o d e l th e  ro b o t s tru c tu re  fo r 
m o tio n  co n tro l are  v is ib le , su ch  as th e  ro u n d in g  o f sh a rp  co rn ers  w ith in  a 
ro b o ts  p a th . T here fo re  e n d -u se rs  m a y  so m etim es p ro g ra m  in  false  p o in ts  in  
o rd e r  to  ach ieve th e  re q u ire d  p a th  m o tio n  a t speed . T he d eg ree  o f ro u n d in g  is 
n o rm a lly  sp e c if ie d  w ith in  ro b o t u s e r  m a n u a ls  (ABB, 1988), o r is le a rn t 
th ro u g h  tria l a n d  erro r.
2.3 O ff-lin e  p ro g ram m in g ___________________________________________________
O LP sy s te m s  h a v e  b e e n  d e v e lo p e d  to  p ro v id e  o ff-lin e  d e v e lo p m e n t a n d  
te s tin g  o f ro b o t p ro g ram s. System s w h ich  have  b een  d e v e lo p ed  in c lu d e  sim ple  
tex t e d ito r  b a se d  sy stem s, h ig h  p e rfo rm a n ce  3D  g ra p h ic a l s im u la tio n  b a se d  
sy stem s (Y oung a n d  B ennaton , 1988), a n d  au tom atic  ro b o t p ro g ra m  g en era to rs  
(Schraft a n d  H artfu ss , 1994). O n ly  a sm all n u m b e r of th e se  sy stem s h av e  b een  
d e s ig n e d  sp ec ifica lly  fo r ro b o tic  arc  w e ld in g  ap p lica tio n s . T he m a jo rity  are  
g e n e ra l p u rp o s e  O LP a n d  s im u la tio n  to o ls  w ith  a d d i t io n a l  fu n c tio n a li ty  
specific to  arc w e ld in g  b e in g  a d d e d  a t a la te r date.
T he deg ree  of fu n c tio n a lity  th a t sh o u ld  be  in c lu d ed  w ith in  a n  O LP sy stem  for 
arc  w e ld in g  is u n c lea r. R eyn ier a n d  H asco e t (1990) d e fin e  sev e ra l leve ls  o f 
fu n c tio n a lity  w h ic h  a n  O LP sy stem  sh o u ld  p o sse ss  w h ils t  d e v e lo p in g  th e ir  
o w n  g ra p h ic a l b a se d  so ftw are : p a th  d e fin itio n ; p a th  v isu a lis a tio n ; w e ld in g  
p a ra m e te r  d efin itio n ; p a th  a n d  w e ld in g  b e a d  v isu a lisa tio n ; s im u la tio n  of the  
w e ld g u n  re a c h a b ili ty ; a n d  th e  c re a tio n  o f th e  ro b o t p ro g ra m  in c lu d in g  
c o m m u n ic a tio n  fu n c tio n a lity  fo r d o w n lo a d in g  p u rp o se s . T h e ir  a p p ro a c h  is 
ty p ica l of m o s t g rap h ic a l s im u la tio n  b a se d  O LP system s a n d  is v e ry  explicit: 
e ffectively  sh iftin g  th e  p ro g ra m m in g  re q u ire m e n t fro m  a ro b o t p ro g ra m m e r 
a n d  ro b o t, to  one re q u ir in g  a co m p u te r p ro g ram m er a n d  c o m p u te r  system .
W h ereas  S chraft an d  H a rtfu ss  (1994) d u r in g  the  d e v e lo p m e n t of a k n o w led g e  
b a s e d  O LP sy s tem , p ro v id e d  few  v is u a lis a tio n  ca p a b ilitie s  in  th e ir  m o re  
a u to n o m o u s  sy s tem , r e q u ir in g  li ttle  in p u t  fro m  a sk ille d  o p e ra to r . T h is 
im p lic it ty p e  of O LP is m o re  an a lo g o u s  to  C A D /C A M  w ith in  m ach in e  too l 
p ro g ra m m in g  b u t is c u rre n tly  o n ly  ava ilab le  to  e n d -u se rs  p ro d u c in g  s im ila r
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w o rk p ie c e  fam ilie s  w h e re  th e  p a th  o p tim isa tio n  a n d  c o llis io n  a v o id a n c e  
p rocesses can  be  effectively  h an d led .
2.3.1 Text ed ito r b ased  O LP system s
T he firs t s tep  to w a rd s  O LP saw  th e  d ev e lo p m en t o f tex t e d ito r  b a se d  so ftw are  
o n  w h ic h  b a s ic  re m o te  ro b o t p ro g ra m s  c o u ld  b e  d e v e lo p e d  a n d  th e n  
d o w n lo a d e d  to  th e  ro b o t con tro ller. T hese w ere  la te r ex te n d e d  to  m acro -based  
p ro g ra m m in g  m e th o d s  in v o lv in g  a h y b rid  m ix tu re  of teach -b y -sh o w  a n d  tex t 
e d ito r  b a se d  O LP, w h e re  ta u g h t w e ld  p a th s  w ere  co m b in ed  off-line to  fo rm  
ro b o t p ro g ra m s  fo r w o rk p ie c e  v a r ia tio n s  in v o lv in g  s im ila r  w e ld s  b u t  in  
d iffe ren t com binations (W arnecke e t al, 1991).
S o ftw are  p a c k a g e s  fo r te x t e d ito r  b a s e d  O LP are  g e n e ra lly  spec ific  to  a 
m a n u fa c tu re rs  fam ily  o f ro b o ts . P ackages in c lu d e  A R A C  a n d  O FFLIN E fo r 
ABB ro b o ts , C aro la  Z oom  for C loos ro b o ts , IP  AS fo r IG M  ro b o ts , ROSI for 
M itsu b ish i ro b o ts , R obu la  fo r ro b o ts  fitted  w ith  VW  co n tro lle rs , a n d  RO BIN  
(w h ich  has  lim ited  s im u la tio n  capab ilities) for a u se r d e fin ed  ro b o t type.
A lth o u g h  tex t e d ito r b ased  OLP system s h av e  v e ry  re s tric ted  fu n ctionality , see 
T ab le 2.1, th e y  h av e  p ro v e n  v e ry  effective fo r re s tr ic te d  w o rk p iece  fam ilies  
c o n ta in in g  s im ila r w e ld  p a th s  a t v a ry in g  lo ca tions. H o w e v e r , th e y  are  n o t 
su ita b le  fo r u se  w ith  w o rk p ie c e  C A D  in fo rm a tio n  a n d  re q u ire  o n -lin e  
m o d if ic a tio n  o f th e  p ro g ra m  p o in ts  to  co m p e n sa te  fo r e rro rs  d u e  to  the  
n o m in a l ro b o t co n tro lle r m o d e l u sed . A lte rn a tiv e  m e th o d s  o f p e rfo rm in g  o n ­
line  m o d ifica tio n s  th a t d o  n o t re q u ire  a sk illed  o p e ra to r  c o n v e rsan t w ith  the  
ro b o t p ro g ra m m in g  la n g u ag e . T hese  h av e  b e e n  a im ed  a t in c re a s in g  ed itin g  
effic iency an d  red u c in g  th e  p ro g ra m m in g  skills req u ired .
S u lliv a n  a n d  R a ja ram  (1992) d e v e lo p e d  a k n o w le d g e  b a s e d  a p p ro a c h  for 
p ro g ra m m in g  arc  w e ld in g  ro b o ts  (RO BOEDIT) w h ic h  in c lu d e s  th e  ro b o t 
k in e m a tic s , p ro g ra m  c o n tro l s ta te m e n ts ,  a n d  th e  la b e llin g  o f p ro g ra m  
seg m en ts  w ith in  a d a tab ase  s tru c tu re . T he E nglish-like fo rm a t u s e d  sim plifies 
th e  a d d itio n , sh iftin g , a n d  re -o rd e r in g  of w e ld  p asse s , e n a b lin g  u se rs  w ith  
w e ld in g  ex p ertise  a n d  lim ited  p ro g ra m m in g  skill to  e d it ro b o t p ro g ra m s  off­
line . R e p o rte d  tim e  sav in g s  in c lu d e  re d u c in g  th e  tim e  ta k e n  b y  a sk ille d  
o p e ra to r  to  d eb u g  an  N C  ro b o t p ro g ram , in c lu d in g  a m e n d m e n t of som e o f the
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p a th  p o in ts , fro m  70 m in u te s  to  10 m in u tes . A lth o u g h  a d v a n ta g e o u s , su ch  a 
sy s te m  w o u ld  b e  m o re  b e n e fic ia l w ith in  a g ra p h ic a l b a s e d  O L P sy stem , 
d eb u g g in g  the  O LP system s generic  E ng lish -sty le  ro b o t la n g u ag e  to  the  ta rg e t 
ro b o t language .
2.3.2 3D  g rap h ica l s im u la tio n  b a se d  sy stem s
C u rre n t g rap h ic a l s im u la tio n  b a se d  O LP system s ra n g e  fro m  th e  s im p le  PC 
b a s e d  a p p ro a c h  u ti lis in g  w ire  fram e  v isu a lis a tio n  w ith  lim ite d  u s e r  too ls  
(R eyn ier a n d  H asco e t, 1990), th ro u g h  to  so p h is tic a te d  rea l- tim e  s im u la to rs  
u s in g  fu ll co lo u r so lid  m o d e llin g  w ith  a d v an c ed  u se r  to o ls , su c h  as IG RIP, 
RO BCA D  a n d  GRA SP (D eneb , 1995; Y ocum , 1991; a n d  W esto n , 1992). T he 
la t te r  O L P  sy s te m s  w e re  o r ig in a lly  d e v e lo p e d  as v is u a l is a t io n  to o ls  fo r 
m a n u fa c tu r in g  sy stem s w h e re  th e  a d d itio n  of ro b o t specific fu n c tio n a lity  has 
a llo w ed  th e  s im u la tio n  to  b e  u se d  for ro b o t p ro g ra m m in g  a n d  p a th  check ing  
p u rp o ses . R egev  (1995) classifies th ese  sy stem s as c o m p u te r-a id e d  p ro d u c tio n  
en g in ee rin g  (CAPE) system s as th e y  p ro v id e  a fu ll se t o f too ls  to  d e s ig n  a n d  
p ro g ra m  th e  w h o le  m a n u fa c tu r in g  p ro c e ss  in  a v i r tu a l  m a n u fa c tu r in g  
e n v iro n m en t. T h ere fo re  th e se  sy stem s d o  n o t h av e  the  so le  a im  o f u s in g  th e  
C A D  in fo rm a tio n  to  p ro d u c e  ro b o t p ro g ra m s  u n a id e d , in  a s im ila r w a y  th a t 
C A D /C A M  o p e ra te s  fo r m ach in e  tools. In s tead  th e ir  fu n c tio n a lity  a llow s the  
co m p le te  a n d  o p tim a l d e s ig n  of a ro b o t in s ta lla tio n  th ro u g h  v isu a lis a tio n  
befo re  in s ta lla tio n  beg ins.
In  g e n e ra l, 3D  g ra p h ic a l s im u la tio n  b a s e d  O LP sy s te m s  c o m p rise  o f th e  
co m p o n en ts  lis ted  w ith in  F igu re  2.4. T he geom etric  m o d e lle r  is u se d  to  b u ild  
a r e p re s e n ta tio n  o f th e  'rea l ' ro b o t a n d  o th e r  w o rk c e ll item s  w ith in  th e  
s im u la tio n . A ll su ch  item s co n sis t o f tw o  p arts : the  k in em atic  m o d e l a n d  the 
so lid  m odel. The k in em atic  m o d e l describes h o w  a w ork ce ll object m oves. Its 
m a in  ro le  is to  re p re s e n t  th e  s im u la te d  ro b o t m a n ip u la to r  so th a t  it  is 
id e n tic a l to  th e  fo rw a rd  a n d  in v e rse  k in em atic  m o d e l u s e d  w ith in  th e  rea l 
ro b o t c o n tro lle r . H o w e v e r , i t  is o n ly  a n o m in a l r e p re s e n ta t io n  as i t  is 
n o rm a lly  d e riv e d  fro m  m a n u fa c tu re rs  d raw in g s , h ence  it specifically  does n o t 
c o n ta in  th e  a c tu a l c lo sed  fo rm  s o lu tio n  u s e d  in  m o s t in d u s tr ia l  ro b o t 
co n tro lle rs . The so lid  m o d e l d escrib es  the  p h y sica l a p p e a ra n c e  of all of the  
w o rk ce ll ob jects in c lu d in g  th e  ro b o t a n d  w o rk p iece . To sav e  p ro g ra m m in g  
tim e , C A D  d e s c r ip t io n s  o f w o rk c e ll ite m s  a re  im p o r te d  in to  th e  O LP
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en v iro n m e n t by  u se  o f s ta n d a rd  CA D  in terface  m ech an ism s, an d  a lib ra ry  of 
p o p u la r  ro b o t m o d e ls  is s u p p lie d  b y  th e  O LP so f tw a re  d e s ig n e rs . T hese 
im p o r te d  m o d e ls  n o rm a lly  re q u ire  m o d if ic a tio n  to  b e  h a n d le d  b y  th e  
geom etric  m o de lle r, d u e  to  th e  lim ita tions of ex isting  p a r t d a ta  files.
“ Off-Line Programming System"
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F igure  2.4: C o m p o n en ts  of an  off-line p ro g ra m m in g  system .
The o w n ersh ip  s tru c tu re  estab lishes 'p a ren t-ch ild ' re la tio n sh ip s  b e tw ee n  all of 
th e  w orkcell item s su ch  th a t th e  s im u la te d  w orkcell item s b eh av e  in  a sim ilar 
fa sh io n  as th e  real w orkcell. This m ech an ism  en su re s  th a t an y  tran sfo rm a tio n  
a p p lie d  to  an  object is s im ilarly  ap p lied  to  any  o th e r objects a ttach ed , i.e. if a 
w o rk p iece  p o s itio n e r  (p a ren t)  w as  to  m ove , the  w o rk p iece  h e ld  w ith in  the 
p o s itio n e r  (ch ild) w o u ld  a lso  m ove. S uch  'a ffixm en t' is n ecessa ry  to  e n su re  
c o rre c t s im u la tio n  a n d  is d e sc r ib e d  in  m o re  d e ta il  b y  M c Q u illa n  a n d  
G o ld e n b e rg  (1988), w h e re  te ch n iq u es  to  co n tro l su ch  n ecessa ry  in te r-o b jec t 
re la tio n sh ip s  u sed  in  O LP are d iscussed .
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T he p ro g ra m m in g  facilities p ro v id e d  w ith in  an  O LP sy stem  in c lu d e  a generic  
p ro g ra m m in g  la n g u ag e  a n d  an  in te rac tiv e  g rap h ics  sy stem . T hese p ro v id e  an  
easy  a n d  p o w e rfu l m e an s  to  p ro g ra m  a n d  v isu a lise  th e  s im u la te d  w orkcell. 
T he O LP sy stem  m a y  a lso  p ro v id e  a d v a n c e d  fe a tu re s  w h ic h  h e lp  p re v e n t 
co llis io n s  o c c u rr in g  in  th e  re a l w o rk ce ll, o p tim ise  th e  ro b o t p ro g ra m  b y  
m in im isin g  th e  cycle tim e, an d  p o ssib ly  som e co m p en sa tio n  so ftw are . F inally , 
once  th e  g en eric  ro b o t p ro g ra m  is co m p le te , p o s t-p ro c e ss in g  fu n c tio n a lity  
p ro d u c e s  a ro b o t la n g u a g e  specific  v e rs io n  of th e  p ro g ra m  w h ic h  m u s t be 
d o w n lo a d e d  to th e  rea l ro b o t co n tro lle r, n o rm ally  v ia  a  h a rd w a re  connec tion  
su ch  as a serial link  e.g. RS232.
A  u se rs  co m p ariso n  b e tw e e n  severa l tex t b a se d  an d  g rap h ica l s im u la tio n  O LP 
system s is sh o w n  in  Table 2.1. T he u se rs  are genera lly  co n ce rn ed  w ith  the  cost 
o f th e  so f tw a re  a n d  its  o p e ra t in g  e n v iro n m e n t, th e  b a c k in g  a n d  s u p p o r t  
b e h in d  the  so ftw are , the  d eg ree  of o p en n ess  to  d iffe ren t ro b o t con tro llers , the 
C A D  in te rface  s ta n d a rd s  av ailab le , th e  u se r-frien d lin e ss  of th e  so ftw are , the  
specific fu n c tio n a lity  fo r b o th  ca lib ra tio n  a n d  arc  w e ld in g , a n d  th e  d eg ree  o f 
au to m atic  ro b o t p ro g ra m  g en era tio n  p ro v id e d  w ith in  th e  softw are.
O L P  s y s t e m
C r i t e r i a
L o w  c o s t
S u p p o r t e d  s o f t w a r e
O p e n n e s s :  C A D
O p e n n e s s :  R o b o t s
U s e r - f r e n d l i n e s s
C a l i b r a t i o n
A u t o m a t i c  p r o g r a m  g e n e r a t i o n
3 D  g r a p h i c a l  b a s e d  g e n e r a l  
s i m u l a t i o n  a n d  O L P  s y s t e m s
R o b o t  s p e c i f i c  O L P  s y s t e m s
So
a
GO
g
pa
g
□ a n i g m o ]
W e l d i n g  s p e c i f i c  f u n c t i o n a l i t y
n n n n n n n n ir a nL A  1 u  L -J  < I  JL  J L  J W I B J W L  J
u o c o E s m o
n n n n n s iin n n n nL J lJ   ^ ^ 4  jJ W L J L JL JL ,JL A
D n n n i
□ □ i i n m n i n n i i
n n nhtaad Ldl Ihod O D D
^  p r o v i d e d  3  p a r t i a l l y  p r o v i d e d  O  n o t  p r o v i d e d
Table 2.1: A  co m p ariso n  of d ifferen t O LP system s.
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A s sh o w n  in  T able 2.1, no  ex isting  O LP system  fu lly  p ro v id e s  all o f the  u se r 
r e q u ire d  ch a ra c te ris tic s . T he  h ig h -e n d  p ro d u c ts  a re  g e n e ra lly  te ch n ica lly  
s u p e r io r  a n d  e x p e n s iv e , h a v in g  b e e n  d e s ig n e d  fo r g e n e ra l ro b o tic  O LP. 
E lem en ts  o f th ese  su p e r-se t O LP fu n c tio n s  are n o w  m a rk e te d  specifica lly  for 
arc  w e ld in g  tasks a t a sligh tly  re d u c e d  cost e.g. ULTRARC, a sub -se t p ro d u c t of 
D eneb 's  IGRIP O LP system .
T he sign ifican t issu e  o f costs to  e n d  u se rs  is also  re flec ted  in  th e  g ro w th  o f the  
W o rk sp ace  O LP system . O w ens (1994) g ives a n  exam ple  of a n ew  W orkspace  
u s e r  in  th e  a u to m o tiv e  in d u s try ,  a m a rk e t w h ic h  w o u ld  h a v e  h is to ric a lly  
p u rc h a se d  o th e r h ig h  cost O LP tools su ch  as ROBCAD a n d  IGRIP. W orkspace 
is  te c h n ic a lly  in fe r io r  to  th e  h ig h  co st sy stem s  b u t  h a s  a c h ie v e d  m a rk e t 
p e n e tra tio n  d u e  to  users  in te re s t in  a low  cost en try  p o in t in to  OLP.
W h en  u se d  to  O LP robo tic  arc  w e ld in g  tasks, the  g rap h ic a l s im u la tio n  b a se d  
O LP sy stem s req u ire  exp licit d e fin itio n  o f the  ro b o t p a th  p o in ts  re la tiv e  to  the  
im p o rte d  C A D  m o d e l of th e  w orkp iece . Existing  CA D  s ta n d a rd s  su ch  as IGES 
(In itial G raph ics E xchange Specification) are  lim ited  in  th e ir  ab ility  to  tran sfe r 
c o m p le te  C A D  d a ta  o f a m o d e l sp ec ifica lly  th e  w e ld  p a th  in fo rm a tio n . 
T h ere fo re  a u se r  is r e q u ire d  to  re -d e fin e  th e  w e ld  p a th  p o in t in fo rm a tio n  
w ith in  th e  O LP system . This p ro b lem  w h e n  O LP arc w e ld in g  app lica tio n s  has 
b e e n  a d d re s s e d  a t b o th  a g en e ra l C A D  s ta n d a rd s  lev e l a n d  a t th e  v e n d o r  
spec ific  so ftw a re  lev e l, w h e re  a d d itio n a l C A D  so ftw a re  p a c k a g e s  su c h  as 
A R C LIN K  for IG RIP are  n o w  availab le . T hese u se  a lim ited  a n d  specific CA D  
in te rfa c e  to  tra n s fe r , w ith o u t  lo ss , C A D  in fo rm a tio n  a b o u t a rc  w e ld in g  
w o rk p ie c e s . S uch  v e n d o r  sp ec ific  so lu tio n s  d o  n o t h o w e v e r  a d d re s s  the  
g en era l lim ita tions  o f C A D  in terface  s tan d a rd s .
T he lim ita tio n s  o f n e u tra l in terfaces w ith in  O LP are  reco g n ised  b y  S o rensen  e t 
al (1993) a n d  T ro s tm a n  (1992), in  th e  CEC fu n d e d  ESPRIT P ro ject N IR O  - 
N e u tra l In terfaces for R obotics. T hree  sep a ra te  n e u tra l in terfaces are  id en tif ied  
as b e in g  im p o rta n t w ith in  robo tics , th ese  are  sh o w n  in  F ig u re  2.5 w h e re  th e  
a rro w s  re p re s e n t p ro cesso rs  to  a n d  fro m  the  n e u tra l  in te rfaces . T he N IR O  
id e n tified  in terfaces are:
1) The in terface b e tw ee n  C A D  an d  O LP system s,
2) T he in te rface  b e tw e e n  th e  ro b o t p ro g ra m m in g  sy s tem  a n d  th e  ro b o t 
con tro lle r, a n d
3) The in terface  p re sen te d  b y  the  ro b o t p ro g ram m in g  language .
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T he In d u s tr ia l R obo t L an g u a g e  (IRL) w as  p ro p o s e d  b y  N IR O  to  o v erco m e 
p ro b lem s p re se n te d  b y  d iffe ren t ro b o t languages. IRL is n o w  an  ISO p ro p o se d  
s ta n d a rd is e d  ro b o t la n g u a g e , w h ic h , if  a d o p te d , w o u ld  en ab le  all ro b o t 
m a n u fa c tu r e r s  to  s u p p o r t  a c o m m o n  ro b o t  la n g u a g e  w i th  a g re e d  
fu n c tio n a lity . M ikosch  (1995) re p o rts  th e  successfu l d e m o n s tra tio n  o f IRL in  
co n ju n c tio n  w ith  O LP u s in g  GRASP w ith in  the  ESPRIT P ro jec t In terR ob  (N o 
6457 - In te ro p e rab ility  o f S tan d a rd s  for Robotics in  CIM E). T he fo rm er in terface 
c lassified  b y  N IR O , th e  in te rface  b e tw e e n  C A D  a n d  O LP sy stem s, h as  b e e n  
acco m p lish ed  th ro u g h  the  u se  of STEP (S tan d ard s  fo r th e  E xchange o f M odel 
P ro d u c t D ata). T h is  s ta n d a rd  a llo w s th e  fu ll tra n s fe r  o f w o rk p ie c e  'm o d e l 
p r o d u c t  in fo rm a tio n ’ in c lu d in g  th e  w e ld  in fo rm a tio n  d e f in e d  w ith in  
tra d itio n a l C A D  system s. STEP file tran sfe r  of C A D  in fo rm a tio n  in to  an  OLP 
sy stem  has also  b e e n  d e m o n s tra te d  b y  In terR ob  (P ie trasz , 1994; a n d  M ikosch , 
1995) in  a n  aero -eng ine  co m p o n en t p la sm a  sp ray in g  o p era tio n .
Design Level
N e u t r a l  I n t e r l a c e  
G e o m e t r y  a n d  K i n e m a t i c s
Programming and 
Simulation Level
N e u t r a l  I n t e r f a c e  
R o b o t  P r o g r a m s
Real-time control 
Level
F igure  2.5: In fo rm atio n  flow  a n d  n eu tra l in terfaces in  O LP as rea lised  b y  
the  N IR O  p ro jec t (Sorensen, 1992).
T he 3D  g rap h ica l s im u la tio n  b a se d  O LP system s are  lim ited  in  th e ir  ab ility  to  
p ro d u c e  a c c u ra te  ro b o t p ro g ra m s  fro m  th e  s im u la tio n s . T he v a r ia b ili ty  
in v o lv e d  in  b o th  ro b o t m a n u fa c tu re  a n d  w orkcell fab rica tio n , a lo n g  w ith  the  
a ssu m ed  ro b o t con tro lle r m o d e ls  u se d  w ith in  the O LP sy stem s, req u ire s  th a t a 
se t-u p  a n d  ca lib ra tio n  p h ase  is necessary  to enab le  OLP p ro d u c e d  p ro g ram s to 
o p e ra te  w ith in  th e  'rea l' w orkcell. T his is a n  ad v a n c e d  fea tu re  as n o t all O LP 
system s su p p ly  th is  fu n c tio n a lity  as s tan d a rd . Its u se  d e p e n d s  on  the  re q u ire d
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accuracy  o f the  O LP g en era ted  rob o t p ro g ram s, w h ich  in  the  case of arc w e ld in g  
re q u ire s  su b -m illim e te r accu racy  to  en su re  h ig h  q u a lity  w e ld s  are  p ro d u c e d . 
F ig u re  2.6 sh o w s  th e  m a in  s ta g e s  re q u ire d  in  O L P w ith  th e  d e v e lo p e d  
stra teg ies  to  overcom e any  d ifficulties.
F igure  2.6: S tages re q u ire d  for off-line p ro g ram m in g .
T here  are  th ree  m a in  m e th o d s  for ca lib ra ting  an  O LP g en e ra ted  p rog ram :
- re -define  the p a th  p o in ts  u s in g  the  teach-by-show  m e th o d ,
- p e rfo rm  a se t-u p  a n d  ca lib ra tio n  p h ase  to a lte r the  O LP p ro g ra m  p o in ts  
au to m atica lly , o r
- u se  a senso r to  com pensa te  fo r p a th  p o in t erro rs.
W e s to n  (1992) ex p lo re s  th e se  m e th o d s  w h e n  u s in g  G R A SP to  O LP a n  arc 
w e ld in g  ap p lica tio n , h ig h lig h tin g  the  fact th a t accu ra te  m e asu re m en ts  w ith in  
in d u s tr ia l  (com plex) e n v iro n m e n ts  a re  d ifficu lt to  o b ta in , a n d  d im e n s io n a l 
differences b e tw e e n  the  CA D  m o d e l a n d  those p ro d u c e d  in  a facto ry  also  exist. 
W e s to n  c o n c lu d e s  th a t  to  b e  fu lly  e ffec tiv e , s e n s o r  sy s te m s  m u s t  be 
in c o rp o ra te d  w ith in  w orkcells  to  co m p en sa te  fo r th e  d ifferences b e tw e e n  th e  
'id e a l ' a n d  're a l ' w o rk p ie c e  a n d  w o rk ce ll, w ith  a c c u ra te  m o d e ls  o f th e  
w orkcell an d  ro b o t be ing  crucial to  the  success of OLP g en era ted  p rog ram s.
T he a p p ro ac h es  to  ca lib ra te  O LP d e r iv e d  p ro g ra m s  is d e sc rib e d  in  d e ta il in  
section  2.4 of C h ap te r 2.
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2.3.3 A u to m a tic  ro b o t p ro g ram  g en e ra to rs
The u se  o f g rap h ica l O LP system s in  th e ir  p re se n t exp lic it fo rm  has essen tia lly  
sh if te d  th e  re q u ire d  p ro g ra m m in g  tim e  a n d  costs  f ro m  th e  ro b o t to  th e  
s im u la tio n  system . H o w ev er, s ig n ifican t benefits  a re  re p o rte d : R enfors (1994) 
c la im s a re d u c tio n  in  p ro g ra m m in g  tim e  fro m  14 h o u rs  14 m in u te s  w ith  
te a c h -b y -sh o w  to  3 h o u rs  a n d  15 m in u te s  w ith  c o n v e n tio n a l g ra p h ic a l 
s im u la tio n  b ased  OLP. This p ro g ram m in g  o v erh ea d  is still sign ifican t, lead in g  
to  th e  d e v e lo p m e n t o f a u to m a tic  a n d  se m i-a u to m a tic  ro b o t p ro g ra m m in g  
system s. T hese a im  to  o p e ra te  in  a s im ilar fash io n  as C A D /C A M  sy stem s a n d  
p ro v e  m o re  co s t e ffec tiv e  fo r sm a ll a n d  m e d iu m  b a tc h  s izes  th a n  th e  
tra d itio n a l g rap h ica l s im u la tio n  b a se d  O LP system s. Several su ch  sy stem s are  
n o w  deta iled .
G u ru m o o rth y  (1989) u ses  n o n -co m p lex  w ire  fram e  C A D  d a ta  to  d r iv e  th e  
p ro g ra m m in g  o f a ro b o t in  a tw o  s tag e  p ro cess . In it ia lly  'g ro ss  p ro cess  
p la n n in g ' is a c h ie v e d  b y  th e  re c o g n itio n  o f fe a tu re s  (sh a rp  c o rn e rs  a n d  
concave sections) fro m  th e  CA D  d esc rip tio n  w h ich  a re  re le v a n t to  the  p rocess  
task . A  d a ta b a se  w h ic h  d o c u m e n ts  fea tu re s  w h ich  h av e  a n  asso c ia ted  ro b o t 
ac tion , is th e n  u se d  b y  an  e x p e rt sy stem  to  b u ild  a n  o p e ra tio n a l p lan . 'F ine 
p ro cess  p la n n in g ' o r  ro b o t p a th  g en era tio n , is th e n  p ro d u c e d  b y  in c o rp o ra tin g  
th e  w o rk ce ll a n d  w o rk p iece  co o rd in a te  in fo rm atio n  in to  th e  o p e ra tio n a l p lan . 
E ven  th o u g h  a decision  tree  b a sed  ap p ro ac h  is a d o p te d  the  sy stem  still req u ires 
five m in u te s  to  p ro d u ce  a n o n -o p tim ised  ro b o t p ro g ra m  for a ta sk  w ith  sim ple  
p a r ts , b a s e d  o n  lin e a r  o r c irc u la r arc  seg m en ts  o n ly , a n d  a lim ite d  fea tu re  
d o m a in .
H em m erle  e t al (1992) d ev e lo p  fu r th e r  the  concep t of a m a n u fa c tu r in g  ta sk  
p la n n e r  w h ic h  in te g ra te s  th e  p ro cess  (task  to  be  p e rfo rm e d ) a n d  g eo m etric  
C A D  kn o w led g e . T he w o rk  th o ro u g h ly  d iscusses a n d  th e n  ad d re sse s  b o th  the 
in te g ra tio n  a n d  th e  o p tim isa tio n  issu es  e n co u n te red  w ith  a u to m a tic  p ro g ra m  
g e n e ra tio n  in  arc  w e ld in g . T he P ro g ra m m a b le  A u to m a te d  W eld in g  S ystem  
(PAW S) d e v e lo p e d  u ses  a so lid  m o d e lle r , re la tio n a l d a ta b a se , a n d  m o tio n  
p la n n in g  m o d u le , b u t  s till re q u ire s  o p e ra to r  in p u t  to  d e f in e  th e  w e ld  
p ro c e d u re  to  b e  u se d  fo r each  jo in t. T he d efin itio n  p ro cess  fo rm s p a r t  of the  
re la tio n a l d a tab ase  w h ic h  is accessed  b y  the  m o tio n  p la n n e r  to  c o n s tru c t the  
c o m p le te  ro b o t p ro g ra m . PA W S a llo w s  p a th  p la n n in g , p a r t  p la c e m e n t 
o p tim isa tio n , in te rfe re n c e  a n d  s im u la tio n  to  b e  p e rfo rm e d . H o w e v e r , th e
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m a n u a l d e f in i tio n  p h a s e  d u e  to  l im ite d  C A D  s ta n d a rd s  a n d  th e  lack  o f 
c o llis io n  a v o id a n c e  fu n c tio n a li ty  l im it  th e  d e g re e  o f a u to n o m y  PA W S 
possesses.
T he CEC C o p ern icu s  p ro jec t titled : C A D -B ased P ro g ra m m in g  S ystem  for A rc 
W e ld in g  R obo ts  in  O n e-O ff P ro d u c tio n  R u n s, P ro jec t N o . 7831 - ac ro n y m  
PRO A RC, has  also  in v estig a ted  the  deficiencies o f ex isting  g rap h ica l b a se d  OLP 
system s, d ev e lo p in g  a lo w  cost PC  b ased  OLP sy stem  w ith  au to m atic  p ro g ra m  
g en era tio n  b a se d  u p o n  ta sk  level co m m an d s a n d  n o t the  sy n tax  a n d  sem an tics 
o f a p ro g ra m m in g  la n g u a g e . P a th  p la n n in g  fu n c tio n a li ty  h a s  n o t  b e e n  
im p le m e n te d  d u e  to  th e  h ig h  c o m p u ta tio n  b u rd e n  re q u ire d  o n  a PC  h o s t 
co m p u te r , th e re fo re  th e  sy stem  is s till d e p e n d e n t u p o n  th e  o p e ra to r  fo r final 
p ro g ra m  c o n s tru c tio n . S uccessfu l in te r ro g a tio n  of th e  3D  C A D  m o d e ls  fo r 
w e ld  jo in t id en tifica tio n  (w ith  associa ted  w e ld  p a ram ete rs) is ach ieved  lead in g  
to  th e  au to m a tic  d e fin itio n  o f th e  w e ld  p a th s  w ith in  a ro b o t p ro g ra m  u s in g  
m acros. F ig u re  2.7 sh o w s th e  d is tin c tio n  b e tw e e n  C A D  m o d e l p o in ts , w e ld  
p a th  p o in ts , a n d  th e  d iffe re n t w e ld in g  p a ra m e te r  se ts (m acros) re q u ire d  to  
w e ld  a jo in t.
Workpiece and 
programmed seams
Generated positions 
and orientations
Generated macros
virtual positions
f Q f  ’weWing 
T  direction
V
o generated positions 
and orientations
Macro 7
F igure 2.7: C A D  m odels , p a th  po in ts  a n d  w e ld  m acros.
S ch raft an d  H a rtfu ss  (1994) h a v e  d e v e lo p e d  the  m o s t a d v a n c e d  so lu tio n  for 
th e  a u to m a tic  g e n e ra tio n  o f ro b o t p ro g ra m s  u s in g  a k n o w le d g e  b a s e d  
C A D /C A M  sy stem . U se r  in p u t  is m in im ise d  th ro u g h  th e  u se  o f a n  arc  
w e ld in g  a n d  ro b o t k n o w le d g e  b ase  c o n ta in ed  w ith in  a cen tra l d a tab ase . The 
d a ta b a se  in fo rm a tio n  is d iv id e d  in to  tw o  m a in  e lem en ts , a p ro c e d u ra l a n d  a 
re la tio n a l k n o w le d g e  b ase . T h ese  s u p p o r t  th e  sy s te m s  m a in  fu n c tio n a l 
e lem en ts: w e ld  fea tu re  in te rp re ta tio n  from  the  C A D  d a ta , th e  o p tim isa tio n  of
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th e  w e ld in g  seq u en ce  a n d  m in im isa tio n  of th e  cycle tim es  b a se d  o n  ru le s  
co n ta in ed  w ith in  th e  d a ta b a se , a n d  th e  g en e ra tio n  o f th e  ro b o ts  m o v e m en ts  
su c h  th a t  all m o tio n s  are  co llis ion  free  a n d  w ith in  th e  ro b o ts  spec ifica tion . 
T h e  n e e d  fo r e x p lic it  ru le s  c o n c e rn in g  th e  w o rk p ie c e  re la te d  w e ld in g  
p ro c e d u re s  lim its  th e ir  sy s tem  to  specific  w o rk p iece  fam ilies , in  th e ir  case 
s tru c tu ra l s tee lw o rk , w h e re  w o rk p ieces  consist o f s im ila r ty p e s  of w e ld  jo in ts  
sp re a d  ov er a d iffe ren t vo lu m e. W orkcell ca lib ra tio n  is ach iev ed  th ro u g h  the  
u se  o f a gas nozz le  sen so r w h ic h  p e rfo rm s  a w o rk p iece  lo ca lisa tio n  o p e ra tio n  
d u e  to  p o s itio n in g  d ifferences w h ic h  o ccu r w h e n  try in g  to  loca te  v e ry  la rg e  
a n d  h eav y  s tru c tu ra l s teel assem blies.
T he u se  o f object o r ie n te d  p ro g ra m m in g  tech n iq u es  c o u p le d  w ith  th e  u se  o f 
3D  C A D  system s ab le to  use  n e u tra l in terfaces to  co m m u n ica te  'to ta l' p ro d u c t 
m o d e l d a ta , has a llo w ed  a u to m a tic  p ro g ra m  g e n e ra tio n  to  becom e a rea lity . 
The co m p lex ity  a n d  w id e  ra n g e  o f arc  w e ld in g  ap p lic a tio n s  av a ilab le  does 
m e a n  th a t  th e  d e v e lo p m e n t o f a g en eric  so lu tio n  is c u rre n tly  n o t p o ssib le . 
H o w e v e r, m a n y  u se rs  d o  n o t re q u ire  generic  too ls, th e y  are  in v o lv e d  in  the 
ro b o tic  arc  w e ld in g  o f p a r tic u la r  w o rk p iece  fam ilies a n d  re q u ire  a n  effic ien t 
m e th o d  o f ro b o t p ro g ra m m in g  th a t  w ill a llo w  sm a ll b a tc h  s izes  to  be  
econom ica lly  ju stifiab le  d u e  to th e  re d u c e d  p ro g ra m m in g  o v erh ead . The w o rk  
b y  S h ra f t a n d  H a r tfu s s  (1994) p ro v e s  th a t  s u c h  to o ls  w ill  s h o r tly  b e  
c o m m e rc ia lly  a v a ila b le  fo r  p a r t ic u la r  u se rs . T he s e t-u p  a n d  c a lib ra t io n  
o p e ra tio n s  a re  still re q u ire d , u s in g  sen so rs  to  co m p en sa te  fo r the  d ifferences 
b e tw e e n  th e  n o m in a l C A D  in fo rm a tio n  o f th e  'id e a l ' c o m p o n e n t a n d  
w o rk ce ll a n d  th e  'rea l' w o rk ce ll en v iro n m en t.
2.4 O LP co m p en sa tio n  s tra te g ies____________________________________________
R efe rrin g  to  F ig u re  2.6, th e  s e t-u p  a n d  ca lib ra tio n  p h a s e  is o f te n  te rm e d  
w o rk ce ll a n d  ro b o t ca lib ra tio n  (T arno ff e t al, 1990; Berg, 1991; K ehoe e t al,
1992). The a im  is to  m ake  the  n o m in a l O LP ro b o t p ro g ra m  u sab le  o n  th e  'real' 
ro b o t th u s  a v o id in g  teach -b y -sh o w  p ro g ra m  m o d ifica tio n s . U sin g  th e  te rm  
C A D  b a se d  O LP sy stem s to  re p re se n t b o th  g rap h ic a l s im u la tio n  b a se d  an d  
au to m atic  p ro g ram  g en era tio n  ty p e  O LP system s. The C A D  b ased  O LP system s 
req u ire  the  ad ju stm en t p h ase  d u e  to  severa l ro b o t a n d  w orkcell re la te d  factors:
1) the  re la tiv e  p o s itio n  a n d  o r ie n ta tio n  o f all o f th e  m o d e lle d  w o rk ce ll 
co m p o n en ts  are  inco rrec t (w orkcell re la ted ).
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2) th e  k in e m a tic  m o d e l o f th e  ro b o t w ith in  th e  O LP sy s tem  d o es  n o t 
m a tch  th e  'real' ro b o t k in em atic  m o d e l (robo t re la ted ).
3) th e  k in em atic s , p a r tic u la r ly  th e  in v e rse  k in e m atic s  o f  th e  'real* ro b o t 
are  incorrect i.e. the  ro b o t accuracy  is p o o r (robo t re la ted ).
4) th e  ro b o t co n tro lle rs  d y n am ic  m o d e l is to o  s im p le  g iv e n  th e  sp e e d  o f 
o p e ra tio n  o f th e  ro b o t in  a p a r tic u la r  task . P a th  v a ria tio n s  in  th e  'rea l' 
w orkcell th e re fo re  becom e s ign ifican t (robo t re la ted ).
T he d eg ree  o f ca lib ra tion  re q u ire d  for successfu l C A D  b a se d  O LP d ep en d s  u p o n  
th e  d eg ree  of ro b o t re la te d  in accu racy  in v o lv ed , th e  leve l o f w o rk ce ll re la te d  
inaccu racy  p resen t, a n d  the  ta sk  p rocess to lerance - v e ry  h ig h  in  th e  case o f arc 
w e ld in g  a t ± h a lf  th e  w e ld  w ire  d ia m ete r (M iddle, 1987).
C a lib ra tio n  for the  w orkcell re la te d  erro rs  is necessary  d u e  to  the  p rev a len ce  of 
to le ran ces  in  b u ild in g  rea l w orkcells  ag a in s t a n o m in a l d e s ig n  (N o rrish  a n d  
G ray , 1992; W eston , 1992), w h ils t ro b o t ca lib ra tion  for th e  ro b o t re la ted  e rro rs  
is ra re ly  u se d  d u e  to  th e  d ifficu lties in  o b ta in in g  accu ra te  ro b o t m e asu re m en t 
d a ta  a n d  the  com plex ities in v o lv ed  in  a lte rin g  the rea l a n d  O LP sy stem  ro b o t 
m o d e ls  (R oth  e t al, 1987). A cco rd in g  to  E lliassaf (1991), if ex isting  C A D  b ased  
O L P to o ls  a re  u s e d  w i th o u t  p ro g ra m  a m e n d m e n t, th e  re s u l t in g  ro b o t 
p o s itio n s  ach iev ed  are  o n ly  accu ra te  to  b e tw e e n  40 a n d  80m m . H ig h lig h tin g  
th e  n e e d  fo r p ro g ra m  a m e n d m e n t, e v e n  b y  th e  m a n u a l  te a c h -b y -sh o w  
m e th o d .
2.4.1 W orkce ll c a lib ra tio n  b a se d  co m p en sa tio n
D u r in g  O L P  n o m in a l  in fo rm a tio n  c o n c e rn in g  th e  r e la t iv e  lo c a tio n  o f 
e q u ip m e n t w ith in  the  w orkcell is u se d  to  b u ild  a ro b o t p ro g ram . T he p ro g ra m  
s tru c tu re  w ill be  correct, b u t  the  co o rd in a te  in fo rm a tio n  co n ta in ed  w ith in  the 
p ro g ra m  m a y  b e  in c o rre c t d u e  to  d im e n s io n a l d iffe re n c e s  b e tw e e n  th e  
d iffe re n t w o rk ce ll ob jects (E dk ins a n d  S m ith , 1987; S tiles a n d  Jones, 1989). 
W orkcell c a lib ra tio n  es tab lish es  the  tru e  w o rk ce ll ob ject lo ca tio n s  re la tiv e  to 
th e  ro b o t b y  tw o  p o ssib le  m e th o d s , u s in g  e ith e r  local c o o rd in a te  fram es  o r 
lo ca lisa tio n  sensors.
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2.4.1.1 The u se  of local coo rd ina te  fram es
In s tead  o f defin in g  th e  ro b o t p a th  p o in ts  in  th e  ro b o t base  co o rd in a te  system , 
th e  ro b o t p a th  m ay  b e  d e fin ed  re la tiv e  to  local co o rd in a te  sy stem s a ttach ed  to  
objects w ith in  the  w orkcell, o ften  re fe rred  to  as 'fram es’ (ABB, 1988). O nce the 
O LP g en era ted  ro b o t p ro g ra m  is tran sfe rred  to  the  ro b o t con tro ller, th e  ro b o t is 
u se d  as a m e a su rin g  dev ice  to  define  a tran sfo rm a tio n  to  the  object 'fram e' in  
th e  ro b o ts  b ase  co o rd in a te  system . A ll o f the  ro b o t p a th  p o in ts  are  the re fo re  
d e fin ed  in  the  ro b o ts  base  co o rd in a te  sy stem  th ro u g h  the  u se  o f the  'fram e'.
M c Q u illa n  a n d  G o ld e n b e rg  (1988) o u tl in e  th e  u se  o f su c h  a n  a p p ro a c h  
th ro u g h  th e  u se  o f a ta sk  a n d  c a lib ra tio n  file w h e n  p e rfo rm in g  C A D  b a se d  
OLP. T he ta sk  file co n ta in s  the  ro b o t p a th  p o in ts  d e f in e d  re la tiv e  to  a local 
fram e. W ith  th e  c a lib ra tio n  file c o n ta in in g  the  n o m in a l ro b o t base  to  fram e 
co o rd in a te  sy stem  tra n s fo rm a tio n  w h ich  is p hysica lly  m e a su re d  a n d  u p d a te d  
u s in g  th e  rea l ro b o t befo re  p ro d u c tio n  com m ences. T hey  m a k e  th e  p o in t th a t 
th e  s im p le s t ty p e  of c a lib ra tio n  is ach iev ed  w h e n  eac h  p ro d u c tio n  p o in t is 
a s s ig n ed  a co rre sp o n d in g  ca lib ra tion  po in t. T hereby  all O LP g e n e ra te d  p o in ts  
are accurate ly  tran sfo rm ed  in to  the  robo ts  base  co o rd in a te  system . T hey  d o  n o t 
d e ta il  h o w  a c c u ra te  th is  a p p ro a c h  is w h e n  m a n y  p ro d u c tio n  p o in ts  a re  
a ss ig n ed  to  one ca lib ra tio n  p o in t, th e  scen ario  w h e re  th e  ro b o t accu racy  is 
m o s t im p o rta n t.
F ram e b a se d  p ro g ra m s  h av e  o n ly  b ecom e p ossib le  w ith  th e  d e v e lo p m e n t of 
ro b o t co n tro lle rs  w h ic h  are  co m p u ta tio n a lly  m o re  p rec ise , w ith  fu n c tio n a lity  
to  calcu la te  new  sh ifted  p a th  p o in t locations w ith o u t a loss of precision .
S tiles an d  Jones (1989) u se d  a m a n u a l m e a su re m e n t te ch n iq u e  b a se d  a ro u n d  
th ree  d ia l g au g e  in d ica to rs  to  p ro d u c e  th e  re q u ire d  d eg ree  o f co rresp o n d en ce  
b e tw e e n  th e  O LP m o d e l o f th e  w o rk ce ll a n d  th e  re a l w orkcell. T he u se  of 
d o w e l p in s  fo r a lig n m e n t p u rp o se s  (acting  as c a lib ra tio n  p o in ts)  o n  sev e ra l 
faces o f th e  w o rk p ie c e  p o s it io n e r  u n i t  a n d  a 'so ft h o m e ' fo r w e ld g u n  
ca lib ra tio n , e n su re  th a t th e ir  ite ra tiv e  m e a su re m e n t a n d  a d ju s tm e n t p ro cess  
re d u c e d  the  p o s itio n a l e rro r  fro m  5m m  to  1m m . In  th e ir  a p p lica tio n , Stiles 
a n d  Jones e s ta b lish e d  th a t the  w o rk p iece  p o s itio n e r  u n it , a n d  n o t th e  ro b o t, 
w a s  th e  m a jo r  cau se  o f lo c a lis a tio n  e r ro rs  d u e  to  o v e r ro ta t io n  o f th e  
m o u n t in g  p la te  a n d  t i l t  a x es , a n d  a sk e w e d  p o s i t io n e r  b a se . T h ey  
re c o m m e n d e d  th e  u se  of an  a u to m a te d  m e th o d  to  e lim in a te  h u m a n  e rro r  in
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the measurement process and to allow the use of automatic program 
adjustment.
Elliassaf (1991) attributes the difference between the simulation and the 'real' 
workcell points to a homogeneous portion which can be corrected by the 
simple orthogonal transformation described above, and a non-homogeneous 
portion which is a function of the robot model accuracy used for simulation. 
A 50% improvement in the path accuracy is reported by manually correcting 
the homogeneous portion only, rendering the OLP generated program path 
points accurate to 10mm. Elliassaf foresaw the development of a robot 
signature file as the most promising method of compensating for the non- 
homogeneous portion, in much the same way that is now being adopted as 
part of the Realistic Robot Simulation project reported by Bernhardt et al 
(1994), However, the signature file requires precise measurement initially. A 
task which can only be performed by the robot vendor or by a specialist 
consultancy service due to the measurement tools required.
Weston (1992) has also noted the dimensional differences between the 
simulation model and the 'real' world environment, particularly the 
difference between the CAD model of components and those produced in the 
factory. In such circumstances the robot path points must be altered 
individually, reducing the advantages of using 'frames' based programming. 
The increased robot downtime due to manual correction of a large number of 
path points was deemed inefficient, leaving Weston to suggest that for a 
robotic arc welding workcell to be fully effective, sensor systems must be 
incorporated.
2.4.1.2 The use of workpiece localisation sensors
This approach is an extension of the 'frame' method of reducing the 
anomalies between the OLP system workcell model and the 'real' workcell, 
whereby a sensor is used to measure the location of many of the workpieces 
features, thereby generating the 'frame' transformation of the object.
Tarnoff et al (1990) listed a similar approach when investigating the OLP of a 
robotic polishing application where force feedback was used as part of an on­
line control scheme. Tarnoff et al considered the improvements to the 'base-
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line' OLP model, where robot calibration and force control are required, as 
enhancements to the effectiveness and functionality of basic OLP systems. 
They demonstrate their approach to workpiece localisation using an RPS-300 
Migatron ultrasound sensor mounted on a Unimate 2000 robot. The world 
model calibration consisted of two parts: measuring the pose (location and 
orientation) of objects relative to the robot (workpiece localisation), and 
generating a 3D map of end-effector positioning errors in a smaller volume of 
interest (robot calibration). The results obtained support Tarnoff's view that 
reliable OLP programs can only be generated with on-line, real-time sensors, 
in their case involving an 'environmental model' - a control scheme using 
sensors for feedback control purposes, based upon either workpiece 
localisation, force or a vision sensor, within a sensory-interactive controller.
Kehoe et al (1992) present an overview of calibration as part of their 
calibration methodology for the OLP environment. They combine both robot 
and workcell calibration in a methodology which uses the 'real' robot model 
to achieve the required workpiece related path points. The sensor data is 
manipulated within the sensor controller to infer the desired path point 
locations, these are transformed into 'false' locations, fed into the robot 
controller whose 'real' robot model (which is incorrect), to produce the 
required end-effector path point location. The correct robot model must be 
identified in order to apply their methodology, requiring the use of a complex 
sensor system to gather information to perform the robot calibration. No 
implementation or experimental results are described but a stereoscopic 
vision system for workpiece localisation and a laser tracking system for robot 
calibration are mentioned.
Shirinzadeh and Tie (1993) implement 'frame' based workpiece localisation 
through the use of a computer vision based robot mounted sensor. Four 
control or calibration points are used to establish both the location 
transformation and scale factors in the x, y and z directions of the robot (no 
rotations). The technique is performed as a downtime operation with an 
operator manually driving the robot to within the sensor range of each 
calibration point. Once located the robot is driven under computer control to 
align with the control point. The location is then recorded and the process 
repeated for all control points. Based upon experiments using an ASEA IRB 
1000 robot, which has a small work envelope, a robot repeatability of 0.05mm
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was recorded, readjustment of OLP generated programs was achieved to an 
accuracy of ±0.05mm on movements of the workpiece.
Workpiece localisation through the use of sensors has proven suitable for 
many arc welding applications due to the simplicity of the sensors involved, 
especially in heavy welding applications where the accurate placement of the 
workpiece relative to the robot cannot be guaranteed. Successful applications 
within industry include the welding of steel bridge sections (NKK Press, 1994) 
and various other fillet welded workpieces (Kroth and Seiler, 1994). Figure 2.8 
shows a Deneb IGRIP simulation of an automotive application where four 
CCD cameras act as the input sensors for a localisation system called 
Mapvision.
Figure 2.8: A simulation of localisation sensors within a workcell
(Mapvision, 1995).
2.4.2 Robot calibration based compensation
In their general overview of robot calibration, Roth et al (1987) describe robot 
calibration as the process by which robot accuracy can be improved by 
modifying the robot positioning software rather than changing or altering the 
robot or its control system. Duelen and Schroer (1991) provide a more detailed 
explanation by listing robot calibration as the process, through measurements 
of the robot end-effector at different robot positions, that identifies robot
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model parameters which closely estimate the kinematic and mechanical 
features of the static robot. Tasks which require accurate trajectories as well as 
static accuracy (such as arc welding) may also incorporate dynamic calibration 
within the robot calibration process. Here actuator and link inertia, friction, 
and actuator and link stiffness are incorporated within the 'real' robot model 
(Bernhardt et al, 1992). However, dynamic modelling is a more complex 
process, requiring additional parameter identification procedures and more 
advanced control strategies within the robot controller. It is therefore usually 
ignored by most researchers when addressing robot calibration as path 
accuracy also arises due to static calibration. The use of the 'real' robot model 
in an OLP system should enable the robot manipulator to achieve a 
commanded position and orientation, or pose, in Cartesian space with an 
accuracy close to the robots repeatability (Van Brussel, 1990).
A normal control loop arrangement for a robot manipulator is shown in 
Figure 2.9, where the inaccurate and simplified inverse kinematic algorithm, 
f“4nom/ is used by the trajectory generator to provide the joint servo 
commands.
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If a discrepancy exists in the model used by the inverse kinematics algorithm 
and that corresponding to the actual robot arm (both in the OLP system and in 
the robot controller), then positioning deviations will occur, not just at the 
path end points, but also during path motion since the inverse kinematics are 
used to provide all joint servo positioning commands in the trajectory 
generator. This is observed in practice when the achieved location in a real 
robot workcell does not match the desired location, as generated by an OLP 
system. The error between the two is defined as a position error - the 
summation of the robot pose and the path error due to robot motion, also 
called the static and dynamic error respectively by Van Brussel (1990).
Van Brussel (1990) provides a thorough review of the methods available to 
evaluate the performance of industrial robots, including the nomenclature 
used to define performance criteria and the errors that affect robots. Such 
measurement methods include the use of corners cubes for 6 DOF pose 
repeatability (Lombard and Perrot, 1983), stereo triangulation (Selspot 
MULTILab, 1987), laser tracking (Gilby, 1984; Mayer, 1988), theodolite based 
triangulation (Freeman, 1987), single ball bar systems (Nowrouzi et al, 1988), 
and multi-bar systems (Warnecke et al, 1986). Van Brussel states that once the 
data has been obtained, by whatever method, the robot calibration is 
performed to counter the effects of three errors sources: geometrical, elastic or 
compliance, and inertia effects. The use of a least squares optimisation of the 
joint parameters for a SCARA type robot is reported to have improved the 
positioning accuracy from 2.6mm to 0.2mm. The robot position data is 
obtained by a 3D measuring machine for mapping the task environment and a 
touch probe mounted on the robot end-effector. Van Brussel also details 
'environmental calibration1 to match the OLP workcell model to the 'real' 
workcell model, suggesting the possible use of optical sensors for this purpose.
In general the robot model used within industrial robot controllers is based 
on the Denavit-Hartenburg (D-H) convention (Denavit and Hartenburg, 1955), 
where four parameters, the minimum required, describe the relationship 
between consecutive link frames in a serial chain.
Improvements to the traditional and widespread D-H representation of a 
kinematic structure have been undertaken many times. Recent thorough 
reviews are included in both Stone (1987) where the enhanced 6 parameter S-
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Model is introduced, and in Stanton (1991) where a modified S-Model is 
developed.
Irrespective of the complexity of the model used to represent the robot and the 
accuracy of the parameters inherent to the model, problems remain with how 
to implement the correct model within an OLP and robot system. Present 
accuracy limitations of industrial robots stem from the robot controller which 
uses dedicated real-time trajectory generation algorithms to achieve high 
speeds without very high computational requirements. To achieve these high 
speeds, the forward and inverse kinematics algorithms are based on a simple 
model of the robot arm structure. More complex models will therefore 
represent an increase in processing time, only currently achievable for the 
same path accuracy by a decrease in robot path speed (Duelen and Schroer, 
1991).
The amount of decreased robot performance arising from the use of complex 
robot models is unknown as robot manufacturers have historically refused to 
release their kinematics and trajectory interpolation algorithms on the 
grounds of commercial sensitivity. This situation has changed in recent years 
with the robot manufacturers now collaborating in a joint research effort to 
enable users to use the actual robot control algorithms in a 'black box' type of 
solution. However this work, under the project title of Realistic Robot 
Simulation (RRS), is aimed at providing accurate robot simulations and not 
the more difficult task of generating immediately usable OLP derived robot 
programs (Bernhardt et al, 1994). RRS will not be able to achieve the objective 
of directly usable CAD based OLP generated robot programs, as the robot 
kinematics used within the 'real' robot controller may still not match the 
'real' robot structure due to the simplifications used, particularly with regards 
dynamic effects.
Therefore, industrial robot controllers are essentially closed systems in terms 
of implementing robot calibration. The only viable alternative open to 
researchers has been to implement robot calibration based compensation 
’externally' to the robot controller (Duelen and Schroer, 1991; Stanton, 1991). 
However, recent pressure on manufacturers from robot users for more 
accurate robots has made ’internally1 compensated robots available.
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The compensation systems, however implemented, are classified by Stanton 
(1991) as being either parametric and non-parametric. Parametric calibration 
techniques try to determine the exact values of the kinematic parameters used 
within the forward and inverse kinematic algorithms. Non-parametric 
calibration techniques do not attempt this modelling process, instead 
generating an error map of the manipulator performance across a portion of 
its workspace. Within this portion, an error (correction) vector is added to the 
commanded robot position to achieve the desired motion.
2.4.2.1 External compensation
External compensation is achieved by generating a directly usable 'real' robot 
program via the use of 'false' path points in the downloaded OLP generated 
robot program. The 'real' robot kinematics must be known via robot 
calibration, either explicitly or by the RRS 'black-box' approach. This scheme is 
shown in Figure 2.10 where the OLP system generated desired locations are fed 
to the compensation system (on an external host computer platform).
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Duelen and Schroer (1991) outlined the use of this two-stage approach where 
firstly, the inverse solution of the actual kinematics, f”-^actual/ is used to 
generate the corresponding joint angles, qo These angles are then processed 
through a forward version of the nominal kinematics, f+^nom/ which 
transforms them into 'false' Cartesian path point locations. The robot 
program is then transferred to the 'real' robot controller. These 'false' 
locations, XC/ are then processed through the nominal inverse kinematics 
within the 'real' robot controller to produce the joint angles, qo The achieved 
TCP position, Xa, will then be equivalent to the desired Cartesian location, Xd- 
Results presented by Duelen and Schroer (1991) for a 6 DOF revolute robot 
with 200 calibration poses and 100 verification poses are a reduction in mean 
error from 5.6mm to 0.4mm mean error.
It should be noted that older robots, whose own kinematic robot model is 
more likely to differ greatly from the actual robot structure, see greater 
improvements when compared to newer robots. Veiteschegger and Wu (1988) 
provide results for an old Puma 560 robot showing accuracy improvements 
from 21mm to 0.3mm.
Pathre and Treichel (1994) have performed external calibration with a Graco 
OM-5000 hydraulic robot using theodolites. Their robot was only capable of 
being programmed in resolver counts, as Cartesian position data was not 
supported. Initial geometric model errors, using manufacturers robot data, 
produced an accuracy of 150mm, later reduced to 12mm with robot calibration. 
Pathre and Treichel found that the geometric related error sources produced 
less inaccuracy than the non-geometric effects, especially joint backlash. This 
was not surprising given the age of the robots being used and their hydraulic 
operation - the more modern all electric drives producing far less backlash.
Bernhardt et al (1992) also gives brief details concerning a parametric based 
calibration technique for the robot positional accuracy improvement devised 
as part of the ESPRIT CAR Project, No. 5220. Non-contact theodolites, accurate 
to less than 0.1mm, were used for the static robot calibration tests and for 
workcell localisation. However, the improvements achieved through the use 
of a D-H based model were not presented.
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2.4.2.2 Internal compensation
Internal compensation improves robot accuracy without the use of an external 
computer by two methods: parametric based, or non-parametric based 
compensation. Parametric based internal compensation methods aim to 
implement a more accurate kinematic model within the robot controller by 
updating the model parameters used within the robot controller. In effect the 
'real' robot kinematic structure is identified by a robot calibration process and 
the model parameters updated within the robot controller. However, in 
practice the calibrated parameter values cannot be incorporated within the real 
industrial robot controller since most robot manufacturers have a closed 
system policy which limits user access. Chen (1994) developed an open 
architecture based robot controller able to use calibrated D-H model 
parameters, proving that parametric based internal compensation is possible.
Non-parametric based internal approaches aim to use an error map of the 
manipulator performance across a proportion of its workspace. Within this 
volume improved robot positioning is achieved through the use of small 
corrections (error vectors) to the commanded path locations. The error map is 
generated by using similar techniques and measurement tools to those used 
for robot calibration i.e. commanding the uncalibrated robot manipulator to a 
series of poses and measuring the achieved TCP position. The error vector 
map is calculated at discrete points and interpolated for points within the grid. 
It is applied as a correction term to both the forward and the inverse kinematic 
transformations. Figure 2.11 shows the before and after affect of this fitting 
technique on a 2D workspace.
Schroer and Rezapour (1988) detail non-parametric internal compensation 
with a high precision PCB component insertion application. Here a simple 
transformation of the whole of the PCB area is determined to high accuracy by 
measuring four calibration pegs with an IBM 7535 SCARA type robot. Errors of 
the order of 0.02mm were expected with this method although the end- 
effector position was not measured when components failed to be inserted 
properly. Instead the success of this method was measured in terms of the 
number of insertions before failure. With calibration there was a 100% correct 
insertion rate when measured over 400 insertions, compared with 20 
insertions before failure without calibration.
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(a) before, and (b) after calibration.
InterRob (1994) implement internal non-parametric compensation within a 
commercial robot controller - the Reis Robots ROBOTstar IV controller, by 
incorporating the correction terms in the form of a programmable look-up- 
table (LUT). The measured error vectors constitute the 'error signature' of the 
robot, and the interpolated error function is applied as a correction term to the 
forward and inverse kinematic transformations. Figure 2.12 shows the 
transference of robot programs using internal compensation where Ea and Eb 
represent the error map of robots A and B respectively.
Figure 2.12: Internal compensation scheme (InterRob, 1994).
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Internal compensation using a LUT is best suited for the specific areas of the 
robot work envelope where the task is to be performed. It follows that the 
smaller the calibration grid used, the more accurately the errors can be 
compensated using interpolation for locations between the nodal data points. 
This limitation can be restrictive depending upon the robot application task 
and the magnitude of the error vectors concerned.
As with all robot calibration processes there is the fundamental drawback that 
calibration must be performed as a separate measurement task, often requiring 
the use of the delicate and expensive measurement instruments to record the 
achieved robot pose position information. Instruments such as RoboTrak 
(Owens, 1994) are being developed to try to overcome this cost aspect, but 
industrial companies will still be reluctant to use external calibration devices 
for such calibration purposes due to their complexity.
2.5 Sensor based compensation strategies______________________
Sensors have the capability to allow a robot system to operate in a more 
flexible manner by providing information concerning the current state of the 
workpiece and workcell. The use of sensors for workpiece localisation as part 
of the workcell calibration process within CAD based OLP systems, as detailed 
in section 2.4.1.2, provides an example of how sensors may be incorporated 
within a robot workcell.
In general there are four main levels of communication within a robotic 
workcell that produce robot motion, the lower levels being used for trajectory 
control and dynamic control. Figure 2.13 shows the four main levels of 
communication. Workcell sensory feedback information normally interacts at 
the lower levels of this operational hierarchy, namely the manipulator and 
task level, as the higher level commands are related to the job description 
rather than the robot task conditions. Exactly which level or levels will be 
involved in a sensor-based application is dependent on the sensor used and 
the signals that it can generate. In the case of vision based sensors it is easiest 
to operate at the manipulator level as the task related information can be 
calibrated in terms of the robot base coordinate system.
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Figure 2.13: Robot operation command levels.
The plethora of multi-vendor robot and robot-sensor interfaces hampers the 
task of communicating to the robot or workcell controller. Conversely, lack of 
constraint at each interaction level provides flexibility when implementing 
new sensor technology.
Drews et al (1992) have developed standardised interfaces to achieve optimal 
robot-sensor performance as part of the ESPRIT Project CIM-Search I (Project 
No. 5272). The (virtually) universal RS232 link was deemed unsuitable for 
real-time requirements in the field of process control due to the low 
transmission speed and data rate. Instead a FIP fieldbus system built around 
the Manufacturing Message Specification (MMS) was used. Drews et al 
recognise that such a network, where communication partners can be easily 
added and where it is easy to change the interconnection of the devices 
involved, must also accommodate the large numbers of existing sensors 
which have analogue and binary interfaces. Their approach is demonstrated 
in an emulation of the neutral open interface in an arc welding application 
where robot calibration, workpiece localisation and seam tracking are 
involved.
The higher command levels are normally implemented through the use of a 
supervisory computer connected to a limited number of robot controllers. 
Sensor or management scheduling information is then used to decide the 
operational task required and the appropriate robot program is communicated 
to the robot controller (ABB, 1988). This scenario was historically required due 
to the memory limitations of older robot controllers. Present day modern
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controllers are fitted with larger memory modules, more suited to acting in 
this supervisory role.
2.5.1 Manipulator level task compensation
The manipulator level compensation strategy is based on a workcell sensor 
generating program path points in the robots base coordinate system before 
the robot executes that path motion or segment. In practice this strategy is 
executed by the robot controller signalling to the sensor to obtain its 
information, the sensor obtaining the information, calculating the required 
positions, and then communicating these positions to the robot controller. 
The robot program then continues executing, but now with the updated path 
points/ positions. This approach is shown in Figure 2.14 for a nominal robot 
program being generated initially from an OLP system. Note that the OLP 
program information is not updated with the sensor information.
The speed at which the sensor must generate information concerning the task 
to be performed and the speed at which the robot must react to this 
information, is severely affected by the functionality provided within the 
robot controller. Two approaches exist to cater for the different user 
requirements of different robot applications:
- High speed sensor applications e.g. arc welding, can use on-line 
path adaptation based upon the very fast execution of the 
manipulator level sensor control strategy, requiring very fast 
sensor-robot communication and a high speed controller (Drews 
and Starke, 1989). Hence, arc welding users requiring on-line 
trajectory adaptation normally have to purchase a higher cost, 
more sophisticated robot controller to obtain this functionality.
Slow speed sensor applications e.g. bin picking or assembly type 
operations, utilise slower methods of communication. Possible 
methods include: the updating of position registers using bit 
level communication, using offset voltages via the robot 
controllers input ports, or using a serial communication link 
from the sensor controller to the robot controller (ABB, 1988).
The slower speed method bypasses some of the more 
fundamental aspects and limitations of robot controllers,
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specifically regarding how they can alter the internal trajectory 
control and servo control operations on-line (Chen, 1994). This 
method requires that the sensor information is calibrated in 
terms of the robots base coordinate system, irrespective of 
whether the robot itself is calibrated, the only delay to the robots 
work cycle is in communicating the updated sensor generated 
positions to the robot controller. Which in turn depends upon 
the method of communication adopted, and the number of 
program path points to be defined.
Workcell controller Sensor, Xs
Xd - desired location 
0C - interpolated locations/velocities 
Xc - 'false' command locations 
Xa - achieved locations 
X s - sensor displacement
Xa = Xd + Xs
Figure 2.14: A scheme for manipulator level based compensation.
2.5.1.1 On-line trajectory adaptation
During on-line trajectory adaptation there is an interaction between trajectory 
planning and execution. Consider the case shown in Figure 2.15, where the 
current on-going trajectory or motion segment is from point A to B. When 
the trajectory has executed to point D, an event is sensed and a request to 
move to point C occurs. Obviously, a sensible solution to such a problem is to 
abandon the remaining part of the currently running trajectory and blend the 
motion into a new trajectory that heads for point C. Since point D is an 
intermediate path point and has not been originally specified as a motion start 
point, the trajectory planning part must interact with the execution part to 
retrieve the current execution point in order to plan how to get to point C.
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The information flow is therefore no longer in a single direction and adds 
increased complexity in practical implementations as the two areas have 
different repeating rates which must be synchronised for successful 
information flow. Chen (1994) has implemented such a sensing strategy and 
control algorithm within an open architecture robot controller demonstrated 
in use with a stereo vision system.
As the motion update commands for a typical commercial robot controller 
running under an operating system, such as VAL II, take place at 
approximately every 28msec, the compensation scheme must provide new 
trajectory information at or higher than this speed. Trajectory adaptation must 
also produce a smooth transition from the old motion segment into the new 
motion segment, this requires no discontinuities in both position and 
velocity. This requirement is shown in Figure 2.16.
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The new trajectory is assumed to start at position E, and the path between D 
and E represents the blended path that should be smooth and possess no speed 
fluctuations, particularly important for arc welding and sealant applications 
for final product appearance and integrity.
2.5.2 Joint level task compensation
This sensor based compensation strategy relies on a kinematic transformation 
between the workpiece features and the robots joint angles if the sensor 
derived information is to result in the correct robot joint motion (Drews and 
Starke, 1989). As discussed in section 2.2.1, the kinematic models are usually 
simplified and unknown to the user, hence this approach is rarely used for 
revolute serial linked configurations. However in robot configurations 
consisting of prismatic joints this compensation approach could be used with 
the sensor signals being fed directly to the joint control loop. As most robot 
controllers are still limited in terms of providing this functionality, sensor 
manufacturers have instead developed small mechatronic devices which are 
attached to the robot manipulator between the tool attachment point (TAP) 
and the tool itself. During normal program execution the robot TAP follows 
the same path each cycle, but the TCP follows a compensated path with minor 
corrections being provided by the sensor. Within the robot arc welding 
application area this approach has been used extensively to provide the 'bolt- 
on hardware type' through-the-arc seam tracking systems as described by 
Nayak and Ray (1993).
Overall, joint level task compensation is limited by the configuration of the 
robot being used, except in the case of 'bolt-on' systems where the application 
will require the use of a larger robot due to the increased payload 
requirements.
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2.6 Summary________________________________________
Various aspects involved in robot program generation for arc welding tasks 
have been described. The emphasis throughout has been placed on issues 
concerning the usability of robot programs for arc welding applications, 
irrespective of whether they are generated off-line or by manual teach-by- 
show methods, given the workcell and workpiece variability typical of arc 
welding applications.
Of the methods available for robot programming, 3D graphical based OLP 
simulation systems and automatic program generators, offer large economic 
benefits to users by substantially reducing the programming overheads. 
However, the programs produced on these types of systems are only initially 
accurate to 10's of millimeters, the differences between the 'ideal' (simulated) 
and 'real' workcell and robot mean that the programs are not immediately 
usable. These differences arise from several factors:
1) the relative position and orientation of all of the modelled workcell 
components are incorrect (workcell related).
2) the kinematic model of the robot within the OLP system does not 
match the 'real' robot kinematic model (robot related).
3) the kinematics, particularly the inverse kinematics of the 'real' robot 
are inaccurate i.e. the robot accuracy is poor (robot related).
4) the robot controllers dynamic model is too simple given the speed of 
operation of the robot in a particular task. Therefore path variations in 
the 'real' workcell become significant (robot related).
The robot related differences result in poor robot accuracy and path motion. 
These can be overcome through either the use of sensors, or by a variety of 
internal or external robot calibration strategies. The latter may be either 
parametric or non-parametric based, but would be best implemented by the 
robot manufacturers due to the complex identification process required and 
the manufacturers commercial sensitivity.
Whereas the workcell related differences are best overcome through the use of 
workpiece localisation sensors operating at the manipulator level of task 
compensation. These identify compensation transformations which are added 
to the local coordinate frame based program points. Both Schraft and Hartfuss 
(1994) and Shirinzadeh and Tie (1993) demonstrate the use of sensors in this
Ph.D. 1997 Gary Bonser 61
Chapter 2: Robot Programme Generation for Arc Welding Tasks
manner, although the latter also uses four calibration feature points within 
the workcell to perform the localisation operation to within the robots 
repeatability of ±0.05mm. Sufficiently accurate for both GMAW and GTAW 
operations.
Besides the use of sensors for resolving any discrepancies between the 'ideal' 
and 'real' workcells, they are also likely to be required to accommodate weld 
path variations due to part tolerances.
It can be seen that sensors play an important role in facilitating the efficient 
use of robotic arc welding systems, compensating for a range of robot and 
workpiece related variations. The following chapter will review the published 
work to-date in the area of sensors suitable for arc welding applications, from 
simple contact based systems to sophisticated computer vision based sensors.
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Chapter 3: Review of Sensors for Arc Welding
This chapter reviews the published work to date in the field of sensors suitable 
for use within robotic arc welding applications for detecting the location of a weld 
joint path. It includes existing sensors for weld localisation and seam tracking, but 
not sensors for adaptive process control. In each case the reported method of 
signal or image processing are described, including the attainable accuracy and 
fields of view. These functions are particularly relevant with regards on-line 
operation within an industrial arc welding workcell. Particular attention is paid to 
computer vision based techniques, although other more industrially widespread 
techniques are included for completeness. The review is summarised in section
3.7 where conclusions, as to the current deficiencies in the field, are drawn.
3.1 Simple contact and non-contact based arc welding sensors_________
Automated welding was initially only economic for relatively large workpieces 
involving long straight fillet or butt weld joints (Fekken, 1987). The physically 
large scale of this type of workpiece and the simple control functionality of the 
automated equipment permitted the use of simple contact probes or 'tracers'. 
These run along the weld joint, or a suitably parallel workpiece surface, to infer 
the correct weld joint location. These contour following and seam tracking 
sensors use either potentiometers or linear variable differential transformers to 
provide an electrical feedback signal to the weldgun manipulator system.
More modern contact based systems can either utilise the weld gun itself as a 
contact probe or they use arc characteristic information from the weld wire as 
welding is taking place to track the seam.
The simplest form of contact based sensor is a one degree of freedom contour 
following sensor where the output signal provides the basis for height adjustment 
of the weldgun manipulator. The more advanced and commercially popular two 
degree of freedom sensor provides both height adjustment and lateral feedback 
information in a similar manner. Figure 3.1 shows a contour follower and a 
'tracer' based seam tracking system with their associated directions of movement.
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Hori et al (1991) describes a variation of the 'tracer' theme by the use of a 
vibrating flat spring probe for seam tracking purposes within the narrow gap 
welding of grooves 6 to 30 mm wide, and 5 to 180mm deep. The reed system 
operates by tapping against the side walls of the joint and monitoring the sound 
produced - any phase difference between the joint sides indicating a seam 
deviation. The system developed uses a spring 0.7mm thick, 10 mm across by 
160mm long, and has a central dead-band of ±0.3mm. As with all contact probes 
used for seam tracking the workpiece, the weld joint geometry must be 
sufficiently large to allow the 'tracer' or probe suitable access to produce accurate 
signal information with a low risk of 'jumping out'. Therefore their sensor is 
restricted to applications consisting of either long straight fillet or butt welded 
joints.
The risk of 'jumping out', especially due to the presence of tack welds (which are 
often required to hold large workpieces together) has led to the development of 
non-contact eddy current type sensors for contour following. Wakamatsu and 
Kondo (1991) have developed ultra heat resistant eddy current based sensors 
using a drift compensation technique. Their small sized sensors, 14mm in 
diameter by 12mm long, have an effective linear range of 0-9mm. The 
temperature effects on the eddy current sensors are successfully compensated 
using a low pass filter on the sensor output signal with a variable capacitance 
feedback loop. Due to the poor resolution of signals generated, the resulting 
temperature compensated sensors are only suitable for simple weld joint 
configurations, as demonstrated in use on butt, fillet and narrow gap welds. 
Figure 3.2 shows the configuration of the eddy current sensors when butt and 
fillet welding.
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joint, and (b) a butt welded joint.
The most industrially prevalent contact based sensor are wire touch sensors, 
otherwise known as wire earth sensors, weld start sensors or touch sensors (Cook 
et al, 1989; Wilkins, 1989; Fukuoka, 1991; Nakajima et al, 1991; and Kroth and 
Seiler, 1994). These operate by applying a known voltage to the weld wire of the 
weldgun, moving the weldgun at slow speed in certain 'search' directions and 
detecting a small voltage drop upon contact with the workpiece, halting the 
robot, and measuring the robots attained position. By performing the search a 
suitable number of times a workpiece related calibration transformation 
indicating the actual position of the workpiece and therefore the weld joint, can 
be inferred relative to the robot base coordinate system. The time taken to halt the 
robot motion once a signal is detected limits the approach speed of the weldgun 
to 20mm/s if the weld wire is not to be deflected more than 1mm due to the 
physical contact. If the workpiece has to be sensed many times the overhead of 
using these on-line sensors can become significant.
Nakajima et al (1991) address the problem of the slow weldgun approach speed 
by the use of more advanced sensor control algorithms. Their approach sends the 
motor (controlling the search operation) the largest current command possible in 
the reverse direction upon contact. This retards and halts the weldgun motion 
very quickly, allowing an increased search speeds of up to 50mm/s without 
excessive deflection of the weld wire. Nakajima et al highlight the need for 
auxiliary weld wire functions including automatic extension adjustment, and 
negative wire feed functions.
The simplicity, robustness, and low cost of wire touch sensors has resulted in 
their successful adoption by industry (Cook et al, 1989). However, in isolation
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they can only account for gross positioning inaccuracies of the entire workpiece. 
Hence, other sensors are still needed if the weld path itself requires path 
compensation.
This requirement has led to the development and commercial success of the last 
method of contact based sensing: through-the-arc sensing, otherwise known as 
'arc sensing'; 'arc current control (ACC) sensing'; or 'arc voltage control (AVC) 
sensing' (King and Hirsch, 1978; Cook, 1983; Nomura et al, 1991). This method of 
sensing uses the arc characteristics to achieve seam tracking, specifically the fact 
that the electrode-to-workpiece distance is related to either the arc voltage or arc 
current depending in which welding process is being used. All through-the-arc 
sensing methods operate by weaving the arc back and forth across the joint being 
welded, and measuring the dependent arc parameter at both ends of each 
oscillation. The differences between these signals is then used to generate the 
position of the centre of the joint to be welded relative to the path currently being 
followed. Figure 3.3 below shows a schematic configuration of such a system.
(b) signals produced by the sensor.
Cook (1983) derives the underlying welding process model used in through-the- 
arc systems by analysing the arc voltage to arc gap relationship for both non­
consumable and consumable electrode processes i.e. GMAW and GTAW. Two 
different control algorithms are presented: template matching control, and 
differential based control. The template matching process looks to match the arc 
signals to a predefined or expected format, whilst the computationally simpler 
differential control method analyses the extreme weave data points to calculate
Ph.D. 1997 Gary Bonser 66
Chapter 3: Revieio of Sensors for Arc Welding
the central position. The average current signal produced whilst welding is 
measured by a Hall-effect type current sensor. The output proportional 
voltage signal is then passed through a low-pass filter and processed by a LVDT.
Through-the-arc sensors are packaged in three formats: a general purpose system; 
a bolt-on robotic system; and an incorporated through-the-arc robotic system, all 
except the latter utilising built in 50mm cross-slide units with a positioning 
accuracy of 0.25mm. Three different formats are available due to the technical 
differences that exist in the wide range of welding automation commercially in 
use. The incorporated robotic system uses two eight bit data buses and four 
handshake lines for communication between the sensor and the robot controller, 
where the exact implementation is robot specific, enabling the sensor to directly 
alter the robots movements.
Different approaches to generating the required arc oscillation have been 
achieved. Nomura et al (1991) use an electro-mechanical means of rotating the arc 
to form a high speed rotating arc welding process, earlier dismissed by Cook 
(1983) as being too bulky, sensitive to the environment, and limited to the spray 
transfer mode of GMAW. Araya (1991) on the other hand describes a method 
using the thermal pinch effect. Here, a small flow of air or shielding gas is 
intermittently blown beside the arc causing the required oscillation, however, no 
advantages are listed with these alternative arc weaving methods. Irrespective of 
the method of arc oscillation, the weld joint configuration must be sufficiently 
large so as to produce the required changes in electric signals. Therefore through- 
the-arc methods are unsuitable for complex or small joint types where there is no 
relationship between the electrical signal and the arc position e.g. butt weld joints 
in thin materials and saddle type joints.
However derived, the arc parameter signals sampled at the extremes of each 
oscillation are unstable, and can be affected by the weld pool and arc pressure, 
hence more robust methods of control have been developed to process the arc 
signals. Kim and Na (1991) describe the fitting of a quadratic curve to the welding 
current signal to infer the electrode-to-workpiece distance. They report successful 
results during the welding of horizontal fillet welds, with better results when 
welding with CO2 rather than mixed gas, evidence which indicates that the type 
of shielding gas mixture also affects the arc stability and hence the instantaneous 
electrical signals.
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Through-the-arc systems can only operate when there is a known relationship 
between the arc characteristic being measured and the lateral displacement of the 
weld wire, typical of an 'even' weld joint configuration i.e. the cross section of the 
weld joint is symmetrical. If the weld joint configuration changes during welding 
then the sensor may have to adopt a different strategy in order to operate 
successfully.
Dilthey and Stein (1994) mention the use of a neural network in conjunction with 
a through-the-arc seam tracking system to allow the correct determination of the 
seam tracking strategy given changing groove geometry during the welding of 
thin plates. In this application it is common for the weld joint type to change from 
an overlap to a double flanged seam, presenting problems to standard through- 
the-arc sensors. Unfortunately no implementation details are presented.
Besides the direct use of either the welding current or voltage, through-the-arc 
sensing can also use associated arc characteristics. Nakajima et al (1991) uses the 
frequency power spectrum of the welding current to infer the position of the joint 
from the current centre of the weave pattern. Good results were reported with 
this method when a weaving amplitude of 2-5mm was used on plate over 2.0mm 
thick with a joint gap of 2mm. However they do not report on the advantages of 
this method when compared to the standard arc characteristics.
The popularity of through-the-arc sensors for seam tracking purposes stems from 
their low cost and good performance, especially when used in conjunction with 
wire touch sensing for initial workpiece localisation. Their main deficiencies 
include the need for a weaving operation, or other method of arc oscillation, and 
the need for a symmetric joint cross section. Both requirements can only be 
satisfied when either welding larger joint sizes (with strict joint edge preparation), 
or when welding fillet joints.
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Within arc welding there are two main tasks to be performed by computer vision 
based sensors:
- the identification of weld feature points, and
- the conversion of the feature points into real world movements.
The use of sensors to perform these functions is part of the more general field of 
object recognition in which many techniques have been investigated, each with 
particular strengths and weaknesses, because vision tasks and their environments 
may vary enormously (Strand, 1985; Besl 1988; Nitzan, 1988).
A survey of range imaging sensors performed by Besl (1988) included the 
comparison of six optical sensor principles: radar, active triangulation, Moire 
techniques, holographic interferometry, focusing, and diffraction. Besl concluded 
that future work would be aimed at: addressing the acquisition process through 
the development of high powered eye-safe lasers; eliminating the need for single­
beam scanning based mechanisms due to the associated calibration and reliability 
problems, and increasing the accuracy of sensors through the use of sub-pixel 
intensity averaging algorithms. Many of Best's conclusions have yet to be 
resolved due to the inherent physical and technical limitations of ranging 
methods.
Nitzan (1988) generated the hierarchy of techniques for generating three 
dimensional information shown in Figure 3.4 which encompasses all of the 
techniques reviewed by Besl (1988).
Within arc welding both indirect (passive) and direct (active) methods have been 
successfully implemented. Nitzan himself demonstrates the use of a triangulation 
based range sensor in an arc welding seam tracking application (Nitzan et al,
1987). The flexibility, quality of the information yielded, and their decreasing cost, 
mean that computer vision based sensors are likely to predominate arc welding 
applications in the future (Boillet et al, 1994).
3.2 Computer vision based arc welding sensors___________________________
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Figure 3.4: Techniques for measuring 3D information (Nitzan, 1988).
The commercial importance of arc welding processes has meant that much work 
has been performed investigating the use of vision based sensors within arc 
welding. Cook (1983) provides a thorough review of the early work, listing only 
two computer vision based approaches as being industrially implemented. 
Agapakis et al (1990) attribute the small use of early systems outside the 
laboratory to their limited functionality and flexibility, which typically restricted 
their use to one application area or indeed one joint configuration.
The following sections are limited to applications of arc welding sensors where 
the underlying computing power enables successful on-line operation within 
modem workcell environments.
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Passive optical sensors apply computer vision techniques to images obtained 
under ambient lighting conditions to produce sufficiently fast and accurate 
information concerning the application. Within arc welding the visible ambient 
lighting conditions vary substantially due to the intense amount of light energy 
generated by the arc welding process itself. These effects can be: eliminated 
through the use of a preview technique, which analyses the weld joint before 
welding commences (Campbell and Hewit, 1983); reduced by the use of infrared 
wavelengths only (Nagarajan and Chin, 1991); or ignored by inferring the weld 
joint position by directly analysing the weld pool shape (Niepold and Brummer, 
1987; Okumura and Nishikawa, 1991; Boillet et al, 1994).
The use of preview sensors is common in pick-and-place or assembly type 
operations where the lighting conditions can be carefully controlled to maximise 
the effectiveness of the computer vision based information extraction (Wallster, 
1995). When applied to arc welding their main deficiencies are an inability to 
cater for in process weld joint distortion, typical of long 'untacked' or poorly 
fixtured straight butt and fillet joints, and the associated economic overheads of 
analysing the workpiece before welding commences.
Campbell and Hewit (1983) describe two preview methods and applications 
based on the grey scale analysis of images taken of workpieces before welding 
commences. One application consisted of the workpiece localisation of spacers 
welded to boiler tubes, a task requiring some 600 spacers for each 3 metre 
squared platen. During operation the robot with an attached camera was driven 
to a position above the approximate location of a spacer. An image was then 
obtained and processed, aiming to identify the spacer location relative to two 
previously calibrated datum points on the jig. This preview approach was termed 
'Dynamic On-line Programming' by the authors due to the reduced number of 
robot program points originally specified within the robot program. The number 
of program points being enlarged on-line through the computer vision based 
workpiece localisation sensor. In this application the flat shape of a spacer has 
reduced the vision problem from three dimensions to two dimensions. No 
measures of the systems performance are presented, although it is thought that 
the large numbers of spacers involved, the simple shape of the spacers, and the 
costs involved with highly accurate fixturing, render the use of off-line
3.2.1 Passive optical based arc welding sensors
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programming coupled with on-line sensing financially attractive to the project 
sponsor.
Campbell and Hewit's second task using computer vision in a preview mode was 
for the welding of bifurcation joints in boiler tubes: a bifurcation being a complex 
tube joint used to either split or join two parallel paths into one, see Figure 3.5 for 
an example, given by the authors.
K W w w w x w w w w x
Figure 3.5: A cross-sectional view of a bifurcation joint 
(Campbell and Hewit, 1983).
The three dimensional nature of the weld path required four different images of 
the joint for identification and localisation purposes. This was accomplished by 
holding each set of component tubes within a rotating positioner: two images 
evaluated the concentricity of the two component tubes that form the joint; and 
two images were used to identify the weld joint root gap, consisting of a front and 
inclined side view as shown in Figure 3.6. Controlled illumination was used to 
produce a distinct black line at the weld path which was identified using an 
(unspecified) edge finding algorithm. Campbell and Hewit used a frame store 
with 512x512 pixels with 6 bits/pixel, commenting that 256x256 pixels provided 
insufficient resolution given the accuracy of the edge finding algorithm, and 
problems when illuminating the component. Once identified, the shape of the 
weld line was fitted to a predetermined mathematical model, with deviations 
from this model being used to calculate the position of the weld profile and 
generate the required movements of the robot to weld the bifurcation joint. It is 
thought that the tubes involved in this application range in size from 100mm 
diameter upwards, although tubes of 50mm diameter could have sufficient wall 
thickness so as to produce the required black stripe.
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Figure 3.6: Four views for bifurcation joint identification 
(Campbell and Hewit, 1983).
The use of known information within the image, either in the form of calibration 
points in the robots base coordinate system, or a known nominal weld path 
against which deviations can be compared, significantly eases the burden on the 
computer vision systems underlying algorithms to transform two dimensional 
image information into three dimensional path points in the robots base 
coordinate system. Campbell and Hewit's approach uses two datum (calibration) 
points within the workcell and is therefore an example of a non-contact optical 
based sensor which uses known geometry to infer three dimensional information 
in accordance with Figure 3.4.
In contrast to the use of the visible wavelengths of light in an arc welding 
workcell, Begin and Boillot (1987) use infrared vision via an array of PbS detectors 
for seam tracking control. Both the height and lateral positional of the weldgun 
relative to the weld joint are controlled by analysing the array image for 
characteristic features. By inclining the sensor at 30° in front of the weldgun, 
'pseudo-stereo' or triangulation is used to convert the detected features into
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absolute positional information relative to the joint. Experiments performed with 
the GMAW process on 5mm thick steel plate gave vertical and lateral accuracies 
of ±0.1mm, although it was noted that further developments were needed before 
the approach could compete economically with other seam tracking sensor 
techniques.
Nagarajan and Chin (1991) enlarge upon the use of infrared wavelengths for seam 
tracking purposes when using a scanning based mercury, cadmium, telluride 
(HgCdTe) detector to produce a grey scale images of 192x250 pixels with 8 
bits/pixel with a resolution of 9 pixels/mm. As the infrared intensity measured at 
the workpiece surface is a function of both the surface temperature and the 
emissivity, Nagarajan and Chin assume that the emissivity is constant to make 
the infrared intensity directly proportional to the temperature distribution. The 
scanning infrared imaging system tracks the joint and calculates the weld joint 
gap size by analysing the infrared intensity across the weld joint using image 
processing. The weld joint gap is found to correspond to a characteristic dip in the 
measured intensity across the joint, with the position of the dip within the image 
corresponding to the centre of the joint. The image processing algorithms operate 
by calculating the first derivative of the intensity profile of a suitable row in the 
image and establishing the zero derivatives. Figure 3.7 shows a typical signal 
before and after processing. Nagarajan and Chin’s numerous tests conclude that 
the ideal sensor position is approximately 12.5mm in front of the leading edge of 
the weld pool.
Figure 3.7: Infrared temperature sensor data (a) across a joint, (b) data processing.
It was established during the welding process that the molten metal contracts as it 
re-solidifies, which in turn draws the edges of the plates together, accounting for 
a disparity between the test plates and the sensor data during their early tests. 
Computational limitations with their experimental set-up restrict the scan rate to
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one scan every 1.7s with a welding speed of 2.6mm/s. Other noted disadvantages 
of their system: the prohibitive cost of the thermal sensor; the need for a bulky 
scanning unit; the need to cool their sensor; and the difficulty in eliminating 
interference from the arc itself, has meant that thermal based sensor systems for 
either eliminating joint offsets or joint variations have not been commercially 
successful, though capable of many on-line welding measurements.
The remaining passive optical technique used within arc welding applications is 
weld pool analysis. With this method images of the actual weld pool are analysed 
using image processing as welding takes place. The resulting characteristic weld 
pool shapes are used to infer the weldgun to weld joint positional relationship as 
a basis for seam tracking control purposes. Intense levels of emitted radiation 
from the arc across a range of wavelengths present difficulties with weld pool 
analysis systems. Wada et al (1991) measures the spectral distribution of a 
welding arc when assessing the use of filters for weld pool imaging. The resulting 
filtered images are comparable to those of Nagarajan and Chin (1991), allowing 
the successful identification of the weld wire position in the joint, weld width 
size, and arc length.
Okumura and Nishikawa (1991) describe a weld pool analysis system for the 
welding of thin gauge steels which has been used as the basis for a commercial 
system available for Motoman industrial robots - ARC-EYE (Anon, 1993). To 
operate within the harsh arc welding environment a stable image of the weld pool 
is provided by either a high-speed shutter arrangement incorporated with the 
camera, or by a filter that reduces the arc intensity. The choice of protection 
depending upon the arc effects produced by the welding application being 
considered. The system operates by taking binary images of the weldpool, 
calculating the centre, top, width and length of the weld pool, and analysing their 
respective positions. Figure 3.8 shows the basic shape of a weld pool when 
welding flat plates. The relative dimensional change of the weldpool features 
allows both seam tracking and height control. The system is suitable for both lap 
and fillet joints involving path deviations of up to 5° with speeds up to 
2500mm/s, but does produce a slightly flat weld bead profile.
Okumura and Nishikawa have established that when welding lap joints between 
thin plates the width of the weld pool becomes smaller when the gap between the 
plates increases; the arc centre moves to the left or right of the arc top when the 
height of the weldgun above the weld joint is too low or too high respectively;
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and the arc top moves to the left or right of the arc centre when the weldgun is to 
the left or the right of the weld joint respectively. Whilst this method appears to 
mimic some of the information used by a manual arc welder, it is limited to 
simple weld joint configurations that produce a characteristic weld pool shape.
Figure 3.8: Weld pool features used by Okumura and Nishikawa (1991).
Niepold and Brummer (1987) outline the use of other techniques for coping with 
the arc intensity when imaging the weld pool when describing their 
Programmable Adaptive Sensor System (PASS). This sensor is capable of using 
both active illumination for workpiece localisation and weld pool analysis for 
seam tracking. Alternative methods described to obtain better quality images 
include synchronised image capture when the arc brightness is intentionally 
reduced. This can only be accomplished when using the short circuiting mode of 
deposition in GMAW which produces momentary decreases in the arc intensity 
when the droplet connects the electrode and the workpiece, and the intentional 
dropping of the welding current in GTAW to reduce the arc brightness. The PASS 
seam tracking system uses image processing of grey scale 512x256 images to 
identify and extract the relative position of the electrode and the centre of the 
weld groove preparation, both laterally and vertically, and operates every 40msec 
via image processing algorithms which have been programmed in assembly 
language. Besides performing seam tracking, the PASS system is also capable of 
providing a means of adaptive process control by analysing the weld pool width 
and the joint gap width. It may then alter either the weaving amplitude, weaving 
frequency, weaving pattern, or the associated weld travel speed. The required use 
of the short circuiting mode of metal deposition when GMAW severely restricts 
the widespread use the PASS sensor system. However the use of a combined 
passive/active sensor which can operate in two sensor modes recognises that 
robotic welding systems must very often perform both workpiece localisation and 
seam tracking.
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Active, optical based sensor systems is a phrase used to describe the use of 
intentionally applied sources of light to a scene in order to aid the easier 
interpretation of the scene using image processing techniques. Once features are 
highlighted by the projected structured light, triangulation based upon the 
system geometry is often used to determine the range of the feature from the 
sensor coordinate system. In the case of arc welding sensor systems, active 
illumination in the form of structured light has been widely investigated. Arata et 
al (1977) originally performed feasibility experiments to consider the projection of 
both light and dark planes onto a fillet joint for seam tracking purposes, work 
which was further developed by Inoue et al (1980) for use with simple horizontal 
butt welds.
Besl (1988) provides a thorough review of active optical range imaging systems 
outlining the many different active triangulation methods reported. Within the 
application of arc welding, Besl concluded that actively projected light can 
overcome two major problems when trying to track weld joints:
- the variable high intensity light generated by the welding process. This 
prevents the direct imaging and recognition of features on the workpiece 
surface; and
- the recognition of features on the workpiece surface when the metallic 
workpieces have variable surface conditions and reflectances and an 
inherent lack of features.
Structured light based seam tracking systems utilise the automated welding 
mechanism to manipulate the sensor slightly in front of the welding arc. 
Therefore the nominal programmed path is executed with the sensor providing 
on-line path corrections. Structured light based sensors used in arc welding can 
be used for workpiece localisation and for seam tracking. Niepold and Brummer 
(1987) make the point that different weld joint lengths require different sensor 
strategies: small welds are unlikely to deviate from their anticipated joint path 
and will therefore not require seam tracking, whereas they may require weld start 
point localisation. The former sensor strategy is termed 're-framing' by Davey et 
al (1987), a process whereby a taught weld path is displaced in angle and position 
to cope with localisation errors of a discrete part whose dimensions are well 
defined.
3.2.2 Active optical based arc welding sensors
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These seam tracking systems operate by scanning a laser beam vertically across 
the joint being welded and directly obtain depth values from the geometry of the 
laser beam, lens and detector. Several designs have been developed, several using 
mirrors to produce as small a sensor housing as possible to limit extra
payload effects and access limitations (Begin et al, 1985; Boillet and Cote, 1992).
Oomen and Verbeek (1983) developed a system known as 'Seampilot' built 
around the scanner arrangement shown in Figure 3.9. At a particular instant, the 
laser beam is directed onto the workpiece surface. The diffuse reflected radiation 
from the illuminated spot is captured by the lens and focused onto a linear 
detector, which consists of a row of separate detector elements. As a result, each 
separate detector element corresponds with a specific height interval along the 
projected laser line, and the element number on which the spot is focused 
indicates the actual height. Spurious illumination from both the arc and spatter is 
defocused by the extremely short depth of focus lens, spreading the reflected 
radiation across a large number of elements, producing a low detector response 
or high signal-to-noise ratio.
Oomen and Verbeek achieve the scanning across the joint via the use of an 
oscillating axle with mirrors attached. The frequency, amplitude and mean angle 
of the axle oscillation is under software control with depth measurements being 
taken at 400msec intervals. Typical sensor set-up information results in 10 scans 
per second, an angular deflection of ±20° and a field of view of approximately 
50x85mm located 50-110mm below the sensor body. To operate most effectively 
two-way communication is required between the robot controller and the sensor. 
Ideally, before a weld is commenced the robot controller instructs the sensor to 
’look' for a specific groove type, by passing it a list of parameters called a 
'template1 - these parameters being derived from a separate on-line programming 
process for each weld joint.
3.2.2.1 Scanned beam based sensors
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Figure 3.9: The Seampilot laser scanner (Oomen and Verbeek, 1983).
The sensor can also act as a workpiece localisation sensor, identifying weld joint 
start points before welding commences and then seam tracking the identified 
joint whilst welding. This additional functionality having been incorporated 
within the similar laser scanning seam tracker, LaserTrak, by Bjorkelund (1987). 
As the sensor analyses the weld joint several centimetres in front of the weld pool, 
the joint information must be delayed in relation to the welding speed before 
being communicated to the robot controller. The identification of the reflected 
spot in the detector is accomplished by counting the detector elements rather than 
by monitoring amplitudes, making the sensor robust to workpieces of varying 
reflectivity. The sensor has been demonstrated on-line within several applications 
including an aluminium welding application consisting of both straight vee 
grooves and lap joints (Appels and Versteege, 1993). Widespread industrial use in 
conjunction with Cloos Robots has also been achieved with this sensor (Anon,
1988), but the two-pass operation, i.e. the use of a priori knowledge concerning 
the joint type to be expected, is seen by many (Nayak and Ray, 1987; Sicard and 
Levine, 1988) as excessive given the need for economic small batch production.
Due to access limitations posed by a fixed weldgun to sensor arrangement Begin 
et al (1985) incorporate separate axis control for their 'SATURN' sensor, also used 
as a basis for the larger 'JUPITER' sensor, both later marketed by Servo-Robot Inc..
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The separate controllable axis produces rotation around the weldgun axis, 
allowing the sensor to track the weld joint independently of the actual weldgun 
orientation. An auto synchronised scanning approach is adopted for: improved 
field of view to linear detector size; reduced sensitivity to lateral motion of the 
sensor; and automatic adjustment of the laser intensity to avoid detector 
saturation. Due to the rotational scanning employed, fixed scanning beam sensors 
produce a slight distortion of the output image, requiring transformation of the 
raw data from polar coordinates to Cartesian coordinates. This allows the easier 
use of the sensor information given most workpieces and robot programs are 
defined using a Cartesian coordinate system. Figure 3.10 shows the typical raw 
data, true profile, and segmented profile from the auto synchronised sensor. The 
changes of gradient of the continuous line representing features of the weld joint.
The SATURN system consists of a 30mW infrared laser with: a field of view of 
60mm; a depth of field of 60mm; a stand-off distance of 80mm; and an accuracy of 
0.12mm. It is capable of 28 profiles per second and weighs 1.5kg. Tests on single 
pass butt, lap, and fillet welds have been performed along with some multipass 
weld joint configurations.
Nayak and Ray (1987, 1990, and 1993) have investigated the use of a scanning 
beam based seam tracking system called 'ARTIST' - Adaptive Real-Time 
Intelligent Seam Tracker which was designed for multipass single vee 
preparations weld joints. The final tracking accuracy is not specified but the laser 
profiling gauge has: an accuracy of ±0.005"; a measurement range of 1.5" ±0.75"; a 
scan width of 1.25"; and a selectable beam power between l-30mW, at a 
wavelength of 780nm. Two novel aspects of this sensor are worthy of note: the 
laser beam is deflected by an acousto-optic deflector and hence has no moving 
parts; and the CCD array has a controllable exposure time which allows their 
laser profiling gauge to function in a wide range of light intensities and therefore 
on a range of materials. The use of moving parts within scanning based sensors is
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seen as a weakness in their construction considering their intended use is within a 
harsh industrial environment (Davey et al, 1987). However, defect free operation 
of the moving parts in excess of 60,000 hours provides evidence of their 
robustness (Oomen and Verbeek, 1987).
Alternative scanning based arrangements have been proposed. Instead of 
oscillating a beam across a weld joint, either mechanically or by an acousto-optic 
deflector. Wu (1994) proposed rotating a laser beam and detector arrangement in 
the continuous circular pattern around the sensor weldgun axis. The sensor 
stand-off distance is quoted as 35mm with a linear range of ±10mm, although no 
other test results or accuracies have been detailed.
3.2.2.2 Active fixed-beam sensors for arc welding
In contrast to the scanning of a single beam across a weld joint, active fixed-beam 
systems for arc welding sensors usually project a sheet or plane of light across 
the weld joint. Only one arc welding sensor projects more than one plane 
(Niepold and Brummer, 1987). The associated distortion of the incident light on 
the differing surfaces is used to identify the weld joint features. The use of an 
offset imaging array, with an associated offset angle, enables triangulation to be 
used to derive the range to the identified weld features. This technique falls under 
the commonly known technique of 'structured light' (Fu, Gonzalez and Lee, 1987; 
Besl, 1988), first investigated for surface measurement of general objects, where 
other known patterns such as grids can also be projected (Agin and Binford, 1976; 
Agin and Highnam, 1982; Gordon and Seering, 1987).
Single stripe systems
The use of a single projected stripe and an area array produces images which are 
very similar to those produced by the scanning based systems: instead of the 
images representing scan position and diode number or depth, see Figure 3.10(c), 
the images represent two orthogonal directions - across the weld joint and depth 
Refer to Figure 3.11. The very similar images utilise identical image processing 
techniques for the subsequent segmentation and feature detection image 
processing operations, however, the preprocessing and interpretation operations 
can vary significantly.
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Figure 3.11: An image obtained from a single stripe based seam tracker.
Morgan et al (1982) describe a single stripe based system capable of seam tracking 
when arc welding thin sheet steel pressings, based around a CCD camera and a 
laser diode light source, similar to Figure 3.11. The sensor is capable of both 
workpiece localisation in a 'pre-weld' mode and seam tracking. The sensors field 
of view of the joint is approximately 16x19mm centred 16.5mm in front of the arc, 
with the light sheet 18° to the camera axis. The 256x256 pixel array provides an 8 
bits/pixel image which can be processed at 5 frames per second.
Problems identified with the recognition of the reflected stripes in the image 
include: arc-glare; weld spatter and specular reflection. Arc-glare is reduced by 
the use of a narrow band pass filter centred on the wavelength of the projected 
light (Smati et al, 1987). Weld spatter, which produces mechanical damage and 
additional stripes in the image is reduced by replaceable optical filters and signal 
processing (Morgan et al, 1983). Specular reflections produced by the nature of 
metallic surfaces are identified as the biggest problem of structured light based 
sensors, producing large image intensity variations and additional stripes in the 
image (Nayak and Ray, 1993).
The success of Morgan et al's single stripe based sensor, given the low powered 
computer resources available at the time, stemmed from the sensors ability to be 
pre-programmed using the actual workpiece, or 'master assembly'. This provided 
data for comparison purposes during seam tracking - a process later known as 
'Vision Teach' (Davey et al, 1987). During operation the image data is analysed
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and positional errors between the 'teach time model' and the 'actual weld time 
image' are fed back to the control computer to close the feedback loop. Morgan et 
al mention that the taught image quality can be improved during sensor 
programming by spraying the workpiece matt white to aid the reflectance 
properties. The sensor accuracy is quoted as 0.5mm for seam tracking, and 0.2mm 
for weld groove gap monitoring, but can only be applied to lap and fillet welds. 
The weld joints are pre-taught for several reasons: it enables more accurate 
tracking along sharply curved weld joints (defined as less than 40mm radii), and 
produces more resilient image processing (Davey et al, 1987).
This sensor has been the basis for the commercially available MetaTorch range of 
arc welding sensors currently available in the form of the MetaTorch 200 and the 
MetaTorch 500 seam tracking devices (Davey et al, 1989). Figure 3.12 shows the 
arrangement for a MetaTorch seam tracking device above a lap joint.
Figure 3.13 shows typical images produced by a single stripe based seam tracker 
for a range of different joint types.
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Figure 3.13: Sensor images produced by a single beam structured light sensor. 
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Drews and Starke (1989) describe another single stripe sensor which utilises 
binary coded images to reduce the volume of data being handled. This requires 
automatic control of the light/dark threshold because the binary image quality 
depends on: the quality of the projected light stripes, the affect of the workpiece 
surface, and the threshold adjustment level. The 128x128 image data is then 
further reduced to 128x1 elements to produce data identical to scanning based 
sensors. The overall system accuracy is reported as ±0.5mm at a welding velocity 
of 14mm/sec, with tests being performed on butt, lap, vee butt, and fillet welds.
Clarke et al (1989) also report resorting to binary images due to time limitations 
when processing 256x256 images on the single-pass sensor called TIMTRACKER. 
Instead of a laser diode light source being used to produce the light stripe, a 30W 
tungsten halide lamp is used. This light source is focused to provide a relatively 
thick light stripe (7mm) in front of the welding arc. Problems of unacceptably 
long signal processing time required that the image analysis was restricted to part 
of the sensor array local to the previously established weld joint position. The 
initial picture analysis therefore takes 1 second whilst the subsequent restricted 
analysis takes only 20msec.
In contrast to the use of a plane of light, Agapakis et al (1990) utilises a novel laser 
beam projection system which projects a conic surface of light (Libby, 1982). The 
sensor is capable of weld jbint localisation, seam tracking, and adaptive process 
control. Agapakis et al claim That this method of projecting a beam across the 
weld joint surface has two advantages: it allows independent tracking of the seam 
without sacrificing the weldgun orientation or using one of the robots degrees of 
freedom; and the subsequent radial image scanning approach developed is 
effective at identifying the reflected laser image from arc noise and flying weld 
spatter. Real time control is achieved using an integrated system architecture with 
a multitasking and multiprocessing real-time operating system. The image 
processing algorithms use both built-in descriptions of standard weld joint types 
and a history mechanism that prevents dramatic unexpected path changes. 
Accuracies produced by this sensor arrangement are 0.4mm for a 99x132mm field 
of view; 0.25mm for a 61x81mm field of view; and 0.15mm for a 35x48mm field of 
view. The joint feature measurements produce the necessary joint offsets at a rate 
of 3-5Hz in the reported hardware configuration, suitable for most seam tracking 
applications.
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The use of structured light in the form of multiple projected stripes has received 
little attention within arc welding applications due to the suitability of single 
beam systems for long weld joints - the more industrially prevalent joint type. 
However, it has been widely investigated for general object recognition purposes 
where complex image processing operations are required to overcome problems 
in identifying which projected stripe appears in the image, otherwise known as 
correspondence problems (Altschuler et al, 1981; Yang et al, 1984; Wang et al, 
1985). Correspondence problems can be eliminated if the structured light is used 
for illumination purposes only, highlighting the workpiece features within the 
scene, a process termed controlled illumination (Urban et al, 1994).
Whereas conventional fixed-beam structured light sensors are moved by the 
robot (Chen and Kak, 1987), grabbing images at a certain rate - spaced along the 
weld joint to build up information concerning the object, multiple fixed-beam 
projection systems grab only one image containing the spatially distributed 
features of the object (Altschuler et al, 1981). Besl (1988) reviews many of these 
systems, outlining the different approaches adopted to resolve the more complex 
images, and considers them to have a high performance index when compared to 
scanning and single stripe based systems.
In general, multiple fixed-beam projection systems are aimed at:
- speeding up the projection process,
- reducing the imprecision due to mechanical effects, and
- allowing the use of ranging systems in dynamic environments, as only one 
image is required.
Jalkio et al (1985) investigate a prototype multistripe sensor for range mapping 
which uses a translation stage to move the 16 projected stripes eight times across 
the field of view, therefore requiring eight images to be grabbed. The sensor has a 
field of view of 60x60mm, a depth of field of 12.5mm, a lateral resolution of 
0.5mm, and a height resolution of 0.25mm. A scene is reportedly processed in 120 
seconds in software, with the (anticipated) hardware implementation taking 
under 1 second due to the processing algorithms simplicity. Optical problems 
reported include: varying reflectivity due to object surface roughness; distortions 
introduced by the optical system itself; and speckle. Once the range map has been
Multiple stripe systems
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derived it must then be processed to identify suitable object features, processes 
which can take a substantial amount of additional processing time.
Although single stripe based seam trackers predominate the literature concerning 
active optical based sensors, multistripe projection has been utilised by Niepold 
and Brummer (1987) for the weld localisation or re-framing (Davey et al, 1987) of 
small weld joints. The sensor uses four thick planes of laser light to recognise the 
small joint to be welded, adapting the entire path stored within the robot 
program before welding commences. Figure 3.14 shows the characteristic split in 
the projected stripes produced upon the weld joint surface by a lap joint.
sensor image of a lap joint.
The projected stripes are shown from left to right with a dislocation in each due to 
the weld joint. The image processing operations aim to detect two feature or 
'rupture' points per thick stripe section, and perform a 'best-fit' operation to 
define the weld seam line which passes through each feature point. The system is 
calibrated by using a nominal joint to obtain a reference point from which the 
lateral displacement of the weld joint is derived. Gaps between the overlapping 
plates being calculated by measuring the distance between the top edges of any 
dislocated strip. Niepold and Brummer successfully adopted multistripe 
structured light for their application due to the relatively small size of the 
workpiece concerned. As a workpiece localisation sensor the weld joint is 
assumed not to deviate with respect to the general workpiece geometry. It is 
therefore unsuitable for small weld joints which do vary with respect to the 
overall workpiece geometry.
Other multistripe techniques that have been proposed since the original grid 
coding technique of Will and Pennington (1971) have been predominantly
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proposed to overcome the correspondence problem encountered for general 
object recognition: detecting which line in the image corresponds to which 
projected plane of light. This is necessary if the unambiguous location of object 
features is required using triangulation.
Colour encoded light has been proposed by Boyer and Kak (1987), who illuminate 
the scene with a single encoded grid of coloured light stripes. The correspondence 
is eliminated when matching the known projected pattern to the illuminated 
stripes, a process they named 'indexing1, by making use of the colour encoding 
used. Unfortunately metallic surfaces which themselves have a deep saturated 
hue, shift the colour balance of the reflected light causing 'indexing' problems.
The problem of colour shifting is avoided by Altschuler et al (1981) when 
proposing the illumination of a scene with a sequence of binary-coded stripe 
patterns of ever increasing resolution. Instead of 128 single stripes being required 
to analyse a scene the use of a binary code means that only eight (plus one 
unilluminated pattern) are required. Figure 3.15 shows the basic concept involved 
with binary encoded structured light. The difficulties posed by producing the 
required stripe patterns are considerable. In their experimental set-up Altschuler 
et al used an array of 128x128 laser 'beamlets', which were then shuttered using 
cards to produce the required sequence of patterns. Recently however, the 
development of new programmable optical light grids, as detailed by Wolf (1993), 
has made this technique viable for on-line use in industrial environments, 
reducing the time taken to produce a full range image, of say 500 lines, from 20 to 
3 seconds.
Figure 3.15: Binary encoded structured light.
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A more recent method of eliminating the correspondence problem is to project a 
pattern consisting of multiple lines containing random cuts or dots in each line. 
Maruyama and Abe (1993) use small line segments in the image to match those 
being projected. By using segment matching and then adjacency relationships, the 
entire range map is formed. However, discontinuity of objects, occlusions, highly 
textured surfaces and noise present correspondence problems although no 
accuracy results and processing times are detailed.
3.3 Computer vision applied to arc welding sensors________________
The ability of computer vision based arc welding sensors to operate successfully 
hinges upon the correct generation and identification of weld joint features. The 
image processing techniques must perform at high speeds and be robust enough 
to comply with the changing surface and edge conditions, as well as the arc 
welding environmental conditions, particularly smoke and weld spatter.
The use of computer vision as a basis for arc welding sensors is limited by: the 
image processing techniques used; the limitations of computer processing speed; 
and the weld joint configuration under consideration. Contrasting approaches are 
demonstrated by the work of Campbell and Hewit (1984) and Morgan et al (1983), 
where different approaches have been adopted to suit the sensor access possible 
around the weld joint. The former work involves the welding of tubular 
bifurcation joints and uses four grey scale images to detect the entire weld path 
before welding commences. Whereas the latter uses a laser scanning based seam 
tracker for the welding of thin sheet lap joints, analysing five images per second.
These contrasting techniques require different methods for the image processing 
elements: image pre-processing (enhancement); weld joint feature identification 
(image segmentation and feature extraction); and finally image interpretation. 
The following sections discuss image processing approaches which have been 
used within active structured light sensors.
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It is widely acknowledged that image processing is best performed with the best 
quality input image in order to minimise the amount of subsequent image 
processing (Vernon, 1991). Structured light produces the best quality images 
when the surface being measured has Lambertian reflectance characteristics, 
typical of diffuse surfaces. However, most surfaces encountered within arc 
welding applications have mixed reflection characteristics: producing both 
diffuse and specular reflection. The problem is exacerbated within arc welding 
applications due to the light emitted by the arc itself and the varying material 
surface conditions. The varying intensity of the reflected light can either lead to 
the saturation of the detector array, or a lack of detector signal. As the 'exposure 
time' or scan rate of the computer vision based detector array is fixed, the degree 
of incident reflected light must be strictly controlled. This is usually accomplished 
by a combination of: moving the sensor away from the weld pool, reducing the 
effect of the arc; passing the reflected light through a low pass filter (Morgan et al, 
1983; Nayak and Ray, 1987; Agapakis, 1990); or by controlling the emitted light 
intensity such that adequate detector saturation is always achieved (Oomen and 
Verbeek, 1983; Nayak and Ray, 1993).
Despite precautions, problems concerning adequate illumination can only be 
minimised and not eliminated, resulting in false responses within the detected 
image and missing data points. Figure 3.10(a) shows spurious readings and 
missing data typical of scan information. Early error detection using heuristics 
based upon a model of the seam geometry i.e. comparing the range data for a 
particular scanning position against the expected trend for the entire scan and 
eliminating spurious signals, is not possible at this stage of the image processing. 
In a similar way that image integration operates to reduce sampled noise in single 
images (Russ, 1995), noisy scan data can use several sampled images to remove 
spurious measurement data. Sicard and Levine (1989) adopt a time variant noise 
reduction technique, even though the sensor was moving between successive 
scans, the general assumption that the successive pixel images represented the 
same structure was still approximately valid due to the high scan rate used, and 
the relatively slow rate of change of the weld path. Instead of an averaging 
calculation being performed to reduce the signal to noise, a median approach was 
adopted. Here the depth scans across a seam can be represented by Si, where Si is 
expressed as
3.3.1 Image preprocessing
Si = zi8, zi1, zi2, zi3,..., zi233 ..Equ.(3.1)
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where zij refers to a depth value of scan i, at position j across the seam. Five scans 
can therefore be represented by:
51 = zi8, zi^, zi2, zi3,.., zi233 ...Equ. (3.2)
52 = Z2°, z2^, Z22, z23,.., Z2233 ...Equ. (3.3)
53  =  Z 3 ° ,  Z 3 1, z 32, Z33 , ..., Z 3255  ...Equ. (3 .4)
54  =  Z4pf z 4 ^, Z4 2, Z43 , ..., Z 4233  ...Equ. (3.5)
5 5 =  Z 5 ° ,  Z 5 1, Z5 2, Z53 , ..., Z 5255  ...Equ. (3.6)
The resulting filtered scan is:
Sf = zfO, zfl, zf2, zf3,..., zf233 ...Equ. (3.7)
where:
zi* = median(zi3, zi1, zi2, zi3, z ff zi3) ...Equ. (3.8)
Whilst improving the sensor data, additional storage space and mathematical 
operations are required which take additional computational time.
Besides noise reduction, a further compensation is often required for laser 
scanning based sensors - image calibration. This transforms the radially measured 
range information into true space coordinates (Begin et al, 1985). Figure 3.10(b) 
shows a typical 'true' profile. Calibration converts the radially derived range data 
from polar coordinates to Cartesian coordinates, thereby flat surfaces on the 
object surface are represented as flat surfaces in the image plane.
3.3.2 Image segmentation and feature extraction
Once pre-processed corresponding features must be identified in the image in 
order to recognise the seam geometry, irrespective of whether it is an intensity or 
range image. In general, these include both feature points and feature surfaces 
(both planar and non-planar). The feature size, along with the feature 
relationships, can then be used in heuristics to interpret the entire image. For 
welding within an unstructured environment Nayak and Ray (1993) outline two 
heuristic approaches: top-down and bottom-up seam recognition. The top-down 
approach starts with heuristics to hypothesise the seam type that is most likely to 
be encountered in the current scan, followed by the application of algorithms 
specific to that seam type. The algorithms both verify the hypothesis and extract 
the features in the image. Whereas the bottom-up approach models complex 
seam types from primitive features such as straight lines and arcs. This process 
starts with the use of general segmentation algorithms to extract primitive
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features, followed by construction of a contour from these primitive features. A 
matching process is then performed to identify the contour features against the 
expected contour type. The matching process provides labels of various extracted 
features and their location in the image. The bottom-up approach has been 
adopted in many sensors as it is data driven, requiring just a basic model of any 
new joint type, unlike the top down approach that requires feature recognition 
software for any new seam introduced to the sensor.
Feature points are identified in both heuristic approaches through the detection of 
orientation changes at points along the image where the slope changes abruptly 
between two line segments. Techniques used include the second difference 
operator (Agapakis et al, 1990), and the detection of zero crossings (Nagarajan 
and Chin, 1991). However, Nayak and Ray (1993) propose that feature points on 
their own are too unreliable, suggesting the use of feature surfaces as well to 
improve accuracy. The two main approaches to performing the segmentation of 
the scan data have been investigated by Sicard and Levine (1989): the split-and- 
merge technique (Pavlidis and Horowitz, 1974), and the scan-along technique 
(Sklansky and Gonzalez, 1980).
With the split-and-merge algorithm the profile is initially split into a number of 
intervals. A test of co-linearity is performed on the data in each region. If the error 
norm exceeds the threshold, the region is split again. This operation is performed 
recursively until all regions are considered linear, then adjacent regions are 
merged if they are collinear until no more merging is possible. See Figure 3.16(a).
The scan-along technique operates on a single pass of the data. It starts from a 
source point, usually the leftmost data point, and travels along the profile until 
the segment joining the source point and the actual point exceeds a user specified 
distance (the measured error). A break point is then registered at that point and a 
new source is taken at the following point. This continues until the rightmost data 
point has been reached. See Figure 3.16(b).
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(b) scan-along techniques.
Sicard and Levine (1989) compare both methods, adopting the scan-along 
technique as it operates four times faster than the split-and-merge technique, even 
though it is more susceptible to generating more break points because of its 
sensitivity to noisy data, and is weak at detecting points of inflexion in a smooth 
curve in a profile. Additional increases in speed were also achieved by avoiding 
searching the whole image for features, instead analysis was conducted in 
predicted locations which stemmed from the use of a template based technique 
for joint tracking. Simulation based tests for single pass welds yield computation 
times of approximately 100msec for vee, 110msec for lap and 145msec for butt 
joints, with further code optimisation required before real time implementation in 
a real welding system.
Once the 'break' points have been segmented from the input data, comparison 
with a set of generic models occurs, extracting the required feature points. 
Typically the segmented data is compared to 'templates' to obtain a match 
(Oomen and Verbeek, 1983; Boillet and Cote, 1992; Nayak and Ray, 1993), 
however a higher powered method based on syntactic analysis has been 
attempted (Sicard and Levine, 1989). Syntactic analysis provide a means of 
describing structures without numerical information. Two major steps are 
required according to Fu (1982). First, a set of pattern primitives must be selected 
such that they provide a compact but adequate description of the expected stripe 
profile whilst being easily extracted from the input data. Secondly, grammar must 
be built to generate a language that describes the patterns under consideration.
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Thereby the segmented data is labelled, parsed and then matched to an ideal joint 
model, resulting in the identification of the joint feature points. In the 
implementation by Sicard and Levine (1989) they concluded that the use of 
syntactic analysis was too complex, particularly when dealing with the wide 
range of joints types typical of arc welding, instead they adopted template 
matching during subsequent sensor evaluation.
Template matching is used to avoid exhaustive searches for features in the image 
by restructuring the analysis to the neighbourhood of predicted locations. The 
template is built from the knowledge of the predicted feature positions, and the 
exact geometry is obtained by considering the best match of the template with the 
actual signal. Davis (1979) provided a basis for such a technique by describing 
shape as a sequence of angles, where the matching process consists of minimising 
the global template deformation, taken as being proportional to the angular 
differences in the signal and template. Sicard and Levine (1989) further developed 
this approach by considering the length of the straight line segments as well as 
the angles. Each template profile can be represented by a series of branches:
T = Ti, T2, T3,.., Tm ...Equ. (3.9)
where m is the number of branches or surfaces, and each Ti is a pair of length and 
angle measurements (If, ai), where If is the absolute length of the branch, and ai is 
its angle with respect to the horizontal. The template matching process attempts 
to find the best registration of the template with the data by attaching the 
template to the breakpoints (in turn) such that the total template deformation is 
minimised. Figure 3.17 shows the m a telling of the template branch Tf to the break 
points sk and sI of the segmented scan. The deformation Df(k, /) for the branch is 
given by:
Df(/c, I) = [ If - d(sk, si)] + [ 0ti-Z (sk, si)] ...Equ. (3.10)
where d(sk, sf) is the distance between points sk and sf, and Ask, sf) is the angle of 
the line passing through these points.
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Figure 3.17: Matching of a template branch over segmented data 
(Sicard and Levine, 1989).
The total deformation is then measured as a sum of the individual branch 
deformations. When the best match is found, the selected breakpoints are used as 
the weld joint feature points. Sicard and Levine reduce the length of time taken to 
perform this search strategy by using geometric properties of the joint being 
considered, enabling the computational burden to remain within acceptable 
limits.
3.4 Summary and conclusions_____________________________
A variety of sensor techniques and computer vision image processing techniques 
have been proposed for the purpose of general object location and specifically for 
weld joint determination. Traditional scanning and single stripe based seam 
tracking systems are able to identify weld joint features through the use of: 
controlled illumination; simple high speed image preprocessing; robust 
segmentation, and feature identification. However, these systems are limited to 
the most industrially predominant weld joint configurations: relatively long and 
straight butt and fillet welds. For smaller more intricate weld joints, such as the 
saddle type joint formed by small diameter tubing, alternative sensors which 
have been predominantly developed for the problem of general purpose object 
recognition, could be used.
The previously proposed sensors which utilise active illumination, use the 
structured light to both aid the weld joint feature recognition process and to 
derive range information. The range is calculated using triangulation based upon 
the system geometry between the projected light source and imaging detector.
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For robot mounted sensors, the current robot positional information enables the 
transformation of the weld joint features from the sensor coordinate system to the 
robots coordinate system.
The limited field of view of most sensors compared to the length of the joint to be 
welded requires that many sensor operations are used to determine the entire 
weld path. This is typically achieved within arc welding applications by attaching 
the sensor slightly in front of the weldgun and following the weld joint, giving 
rise to the term seam tracking. However, short intricate weld joints, such as those 
formed by two intersecting tubes, cannot be seam tracked due to the rapidly 
changing three dimensional weld joint information. Of the previously developed 
sensors, two schemes appear capable of operating on this class of workpiece. 
They operate in a preview mode, globally identifying the weld seam path before 
welding commences: contact based workpiece localisation sensors infer the weld 
joint position by measuring weld joint surfaces close by, and therefore do not 
provide dense weld path information; and non-contact computer vision based 
weld path detection sensors use the shadow cast by the edge preparation of the 
tubes to recognise the weld joint (Campbell and Hewit, 1984). The latter method 
requires the use of very controlled ambient illumination and appears to be 
suitable for (relatively thick walled) tubes greater than 50mm in diameter.
Multistripe structured light appears to provide an alternative approach of 
providing dense weld path information for tubes of less than 50mm diameter that 
are thin wailed, and hence do not possess distinct edge preparation. Multistripe 
structured light operates in a similar manner to other structured light techniques: 
aiming to project a pattern of light across the entire object under scrutiny, analyse 
the reflected image for characteristic features, and interpret the extracted weld 
joint features. However, previous multistripe research works have only provided 
sparse weld joint information for weld localisation purposes involving simple 
planar weld configurations (Niepold and Brummer, 1987), or have used complex 
image processing algorithms, such as the segmentation of range maps to identify 
features within a multistripe image (Jalkio et al, 1985).
In conclusion, the weld path determination of saddle type joints formed by 
intersecting tubing using multistripe light would appear advantageous in 
applications involving small diameter tubing. To allow the use of normal welding 
equipment and procedures, the range and size of tube configurations is defined as 
between 10 and 50mm in diameter with an angle of intersection of 30 to 90°.
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Chapter 4: A Multistripe Weld Seam Determination Sensor for Tubular Joints
Advances in arc welding automation, particularly robotic based systems, are 
serving to reduce the practical limitations on the batch size and weld joint 
configurations which can be economically welded. Unfortunately workcell error 
factors, such as workpiece dimensional tolerances and positioning accuracy, 
require modified welding paths to be followed if correct welds are to be 
produced. To address this problem, a number of research activities have been 
directed at producing sensors which can determine, and subsequently 
compensate, for the weld joint positional and dimensional differences. As 
reviewed in Chapter 3, multistripe structured light appears suitable for the weld 
joint determination of saddle type joints formed by small diameter tubing.
The first stage of this weld joint determination process is the correct localisation 
of the workpiece weld joint, and then the subsequent determination of the entire 
weld joint path to be followed. Both workpiece and weld joint features can be 
utilised provided the position of the weld joint is correctly inferred or identified 
whilst other objects such as tack welds, fixturing, and noise must be ignored. This 
may appear a straightforward problem to a manual welder, who is able to make 
use of extensive prerequisite knowledge, experience and ability to adapt to new 
situations in order to discriminate between such entities. However, for a 
computer based sensor it is a highly complex task.
This chapter introduces the background behind such a computer vision based 
sensor: the analysis of local pixel populations in an image, and the use of 
multistripe structured light. The welding of small diameter tubing to form saddle 
type joints is also discussed. The conclusions drawn from these discussions forms 
the basis of an investigation into the use of multistripe structured light for the 
weld seam determination of small diameter intersecting tubular joints.
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4.1 The local area analysis of a digital image____________________
Weld seam determination using multistripe structured light relies upon image 
processing techniques to identify weld joint features highlighted by the incident 
planes of light. The labelling of pixels within an image as either a weld joint 
feature or otherwise is essentially an image segmentation problem. The majority 
of feature extraction methods are based upon the spatial analysis of local area 
properties of the image. Figure 4.1 shows the two methods available for 
structuring the local image regions in an image: non-overlapping, and 
overlapping populations. It is apparent that the latter 'moving window' approach 
requires far greater computation to realise an image segmentation. However, 
given the current advances in the status of computing technology this is no longer 
such an issue, provided the image is of reasonable dimensions.
Figure 4.1: (a) Non-overlapping regions, (b) overlapping regions, of local pixel
populations.
The approach adopted here is that of the moving window technique due to its 
higher sensitivity. Figure 4.2 shows the small pixel neighbourhood window 
applied to each pixel in turn and the notation used to describe the neighbouring 
pixels. A discrete image function defined on a rectangular grid can be denoted 
F(x,y). The resultant image following an application of an image processing 
operator may be termed F'(x,y). An individual element at coordinates (x,y) may 
be denoted f(x,y), and following processing by f'(x,y). In addition, the entire set of 
pixel grey levels contained in the image may be termed {Fcr} where (c = 0,1, 2,..., 
C-l) and (r = 0, 1, 2,..., R-l), and where C is the number of columns, and R the
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number of rows in the image. The members of the set of grey level values 
contained in the local population (or neighbourhood) within a rectangular (Nx x 
Ny) box centred at position (x,y) within the grid, can be referred to collectively as 
{fmnjxy where m = (x-(Nx/2) .. x+(Nx/2)) and n = (y-(Ny/2) .. y+(Ny/2)). 
Usually, and for the purpose of this discussion, an odd numbered square local 
population is considered, hence:
Nx = Ny = N .. Equ.(4.1)
Therefore the members of the population are denoted by {fmnlxy where m = (x- 
(N/2).. x+(N/2)) and n = (y-(N/2).. y+(N/2)). The set {fmnlxy therefore has N2 
pixel members:
{fmnlxy = [fO/ fl/ ••/ f(NxN)-l] •• Equ.(4.2)
giving rise to N 2 intensity values, {fmnlxy = hi)/ il/ ••/ i(NxN)-l] where i denotes the 
intensity of the pixel. The extraction of such local area information is illustrated in 
Figure 4.2 below.
Figure 4.2: A 'window' applied to the input image for local area processing.
Within this framework, we may now consider the extraction of features from the 
set {fmnlxy which will give an indication as to the likelihood of whether the 
centre pixel f(x,y) under consideration relates to the weld joint. Due to the huge 
variation in image quality and content, features are used to help recognise the 
weld joint, thereby easing the computational search problem. The spatial 
relationship of the features is then used to infer more higher level information 
concerning the content of the image. For example, the letter 'E' may be identified 
within an image by firstly extracting any corner features and then matching the
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set of corner features to the known pattern relating to the letter 'E\ The projection 
of multiple stripes of light onto the workpiece surface is one method of active 
projection that generates features which can be used to identify a weld joint, 
which would otherwise prove very difficult to identify (Campbell and Hewit, 
1984). When projecting either a single or multiple stripes, the image produced 
contains stripe segments which are either straight or curved depending upon the 
workpiece surface shape under consideration. The feature points extracted under 
these circumstances are usually the pixels where each stripe changes from one 
segment to another, indicated by a change in stripe gradient for scenes containing 
polyhedral objects, and hence only straight line segments (Gordon and Seering, 
1987).
Image feature extraction may require a number of 'window based' image 
processing operations in order to preprocess and segment an image before the 
feature extraction and interpretation operations. The size of the pixel centred 
windows limits their use at the borders of an image, hence we only consider the 
elements {Fcr} where c=((N/2), .., C-(N/2)) and r=((N/2),..., R-(N/2)). This has 
the minor drawback that a small border of width (N/2) remains unused. The 
processing of these border pixels may be achieved by either padding the outside 
of the image with zeros, or by interpolating from adjacent pixels. However, if the 
window size used is small the border pixels can be ignored. Once image 
segmentation has been achieved critical features within the image set {fmnjxy 
may be extracted. Each extracted feature point normally corresponds to a single 
pixel location but may be located to sub-pixel accuracy if required (Gordon and 
Seering, 1987). It is the interpretation and understanding of these features points 
which enables the recognition of the weld joint. Simple interpretation schemes 
used within arc welding can include the comparison of the stripe features points 
to known reference points within the image, thereby producing an offset distance 
used by the robot controller for weldgun positioning purposes (Niepold and 
Brummer, 1987), or by using weld joint templates for interpretation (Davey et al, 
1987, Agapakis et al, 1990).
The use of digital images within on-line applications, such as arc welding where 
the vision processing must keep up with the manufacturing process, is often 
termed 'machine vision'. Practical difficulties and fundamental problems 
encountered when processing digital images often require excessive processing 
time for their solution. Practical problems may be overcome by ingenuity and 
care, such as the use of active light to aid the use of features. However, by
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definition, truly fundamental problems cannot be overcome by any means - their 
effects can only be minimised following a complete understanding of their nature. 
The final form of the machine vision system is therefore likely to involve trade­
offs between parameters such as accuracy, speed, robustness and cost (Davies, 
1997).
4.2 Multistripe structured light for highlighting weld joint features______
The framework for the extraction of feature points from a local area pixel 
population is described above. The information contained within a multistripe 
image must be of sufficient quality to aid the feature extraction process with the 
features at an appropriate density such that the associated weld joint parameters 
can be inferred to sufficient accuracy. The use of multistripe structured light for 
the weld path determination of saddle type joints formed by small diameter tubes 
requires that the underlying parameters and their physical implementation are 
understood, including the number and density of the projected stripes, the size 
and weight of the sensor unit, the permitted effect on the workcycle time, and 
integration of the sensor within a workcell. All of these areas must be successfully 
combined in the development of a machine vision based sensor aimed for 
operation within industrial arc welding workcells.
The summary and conclusions in Chapter 3 defined the size of tubes to be 
analysed by the multistripe sensor as between 10-50mm in diameter, with an 
angle of intersection of 30-90° to allow full weldgun access to aid weld 
penetration. Existing sensor techniques are unsuitable for such a range of joints 
due to the small curvilinear nature of the joint formed by small diameter tubing. 
Figure 4.3 shows a typical joint under illumination from a point source 
multistripe projector with the stripe features to be extracted.
Straight stripe segments are only formed on the surface of tube 1 when the 
multistripe projector source and tube 1 are aligned. Each beam of the reflected 
pattern can therefore consist of either: purely curved line segments, when there is 
no alignment; or a mixture of curved and straight line segments, when there is 
alignment. Constraining the orientation of the projected stripes relative to the 
workpiece eliminates the possibility of occlusions and hence can aid the image 
processing operations and the level of success of the sensor (Urban et al, 1994). As 
automated workcells are normally structured environments with the workpiece
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held in relatively fixed locations, constraining the sensor orientation relative to 
the workpiece is not a prohibitively restrictive practice, and may work in 
conjunction with workpiece localisation sensors for more unconstrained 
applications. Real time seam tracking systems essentially operate in this manner, 
orienting the stripes to be projected across the weld joint, proving very successful 
in applications with workpieces containing planar geometry where the images 
produced contain only straight line segments. The projected multistripes in this 
work have been constrained to be projected approximately in line with tube 1. 
This will produce straight line segments with several feature points per stripe 
either side of tube 2.
Typical structured light sensors position the imaging camera vertically above the 
object under scrutiny with the projection source placed at an oblique angle. 
Therefore any height changes in the object surface produce the greatest effect 
within the camera image array. Varying this camera to projector angle within a 
multistripe sensor alters both the curvature of the curved line segments produced 
on tube 2 and the degree of occlusion produced for tubes with a shallow angle of 
intersection. The greater the curvature of the curved segments in this case, the 
more pronounced the weld joint features. Figure 4.4 shows an image which has 
several stripes projected approximately parallel to tube 1. Chapter 5 discusses the 
merits of stripe orientation within the image processing of multistripe images.
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Figure 4.4: Constrained projection of stripes upon a saddle type 
joint formed by intersecting tubes.
Figure 4.5 shows the region where occlusion may occur if a small projector to 
workpiece distance is used with relatively large diameter tubes. The restricted 
angle of intersection of welded tubes, between 30-90°, is set by the physical size 
and access requirements of the weldgun nozzle within automated GMAW 
systems. Occlusion only occurs in this case when the camera to projector angle 
exceeds 45° and relatively large tubes are used i.e. tube 1 is 50mm and tube 2 is 
40mm say.
Figure 4.5: Possible occlusion of stripes when applied to tubes with 
a shallow angle of intersection.
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4.2.1 The number of projected stripes
The so-called ’First Law1 of robotics: aim to ensure that the weld joint line is 
always positioned within half the diameter of the wire being used (Pearson,
1989), provides the approximate process tolerance involved in most GMAW 
applications. As typical weld wires diameters range from 0.84.4mm, the 'First 
Law' would indicate that weld joints must be correctly located by the multistripe 
sensor to within ±0.4mm. This accuracy is for lateral positioning only and can be 
correctly measured for a particular welding application via welding capability 
tests (Middle, 1987) which for a fillet weld produces a process tolerance envelope 
of the form shown Figure 4.6.
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Figure 4.6: A process tolerance envelope for a fillet weld.
The electrode tip to workpiece distance requires less accuracy, being dependent 
upon the welding parameters used. It can also be indirectly measured, as in the 
case of through-the-arc seam tracking systems, by monitoring the welding current 
within constant voltage welding processes. See Chapter 3 for more details of 
through the arc sensors. The process tolerance should ideally be measured for 
each application to quantify the level of joint variation acceptable before path 
correction is required. A feature point, as indicated by a projected stripe, is 
therefore required at intervals less than or equal to the process tolerance of a 
particular weld joint configuration. It has been assumed for the purposes of this 
chapter that the sensor should be capable of operation with the smallest possible 
process tolerance i.e. welding with 0.8mm diameter weld wire to produce an 
accuracy requirement of 0.4mm. It should be borne in mind that the weld path 
does not have to be defined within the welding automation every 0.4mm, instead
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only a minimum number of weld path points are extracted from the entire list of 
weld feature points to define a smooth weld path, with these path points being 
accurate to within the process tolerance. More accurately, the robot motion 
produced must be within the process tolerance of the path points.
As weld feature points are indicated by a single pixel, an accuracy requirement of 
0.4mm used in conjunction with a now commonly available image array size of 
512x512 pixels (0.4mm/pixel) will be able to have a maximum field of view 
slightly in excess of 150x200mm due to the image array aspect ratio. The success 
of the multistripe sensor for weld seam determination depends upon the accuracy 
of the underlying image processing operations. Given the range of tubes sizes for 
which the multistripe sensor is aimed, a field of view of 40x50mm will allow the 
image processing operations an accuracy of 4 pixels, or an approximate resolution 
of O.lmm/pixel.
The accuracy requirement of up to 0.4mm requires that the projected stripes are 
sufficiently dense such that the image processing operations extract feature points 
to this accuracy. Image processing segmentation operations can be used to 
provide either two feature points per stripe (FPS) (Niepold and Brummer, 1987) - 
one stripe 0.4mm thick every 0.8mm across the weld joint, or one feature point 
per stripe. The latter requiring two stripes to obtain the same amount of 
information i.e. one stripe every 0.4mm across the weld joint. Figure 4.7 shows 
three different FPS arrangements.
Figure 4.7: (a) Two feature points per stripe, (b) one feature point per stripe, and 
(c) one feature point per illuminated and unilluminated stripe.
The amount of light projected compared to the amount of unilluminated space 
has been termed the mark-to-space ratio (Blake et al, 1993). Blake's trinocular 
active vision system, containing one camera and two orthogonal multistripe
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generators, advocated the use of a 1 : 1 mark-to-space ratio to prevent the 
inefficient use of the illuminant power, which compares to the former approach 
mentioned above. However it is also possible to try to extract information from 
the unilluminated regions. Hung (1993) demonstrated the successful use of 
sinusoidal encoded light, detecting a feature point at each peak and trough in the 
illuminated image. This approach will require one stripe every 0.8mm, with the 
secondary point being provided by the unilluminated region, see Figure 4.5(c). 
The approach adopted within a multistripe application depends upon the quality 
of the images obtained, the method of multistripe projection being used, and the 
abilities of the image processing operations. The welding of two 50mm diameter 
tubes will require the highest number of projected stripes. In general the number 
of stripes, NS, is given by:
pT.FPS ...Equ. (4.3)
where: T2 = radius of tube 2,
PT = process tolerance of the weld joint,
FPS = feature points per stripe.
When tube 1 and 2 are both of 50mm diameter, the process tolerance is 0.4mm, 
and there are two FPS, the number of stripes required is at least thirty two. The 
multistripe sensor must therefore project a minimum of thirty two planes for 
saddle type joints involving tubing equal or below 50mm diameter.
4.2.2 Reflectance properties and their effects
The quality of the images produced is directly related to the reflectance properties 
of the workpiece surfaces under consideration. The multistripe sensor discussed 
here is to be used within a GMAW welding application where the three most 
commonly welded materials are mild steel, aluminium and stainless steel. The 
sensor must therefore be suitable for operation upon these three materials.
The reflectance characteristics of a material are described in terms of whether the 
materials exhibit diffuse or specular reflectance characteristics (Nayak and Ray, 
1993). Figure 4.8 show the contrasting reflectance models possible. Structured 
light systems usually require that the surfaces being measured have Lambertian 
reflectance characteristics, typically exhibited by diffuse surfaces. These reflect
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light in all directions with maximum intensity along the normal to the 
illuminated surface while their intensity, I, along any other direction is given by:
I = Iq.Cos (0) ...Equ. (4.4)
where 0 = the angle of the reflected beam with the surface normal, and 
Iq = the intensity along the surface normal.
Most materials encountered during welding have mixed reflection characteristics 
with both diffuse and specular reflection, see Figure 4.8(c). Structured light based 
systems have most problems with specular surfaces for two reasons: the reflected 
light does not reach the image array unless the surface normal lies in the epipolar 
plane and bisects the projector-target-camera angle (Nayak and Ray, 1993); and 
the intensity of light reflected causes saturation and loss of detail in the imaging 
array. Jalkio et al (1985) attribute the optical problems encountered within a 
structured light application to an objects surface properties, (surface roughness 
and varying object reflectivity), reducing their effects by projecting stripes which 
are several pixels wide within the imaging detector array.
Images of the projected stripes upon tubes consisting of different materials gives 
an indication of the differences between their reflectance characteristics. Figure 
4.9 (a) - (c) show the images obtained when projecting some stripes upon different 
tube joint materials. The widely varying reflectance properties can only be 
overcome by adjusting the aperture to suit the intensity of the reflected light. 
Structured light sensors normally overcome such difficulties by using light of a 
fixed wavelength not normally found within the application environment, with 
filters to cut off unwanted wavelengths from ambient light sources, and auto 
exposure control to avoid saturation (Morgan et al, 1982).
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Figure 4.9: Images produced without aperture control for (a) mild steel, 
(b) stainless steel, and (c) aluminium tubes, where tubes 1 and tube 2 are 
75mm and 50mm in diameter respectively.
However, as the multistripe sensor is not a seam tracker, instead generating the 
entire weld path before welding commences, it will not be exposed to the intense 
arc produced when welding. Hence it does not require narrow-band filters. 
However intensity control is required, either by auto exposure, aperture control 
or control of the intensity of the projected light. For the purposes of this work 
manual aperture control has been used for each different material to 
accommodate their widely varying reflectance properties. As a filter is not being 
used, reflections caused by ambient light sources must be minimised through the 
sensor design.
Images from the various metal joints, captured using aperture control, are shown 
in Figure 4.10. The area of the image containing the specular reflection caused by 
the highly specularly reflective aluminium is reduced but cannot be eliminated by 
aperture control, highlighting the difficulties posed for active vision systems.
Figure 4.10: Images obtained using aperture control, (a) mild steel, 
(b) stainless steel, and (c) aluminium.
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It should also be noted that the cylindrical surface of tube 1 produces varying 
angles of intersection between the projected multistripes and the surface normal 
to the cylinder at that point. The projector to camera angle must therefore be large 
enough to ensure the intensity of the reflected light at points close to the edge of 
tube 1 is sufficiently intense so as to produce a stripe with reasonable contrast 
within the image.
The optimum sensor configuration was established through experimentation, 
aiming to calculate the largest camera to projector angle without causing 
occlusion of the weld joint but still producing edge stripes of sufficient intensity. 
Figure 4.11 shows the relationship between projector to camera angle versus edge 
stripe intensity as measured within the (raw) images before image processing. It 
was established that an angle of 40° is optimum given the materials under 
consideration, with the camera positioned vertically above tube 1, and with a 
relative aperture, fy, or lens/number of 11.
C a m e r a  l o  
p r o j e c t o r  a n g l e
S t r i p e
p i x e l
i n t e n s i t y
B a c k g r o u n d
p i x e l
i n t e n s i t y
R e l a t i v e
i n t e n s i t y
20° 6 0 3 4 1 . 7 6
2 5 ° 5 3 3 4 1 . 5 6
3 0 ° 6 7 3 2 2 . 0 9
3 5 ° 7 1 3 5 2 . 0 3
4 0 ° 7 5 3 4 2.21
4 5 ° 7 8 3 6 2 . 1 7
Figure 4.11: Camera to projector angle versus 
edge stripe relative intensity
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4.2.3 Projecting multiple stripes
The ability to generate multiple planes of light has historically been a difficult 
task. Early single and multiple beam structured light systems were based upon 
white light which was projected through a slit arrangement to produce relatively 
thick bands of light (Will and Pennington, 1971). The current requirement for a 
small sized high intensity light source at an appropriate wavelength is now 
satisfied by laser diode sources (Altschuler et al, 1981; Agin and Highnam, 1982) 
fitted with optical arrangements (Jalkio et al, 1985). These are capable of 
generating high intensity stripes of light from a small, lightweight and low cost 
unit. The recent advance of small programmable optical grids also provides a 
compact method of illuminating object surfaces with a variable number of stripes 
of variable thickness (Wolf, 1993). This latter technique has proven most suitable 
for binary code projection systems where a series of coded stripe patterns are 
projected sequentially and corresponding images obtained.
The need to project thin intense stripes is best achieved through the use of 
multistripe projection systems based upon precision micro-lenses. Custom built 
units with a user defined number of planes of light are able to produce beams of 
even intensity (Lasirus Inc., 1994) which do not have a gaussian distribution 
along their length. However, once specified the unit cannot be dynamically 
altered to produce more or less lines with different interbeam spacing.
Micro-lens based multistripe projection systems have a fixed fan angle, FA, and a 
fixed interbeam angle, IA, and are required to be focused at a nominal projector 
to object distances, D. The parameters of a multistripe projector are shown in 
Figure 4.12.
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The application under consideration, the GMAW of small diameter tubes, 
determines the specification of the projection unit to be used within the weld 
seam determination sensor. The projector to workpiece distance, D, must be kept 
as small as reasonably practicable in order that the sensor is small and compact
Trigonometry dictates that the line length L is related to the fan angle, FA, and the 
object distance, D, by:
L = 2.D.Tan FA
...Equ. (4.5)
Commercially available units have fan angles of either: 10°, 20°, 30°, 45° or 60°, 
with inter-beam angles of either 0.09° and 0.38° for units capable of projecting 33 
planes of light.
The ability to focus the projection system means that the line width can be 
defined by the user, producing stripes of variable width on the workpiece surface 
in accordance with section 4.2.1.
The intensity of the stripes produced by the multistripe projector unit is governed 
by the power rating of the laser unit itself. The use of auto exposure or aperture 
control enables a large range of laser powers to be used, Drews and Starke (1989) 
used a 40mW source, Bjorklund (1987) used a 20mW source and Agapakis (1990) 
used a lOmW source. The small projector to workpiece distance involved and the 
reflectivity properties of the workpiece materials under consideration have 
warranted the use of a 20mW laser power source.
The multiple plane projection system chosen for the application being considered, 
is a Lasirus Inc. model SNF-533L-685-20-30, a 33 plane multistripe projector. This 
unit has a wavelength of 685nm, a power rating of 20mW, a 30° fan angle, and 
interbeam angle of 0.38°, weighs 25g, and is small at 18mm in diameter by 75mm 
long. An interbeam spacing of one stripe every 0.8mm around a 50mm diameter 
tubular saddle type joint corresponds to a projector to workpiece distance of 
100mm.
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4.2.4 Multistripe sensor imaging parameters
The acquisition of a clear image of the projected multistripes upon a workpiece 
surface requires a suitable lens and camera arrangement. The dual requirements 
of a small sensor, with a small camera to workpiece distance, and sharp focused 
images upon a 3D surface requires the correct choice of lens parameters. Figure 
4.13 shows a pin hole camera model for the lens arrangement applied to an object 
of height H, width W, with a camera to workpiece distance do, a focal length F, 
which produces an image of height h, and width w.
object plane
sensor plane
Figure 4.13: Pin hole camera model of a lens.
The range of tube diameters selected for this application, 10-50mm diameter, 
requires that the field of view of the sensor must be at least 50mm horizontally. 
The use of a digitiser or frame grabber to produce a 512x512 image, where 1 pixel 
equals 0.1mm across the image will produce an object width, W, of 51.2mm, 
assuming no distortions. The pin hole model produces the relationship:
w _ d |  h_
W d° H ...Equ. (4.6)
where: w = width of object in image plane,
W = width of object on object plane, 
h = height of object in image plane,
H = height of object in object plane, 
di = image distance, and
d0 = object distance, or nominal camera to workpiece distance.
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For a commercially standard 1/2" CCD array, the physical size of the imaging 
array dimensions mean: w=6.46mm and h=4.83mm. The projector to workpiece 
distance of 100mm and the physical size of the lens, camera, and multistripe 
projector, warrants a camera to workpiece distance of approximately 80mm, able 
to capture object images of width, W=51.2mm. This produces a requirement for a 
lens with an image distance di=10.09mm. The focal length of the lens, denoted F, 
is obtained from the Gaussian formula:
1 1 1
Using these image and object distance values give a lens focal length: F = 8.96. 
Due to the commercial availability of the lens and to ensure that the entire object 
is within the image array, a lens with a focal length of F = 8.5 must be chosen.
The 3D nature of the workpiece requires that the lens depth of view (DOV) is 
appropriate given the size of the tubes. As only half of tube 2 is under 
consideration within an image, the camera lens must have a DOV of 
approximately 20mm, assuming tube 2 is 40mm in diameter.
The DOV defines a range of longitudinal object distances within which an object 
feature will be in acceptable focus. The smaller the camera to workpiece distance, 
do, the narrower the field of view. Figure 4.14 shows ray paths through a lens 
from objects at distances, V- and V+, from the camera.
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Cones of rays from planes V- and V+ intersect the object plane to form small 
circles of diameter Dv. These are imaged onto the image plane as circles of 
confusion of diameter Db, where:
Db = M. Dv ...Equ. (4.8)
where M = magnification = dj/do
From the argument of similar triangles using Figure 4.14:
v+ = d° ,Pn
C V D v)
and
V- = d° p”
...Equ. (4.9)
(Pn + Dv) ...Equ. (4.10)
where Pn and Px denote the entrance and exit pupil diameters respectively.
The effective aperture fe is given by: 
di
fe"
Pn ...Equ. (4.11)
substituting for M and rearranging gives:
p _ do,M _ do,di
n ”  f  ~  f . dbe e 0 ...Equ. (4.12)
Using Eqn. 4.8 and substituting for Pp and Dv in equations (4.9) and (4.10) gives:
d0-di2 V+ =  — ------
(di2 -fe-DB.d0)
and
do-di2 V- =_____________
(di2 +fe. DB.d0)
...Equ. (4.13)
.Equ. (4.14)
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In general, do is relatively large and M is relatively small, much less than unity. 
This effectively places the object plane at infinity, the image distance, di, therefore 
equals the lens focal length F:
Likewise, the effective aperture fe may be replaced by the relative aperture fr. 
Equations (4.13) and (4.14) alter to give:
The locations of the two planes V+ and V- define the limits of the depth of view 
when the lens is focused at a nominal camera to workpiece distance d0. The 
depth of view, denoted DOV, is therefore given by:
The circle of confusion, Dg, is the only unknown parameter and is calculated 
from the image array and digitiser parameters used for image display and 
interpretation. The 1/2" CCD array has 560 active lines spread over an array of 
height w = 4.83mm, which are used by a TV resolution of 625 lines (CCIR 
standard). Assuming that the diameter of the circle of confusion, Db, is equal to 
the width of one scan line, the maximum acceptable diameter, Db = 4.83/560 = 
0.008mm. Using the nominal camera to object distance, do = 80mm, gives:
di = F ...Equ. (4.15)
V+ =
(F2 -/r DB.d0) ...Equ. (4.16)
and
V- =
(F2 +/r DB.d0) ...Equ. (4.17)
DOV = (V+) - (V-) ...Equ. (4.18)
Therefore using equations (4.16) and (4.17) gives:
DOV =
...Equ. (4.19)
V+ = 89.4mm, V- = 72.4mm, and a DOV = 17mm.
Ph.D. 1997 Gary Bonser 115
Chapter 4: A Multistripe Weld Seam Determination Sensor fo r Tubular Joints
This limits the diameter of tube 2 to 34mm if all of the projected stripes are to be 
in sharp focus. For a depth of view equal to 20mm, and therefore suitable for a 
tube 2 diameter of 40mm, an alternative lens with an effective focal length of 
F=12.5 must be used. This results in a system with the following specification:
- object distance do=128mm,
- image distance di=13.9mm,
- magnification M=0.108,
- fe =11, and a
- DOV = 20mm (V+=139mm, and V-=119mm).
However, the field of view increases to W = 59.5mm x H = 44.5mm, which yields 
a horizontal resolution of: 1 pixel = 0.116mm. The true depth of field will be 
slightly reduced in most circumstances because the camera to workpiece distance, 
do, is too small to be effectively considered as being at infinity, allowing the 
substitution of equation (4.15). The slight reduction in focus of the stripes either at 
the top of the workpiece and at the edge of tube 2 is not detrimental due to the 
image processing operations subsequently used. The comparatively large size of 
the image distance, di, compared to the focal length, F, may not be achieved 
through the normal degree of adjustment provided by most commercial lens. In 
such circumstances the image distance, di, is achieved by adding an extension 
ring between the lens and camera body, a term known as racking out (Burke,
1996).
The above design process shows that the optical (hardware related) issues dictate 
the physical arrangement of the components of the multistripe projector and 
therefore the general physical size of the multistripe sensor system.
It must be borne in mind that a perfect lens does not exist and that all simple 
lenses exhibit non-ideal characteristics or (Seidel) aberrations, classified as either 
chromatic - which affect the way in which different wavelengths are refracted, 
and monochromatic aberrations - either making the image unclear (spherical 
aberration, coma and astigmatism), or geometrically deforming the image (field 
curvature and distortion) (Burke, 1996). Geometric distortions of the image are of 
importance to the multistripe sensor as measurements are required from the 
feature point pixels extracted by the image processing operations. The non-ideal 
characteristics remain even after the lens manufacturer has tried to reduce their 
effect, with distortion the most difficult to reduce as it varies as a cubic function
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with distance from the optical axis, whereas the other defects vary linearly or 
with the square of the distance.
In essence, distortion is due to a variation in magnification as a cubic function of 
image height (effectively a points radial distance from the optical axis). With 
positive distortion the magnification increases, producing pincushion distortion, 
and vice-versa, producing barrelling. Figure 4.15 shows the magnified effects of 
distortion using a square calibration grid as the object plane.
(b) negative barrelling distortion.
Figure 4.16 shows the resulting image of an actual calibration grid taken using a 
multistripe sensor arrangement with a 1/2" CCD array fitted with a F=12.5 lens. 
Very slight barrelling distortions can be seen in Figure 4.16. These must be 
compensated within the image processing system and will be further 
compounded with perspective distortions. Chapter 6 discusses the distortions 
produced within the lens and camera system and presents methods for their 
removal within the image processing system.
J
J
Figure 4.16: Image of a grid, spacing 6 mm, using F=12.5 lens.
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4.2.5 The position of the sensor in the worlccell
Any sensor used within a robotic arc welding workcell should not impede the 
flow of work through the workcell, by either limiting the range of motions the 
robot can perform, or by significantly affecting the workcell productivity through 
an excessive increased workcycle time. The attractiveness of arc welding robots 
was initially in user applications involving significant numbers of linear welds, 
such as bridge fabrication (Hollingum, 1993), where the large volume of space 
that the components and weld joints occupy, necessitated the attachment of the 
weld sensors to the robot manipulator in order for the robot to provide the 
required sensor path motion over the weld joints. Since then, the development of 
the weld seam sensor has mainly been one of making the sensors operate at 
higher speeds, able to recognise more weld joint types and their features, more 
robustly, at lower cost, with less effect on the workcycle time.
The first generation seam tracking sensors used for arc welding, as described by 
Nayak and Ray (1993), were based on a two-pass approach. These were initially 
manually taught the weld joint features to be recognised at certain points in a 
weld program. During operation the systems pre-surveyed the seam during a 
first pass, processed the information to generate the correct path to be welded, 
and then welded the joint on the second 'corrected' pass. This two-pass approach 
was adopted for two reasons, firstly it allowed better control of the workpiece 
illumination, thereby aiding the joint feature extraction process, and secondly the 
information processing and communication functions could not be performed in 
real-time due to the limited computational speed of the sensor controller. These 
early seam tracking systems required a large batch size to justify the manual 
programming phase, and increased the workcycle time of the workpiece 
significantly due to the two-pass mode of operation, although template based 
matching of the sensor signals for feature recognition purposes did improve the 
performance of these sensors (Pavone, 1983). With template matching the actual 
image is compared to a template image for a cross-correlation value, the amount 
of shifting in the x and y image space required to produce the highest correlation 
being used as the feedback signals.
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The second generation sensor systems were capable of a one-pass operation: 
observing, analysing, and correcting the robot program as welding takes place 
without a manual programming phase. This required higher information 
processing speeds, capable of dealing with varying illumination from the arc 
welding process and improved the workcycle time. The most successful method 
of this type being the through-the-arc weld sensors (Dove, 1989). The second 
generation systems were again aimed at user applications involving long linear 
weld joints, with high batch sizes.
As the robotic arc welding market has expanded, prompted by the general shift in 
business costs, the configuration of robotic installations including the range of 
ancillary equipment has changed. Currently, the bulk of robotic arc welding 
workcell configurations are sold as small integrated turn-key packages, which 
consist of the robot, a two-station workpiece positioner unit, and an associated 
weld power source with consumable supplies. These workcell configurations can 
utilise a different means of sensor motion. Instead of the sensor being attached to 
the robot manipulator and having to use a high speed and high cost information 
processing unit, a fixed sensor arrangement can be used. This is similar to the 
vision systems used for inspection and pick-and-place operations, where the 
object to be analysed is moved within the field of view of the sensor. Chen et al 
(1996) details a typical example, a pilot installation for the inspection of chickens 
moving on a conveyor using visible/near-infrared spectroscopy and multiple 
spectral images of the carcasses.
In general the design of workcell configurations using a two-station workpiece 
positioner unit is such that the loading operation is performed faster than the 
welding workcycle time, resulting in the robot never having the unproductive 
idle time of having to wait for the new workpiece to be positioned within the 
workcell. As the unloading/loading times are lower than the actual robot cycle 
time, there is some spare time available to move a sensor around the workpiece to 
positions where the weld joints are within the sensors field of view after the new 
workpiece has been loaded and before it enters the robot workcell position. This 
sensor position within the workcell can be on the operator side of the positioner 
unit, allowing a less environmentally hardened sensor to operate as it will not be 
exposed to the heat, spatter, electromagnetic radiation, smoke and intense light 
which typically surrounds the weldgun, permitting a slower speed, and therefore 
lower cost, information processing unit to be used. The sensor would still need to 
be moved into position above the weld joints to be analysed, but this could be
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achieved either manually or by a cheap manipulator, as the sensor is of low 
weight and small size. Attachment to the robot would still be possible for 
different workcell configurations but would increase the workcell cycle time due 
to the required image (information) processing time. The tolerance with which 
the sensor can be accurately manually located means that flexibility must be build 
into the image processing operations. Irrespective of the application workcell 
configuration, the underlying sensor will always be the same, but different 
computational power would be added to match the time available for sensing to 
fit the required cycle time. This view of ma telling the computational power to the 
developed algorithms for a particular applications required workcycle is shared 
by Davies (1997) who recognises that it is the underlying processes of vision and 
intelligence that are important: hardware merely provides a means of 
implementation. If an idea is devised for a hardware solution to a visual problem, 
it reflects the underlying algorithmic process that either is or is not effective. Once 
it is known to be effective, then the hardware implementation can be analysed 
and designed to suit the application workcycle time constraints.
Computational considerations
A typical 8-bit 512x512 pixel image contains over 262K of data, this information is 
arriving to the frame grabber at frame-rate: between 25-40 frames per second. The 
data is therefore arriving at over 12.5 megabytes per second. Clearly processing 
this information at real-time rates, as required in some area array based seam 
tracking systems, requires dedicated high speed machines, performing a low 
number of operations per pixel. Such specialised systems are of high cost and are 
not justifiable for the majority of sensors. Hence, researchers have used high 
speed electronics to segment simplistic image information in order to 
substantially reduce the volume of data to be processed at the higher stages of 
image processing (Morgan et al, 1982). Alternatively, as is the case for the 
multistripe sensor, where a single image contains all of the scene information, a 
single image containing many weld path points must be processed each weld 
cycle (Campbell and Hewit, 1984). Both cases require a large number of 
computations: the former performs relatively simple operations on a large 
number of images, whilst the latter performs a high number of operations of a 
low number of images.
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Nudd and Francis (1989) define the number of operations (NOPS) required as:
NOPS = Ip.N2-1''.fr.R.C ...Equ. (4.20)
where: Ip = number of instructions per pixel,
r1 = order of computation (=1 for edge, =2 for moment),
fr = frame-rate,
C = number of columns in image,
R = number of rows in image,
N = size of local sub-image.
Typically, an 8-bit 512x512 image being preprocessed at frame-rate using a 3x3 
local area window requires has a NOPS of between 100-1000 million operations 
per second. Whereas a single 512x512 image being processed once every 5 
seconds, say, has a NOPS of only between 1-10 million operations per second. The 
high computation requirement of the frame-rate systems requires specialist 
dedicated image processing boards such as those supplied by Datacube 
(Datacube, 1996), or alternatively the use of parallel based image processing 
architecture’s (Davies, 1997). Whereas, the lower NOPS applications can be met 
through the use of frame grabber boards which utilise a pc based host computer 
system e.g. such as those supplied by Cognex i.e. the acuFinder (Cognex, 1997).
The use of sensors incorporated within robotic workcells to provide feedback 
information concerning the task being performed requires several elements: 
the actual sensor hardware, suitably located within the workcell so 
as to cause minimal disruption,
the information processing unit which processes the raw sensor 
data into meaningful information, and
a method of communicating the information from the sensor 
controller to the robot or workcell controller.
The high number of image processing computations requires a finite amount of 
time to complete. Once the meaningful information has been extracted from the 
image communication to the robot controller must be achieved. The practical 
difficulties of communicating to a robot controller, which are essentially islands 
of automation in the majority of robot installations, hinges upon effective 
communications within the manufacturing environment (Blume et al, 1991; 
Weston, 1991; King and Norman, 1992). The numerous interfaces for existing
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robot controllers (ABB, 1988) means that the sensor host computer platform has to 
be capable of being readily altered to suit a particular form of interface depending 
upon the application under consideration.
In the work discussed here, the single image which contains all of the weld joint 
information, should have a sufficiently low NOPS rating that facilitates the use of 
a frame grabber and pc based sensor architecture. However, until the underlying 
information processing algorithms have been determined, the most suitable 
sensor architecture to suit a specific application is unknown.
4.3 Summary________________________________________________
This chapter discusses some of the aspects related to the possible use of a 
multistripe structured light based sensor for weld joint feature detection within 
an arc welding application involving small diameter tubing.
The recognition of the weld joint features hinges upon the use of a computer 
vision based sensor which should not significantly increase the work cycle time. 
The features must be determined through the:
- projection of a suitable number of intense stripes onto the tube joint 
surface,
- acquisition of a suitably contrasting reflected stripe pattern given the 
reflectance properties of industrially welded materials,
- analysis of the stripe pattern using local area analysis techniques of local 
image neighbours, and
- communication of the determined weld joint feature points to the robot 
controller.
The analysis of these aspects has resulted in the design of a compact sensor 
suitable for two component intersecting tubes with diameters of up to 50 and 
40mm. The computational considerations associated with computer vision based 
sensors combined with the frequent design of workcells using two station 
workpiece positioner units, has resulted in a sensor which operates on the 
operator loading side of the workcell. It aims to analyse each weld joint before it 
enters the robot work envelope, communicating the new robot path information
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to the robot controller before welding commences, using standard robot 
communication links to suit the specific application.
The sensor uses:
- a small laser diode based multistripe projector which projects thirty three 
planes of light: this is slightly in excess of the minimum number of stripes 
required for 50mm diameter tubing where each stripe produces two 
feature points.
- a standard lens with a focal length of 12.5mm to produce a sharp image of 
all of the projected stripes on a 1/2" CCD camera. The depth of view 
associated with the tube geometry requires a sensor stand-off distance of 
128mm, producing a field of view of 60mm x 45mm and a horizontal pixel 
resolution of O.llmm/pixel. The captured reflectance pattern is stored as a 
512x512 image.
- image processing operations performed in software for development 
purposes. To aid the on-line operation of the image processing operations 
and to prevent occlusions, the projected stripes have been constrained such 
that they appear parallel to one of the intersecting tubes. If unconstrained 
the image processing operations will take longer to operate and there is a 
possibility of missing weld feature points.
Overall the proposed sensor design provides a development tool whereby the 
underlying computer vision based algorithms can be developed and optimised.
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5. WELD SEAM FEATURE IDENTIFICATION IN 
MULTISTRIPE IMAGES
Image processing is well suited to the automatic identification of weld joint 
features when used in conjunction with an actively projected light source. Despite 
the apparent attractiveness of automatic weld seam determination to reduce the 
possibility of defective welds and to enable the use of robotic welding in the 
presence of weld path variations, very little work has been documented on the 
development of image processing based sensors for 3D weld paths, such as those 
required to join two intersecting tubes. Instead, most work has been directed 
towards the identification of large 2D weld paths, typically found when welding 
sheet and other prismatic components. Here single beam systems utilising either a 
light source in the form of a circular arc (Agapakis et al, 1990), or a single plane 
(Appels and Versteege, 1993) have been used to highlight the weld joints features.
This chapter describes: the application and development of image processing 
algorithms for the identification of the weld joint path formed by two small 
diameter intersecting tubes when a multistripe light source is used for 
illumination purposes on industrially encountered metallic surfaces. Two 
segmentation approaches are described - the first uses region based image 
processing techniques to select the reflected lines within the image from the 
background, whilst the second uses edge based segmentation techniques. Both of 
these methods use adaptations of conventional methods (Prewitt, 1970; Chow and 
Kaneko, 1972) and have similar aims: to identify each projected plane of light and 
discriminate the joint feature points from false points.
5.1 Adaptation of conventional image processing for weld feature 
identification
Weld joint features are characterised in multistripe based images by changes in the 
reflected light stripes caused by the different surfaces of a workpiece. These 
consist of a series of light and dark straight line segments and arcs within an 
image. The magnitude of the transitions in grey level pixel intensity correspond to 
the degree in which the incident projected light is reflected towards the imaging
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device. Both the material surface condition and the varying angle of incidence of 
the reflected planes of light to the curved tubular surfaces produce stripes of 
varying intensity. Figure 5.1(a) shows a 512 x 512 (pixel size) image of a small 
diameter tubular weld joint when illuminated by the multistripe sensor. It can be 
seen that the majority of the stripes of are not immediately visible from the 
original grey level image. When the contrast of the image is enhanced using 
histogram equalisation (Sonka, Hlavac and Boyle, 1993) more of the stripes 
become visible to the human eye - however stripes close to the edge of one of the 
tubes remain hard to distinguish. It is the goal of the image processing operations 
to locate all stripes, irrespective of their intensity, and identify the weld path 
feature points.
Figure 5.1: (a) A multistripe image, (b) the image after contrast equalisation.
The differences in the magnitude of the intensity of the reflected stripes renders 
their identification from the image a difficult task. The density of the stripes in a 
typical image, and their varying quality (in terms of pixel intensity) means that 
simplistic image preprocessing techniques are generally unsuitable for stripe 
identification - single value thresholding, for example, will generally fail because 
of the wide variation in grey levels. However, local area operators such as gradient 
detectors can be successful in single stripe applications, but they are not used due 
to their relatively slow speed. Instead single stripe applications often use a 
simplistic electronic based maximum latching process. As a row in the image array 
is scanned, each column pixel intensity is compared with the maximum of the 
previously scanned pixels, resulting at the end of the scan with the column with 
the maximum intensity saved to a 'latch' (Morgan et al, 1982). This hardware
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based segmentation technique is unsuitable for multistripe images due to the 
many projected stripes, requiring many latches able to operate over small areas of 
each scan line. Therefore image processing based local area operators are used, but 
their suitability is restricted as the pixels within the multistripe images are not 
much smaller than many of the important details.
The varying reflectance properties of industrial materials requires that the image 
must initially be improved in an attempt to reduce unwanted effects. An 
understanding of these unwanted effects, such that they may be minimised, has 
produced a number of time variant (Sicard and Levine, 1989) and spatially variant 
noise reduction techniques (Davies, 1997). Thus specific intensity characteristics 
may be identified in the image, the image pixel intensities altered accordingly, and 
traditional image processing segmentation functions subsequently used.
Existing image segmentation techniques can be grouped as either region or edge 
based techniques. The region based techniques are generally unsuitable for 
detecting stripes within multistripe images, for example, the global application of 
a single value threshold will generally fail because of the wide variation in 
background grey levels across the image. Whereas the edge based techniques tend 
to evaluate properties from local area operators such as gradient detectors, which 
due to their local nature can be more successful. Unsurprisingly, applications of 
standard convolution filters, such as edge detectors and high pass operators, have 
already been used in some single stripe applications. Morgan et al (1982) used a 
difference of gaussians filters for segmentation. Whilst Waller et al (1990) used a 
centro-symmetric rectangular convolution function. However, no single filter is 
suited to the automatic extraction of all the stripes within a multistripe image, 
since variations in the shape of the reflected stripes, their grey level intensity, edge 
attributes (often due to material characteristics), stripe orientation, and position in 
the image make it very difficult to produce a generic segmentation model.
Typically, once segmented, the features within a stripe based image must be 
identified. In the case of the tubular joints, the weld path is indicated by the 
change in gradient of each stripe segment as it varies from a straight line into a 
curved section and then back to another straight line segment. Existing techniques 
for implementing the identification process in single stripe based seam tracking 
systems include the use of templates with a root-tree search strategy (Agapakis et 
al, 1990): a stripe is initially found and then followed, identifying any possibly 
characteristic feature points using boundary pattern analysis. However, the
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segmentation process results in missing stripes points, producing fragmented or 
unconnected lines, which must be catered for, using either morphological 
operations or ad hoc approaches (Davies, 1997). Once the entire image has had all 
of its possible features extracted, image interpretation, a decision process, is 
performed to eliminate any incorrect points and provide image understanding. 
Section 5.1.1 describes the image preprocessing, segmentation (both region and 
edge based), feature extraction, and image understanding functions. The main 
functional elements required within this traditional image processing approach 
are shown in Figure 5.2.
Scene 
constraints  1----
Capture and 
digitisation
Interpretation
Figure 5.2: The stages required for the processing of multistripe images.
5.1.1 Image capture and preprocessing
The first stage of the weld seam feature extraction process, image capture and 
digitisation, is designed to produce an image which aids the subsequent 
processing operations. Poor design at the image capture stage may only be 
compensated by the subsequent use of more intensive image processing 
operations. Within arc welding seam tracking sensors, narrow band filters are 
traditionally used to reduce the effects of illumination produced by the arc 
welding process (Davey et al, 1987). The filters are centred (±10nm) around the 
wavelength of the illuminating laser stripe and also provide good environmental 
protection from the heat and flying weld spatter produced whilst welding. For the 
purposes of this study the multistripe structured light sensor is not required to 
operate whilst welding is taking place, negating the use of a wavelength specific 
filter. Instead the effects of ambient lighting from other local light sources, such as
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factory overhead lighting, is reduced by the use of a cowl fitted to the sensor 
casing. The full dynamic range of the sensor is achieved through manual aperture 
control. It is foreseen that automated aperture control would be required in 
applications where a range of workpiece surfaces are to be welded and ambient 
lighting effects may be present.
Preprocessing is required to suppress noise and other effects and to standardise 
the image information. As demonstrated in Chapter 4, variations in the image 
quality are largely due to the workpiece material reflectance properties and 
surface condition, the effects of which are compounded by the varying optical 
geometry between the sensor and the workpiece surfaces. These factors produce 
two effects in the image which can be identified and need to be improved before 
the stripe segmentation is performed:
- the generation of false pixel intensities in the region of each stripe 
due to material reflectance properties, and
- non-uniform illumination across the entire image due to the varying 
angles of incidence and reflection.
If a typical column of an acquired image is examined, it can be seen that the one­
dimensional signal is continuously varying with non-uniform intensity at each 
stripe location. Figure 5.3 shows the pixel intensities of column 130 between rows 
160 and 511 of the image shown in Figure 5.1(b). Each peak is indicated by a sharp 
increase in pixel intensity, corresponds to an incident plane of laser light on the 
tube surface.
Figure 5.3: Intensity cross section of one column in an image.
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Closer examination of the pixel intensities of columns 129, 130 and 131, between 
rows 300 to 450 shows the variations produced by the reflectance properties of the 
tube material under consideration. Figure 5.4 shows column 130 and its two 
neighbouring columns superimposed. Quite marked differences in intensity and 
row number can be observed. These differences are identical for successive scans 
and are therefore time invariant, requiring the use of a spatial averaging technique 
to lessen their effect. The difference between each columns intensity at the stripe 
location should ideally be small. This would aid the subsequent segmentation 
algorithms, with each stripe being coincident in terms of the row number (if the 
stripes are constrained to be projected along the axis of tube 1). Figure 5.4 shows 
that the actual variations for the stripe intensity can be as much as 80 (for an 8-bit 
digitiser), and up to 3 pixels for the row position.
Figure 5.4 : Intensity plots of columns 129,130 and 131, 
between rows 350 and 435.
The preprocessing technique described here is a standard spatial based averaging 
technique which relies upon a 'moving window' neighbourhood operation: using 
a central pixels neighbours as a basis for calculating a new pixel intensity value. 
This type of convolution operation is a powerful and widely used technique in 
image processing.
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A  simple 3x3 averaging mask has the coefficients shown in Figure 5.5. The values 
of the mask coefficients are selected to ensure that the convolution does not alter 
the mean intensity in the image i.e. their sum equals unity.
1/9 1/9 1/9
1/9 1/9 1/9
1/9 1/9 1/9
Figure 5.5: 3x3 averaging mask.
Using the convention introduced in Chapter 4, the convolution mask is applied to 
all pixels f(x,y) in an image to yield a new pixel value f'(x,y) given by:
N/2
f'(x,y) = ]£M(k,l) • f(x'Y) -  eTu- t5*1)
k,l=-N/ 2
where M is the convolution mask, or
N/2
f(x,y)= 2  {f mnlxy{Mmn} ... Equ. (5.2)
»i,h=-JV/2
where:
{Mmn} represents the set of coefficients of the convolution mask M,
{fmnlxy is the set of grey level values contained in the local population,
(Nx x Ny) represents the local pixel population centred at position (x,y) 
within the image, 
m = (x-(Nx/2),..., x+(Nx/2)), and 
n = (y-(Ny/2),..., y+(Ny/2)).
Figure 5.6 shows the result of applying the convolution mask shown in Figure 5.5 
to the column data of Figure 5.4.
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Figure 5.6: The result of using the 3x3 averaging window 
on the image in Figure 5.4.
Figure 5.7 shows the resultant image after application of the averaging filter to the 
image shown in Figure 5.1(a). It can be seen that the averaging filter not only 
reduces the noise content within an image, but also serves to blur edge structures, 
which consequently reduces the potential accuracy of subsequent image 
processing operations such as image segmentation. The degree of averaging, and 
the associated degree of blurring, is controlled both by the size of the averaging 
window, Nx and Ny, and the values of the coefficients. An associated factor with 
the use of convolution masks is the computational burden, hence the window 
sizes tend to be kept small and integers used for the coefficients.
Figure 5.7: The resultant image after the application of a 3x3 averaging operation. 
Ph.D. 1997 Gary Bonser 131
Chapter 5: Weld Seam Feature Identification in Multistripe Images
Even after the averaging operation, noise effects can still be present - producing 
false pixel intensities in the region of each stripe. Analysis of the column data 
shows very distinct inverted peaks and troughs instead of smooth, gaussian like, 
intensity changes in the column data. Figure 5.8 shows three types of characteristic 
signal alteration which have been classified. The degree of prevalence depends 
upon the workpiece material surface condition under scrutiny.
Figure 5.8: Characteristic local pixel intensity changes which can result after the 
3x3 neighbourhood averaging operation
Knowledge of the characteristics of the noise, or indeed the projection system, can 
aid the noise removal and subsequent stripe segmentation process. Agapakis et al 
(1990) projected a circular arc segment onto the weld joint when seam tracking, 
using the knowledge that the weld joint would be identified by circular arcs only 
to reject all straight elements within an image on the grounds that they would be 
caused by hot flying weld spatter. However, Agapakis did not process the actual 
arc for sub-pixel central location identification, merely for the removal of 'noise' 
like effects which could cause confusion for the subsequent segmentation 
processes.
The multistripe sensor aims to reduce these 'noise' like effects within the 
preprocessing stage of the image processing operations in order to increase the 
effectiveness of the segmentation process. Type 1 effects produce an inverted 
intensity peak at the centre of the stripe location. Whereas Type 2 and 3 effects
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produce small local peaks as opposed to a smooth intensity profile. The three 
classes of 'noise' are identified by searching a small 1x5 region centred around 
each pixel within the averaged image. Once identified and classified the central 
pixel value is altered to a more suitable value, based upon the average 'dip' in the 
case of Type 1 effects, and the average value of the neighbouring pixels in the case 
of Type 2 and 3 effects. If the search region centred pixel is represented as f(x,y) 
and the new value as f'(x,y), the noise reduction process can be represented 
mathematically using logical IF, AND, THEN and ELSE based statements.
Type 1: Inverted peak:
IF f(x,y) < f(x,y-l) AND f(x,y) < f(x,y+l)...
... AND f(x,y+2) < f(x,y+l) AND f(x,y-2) < f(x,y-l) 
THEN f (x,y) = [(f(x,y-l) + f(x,y+l))/2] IF < 255, ELSE f  (x,y) = 255
Equ. (5.3) 
Equ. (5.4)
Type 2: False left local peak:
IF f(x,y) < f(x,y-l) AND f(x,y) < f(x,y+l)...
... AND f(x,y+2) > f(x,y+l) AND f(x,y~2) > f(x,y-l) 
THEN f (x,y) = [(f(x,y-l) + f(x,y+l))/2]
Equ. (5.5) 
Equ.(5.6)
Type 3: False right local peak:
IF f(x,y) < f(x,y-l) AND f(x,y) < f(x,y+l)...
... AND f(x,y+2) > f(x,y+l) AND f(x,y-2) < f(x,y-l) 
THEN f (x,y) = [(f(x,y-l) + f(x,y+l))/2]
... Equ.(5.7) 
... Equ.(5.8)
This approach to improving the image for subsequent operations is based upon 
template matching and has been called matched filtering. It differs slightly from 
traditional template matching approaches as normally a best local fit is required as 
opposed to an exact fit, with measures such as the Hamming distance being used 
to measure the degree of fit (Davies, 1997). The typical combinatorial explosion in 
the search problem is avoided through the use of a logical statement in the 
searching as opposed to the use of an Nx x Ny search window where 
mathematical operations are routinely carried out even though the window 
centred pixel does not belong to one of the three classes. Typically, a square search 
window of size N (where Nx = Ny = N) in an image of size C columns and R rows 
(C = R = CR) will require N^CR  ^operations to search the entire image, where the 
search window N will have to be larger than the characteristic being searched for. 
If a 5x5 window is used on a 512 x 512 image, over 6 million operations will be 
required.
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The result of this operation on Figure 5.8 is shown in Figure 5.9 - the three rings 
indicating the original positions of the three types of 'noise'.
Figure 5.9: The second preprocessing operation, noise removal.
The advantage of the 'matched filter' approach is the generation of smooth 
intensity variations without any associated blurring of the information contained 
within the image. The resultant changes are however very slight and unnoticeable 
to the naked eye. Figure 5.10 shows the contrast enhanced result of the matched 
filter on Figure 5.7.
t o ' .........................  VS", V <
Figure 5.10: Image after template based noise removal.
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5.1.2 Image segmentation
Image segmentation is a process which divides the image into regions of interest 
based upon some criteria relating to features within the image. The process 
typically allows easier feature extraction by reducing the amount of information 
within an image. The aim of segmenting the preprocessed multistripe images is to 
identify the higher intensity stripes in the images from the darker background, 
reducing the 8-bit intensity information to a binary format, or bitmap.
There are a number of widely known approaches to perform the segmentation 
process including thresholding, adaptive thresholding, and edge detection. All 
approaches can be grouped as either region based or edge based. Both approaches 
have been implemented to evaluate and compare their performance for this 
application, their comparison being based upon their accuracy and the 
computational time involved.
The identification of a single stripe within an image is commonly based upon the 
one dimensional linear difference-of-Gaussians (DOG) filter (Morgan et al, 1982), 
with the identification of the sub-pixel location of the stripe within a column of 
image data being found using the local maximum of a quadratic fitted to points 
near a stripe (Gordon and Seering, 1987). These techniques have proven suitable 
for on-line use where there is only one stripe to be identified in the image. 
However, in the weld seam identification sensor there are thirty three projected 
stripes which, as shown in Figure 5.11, have different intensity relationships with 
their surrounding pixels.
5.1.2.1 Region based segmentation
The simplest form of region based segmentation is the thresholding function. This 
groups pixels above a defined threshold intensity as belonging to one group, with 
those below the threshold as belonging to another group. In the case of the 
multistripe sensor images, the varying nature of the pixel intensities renders such 
a simplistic thresholding technique unusable. Referring to Figure 5.11, if all pixels 
of intensity above threshold tl are highlighted, then several stripes will become 
merged together, whereas if threshold t2 is used many 'peaks' below this threshold 
will be lost.
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Figure 5.11: Intensity plot of column 130 between rows 160 and 511.
The effects of single value thresholding on a preprocessed multistripe image are 
shown in Figure 5.14(a). The thresholding function succeeds in grouping the 
stripes at the centre of the horizontal tube, but fails to group the stripes towards 
the tube edge. The limitations of single value thresholding in complex illuminated 
scenes has led to the development of local intensity gradient based thresholding 
(Parker, 1991) and adaptive thresholding techniques.
Chow and Kaneko (1972) introduced a now standard technique for adaptive 
thresholding for images which have complex background intensity models: 
splitting the image into over-lapping sub-images and evaluating a histogram for 
each sub-image. Histograms which are unimodal are ignored, whereas bimodal 
histogram are fitted with pairs of gaussian distributions of adjustable height and 
width, generating a cut-off threshold value between the two distributions. 
However, their approach is too computationally expensive to be of use in an on­
line sensor system. Figure 5.12 shows an example histogram of a bimodal sub­
image containing two obvious peaks: the peak to the right of the threshold results 
form the projected stripes, and the peak to the left from the dark unilluminated 
workpiece surface. The histogram of a multistripe image is not a classical bimodal 
shape resulting in limited success of the algorithms by Chow and Kaneko (1972) 
and Davis et al (1975).
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Pixel intensity
Figure 5.12: A histogram of a bimodal sub-image.
Rather than using a small sub-image, similar methods based upon the analysis of a
Kehoe (1990) developed an on-line adaptive thresholding algorithm for inspection 
purposes based the analysis of a variable sub-image window size and user defined 
local threshold level. The Kehoe mask calculates both the mean intensity and 
variance of the local window, along with the local gradient magnitude intensity of 
the pixel compared to its vertical and horizontal neighbours. Figure 5.13 shows the 
distribution of pixel intensities which should be produced by a large window 
along with the cut off limits.
local window centred upon a pixel under consideration have been developed.
k
H II 1 11
pixel intensity, f(x,y)
Figure 5.13: The intensity distribution of a large window.
where:
xn is a user defined percentage,
o is the standard deviation of a local image population defined by:
... Equ. (5.9)
where:
n is the number of occurrences, and
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i is the mean of that NxN sized population and is given by:
<j|
* = NxN ^  ^
NxN
... Equ. (5.10)
A threshold type operation is used to form a binary image where the pixel value 0 
is black and the pixel value 255 is white, the thresholding operations using the 
intensity gradient surrounding the pixel under consideration within the local 
'moving' window, given by:
f(x,y) is intensity of the pixel under consideration,
f'(x,y) is the output pixel value of the pixel under consideration,
q is a user defined threshold value,
G is the gradient intensity of the pixel, and 
G is the mean gradient intensity of the window.
The resulting algorithm has a far faster execution time than the Chow and Kaneko 
technique as it does not fit gaussian profiles to each sub-image. This algorithm has 
been successfully implemented on the multistripe images with moderate success - 
more stripes are extracted than with normal single value thresholding. Figure 5.14 
shows a single value thresholded image and an adaptively thresholded image.
The resulting adaptively thresholded images are binary images with the stripes 
now several pixels wide. To aid the feature extraction process the stripes must be 
reduced in thickness so the feature points are more pronounced.
if
if
where:
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Figure 5.14: (a) Result of a single value threshold operation, and 
(b) the result of the 15x15 Kehoe adaptive threshold operation.
Thinning is a morphological operation based upon the erosion operation. As such 
it is used as an image simplification tool in this application. The basic operations in 
morphology are image dilation, denoted ©, and erosion, denoted 0, otherwise 
known as growing and shrinking respectively. The two operations are usually 
combined to merge fragmented, adjacent (and therefore presumably related) pixel 
areas in a binary image (Ballard and Brown, 1982). Two composite effects can be 
achieved from these two basic operation: image opening, denoted by O (erosion 
followed by dilation), which is given by:
F'(x,y) = F(x,y) O B = (F(x,y) 0 B) © B ... Equ. (5.13)
and image closing, denoted by • (dilation followed by erosion), which is given by:
F(x,y) = F(x,y) • B = (F(x,y) © B) 0 B ... Equ. (5.14)
where in both cases F(x,y) is the input image, F'(x,y) is the resultant image, and B 
is the 'structuring element' or neighbourhood window used in the local area 
analysis. Two example structuring elements are shown in Figure 5.15.
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1 1 2 3
4 2 8 4
3 7 f. 5
Figure 5.15: (a) 4 connectivity, and (b) 8 connectivity, structuring elements.
Thinning is an extension to the erosion operation in which the connected pixel 
areas are reduced in certain directions, based upon either 4 or 8 connectivity and a 
number of criteria, until a single pixel wide region is left, typically resembling a 
skeleton. Hence thinning is often termed skeletonisation, although this operation 
is usually based upon different criteria. Thinning is performed by considering the 
crossing number % for the 8 pixels around the outside of a particular 3x3 
neighbourhood. The crossing number is defined as the number of 0-1 and 1-0 
transitions on going once around the outside of the neighbourhood elements with 
rules to yield the correct % value in particular cases. Figure 5.16 shows some 
example neighbourhood patterns and their associated crossing number.
0 0 0 0 0 0 1 0 0
0 1 0 0 1 1 0 1 0
0 0 0 1 1 1 1 0 1
II o x = 2 x=6
Figure 5.16: Neighbourhood patterns and crossing number, 
where 0 = background, 1 = foreground.
The rule for removing points during thinning is that points may only be removed 
when the crossing number % equals 2 and the sum of the pixels around 
neighbourhood must be greater than 1. If x is greater than 2 then the point forms a 
vital connection between two parts of a region. If the sum of the outside 
neighbours equals 1 then the point represents the end of a line. Many thinning 
approaches have been developed to try to overcome the main implementation 
problems of: skeletal bias; the elimination of lines along certain limbs; the 
introduction of noise spurs; and low speed of operation. Lam et al (1992) provide a 
thorough review of different thinning methodologies of which Sakia's method
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(Sakia et al, 1972) has been used on the adaptively thresholded image. The 
resultant segmented image after the thinning operation is shown in Figure 5.17.
Figure 5.17: The result of region based segmentation.
Overall the region based segmentation process has retained the essential 
information contained within the image, although the segmentation operations 
which have been performed have required the use of large sized windows and 
complex thinning strategies. This has been computationally intensive, with a non­
optimised execution time of 15 seconds for the adaptive thresholding operation 
and 13 seconds for the thinning operation when executing on an 8-bit, 512 x 512 
sized image on a Sun SPARC workstation.
The resultant images contain a large number of 'spurs' along each line segment 
which would either have to be removed by another algorithm to aid the feature 
extraction process, or the thinning process must be modified to prioritise the 
retention of horizontal continuity. However, this will have the added 
disadvantage of requiring addition computational effort.
5.1.2.2 Edge based segmentation
Edge based segmentation methods are very popular for the segmentation of 
objects from their backgrounds in scene analysis. They have also been previously 
used for the segmentation operation within single beam structured light based 
systems (Gordon and Seering, 1987) and multistripe systems (Niepold and 
Brummer, 1987). An edge can be described as a boundary between two regions 
which are of different intensity. The two main approaches to edge detection are
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template matching and differential gradient based techniques. Both aim to find 
where the intensity gradient magnitude is sufficiently large so as to indicate an 
edge. Both techniques use suitable convolution masks: the template matching 
techniques using up to twelve masks in order to evaluate the different direction 
components of the gradient (Prewitt, 1970; Kirsch, 1971), whereas the differential 
gradient approaches require just two, used horizontally and vertically across the 
image. Figure 5.18 shows the different types of edge which can be classified.
(c) smooth step edge, (d) planar edge, (e) roof edge, and (f) line edge.
Referring to Figure 5.18, edge detection schemes have proven very successful with 
edge models of type (a) - (d) where there is a distinct single edge or region 
boundary, and less successful with edge models (e) and (f). The latter are 
produced by a region of uniformly varying intensity and a very rapid change in 
intensity over a thin region respectively. A vertical edge operator which should 
ideally operate very successfully on a multistripe sensor image is the Prewitt 3x3 
operator. This uses the 3x3 convolution mask shown in Figure 5.19, and evaluates 
the intensity differences between the central pixel and the pixels above and below.
-1 -1 -1
0 0 0
1 1 1
Figure 5.19: Prewitt 3x3 vertical operator.
However, this produces a 'double' edge response to every stripe, yielding a high 
response in two vertical positions close to each edge. Figure 5.20(a) shows the
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contrast enhanced resultant image after using the Prewitt operator, whilst Figure 
5.20(b) shows the image after the Prewitt operator with thresholding.
Figure 5.20: (a) Contrast enhanced image after the Prewitt operator, and 
(b) Prewitt operator with thresholding.
The small width of the stripe 'regions' makes individual stripe identification 
difficult due to the double response of the vertical edge detector. However, with 
an execution time of just 3 seconds for the vertical edge detector, this method 
compares well to the more time consuming adaptive region based techniques, 
therefore offering the best approach for on-line operation.
A more recent alternative edge based segmentation method is provided by the 
watershed transformation (Wegner et al, 1995). Watersheds utilise mathematical 
morphology where grey-scale images are considered as topographic reliefs, with 
the intensity value of a pixel representing the elevation of a point. A drop of water 
falling on the topographic relief will flow until it reaches a regional minima or 
catchment. Therefore a watershed is defined as the sides from where a drop of 
water can flow to two minima's i.e. an (e) or (f) type edge as shown in Figure 5.18.
The watershed algorithm is analogous to drilling holes in each regional minima 
and slowly immersing the relief image into a pool of water. Starting from the 
minima of the lowest altitude, the water will fill up the different catchment areas. 
Dams are also built along the lines where the water from two different catchment 
basins would merge. At the end of the immersion process, each minimum is 
completely surrounded by dams, which correspond to the watersheds and hence
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the contours of the image. However, the described technique requires closed 
contours and produces an over-segmentation, i.e. many irrelevant contours, but 
operates on type (f) edges, the type of edge prevalent in multistripe images.
5.1.2.3 Summary of image processing techniques for image segmentation_____
The performance of the two methods described above may be assessed by 
considering four keys attributes which must be satisfied if multistripe light is to be 
used to extract weld joint features within industrial applications:
(1) ability to segment all stripes on different material surfaces,
(2) ability to segment stripes of different orientations,
(3) ability to segment stripes at very high densities,
(4) realistic computation times.
The adaptive region based approaches produce good results under the different 
material surface conditions and stripe densities (attributes (1) and (3)) because of 
their use of 'local' information. This results in an improved ability to extract the 
stripes very close to the tube edge (see Figure 5.14(b)). This requires the repeated 
application of a relatively large mask, which must be larger than the width of the 
stripes in order to derive meaningful statistical information across the mask. The 
number of computations required becomes significant: of the order of many 
seconds for an average performance workstation. The morphological operations 
required to thin the resultant image to produce the essential stripe information 
also requires numerous scans of the entire image if the correct thinning is to result. 
Again, the thinning operations require a large mount of processing time and result 
in 'unsmooth' stripe segments. Typical processing times are of the order of 30 
seconds for both operations on a 512x512 image using a Sun SPARC workstation, 
which under attribute (4) is excessive for many sensing applications.
Edge based approaches, particularly the Prewitt vertical operator, cope well with 
the segmentation of horizontal stripes (attribute (2)) but poorly with the high 
spatial density of the stripes, particularly with various material surfaces (attributes 
(1) and (3)) where the intensity gradient magnitude can vary significantly. This is 
unsurprising given the nature of the filter and relatively thin stripes being 
projected. The watershed algorithm provides considerable success in segmenting 
type (f) edges but requires edge contours as part of its methodology and can 
produce an over-segmentation. The calculation of the associated Prewitt gradient
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magnitude threshold can be derived in an adaptive manner to suit different 
workpiece materials and their associated different intensity gradients. However, 
this adds computation time to what is otherwise a fast method of segmentation 
(attribute (4)), typically taking 3 seconds to perform the Prewitt operator.
Overall, the process of stripe segmentation using an approach based upon the 
intensity gradient magnitude appears a favourable technique in terms of 
computational speed, but directional limitations (attribute (2)) and the need for 
improved sensitivity to suit the line type edges which represent the stripes 
(attributes (1) and (3)) are necessary.
5.1.2.4 The stripe detection algorithm
The images produced by the multistripe structured light sensor bear most closely 
to the line edge model, where there is a very sharp increase in intensity at the 
location of a stripe against the darker background. Traditional edge detectors 
produce a double response in such circumstances where the width of the 'object' is 
essentially very small. Figure 5.21 shows a close-up of two intensity cross-sections 
of preprocessed stripes: the intensity at a pixel f(x,y) in shown for one column x, at 
various y row positions.
Figure 5.21: An intensity cross section of two stripes in a multistripe image.
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The different intensities of the two stripes produces very different intensity 
gradient magnitudes - leading to poor performance by the Prewitt operator. The 
resemblance of both profiles to a Gaussian distribution has allowed (Morgan et al, 
1982) the use a difference of gaussian filter to segment single stripe images to sub­
pixel accuracy. Unfortunately such gaussian filters and fitting algorithms can be 
computationally expensive and are therefore not considered in the multistripe 
application.
After preprocessing, the intensity profile of each column within an image consists 
of a series of undulating peaks (or watersheds) as shown in Figure 5.21. The peaks 
can be detected locally as the pixel under consideration should be of a higher 
intensity than its vertically neighbouring pixels. This is a single response intensity 
gradient magnitude based technique and gives a maximum output when a local 
maximum intensity is detected in a similar way to the adaptive thresholding 
techniques. The algorithm that achieves this has been implemented using a 5 x 1 
'window' technique, Nx=l, Ny=5, which traverses each column in the image 
looking for local intensity peaks. Once detected, these local peak pixel points are 
given a new intensity value, thereby segmenting them from the other background 
pixels. Mathematically, the pixel intensity f(x,y) of a central pixel is compared to 
its nearest four vertical neighbours (two above and two below). Taking f(x,y) be 
the central pixels intensity value in an image located at column x and row y in an 
image of C columns and R rows, then the output operator of the local peak 
detector algorithm f'(x,y) is given by:
Within this framework the entire image set {Fcr} is considered and classified as 
being either a stripe or background. Due to the size of the window in use, a small 
border of pixels are not considered. Hence the entire image set considered is {Fcr} 
where (c = 0,..., C-l) and (r = (Ny/2),..., (R-Ny/2).
Figure 5.22 shows the output of this local peak detection algorithm. The binary 
image is very similar to the resultant image produced by thinning (see Figure 
5.17), but is much smoother with only one response per stripe.
f'(x,y)= 255 IF [f(x,y) > f(x,y-l)]
AND [f(x,y-l) > f(x,y-2)]
AND [f(x,y) > f(x,y+l)]
AND [f(x,y+l) > f(x,y+2)j ...Equ. (5.15) 
...Equ. (5.16)ELSE f'(x,y) = 0
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Figure 5.22: Result of the local peak detection algorithm.
The execution time of the local peak detection algorithm is only 3 seconds and the 
resultant image produced appears, subjectively, better than the outputs of the 
traditional region based or edge based algorithms. Further improvements in the 
region of the background are achieved by ensuring that the intensity differences 
between vertically adjacent neighbours, f(x,y-2) and f(x,y-l) say, exceeds a 
minimum threshold level. This reduces any response from noise within the image, 
especially within the background. Figure 5.23 shows the results of this algorithm 
with an intensity gradient magnitude threshold. The developed segmentation 
operation has the advantages of fast execution time and a high (visual) accuracy.
Figure 5.23: Local peak detection algorithm with intensity 
gradient magnitude threshold.
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The binary image produced is very similar to a skeleton image, with either straight 
line segments ending at the weld joint, or with straight line segments turning into 
curved segments at the weld joint. Noise effects and material surface condition can 
produce breaks in individual lines which can be 'closed' using morphological 
operations but this would require additional computational time (section 5.1.2.1). 
There exist several ad hoc schemes suitable for re-linking the line segments in the 
multistripe images: extending line segments along their existing directions, joining 
lines which are sufficiently close and pointing in similar directions, or by trying to 
process the lines based upon a model e.g. the intersection of a straight line 
segment and an elliptical segment. These could be implemented if the workpiece 
material and segmentation algorithms previously described produce a poor result 
and additional computation time is permissible.
It should be noted that the performance of the reverse of this operation, i.e. finding 
the local troughs, can effectively double the number of apparent 'stripes' in an 
image i.e. doubling the feature points per stripe, see section 4.2.1.
5.1.3 Feature extraction
Following the peak detection process the characteristic points which define the 
weld path to be followed must be extracted. With traditional single stripe weld 
seam tracking sensors the weld joint features are detected using the 'split and 
merge' (Pavlidis and Horowitz, 1974) and 'scan along' techniques (Sklansky and 
Gonzalez, 1979). Refer to section 3.2.2 for a basic overview of both approaches. 
Both techniques require the stripe to be continuous, with the analysis starting from 
either end of a single stripe, based against a known template of the weld joint 
being considered. The more widely used 'split and merge' technique cannot be 
used within multistripe images as corresponding stripe ends are not known from 
the many projected stripes.
In contrast, the scan along technique uses a form of binary shape analysis to track 
a continuous signal and then represent it by a polygonal approximation, ending 
and starting the polygonal straight line segments using an error distance 
measurement of the next data point from the straight line fitted to the previous 
data points. This approach is very similar to general boundary pattern analysis 
techniques which rely upon a connected unit width boundary of an object and are
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used to locate objects, identify and orientate them, and to analyse them for size 
and shape defects.
For multistripe images feature extraction is accomplished through the use of a 
contour following process which can otherwise be thought of as a stripe follower. 
Here each horizontal line segment in the image is traversed to establish both end 
points. The termination criteria used is the change in direction of the line from one 
pixel to its neighbour. This is similar to both the Sklansky and Gonzalez error 
measurement based approach and chain code as devised by Freeman (Freeman, 
1961). This approach has been utilised due to the imposed stripe constraint of 
projecting the stripes in line with one of the tubes axes and horizontally across the 
image, producing some straight line segments in the image which can quickly be 
identified.
Discontinuities of the stripe information at the weld joint intersection occur due to 
the complex weld shape. The line following takes place in two directions 
sequentially, from left to right, and from right to left in the image. The feature 
extraction operation commences by finding a start pixel on a stripe segment and 
looking at its neighbouring pixels in a 10 x 3 and then 2x3  neighbourhood. The 
former (large) neighbourhood is used in case of large stripe discontinuities caused 
by poor material surface qualities and to speed up the line following algorithm. If 
a neighbour exists then it becomes the new start pixel and the process is repeated. 
The stripe following builds up a chain code representation of the line following 
process until there are no more suitable neighbouring pixels. Figure 5.24 shows the 
position of the two neighbouring sets relative to a current pixel position.
( a ) ( b )
Figure 5.24: Feature extraction using boundary pattern analysis, (a) the 2x3, and 
(b) 10x3 neighbouring elements, for left to right hand stripe following
The beginning of the stripe segment is assumed to be approximately straight and 
produces an average row number position for the stripe. Once the stripe following 
algorithm deviates from this average row in the image space produced by
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following the curved line segment, the feature point is assigned to the pixel where 
the deviation first commenced: essentially acting as a Hamming distance (Davies,
1997). Figure 5.25 shows the characteristic pixel pattern produced at the feature 
point where the straight line segment starts moving downward from left to right.
Figure 5.25: Characteristic pixel relationships which indicate feature points.
Due to the presence of spurs in the linear segments, recovery steps are also 
included to render the algorithm more robust to noise and different workpiece 
surfaces which could be encountered within an industrial environment. These 
include using the position of the previous stripes feature point as a basis for 
establishing the next stripes feature point, as the intersection of the workpieces 
always produces a characteristic shape, which for a tubular joint is curved. Figure 
5.26 shows the feature points to be extracted and the positions of two origin 
columns overlaid on a segmented image.
®  F e a t u r e  p o i n t s  t o  b e  e x t r a c t e d  
P o s i t i o n  o f  r e f e r e n c e  c o l u m n s
Figure 5.26: Feature points to be extracted from the segmented image.
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It is the accuracy with which the extracted feature points correspond to the actual 
weld seam location which determines the accuracy of the algorithms. This 
accuracy is investigated further in section 5.3 where the results of testing under 
laboratory illumination conditions are presented.
5.1.4 Image understanding
The image understanding process is relatively simple once the feature points have 
been determined. Depending upon the application under consideration, in this 
case welding, a number of feature points are used to recognise and evaluate 
information from the image. The set of feature points determined from the image 
is firstly checked for errors and then reduced to a minimum set of characteristic 
information. In the case of robotic GMAW small diameter intersecting tubes, this 
usually requires just six or seven salient points to be determined from the set of 20- 
40 extracted feature points to be able to specify the actual robot weld path. This 
required number is also robot specific, being the minimum number of points 
needed for the robot to produce the desired weldgun motion within the robot 
workcell. Figure 5.27 shows the position of the desired path points superimposed 
on an image of the weld joint.
Figure 5.27: The feature points required for robot 
weld path programming.
Referring to Figure 5.27, the list of weld feature points has been sorted to produce 
six equi-spaced points around the weld joints. The six points must later be
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transformed into the robots base coordinate system such that the weldgun can 
follow the weld joint within the workcell - see Chapter 6.
5.2 Evaluation of different image processing neighbourhoods____________
The image processing operations chosen to process the multistripe images, as 
shown in Figure 5.28, were selected using a combination of practical judgement 
and experience gained from previous applications. The initial results are 
promising enough to indicate that further improvements to the preprocessing, 
segmentation, feature extraction and speed of execution of the entire image 
processing operations may be achieved by optimising the size of the 
neighbourhood in many of the operations using qualitative experimentation. Due 
to time constraints in an on-line application it is necessary to use the smallest 
possible neighbourhoods without sacrificing accuracy.
Raw
linage
Averaging
operation
(3x3)
Noise
removal
(1x5)
template
Segmentation 
template and gradient 
magnitude thresholding 
(1x5)
Feature
extraction
and
interpretation
Figure 5.28: The chosen image processing operations from initial test results.
In order to assess the performance of a range of different image processing 
operations the following parameters were varied:
- size of the averaging mask (Nx x Ny), and
- the threshold level of the gradient magnitude intensity threshold (Ti).
The investigations into the above parameters were performed using nine sample 
images obtained using the multistripe sensor on three different metallic materials: 
mild steel, aluminium, and stainless steel, and on three different joint sizes with 
different angles of intersection: 25mm and 50mm at 90°, 50mm and 75mm at 60°, 
and 25 and 75mm at 30°. Figure 5.29 and Table 5.1 show a general layout of the 
parameters involved and a summary of the nine sample workpieces used.
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Name Dia. Dj Dia. D2 Angle 0 Material No of feature points
TI 25mm 50mm 90 Mild steel 18
T2 50mm 75mm 60 Mild steel 32
T3 25mm 75mm 30 Mild steel 21
T4 25mm 50mm 90 Aluminium 16
T5 50mm 75mm 60 Aluminium 30
T6 25mm 75mtn 30 Aluminium 18
T7 25mm 50mm 90 Stainless steel 20
T8 50mm 75mm 60 Stainless steel 36
T9 25mm 75mm 30 Stainless steel 18
Table 5.1: The sample image tubes joint designs.
The noise removal and segmentation templates could not be varied in size as they 
are not general image processing convolution or thresholding functions. Their 
neighbourhood size was previously determined (sections 5.1.1 and 5.1.2) such that 
they characterise both the noise present within the multistripe images and identify 
each stripe from the pixel intensity relationships within each column of an image.
5.2.1 Effect on accuracy of the averaging mask
The averaging mask aims to reduce the amount of variation between adjacent 
columns in an image to aid the execution of subsequent image processing 
operations. The degree of averaging required to achieve this task depends upon 
the degree of variation present within the image and the sharpness of the reflected 
stripes. In general the averaging masks have Nx x Ny elements, ranging from 3x3 
elements to 9 x 9 elements. The coefficients of the mask elements are usually 
selected such that they do not alter the mean intensity of the image, hence a 3 x 3 
mask effectively multiplies each pixel in the image by a mask coefficient of a ninth, 
similarly a 5 x 5 image multiplies each pixel by a twenty fifth. Four averaging 
masks of varying sizes have been implemented using the nine sample images.
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Once averaged, noise reduction, segmentation, and feature extraction were 
performed to assess the effect of the mask size upon the level of detectability of the 
feature extraction points. Table 5.2 shows the results from the four masks used.
Mask size 3x3 3x5 5x3 5x5
Name Number of feature points
Tube 1 15 15 9 9
Tube 2 24 24 12 12
Tube 3 17 17 7 7
Tube 4 12 12 4 5
Tube 5 22 22 7 7
Tube 6 14 14 6 6
Tube 7 13 12 6 6
Tube 8 30 30 21 21
Tube 9 14 14 6 6
Table 5.2: Feature point detectability for varying averaging masks.
The results from the tests show that the very thin width of the stripes and their 
density respond sensitively to the use of large mask sizes. The use of coefficients 
which do not alter the mean intensity of the image when vertically larger window 
sizes are used means that the stripe intensity is averaged over more pixels, 
resulting in a less pronounced and more blurred stripe which then becomes more 
difficult to segment successfully. The success of the 3 x 3  averaging window size 
(Nx=Ny=3) also has the addition benefit that it is computationally less expensive. 
Overall the averaging window is the smallest possible given the characteristics of 
the noise present within the images.
5.2.2 Effect on accuracy of the feature gradient magnitude intensity threshold
The segmentation template used to identify intensity changes within a column 
which may represent a potential stripe uses a measure of the intensity of the point 
under consideration against the neighbouring pixels. If the intensity of the point 
exceeds the defined gradient magnitude intensity threshold, Ti, the pixel is 
segmented. As shown in Figure 5.11 the gradient magnitude varies considerably 
for the stripes in the image, being smallest for the stripes nearest the tube edge due 
to the multistripe projector to camera projection angle with the tube surface 
geometry.
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The value of Ti was varied from 0 to 50 in steps of 10 to measure the effect of the 
gradient magnitude intensity threshold upon the number of feature points 
detected. As the feature points are used within the image interpretation process 
and then converted to robot (Cartesian) world coordinates and downloaded to the 
robot controller for execution, the ability to find the correct weld feature points is 
highly dependent upon the robustness of the feature extraction process. The 
accuracy of the detected feature points was also measured to ensure that the 
points still correspond to the weld joint. Figure 5.30 shows the relationship 
between the number of feature points detected and the accuracy to which they are 
detected whilst varying the gradient magnitude intensity threshold. The results 
from similar experiments performed on all of the nine sample tube joints are 
shown in Appendix 2. Each pie chart shows the accuracy to which each feature 
point pixel is identified compared to a manual interpretation of the weld joint 
image.
Figure 5.30 Feature point detectability and accuracy for various 
gradient magnitude intensity thresholds, Ti, for Tube 1.
It can be seen that the number and accuracy of feature points which are 
successfully extracted decreases as the gradient magnitude threshold, T  ^ is 
increased. The unidentified feature points are those which are close to the tube
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edge where the intensity of the reflected light is low. Using a threshold below Ti=5 
produces images which possess very bad segmented information causing the 
feature point extraction algorithm to fail.
The value of Ti = 5 is therefore the best value to use for the gradient magnitude 
intensity threshold within the multistripe structured light image processing 
operations.
Figure 5.31 shows the normalised effectiveness of the number of identified feature 
points versus the threshold Ti. Within this graph there are no obvious groupings 
of results for tubes which are made from identical materials. This is due to the use 
of the aperture control for the different workpiece material surfaces, bringing the 
intensity information within the same effective range.
Gradient magnitude threshold Ti
Figure 5.31: Effectiveness of the feature point extraction for the 
different sample tubes.
The loss of the feature points which are close to the edge of the tube due to low 
intensity reflected light does not cause a significant problem within weld path 
determination due to the use of the image interpretation algorithms. As only a 
smaller number of feature points are used to define a weld path, any missing 
points can be accommodated.
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5.3 Image processing effectiveness__________________________________
The overall effectiveness of the image processing algorithms is determined by the 
efficiency with which the weld the feature points are extracted from the 2D image, 
even though the 2D feature points must be transformed into a 3D path in the 
robots base coordinate system. The accuracy with which the feature points are 
identified in terms of pixels can later be related to overall accuracy in millimetres 
once the camera calibration model has been developed.
The level of success and accuracy of the developed algorithms has been 
established using the nine sample weld joints and the preprocessing operation 
with a 3x3 mask size for the averaging operation, and a gradient magnitude 
intensity threshold of Ti=5 for the stripe segmentation operation. Figure 5.32 
shows the combined results from all nine sample images.
Figure 5.32: Image processing effectiveness for multistripe images.
Figure 5.33 shows the correspondence of the developed algorithms to the manual 
interpretation for the 209 feature points contained within the nine sample images.
Overall, using one set of parameters for the analysis of three different materials 
will automatically extract 85.0% of the feature points lie to within 4 pixels, and 
89.0% to with 7 pixels, of the manually estimated joint position.
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Accuracy of located pixel
Figure 5.33: Number of pixels difference between the feature points extracted by 
the developed algorithms and manual interpretation.
5 J  Summary________________________________________________
Techniques for the full automatic detection of the feature points from multistripe 
images using computer vision techniques have been investigated. Two existing 
methods of segmentation are described and compared to a novel method of 
segmentation. The existing approaches to segment the image include region based 
methods: using adaptive thresholding and thinning, and a traditional edge 
operator, namely the Prewitt vertical operator (Prewitt, 1970). The third and most 
successful method for the application of welding small diameter tubing, is based 
upon template matching and gradient magnitude thresholding.
The existing methods exhibit poor performance given the large range of stripe 
intensities within the image, failing to extract the less intense stripes near the tube 
edge. More specifically the thinning operation also produces a large number of 
spurs along the stripe which cause subsequent feature extraction problems.
The novel segmentation method for stripe detection which has been developed to 
cope with the very small width and high density of the stripes within the image, is 
based upon a template matching method. It is similar to the watershed algorithm 
(Wegner et al, 1995) in that once the local intensity peaks are matched, they are 
built up to form a series of stripe segments. It can also be extended to detect 
troughs, thereby increasing the number of feature points per stripe. Once 
segmented into a binary image, the neighbourhood based feature extraction
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method locates and then scans along each stripe segment searching for 
characteristic pixel spatial relationships, indicating the feature point pixels.
Comprehensive evaluations of the template based stripe segmentation approach 
by varying the averaging mask sizes and gradient magnitude threshold for three 
workpiece materials with three joint sizes were undertaken. The conclusions 
derived from these test results indicate that the 'windows' used for all operations 
should be minimised, given the small width of the stripes and the number of 
computations required. Computationally the template based peak detector is fast 
compared to the conventional Prewitt edge operator, with typical processing times 
of less than 3 seconds when being performed on a Sun SPARC workstation with a 
512x512 pixel sized image.
Once the algorithms were optimised, their accuracy was determined. The results 
when testing on three different workpiece materials with three different weld joint 
sizes and angles of intersection, was a detected feature point accuracy of over 85% 
within 4 pixels. These investigations confirm that the projection of intense 
controlled light patterns onto industrially encountered metallic workpiece surfaces 
can be successfully used to extract meaningful features relating to the workpiece 
under consideration.
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6. CAMERA AND SENSOR CALIBRATION
Once image processing operations have detected and interpreted the weld feature 
points, their position in the 2D imaging array must be converted into a 3D 
position within the robot workcell. It is therefore necessary to determine a 
relationship between the 2D image space and a 3D world coordinate system, such 
as the robots base coordinate system. Establishing this relationship between the 
detected weld joint feature points and a world coordinate system is termed 
camera and sensor calibration.
Camera calibration determines the transformation between the 2D imaging array 
space and a 3D world coordinate system defined relative to the camera. It 
compensates for the vision systems optical characteristics including lens 
distortion, effectively determining each pixels individual light path as it exits the 
camera lens. Whereas sensor calibration determines the transformation between 
the camera coordinate system and an external world coordinate system.
This chapter introduces and reviews strategies and methods available for 
calibrating a camera based sensor system, detailing the method adopted in the 
case of the multistripe weld seam determination sensor. In general a point (Xa,Ya) 
in image coordinates is converted into a robot program path point (Xw, Yw, Zw) 
in the robot base coordinate system. Figure 6.1 shows the broad aims of the 
calibration process.
C a l i b r a t e d  s y s t e m  p a r a m e t e r s
I m a g e  c o o r d i n a t e s  
( X a > Y a )
..... I ........................
W o r l d  c o o r d i n a t e s
( X ^ y ,  Y y y ,  Z W )
S e n s o r  M o d e l
Figure 6.1: The aim of calibration.
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Camera calibration is required to determine the transformation between the 2D 
camera image plane and 3D world space relative to a coordinate system within 
the camera. This is to enable an image feature point (Xa,Ya) in the camera image 
plane to generate the correct line of sight vector in the camera coordinate system 
to the actual object feature. The two main approaches to camera calibration are: 
those based on a mathematical model of the pin-hole camera, in which the model 
parameters must be established (Tsai, 1987); and those based on a mathematical 
model which just maps the relationship between 2D image space and the line of 
sight vector (Gremban et al, 1988; Champleboux et al, 1992).
The calibration process is typically undertaken in two parts:
- the 'projection problem'. This calculates the 2D image location point given 
the 3D feature point. This is normally derived experimentally as part of a 
series of calibration tests, the results of which are used to derive the 
camera model parameters, and
- the solution to the 'back-projection problem' of determining the line of 
sight vector through the lens given the 2D image pixel. This process uses 
the derived model parameters in 'reverse' (mathematically) but can only 
generate a line of sight vector unless some other constraint is used.
Hence, structured light based sensors normally operate by using the vector 
equation of the projected light as the constraint. Thereby calculating the 3D 
position of a feature point in the camera coordinate system using triangulation: 
identifying the intersection of the projected plane of light with the line of sight 
vector. The ability to accurately determine the line of sight vector is therefore 
essential if the sensors 3D range information is to be accurate.
Perhaps the most widely used camera calibration technique was developed by 
Tsai (1987) due to the high accuracy achievable and the ease of implementation. 
Tsai's review classified existing calibration methods into five categories:
- techniques involving a full-scale non-linear optimisation,
- techniques involving the perspective transformation matrix using linear 
equation methods,
- the two-plane method,
- the geometric technique,
- Tsai's method.
6.1 Camera calibration________________________________________________
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The techniques in the first category involve full-scale non-linear optimisation. 
These employ a large complex model, often incorporating up to 18 model 
parameters, requiring a good initial guess of the model parameters to begin an 
optimisation search. Because of the complexity of the model, the large number of 
unknowns and the use of large professional format photogrammetric cameras, 
the techniques generally exhibit excellent accuracy although computationally 
time consuming when determining the parameters.
The second category includes techniques that involve solving the perspective 
transformation matrix with linear equation methods. These methods compute the 
perspective transformation by assuming a pin-hole camera model but do not 
consider any lens distortions. This is only a reasonable assumption if a high 
quality lens is used. The equations characterising the transformation from the 3D 
world coordinates to the 2D image coordinates, the projection problem, are non­
linear functions of the extrinsic and intrinsic model parameters if lens distortions 
are ignored and the elements of the perspective transformation matrix are 
regarded as unknown parameters. The elements of the perspective 
transformation matrix can be solved by a least squares solution to an over­
determined system of linear equations. Having determined the perspective 
transformation matrix, the camera model parameters can then be computed in a 
non-iterative manner. This method is popular and achieves relatively high 
accuracy if the vision system is operating in a 2D manner, i.e. the camera to object 
distance is constant.
The third method is the two plane model. This, unlike the previous two methods, 
does not assume a pin-hole camera model. Instead it defines two physically 
parallel planes in world coordinates and interpolates the coordinates of the points 
of these planes with the corresponding points in the image plane using 
polynomials (Martins et al, 1981; Mitchell et al, 1996). The method of solving the 
equations is linear and does not need to know the intrinsic parameters of the 
camera.
The fourth method is the geometric technique (Fischle and Bolles, 1980) which 
uses geometric construction to derive a direct solution for the location of each 
camera.
Tsai's method (1987) is based upon the pin-hole camera model used in the first 
category above. Although this method involves solving for a large number of
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calibration parameters requiring a full-scale non-linear search, Tsai has 
determined a constraint which reduces the complexity of the problem. Tsai's 
calibration technique has been widely used throughout the vision research 
community because of its ease of computation and the high accuracy attainable. 
Mitchell et al (1996) also partly explains the popularity as being due to a 'C' code 
implementation being widely available on a shareware basis.
There has been more recent work in the area of camera calibration, but these 
works have tended to strengthen deficiencies and extend the outlined methods. 
Of note has been the use of neural networks by Mitchell et al (1996) to perform 
the non-linear mapping from image coordinates to robot base coordinates. 
Mitchell's approach compares very well to Tsai's method within a 2D robotic pick 
and place application. However, this would be expected as the 2D constraint does 
not require the full power of the Tsai method.
The choice of appropriate calibration technique is governed by satisfying the 
following criteria:
- the technique should be sufficiently accurate for the application involved,
- it should be computationally efficient, and 
applicable to commonly off-the-shelf cameras and lenses.
The most important factor when considering the application area of weld seam 
determination for a GMAW process is overall system accuracy. As the calculated 
weld seam features are used for positioning the weldgun. Ideally the calibration 
task should also be capable of being performed within a real robot workcell 
under normal operating conditions.
The two contrasting methods considered suitable for performing the required 
system camera calibration: Tsai's and the Two-plane method, are briefly reviewed 
below.
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The intrinsic and extrinsic parameters needed for a complex model of a camera 
requires a large set of data for accurate evaluation. Tsai reduces the complexity 
involved by relying on a radial constraint. This constraint is a function of the 
relative rotation between the camera and the calibration points and, although it is 
a non-linear function of the camera parameters, there is a simple and efficient 
way of computing these parameters. The rest of the parameters are then 
computed using the perspective method, a thorough derivation of which is 
provided by Gonzalez and Woods (1992). Figure 6.2 shows the camera geometry 
model used for the Tsai method. Due to lens distortions, the coordinates of the 
point (XW/YW,ZW) in the world coordinate system (X,Y,Z) are obtained in the 
image plane at the 'false' pixel point (Xf,Yf), instead of the 'ideal' pixel point 
(Xi,Yi). Additional parameters involved in the model include the scale factor, sx, 
and the image centre (Cx,Cy), the lens distortion coefficient ai, and the effective 
focal length, f. These make the actual point imaged in the framestore image plane 
coordinate system (Xa,Ya), and not (Xf,Yf) although they are coincident at the 
same pixel location e.g. the centre of the pixel array does not align with the 
principal ray from the object point.
6.1.1 Tsai’s method
and radial distortion.
The process of transforming the object point coordinates (XW,YW,ZW) in the 
world base coordinate system into the actual pixel coordinates (Xa,Ya) in the
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image coordinate system (x,y,z), centred upon the effective centre of projection, 
consists of the steps shown in Figure 6.3.
Step 1. Rigid body transformation from the world coordinate 
system into the camera coordinate system.
Extrinsic parameters: Transformations T  and R.
\  3D camera coordinate system x,y,z '
Step 2. Perspective transformation based upon tire pin-hole 
camera model.
Intrinsic parameters: Effective focal length, f.
1
y . Ideal image coordinates
Step 3. Account for the effects due to radial distortion.
Intrinsic parameters: Lens distortion coefficient, otj.
’Jr Distorted (false) 
Xf,Yf image coordinates
Step 4. Account for the effects of tire frame grabber and 
imaging system.
Intrinsic parameters: Scale factor, sx, and the imaging 
centre (Cx,Cy).
^  (Actual) Computerframegrubber 
X a,Ya image coordinates
Figure 6.3: Steps involved in Tsai's method.
Step 1: the rigid body transformation, is represented by a rotational matrix, R, 
and a translational matrix, T:
X \ v
y = R. Av + Tz +w. ...Equ. (6.1)
rl l r12 r13 *T "Ax
where R = r21 r22 r23 and T = Ty
_r31 r32 r33_ Tz. ...Equ. (6.2) & (6.3)
Step 2: the transformation from 3D camera coordinates (x,y,z) to the ideal image 
coordinates (Xi,Yi) is established using perspective projection equations and pin­
hole camera geometry by:
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f.x
z ...Equ. (6.4)
f-y
z ...Equ. (6.5)
where the effective focal length f is to be established.
Step 3: the transformation of the ideal image coordinates (Xi,Yi) into the 'false' 
image coordinates (Xf,Yf) by taking into account the effects of the lens radial 
distortion, is given by:
Here the parameters to be determined are the lens distortion coefficients, ai. 
These may be modelled as either radial and tangential, but Tsai only considers 
radial distortion effects and just the first term in the infinite series.
Finally, Step 4 is the translation from the 'false' image coordinates (Xf,Yf), to the 
actual image coordinates (Xa,Ya), using the scale factor Sx and the image plane 
centre coordinates (Cx,Cy), given by:
Xf + Dx = Xj ...Equ. (6.6)
and Yf + Dy = Yi ...Equ. (6.7)
where: Dx = Xf.(ai.r2 + a2 .r^  + ...) ...Equ. (6,8)
Dy = Yf.(ai.r2 + a2.r  ^+ ....) ...Equ. (6.9)
and ...Equ. (6.10)
...Equ. (6.11)
...Equ. (6.12)
Ph.D. 1997 Gary Bonser 166
Chapter 6: Camera and Sensor Calibration
NrY d'v -  dvrwhere: x ~ A Nf ...Equ. (6.13)
dx and dy are the centre to centre distances between adjacent pixels in the x and y 
direction respectively; d'x is the effective centre to centre distance between 
adjacent pixel in the x direction; Ncx is the number of sensor elements in the x 
direction; and Nfx is the number of pixels in a line sampled by the host computer. 
These parameters along with the scale factor, sx, and the pixel centre coordinates, 
(CX/Cy), are easily calculated from information supplied by the equipment 
vendor. The scale factor, sX/ is due to the line scanning timing error.
It should be noted that the perspective transformation model method is very 
similar in approach except that no camera distortion effects are considered and 
the image coordinates (Xi,Yi) are used throughout the method.
With the Tsai method, once the 'projection process' is completed via a series of 
experiments, all the variables within the model are calculated. The model can 
then be used in reverse to calculate the line of sight, or direction vector, from the 
camera coordinate system given the actual pixel position, (Xa,Ya).
6.1.2 The Two-plane method
The Two-plane method as described by Martins et al (1981) is aimed at 
establishing the feature direction vector, or line-of-sight, using a method which 
does not rely on a camera model. Therefore this method, unlike Tsai's, does not 
assume a pin-hole model where all of the lines-of-sight must go through the same 
centre of projection. Figure 6.4 shows the basic arrangement used within the 
'projection process'.
Given an image point (Xa,Ya), there are two corresponding points (Xci/Yci/Zci) 
and (Xc2/Yc2/Zc2) in the calibration planes, defined in the world coordinate 
system (X,Y,Z). Therefore, the line between the corresponding calibration points 
defines a line of sight vector related to that pixel.
This approach theoretically allows the most accurate and simplest form of camera 
calibration possible: accounting for the camera and lens effects at each pixel in the 
image (by measuring the line-of-sight vector for each pixel). Therefore when
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image processing has extracted a features pixel from the image, the line-of-sight 
to that position in world space can be derived by using a look-up-table. As it 
would be both computationally expensive and a time consuming calibration 
method in practice, the two-plane calibration process measures a discrete number 
of sets of calibration points, and interpolates a solution for points in between the 
calibration data.
Figure 6.4: The Two-plane calibration model (Martins et al, 1981).
There are a number of interpolation methods possible: linear interpolation, 
quadratic interpolation, or linear splines, all of which produce various levels of 
accuracy. It has been proven by Martins et al (1981) and Gremban et al (1988) that 
increasing the number of calibration points increases the accuracy of the 
interpolations. Whilst Champleboux et al (1992) has proposed an N-planes 13- 
splines (NPBS) method which increases the accuracy for the same number of 
calibration points. The interpolation methods used can be grouped as either 
global or local, both of which are summarised below.
Global interpolation
This method consists of fitting a global function to all of the calibration data, 
which is then used for all pixels across the entire image. Therefore averaging the 
errors in the fitting process across all of the pixels, which depending on the 
function used, may or may not be a good approach.
Considering a linear interpolation model, each plane is expressed as:
Pk = Bk.L k = 1,2. ...Equ. (6.14)
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X ' bll b 12 b13 X
where il Yw Bk = b 21 b 22 b23 and L = Yi
Zw _b31 b32
■ - 
s 
CO CO
x>
1 _
The Bk matrix contains the regression parameters for each calibration plane, 
where three calibration points per plane are used to determine the parameters. If 
the two calibration planes are parallel to the imaging plane, the total number of 
coefficients to be determined becomes twelve. Therefore, given a pixel in the 
image, v say, the direction of the line of sight vector through the pixel is: u\ - u% 
where u\ = Biu and U2 -  B2  ^•
The quadratic interpolation method is similar to the linear method, except that 
second order terms are included in the matrix B, making it a 6 x 6 matrix, and the 
image plane locations are represented as:
' V  
y . 2
L= \
Yi2
*iYi 
1 _
Local interpolation
Local interpolation is a linear spline method where the calibration grid of data is 
conceptually tessellated with triangles and the interpolation of an unknown point 
is performed linearly within a single triangle using the calibration data as the 
vertices of a triangle. See Figure 6.5.
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Therefore, after a feature point pixel in the imaging array is identified, its three 
nearest calibration points in the imaging array are established with the three 
associated direction vectors (calculated during the 'projection' experiments). 
Linear interpolation is then used to approximate the line of sight vector 
corresponding to the identified feature pixel.
6.1.3 Summary of camera calibration
Camera calibration to high accuracy, 0.1mm say, is particularly difficult to 
achieve in applications where there are large object to camera distances and 
depth of field. Here, small errors in the line of sight vector produce large absolute 
errors in the calculation of the object feature point in the world coordinate 
system. Therefore the use of a particular calibration method depends on the 
distance between the camera and the object, the depth of the object itself, and the 
resolution and accuracy of the image processing operations. The multistripe 
sensor fitted with a focal length lens, F=12.5, requires a nominal object distance, 
do=130mm, producing a field of view of approximately 60mmx40mm. At this 
object distance, 1 pixel=0.1172mm horizontally. If the acceptable error is to be less 
than 0.4mm then the camera calibration must be accurate to less than 4 pixels, 
preferably to within 1 pixel.
Mitchell et al (1996) compared three methods of camera calibration in an 
essentially 2D pick and place task: Tsai's methods, neural networks, and the Two- 
plane method using linear interpolation. In Mitchells application where the two 
calibration planes where spaced 50mm apart and the nominal object distance was 
110mm, it was found that the two-plane linear interpolation method performed 
well. Table 6.1 shows the results of the three methods.
Mitchell et all used a regular 31x31 calibration grid for their linear interpolation 
model, and therefore had a calibration point every 16 pixels (for a 512x512 
digitiser). Their results show that the linear interpolation method has an accuracy 
close to that of Tsai's method. However, over such a small depth the Tsai method 
will invariably not achieve its highest accuracy. It should be noted that the Two- 
plane method whilst being slightly less accurate, is computationally faster than 
Tsai's method.
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Method Mean Error
Tsai's method 0.118mm
Two plane 0.132mm
Neural network 1.472mm
Table 6.1: Accuracy results of camera calibration for a 31x31 calibration grid
(Mitchell et al, 1996).
Given the field of view and small object distance used by the multistripe sensor, 
the biggest calibration problem arises from optical distortion produced by using a 
large amount of the lens (as measured radially from the centre) for focusing 
purposes. If an alternative lens, either a zoom or stopped down lens, was used 
then a much smaller amount of the lens would be needed for focusing the same 
field of view. However, it would require a much larger object distance and laser 
power source. The barrelling type of distortion is shown in Figure 6.6(a) where 
the corners of both grids should be coincident. The adopted calibration method 
should therefore account for the differences between the obtained image and that 
which should have been produced. Figure 6.6(b) shows the effective approach of 
calibration for a constant height regular grid, where the corners are bought into 
correspondence but a small error can remain due to the fitting /interpolation 
method used.
Figure 6.6: (a) Barrelling distortion, (b) effect of calibration 
(distortion effects exaggerated).
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As with all camera calibration techniques the result of 'back-projection' when 
evaluating a 3D scene is a line-of-sight vector. The feature point is able to lie 
anyway along the vector: it is a many-to-one correspondence problem. Therefore 
an additional constraint must be used to calculate the 3D position of an object 
relative to an external coordinate system. Nitzan (1987) provides several possible 
constraints in his hierarchy shown in Chapter 3, Figure 3.4. The most suitable 
constraints given the design of the weld seam determination sensor and the 
increasing use of CAD based information for robot programming in GMAW 
applications, refer to Chapter 2, are either:
- using the projected multistripe light to determine the range to an 
object feature point via triangulation,
using some known (invariant) object geometry and calibration 
points contained within the image.
The former method is often referred to as structured light. Different methods are 
reviewed in Chapter 3, with single plane projection systems being most common 
as they render the feature extraction process simpler and eliminate any 
correspondence problem when trying to resolve the features in the image. The 
correspondence problem is recognised within the projection of many stripes of 
light where it is unknown which image feature pixel corresponds to which plane 
of projected light. It could be overcome by simply counting the number of stripes, 
but this would hardly be a robust methodology as occlusions may occur, 
preventing a projected stripe from appearing in the image.
It should be noted that the reflected light from the illuminated object surface 
undergoes approximately perspective projection into the camera, therefore line 
segments on the object surface remain as lines in the camera image, but most 
other shapes become distorted. This fact is utilised in a single plane scanning 
system developed by Gordon and Seering (1987), where only polyhedral objects 
are located by the straight line segments produced as the plane of light is swept 
over the object surface.
The possible use of either projected light or calibration points within the image 
are both now reviewed due to their possible suitability within the multistripe 
sensor.
6.2 Sensor calibration______________________________________________
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The calibration of a single beam structured light based sensor will now be 
detailed. Agin and Higham (1982) detailed the mathematics behind this approach 
using a homogeneous coordinate notation for a single fixed beam robot mounted 
sensor system, where the aim of the sensor calibration was to find a relationship 
between an uncalibrated image feature point (Xi,Yi), as identified in the image 
coordinate system, and the corresponding 3D position of the point (Xp,Yp,Zp) 
relative to the camera coordinate system. The transformation matrices between 
the world coordinate system and the camera coordinate system, R and T, can 
then be used to transform the feature point (Xp,Yp,Zp) into the world coordinate 
system point (Xw,Yw,Zw), see Figure 6.7. The camera coordinate system is 
centred upon the effective lens centre as shown in Figure 6.6. The transformation 
between the camera coordinate system and the world coordinate system is 
denoted by C, a 4x4 homogenous transform matrix. Therefore:
Xw = C.Xc ...Equ. (6.15)
6.2.1 The use of structured light for 3D position determination
V xw
where Xc = Yc Kw - *w
Zc Zw
. 1 . .  1 .
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Using a perspective transformation for the camera representation instead of a full 
camera calibration as performed by Tsai (1987), where:
Xi = P.XC ...Equ. (6.16)
where *i=
Xi *x 0 0 0
Yi and P = 0 Fy 0 0
Zi 0 0 0 i
hj- .0 0 i o .
where hi, Fx and Fy are scaling parameters that take into account the focal length 
of the lens and the spacing of the pixels. Equation (6.15) and (6.16) combine to 
give:
Xi = P.C-1. xw 
Inverting yields: Xw = C.P'l.Xi
Now using the constraint imposed by the projected plane 
Xw = S.Xs
...Equ. (6.17) 
...Equ. (6.18)
...Equ. (6.19)
The z axis of the projector coordinate system lies on the axis of the plane of light. 
Therefore the plane of light lies in the y-z plane. If we let Vx stand for the vector 
[1 0 0 0], then any point Xs lying in the plane must obey the relationship:
Vx.Xs = 0
Substituting the inverse of equation (6.19) into (6.20) gives: 
Vx.S"l.Xw = 0 
which must hold for any point in the plane.
Considering equations (6.15) and (6.16) we have: 
Vx-STc.P-l.Xi = 0
.Equ. (6.20)
.Equ. (6.21)
.Equ. (6.22)
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If we let Q be the matrix product of S_1 .C.P-1 and let qij denote the elements of Q, 
then equation (6.35) may be expanded to:
qu-xi +qi2-yi+ qi3-zi + <114+  =0 ...Equ. (6.23)
arbitrarily setting hi to 1 , equation can be solved for zi to yield:
zi=- q iijg -  qi2 .yi, qi4
qi3 qi3 qi3 ...Equ. (6.24)
This equation can be substituted in equation (6.18) and solved by normalising the 
fourth element on the Xw vector equal to 1 , to yield the world location. 
Alternatively we can use equation (6.24) to form a 4x3 collineation matrix IC, 
where:
X w  =  K .
Xi
Yi
...Equ. (6.25)
If we let rjj denote the elements of R where R = C.P"1 then the elements of K are:
K  =
rn —
T21
F31
T41
rn In
413 
f23 Cl | |
113 
_r33 .9II
113 
143..fril
Cll3
ri2-
T 3 2 -
F 42 “
m fi19 
In
F23
fil3  
F33 fin
Cll3 
r 43 Qio
fil3
T34 “
F 44
rn Ql d
fil3 
F23 f ly .
fil3 
T33-. fil4
fil3 
F.4.I.. fil4
fil3
..Equ. (6.26)
Therefore calibration experiments are required to derived the matrices P, C, and 
S, such that they can then be combined to derive the elements of K. Once the 
sensor calibration experiments are completed, equation (6.25) can be used to 
evaluate a feature points real world coordinates from the camera image 
coordinates.
Complex calibration is therefore required in the situation where you have thirty 
three planes of light which produce a separate K matrix for each plane. Besides 
the complexity involved, you must be able to discriminate between each of the
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projected planes within the image. This is termed the correspondence or indexing 
problem (Boyer and Kak, 1987) and is typically insurmountable in all but trivial 
cases. Hence binary encoded projection or beam encoded methods, as outlined in 
Chapter 3, have been developed. The main deficiency with the encoded approach 
is the time taken to resolve an image i.e. to derive the 3D world coordinates of the 
feature points.
It is also possible to conduct this evaluation using 3D coordinate geometry as 
outlined briefly by Magee et al (1994) in a constant height bottling application 
where the calibration is itself constrained by aligning the camera x-axis with the 
projected stripe and the world coordinate system x-axis. These constraints make 
the solution of the matrices far easier as the stripe is effectively used for 
illumination purposes only.
6.2.2 Range from known geometry
Lougheed and Sampson (1988) identify direct imaging, otherwise known as 
passive ranging by known geometry (Nitzan, 1987), in their review of 3D ranging 
technology. The technique generally measures distance based on the apparent 
size of a known object in the field of view of a camera. The use of the a priori 
knowledge also requires that corresponding object features are identifiable by the 
image processing operations. This techniques has been successfully applied many 
times in gauging or dimensional inspection applications of shallow components 
where the on-line measurements of an item are made using a fixed grey-scale 
based camera arrangement located alongside a production line conveyor system 
(Baumann and Wilmhurst, 1983). The elimination of the depth parameter 
allowing the unique solution of the perspective element built into the camera 
projection model.
This process can be adapted to work in applications where the sensor location is 
not fixed nor highly repeatable, performing the localisation by the use of 
calibration features from which relative measurements are made (Schroer and 
Rezapor, 1988; and Shirinzadeh and Tie, 1993). Campbell and Hewit (1984) have 
used this approach for the welding of boiler spacers to boiler tubes, essentially a 
2D application, where the locations of planar datum points are measured using 
the robot as a measurement device (refer to sections 2.4.1 and 3.2.1). Using a 
passive grey scale based vision system the position of the component features
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relative to the known datum points are calculated. The simplicity of this 
approach to solve general location errors within robotics has led to modern robot 
controllers being developed with the capability of performing position offset 
calculations within the robot controller. Figure 6.8 shows the transformations 
typically involved using the Campbell and Hewit application of welding spacer 
plates onto tubes.
This method requires that a calibration process is performed within the robot 
workcell in order that the correct locations of the calibration points can be 
derived in the workcell base coordinate system using the real robot structure. 
Differences in the dimensions between of the calibration points as measured by 
the robot and external metrology, arise due to the poor accuracy of the robot 
structure, see Chapter 2. Hence, it is important to use the calibration point 
locations as defined by the robot to minimise any errors when commanding the 
robot to move to other locations close to the calibration points. Therefore, the 
calibration points provide a scale against which the relative locations of the weld 
feature points can be adjudged. In practice this requires several stages: firstly, the 
calibration points must be identified within the image to provide a scale; and 
secondly the weld seam feature points must be identified within the image and 
measured against the derived scale. Robot coordinates of the weld feature points 
are then downloaded to the robot controller.
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The two most suitable methods for the multistripe sensor calibration are: 
triangulation based structured light, and range from known geometry. The 
former method is too complex for a system which utilises 33 planes of parallel 
light: each plane requires it own individual calibration process, and there is a 
high likelihood of missing stripes information due to poor reflectance of the 
incident light. Whereas the latter method appears simpler, capable of making use 
of the information contained within a workcell to transform 2D image points to 
3D world points.
Graphical OLP packages essentially provide a data base of the geometric outline 
and location, relative to the robot base coordinate system, of all the elements 
contained with a simulated workcell. These elements are usually just those 
associated with the task but could be calibration points that have been 
intentionally build into the simulation for use by a sensor. The availability of this 
positional information coupled with the successful use of the range from known 
geometry technique, as proven by Campbell and Hewit (1984) favours the known 
geometry method in situations where the object to be identified and located can 
be guaranteed to be within the camera field of view along with the known 
calibration points.
The range from known geometry technique requires the use of features within 
the image which are of known dimensions. This is achieved through the use of 
known calibration or 'datum' points (Campbell and Hewit, 1984). Which are non- 
spatially variant features either attached to the workcell fixturing or part of the 
workpiece itself i.e. accurately machined holes. As the position of the datum 
points is used to calibrate the image i.e. all weld joint feature points are calculated 
relative to the calibration points, the sensor manipulator itself can possess 
relatively poor repeatability (in cases where the robot itself does not provide the 
manipulation and where the workcell access prohibits the use of the sensor at a 
static position). As the welding of small diameter tubing is a 3D, and not a 2D 
task, it is important to eliminate any camera distortions if interpolation based 
measurements are being performed.
6.2.3 Summary of sensor calibration
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The aim of the multistripe sensor calibration strategy is to be able to calculate the 
position of the weld seam path points from the actual camera image coordinates 
(Xa,Ya) relative to the workcell base coordinate system (Xw,Yw,Zw)- The derived 
model for this process is based upon both the Two-plane method camera 
calibration methods (Martins et al, 1981) and the direct imaging approach for 
camera based measurements as used by Campbell and Hewit (1984). The 
calibration aims to account for any lens distortions, whilst the use of calibration 
points within the workcell provides a basis for overcoming perspective imaging 
effects. Thereby enabling the calculation of the 3D weld joint features in the robot 
base coordinate system. Figure 6.9 shows various positional transformations: Ti 
are the transformations of the defined calibration points in the workcell base 
coordinate system and can be extracted from the OLP database, whilst the T2 
transformations are the sensor derived transformations of the weld path feature 
points relative to the calibration points. The summation of Ti and T2 therefore 
defines the weld path feature points in the workcell base coordinate system.
6.3 A  multistripe sensor calibration strategy___________________________
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Whereas the Two-plane calibration method interpolates the direction vector of a 
feature pixel from the direction vectors of the three nearest calibrated pixels 
(Martins et al, 1981), the multistripe sensor uses several calibration grids to 
linearise the image array such that distortion and perspective may be 
compensated. Once linearised, calibration points are used to determine the scale 
to be used within the image such that the positions of the weld feature points 
may be calculated relative to the calibration points.
The linearisation is achieved by measuring the vertical and horizontal pixel 
distances of a regular calibration grid and fitting a vertically and horizontally 
equi-spaced grid to the data set. The distortion effects are then removed by 
mapping feature pixels from the distorted image onto the (regular) linearised 
grid.
Figure 6.10 shows a distorted element of the calibration grid and the resulting 
linearised square element. The mapping of the nodal points is achieved by the 
calibration process, with the relative position of an actual feature pixel (Xa,Ya) 
within the distorted area being mapped to a new feature pixel, (Xi,Yi).
Denoting the :
- four distorted nodal points (Xn,Yn), where n=l,..., 4, 
four calibrated nodal points (Xm',Ym')/ where m=l,..., 4,
- gradients of the lines between the nodal points by Mj, where j=l,..., 4,
- vertical gradient of the line passing through point (Xa,Ya), as Mav, 
horizontal gradient of the line passing through (Xa,Ya), as Mhv,
- point of intersection between the horizontal line passing through (Xa,Ya) 
and the line passing between (Xi,Yi) and (X4/Y4) as (Xvi,Yvi),
- point of intersection between the vertical line passing through (Xa,Ya) and 
the line passing between (Xi,Yi) and (X2,Y2) as (Xhi,Yhi),
- vertical length of the distorted calibration square in pixels as lsv,
- horizontal length of the distorted calibration square in pixels as lsh,
- vertical length in pixels of the point (Xvi,Yvi) from (Xi,Yi) as I2, 
horizontal length in pixels of the point (Xhi,Yhi) from (Xi,Yi) as lp
6.3.1 The multistripe sensor model
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(b) a linearised square of a calibration grid.
The position of the distorted feature point (Xa,Ya) in the linearised image plane 
(Xj,Yi) is evaluated by firstly establishing the gradient of the lines passing 
through (Xa,Ya): Mav and Mah; then establishing the vertical and horizontal 
intersection points of the lines passing through (Xa,Ya): points (Xvi,Yvi) and
li 19(Xui/YuT; and then evaluating the ratios: —L and — .
Ish Isv
1-1' In'The latter figures correspond to the ratios —~  and —— within the linearised
s^h' s^v'
square element. Due to the orthogonality of the linearised square element the 
ratios directly yield the calibrated feature pixel coordinate (Xi,Yi).
The resolution of the regular grid used to cover the entire image is dependent 
upon the degree of distortion present within the optical system and its occurrence 
over the image plane. Using linear equations to represent the lines joining the 
nodal points:
Y = Mj.X + Cj ...Eqn. (6.27)
where: Y is the vertical axis in the image plane,
X is the horizontal axis in the image plane,
Mj is the gradient of the line, j= l,..., 6 and 
Cj is the Y axis intercept when X=0, j= l,..., 6.
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The gradient of the line passing vertically through (Xa,Ya) is approximately:
Mav -  M4 -
M4 - M2
x2 - x u
(Xa-Xi)
..Eqn. (6.28)
Substituting for M2 and M4 gives:
= (Y4 - Ya) _
av ---------(X4 -XX)
•(Y4 -Y1) (Y3 -Y2)
(X4 -XX) (X3 -X2)
x2 “ xl
*(xa - x x)
...Eqn. (6.29)
Having calculated the gradient MaV/ the general equation of the line passing 
through (Xa,Ya) is:
Y = Mav.X + Cav ...Eqn. (6.30)
where: Cav - Ya - May.Xa ...Eqn. (6.31)
Similarly: Y = MpX + Cl ...Eqn. (6.32)
where: Ci = Y^  - M-pX^  = Y4 - (Y2 - Y^ ) .X^
(x2 - x a) ...Eqn. (6.33)
The point of intersection (Xhi,Yhi) is found using the criteria that the equations of 
the two lines are satisfied at the point of intersection, making equations (6.30) and 
(6.32) equal, therefore:
and
Xhi =
Yhi =
(Cav - C3)
(Mx - Mav)
(Cav ~ Cl) + Cx 
(Mr Mav)
...Eqn. (6.34)
...Eqn. (6.35)
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y  . -  (^ 4  “ °-ah )/Vvi ------------
(Mah’ M4) Eqn. (6.36)
and
Yvi= .(C4~Cah) .M4 + C4
(Mah 'M4) ...Eqn. (6.37)
ll 1 I91 l-i lrt
The ratios ---- and — ^  are equal to — 1 and — respectively, where:
W  W  *sh s^v
h _ (xhi" x l) _ h'
‘sh (x2 ' x l) ‘sh' ...Eqn. (6.38)
and
12 (Yvi - YX) 12.
Similarly:
‘sv (Y4" Yl) ‘sv1 ...Eqn. (6.39)
The linearised pixel location (Xj,Yj) is thereby obtained from scaling the lengths 
of the orthogonal square element, therefore:
ip (xj - Xj.) 
‘sh'-  (x2 ' -x i 0
12. (Yj - Yr )
W' (y4‘ • Yl')
...Eqn. (6.40)
...Eqn. (6.41)
Equating (6.38) with (6.40) and equations (6.39) with (6.41) gives:
(x h r x l) (x i~x p)
(X2-Xl) “  (x2' " xp) ...Eqn. (6.42)
and
(Y y j-Y l)  (Yi " Vl0
(y 4 - Yi) (Y4. -Yi.)
4 1 V 4 lJ ...Eqn. (6.43)
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(X h j-xp  (x?_ .-xr ) i
(X2 ' Xl> 1 ...Eqn. (6.44)
and
Y. = J Y v r Y i L O ^ M  +
(Y4 'Yl) ...Eqn. (6.45)
where Xhi and Yvi are given by equations (6.34) and (6.37).
Therefore the calibration approach gives a method of linearising a distorted four­
sided calibration element, thus mapping a distorted pixel (Xa,Ya) to a linearised 
pixel (Xi,Yi). It should be noted that:
(1) it is possible to linearise the entire image, either by forming a complete 
look up table of the mapping between the actual pixel location and the 
new linearised location, or by applying the calculation to the feature pixels 
only.
(2) the more central uncalibrated nodal points are likely to be unchanged 
allowing the ratios from equations (6.38) and (6.39) to be directly inferred.
The sensor calibration must now determine the Cartesian coordinate (Xw,Yw,Zw) 
of the linearised pixel by making use of both:
- the Cartesian transformations between the calibration or datum points 
constrained to appear within the image, and
- the diameter of tube 1 that comprises the joint.
The latter a priori knowledge enables the depth of the linearised image feature 
points to be derived from their known position relative to the centreline and edge 
of tube 1. Referring to Figure 6.11, the transformations linking the calibration 
points are denoted T3 and T4. These may be broken into components aligned 
with the image plane X and Y axes, but for the purposes of this test they will 
already be aligned. The transformation to a calibration point in the workcell 
based coordinate system can be denoted as: T^d, where D=l, ..., 4. The relative 
transformation between datum points along (image plane X axis) and across 
(image plane Y axis) the image can be denoted T3, and T4.
Rearranging gives:
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Using the notation for the position of the calibration points in the image as those 
described in Figure 6.11, transformations T3, and T4 can be evaluated from the 
TpD transformations. If the calibration points are rectangular, varying in the 
world coordinate Z axis only, then in the world coordinate system:
T3 = Tp3 - Ti,2 = Ti,4 - Tpi ...Eqn. (6.46)
and
T4 = Tp2 - Tpi = Ti/3 - Tp4 ...Eqn. (6.47)
The measurement of these datum points within the image compared to the 
transformations Tsand T4, enables a local scale within the image X and Y 
directions to be derived. However, the perspective projection of the lens 
combined with the depth of view (due to the depth of the tubes) means that the 
calibration points must also be linearised and a depth scale inferred.
Figure 6.12 shows the effect of perspective projection involved in a lens-camera 
system as an object is moved in the camera Z axis. An object represented by the 
transformations Tiq and Tiq» in the world coordinate system is moved from 
positions Q to Q'. The object position in the image plane Y axis has an associated 
change from Yj to Y\\
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Figure 6.12: Perspective projection in a lens and camera system.
Therefore the pixel distances between the calibration points 3 and 4 and 1 and 2, 
for T4 , and between points 2 and 3 and 1 and 4, for T3, do not appear equi- 
spaced in the image due to perspective projection. Figure 6.13 shows these effects 
on a calibration tube. The projection of a circle, indicated by the radial lines on the 
tube surface, appears as an elliptical profile within the image plane. The elliptical 
segments vary across the image, centred about the lens and imaging array centre 
of projection. Whereas the longitudinal line, such as the tube sides, remain as 
straight lines within the image.
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The elliptical profiles should vary constantly about the centre of projection 
thereby allowing the determination of an intermediate surface point by inferring 
its position relative to known elliptical points in the image, with their 
corresponding world coordinates.
having calibration points on the centre-line and edge of tube 1 , and :
- determining the equations of the two ellipses at either side of an image 
which link four different known calibration points, the ellipses are formed 
by points 1 and 4, and 2 and 3,
- measure the gradient of the straight line linking two longitudinal 
calibration points, calibration point 3 and 4 say,
determine of the equation of the line passing through the feature point 
with the gradient determined above,
- evaluate the intercept points of the feature line with the ellipses and 
measure the distances from the feature point to the intercept points,
- evaluate the distance in pixels between the feature point and the axis of 
tube 1,
- interpolate the world X and Y coordinates of the feature point using the 
lengths evaluated above, and infer the world Z coordinate from the 
distance of the feature point to the tube 1 axis.
Referring to Figure 6.14 the interpolation process is most easily achieved by
(xCp4'/ycp4') 
(^ W4'^ W4^  
calibration point 4
(XCP3-/YCP3’)
(XW3/YW3^  
calibration point 3
(XC
(Xv
Tu! jTcentre-line
tulig 1
■  = weld feature point
Figure 6.14: The derivation of the world coordinates of a feature point.
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Figure 6.14 shows a feature point relative to the four calibration points where the 
calibration points 1 and 2 have been placed on the edge of tube 1 , and calibration 
points 3 and 4 have been placed on the centre-line. The following notation has 
been used:
- the pixels coordinates of the distortion corrected calibration points are 
denoted (Xcpf’,Ycpf') where f=l,..., 4,
- the world coordinates of the calibration points are denoted (XwkAwk)/ 
where k=l,..., 4,
- the image feature pixel (XflYi) has the world coordinate (XwiAwi/Zwi),
The equation of the ellipse indicated by (Xcp4’,Ycp4') and (XcpivYcpr) can be 
calculated by simultaneously solving:
and
(XCp4.) (YcP4') = 1
A /  + B /  1
(x cpiQ2 (Yc p r )2 _ - 
+ 1
...Equ. (6.48)
A . 2 Bi2 ...Equ. (6.49)
The constants Ai and Bi can also be derived from the positions of the calibration 
points in the image, as Ai equals half the minor axis length and Bi equals half the 
major axis length. The equation of the ellipse in image coordinate therefore 
becomes:
(X-Xcpt)2 (y-yC P4,)2
+ „ 2 = 1
1 ...Equ. (6.50)Ai2 B- 2
The gradient of the line Mh between (Xcp4‘/Ycp4') and (XcpsvYcps’) is:
(YCp4' - Ycpa')
(XCP4' - XCP3') ...Equ. (6.51)
The equation of the line through the feature point (Xi,Yi) with gradient Mh is:
Yi = Mh.Xi + Q  ...Equ. (6.52)
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Substituting equation (6.51) into equation (6.52) and rearranging gives the line 
constant, Q:
Cj = Yj - (yCP4' - yCP3’) . X:
(XCP4'- XCP3') ...Equ. (6.53)
This line will intercept with the ellipse between calibration point 1 and 4 at the 
image coordinate (Xii',Yii'). If the image coordinate system aligns with the world 
coordinate system then the gradient Mh should equal zero. Therefore the left 
intercept point (Xli',Yli') is given by:
xli' = XCP1' - Bl2 " (Yi " YCP4+
...Equ. (6.54)
and
Yli'=Yi ...Equ. (6.55)
Similarly, the intercept point with the right hand ellipse formed by the calibration 
points 2 and 3, (Xri',Yri'), is given by:
xri' = XCP2' + Jb22 ' (Yi ' YCP3')2
2 ...Equ. (6.56)
and
Yri’ = Yi ...Equ. (6.57)
The longitudinal and vertical lengths between: the feature point (Xi,Yi) and the 
intercept points (XiivYii1); the feature points (Xii1,Yii1) and (XrUYri1), can 
determine the world coordinate of the feature pixel. The ratios of the lengths 
involved gives:
(xi - xnO (xWi - xw i)
(XU' ’ xri') (XW2 " xWl) ...Equ. (6.58)
(Yi " YCP4') (YWi" yW4)
(Ycpl. - YCP4.) (YW1 - YW4) ...Equ. (6.59)
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Rearranging equations (6.58) and (6.59) gives:
xWi = XW1 + (x j - xlj') (XW2 ~ xWl)
...Equ. (6.60)
YWi = yW4 +
(Yi ~ YCP4') (yW1 ~ yW4) 
(YCP1' ’ YCP4’) ...Equ. (6.61)
As the mapping of the 3D curvilinear surface of tube 1 between the calibration 
points is non-linear only the X and Y ordinates of any interpolated points 
correspond. The Z ordinate is interpolated using trigonometry describing the 
projection of a circle, refer to Figure 6.15.
The Z axis location of the weld feature point in the world coordinate system, Z\vi, 
is inferred by identifying the Y axis image distance (in pixels) between: the 
centreline and the edge of tube 1 , yr; and the centreline and the feature point, yt- 
The feature point height as measured from the tube 1 horizontal centreline, zhp, 
is then evaluated by interpolating the surface of tube 1 as circular. Using 
trigonometry, the height in pixels of the feature point above the horizontal tube 1 
axis, zhp, is given by:
height (zj-jp) in pixels 
height (Z yy)  in the world 
coordinate system
Figure 6.15: The interpolation of the Z ordinate.
...Equ. (6.62)
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The height of the feature pixel in the world coordinate system relative to the 
horizontal centreline height, Zwi, of tube 1 when the calibration point 1 is placed 
level with the horizontal axis of tube 1, is:
7 = ,  Yc p r  ■ ycp4' + 7Z\Vi hp--------------------- + p i
YW1 " yW4 ...Equ. (6.63)
It is therefore possible to transform from an actual weld feature pixel (Xa,Ya) to a 
world coordinate (Xwi,Yvvi/Zwi) using a camera calibration technique which 
linearises the image plane to remove distortion effects and uses suitable 
calibration points in the image to compensate for perspective effects and to derive 
the world coordinates of a pixel location in a workcell base coordinate system.
The calibration methodology is more easily performed when the axes of the 
image plane align with the axes of the world coordinate system which defines the 
calibration points: with calibration points 1 and 2 positioned level with the 
horizontal axis of tube, and the calibration points 3 and 4 positioned level with 
the top of tube 1 .
This completes the weld seam determination sensor calibration, having linearised 
the image space to account for lens distortion, and compensated for the non­
linear coordinate space due to perspective projection.
6.3.2 Experimental procedure
The removal of lens distortion from a single lens-camera arrangement via a 
linearisation calibration technique requires measuring a set of distorted image 
coordinates from a regular calibration grid and fitting a regular equi-spaced grid 
to the data set. The latter points form the nodal elements for subsequent 
interpolation of feature points. The main practical aspect of the linearisation 
process is the accurate determination of the calibration grid image coordinates in 
the framestore.
For camera calibration a simple but highly accurate calibration grid is employed 
to provide the calibration points. This generally consists of high contrast patterns, 
usually lines, at very precisely known positions. The grid being placed in front of 
the camera field of view and digitised to form an image of the grid. The simplest
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method of using image processing to obtain the calibration grid nodal points is to 
binarise the image using a manually selected threshold (Tsai, 1987) and then to 
identify and follow the line edges until they intersect. Alternative methods use 
complex edge detectors on the grey-level image which shift the detected line 
edges and then require complex methods to eliminate these errors.
The traditional approach of using black horizontal and vertical lines upon a white 
background is implemented in this work. The square calibration grid used has a 
centre to centre spacing of 6.125mm. Due to the thickness of the black lines in the 
image, the intersection points of the black lines are identified by evaluating the 
corners of the white squares and then averaging the four nearest corners to 
identify the (black) nodal centre.
Referring to Figure 6.16(b), the degree of distortion is measured as the difference 
between the actual position of a distorted nodal point in the image space (Xn,Yn) 
and corresponding linearised nodal point (Xm',Ym'). Note that the colours in 
Figure 6.16 have been inverted for clarity.
I
■ ■ ■ ■ ■ ■ ■ I <VYn> <XnV-Ym'>
(a) (b)
Figure 6.16: (a) An image of a calibration grid, (b) a close-up of a nodal point.
To perform the calibration tests a simple test rig has been used. The test rig 
provides a stable base to position the calibration grid and a means of altering the 
camera to calibration grid distance.
Ph.D. 1997 Gary Bonser 192
Chapter 6: Camera and Sensor Calibration
A (distortion removal) calibration test involves positioning the calibration grid at 
a variety of distances from the camera and storing an image of the calibration 
grid at each position. By moving the camera along a vertical slideway and by 
measuring the calibration grid at several distances, calibration data can be 
obtained over the working range of the camera. The object distance and 
normality of the arrangement is checked using the known dimensions of the 
calibration grid spacing. Figure 6.17 shows the calibration test rig used in the 
sensor calibration.
Figure 6.17: The sensor calibration test rig.
Following the lens distortion correction, the calibration of the tube 1 surface to 
determine the world coordinates of surface feature points is performed with the 
aid of a calibration tube. Figure 6.18 shows a typical calibration image obtained 
using a 40mm diameter tube, without the external calibration points, with a 
longitudinal line spacing of 5mm and a 15° radial spacing.
Figure 6.18: Image of a calibration tube.
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Again, the normality of the lens and camera arrangement above the calibration 
tube is checked using the tubular nodal points as reference marks. For simplicity 
of the calculations, the world coordinate system of the tube is made coincident 
with one of the nodal points, and the world coordinate system X and Y axes 
aligned with the camera coordinate system x and y axes.
6.3.3 The results
The procedure and test rig described in the previous sections has been used to 
test the accuracy of the calibration technique. The accuracy of the calibration 
technique is assessed by how well it can measure the three dimensional world of 
a tube surface. To perform the test it is necessary to use a modified calibration 
tube, where the centre of each element provides a measurement feature point, 
(Xa,Ya) as measured in the uncalibrated image. For convenience, the four datum 
or workpiece calibration points have been made coincident with four of the 
calibration tube nodal points, calibration point 4 coinciding with the world 
coordinate origin (0,0,0). Figure 6.19 shows the calibration feature tube 
arrangement used for the test. It consists of a 40mm diameter white tube with 
black lines spaced every 5mm horizontally and every 15° radially and a small 
feature point placed in the centre of each surface element.
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The calibration process begins with the removal of distortion, effectively 
linearising the image space. A 512x512 sized image of a regular calibration grid is 
obtained at the nominal object distance of the camera and lens arrangement. 
During this process the camera focus ring must be adjusted such that the 
calibration grid remains in focus over its entire travel distance at one focal ring 
setting. From Chapter 4, section 4.2.4, the nominal object distance for the sensor 
and camera arrangement was set at 128mm to provide the required depth of view 
(DOV) of 20mm.
An image processing system is used to determine the image coordinates of each 
of the distorted calibration grid nodal points (Xn,Yn) where n=l, ..., 4, for each 
four sided grid element. These points are processed to determine the linearised 
(rectangular) image nodal coordinates (Xm',Ym'), where m=l, 4, for each 
linearised element.
The accuracy of the weld feature detection algorithms, as detailed in Chapter 5 
section 5.3, is sufficiently high that sub-pixel determination of the grid nodal 
points is not required. Table 6.2 gives a summary of the measured level of 
distortion across the entire image for the calibration targets at the camera 
distances: 119mm, 128mm and 139mm. The distortion has been measured as the 
pixel difference between the distorted and linearised nodal pixel coordinates.
Object distance (mm)
119 128 139
No of intersection 
points in tlie image 35 40 45
No of points incorrectly located 
across the image (Xn y Xm«) 19 15 19
Range of pixel error 
across the image in pixels 3 3 4
No of points incorrectly located 
vertically in tlie image (Yn y Ym0 14 19 28
Range of pixel error 
vertically in the image in pixels 2 3 3
Table 6.2: Camera lens distortion effects at different object distances.
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Figure 6.20 shows the distribution of the pixel differences between the distorted 
and linearised image coordinates at a stand-off distance of 128mm. The other data 
sets have similar distributions. Although the range of the pixel error is very small, 
up to 4 pixels, when combined with the errors in identifying the weld feature 
points (see Chapter 5), the combined error could become sufficiently large in 
terms of the distance in the world coordinate system, so as to present problems 
when arc welding. Hence, the distortion effects must be minimised through 
calibration.
50—I
(0,0) (1,0) (1,1) (0,2) (1,2) (2,3) 
or or or
(0,1) (2,0) (2,1)
Difference in pixels between (X^Y^ and (Xm',Ym.)
Figure 6.20: Degree of distortion at a stand-off distance of 119mm .
The accuracy of the interpolation is measured by evaluating the accuracy of the 
devised interpolation at 128mm when the calibration grid is set at a distance of 
119mm and 139mm. Figure 6.21 shows the accuracy when using the 128mm 
regular calibration grid as the baseline.
Having reduced the lens distortion effects the accuracy of the world coordinate 
interpolation scheme was tested. This aims to determine the world coordinate of 
a feature point although the image space is non-linear. This requires the use of 
the modified calibration tube with both feature and calibration points. Note that 
in a batch type operation where the diameter of tube 1 is unlikely to vary and the 
sensor viewing position can be highly repeatable, the measurement of the 
calibration points each cycle can be eliminated.
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1 to 2 pixels -1 to -2 pixels 0 to -1 pixels -1 to -2 pixels
Figure 6.21: Accuracy of the method using the 128mm derived nodal points at
(a) 119mm, and (b) 139mm .
The nodal positions of the calibration tube lie on radial circles on the tube surface. 
Therefore they are projected into an elliptical profile in the image plane. The 
distortion corrected feature point, (Xi,Yi), is used to establish the X and Y axis 
world ordinates directly, Xw and Y\y respectively, with the Z axis ordinate, Zw, 
being inferred.
The accuracy of these calibration processes is measured relative to the known 
calibration tube information using additional points centred in each element. The 
errors are calculated by comparing the difference between the calculated 3D 
world position and the known 3D world position.
Figure 6.22 shows the error obtained for each ordinate when using the 128mm 
calibration grid for distortion reduction with a 40mm calibration tube with 5mm 
longitudinal, a 15° radial spacing, producing 25 test points.
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Figure 6.23 shows the combined error obtained when using the 128mm 
calibration grid for distortion reduction with a 40mm calibration tube with 5mm 
longitudinal and 15° radial spacing.
1
Calibration tube test point
Figure 6.23: The combined error of the calibration test tube.
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As shown the largest source of error appears in the Z ordinate. This is thought to 
be due to the interpolation of the Z axis ordinate using an assumed diameter of 
tube 1 .
6.4 Summary________________________________________________
Camera and sensor calibration is the process of determining the relationship 
between features in the image space and their associated coordinate in an 
external workcell, usually the workcell base coordinate system for industrial 
robotic arc welding applications.
The multistripe sensor calibration process falls into two distinct phases:
- the removal of lens distortion effects, and
- the interpolation of the world coordinate positions of the image feature 
points using calibration points (or other invariant features) within each 
image.
The camera calibration process consists of reducing the barrelling type lens 
distortion effects due to the relatively small object distance involved: requiring a 
large amount of the lens to be used (where distortion effects vary as a cubic of the 
distance between the ray path and the centre of the lens). Two techniques have 
been presented in this chapter, the Tsai technique and the Two-plane method. 
Whilst both techniques offer high accuracy, the simplicity of the Two-plane 
approach arises from the direct use of a line-of-sight vector for a set of nodal 
pixels in conjunction with a sub-nodal interpolation strategy. However, the 
determination of a 3D position also requires additional constraints, typically the 
equation of the plane of light within a structured light based sensor. This will be 
computationally expensive given the thirty three planes of light used within the 
multistripe sensor and the correspondence problems usually encountered.
A distortion reduction process based upon the use of a traditional regular camera 
calibration grid has been presented in this work. This is similar to the 
methodology of the Two-plane method where the true direction vectors of a pixel 
are mapped at discrete locations, but instead maps the distortion over the image 
area, transforming an actual feature pixels image coordinate to a new location. 
The results from this approach show that the measured distortion, up to three
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pixels in both image axes, can be reduced to subpixel level. This result stems from 
the sensor small depth of view over its working range.
The second phase of calibration, determining the world coordinates of the 
detected image feature point, utilises a rectangular set of four calibration points 
against which relative measurements within the image space are made. The 
calibration points provide the simplest solution when two points are located on 
the tube 1 centre-line and two along the tube edge. The perspective projection of 
the imaging process results in the tubular surface mapping to a non-linear 
elliptical based surface. Feature points lying on this surface are interpolated using 
the world coordinate based dimensional transformations between the calibration 
points. This information may be contained within an off line programming 
database but is more likely to be manually derived from an initial calibration 
phase once the sensor is installed within a workcell.
The results of the distortion reduction and feature point world coordinate 
interpolation process produce an error of up to 0.4mm in the X and Y axis, but 
with a error up to 0.8mm in the Z direction. The larger Z direction errors are 
thought to arise from the from poor calibration set up where the position of the 
tube centre axis has been incorrectly determined. Although the accuracy could 
probably be increased by the use of higher resolution cameras; higher quality 
optics; the use of sub pixel measurement of the calibration points; and the 
development of more robust calibration procedures which allow for gross 
misalignment of the coordinate systems, these figures are acceptable for initial 
demonstration tasks.
Validation tests of the sensor when applied to an industrial tubular welding 
application are presented in Chapter 7.
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Chapter 7: Industrial Validation of the Multistripe Sensor
Much research work involving computer vision based sensors fails to operate 
successfully within an industrial environment because of the complex visual 
recognition and the associated high speed machine reaction tasks which must 
be undertaken at real world speeds. In order to determine the suitability of the 
multistripe sensor to cope with real-time operation under industrial 
conditions, the system was integrated within an existing industrial workcell 
using GMAW to fabricate bicycle forks from small (less than 50mm) diameter 
tubing. The integrated system has been designed to perform the required weld 
seam identification within the available cycle time, using the existing robotic 
workcell and standard tubular components.
This chapter describes the existing bicycle fork production process, the results 
of an investigation into the workcell error factors, the specific multistripe 
sensor designed to suit the application, the integration of the sensor within 
the existing workcell and a comparison of the sensor results with manual 
measurements of the weld joints. This work was performed with the 
cooperation of Raleigh Industries Ltd., Nottingham, UK, a major UK bicycle 
manufacturer, under the EPSRC funded project "A General Calibration 
Strategy for the Off-Line Programming of Robotic Arc Welding Workcells".
7.1 The existing bicycle fork production process______________________
Raleigh have utilised robotic GMAW for bicycle fork production since 1986 to 
improve productivity and quality. Considering the typical bicycle fork shown 
in Figure 7.1, a manual welder can weld 12 sets of forks per hour, compared to 
60 sets per hour for a robotic workcell. However, unlike a human operator, 
the robots cannot adjust for slight component differences and component 
loading errors, resulting in an approximate downtime of 20% due to teach-by- 
show reprogramming of existing robot programs, and the production of up to
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25% of forks with a defective weld (depending upon the in-batch component 
variability and the batch-to-batch component variations).
Figure 7.1 shows the component parts of a typical bicycle fork, which consists 
of two ’arms' which have been 'cropped' to produce a mitre profile at one end 
and a stem tube. Each mitre forms a saddle type joint between the stem tube 
and an arm which is welded during the robot workcycle. End-plates may also 
be welded to the opposite end of each arm during the workcycle, these plates 
being used to locate and hold a bicycle wheel.
Figure 7.2 shows the robot welding sequence and the program path points 
required to define the weld path around the edge of each mitre. The optimal 
automated welding conditions mean that each side of a mitre is welded 
initially, the forks are then rotated 180°, thereby flipping them over to allow 
access to the reverse side, and the other half of each arms mitre welded. To 
execute the desired weldgun motion seven weld path points per side of each 
mitre require definition within the robot controller.
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Figure 7.2: The weld sequence and program path points for a bicycle fork.
For each model of bicycle fork that is robotically welded within a particular 
workcell, there exists a robot program which has been generated by the teach- 
by-show method. Due to variations in each of the workcells, particular 
products sizes and models are only welded in particular workcells to save on 
the programming overhead involved: each robot program contains over 200 
instructions, 60 of which are the weld path points which would have to be 
modified to produce a new robot program. The teach-by-show method takes 
approximately two hours of programming to produce the two minutes of 
welding that produces two sets of forks.
Workpiece manipulation is required to allow weldgun access and optimum 
welding angles. This is accomplished using suitable fixturing and a workpiece 
positioner unit within the workcell. The bicycle fork workcell consists of an 
ABB IRB6 robot with a Series 2 controller, an Orbit 160 two-station two-axis 
workpiece positioner, a PSF315 weldgun and an appropriate welding power 
source. Figure 7.3 shows the typical layout of a workcell. This workcell 
configuration allows the lowest workcell cycle time using a readily available 
workpiece positioner unit.
Axes 2 and 3 of the workpiece positioner locates fixturing containing two sets 
of bicycle forks. Figure 7.4 shows some bicycle forks held in their fixturing.
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Figure 7.4: Fixturing containing a set of bicycle forks
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7.2 Investigation into the decreased workcell performance______________
The decreased workcell performance experienced at Raleigh due to workcell 
error factors produced two noticeable effects: a 20% downtime due to robot 
reprogramming, and the production of up to 25% of forks with a defective 
weld.
The significant amount of downtime resulted when an existing robot 
program, suiting a particular bicycle fork product model was recalled from 
memory during the batch set-up phase. The workcell having previously been 
used to weld a different product model. The newly loaded programs taught 
weld points were found to be incorrect, causing inaccurate welds when used 
for welding. Therefore the path points had to be redefined using the teach-by- 
show method before production could commence. The amount of time taken 
to redefine the program path points causing the high production downtime.
The variation between the 'old' robot program points and the joint to be 
welded was of the order of several millimeters and could be seen by the naked 
eye. The high level of defective welds identified by the workcell operator 
could only be reworked by manual TIG welding.
As previousiy defined in Chapter 2 when discussing methods of robot 
programming, there are three main areas within robotic GMAW workcells 
which contribute to a high level of variation between the actual weld joint 
and an anticipated path, these are: workpiece positional variations, weld 
groove variations, and weld path positional variations. All three are 
summarised in context with the Raleigh application:
Workpiece positional variations are due to the unconstrained 
location of the component. Within the Raleigh workcells clamps 
are attached to the fixturing which are turn in attached to the 
workpiece positioner unit. Poor operator loading of the 
component into the fixturing may exist but is unlikely to be 
significant due to the design of the fixturing which locates the 
arms and stem tube. It was more likely that the workpiece 
positioner unit may introduce a global shift in all weld joint 
locations due to poor performance.
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Weld groove or edge preparation is required to ensure adequate 
fusion. For thin walled components, such as the bicycle forks, 
edge preparation is not required and therefore edge preparation 
variations are not present.
- Weld path positional variations are due to dimensional 
variations within the component itself. All processes performed 
on components exhibit some tolerance, especially when a 
component is subjected to multiple operations. In Raleighs case 
the arms are formed from straight tube via sawing, swaging, 
cranking and mitring operations. Therefore the resulting 'real' 
component can differ from the designed 'ideal' component shape 
(which would be used for off-line programming purposes). 
Besides the tolerance within a batch of 'identical' components 
which could cause a percentage of defective welds depending 
upon the extent of the variation, there is also the possibility of 
different levels of batch-to-batch component variations. These are 
due to different machine set-up which would require 
reprogramming of the taught path points due to the shifting of 
the average mitre profile.
The original investigations are briefly described below and are more fully 
reported in Bonser (1993 and 1995).
7.2.1 Workpiece positioner unit repeatability
In many arc welding workcells, two station workpiece positioners are used to 
increase workcell productivity if the workcell cycle time is sufficiently short 
and the workpiece relatively small and lightweight. They consist of two sides, 
or stations, which enable an operator to load the next set of workpieces whilst 
welding continues on the other station. When welding and loading are 
complete the positioner rotates and the process repeats. Such workflow 
systems are designed such that the robot is never left idle, waiting for the 
operator to load the next set of components. Figure 7.5 shows a representation 
of the Orbit 160L two-station workpiece positioner used at Raleigh with two 
targets plates attached to axis 2 for the repeatability tests.
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The workpiece positioner repeatability was measured by using two non- 
contact position sensors to measure the position of two targets attached to the 
positioner unit. One target was used to measure axis 1, and the other to 
measure axis 2 (it was assumed that axis 3 will display the performance 
characteristics as axis 2). The 0-10V calibrated signals from two eddy current 
type non-contact sensors correspond to a target to sensor measuring range of 0- 
15mm. The output signals were sampled by a 12-bit analogue to digital 
converter installed in a 386 personal computer, both signals being sampled 
after each commanded move.
The positioner unit axis 1 was cycled through 650 movement sequences: six 
batches of 100 and one of 50 movements. This simulated the number of 
movements involved in one weeks production, assuming the maximum rate 
of two shift operation. Axis 2 was cycled through 900 movement sequences: 
nine batches of 100 movements each, simulating 4.5 days production. The 
workcell availability limiting the number of tests which could be performed. 
The results of the tests performed on axes 1 and 2 are shown in Figure 7.6. In 
conclusion the scale and rate of occurrence of the variations, approx. 0.1mm 
for each axis, does not represent a significant variation in the repeatability of 
the workpiece positioner. It is thought a slight drift in the results was 
produced by the age of the eddy current amplifier and temperature effects.
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7.2.2 Component weld joint variations
The components being considered as part of the case study at the 
manufacturers site are robotically GMAW to form a bicycle fork. The final arm 
manufacturing operation uses a 'cropping knife' to punch out the required 
mitre profile which forms the saddle of the weld joint with the stem tube. 
Figure 7.7 shows a typical mitre produced in this manner.
Figure 7.7: A  mitre formed by a cropping tool.
Ph.D. 1997 Gary Bonser 208
Chapter 7: Industrial Validation of the Multistripe Sensor
To assess the weld joint variations dimensional data of the arm mitre profile 
was collected. Figure 7.8 shows a diagram of the arm mitre profile and the six 
measurement points used.
The component joint dimensional data was collected over 11 different batches 
of the same product model in two series of tests, with 25 components being 
randomly sampled from each batch of 200 components. The component 
measurements were made relative to a surface table using a digital vernier 
height gauge. The measured variations of points 3, 4, 8 and 9, are listed in 
Table 7.1 and 7.2 and shown in Figure 7.9. Midpoint measurement points 2, 5, 
7, and 10 were originally included but have since been omitted due to 
measurement difficulties.
V ariation w ith in  
a batch  (m m)
V ariation across 
d ifferent ba tch ’s (m m)
Poin t 3 1.84 4.1
P oin t 4 1.99 5.0
P oin t 8 1.69 3.3
P oin t 9 1.66 3.3
Table 7.1: Results of the first (five) component repeatability tests.
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V ariation  w ith in  
a batch  (mm)
V ariation across 
d ifferent batch 's (m m )
Point 3 2.72 3.99
P oin t 4 2.74 3.50
P o in t 8 4.28 5.17
P o in t 9 4.59 4.59
Table 7.2: Results of the second (six) component repeatability tests.
The results of these component measurement tests show that the variation of 
the weld path points within a batch is in excess of 4.5mm, and across different 
batches is in excess of 5.1mm. Clearly, these variations are very significant on a 
component which has to be robotic GMAW using 0.8mm diameter weld wire, 
however, the defect rate may be relatively low given these large variations.
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7.2.3 Summary of workcell error investigations.
The investigation into Raleighs reduced workcell performance has 
concentrated upon the performance of the workpiece positioner unit and the 
dimensional variations of the workpiece components. The observed workcell 
working practices, the need for reprogramming, and the defect occurrence rate, 
concur with the results of the tests that have been performed. The 
investigations into these two possible error factors conclude that:
component repeatability was a significant factor in the overall 
workcell efficiency: adversely affecting productivity through 
increased downtimes due to robot re-programming, and causing 
the production of a high percentage of defectively welded 
workpieces. The degree of joint variation was quantified as in 
excess of 5mm across different batches for components of 30mm 
diameter.
workpiece positioner repeatability was not a significant source of 
errors, with a measured repeatability of approximately 0.1 mm.
It was also observed that poor tool centre point (TCP) definition of 
the weldgun often resulted in the reprogramming of the path 
points, when in fact the TCP was incorrect and not the taught 
points. Therefore training in the correct and disciplined use of the 
robot is paramount.
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7.3 The sensor developed for Raleigh bicycle fork fabrication process_____
The original multistripe sensor arrangement described in Chapters 5 and 6 has 
a stand-off distance of 119mm and a depth of view of 40mm. This unit was too 
large for easy integration within the Raleigh workcell. Therefore a smaller 
unit was designed. This consisted of a lens with a focal length of F=8.5mm, the 
original 1/2" CCD camera with a 4.83mm x 6.46mm array (Pulnix model TM- 
6CN), and the original multistripe projector unit (33 planes, at a wavelength 
of 685nm, 20mW power output, and 30° fan angle). This sensor arrangement 
produces a field of view of 51.2mmx38.2mm with an associated depth of view 
of 17mm (refer to section 4.2.4), sufficient for the 30mm diameter tubes used 
in Raleigh's application. Figure 7.10 shows the weld joints to be analysed 
when viewed from above.
Figure 7.10: The front fork workpiece held in fixturing.
Each mitre joint is analysed separately and the weld path information 
communicated to the robot controller. The use of a workpiece positioner unit 
and the available workcycle time means that the sensing cycle can be 
performed on the operator loading side of the workpiece positioner unit. 
Section 4.2.5 provides more information concerning different sensor 
locations. In this workcell position the sensor does not have to be so heavily 
protected against the welding environment, particularly electromagnetic 
interference, weld spatter and high temperatures.
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Figure 7.11 shows the sensor arrangement used for the industrial tests. Both 
the CCD camera and the multistripe projector are held in a fixed position 
within a housing. The housing is designed to reduce the amount of ambient 
lighting which is incident upon the workpiece and reflected onto the CCD 
array, without obscuring the projected planes of light. Attached to the housing 
are two outriggers with feet which locate on the fixturing to ensure a 
repeatable sensor viewing position for each weld joint to be analysed. Due to 
cost constraints and the need to demonstrate the system in operation, the 
sensor is moved about the workcell manually, although the use of a simple 
automated manipulator, or even the welding robot, would be used for a 
permanent industrial implementation. If the robot was used for the sensor 
manipulation there would be an adverse effect on the overall workcell 
productivity.
Figure 7.11: The multistripe sensor developed for bicycle fork
saddle type joints.
The fixed position of the CCD camera and the multistripe projector along with 
locating blocks on the fixturing ensure that the camera's field of view contains 
the intersection of the projected stripes upon the workpiece surface, with the 
joint to be detected lying within the field of view. Figure 7.12 shows the sensor 
in position above the workpiece.
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Figure 7.12: The sensor positioned above the workpiece.
The images obtained by this sensor arrangement are analysed whilst the robot 
is currently welding the previously loaded workpiece. The amended weld 
joint path program points would then be communicated to the robot 
controller whilst the workpiece positioner unit was indexing the recently 
analysed workpiece into position i.e. rotating the positioner axis 1. The robot 
would then use the new path points when welding.
7.4 R ale igh  senso r  im age  p rocess ing_________________________________________
The images obtained from the Raleigh multistripe sensor configuration were 
processed using the methods described in Chapters 5 and 6. The algorithms 
automatically extract both: the weld feature points indicated by the projected 
stripes, and the calibration points used within the calibration process. As the 
Raleigh workcell cycle time is two minutes and involves welding two bicycle 
forks. The images of eight welds must be captured, processed and 
communicated to the robot in two minutes.
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A  486DX2 personal computer (PC) fitted with a commercially available image 
frame grabber board was chosen to act as the sensor host controller for this 
implementation. The frame grabber was supplied by Imaging Technology Inc. 
model name: ITEX Overlay Frame Grabber (OFG), and fits into an expansion 
slot of the personal computer. A full specification of the OFG is available from 
Imaging Technology Inc., Bedford, MA, USA, (Imaging Tech. Inc., 1991). The 
digitiser accepts standard RS170 or CCIR video inputs (30 frames per second), 
and produces images of 8-bit information. The on-board frame memory is 
1024x1024 pixels by 12 bits: the lower 8 bits are used for the actual image data 
and the upper 4 bits for non-destructive overlay or text information.
The PC controls the vision processor using 24 registers mapped in the PC 
input/output address space. A basic software library of functions to control the 
image processing hardware using the C language is supplied with the board. 
This was linked to the multistripe sensors image processing algorithms to 
control the board. Figure 7.13 shows the main components of the Overlay 
Frame Grabber.
Figure 7.13: The main components on the pc based image processing board.
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Figure 7.14 shows two 512x512 images captured by the Raleigh sensor 
arrangement, Figure 7.14(a) shows an 'ideal' image (obtained using 
components with good reflectance properties), whilst (b) shows the image 
typically produced by the mild steel tubing used to fabricate bicycle forks. The 
surface condition of the mild steel tubing produces images with quite marked 
differences in the intensity of the reflected light.
Figure 7.14: Images produced by the Raleigh multistripe sensor, 
(a) ideal conditions, and (b) typical conditions.
The results of the image processing operations described in Chapter 5 are now 
shown and briefly described.
Following image capture a 3x3 window based averaging operation is 
performed to reduce the noise content of the image. The output from this 
operation is shown in Figure 7.15(a). However, three types of characteristic 
noise remain. This is removed using a 3x1 matched filter based noise 
reduction operation which searches for characteristic intensity changes in each 
column of the image. Figure 7.15(b) shows the resultant image after both 
averaging and noise reduction have been performed.
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Figure 7.15: (a) 3x3 averaged image, (b) noise reduced image.
The central position of each stripe is then located through a peak detector 
segmentation process. Each line is then followed from two reference columns 
using a scan-along line following process to detect the weld joint features.
Figure 7.16 shows the result of the peak detector segmentation process, 
whereby each stripe is identified by a single response centred about the stripe 
centre, and the feature extraction process.
Figure 7.16: The results of (a) peak detection, and (b) feature extraction.
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As outlined in Chapter 2, a robot program comprises discrete path points in 
space which are linked with motion control commands which describe how 
the robot should move between the discrete points. The software analysing 
the weld joint firstly establishes the weld joint features and then reduces this 
data set to seven characteristic path points.
Before communication to the robot controller, the seven feature points are 
transformed into world positions in the robots base coordinate system. As 
described in Chapter 6, the calibration process involves two parts: linearisation 
of the weld feature points to compensate for lens distortion effects, and the 
transformation of the compensated feature pixel into the world coordinate 
system. The former process has required that the different lens used within 
the Raleigh multistripe sensor was calibrated as per section 6.3.2, again using 
the 6.125mm square calibration grid. The latter process was performed in 
Chapter 6 using four known external calibration or datum points visible 
within an image. However, within the Raleigh implementation four 
invariant features from tube 1 have been used. These points are extracted 
from the image automatically by analysing the length and position of each 
straight line segment within the image.
Figure 7.17 shows the seven weld path program points required to define the 
saddle type weld in the Raleigh application and the four calibration points 
used within the image processing algorithms for transforming the weld joint 
path points into path points in the robot base coordinate system.
Figure 7.17: The feature points extracted from each image.
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The endpoints of the longest line segment found in the image indicate the 
lower two calibration points, whilst the left hand endpoint of the shortest line 
segment in the top left hand of the image indicates the top left calibration 
point, and vice-versa for the top right calibration point.
The coordinates of the calibration points in the robot base coordinate system 
can either be obtained from an OLP system or they must be obtained manually 
using the robot as a measuring device during an initial set-up phase. During 
these tests the robot defined calibration points have been used.
7.5 Results of the bicycle fork weld joint sensor______________________
The results of the application of the multistripe sensor for weld joint detection 
on bicycle forks are now discussed. The results are based upon the analysis of 
55 sets of bicycle forks, producing a data set of 220 saddle type weld joints (there 
are two saddle joints per arm and two arms per set of forks).
The characteristic mitre joints were initially measured manually to assess the 
degree of variation present within the sample. This process was conducted 
using a digital vernier height gauge as described in section 7.2.2. The variation 
of the points were measured as: point 3 = 2.82mm, point 4 = 2.79mm, point 8 = 
2.10mm, and point 9 = 2.40mm. These variations compare well to the 
dimensions which have been previously measured within numerous batches, 
refer to Tables 7.1 and 7.2, indicating that the components within this sample 
are representative of those normally produced.
However, when measuring the weld joint formed by these tube mitres using 
the multistripe sensor an alternative method must be used: the height of the 
mitre points provides too sparse a set of data for comparison purposes, with 
the points possibly varying due to loading errors associated with the fixturing. 
Therefore the accuracy of the multistripe sensor has been assessed by 
comparing the results from the multistripe sensor against the manual 
estimation of the weld joint path.
The manual measurement was performed by loading the component within 
the fixturing and taking a grey-scale image of the tube joint without the active 
projection of the multistripe light. The image of the tube mitre was then
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analysed manually to determine a dense set of pixel coordinates which define 
the mitre profile. This process is essentially a manual edge detection process 
and will therefore have a tolerance of ±1/2  a pixel in terms of accuracy.
Whilst still held in the fixturing another image of the joint was obtained, this 
time illuminated by the multistripe light. The developed software was then 
used to automatically determine the weld path points. The distance between 
the automatically extracted weld path points and the manually identified path 
was calculated to represent the accuracy of the multistripe sensor. 
Quantification of the multistripe sensors accuracy when applied to bicycle fork 
tube joints using a manual (image based) estimate may seem inaccurate, but 
manual weld joint estimation is normally used during the manual teach by 
show robot programming process, able to produce welds within the process 
tolerance. Figure 7.18 shows the images typically produced when following 
this process.
Figure 7.18: (a) The grey-scale image used for manual weld joint estimation, 
(b) the image used for automatic weld joint estimation.
Figures 7.19 and 7.20 show the level of weld joint variability contained within 
the 55 sets of components when they have been loaded into the fixturing and 
measured using manual analysis of an image. The mitre characteristic points 3 
and 4, and 8 and 9, have a vertical variability in the image of 37, 34, 32 and 30 
pixels respectively, corresponding to 2.82mm, 2.79mm, 2.10mm, and 2.40mm 
(obtained using the manual 'mechanical' method).
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Figure 7.19: Variability of the right hand side arm mitre profiles.
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Figure 7.20: Variability of the left hand side arm mitre profiles.
The accuracy of the weld path identification algorithm was measured in terms 
of the distance between the sensor and the manually (vision assisted) derived 
position of the mitre profile weld joint in the three world coordinate system 
axes. As there are seven weld program points per mitre and 220 mitres within 
the sensor trial, there are a total of 1540 weld feature points within the 
measurement data. Figures 7.21(a)-(c) show the measured error in pixels 
between each weld feature point in the X, Y and Z axes.
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Figure 7.21: Error in pixels between the manual (vision assisted) and 
automatically determined weld feature points in the (a) X, (b) Y, and (c) Z axis.
Figures 7.22 show the distribution of the measured error differences in mm in 
the X, Y and Z axes.
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Figure 7.22: Errors in mm in the (a) X axis, (b) Y axis, and (c) Z axis.
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Figure 7.23 shows the total differences between the multistripe sensor derived 
weld path program points and the manually (vision assisted) derived 
positions when using the Raleigh bicycle fork data set which contained a total 
of 1540 data points.
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Figure 7.23: The total error in mm between the manual (vision assisted) and 
automatically determined weld feature points.
The results above show that 93.4% of the weld feature points lie within 
±0.4mm of the manually detected weld feature point. If only the X and Y axes 
are considered the percentage is even greater. The Z axis is more tolerant of 
any positional differences as it is somewhat self correcting depending upon 
the welding parameters which are being used, an increase in height will mean 
that less welding current is drawn through the welding arc and may effect 
penetration. The cases where the accuracy of the automatic software is worst 
than 0.4mm in the X and Y axis directions are attributed to poor local image 
quality due to specular effects due to the poor surface quality of the bicycle fork 
arms.
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7.6 Integrating the multistripe sensor into the existing workcell_________
All of the workcells at Raleigh utilise the ABB IRB6 robot for the weldgun 
manipulation. This robot is a five degree of freedom (DOF) closed 
configuration robot arm which uses geared DC servo motors with 
tachogenerators for velocity feedback, and resolvers for position feedback. The 
main robot arm motions are controlled through motors directly connected to 
the axes under control, whilst the wrist motions are actuated through a series 
of push-rod linkages running through the entire arm structure.
To enable the robot controller to control the IRB6 manipulator, appropriate 
power amplifiers and power supply units are used to generate the required 
signals used to activate the motors. These controlling signals are themselves 
generated as part of the robot control loop in conjunction with the trajectory 
planner. It is the program path points used by the trajectory planner which 
require altering on-line if the desired weld path has altered. The on-line point 
re-definition can only be achieved by communication between the multistripe 
sensor host personal computer and the robot controller.
Communications to robot controllers are based on the command levels 
described in section 2.5: the task level, the object level, the manipulator level, 
and the joint level. Sensor based communication to a robot controller is 
concerned with the latter two command levels as the overall task when arc 
welding remains unchanged, it is only the coordinates of the programmed 
path points or the robot arm joint angles which must be altered.
Figure 7.24 shows the possible means of communication recommended by 
ABB. All approaches require suitable boards and controlling software within 
the existing robot controller.
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The manipulator command level comprises of positional information which 
is almost identical to the output of the multistripe sensor: coordinate 
positions defined in the robots base coordinate system linked by motion 
command statements. Therefore this level of communication was adopted 
within the Raleigh validation trials. The re-definition of these points by a 
sensor can be achieved automatically by either analogue or digital means. ABB 
recommends the use of either (ABB, 1988):
- three analogue offset voltages. These voltages are read by the 
robot controller and are scaled to produce offset distances in the x, 
y, z directions of a nominal path point,
- a number of analogue voltage signals to produce a digital bit level 
word which is used to update the position registers,
- a digital signal varying from 1-8 bits, or
updating the entire coordinate file through a supervisory computer 
link.
All of these approaches to interface with the existing robot controller could 
not be utilised during the trials as the robot controller concerned was not fitted 
with any suitable communication boards or control software. Instead, the 
sensor derived weld path coordinate points were manually entered into a text- 
editor based off-line programming (OLP) package called OFFLINE. The 
information was then re-compiled to produce a new updated coordinate file 
and saved to a floppy disk. The disk was then transferred to the robot
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controller, and the robot program and coordinate file updated. Figure 7.25 
shows the main elements of information that flow within the workcell.
Raw video from multistripe sensor
T
Sample video signal and process using
OFG frame grabber and C language on ---
a 486DX2 Personal Computer
Coordinates of calibration points 
— from either OLP system or 
robot controller
i
Output the weld program points 
to monitor or printer
T
Manual entry of the weld program points within a text 
based robot program within OFFLINE. Compile 
program to generate a robot program and the path 
point coordinate file.
T
Output robot program and coordinate file to disc
T
Transfer of disc information to robot controller
i
T
Compile robot program and coordinate file 
in the robot controller
1
T
Weld bicycle joint with new sensor derived coordinates
Figure 7.25: The main elements and flow of information within the workcell.
Although not a real-time process, the approach served to validate the sensor 
derived weld path information. Appendix 3 lists the robot program and the 
actual coordinate position points associated with the bicycle fork arm mitre 
weld joints.
7.7 Results of the multistripe sensor when welding at Raleigh_________
The sample of bicycle forks which were analysed at the University of Surrey to 
determine the accuracy of the multistripe sensor, described in section 7.5, were 
used within a robotic arc welding workcell at Raleigh Industries Ltd. to: 
determine the process tolerance of the welding process used for welding
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bicycle fork mitre joints, and to test the sensor operation under industrial 
conditions.
The 'First law' of robotics: aim to ensure that the weld joint line is always 
positioned within half of the diameter of the wire being used (Pearson, 1989) 
would specify a process tolerance of only ±0.4mm in the case of the Raleigh 
bicycle fork welding application. Figure 7.26 shows the distribution of the 
measurements of point 3 using the manual (mechanical) vernier height gauge 
based method, indicating the mean value and the mean value ±0.4mm.
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Figure 7.26: The distribution of the point 3 measurements.
If the process tolerance of ±0.4mm is applied around the mean point 3 
dimension then approximately 60% of samples would lie outside these limits, 
indicating that approximately 60% of the welds at point 3 would be incorrectly 
welded if the robot welding directly passed through the mean position of 
point 3. However, only approximately 25% defective welds are usually 
produced by Raleigh when welding. Indicating that the process tolerance, 
given the welding parameters used by Raleigh, must in fact be larger. Figure 
7.26 indicates that the process tolerance would have to be nearly double, i.e. 
±0.8mm for only 25% of defects to result.
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Figures 7.27 shows two examples of bicycle fork joints produced without the 
multistripe structured light sensor, (a) shows a lack of penetration of the weld 
with stem tube achieved when the weld path is too far onto the mitre tube, 
whereas (b) shows a burn hole produced when the weld path is too far onto 
the stem tube.
Figure 7.27: The results of welding without the multistripe sensor when 
workpiece variations exist, (a) lack of penetration, (b) burn through.
In order to determine the actual process tolerance, the multistripe sensor was 
used to measure a weld joint automatically, with the weld path points 
communicated to the robot controller (via OFFLINE) being altered by 
increasing amounts. The resultant welds produced were then visually 
assessed to determine if they were within specification. The results from these 
trials indicate that the resultant welds were acceptable when the weld path was 
offset 2.0mm from the joint at the (characteristic) mitre profile point 3. This 
result does not correlate well with the distribution shown in Figure 7.26 and 
the observed level of defects. It should be noted that only 1.0mm increments 
were used for these tests and that the welding parameters used by Raleigh are 
known to produce a wider weld bead which has a slightly larger process 
tolerance. This result can only be explained by the following:
1) Raleigh do not have an accurately measured level of the rate of 
defective welds, it may be slightly lower than 25%,
2) The larger than expected process tolerance is due to the welding 
parameters being used,
3) Loading errors will increase the level of defective welds produced,
4) As the robot is not manually taught the mean weld profile path, it may 
be offset, this may produce more defective welds.
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Due to this larger than expected process tolerance, a small investigation was 
conducted into the effect of varying the welding process parameters. Usually 
Raleigh use the following parameters, defined within the robot controller: 
27V, 145A, and 7.5mm/s welding speed. Altering the parameters to 27V, 140A, 
8.5mm/s produced a thinner weld bead profile. These parameters concentrate 
the energy input into the weld over a smaller area of the weld bead, and 
resulted in burn through of the component near areas of the component with 
less bulk to dissipate the heat. Figure 7.28 shows the resultant welds produced 
using the two different sets of welding parameters.
Figure 7.28: Welds produced using (a) 27V, 145A, 7.5mm/s, 
(b) 27V, 140A, 8.5mm/s.
The problems of burn through when using alternative welding parameters 
halted any further investigation into the relationship between the welding 
parameters and the process tolerance. In total 12 sets of forks were welded as 
part of the process tolerance investigation.
The use of the sensor under industrial conditions was then performed: using 
the sensor to analyse the joint before they entered the workcell. In total 18 sets 
of forks were analysed in this manner. The resultant welds produced using 
the sensor were all correct. To ensure the full capability of the sensor was 
being utilised, the mitre profile of 2 sets of forks were intentionally altered in 
excess of 5.0mm. Figure 7.29 shows one fork before and after alteration, with 
Figure 7.30 showing the resulting welds produced with and without the use of 
the multistripe sensor.
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Figure 7.29: A fo rk  w eld  jo in t (a) before an d  (b) after in ten tio n a l a ltera tion .
F igure  7.30: R esu lting  w eld  p ro d u c e d  on  the in ten tio n a lly  a lte red  profile  
(a) w ith o u t, an d  (b) w ith  the  use  of the m u ltis tr ip e  sensor.
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7.8 Summary________________________________________
A  m u ltis tr ip e  sen so r h a s  b een  specifically  b u ilt for im p le m e n ta tio n  w ith in  a n  
ex isting  in d u s tr ia l w orkcell co nce rned  w ith  the b a tch  G M A W  of b icycle forks. 
C u r r e n t ly  th e  in d u s t r ia l  w o rk c e ll e x h ib its  r e d u c e d  e ff ic ie n c y  d u e  to  
c o m p o n e n t to le ran ces , m e a su re d  a t u p  to  5m m  fo r p o in ts  a ro u n d  th e  m itre  
p ro file  ac ross d iffe re n t c o m p o n e n t b a tch es . T he sen so r u ses  th e  a lg o rith m s  
d ev e lo p e d  in  C h ap te r  5 fo r th e  au to m atic  id en tifica tio n  o f sev en  w e ld  fea tu re  
p o in ts  p e r  jo in t a n d  th e  ca lib ra tio n  m o d e l p re se n te d  in  C h a p te r  6. In s tead  of 
fo u r ex te rn a l ca lib ra tion  p o in ts  b e in g  u se d  as p a r t  of the  ca lib ra tio n  ap p ro ach , 
fo u r ca lib ra tio n  p o in ts  w e re  d irec tly  ta k en  fro m  tu b e  1. T hese p o in ts  a re  n o t 
sub ject to  p o o r to lerances an d  can  be  o b ta in ed  from  a ca lib ra ted  m o d e l w ith in  
a n  off-line p ro g ra m m in g  system .
T he c o m p o n e n ts  u s e d  fo r  th e  v a l id a tio n  te s ts  w e re  in i tia lly  m a n u a lly  
a n a ly se d  to  id e n tify  th e  en tire  w e ld  p a th . This d a ta  w as  th e n  co m p ared  w ith  
th e  re su lts  fro m  th e  m u ltis tr ip e  w e ld  jo in t sensor. The co m p ariso n  o f the  tw o  
se ts o f fe a tu re  p o in t d a ta  sh o w s th a t  th e  au to m a tic  m u ltis tr ip e  w e ld  jo in t 
se n so r p e rfo rm e d  v e ry  w ell, d e te c tin g  o v e r 93% o f th e  1540 fe a tu re  p o in ts  
w ith in  4 p ix e ls , o r 0 .4m m , w h e n  p a r t ic u la r  p o in ts  w ith in  th e  b a tc h  of 
co m p o n e n ts  v a r ie d  b y  u p  to  2 .8m m . T he u se  o f h e u ris tic s  fo r w e ld  p a th  
in te rp re ta tio n  cou ld  im p ro v e  th is  accuracy  fu rth er.
W eld in g  b ased  u p o n  th e  m u ltis tr ip e  sen so r d a ta  w as  d efec t free, a lth o u g h  an  
o n -line  m e th o d  of co m m u n ica tio n  o f the  ro b o t p ro g ra m  p a th  p o in ts  from  the 
sen so r con tro lle r to  the  ro b o t co n tro lle r cou ld  n o t b e  im p le m e n te d  d u e  to  the  
age a n d  co n fig u ra tio n  of the in d u s tr ia l ro b o t con tro lle r u se d  fo r th e  v a lid a tio n  
te sts . In s te a d  th e  m o d ifie d  p a th  p o in ts  w ere  c o m m u n ic a te d  to  th e  ex istin g  
ro b o t co n tro lle r  u s in g  ABB's p ro p r ie ta ry  tex t b a s e d  o ff-line  p ro g ra m m in g  
softw are, OFFLINE.
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8. SUMMARY AND CONCLUSIONS
This ch ap te r p re sen ts  a su m m a ry  a n d  conclusions re g a rd in g  the  research  w o rk  
a n d  also  p ro p o se s  fu r th e r  re sea rch  w h ic h  w ill im p ro v e  th e  p e rfo rm a n ce  a n d  
u se  o f in d u s tr ia l robo tics , o ff-line p ro g ra m m in g  sy stem s a n d  the  m u ltis tr ip e  
sen so r.
8.1 Summary________________________________________
The ob jectives o f th is  re sea rch  w ere  to  in v e s tig a te  a n d  d e v e lo p  a n o v e l arc 
w e ld in g  sen so r su ita b le  fo r th e  O LP a n d  rob o tic  G M A W  of sm all d ia m e te r  
in te rse c tin g  tu b in g  w h ic h  are  k n o w n  to  be  p ro b le m a tic  in  th e  p re sen ce  of 
w orkp iece  to lerances (M iddle, 1989; C am pbell an d  H ew it, 1984).
O f th e  m e th o d s  availab le  fo r ro b o t p ro g ra m m in g , 3D  g ra p h ic a l b a se d  O LP 
s im u la tio n  sy stem s a n d  au to m a tic  p ro g ra m  g en era to rs , o ffer la rg e  econom ic 
b e n e fits  to  u s e rs  b y  s u b s ta n tia lly  re d u c in g  th e  p ro g ra m m in g  o v e rh e a d s . 
H o w ev er, th e  p ro g ra m s p ro d u c e d  o n  th ese  types of sy stem s are  on ly  in itia lly  
accu ra te  to  10's o f m illim ete rs , th e  d ifferences b e tw e e n  th e  'idea l' (s im u la ted ) 
a n d  'rea l' w o rk ce ll a n d  ro b o t m e a n  th a t  th e  p ro g ra m s  a re  n o t im m ed ia te ly  
u sab le  w ith o u t the  u se  of a p p ro p r ia te  senso rs. T hese d ifferences  a rise  fro m  
sev era l factors:
1) th e  re la tiv e  p o s itio n  a n d  o r ie n ta tio n  of all o f th e  m o d e lle d  w o rk ce ll 
co m p o n en ts  are  in co rrec t (w orkcell re la ted).
2) th e  k in e m a tic  m o d e l o f th e  ro b o t w ith in  th e  O LP sy s te m  d o es  n o t 
m a tch  the  'real' ro b o t k in em atic  m o d e l (robo t re la ted ).
3) th e  k in em atic s , p a r tic u la r ly  th e  in v e rse  k in e m a tic s  o f th e  'rea l' ro b o t 
are  incorrect i.e. th e  ro b o t accuracy  is p o o r (robo t re la ted ).
4) th e  ro b o t co n tro lle rs  d y n am ic  m o d e l is to o  s im p le  g iv e n  th e  sp e e d  o f 
o p e ra tio n  o f th e  ro b o t in  a p a rtic u la r  task. T here fo re  p a th  v a ria tio n s  in  
th e  'rea l' w orkcell becom e s ig n ifican t (robo t re la ted ). N o te  th a t  d u e  to  
th e  lo w  e n d -e ffe c to r  s p e e d  d u r in g  w e ld in g  th is  fa c to r  is le ss  of 
significance w ith in  arc w e ld in g  app lica tions.
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T he ro b o t re la te d  d ifferences re s u lt in  p o o r ro b o t accu racy  a n d  p a th  m o tio n  
a n d  can  b e  overcom e th ro u g h  the  u se  of a varie ty  of in te rn a l o r ex te rn a l ro b o t 
ca lib ra tio n  s tra teg ies . H o w e v e r, the  com plex ity  of the  ca lib ra tio n  ap p ro ac h es  
m ak es th e m  u n su ita b le  fo r w id e sp re a d  in d u s tr ia l use . T here fo re  if th e  ro b o t 
re la te d  e rro rs  p ro d u c e  ro b o t p a th  e rro rs  g rea te r th a n  th e  a llo w ab le  p ro cess  
to lerance  th e n  su itab le  senso rs  m u s t be  u se d  for co m pensa tion .
S im ila rly , if th e  w o rk ce ll re la te d  d iffe ren ces  a re  la rg e r  th a n  th e  a llo w ab le  
p rocess  to lerance  th e n  w o rk p iece  loca lisa tio n  sensors  o p e ra tin g  m u s t b e  u sed . 
T hese  id e n tify  c o m p e n sa tio n  tra n s fo rm a tio n s  w h ic h  a re  a d d e d  to  th e  local 
c o o rd in a te  f ra m e  b a s e d  p ro g ra m  p o in ts  (S ch ra ft a n d  H a r tfu s s ,  1994; 
S h irin z ad eh  an d  Tie, 1993).
B esides the  use  o f sen so rs  fo r re so lv in g  an y  d isc rep an c ies  b e tw e e n  th e  ’idea l' 
a n d  'rea l' w o rk ce lls , th e y  are  a lw ay s  n ecessa ry  to  acc o m m o d a te  w e ld  p a th  
v a r ia tio n s  d u e  to  p a r t  to le ran ces . In  th e se  cases th e  g ro ss  p a r t  lo c a tio n  is 
co rrec t, it  is th e  p o s itio n  of th e  w e ld  p a th  re la tiv e  to  th e  g ross sh a p e  th a t 
v a rie s .
A  v a rie ty  o f sensors h av e  b een  specifically  p ro p o sed  fo r w e ld  jo in t localisa tion  
a n d  w e ld  seam  d e te rm in a tio n . C o m p u te r  v is io n  b a se d  sen so rs  are  p o p u la r  
d u e  to  th e ir  fu n c tio n a lity  a n d  sp e e d  of o p e ra tio n . T ra d itio n a l scan n in g  a n d  
s in g le  s tr ip e  b a se d  se a m  tra c k in g  sy stem s  are  ab le  to  id e n tify  w e ld  jo in t 
fea tu res  th ro u g h  th e  u se  of: co n tro lled  illu m in a tio n ; s im p le  h ig h  sp eed  im age 
p re p ro c e s s in g ; ro b u s t  s e g m e n ta tio n , a n d  fe a tu re  id e n tif ic a tio n . H o w e v e r , 
th e se  sy s tem s  are  lim ite d  to  the  m o s t in d u s tr ia lly  p re d o m in a n t w e ld  jo in t 
con fig u ra tio n s: re la tiv e ly  lo n g  an d  s tra ig h t b u tt  a n d  fille t w e ld s . For sm aller 
m o re  in trica te  w e ld  jo in ts  a lte rn a tiv e  senso rs, d e v e lo p ed  fo r g en e ra l p u rp o se  
object reco g n itio n , are  also  u n su ita b le  d u e  to  the ir com plex  im age  p ro cess in g  
o p era tio n s  w h ich  req u ire  ex ten d ed  sen sin g  cycle tim es.
O f th e  p rev io u s ly  d e v e lo p ed  senso rs  likely  to  b e  capab le  of o p e ra tin g  o n  th is 
c lass o f w o rk p iece , o n ly  the  m o re  so p h is tic a ted  a n d  sp ec ia lised  n o n -co n tac t 
c o m p u te r v is io n  b a se d  w e ld  p a th  d e tec tio n  sensors a p p e a r  su itab le  (C am pbell 
a n d  H ew it, 1984). A gain , v e ry  co n tro lled  am b ien t illu m in a tio n  is re q u ire d  to  
p ro d u c e  h ig h  co n trast im ages w ith  d is tin c t w e ld  jo in t fea tu res.
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A  n ew  m u ltis tr ip e  sen so r for id en tify in g  w e ld  jo in t fea tu res  a ro u n d  the  sad d le  
ty p e  jo in t fo rm ed  b y  tw o  sm all (less th a n  50m m ) d ia m e te r  in te rsec tin g  tubes  
h as  b een  described . The sen so r o p e ra te s  in  a p rev iew  m o d e , an a ly sin g  a single 
im a g e  o f h a lf  o f th e  sm a ll w e ld  jo in t b e fo re  w e ld in g  co m m en ces. T he 
re c o g n itio n  of th e  w e ld  jo in t fe a tu re s  h in g e s  u p o n  th e  u se  o f a c o m p u te r  
v is io n  b a s e d  in te r p r e ta t io n  o f  th e  se n s o r  d a ta  w h ic h  id e a lly  h a s  n o  
d e tr im e n ta l effect o n  th e  o v e ra ll w o rk ce ll cycle tim e. T he sen so r d e te rm in e s  
th e  w e ld  jo in t fea tu res  th ro u g h  the  use  of:
- a sm all la se r  d io d e  b a se d  m u ltis tr ip e  p ro jec to r w h ic h  p ro jec ts  th ir ty  
th ree  p lan es  o f ligh t: th is  is s lig h tly  in  excess of th e  m in im u m  n u m b e r 
o f s tr ip e s  re q u ire d  fo r  5 0 m m  d ia m e te r  tu b in g  w h e re  e a c h  s tr ip e  
p ro d u ces  tw o  fea tu re  po in ts.
- a s ta n d a rd  lens w ith  a focal le n g th  of 12.5m m  to  p ro d u c e  a sh a rp  im age 
of all o f th e  p ro jec ted  s trip es  o n  a 1 /2 "  CCD  cam era. T he d e p th  o f v iew  
associa ted  w ith  the  tu b e  g eom etry  req u ires  a senso r s tan d -o ff d is tance  o f 
128m m , p ro d u c in g  a fie ld  of v iew  o f 60m m x45m m  w h ic h  is s to red  as a 
512x512 im age, y ie ld in g  a h o rizo n ta l p ixel re so lu tio n  of O .llm m /p ix e l.
- s o f tw a re  b a s e d  im a g e  p ro c e s s in g  o p e ra t io n s .
To a id  th e  o n -lin e  o p e ra t io n  o f th e  im a g e  p ro c e ss in g  
o p e ra tio n s  a n d  to  p re v e n t occlusions, the  p ro jec ted  s tr ip e s  h av e  b een  
c o n s tra in e d  su c h  th a t th e y  a p p e a r  p a ra lle l to  o n e  o f th e  in te rsec tin g  
tubes. If u n co n s tra in ed  th e  im age p rocessing  o p era tio n s  w ill take  longer 
to  o p e ra te  a n d  th e re  is a possib ility  of m issing  w e ld  fea tu re  po in ts.
T e c h n iq u e s  fo r  th e  fu ll a u to m a tic  d e te c tio n  o f th e  fe a tu re  p o in ts  f ro m  
m u ltis tr ip e  im ages u s in g  co m p u te r  v is io n  tech n iq u es  h a v e  b een  in v estig a ted . 
T w o ex isting  m e th o d s  of seg m en ta tio n  are  d escribed  an d  co m p ared  to  a n ovel 
m e th o d  o f s e g m e n ta tio n . T he  e x is tin g  a p p ro a c h e s  to  s e g m e n t th e  im ag e  
in c lu d e  reg io n  b a se d  m e th o d s: u s in g  ad a p tiv e  th re sh o ld in g  (K ehoe, 1990) a n d  
th in n in g  (Sakia et al, 1972), a n d  a trad itio n a l edge  o p e ra to r, n am ely  the  P rew itt 
v e rtic a l o p e ra to r  (P rew itt, 1970). T hese exh ib it p o o r  p e rfo rm a n c e  g iv e n  th e  
la rg e  ra n g e  of s tr ip e  in ten s itie s  w ith in  the  im ag e , fa ilin g  to  ex tra c t th e  less 
in ten se  s tr ip e s  n e a r  th e  tu b e  edge . M ore  specifica lly  th e  th in n in g  o p e ra tio n  
also p ro d u ces  a la rge  n u m b e r o f sp u rs  along  the s trip e  w h ich  cause su b seq u en t 
fea tu re  ex trac tio n  p rob lem s.
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The th ird  a n d  m o st successfu l m e th o d  fo r seg m en tin g  th e  im age p ro d u c e d  on  
a ra n g e  o f w o rk p ie c e  m a te r ia ls  is b a se d  u p o n  te m p la te  m a tc h in g  a n d  a 
g ra d ie n t m a g n itu d e  th re sh o ld in g  o p e ra tio n . It is s im ila r to  th e  w a te rs h e d  
a lg o rith m  (W egner e t a l, 1995) in  th a t  once  th e  lo ca l in te n s ity  p e a k s  a re  
m a tch ed , th e y  are  b u ilt u p  to  fo rm  a series o f s tr ip e  seg m en ts . It can  also  be  
e x te n d e d  to  d e tec t tro u g h s , th e re b y  in c reas in g  th e  n u m b e r of fea tu re  p o in ts  
p e r  s tripe . O nce seg m en ted  in to  a b in a ry  im age, a scan -a lo n g  n e ig h b o u rh o o d  
b a se d  fe a tu re  e x tra c tio n  p ro cess  loca tes  a n d  th e n  trac k s  a lo n g  e ac h  s tr ip e  
seg m en t sea rch in g  fo r charac te ris tic  p ixe l sp a tia l re la tio n sh ip s , in d ic a tin g  the  
fea tu re  p o in t pixels.
C o m p re h e n s iv e  e v a lu a tio n s  o f  th e  te m p la te  b a s e d  s tr ip e  s e g m e n ta tio n  
a p p ro a c h  b y  v a ry in g  th e  a v e ra g in g  m a sk  s izes  a n d  g ra d ie n t  m a g n itu d e  
th re s h o ld  fo r th re e  w o rk p ie c e  m a te r ia ls  (m ild  s tee l, s ta in le s s  s tee l a n d  
a lu m in iu m ) w ith  th ree  d iffe ren t jo in t sizes w ere  u n d e rta k e n . T he te s t re su lts  
in d ic a te  th a t  th e  'w in d o w s ' u se d  fo r all o p e ra tio n s  s h o u ld  b e  m in im ise d , 
g iv e n  th e  sm a ll w id th  o f th e  s tr ip e s  a n d  th e  n u m b e r  o f c o m p u ta tio n s  
re q u ire d . C o m p u ta tio n a lly  th e  te m p la te  b a se d  p e a k  d e te c to r  is fa s t a n d  
a cc u ra te , w ith  ty p ic a l p ro c e ss in g  tim es of less th a n  3 seco n d s  w h e n  b e in g  
p e rfo rm e d  o n  a S u n  SPARC w o rk s ta tio n  w ith  a 512x512 p ixe l s ized  im age, 
w ith  a d e tec ted  fea tu re  p o in t accuracy  o f over 93% w ith in  4 pixels.
O nce the  p o s itio n  of th e  2D fea tu re  p o in t in  the im ag e  p la n e  is d e te rm in e d  it 
m u s t be tra n s fo rm e d  to  a 3D p o s itio n  in  th e  ro b o ts  w o rk ce ll. C am era  a n d  
se n so r  c a lib ra tio n  is th e  p ro cess  o f d e te rm in in g  th e  re la tio n s h ip  b e tw e e n  
fe a tu re s  in  th e  im ag e  space  a n d  th e ir  a sso c ia ted  c o o rd in a te  in  a n  e x te rn a l 
w orkcell, u su a lly  the  w orkce ll b ase  coo rd ina te  sy stem  for in d u s tr ia l robo tic  arc 
w e ld in g  app lica tions.
The m u ltis trip e  senso r ca lib ra tio n  p rocess falls in to  tw o  d is tin c t phases:
- th e  rem o v a l o f lens d is to rtio n  effects, an d
- th e  in te rp o la tio n  o f the  w o rld  coo rd ina te  p o s itio n s  o f th e  im age  fea tu re  
p o in ts  u s in g  ca lib ra tio n  p o in ts  (or o th e r in v a ria n t fea tu res) w ith in  each  
im age.
In  the  case o f th e  m u ltis tr ip e  sen so r the  cam era ca lib ra tio n  p ro cess  consists  of 
re d u c in g  the  b a rre llin g  ty p e  lens d is to rtio n  effects. T w o tech n iq u es  h av e  b een  
p re se n te d , the  T sai te ch n iq u e  (Tsai, 1987) an d  th e  T w o-p lane  m e th o d  (M artins
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e t al, 1981). W h ils t b o th  tech n iq u es  o ffer h ig h  accuracy , th e  s im p lic ity  o f the 
T w o-p lane  ap p ro a c h  arises fro m  the  d irec t u se  of a line-o f-sigh t vec to r for a set 
o f n o d a l  p ix e ls  in  c o n ju n c tio n  w ith  a su b -n o d a l in te rp o la t io n  s tra te g y . 
H o w e v e r , th e  d e te rm in a tio n  o f  a 3D  p o s itio n  a lso  re q u ire s  a d d i t io n a l  
co n s tra in ts , ty p ica lly  th e  e q u a tio n  of th e  p la n e  o f l ig h t w ith in  a s tru c tu re d  
l ig h t b a s e d  se n so r. In  th e  case  o f th e  m u l t is tr ip e  s e n so r  th is  w ill  be  
co m p u ta tio n a lly  ex p ensive , g iv en  th a t it req u ire s  th ir ty  th re e  p la n es  of ligh t, 
a n d  inaccu ra te , a ssu m in g  th a t co rresp o n d en ce  p ro b lem s m ay  be en co u n te red . 
In s te a d  a d is to r t io n  re d u c tio n  p ro cess  b a se d  u p o n  th e  u se  o f a tra d itio n a l 
re g u la r  cam era  ca lib ra tio n  g r id  h a s  b e e n  d e v e lo p e d  a n d  p re se n te d  in  th is 
w o rk .
T his d is to r tio n  re d u c tio n  m e th o d  is s im ila r to  the  T w o -p lan e  m e th o d o lo g y . 
In s te a d  o f u s in g  th e  tru e  d ire c tio n  vec to rs  of p ixels a t  d isc re te  lo ca tio n s  a n d  
in te rp o la tin g  e lsew h ere , the  im p le m e n te d  m e th o d  lin earises  th e  im age p lan e , 
m a p p in g  th e  d is to r t io n  o v e r  th e  im ag e  a rea  a n d  tra n s fo rm in g  a n  a c tu a l 
fe a tu re  p ix e ls  im ag e  c o o rd in a te  to  a n ew  loca tio n . T he re su lts  fro m  th is  
a p p ro a c h  show  th a t the  m e a su re d  d is to rtio n , u p  to  th ree  p ixe ls in  b o th  im age 
axes, can  be re d u c e d  to  subp ixe l level. This level of accuracy  re su lts  fro m  the 
sensors sm all d e p th  o f v iew  an d  re la tive ly  fixed object d istance.
T he seco n d  p h a se  of ca lib ra tio n , d e te rm in in g  th e  w o r ld  c o o rd in a te s  o f the  
d e te c te d  im ag e  fe a tu re  p o in t,  u tilise s  a re c ta n g u la r  se t o f fo u r  ca lib ra tio n  
p o in ts  a g a in s t w h ich  re la tiv e  m e asu re m en ts  w ith in  th e  im ag e  space are  m ade. 
T he ca lib ra tio n  p o in ts  p ro v id e  th e  s im p le s t so lu tio n  w h e n  tw o  p o in ts  are  
lo c a ted  o n  th e  tu b e  1 cen tre -lin e  a n d  tw o  p o in ts  a lo n g  th e  tu b e  edge . The 
p e rsp e c tiv e  p ro jec tio n  o f th e  im ag in g  p rocess  re su lts  in  th e  tu b u la r  su rface  
m a p p in g  to  a n o n -lin ea r e llip tica l b a sed  surface. F ea tu re  p o in ts  ly ing  o n  th is 
su rfa c e  a re  in te rp o la te d  u s in g  th e  w o r ld  c o o rd in a te  b a s e d  d im e n s io n a l 
t r a n s fo rm a tio n s  b e tw e e n  th e  c a l ib ra t io n  p o in ts . T h is  c a l ib ra t io n  p o in t  
in fo rm a tio n  m ay  be co n ta in ed  w ith in  a n  off line p ro g ra m m m g  d a tab ase  b u t is 
m o re  lik e ly  to  be m a n u a lly  d e riv e d . T he la tte r  a p p ro a c h  w o u ld  re q u ire  a 
sim p le  in itia l ca lib ra tio n  p h ase  once th e  senso r is in s ta lle d  w ith in  a w orkcell, 
u s in g  the  ro b o t as a m e asu rin g  device.
T he ex p erim en ta l re su lts  o f th e  d is to r tio n  re d u c tio n  a n d  fea tu re  p o in t w o rld  
coo rd in a te  in te rp o la tio n  p rocess p ro d u ce  an  e rro r of u p  to  0 .4m m  in  the  X a n d
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Y axis, b u t  a n  e r ro r  u p  to  0 .8m m  in  th e  Z  d irec tion . T he la rg e r  Z  d irec tio n  
e rro rs  are  th o u g h t to  arise  fro m  th e  in fe rred  p o s itio n  of th e  Z  coord ina te .
A lth o u g h  a la rg e  n u m b e r  of re se a rc h  b a se d  sen so rs  fa il to  o p e ra te  w ith in  
in d u s tr ia l en v iro n m e n ts , th e  m u ltis tr ip e  sen so r w as  im p le m e n te d  w ith in  an  
in d u s tr ia l  w o rk ce ll co n ce rn ed  w ith  th e  b a tc h  G M A W  of b icycle  fo rks. T he 
o rig in a l w o rk ce ll ex h ib ited  p o o r  effic iency  d u e  to  d o w n tim e  re su ltin g  fro m  
excessive c o m p o n en t to lerances.
T he sam p le  o f 55 sets o f b icycle fo rk s p ro v id e d  th e  w e ld  jo in t d a ta . This w as 
f irs tly  a n a ly se d  m a n u a lly , in itia lly  u s in g  tra d itio n a l m e tro lo g y  e q u ip m e n t, 
a n d  th e n  b y  th e  m a n u a l an a ly sis  of each  im ag e  of eac h  jo in t w h e n  lo a d e d  
w ith in  the  fix tu ring . The sam p le  w e ld s  w ere  th en  an a ly se d  in  th e  sam e lo a d ed  
p o s itio n  to  id e n tify  th e  en tire  w e ld  p a th  au to m atica lly  u s in g  the  m u ltis tr ip e  
w e ld  jo in t senso r. The co m p ariso n  o f th e  tw o  sets of fea tu re  p o in t d a ta  show s 
th a t the  m u ltis tr ip e  sen so r p e rfo rm e d  v ery  w ell, d e tec tin g  o v e r 93% of fea tu re  
p o in ts  w ith in  0.4m m , w h e n  p a r tic u la r  p o in ts  w ith in  th e  b a tc h  o f co m p o n en ts  
v a r ie d  b y  u p  to  2 .8m m . W eld in g  b a se d  u p o n  th e  m u ltis tr ip e  sen so r d a ta  w as 
d e fe c t free , a l th o u g h  a n  o n -lin e  m e th o d  o f c o m m u n ic a tio n  o f the  ro b o t 
p ro g ra m  p a th  p o in ts  fro m  th e  sen so r co n tro lle r to  th e  ro b o t co n tro lle r co u ld  
n o t be  im p le m e n te d  d u e  to  the age a n d  co n fig u ra tio n  o f th e  in d u s tr ia l ro b o t 
con tro lle r u se d  for th e  v a lid a tio n  tests.
8.2 C o n c lu sio n s_____________________________________________________________
T h is  r e s e a rc h  w o rk  d e s c r ib e s  th e  d e v e lo p m e n t  o f a s e n so r  fo r  th e  
d e te rm in a tio n  o f a sad d le  ty p e  w e ld  jo in t fo rm ed  b y  th e  in te rsec tio n  o f tw o  
sm a ll d ia m e te r  in te rse c tin g  tu b e s  w h ic h  is su ita b le  fo r in te g ra tio n  w ith in  
e x is tin g  ro b o tic  arc  w e ld in g  w o rkcells . T he sen so r co m p rise s  a m u ltis tr ip e  
p ro je c to r  a n d  C C D  c a m e ra  a r r a n g e m e n t  w h ic h  u s e s  c o m p u te r  v is io n  
tech n iq u es  to  an a ly se  one  im ag e  p e r  s id e  o f the  w e ld  jo in t to  d e te rm in e  th e  
ro b o t p ro g ram  p a th  p o in ts  to  w e ld  the  sad d le  joint.
T he sen so r h as  b een  d es ig n ed  for o p e ra tio n  to com pen sa te  fo r co m p o n en t p a r t 
to lerances w h ich  effect the  w e ld  p a th  to  b e  fo llow ed. H o w ev er, it  m ay  a lso  be 
u se d  in  co n ju n c tio n  o f 3D  g ra p h ic a l s im u la tio n  b a se d  O LP sy stem s, w h e re
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w o rk p ie c e  lo c a lisa tio n  is a lso  re q u ire d  to  enab le  th e  d ire c t u se  o f th e  O LP 
g en e ra ted  ro b o t p ro g ram .
In d u s tr ia l v a lid a tio n  of the  senso r d em o n stra te s  its  ab ility  to  cope w ith  typ ical 
in d u s tr ia l p a r t  to le rances a n d  th e reb y  increase  the  p ro d u c tiv ity  of robo tic  arc 
w e ld in g  w orkcells. T he v a lid a tio n  te s t re su lts  confirm  th a t  th e  sen so r is  able 
to  d e tec t o v e r 93% of fea tu re  p o in ts  to  w ith in  0.4m m , w h ich  w o u ld  re p re se n t 
a v e ry  s tric t p rocess to lerance. I t is recogn ised  th a t the  class o f w e ld  jo in t being  
c o n s id e re d  re p re se n te d  a sm all p e rc e n ta g e  o f th e  to ta l w e ld  ty p e s  u su a lly  
ro bo tica lly  w e ld e d  (Palo tas, 1995). H o w ev er, if in d u s tr ia l ro b o tic  arc  w e ld in g  
system s are  to  ex p an d  in to  new  m arke ts , n ew  robotic arc w e ld in g  senso rs  m u s t 
b e  av a ilab le  to  m e e t th e  n e e d s  o f n e w  u se rs , w h e re  d iffe re n t w e ld  jo in t 
con fig u ra tio n s  m u s t be w e ld e d  in  less s tru c tu re d  en v iro n m en ts  a t low er cost.
T he c a lib ra tio n  of th e  sen so r is p e rfo rm e d  b y  f irs tly  m e a su r in g  th e  len s  
d is to rtio n  effects a n d  p e rfo rm in g  a lin ea risa tio n  o p e ra tio n  of the  im age p lane . 
S econd ly , ca lib ra tio n  p o in ts  (or o th e r  in v a ria n t p o in ts  o n  th e  w o rk p iece ) are  
u se d  w ith  th e  w o rk ce ll to  re so lv e  a g en era l m o d e l of th e  w e ld  jo in t in  the  
im ag e  space  a n d  to  c o n v e rt th e  d e te c te d  w e ld  jo in t fe a tu re  p o in ts  in to  th e  
robo ts  base  coo rd ina te  system . The fo rm er calib ra tion  p rocess cou ld  b e  re d u c e d  
th ro u g h  the  u se  of la rg e r h ig h  q u a lity  lens b u t  w o u ld  in c rease  th e  size of the  
senso r a n d  th e  sen so r s tand -o ff d istance.
T he  m u ltis tr ip e  se n so r  w a s  d e s ig n e d  to  be  flex ib ly  in te g ra te d  w ith in  a 
w o rk ce ll u s in g  ex is tin g  ro b o t in te rface  s ta n d a rd s  b e tw e e n  th e  sen so r h o s t 
co n tro lle r  a n d  th e  ro b o t con tro lle r. T he u n d e rly in g  sp e e d  of th e  sen so r h o s t 
c o n tro lle r  to  a n a ly se  e ac h  im ag e  can  b e  m a tc h e d  to  th e  w o rk cy c le  tim e  
availab le  by  th e  use  o f d ed ica te d  m ach in e  v is io n  p rocesso rs. U se of the  senso r 
w ith  a 486 DX2 PC ru n n in g  th e  an a ly sis  a lg o rith m s  in  so f tw a re  g ive  an  
ex ecu tio n  tim e of 12 seco n d s, a tim e w h ich  can  be  g rea tly  re d u c e d  g iv e n  th e  
r is in g  p e rfo rm a n ce  o f ev en  m o d e s t P C s . This ex ecu tio n  tim e  is still su itab le  
fo r in d u s tr ia l u se  if th e  sen s in g  is p e rfo rm e d  in  co n ju n c tio n  w ith  tw o -s ta tio n  
w o rk p iece  p o s itio n e r un its .
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T his re sea rch  w o rk  h as  p ro d u c e d  a w o rk in g  e x p e rim en ta l m u ltis tr ip e  b a s e d  
sen so r fo r w e ld  seam  d e te rm in a tio n  of sm all d iam ete r sa d d le  jo in ts  fo rm ed  b y  
in te rse c tin g  tu b in g . H o w e v e r  th e re  a re  s till som e a rea s  w h ic h  can  fu r th e r  
en h an c e  th e  accu racy  a n d  ran g e  o f jo in ts  b e in g  co n sid e red , a n d  also  le a d  to  
o th e r app lica tio n s  of th is techno logy . F u rth e r possib le  re sea rch  areas include:
(1) W orkp iece  surface effects.
T he a lg o rith m s u sed  by  co m p u te r v is io n  b ased  senso rs  are  g rea tly  affected  
b y  the  q u a lity  o f th e  c a p tu re d  im age d a ta . The p re p ro c e ss in g  an d  no ise  
re d u c tio n  tech n iq u es  u se d  w ith in  th e  sen so r m u s t d e a l w ith  a ran g e  o f 
w o rk p iece  su rfaces , fro m  m ild  stee l to  h ig h ly  reflec tiv e  a lu m in iu m . A n  
in v e s t ig a t io n  in to  th e  r e d u c t io n  o f s p e c u la r  re f le c tio n  e ffec ts  o n  
w o rk p iece  su rfaces  a n d  th e  d e v e lo p m e n t of specific  p a ra m e te rs  ab le  to  
g rea tly  im p ro v e  the  ab ility  of senso rs  to  o p era te  o n  a ran g e  of w o rkp iece  
m a te r ia ls  w o u ld  b e  a d v a n ta g e o u s . T he re s u lts  w o u ld  b e  im p ro v e d  
accu racy  a n d  p o ssib ly  a n  inc rease  in  im age p ro cess in g  sp eed  d e p e n d in g  
u p o n  the  com plex ity  of the  d ev e lo p ed  techn ique.
(2) Im p ro v e d  line  de tec tion .
T he accu racy  o f th e  sen so r is d e te rm in e d  b y  th e  ab ility  to  acc u ra te ly  
d e te rm in e  th e  lo ca tio n  of the  fea tu re  p o in ts . The m a tc h in g  p rocess  u se d  
fo r th is  p rocess d oes  n o t cu rren tly  o p e ra te  a t su b p ix e l level d u e  to  the 
in c re a se d  p ro c e s s in g  tim e  re q u ire d  to  p e rfo rm  m o d e l b a s e d  f it t in g  
o p e ra tio n s . O th e r  su b -p ix e l line  id e n tif ica tio n  sch em a 's  to  im p ro v e  the  
accu racy  o f th e  id e n tif ie d  line  seg m en ts  c o u ld  be  in v e s t ig a te d , m o re  
su ite d  to  th e  re s u lta n t im ages p ro d u c e d  afte r p re p ro c e s s in g  a n d  no ise  
re d u c tio n  of th e  m u ltis tr ip e  im ages.
(3) T he u se  of ca lib ra tion  fea tu res  in  the  w orkcell.
T he d e v e lo p e d  in te rp o la tio n  b a se d  d is to r tio n  re m o v a l p ro cess  re q u ire s  
th a t th e  senso r lo ca tio n  is ap p ro x im a te ly  n o rm al to  th e  w o rk p iece  u n d e r  
co n sid era tio n , especia lly  d u rin g  the ca lib ra tion  of the  lens. As the  lens in  
su ch  an  in d u s tr ia l sen so r m ay  n eed  to  be rep la ced  o n  a re g u la r  basis  the 
c a lib ra tio n  m e th o d o lo g y  n e e d s  to  b ecom e m o re  a u to m a te d  a n d  u se r-  
friend ly . T his in c lu d es  an  in v e stig a tio n  in to  th e  o p tim u m  p la cem e n t a n d  
sh ap e  o f th e  ca lib ra tio n  p o in ts  o r o th e r k n o w n  a p rio ri locations.
Chapter 8: Summary and Conclusions
8.3 Future research directions_________________________________________
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C o m p ariso n  o f fu n c tio n a lity  p ro v id ed  b y  som e 
com m ercia lly  av a ilab le  O LP packages
Appendix 1:
Appendix 1: Functionality provided by some commercially available OLP packages
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R esu lts  o f fea tu re  p o in t d e tec ta b ility  w h ils t v a ry in g  th e  g ra d ie n t 
m a g n itu d e  in te n s ity  th re sh o ld
Appendix 2:
Appendix 2: Results of feature point detectability versus gradient magnitude intensity threshold
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Appendix 2: Results of feature point detectability versus gradient magnitude intensity threshold
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Appendix 2: Results of feature point detectability versus gradient magnitude intensity threshold
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Appendix 2: Results of feature point detectability versus gradient inagnitude intensity threshold
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Appendix 2: Residts of feature point detectability versus gradient magnitude intensity threshold
T j  =  2 0  T j  =  3 0
TUBE 9
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A p p en d ix  3: 
D em o n s tra tio n  ro b o t p rog ram
Appendix 3: Demonstration robot program
BICYCLE FORK W ELD IN G  PROGRAM  
10 (*6716901*)
20 V = 1000 M M /S  MAX 1500 M M /S
30 TCP 4
40 ROBOT CO ORD
50 FRAM E 0
60 POS V = 100% FINE X=227.5 Y=-177.9 Z=450.8
70 POS V = 100% X=613.1 Y=306.3 Z=612.4
80 R EC T C O O R D
W ELD IN G  SIDE 1 OF AXIS 2
W ELD IN G  FIRST MITRE
90 POS V = 50% FINE XL X=645.6 Y=351.5 Z=460.6
100 POS V = 50% FINE W ELD 1 /2 X=642.3 Y=353.8 Z=426.4
110 POS V = 100% CIRCLE X=637.1 Y=356.1 Z=425.9
120 POS V = 100% X=633.8 Y=363 Z=425.9
130 POS V = 100% CIRCLE X=635.9 Y=372.2 Z=425.7
140 POS V = 100% X=643.7 Y=377.1 Z=426.3
150 POS V = 100% CIRCLE X=654 Y=374.1 Z=427
160 POS V = 100% X=657.9 Y=364.9 Z=427
170 POS V = 100% CIRCLE X=653.3 Y=355.5 Z=425.7
180 POS V = 100% FINE W EN D  1 X=643.1 Y=353.8 Z=425.9
190 POS V = 100% X=638.9 Y=361.4 Z=460.3
W ELDIN G  SECOND  MITRE
200 POS V = 100% FINE X=772.1 Y=351.3 Z=465.1
210 P O S Y  = 100% FINE W ELD 1 /2  X=770.3 Y=353.4 Z=432.9
220 POS V = 100% CIRCLE X=763.8 Y=356.5 Z=431.9
230 POS V = 100% X=759.5 Y=361.2 Z=431.4
240 POS V = 100% CIRCLE X=764.2 Y=373.8 Z=429.7
250 POS V = 100% X=771.2 Y=377.1 Z=431.2
260 POS V = 100% CIRCLE X=780.1 Y=372.6 Z=431
270 POS V = 100% X=783.3 Y=364.4 Z=430.6
280 POS V = 100% CIRCLE X=779 Y=356.5 Z=431.4
290 POS V = 100% FINE W EN D  1 X=771.3 Y=352.9 Z=431.4
300 POS V = 100% X=765.5 Y=361.6 Z=538.1
310 POS V = 100% FINE X=690.9 Y=-201.8 Z=413.9
320 POS V = 100% FINE L W ELD 1 /6  X=661.4 Y=-207.5 Z=329.4
330 POS V = 100% X=676.1 Y=-207.2 Z=330.2
340 POS V = 100% X=686.9 Y=-213.3 Z=325.8
350 POS V = 100% FINE W EN D  1 X=697.1 Y=-217.4 Z=320.5
360 POS V = 100% X=706.9 Y=-222.8 Z=347.6
370 POS V = 100% FINE XL X=669.9 Y=-189.9 Z=368.8
380 POS V = 100% FINE L W ELD 1 /6  X=661.6 Y=-195.1 Z=331.3
390 POS V = 100% X=677.6 Y=-194 Z=330.7
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Appendix 3: Demonstration robot program
400 POS V = 100% X=686.9 Y=-191.6 Z=328.4
410 POS V = 100% FINE W E N D  1 X=699 Y=-185.5 Z=320.4
420 POS V = 50% FINE XL X=713 Y=-176.4 Z=356.3
430 POS V = 50% FINE XL X=660.8 Y=-203 Z=351.9
WELDING COLLAR
440 POS V = 50% FINE WELD 1/7 X=663.6 Y=-202.8 Z=335.4
450 POS V = 100% X=664.7 Y=-192.9 Z=335.9
460 POS V = 100%FINE W E N D  1 X=664.5 Y=-182.2 Z=323.8
470 POS V = 100% X=665.5 Y=-145.9 Z=348.1
480 POS V = 100% X=659.1 Y=-199.3 Z=343.4
490 POS V = 100% FINE WELD 1/7 X=660.9 Y=-198.7 Z=330.1
500 POS V = 100% X=661.6 Y=-209.7 Z=323.8
510 POS V = 100% FINE W E N D  1 X=657.4 Y=-213.8 Z=312.9
520 POS V = 100% X=656.9 Y=-257.4 Z=391.1
WELDING END-PLATES
640 POS V = 100% X-676.3 Y=136.8 Z=363.9
650 POS V = 100% FINE L WELD 1/6 X=660.5 Y=148.4 Z=329.6
660 POS V = 100% X-673.3 Y=149.5 Z=330.8
670 POS V = 100% X=683.8 Y=145.5 Z=328.1
680 POS V = 100% FINE W E N D  1 X=696.7 Y=138.9 Z=319.9
690 POS V = 100% X=723.8 Y=124.9 Z=378.6
700 POS V = 100% X=672.6 Y=160.4 Z=352.1
710 POS V = 100% FINE L WELD 1/6 X=661.4 Y=161.5 Z=329.6
720 POS V = 100% X=675.9 Y=161.6 Z=331.8
730 POS V = 100% X=685.9 Y=165.8 Z=327.9
740 POS V = 100% FINE W E N D  1 X=696.5 Y=171.1 Z=320.2
750 POS V = 100% X=719.1 Y=182,3 Z=363.1
760 POS V = 100% X=661.1 Y=153.3 Z=348.9
770 POS V = 100% FINE L WELD 1/7 X=663 Y=154 Z=334.1
780 POS V = 100% X=663.9 Y=165.2 Z=330.7
790 POS V = 100% FINE W END 1 X=664.1 Y=174.6 Z=321.6
800 POS V = 100% X=656.5 Y=201.8 Z=344.1
810 POS V = 100% X=657.5 Y=158.7 Z=343.5
820 POS V = 100% FINE L WELD 1/7 X=659.9 Y=157.8 Z=330.4
830 POS V = 100% X=659.1 Y=149.9 Z=326.4
840 POS V = 100% FINE W END 1 X=658.9 Y=141.5 Z=314.2
850 POS V = 100% X=666.5 Y=77.7 Z=419.1
POSITIONER AXIS 2 THEN ROTATES/FLIPS
1030 POS V = 50% FINE WELD 1/1 X=734.4 Y=210.4 Z=170.5
1040 POS V = 50% FINE W E N D  1 X=718.9 Y=212.2 Z=170.3
1050 POS V = 100% X=715.3 Y=272.9 Z=204.4
1060 POS V = 100% X=715.3 Y=272.9 Z=285.8
1070 POS V = 100% X=747.9 Y=50.9 Z=236
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Appendix 3: Demonstration robot program
1080 POS V = 100% FINE XL X=727.2 Y=93.5 Z=178
1090 POS V = 50% FINE W ELD 1 /1 X=724.5 Y=104.9 Z=167.5
1100 POS V = 50% FINE W EN D  1 X=704.1 Y=103.4 Z=167.5
1110 POS V = 100% X=732.6 Y=30.6 Z=269.3
1120 POS V = 100% X=1044.9 Y=24.6 Z=338
1130 POS V = 100% X=1080.1 Y=163.6 Z=214.6
W ELD IN G  SIDE 2 OF AXIS 2
W ELD IN G  FIRST MITRE
1140 POS V = 100% FINE L W ELD 1 /3  X= 1086.7 Y=162.6 Z=178.1
1150 POS V = 100% X=1072.4 Y=163.8 Z=177.9
1160 POS V = 100% X=1061.2 Y=166.6 Z=174.6
1170 POS V = 100% FINE L W EN D  1 X=1051.9 Y=171.6 Z=168.7
1180 POS V = 100% X=1046.9 Y=182.4 Z=218.8
1190 POS V = 100% X=1079.5 Y=150.9 Z=245.5
W ELD IN G  SECOND  MITRE
1200 POS V = 100% FINE L W ELD 1 /3  X=1087.8 Y=149.4 Z=179.1
1210 POS V = 100% X=1072.4 Y=150.1 Z=178.7
1220 POS V = 100% X=1061.6 Y=145.1 Z=172.6
1230 POS V = 100% FINE L W EN D  1 X=1050.8 Y=140.5 Z=163.8
1240 POS V = 100% X=1048 Y=157.1 Z=207.4
1250 P O S Y  = 100% X=1085.5 Y=157.6 Z=199.7
W ELD IN G  COLLARS
1260 POS V = 100% FINE L W ELD 1 /5  X=1088.1 Y=158.2 Z=177.4
1270 POS V = 100% X=1087.3 Y=150.1 Z=173.8
1280 POS V = 100% FINE L W EN D  1 X=1087.3 Y=140.7 Z=163.3
1290 POS V = 100% X=1085.6 Y=141,7 Z=207.9
1300 P O S Y  = 100% X=1087.6 Y=156.5 Z=198.9
1310 POS V = 100% FINE L W ELD 1 /5  X=1088.8 Y=156.5 Z=184.2
1320 POS V = 100% X=1089.6 Y=165.8 Z=180.4
1330 POS V = 100% FINE W EN D  1 X=1092.1 Y=176.5 Z=170.1
1340 POS V = 100% X=1081.9 Y=72.1 Z=282.9
1350 POS V = 100% X=1081.9 Y=-195.8 Z=207.9
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