Abstract-Although the demands for finding an economical routing protocol that provides the service to the clients in shortest time and least cost are increasing. IPv6 Anycast still has a lot of issues and problems in practical applications. One of the problems is that IPv6 Anycast still does not have its own standard protocol. In this paper we develop a new Anycast routing protocol by modifying the existing multicast routing protocol because anycast and multicast have many similar properties. Protocol Independent Multicast-Sparse Mode (PIM-SM) is chosen as a basis to design a new anycast routing protocol. We next improve the design by considering the status (free or busy) of the anycast receivers as an important factor in our design. Besides the metric value of the receiver, we propose a new variable in the routing table called BMF (Best Metric Factor).
I. INTRODUCTION
nycast was originally defined in [1] as "a service which provides a stateless effort delivery of an anycast datagram to at least one host, and preferably only one host, which serves the anycast address". Anycast is a network service that delivers a datagram to any one server out of a group of servers distributed throughout the network; this group of distributed servers that respond to the same address is called anycast membership. The address for the group is known as anycast address. A packet destined for an anycast address will be delivered to one of the servers with that address, ideally the server with the least metric (i.e. cost, distance, load …etc). The Internet Protocol version 6 (IPv6) has defined clearly three types of IP address architecture [2] ; unicast, anycast and multicast. A unicast address is a unique address assigned to a single node. A multicast address is assigned to a group of nodes, the multicast packet will be sent to all the nodes within the multicast group simultaneously. The same idea of assigning the same address to multiple nodes also has been used in anycast. Here, a single anycast address is assigned to a multiple nodes (called anycast membership), but unlike multicasting, only one node of the multiple nodes communicates with the sender; the choice of this node depends on the metric value of the node, the best node has the least cost metric. IPv6 anycast mechanism assigns its anycast members with the same anycast address, like multicast, but forward the anycast packet to only one node (the best receiver, the least metric value) using the unicast mechanism [3] . Therefore, there is no standard protocol for anycast mechanism which gives rise to many issues and problems in practical applications. Another problem is that anycast cannot build stateful communication between the sender and the receiver because anycast mechanism always changes its destination according to the metric value. Because of the similar properties between multicast and anycast, researchers commonly worked to modify the existing multicast protocols to build anycast routing mechanism with least modifications on the existing applications. PIM-SM (Protocol Independent Multicast-Sparse Mode) [4] is one of the most global multicast routing mechanism, having many advantages over other multicast routing protocols. One of the most important advantages is that the tree of receivers spread sparsely. S. Matsunaga et al. [5] modified a new anycast routing protocol using PIM-SM, by designing a new mechanism called (Protocol Independent Anycast-Sparse Mode) PIA-SM. Like PIM-SM, it manages the tree of anycast receivers and keeps the routing information for each anycast address at the Rendezvous Point (RP). The RP is a router configured to keep the routing information for anycast address. But unlike PIM-SM, PIA-SM forwards anycast packets to only one anycast receiver based on the metric value. However PIA-SM selects the appropriate receiver, but does not consider the case when there is more than one sender in the system. In this case overload problem can happen in the selected receiver because all senders communicate with the same receiver (the best metric one). In this paper we design a new mechanism based on the idea of PIA-SM, but we will use more than one sender and take the load on the selected receiver as an important parameter to improve the design when there are many senders. A new modification will be added to the routing table in the RP by creating a new variable called BMF (Best Metric Factor) which specifies the status (busy or free) of the receiver besides the metric value for the selected receiver. This paper is organized into five sections. Section I gives the overview of the subject. In Section II, we show simulation results of the comparison between PIM-SM and PIM-DM. In Section III, we describe our design with flow chart and give the simulation results of our design in Section IV. Section V gives a brief conclusion and suggestions for the future works.
II. COMPARISON BETWEEN SPARSE MODE AND DENSE MODE FOR PIM PIM-SM is the protocol that we choose to modify a new IPv6 anycast mechanism. However there are two modes for PIM; PIM-SM and PIM-DM (Protocol Independent MulticastDense Mode) [6] . We simulated the two modes using Network Simulator version 2.28 (NS-2.28) and compared the two modes in term of packet count per unit time, packet delay and packet jitter. The basic differences between these modes are the initial behaviour and the mechanisms. Figure 1 shows how PIM-DM mechanism builds source-based multicast distribution tree by flooding the multicast traffic, and then using prune message in each link where there is no multicast member to stop the multicast traffic. The multicast traffic flooding happens periodically every default time, which needs high bandwidth and network resources. PIM-SM uses a shared-tree assumption to build multicast receiver tree by using Rendezvous Point (RP) which receives the multicast traffic from the sender, and forwards the multicast data to the group members after receiving Join Message from them. The steps of PIM-SM mechanism is shown in figure 2 . Figure 3(a) shows the packet count per time; it shows that the packet count is unstable compared with PIM-SM in figure  3(b) . The reason is that the periodic flooding in PIM-DM makes the system unstable and increases the packet count in time of the flooding; also the packet count in PIM-SM converges to stability faster than PIM-DM. This will affect the delay behaviour; the delay will jump to 60ms every time the system floods in PIM-DM as in figure  4 (a), while the delay in figure 4(b) for PIM-SM is stable most of the time within 48ms. The jitter behaviour will be affected by delay behaviour shown in figure 5(a) ; the jitter in the Dense Mode varies periodically according to the periodic flooding and reaches high values (60ms) at the system initiation. Sparse Mode in figure 5(b) shows that the jitter is 0 most of the time and does not exceed 36ms for all the multicast packets. From these simulation results, we showed that PIM-SM enjoys more advantages and better performance than PIM-DM, therefore we choose PIM-SM to modify our IPv6 anycast mechanism. 
III. PROPOSED DESIGN
In section I, we discussed the related works with designing anycast routing mechanism by using PIM-SM. The proposed design in this paper will be based on the PIA-SM of [5] but we will assume that we have more than one anycast sender trying to use the best anycast receiver, and we will discuss the issues related with load occurring on the best receiver and solve this problem by distributing the anycast traffic among the receivers. Our work can be divided into the three parts:
1. Build the anycast membership tree (RP tree part): As shown in figure 6 , according to the neighbour discovery [8] , each router sends Hello messages to other nodes in the same local segment. These Hello messages will help the routers to discover the other routers in the same segment; routers broadcast the Hello messages in their segment, besides if any router receives Hello messages, it will discover the other routers in the same segment. The Rendezvous Point Tree part (RP tree part) includes anycast receivers (AR1, AR2), anycast routers (R1, R2) and Rendezvous Point (RP). RP tree can be built as shown in figure 6 ; assuming AR1 and AR2 wish to join RP tree, they must send Multicast Listener Delivery (MLD) report messages to routers R1, R2, respectively [9] . Each receiver will set the multicast address field of the report message to the anycast group address it wishes to join and in our design the report message also contains the metric value of the receiver, which sent the report. R1 and R2 send join messages to RP after receiving MLD report messages. 
Build and update the routing table in RP:
From figure 6 , RP receives the join messages from the anycast routers, and starts to build its routing table. Here we will use new variable called Best Metric Factor (BMF). BMF is a combination of factors between the real metric of receivers and the status of the receivers, the status being the load on the receiver (free or busy). The routing table in RP contains four fields:
• Anycast address: contains the anycast address related with anycast receiver.
• Route: the next hop or next router which will be used to send the anycast packet to the associated anycast address from RP.
• Metric: the cost in terms of distance of the attached link and the load in the related receiver. In our case metric means the distance of attached link.
• BMF: a new variable used to specify the metric besides the status of anycast receiver, and helps to choose the best receiver in terms of load and distance of attached link. As shown in the flow chart in Figure 7 , when RP receives the join messages from R1 and R2 it will set the BMF with original metric values 22 and 20, respectively. RP then calculates the Lowest BMF (LBMF) and the Highest BMF (HBMF), in this case when anycast sender (AS) sends the anycast traffic, it will choose the Lowest BMF (Best receiver). The LBMF in this case is 20, therefore RP chooses route R2 to send the anycast traffic to AR2. After AS starts to send the anycast traffic to AR2, RP will update the value of LBMF according to the following function: LBMF=HBMF+1 The new value of the LBMF will help to avoid choosing the same receiver when it is still busy if another anycast sender tries to send anycast packet. This will help to reduce the load on the best receiver if we have more than one sender. 
Forwarding the anycast traffic:
This section explains the steps to forward the anycast packets from anycast senders to the receivers, it also discuss the issues when there is more than one anycast sender. Figure 8 shows two senders trying to send the anycast traffic to the best receiver. First Anycast Sender1 (AS1) sends the anycast packet to the anycast address AA, when Sender Router (SR) receives the anycast packet, it encapsulates the packet with RP unicast address (RP) and forward the packet based on unicast routing to the RP. The RP receives the encapsulated anycast packet, decapsulates it and obtain the anycast packet. From the flowchart in figure 7 , we obtain the routing table before updating, the RP sends the anycast packet to Anycast Receiver2 (AR2) because BMF is 20 for AR2 which means AR2 is the LBMF according to the routing table before updating, therefore the RP chooses the R2 to be the route for the anycast traffic to the LBMF (AR2). After forwarding the anycast traffic from AS1 to the LBMF, the RP will update the routing table and set the value of the LBMF according to the function (LBMF=HBMF+1) in the flow chart. The result of the updating in the routing table after updating is shown in figure  8 . Anycast Sender2 (AS2) follows the same procedure as AS1 to send the anycast packet, but if the LBMF is still busy with AS1, the AS2 will send the anycast packets to AR1 according to the value of BMF in the routing table after updating. In this table the RP will choose R1 as a route to forward the anycast packets because the LBMF is 22 belonging to the Anycast Receiver1 (AR1). Next we will compare our design with the existing ones; the existing design proposed that the anycast traffic should be sent from all the anycast senders to LBMF receiver only every time. We simulate the two designs using Network Simulator version 2.28 (NS-2.28) and compare the results in terms of packet count, delay per packet_ID, jitter per packet_ID The advantages of the proposed design will be clear, and the improvement of performance will be observed easily when the number of the anycast sender increases in the system. shows that there are four anycast senders; AS1, AS2, AS3 and AS4. These senders send their anycast traffic sequentially to the anycast receivers AR1 and AR2. AS1 sends its anycast traffic to the LBMF receiver (AR2); later AS2 sends its anycast packets to AR1 which is the LBMF for this stage, because AR2 is still busy with AS1. As a result AR1 and AR2 are busy when AS3 decides to send the anycast traffic, it will choose the LBMF receiver, in this stage it is AR2 because both receivers are busy but the metric value of AR2 is less than AR1. When AS4 sends its packets it will send them to AR1 because AR1 communicates with AS2 only while AR2 communicates with AS1 and AS3, so the LBMF receiver for this stage is AR1. We simulated this using NS-2.28 and the simulation result is shown in the next section. 
IV. SIMULATION RESULTS
The proposed design in Figure 8 and the existing design were simulated, the results were compared. In the proposed design, when LBMF receiver is busy it will not be used if there is another sender trying to send the anycast traffic. In the existing design, the anycast packet is sent to only the LBMF receiver without care to the LBMF receiver status whether it is free or busy. Figure 10 shows a comparison between the existing design (a) and the proposed design (b) in term of packet count. The proposed design is more stable and packet count is half compared with the existing design. Figure 11 shows the difference in delay per packet-ID for both systems. In figure 11 (a) the value of the delay starts to oscillate between 46 to 48 ms after AS2 sends its anycast traffic while our design in figure 11 (b) still keeps the same value even when AS2 starts its anycast traffic. Therefore the proposed design is more stable in term of delay. From the delay results, jitter behaviour will be affected as shown in figure 12 (a) ; the jitter will be increased in 0.02 ms after AS2 starts to send its anycast traffic while jitter in figure 12 (b) is 0 most of the time even when AS2 starts to send.
The simulation results of figure 9 clearly show the improvements in performance when we increase the number of anycast senders in the proposed design. We simulated the proposed design with four anycast sender and simulated the existing design also for the same number of anycast senders. Figure 13 shows the result of packet count comparison, the result of the existing design figure 13 (a) shows that the packet count is more than the proposed design packet count, and this will give the chance to use the link for other communications in the proposed design. Also the packet count will arrive at the stability point in the proposed design faster than the existing design. and this value is within the acceptable boundaries of delay.
The most values of jitter per packet results in the existing design is lower than the proposed design jitter, but the proposed design jitter is still within 36 ms as shown in figure  15(b) , while the jitter reached more than 90 ms in the existing design as in figure 15(a) , whereas we keep the value of the jitter within the acceptable boundaries in the proposed design. 
V. CONCLUSION AND FUTURE WORKS
IPv6 anycast mechanism has many problems; one of the biggest problems is that there is no standard protocol. In this paper we proposed a new IPv6 anycast mechanism depending on the PIM-SM, which improved the performance by reducing the delay and keeping the jitter stable most of the time. The effect of the proposed design is observed clearly when we increase the number of the anycast senders because the proposed mechanism depends on the load traffic. On the future we will build a stateful communication between the anycast sender and the best receiver to reduce the load on the RP and other anycast routers in the system.
