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Abstract
We realize cluster algebras of non-simply laced types as subalgebras of a certain quotient of cluster
algebras associated to quivers with automorphisms. We prove that equality holds for finite type cluster
algebras. We also give an interpretation of this results in terms of invariant objects under the action of the
automorphism group on the corresponding cluster category.
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1. Introduction
Cluster algebras were introduced by Fomin and Zelevinsky in [13]. They have found appli-
cations in various settings like Lie theory, quiver representations, Teichmüller theory, Poisson
geometry, combinatorics and many other theories.
One of the most active area of research these last years is the one in connection with quiver
representations. This approach began in [26] and found a general theoretical framework in [3]
with the so-called cluster category. The link between cluster categories and cluster algebras is
studied in several articles, see [4–8] for example.
Nevertheless, this approach only allows to consider cluster algebras of simply laced types (see
Section 2 for definitions). There are several ways to approach non-simply laced cluster algebras.
As it is usual in representation theory, one can approach non-simply cluster algebras via the
theory of species as it is done in [22] and [28]. Also, the work of [27] gives an interpretation of
non-simply laced cluster algebras in terms of Frobenius-invariant species over Fq .
Following [25], non-simply laced valued graphs will be realized as quotients of quivers with
an admissible group of automorphisms (see Section 3.2 for detailed definitions). More precisely,
if Q is a quiver and G ⊂SQ0 a group of admissible automorphisms of Q, we define the quotient
valued graph Q from Q. We also define a natural action of G on the cluster algebra A(Q) by
permuting the cluster variables of the initial seed of A(Q). This enables to define a canonical
map π called projection from the ring of Laurent polynomials associated to A(Q) to the ring of
Laurent polynomials associated to A(Q) (see Definition 5.3 for details). Our main result is the
following:
Theorem 5.16. Let Q be an acyclic quiver with a group of automorphisms G. Then every seed
in A(Q) is the projection of a seed in A(Q). In particular, every cluster in A(Q) is the image
of a cluster in A(Q) and every cluster variable in A(Q) is the projection of a cluster variable
in A(Q). Thus, A(Q) is a Z-subalgebra of the algebra π(A(Q)).
When Q is of finite representation type, we can even obtain a stronger result:
1628 G. Dupont / Journal of Algebra 320 (2008) 1626–1661Theorem 7.3. Let Q be a quiver of finite representation type with a group of automorphisms
G and Q the corresponding non-simply laced Dynkin diagram. Then the projection sends any
cluster variable of A(Q) to a cluster variable of A(Q). In particular, as Z-algebras
π
(A(Q))=A(Q)
As we will see in Section 8, this result may not hold when Q is not of finite type.
The interest of our approach is that it provides a very simple and natural realization of the non-
simply laced cluster algebra A(Q) from the simply laced cluster algebra A(Q). This opens the
way to the adaptation of the numerous results concerning cluster algebras associated to quivers
to cluster algebras of non-simply laced types. The interesting point is that we obtain a natural
connection between cluster algebras which are a priori of different types. Moreover, our approach
does not only allow to realize non-simply laced cluster algebras but also some particular cases of
simply laced cluster algebras (e.g. the generalized Kronecker quiver in Remark 3.10).
Note that the approach of non-simply laced cluster by using automorphisms quivers can also
be used in the context of the Geiss–Leclerc–Schröer categorification of cluster algebras with the
preprojective algebra. Concerning this approach, the reader should refer to [9].
The paper is organized as follows: In Section 2, we recall the necessary background about
cluster algebras, cluster categories and the Caldero–Chapoton map. In Section 3, we give basic
results concerning automorphisms of quivers and the associated quotient quivers. In Section 4,
if Q is a quiver with an automorphism group G, we define a natural action of G on the cluster
category CQ associated to Q. In Section 5, we prove that G acts naturally on the cluster algebra
and we define a certain class of products of mutations, called orbit mutations (see Definition 5.6),
which will enable us to prove Theorem 5.16. Section 6 presents an interpretation of the cluster
algebras associated to the quotient quiver in terms of invariant objects in the cluster category.
Section 7 is devoted to the proof of Theorem 7.3 whereas Section 8 gives an example of strict
inclusion in Theorem 5.16 for a quiver of tame type. We conclude with several conjectures in
Section 9.
2. Preliminaries
2.1. Cluster algebras
2.1.1. Definitions
Introduced in [13], cluster algebras are commutative algebras defined inductively with seeds.
A seed is a pair (u,B) where u = (u1, . . . , uq) is a q-tuple of indeterminates over Q and
B ∈ Mq(Z) is an antisymmetrizable matrix (i.e. such that there exists a diagonal matrix D with
non-negative integer entries such that DB is antisymmetric). For any seed (u,B), the q-tuple u
is called a cluster and the elements of a cluster are called cluster variables.
Seeds in a cluster algebra are generated by mutations of an initial seed. Given a seed (u,B) as
above and some index i ∈ {1, . . . , q}, the mutation μi(u,B) = (u′,B ′) of (u,B) in the direction
i is the new seed given by:
u′k = uk if i = k,
uiu
′
i =
∏
u
bki
k +
∏
u
−bki
kbki>0 bki<0
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b′kl =
{−bkl if k = i or l = i,
bkl + 12 (|bki |bil + bki |bil |) otherwise.
One easily check that every mutation is an involution. A seed (u,B) is called mutation equivalent
to a seed (v,C) if there exists some sequence of indices i1, . . . , in in {1, . . . , q} such that (v,C) =
μin ◦ · · · ◦μi1(u,B).
Given a seed (u,B), we denote by χ(B) the set of all cluster variables occurring in the seeds
mutation-equivalent to (u,B). The Z-subalgebra of F = Q(u1, . . . , uq) generated by χ(B) is
called the (coefficient free) cluster algebra associated to the initial seed (u,B) and is denoted
by A(B). The clusters occurring in these seeds are called the clusters of A(B) and the elements
of χ(B) are called the cluster variables of A(B). A cluster algebra A(B) is said to be of finite
type if |χ(B)| < ∞.
In [13], it was proved that a cluster algebra is in fact a Z-subalgebra of the ring of Laurent
polynomials Z[u±11 , . . . , u±1q ], this result is known as the Laurent phenomenon. For any ele-
ment F of Z[u±11 , . . . , u±1q ] (and thus for any cluster variable), one can define the denominator
vector of F by
δ(F ) = (n1, . . . , nq)
where F = P(u1,...,uq )
u
n1
1 ···u
nq
q
with P ∈ Z[u1, . . . , uq ] a polynomial not divisible by any ui .
2.1.2. Cluster algebras, quivers and valued graphs
A diagram Δ = (Δ0,Δ1) is an unoriented graph with a set Δ0 of vertices and a set Δ1 of
edges. For any vertices i, j , we denote by i j an edge between i and j .
A quiver Q = (Q0,Q1, s, t) is the data of a diagram (Q0,Q1) and two maps s and t :Q1 −→
Q0 called respectively source and target defining an orientation of the edges in Q1. The oriented
edges are called arrows and the diagram (Q0,Q1) is called the underlying diagram of the quiver
Q = (Q0,Q1, s, t). For any vertices i, j , we denote by i j an arrow in Q1 with source i
and target j .
A valued diagram Δ = (Δ0,Δ1,ω) is the data of a diagram Δ = (Δ0,Δ1) with a map
ω :Q0 −→ Z>0. For any i, j , an edge joining i and j is denoted by i
(ω(i),ω(j))
j . If ω(i) = ω(j),
we usually omit the weights on the edges and simply write i j . If ω(i) = 2 and
ω(j) = 1, we will sometimes write i j .
A valued graph Q = (Q0,Q1,ω, s, t) is a valued diagram (Q0,Q1,ω) equipped with an ori-
entation, that is two applications s, t :Q1 −→ Q0 called respectively source and target defining
an orientation of the edges in Q1. The oriented edges are called arrows and the valued diagram
(Q0,Q1,ω) is called the underlying valued diagram of the valued graph Δ = (Δ0,Δ1,ω, s, t).
For any vertices i, j with respective weights di and dj , we denote by i
(di ,dj )
j an arrow α
in Δ1 such that s(α) = i and t (α) = j .
Fix a quiver or a valued graph Q. A path in Q is a sequence (α1, . . . , αn) of arrows such that
t (αi) = s(αi+1) for all i = 1, . . . , n − 1. A cycle is a path (α1, . . . , αn) such that t (αn) = s(α1)
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length one.
A quiver without loops and 2-cycles will be called a cluster quiver. Similarly a valued graph
without loops and 2-cycles will be called a cluster valued graph. A quiver is called acyclic if it
contains no cycle, in particular it is a cluster quiver.
For any antisymmetric matrix B ∈ Mq(Z), it is possible to define a cluster quiver Q by setting
Q0 = {1, . . . , q} and bij arrows i −→ j for every i, j ∈ Q0 such that bij > 0. This induces a
1–1 correspondence between cluster quivers and antisymmetric matrices. We denote by BQ the
matrix associated to a quiver Q.
Similarly, for every antisymmetrizable matrix B , it is possible to define a cluster valued
graph Q by setting Q0 = {1, . . . , q} and an arrow i
(|bij |,|bji |)
j for every i, j ∈ Q0 such that
bij > 0. This induces a 1–1 correspondence between cluster valued graphs and antisymmetriz-
able matrices. We also denote by BQ the matrix associated to a valued graph Q.
Thus, given a cluster quiver or a cluster valued graph Q, it is possible to define the cluster
algebra A(Q) associated to Q by A(Q) =A(BQ). A cluster algebra is said of simply laced type
if it is of the form A(Q) for some quiver and of non-simply laced type if it is not (and is thus
associated to a valued graph).
Moreover, this correspondence allows to define mutations of cluster quivers and cluster valued
graphs. Indeed, if Q is a cluster quiver (respectively cluster valued graph) and i ∈ Q0, the mu-
tation of the cluster quiver (respectively cluster valued graph) is μi(Q) defined to be the cluster
quiver (respectively cluster valued graph) corresponding to the matrix μi(BQ).
One of the first most striking results in the theory of cluster algebras is the finite type clas-
sification exposed in [14]. It is proved that a cluster algebra A(Q) is of finite type if and only
if the quiver (respectively valued graph) Q is mutation equivalent to a quiver (respectively val-
ued graph) Q′ with an underlying diagram (respectively valued diagram) of Dynkin type. In this
case, if we denote by ΠQ the simple roots of Q, by ΦQ0 the set of positive roots of Q and by
Φ
Q
−1 = ΦQ0 unionsq (−ΠQ), it is proved in [14] that there is a 1–1 correspondence between cluster
variables of A(Q) and the set ΦQ−1 of almost positive roots of Q.
2.2. Quiver representations
We recall basic notations and terminology concerning representation theory of quivers. For
details, the reader can for example refer to [1,2].
Given a quiver Q, a representation (V ,φ) of Q is the data of a finite dimensional Q0-graded
vector space V =⊕i∈Q0 V (i) and of a family (φα)α∈Q1 of linear maps V (s(α)) φα V (t (α)).
A morphism of representations f : (V ,φ) −→ (W,ψ) is a family of linear maps (fi)i∈Q0 such
that for every α ∈ Q1, the following diagram commutes:
V (s(α))
φα
fs(α)
V (t (α))
ft(α)
W(s(α))
ψα
W(t (α)).
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that rep(Q) is an hereditary Krull–Schmidt category.
Given a quiver Q. The path algebra of Q is the algebra kQ generated by the paths in Q
with the multiplication induced by the composition of paths. We denote by kQ-mod the category
of finite dimensional left modules over kQ. It is well known that kQ-mod is equivalent to the
category rep(Q).
For any i ∈ Q0, we denote by Si the simple module associated to i, Ii its injective envelope
and Pi its projective cover.
The Grothendieck group K0(kQ) of kQ-mod is the free abelian group over the isoclasses
of modules with the relations M + N = X for any short exact sequence 0 −→ M −→ X −→
N −→ 0.
The dimension vector of a representation M of Q is the vector
dimM = (dimM(i))
i∈Q0 ∈ NQ0 .
We will denote by αi the ith vector of the canonical basis of ZQ0 . Thus, for all i ∈ Q0,
dimSi = αi and the map dim induces an isomorphism of abelian groups
dim :K0(kQ) ∼−→ ZQ0 .
As kQ-mod is an hereditary category, the Euler form on kQ-mod is given by
〈M,N〉 = dim HomkQ(M,N)− dim Ext1kQ(M,N)
for any kQ-modules M , N . It is well known that this descends to the Grothendieck group.
We denote by D = Homk(−, k) the standard duality and Tr = Ext1kQ(−, kQ) the transpose.
We denote by τ = DTr the Auslander–Reiten translation by τ−1 = TrD (see [2] for details about
Auslander–Reiten theory).
We denote by D = Db(kQ) the bounded derived category of kQ-mod. The shift functor will
be denoted by S and the Auslander–Reiten translation in D will still be denoted by τ . There is a
natural correspondence between kQ-modules and complexes in D concentrated in degree zero,
such complexes are again called modules.
2.3. The cluster category
From now on, Q denotes an acyclic cluster quiver. The cluster category was introduced in [3]
and provides a general representation theoretical framework for the study of cluster algebras.
We denote by F = τ−1 ◦S the auto-functor of Db(kQ), this is an auto-equivalence of Db(kQ)
and the cluster category CQ is defined to be the orbit category Db(kQ)/F .
If M is an object in Db(kQ), we still denote by M the object induced in CQ. Objects in CQ
induced by modules in Db(kQ) are still called modules. The indecomposable objects in CQ are
given by
ind(CQ) = {indecomposable modules} unionsq {SPi : i ∈ Q0}.
For any objects M , N in Db(kQ), the morphisms in CQ are given by
1632 G. Dupont / Journal of Algebra 320 (2008) 1626–1661HomCQ(M,N) =
⊕
i∈Z
HomDb(kQ)
(
M,F iN
)
,
Ext1CQ(M,N) =
⊕
i∈Z
Ext1Db(kQ)
(
M,F iN
)
.
It was proved in [24] that this is a triangulated category. Moreover, in [3] is was proved that
CQ is a 2-Calabi–Yau category, it means that there is a duality
D Ext1CQ(M,N)  Ext1CQ(N,M)
for any objects M , N in CQ.
More precisely, if M and N are modules, we have
Ext1CQ(M,N) = Ext1kQ(M,N)⊕ D Ext1kQ(N,M).
An object M is called rigid if Ext1CQ(M,M) = 0. A rigid object is called a cluster-tilting
object if it is the sum of q pairwise non-isomorphic indecomposable summands where q is the
number of simple kQ-modules. A cluster-tilting set is a set {M1, . . . ,Mq} of indecomposable
objects such that M1 ⊕ · · ·⊕Mq is a cluster-tilting object. In particular, every object in a cluster-
tilting set is rigid. Conversely, it is proved in [3] that every indecomposable rigid object belongs
to a cluster-tilting set.
2.4. Caldero–Chapoton map and consequences
Given a quiver Q, there are several ways to view A(Q) through the cluster category CQ. In
this paper, we will rely on the work of [6–8] using an explicit map from the cluster category CQ
to the cluster algebra A(Q).
For a module M and a dimension vector e ∈ NQ0 , we denote by
Gre(M) = {N ⊂ M submodule: dimN = e}.
This is a closed subvariety of the standard vector space grassmannian, called the grassmannian
of submodules of M of dimension e.
For a variety X, we denote by χc(X) the Euler–Poincaré characteristic of X with respect to
the étale cohomology with proper support of X, i.e.
χc(X) =
∞∑
i=0
(−1)i dimHic (X,Ql ).
In [6], the authors defined a map X? from kQ-mod to Z[u±1i : i ∈ Q0] by
XM =
∑
e∈NQ0
χc
(
Gre(M)
) ∏
i∈Q0
u
−〈e,αi 〉−〈αi ,dimM−e〉
i .
It satisfies the multiplicative property
XMXN = XM⊕N
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Setting
XSPi = ui for any i ∈ Q0,
and keeping the multiplicative property, one defines XM for any object M of CQ. This map will
be referred to as the Caldero–Chapoton map.
This map links cluster categories and cluster algebras in the following senses:
Theorem 2.1. (See [8].) If Q is an acyclic quiver, the map M −→ XM induces a 1–1 correspon-
dence between cluster-tilting sets in CQ and clusters in A(Q). In particular, it induces a 1–1
correspondence between indecomposable rigid objects in CQ and cluster variables in A(Q).
We extend the map dim to any object of CQ by setting dim SPi = −αi and dim(M ⊕ N) =
dimM + dimN for any two objects M , N in CQ. The following theorem will be referred to as
the denominators theorem:
Theorem 2.2. (See [8].) If Q is an acyclic quiver, then for any object M of CQ,
δ(XM) = dimM.
As a corollary, this provides a refinement of the theorem of correspondence of cluster variables
and almost positive roots in the case of a Dynkin quiver of [14].
Corollary 2.3. (See [8,14].) If Q is a quiver of Dynkin type, there is a 1–1 correspondence
between the set of cluster variables in A(Q) and the set of almost positive roots of Q given by
x −→ δ(x).
3. Quivers with automorphisms
3.1. Automorphisms of quivers
Fix a cluster quiver Q, we denote by Q0 = {1, . . . , q} its set of vertices and Q1 its set of
arrows. We write B = (bij ) the antisymmetric matrix associated to Q.
The symmetric group Sq acts on Mq(Z) by setting
g.B = (bg−1i,g−1j )1i,jq
for any g ∈Sq . In particular, if B is antisymmetric, so is gB . It induces an action of Sq on the
set of cluster quivers by setting for gQ the quiver associated to the matrix gB where Q is the
quiver associated to B .
Fix a finite set Q0 and denote by QQ0 the set of quivers with vertex set Q0, i.e.
QQ0 =
{
(R0,R1) quiver: R0 = Q0
}
.
We define a natural action of the symmetric groupSQ0 on QQ0 as follows: For any g ∈SQ0 ,
and any quiver Q with associated matrix BQ, gQ is the quiver with associated matrix gBQ.
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Let Q = (Q0,Q1) be a quiver, then g ∈SQ0 is called an automorphism of Q if gBQ = BQ.
Equivalently, g ∈ SQ0 is an automorphism of Q if and only if gQ and Q are isomorphic as
quivers.
A group of automorphism of Q is a subgroup G of SQ0 such that each g ∈ G is an automor-
phism of Q.
Definition 3.2. Following [25], we say that an automorphism g of a quiver Q is admissible if
bi,j = 0 for every vertex j in the g-orbit of i. It means that there is no arrow joining two vertices
in the same g-orbit. Similarly, a group G of quiver automorphisms will be called admissible if
every element g ∈ G is admissible.
In this paper, we will consider acyclic quivers. We prove that the notion of admissibility is
natural for such quivers.
Lemma 3.3. Let Q be an acyclic quiver, G a group of quiver automorphisms of Q, then G is
admissible for Q.
Proof. Fix i ∈ Q0, j ∈ G.i such that i −→ j in Q. Fix g ∈ G such that j = gi, as G is a finite
group, g has a finite order p. As g is an automorphism, Q contains the path
i −→ gi −→ g2i −→ · · · −→ gp−1i −→ gpi = i
and then Q contains an oriented cycle. 
Now, we give some properties of a matrix equipped with an admissible automorphism. We
need to introduce some terminology. Two integers r and s will be said to be largely of the same
sign if we cannot have r < 0 and s > 0 or r > 0 and s < 0. In the following, unless the contrary
is specified, of the same sign will mean “largely of the same sign.”
Lemma 3.4. Let Q be an acyclic quiver with associated matrix B = (bi,j )i,j∈Q0 equipped with
a group G of automorphisms. The following hold:
(1) For all i ∈ Q0 and j ∈ G.i, bij = 0.
(2) For all i, j ∈ Q0, k ∈ G.i, bij and bkj are of the same sign.
(3) For all i, j ∈ Q0, k ∈ G.j , bij and bik are of the same sign.
Proof. (1) Is just the fact that every automorphism of an acyclic quiver is admissible.
(2) Fix g ∈ G and suppose that bij > 0. If bgi,j < 0, by antisymmetry we have bj,gi > 0 and
then i −→ j −→ gi in Q. But g is a quiver automorphism so we find the following path in Q:
i −→ j −→ gi −→ gj −→ g2i −→ · · · .
As g is of finite order, denoted by p, we obtain
i −→ j −→ gi −→ gj −→ g2i −→ · · · −→ gp−1j −→ gpi = i
and then Q contains an oriented cycle.
(3) The proof is the same as the proof of 2. 
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Following [25], we define the notion of quotient by an admissible automorphism group.
Definition 3.5. Let B ∈ Mq(Z) be an antisymmetric matrix with an admissible automorphism
group G. Let denote by Q0 the set of G-orbits in Q0. The quotient matrix B = (bi,j )i,j∈Q0 is
defined by
bi,j =
∑
k∈i
bk,j (1)
where i = Gi and j = Gj .
Notice that this definition does not depend on the choice of the element j in the orbit j . An
alternative description for the coefficients of the quotient matrix is given by the following lemma:
Lemma 3.6. Fix i ∈ Q0, then
bi,j =
1
|stab(i)|
∑
g∈G
bgi,j
where stab(i) denotes the stabilizer of i for the G-action.
Proof. For every g ∈ stab(i), gi = i and thus bgi,j = bi,j .
∑
g∈G
bgi,j =
∑
g∈G/ stab(i)
∣∣stab(gi)∣∣bgi,j .
But g −→ gi provides a natural bijection between G/ stab(i) and i and stab(i)  stab(gi) thus
∑
g∈G
bgi,j =
∣∣stab(i)∣∣∑
k∈i
bk,j . 
Example 3.7. Fix an antisymmetric matrix of Dynkin type A3
B =
[0 −1 0
1 0 1
0 −1 0
]
which corresponds to the quiver
1 3.
2
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the corresponding quotient matrix is
B =
[
0 −2
1 0
]
which is of Dynkin type B2 corresponding to the valued graph
2
(1,2)
1.
We now prove that the quotient matrix of an antisymmetric matrix is an antisymmetrizable
matrix:
Lemma 3.8. If B is an antisymmetric matrix with a group of admissible automorphisms, then the
quotient matrix B is antisymmetrizable
Proof. We need to prove that there is a diagonal matrix D ∈ MQ0(Z) with positive integer entries
such that DB is symmetric. For every i ∈ Q0, we set di = |stab(i)| for a vertex i ∈ i, we want to
prove that DB is antisymmetrizable.
[DB]i,j = dibi,j
= ∣∣stab(i)∣∣ 1|stab(i)|
∑
g∈G
bgi,j
=
∑
g∈G
bgi,j
= −
∑
g∈G
bj,gi
= −
∑
g∈G
bgj,i because g is an automorphism
= −∣∣stab(j)∣∣ 1|stab(j)|
∑
g∈G
bgj,i
= −djbj,i
= −[DB]j,i . 
We now prove that any valued graph can be realized as a quotient of a quiver with automor-
phisms.
Lemma 3.9. Fix a valued graph Δ, then there exist some quiver Q with an admissible group of
automorphisms G such that the quotient quiver Q is isomorphic to Δ.
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(Δ0,Δ1, s, t) with a map ω :Q0 −→ Z0. An arrow α ∈ Δ1 such that s(α) = i and t (α)j is
denoted by
i
(ω(i),ω(j))
j.
In order to prove that any valued graph can be realized as the quotient of a quiver, it suffices
to prove that any map ω can be obtained. For this, it suffices to prove that for any n,m 0, the
valued graph
Δ = i (n,m) j
can be realized as a quotient quiver of a certain quiver.
Consider the quiver Kn,m = (Q0,Q1) with Q0 = {i1, . . . , in, j1, . . . , jm} and for every k =
1, . . . , n and l = 1, . . . ,m, there is an arrow ak −→ cl .
i1 j1
i2 j2
Kn,m = ... j3.
in
...
jm
The matrix B = (bkl) associated to Q is given by
bik,jl = 1 and bck,al = −1
for any k = 1, . . . , n and l = 1, . . . ,m.
Consider the group G =S{i1,...,in} ×S{j1,...,jm}. Fix any element g = (σ,ρ) ∈ G, then for any
k = 1, . . . , n and l = 1, . . . ,m, we have
g.bik,jl = bσ(ik),ρ(jl ) = 1 = bik,jl and g.bjl,ik = bρ(jl),σ (ik) = −1 = bjl,ik .
Thus, G is an automorphism group for Q. Moreover, bik,il = 0 (respectively bjk,jl = 0) for any
i, j = 1, . . . , n (respectively i, j = 1, . . . ,m) and thus G is a group of admissible automorphisms
of Q.
1638 G. Dupont / Journal of Algebra 320 (2008) 1626–1661If we denote by i = {i1, . . . , in} and j = {j1, . . . , jm}, the quotient matrix B = (bk,l)k,l∈{i,j} is
given by
bi,j =
n∑
k=1
bik,j1 = n and bj,i =
m∑
l=1
bjl,i1 = −m.
Thus the quotient matrix B is given by
B =
[
0 n
−m 0
]
and thus the associated graph is
Δ = i (n,m) j. 
Remark 3.10. Note that quotients of quivers also allow to generate antisymmetric matrices with
multiple arrows. For example, the proof of Lemma 3.9 provides a realization of the generalized
nth Kronecker quiver
1
n
2.
Indeed, it can be realized as the quotient graph of Kn,n by the automorphism groupSn ×Sn.
Remark 3.11. For matrices of Dynkin types, it is well known that non-simply-laced types are
given by the automorphisms (with any orientation compatible with the automorphism) listed in
Figs. 1–4.
4. Action on the category of representations
Fix an acyclic quiver Q endowed with a group G of admissible automorphisms. We give
basic results on the action induced by G on the category of representations of Q and on the
corresponding cluster category.
Viewing kQ-modules as representations of Q, we define an action of G on kQ-mod in the
following way: Fix g ∈ G and V = ((V (i))i∈Q0 ,V (i −→ j)i−→j∈Q1), we define gV to be the
representation
gV = ((V (g−1i))
i∈Q0,V
(
g−1i −→ g−1j)
i−→j∈Q1
)
.
Fix two modules M , N and f :M −→ N . For any m ∈ M , g ∈ G, we set g.f (gm) =
g(f (m)) ∈ gN . Then g.f is naturally a morphism gM −→ gN .
This way, we see that each g ∈ G defines an auto-functor of kQ-mod and as g−1g = gg−1 =
IdkQ-mod, g is an auto-equivalence of kQ-mod.
Fix g ∈ G and a module M . By definition, dimM = (dimM(i))i∈Q0 , so that
dim(gM) = (dimM(g−1i)) .
i∈Q0
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Fig. 1. Quotient from A2n−1 to Bn .
•
• • • •
•
descends to
• • • • •
Fig. 2. Quotient from Dn+1 to Cn.
According to this equality, we define an action of g on the Grothendieck group K0(kQ)  ZQ0
by setting
g.(mi)i∈Q0 = (mg−1i )i∈Q0
for any m ∈ ZQ0 , g ∈ G and thus dim(gM) = g dim(M) for any kQ-module M .
As each g ∈ G is an auto-equivalence of kQ-mod, the following lemma holds:
1640 G. Dupont / Journal of Algebra 320 (2008) 1626–1661•
•
• •
•
•
descends to
• • • •
Fig. 3. Quotient from E6 to F4.
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(3,1)
Fig. 4. Quotient from D4 to G2.
Lemma 4.1. Fix two kQ-modules M , N , e ∈ NQ0 and g ∈ G, then
(1) 〈gM,gN〉 = 〈M,N〉.
(2) The variety Grge(gM) is isomorphic to Gre(M).
The action of G on kQ-mod naturally induces an action on Db(kQ) given by gSnM = SngM
for any n ∈ Z, g ∈ G and M in kQ-mod. Thus each g ∈ G defines an auto-equivalence ofDb(kQ)
which commutes with the shift and the translation. This way, we can define the action of G
on CQ as the action induced on the quotient Db(kQ)/(τ−1S) and each g ∈ G defines an auto-
equivalence of CQ.
More precisely, the action of g ∈ G is additive and given on indecomposable objects of CQ by
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g.M = gM for any indecomposable kQ-module M.
5. Cluster algebras associated to quivers with automorphisms
Fix Q an acyclic quiver with associated matrix B0, we denote by u = (u1, . . . , uq) a family
of q indeterminates over Q and by F = Q(u1, . . . , uq) the ambient field. We denote by A(Q)
(or A(B0)) the cluster algebra with initial seed (B0,u) and by χ(Q) or χ(B0) the set of cluster
variables in A(B0).
If Q is endowed with a group of automorphisms G, its action on Q0 induces naturally an
action on F by setting
g.ui = ugi for any i ∈ Q0 and g ∈ G
extended as a Q-algebra homomorphism. Note that this action induces an action on the ring
Z[u±1] = Z[u±1i : i ∈ Q0] of Laurent polynomials in the ui .
First, we have to check that G induces an action onA(Q). For this, we notice that the Caldero–
Chapoton map commutes with the group action of G.
Proposition 5.1. Fix any M ∈ CQ and g ∈ G, then
XgM = gXM.
Equivalently, the following diagram commutes for every g ∈ G:
CQ
X?
g
Z[u±1]
g
CQ
X?
Z[u±1].
Proof. First, we notice that if M is the sum of indecomposable objects M =⊕i Mi , we have
XgM = Xg(⊕i Mi) = X⊕i gMi =
∏
i
XgMi
and as the action of G on Z[u±11 , . . . , u±1q ] is a Z-algebra homomorphism, we can only consider
the case where M is an indecomposable object.
As XgSPi = gui = ugi = XSPgi , it suffices to prove the results for indecomposable kQ-
modules. By Lemma 4.1, for any two modules M , N and any e ∈ NQ0 , we have
〈gM,gN〉 = 〈M,N〉
and an isomorphism of varieties Gre(M)  Grge(gM).
Set m = dimM . The linearity of the action of G on A(Q) leads to
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∑
e
χ
(
Gre(M)
)∏
i
u
−〈m,αi 〉−〈αi ,m−e〉
gi
=
∑
e
χ
(
Gre(M)
)∏
i
u
−〈m,α
g−1i 〉−〈αg−1i ,m−e〉
i
and
XgM =
∑
e
χ
(
Gre(gM)
)∏
i
u
−〈gm,αi 〉−〈αi ,gm−e〉
i
=
∑
e
χ
(
Grg−1e(M)
)∏
i
u
−〈m,α
g−1i 〉−〈αg−1i ,m−g−1e〉
i
=
∑
e
χ
(
Gre(M)
)∏
i
u
−〈m,α
g−1i 〉−〈αg−1i ,m−e〉
i
= gXM. 
Lemma 5.2. Let Q be an acyclic quiver with an admissible automorphism group G. Then, for
any g ∈ G and any cluster variable x ∈A(Q), gx is again a cluster variable in A(Q).
Proof. Fix a cluster variable x, then according to Theorem 2.1, there exists an indecomposable
rigid object M , such that x = XM . According to Lemma 5.1, gx = gXM = XgM . But as g is an
auto-equivalence of CQ, gM is also an indecomposable rigid object and then XgM is a cluster
variable in A(Q). 
Definition 5.3. We define a Z-algebra homomorphism, called projection, by setting:
π :
{
Z[u±1i , i ∈ Q0] −→ Z[u±1i , i ∈ Q0],
ui −→ ui.
Its kernel is the ideal generated by the ui − ugi for g ∈ G and i ∈ Q0.
5.1. Mutations and matrices
We recall the definition of the matrix mutation Let B = (bij )i,j∈Q0 be an antisymmetrizable
matrix and k ∈ Q0. The mutation μk(B) = B ′ = (b′ij )i,j∈Q0 of B in the direction k is matrix
given by
b′ij =
{−bij if i = k or j = k,
bij + 12 (|bik|bkj + bik|bkj |) otherwise.
It is known [13] that B ′ is again antisymmetrizable.
Moreover if B is antisymmetric, so is B ′ and thus we can define the mutation Q′ = μk(Q)
of the quiver Q with matrix B in the direction k as the quiver Q′ corresponding to the matrix
B ′ = μk(B).
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Lemma 5.4. Fix an acyclic quiver Q endowed with a group of admissible automorphisms G and
let Ω = {i1, . . . , in} be a G-orbit in Q0. Write B the matrix associated to Q. Then the coefficients
b
(n)
ij of B(n) = μin ◦ · · · ◦μi1(B) are given by
b
(n)
ij =
{−bij if i or j ∈ Ω,
bij + 12
∑n
k=1(|bi,ik |bik,j + bi,ik |bik,j |) otherwise.
Proof. We write B = B(0) and B(p) = μip ◦ · · · ◦μi1(B) for every 1 p  n. By induction on p,
we have
b
(p)
ij =
{−b(p−1)ij if i = ip or j = ip,
b
(p−1)
ij + 12 (|b(p−1)i,ip |b
(p−1)
ip,j
+ b(p−1)i,ip |b
(p−1)
ip,j
|) otherwise.
By induction, if i = ik or j = ik for some k  p − 1, then b(p−1)ij = −bij , thus b(p)ij = −bij if
i = ik or j = ik for some j  p.
Otherwise,
b
(p)
ij = b(p−1)ij +
1
2
(∣∣b(p−1)i,ip ∣∣b(p−1)ip,j + b(p−1)i,ip ∣∣b(p−1)ip,j ∣∣)
= bij + 12
p−1∑
k=1
(|bi,ik |bik,j + bi,ik |bik,j |)+ 12
(∣∣b(p−1)i,ip ∣∣b(p−1)ip,j + b(p−1)i,ip ∣∣b(p−1)ip,j ∣∣).
As bik,il = 0 for any k, l, we have
b
(p−1)
i,ip
= bi,ip +
1
2
p∑
k=1
(|bi,ik |bik,ip + bi,ik |bik,ip |)= bi,ip
and
b
(p−1)
ip,j
= bip,j +
1
2
p∑
k=1
(|bip,ik |bik,j + bip,ik |bik,j |)= bip,j
then
b
(p)
ij = bij +
1
2
p∑
k=1
(|bi,ik |bik,j + bi,ik |bik,j |). 
Corollary 5.5. Fix a quiver Q endowed with a group of automorphisms G, fix {i1, . . . , in}
a G-orbit in Q0, then for any σ ∈Sn, we have
μin ◦ · · · ◦μi1(Q) = μiσ (n) ◦ · · · ◦μiσ (1)(Q).
In particular, we can set the following definition:
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in Q0, the product of mutations
∏
i∈Ω μi(Q) is well defined an is called the orbit mutation
along Ω or simply an orbit mutation.
Orbit mutations will be the key point in the connection between simply laced cluster algebras
and non-simply laced cluster algebras. If B is a matrix with an admissible group of automor-
phisms, we will prove that the orbit mutation of B along an orbit i corresponds to the mutation
of the quotient matrix B in the direction i.
Fix a quiver Q = (Q0,Q1) with a group of automorphisms G. By definition, G is a subgroup
of SQ0 and we recall that G acts on the set QQ0 of quivers with vertex set Q0 as follows: If
R = (Q0,R1) ∈QQ0 is a quiver with associate matrix BR = (bij ), then for any g ∈ G, gR is the
quiver with associated matrix gBR = (b′ij ) given by
b′i,j = bg−1i,g−1j
for any i, j ∈ Q0.
In particular, if Q′ is mutation-equivalent to Q, then Q′ ∈QQ0 and we can thus define gQ′
for any g ∈ G. It is natural to wonder whether G is still a group of automorphisms for Q′. The
following result proves that this result holds for orbit mutations of acyclic quivers.
Corollary 5.7. Let Q be an acyclic quiver and G a group of automorphisms of Q. Fix a G-orbit
{i1, . . . , in}, then Q(n) =∏nk=1 μik (Q) is acyclic and G is an admissible group of automorphisms
for Q(n).
Proof. We write Ω = {i1, . . . , in}, B the matrix associated to Q and we keep the notation of
Lemma 5.4. Assume that Q(n) is not acyclic. There exist a family of vertices j1, . . . , jr such that
b
(n)
js ,js+1 > 0 for all s ∈ Z/rZ. As Q is acyclic, there is some p ∈ Z/rZ such that bjp,jp+1  0. By
Lemma 5.4,
b
(n)
jp,jp+1 = bjp,jp+1 +
n∑
k=1
1
2
(|bjp,ik |bik,jp+1 + bjp,ik |bik,jp+1 |)> 0.
We claim that there is some kp such that bjp,ikp > 0 and bikp ,jp+1 > 0. Indeed, as bjp,jp+1  0,
the sum
∑n
k=1 12 (|bjp,ik |bik,jp+1 + bjp,ik |bik,jp+1 |) has to be positive and thus some term|bjp,ikp |bikp ,jp+1 + bjp,ikp |bikp ,jp+1 | is positive and this implies that bjp,ikp > 0 and bikp ,jp+1 > 0
and then there is a path jp −→ ikp −→ jp+1 in Q. Thus, for each p such that bjp,jp+1  0,
there is a path from jp to jp+1 and thus the j1, . . . , jr lie in an oriented cycle in Q which is a
contradiction and the first assertion is proved.
In order to prove that G is an automorphism group, we have to prove that gB(n) = B(n) for
any g ∈ G. Fix any vertices i, j ∈ Q0.
g.b
(n)
ij = b(n)g−1i,g−1j =
{−bg−1i,g−1j if g−1i, g−1j ∈ Ω,∑n
k=1 12 (|bg−1i,ik |bik,g−1j + bg−1i,ik |bik,g−1j |) otherwise.
But g−1i ∈ Ω iff i ∈ Ω and then b(n) = −bij = −bg−1i,g−1j = b(n)−1 −1 . Now if i, j /∈ Ω , thenij g i,g j
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(n)
g−1i,g−1j =
n∑
k=1
1
2
(|bg−1i,ik |bik,g−1j + bg−1i,ik |bik,g−1j |)
=
n∑
k=1
1
2
(|bi,gik |bgik,j + bi,gik |bgik,j |)
=
n∑
k=1
1
2
(|bi,ik |bik,j + bi,ik |bik,j |)
= b(n)ij .
Thus, G is a group of automorphisms for Q(n) and the admissibility follows from Lemma 3.3. 
Example 5.8. Note that in general, if g is an automorphism of a quiver Q, it is not an automor-
phism of any quiver mutation equivalent to Q. Consider for example the quiver of type A3:
Q: 1 3
2
then (1,3) is an automorphism of Q but is not an automorphism of
μ3(Q): 1 2 3.
5.1.2. Orbit mutations and quotient matrices
We fix an acyclic quiver Q with associated matrix B endowed with a group of automor-
phisms G. We write Ω = {i1, . . . , in} a G-orbit and B(n) =∏i∈Ω μi(B). Corollary 5.7 proves
that B(n) is G-invariant and thus, we can define the quotient matrix B(n) = (b(n)
i,j
)i,j∈Q0 by for-
mula (1) in Definition 3.5.
Proposition 5.9. Let Q be an acyclic quiver with associated matrix B endowed with a group of
automorphisms G. For any k ∈ Q0 and k its G-orbit. We have
∏
l∈k
μl(B) = μk(B).
Proof. We write k = {k1, . . . , kn} and B(n) = (b(n)ij )i,j∈Q0 =
∏
l∈k μl(B), according to Lem-
ma 5.4, we have
b
(n)
ij =
{−bij if i or j ∈ k,
b + 1 ∑n (|b |b + b |b |) otherwise.ij 2 s=1 i,ks ks ,j i,ks ks ,j
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b
(n)
i,j
=
∑
l∈i
b
(n)
l,j .
If i = k or j = k, we obtain
b
(n)
i,j
= −
∑
l∈i
bl,j .
Otherwise, if i, j = k, then for every m ∈ i,
b
(n)
mj = bmj +
1
2
n∑
s=1
(|bm,ks |bks,j + bm,ks |bks,j |)
and then
b
(n)
i,j
=
∑
m∈i
(
bmj + 12
n∑
s=1
(|bm,ks |bks,j + bm,ks |bks,j |)
)
or equivalently
b
(n)
i,j
=
∑
m∈i
(
bmj + 12
∑
l∈k
(|bm,l |bl,j + bm,l |bl,j |)
)
.
On the other hand, we compute the coefficients (bi,j )′ of (B)′ = μk(B). By definition of the
mutation, we have
(bi,j )
′ =
{−bi,j if i = k or j = k,
bi,j + 12 (|bi,k|bk,j + bi,k|bk,j |) otherwise.
Thus if i = k or j = k,
(bi,j )
′ = −bi,j = −
∑
l∈i
bl,j = b(n)
i,j
.
Now if i, j = k,
(bi,j )
′ = bi,j + 12
(|bi,k|bk,j + bi,k|bk,j |)
=
∑
m∈i
bm,j + 12
(∣∣∣∣∑
m∈i
bm,k
∣∣∣∣∑
l∈k
bl,j +
∑
m∈i
bm,k
∣∣∣∣∑
l∈k
bl,j
∣∣∣∣
)
=
∑
bm,j + 12
(∑
|bm,k|
∑
bl,j +
∑
bm,k
∑
|bl,j |
)m∈i m∈i l∈k m∈i l∈k
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∑
m∈i
bm,j +
∑
m∈i
1
2
(
|bm,k|
∑
l∈k
bl,j + bm,k
∣∣∣∣∑
l∈k
|bl,j
∣∣∣∣
)
=
∑
m∈i
[
bm,j + 12
∑
l∈k
(|bm,k|bl,j + bm,k||bl,j |)
]
and so
(bi,j )
′ =
∑
m∈i
bm,j + 12
∑
m∈i
∑
l∈k
(|bm,k|bl,j + bm,k||bl,j |).
It remains to prove that∑
m∈i
∑
l∈k
|bm,k|bl,j + bm,k|bl,j | =
∑
m∈i
∑
l∈k
|bm,l |bl,j + bm,l |bl,j |.
It suffices to show ∑
m∈i
∑
l∈k
|bm,k|bl,j =
∑
m∈i
∑
l∈k
|bm,l |bl,j (2)
and ∑
m∈i
∑
l∈k
bm,k|bl,j | =
∑
m∈i
∑
l∈k
bm,l |bl,j |.
In (2), we consider the coefficients of blj : Fix l0 ∈ k, in the first sum, the coefficient of bl0j is
then ∑
m∈i
|bm,k|.
In the second sum, this coefficient is ∑
m∈i
|bm,l0 |.
We write l0 = gk for some g ∈ G. As bm,gk = bg−1m,k and g−1G = G, the two sums are equal.
We identify the same way the coefficients of |bl0,j | in the second sum and the equality 2 is proved.
And then, for any i, j ∈ Q0, we have
b
(n)
i,j
= (bi,j )′. 
Example 5.10. We consider again Example 3.7.
B0 =
[0 −1 0
1 0 1
]
.0 −1 0
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B0 =
[
0 −2
1 0
]
.
A simple computation shows that μ1μ3(B0) = μ3μ1(B0) = −B0 and
μ1(B0) = −B0 = −B0 = μ3μ1(B0).
5.2. Mutations and variables
Fix Q an acyclic quiver with associated matrix B endowed with a group of automorphisms G.
Proposition 5.9 proves that the mutation of the quotient matrix B in the direction k is the quotient
matrix of the orbit mutation along i of B . We now want to prove a similar result on cluster
variables.
We recall the definition of the mutation of a seed. Given a seed (x,B) as above and some
index i ∈ {1, . . . , q}, the mutation μi(x,B) = (x′,μi(B)) of (x,B) in the direction i is the new
seed given by:
x′k = xk if i = k,
xix
′
i =
∏
bki>0
x
bki
k +
∏
bki<0
x
−bki
k .
The second equality is called the exchange relation inA(B) between xi and x′i . One easily check
that every mutation is an involution.
Definition 5.11.
(1) A seed (x,B) is called G-invariant if gB = B and gxi = xgi for every i ∈ Q0 and g ∈ G.
(2) A cluster {x1, . . . , xq} in A(B0) will be called G-invariant if {g.x1, . . . , g.xq} = {x1, . . . , xq}
as sets.
Note that every cluster taken from a G-invariant seed is a G-invariant cluster but the converse
is not clear.
We begin by computing the cluster variables obtained during orbit mutations.
Lemma 5.12. Let Q be an acyclic quiver with associated matrix B and equipped with a
group G of automorphisms. Fix a G-invariant seed (x,B) with x = (x1, . . . , xq). Fix an orbit
Ω = {i1, . . . , in} and set (B(n),x(n)) = μin ◦ · · · ◦μi1(B,x). Then for all i,
x
(n)
i =
⎧⎨
⎩
xi if i /∈ Ω,∏
bi,ik
>0 x
bi,ik
i +
∏
bi,ik
<0 x
−bi,ik
i
xik
if i = ik for some k.
In particular, (x(n),B(n)) is a G-invariant seed and the orbit mutation
∏
i∈Ω μi(x,B) is well
defined.
G. Dupont / Journal of Algebra 320 (2008) 1626–1661 1649Proof. For all p = 1, . . . , n, we set (x(p),B(p)) = μip ◦ · · · ◦μi1(x,B) and (x(p),B(p)) = (x,B).
If i /∈ Ω , for every p > 0, we have x(p)i = x(p−1)i and then x(p)i = xi . If i = ik for some k > 0,
then x(j)i = xi for all j < k and x(l)i = x(k)i for all l > k. And the exchange relation gives
x
(k)
i =
∏
b
(k−1)
j,ik
>0(x
(k−1)
j )
b
(k−1)
j,ik +∏
b
(k−1)
j,ik <0
(x
(k−1)
j )
−b(k−1)j,ik
x
(k−1)
i
.
But x(k−1)i = xi , b(k−1)j,ik = bj,ik by Lemma 5.4. Moreover, bj,ik = 0 if j ∈ Ω , then if bj,ik = 0,
we have x(k−1)j = xj . It follows that
x
(n)
i = x(k)i =
∏
bj,ik>0
x
bj,ik
j +
∏
bj,ik<0 x
−bj,ik
j
xi
and the first assertion is proved.
For the second assertion, assume that i /∈ Ω , then x(n)i = xi . As gi /∈ Ω , x(n)gi = xgi . By hy-
pothesis gxi = xgi and thus gx(n)i = x(n)gi . Now if i = ik for some k ∈ {1, . . . , n}, then
g.x
(n)
i =
∏
bj,ik>0
g.x
bj,ik
j +
∏
bj,ik<0 g.x
−bj,ik
j
g.xi
=
∏
bj,ik>0
x
bj,ik
gj +
∏
bj,ik<0 x
−bj,ik
gj
xgi
=
∏
bj,ik>0
x
bj,ik
gj +
∏
bj,ik<0 x
−bj,ik
gj
xgi
=
∏
b
g−1j,ik>0
x
b
g−1j,ik
j +
∏
b
g−1j,ik<0
x
−b
g−1j,ik
j
xgi
=
∏
bj,gik>0
x
bj,gik
j +
∏
bj,gik<0 x
−bj,gik
j
xgi
= x(n)gi . 
Definition 5.13. We define a map π˜ on the set of G-invariant seeds (x,B) by
π˜
(
(xi, i ∈ Q0),B
)= ((π(xi), i ∈ Q0),B)
where π is the projection defined in Definition 5.3.
Note that by definition, if Q is a quiver endowed with a group of automorphisms G, then the
projection of the initial seed of A(Q) is the initial seed of A(Q).
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Proposition 5.14. Let (x,B) be a seed such that the quiver associated to B is acyclic and is
endowed with a group of automorphisms G such that for any j ∈ Q0, we have g.xj = xgj . Fix
i ∈ Q0 and denote by i its G-orbit, we have
π˜
((∏
k∈i
μk(x,B)
))
= μi
(
π˜(x,B)
)
.
Proof. We denote by i = {i1, . . . , in} the G-orbit of i. For any p = 1, . . . , n, we write
(x(n),B(n)) = μip ◦ · · ·◦μi1(x,B). We have already proved in Proposition 5.9 that B(n) = μi(B).
If j /∈ {i1, . . . , ip}, x(n)j = xj and there is nothing to prove. By Lemma 5.12, gx(n)i = x(n)gi ,
thus π(x(n)ij ) = π(x
(n)
ik
) for all j, k = 1, . . . , n. Up to reordering, we assume that i = i1 and then
x
(n)
i = x(1)i = x′i . We write the exchange relation between xi and x′i in A(Q).
xix
′
i =
∏
j∈Q0: bji>0
x
bji
j +
∏
j∈Q0: bji<0
x
−bji
j .
We apply the homomorphism π to this equality and obtain
π(xi)π
(
x′i
)= ∏
j∈Q0: bji>0
π(xj )
bji +
∏
j∈Q0: bji<0
π(xj )
−bji .
As B is acyclic bji and bki are of the same sign if j and k belong to the same orbit. We can thus
group the summands by orbits in each product and we obtain
π(xi)π
(
x′i
)= ∏
j∈Q0: bji>0
∏
l∈j
π(xl)
bli +
∏
j∈Q0: bji<0
∏
l∈j
π(xl)
−bli .
As π(xl) = π(xj ) for any l ∈ j , we obtain
π(xi)π
(
x′i
)= ∏
j∈Q0: bji>0
π(xj )
∑
l∈j bli +
∏
j∈Q0: bji<0
π(xj )
−∑l∈j bli
and thus
π(xi)π
(
x′i
)= ∏
j∈Q0: bji>0
π(xj )
bji +
∏
j∈Q0: bji<0
π(xj )
−bji
which is the exchange relation in A(Q) in direction i with π(xi). If we write π(xi)′ the cluster
variable in exchange with π(xi) in A(Q), we thus have
π
(
x
(n)
ij
)= π(x(n)i )= π(x′i)= π(xi)′
for all j ∈ {1, . . . , n} and the proposition is proved. 
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of automorphisms G. Fix a family of vertices s1, . . . , sn in Q and write s1, . . . , sn their respective
G-orbits, then
π˜
(
n∏
k=1
(∏
i∈sk
μi
)
(u,B)
)
=
n∏
k=1
μsk π˜(u,B).
Proof. By induction on n, we apply Proposition 5.14. We denote by
(x,C) =
n∏
k=1
(∏
i∈sk
μi
)
(u,B)
and we fix sn+1 a vertex in Q0. By Lemma 5.7 C is acyclic and G is still a group of automor-
phisms for C. Moreover, Lemma 5.12 implies that gxi = xgi for every i ∈ Q0. Then we can
apply Proposition 5.14 to (x,C) to prove that
π˜
( ∏
k∈sn+1
μk(x,C)
)
= μsn+1 π˜ (x,C).
By induction, Proposition 5.14 implies that
π˜(x,C) =
n∏
k=1
μsk π˜(u,B)
and then
π˜
(
n+1∏
k=1
(∏
i∈sk
μi
)
(u,B)
)
=
n+1∏
k=1
μsk π˜(u,B)
and the result is proved. 
As a corollary, we obtain the main theorem of this paper which realizes each seed of A(Q) as
the projection of a seed of A(Q).
Theorem 5.16. Let Q be an acyclic quiver with a group of automorphisms G. Then every seed
in A(Q) is the image under π˜ of a seed in A(Q). In particular, every cluster in A(Q) is the
image of a cluster in A(Q) and every cluster variable in A(Q) is the projection of a cluster
variable in A(Q). Thus, A(Q) is a Z-subalgebra of the algebra π(A(Q)).
Proof. Let (x,C) be a seed in A(Q), then there exists a family of vertices i1, . . . , ip such that
(x,C) =
n∏
μik π˜(u,B).k=1
1652 G. Dupont / Journal of Algebra 320 (2008) 1626–1661According to Corollary 5.15, we thus have
(x,C) = π˜
(
n∏
k=1
(∏
i∈ik
μi
)
(u,B)
)
and the theorem is proved. 
Example 5.17. Consider again Example 3.7. Fix an antisymmetric matrix of Dynkin type A3
B0 =
[0 −1 0
1 0 1
0 −1 0
]
which corresponds to the quiver
1 3
2
equipped with the automorphism group G = 〈(1,3)〉.
The corresponding quotient matrix is
B0 =
[
0 −2
1 0
]
which is of Dynkin type B2 corresponding to the valued graph
2
(1,2)
1.
The projection is given by
π :
⎧⎪⎪⎨
⎪⎪⎩
Z[u±11 , u±12 , u±13 ] −→ Z[u1, u2],
u1 −→ u1,
u2 −→ u2,
u3 −→ u1.
The cluster variables in A(B0) are
χ(B0) =
{
u1, u2, u3,
1 + u2
u1
,
1 + u2
u3
,
1 + u1u3
u2
,
1 + u2 + u1u3
u1u2
,
1 + u2 + u1u3
,
1 + 2u2 + u22 + u1u3
}
.u3u2 u1u2u3
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π
(
χ(B0)
)= {u1, u2, 1 + u2u1 ,
1 + u21
u2
,
1 + u2 + u21
u1u2
,
1 + 2u2 + u22 + u21
u21u2
}
= χ(B0).
At this point, it is not clear whether there is an equality between the sets χ(Q) and π(χ(Q)).
As we will see in Section 7, for finite type quivers, the projection of any cluster variable ofA(Q)
is a cluster variable in A(Q). Section 8 gives an example of a tame quiver Q for which there
are cluster variables in A(Q) which are not sent by π on cluster variables of A(Q). For these
two sections, we will use some representation theoretical arguments and thus, Section 6 is de-
voted to the study of the representation theoretical approach to cluster algebras on quivers with
automorphisms.
6. G-invariant objects in the cluster category
We fix Q an acyclic quiver with a group of automorphisms G and denote by Q the quotient
quiver. We denote by CQ the cluster category of Q. Theorem 5.16 allows to realize every cluster
variable of A(Q) as the image of a cluster variable of A(Q) taken in a seed obtained after
a sequence of orbit mutations. According to Corollary 5.7 and Lemma 5.12, such a seed is G-
invariant inA(Q). Thus, Theorem 2.1 will lead us to consider cluster-tilting objects in the cluster
category CQ which are invariant under the action of G (see Section 4 for a definition of this
action). Note that for results concerning invariant representations of a quiver endowed with a
group of automorphisms, one should for example refer to [20,21].
6.1. The subcategory of G-invariant objects
Definition 6.1. A object M in the cluster category CQ will be called G-invariant if gM  M
in CQ. It will be called G-indecomposable if it cannot be written as the direct sum of non-zero
G-invariant objects.
Lemma 6.2. If m and n are two indecomposable objects in CQ, then m and n are in the same
G-orbit if and only if ⊕U∈Gm U =⊕V∈Gn V .
Proof. We first notice that if m is an indecomposable object, then gm is indecomposable for all
g ∈ G. Thus, the summands of both sums are indecomposable. If we suppose that the two sums
are equal, as CQ is a Krull–Schmidt category, n appears in both sums and then n ∈ Gm. The
converse is clear. 
Proposition 6.3. Let M be a G-indecomposable object in CQ, then there is a unique G-orbit
in CQ containing an indecomposable object m such that M =⊕U∈GmU . Conversely, for each
indecomposable object m, the direct sum ⊕U∈Gm U is G-indecomposable.
Proof. Let m be in an indecomposable object of CQ, we set M =⊕U∈GmU , then M is obvi-
ously G-invariant and if M = N ⊕P with N a G-indecomposable and P = 0, then decomposing
N =⊕i Ni into indecomposable objects of CQ, we see that the unicity of the decomposition
of M implies that each Ni is in Gm. But if N is G-invariant, then N contains all the gNi for
g ∈ G and then N = M .
1654 G. Dupont / Journal of Algebra 320 (2008) 1626–1661Conversely, if M is a G-indecomposable object, we decompose M =⊕i Mi into indecom-
posable objects of CQ. Each Ei =⊕U∈GMi U is a G-indecomposable object. If I is a set of
indexes such that (Mi)i∈I is a set of representative of the G-orbits on the Mi , then M =⊕i∈I Ei
is a decomposition into G-indecomposable objects. Then, by hypothesis, I is necessarily reduced
to one point and then all the Mi are in the same orbit. Finally, M =⊕U∈GM1 U where M1 is in
an indecomposable object of CQ. The Lemma 6.2 ensures the unicity of this decomposition. 
Corollary 6.4. The full subcategory of G-invariant objects in CQ verifies the Krull–Schmidt
property. More precisely, every G-invariant object M has a unique (up to reordering and iso-
morphism) decomposition into G-indecomposable objects.
Now we give an obvious corollary of Theorem 2.1:
Corollary 6.5. Fix an acyclic quiver Q endowed with a group G of automorphisms, then there
is a 1–1 correspondence between G-invariant clusters in A(Q) and G-invariant cluster-tilting
objects in CQ.
Proof. Fix a cluster C in A(Q). By [8], we can write C = {XT1, . . . ,XTq } where the Ti are
indecomposable objects without self-extension. Then gC = {XgT1, . . . ,XgTq } by Lemma 5.1.
If C is G-invariant, then gC = C and so there exists σ ∈SQ0 such that XgTi = XTi for all
i ∈ Q0. As the Caldero–Chapoton map is injective on the set of indecomposable objects without
self-extensions, we have gTi = Tσ(i) for all i and so
gT = g
⊕
i
Ti =
⊕
i
Tgi =
⊕
i
Ti = T .
Thus, T is a G-invariant cluster-tilting object.
Conversely, if T =⊕i Ti is a G-invariant cluster-tilting object, then gT =⊕gTi = T and so{gT1, . . . , gTq} = {T1, . . . , Tq}. By [8], {XT1, . . . ,XTq } is a cluster and this cluster is obviously
G-invariant. 
6.2. A theorem of denominators
We recall that G acts on K0(CQ) by setting g.(mi)i∈Q0 = (mg−1i )i∈Q0 . We also define the
projection π on K0(CQ) by setting
π
(
(mi)i∈Q0
)= (∑
j∈i
mj
)
i∈Q0
.
We now give an adaptation of Theorem 2.2, modifying slightly the original demonstration.
Theorem 6.6. Let Q be an acyclic quiver endowed with a group G of admissible automorphisms.
Let m be a kQ-module, then
δ
(
π(Xm)
)= π(dimm).
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CQ
X?
dim
Z[u±1]
δ
ZQ0
Id
ZQ0 .
Before we prove the theorem, we will need a technical lemma
Lemma 6.7. Fix a G-invariant kQ-module M ,
(1) For any l ∈ Q0 and any submodule N ⊂ M ,
(dimM)l  〈N,Sl〉 + 〈Sl,M/N〉.
(2) For any l ∈ Q0, there exists a submodule N ⊂ M such that for all k ∈ l, we have
(dimM)k = 〈N,Sk〉 + 〈Sk,M/N〉.
Proof. The first point is proved in [8]. For the second point, set d = dimM , e = dimN where N
is a submodule of M . Let denote by nk = −〈N,Sk〉 − 〈Sk,M/N〉, for all k ∈ G.l, we have
nk = −dk +
∑
i−→k
ei +
∑
k−→j
(dj − ej ).
Let N be the submodule of M generated by the sum of the Mj such that there exists k ∈ l
such that k −→ j .
It suffices to prove that for all k ∈ l, we have nk = −dk . For this, it suffices to prove that both
sums are equal to 0.
Suppose that the first sum is non-zero, then there exists some i such that i −→ l and ei = 0.
But if ei = 0, then by definition of N , there exists k ∈ l and some path in Q from k to i and then
k −→ · · · −→ i −→ l. As k and l are in the same G-orbit, there would be a cycle in Q, which is
a contradiction. The second sum is zero by construction. 
We can now prove Theorem 6.6:
Proof of Theorem 6.6. First, we notice that for any kQ-modules m, n, we have
δ
(
π(Xm⊕n)
)= δ(π(Xm)π(Xn))
= δ(π(Xm))+ δ(π(Xn))
so that we can assume that m is indecomposable. Write M =⊕U∈GmU , we have
XM =
∏
XU.U∈Gm
1656 G. Dupont / Journal of Algebra 320 (2008) 1626–1661According to Proposition 5.1, Xgm = gXm for all g ∈ G, so
π(XM) = π(Xm)|Gm|
thus δ(π(XM)) = |Gm|δ(π(Xm)). The expression of XM is a sum of monomials of the form∏
x
nk
k where nk = −〈N,Sk〉 − 〈Sk,M/N〉 for some submodule N of M .
Fix i ∈ Q0. The lemma proves that there is a summand in XM such that the exponents of uj in
the denominator of this summand are maximal and equal to dimM(j) for all j ∈ i. Then, under
projection, the exponent of ui in π(XM) = π(Xm)|Gm| is
∑
j∈i dimM(j). Then
δ
(
π(XM)
)= (∑
j∈i
dimM(j)
)
i∈Q0
= π(dimM)
= π
(
dim
⊕
U∈Gm
U
)
= π
( ∑
U∈Gm
dimU
)
=
∑
U∈Gm
π(dimU)
= |Gm|π(dimm).
It follows that δ(π(Xm)) = π(dimm) and the theorem is proved. 
7. The finite type
We now prove that for finite type quivers, equality holds in Theorem 5.16. For this, we will
use Corollary 2.3. We first fix the notations. For a quiver Q, we denote by ΦQ the root system
associated to Q and by ΦQ,re the real roots of this root system, that is the roots conjugated to
simple roots under the action of the Weyl group. We denote by ΦQ+ the positive roots and by
Φ
Q,re
+ = ΦQ,re ∩ΦQ+ the positive real roots. If ΠQ denotes the set of simple roots, we denote by
Φ
Q
−1 = ΦQ+ unionsq (−ΠQ) the set of almost positive roots and by ΦQ,re−1 = ΦQ,re+ unionsq −ΠQ the set of
almost positive real roots.
The following lemma can be obtained by direct computation:
Lemma 7.1. Let Q be a quiver of finite type with a group of automorphisms G and Q the
corresponding non-simply laced Dynkin diagram. Then
π
(
Φ
Q
−1
)= ΦQ−1.
Remark 7.2. Following [21], one can prove the inclusion ΦQ,re−1 ⊂ π(ΦQ,re−1) for any quiver Q.
The method appears to be quite similar to the one used in this paper, replacing orbit mutations of
seeds by orbit reflections of roots. More precisely, denote by {αi : i ∈ Q0} the simple roots of Q
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∑
j∈i αj . We denote by si the reflections of the Weyl
group W(Q) and σi the reflections of the Weyl group W(Q). As the automorphism group G
is admissible, the reflections corresponding to vertices in a same G-orbit commute and thus we
can define orbit reflections ri =
∏
j∈i sj . Now it follows from [21] that π ◦ ri = σi ◦ π for any
G-orbit i. Thus, the real roots of Q can be obtained as projections of the real roots of Q obtained
after products of orbit reflections.
Theorem 7.3. Let Q be a quiver of finite type with a group of automorphisms G and Q the
corresponding non-simply laced Dynkin diagram. Then
π
(A(Q))=A(Q).
Proof. We only have to prove that π(χ(Q)) = χ(Q). We already know that π(χ(Q)) ⊃ χ(Q).
According to [14], there are 1–1 correspondences
χ(Q) ↔ ΦQ−1,
χ(Q) ↔ ΦQ−1
given by the denominator vectors.
Now according to Theorem 6.6, for any kQ-module M , the denominator vector of π(XM) is
π(dimM), thus there is a 1–1 correspondence between π(χ(Q)) and π(ΦQ−1) = ΦQ−1. Thus,
we have the equality π(χ(Q)) = χ(Q) and the theorem is proved. 
8. A counterexample in tame type
As we just saw, equality π(χ(Q)) = χ(Q) holds for Dynkin quivers. Thus, we need to con-
sider quivers of infinite representation type in order to find an example of proper inclusion of
χ(Q) in π(χ(Q)). For all the results we will use concerning these quivers, we refer to [23].
We consider the cluster algebra associated to the following quiver Q of type D˜4:
3
2 1 4.
5
It is equipped with the automorphism group generated by g = (2345). The quotient quiver Q is
the oriented valued graph of type A(2)2 given by
1 2
(1,4)
1658 G. Dupont / Journal of Algebra 320 (2008) 1626–1661Q and Q are diagrams of affine types, the minimal imaginary root corresponding to Q is δQ =
(21111) and the minimal imaginary root associated to Q is δQ = (1,2).
For any i = j in {2,3,4,5}, we denote by Mij the unique (up to isomorphism) indecompos-
able representation of dimension vector α1+αi +αj . It is known that the Mij are indecomposable
regular simple modules such that τMij = Mrs where {r, s} = {2,3,4,5} \ {i, j}. In particular, we
have Ext1CQ(Mij ,Mrs) = 0.
For any i = j ∈ {2,3,4,5}, dimMij is a real root, thus according to Kac’s theorem,
Ext1CQ(Mij ,Mij ) = 0. Theorem 2.1 implies that XMij is a cluster variable in A(Q).
We now consider the particular representation
0
M45 = 0 k k.1
k
1
According to the above discussion, XM45 is a cluster variable in A(Q).
If we suppose that π(XM45) is a cluster variable inA(Q), then according to 5.16, there exists a
clusterX = {x1, . . . , xq} obtained after a sequence of orbit mutations such that π(XM45) = π(xi0)
for some i0. According to Theorem 2.1, there is some indecomposable rigid object N such
that xi0 = XN . Now by Theorem 6.6, π(dimN) = π(dimM45) = (1,2), thus N is one of
the Mij . According to Lemma 5.12, we know that the cluster X must be G-invariant. The-
orem 2.1 implies that there exists a G-invariant cluster-tilting object T = ⊕qi=1 Ti such that
Mij = Ti0 . If we denote by {r, s} = {2,3,4,5} \ {i, j}, there is some power p = 1,2 of g
such that gpTi0 = gpMij  Mrs is a direct summand of T but Ext1(Mij ,Mrs) = 0 and then
Ext1(T ,T ) = 0, this is a contradiction. Thus, π(XM45) ∈ π(χ(Q)) \ χ(Q) and we have proved
that
χ(Q)  π
(
χ(Q)
)
.
Note that this does not imply that π(A(Q)) is a proper subalgebra of A(Q) because there
could be relations between the cluster variables. Indeed, a direct computation proves that
XP4XS5 = XM45 +XSP2XSP3 .
Applying π , we obtain
π(XM45) = π(XP4)π(XS5)− π(XSP2XSP3).
As P4 and S5 are indecomposable preprojective modules, π(XP4) and π(XS5) are elements
of χ(Q). The same holds for π(XSP XSP ) = u2 ∈ χ(Q). Thus π(XM ) ∈A(Q).2 3 2 45
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Fix a quiver Q endowed with a group G of admissible automorphisms. We would like to
understand in which sense the example of Section 8 is representative of the possible cases of
strict inclusions in Theorem 5.16. More precisely, our conjecture is the following:
Conjecture 9.1. Fix an acyclic quiver Q endowed with a group of automorphisms G. Fix an
indecomposable rigid object M . Then, π(XM) is a cluster variable in A(Q) if and only if
Ext1CQ(M,gM) = 0 for every g ∈ G.
In particular, if Q is a quiver such that Ext1CQ(M,gM) = 0 for every g ∈ G and every inde-
composable rigid object M (e.g. Q is a Dynkin quiver), then π(χ(Q)) = χ(Q).
We give a lemma that might be useful:
Lemma 9.2. Fix an acyclic quiver Q endowed with a group of automorphisms G such that
Ext1(M,gM) = 0 for every g ∈ G and every indecomposable rigid object M . Then every inde-
composable rigid object can be completed into a G-invariant cluster-tilting object.
Proof. Fix an indecomposable rigid object M , it follows that for every U , V in the G-orbit
of M , we have Ext1CQ(U,V ). Thus T =
⊕
U∈G.M U is a rigid object. If T is a cluster-tilting
object, we are done. Otherwise, we know that there exists an indecomposable rigid object X
such that Ext1CQ(X,U) = 0 for every U ∈ GM and thus T ⊕X is still a rigid object.
As G is a group of automorphisms of Q, gX is also an indecomposable rigid ob-
ject and Ext1CQ(gX,U) = Ext1CQ(X,g−1U) for each U ∈ GM . Also by hypothesis on Q,
Ext1(X,gX) = 0 for every g ∈ G and thus T ⊕ (⊕V∈GX V ) is a rigid object.
By induction, it follows that T can be completed into a G-invariant cluster-tilting object T =⊕
i∈Q0 Ti . 
The cluster-tilting graph of CQ is the (in general infinite) diagram Δ = (Δ0,Δ1) where Δ0
is the set of cluster-tilting objects in CQ and there is an edge joining T =⊕i∈Q0 Ti and T ′ =⊕
i∈Q0 T
′
i iff there exists some i0, j0 ∈ Q0 such that
⊕
i =i0 Ti
⊕
i =j0 T
′
i , and in this case, T ′ is
called a mutation of the cluster-tilting object T . It follows from [3] (see also [19]) that the cluster-
tilting graph of a cluster category is connected.
Fix two cluster-tilting objects T =⊕i∈Q0 Ti and T ′ =⊕i∈Q0 T ′i , we say that T ′ is an orbit
mutation of T is there is some i0, j0 ∈ Q0 such that
⊕
Tj /∈GTi0
Tj 
⊕
T ′j /∈GT ′j0
T ′j .
It follows from the definition that any orbit mutation of a G-invariant cluster-tilting object is a
G-invariant cluster-tilting object.
The G-invariant cluster-tilting graph of CQ is the unoriented graph (Δ0,Δ1) where Δ0 is
the set of G-invariant cluster-tilting objects and there is an edge joining two G-invariant cluster-
tilting objects T and T ′ if T ′ is an orbit mutation of T .
1660 G. Dupont / Journal of Algebra 320 (2008) 1626–1661Problem 9.3. Fix an acyclic quiver Q with an automorphism group G. Is the G-invariant cluster-
tilting graph of CQ connected?
We may also ask the question directly in terms of cluster algebras. We recall that a G-invariant
seed ((x1, . . . , xq),B) is a seed such that gxi = xgi for every i ∈ Q0 and gB = B for every
g ∈ G. A G-invariant cluster is a cluster {x1, . . . , xq} such that for every g ∈ G, {x1, . . . , xq} =
{gx1, . . . , gxq} as sets.
Problem 9.4. Fix an acyclic quiver Q with an automorphism group G. Does any G-invariant
cluster in A(Q) belong to a G-invariant seed?
Problem 9.5. Fix an acyclic quiver Q with an automorphism group G. Can any G-invariant seed
in A(Q) be reached with sequences of orbit mutations from the initial seed?
There are several other ways to approach cluster algebras of non-simply laced types. Accord-
ing to [10–12], the approaches using Fq -species with Frobenius automorphisms and quivers with
automorphisms are equivalent and provide similar results (see [27]).
Also, one should consider the use of the other usual categorification for simply laced cluster
algebras, not necessarily acyclic, with the preprojective algebra developed in a series of papers by
Geiss, Leclerc and Schröer (see [15–18]). Using automorphisms of quivers, Demonet obtained
results for cluster algebras of non-simply laced types (see [9]).
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