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A PSEUDOSPECTRAL ANALOGUE OF
DISCRETE BORG-TYPE THEOREMS
V. B. KIRAN KUMAR1, G. KRISHNA KUMAR2
Abstract. The pseudospectral versions of the discrete Borg-type theorems are obtained in
this article using some simple linear algebraic techniques. In particular, we prove that the
periodic potential of a discrete Schro¨dinger operator is almost a constant if and only if the
pseudospectrum of the operator is connected. This result is further extended to more general
settings and the connection to the well-known Ten Martini problem is also established. The
numerical illustrations done at the end will justify the results developed.
1. Introduction
Borg’s theorem is a classical result in inverse spectral theory that has connections with
several problems in quantum mechanics. In 1946, G. Borg proved that the periodic potential
of a Schro¨dinger operator is constant almost everywhere if and only if the essential spectrum
of the operator is connected (see [2]). For mathematicians, this is an interesting result since
it determines the nature of the potential from the given spectral data of the operator. This
result is used as an important tool for various problems in several other branches of science,
for example, computing the density of a guitar string from its frequency data, to determine
the shape of a drum etc. (see [7]). The discrete versions of Borg’s theorem were also
considered by several mathematicians. In 1975, H. Flaschka discovered the discrete Borg’s
theorem (see [4]). There were several modifications and generalizations of this result, which
we refer as Borg-type theorems. In [5], the authors gave a pure linear algebraic approach
to prove the discrete Borg’s theorem. The techniques developed in [5] were used to obtain
discrete Borg-type theorems in [8].
There are several notions which generalize spectrum of an operator and each of them are
important for necessary reasons. Pseudospectrum is one of the important generalizations of
spectrum. For ǫ > 0 the ǫ-pseudospectrum of an operator A is denoted by Λǫ(A) and defined
as
Λǫ(A) := {z ∈ C : zI − A is not invertible or ‖(zI − A)
−1‖ ≥ ǫ−1}.
Date: Received: xxxxxx; Revised: yyyyyy; Accepted: zzzzzz.
1 Corresponding author.
2010 Mathematics Subject Classification. Primary 47B35; Secondary 47B36.
Key words and phrases. Spectrum; Pseudo Spectrum; Borg-type Theorems.
1
2 V. B. KIRAN KUMAR, G. KRISHNA KUMAR
Here I denotes the identity operator. For information on the importance and applications of
pseudospectrum, refer to [11]. In this article, we establish the pseudospectral version of the
discrete Borg-type theorems. We prove that the pseudospectrum of the discrete Schro¨dinger
operator is connected if and only if the periodic potential is almost a constant. This result
is further extended to general Jacobi operators and block Laurent operators. Finally, we
connect the results developed with the well-known Ten Martini problem (see [1]).
Consider the Schro¨dinger operator A˜ on a suitable subspace of L2(R) defined by
(1.1) A˜u = −u¨+ v · u,
where v is an essentially bounded periodic potential. This is an important unbounded oper-
ator that arises widely in quantum mechanics. The information of spectrum of this operator
is valuable for understanding many physical phenomena in quantum mechanics. There are
several classical results which reveals the connection between the nature of spectrum of A˜
and the potential function v. The celebrated Borg’s theorem states that there are no gaps
in the essential spectrum of A˜ if and only if the periodic potential function v reduces to a
constant almost everywhere [2].
1.1. Discrete Schro¨dinger operator. The simple finite difference approximation will re-
duce the Schro¨dinger operator defined in (1.1), to a bounded self-adjoint operator on ℓ2(Z),
which we call as the discrete Schro¨dinger operator. The discrete version of Borg’s theorem
was proved using simple linear algebraic techniques in [5]. The key idea used in [5] is the
identification of the discrete Schro¨dinger operator as a block Laurent operator (after some
scaling and translation). This identification helps us to use the rich theory of spectral analysis
of block Laurent operators to the problem. Here we explain this identification briefly.
Consider the Schro¨dinger operator with periodic potential v and without loss of generality
assume that the periodicity of v is 1. Now approximate the equation (1.1) in the interval
[−n, n] with n ∈ N ∪ {∞} by using p equispaced points in each interval [j, j + 1] ⊂ [−n, n].
By using the standard difference we have
−u′′(xi,(j)) =
−u(xi+1,(j)) + 2u(xi,(j))− u(xi−1,(j))
h2
with h = 1/p. For j = −n, · · · , n−1 we have xs,(j) = j + sh where s = 0, · · · , p−1. Letting
n =∞, this can be treated as an operator denoted by A˜ acting on the sequence space ℓ2(Z)
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and is defined by
A˜({un}n∈Z) =
−(un−1 + un+1) + 2un
h2
+ vnun; {un}n∈Z ∈ ℓ
2(Z),
where the sequence {vn}n∈Z is obtained as the values of the periodic function v at p equi-
spaced points in an interval of length 1. The periodicity of v will imply that the sequence
{vn}n∈Z is also periodic with period p. The matrix representation of A˜ with respect to the
standard basis of ℓ2(Z) is obtained as a tridiagonal matrix (up to the scaling factor h2) as
A˜ =


. . .
. . .
. . .
. . .
. . .
−1 2 + h2v(x0,(1)) −1
. . .
. . .
. . .
−1 2 + h2v(xp−1,(1)) −1
−1 2 + h2v(x0,(2)) −1
. . .
. . .
. . .
. . .
. . .


.
Since v is periodic, we have v(xs,(j)) = v(xs,(j+1)) for all s = 0, · · · , p− 1. Thus the sequence
appearing in the main diagonal becomes periodic with period p. When n is finite, the
resulting matrix of size np is the truncation of the bi-infinite matrix reported above. When
n =∞, up to some scaling and translation by a scalar multiple of the identity operator, this
operator can be identified as the block Laurent operator defined by
(1.2) A :=


· · · · · · · · ·
· A1 A0 A−1 · · · · ·
· · A1 A0 A−1 · ·
· · · A1 A0 A−1 ·
· · · · · · · · · · ·


where
A1 =


0 0 · · · 1
0 0 · · · 0
· · · · · ·
0 0 · · · 0

 , A−1 =


0 0 · · · 0
0 0 · · · 0
· · · · · ·
1 0 · · · 0

 and A0 =


v1 1 · · · 0
1 v2 · · · 0
· · · · · ·
0 0 · · · vp

 .
Thus after some suitable translation and scaling the discrete Schro¨dinger operator A˜ becomes
the operator A defined in (1.2). It is worthwhile to notice that (1.2) gives the matrix
representation of the bounded self-adjoint operator A : ℓ2(Z)→ ℓ2(Z) defined by
(1.3) A(xn) = (xn−1 + xn+1 + vnxn)
with respect to the standard orthonormal basis.
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Let f be the matrix valued symbol of the Laurent operator A, obtained from the matrix
representation (1.2) by f(θ) = A0 + A−1e
−iθ + A1e
iθ, −π < θ ≤ π. Then we have for
−π < θ ≤ π,
f(θ) =


v1 1 0 · · · e
iθ
1 v2 1 · · · 0
· · · · · · ·
e−iθ · · · · · vp

 .
Let σ(A) and Λǫ(A) denote the spectrum and ǫ−pseudospectrum of A respectively (for
ǫ > 0). Then we have the following identities for σ(A) and Λǫ(A) (see for eg. [10]).
(1.4) σ(A) = σ(f) =
⋃
−π<θ≤π
σ(f(θ)) and Λǫ(A) = Λǫ(f) =
⋃
−π<θ≤π
Λǫ(f(θ)).
Also since f(θ) is a p × p Hermitian matrix for each −π < θ ≤ π, we have from [11],
Λǫ(f(θ)) = σ(f(θ)) + ∆ǫ, where ∆ǫ := {z ∈ C : |z| ≤ ǫ} and
σ(f(θ)) + ∆ǫ := {z : z = z1 + z2, z1 ∈ σ(f(θ)), z2 ∈ ∆ǫ},
which is equal to {z : dist(z, σ(f(θ))) ≤ ǫ}. It is worthwhile to notice that the symbol f can
be chosen to be any member of the set {fk; k = 0, 1, 2 . . . p− 1}, where fk is defined by
fk(θ) =


vk+1 1 0 · · · e
iθ
1 vk+2 1 · · · 0
· · · · · · ·
e−iθ · · · · · vk+p

 , k = 0, 1, · · · , p− 1.
Because of the periodicity of the sequence {vn}n∈Z, we have the freedom to choose any one
of the f
′
ks. These identities will play an important role in the proof of the main results of
this article.
2. Pseudo Borg-type theorems
In this section we prove the pseudospectral versions of discrete Borg’s theorem. We prove
that the pseudospectrum of the discrete Schro¨dinger operator with periodic potential is
connected whenever the potential is almost a constant.
Theorem 2.1. Let A be the discrete Schro¨dinger operator with periodic potential sequence
{vn}n∈Z defined in (1.3) and assume that the ǫ-pseudospectrum of A, Λǫ(A) is connected for
some ǫ > 0. Then there exists a constant c such that sup
n∈Z
|vn − c| ≤ 2ǫ(p− 1), where p is the
period of the potential sequence vn.
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Proof. Consider the symbols fk of A defined by
fk(θ) =


vk+1 1 0 · · · e
iθ
1 vk+2 1 · · · 0
· · · · · · ·
e−iθ · · · · · vk+p

 , k = 0, 1, · · · , p− 1.
Let σ(fk(θ)) = {λ1(fk(θ)) ≥ λ2(fk(θ)) ≥ · · · ≥ λp(fk(θ))} for each −π < θ ≤ π. Now we
consider the sub matrices Jk and Jk+1 of fk(θ) defined by
Jk :=


vk+1 1 0 · · · 0
1 vk+2 1 · · · 0
· · · · · · ·
0 0 0 · · · vk+p−1

 , Jk+1 :=


vk+2 1 0 · · · 0
1 vk+3 1 · · · 0
· · · · · · ·
0 0 0 · · · vk+p

 .
It is true that Jk and Jk+1 are Jacobi matrices. Let
σ(Jk) = {µ1,k ≥ µ2,k ≥ · · · ≥ µp−1,k}, σ(Jk+1) = {µ1,k+1 ≥ µ2,k+1 ≥ · · · ≥ µp−1,k+1}.
The Cauchy interlacing properties for eigenvalues of Hermitian matrices gives
λ1(fk(θ)) ≥ µ1,k ≥ λ2(fk(θ)) ≥ · · · ≥ λp−1(fk(θ)) ≥ µp−1,k ≥ λp(fk(θ)),
λ1(fk(θ)) ≥ µ1,k+1 ≥ λ2(fk(θ)) ≥ · · · ≥ λp−1(fk(θ)) ≥ µp−1,k+1 ≥ λp(fk(θ)).
The above inequalities are true for all −π < θ ≤ π. Since Λǫ(A) is connected and
Λǫ(A) =
⋃
−π<θ≤π
Λǫ(fk(θ)) =
⋃
−π<θ≤π
σ(fk(θ)) + ∆ǫ,
we have
⋃
−π<θ≤π
Λǫ(fk(θ)) is connected for all k = 0, · · · , p− 1. Therefore we have
|λ−j,k − λ
+
j+1,k| ≤ 2ǫ for each k = 0, 1, · · · , p− 1 and j = 1, 2, · · ·p,
where λ+j,k := maxθ λj(fk(θ)) and λ
−
j,k := minθ λj(fk(θ)). We claim that |µj,k′ − µj,k′′| ≤ 2ǫ
for all j = 1, 2, · · · , p and for any two different k′, k′′. If this is not the case, then we have
some k′, k′′ and j such that |µj,k′ − µj,k′′| > 2ǫ. From the interlacing property mentioned
above and from the fact that we can choose any of the symbol fk, we get the contradiction
to the fact that the ǫ-pseudospectrum of A is connected. Thus the jth eigenvalue of Jk′ and
Jk′′ are atmost separated by 2ǫ distance. Consider k
′ = 0 and k′′ = 1, we have
|Trace(J0)− Trace(J1)| ≤ 2ǫ(p− 1).
Therefore we get ∣∣∣∣∣
p−1∑
j=1
vj −
p∑
j=2
vj
∣∣∣∣∣ ≤ 2ǫ(p− 1).
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Thus |v1 − vp| ≤ 2ǫ(p− 1). In general by considering J0 and Ji−1 we get∣∣∣∣∣
p−1∑
j=1
vj −
p−2+i∑
j=i
vj
∣∣∣∣∣ = |Trace(J0)− Trace(Ji−1)| ≤ 2ǫ(p− 1),
and therefore |vi−1 − vp| ≤ 2ǫ(p− 1) for all i = 2, 3, · · · , p. Hence by choosing c = vp we get
the desired result. 
The following theorem gives the converse of the above result.
Theorem 2.2. Let A be the discrete Schro¨dinger operator with periodic potential sequence
{vn}n∈Z defined by (1.3). If there exists a constant c such that sup
n∈Z
|vn − c| ≤ ǫ for some
ǫ > 0, then Λ2ǫ(A) is connected.
Proof. Since there exists a constant c such that sup
n∈N
|vn − c| ≤ ǫ, we have |vi − vj| ≤ 2ǫ, for
every i, j. Thus the matrix valued symbol f(θ) becomes
f(θ) =


v1 1 0 · · · e
iθ
1 v2 1 · · · 0
· · · · · · ·
e−iθ · · · · · vp

 ,
with |v1 − vj | ≤ 2ǫ for all j = 2, 3, · · · , p. Thus v1 − vj = rje
iθj for some rj ≤ 2ǫ and
−π < θj ≤ π. Then f(θ) can be written as
f(θ) =


v1 1 0 · · · e
iθ
1 v1 − r2e
iθ2 1 · · · 0
· · · · · · ·
e−iθ · · · · · v1 − rpe
iθp

 .
If we choose
f1(θ) =


v1 1 0 · · · e
iθ
1 v1 1 · · · 0
· · · · · · ·
e−iθ · · · · · v1

 ,
then
f1(θ)− f(θ) =


0 0 0 · · ·
0 r2e
iθ2 0 · · · 0
· · · · · · ·
0 · · · · · rpe
iθp


Thus we have ‖f1(θ)− f(θ)‖ ≤ 2ǫ. By the discrete version of Borg’s theorem proved in [5],
the spectrum of the block Laurent operator A1 corresponding to the matrix valued symbol
f1(·) is connected. Since f(θ) is Hermitian we have
Λ2ǫ(f(θ)) = σ(f(θ)) + ∆2ǫ.
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We also have
Λ2ǫ(A) =
⋃
−π<θ≤π
Λ2ǫ(f(θ)) =
⋃
−π<θ≤π
σ(f(θ)) + ∆2ǫ.
Let A,A + E ∈ CN×N be Hermitian matrices then |λj(A) − λj(A + E)| ≤ ‖E‖ where
λj(A) denotes the j
th eigenvalue of A, [6]. Therefore |λj(f(θ)) − λj(f1(θ))| ≤ 2ǫ for all
j = 1, 2, · · · , p. This together with the connectedness of σ(A1) =
⋃
−π<θ≤π
σ(f1(θ)) implies
that Λǫ(A) =
⋃
−π<θ≤π
σ(f(θ)) + ∆2ǫ is also connected. 
Remark 2.3. The bound obtained in Theorem 2.1 involves the parameter p. This will create
some computational obstacles when we deal with sequence of operators.
3. Further Generalizations
In the last section we have considered the one dimensional discrete Schro¨dinger operator
with periodic potential and constant coefficients. In this section we will generalize the
results to one dimensional discrete Schro¨dinger operator with periodic potential and variable
coefficients. We also generalize the same results to a class of block Laurent operators.
3.1. Schro¨dinger operator with variable coefficient. Consider the one dimensional
Schro¨dinger operator with periodic potential and variable coefficient defined by
A˜(u) = −
d
dx
(
a ·
d
dx
u
)
+ v · u,
with a being positive and periodic with the same period as v. As similar to one dimensional
Schro¨dinger operator with constant coefficient the finite difference approximation will lead
A˜ to a general Jacobi operator (after some suitable scaling and translation). This can be
represented as a bi-infinite symmetric matrix in the following form.
(3.1) An,α(p) =


. . .
. . .
. . .
. . .
. . .
−αp−1 γ0 −α0
. . .
. . .
. . .
−αp−2 γp−1 −αp−1
−αp−1 γ0 −α0
. . .
. . .
. . .
. . .
. . .


,
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with γs = αs + α(s+1) mod p + h
2v(xs;(j)) and αs = a(xs+1/2, j), xs+1/2,j = j + h(p)(s + 1/2).
Observe that resulting structure, up to the sign, represents the case of general p−periodic
Jacobi matrices. As earlier, this can be identified as the block Laurent operator defined by
A :=


· · · · · · · · ·
· A1 A0 A−1 · · · · ·
· · A1 A0 A−1 · ·
· · · A1 A0 A−1 ·
· · · · · · · · · · ·


where each A0, A1, A−1 are p× p matrices defined respectively by
A0 =


v1 a1 0 · · · 0
a1 v2 a2 · · · 0
· · · · · · · · ·
· · · · · · ap−1
0 0 0 ap−1 vp

 , A1 =


0 0 · · · ap
0 0 · · · 0
· · · · · ·
0 0 · · · 0

 , A−1 =


0 0 · · · 0
0 0 · · · 0
· · · · · ·
ap 0 · · · 0

 .
Notice that this infinite matrix gives the matrix representation of the bounded self-adjoint
operator A : ℓ2(Z)→ ℓ2(Z) defined by
(3.2) A(xn) = (anxn−1 + anxn+1 + vnxn)
with respect to the standard orthonormal basis. The matrix valued symbol of A will have
the following form for −π < θ ≤ π;
f(θ) =


v1 a1 0 · · · ape
iθ
a1 v2 a2 · · · 0
· · · · · · ·
ape
−iθ · · · · · vp

 .
Assume that aj+p = aj > 0 for each j. This condition makes f(θ) to a self-adjoint matrix
and the identities in equation 1.4 are true for σ(A) and Λǫ(A) (see [10]).
Theorem 2.1 and 2.2 will have their natural generalizations to the Jacobi case. The proof
techniques are almost the same. However we present it below for the sake of completion .
Theorem 3.1. Let A be the discrete Schro¨dinger operator with variable coefficients defined
by (3.2). If the ǫ-pseudospectrum Λǫ(A) of A is connected for some ǫ > 0, then there exists
a constant c such that sup
k∈N
|vk − c| ≤ 2ǫ(p− 1).
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Proof. The proof is merely an imitation of the proof of Theorem 2.1. Here the matrix-valued
symbols are
fk(θ) =


vk+1 ak+1 0 · · · ak+pe
iθ
ak+1 vk+2 ak+2 · · · 0
· · · · · · ·
ak+pe
−iθ · · · · · vk+p

 .
It suffices to consider the sub matrices
Jk :=


vk+1 ak+1 0 · · · 0
ak+1 vk+2 ak+1 · · · 0
· · · · · · ·
0 0 0 · · · vk+p−1

 , k = 0, 1, · · · , p− 1,
and apply Cauchy interlacing theorem for the eigenvalues of Jk. Considering J0 and Ji−1 for
i = 2, 3 . . . p, we get
|vi−1 − vp| =
∣∣∣∣∣
p−1∑
j=1
vj −
p−2+i∑
j=i
vj
∣∣∣∣∣ = |Trace(J0)− Trace(Ji)| ≤ 2ǫ(p− 1).
Hence the proof is completed. 
Theorem 3.2. Let A be the discrete Schro¨dinger operator with variable coefficients defined
by (3.2). If there exist c1, c2 ∈ R such that sup
n∈Z
|vn − c1| ≤ ǫ and sup
n∈Z
|an − c2| ≤ ǫ for some
ǫ > 0. Then Λ2ǫ(A) is connected.
Proof. We have for ǫ > 0,Λǫ(A) =
⋃
−π<θ≤π Λǫ(f1(θ)) =
⋃
−π<θ≤π σ(f1(θ)) +∆ǫ, where f1(θ)
is the same p× p self-adjoint matrix defined in Theorem 3.1. Define
f(θ) =


v1 a1 0 · · · a1e
iθ
a1 v1 a1 · · · 0
· · · · · · ·
a1e
−iθ · · · · · v1

 .
Let A be the discrete Schro¨dinger operator corresponding to f . We have
|λj(f(θ))− λj(f1(θ))| ≤ ‖f(θ)− f1(θ)‖ ≤ 2ǫ.
where λj(f(θ)) denotes the j
th eigenvalue of f(θ). Since σ(A) =
⋃
−π<θ≤π
σ(f(θ)) is connected
(see [5]), we have the desired result. 
Remark 3.3. It should be noticed that Theorem 3.1 gives the pseudospectral version of the
Proposition 4.3 of [5]. One important open question is to obtain the pseudospectral analogue
of Theorem 4.4 of [5]. That is to show that if the ǫ-pseudospectrum of A is connected for
some ǫ > 0, then the periodic sequence aj is almost a constant sequence.
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3.2. General block Laurent operators. Now we consider a general class of block Laurent
operators and prove the pseudospectral version of Borg-type theorem for the same class. The
proof techniques are not much different, but we have to take care of the convergence issues
of the matrix entries. Theorem 4.1 of [8] can be modified in the following way.
Theorem 3.4. Let A be the bounded operator defined by the block Toeplitz-Laurent matrix
A =


. . .
. . .
. . . A0 A−1 A−2 . . . A−N . . .
A1 A0 A−1 A−2 . . . A−N . . .
A2 A1 A0 A−1 A−2 . . . A−N . . .
A2 A1 A0 A−1 A−2 . . . A−N
. . . AN . . . A2 A1 A0 A−1 A−2
. . . AN . . . A2 A1 A0 A−1 A−2
. . . AN . . . A2 A1 A0 A−1 A−2
. . . AN . . . A2 A1 A0
. . .
. . .
. . .


,
where
A0 =


v1 1 a0
1 v2 1
1 . .
. . .
. . 1
a0 1 vp


, Ak =


ak


= A−k
T ,
such that v1 ≤ v2 . . . ≤ vp and
∑
k |ak| <∞. If the pseudospectrum, Λǫ(A) of A is connected
for some ǫ > 0, then there exists a constant c such that sup
k
|vk − c| ≤ 2ǫ(p− 1).
Proof. The matrix-valued symbol associated with the block Toeplitz-Laurent operator A is
f˜ (θ) =


v1 1 f (θ)
1 v2 1
1 . .
. . .
. . 1
f¯ (θ) 1 vp


.
where f (θ) =
∑
k ake
ikθ. As in the previous theorem, we consider the sub matrices
P1 =


v1 1
1 v2 1
1 . .
. . .
. . 1
1 vp−1


, P2 =


v2 1
1 v3 1
1 . .
. . .
. . 1
1 vp


.
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If any of their eigenvalues are different, say λj(P1) < λj(P2), then by Cauchy Interlacing
theorem, λj(f˜ (θ)) ≤ λj(P1) < λj(P2) ≤ λj+1(f˜ (θ)), for all θ. Now the pseudospectrum
Λǫ(A) of A is connected and therefore the supremum of λj(f˜ (θ))+ ǫ is greater than or equal
to the infimum of λj+1(f˜ (θ)) − ǫ. Therefore we have λj(P2) − λj(P1) ≤ 2ǫ. Hence we get
|λi(P2)− λi(P1)| ≤ 2ǫ for every i = 1, 2, . . . p− 1.
Therefore, |trace(P1)− trace(P2)| = |v1 − vp| ≤ 2(p− 1)ǫ.
Also since v1 ≤ v2 . . . ≤ vp, we get the desired conclusion with c = vj for some j. 
Remark 3.5. The converse of the above result need not be true. That means if there exist
c ∈ R such that sup
k∈Z
|vk − c| ≤ ǫ, then Λ2ǫ(A) need not be connected.
Remark 3.6. Notice that we can not remove the assumption that v1 ≤ v2 ≤ . . . ≤ vp, since
here we do not have the freedom to choose different symbols.
4. Applications of the Main Results
Consider a discrete Schro¨dinger operator A with non-periodic potential. Further assume
that there exists a sequence of periodic discrete Schro¨dinger operators An converges to A
in norm. In this section we develop some important results connecting spectrum and the
potential function of A using the information of the spectrum and pseudospectrum of An.
The following two lemmas establish the connection between spectrum of An and A. These
results are folklore and we present it here for the sake of completeness. BL(H) denotes the
algebra of all bounded linear operators on the Hilbert space H.
Lemma 4.1. Let An ∈ BL(H) and An → A in BL(H). Further for each n ∈ N let
λn ∈ σ(An) and λn → λ as n→∞. Then λ ∈ σ(A).
Proof. We have ‖An − λnI − (A− λI)‖ ≤ ‖An − A‖ + |λn − λ| → 0 as n → ∞. Therefore
the sequence of singular operators An−λnI converges to A−λI. Since the singular elements
in BL(H) is a closed set we have A− λI is not invertible. Hence λ ∈ σ(A). 
The following Lemma shows that the converse is also true whenever we consider a sequence
of self-adjoint operators on BL(H).
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Lemma 4.2. Let An ∈ BL(H) and An → A in BL(H). Further assume that each An are
self-adjoint. Then the spectrum of An converges to the spectrum of A almost everywhere.
That is the set σ(A)r {λ = limn→∞ λn; λn ∈ σ(An)} has Lebesgue measure 0.
Proof. Since A∗n = An for each n ∈ N we have An = U
∗
nMfnU for some unitary operator
Un : H→ L
2(X, dx) and some suitable fn known as the representer of An (Spectral Theorem
for Bounded self-adjoint operators; see [3]). Also since An converges to A, A is self-adjoint
and it has a representer, say f . Also,
‖An −A‖ = ‖Mfn −Mf‖ = ‖fn − f‖∞ .
It is also true that the spectrum of An and spectrum of A are the essential range of fn and
f respectively. Since fn converges to f almost everywhere, we have the desired result. 
Corollary 4.3. Let An ∈ BL(H) and An → A in BL(H). Further assume that each An are
self-adjoint. Then the Hausdorff distance dH(σ(A), σ(An)) between the spectrum of A and
the spectrum of An converges to 0 as n tends to infinity.
As a consequence, we obtain the following result for the discrete Schro¨dinger operator
with a non periodic potential. Consider the discrete Schro¨dinger operator A : ℓ2(Z)→ ℓ2(Z)
defined by equation 1.3 where the bounded potential (vk)k∈Z need not be periodic.
Theorem 4.4. Let A be the discrete Schro¨dinger operator with a non-periodic potential (vk)
defined by (??). Assume that there exists a sequence An of discrete Schro¨dinger operator with
periodic potentials such that An converges to A in norm and each An is of period pn (that is
the periodicity of the potential sequence vnk of An). Further assume that max{pn : n ∈ N} ≤ p
for some p > 1. If Λǫ(A) is connected for some ǫ > 0, then there exists a constant c such
that sup{|vk − c| : k ∈ Z} ≤ 2ǫ(p− 1).
Proof. We have An, A are self-adjoint and An converges to A. Hence given δ > 0 there exists
n1 ∈ N such that dH(σ(A), σ(An)) < δ for all n ≥ n1. It is also true that there exists n2 ∈ N
such that
‖An −A‖ = sup{|v
n
k − vk| : k ∈ Z} < δ for all n ≥ n2.
Define n3 := max{n1, n2} and nδ := max{n3, pn3}. Since Λǫ(A) = σ(A) + ∆ǫ is connected
σ(Anδ) + ∆ǫ+δ = Λǫ+δ(Anδ) becomes connected. By Theorem 2.1, there exists a constant c
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such that
sup{|vnδk − c| : k ∈ Z} ≤ 2(ǫ+ δ)(pnδ − 1) ≤ 2(ǫ+ δ)(p− 1).
Then we have for every k ∈ Z,
|vk − c| = |vk − v
nδ
k + v
nδ
k − c|
≤ |vk − v
nδ
k |+ |v
nδ
k − c|
≤ δ + 2(ǫ+ δ)(p− 1).
Since δ > 0 was arbitrary, we have |vk − c| ≤ 2ǫ(p− 1). Hence the proof. 
4.1. Ten Martini Problem. The well-known Ten Martini conjecture asserted by Barry
Simon states the following; If we consider the almost periodic Mathieu potential say, vj =
cos(2πjα), where α is an irrational number, then the spectrum of the associated discrete
Schro¨dinger operator is a Cantor-like set. This conjecture was settled and many modified
proofs are also available in the literature (see [1] and references there in for more details).
One possible approach to this problem was mentioned in [9] using the approximation by
sequence of periodic Schro¨dinger operators. We report some progress to this approach below
as an application of Theorem 4.4.
Consider a sequence of rational numbers αn converges to α. The operators An with
potential vnj = cos(2πjαn) converge to the almost Mathieu operator A. Even though A is
not periodic, each An is periodic and have spectral gaps for each n. If the size of spectral
gaps of An decreases and the number of gaps increases as n increases, then we have large
number of smaller spectral gaps for large n. The spectrum of An is obtained after removing
these spectral gaps from the interval. As in the construction of Cantor set, after each stage
we are removing more number of open intervals. Proceeding in this way, we expect a much
simpler proof for Ten Martini conjecture.
The approximation by sequence of periodic Schro¨dinger operator is a crucial step in this
approach. How to choose an appropriate sequence is a challenging issue and if we apply
Theorem 4.4 to almost Mathieu operator, since the ǫ−pseudospectrum is connected for
every ǫ > 0, we arrive at the contradiction that the Mathieu potential is constant. Hence the
hypothesis of Theorem 4.4 does not hold for almost Mathieu operator and therefore periods
of the operator sequence that converges to the almost Mathieu operator is not bounded.
However, we can choose the approximating sequence An with periodic potentials v
n
k in such
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a way that the sequence of periods pn =
an
bn
with bn non decreasing. This can be proved
without much difficulty. This is the first step in solving Ten Martini problem in the above
mentioned way. We end this section by proving this.
Theorem 4.5. Let A be the discrete Schro¨dinger operator with almost Mathieu potential
cos(2πjα);α irrational. Then there exists a sequence An of discrete Schro¨dinger operators
with periodic potential vnj such that ‖An −A‖ → 0 as n→∞ and the sequence pn of periods
of vnj is non decreasing.
Proof. Consider a sequence αn of rationals converges to α and let An be the discrete Schro¨dinger
operator with potential vnj = cos(2πjαn). Then it is easy to verify that ‖An − A‖ → 0 as
n → ∞. We will show that the sequence αn can be chosen in such a way that sequence pn
of periods of vnj is non decreasing.
Claim I: If αn =
an
bn
, then the minimal period of vnj is bn + 1.
It is easy to verify that bn + 1 is a period of v
n
j . For we have,
vnbn+1 = cos(2π(bn + 1)
an
bn
) = cos(2πan + 2π
an
bn
) = cos(2π
an
bn
) = vn1 .
To show that bn + 1 is the minimal period, we list the sequence as v
n
1 , v
n
2 , . . . v
n
bn+1
= vn1 .
If there exists some j with 2 ≤ j < bn + 1, and v
n
1 = v
n
j , then cos(2π
an
bn
) = cos(2πj an
bn
).
Therefore, 2πj an
bn
= 2π an
bn
+ 2πk, for some natural number k. Hence j an
bn
= an
bn
+ k and
(j − 1)an
bn
= k, j = 2, 3, . . . bn. That means the set {
an
bn
, 2an
bn
, . . . (bn − 1)
an
bn
} contains at least
one natural number. This is not possible since an and bn have no common factors.
Claim II: αn =
an
bn
, can be chosen in such a way that bn ≤ bn+1.
Consider { 1
b1
, 1
b2
, . . .} then it is a bounded sequence and therefore it has a convergent subse-
quence say ( 1
bn
′ ). Also, it has a monotonically decreasing subsequence which we denote by
the same notation ( 1
bn
′ ). Now we consider (an
′
bn
′ ) and obtain the desired conclusion. 
Remark 4.6. We remark that using the above results, we are able to approximate almost
Mathieu operator by a sequence of discrete Schro¨dinger operators with non decreasing period.
Once we are able to connect the number of spectral gaps with the periodicity (that means
if the number of spectral gaps increases as the periodicity increases), then this may lead to
a solution to Ten Martini problem mentioned above.
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5. Numerical Illustrations
In this section, we report the results of some numerical experiments done using matlab.
There are many efficient algorithms to compute the pseudospectra of matrices. Since our
aim is only to illustrate the above results, we do not make any claim about the efficiency of
this algorithm.
Example 5.1. Consider the 5× 5 matrix f(θ) defined by
f(θ) =


1 1 0 0 eiθ
1 1.1 1 0 0
0 1 1.2 1 0
0 0 1 1.3 1
e−iθ 0 0 1 1.4

 .
It is true that f(θ) will be the symbol matrix corresponding to some discrete Schro¨dinger
operator A (after some suitable scaling and translation). We have v1 = 1, v2 = 1.1, v3 =
1.2, v4 = 1.3, v5 = 1.4 and |vi − 1.2| ≤ 0.2 for all i = 1, · · · , 5. Figure 1 is σ(A) and Figure 2
is Λ0.2(A). We have σ(A) is disconnected and Λ0.2(A) is connected.
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−0.05
0
0.05
0.1
0.15
0.2
0.25
Figure 1
σ(A)
−1 0 1 2 3 4
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
Figure 2
Λ0.2(A)
Example 5.2. Consider the 10× 10 matrix f(θ) defined by
f(θ) =


0 1 0 · · · · · · eiθ
1 0.05 1 0 · · · 0
0 1 0.1 1 · · · 0
· · · · · · · · · · · · · · · · · ·
e−iθ 0 0 0 · · · 0.45


10×10
.
It is true that f(θ) will be the symbol matrix corresponding to some discrete Schro¨dinger op-
erator A (after some suitable scaling and translation). We have v1 = 0, v2 = 0.05, · · · , v10 =
0.45 and |vi−0.225| ≤ 0.225 for all i = 1, · · · , 10. Figure 3 is σ(A) and Figure 4 is Λ0.225(A).
We have σ(A) is disconnected and Λ0.225(A) is connected.
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6. Concluding Remarks
We conclude this article by pointing out some of the important aspects of the considered
problem and listing out some possible future problems. The results proved in section 2 are
the pseudo spectral analogue of the results in [5] and [8]. In section 3, we could achieve
much general and stronger results. The major ingredients in the proofs are pure linear
algebra and therefore the techniques are much simpler. The connection between the main
results and the Ten Martini problem discussed in section 4 pauses a major challenge; that
is to obtain a much simpler proof of Ten Martini conjecture. Notice that this well-known
operator theoretic question has been addressed by several mathematicians and most of the
proofs involve deep number theoretic techniques as far as we know. The goal is to use the
pure linear algebraic tools to prove this conjecture. Here is the list of some open problems
associated with this task.
• Estimating the size of spectral gaps is a very important as well as challenging problem.
• If we can show that the number of spectral gaps increases as the periodicity increases,
that will be a useful result. There is an affirmative example discussed in [5] where
the number of gaps is p− 1.
• The continuous case has to be addressed with the tools developed here. The pseu-
dospectral version of the classical Borg’s theorem is an interesting problem for future
research.
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