Abstract: A new decoder is proposed to decode the (24, 12, 8) binary extended Golay code up to four errors. It consists of the conventional hard decoder for correcting up to three errors, the detection algorithm for four errors and the soft decoding for four errors. For a weight-4 error in a received 24-bit word, Method 1 or 2 is developed to determine all six possible error patterns. The emblematic probability value of each error pattern is then defined as the product of four individual bit-error probabilities corresponding to the locations of the four errors. The most likely one among these six error patterns is obtained by choosing the maximum of the emblematic probability values of all possible error patterns. Finally, simulation results of this decoder in additive white Gaussian noise show that at least 93% and 99% of weight-4 error patterns that occur are corrected if the two E b /N 0 ratios are greater than 2 and 5 dB, respectively. Consequently, the proposed method can achieve a better percentage of successful decoding for four errors at variable signal-to-noise ratios than Lu et al.'s algorithm in software. However, the speed of the method is slower than Lu et al.'s algorithm.
Introduction
The (23, 12, 7) Golay code was first discovered by Golay [1] in 1949. It is a very useful perfect linear error-correcting code. Several efficient decoding algorithms of the Golay code are given as follows. The standard array decoding [2] , the algebraic decoding algorithm developed by Elia [3] , the shift-search algorithm proposed by Reed et al. [4] , and the error trapping method developed by Kasami [5] . Particularly, for other applications of the Golay code, a parity bit is added to each word to yield the (24, 12, 8) extended Golay code. This code is also attractive for use on a deep space network uplink, where the spacecraft uses software decoding with an onboard computer. It has been used on a number of communication links in the past decades, including the Voyager imaging system link of NASA [4, 6] .
In 1995, Lu et al. [7] developed two fast decoding algorithms of the (23, 12, 7) Golay code for correcting up to four errors. The advantages of these algorithms are that one method requires a small amount of computation for correcting errors of the received word and the other method is suitable for hardware implementation. Recently, a special construction of the (24, 12, 8) extended Golay code and its corresponding decoding algorithm up to four errors was proposed [8] . The simulation results of the method developed in [8] show that few of the four-error patterns can be corrected. More recently, the reliabilitysearch algorithm [9] was developed to facilitate further decoding of the (23, 12, 7) Golay code. In that algorithm, using real channel data, the method developed by Reed [10] can be used to estimate the individual bit-error probabilities in a received word. It is well-known that the (24, 12, 8) Golay code can correct up to three errors and detect four errors. In this paper, a new decoding algorithm is proposed. It is composed of a conventional hard decoding (HD) algorithm for up to three errors, the detection algorithm for four errors [4] and a new soft decoding (SD) method for four errors. After detecting that four errors, the algorithm estimates the 24 individual biterror probabilities in a received word based on an extension of the ideas given in [10] . Method 1 or 2 is developed to determine the possible error patterns. In each possible error pattern, the emblematic probability value is defined as the product of four individual bit-error probabilities corresponding to the locations of the four errors. Finally, according to the greatest emblematic probability value, the most likely weight-4 error pattern is chosen. As shown in this paper, this new decoder achieves a better percentage of successful decoding for four errors at signal-to-noise ratio (SNR) of 0 -8 dB in additive white Gaussian noise (AWGN) than Lu et al.'s algorithm [7] .
Preliminaries
It is not difficult to show that g(
is an irreducible polynomial over GF (2) . Thus, there exists an element a [ GF (2 11 ) such that g(a) ¼ 0. Hence, the elements of GF (2 11 ) are defined in the following set
where a is a primitive 23rd root of unity in GF (2 11 ). This shows that g(x) generates a cyclic Bose-ChaudhuriHocquenghem (BCH) block code of length 23, the socalled Golay code.
The (23, 12, 7) Golay code C is a perfect or close-packed code, in the sense that the codewords and their three errorcorrection spheres exhaust the vector space of 23-bit binary vectors. It is shown in [11] that the (23, 12, 7) Golay code is, besides being a cyclic BCH code, a quadratic-residue code [12] . Since the minimum distance of the code is d ¼ 7, the error-correcting capacity of this code is t ¼ 3. In other words, the (23, 12, 7) Golay code allows for the correction of up to three errors.
The codewords of the code C over GF (2) are expressed first as the coefficients of a polynomial. In such a representation, a codeword is represented by
where c i [ GF(2) and x is an indeterminate. Written in a vector form, the codeword is c ¼ (c 0 , c 1 , . . . , c 22 ). The generator polynomial of the code C as discussed above is an irreducible polynomial given by
To be the codeword of the code C, c(x) must also be a multiple of the generator polynomial g(x).
To illustrate the algebraic decoding algorithm, define
to be the error polynomial. The received word has the form
Written in a vector form, the received word and the error pattern are r ¼ (r 0 , r 1 , . . . , r 22 ) and e ¼ (e 0 , e 1 , . . . , e 22 ), respectively. Suppose that v errors occur in the received word r (x) and assume that v t ¼ 3.
The syndromes are defined as
Since a, a 3 and a 9 are the roots of g(x), one has
and
where s 1 , s 3 and s 9 are called the known syndromes of the code C.
The error-locator polynomial is defined as
where v 3, Z j for 1 j v are the locations of v errors, that is, Z j ¼ a r j and r j locates the position of the error to be corrected.
Next, an algebraic HD algorithm [3] for the (23, 12, 7) Golay code is summarised. Depending on the number of errors, the algorithm satisfies the following scheme:
Here, 2 11 ) and the cubic root D 1/3 is equal to D
1365
. Therefore the error locations are the roots of L(z), and the error pattern is determined.
The binary (24, 12, 8) extended Golay code C 0 can be formed by adding a parity-check bit to the binary (23, 12, 7) Golay code. It is easy to prove that the following extension of the decoding algorithm [4] for the binary Golay code can be used to correct up to three errors and detect four errors. It is convenient also to let the symbol P denote the conventional HD algorithm, such as the algebraic decoding algorithm for the (23, 12, 7) Golay code C. Recall that r is the received word without its overall parity bit p. In the P algorithm, the syndromes of r are first calculated and the number of errors is determined by the error conditions. The roots of L(z) are the error locations found by the Chien search algorithm and the error pattern is thus obtained. Thus, P can be used to compute the error pattern E P from the known r. Hence, the decoding scheme of the code augmented by a parity bit, called extended P, is given as follows 1. If the weight of E P is less than 3, then r can be decoded as r þ E P and the parity p 0 of r þ E P is computed.
2. If the weight of E P is equal to 3, then the parity p 0 of r þ E P is computed and compared with the received parity p. If p 0 = p, then the decoder detects four errors.
Consider a received word r (x) of code C that is corrupted by a weight-4 error pattern e(x). Since the (23, 12, 7) Golay code is a well-known triple error-correcting perfect code, the received word r(x) is decoded as a codewordĉ(x) by the HD algorithm and its corresponding error patternê(x) is thus obtained; that is, c(x) þ e(x) ¼ r(x) ¼ĉ(x) þê(x), where the weight ofê(x) is less than or equal to 3, that is, w(ê(x)) 3. Owing to the linear property of the code, w(e(x)) ¼ 4 and d ¼ 7, one yields the following results (e(x) þê(x)) [ C, w(ê(x)) ¼ 3 and w(e(x) þê(x)) ¼ 7 (10) For four errors detected in the (24, 12, 8) extended Golay code C 0 , either three error bits and one error bit occur in code C and the overall parity bit, respectively, or all fourerror bits occur in code C. In these two cases, the weight-3 error pattern E P from P is thus obtained. In what follows, three useful theorems which are needed to decode the (24, 12, 8) Golay code for correcting four errors are introduced.
First, a brief review about t-designs is described as follows. Let X be a set of v elements, called points. For k , v, let B be a collection of distinct k-subsets of X, called blocks. A pair (X, B) is called an s-(v, k, l) design if every s-subset of X is contained in exactly l blocks which belong to B.
is perfect if and only if the support design of the minimum weight codewords is a (t þ 1) 2 (n, 2t þ 1, (q 2 1) design (X, B) is also an i-(v, k, l i ) design for 1 i , s. Furthermore
Theorems 1 and 2 illustrate the following inference. In C, the 253 weight-7 codewords of C hold a 3-(23, 7, 5) design. In other words, exactly five weight-7 codewords of code C, denoted as C 1 , C 2 , C 3 , C 4 and C 5 , have the same three locations of non-zero components; say i 1 , i 2 and i 3 . For a vector w ¼ (w 0 , w 1 , . . . , w n21 ), let Loc(w) ¼ fi j w i = 0g # f0, 1, . . . , n 2 1g be a set of the locations of non-zero components in w.
Theorem 3: Let C be the (23, 12, 7) Golay code. If the five weight-7 codewords of C, namely, C 1 ,C 2 , . . . , C 5 , with
Proof: Assume that (Loc(C i )\fi 1 ,i 2 ,i 3 g) > (Loc (C j )\fi 1 ,i 2 ,i 3 g) = Ø, where 1 i = j 5. Then there exists at least one element such that it belongs to (Loc(C i )n{i 1 
Therefore the codeword C i þ C j has weight at most 6. This contradicts the codeword with minimum distance 7. The proof is thus completed. A
SD of the (24, 12, 8) Golay code for four errors
In this paper, a new decoding algorithm of the (24, 12, 8) extended Golay code for correcting up to four errors is proposed. The decoding algorithm consists of the extended P algorithm introduced in Section 2 and SD for four errors. In other words, using algorithm P to find the error pattern E P , the weight of E P is always 3 when the received word is corrupted by an error pattern of weight-4. Thus, Loc(E P ) ¼ fi 1 , i 2 , i 3 g. After detecting four errors by using the extended P algorithm, the individual bit-error probabilities, namely, p 0 , p 1 , . . . , p 23 , are first determined by an extension of ideas given in [10] in a received word of length 24. The individual bit-error probability p k for 0 i 23 is given by
where s 2 , A and x k are the channel noise power, the received bit amplitude estimated from the sequence x k and particular realisations of a discrete-time conditional Gaussian random sequence, respectively.
In the following, we make use of the three theorems given in the last section in developing two different methods which are used to determine all of six possible error patterns.
Method 1
After detecting four errors, a lookup table of weight-7 codewords of the (23, 12, 7) Golay code is generated. By using the results of (10), Theorems 1 and 2, there exist exactly five weight-7 codewords C 1 , C 2 , C 3 , C 4 and C 5 with three indices i 1 , i 2 and i 3 of non-zero components, where i j [ Loc(E P ) for 1 j 3. Finally, the possible error patternẽ i is expressed as follows
where (C i þ E P )j0 and E P j1 can be formed by adding bits 0 and 1 to (C i þ E P ) and E P , respectively.
Method 2
Similarly, if four errors are detected and the weight-3 error E P is obtained from P, according to (10), Theorems 1 -3, one yields five weight-7 codewords; that is,
, where e 1 , e 2 , . . . , e 5 are possible weight-4 error patterns. Moreover, for an arbitrary vector v( j i ) with only the j i th non-zero component chosen from f0, 1, . . . , 22g\Loc(E P ), the weight of (e i þ v( j i )) for 1 i 5 is equivalent to the error-correcting capacity 3. Therefore the error (e i þ v( j i )) is determined only by the HD process for three errors, denoted as P. As a result, the possible error patterns are determined as follows.
Step 1: Initially, let the set S ¼ f0, 1, . . . , 22g\Loc(E P ) and i is assumed to be one.
Step 2: Choose j i from S.
Step 3: Obtain (e i þ v( j i )) by using P to decode (r þ v( j i )). One possible error pattern isẽ i ¼ e i j0.
Step 4: If i ¼ 4ẽ
where 1 is the all one vector,ẽ 6 ¼ E P j1, and stop. Otherwise, let S ¼ S\Loc(e i ), i ¼ i þ 1, and return to step 2.
In what follows, the derivation for (14) is explained. By
Using Method 2, an explicit example for the determination of the possible error pattern is given in the following.
Assume that four errors are detected and the weght-3 error E P ¼ (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0) is obtained from P, then Loc(E P ) ¼ f2, 10, 13g. Figure 1 Flowchart for determining the possible error patterns by Method 1 Figure 2 Flowchart for determining the possible error patterns by Method 2 3, 4, 5, 6, 7, 8, 9, 11, 12, 14, 15, 16, 17, 18, 19, 20, 21, 22g .
Choose 3, 4, 5, 7, 8, 9, 12, 14, 15, 16, 17, 18, 19, 20, 22g . Choose j 2 ¼ 1. Then, Loc(e 2 þ v(1)) ¼ f3, 4, 22g. Loc(ẽ 2 ) ¼ Loc(e 2 ) ¼ {1, 3, 4, 22} is thus obtained. (0, 0, 0, 0, 0, 0,  0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 1,1, 0, 0, 0, 0, 0, 0) . By (13), one obtainsẽ 6 ¼ (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0,  0, 0, 0, 0, 0, 1) .
Consequently, the six possible error vectors, that is, e 1 ,ẽ 2 ,ẽ 3 ,ẽ 4 ,ẽ 5 andẽ 6 , are obtained.
Among the six vectors, that is,ẽ 1 ,ẽ 2 ,ẽ 3 ,ẽ 4 ,ẽ 5 andẽ 6 , the emblematic probability values of the six possible patterns of weight-4 errors can be defined bŷ
A simplified definition of the emblematic probability values of those patterns iŝ
The simulation results of the decoding algorithms using (15) and (16) are shown in Table 1 . From this table, one observes that their results are almost the same. Therefore (16) instead of (15) can be utilised to simplify the calculations. Finally, the most likely weight-4 error pattern corresponding to the maximal value ofp i in (16) is chosen.
In Method 1, additional memory is needed to store a lookup table, whereas Method 2 requires no extra memory. Both of these approaches have the same approximated The flowchart of the new decoder algorithm is shown in Fig. 3 . Furthermore, simulation results in AWGN are plotted in Fig. 4 . One observes from Fig. 4 that at least 93% and 99% of weight-4 error patterns are corrected if the two E b /N 0 ratios are greater than 2 and 5 dB, respectively. As a result, the new decoder for the (23, 12, 7) and (24, 12, 8) Golay codes can achieve a better percentage of correcting four errors at variable SNRs (dB) in AWGN compared with the first algorithm of [7] . Moreover, bit-error rate (BER) and block-error rate (BLER) performances in AWGN are illustrated in Figs. 5 and 6, respectively. It is obvious to see that at bit and block-error probabilities of 5 Â 10 25 , the algorithm for decoding up to the error-correcting capacity 3 and detecting four errors for the (24, 12, 8) Golay code is at least 0.8 and 1.1 dB away from the new decoder (that can correct up to four errors), respectively.
Conclusions
The proposed soft-decision decoder for the (24, 12, 8) Golay code can be utilised to correct a very large percentage of quadruple error patterns and all patterns up to three or fewer random errors. A computer simulation also shows that as the E b /N 0 ratio increases, the percentage of patterns of quadruple errors, which are decoded successfully, is improved. Furthermore, one expects that Method 1 developed in this paper can be generalised to decode more than four errors.
