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1. Seznamte se s protokolem NetFlow a na´stroji pro analy´zu dat z´ıskany´ch ze sondy
NetFlow.
2. Seznamte se s penetracˇn´ımi na´stroji pro zjiˇst’ova´n´ı informac´ı o s´ıti a s´ıt’ovy´ch zarˇ´ızen´ı
(nessus, nmap, apod.).
3. Simulujte u´tok na s´ıt’ v laboratorn´ıch podmı´nka´ch. Analyzujte za´znamy NetFlow
s c´ılem detekce a izolace u´tocˇn´ık.
4. Navrhneˇte a implementujte syste´m pro automatickou detekci a izolaci u´tocˇn´ıka.
5. Demonstrujte pouzˇitelnost syste´mu na rea´lne´m s´ıt’ove´m provozu (podle doporucˇen´ı
vedouc´ıho).
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Abstrakt
Diplomova´ pra´ce se zaby´va´ pouzˇit´ım za´znamu˚ NetFlow pro detekci skenova´n´ı s´ıteˇ. Jako
zdroj dat jsou pouzˇita anonymizovana´ data NetFlow z pa´terˇn´ı s´ıteˇ VUT. Z teˇchto dat jsou
vytvorˇeny statistiky, na jejichzˇ za´kladeˇ je navrhnuta sada skript˚u. Pomoc´ı teˇchto skript˚u je
mozˇne´ detekovat skenova´n´ı i ve velky´ch akademicky´ch s´ıt´ıch.
Abstract
This thesis deals with using NetFlow records for detection network scanning. Anonymized
NetFlow records from backbone VUT network are used as the source. Based on statistics
created from these records, several Bash and Python scripts are implemented. With these
scripts it is possible to detect network scanning even in large academics networks.
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Pocˇ´ıtacˇove´ s´ıteˇ cˇel´ı v dnesˇn´ı dobeˇ sta´le veˇtsˇ´ımu mnozˇstv´ı bezpecˇnostn´ıch hrozeb a za-
bezpecˇit je proti teˇmto hrozba´m prˇina´sˇ´ı celou rˇadu proble´mu˚. Samotny´ firewall jizˇ na
kvalitn´ı zabezpecˇen´ı prˇesta´va´ stacˇit a proto by´va´ kombinova´n s dalˇs´ı technologi´ı. Jednou
z mozˇnost´ı jak zvy´sˇit bezpecˇnost pocˇ´ıtacˇove´ s´ıteˇ, by mohlo by´t vyuzˇit´ı za´znamu˚ NetFlow,
ktere´ jsou generova´ny sondami nebo smeˇrovacˇi s podporou te´to technologie. Aby mohl
u´tocˇn´ık napla´novat u´tok na pocˇ´ıtacˇovou s´ıt’, potrˇebuje zna´t o dane´ s´ıti co nejv´ıce informac´ı.
Pokud se prˇi zajiˇst’ova´n´ı bezpecˇnosti pocˇ´ıtacˇove´ s´ıteˇ zameˇrˇ´ıme take´ na tuto pocˇa´tacˇn´ı fa´zi
u´toku, mu˚zˇeme d´ıky vcˇasne´ detekci u´toku minimalizovat vznikle´ sˇkody, prˇ´ıpadneˇ u´tok zcela
odvra´tit.
1.1 C´ıl diplomove´ pra´ce
Hlavn´ım c´ılem diplomove´ pra´ce bude analyzovat, zda lze pomoc´ı za´znamu˚ NetFlow u´speˇsˇneˇ
detekovat pocˇa´tecˇn´ı fa´zi u´toku - skenova´n´ı s´ıteˇ. Pokud by se tyto typy u´tok˚u daly dete-
kovat, byl by to prˇ´ınos pro bezpecˇnost s´ıteˇ. Reakc´ı na detekovany´ u´tok by mohla by´t
blokace u´tocˇn´ıka, omezen´ı u´tocˇn´ıka nebo zasla´n´ı informace spra´vci s´ıteˇ. Tato diplomova´
pra´ce navazuje na semestra´ln´ı projekt, ve ktere´m byly popsa´ny principy a fungova´n´ı proto-
kolu NetFlow, jaka´ zarˇ´ızen´ı slouzˇ´ı ke generova´n´ı za´znamu˚ NetFlow a jake´ na´stroje mu˚zˇeme
pouzˇ´ıt k analy´ze teˇchto za´znamu˚. Byly take´ popsa´ny techniky skenova´n´ı s´ıteˇ a dostupne´
na´stroje, ktere´ se ke skenova´n´ı pouzˇ´ıvaj´ı. Jednotlive´ skenovac´ı na´stroje byly otestova´ny
v laboratorn´ıch podmı´nka´ch.
V diplomove´ pra´ci se da´le budu zaby´vat daty NetFlow z´ıskany´mi z rea´lne´ho provozu
velke´ s´ıteˇ. Z teˇchto dat bude vytvorˇena statistika, ktera´ pomu˚zˇe urcˇit, ktere´ u´daje jsou z hle-
diska detekce skenova´n´ı d˚ulezˇite´. Da´le bude implementova´na aplikace, ktera´ bude schopna
tato skenova´n´ı detekovat a zaznamenat. Dosazˇene´ vy´sledky by meˇly by´t konzultova´ny se
spra´vcem s´ıteˇ, aby se aplikace dala pouzˇ´ıt prakticky a z´ıskane´ vy´sledky umozˇnily zveˇtsˇit
zabezpecˇen´ı s´ıteˇ.
1.2 Cˇleneˇn´ı pra´ce
Kapitola 2 popisuje soucˇasneˇ pouzˇ´ıvane´ techniky pro detekci s´ıt’ovy´ch u´tok˚u. V kapitole
3 se zaby´va´m technikami skenova´n´ı zarˇ´ızen´ı na s´ıti a skenovac´ımi na´stroji (at’ uzˇ hard-
warovy´mi nebo softwarovy´mi). Kapitola 4 popisuje protokol NetFlow, princip fungova´n´ı
protokolu a volneˇ dostupne´ na´stroje urcˇene´ pro pra´ci s t´ımto protokolem. Pouzˇit´ı skeno-
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vac´ıch na´stroj˚u a testova´n´ı skenovac´ıch technik prˇi skenova´n´ı v laboratorˇi jsou popsa´ny
v kapitole 5. Kapitola 6 popisuje problematiku analy´zy za´znamu˚ NetFlow ve velky´ch s´ıt´ıch.
Je zde take´ popsa´no, odkud byla z´ıska´na data NetFlow, pouzˇita v te´to pra´ci a jaka´ tato
data maj´ı omezen´ı. V kapitole 7 je popsa´no, jak byly vytvorˇeny z dat NetFlow statistiky,
ktere´ jsou pouzˇity pro zjiˇsteˇn´ı, ktere´ informace jsou d˚ulezˇite´ z hlediska detekce skenova´n´ı.
V kapitole 8 jsou tato data analyzova´na a je vytvorˇen na´vrh aplikace, ktera´ bude schopna
detekovat skenova´n´ı. Kapitola 9 popisuje konkre´tn´ı implementaci pro s´ıt’ VUT. V kapitole
10 jsou shrnuty dosazˇene´ vy´sledky a diskutova´na mozˇna´ rozsˇ´ıˇren´ı. Soucˇa´st´ı diplomove´ pra´ce
jsou take´ prˇ´ılohy. Seznam viz 11.
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Kapitola 2
U´toky a jejich analy´za
U´tok na s´ıt’ vzˇdy zacˇ´ına´ zkouma´n´ım s´ıteˇ (network reconnaissance), kdy se u´tocˇn´ık pokousˇ´ı
o neautorizovane´ zmapova´n´ı s´ıteˇ, sluzˇeb nebo zranitelnost´ı. C´ılem te´to fa´ze je z´ıskat dostatek
informac´ı k proveden´ı dalˇs´ıch typ˚u u´tok˚u se zameˇrˇen´ım na z´ıska´n´ı prˇ´ıstupu nebo odmı´tnut´ı
prˇ´ıstupu legitimn´ım uzˇivatel˚um. Pokud by byla pocˇa´tecˇn´ı fa´ze (tedy zkouma´n´ı) neu´speˇsˇna´,
dalˇs´ı u´tok by byl pro u´tocˇn´ıka daleko obt´ızˇneˇji realizovatelny´. Prˇi mapova´n´ı s´ıteˇ se pouzˇ´ıvaj´ı
prˇeva´zˇneˇ na´sleduj´ıc´ı techniky:
• Skenova´n´ı IP adres: Zjiˇst’ova´n´ı aktivn´ıch IP adres v pods´ıti cˇi organizaci. Realizovane´
prˇeva´zˇneˇ pomoc´ı protokolu ICMP a zpra´v Echo request, Echo reply (ping).
• Skenova´n´ı port˚u: U aktivn´ıch IP adres mozˇnost zjistit, jake´ sluzˇby dane´ s´ıt’ove´ zarˇ´ızen´ı
podporuje. Vı´ce v kapitole 3
• Nasloucha´n´ı: Odposloucha´va´n´ı datove´ho provozu na s´ıti. Zteˇzˇuj´ı to prˇep´ınane´ s´ıteˇ, ale
pokud se bude analyzovat provoz na hranicˇn´ıch bodech, lze z´ıskat mnozˇstv´ı informac´ı.
• Informacˇn´ı dotazy na aplikacˇn´ı vrstveˇ: Vyuzˇit´ı dotaz˚u DNS, databa´ze whois, zjiˇsteˇn´ı
rozsahu IP adres organizace
Pro detekci teˇchto a dalˇs´ıch typ˚u u´tok˚u se dnes ve veˇtsˇ´ıch s´ıt´ıch pouzˇ´ıvaj´ı Network In-
trusion Detection System (NIDS) a Network Intrusion Prevention System (NIPS). Syste´m
NIDS u´toky detekuje a rozpozna´va´. U´tok˚um se nesnazˇ´ı aktivneˇ bra´nit - jedna´ se o pasivn´ı
obranny´ syste´m. NIPS se snazˇ´ı u´tok˚um aktivneˇ zabra´nit. Syste´m NIDS/NIPS tvorˇ´ı sen-
zory na vstupn´ıch bodech s´ıteˇ, ktere´ analyzuj´ı s´ıt’ovy´ provoz a snazˇ´ı se detekovat u´toky.
Z´ıskana´ data pos´ılaj´ı centra´ln´ı stanici, ktera´ je zpracova´va´. Rˇesˇen´ı mu˚zˇe by´t cˇisteˇ softwa-
rove´, naprˇ. program snort, nebo specializovane´ zarˇ´ızen´ı, naprˇ. Cisco Guard. Prˇi reakci na
u´tok je spusˇteˇn alarm. To je obecny´ na´zev pro akci, kterou syste´m upozornˇuje na deteko-
vanou aktivitu. Za´lezˇ´ı na syste´mu, jak je tato akce realizova´na. Mu˚zˇe se jednat naprˇ´ıklad
o posla´n´ı e-mailu spra´vci nebo zaznamena´n´ı uda´losti do logovac´ıho souboru. Zˇa´dny´ syste´m
NIDS/NIPS ale nen´ı natolik prˇesny´, aby generoval pouze korektn´ı alarmy. C´ılem je mini-
malizovat falesˇne´ pozitivn´ı a negativn´ı alarmy.
• Falesˇne´ alarmy - sˇpatne´ vyhodnocen´ı situace
– falesˇne´ pozitivn´ı alarmy - vygenerova´n alarm prˇi norma´ln´ı s´ıt’ove´ aktiviteˇ
– falesˇne´ negativn´ı alarmy - nevygenerova´n alarm prˇi zna´me´m u´toku
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• Prave´ alarmy - spra´vne´ vyhodnocen´ı situace
– prave´ pozitivn´ı alarmy - vygenerova´n alarm prˇi u´toku
– prave´ negativn´ı alarmy - prˇi normln´ı aktiviteˇ nen´ı generova´n zˇa´dny´ alarm
Pro analy´zu datove´ho toku a detekci u´tok˚u se pouzˇ´ıva´ neˇkolik typ˚u analy´z [19].
• Analy´za vzor˚u - C´ılem je naj´ıt vzor, ktery´ je pro u´tok specificky´. Z teˇchto vzor˚u jsou
pak vytvorˇeny databa´ze, ktere´ se vyuzˇ´ıvaj´ı pro detekci (mu˚zˇe by´t doda´na naprˇ´ıklad
vy´robcem spolu se syste´mem IDS). Posloupnost paket˚u, ktere´ maj´ı nastaven pouze
prˇ´ıznak SYN, mu˚zˇe by´t naprˇ´ıklad vzor u´toku pro skenova´n´ı. Kazˇdy´ novy´ u´tok mus´ı
by´t analyzova´n a ulozˇen jako novy´ vzor. Podle pocˇtu paket˚u potrˇebny´ch k detekci
u´toku mu˚zˇeme klasifikovat vzory atomicke´ - stacˇ´ı jeden paket, nebo slozˇene´ - je
trˇeba v´ıce paket˚u. Syste´m IDS vyuzˇ´ıvaj´ıc´ı tento typ analy´zy mu˚zˇe generovat zvy´sˇene´
mnozˇstv´ı jak falesˇny´ch negativn´ıch alarmu˚ (naprˇ. prˇi male´ zmeˇneˇ zna´me´ho u´toku)
tak falesˇny´ch pozitivn´ıch (vzor je prˇ´ıliˇs neurcˇity´).
• Statisticka´ analy´za - Neˇkdy oznacˇova´na take´ jako detekce anoma´li´ı. Syste´m pracuj´ıc´ı
s touto analy´zou se naucˇ´ı norma´ln´ı provoz v dane´ s´ıti, tzv. profil. Pokud na´sledneˇ
profil s´ıteˇ prˇesa´hne zvolenou odchylku, je generova´n alarm. Vy´hodou tohoto syste´mu
je i mozˇnost detekce novy´ch u´tok˚u a pokud je vytvorˇen kvalitn´ı profil, tak i sn´ızˇen´ı
falesˇny´ch pozitivn´ıch alarmu˚. Uzˇivatele´ sve´ chova´n´ı mohou ale meˇnit, cozˇ negativneˇ
ovlivnˇuje pocˇet falesˇneˇ pozitivn´ıch alarmu˚ (je nutne´ aktualizovat profily prˇi zmeˇneˇ
s´ıteˇ).
• Kontrola obsahu protokol˚u - Aplikacˇn´ı protokoly jako FTP, HTTP, SMTP a jine´ mo-
hou by´t analyzova´ny na za´kladeˇ obsahu jednotlivy´ch paket˚u. Tato detekce a analy´za
se ty´ka´ sp´ıˇse syste´mu˚ IPS, ktere´ mohou blokovat vybrane´ prˇ´ıkazy, slouzˇit jako proxy
servery a podobneˇ. Jedna´ se o aktivn´ı obranu.
Pokud je neˇjaky´ u´tok detekova´n, za´vis´ı na pouzˇite´m syste´mu, jaka´ bude dalˇs´ı reakce.
Pokud se jedna´ o syste´m NIDS, u´tok je zpravidla zaznamena´n do souboru se za´znamy (logu)
a syste´m upozorn´ı spra´vce, ktery´ provede bezpecˇnostn´ı opatrˇen´ı. Syste´m NIPS zpravidla
reaguje ihned a u´toku se snazˇ´ı aktivneˇ zabra´nit. Na´sleduje fa´ze prevence, kdy se snazˇ´ı
upravit odolnost syste´mu, aby zabra´nil dalˇs´ım podobny´m u´tok˚um. Mozˇne´ reakce a prevence:
• Reset spojen´ı TCP - u spojen´ı TCP je zasla´n paket s prˇ´ıznakem RST obeˇma u´cˇastn´ık˚um.
U spojen´ı UDP se generuje paket ICMP se zpra´vou Port Unreachable.
• Blokace spojen´ı - s´ıt’ove´ spojen´ı je ihned zrusˇeno a zdrojova´ IP adresa je zablokova´na.
• Odeb´ıra´n´ı prˇideˇleny´ch prostrˇedk˚u - v prˇ´ıpadeˇ vycˇerpa´n´ı zdroj˚u se meˇn´ı naprˇ. max.
pocˇet cˇa´stecˇneˇ otevrˇeny´ch spojen´ı, max. doba necˇinnosti spojen´ı (idle timeout), max. pocˇet
soucˇasneˇ otevrˇeny´ch spojen´ı, de´lka cˇeka´n´ı na ukoncˇovac´ı paket (prˇ´ıznak FIN) a jine´.
• Vyuzˇit´ı proxy - u protokolu HTTP i jiny´ch aplikacˇn´ıch protokol˚u, u spojen´ı TCP se
mu˚zˇe vyuzˇ´ıt tzv. SYN cookies.
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Kapitola 3
Skenovac´ı techniky a na´stroje
Skenova´n´ı s´ıteˇ by´va´ rozdeˇleno veˇtsˇinou na trˇi typy, podle zp˚usobu, jaky´m skenuje porty (viz
obra´zek 3.1). Prˇi horizonta´ln´ım skenova´n´ı u´tocˇn´ık skenuje jeden port na v´ıce pocˇ´ıtacˇ´ıch.
















Obra´zek 3.1: Typy skenova´n´ı
Skenova´n´ı je realizova´no u protokolu TCP a UDP skenova´n´ım port˚u [8]. Porty mohou
by´t v na´sleduj´ıc´ıch stavech:
• open, accepted: Pokud je port open (otevrˇeny´), znamena´ to, zˇe na neˇm beˇzˇ´ı s´ıt’ova´
sluzˇba a je mozˇno s n´ım nava´zat spojen´ı.
• closed, denied: closed port znacˇ´ı uzavrˇeny´ port. Na pokus o prˇipojen´ı k takove´mu
portu je u TCP portu posla´n zpeˇt paket s nastaveny´mi prˇ´ıznaky RST a ACK,
v prˇ´ıpadeˇ portu UDP je posla´n ICMP paket typu 3, ko´d 3 (port unreachable).
• filtered, blocked: Prˇi pokusu o kontaktova´n´ı tohoto portu nebyla zjiˇsteˇna odpoveˇd’
(kladna´ ani za´porna´)
Dalˇs´ı zjiˇst’ova´n´ı informac´ı o tom, co na dane´m portu beˇzˇ´ı za sluzˇbu, prˇ´ıpadneˇ jaky´ OS




U skenova´n´ı TCP port˚u mu˚zˇeme vyuzˇ´ıt v´ıce technik. Veˇtsˇina vyuzˇ´ıva´ r˚uzny´ch nastaveny´ch
prˇ´ıznak˚u v TCP paketu a toho, zˇe u protokolu TCP se navazuje a ustanovuje spojen´ı. Prˇi
navazova´n´ı spojen´ı jde o tzv. trˇ´ıfa´zovou synchronizaci (three-way handshake). Pokud port
odpov´ı tak jak ma´ (prˇ´ıznaky SYN/ACK), je ve stavu open. Prˇi odpoveˇdi RST je ve stavu
closed a prˇi zˇa´dne´ odpoveˇdi ve stavu filtered/blocked.
Skenova´n´ı SYN
Skenova´n´ı SYN nikdy nedokoncˇ´ı TCP spojen´ı. Pro zjiˇsteˇn´ı toho, zda je port otevrˇen, mu
stacˇ´ı poslat pouze paket s prˇ´ıznakem SYN a cˇekat na odpoveˇd’. Pokud prˇijde SYN/ACK,
u´tocˇn´ık v´ı, zˇe port je otevrˇeny´. Podle trˇ´ıfa´zove´ synchronizace by meˇl poslat paket s prˇ´ıznakem
ACK, ale ten neposˇle a kompletn´ı spojen´ı tedy nenava´zˇe. Tento typ skenova´n´ı se vyuzˇ´ıva´
pro svou rychlost a proto, zˇe je veˇtsˇ´ı pravdeˇpodobnost, zˇe nekompletn´ı nava´za´n´ı spojen´ı
nebude logova´no.
Skenova´n´ı connect
Skenova´n´ı connect je vlastneˇ klasicke´ kompletn´ı nava´za´n´ı spojen´ı. Pokud je port ve stavu
open, probeˇhnou vsˇechny trˇi kroky synchronizace TCP. Tato skenovac´ı technika nen´ı prˇ´ıliˇs
vyuzˇ´ıva´na, protozˇe poskytuje stejne´ informace jako SYN scan, ale je pomalejˇs´ı a kompletn´ı
spojen´ı by´vaj´ı logova´na.
Skenova´n´ı Null, FIN a Xmas
Tyto zp˚usoby skenova´n´ı vyuzˇ´ıvaj´ı zneˇn´ı TCP RFC 793 [15], kde je rˇecˇeno, zˇe pokud je
port ve stavu closed, na kazˇda´ prˇ´ıchoz´ı data, ktera´ neobsahuj´ı prˇ´ıznak RST, ma´ odpoveˇdeˇt
paketem s prˇ´ıznakem RST. Pokud je port ve stavu open, ma´ na jake´koliv pakety, kde nejsou
nastaveny ani jedny z prˇ´ıznak˚u SYN, RST, ACK, zareagovat zahozen´ım paketu.
• Skenova´n´ı Null pos´ıla´ pakety bez nastaven´ı jake´hokoliv prˇ´ıznaku.
• Skenova´n´ı FIN nastavuje u paketu pouze prˇ´ıznak FIN.
• Skenova´n´ı Xmas nastavuje prˇ´ıznaky FIN, URG a PSH.
Skenova´n´ı Ack
Tento zp˚usob skenova´n´ı ma´ za u´cˇel zjistit pouze to, zda je port filtrova´n nebo ne. Pokud
je port nefiltrova´n, tak open i closed port by na paket s prˇ´ıznakem ACK meˇl odpoveˇdeˇt
paketem s prˇ´ıznakem RST. Pokud je port filtrova´n, tak neodpov´ı.
3.1.2 UDP
U protokolu UDP se vyuzˇ´ıva´ pouze jedine´ho skenova´n´ı. Pro oskenova´n´ı UDP portu se pos´ıla´
paket UDP pouze s hlavicˇkou, ktery´ neobsahuje zˇa´dna´ data. Pokud se vra´t´ı jako odpoveˇd’
paket ICMP typu 3, ko´du 3, je port oznacˇen jako closed. Pokud se vra´t´ı paket ICMP jine´ho
ko´du (1,2,9,10,13), mu˚zˇeme port oznacˇit jako filtered. Prˇi otevrˇene´m portu jako odpoveˇd’
prˇijdou neˇjaka´ data z dotazovane´ho UDP portu.
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3.2 Skenovac´ı na´stroje
Veˇtsˇinu vy´sˇe zminˇovany´ch technik skenova´n´ı lze vyzkousˇet pomoc´ı skenovac´ıho na´stroje.
Kromeˇ skenova´n´ı connect, ktere´ je v podstateˇ stejne´, jako prˇipojen´ı se na dany´ port telne-
tem, vyuzˇ´ıvaj´ı ostatn´ı techniky upravene´ prˇ´ıznaky v hlavicˇka´ch TCP paket˚u, ktere´ vyzˇaduj´ı
extern´ı knihovny a administra´torska´ opra´vneˇn´ı. Nejzna´meˇjˇs´ı a nejpouzˇ´ıvaneˇjˇs´ı skener port˚u
a s´ıteˇ obecneˇ je na´stroj Network Mapper, zkra´ceneˇ nmap.
Nmap [14]
Nmap (”Network Mapper”) je bezpecˇnostn´ı a s´ıt’ovy´ skener. Doka´zˇe odhalovat pocˇ´ıtacˇe
v s´ıti a sluzˇby, ktere´ na nich beˇzˇ´ı. Z pokrocˇilejˇs´ıch nastaven´ı lze pouzˇ´ıt detekci operacˇn´ıho
syste´mu, jake´ filtry a firewally jsou pouzˇity a jake´ verze sluzˇeb beˇzˇ´ı na dane´m pocˇ´ıtacˇi apod.
Je sˇ´ıˇren pod licenc´ı GNU GPL. Pokud ponecha´me za´kladn´ı nastaven´ı, tak za´kladn´ı prˇ´ıkaz
#nmap ip.skenovane´ho.pocˇı´tacˇe zadany´ na prˇ´ıkazove´ rˇa´dce otestuje, zda je pocˇ´ıtacˇ ak-
tivn´ı a pokud ano, testuje prˇiblizˇne 1000 nejpouzˇ´ıvaneˇjˇs´ıch port˚u. Nmap ma´ obrovske´
mnozˇstv´ı nastaven´ı a r˚uzny´ch zp˚usob˚u jak zjistit, jake´ sluzˇby pocˇ´ıtacˇ poskytuje. Vı´ce in-
formac´ı lze z´ıskat v manua´love´ stra´nce nebo na stra´nce projektu.
Nessus [1]
Nessus je program pro kompletn´ı bezpecˇnostn´ı analy´zu. Skla´da´ se z de´mona nessusd, ktery´
se stara´ o samotne´ skenova´n´ı a klienta nessus, ktery´ nastavuje r˚uzne´ parametry skenova´n´ı,
spousˇt´ı skenova´n´ı a zobrazuje vy´sledky uzˇivateli. Pro samotne´ skenova´n´ı pouzˇ´ıva´ za´suvne´
moduly, napsane´ ve vlastn´ım skriptovac´ım jazyce NASL1. Teˇchto modul˚u existuje velke´
mnozˇstv´ı (prˇes 20 000) a sta´le se aktualizuj´ı, podle aktua´ln´ıch bezpecˇnostn´ıch zranitelnost´ı.
Prˇi testova´n´ı zranitelnosti pouzˇ´ıva´ Nessus na zacˇa´tku skenova´n´ı port˚u dane´ho pocˇ´ıtacˇe. Ma´
vlastn´ı skener, ale doka´zˇe pouzˇ´ıt take´ extern´ı, jako naprˇ. nmap. U zjiˇsteˇny´ch otevrˇeny´ch
port˚u zkousˇ´ı vyuzˇ´ıt zna´my´ch bezpecˇnostn´ıch chyb sluzˇeb, ktere´ na dane´m portu naslouchaj´ı.
Testuje take´ konfiguraci a chybeˇj´ıc´ı bezpecˇnostn´ı za´platy, zda se nepouzˇ´ıvaj´ı standardn´ı
a nevyplneˇna´ hesla a dalˇs´ı. Do roku 2005 to byl projekt s otevrˇeny´m zdrojovy´m ko´dem,
pak byl uzavrˇen. Pro nekomercˇn´ı vyuzˇit´ı je sta´le k dispozici zdarma (je nutna´ registrace),
ale aktualizovane´ moduly jsou nab´ızeny se sedmidenn´ım zpozˇdeˇn´ım.
EtherScopeTMSeries II [2]
S´ıt’ mu˚zˇeme skenovat i pomoc´ı hardwarovy´ch zarˇ´ızen´ı. Jedn´ım z analyza´tor˚u, je prˇ´ıstroj
EtherScopeTMSeries II od firmy Fluke networks. Tento prˇ´ıstroj doka´zˇe analyzovat s´ıt’, do
ktere´ je prˇipojen. Zvla´da´ otestovat kabela´zˇ, analyzovat provoz v s´ıti, identifikovat VLAN
s´ıteˇ, odhalit aktivn´ı zarˇ´ızen´ı v s´ıti. Je schopen zobrazit statistiky a grafy protokol˚u, ktere´ se
na s´ıti pouzˇ´ıvaj´ı, detekovat u´zka´ mı´sta v s´ıti (bottleneck) a mnoho dalˇs´ıho. Zarˇ´ızen´ı pouzˇ´ıva´
jako operacˇn´ı syste´m Linux a pro zobrazen´ı vy´sledk˚u platformu Qtopia od firmy Trolltech.
Podrobneˇjˇs´ı popis je k dispozici v dokumentaci u vy´robce.




Tato kapitola popisuje protokol NetFlow. Je zde popsa´n princip fungova´n´ı protokolu, na´stroje,
ktere´ se prˇi pra´ci s t´ımto protokolem pouzˇ´ıvaj´ı, a sonda NetFlow, cozˇ je hardwarove´ zarˇ´ızen´ı
vyuzˇ´ıvaj´ıc´ı NetFlow protokol. Pomoc´ı tohoto protokolu lze ukla´dat za´znam o provozu v s´ıti.




Protokol NetFlow je protokol pro prˇenos za´znamu˚ o toc´ıch, ktery´ vyvinula spolecˇnost Cisco.
NetFlow je take´ cha´pa´n i jako cely´ proces meˇrˇen´ı tok˚u. Jako dalˇs´ı protokoly te´to spolecˇnosti
je uzavrˇeny´, ale je k dispozici jeho specifikace v RFC 3954 [5](posledn´ı verze 9). Dı´ky
dostupnosti specifikace je protokol implementova´n a podporova´n take´ na jiny´ch platforma´ch
nezˇ Cisco IOS naprˇ. smeˇrovacˇe Juniper nebo distribuce FreeBSD, OpenBSD a GNU/Linux.
Vzniklo neˇkolik verz´ı tohoto protokolu. Nejpouzˇ´ıvaneˇjˇs´ı je v dnesˇn´ı dobeˇ verze 5 a rozsˇiˇruje
se take´ posledn´ı verze 9. Posledn´ı verze protokolu NetFlow je take´ za´kladem protokolu
IPFIX1, vytvorˇeny´ IETF, ktery´ pravdeˇpodobneˇ bude v bl´ızke´ dobeˇ schva´len jako standard.
Protokol definuje neˇkolik pojmu˚, se ktery´mi je nutne´ se sezna´mit.
• IP tok (IP Flow): Cˇasto se pouzˇ´ıva´ pouze na´zev tok. Tok je posloupnost paket˚u
procha´zej´ıc´ı monitorovany´m rozhran´ım za urcˇity´ cˇasovy´ interval. Tyto pakety se sho-
duj´ı ve zdrojove´ a c´ılove´ IP adrese, zdrojove´m a c´ılove´m portu UDP nebo TCP,
protokolu, rozhran´ı a stejneˇ nastaveny´m bajtem Type of Service [6].
• NetFlow za´znam (Flow Record, NetFlow data): Podrobneˇjˇs´ı informace k dane´mu
IP toku. Jsou zde informace o de´lce toku, pocˇtu prˇeneseny´ch bajt˚u, paket˚u a dalˇs´ıch.
• Exporte´r (Exporter): Zarˇ´ızen´ı (naprˇ. smeˇrovacˇ), ktere´ monitoruje procha´zej´ıc´ı pa-
kety a vytva´rˇ´ı z nich IP toky. Informace z teˇchto tok˚u jsou ve formeˇ za´znamu˚ NetFlow
odes´ıla´ny do kolektoru.
• Exportovany´ paket (Export Packet): Paket vytva´rˇeny´ exporte´rem, ktery´ obsahuje
za´znamy NetFlow. Je odes´ıla´n exporte´rem do kolektoru.
1Internet Protocol Flow Information Export
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• NetFlow kolektor (NetFlow collector): Kolektor, ktery´ prˇij´ıma´ a zpracova´va´ pakety
z jednoho nebo v´ıce exporte´r˚u. Tyto pakety jsou pak ukla´da´ny na disk.
Sche´ma fungova´n´ı protokolu lze videˇt na obra´zku 4.1. Zde jsou na pozici exporte´r˚u
smeˇrovacˇe Cisco. Ty vytva´rˇej´ı toky, ktere´ jsou dedikovanou linkou pos´ıla´ny do kolektoru.
Na´sledneˇ mohou by´t tato data zobrazena naprˇ. pomoc´ı na´stroj˚u nfdump 4.3 nebo nfsen
4.3.
Obra´zek 4.1: Princip fungova´n´ı protokolu
4.1.2 Princip fungova´n´ı a vznik protokolu
Kv˚uli urychlen´ı prˇep´ına´n´ı na modern´ıch prˇep´ınacˇ´ıch, ktere´ pracuj´ı na trˇet´ı vrstveˇ refe-
rencˇn´ıho modelu ISO/OSI a vyuzˇ´ıvaj´ı pokrocˇilejˇs´ı techniky prˇi prˇep´ına´n´ı jako naprˇ. access
list, byl prˇepracova´n syste´m vyrovna´vac´ıch pameˇt´ı na prˇep´ınacˇ´ıch a smeˇrovacˇ´ıch Cisco.
Zacˇalo se vyuzˇ´ıvat informac´ı o s´ıt’ove´m toku. Tento tok se shodoval ve zdrojove´ a c´ılove´













Informace o toku Počet paketů Bajtů/paket
adresy, porty . . . 13 456 1 234
. . .
Vyrovnávací paměť NetFlow
Zařízení s podporou NetFlow
Obra´zek 4.2: Princip vytva´rˇen´ı toku [6]
Vedlejˇs´ım efektem byl zisk zaj´ımavy´ch statistik o s´ıt’ove´m toku. Tyto statistiky byly
rozsˇ´ıˇreny a za cenu mı´rneˇ vysˇsˇ´ı rezˇie prˇi pr˚uchodu paket˚u jsou z´ıska´va´ny informace, ktere´
mohou by´t pouzˇity k celkove´ analy´ze vyt´ızˇen´ı s´ıteˇ, analy´ze provozu dat procha´zej´ıc´ı jednot-
livy´mi uzly v s´ıti atd. Vznikl tak protokol NetFlow. Postupneˇ se prˇida´valy dalˇs´ı aplikace,
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ktere´ doka´zaly s protokolem NetFlow pracovat a pouzˇ´ıvat ho naprˇ. k u´cˇtova´n´ı za´kazn´ık˚u
za mnozˇstv´ı odeslany´ch dat nebo konektivitu.
Protokol NetFlow vytva´rˇ´ı pro vsˇechny aktivn´ı toky vyrovna´vac´ı pameˇt’, ktera´ je vy-
tvorˇena na za´kladeˇ prˇijet´ı prvn´ıho paketu dane´ho toku. V te´to vyrovna´vac´ı pameˇti se po-
stupneˇ ukla´daj´ı dalˇs´ı informace o toku, ktere´ jsou pozdeˇji odesla´ny do kolektoru. Tyto
exporty jsou prova´deˇny jednou za cˇas podle nastaven´ı zarˇ´ızen´ı, ktere´ export dat prova´d´ı.
Export dat u protokolu NetFlow by meˇl by´t dostatecˇneˇ efektivn´ı a podle statistik by meˇl
tvorˇit pouze 1,5 % [20] prˇeneseny´ch dat na smeˇrovacˇi. Ukoncˇova´n´ı toku a na´sledny´ export
se obvykle rˇ´ıd´ı podle na´sleduj´ıc´ıch pravidel:
• Spojen´ı TCP bylo uzavrˇeno, at’ uzˇ pomoc´ı ukoncˇen´ı spojen´ı (prˇ´ıznak FIN) nebo
zrusˇen´ı (prˇ´ıznak RST).
• Tok je po urcˇitou dobu neaktivn´ı.
• Tok trva´ prˇ´ıliˇs dlouho (za´kladn´ı hodnota v nastaven´ı je 20 minut).
• Zaplneˇn´ı vyrovna´vac´ı pameˇti, hrozba prˇetecˇen´ı cˇ´ıtacˇ˚u.
Ukoncˇene´ datove´ toky se za´znamy NetFlow jsou spojeny do paketu viz. 4.1.1 - Exporto-
vany´ paket a odesla´ny do kolektoru. Tento paket mu˚zˇe obsahovat azˇ 30 za´znamu˚ NetFlow.
Data se pos´ılaj´ı jako datagramy UDP a po odesla´n´ı jsou exporte´rem zahozeny. Protozˇe je
protokol UDP bezestavovy´, mu˚zˇe doj´ıt ke ztra´teˇ datagramu.
4.1.3 Ukla´dane´ informace
V na´sleduj´ıc´ı tabulce lze videˇt, co vsˇe protokol NetFlow ukla´da´ a jake´ informace tedy
mu˚zˇeme pouzˇ´ıt k na´sledne´ analy´ze. Tato data lze z´ıskat pomoc´ı na´stroje nfdump 4.3
Date flow start Cˇas, kdy byl tok poprve´ zaznamena´n. Ukla´da´n ve forma´tu
ISO 8601 vcˇetneˇ milisekund.
Date flow end Konec toku. Cˇas, kdy byl tok naposledy detekova´n. Ukla´da´n
ve forma´tu ISO 8601 vcˇetneˇ milisekund.
Duration De´lka toku v milisekunda´ch. Pokud jsou toky agregovane´,
de´lka toku je soucˇtem de´lek vsˇech teˇchto tok˚u.
Proto Protokol, ktery´ byl pouzˇit v dane´m toku
Src IP Addr:port Zdrojova´ adresa a port
Dst IP Addr:port C´ılova´ adresa a port
TCP flags Prˇ´ıznaky u paketu TCP (SYN,ACK aj.)
ToS Typ sluzˇby (Type of service)
inif, outif Zdrojove´ a c´ılove´ s´ıt’ove´ rozhran´ı
src AS, dst AS Zdrojovy´ a c´ılovy´ autonomn´ı syste´m
Packets Pocˇet paket˚u v toku. Pokud jsou toky agregovane´ tak jejich
soucˇet
pps Pocˇet paket˚u za sekundu: pocˇet paket˚u / de´lka toku
bps Pocˇet bit˚u za sekundu: 8 * pocˇet bajt˚u / de´lka toku
Bpp Pocˇet bajt˚u za paket: pocˇet bajt˚u / pocˇet paket˚u
Flows Pocˇet tok˚u. Pokud jsou toky jenom vypsa´ny - vzˇdy 1. Pokud
jsou toky agregova´ny - soucˇet tok˚u
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4.1.4 Architektura NetFlow
Klasicky se prˇedpokla´da´ na pozici exporte´ra Cisco smeˇrovacˇ se zapnutou sluzˇbou NetFlow.
Smeˇrovacˇe pak potom kromeˇ prˇepos´ıla´n´ı paket˚u mus´ı sv˚uj vy´pocˇetn´ı vy´kon veˇnovat take´
tvorbeˇ statistik. Pokud smeˇrovacˇem procha´z´ı vysˇsˇ´ı datovy´ tok, nemu˚zˇe vy´pocˇetneˇ zvla´dat
zpracova´va´n´ı kazˇde´ho paketu a za´rovenˇ generovat statistiky pro dany´ tok. Proto se prova´d´ı
vzorkova´n´ı, tedy pro vy´pocˇet statistiky se vyuzˇ´ıva´ pouze kazˇdy´ n-ty´ paket. Pokud za´znamy
NetFlow z teˇchto smeˇrovacˇ˚u slouzˇ´ı pouze pro sbeˇr statistik, pak vzorkova´n´ı nema´ veˇtsˇ´ı ne-
gativn´ı vliv. Pouze snizˇuje prˇesnost. Pokud ale chceme zabra´nit bezpecˇnostn´ım incident˚um,
je vy´beˇr pouze kazˇde´ho n-te´ho paketu proble´m.
Proble´m se vzorkova´n´ım paket˚u rˇesˇ´ı hardwaroveˇ akcelerovane´ sondy NetFlow. Podrobneˇjˇs´ı
popis sondy je v sekci 4.2.
4.2 Sonda NetFlow
Sonda NetFlow je pasivn´ım (data jsou pouze monitorova´na, nezasahuje se do nich) monito-
rovac´ım zarˇ´ızen´ım [22]. Je schopna´ monitorovat IP toky a pos´ılat je do extern´ıch kolektor˚u.
Pokud sondu zapoj´ıme na linku, kterou chceme monitorovat, prˇ´ıchoz´ı provoz je posla´n
prˇ´ımo ke sve´mu c´ıli a za´rovenˇ je kopie prˇeda´na sondeˇ ke zpracova´n´ı. Pokud data odes´ıla´me
dedikovanou linkou prˇ´ımo do kolektoru, je sonda neviditelna´ na linkove´ a vysˇsˇ´ı vrstveˇ. Dı´ky
tomu je te´meˇrˇ vyloucˇen prˇ´ıpadny´ u´tok proti sondeˇ. Pouzˇit´ı te´to sondy mı´sto smeˇrovacˇ˚u
odstranˇuje proble´m se vzorkova´n´ım paket˚u a prˇina´sˇ´ı dalˇs´ı vy´hody. Smeˇrovacˇe pak mohou
sv˚uj procesorovy´ cˇas vyuzˇ´ıt pouze k tomu, k cˇemu jsou urcˇeny - smeˇrova´n´ı. Analy´zou bylo
zjiˇsteˇno, zˇe sonda zvla´da´ na lince datovou propustnost 1Gbps bez ztra´ty paket˚u a bez
ohledu na velikost paket˚u [10].
4.2.1 Vlastnosti sondy:
• monitorova´n´ı dvou 1Gbps port˚u
• prˇesny´ cˇas prˇi analy´ze paket˚u
• aktivn´ı cˇasovy´ limit - za jak dlouho se tok, ktery´ je povazˇova´n za aktivn´ı, mus´ı odeslat
do kolektoru
• neaktivn´ı cˇasovy´ limit - umozˇnˇuje nastavit cˇasovy´ interval, za ktery´ bude tok klasifi-
kova´n jako ukoncˇeny´ a odesla´n do kolektoru
• export dat ve verzi NetFlow 5, verzi 9 nebo IPFX
• export dat na v´ıce kolektor˚u za´rovenˇ
• mozˇnost nastavit vzorkovan´ı
• sbeˇr statistik - z´ıska´va´n´ı statistik o IP adrese, cˇ´ıslech port˚u, protokolech, pocˇtech
prˇeneseny´ch bajt˚u a paket˚u atd.
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4.3 Na´stroje
Pro pra´ci se za´znamy NetFlow existuje cela´ rˇada na´stroj˚u:
• nfdump (netflow dump) [4]: Na´stroj pro cˇten´ı a zpracova´va´n´ı dat NetFlow ulozˇeny´ch
pomoc´ı nfcapd. Doka´zˇe z teˇchto dat vytva´rˇet statistiky. Napsa´n v C pro veˇtsˇ´ı rychlost.
Dı´ky tomu doka´zˇe filtrovat v´ıce nezˇ 4 milio´ny tok˚u za vterˇinu na 3GHz procesoru Intel
[9], nebo vypocˇ´ıtat statistiku top N za 2.5s prˇi 1,5 milio´n˚u tok˚u. Pracuje v prˇ´ıkazove´
rˇa´dce, podobny´ programu tcpdump. Podporuje za´znamy NetFlow verze 5, 7 a 9. Lze
pouzˇ´ıt filtrova´n´ı podobne´ jako u libpcap nebo WinPcap, ktere´ pouzˇ´ıva´ naprˇ. tcpdump
a wireshark.
• nfcapd (netflow capture deamon): Zaznamena´va´ data NetFlow ze s´ıteˇ a ukla´da´ je do
soubor˚u. Doka´zˇe pracovat se za´znamy NetFlow verze 5, 7, 9.
• nfprofile (netflow profiler): Doka´zˇe procha´zet soubory ulozˇene´ pomoc´ı nfcapd. Tyto
soubory filtruje podle zadany´ch filtr˚u a ukla´da´ pro pozdeˇjˇs´ı analy´zu.
• nfreplay (netflow replay): Cˇte soubory s daty NetFlow ulozˇene´ pomoc´ı nfcapd
a pos´ıla´ je po s´ıti na jiny´ pocˇ´ıtacˇ.
• nfclean (netflow cleanup): Skript pro maza´n´ı stary´ch dat.
• nfsen (netflow sensor): Jedna´ se o graficke´ rozhran´ı pro na´stroj nfdump. Dı´ky tomuto
na´stroji lze pomoc´ı webovy´ch stra´nek jednodusˇe procha´zet ulozˇena´ data z kolektoru.
Doka´zˇe z teˇchto dat zobrazit grafy pro jednotliva´ rozhran´ı, protokoly, zvolit si cˇasovy´
u´sek, za ktery´ budou grafy vykresleny, a dalˇs´ı. Uka´zka rozhran´ı je v prˇ´ıloze B




Skenovac´ı na´stroje jsou beˇzˇneˇ pouzˇ´ıva´ny pro analy´zu s´ıteˇ. Mu˚zˇe je take´ ale pouzˇ´ıt u´tocˇn´ık
a informace z´ıskane´ z teˇchto skenova´n´ı pouzˇ´ıt pro dalˇs´ı u´tok. Pokud chceme toto ske-
nova´n´ı detekovat, je trˇeba analyzovat, co za pakety tyto na´stroje pouzˇ´ıvaj´ı. V laboratorn´ıch
podmı´nka´ch jsem vyzkousˇel skenova´n´ı pomoc´ı na´stroj˚u nmap a EtherScope.
5.1 Skenova´n´ı pomoc´ı nmap
Na´sleduje prˇ´ıklad, jak se ulozˇ´ı data NetFlow prˇi skenova´n´ı pomoc´ı na´stroje nmap. Sche´ma
5.1 ukazuje zapojen´ı sondy NetFlow v laboratorˇi. Mu˚zˇeme si povsˇimnout, zˇe sonda nen´ı
zapojena prˇ´ımo do prˇep´ınacˇe. Je to z toho d˚uvodu, zˇe dane´ skenova´n´ı bychom potom v˚ubec
neodhalili. Na s´ıti tvorˇene´ prˇep´ınacˇi a smeˇrovacˇi se data pos´ılaj´ı pouze od zdroje k c´ıli
(pokud pomineme r˚uzne´ u´toky jako arp cache poisoning, zaplneˇn´ı CAM tabulky a jine´)
a data by pro sondu nebyla v˚ubec viditelna´.
Obra´zek 5.1: Sche´ma zapojen´ı
Pokud nyn´ı provedeme skenova´n´ı pomoc´ı na´stroje nmap, za´kladn´ım prˇ´ıkazem #nmap 10.10.10.1,
a prohle´dneme si, pomoc´ı na´stroje nfdump, co sonda zaznamenala, z´ıska´me u´daje, ktere´
jsou videˇt v tabulce 5.1.
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Date flow start Src IP Addr:Port Dst IP Addr:Port Flags Packets Flows
2008-11-18 16:03:56.423 10.10.10.106:43578 10.10.10.1:80 ....S. 1 1
2008-11-18 16:03:56.420 10.10.10.106:43578 10.10.10.1:22 ....S. 1 1
2008-11-18 16:03:56.422 10.10.10.106:43578 10.10.10.1:23 ....S. 1 1
2008-11-18 16:03:56.420 10.10.10.106:43578 10.10.10.1:143 ....S. 1 1
2008-11-18 16:03:56.422 10.10.10.106:43578 10.10.10.1:443 ....S. 1 1
2008-11-18 16:03:56.425 10.10.10.106:43578 10.10.10.1:21 ....S. 1 1
2008-11-18 16:03:56.425 10.10.10.106:43578 10.10.10.1:1024 ....S. 1 1
2008-11-18 16:03:57.645 10.10.10.106:43579 10.10.10.1:1301 ....S. 1 1
Pro prˇehlednost byly z tabulky vypusˇteˇny neˇktere´ u´daje. Jsou to informace o de´lce toku,
typ protokolu, ToS1 a pocˇet bajt˚u. Jak lze videˇt, je skenova´no asi 1000 nejpouzˇ´ıvaneˇjˇs´ıch
port˚u. Tok se vzˇdy zobrazuje jako jednosmeˇrny´ provoz. Tedy tyto stejne´ toky dostaneme
i v opacˇne´m smeˇru, ale budou mı´t nastavene´ jine´ prˇ´ıznaky u paketu TCP (prˇ´ıznak RST,
odmı´tnut´ı spojen´ı). Na prvn´ı pohled lze videˇt, zˇe bylo pouzˇito skenova´n´ı SYN. Toho mu˚zˇeme
prˇi pozdeˇjˇs´ım na´vrhu vyuzˇ´ıt. Dalˇs´ı veˇc urcˇuj´ıc´ı skenova´n´ı je kra´tka´ de´lka toku a maly´ pocˇet
paket˚u v toku. Tyto informace bude trˇeba zpracovat a na za´kladeˇ nich se rozhodovat.
Na´stroj nfdump umozˇnˇuje i tvorbu filtr˚u. Jednoduchy´m filtrem, ktery´ mu˚zˇeme pouzˇ´ıt na
snadneˇjˇs´ı odhalen´ı skenova´n´ı SYN, by mohl by´t naprˇ´ıklad filtr
proto tcp and flags S and not flags ARFPU
Tento filtr vyp´ıˇse vsˇechny TCP toky, ktere´ maj´ı u paketu TCP nastaveny´ pouze prˇ´ıznak
SYN.
Vyzkousˇel jsem vsˇechny typy skenova´n´ı, ktere´ nmap poskytuje. Podrobneˇji jsou tyto
techniky a principy, ktere´ pouzˇ´ıvaj´ı k detekci port˚u, popsa´ny v kapitole 3. Pokud se jedna´
o skenova´n´ı SYN, tak je funkcˇn´ı, rychle´ a spolehlive´. Skenova´n´ı connect je pomalejˇs´ı, ale
pokud na dane´m zarˇ´ızen´ı nema´ uzˇivatel administra´torska´ opra´vneˇn´ı, je takte´zˇ pouzˇitelne´.
U me´neˇ obvykly´ch technik jako skenova´n´ı FIN a XMASS za´lezˇ´ı na zarˇ´ızen´ı. Veˇtsˇinou ale
zobraz´ı pocˇet otevrˇeny´ch cˇi filtrovany´ch port˚u. U skenova´n´ı NULL jsem se sp´ıˇse setkal s t´ım,
zˇe na neˇ s´ıt’ove´ zarˇ´ızen´ı v˚ubec neodpoveˇdeˇlo, prˇestozˇe by u zavrˇeny´ch port˚u meˇlo generovat
paket s prˇ´ıznakem RST.
5.2 Skenova´n´ı pomoc´ı EtherScopeTMSeries II
Dalˇs´ı skenovac´ı zarˇ´ızen´ı, ktere´ jsem vyzkousˇel v laboratorˇi je prˇ´ıstroj EtherScope [2]. Tento
s´ıt’ovy´ analyza´tor skenuje celou s´ıt’. Sondu jsem zapojil prˇ´ımo za toto zarˇ´ızen´ı, jak je videˇt
na obra´zku 5.2, abych z´ıskal vesˇkere´ u´daje o paketech, ktere´ toto zarˇ´ızen´ı pos´ıla´. Prˇiblizˇna´
data lze videˇt v na´sleduj´ıc´ı tabulce 5.2
1Type of Service
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Obra´zek 5.2: Sche´ma zapojen´ı II
Duration Proto Src IP Addr:Port Dst IP Addr:Port Flags Packets Bytes Flows
0.219 ICMP 10.10.10.150:0 10.10.10.106:8.0 ...... 2 84 1
0.000 UDP 10.10.10.150:35072 255.255.255.255:7 ...... 1 52 1
0.219 ICMP 10.10.10.150:0 10.10.10.51:8.0 ...... 2 84 1
2.878 UDP 10.10.10.150:137 10.10.10.255:137 ...... 3 234 1
13.650 ICMP 10.10.10.150:0 255.255.255.255:8.0 ...... 2 80 1
0.220 ICMP 10.10.10.150:0 10.10.10.63:8.0 ...... 2 84 1
0.218 ICMP 10.10.10.150:0 10.10.10.119:8.0 ...... 2 84 1
Z te´to tabulky byly odstranˇeny u´daje o cˇasu skenova´n´ı a ToS. Tady vid´ıme, zˇe zarˇ´ızen´ı
EtherScope pos´ıla´ prˇeva´zˇneˇ pakety ICMP a UDP. U teˇchto paket˚u nemu˚zˇeme prove´st fil-
trova´n´ı jako u skenova´n´ı SYN. Jsou to ale toky vesmeˇs velmi kra´tke´, s maly´m pocˇtem pa-
ket˚u a kra´tkou dobou trva´n´ı. Tyto toky by se v s´ıti nemeˇly vyskytovat prˇ´ıliˇs cˇasto. Veˇtsˇina
uzˇivatel˚u pouzˇ´ıva´ prˇipojen´ı pro prohl´ızˇen´ı webovy´ch stra´nek, komunikaci nebo mail a tam
je trva´n´ı tok˚u delˇs´ı, s veˇtsˇ´ım pocˇtem paket˚u. Statisticke´ vy´sledky, ktere´ zjiˇst’uj´ı, zda toto
tvrzen´ı je pravdive´, jsou probra´ny v kapitole 7
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Kapitola 6
Pra´ce s daty NetFlow v rozsa´hly´ch
s´ıt´ıch
Objem dat NetFlow ukla´da´ny´ch smeˇrovacˇi nebo sondami NetFlow za´lezˇ´ı na velikosti pro-
vozu s´ıteˇ. Velikost exportovany´ch soubor˚u se mu˚zˇe pohybovat od neˇkolika MB v maly´ch
s´ıt´ıch do stovek MB ve velmi rozsa´hly´ch s´ıt´ıch.
V maly´ch s´ıt´ıch mohou by´t pouzˇity pro vytva´rˇen´ı za´znamu˚ NetFlow smeˇrovacˇe, ktere´
tento protokol podporuj´ı. Ve veˇtsˇ´ıch s´ıt´ıch s velky´m datovy´m provozem to jizˇ ale nen´ı mozˇne´
a je nutno zaznamena´vat data pomoc´ı hardwaroveˇ akcelerovany´ch zarˇ´ızen´ı, jako jsou naprˇ.
sondy NetFlow 4.2. Ty by´vaj´ı nasazovane´ do s´ıt´ı od velikosti padesa´ti zarˇ´ızen´ı. Cˇasto jsou
nasazova´ny v s´ıt´ıch o 100-500 zarˇ´ızen´ı. Na´sleduj´ı banky, poskytovatele´ prˇipojen´ı, sta´tn´ı
instituce aj., kde se velikost s´ıteˇ pohybuje v neˇkolika tis´ıc´ıch zarˇ´ızen´ı.
6.1 Zdroj dat NetFlow
Prˇi zkusˇebn´ım provozu sondy NetFlow zapojene´ v ra´mci vnitrˇn´ı s´ıteˇ FIT, byl ukla´dany´
provoz minima´ln´ı a nehodil se k zˇa´dne´ analy´ze. Pro podrobneˇjˇs´ı analy´zu byla poskytnuta
data z pa´terˇn´ı s´ıteˇ VUT, ktera´ je prˇipojena do akademicke´ s´ıteˇ CESNET. Tato data jsou
z´ıska´va´na ze dvou extern´ıch 10Gb/s linek, ktere´ prˇipojuj´ı s´ıt’ VUT do CESNETu. Sbeˇr
dat je prova´deˇn 10Gb/s kartami na provozu odbocˇene´m prostrˇednictv´ım TAPu. TAP je
hardwarove´ zarˇ´ızen´ı, ktere´ umozˇnˇuje monitorovat komunikaci mezi dveˇma body. Zarˇ´ızen´ı
ma´ minima´lneˇ trˇi porty. Port pro monitorova´n´ı a port pro kazˇde´ monitorovane´ zarˇ´ızen´ı.
Vesˇkera´ prob´ıhaj´ıc´ı komunikace mezi teˇmito body je pak zkop´ırova´na na monitorovac´ı port.
Data jsou ukla´da´na jako hodinovy´ za´znam (dump) provozu. Toto je celkem nestandardn´ı
rˇesˇen´ı, protozˇe NetFlow exporte´r je standardneˇ nastaven na peˇtiminutove´ exportova´n´ı a toto
dodrzˇuje dle zkusˇenost´ı z praxe veˇtsˇina firem.
Dodana´ data, s ktery´mi jsem pracoval, nejsou kompletn´ı data NetFlow. Chyb´ı jim
neˇkolik polozˇek, naprˇ. prˇ´ıznaky u paket˚u TCP. Toto do znacˇne´ mı´ry zteˇzˇuje vyhleda´va´n´ı
skenova´n´ı, protozˇe nejv´ıce skenovac´ıch u´tok˚u je skenova´n´ı SYN [13]. Pokud bychom meˇli
ulozˇeny i prˇ´ıznaky, mohli bychom pouzˇ´ıt filtry, ktere´ by z tok˚u vypsaly pouze ty s na-
staveny´m prˇ´ıznakem SYN a t´ımto do jiste´ mı´ry odhalit skenova´n´ı. U ustanoven´ı nove´ho
spojen´ı TCP se sice take´ pos´ıla´ paket SYN, ale tento paket ma´ nastaven i prˇ´ıznak ACK
a tedy by nezkreslil filtrovane´ vy´sledky. Dalˇs´ı podstatna´ chybeˇj´ıc´ı polozˇka je u protokolu
ICMP. NetFlow doka´zˇe u tohoto protokolu ukla´dat typ a ko´d paketu. Tyto polozˇky ukla´da´
















Obra´zek 6.1: Pr˚umeˇrna´ velikost soubor˚u s NetFlow daty
Echo Reply, pouzˇ´ıva´na prˇ´ıkazem ping, bude ve zdrojove´m portu ulozˇena 0 a v c´ılove´m 8.0.
Odpoveˇd’ Echo Reply (typ 0) na dotaz Echo Request (typ 8, ko´d 0). Tento nedostatek,
stejneˇ jako chybeˇj´ıc´ı prˇ´ıznaky u protokolu TCP, zteˇzˇuje na´sledne´ odhalen´ı u´tok˚u, ktere´
teˇchto paket˚u ICMP vyuzˇ´ıvaj´ı k zjiˇsteˇn´ı zˇivosti s´ıt’ovy´ch zarˇ´ızen´ı. Cˇasem se vsˇak pla´nuje
zakoupen´ı sondy, ktera´ bude schopna exportovat plnohodnotne´ data NetFlow.
Data jsou postupneˇ ukla´da´na na server od 15.11.2008 a zat´ım je mozˇno analyzovat
prˇiblizˇneˇ 740 GB dat. Prˇiblizˇna´ velikost jednotlivy´ch soubor˚u a pocˇet tok˚u za hodinu lze
videˇt v grafu 6.1 a 6.2. U grafu 6.1 je vypocˇ´ıtana´ pr˚umeˇrna´ velikost soubor˚u za jednotlive´
hodiny. Pr˚umeˇr je vypocˇ´ıta´n z ulozˇeny´ch za´znamu˚ za trˇi meˇs´ıce. V grafu 6.2 je pocˇet tok˚u
vypocˇ´ıta´n obdobneˇ, jako pr˚umeˇrny´ pocˇet tok˚u za danou hodinu v dany´ den. Pr˚umeˇr je
vypocˇ´ıta´n take´ za trˇi meˇs´ıce za´znamu˚. Za´kazn´ıci pouzˇ´ıvaj´ıc´ı sondy NetFlow v CˇR dosa´hnou
maxima´ln´ı propustnosti okolo 400 tok˚u za sekundu. Jak lze videˇt, pocˇet tok˚u dosahovany´ch
v ra´mci pa´terˇn´ı s´ıteˇ VUT je nejme´neˇ 1600 tok˚u/s, beˇzˇneˇ ale dosa´hne 3500 tok˚u/s.
Zpracova´vat takove´ mnozˇstv´ı dat je cˇasoveˇ velmi na´rocˇne´. Pr˚umeˇrnou dobu generova´n´ı
statistik na pocˇ´ıtacˇ´ıch, ktere´ jsem pouzˇ´ıval, lze videˇt v tabulce 6.1.
Procesor/RAM Pr˚umeˇrna´ doba vytvorˇen´ı statistiky
Pentium-M 1.86 GHz / 1GB 22s
Intel Xeon 2.4 GHz / 3GB 12s
Tabulka 6.1: Pr˚umeˇrna´ doba zpracova´n´ı
Pr˚umeˇrna´ doba vytvorˇen´ı statistiky je doba, za kterou se vytvorˇ´ı statistika top 20 IP
adres serˇazeny´ch podle pocˇtu tok˚u z jednoho souboru, ktery´ obsahuje hodinovy´ za´znam
provozu. Na´stroj nfdump umozˇnˇuje procha´zet i v´ıce soubor˚u najednou a generovat z nich
globa´ln´ı statistiky. To je ale extre´mneˇ na´rocˇne´ na vy´pocˇetn´ı zdroje a operacˇn´ı pameˇt’. Doba


















Obra´zek 6.2: Pr˚umeˇrny´ pocˇet tok˚u za jednotlive´ hodiny
6.2 Zpracova´n´ı dat
Z vy´sˇe uvedeny´ch dob zpracova´n´ı a velikost´ı dat lze stanovit urcˇite´ postupy, jak budou data
da´le zpracova´na. Nab´ızej´ı se dveˇ mozˇnosti. Ukla´dat data do relacˇn´ı databa´ze a pokusit se je
zpracovat dotazovac´ım jazykem cˇi neˇjaky´m rozsˇ´ıˇren´ım pro data mining u databa´ze Oracle,
nebo se je pokusit zpracovat prˇ´ımo pomoc´ı skriptovac´ıch jazyk˚u. U relacˇn´ı databa´ze by
se nejprve musel vygenerovat skript pro ulozˇen´ı dat, na´sledneˇ data nahra´t do databa´ze
a zpracovat, pravdeˇpodobneˇ jazykem PHP nebo podobny´m. U skriptovac´ıch jazyk˚u se data
mohou zpracovat rovnou a pravdeˇpodobneˇ jsou ke zpracova´n´ı vhodneˇjˇs´ı.
U obou rˇesˇen´ı se poty´ka´me s velky´mi objemy dat pro zpracova´n´ı. Tento objem dat by
mohl by´t sn´ızˇen filtrova´n´ım. Abychom veˇdeˇli, jaka´ data je mozˇne´ odfiltrovat, jsou v kapitole
7 vytvorˇeny statistiky ze z´ıskany´ch dat, ktere´ by mohly pomoci s rozhodova´n´ım, ktera´ data
jsou d˚ulezˇita´ pro na´sledne´ zpracova´n´ı.
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Kapitola 7
Statistika dat NetFlow v
rozsa´hly´ch s´ıt´ıch
V rozsa´hly´ch s´ıt´ıch s velky´m pocˇtem aktivn´ıch uzl˚u a neˇkolika tis´ıci spojen´ımi za sekundu
je obt´ızˇne´ v˚ubec z´ıskat plnohodnotna´ data NetFlow v pomeˇru 1:11. Data jsou beˇzˇneˇ vzor-
kova´na a hod´ı se hlavneˇ pro statisticke´ u´cˇely. Pokud jsou z´ıska´va´na kompletn´ı data, lze
v kapitole 6 videˇt, zˇe teˇchto dat je velke´ mnozˇstv´ı a zpracova´n´ı nen´ı nejrychlejˇs´ı. Mu˚zˇeme
se tedy pokusit pod´ıvat na data jako celek, zjistit jake´ sluzˇby jsou v toc´ıch dominantn´ı,
jake´ jsou prˇenosy dat, atp.
Na na´sleduj´ıc´ım grafu 7.1 je videˇt pr˚umeˇrne´ mnozˇstv´ı unika´tn´ıch IP adres v pr˚ubeˇhu
dne. Tento graf bude posle´ze d˚ulezˇity´ prˇi na´vrhu zpracova´n´ı dat pro odhalen´ı skenova´n´ı.
Pokud bychom chteˇli porovna´vat jednotlive´ za´znamy mezi sebou, cˇasova´ slozˇitost takove´
operace by byla kvadraticka´ O(n2). U za´znamu, ktery´ ma´ 2 mil. unika´tn´ıch IP adres za


















Obra´zek 7.1: Pocˇet unika´tn´ıch IP adres v toku
Graf 7.2 ukazuje, kolik je pr˚umeˇrneˇ vymeˇneˇno paket˚u v toku. V datech, ze ktery´ch je














Počet paketů v toku
Obra´zek 7.2: Frekvence pocˇtu paket˚u v toku
tento graf vygenerova´n, se vyskytovalo te´meˇrˇ 35 mil. jednopaketovy´ch tok˚u, cozˇ prˇedstavuje
prˇiblizˇneˇ 55 %. Toky do 3 paket˚u pak tvorˇily prˇiblizˇneˇ 80 % vsˇech tok˚u. Dı´ky te´to statistice
se vy´razneˇ zmeˇnilo tvrzen´ı, ktere´ jsme uvazˇovali v kapitole 5, tedy zˇe kra´tky´ch tok˚u bude
male´ mnozˇstv´ı.
Pokud se na toky pod´ıva´me z hlediska sluzˇeb, nenalezneme prˇ´ıliˇs prˇekvapive´ vy´sledky.
Dominantn´ı sluzˇbou je protokol HTTP, HTTPS. U UDP je to protokol DNS. Co se ty´cˇe
prˇeneseny´ch dat, zde je dominantn´ı tunelovac´ı protokol GRE2 od firmy Cisco.





rest of  82.3%
Počet bytů u služeb
GRE  2.9%
HTTP  1.7%HTTPS  0.4%
dynamic ports  1.6%SSH  0.3%
rest of  93.1%
Obra´zek 7.3: Statistika jednotlivy´ch sluzˇeb
Z na´sleduj´ıc´ıch graf˚u 7.3 se mu˚zˇe zda´t, zˇe tyto sluzˇby jsou zastoupeny v mizive´m
mnozˇstv´ı. Je trˇeba si ale uveˇdomit, zˇe celkove´ mnozˇstv´ı port˚u je 65535. Tedy soucˇet
vsˇech ostatn´ıch tok˚u a bajt˚u proud´ıc´ı na ostatn´ı porty je samozrˇejmeˇ veˇtsˇ´ı. Polozˇka dy-
2Generic Routing Encapsulation
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namicke´ porty znamena´ porty od 49152 vy´sˇe. Tyto porty se ve statistice meˇn´ı kazˇdy´ den
a pravdeˇpodobneˇ to budou vytvorˇene´ tunelovac´ı spoje. To usuzuji za prˇedpokladu, zˇe tyto
dynamicke´ porty maj´ı velice podobny´ pomeˇr pocˇtu tok˚u ku prˇeneseny´m bajt˚um. Jako dalˇs´ı
vy´znamna´ polozˇka z hlediska pocˇtu tok˚u je protokol ICMP. Prˇedpokla´da´m, zˇe veˇtsˇina teˇchto
tok˚u jsou pakety ICMP Echo-Request a Echo-Replay, ale z d˚uvod˚u uvedeny´ch v kapitole
6 to nelze prˇesneˇ urcˇit. Pokud jsem zkoumal data, ktera´ byla k dispozici od firmy Invea,
lze v toc´ıch ICMP pozorovat take´ hodneˇ paket˚u ko´du 3 - Destination unreachable. Prˇesto
Echo pakety prˇevazˇuj´ı.
V tabulce 7.1 lze videˇt prˇiblizˇny´ pomeˇr tok˚u a bajt˚u u nejfrekventovaneˇjˇs´ıch sluzˇeb.
Tato statistika je generova´na za cˇtyrˇ hodinovy´ provoz v nejfrekventovaneˇjˇs´ı denn´ı dobu. Za
tyto cˇtyrˇi hodiny bylo v prˇiblizˇneˇ 77 mil. toc´ıch prˇeneseno 1,2 TB dat. Lze videˇt, zˇe pomoc´ı
tunelovac´ıho protokolu se prˇena´sˇ´ı velke´ mnozˇstv´ı dat, ale pocˇet tok˚u je velice maly´, d´ıky
velice dlouhe´mu trva´n´ı spojen´ı. U protokolu HTTP je naopak prˇeneseno velke´ mnozˇstv´ı
bajt˚u prˇi neˇkolikana´sobne´m mnozˇstv´ı tok˚u. Proto jsem vy´sˇe usoudil, zˇe dynamicke´ porty,
ktere´ se objevuj´ı ve statistika´ch budou pravdeˇpodobneˇ dalˇs´ı tunelovac´ı protokoly, jako naprˇ.
VPN.
Protokol Pocˇet prˇeneseny´ch bajt˚u Pocˇet tok˚u
GRE 31.6 GB 7694
HTTP 18.4 GB 7.1 mil.
dynamic ports 15 GB 7318
SSH 3.6 GB 20 494
Tabulka 7.1: Pomeˇr prˇeneseny´ch byt˚u k pocˇtu tok˚u
U skenova´n´ı se prˇipojuje u´tocˇn´ık na jednotlive´ porty zarˇ´ızen´ı, ktere´ skenuje. Pokud
skenuje naprˇ. pomoc´ı za´kladn´ıho nastaven´ı skeneru nmap, testuje u jednoho pocˇ´ıtacˇe tis´ıc
port˚u. Bylo by tedy zaj´ımave´ zjistit, na kolik port˚u se v rea´lne´m provozu pr˚umeˇrneˇ uzˇivatel
prˇipojuje. Toto lze videˇt na grafu 7.4. Lze videˇt, zˇe pr˚umeˇrneˇ se uzˇivatel prˇipojuje na velice














Obra´zek 7.4: Frekvence pocˇtu navsˇt´ıveny´ch port˚u
Stejneˇ tak jsem vytvorˇil statistiku pocˇtu tok˚u za jednotlive´ IP adresy. Graf 7.5 je vy-
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tvorˇen z 26,3 mil. tok˚u, ve ktere´m bylo 2,6 mil. unika´tn´ıch IP adres. Pocˇet IP adres, ktere´
vytva´rˇ´ı pouze jeden tok je sice nejveˇtsˇ´ı, ale z celkove´ho mnozˇstv´ı je to pouze okolo 6 %. Je













Počet toků na IP
Obra´zek 7.5: Frekvence pocˇtu tok˚u za IP adresu
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Kapitola 8
Analy´za z´ıskany´ch dat a na´vrh
aplikace
V prˇedcha´zej´ıc´ıch kapitola´ch jsem vytvorˇil rˇadu statistik, ktere´ popisuj´ı provoz v s´ıti. Ze
z´ıskany´ch u´daj˚u je nyn´ı nutne´ vybrat za´kladn´ı prvky, d´ıky ktery´m bude mozˇno odhalit
skenova´n´ı i v takto rozsa´hle´ s´ıti. Da´le je nutno zodpoveˇdeˇt ota´zky ty´kaj´ıc´ı se samotne´
aplikace. Na´sleduje shrnut´ı nejpodstatneˇjˇs´ıch u´daj˚u.
8.1 Shrnut´ı z´ıskany´ch statistik
• Unika´tn´ı IP adresy: V provozu jsem zjistil velky´ pocˇet unika´tn´ıch IP adres. Beˇzˇneˇ je
to kolem 2 mil. adres za hodinu. Kazˇda´ adresa se samozrˇejmeˇ prˇipojuje v libovolny´
cˇas a v za´znamu se tedy vyskytuje tis´ıce tok˚u se stejnou IP adresou. Pokud bych chteˇl
na za´kladeˇ IP adresy toky analyzovat, musel bych pro kazˇdou IP adresu proj´ıt cely´
za´znam.
• Navsˇt´ıvene´ porty: Pokud jsem sledoval pr˚umeˇrny´ pocˇet navsˇt´ıveny´ch port˚u u IP ad-
resy, v 80 % prˇ´ıpad˚u je to pouze jeden port. Jak jizˇ bylo zmı´neˇno, u skenova´n´ı se
u´tocˇn´ık prˇipojuje k velke´mu mnozˇstv´ı port˚u nebo k jednomu, ale na velke´m mnozˇstv´ı
pocˇ´ıtacˇ˚u.
• Pocˇet paket˚u v toku: U skenova´n´ı je vyuzˇ´ıva´no prˇedevsˇ´ım skenova´n´ı SYN, ktere´
pouzˇ´ıva´ pouze jeden paket. Tok˚u, ktere´ obsahuj´ı pouze jeden paket, je ale v´ıce nezˇ
polovina. Tato situace je tedy podobna´ jako u unika´tn´ıch IP adres.
• Mnozˇstv´ı dat: Za´znamy v hodinovy´ch dumpech provozu obsahuj´ı velke´ mnozˇstv´ı dat.
Zpracova´vat tato data je pak cˇasoveˇ na´rocˇne´.
Je nutne´ si uveˇdomit, zˇe i kdyby byla k dispozici velka´ vy´pocˇetn´ı s´ıla a nebyl bych ome-
zen pameˇt´ı apod., analyzovat data delˇs´ı cˇasovy´ u´sek je bezprˇedmeˇtne´. Skenovac´ı u´tok cˇasto
prˇedcha´z´ı u´tok jiny´ a je tedy vy´hodne´ na neˇj rychle reagovat a dalˇs´ım u´tok˚um tak zabra´nit.
Take´ je ale d˚ulezˇite´ si uveˇdomit, zˇe vy´sledky, zda dosˇlo v rea´lne´m provozu ke skenova´n´ı,
nemohu odhalit ihned. Za´znam NetFlow nemu˚zˇe exporte´r odes´ılat kazˇdou sekundu, protozˇe
by zahltil s´ıt’. Standardneˇ je pos´ıla´n po peˇti minuta´ch.
Co z vy´sˇe uvedeny´ch bod˚u vyply´va´? U dat by bylo vhodne´ se pokusit odfiltrovat ta
data, o ktery´ch jsme prˇesveˇdcˇeni, zˇe neobsahuj´ı podezrˇelou aktivitu a zmensˇit tak objem
dat k dalˇs´ımu zpracova´n´ı. Proble´m u filtrova´n´ı je ten, zˇe dat, ktera´ jsou pro odhalen´ı
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skenova´n´ı nejd˚ulezˇiteˇjˇs´ı, je nejv´ıc. Ve veˇtsˇineˇ prˇ´ıpad˚u jsou to totizˇ kra´tke´, neˇkolikapaketove´
toky, tedy stejna´ data, jaka´ pos´ılaj´ı na´stroje pro skenova´n´ı port˚u. Odfiltrova´n´ım delˇs´ıch
tok˚u sice zmensˇ´ım cˇa´stecˇneˇ objem, ale 80 % dat mi stejneˇ z˚ustane a rˇesˇ´ım stejny´ proble´m.
Cˇas na zpracova´n´ı dat aplikac´ı mus´ı by´t prˇinejhorsˇ´ım stejny´, jako cˇas, za ktery´ se vytva´rˇ´ı
za´znamy. Pokud jsou za´znamy pos´ıla´ny do kolektoru v desetiminutovy´ch intervalech, nelze
data zpracova´vat de´le nezˇ 10 minut. Zpracova´n´ı by ale meˇlo trvat podstatneˇ kratsˇ´ı dobu.
Odhalit vsˇechna skenova´n´ı v s´ıti, ktera´ ma´ milio´ny spojen´ı za hodinu, je nemozˇne´. Pokud
bude u´tocˇn´ık skenovat pouze neˇkolik pocˇ´ıtacˇ˚u a port˚u, je to v takto objemny´ch datech
neodhalitelne´. Toto ale ani nen´ı pozˇadavkem. U takto velky´ch s´ıt´ı je c´ılem odhalit u´tocˇn´ıky,
kterˇ´ı prova´d´ı horizonta´ln´ı skenova´n´ı cely´ch pods´ıt´ı, prˇ´ıpadneˇ velke´ blokove´ skenova´n´ı.
Zameˇrˇme se tedy na horizonta´ln´ı skenova´n´ı. Pro toto skenova´n´ı plat´ı:
• Pouzˇ´ıva´ jedno azˇ dvou paketove´ toky
• Skenuje velke´ mnozˇstv´ı IP adres
• Toky trvaj´ı kra´tce. De´lka skenova´n´ı za´vis´ı na pocˇtu IP adres.
• Pocˇet bajt˚u je sta´le stejny´
Protozˇe v hodinove´m za´znamu o provozu jsem nedoka´zal efektivneˇ odhalit zˇa´dne´ u´toky,
zameˇrˇil jsem se na omezen´ı velikosti zpracova´vany´ch dat. Jak jsem uka´zal v kapitole 7,
velky´ pocˇet tok˚u na IP adresu je relativneˇ maly´. Skenova´n´ı trva´ take´ relativneˇ kra´tkou
dobu. Za tuto kra´tkou dobu ale vytvorˇ´ı u´tocˇn´ık velke´ mnozˇstv´ı tok˚u. Omezil jsem si tedy
hodinovy´ za´znam na nejkratsˇ´ı rozumny´ ”peˇtiminutovy´”za´znam. Pokud se v tomto kra´tke´m
cˇasove´m u´seku objev´ı u´tocˇn´ık, meˇla by nastat na´sleduj´ıc´ı situace:
1. U´tocˇn´ık vytvorˇ´ı velke´ mnozˇstv´ı spojen´ı. Toto by se meˇlo projevit ve statice tok˚u na
za´kladeˇ zdrojove´ IP adresy.
2. Toky u´tocˇn´ıka by meˇly vykazovat stejny´ pocˇet paket˚u, stejny´ pocˇet byt˚u a kra´tkou
dobu trva´n´ı.
3. Legitimn´ı uzˇivatele´ by nemeˇli podle z´ıskany´ch statistik vytva´rˇet velke´ mnozˇstv´ı tok˚u.
4. Servery, ktere´ obsluhuj´ı hodneˇ klient˚u, vytva´rˇ´ı take´ hodneˇ tok˚u. V teˇchto toc´ıch by
ale pocˇet paket˚u meˇl kol´ısat, stejneˇ tak pocˇet prˇeneseny´ch bajt˚u.
Z vy´sˇe uvedeny´ch u´vah jsem postupoval na´sleduj´ıc´ım zp˚usobem.
1. Z peˇtiminutove´ho toku je vytvorˇena statistika o nejfrekventovaneˇjˇs´ıch IP adresa´ch na
za´kladeˇ pocˇtu tok˚u.
2. U kazˇde´ IP adresy je vyfiltrova´n za´znam o vsˇech jej´ıch toc´ıch v dane´m cˇasove´m
intervalu.
3. Tento za´znam je zpracova´n pomoc´ı rozhodovac´ıho algoritmu.
4. Vy´sledky jsou zobrazeny na standardn´ı vy´stup.
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8.2 Rozhodovac´ı algoritmus
Pro rozhodova´n´ı, zda dany´ tok je, nebo nen´ı soucˇa´st skenova´n´ı, je vhodne´ pouzˇ´ıt techniky
pro strojove´ ucˇen´ı a dolovan´ı z dat. Prˇi dolova´n´ı z dat se zde uplatn´ı hlavneˇ analyticka´
metodologie, prˇi ktere´ se pouzˇ´ıvaj´ı rozhodovac´ı stromy, neuronove´ s´ıteˇ nebo geneticke´ pro-
gramova´n´ı. Pro tuto pra´ci jsem usoudil, zˇe bude nejvhodneˇjˇs´ı pouzˇ´ıt rozhodovac´ı strom
generovany´ algoritmem ID31 [16].
Rozhodovac´ı stromy jsou induktivn´ı algoritmy vytvorˇene´ ke klasifikaci instanc´ı. Mu˚zˇeme
je pouzˇ´ıt, kdyzˇ jsou instance popsa´ny atributy a hodnotami (naprˇ. VLHKOST: norma´ln´ı,
vysoka´) a c´ılova´ funkce naby´va´ diskre´tn´ıch hodnost (naprˇ. ANO / NE). Tre´novac´ı data
mohou obsahovat i chyby a take´ nemus´ı obsahovat hodnoty vsˇech atribut˚u.
C´ılova´ funkce je reprezentova´na rozhodovac´ım stromem (sekvenc´ı rozhodnut´ı if-then-else).
Klasifikace se prova´d´ı pr˚uchodem stromem od korˇene k list˚um, kdy se testuje hodnota jed-
noho atributu instance pro kazˇdy´ uzel. Kazˇda´ hrana odpov´ıda´ jedne´ hodnoteˇ. Kazˇdy´ list
pak urcˇuje klasifikaci instance.
U ID3 algoritmu vytva´rˇ´ıme na za´kladeˇ tre´novac´ıch dat rozhodovac´ı strom. Strom se
vytva´rˇ´ı od korˇene. V kazˇde´m uzlu se zjiˇst’uje, ktery´ atribut je pro pra´veˇ tento uzel nej-
vhodneˇjˇs´ı. Pocˇet potomk˚u odpov´ıda´ pocˇtu hodnot vybrane´ho atributu. Tre´novac´ı data se
rozdeˇl´ı podle prˇ´ıslusˇne´ hodnoty atributu na prˇ´ıslusˇne´ podmozˇiny. Algoritmus pracuje re-
kurzivneˇ v na´sleduj´ıc´ıch kroc´ıch.
Prˇ´ıklad vytvorˇene´ho rozhodovac´ıho stromu mu˚zˇeme videˇt na obra´zku 8.1. U tohoto









Obra´zek 8.1: Prˇ´ıklad rozhodovac´ıho stromu
1Iterative Dichotomiser 3
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ID3(Tre´novacı´ data, Cı´lovy´ atribut, Atributy)
1. Zalozˇ Korˇen stromu
2. Pokud jsou vsˇechna Tre´novacı´ data pozitivn´ı, vytvorˇ jednouzlovy´ strom s korˇenem
oznacˇeny´m +
3. Jsou-li vsˇechna Tre´novacı´ data negativn´ı, vytvorˇ jednouzlovy´ strom s korˇenem oznacˇeny´m
-
4. Je-li mnozˇina atribut˚u Atributy pra´zdna´, vrat’ jednouzlovy´ strom s korˇenem oznacˇeny´m
nejcˇasteˇjˇs´ı hodnotou c´ılove´ho atributu v tre´novac´ıch datech
5. Jinak:
Vyber atribut A, ktery´ nejle´pe klasifikuje tre´novac´ı data, Korˇen = A
5.1 Pro kazˇdou jeho mozˇnou hodnotu vytvorˇ novou veˇtev
5.2 Vytvorˇ Podmnozˇinavi z tre´novac´ıch dat, pokud A = vi
5.3 Je-li Podmozˇinavi pra´zdna´, pod danou veˇtv´ı zalozˇ list stromu oznacˇeny´
nejcˇasteˇjˇs´ı hodnotou c´ılove´ho atributu v tre´novac´ıch datech
5.4 Jinak prˇidej pod veˇtev podstrom ID3(Podmnozˇinavi, Cı´lovy´ atribut,Atributy - A)
6. Vrat’ vy´sledny´ podstrom
Vy´beˇr nejlepsˇ´ıho atributu prob´ıha´ na za´kladeˇ entropie (zisku informace) [7]. Necht’ X je









Krite´rium ocˇeka´vane´ho zisku mu˚zˇeme definovat jako mı´ru ocˇeka´vane´ho sn´ızˇen´ı entropie po
rozdeˇlen´ı tre´novac´ıch dat podle hodnoty vybrane´ho atributu [23]. Tedy informace, kterou






• A - atribut; A(d) - hodnota atributu A v instanci d
• V alues(A) - mnozˇina vsˇech mozˇny´ch hodnot atributu A
• D - tre´novac´ı data
• Dv - trenovac´ı data takova´ zˇe: Dv = {d ∈ D;A(d) = v}
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Tre´novac´ı data
Pro klasifikaci, zda tok je nebo nen´ı soucˇa´st´ı skenova´n´ı, jsem vytvorˇil na´sleduj´ıc´ı sadu
pravidel. Popis atribut˚u:
• C´ılova´ IP:
– maly´ rozd´ıl v rozsahu: Tato hodnota znamena´, zˇe IP adresy jdou postupneˇ
za sebou v jedne´ pods´ıti. Naprˇ 10.10.10.1, 10.10.10.2 atd.
– stejna´: Stejna´ IP adresa ve dvou po sobeˇ na´sleduj´ıc´ıch toc´ıch
– rozd´ılna´: IP adresa je z rozd´ılny´ch pods´ıt´ı
• C´ılovy´ port:
– rozd´ıl < 5: Podobneˇ jako u IP adresy tato hodnota atributu urcˇuje, zda porty
jdou postupneˇ za sebou.
– stejny´: Porty po dvou po sobeˇ jdouc´ıch toc´ıch jsou shodne´.
– rozd´ılne´: Dva po sobeˇ jdouc´ı toky maj´ı rozd´ılne´ porty.
• Pocˇet paket˚u:
– < 5: Tok obsahuje me´neˇ nezˇ peˇt paket˚u.
– > 5: Tok obsahuje v´ıce nezˇ peˇt paket˚u.
• Pocˇet byt˚u:
– stejny´, nebo dvojna´sobny´ nebo polovicˇn´ı: Tok ma´ stejny´, nebo dvojna´sobny´
nebo polovicˇn´ı pocˇet bajt˚u jako tok prˇedcha´zej´ıc´ı.
– rozd´ılny´: Rozd´ılny´ pocˇet bajt˚u ve 2 toc´ıch.
C´ılova´ IP C´ılovy´ port Pocˇet paket˚u Pocˇet bajt˚u Skenova´n´ı
maly´ rozd´ıl v rozsahu stejny´ < 5 stejny´, nebo 2x nebo 12 ANO
stejna´ rozd´ıl < 5 < 5 stejny´, nebo 2x nebo 12 ANO
rozd´ılna´ rozd´ılny´ < 5 rozd´ılny´ NE
stejna´ rozd´ılny´ < 5 rozd´ılny´ NE
stejna´ rozd´ıl < 5 > 5 rozd´ılny´ NE
maly´ rozd´ıl v rozsahu rozd´ıl < 5 < 5 stejny´, nebo 2x nebo 12 ANO
rozd´ılna´ rozd´ıl < 5 > 5 rozd´ılny´ NE
rozd´ılna´ rozd´ılny´ > 5 stejny´, nebo 2x nebo 12 NE
stejna´ stejny´ > 5 rozd´ılny´ NE
maly´ rozd´ıl v rozsahu rozd´ılny´ > 5 rozd´ılny´ NE
maly´ rozd´ıl v rozsahu rozd´ıl < 5 < 5 rozd´ılny´ ANO
stejna´ rozd´ıl < 5 < 5 rozd´ılny´ ANO
Tabulka 8.1: Tre´novac´ı data pro ID3 algoritmus
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Z tabulky 8.1 jsem vytvorˇil mnozˇinu tre´novac´ıch dat. Algoritmus pro vytvorˇen´ı rozho-
dovac´ıho stromu jsem vytvorˇil v jazyce python. Cˇa´sti algoritmu jsou prˇevzate´ z [18]. Po
vytvorˇen´ı rozhodovac´ıho stromu jsem zjistil, zˇe z hlediska ocˇeka´vane´ho zisku jsou d˚ulezˇite´
pouze atributy Pocˇet paketu˚ a Cı´lovy´ port. T´ım by ale nebylo moc mozˇnost´ı, jak ovliv-



































Ulozˇena´ data NetFlow zpracova´va´m pomoc´ı neˇkolika skript˚u implementovany´ch pomoc´ı
skriptovac´ıch jazyk˚u Bash a Python. Vytva´rˇet univerza´ln´ı aplikaci je na´rocˇne´ z neˇkolika
hledisek. Data mohou by´t umı´steˇna na r˚uzny´ch syste´mech rozd´ılneˇ. Toto lze cˇa´stecˇneˇ rˇesˇit
konfiguracˇn´ım souborem, kde nastav´ıme vy´choz´ı adresa´rˇe. Ty ale mohou mı´t rozd´ılnou
adresa´rˇovou strukturu, rozd´ılny´ zp˚usob pojmenova´n´ı, atd. Vytvorˇil jsem neˇkolik skript˚u,
ktere´ spojuji do veˇtsˇ´ıho celku. Du˚vodem, procˇ jsem vytva´rˇel male´, jednou´cˇelove´ skripty, je
veˇtsˇ´ı univerza´lnost. Data z pa´terˇn´ı s´ıteˇ VUT tvorˇ´ı za´znamy hodinove´ho provozu. Tyto
za´znamy potrˇebuji rozdeˇlit na peˇtiminutove´, ale jine´ syste´my mohou ukla´dat data jizˇ
v pozˇadovane´m cˇasove´m rozsahu. Proto mu˚zˇe by´t veˇtsˇina skript˚u vynecha´na a spra´vce
pouzˇije pouze ty, ktere´ potrˇebuje pro analyzova´n´ı dat. Sadu skript˚u jsem tedy vytvorˇil
s ohledem na univerza´lnost, ale prima´rneˇ pro zpracova´n´ı dat ze s´ıteˇ VUT. Pro zpracova´n´ı
na jiny´ch syste´mech bude pravdeˇpodobneˇ potrˇeba je prˇekonfigurovat, prˇ´ıpadneˇ prˇizp˚usobit.
Data na serveru VUT jsou ulozˇena v te´to adresa´rˇove´ strukturˇe:
/data/netflow/CESNET.anonymized/yyyy-mm-dd/nfcapd.yyyymmddhhmm
kde yyyy = rok, mm = meˇs´ıc, dd = den, hh = hodina(24h/den), mm = minuta. Tyto
soubory jsou hodinove´ za´znamy provozu. Nejdrˇ´ıve je nutne´ je rozdeˇlit na peˇtiminutove´
za´znamy.
Prˇ´ıklad rozdeˇlen´ı hodinove´ho souboru na peˇtiminutovy´.
nfdump -r /cesta/netflow -t 2009/01/01.00:00:00-2009/01/01.00:04:59 \
-w /kam/ulozit/2009-01-01.00-05
• -r: urcˇuje zdroj NetFlow dat
• -t: filtruje data pouze podle cˇasove´ho okna zadane´ho jako parametr
• -w: soubor ukla´da´ jako NetFlow za´znam do pozˇadovane´ho adresa´rˇe (v za´kladn´ım
nastaven´ı jsou za´znamy vypsa´ny na standardn´ı vy´stup a nemohou by´t zpracova´na
znovu pomoc´ı na´stroje nfdump)
Sche´ma vola´n´ı skript˚u je na obra´zku 9.1.
Pro rozdeˇlen´ı hodinovy´ch za´znamu˚ NetFlow slouzˇ´ı skript split.sh. Pomoc´ı na´stroje
nfdump jsou tyto za´znamy rozdeˇleny na mensˇ´ı o pozˇadovane´ de´lce. Tento skript da´le spousˇt´ı
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Soubor NetFlow s hodinovým
záznamem síťového provozu 
split.sh







Skript získá ze statistiky IP adresy, 
s počtem toků tisíc a víc
seznam IP adres
detectScan.py
Skript vygeneruje statistiku topN. 
Z souboru s daty NetFlow vyﬁltruje
záznam o komunikaci pro jednotlivé 
IP adresy.
záznam o síťové komunikaci
jedné IP adresy
Skript analyzuje záznam o komunikaci.
Výsledek detekce je přidán do logu pro
daný den.
Zápis do souboru
Obra´zek 9.1: Sche´ma vola´n´ı skript˚u
skript main skript.sh, ktere´mu prˇeda´ v argumentech na´zev peˇtiminutove´ho souboru, da-
tum a cˇas, ze ktere´ho je tento souboru vytvorˇen. To je nutne´, pokud beˇzˇ´ı v´ıce proces˚u
a skript split.sh rozdeˇlil data z jedne´ hodiny. Tato data ale jesˇteˇ nebyla zpracova´na;
data by se prˇepisovala. Skript main skript.sh vytva´rˇ´ı z dane´ho souboru statistiku topN
podle nejfrekventovaneˇjˇs´ı IP adresy, serˇazene´ podle pocˇtu tok˚u. Samotny´ na´stroj nfdump
umozˇnˇuje si definovat vlastn´ı forma´t vy´stupu. Toto funguje spra´vneˇ. Proble´mem je, zˇe nelze
nadefinovat vlastn´ı forma´t vy´stupu u tisku statistik, i kdyzˇ podle dokumentace by to meˇlo
by´t mozˇne´. Program tento forma´t nebere na veˇdomı´ a zobrazuje vy´sledek v za´kladn´ım nade-
finovane´m forma´tu. Musel jsem proto vytvorˇit skript printIP.py, ktery´ dane´ IP adresy vy-
filtruje. Vy´sledek prˇeda´ pomoc´ı roury zpeˇt skriptu main skript.sh. Ten na za´kladeˇ teˇchto
IP adres ulozˇ´ı provoz jednotlivy´ch IP adres do soubor˚u. Provoz je ukla´da´n jako text, aby
mohl by´t zpracova´n dalˇs´ım skriptem. Pro ukla´da´n´ı provozu dat pouzˇ´ıva´m prˇeddefinovany´
forma´t pipe, ktery´ jednotlive´ polozˇky oddeˇluje znakem |.
Prˇ´ıklad za´znamu provozu u IP adresy.
2|1231946400|20|1231946400|20|6|0|0|0|1010940300|48778|0|0|0|1051163877|28351|0|0|10|11|0|0|1|68
Jednotlive´ polozˇky jsou popsa´ny v prˇ´ıloze A.
Soubor se za´znamem o provozu je na´sledneˇ zpracova´n skriptem detectScan.py. V tomto
skriptu je rozhodovac´ı strom ID3 transformova´n na sadu if-then-else pravidel. Sou-
bor s provozem je nacˇten do pameˇti. Tok, ktery´ procha´z´ı stromem, se vzˇdy porovna´va´
s prˇedcha´zej´ıc´ım tokem. Pro podrobneˇjˇs´ı nastaven´ı jsou k dispozici cˇtyrˇi va´hy.
Tyto promeˇnne´ urcˇuj´ı va´hu jednotlivy´ch veˇtv´ı prˇi pr˚uchodu stromem. Jednotlive´ va´hy
se ty´kaj´ı pocˇtu paket˚u, IP adresy, pocˇtu bajt˚u a c´ılove´ho portu. Va´hy jsou na za´kladeˇ
pr˚uchodu toku stromem scˇ´ıta´ny. Pokud se dva porovna´vane´ toky nebudou shodovat naprˇ.
v pocˇtu bajt˚u, va´ha pocˇtu bajt˚u nebude do vy´sledne´ va´hy prˇipocˇtena. Vy´sledna´ va´ha
tak nebude maxima´ln´ı, ale d´ıky velke´ shodeˇ v ostatn´ıch polozˇka´ch tento tok bude porˇa´d
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podezrˇely´. Vy´slednou vahou se vyna´sob´ı krok prahu. Ten se vypocˇte jako 100/pocˇet toku˚
dane´ IP. Dojde tak k tomu, zˇe pokud kazˇdy´ tok IP adresy spln´ı vsˇechna podezrˇen´ı, zˇe je
soucˇa´st´ı skenova´n´ı, vy´sledny´ pra´h bude roven hodnoteˇ 100. Cˇa´stecˇneˇ podezrˇele´ toky pak
tuto hodnotu snizˇuj´ı.
Vy´sledny´ pra´h je na´sledneˇ zanalyzova´n. Empirickou cestou jsem pak stanovil hranici
prahu > 70. Pokud tedy vy´sledny´ pra´h odpov´ıda´ te´to hodnoteˇ, je provoz z dane´ IP ad-
resy povazˇova´n za skenova´n´ı. Do logu jsou potom zapsa´ny statisticke´ informace o dane´m
skenova´n´ı. Prˇ´ıklad detekovane´ho skenova´n´ı a jeho za´znamu v logu.
Ukla´dane´ polozˇky jsou:
IP adresa start konec pra´h pocˇet IP port soucˇet
132.171.123.72 1231973529 1231973695 90.35730912481 1778 25 4296
38.160.27.218 1231962908 1231963096 84.31409716371 44034 80 53415
39.172.242.61 1233443400 1233443699 88.01718092571 48 53 7130
Tabulka 9.1: Ukla´dane´ u´daje o skenova´n´ı
Vy´znam jednotlivy´ch polozˇek:
• IP adresa: IP adresa u´tocˇn´ıka.
• start: Zacˇa´tek skenova´n´ı, forma´t cˇasu - UNIX.
• konec: Konec skenova´n´ı, forma´t cˇasu - UNIX.
• pra´h: Celkovy´ vypocˇ´ıtany´ pra´h.
• pocˇet IP: Pocˇet skenovany´ch IP adres.
• port: Ktery´ port byl skenova´n.
• soucˇet: Kolikra´t byl dany´ port skenova´n.
Pokud bylo detekova´no v´ıce port˚u, jsou ukla´da´ny postupneˇ za sebou ve forma´tu cˇı´slo
portu|kolikra´t byl skenova´n
9.2 Cˇas zpracova´n´ı
V rea´lne´m provozu prˇedpokla´da´m na´sleduj´ıc´ı pouzˇit´ı.
• Data budou ukla´da´na v peˇtiminutovy´ch intervalech.
• Skript pro detekci bude spousˇteˇn v teˇchto intervalech na noveˇ vytvorˇene´ soubory.
• Vy´sledky analy´zy mohou by´t posla´ny na e-mail, nebo zobrazeny ve webove´m rozhran´ı.
Dalˇs´ı mozˇnost´ı je propojit tento detekcˇn´ı syste´m se skriptem, ktery´ bude automaticky
generovat pravidla pro firewall. Mozˇnost´ı je cela´ rˇada a za´lezˇ´ı na spra´vci s´ıteˇ, co bude
pozˇadovat.
Doba zpracova´n´ı jednotlivy´ch soubor˚u za´vis´ı na provozu v s´ıti. Z dat, ktere´ ma´m k dis-
pozici, obsahuje peˇtiminutovy´ za´znam prˇiblizˇneˇ 1.5 mil. tok˚u. Vytvorˇen´ı cele´ statistiky u ta-
kove´ho souboru trva´ prˇiblizˇneˇ 10 sekund. Vytvorˇen´ı peˇtiminutove´ho za´znamu trva´ prˇiblizˇneˇ
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15 sekund. Analy´za dat jednoho dne trva´ prˇiblizˇneˇ 1.5 – 2 hodiny. Za´lezˇ´ı na mnozˇstv´ı dat





Pomoc´ı implementovany´ch skript˚u jsem provedl zpeˇtneˇ analy´zu na anonymizovany´ch da-
tech. Vy´sledkem jsou za´znamy (logy), ve ktery´ch jsou zaznamena´ny bezpecˇnostn´ı incidenty
za jednotlive´ dny ve forma´tu jak ukazuje tabulka 9.1. Bezpecˇnostn´ı incident je jeden za´znam
v souboru. Pokud se skenova´n´ı opakuje delˇs´ı dobu, bude toto skenova´n´ı zaznamena´no
v´ıcekra´t. Provedl jsem analy´zu za meˇs´ıce leden a u´nor. Celkem bylo analyzova´no 393,7
GB dat. Dı´ky proble´mu ve skriptu, ktery´ ukla´dal data NetFlow na serveru, nejsou u dalˇs´ıch
meˇs´ıc˚u ulozˇena kompletn´ı data. Chyb´ı naprˇ. neˇkolik hodin za´znamu˚ za den, u neˇktery´ch
dn˚u nejsou ulozˇeny za´znamy v˚ubec. Pokud by se z teˇchto nekompletn´ıch dat generovala sta-
tistika, byly by vy´sledky oproti meˇs´ıc˚um leden, u´nor zkreslene´ a neporovnatelne´. V prˇ´ıloze
C je vy´beˇr neˇkolika detekovany´ch IP adres a uka´zka komunikace, ktera´ byla z´ıskana´ z dat
NetFlow.
Pocˇet vsˇech bezpecˇnostn´ıch incident˚u za jednotlive´ meˇs´ıce a nejcˇasteˇji skenovane´ porty





























































































































































































































































































Obra´zek 10.3: Pocˇet skenova´n´ı za meˇs´ıc u´nor
Jak lze videˇt, pocˇet bezpecˇnostn´ıch incident˚u je relativneˇ vysoky´. Pokusil jsem se tedy
zjistit, zda jsou tyto vy´sledky pravdive´ a detekovane´ bezpecˇnostn´ı incidenty jsou opravdu
skenova´n´ım.






















Obra´zek 10.4: Nejcˇasteˇji skenovane´ porty za meˇs´ıc u´nor
Protokol Port Popis
ICMP Protokol ICMP, pravdeˇpodobneˇ ping
cap + 1027 1026, 1027 Calendar Access Protocol. Pravdeˇpodobneˇ pokus o spam po-
moc´ı sluzˇby Windows Messenger [21]
http 80 Protokol HTTP
dns 53 Protokol DNS
board-voip 9750 Board M.I.T. Synchronous Collaboration
ms-sql-s 1433 Microsoft-SQL-Server
telnet 23 Protokol Telnet
ssh 22 Protokol SSH
ssc-agent 2967 Symantec System Center. Pravdeˇpodobny´ pokus o zneuzˇit´ı
chyby v programu Symantec AV Corp. [3]
Tabulka 10.1: Popis nejcˇasteˇji skenovany´ch port˚u
pro testovac´ı u´cˇely tedy spusˇteˇny nad jednodenn´ım za´znamem neanonymizovany´ch dat.
Mohly by´t tedy dohleda´ny jednotlive´ IP adresy a zjiˇsteˇny neˇktere´ dalˇs´ı informace o zarˇ´ızen´ı,
ktere´ by umozˇnily urcˇit, zda se nejedna´ o falesˇny´ pozitivn´ı alarm. Uka´zalo se, zˇe detekovane´
IP adresy opravdu byly skenova´ny, nebo skenova´n´ı pouzˇ´ıvaly.
Nab´ız´ı se ota´zka, jak tyto vy´sledky rea´lneˇ zpracovat, aby byly prˇ´ınosem pro bezpecˇnost
v dane´ s´ıti. Dosazˇene´ vy´sledky byly konzultova´ny se spra´vcem pa´terˇn´ı s´ıteˇ VUT Ing. Toma´sˇem
Poderman´skim. Z´ıskane´ poznatky z prˇ´ıpadne´ho prakticke´ho uplatneˇn´ı jsem shrnul v na´sleduj´ıc´ıch
bodech.
• Nelze prova´deˇt blokaci detekovany´ch IP adres. Blokace je obecneˇ velice problematicka´,
protozˇe cˇel´ım neˇkolika proble´mu˚m.
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– De´lka blokace: Nelze rozumneˇ urcˇit de´lku blokova´n´ı. Kra´tke´ blokova´n´ı pravdeˇpo-
dobneˇ nebude prˇ´ıliˇs efektivn´ı. Dlouha´ blokace zase komplikuje pr˚uchod filtro-
vac´ımi pravidly na firewallu. Detekovany´ch IP adres je velke´ mnozˇstv´ı, firewall
by tedy musel procha´zet velke´ mnozˇstv´ı pravidel.
– Podvrh adresy: Zdrojova´ IP adresa (tedy IP adresa u´tocˇn´ıka) mu˚zˇe by´t podvrh-
nuta. Pokud bych prˇistoupil k blokova´n´ı, zablokuji nepra´vem prˇ´ıstup legitimn´ımu
uzˇivateli.
– Blokace zarˇ´ızen´ı PAT: Mu˚zˇe se sta´t, zˇe skenova´n´ı s´ıteˇ procha´zelo prˇes zarˇ´ızen´ı
slouzˇ´ıc´ı pro prˇeklad adres. Pokud bych zablokoval IP adresu tohoto zarˇ´ızen´ı,
mu˚zˇu t´ım zablokovat prˇ´ıstup velke´mu pocˇtu legitimn´ıch uzˇivatel˚u.
Prˇi blokova´n´ı pak v praxi vznikaj´ı nedeterministicke´ chyby. Za´kazn´ıkovi obcˇas neˇco
funguje, obcˇas ne. Tyto chyby se velice teˇzˇko odhaluj´ı a opravuj´ı.
• Na skenova´n´ı mı´ˇr´ıc´ı do vnitrˇn´ı s´ıteˇ VUT nelze z vy´sˇe uvedeny´ch d˚uvod˚u adekva´tneˇ
reagovat. Pokud je ale detekova´no skenova´n´ı ze s´ıteˇ VUT, lze uzˇ tento pocˇ´ıtacˇ vy-
hledat, zjistit, kdo je za neˇj zodpoveˇdny´ a procˇ ke skenova´n´ı dosˇlo. Z tohoto d˚uvodu
jsou informace o skenova´n´ı ze s´ıteˇ VUT smeˇrem do Internetu vy´znamneˇjˇs´ı.
Lze tedy videˇt, zˇe reakce na detekovane´ skenova´n´ı je velice problematicka´. Pokud neˇkdo
skenuje s´ıt’ VUT, nelze na to ve veˇtsˇineˇ prˇ´ıpad˚u adekva´tneˇ reagovat. Blokace z vy´sˇe uve-
deny´ch d˚uvod˚u neprˇipada´ ve veˇtsˇineˇ prˇ´ıpad˚u v u´vahu. Porty by´vaj´ı blokovane´ pomoc´ı fi-
rewallu a jedine´ cˇeho tak u´tocˇn´ık dosa´hne je automaticke´ uzavrˇen´ı spojen´ı TCP. Bylo tedy
navrhnuto rˇesˇen´ı, ktere´ by meˇlo prakticky´ prˇ´ınos pro bezpecˇnost s´ıteˇ.
Budou detekova´na pouze ta skenova´n´ı, ktera´ pocha´z´ı ze s´ıteˇ VUT. Dı´ky tomu bude
mozˇno dohledat problematicke´ pocˇ´ıtacˇe a sjednat na´pravu. Tyto u´daje budou ulozˇeny do jizˇ
implementovane´ho syste´mu, ktery´ se v soucˇasnosti pouzˇ´ıva´ ke z´ıska´n´ı informac´ı z pocˇ´ıtacˇ˚u,
ktere´ funguj´ı jako honey-pot. Tyto informace jsou pak prˇedkla´da´ny spra´vc˚um jednotlivy´ch
area´l˚u, kterˇ´ı na za´kladeˇ teˇchto informac´ı adekva´tneˇ reaguj´ı na zjiˇsteˇne´ hrozby.
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10.1 Vy´zkum ve sveˇteˇ
Neusta´la potrˇeba zvysˇovat zabezpecˇen´ı s´ıteˇ vede ke snaze pouzˇ´ıt pro zvy´sˇen´ı bezpecˇnosti
nove´ technologie, naprˇ. NetFlow. V konferenc´ıch je publikova´na cela´ rˇada cˇla´nk˚u, ktera´ se
zaby´va´ vy´zkumem, jak tento protokol a z´ıskana´ data vyuzˇ´ıt pro bezpecˇnost s´ıteˇ. Jedn´ım
ze zp˚usob˚u je snaha o vizualizaci dat NetFlow ve formeˇ graf˚u a na´slednou analy´zou zjistit
bezpecˇnostn´ı chyby [12]. Dalˇs´ım zp˚usobem vyuzˇit´ı za´znamu˚ NetFlow je klasifikace s´ıt’ovy´ch
skenova´n´ı do novy´ch kategori´ı. Neˇktere´ sˇkodlive´ programy prova´d´ı skenova´n´ı, ktere´ spada´
do urcˇity´ch kategori´ı a tak lze do jiste´ mı´ry odhalit bezpecˇnostn´ı incidenty v s´ıti [11].
Prˇeva´zˇneˇ je ale snaha vyuzˇ´ıt tuto technologii v syste´mech NIDS a NIPS. Veˇtsˇina teˇchto
rˇesˇen´ı pouzˇ´ıva´ pro analy´zu u´tok˚u detekci anoma´li´ı. Prˇ´ıkladem mu˚zˇe by´t cˇesky´ prototyp
syste´mu NIDS, CAMNEP [17]. Je vyv´ıjen Cˇesky´m vysoky´m ucˇen´ım technicky´m a Masa-
rykovou univerzitou. Tento syste´m pouzˇ´ıva´ data NetFlow z´ıskana´ z v´ıce bod˚u v s´ıti. Data
jsou na´sledneˇ analyzova´na pomoc´ı agent˚u, kde kazˇdy´ agent pouzˇ´ıva´ jinou funkci pro detekci
anoma´li´ı. Vy´sledkem je mı´ra d˚uveˇry v dany´ tok. Na´sledneˇ lze toky podle z´ıskany´ch hodnot
filtrovat a vizualizovat.
Protokol NetFlow je relativneˇ nova´ technologie, ktera´ nen´ı ve velky´ch s´ıt´ıch zat´ım moc
rozsˇ´ıˇrena´. Tyto s´ıteˇ pro kvalitn´ı a u´plna´ data NetFlow potrˇebuj´ı hardwarove´ sondy NetFlow,
aby zamezily vzorkova´n´ı a za´teˇzˇi smeˇrovacˇ˚u. Dı´ky teˇmto sonda´m se ale tato technologie sta´le
v´ıce rozsˇiˇruje. Ukla´dana´ data NetFlow obsahuj´ı mnozˇstv´ı informac´ı o provozu v s´ıti. Je tedy
snaha pouzˇ´ıt tato data pro zvy´sˇen´ı bezpecˇnosti s´ıteˇ a navrhnout kvalitn´ı NIDS, ktery´ by
na za´kladeˇ teˇchto dat byl schopen detekovat u´toky i ve vysokorychlostn´ıch s´ıt´ıch.
10.2 Mozˇna´ rozsˇ´ıˇren´ı
Protozˇe protokol NetFlow je uzavrˇeny´ protokol a funguje pouze na Cisco zarˇ´ızen´ıch, je
mozˇne´ pouzˇ´ıt jiny´ standard pro monitorova´n´ı s´ıteˇ. Nab´ız´ı se pouzˇ´ıt standard sFlow. Tento
monitorovac´ı standard je jednodusˇsˇ´ı nezˇ protokol NetFlow. Je implementova´n na v´ıce
zarˇ´ızen´ıch. Veˇtsˇina prˇep´ınacˇ˚u tento standard podporuje a je tedy v´ıce rozsˇ´ıˇreny´. Dı´ky
tomu by data mohla by´t z´ıska´va´na z v´ıce mı´st v s´ıti. Nevy´hody standardu sFlow ale
pravdeˇpodobneˇ prˇevazˇuj´ı. sFlow pouzˇ´ıva´ vzorkova´n´ı paket˚u. Jak bylo zmı´neˇno v kapitole 7
a 4 je toto u bezpecˇnostn´ı analy´zy nezˇa´douc´ı. Podle zkusˇenost´ı z praxe jsou pak zarˇ´ızen´ı,
ktere´ maj´ı zapnute´ zaznamena´va´n´ı statistik pomoc´ı sFlow a procha´z´ı jimi veˇtsˇ´ı datovy´ tok,
velice nestabiln´ı. Prˇesto je to jedna z mozˇnost´ı, ktera´ by mohla by´t uzˇitecˇna´ a rozsˇ´ıˇrila by
funkcionalitu tohoto projektu. Cˇasem bude take´ pro s´ıt’ VUT doda´na hardwaroveˇ akcele-
rovana´ sonda NetFlow, pomoc´ı ktere´ budou z´ıska´va´ny plnohodnotna´ data NetFlow. Bylo
by tedy vhodne´ implementovane´ rˇesˇen´ı otestovat na teˇchto datech a doplnit zpracova´n´ı
prˇ´ıznak˚u u paket˚u TCP a jednotlivy´ch ko´d˚u u paket˚u ICMP. Dalˇs´ım rozsˇ´ıˇren´ım by mohlo
by´t samostatne´ webove´ rozhran´ı, optimalizace algoritmu a prˇ´ıpadne´ pouzˇit´ı algoritmu˚ pro




V u´vodn´ıch cˇa´sti diplomove´ pra´ce jsem se zaby´val prˇeva´zˇneˇ teoretickou cˇa´st´ı. Nastudoval
jsem protokol NetFlow, u´daje o sondeˇ NetFlow a sezna´mil jsem se s na´stroji, ktere´ jsou
potrˇebne´ k pra´ci s daty NetFlow. Da´le jsem nastudoval problematiku skenova´n´ı zarˇ´ızen´ı
v s´ıti. Sezna´mil jsem se s r˚uzny´mi typy skenova´n´ı jak u protokolu TCP, tak UDP. Nut-
nost byla nastudovat manua´ly a informace o skenovac´ıch na´stroj´ıch jako je nmap, nessus
a o prˇ´ıstroji EtherScope. V laboratorˇi jsem za pomoci teˇchto na´stroj˚u a sondy NetFlow
oskenoval zarˇ´ızen´ı v s´ıti a analyzoval z´ıskane´ u´daje ze sondy.
V prakticke´ cˇa´sti diplomove´ pra´ce jsem analyzoval data z pa´terˇn´ı s´ıteˇ VUT. Z teˇchto
dat jsem vytvorˇil statistiky, ktere´ umozˇnˇuj´ı detailneˇjˇs´ı pohled na fungova´n´ı s´ıteˇ. Na za´kladeˇ
teˇchto statistik jsem implementoval sadu skript˚u, d´ıky ktery´m jsem schopen v datech
NetFlow detekovat pokusy o skenova´n´ı.
Pro analy´zu tok˚u je pouzˇita technika pro data-mining - rozhodovac´ı strom.
Dosazˇene´ vy´sledky byly konzultova´ny se spra´vcem pa´terˇn´ı s´ıteˇ VUT, byla diskutova´na
omezen´ı, ktere´ vyply´vaj´ı z praxe a byly navrzˇeny u´pravy skript˚u, aby se vy´sledky daly
rea´lneˇ vyuzˇ´ıt pro zajiˇsteˇn´ı veˇtsˇ´ı bezpecˇnosti s´ıteˇ VUT, naprˇ. omezen´ı detekova´n´ı skenova´n´ı
pouze z vniˇrn´ı s´ıteˇ.
V diplomove´ pra´ci jsem doka´zal i z nekompletn´ıch, anonymizovany´ch dat NetFlow de-
tekovat skenova´n´ı s´ıteˇ. Ve vysokorychlostn´ıch s´ıt´ıch, jako je s´ıt’ VUT, je teˇchto u´toku velke´
mnozˇstv´ı. Reakce na tato skenova´n´ı nen´ı trivia´ln´ı a je probra´na v kapitole 10. Zpracova´n´ı
z´ıskany´ch dat tedy za´vis´ı na spra´vci s´ıteˇ, ktery´ urcˇ´ı d˚ulezˇita´ data z hlediska bezpecˇnosti
dane´ s´ıteˇ.
Detekovana´ skenova´n´ı lze take´ pouzˇ´ıt pro odhalen´ı sˇkodlivy´ch programu˚. Veˇtsˇina teˇchto
programu˚ prˇi sˇ´ıˇren´ı se s´ıti skenuje danou pods´ıt’ a tato skenova´n´ı by byla implementovany´mi
skripty detekova´na.
Tato pra´ce mu˚zˇe by´t prˇ´ınosem pro velke´ akademicke´ s´ıteˇ nebo pro poskytovatele prˇipojen´ı,
kde detekovane´ u´daje mohou by´t pouzˇity pro zvy´sˇen´ı bezpecˇnosti dane´ s´ıteˇ. V kapitole 9
je popsa´na konkre´tn´ı implementace pro s´ıt’ VUT. Mozˇnosti rozsˇ´ıˇren´ı jsou popsa´ny v 10.2.
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Prˇ´ıloha A
Na´stroj nfdump - forma´t vy´stupu
pipe
Vy´stup forma´tu pipe je urcˇen k dalˇs´ımu zpracova´n´ı jiny´m programem. Jednotlive´ polozˇky
jsou oddeˇleny |. IP adresy jsou ukla´da´ny jako 4 po sobeˇ jdouc´ı 32bitova´ cˇ´ısla. Pro IPv4
adresy se pouzˇ´ıva´ pouze posledn´ı 32bitove´ cˇ´ıslo. Ostatn´ı jsou nastaveny na 0.
Address family PF INET or PF INET6
Time first seen UNIX time seconds
msec first seen Mili seconds first seen
Time last seen UNIX time seconds
msec last seen Mili seconds first seen
Protocol Protocol
Src address Src address as 4 consecutive 32bit numbers.
Src port Src port
Dst address Dst address as 4 consecutive 32bit numbers.
Dst port Dst port
Src AS Src AS number
Dst AS Dst AS number
Input IF Input Interface
Output IF Output Interface







Tos Type of Service
Packets Packets
Bytes Bytes
Prˇ´ıklad forma´tu u prˇ´ıznaku TCP paketu. Kazˇdy´ prˇ´ıznak je reprezentova´n 6-ti bity.





Obra´zek B.1: Hlavn´ı a navigacˇn´ı stra´nka
Obra´zek B.2: Detaily grafu a pouzˇit´ı na´stroje nfdump ve webove´m rozhran´ı
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Prˇ´ıloha C
Uka´zka detekce a za´znam
komunikace
V te´to prˇ´ıloze jsou uka´zky detekovany´ch skenova´n´ı. Protozˇe tyto u´daje jsou citlive´, IP
adresy jsou anonymizova´ny. Pro lepsˇ´ı orientaci ale uva´d´ım, zˇe IP adresa 106.226.xxx.xxx
odpov´ıda´ s´ıti VUT.
U uka´zky komunikace jsou jednotlive´ za´znamy na´sleduj´ıc´ı:
• Datum a cˇas skenova´n´ı: 2009-01-01 00:23:14.560
• Protokol: ICMP
• IP adresa u´tocˇn´ıka: 183.48.16.38
• Skenovana´ IP adresa a port: 106.226.254.42:23
• Pocˇet paket˚u v toku: 1
• Pocˇet prˇeneseny´ch bajt˚u v toku: 64
C.1 Skenovana´ IP adresa pomoc´ı protkolu ICMP
Tato IP adresa byla pravdeˇpodobneˇ skenova´na pomoc´ı protokolu ICMP. Nelze to jedno-
znacˇneˇ urcˇit, protozˇe data NetFlow nejsou kompletn´ı. U te´to IP adresy se podarˇilo z´ıskat
dalˇs´ı informace o dane´m zarˇ´ızen´ı. Jedna´ se o prˇep´ınacˇ HP ProCurve 3500 yl. Toto skenova´n´ı
bylo potvrzene´ spra´vcem s´ıteˇ. Jedna´ se tedy o spra´vnou detekci.
2009-01-01 00:23:14.560 ICMP 106.226.49.218:0 -> 183.48.16.38:0.0 1 64
2009-01-01 00:23:16.000 ICMP 106.226.49.218:0 -> 36.62.146.250:0.0 1 44
2009-01-01 00:23:16.201 ICMP 106.226.49.218:0 -> 168.94.1.96:0.0 1 64
2009-01-01 00:23:16.264 ICMP 106.226.49.218:0 -> 183.48.19.37:0.0 1 64
2009-01-01 00:23:16.264 ICMP 106.226.49.218:0 -> 175.194.136.180:0.0 1 64
2009-01-01 00:23:16.603 ICMP 106.226.49.218:0 -> 191.113.23.8:0.0 1 64
2009-01-01 00:23:16.714 ICMP 106.226.49.218:0 -> 166.141.177.74:0.0 1 64
2009-01-01 00:23:17.230 ICMP 106.226.49.218:0 -> 62.147.172.55:0.0 1 64
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C.2 Detekce u´toku snazˇ´ıc´ı se zneuzˇ´ıt sluzˇbu Windows Mes-
senger
Tento typ skenova´n´ı je velice cˇasty´. Rozsah IP adres odkud pocha´z´ı toto skenova´n´ı je
prˇideˇlen organizaci pocha´zej´ıc´ı z Cˇ´ıny. Toto skenova´n´ı bylo take´ oznacˇeno spra´vcem s´ıteˇ
jako spra´vneˇ detekovane´.
2009-01-01 00:35:08.505 UDP 223.144.178.87:57458 -> 106.226.249.155:1027 1 600
2009-01-01 00:35:08.505 UDP 223.144.178.87:57458 -> 106.226.249.129:1027 1 600
2009-01-01 00:35:08.505 UDP 223.144.178.87:57458 -> 106.226.249.153:1027 1 600
2009-01-01 00:35:08.505 UDP 223.144.178.87:57458 -> 106.226.249.171:1026 1 600
2009-01-01 00:35:08.517 UDP 223.144.178.87:57458 -> 106.226.249.55:1026 1 600
2009-01-01 00:35:08.517 UDP 223.144.178.87:57458 -> 106.226.249.59:1026 1 600
2009-01-01 00:35:08.517 UDP 223.144.178.87:57458 -> 106.226.249.130:1027 1 600
2009-01-01 00:35:08.517 UDP 223.144.178.87:57458 -> 106.226.249.190:1026 1 600
C.3 Skenova´n´ı sluzˇby DNS
Skenova´n´ı sluzˇby DNS je nejcˇasteˇji se vyskytuj´ıc´ım typek detekovane´ho skenova´n´ı. U tohoto
prˇ´ıkladu se pravdeˇpodobneˇ nejedna´ o skenova´n´ı. IP adresa u´tocˇn´ıka pocha´z´ı ze s´ıteˇ VUT
a podle spra´vce s´ıteˇ se jedna´ o pocˇ´ıtacˇovy´ cluster, na ktere´m beˇzˇ´ı webove´ servery. Je mozˇne´,
zˇe tyto servery maj´ı nastaveno prˇevod prˇipojeny´ch IP adres na DNS jme´na. To by mohlo
zp˚usobit zvy´sˇene´ mnozˇstv´ı jednopaketovy´ch tok˚u.
2009-01-01 03:01:42.899 UDP 106.226.252.57:39000 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:5612 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:54776 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:51192 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:7843 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:56825 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:32495 -> 60.85.219.90:53 1 54
2009-01-01 03:01:42.899 UDP 106.226.252.57:20023 -> 60.85.219.90:53 1 54
C.4 Skenova´n´ı sluzˇby SSH
Skenova´n´ı te´to sluzˇby je me´neˇ cˇaste´, nezˇ skenova´n´ı sluzˇby DNS. Prˇesto jsou tyto detekovane´
spojen´ı d˚ulezˇita´. Po u´speˇsˇne´ detekci te´to sluzˇby je veˇtsˇ´ı pravdeˇpodobnost na´sledne´ho u´toku,
ktery´ by zajistil vzda´leny´ prˇ´ıstup k tomuto pocˇ´ıtacˇi. IP adresa u´tocˇn´ıka pocha´z´ı z USA.
2009-01-01 17:59:05.516 TCP 189.33.201.69:2706 -> 106.226.254.42:23 1 40
2009-01-01 17:59:05.527 TCP 189.33.201.69:2707 -> 106.226.254.41:23 1 40
2009-01-01 17:59:05.550 TCP 189.33.201.69:2711 -> 106.226.254.40:23 1 40
2009-01-01 17:59:05.573 TCP 189.33.201.69:2714 -> 106.226.254.44:23 1 40
2009-01-01 17:59:05.573 TCP 189.33.201.69:2715 -> 106.226.254.45:23 1 40
2009-01-01 17:59:05.721 TCP 189.33.201.69:2731 -> 106.226.254.47:23 1 40
2009-01-01 17:59:05.767 TCP 189.33.201.69:2738 -> 106.226.254.51:23 1 40
2009-01-01 17:59:05.767 TCP 189.33.201.69:2737 -> 106.226.254.46:23 1 40
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