' R a n d y Pollack actually informed us of Stolzenberg'
tive proof of the Lemma via Friedman's Atranslation, using automated proof transformation methods. In this paper we present a direct constructive proof of the Lemma with manifest computational content. We achieve this by reducing the problem to a construction of certain sets of sequentiul regular expressions. We eshibit a well-founded order on such sets, and the Lemma then follows by induction. 
Higman's Lemma
The SO called "Higman's Lemma" asserts that certain constructions on well quasi-ordered sets Preserve well quasi-orderedness, and was first considered by Higmall [Hig52] . It is a special case, and all essential CoInPonent, of the more general I<ruskal's tree embedding theorem and In the course this work, we discovered a direct constructive proof of the Lemma. Our proof is such that one could encode it in a formal system, say NuPRL, and then mechanically extract the computational content -an algorithmic witness for Higman's Lemma. This witness has the pleasing and important property that the search procedure is expressed inductively. That is, instead of enumerating all possible instances, and checking each for acceptability, the program is written as bounded search procedure, though with transfinite bounds. In the same way that one can write recursive functions in arithmetic as iterated inductions over the integers, the program for Higman's Lemma is an induction over another well-founded set, the set of sets of sets over a fixed carrier set. We will make all this precise in the following sections.
We view our work on Higman's Lemma as a first step towards constructive proofs of 1l;ruskal's tree embedding theorem and the graph minor theoreiu. Also, since in our proof the ordinal of induction is evident, it may assist an in- We know a' is monotonically increasing, so we have Hence, we conclude t is good, which is a cont radiction.
I
The important things to notice about this proof are
1. The use of excluded middle.
2. The use of impredicative quantification across the set of bad sequences.
Of course, our constructive proof cannot use either of these two devices, so it will be a bit more involved.
The Constructive Proof

Requirements and Preliminaries
Throughout this section we will assume E is WQO by 5. Because we are working in constructive mat.hematics, we require certain other assumptions on (E, 5 ) . To wit, we require:
0 5 must be a partial order on E. In the section on Extensions to this result, we discuss how to relax this requirement to allow 5 to be a general preorder.
0 5 come equipped with a well-founded induction scheme over non-increasing sequences of elements from E. We call these starred expressions.
An example of a. sequential r.e. for the set
In the case where C = { 1,. . . , m } , we can specialize sequential r.e.'s and, for instance, instead of {1,2,3,4} -(2,4), write {1,3}. Of course, in this case, the partial order 5 is just the equality on integers.
We need to use this kind of r.e. so that we can "subtract" a string 2, and a l l strings which it can be embedded into, from an r.e. g and end up with a. finite set of "simpler" r.e.'s as a result.
We will write s E g to mean that the string s matches the r.e. 0.
An Overview of the Constructive Proof with Examples
In this section we will give a general overview of the constructive proof and present some exa,mples to motivate the detailed version which follows. The object of our proof is to show tha.t any sequence of strings in C* is good -that is, for s = S I , s2, s3, , . . there are i < j with s; << sj.
The key to this is the observation that for a pre- 
2) s1 = 1, so E2 should represent all strings which do not contain "1" -that is, strings in 2'; any other string will be a superstring of sl. Thus, we set E2 = {2*}.
3) s2 = 22222, so E3 should represent strings which don't contain a "l", and don't have "22222" as a substring. These are the strings "2222", "222"' "22", "2", and E , so we set E3 = {2222,222,22,2, E } .
4) s3 = 2222, so E4 is further restricted to {222,22,2, €}.
At this point we see that there are a.t most four more strings in s before we find one containing a previous string. Hence, s must be good.
Example 2. This is a more complicated example. C = { 1,2} as before, and we will just show the strings s i , and the regular expression sets E;:
2) SI = 12; E2 = {2*1*}.
3 ) s2 = 221111; E3 = {21*, 1*, 2*111,2*11,2*1,2*}. In the rest of this section we formalize the concepts mentioned above and present our proof.
The Construction of Replacement Sets
A key aspect of our constructive proof is the idea. @(a, w) . In the following, we will write Ala to mean the sequence A followed by the symbol a.
We build the required set of regular expressions @ ( u , w ) in two steps. First, let w = p1p2 * * p i with pj E E, and build the following r.e.:
Second, distribute the "+" operators over the concatenations, to yield a disjunction of sequential r.e.'s. These sequential r.e.'s comprise Then we must be able to break ' UT into n (possilily empty) pieces which mat( h respectively the expressions a,. That is, there exist (possibly empty) strings w1,w2,. . . , w n such that w = w1w2.--wn and w, E U , for all i E {1, ..., n}.
@(u,w). It is important to note that if w is
Now we define @(a, w ) by
In other words, we build the set of all sequential r.e.'s derived from U by replacing a subexpression U , with an r.e. in @(a,,w,). As in the previous case. note that if w = E, then @(u.tu) = 0.
For any x E U , we can break n. into pieces,
with x, E a; for all i. If w # .T then we know w J & .x3 for some j E {I,. . . , n}.
From the previous cases we know that there is 6' E 0(u3. w 3 ) with xJ E 8, hence we have
I
The idea behind this construction is that for a string to not be a superstring of w, it can only contain a proper substring of w. So what we do is write down r.e.'s which each accept classes of strings containing dzffeerent substrings of w.
Lemma 2. Given a set of finite strings S Y* .
and a finite set of r.e.'s E such that for evcry s E S there is U E E with s E U , then for any removing elements froin B, and replacing thein such s, U we have
In other words, if we remove the r.e. U from E and replace it with the set @ ( a , s ) , then the resulting set of r.e.'s represents (at least) all the strings in S not containing s.
Proof: 
A Well-Founded Ordering
In this section we will construct a well-founded ordering (hereina,fter WFO) on finite sets of sequential r.e.'s and show that the replacement of an r.e. by a set @ ( a , s ) as in lemma 2 reduces the original set in this order. As usual, we proceed by constructing the WFO. We begin with a general lemma. Proof: Omitted.
The idea here is very simple: A is below B as a multiset if we can take B , delete some elements TV from it, and add in some more elements V.
Each new element must be lower than some old element we deleted. The WFO is strict, in the sense that for all A , A g M A .
We will now proceed to construct a number of WFO's, building up to the one we want. 
Then by lemma 6 we know E' csetre E , and by lemma 2 we know that and a, string s E U , we have
( E \ { a } ) U @(a, I / ) ) C s e t r e E .
Proof: This follows from the definition of C s e t r e
Hence, by the induction hypothesis, we coiiclude that there is j 2 k + 1 and i < j with s, << .sJ.
I
a.nd the previous lemma, from which we know every r.e. in @ ( U , w) is benea.th U .
Corollary 1 (Higman's Lemma)
The Proof Itself
Any sequence of strings in C* is good -that is, << is a WQO on E*. But this is easy to do, since in theorem 2, we are basically doing well-founded induction over the sets E , and we can map a length-n prefix of s to a set E ( s , n ) . The WFO on the sets E ( s , n )
will then induce a WFO on finite, non-increasing prefixes of s. All of this is easy to define, and the proof of well-foundedness is a trivial generalization of the proof of theorem 2.
In his work, Simpson [Sim88] defines a set C to be coristructive well quasi-ordered ( C WQO) exactly when finite, non-increasing sequences over C are well-foundedly ordered under extension.
Thus, one can think of the extension just described as showing that the "star') operator maps a CWQO Z iiito a CWQO E*.
In this proof we also assumed that 5 was a decidable partial order. If instead we let 5 he a decidable preorder, and in our construction This guarantees that we can perform our induction on the preorder.
Conclusions and Directions for Further Work
We have presented a direct, constructive proof of Higman's Lemma for arbitrary preorders, where a well-founded induction scheme which respects the equality induced by the preorder is provided.
Further research on the complexity of the algorithm in terms of the input sequence, and the applicability of this approach to Kruskal's Theorem, are in progress. We do not see much chance of applying the construction here presented in anything like a direct manner, but we do hope that the insight gained here will allow us to make progress toward a direct proof of Kruskal's Theorem.
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While were privately circulating this paper for comments from the community, we mere 
