In this paper, we describe the spaces of stability conditions on the triangulated categories associated to three dimensional crepant small resolutions. The resulting spaces have chamber structures such that each chamber corresponds to a birational model together with a special Fourier-Mukai transform. We observe these spaces are covering spaces over certain open subsets of finite dimensional vector spaces, and determine their deck transformations.
Introduction
In this paper we describe the spaces of stability conditions on some triangulated categories associated to three dimensional crepant small resolutions. For a triangulated category D, the space of stability conditions Stab(D) was introduced in [3] to give a mathematical framework for Douglas's notion of Π-stability. In [5] , [6] , T.Bridgeland described the spaces of stability conditions for some Calabi-Yau categories, and this paper gives another example of such spaces.
Let X, Y be complex threefolds, and f : X → Y be a three dimensional crepant small resolution: i.e. f is a resolution of singularities which is an isomorphism in codimension one, and K X is numerically zero relative to f . Then Y has only Gorenstein terminal singularities and the exceptional locus C = ∪ N i=1 C i is a tree of rational curves. Let D b (X) be the bounded derived category of coherent sheaves on X. We define D X/Y to be D X/Y := {E ∈ D b (X) | Supp(E) ⊂ C}.
In the paper [1] , the Π-stability on D X/Y is used to discuss a reconstruction problem of X from the derived category. Especially if the stability condition changes, then another varieties may be reconstructed, e.g. flops. The aim of this paper is to describe the space of stability conditions of the above category, and see flops naturally appear on this space. Note that D X/Y is not changed by passing to the formal completion along C, so throughout we assume Y = Spec R for some complete local noetherian C-algebra R.
There are at least two types of stability conditions, one of them is algebraic and the other is geometric. The algebraic one is given by the same method as in two dimensional case, i.e. when f is a minimal resolution of a Kleinian quotient singularity. In this case, T.Bridgeland [5] used McKay correspondence to give an algebraic description of D X/Y , and constructed stability conditions. In the three dimensional case, we have also an incarnation of McKay correspondence established by M.Van den Bergh [11] . According to [11] , there exists a vector bundle E on X such that the following functor gives an equivalence:
Here A is an algebra A := Hom(E, E), and Mod(A) is the Abelian category of finitely generated left A-modules. Under the above equivalence, D X/Y corresponds to the subcategory of D b (Mod(A)), consisting of complexes whose cohomologies are nilpotent A-modules. Also, the above equivalence restricts to the equivalence:
R Hom(E, * ) : 0 Per(X/Y ) −→ Mod(A).
Here 0 Per(X/Y ) is the heart of the perverse t-structure constructed in [2] . As in the two dimensional case, the subcategory of Mod(A) consisting of nilpotent modules has N + 1 simple objects S 0 , S 1 , · · · , S N . Pulling back to D b (X), we obtain N + 1 simple objects of 0 Per(X/Y ) ∩ D X/Y . This observation enables us to give stability conditions which are algebraic and even combinatory.
On the other hand, we can also give a more geometric description of stability conditions. Let Coh C (X) := D X/Y ∩ Coh(X). For R-divisors β, ω ∈ Pic(X) R , let Z (β,ω) : K(D X/Y ) → C be Z (β,ω) (E) := − e −(β+iω) ch(E).
If ω is ample, then the pair σ (β,ω) := (Z (β,ω) , Coh C (X)) defines a stability condition on D X/Y . These stability conditions are contained in the real codimension two submanifold Stab n (D X/Y ):
We denote by U X,n ⊂ Stab n (D X/Y ) the set of such stability conditions as σ (β,ω) , and by Stab In the case of flop X → Y ← W , T.Bridgeland [2] gave a particular element (W, Φ W ) ∈ FM(X), explicitly given as follows: (c.f. [10] )
Here p X , p W are projections from X × W onto corresponding factors. We will call such equivalence "standard". Define FM
• (X) ⊂ FM(X) to be the subset generated by standard equivalences and tensoring by line bundles. Theorem 1.1 We have the following union of chambers:
such that if two chambers intersect, then they determine the same chambers. Moreover we have
Let N 1 (X/Y ) be the group of numerical classes of R-divisors and N 1 (X/Y ) C := N 1 (X/Y )⊗ R C. Let Γ f be the dual Dynkin graph of the exceptional locus of f , and Λ f be the associated root lattice of Γ f . We can regard the elements of N 1 (X/Y ) C as complex functions on Λ f . Let V (Λ f ) be the set of roots of Λ f . For a root v ∈ V (Λ) and k ∈ Z, define H v , as follows:
defined by sending a stability condition to its central charge, is a regular covering map. 
and the exact sequence:
Let C X/Y be the full subcategory of D X/Y , whose objects E satisfy Rf * E = 0. We will also give the descriptions of Stab(D X/Y ) and Stab(C X/Y ) in Section 5 and Section 6.
The results of this paper together with some developments on derived categories and stability conditions can be seen in T.Bridgeland's manuscript [8] for the ICM talk in 2006.
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Notations and Conventions
• All the schemes are defined over C.
• For a triangulated category D, its K-group is denoted by K(D).
• For a scheme X, we denote by Coh(X) and D b (X) the Abelian category of coherent sheaves and its bounded derived category respectively. The shift functor on D b (X) is denoted by [1] . Also for a subscheme Z ⊂ X, we denote by Coh Z (X) ⊂ Coh(X) the subcategory whose objects are supported on Z.
2 Stability conditions on triangulated categories.
In this section, we give a brief summary on the definitions of stability conditions on triangulated categories, and their properties. Details and proofs are written in [3] . Definition 2.1 A stability condition of a triangulated category D consists of a data σ = (Z, P), where Z : K(D) → C is a linear map, and full additive subcategories P(φ) ⊂ D for each φ ∈ R, which satisfies the following:
• P(φ + 1) = P(φ) [1] .
• If φ 1 > φ 2 and A i ∈ P(φ i ), then Hom(A 1 , A 2 ) = 0.
• If E ∈ P(φ), then Z(E) = m(E) exp(iπφ) for some m(E) ∈ R >0 .
• For a non-zero object E ∈ D, we have the following collection of triangles:
B B B B B B B
A n such that A j ∈ P(φ j ) with
In the above definition, Z is called a central charge. Each P(φ) is an Abelian category, and the non-zero objects of P(φ) are called semistable of phase φ, and simple objects of P(φ) are called stable. The objects A j are called semistable factors of E with respect to σ, and we write φ + σ (E) = φ 1 and φ − σ (E) = φ n . The mass of E is defined as
For an interval I ⊂ R, define P(I) to be the extension closed subcategory of D generated by P(φ) for φ ∈ I. Equivalently, a nonzero object E ∈ D is in P(I) if and only if the phases of its semistable factors are contained in I. If I = (a, b) with b − a ≤ 1, then P((a, b)) is a quasiAbelian category (image and coimage may not coincide), and P((0, 1]) is an Abelian category. In fact, P((0, 1]) is a heart of some t-structure on D. This leads to the following proposition:
Giving a stability condition on D is equivalent to giving a bounded t-structure on D, and a centered slope function on its heart Z : K(D) → C, which satisfies Harder-Narasimhan property.
In the above proposition, centered slope function means, if A ⊂ D is the heart of the t-structure, then 0 = E ∈ A ⇒ Z(E) ∈ R >0 exp(iπφ) with 0 < φ ≤ 1.
To give a good theory of stability conditions, we have to put an extra condition, called local finiteness. This means for each φ ∈ R, there exists ε > 0 such that quasi-Abelian category P((φ − ε, φ + ε)) is of finite length, i.e. noetherian and artinian with respect to the strict monomorphism A ֒→ B. (strict means image and coimage coincide.) In particular each P(φ) is also of finite length, hence has a Jordan-Hörder decomposition.
The subset of locally finite stability conditions on D has the following generalized metric given by:
With respect to this topology, the functions φ ± σ , m σ are continuous. This topological space is denoted by Stab(D). Forgetting the information of P, we have the map: 
The additive group C also acts on Stab(D): for λ ∈ C, λ(σ) = (Z ′′ , P ′′ ) with P ′′ (φ) = P(φ + Re λ) and Z ′′ (E) = exp(−iπλ)Z(E). This action commutes with the action of autoequivalences.
For a given triangulated category D, it is not clear whether Stab(D) is non-empty or not. However as in [5] , [6] , we can construct stability conditions under the existence of some tstructures. Assume that D has a bounded t-structure whose heart A is of finite length with finitely many simples, say S 0 , · · · , S N . For an object E ∈ D, we denote by [E] ∈ K(D) the corresponding class in the K-group. Then we have the following lemma: Lemma 2.4 Let A be as above and R ⊂ Hom Z (K(D), C) be the subset:
Then for each Z ∈ R, there exists the unique stability condition σ ∈ Stab(D) with heart A and Z(σ) = Z. These points form a region U ⊂ Stab(D) such that Z restricts to give a homeomorphism between U and R.
Proof. This lemma is essentially same as in [5, 
As remarked in [4, Definition 8.1], if the above condition is satisfied at some point σ ∈ Stab • (D), then it holds at any point of Stab
• (D).
Lemma 2.6 Suppose the subset S ⊂ D has bounded mass in Stab
Proof. Take σ = (Z, P) ∈ U which satisfies Re Z([S i ]) = 0 for all i. Let us take M > 0 which satisfies m σ (E) < M for all E ∈ S. Then the stable factors
By the choice of σ, A i is isomorphic up to shift to S j for some j. In particular such A i 's form a finite subset in K(D). Hence it follows that there are finitely many possibilities of [E] for E ∈ S.
The following proposition is due to [4, Proposition 8.3] .
Then there is a finite number of real codimension one submanifolds {W γ | γ ∈ Γ} such that each connected component
has the following property: If E ∈ S is semistable in σ for some
Proof The only different point from [4, Proposition 8.3 ] is the proof of [4, Lemma 8.2], which is easier in our case as shown in Lemma 2.6.
Next we see what occurs on the boundaries of U ⊂ Stab • (D). In the Definition 2.8, Definition 2.10 and Proposition 2.9, we will not assume A is of finite type nor has finitely many simple objects. First we recall torsion theories.
Definition 2.8 A pair (T , F) of full subcategories of the Abelian category A is called a torsion pair if
• For T ∈ T and F ∈ F, we have Hom(T, F ) = 0.
• For any object A ∈ A, there exists an exact sequence,
with T ∈ T and F ∈ F. Objects of T , F are called torsion and torsion-free respectively.
Given a torsion pair of A which is a heart of a bounded t-structure on D, we can produce another Abelian category in D by the following proposition: Proposition 2.9 [12] Let (T , F) be a torsion pair of A. Then the following full subcategory
is a heart of some bounded t-structure on D. In particular A ♯ is an Abelian category.
In the situation of Proposition 2.9, we say A ♯ is obtained by tilting with respect to the torsion pair (T , F). In order to construct torsion pairs, we fix some notations.
Definition 2.10 For an Abelian category A and its subcategory B, we define
If B consists of one object S, we denote ⊥ (S ∈ A) etc. Also we denote by < B > the smallest extension closed subcategory of A which contains B. We say A is generated by B iff A = < B >. Similarly we say an object E ∈ A is generated by B iff E ∈ < B >.
Now let us assume A is of finite length and has simple objects {S i } 0≤i≤N again. Then consider the pairs of subcategories of A:
We can see these pairs determine the torsion pairs on A. (c.f. [7] ). We denote by
Lemma 2.11 By the same notation as in Lemma 2.4, let us take σ = (Z, P) ∈ U . Suppose there exists some i such that
Proof. We show (1). The proof of (2) is almost same. Since P((0, 1]) and A ♯ i are both hearts of bounded t-structures, it suffices to show A
Then S i is stable with respect to σ ′ , hence at least semistable in σ. Therefore S i ∈ P(0), hence S i [1] ∈ P(1). Next take E ∈ ⊥ (S i ∈ A). Since E ∈ A = P ′ ((0, 1]) and σ ∈ U , we have E ∈ P([0, 1]). Moreover Hom(E, S i ) = 0, hence all the stable factors of E in σ have positive phases. This implies E ∈ P((0, 1]).
3 Perverse sheaves for small contractions.
In this section, we recall perverse t-structures for some birational morphisms constructed in [2] , and the analogue of McKay correspondence established in [11] . Let X, Y be C-schemes, and f : X → Y be a projective morphism. As in the introduction, we assume the following:
• Y = Spec R for some noetherian local complete Gorenstein C-algebra R of dimension three.
• f is a resolution of singularities, which is an isomorphism in codimension one, and
Let C ⊂ X be the exceptional locus of f . Then C is a tree of rational curves whose dual graph is a Dynkin graph. Let us consider the unbounded derived category of quasi-coherent sheaves, denoted by
has a left adjoint Lf * and a right adjoint f ! :
where D X and D Y are Grothendieck duality functors [13] . We define full subcategories
Then we have the following triple of the triangulated categories:
In this situation, we can glue t-structures onĈ X/Y and a standard t-structure on D qc (Y ).
Definition 3.1 [2] For p ∈ Z, define t-structures on D qc (X) as follows:
The heart of the above t-structure is denoted by p Per(X/Y ):
It is easy to see p Per(X/Y ) is an Abelian subcategory of D b (X).
Next we recall the analogue of McKay correspondence given in [11] . Let C 1 , C 2 , · · · , C N be the irreducible components of C. Then since Y is complete, there exist line bundles L i ∈ Pic(X) which satisfy deg(L i | C j ) = δ ij . Let r i + 1 be the minimal number of generators of H 0 (X, L i ) as R-modules. Then define vector bundles U i on X which fit into the exact sequences:
Let E be the vector bundle E := O X ⊕ N i=1 U i , and A be the algebra A := Hom(E, E).
Theorem 3.2 [11, Theorem B]
The following functor gives an equivalence:
which restricts to the equivalence between 0 Per(X/Y ) and Mod(A).
Let Mod 0 (A) be the Abelian category of nilpotent A-modules, and
Under the above equivalence, D X/Y corresponds to the subcategory of D b (Mod(A)), consisting of objects whose cohomologies are contained in Mod 0 (A). Therefore 0 Per(D X/Y ) is equivalent to Mod 0 (A), hence is the heart of a bounded t-structure on D X/Y . Also by definition, 0 Per(C X/Y ) is the heart of the standard t-structure on C X/Y . M.Van den Bergh [11] also determined the simple objects of these categories. Let
are finite length Abelian categories. Their simple objects are
respectively.
Finally, we give the following criterion for an object to be in p Per(X/Y ). This is a combination of the criterion in [3] and Proposition 3.3. We will use this in Section 5.
Lemma 3.4 [2]
For p = 0 or −1, E ∈ D X/Y belongs to p Per(X/Y ) if and only if the following holds:
(iii) For j ≥ 1, we have the following:
.
Moreover Rf * E is a sheaf and we have the exact sequence:
In this section we describe the normalized stability conditions. Let f :
and L i ∈ Pic(X) be as in the previous section. For p = 0, 1, let us consider the codimension pcycle D on X, and p-dimensional cycle Z which satisfies dim f (Z) = 0. We define R-vector spaces N p (X/Y ) and N p (X/Y ) to be the numerical classes of these codimension p and p-dimensional cycles:
The numerical equivalence relations are defined by the existence of the perfect intersection pairing:
For example, N 1 (X/Y ) = ⊕ i R[C i ] in our case. We will use two kind of chern characters with different targets, distinguished by the symbol •:
Let A(X/Y ) ⊂ N 1 (X/Y ) be the ample cone, and A(X/Y ) C be the complexified ample cone:
Proof. We use Proposition 3.1. If dim Supp(E) = 1, then Im Z (β,ω) (E) > 0 since ω is ample. If dim Supp(E) = 0, then Z(E) ∈ R <0 . The Harder-Narasimhan property is satisfied by an easy argument, so left it to the leader.
σ (β,ω) is contained in the following submanifold:
On the other hand, the following map gives an isomorphism of vector spaces:
Hence the central charge Z restricts to give the map,
Let us define U X,n ⊂ Stab n (D X/Y ) as follows:
Then Z X,n restricts to the homeomorphism between U X,n and A(X/Y ) C . Denote by Stab
Codimension one boundaries of U X,n Next we investigate the codimension one boundaries of U X,n . Note that the nef cone A(X/Y ) is a rational polyhedral cone. We say σ ∈ U X,n lies in a codimension one wall if and only if Z X,n (σ) lies in a codimension one boundary of A(X/Y ) C . In other words, if we write Z X,n (σ) = β + iω, then there exists 1 ≤ i ≤ N such that ω · C i = 0 and ω · C j = 0 for j = i. Here we have used the assumption that Y is complete. Let us take and fix such ω ∈ A(X/Y ). Then there exists a contraction g i : X → Y i which contracts only C i . Moreover we have ω = g * i ω ′ for some ω ′ ∈ A(Y i /Y ). Then we can construct its flop: ,ω) , F (β,ω) ) gives a torsion pair on Coh C (X).
Proof. Let us take E ∈ Coh C (X). Then we have an exact sequence 0 → E 1 → E → E 2 → 0 such that E 1 is supported on ∪ j =i C j and E 2 is supported on C i . Since any object of F (β,ω) is pure of dimension one, we have E 1 ∈ T (β,ω) . For a sheaf A supported on C i , its reduced Hilbert polynomial with respect to
If A is a stable sheaf supported on C i , then A ∈ F (β,ω) if and only if
Hence by taking Harder-Narasimhan filtrations, we have an exact sequence 0 → E 3 → E 2 → E 4 → 0 with E 4 ∈ F (β,ω) and E 3 ∈ T (β,ω) . Combining these, there exists E 5 ∈ Coh C (X) such that we have the exact sequences,
Since
Let A (β,ω) ⊂ D X/Y be the tilted subcategory with respect to (T (β,ω) , F (β,ω) ). In order to see A (β,ω) appears as some point of U X,n , it is useful to compare it with perverse t-structures in the previous section. The following lemmas will be also used to glue the regions by Fourier-Mukai transforms. 
Proof.
(1) For simplicity we assume p = 0. The inclusion is obvious, so we show the left hand side generates the right hand side. Let us take A ∈ 0 Per(X/Y i ) ∩ D X/Y . Then we have the distinguished triangle and the exact sequence in Coh(X):
such that B is supported on ∪ j =i C j and B ′ is supported on C i . By Lemma 3.4, we have
(2) By (1) and Proposition 3.3, the generators of both sides coincide.
Then we have
Proof. Since both sides are hearts of t-structures on D X/Y , it suffices to show the left hand side contains the right hand side. By Lemma 4.3 (1) and Proposition 3.3, it is enough to check the following:
which is obvious. Now we can describe the points of ∂U X,n .
Lemma 4.5 There exists a stability condition σ = (Z (β,ω) , P) ∈ ∂U X,n if and only if β · C i / ∈ Z. If β · C i / ∈ Z, then the pair (Z (β,ω) , A (β,ω) ) gives the point of ∂U X,n .
Proof. Let us take σ ∈ ∂U X,n . Since
is at least semistable with respect to σ. This implies 
Hence it suffices to check A (β,ω) is noetherian and the pair (Z (β,ω) , A (β,ω) ) satisfies HarderNarasimhan property. First we check A (β,ω) is noetherian. Assume there exists an infinite sequence
We put E ∞ = E. Note that E n is concentrated on degree zero at the generic point of C j for j = i. Hence we may assume the generic length at C j are constant for all j = i. Then let us take the exact sequence 0
by Lemma 4.4. We obtain the sequence Finally we check Harder-Narasimhan property. For E ∈ A (β,ω) , we denote by φ(E) ∈ R its phase. Let us assume there exists an infinite sequence · · · ⊂ E n ⊂ · · · ⊂ E 2 ⊂ E 1 in A (β,ω) such that φ(E n+1 ) > φ(E n ) for all n. Then Im Z (β,ω) (E n ) > 0. Again we may assume generic length at C j are constant for j = i. If we take the exact sequence 0 → E n+1 → E n → G n → 0 in A (β,ω) , then G n is supported on C i , hence Z (β,ω) (G n ) ∈ R <0 . But this implies φ(E n ) > φ(E n+1 ), hence a contradiction.
Other regions by Fourier-Mukai transforms
We can construct other such regions as U X,n using Fourier-Mukai transforms, and glue them. Let g : W → Y be another crepant resolution. We say the equivalence Φ :
Here p X , p W are corresponding projections from X × W . Note that for a closed point ω ∈ W , we have Φ( By the result of [2] , for every crepant resolution g : W → Y there exists (W, Φ) ∈ FM(X). Let us consider the case of flop X † i 
X. We use the notation of the diagram (♦). In this case, T.Bridgeland [2] constructed the element (X
We call such equivalences "standard". For later use, we give the following definition.
Definition 4.7 We define subsets
as follows: FM * (X) consists of pairs (W, Φ) ∈ FM(X) such that there exists a factorization of the birational map φ : W X,
and equivalences of Fourier-Mukai type over Y , Φ j :
Each Φ j is one of the following:
• type I : X j = X j−1 and Φ j is a shift functor [1] .
• type II : X j = X j−1 and Φ j ∼ = ⊗L for L ∈ Pic(X j ).
• type III : X j X j−1 is a flop and Φ j is a standard equivalence.
We also define FM • (X) ⊂ FM * (X) to be pairs (W, Φ) with Φ j type II or III, and FM † (X) ⊂ FM
• (X) with Φ j type III.
For (W, Φ) ∈ FM(X), let us define φ :
Here φ is the birational map φ = f −1 • g : W X and φ * is the strict transform.
Proof. By the definition of FM e (X), we have Φ(
We can compute the induced map on central charges as follows. For β + iω ∈ N 1 (W/Y ) C let β, ω be R-line bundles such that c 1 ( β) = β and c 1 ( ω) = ω. For E ∈ D X/Y , we have
Here * means the dual operator i.e. reverses the sign of N 1 -component. On the other hand, by Grothendieck Riemann-Roch, we have the following commutative diagram (c.f. [9] ):
Here R ∈ D b (X × W ) is the kernel of Φ and φ R is given by the correspondence ch
Note that since our situation is local on Y , the factor of Todd genus is not involved. Also note that we are taking truncated chern characters ch
• in the diagram. But the commutativity follows since R is supported on X × Y W . This fact is checked by an easy argument, and left it to the reader. (also see [15] ). By the diagram, we have
where D ⊂ X is a divisor. Hence we have ch
Now we can construct other regions in Stab n (D X/Y ) as follows:
Definition 4.9 For (W, Φ) ∈ FM e (X), we define the region U n (W, Φ) as follows:
Due to Proposition 4.8, Z n restricts to give a homeomorphism between U n (W, Φ) and
Descriptions of Stab
• n (D X/Y ).
Now we can describe Stab
• n (D X/Y ). First we investigate the chamber structure on Stab
Proposition 4.10 The regions U n (W, Φ) satisfy the following:
• U n (W, Φ)∩U n (W ′ , Φ ′ ) = ∅ in a codimension one wall if and only if W ′ W is a flop, and
Proof. We may assume W ′ = X and Φ ′ = id. Suppose U n (W, Φ) ∩ U n (X, id) = ∅. Then Φ takes Coh C (W ) to Coh C (X). Note that simple objects of these categories are skyscraper sheaves. Hence for p ∈ W , we have Φ(O p ) ∼ = O φ(p) for some φ(p) ∈ X. Since Φ is Fourier-Mukai type, φ gives an isomorphism W ∼ = X and Φ ∼ = ⊗L for some L ∈ Pic(X). (c.f. [14, Theorem 3.2]).
Next let us consider a flop φ i : X † i X. Recall that the standard equivalence
Hence by Lemma 4.3 (2), Φ i restricts to give the equivalence:
By Lemma 4.4 and Lemma 4.5, both sides appear as t-structures of some points in codimension one boundaries of U X † i ,n and U X,n respectively. On the other hand if
intersects with U n (X, id) in the subset of the codimension one wall, whose image under Z X,n is the following:
By Lemma 4.4 and Lemma 4.5,
• Φ i ) also intersects with U n (X, id) and such intersections cover all the codimension one walls. Hence the proposition follows.
Theorem 4.11
We have a disjoint union of chambers:
in the sense that if two chambers intersect, then they coincide. Moreover we have M n = Stab
Proof. The argument of Proposition 4.10 also implies M n ⊂ Stab
be a path such that γ(0) = σ 0 and γ(1) = σ. Since the chambers φ * A(W/Y ) C for smooth minimal models φ : W X are finite, we may assume Z X,n (γ) passes through only codimension one walls. Then γ(t) ∈ M n for all t ∈ [0, 1].
Next we see that Stab X is a flop at C i , then there exists a natural graph isomorphism ψ i : Γ f † i → Γ f . In fact since φ i is an isomorphism outside C i , φ i induces the bijection between vertexes of the dual graphs except the vertex corresponding to C i . Hence it extends to the bijection between vertexes uniquely, which gives ψ i . Let us consider the induced linear map
Then it is the dual of the Weyl reflection with respect to O C i (−1). We define FM • (X) to be the set of data (W, Φ, κ), where (W, Φ) ∈ FM • (X) and κ is a factorization of φ : W X,
as in Definition 4.7. By the above construction, we have obtained the following lemma:
Lemma 4.12 By composing graph isomorphisms of exceptional locus with φ in Proposition 4.8, we obtain the map:
Its image coincides with the subgroup generated by duals of Weyl reflections with respect to simple roots of Λ f and translations by the lattice Pic(X) ⊂ N 1 (X/Y ).
Let V (Λ f ) be the set of roots of Λ f and S(Λ f ) :
Let Aut • n (D X/Y ). We define the subgroup G n which fits into the exact sequence:
Here " det " is defined as follows:
which is a group homomorphism since f is an isomorphism in codimension one.
Theorem 4.13
We have the following map:
It is a regular covering map with Galois group equal to G n .
Proof. We divide the proof into 3 steps.
Step
Proof. By Theorem 4.11, it suffices to show that for σ = (Z (β,ω) , P) ∈ U X,n , we
Then by the argument of Lemma 4.12, there exist flops over Y ′ ,
and a simple root
Note that ω is contained in φ * A(W/Y ). Using Theorem 4.11 and the fact that Z X,n is a local isomorphism, we can find a region U (W, Φ) such that σ ∈ U (W, Φ).
Step 2 Z n is surjective.
Proof. By Proposition 4.8, it suffices to show the surjectivity on
H v is a real codimension one hypersurface and we have the fiber space structure
with fiber f ′ * A(Y ′ /Y ). Let C(X/Y ′ ) be one of the connected component of the right hand side, defined by
We are now going to argue that it suffices to check the surjectivity on Π −1 (C(X/Y ′ )). Let G W be the group of Weyl reflections generated by
be the lattice consisting of numerical classes of line bundles. Then the action of G W preserves Pic(X/Y ′ ). Hence we can consider the semi-direct product G W ⋉ Pic(X/Y ′ ) with its action on
. This action also induces the action on the connected components of •
Also note that for any graph isomorphism ψ :
. Therefore using Proposition 4.8, we may assume Π(β + iω) lies in C(X/Y ′ ). In this region, let us take the pair:
By the same proof as in Lemma 4.5, we can conclude σ ∈ Stab
Step 3 Z n is a regular covering map with Galois group G n .
Proof. Note that for Φ ∈ Aut 
Taking the limit, we have g(σ) = σ ′ . This shows Z n is a regular covering map with Galois group G n . .
Corollary 4.14 We have the group isomorphism
and the following exact sequence:
Remark 4.15 If we knew Stab
• n (D X/Y ) is simply connected, we have the exact sequence:
5 Non-normalized stability conditions Stab(D X/Y ).
In this section we describe some connected component of Stab(D X/Y ). In describing the normalized stability conditions, the standard t-structures Coh C (X) played an important role. In fact some points of stability conditions (Z, P) with P((0 
Let us take (W, Φ) ∈ FM(X). Then as in Proposition 4.8, we can also construct the region:
We will see these regions form a chamber structure on some open subset in Stab(D X/Y ). Let us use the notation of the diagram (♦) of the previous section.
. Combined with Lemma 3.4,
Therefore it suffices to consider the wall crossing at S 0 . Let us apply Lemma 2.11 (2) to D = D X/Y and A = 0 Per(D X/Y ). We consider the torsion pair (< S 0 >, (S 0 ∈ A) ⊥ ) on A, and the corresponding tilt A ♭ 0 . By Lemma 2.11 (2) , the hearts of t-structures on τ ∈ V − coincide with
We are going to compare this t-structure with some t-structures which appear in the codimension N boundaries of U X,n ⊂ Stab n (D X/Y ).
Let us take β ± ∈ N 1 (X/Y ) to be
Then define the torsion pair (T ± , F ± ) on Coh C (X) to be
E is generated by L-stable sheaves F such that − ch 3 (F ) + β ± ch 2 (F ) > 0 , and T ± := ⊥ (F ± ⊂ Coh C (X)). By taking Harder-Narasimhan filtrations with respect to L, we can see that the pairs (T ± , F ± ) give torsion pairs on Coh C (X). Let A ± be the corresponding tilt. Then by the same proof of Lemma 4.5 and Lemma 4.4, we can show the pairs σ ± := (Z (β ± ,0) , A ± ) determines the points σ ± ∈ ∂U X,n , and A + = A. In particular F + [1] ⊂ A and T + ⊂ A. Note that in the notation of Theorem 4. 13 Step 2, β + ∈ C(X/Y ) and β − lies in the neighboring component of
By combining the proof of Theorem 4.13
Step 2 with the result of Theorem 4. 13 Step 3 and Corollary 4.14, we can find
. We divide the proof into 2 Steps.
Step 1
Proof. Let us take a stable sheaf A ∈ F − . It suffices to show A[1] ∈ 0 Per(X/Y ) and Hom(ω C , A) = 0. By Lemma 3.4, this is equivalent to the following:
, and ω C are L-stable sheaves and contained in T − . Hence there are no morphism from these sheaves to A.
Proof. Note that we have T + ⊂ T − . We claim T − is generated by T + and ω C . Let us take a stable sheaf On the other hand, since T ± is independent on the choice of ε, we have − ch 3 (A) + β 0 ch 2 (A) = 0 by taking the limit ε → 0. Here β 0 ∈ N 1 (X/Y ) is taken to be β 0 · C i = −1/N . Therefore A has the same reduced Hilbert polynomial with ω C . Hence A ∼ = ω C and T − is generated by T + and ω C . Since . This is an analogue of the chamber structure given in [6] for the stability conditions on the total space of O P 2 (−3). Theorem 5.5 α is an isomorphism and we have the following commutative diagram:
Here e takes (λ, L) to (exp(−iπλ), exp(−iπλ)L). Moreover all the arrows are regular covering maps.
Proof. Most proofs are done as in the normalized stability conditions. So we omit the detail and left it to the reader. We only show the chambers in M ′ are disjoint. 
for C W ∈ C X/Y . The associated long exact sequence becomes:
Since O X is torsion free, we have H −1 (C W ) = 0. Then 
Since f * H 0 Φ(O p ) = 0, we have R 1 f * H −1 Φ(O p ) = 0. Therefore H −1 Φ(O p ) = 0 by the same reason as before. As a result, Φ(O p ) is a sheaf with numerically equal to one point. Hence Φ(O p ) ∼ = O φ(p) for some φ(p) ∈ X. Since Φ is Fourier-Mukai type, φ gives an isomorphism φ : W → X, and Φ ∼ = ⊗L • φ * for some L ∈ Pic(X). Since Φ(O W ) ∼ = O X , we have L ∼ = O X , and φ is a Y -isomorphism since we have the isomorphism Rf * ∼ = Rg * • Φ.
We have the following corollary:
Corollary 6.2 We have the group isomorphism:
and the surjection:
