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Abstract
One of the major approaches to approximation of logical theories is the upper and lower bounds
approach introduced by Selman and Kautz (1991, 1996). In this paper, we address the problem of
lowest upper bound (LUB) approximation in a general setting. We characterize LUB approximations
for arbitrary target languages, both propositional and first order, and describe algorithms of varying
generality and efficiency for all target languages, proving their correctness. We also examine some
aspects of the computational complexity of the algorithms, both propositional and first order; show
that they can be used to characterize properties of whole families of resolution procedures; discuss
the quality of approximations; and relate LUB approximations to other approaches existing in the
literature which are not typically seen in the approximation framework, and which go beyond the
“knowledge compilation” perspective that led to the introduction of LUBs.
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1. IntroductionOne of the major approaches to approximation of logical theories is the upper and lower
bounds approach introduced by Kautz and Selman in [40], and further developed in [23,
41]. The basic idea of this approach is to formally define notions of approximation of logi-
cal theories relative to a given target language. The approximations are defined as theories
expressed in the target language (so as to inherit any desirable features from it) which are
“closest” to the input theory, where this notion of “closeness” is defined precisely in terms
of a “lowest upper bound” (LUB) and (multiple) “greatest lower bounds” (GLBs). LUB
and GLB approximations are thus reformulations of the input theory in a typically less
expressive target language. The initial motivation was achieving tractability of inference.
If the target language has tractable inference, then we can perform certain inferences effi-
ciently using the approximate theories. The most notable example of this approach, though
not the earliest, is given by Horn approximations. Selman and Kautz first showed that a
significant subset of queries about the consequences of a propositional theory could be
answered in polynomial time by resorting, essentially, to the Horn implicates of a theory
(their Horn LUB or strongest Horn weakening) and to certain kinds of Horn strengthenings
(GLBs). Thus initially the LUB-GLB approach was an instance of approximate knowledge
compilation. The main idea of knowledge compilation (see [4] for a survey) is to transform
a knowledge base into a compiled knowledge base with allows for tractable reasoning. The
key idea is to invest time and space in an extra “preprocessing” step that will later sub-
stantially speed up query answering, in the expectation that the cost of compilation will be
amortized over many queries.1
Nevertheless, as we shall show in this paper, the LUB-GLB framework is not restricted
to this notion of compilation. In its full generality, it is closely related to many other
approaches existing in the literature, such as Inoue’s characteristic clauses [19], with its ap-
plications in problems such as abduction and non-monotonic reasoning, Darwiche’s notion
of consequence [8], originating from the problem of diagnosis, Lin’s notion of sufficient
and necessary conditions [28], etc. What is common in all these approaches is a notion
of restricted consequence-finding [15,32,39]. In particular, given suitable target languages,
LUB approximations can be used to “filter out” irrelevant parts of the knowledge base, or
equivalently to focus reasoning in the relevant parts, where the notion of relevance is task-
specific. One crucial aspect of the LUB approach is the insight that we often only need
a theory equivalent to the set of desired consequences, as opposed to obtaining them all.
Note that obtaining these desired consequences can itself be seen as a form of compilation,
and that they itself can be subject to further compilation if the target language does not
allow tractable inference.
1 It is not our goal to review here the earlier work that in a sense “led” to the LUB approach; Selman and
Kautz’s [41] is an excellent source in this regard. Among some other early references, Dalal and Etherington
[10] defined several alternative forms of “weakening” propositional theories, in which one can recognize notions
closely related to the LUB in the sense used in this paper, following [40]. In retrospect, it seems clear that LUBs
were the “best behaved” among those weakenings, in particular when coupled with the dual “strengthenings”
(GLBs) introduced also in [40], and is at any rate the one which has received by far most attention.
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The main focus of this paper is on formal characterizations of LUB approximations and
algorithms for obtaining them. Specifically, we make the following contributions:
• We provide general characterizations of LUB approximations, both propositional and
first order, which are independent of the target language.
• We discuss the connections between LUB approximations and other approaches that
can be found in the literature, and that may appear at first sight to have little to do with
knowledge compilation, which as said was the initial motivation for the LUB-GLB
framework.
• We prove the correctness of a generalized version of the Generate-LUB algorithm
(GLUB-1) first proposed by Selman and Kautz for the Horn case [40] and then partially
generalized in [23]. Our generalized algorithm lifts the restriction that the complement
language is closed under resolution, which among other things makes it applicable to
classes of target languages of polynomial size.2 We also show how to generalize it
further to arbitrary target languages, with no restrictions.
• We present an alternative algorithm for LUB computation, GLUB-2, which uses a
more restrictive form of resolution and may sometimes produce exponential space and
time savings with respect to GLUB-1.
• We lift both algorithms to the first order case, under quite general conditions. The paper
[41] considers first order languages for the input theory, but not as target languages, and
provides no algorithms for computing approximations of first order theories. We show
that the algorithms can be generalized to the first order under quite mild assumptions
about the behavior under instantiation of the target language.
• We discuss the connections between the algorithms and a broad family of resolution
procedures, thus providing an analysis of the latter in terms of their inferential power.
• Finally, we discuss a number of issues about the computational complexity of the
algorithms and the quality of approximations.
Almost all work in knowledge compilation to date considers only the propositional case.
The same can be said of work on approximation, at least within the LUB-GLB frame-
work. One reason for this is that first order approximation and compilation raises a number
of significant and subtle issues such as termination of the algorithms, finiteness of the
approximation, and semidecidability of inference, which do not appear in propositional
approximation and which are not as important for standard first order automated reasoning
as they are for compilation.
Nevertheless, the need for a first order analysis is evident from the richer expressivity of
predicate calculus, and from its ability to express knowledge much more concisely. In par-
ticular, though many problem domains involve a finite domain and can thus be expressed
propositionally, the size of the representations can easily grow too large. The problem is
even more acute for model-based representations [21,22]. So even with finite domains the
use of purely propositional compilation/approximation on propositional theories may be
2 Contrary to what is asserted in [41], by oversight, as the formal characterization of GLUB-1 was already
available in [13] and is in fact cited as source in [41].
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computationally unfeasible, specially in comparison with the cost of compiling equivalent
first order theories. And though first order Horn approximations do not have tractable infer-
ence, Plaisted [35] points out that many of the successes of first order automated theorem
proving arise from Horn or almost Horn problems, which suggests that Horn approxima-
tions are worthwhile to study in the first order as well.
Because of the many connections between LUBs and other approaches, there is a num-
ber of alternative techniques for computing the LUB, at least for restricted cases. The work
on SOL resolution [19] and kernel resolution [15,16,39] is the most general in terms of
independence from the target language and applicability to the first order, though it of-
ten focuses on computing all the desired consequences as opposed to a theory equivalent
to this set. For what we will later call vocabulary-based languages, defined by the set of
clauses over a restricted vocabulary, kernel resolution provides a way of computing the
LUB without computing all consequences over the vocabulary, and there are also alterna-
tive techniques.3 Vocabulary-based languages arise quite often in applications (abduction,
diagnosis, non-monotonic reasoning [19], partition-based reasoning in large knowledge
bases [30]), and thus techniques specially tailored to this case are certainly worth studying
even when less general, see, e.g., [33]. In this sense, we do not claim that the algorithms
discussed in this paper are the most efficient, in particular not for vocabulary-based lan-
guages. Rather, what we do is to provide a theoretical analysis of a family of algorithms
that started with the work of [40], and which also has implications on characterizing the
inferential power of a wide family of resolution procedures. In addition, for other very
important kinds of target languages, such as Horn, all alternative approaches require com-
puting all target (e.g. Horn) prime implicates, so the algorithms discussed in this paper may
still be the best.
The structure of this paper is as follows. After some formal preliminaries in Section 2,
we review the main concepts of LUB and GLB approximations in Section 3, and infor-
mally some applications in Section 4. Section 5 offers two general characterizations of
the LUB for arbitrary target languages; in particular, completeness with respect to queries
in the target language fully characterizes the LUB. These characterizations are then used
in Section 6 to discuss the broad range of connections of LUB approximations with other
concepts apparently unrelated to approximations. Section 7 presents two ground algorithms
for generating the LUB and proves their correctness. Section 8 discusses a variety of target
languages for approximation, and compares the algorithms in terms of their applicability to
these languages. Section 9 compares the algorithms in terms of computational complexity.
The first order case is discussed in Section 10, where we lift the algorithms, Section 11,
where we revisit target languages in FOL, and Section 12, where we discuss issues arising
in first order approximation such as termination and finite axiomatisability. Section 13 dis-
cusses the quality of approximations, and Section 14 a number of connections with other
well known resolution procedures. The concluding section lists a number of important open
issues.
3 E.g., Darwiche [9] for DNNF formulas; the algorithm of Lin [28] for finding sufficient and necessary condi-
tions can also be seen as a special case of kernel resolution for vocabulary based languages.
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2. Formal preliminariesWe assume familiarity with the general literature on propositional and first order reason-
ing, in particular with clausal (CNF) theories and resolution methods. This section presents
some additional definitions and terminology.
Throughout the paper, we use upper case Greek letters Σ,Γ , etc., to denote theories
(sets of clauses); lower case Greek letters σ , etc. to denote substitutions; upper case Latin
letters C, D, E, etc. to denote clauses; lower case letters x, y, z, etc. to denote literals.
For our purposes, given some propositional or first order signature, a language is simply
a set of clauses over the signature. The full language, the set of all clauses over the signa-
ture, is denoted L. A target language LT is simply any subset of L. Typical examples (we
will see many more later) are the language of Horn clauses, or the language consisting of
all clauses over some subset of the vocabulary. Throughout the paper, we will use LR = LT
for the complement of LT relative to L.
We next define subsumption, various relevant properties of target languages, implicates,
and some nuances in our definition of resolution for the first order case.
2.1. Subsumption
Definition 1 (θ -subsumption). A clause C subsumes a clause D iff Cσ ⊆ D for some
substitution σ . C θ -subsumes D iff C subsumes D and C has no more literals than D. C
properly (θ -)subsumes D iff C (θ )-subsumes D but D does not (θ -)subsume C.
In the propositional case both notions of subsumption are identical to the subset relation.
In FOL, if C subsumes D but does not θ -subsume it, then there exists a factor Cσ of C
such that Cσ θ -subsumes D.
One convenient property of θ -subsumption is that if C θ -subsumes D and D θ -sub-
sumes C then C and D must be alphabetic variants, differing only in the names given to
variables. As customary, alphabetic variants are treated as identical. This property does
not hold if we use standard subsumption. For this and other reasons that will become
clear in a moment, throughout the paper we use θ -subsumption as our primary notion.
In particular, starting in Section 3, the term “subsumption” must be understood to refer to
θ -subsumption, unless explicitly indicated by using the term “standard subsumption”.
2.2. Language properties
There are a number of properties of languages that are crucial for the correctness of the
algorithms discussed in this paper:
Definition 2 (c.u.s.). A clausal language LT is closed under subsumption (c.u.s.) iff for
every C ∈ LT , if a clause C′ θ -subsumes C then C′ ∈ LT .
Definition 3 (c.u.r.). A clausal language LT is closed under resolution (c.u.r.) iff for every
B,C ∈LT , if A is a resolvent of B and C then A ∈ LT .
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We will also refer to closure under ground subsumption and ground resolution, meaning
the restriction of the corresponding properties to the ground portion of the given language.
Definition 4 (Strict instance). A clause D is a strict ground instance of a clause C iff D
is ground, Cσ = D for some substitution σ , and C and D contain the same number of
predicate occurrences. C is said to be a strict generalization of D.
Note that if D is a ground instance of C then either D is a strict ground instance of C,
or there is some factor Cθ of C such that D is a strict ground instance of Cθ (possibly
Cθ = D). For example, let C = P(x)∨P(a). P(a) is a (non-strict) ground instance of C,
and P(a) is also a strict ground instance of a factor of C, namely P(a) itself.
Definition 5 (c.u.i.). A clausal language LT is closed under strict ground instantiation if
the following holds: If C ∈LT and D is a strict ground instance of C then D ∈LT .
Obviously, if LT is closed under strict ground instantiation then LR = LT is closed un-
der strict generalization of ground clauses. That is, if D ∈LR is a strict ground instance of
C then C ∈LR . As discussed later, natural target languages easily satisfy these restrictions.
Definition 6 (c.u.f.). A clausal language LT is closed under factoring iff for every C ∈ LT ,
if Cσ is a factor of C then Cσ ∈ LT .
Closure under factoring follows from closure under (standard) subsumption, since C
subsumes Cσ but not from closure under θ -subsumption. Closure under resolution and
factoring ensures that every resolvent or factor generated in a resolution deduction keeps
us within the language.
2.3. Implicates
There is a close connection between LUBs and prime implicates, in particular prime
implicates belonging to the target language. While these notions are well known in the
propositional case, we need to be careful in FOL.
Definition 7 (Implicates). A non-tautological clause C is an implicate of a theory Σ iff
Σ |= C. C is a prime implicate of Σ iff Σ |= C and there is no clause D such that Σ |= D
and D properly θ -subsumes C.
The set of all prime implicates of Σ is denoted Π(Σ).
The key point of this definition of prime implicates is that we use θ -subsumption instead
of standard subsumption. This makes no difference in the propositional case, but it is quite
important in FOL. In particular, this choice allows us to state the following fact:
Proposition 8. For any non-tautologous clause C, Σ |= C iff there exists D ∈ Π(Σ) such
that D θ -subsumes C.
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Proof. The right to left direction is obvious. For the other direction, Loveland [29] shows
that there can be no infinite chains of clauses such that each clause in the chain strictly
θ -subsumes the previous clause, from which the claim follows. 
This proposition, a special case of Proposition 2.5. in [19] (and Proposition 10 be-
low), does not hold using standard subsumption, as shown in [18,31] (and contrary
to what is asserted in [29] right after the proof of Lemma 4.1.1).4 And there are
other good reasons to use θ -subsumption. Suppose C = {p(x, x)}, and let Σ = {C}.
C can be seen as a factor of any of the clauses D1 = {p(x0, x1)p(z, z)}, . . . ,Dn =
{p(x0, x1) . . .p(xn−1, xn)p(z, z)}, . . . . C subsumes (in the standard sense) each Di , but
it does not properly subsume them, since each Di also subsumes C. Thus, if we defined
prime implicates in terms of standard subsumption, all the Di ’s would be prime implicates,
even though they follow from C. On the other hand, with θ -subsumption only C is a prime
implicate, since C properly θ -subsumes each Di . More generally, if a clause D has a fac-
tor Dσ that subsumes D, then Dσ properly θ -subsumes D, so according to our definition
only the factor could be a prime implicate. This is quite reasonable, since after all in this
case D and Dσ are equivalent, and the latter is simpler.
Definition 9 (LT -implicates). A clause C is an LT -implicate of Σ iff C ∈ LT and Σ |= C.
C is a prime LT -implicate of Σ iff C is an LT -implicate of Σ not strictly subsumed by
any other LT -implicate of Σ . The set of prime LT -implicates of Σ is denoted ΠLT (Σ).
Straightforwardly we have:
Proposition 10. IfLT is closed under subsumption (c.u.s.) and C ∈ LT is non-tautologous,
then: Σ |= C iff there exists D ∈ ΠLT (Σ) such that D θ -subsumes C.
2.4. Resolution deductions
We assume familiarity with the literature on resolution inference procedures. Our treat-
ment of resolution is standard, with only one important qualification: Factoring is treated
as a separate inference rule, which can be applied at any time to generate new clauses, but
which is not regarded as part of the resolution rule. The main reason for this is that a factor
and the factored clause may belong to different sublanguages, and keeping the distinction
between them is important in order to lift the algorithms presented in this paper to the first
order. As a side benefit, it allows us to make the algorithms slightly more restrictive.
With this qualification, we will speak of “resolution deductions” in a standard sense,
as any sequence of applications of either resolution or factoring from some set of input
clauses Σ . We use the following notation:
Definition 11 (Resolution deductions). We write Γ  C, for a clause C and a set of clauses
Γ , iff there exists a resolution deduction from Γ of a clause C′ that θ -subsumes C. We
4 We thank Katsumi Inoue for clarifying this issue and providing the references.
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also write Γ ∗ C to indicate that C itself is derivable, as opposed to a subsumer of C.
Finally, in Σ i C or Σ ∗i C , the i indicates that the corresponding resolution tree has
depth less or equal to i .
Also, write A ∈ Resolve(B,C) iff A is a resolvent of B and C. Note that in the propo-
sitional case Resolve(B,C) can have at most one element.
In Section 10 we will introduce additional notation for certain kinds of resolution de-
ductions.
We will make extensive use of the completeness of resolution for consequence-finding
[27]. Namely, if Σ |= C then Σ  C. While this theorem is typically formulated in terms
of standard subsumption, it is obvious that it also holds with θ -subsumption, since as noted
above we can always go from subsumption to θ -subsumption by factoring.
3. LUB approximations: review
In this section, we review the framework for LUB and GLB approximations, as de-
scribed in [23,40,41]. The basic idea is to approximate a theory in a given source language
by bounding from above and from below the set of models of the theory, where the bounds
can be expressed in a computationally less difficult (or simply better suited to some partic-
ular task) target language.
Kautz and Selman define a general framework for approximation in terms of arbitrary
source and target languages and consequence relations. In this paper, we will focus only
on clausal propositional and first order languages, with the classical consequence relation.
Let L be a propositional or first order clausal language. For any given “target language”
LT ⊆ L we can define LT -upper and lower bounds of any theory Σ expressed in L as
follows.
Definition 12. For any Σ ⊆ L, the theories Σlb,Σub ⊆ LT are respectively an LT -lower
bound and an LT -upper bound of Σ iff Σlb |= Σ |= Σub.
Letting Mod(Γ ) denote the set of models of Γ , we have:
Mod(Σlb) ⊆ Mod(Σ) ⊆ Mod(Σub).
Thus, Σlb approximates Σ “from below”, whereas Σub approximates Σ “from above”.
The “best” approximations are defined as follows:
Definition 13. Σglb ⊆ LT is an LT -greatest lower bound (GLB) of Σ ⊆ L iff Σglb |= Σ
and for no Σ ′ ⊆ LT it is the case that Σglb |= Σ ′ |= Σ but Σ ′ |= Σglb.
A GLB of Σ is thus a weakest theory of the target languageLT that entails Σ . Similarly,
an LUB of Σ is a strongest theory of LT that is entailed by Σ :
Definition 14. Σlub ⊆ LT is an LT -lowest upper bound (LUB) of Σ ⊆ L iff Σ |= Σlub and
for no Σ ′ ⊆ LT it is the case that Σ |= Σ ′ |= Σlub but Σlub |= Σ ′.
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We can use the LT -LUB Σlub and the LT -GLB Σglb of Σ for answering queries
whether Σ |= C, for any clause C, as follows. If Σlub |= C then Σ |= C, and if Σglb |= C
then Σ |= C (otherwise, answer “do not know”, or use a complete theorem prover to an-
swer). Furthermore, it is a consequence of Theorem 15 below that for C ∈ LT , if Σlub |= C
then Σ |= C. Thus, if the query language is a subset of LT then only the LT -LUB is needed
to answer queries. Of course, the use of the LT -LUB and LT -GLB instead of the original
theory for answering queries only makes sense if one can reason more efficiently (either
analytically or empirically) about the former than about the latter.
We will only be concerned with LUBs in this paper. Note that only the LUB can be
used to derive logical consequences of Σ , as opposed to rejecting non-consequences. We
speak of the LT -LUB, since it always exists (the empty theory is an LT -upper bound of
any theory), and it must be unique up to logical equivalence: the conjunction (union) of
any two upper bounds Σ ′ and Σ ′′ is by definition also an upper bound, which is at least
as strong as both Σ ′ and Σ ′′. Hence the LT -LUB is equivalent to the conjunction of all
LT -upper bounds. Further general characterizations of the LT -LUB are given below.
4. Applications
Selman and Kautz [41] empirically show the benefits of using LUBs and GLBs to an-
swer queries in random problems and in SAT encodings of STRIPS planning problems,
using unit clauses as target language. Boufkhad [2] also presents an empirical study of
various GLB algorithms. Both papers focus on faster amortized query-answering, that is,
taking into account the substantial start-up costs of computing the approximations. The
scarcity of empirical material on the use of approximations does suggest that there are
significant computational hurdles to overcome in the effective use of, say, Horn approxima-
tions in practical applications; though one can also mention the interesting applications in
learning of the more restricted k-Horn approximations [12,25]. Alternatively, we can look
at a different set of applications, specifically those suggested by the general consequence-
finding characterization of LUBs, and of the associated algorithms, provided in this paper.
This establishes fruitful theoretical connections with other reasoning tasks, as discussed at
some length in Section 6, and also helps to characterize very general families of resolution
procedures. As a result of these connections, the algorithms discussed in this paper can
provide insights into other applications with task-specific target languages. For example,
we will later see how an algorithm for abduction can be derived from the algorithms of this
paper.
5. Characterizing the LUB
In this section we provide two alternative characterizations of the LT -LUB, both of
which hold both for the propositional and first order case. We first prove a result that will
be useful throughout the paper, namely: completeness for LT queries about Σ is both
sufficient and necessary for a theory of LT to be the LT -LUB of Σ .
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Theorem 15 (LT -query completeness). Let Σlub ⊆ LT , Σ ⊆ L. The following statements
are equivalent:
• Σlub is the LT -LUB of Σ .
• For every C ∈ LT : Σ |= C iff Σlub |= C
Proof. (⇒) Suppose Σlub is the LT -LUB of Σ , and let C ∈ LT . If Σlub |= C then Σ |=
Σlub |= C. Suppose on the other hand that Σ |= C yet Σlub |= C. Then Σ ′ = (Σlub ∪ {C})
is such that Σ ′ ⊆ LT and Σ |= Σ ′ |= Σlub, yet Σlub |= Σ ′. This contradicts the fact that
Σlub is the LT -LUB of Σ .
(⇐) Suppose Σlub is not the LT -LUB of Σ . If Σ |= Σlub then there exists C ∈ Σlub ⊆
LT such that Σ |= C, where trivially Σlub |= C. Suppose therefore that Σ |= Σlub. Then
Σlub is an LT -upper bound of Σ . If it is not the LT -LUB then there exists Σ ′ ⊆ LT such
that Σ |= Σ ′ |= Σlub yet Σlub |= Σ ′. Hence there exists C ∈ Σ ′ ⊆ LT such that Σlub |= C
and Σ |= Σ ′ |= C. 
It is this characterization of theLT -LUB, which holds for arbitrary target languages, that
opens up a somewhat different perspective on the goals of compilation. Namely, the choice
of a target language can now be guided not (only) by efficiency in answering queries about
the original theory, but by the desire to obtain completeness with respect to certain query
languages, for some perhaps task specific purposes, while ignoring parts of the theory
irrelevant to the task. We will come back to this point later.
A second characterization of the LT -LUB can be given in terms of implicates of the
source theory. For target languages closed under subsumption, the LT -LUB of Σ is logi-
cally equivalent to the set of prime implicates of Σ that are in LT .
Theorem 16 (LUB characterization). If LT is closed under subsumption then the LT -LUB
of Σ is logically equivalent to Π(Σ) ∩LT .
Proof. This is a corollary of Theorem 17 below. 
To see that Theorem 16 does not hold in general for languages not closed under sub-
sumption, let LT be the language of definite clauses (clauses with exactly one positive
literal). The LT -LUB of Σ = {¬p,¬q ∨ r} is equivalent to {¬p ∨ q,¬q ∨ r}, which is
clearly not equivalent to Π(Σ) ∩LT .5
It is easy however to generalize Theorem 16 to target languages not closed under sub-
sumption. For this, we need the notion of prime LT -implicates, introduced in Section 2.
Theorem 17 (General LUB characterization). The LT -LUB of Σ is equivalent to ΠLT (Σ).
5 Selman and Kautz [40] prove Theorems 15 and 16 for the Horn case. A much more indirect proof of Theo-
rem 15 was provided in [22]. Our proof comes from [13].
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Proof. By Theorem 15, it suffices to show that for any C ∈LT , Σ |= C iff ΠL (Σ) |= C.T
Let C ∈ LT . If ΠLT (Σ) |= C then Σ |= ΠLT (Σ) |= C. For the other direction, if Σ |= C
then C is an LT -implicate of Σ , hence by Proposition 8 there exists C′ ∈ ΠLT (Σ) such
that C′ θ -subsumes C. Thus ΠLT (Σ) |= C′ |= C. 
Note that if LT is closed under subsumption then ΠLT (Σ) = (Π(Σ)∩LT ), from which
Theorem 16 follows as a corollary.
According to this characterization, the LT -LUB of any theory, for any LT , can be ob-
tained by computing ΠLT (Σ). Thus, the LUB is very strongly connected to methods for
focused consequence-finding [15,19,32], which attempt to compute such implicates with-
out computing the whole set Π(Σ). Even so, the space requirements of ΠLT (Σ) can be
overwhelming. A key insight of Selman and Kautz, which is built into the notion of LUB,
is that it often suffices to compute a theory equivalent to ΠLT (Σ), but which may be much
more concise. The initial motivation for this came from Horn approximations. If the goal
is to achieve tractable inference for some large set of queries, we do not need all the Horn
prime implicates. Any equivalent Horn theory will do, and the smaller it is, the better.
The same insight applies for target languages which do not allow for tractable inference,
since we can compute a conciseLT -LUB, and then use some other knowledge compilation
technique on the result to obtain a tractable compiled LUB.
Most consequence-finding methods compute ΠLT (Σ) only for languages closed under
subsumption, e.g., [15,19]. This restriction is however easy to lift. ΠLT (Σ) and therefore
the LT -LUB of Σ can also be characterized in terms of Π(Σ) through a certain form of
weakening of the prime implicates, a notion which can be seen as a dual of Selman and
Kautz’s notion of strengthenings. Intuitively, an LT -weakening of a clause C is a strongest
clause D ∈ LT subsumed by C.
Definition 18. A non-tautologous clause C is an LT -weakening of a clause C′ iff C ∈ LT ,
C′ subsumes C, and no C′′ ∈ LT subsumed by C′ strictly subsumes C. The set of LT -
weakenings of a clause C is denoted WLT (C).
For example, if LT is the language of definite clauses over a propositional vocabulary
{p1, . . . , pn} then the set of LT -weakenings of ¬p1 is WLT (¬p1) = {¬p1 ∨ pi | 1 < i 
n}. On the other hand, if C ∈ LT then WLT (C) = {C} (modulo alphabetic variants in
FOL). Finally, LT -weakenings may not always exist. If LT is closed under subsumption
then there are no LT -weakenings of any clause C /∈ LT . There is for example no Horn-
weakening of a non-Horn clause in the propositional case; and while Horn clauses have
definite clause weakenings, non-Horn clauses do not.
Despite these complications, the next theorem shows that the LT -LUB can be obtained
by collecting the LT -weakenings of the prime implicates of Σ (µ(Γ ) denotes the result of
removing subsumed clauses from Γ ).
Theorem 19 (Weakenings). ΠLT (Σ) = µ(
⋃
C∈Π(Σ)WLT (C)).
Proof. (⊆) Suppose C ∈ ΠLT (Σ). Then Σ |= C, hence there exists C′′ ∈ Π(Σ) that sub-
sumes C. If C′′ ∈ LT then C subsumes C′′ as well (otherwise C /∈ ΠLT (Σ), which would
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be a contradiction); hence C ∈ Π(Σ), and since C ∈ LT , C is an LT -weakening of itself.
Suppose on the other hand that C′′ /∈ LT . Because C ∈ ΠLT (Σ) ⊆ LT , if C is not an LT -
weakening of C′′ then there exists C′ ∈ LT subsumed by C′′ which strictly subsumes C.
Since Σ |= C′′ |= C′, this contradicts C ∈ ΠLT (Σ).
(⊇) Suppose C is an LT -weakening of C′ ∈ Π(Σ), and C is not subsumed by any
clause in the right-hand side. Then Σ |= C′ |=C and C ∈ LT . Hence C is an LT -implicate
of Σ , and clearly no other LT -implicate of Σ can strictly subsume C. 
6. The LUB connection
Given the characterization of the LUB in terms of LT -implicates in Theorem 17, it is
not surprising that the notion of LUB is closely connected to many other notions that have
appeared in the literature. In particular, the task of focused consequence-finding is pre-
cisely to obtain LT -implicates, for some target language LT . See, e.g., [15,16,19,32,39].
A variety of problems such as diagnosis, abduction, reasoning in default logic, and cir-
cumscription can be phrased in terms of “vocabulary-based” target languages, where the
target language consists of clauses over a given restricted vocabulary. These applications
are well known, so we discuss them only informally. For example, the problem of abduc-
tion is to find an explanation of some facts in terms of some set of possible hypotheses.
Propositional abduction can be formulated in terms of the prime implicates of the input
theory over the vocabulary of hypotheses and observations, see, e.g., [37]; circumscription
can also be formulated in terms of clauses over the restricted vocabulary of “minimized”
and “fixed” symbols [19,36], and similarly default reasoning [42]; for diagnosis, the vo-
cabulary of interest is the set of “abnormality literals”, denoting the malfunctioning of a
component of a device [11]. In many of these cases, what the notion of LUB provides is the
idea that we can use theories which are equivalent to the set of LT -implicates (i.e., LUBs)
rather than the whole set ΠLT (Σ). The interested reader can consult the survey [32] for
the many applications of this notion of LT -implicates.
Perhaps more surprising is that some very recent notions amount to basically the same
thing, in a less general setting (because they are restricted to vocabulary-based languages
and to propositional logic). For example, Darwiche’s [8] notion of consequence of a for-
mula α with respect to a theory Σ over a set of propositional symbols, which was initially
applied to diagnosis, is simply the LT -LUB of Σ ∪ α for the corresponding vocabulary-
based language, and similarly his more recent notion of projection [9]. In fact, Darwiche
defines consequence with the characterization of Theorem 17. A slightly different notion is
defined by Lin [28] with his notion of strongest necessary and weakest sufficient conditions
for a proposition p on a set of propositional symbols P . Both notions can be defined in
terms of ΠLT (Σ), forLT the set of clauses over the vocabulary P ∪{q} [28, Proposition 8].
Finally, recent work by McIlraith and Amir [30] introduces the concept of “complete-
ness for LT -generation”, which is identical to the LT -LUB, where LT is restricted to be a
vocabulary-based language. Namely, a reasoning method is complete for LT -generation if
it generates a set of LT clauses which entails any LT -consequence of the input theory, i.e.,
by Theorem 15, if it generates the LT -LUB, as was already shown in [13]. McIlraith and
Amir present a quite interesting and unforeseen application of LUBs, to channel commu-
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nication between partitions of a knowledge base, which is developed in the context of the
HPKB (High Performance Knowledge Bases) initiative and its successors (see also [33]).
7. Computing the LUB: the ground case
In this section, we present two procedures to compute the LT -LUB for arbitrary propo-
sitional clausal target languages. Both can be seen as computing the resolution closure
of Σ under certain restrictions of resolution. Specifically, the first algorithm, GLUB-1,
first proposed in [40] for propositional LT = Horn, computes the resolution closure under
the restriction that at least one parent clause in each resolution step is in the language
LR = LT (i.e., in the complement of the target language). Our contribution here was to
generalize the conditions of validity of GLUB-1, and to prove its correctness for the first
time. The second algorithm, GLUB-2, which we introduced in [14], strengthens this restric-
tion by requiring that exactly one parent clause is in LR . GLUB-2 can produce exponential
savings in time and space with respect to GLUB-1.
GLUB-1 only requires that LT is closed under subsumption, whereas GLUB-2 requires
in addition that the complement LR is closed under resolution.
The reader may want to check at this point Definition 11 for our notations , ∗ and ∗i
for derivability by resolution, in order to understand the technical results that follows.
7.1. Generate-LT -LUB-1
We begin by considering the algorithm first proposed in [40]. We will show that it can
compute the LUB for any target LT closed under subsumption, and later extend the results
to the general case, thus providing a method which works for arbitrary propositional target
languages.
The procedure Generate-LT -LUB-1 (or GLUB-1 for short) appears in Fig. 1. It differs
from the one given in [40] only in the incorporation of a tautology deletion strategy. The
algorithm is a brute force resolution algorithm modified to avoid resolving together pairs
of clauses both of which belong to the target language LT , in the expectation that this will
lead to smaller approximations (smaller, that is, than what Theorems 17 and 19 would give
us).
In order to establish the correctness of the algorithm for target languages closed under
subsumption we need two preliminary lemmas. In what follows, Σ1T and Σ1R refer to the
final values of these variables in the Generate-LT -LUB-1 algorithm.
Lemma 20. If Σ1T  B , C ∈ Σ1R , and A is a non-tautologous resolvent of B and C, then
either Σ1T  A or there exists A′ ∈ Σ1R s.t. A′ subsumes A.
Proof. See Appendix A. 
This lemma in effect tells us that it is possible to transform certain resolution trees, so
that all resolutions between two clauses of the target language occur in the bottom part
of the transformed tree. Using these transformations, the next lemma in turn establishes
20 A. del Val / Artificial Intelligence 162 (2005) 7–48
Procedure Generate-LT -LUB-1(Σ )
begin
Σ1T := {C ∈ Σ | C ∈LT and C is not tautologous}
Σ1R := {C ∈ Σ | C /∈LT and C is not tautologous}
loop
choose clauses C1 ∈ Σ1T ∪Σ1R , C2 ∈ Σ1R
with a non-tautologous resolvent C which
is not subsumed by any clause in Σ1
T
∪Σ1
R
if no such choice is possible then exit loop endif
if C ∈LT
then delete from Σ1T and Σ
1
R any clause subsumed by C
Σ1
T
:= Σ1
T
∪ {C}
else delete from Σ1
R
any clause subsumed by C
Σ1R := Σ1R ∪ {C}
endif
endloop
return Σ1
T
end
Fig. 1. Algorithm Generate-LT -LUB-1.
that Σ1T and Σ1R completely characterize the set of clausal consequences of the source
theory Σ .
Lemma 21. If Σ  A then either Σ1T  A or there exists A′ ∈ Σ1R s.t. A′ subsumes A.
Proof. See Appendix A. 
Suppose now that LT is closed under subsumption. Then no A′ ∈ Σ1R can subsume A
when A ∈ LT , so Lemma 21 has the following immediate corollary:
Lemma 22. SupposeLT is closed under subsumption. If Σ  A and A ∈LT then Σ1T  A.
Theorem 23 (Ground correctness of GLUB-1). Generate-LT -LUB-1(Σ) computes the
LT -LUB of Σ for any clausal language LT closed under subsumption.
Proof. By Theorem 15, it suffices to show that for any C ∈ LT , Σ |= C iff Σ1T |= C.
The right to left direction follows from the fact that Σ |= Σ1T . The other direction follows
directly from Lemma 22 and the completeness of resolution as an inference procedure. 
It was previously thought [23] that closure under resolution was also required for
Generate-LT -LUB to be correct. That this is not the case is fortunate, since important
languages such as k-Horn (Horn clauses with at most k literals) and k-quasi-Horn (clauses
with at most k positive literals) are closed under subsumption but not under resolution.
Important uses of k-Horn approximations are discussed in [12,25]. More generally, any
subset of k-CNF closed under subsumption (which includes k-Horn) can now be the target
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language for Generate-LT -LUB. The important thing about this is that the use of any such
subset as target language guarantees that the compiled approximate theory has polynomial
size.6
But GLUB-1 is not only complete for LT -queries. It also has very strong properties with
respect to non-LT -queries. One consequence of Lemma 21 is that if LT is closed under
resolution then Σ1R contains all prime implicates of Σ not in LT .
Theorem 24 (GLUB-1 and LT ). IfLT is closed under resolution then (Π(Σ)\LT ) ⊆ Σ1R .
Proof. Suppose C ∈ (Π(Σ) \ LT ). Then Σ  C, hence by Lemma 21 either Σ1T  C or
there exists C′ ∈ Σ1R such that C′ subsumes C.
Case 1: Σ1T  C. Since LT is closed under resolution and Σ1T ⊆ LT , Σ1T  C′ for some
C′ ∈ LT that subsumes C. But since C /∈ LT by hypothesis, C′ must strictly subsume C.
Since Σ |= Σ1T |= C′, this contradicts C ∈ Π(Σ). Hence this case is impossible.
Case 2: there exists C′ ∈ Σ1R that subsumes C. Since Σ |= Σ1R |= C′, and C ∈ Π(Σ),
C must subsume C′ as well, hence C ∈ Σ1R . 
The converse inclusion does not hold. For a counterexample, let LT be the language
of Horn clauses, and let Σ = {p ∨ ¬q, q ∨ ¬r,p ∨ ¬r ∨ s}. Then Σ1R = {p ∨ ¬r ∨ s} ⊆
Π(Σ). Nor does the theorem hold in general for languages which are not closed under
resolution: let LT be the language 3-Horn (Horn clauses with at most 3 literals), with
Σ = {¬p∨¬q ∨¬r, r ∨¬s∨¬t}. Then Σ1R = ∅, yet Π(Σ)\LT = {¬p∨¬q ∨¬s∨¬t}.
Theorem 24 shows a significant source of complexity in GLUB-1, as we will see, but
also suggests an interesting alternative use of GLUB-1 when the query language LQ is
not tractable but its complement is closed under resolution. In this case, we can choose
the complement as target language LT for GLUB-1, and obtain in Σ1R the prime impli-
cates of Σ which belong to LQ, hence the LQ-LUB. This guarantees completeness and
tractability (relative to the size of Σ1R) with respect to LQ, while avoiding all resolutions
among clauses which do not belong to the query language. As an example, one can obtain
the k-quasi-Horn LUB (defined in Section 8), in prime implicate form, by designating its
complement as target language; no pairs of non-k-quasi-Horn clauses will ever be resolved
together by Generate-LT -LUB in this case.
Let us now turn our attention to target languages which are not closed under subsump-
tion. One could use Theorem 17 to compute the LT -LUB for any such LT : compute all
prime implicates, and then collect those in LT plus the LT weakenings of those not in
LT . Fortunately, the space optimization used in the Generate-LT -LUB algorithm can still
be used. The next theorem implies that, for any target language LT , we can compute the
LT -LUB of an arbitrary clausal theory Σ by computing Σ1T and Σ1R using the original
6 Theorem 23 first appeared in this more general form in [13], and its proof has been available since then as an
online appendix to the paper from the author’s web page. The theorem is stated in its less general form (requiring
closure under resolution) without proof in [23].
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Procedure Generate-LT -LUB-2(Σ )
begin
Σ2T := {C ∈ Σ | C ∈LT and C is not tautologous}
Σ2R := {C ∈ Σ | C /∈LT and C is not tautologous}
loop
choose clauses C1 ∈ Σ2T , C2 ∈ Σ2R
with a resolvent C s.t. C /∈ Σ1
T
∪Σ1
R
if no such choice is possible then exit loop endif
if C ∈LT
then Σ2T := Σ2T ∪ {C}
else Σ2
R
:= Σ2
R
∪ {C}
endif
endloop
return Σ1
T
end
Fig. 2. Algorithm Generate-LT -LUB-2.
Generate-LT -LUB algorithm, returning the union of Σ1T with the set of LT -weakenings of
clauses in Σ1R ;
7 resolutions within LT can still be avoided for such languages.
Theorem 25 (LUBs for arbitrary languages). For any Σ ⊆ L, the theory Σlub = (Σ1T ∪⋃
C∈Σ1R WLT (C)) is the LT -LUB of Σ .
Proof. By Theorem 15, it suffices to show that for any C ∈ LT , Σ |= C iff Σlub |= C.
The right to left direction follows from the fact that Σ |= Σlub. For the other direction,
let C ∈ LT and suppose Σ |= C. By Lemma 21, either Σ1T |= C (in which case trivially
Σlub |= C), or there exists C′ ∈ Σ1R such that C′ subsumes C. In the latter case, since C ∈
LT , there exists an LT -weakening C′′ of C′ such that C′′ subsumes C (possibly C′′ = C).
Since C′′ ∈ WLT (C′) and C′ ∈ Σ1R , Σlub |= C′′ |= C. 
Note that Theorem 23 is a special case of Theorem 25, since if LT is closed under
subsumption then
⋃
C∈Σ1R WLT (C) = ∅ (see observations after Definition 18).
We thus conclude that there exists a procedure that computes the LT -LUB for arbitrary
clausal target languages.
7.2. Generate-LT -LUB-2
As already mentioned, the second algorithm Generate-LT -LUB-2 (or GLUB-2 for
short), strengthens the restriction by requiring that exactly one parent belongs to the com-
plement language LR . Pseudocode is provided in Fig. 2.
7 Except that in the “else” clause we should also delete from Σ1
T
any clause subsumed by C if we do not want
to end up with some subsumed clauses.
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The new algorithm does not include two important deletion strategies: deletion of tautol-
ogous resolvents, and deletion of subsumed clauses. We conjecture that these two deletion
strategies can be added without loosing correctness, as proven for Generate-LT -LUB-1,
but have no proof. (Remark A.3 in Appendix A explains our reasons for this conjecture,
as well as the technical difficulties involved in proving it.) Therefore, we do allow tau-
tologous resolvents and do not delete subsumed clauses generated during execution. (Of
course, both subsumed and tautologous clauses can be deleted at the end of the execution,
as well as prior to it.) As we will see later, we can show exponential savings with respect
to GLUB-1 even without these deletion strategies. Nevertheless, this is a major open issue
for GLUB-2.
Algorithm GLUB-2 computes the LT -LUB for any target language closed under sub-
sumption whose complement is closed under resolution. The latter requirement was not
needed for GLUB-1.
For the following technical results, the reader may want to recall the definition of ∗
and ∗i from Section 2.
Lemma 26. Suppose LT is closed under subsumption and LT is closed under resolution.
If Σ2T ∗i B , Σ2R ∗ C, and A ∈ Resolve(B,C) then either Σ2T ∗i A or Σ2R ∗ A.
Proof. See Appendix A. 
The next lemma is the crucial one, from which the correctness of the algorithm follows
as a corollary.
Lemma 27. Suppose LT is closed under subsumption and LT is closed under resolution.
If Σ ∗i A then either Σ2T ∗ A or Σ2R ∗ A.
Proof. By induction on i .
Base: Σ ∗1 A, hence A ∈ Σ . Since no clause is ever deleted, at the end of execution
A ∈ Σ2T ∪ Σ2R , from which the conclusion follows.
Induction: Suppose Σ ∗i+1 A, and let B and C be the parents of A in the corresponding
resolution tree. Then Σ ∗i B , Σ ∗i C, so applying the inductive hypothesis to B and C
we obtain four cases:
Case 1: Σ2T ∗ B,Σ2T ∗ C. Then Σ2T ∗ A.
Case 2: Σ2T ∗ B,Σ2R ∗ C. By Lemma 26 either Σ2T ∗ A or Σ2R ∗ A.
Case 3: Σ2R ∗ B,Σ2T ∗ C. Symmetric to previous case.
Case 4: Σ2R ∗ B,Σ2R ∗ C. Then Σ2R ∗ A. 
Theorem 28 (Ground correctness GLUB-2). SupposeLT is closed under subsumption and
LT is closed under resolution. Then Generate-LT -LUB-2(Σ) computes the LT -LUB of Σ .
Proof. Let C ∈ LT . By Theorem 15, it suffices to show that Σ |= C iff Σ2T |= C. The
right to left direction follows from the fact that Σ |= Σ2T . For the other direction, if Σ |= C
then by the completeness of resolution Σ ∗ C′ for some C′ that subsumes C. Since LT
is closed under subsumption, C′ ∈ LT ; hence, because LT is closed under resolution and
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Σ2 ⊆ LT , we obtain Σ2 ∗ C′. It follows from Lemma 27 that Σ2 ∗ C′, hence Σ2 |=R R T T
C′ |= C. 
Generate-LT -LUB-2 is therefore complete with respect to LT -queries, though its use-
fulness is not limited to those queries. Under slightly more stringent restrictions on LT and
LT one can easily see that all LT -prime implicates of Σ follow from Σ2R :
Theorem 29 (GLUB-2 and LT ). Let LT be closed under subsumption and resolution, and
LT closed under resolution. If C ∈ Π(Σ) ∩LT then Σ2R ∗ C.
Proof. Since C is a prime implicate of Σ , Σ ∗ C (i.e., C itself is derivable, rather than
only a subsumer of C). Hence, by Lemma 27 either Σ2T ∗ C or Σ2R ∗ C. As Σ2T ⊆ LT
is closed under resolution, and C /∈LT , we have that Σ2T ∗ C, from which the conclusion
follows. 
However, Σ2R is not equivalent to Π(Σ) ∩ LT . To see this for LT = Horn, suppose
Σ2T = {¬a ∨ c,¬c ∨ d} and Σ2R = {¬a ∨ d ∨ e}. GLUB-2 performs no resolutions for
the theory Σ = Σ2T ∪ Σ2R , so Σ2R is unchanged after running the algorithm. Yet, clearly,
Π(Σ) ∩LT is empty.
Many of the interesting languages considered later that satisfy the conditions of Theo-
rem 28 also satisfy this additional restriction, whose usefulness will become clearer later.
Note that Theorem 29 is much weaker than the analogous Theorem 24 for GLUB-1, as a
result of the more stringent resolution restriction used by GLUB-2. As we will see later,
this “weakness” is in fact a feature.
We can summarize the results for GLUB-2 by putting together Theorems 28 and 29.
When LT satisfies the needed conditions we have: If C ∈ LT then Σ |= C iff Σ2T |= C;
and if C /∈ LT then Σ2R |= C in the interesting case in which C is a prime implicate of Σ .
Finally, note that the conditions of Theorem 28 for correctness of GLUB-2 are not only
sufficient, but also necessary:
• Suppose LT is not closed under subsumption, and let C ∈ LT , D ∈ LT be such that
D ⊆ C. Let Σ = {D}. GLUB-2(Σ) does not do anything, so Σ2T = ∅, despite the fact
that Σ |= C.
• Suppose LT is not closed under resolution, and let D,E ∈ LT be such that their resol-
vent A is not in LT . Let Σ = {D,E}. GLUB-2(Σ) does not do anything and Σ2T = ∅,
despite the fact that Σ |= A and A ∈ LT .
8. Comparing the algorithms: Target languages
In this and the next section, we compare the algorithms with respect to their scope of
applicability and their inferential power and computational complexity.
The applicability of the algorithms is determined by the restrictions on target languages
required for each algorithm to be correct. While this discussion will not be complete un-
A. del Val / Artificial Intelligence 162 (2005) 7–48 25
til we present the first order versions of both algorithms, as we will see the situation is
basically identical in the first order case.
Some target languages of interest include:
• The Horn language, where clauses contain at most one positive literal. This is the
language that motivated the whole LUB approach, as it has tractable inference.
• k-Horn, Horn clauses with at most k literals, for fixed k. Important applications of
this language in the context of approximation have been studied in [12,25]. Its interest
comes from the fact that it combines tractable inference with guaranteed polynomial
size of the LUB.
• k-quasi-Horn, clauses with at most k positive literals, for fixed k. (Note Horn is
1-quasi-Horn, and negative clauses are 0-quasi-Horn.) This language has been stud-
ied as an approximation language in [20,22].
• The “inverse” version of the above languages, e.g., inverse Horn clauses contain at
most one negative literal. More generally, any renaming of the above languages mod-
ulo some fixed interpretation will also do. E.g., Horn can be defined as the set of clauses
with at most one literal false in the positive interpretation (all atoms true); inverse Horn
as clauses with at most one literal false in the negative interpretation (all atoms false),
etc.8
• Any subset of k-CNF (clauses with at most k literals, for fixed k) which is closed under
subsumption. An example is the k-Horn language cited above. In the ground case, such
languages ensure polynomial size LUBs. For k  2 or subsets such as k-Horn, they
also ensure tractable inference.
• Vocabulary-based languages LV , as described earlier, i.e., clauses all of whose vari-
ables belong to some subset V of the propositional vocabulary. As said before, this
class of languages has many applications, e.g., abduction and non-monotonic reason-
ing. They can also be used to filter out “irrelevant” variables (namely, those not in V ),
as suggested in [41].
• The languageLL consisting of clauses not containing literals from some satisfiable set
of literals L. As a special case, L may fix some complete interpretation I , in which
case LL = {clauses falsified by I }. For example, if I is the negative interpretation (all
atoms false), then LL = {positive clauses}.
It can be easily seen that all these languages are closed under subsumption, hence
GLUB-1 can be used for all of them. In addition, k-quasi-Horn (with Horn as a special
case) and its renamed versions, and LL are also such that their complement is closed under
resolution, so the more restrictive GLUB-2 can be used. (In the case of LL, this is be-
cause L cannot contain complementary literals.) These languages have therefore a definite
computational advantage over others as targets of approximation and compilation. Finally,
8 Renamable Horn is however not among these languages. In fact, Horn renamability of a theory depends on
the relationships among its clauses, so it is not even a language in our sense. On the other hand, Boufkhad [2]
successfully defines renamable Horn GLBs.
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Horn and L are themselves closed under resolution, so Theorem 29 can also be applied.L
Accordingly, in these cases all LT -implicates are also derivable from Σ2R .
As a simple example of the benefits of GLUB-2, suppose our target language is the set
of positive clauses (i.e., LL for L the set of all negative literals). GLUB-1 is equivalent
to unrestricted resolution, since the restriction against resolving two positive clauses is
vacuous. GLUB-2 is equivalent to the restriction that exactly (equivalently, at least) one
parent is a positive clause, i.e., to positive clause resolution [43]. It follows from this that
GLUB-2 computes in Σ2T the positive clause LUB, which must in fact contain all positive
prime implicates; further, non-positive prime implicates are all derivable from Σ2R .9 Note
also that positive clause resolution is compatible with deletion of subsumed clauses, which
suggests that GLUB-2 is as well.
In the next section, the advantages of GLUB-2 become much sharper.
9. Comparing the algorithms: Computational complexity
We discuss in this section some aspects of the computational complexity of both algo-
rithms in the ground case. We first consider the impact on computational complexity of the
different inferential power of both algorithms. Second, we consider some simple general-
izations of results from due to Selman and Kautz on the complexity of computing Horn
LUBs to arbitrary target languages.
Comparing Lemmas 21 and 27, one can see that, when Σ |= C, GLUB-1 gives us that
C is either derivable from Σ1T , or subsumed by a clause of Σ
1
R ; whereas with GLUB-2
we only have the much weaker property that C is derivable from either Σ2T or Σ
2
R . As
one can see in Theorems 24 and 29, GLUB-1 actually computes all (unsubsumed) non-
LT consequences of Σ in Σ1R , whereas with GLUB-2 non-LT consequences are only
derivable from Σ2R (assuming LT is closed under resolution).
Consider now any theory with an exponential number of prime implicates (examples
can be found in [5,26]). By adding two new positive literals to every clause, any such
theory will have an exponential number of non-Horn prime implicates, since those two
literals will occur in any clause entailed by the theory; in fact, all prime implicates will
be non-Horn. And since the language of Horn clauses is closed under resolution, all these
prime implicates will be computed and stored by GLUB-1, for LT = Horn, despite the fact
that the Horn LUB of any such theory is empty. Similar or identical examples can be used
to show that the same holds for many other target languages: subsets of the Horn language,
such as definite clauses, k-Horn clauses, unit clauses, binary clauses, reverse Horn and its
subsets, and vocabulary-based languages. We can thus conclude:
Theorem 30 (GLUB-1 complexity). GLUB-1 requires exponential space (hence time),
even in cases in which it outputs the empty theory as the LT -LUB.
9 On the other hand, one can use GLUB-1 “backwards” to derive the same conclusion. Namely, choosing as
target language the set of non-positive clauses (which by hypothesis is actually the complement of the language
we are interested in), GLUB-1 becomes also equivalent to positive clause resolution, and will obtain all positive
prime implicates in Σ2
N
. But GLUB-2 can be used more generally for L
L
, which includes the more general
notion of using partial interpretations (“settings”) discussed by Loveland in [29].
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Cases in which GLUB-1 has exponential size output have already been described in
[24]. Theorem 30 is stronger in that the exponential space requirements are not justified
by the size of the output, in other words, time and space are exponential in the combined
size of input and output. Notice furthermore that for all the above mentioned theories with
empty LUB, GLUB-1 reduces to a brute force prime implicate algorithm, which is likely
to be extremely inefficient.
On the other hand, GLUB-2 does not produce any resolvent on these examples, since
Σ2T is initially empty. Thus:
Corollary 31 (GLUB-2 savings). GLUB-2 can produce exponential space and time savings
by comparison with GLUB-1.
Let us finish this section by considering a number of generalizations of previous com-
plexity results for Horn LUBs to the general case. The first one is a simple generalization
of Theorem 1 from [40], which has an essentially identical proof.
Theorem 32. If LT can express unsatisfiable theories10 then the LT -LUB of Σ is satisfi-
able iff Σ is satisfiable.
It does not follow from this, in general, that computing the LT -LUB is intractable (con-
sider the degenerate case in which LT = L). It does follow however that for any such LT
either there is no polynomial time algorithm for computing the LT -LUB, or inference in
LT cannot be performed in polynomial time (provided P = NP).
There are other complexity results from the literature on Horn approximations that
readily generalize to a wide variety of target languages. In particular, the proof [24] that
Horn approximations most likely require worst case exponential space (unless NP ⊆ non-
uniform P) applies with little or no modification to many other target languages, as was
already noted in [22]. Another result that can be generalized deals with the complexity of
inference with respect to the LT -LUB, that is of deciding whether Σlub |= C, given as input
Σ and C. The reason behind this question is that we may want to consider this inference
problem without explicitly computing the LT -LUB. Cadoli [3] shows that this problem
has exactly the same complexity as that of deciding whether Σ |= C, for Horn C. Using
the notion of LT -strengthening introduced in [23] as a generalization of Horn strengthen-
ings [40], one can easily generalize this result to arbitrary target languages closed under
resolution.
10. Computing the LUB in first order logic
We now leave the realm of propositional logic, and proceed to lifting the correctness of
both algorithms to the FOL case. GLUB-1 and GLUB-2 are essentially identical in the first
order case, i.e., they compute the closure under resolution of Σ under the corresponding
10 The language of definite clauses, for example, cannot express unsatisfiable theories: the valuation which
assigns true to every symbol satisfies any set of definite clauses. On the other hand, any language closed under
subsumption includes the empty clause.
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restrictions of resolution. There is however an important qualification, as pointed out in
Section 2.4: Factoring is treated as a separate inference rule, which can be applied at any
time to generate new clauses, but which is not regarded as part of the resolution rule. While
the main reason for this is purely technical, to allow lifting the procedures, it also allows us
to formulate more fine-grained and restrictive algorithms. Thus, in the first order case, with
LT = Horn, both GLUB-1 and GLUB-2 allow resolutions between, e.g., a non-Horn clause
and a Horn factor of a non-Horn clause, and forbid resolutions between a Horn clause and a
Horn factor of a non-Horn clause.11 This applies as well to implicit factoring, where one of
the parents of a resolution step is factored by application of the substitution which unifies
the literals to be resolved upon. This must be treated as if the factor is obtained explicitly
before resolving.
Obviously, this implies that the subsumption criterion for deletion, if any, should be
θ -subsumption, at least formally, as otherwise all factors would be deleted as soon as they
are generated (unless they subsume the factored clause). In practice, however, factors may
be left implicit, as usual, generating them only when required for a resolution step. There
are only two exceptions to this rule. First, if the factor subsumes the factored clause then the
former should be generated and the factored clause deleted, by the θ -subsumption criterion
(as discussed in Section 2). Second, if the factor and the factored clause cross the boundary
between LT and its complementLT , both should be stored explicitly in the respective sets.
As it could be expected, not every form of first order compilation or approximation is
guaranteed to terminate on every instance, in particular forms of compilation which are
complete for (LT -)consequence-finding. The first requirement in order to prove the cor-
rectness of the lifted algorithms is therefore to shift perspective from the possibly infinite
sets Σij to a more computational view of eventual derivability in finite time, by restating
Lemmas 21 and 27 in terms of the deduction method used.
We need some additional terminology for this purpose.
Definition 33. Given a target language LT and its complement LR :
• A LR-resolution deduction is any resolution deduction satisfying the restriction of
GLUB-1, namely, that in every resolution step at least one parent clause is in LR .
• A LRLT -resolution deduction is any resolution deduction satisfying the restriction of
GLUB-2, namely, that in every resolution step exactly one parent clause is in LR .
We write Σ R C (respectively Σ RT C) to indicate that there exists an LR-resolution
deduction (respectively an LRLT -deduction) of some θ -subsumer of C from Σ . As with
, we also use the starred versions ∗R and ∗RT to indicate the existence of a derivation of
C itself (not just a subsumer).
Many classical restrictions of resolution, such as unit resolution, input resolution, set of
support resolution, etc. are special cases of LR-resolution. Thus, the properties of GLUB-1
carry over to these forms of resolution. This is discussed briefly in Section 14.
11 We view the latter case simply as a resolution between two Horn clauses (one of which happens to be obtained
by factoring from a non-Horn clause, but this is irrelevant).
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Theorem 34. Suppose LT and LR = LT are closed under strict ground instantiation.
Then:
(1) (GLUB-1) Σ |= C iff :
(a) either there exists a set of clauses Γ such that:
• for every Ci ∈ Γ , Σ ∗R Ci ; and• Γ  C; and
• Γ ⊆ LT .
(b) or Σ R C.
(2) (GLUB-2) Suppose LT is closed under ground subsumption and LR = LT is closed
under ground resolution. Σ |= C iff there exists a set of clauses Γ such that:
• for every Ci ∈ Γ , Σ ∗RT Ci ; and• Γ  C;
• either Γ ⊆ LT or Γ ⊆ LR .
Proof. The ground version of this theorem is a direct consequence of Lemmas 21 and 27.
For example, for ground GLUB-1, every clause in Σ1T and Σ1R is derivable by LR-
resolution; and similarly for ground GLUB-2 and LRLT -resolution. The theorem is ob-
tained by lifting its ground version using a variant of a technique due to [38], which is also
used in [34]. Using closure under strict instantiation of both sublanguages, we ensure that
the lifted deductions are of the required kind.
We prove the result in detail only for GLUB-1, as the proof for GLUB-2 is completely
similar. Suppose Σ |= C. Write C as C(x¯), where x¯ = x1, . . . , xn is a sequence consisting
of all free variables occurring in C. We introduce new distinct constants b¯ = b1, . . . , bn
into the Herbrand universe. Since Σ |= C(x¯), Σ |= C(b¯), where C(b¯) denotes the result
of replacing each variable xi by bi . Let H(b¯) be the Herbrand universe of Σ ∪ {C(b¯)}. By
Theorem 1 of [38], there exists a finite set Σ∗ of ground instances of Σ over H(b¯) such
that Σ∗ |= C(b¯). Since Σ∗ is ground, the ground version of this theorem implies that either
Σ∗ R C(b¯), or there exists a (finite) set of ground clauses Γ ∗ = {C∗1 , . . . ,C∗k } ⊆ LT such
that Σ∗ ∗R C∗i for all C∗i ∈ Γ ∗ and Γ ∗  C(b¯).
Consider the first case, where Σ∗ R C(b¯). In this deduction, replace each E∗ ∈ Σ∗
by a clause E ∈ Σ of which E∗ is a strict ground instance (if such E exists), or else by a
sequence consisting of a clause E ∈ Σ followed by a factor Eσ of E such that E∗ is a strict
ground instance of Eσ . Then replace each resolvent F ∗ by a general resolvent F of its two
parent clauses such that F ∗ is a strict ground instance of F (this may require first factoring
either parent clause, to obtain a resolvent which may also have to be factored; recall that
technically we regard factoring as a separate inference step). This results in a deduction
from Σ of a clause D of which C(b¯) is a strict ground instance.12 To show that Σ R D, it
12 Both Slagle et al. [38] and Minicozzi and Reiter [34] claim that it suffices to replace each resolvent by “the”
general resolvent of its two parent clauses in order to obtain a deduction of a clause D that subsumes C(b¯). This is
at best ambiguous, and at worst false. E.g., let A∗ = P (a,a) and B∗ = ¬P (a,a)∨Q(a,a), and let A = P (x1, a)
and B = ¬P (x,y) ∨ ¬P (y, z)∨ Q(x, z). A and B have two resolvents neither of which subsumes the resolvent
of A∗ and B∗. We need first to obtain the factor Bσ = ¬P (x,x) ∨ Q(x,x) of B, and then resolve Bσ with
A. Hence the requirement in the text that F ∗ is a strict ground instance of F is essential, as otherwise we may
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suffices to show that in the resulting deduction the ground LR-clauses are replaced by LR-
clauses, so that in every resolution at least one parent is in LR . By hypothesis, LT is closed
under strict ground instantiation, or equivalently, LR is closed under strict generalization
of ground instances. It follows that every LR-clause in the ground deduction has been
replaced in the general deduction by an LR-clause or a sequence consisting of some clause
followed by one LR-factor of that clause. Hence Σ R D, and since b1, . . . , bn do not
occur in Σ , neither do they occur in D; hence there exists a substitution σ(b¯) such that
Dσ(b¯) = C(b¯) and hence such that Dσ(x¯) = C(x¯). We conclude from this that Σ R
C(x¯), as desired.
We proceed in a similar fashion for the other case. For each of the groundLR-deductions
of a clause C∗i ∈ Γ ∗ ⊆ LT we can obtain a non-ground LR-deduction from Σ of a clause
Ci of which C∗i is a strict ground instance. Let Γ = {C1, . . . ,Ck) be the resulting set of
clauses, so that Σ ∗R Ci for each Ci ∈ Γ . Because Γ is a set of strict generalizations
of ground instances of Γ ∗ ⊆ LT , and LR is closed under strict ground instantiation, as
before Γ ⊆ LT because Γ ∗ ⊆ LT . It only remains to show that Γ |= C(x¯). Consider the
deduction Γ ∗  C(b¯), and in this deduction replace each occurrence of a clause C∗i ∈ Γ ∗
by the corresponding clause Ci ∈ Γ , and then replace resolvents as before. The result is
a deduction of a clause D of which C(b¯) is a strict ground instance from Γ , and we can
obtain the deduction of C(x¯) from Γ as in the previous case.
The proof for GLUB-2 is similar to this last case of GLUB-1. The key observation is that
since both LR and LT are closed under strict ground instantiation, both are closed under
strict generalization of ground clauses. Lifting the ground LRLT -resolution deduction of
each C∗i ∈ Γ ∗ from Σ∗ also yields an LRLT -resolution deduction of strict generalizations
of each C∗i from Σ , since each ground LT clause is replaced by a general LT clause
(possibly preceded by a factoring step), and similarly for ground LR clauses. The same
principle guarantees that if the set Γ ∗ is a subset of LT then so is the lifted Γ , and similarly
if it is a subset of LR . 
This theorem is compatible with a non-terminating inference procedure in the sense
that it guarantees that whenever Σ |= C we will eventually derive in finite time, with the
appropriate form of resolution, either C or some finite set Γ with the required properties.
The correctness of GLUB-1 and GLUB-2 for computing the LT -LUB in the first order
case follows directly from Theorem 34, interpreting the sets Σij infinitistically if needed.
Theorem 35 (First order correctness of GLUB-1 and GLUB-2). SupposeLT andLR = LT
are closed under strict ground instantiation. Then:
(1) (GLUB-1) If LT is closed under θ -subsumption then Σ1T is the LT -LUB of Σ .
(2) (GLUB-2) If LT is closed under θ -subsumption and LR is closed under ground reso-
lution, then Σ2T is the LT -LUB of Σ .
introduce spurious literals. Fortunately, we can always satisfy this requirement by using factoring first, so this
does not seem to affect the results of [38] and [34].
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Proof. Since Σ |= Σ1 and Σ |= Σ2 , by Theorem 15 it suffices to show that for any C ∈T T
LT , if Σ |= C then Σ1T |= C and Σ2T |= C. So assume Σ |= C for C ∈ LT .
(GLUB-1) By Theorem 34, we can distinguish two cases:
Case 1: Σ R C. Then some clause B which θ -subsumes C has been computed and
stored until the end of execution by GLUB-1. (We are therefore allowing deletion of
subsumed clauses, just as in the ground case.) Since C ∈ LT and LT is closed under
θ -subsumption, B ∈LT as well. Thus B ∈ Σ1T , so Σ1T |= C.
Case 2: there exists a set Γ ⊆ LT such that Γ |= C and Σ ∗R Di for every Di ∈ Γ .
It follows that for every Di ∈ Γ , there is some clause D′i which θ -subsumes Di which
has been computed and stored until the end by GLUB-1. Let Γ ′ be the set consisting of all
D′i ’s. Then becauseLT is closed under θ -subsumption and Γ ⊆ LT , we have that Γ ′ ⊆ LT ,
hence Γ ′ ⊆ Σ1T , hence Σ1T |= Γ ′ |= C.
(GLUB-2) We write C as C(x¯) as before. Since Σ |= C(x¯), it follows from Theorem 34
that either Σ2T |= C(x¯) or Σ2R |= C(x¯), depending on whether the set Γ of Theorem 34 is
a subset of LT or LR .13
Now, if Σ2T |= C(x¯) then we are done, so assume that Σ2R |= C(x¯). Then as before
Σ2R |= C(b¯), where b¯ is a set of new constants. By Theorem 1 of [38] there exists a set Γ ∗
of ground instances of clauses of Σ2R such that Γ ∗ |= C(b¯). (Note that it is not necessarily
the case that Γ ∗ ⊆ LR , as these ground instances may be non-strict, i.e., involve an implicit
factoring operation.) Since Γ ∗ is ground, by Lemma 27, either Γ ∗2T |= C(b¯) or Γ ∗2R |=
C(b¯), where Γ ∗2T and Γ ∗2R are the sets computed by GLUB-2(Γ ∗,LT ).
Case 1: Γ ∗2T |= C(b¯). Consider any C∗i ∈ Γ ∗2T . Then Γ ∗ ∗RT C∗i , and since Γ ∗ is a
set of ground instances of Σ2R , we can obtain as in Theorem 34 from this ground LRLT -
resolution deduction a general LRLT -resolution deduction from Σ2R of a clause Ci of
which C∗i is a strict ground instance. Let ∆ be the set of all Ci ’s. Then ∆ ⊆ LT , since
Γ ∗2T ⊆ LT and LT is closed under strict generalization of ground instances.
Abusing notation a bit, what we are doing is to obtain from the ground derivations
Γ ∗ ∗RT Γ ∗2T general derivations Σ2R ∗RT ∆. But this means that Σ ∗RT ∆ (because Σ ∗RT
Σ2R ∗RT ∆), and since ∆ ⊆ LT , it follows that ∆ ⊆ Σ2T .
Finally, from the deduction Γ ∗2T  C(b¯) we can obtain as before a deduction ∆  C(x¯).
Hence Σ2T |= ∆ |= C(x¯), as desired.
Case 2: Γ ∗2R |= C(b¯). We claim that this case is impossible. By completeness of resolu-
tion, Γ ∗2R  C(b¯). Since LR is closed under ground resolution, and Γ ∗2R ⊆ LR , this means
that Γ ∗2R ∗ D for some D ∈ LR such that D subsumes C(b¯). However C(b¯) ∈ LT , since
it is a strict ground instance of C(x¯) ∈ LT , and LT is closed under strict ground instantia-
13 In the ground case, we could show that Σ2
R
could not entail any C ∈ LT , given closure under resolution of
LR and closure under subsumption of LT . Thus, one might think that we could deal with the case Γ ⊆LT just
as in case 2 in the GLUB-1 part of this proof, and deal with the case Γ ⊆ LR in a similar way as in the ground
case. Unfortunately, this is not possible in FOL, since closure under (general) resolution of LR is not enough
to rule out non-LR consequences from a set of LR-clauses. (Factoring gets in the way. A non-Horn example is
given at the end of this section.) Thus, the proof must take a more indirect path. A side benefit of this is that we
only need closure under ground resolution.
32 A. del Val / Artificial Intelligence 162 (2005) 7–48
tion. As D subsumes C(b¯) and LT is closed under θ -subsumption (therefore under ground
subsumption) it follows that D ∈LT , contradiction. 
In particular, both Σ1T and Σ2T are sufficient to answer all LT -queries. Other properties
of the GLUB algorithms can also be lifted easily. For example:
Theorem 36. Suppose LT and LR are closed under strict ground instantiation.
(1) (GLUB-1) If LT is closed under resolution and factoring then Σ1R contains all LR-
prime implicates of Σ .
(2) (GLUB-2) If LT is closed under θ -subsumption, resolution, and factoring, and LR is
closed under ground resolution then Σ2R entails (but does not necessarily contain) all
LR-prime implicates of Σ .
Proof. Note first that the closure under resolution and factoring of LT ensures that every
resolvent or factor generated in a resolution deduction from ΣiT ⊆ LT is also in LT .
(GLUB-1) Let C ∈ LR be a prime implicate of Σ . Using Theorem 34, either Σ1T  C
or there exists C′ ∈ Σ1R that θ -subsumes C.
Case 1: Σ1T  C. By the closure under resolution and factoring ofLT (where Σ1T ⊆ LT ),
we obtain that Σ1T  C′ for some C′ ∈ LT such that C′ θ -subsumes C. But since C is a
prime implicate of Σ , C′ must also be θ -subsumed by C. It follows that C and C′′ are
alphabetic variants, hence both must be in the same language, contradiction. Hence this
case is impossible.
Case 2: there exists C′ ∈ Σ1R that θ -subsumes C. Again, C′ must also be θ -subsumed
by C, so they are alphabetic variants. This is the same as saying that C ∈ Σ1R .
(GLUB-2) Let C ∈ LR be a prime implicate of Σ . Using Theorem 34, either Σ2T  C
or Σ2R  C. If the latter then we are done, so assume the former. Since Σ2T ⊆ LT , and LT
is closed under resolution and factoring, it follows that Σ2T  C′ for some C′ ∈ LT such
that C′ θ -subsumes C. Again, C and C′ are alphabetic variants, so both are in the same
language, contradiction. Hence this case is impossible. 
11. Target languages revisited
The results of the previous section show that lifting the results on LUB approximations
to the first order case is rather subtle, involving quite a few properties of languages. Fortu-
nately, these turn out to be the “right” properties, in the sense that most interesting target
languages which have the corresponding properties in the ground case also have them in
their natural generalization to the first order. We briefly discuss some of these target lan-
guages next, noting first that all of them (and their complements) are closed under strict
ground instantiation.14
14 The only interesting languages that seem to be ruled out by the instantiation conditions are ground target
languages, as their complements are not closed under ground instantiation.
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• Horn and more generally k-quasi-Horn (clauses with at most k positive literals, for a
fixed k) is closed under θ -subsumption (and for k = 1, under resolution and factoring).
Furthermore, its complement is closed under ground resolution. Hence one can use
GLUB-2, and in the Horn case also Theorem 36.
• Subsets of k-CNF which are closed under θ -subsumption, e.g., k-Horn. As in the
ground case, we must use GLUB-1, since their complements are generally not closed
under (ground) resolution. Unlike the ground case, however, we can no longer guaran-
tee that the size of, say, any k-Horn theory is polynomial in the size of the vocabulary,
unless there is also a fixed upper bound for the arity of predicates and the size of
the Herbrand domain. This choice of target language will tend to ensure small LUB
approximations.
• Finally, the classes of languages LV and LL can be reformulated by replacing propo-
sitional symbols by predicates, and propositional literals by positive or negative oc-
currences of predicates. Then LV and LL are closed under θ -subsumption, resolution,
and factoring; in addition the complement of LL is closed under ground resolution, as
L cannot contain complementary literals. So these languages can use the same results
in FOL as in the ground case.
The combinations of properties which are required for each algorithm to be correct
in the first order case are in a sense quite fortunate. In particular, we use closure under
θ -subsumption rather than standard subsumption; closure under ground resolution instead
of under general resolution; and closure under strict ground instantiation instead of closure
under ground instantiation. Had it been otherwise, some important languages would have
fallen out of the scope of applicability of the algorithms, but fortunately this is not the
case. For example, non-Horn is not closed under ground instantiation (q(a) is a ground
instance of q(x) ∨ q(y)) but it is closed under strict ground instantiation. Neither the
k-CNF languages nor the k-quasi-Horn languages are closed under (standard) subsump-
tion (e.g., the non-Horn clause C = p(x, y)∨p(y, z)∨¬q(x, z) subsumes the Horn clause
D = p(x, x)∨¬q(x, x)) yet they are all closed under θ -subsumption. Finally, of essential
importance for GLUB-2, we only need closure under ground resolution of the complement
language in order for the first order GLUB-2 to work. For example, the complement of
k-quasi-Horn is closed under ground resolution, but not under general resolution (e.g., the
two non-Horn clauses p(x, y)∨ p(y, z)∨ ¬q(x, y, z) and q(v, v, v) ∨ p(v, v) have as re-
solvent the Horn clause p(v, v)). In all these cases, the corresponding version for the lifted
algorithm of any of the properties required for the ground case behaves just perfectly for
the lifted versions of the languages of interest.
12. Issues in first order approximation
As mentioned, the nature of first order inference raises a number of significant and
challenging issues for approximation and knowledge compilation. We briefly discuss them
next:
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12.1. The complexity of inference and the choice of target languageWhile certain properties of languages can be lifted relatively easily to FOL, the com-
plexity of inference is not one of them. In particular, tractable target languages are much
harder to find. The non-ground Horn language (with function symbols) is in essence as
expressive as full first order predicate calculus [17, Section 10], hence entailment and sat-
isfiability when using first order Horn LUBs are at best semidecidable; whereas they are
polynomially decidable in the ground case. Nevertheless, being able to use unit resolution
alone is a significant improvement in efficiency and simplicity of implementation. Recall
also that the choice of target language can also be guided by the desire to obtain a theory
which is complete with respect to LT -queries, while discarding other information which
is “irrelevant” (for a given task). Once the LT -LUB is computed, ensuring this degree of
relative completeness, it can be further compiled by some other method.
12.2. Termination
Even for decidable subsets of FOL, approximation and compilation algorithms are not
always guaranteed to terminate. Consider the following theories:
Σ1 : ¬e(x1, x2)∨ p(x1, x2);
¬e(y1, y2)∨ ¬p(y2, y3)∨ p(y1, y3).
Σ2 : ¬e(x1, x2)∨ p(x1, x2);
¬e(y1, y2)∨ ¬p(y2, y3)∨ p(y1, y3)∨ q(y1, y3).
Σ3 : ¬e(x, y)∨ ¬f (x, y);
e(x, y)∨ f (x, y);
¬e(x1, x2)∨ p(x1, x2);
¬e(y1, y2)∨ ¬p(y2, y3)∨ p(y1, y3).
For simplicity, let LT be the Horn language. Then:
(1) Any approach which is complete for consequence-finding, such as [19,34] fails to ter-
minate with either theory, since they all have an infinite number of prime consequences
of the form:
¬e(z1, z2)∨ ¬e(z2, z3)∨ · · · ∨ ¬e(zn−1, zn)∨ p(z1, zn).
Both GLUB-1 and GLUB-2 terminate with Σ1, without performing any resolutions at
all.
(2) GLUB-1 fails to terminate on Σ2, which has an infinite number of non-Horn un-
subsumed consequences. GLUB-2 terminates almost immediately, after obtaining the
single clause ¬e(z1, z2)∨ ¬e(z2, z3)∨ p(z1, z3)∨ q(z1, z3).
(3) GLUB-1 and GLUB-2 fail to terminate on Σ3, generating an infinite sequence of
clauses of the form:
¬e(z1, z2)∨ ¬e(z2, z3)∨ · · · ∨ ¬e(zn−1, zn)∨ p(z1, zn);
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andf (z1, z2)∨ ¬e(z2, z3)∨ · · · ∨ ¬e(zn−1, zn)∨ p(z1, zn).
Note that the corresponding Horn LUBs are in all cases finitely axiomatisable, so non-
termination cannot be justified on these grounds.15 Furthermore, entailment with respect
to any of these theories is decidable, as they have a finite Herbrand universe, so the use of
a decidable subset of FOL is not sufficient to guarantee termination.
Clearly, however, a necessary condition for termination is that the LUB is finitely ax-
iomatisable. A modest first step in this direction is given by the following theorem:
Theorem 37. Let Σ be a finite theory of L. The LT -LUB of Σ is finitely axiomatisable
whenever every model of Σ has a finite domain.
Since theories with finite models of arbitrary cardinality have infinite models (Lowen-
heim–Skolem theorem), the most general way of satisfying condition 1 is by fixing a
finite upper bound on the size of the domain. Therefore Σ must entail the formula
Fn = ∃x1, . . . , xn∀z. ∨1in z = xi stating that there are at most n objects, for some
fixed n. Other finiteness restrictions common in the database literature (such as absence
of function symbols and domain closure and unique names axioms) are not necessary for
condition 1 to hold.
Presumably there are other ways to ensure finiteness of the LUB, and termination of
the algorithms. We conjecture that theories with a finite Herbrand domain have finitely
axiomatisable LT -LUBs, but have no proof. Unfortunately, there is very little work in
termination of consequence-finding algorithms, and as we have seen in the examples, even
the decidability of satisfiability, or even of entailment (of individual clauses) for a class of
theories is not sufficient. For example, one might be able to import termination criteria from
logic programming, despite its non-classical semantics, such as absence of recursion for
some appropriate notion of recursion. Not being experts on this topic, we will not pursue
it any further.
12.3. Fairness and completeness
While it would certainly be desirable to have good termination criteria, there is nev-
ertheless an important sense in which the lack of termination guarantees does not affect
the completeness of the compilation procedures, any more than it affects the completeness
for consequence finding of a given resolution procedure. What is needed in both cases is
a fair control strategy, which ensures that any derivable clause is eventually derived in fi-
nite time. In the case of procedures which are complete for consequence-finding, fairness
requires that every two clauses which are queued for resolution are eventually resolved to-
gether. In the case of compilation procedures, we need an additional dimension of fairness.
Namely, the compilation procedure must be interleaved or executed in parallel with the
query answering procedure. For any given C ∈LT the algorithms will eventually compute
15 For Σ1 and Σ2, this is obvious from the fact that GLUB-2 terminates. For Σ3, all the Horn clauses generated
follow from Σ1 ⊆ Σ3, thus Σ1 provides a finite axiomatization of the Horn LUB of Σ3.
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a finite set Γ with the desired properties (being an upper bound of Σ and entailing C).
Since we interleave compilation and query answering (which is also assumed to use a fair
control strategy), we will eventually answer that C does follow from Σ , in finite time. If C
does not follow from Σ then we may not be able to ever tell, however. Similar comments
apply to other approaches to compilation. This interleaving strategy is therefore essential
in the absence of termination guarantees, in contrast with the usual view of compilation
according to which query answering only begins after compilation is completed.
13. The quality of approximations
There are at least two important aspects in assessing the quality of an approximate the-
ory: its size, and its “closeness” to the original theory. In this section, we discuss the latter
from a worst case perspective. For concreteness, we will focus on Horn approximations.
We show that the weakening of the original theory represented by the LUB can result in
failing to answer an exponential number of queries, and in adding an exponential num-
ber of models to those of the original theory. It is not difficult to construct variants of our
examples for other target languages, though we will not delve further in this issue.
Example 38. The examples used to establish Theorem 30 have an exponential number of
prime implicates which do not follow from the Horn LUB. There is therefore an exponen-
tial number of queries entailed by the original theory that the LUB will fail to answer.
Example 39. Given a set of variables x1, . . . , xn, let Σ = {xi ∨ xj | 1 i < j  n} be the
set of all binary positive clauses on this vocabulary. This theory is satisfied by exactly the
set of interpretations that satisfies at most one negative literal, hence it has n + 1 models.
The Horn LUB is empty, however, so it has 2n models. The ratio between the number of
models of the LUB and the number of models of Σ is therefore exponential. A similar
asymptotic ratio holds for any fixed k, with Σ = {k-ary positive clauses}.
In the last example, it is possible to work around the problem by observing that Σ can
be brought to Horn form by an uniform renaming of all symbols, i.e., Σ is in the class
“renamable Horn” and is therefore tractable. The next example does not have this property.
Example 40. Given variables x1, . . . , xn, the non-parity theory is given by the sentence
¬(x1 ⊕ · · ·⊕ xn), where ⊕ denotes the exclusive-or connective. The models of this theory
are all interpretations that satisfy an even number of positive literals, for a total of 2n−1
models. In prime implicate form, it can be written as
∧
{l1,...,ln}∈O−
(l1 ∨ · · · ∨ ln)
where O− is the set whose elements are those sets consisting of exactly one literal for
each variable in the language, such that the total number of negative literals is odd. (See
the discussion of the parity function in [44].) If n is odd (the case with n even is left
to the reader), then the Horn LUB approximation of non-parity, equivalently the set of
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Horn prime implicates of non-parity, contains the single clause ¬x1 ∨ · · · ∨¬xn (any other
implicate contains at least two more positive literals). This clause rules out exactly one
model, hence the LUB has 2n − 1 models, or 2n−1 − 1 more models than the original
theory. Any model containing at least one negative literal will satisfy the LUB, rather than
only those models with an even number of positive literals.
Example 41. There is also at least one fairly natural class of theories that yield inadequate
approximations. Consider the propositional encoding of constraint satisfaction problems
(CSP). For each variable Xj of a given CSP, its propositional encoding Σ contains a
“domain clause” Cj = (Xj = xj1 ∨ · · · ∨ Xj = xjnj ) specifying its initial domain, clauses
specifying that distinct values of a variable are incompatible, and where n-ary constraints
for n 2 are encoded by negative clauses (“nogoods”) stating which combinations of val-
ues are incompatible.
For each domain clause Cj , there must exist a unique clause C′j ∈ Π(Σ) which sub-
sumes Cj . Now, it is easy to see that Σlub, being Horn, can only entail C′j iff C′j is a unit
clause, i.e., if the CSP uniquely determines a single possible value for the given variable.
For any variable for which this is not the case, the information that the variable must have
at least one value will be lost by the Horn LUB, and the LUB will be consistent with a
number of variables having no value. If k is the number of variables for which the CSP
does not uniquely determine a value, this gives at least Σki=1
(
n
i
)
additional models. Inde-
pendently of quantitative measures, moreover, we would argue that there is a qualitative
sense in which these approximations are inadequate—for example, if Cj denotes the po-
sition of an object, the compiled theory may be consistent with the object mysteriously
vanishing (i.e., with Xj having no value), so a robot may have no reason to look for it.
Note incidentally that combining the LUB with a GLB would be of little help for such
problems, as any GLB of Σ must entail a complete assignment of values to every variable
(because all Horn strengthenings of the various clauses Cj are positive unit clauses).
In conclusion, it is easy to find examples which defeat Horn approximations, even in
theories (such as CSPs) with a very small proportion of non-Horn clauses. While this is an
important fact, we emphasize that it in no way precludes a profitable use of Horn approxi-
mations for large classes of theories which do not include the ones discussed here.
14. Language-based restrictions of resolution
As already pointed out, GLUB-1 computes the resolution closure of Σ under the re-
striction that at least one parent in each resolution step is in the complement language
LR = LT . Let us now shift perspective to focus in LR instead of LT . For simplicity, we
consider only the ground case. It is easily seen that the following classical restrictions of
resolution are special cases of GLUB-1, i.e., forms of LR-resolution:
• Unit resolution. Here LR = {unit clauses}, so LT = {non-unit clauses}.
• k-resolution (e.g., [1]) where at least one parent has at most k literals, for fixed k.
Obviously, unit resolution is a special case.
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• Input resolution. Here LR = Σ , i.e., the input theory, or slightly better LR = {C |
∃D ∈ Σ s.t. D ⊆ C}. This definition does not change the actual behavior of input
resolution, as the added clauses would be immediately deleted by subsumption if they
are generated, but allows LT to be closed under subsumption.
• Set of support resolution. Let ∆ ⊆ Σ be such that Σ \ ∆ is satisfiable. A resolution
deduction with set of support ∆ is a deduction where it is required that at least one
parent “has support”, i.e., it has an ancestor in ∆. Equivalently, at least one parent is
not in LT = Σ \ ∆. Here, therefore, LR is complement of the set Σ \ ∆.
• Positive clause resolution (see, e.g., [43]), where LR = {positive clauses}.
• Non-negative clause resolution, where LR = {non-negative clauses}.
Our results on GLUB-1 are thus of immediate applicability to all such language-based
restrictions of resolution. Just to give a couple of examples of the kind of analysis that can
be carried out, recall from Section 8 that a consequence of our analysis is that positive
clause resolution is complete for finding the positive prime implicates of Σ . Similarly,
for vocabulary-based languages, the restriction that at least one parent contains a variable
not in the vocabulary is guaranteed to give us the vocabulary-based LUB. Finally, the
completeness of the set of support restriction can be rederived from our results, when
phrased as above in terms of LR-resolution (i.e., GLUB-1) with LR = LT = Σ \∆. Clearly
Σ1T ⊆ Σ \ ∆, so if Σ \ ∆ is satisfiable, and Σ is not, then it follows from Lemma 21 that
some clause of Σ1R subsumes the empty clause, i.e., the empty clause must be derived. In
a similar way we can derive the completeness of positive clause resolution, and provide
necessary and sufficient conditions for a language-based restriction of resolution to be
refutation complete. Further analysis in this direction could be the subject of another paper.
15. Discussion
In this paper, we have provided an analysis of approximate knowledge compilation
on the basis of the approach introduced by Selman and Kautz in [23,40,41]. The main
contributions have already been summarized in the introduction, so we will not repeat
them here.
In the category of related work, the great debt of this paper to the work of Selman and
Kautz should be obvious to any reader; credit for specific results or proofs due to them has
been explicitly indicated where appropriate. Other approaches to approximation closely
related to the LUB approach are discussed in [4,41], to which we refer the reader. We have
already mentioned the reasoning-with-models approach [21,22], which can be seen as an
alternative representation of the LUB, and we discuss some less obviously related work in
Section 6. More recently, [2,6,7] discuss algorithms, semantics and complexity for GLBs,
which we do not study in this paper.
A number of open questions remain. Can we add effective subsumption strategies to
GLUB-2? Can we combine ordering restrictions with the algorithms discussed in this pa-
per? The connection with positive clause resolution, for example, suggests that at least
in some cases both questions can be answered positively. What other connections can
be established with work on focused consequence-finding? Can consequence-finding ap-
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proaches benefit from restrictions used in this paper, or the algorithms of this paper benefit
from the former? Can our results or techniques be used to lift other knowledge compilation
approaches, either exact or approximate, to the first order? Can the analysis be extended
to provide further insights on language-based restrictions of resolution? Is it possible to
identify broader conditions for finiteness of the LUB and termination of the algorithms?
And, finally, can LUB approximations, Horn or otherwise, be made to work in practice in
the first order?
Appendix A. Proofs
The reader is referred to Definition 11 for various notation used in this Appendix, in
particular  (subsumer of conclusion is derivable), ∗ (conclusion itself is derivable, i.e.,
is root of resolution tree), and i , and ∗i , where i indicates the depth of the corresponding
resolution trees.
Recall also that ΣT and ΣR , with appropriate superscripts 1 or 2, refer to the final values
of these variables in either Generate-LT -LUB algorithm.
A.1. GLUB-1
These are the proofs for GLUB-1. In these proofs, we further assume that resolution
derivations involve no tautologies, both for , etc., and Resolve. Since the completeness of
resolution for consequence-finding is not affected by deletion of tautologies, this assump-
tion is both harmless and convenient.
Lemma 20. If Σ1T  B , C ∈ Σ1R , and A is a non-tautologous resolvent of B and C, then
either Σ1T  A or there exists A′ ∈ Σ1R s.t. A′ subsumes A.
Proof. The induction hypothesis is:
If Σ1T i B , C ∈ Σ1R , A ∈ Resolve(B,C) then either Σ1T i A or there exists A′ ∈ Σ1R
s.t. A′ subsumes A.
Let y be the literal of B resolved upon to obtain A.
Base case: Σ1T 1 B . Then there exists B ′ ∈ Σ1T s.t. B ′ subsumes B . If y ∈ B ′ then B ′
subsumes A, so Σ1T 1 A; so assume y ∈ B ′. Then there exists A′′ ∈ Resolve(B ′,C) s.t. A′′
subsumes A. Since B ′ ∈ Σ1T , C ∈ Σ1R , the algorithm must have computed A′′ at some point
during its execution, and stored it in either Σ1T or Σ
1
R . Because the algorithm only deletes
a stored clause if it replaces it by a subsuming clause, at the end of execution there exists
A′ ∈ Σ1T ∪ Σ1R s.t. A′ subsumes A′′ and hence A′ subsumes A. Hence either Σ1T 1 A (if
A′ ∈ Σ1T ), or there exists A′ ∈ Σ1R s.t. A′ subsumes A.
Inductive step: Suppose Σ1T i+1 B , C ∈ Σ1R , A ∈ Resolve(B,C). We need to show that
either Σ1T i+1 A or there exists A′ ∈ Σ1R s.t. A′ subsumes A.
Since Σ1T i+1 B , either Σ1T 1 B (which reduces to the previous case), or there exists a
resolution tree R with no tautologous clauses s.t. 1 < depth(R) i+1, all whose leaves are
40 A. del Val / Artificial Intelligence 162 (2005) 7–48Fig. A.1. The two main cases of the proof of correctness of GLUB-1. The left-hand sides describe the situation
depending on whether the literal y resolved upon to obtain A is in only one of the parents of A (top left) or in
both (bottom left). To simplify notation, the figure assumes that y ∈ E′, so that if y ∈ E then y appears explicitly.
The right-hand sides describe the transformations applied in the proof in each case.
in Σ1T , and B
′ = root(R) subsumes B . If y /∈ B ′ then B ′ subsumes A, hence Σ1T i+1 A;
so assume in what follows that y ∈ B ′. Let D and E be the parents of B ′ in the tree R;
then Σ1T i E, Σ1T i D, and B ′ ∈ Resolve(D,E). Assume w.l.o.g. that y ∈ D, and let x
be the literal of D resolved upon to obtain B ′. Letting D′ = D \ {x, y}, E′ = E \ {¬x}, and
C′ = C \ {¬y}, we can write:
D = x ∨ y ∨D′,
E = ¬x ∨E′,
B ′ = y ∨D′ ∨ (E′ \ {y}),
C = ¬y ∨ C′.
The situation is described in Fig. A.1, left, where, we distinguish two cases, depending
on whether y does not occur in E (top) or it does (bottom). These correspond to what are
really the main cases in the proof, respectively cases 3.1 and 3.2 below. Unfortunately, the
case analysis must become much hairier than this might suggest in order to properly deal
with tautologies and subsumption.
Note that since C ∈ Σ1R at the end of execution, C is non-tautologous, and that by
hypothesis D, E, and B ′ are also non-tautologous. Since D is non-tautologous, x = ¬y ,
and since y ∈ B ′ ∈ Resolve(D,E), x = y . We also have that ¬x,¬y /∈ D′, since D is
non-tautologous, and that x, y /∈ D′ by construction; ¬x, x,¬y /∈ E′, by construction and
since E and B are non-tautologous; and ¬y, y ∈ C′, by construction and since C is non-
tautologous. Let also
A′′ = C′ ∨D′ ∨ (E′ \ {y}).
Also note that A′′ ∈ Resolve(B ′,C) and A′′ subsumes A (since B ′ subsumes B and
A ∈ Resolve(B,C)).
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We must now distinguish several cases. The first two cases deal with the “degenerate”
case in which C reintroduces the literal x that was resolved upon to obtain B . Case 3 is the
main one.
Case 1: ¬x ∈ C′. Let C′′ = C′ \ {¬x}, so that C = ¬y ∨ ¬x ∨ C′′, A′′ = ¬x ∨ C′′ ∨
D′ ∨ (E′ \ {y}).
Case 1.1: y /∈ E′. Then E subsumes A′′ and, therefore, A as well. Since Σ1T i E,
Σ1T i A.
Case 1.2: y ∈ E′. Let E′′ = E′ \ {y}, so E = ¬x ∨ y ∨E′′. Then G = ¬x ∨C′′ ∨E′′ is
s.t. G subsumes A (hence G is non-tautologous) and G ∈ Resolve(E,C). Since Σ1T i E,
by inductive hypothesis either Σ1T i G (in which case Σ1T i A), or there exists G′ ∈ Σ1R
s.t. G′ subsumes G (hence G′ subsumes A).
Case 2: x ∈ C′. Let C′′ = C′ \ {x}, so C = ¬y ∨ x ∨ C′′. Then F = x ∨ C′′ ∨ D′ is
s.t. F subsumes A′′ and A (hence F is non-tautologous) and F ∈ Resolve(D,C). Since
Σ1T i D, by inductive hypothesis either Σ1T i F (in which case Σ1T i A), or there exists
F ′ ∈ Σ1R s.t. F ′ subsumes F (hence F ′ subsumes A).
Case 3: x /∈ C′,¬x /∈ C′. Then F = x ∨ C′ ∨ D′ is non-tautologous, and F ∈
Resolve(D,C). Since Σ1T i D, by inductive hypothesis either Σ1T i F or there exists
F ′ ∈ Σ1R s.t. F ′ subsumes F .
Case 3.1: y /∈ E′. Then A′′ ∈ Resolve(F,E). This case is described in Fig. A.1, top left;
the top right part shows how to obtain A′′.
Case 3.1.1: Σ1T i F . Then since Σ1T i E and A′′ ∈ Resolve(F,E), Σ1T i+1 A′′,
hence Σ1T i+1 A.
Case 3.1.2: There exists F ′ ∈ Σ1R s.t. F ′ subsumes F . If x /∈ F ′ then F ′ subsumes
A, and we are done. Else, there exists A′′′ ∈ Resolve(F ′,E) s.t. A′′′ subsumes A′′. Since
Σ1T i E, by inductive hypothesis either Σ1T i A′′′ (hence Σ1T i A, and we are done) or
there exist A′ ∈ Σ1R s.t. A′ subsumes A′′′ and hence A as well.
Case 3.2: y ∈ E′. This case is described in Fig. A.1, bottom left; the bottom right part
shows how to obtain A′′. Formally, write E′ = y ∨E′′, E = ¬x ∨ y ∨E′′. Then G = ¬x ∨
C′ ∨E′′ is non-tautologous (since x /∈ C′ by hypothesis of case 3) and G ∈ Resolve(E,C);
since Σ1T i E, by inductive hypothesis either Σ1T i G or there exists G′ ∈ Σ1R s.t. G′
subsumes G. Furthermore, A′′ ∈ Resolve(F,G).
Case 3.2.1: Σ1T i F , Σ1T i G. Then since A′′ ∈ Resolve(F,G), Σ1T i+1 A′′, hence
Σ1T i+1 A.
Case 3.2.2: Σ1T i F , and there exists G′ ∈ Σ1R s.t. G′ subsumes G. If ¬x /∈ G′
then G′ subsumes A′′ and A, and we are done. Otherwise, if ¬x ∈ G′ then there exists
A′′′ ∈ Resolve(F,G′) s.t. A′′′ subsumes A′′ and A. Since Σ1T i F , the conclusion follows
directly from the inductive hypothesis.
Case 3.2.3: Σ1T i G, and there exists F ′ ∈ Σ1R s.t. F ′ subsumes F . Similar to the
previous case.
Case 3.2.4: There exists F ′ ∈ Σ1R s.t. F ′ subsumes F , and there exists G′ ∈ Σ1R s.t.
G′ subsumes G. If x ∈ F ′ then F ′ subsumes A′′ and we are done; similarly, if ¬x /∈ G′
then G′ subsumes A′′ and we are done. Finally, if x ∈ F ′ and ¬x ∈ G′ then there exists
A′′′ ∈ Resolve(F ′,G′) s.t. A′′′ subsumes A′′ and A. Since F ′,G′ ∈ Σ1R , the algorithm must
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have computed A′′′ at some point, so at the end of execution there exists A′ ∈ Σ1 ∪Σ1 s.t.T R
A′ subsumes A′′′ and hence s.t. A′ subsumes A, from which the conclusion follows. 
Lemma 21. If Σ  A then either Σ1T  A or there exists A′ ∈ Σ1R s.t. A′ subsumes A.
Proof. Induction hypothesis: If Σ i A then either Σ1T  A or there exists A′ ∈ Σ1R s.t. A′
subsumes A.
Base case: Σ 1 A. Then there exists A′′ ∈ Σ s.t. A′′ subsumes A, hence at the end of
execution there exists A′ ∈ Σ1T ∪ Σ1R s.t. A′ subsumes A′′ and hence subsumes A, from
which the conclusion follows.
Inductive step: Suppose Σ i+1 A. Then there exists a resolution tree R with no tautol-
ogous resolvents s.t. depth(R) i + 1, with root A′′ that subsumes A, and leaves in Σ . If
depth(R) = 1 this is as in the base case; else, let B and C be the parents of A′′ in this tree.
Then Σ i B and Σ i C, so by applying the inductive hypothesis to both B and C we
obtain four cases:
Case 1: Σ1T  B , Σ1T  C. Then Σ1T  A′′  A.
Case 2: Σ1T  B , there exists C′ ∈ Σ1R s.t. C′ subsumes C. Let x be the literal of C
resolved upon to obtain A′′. If x ∈ C′ then C′ subsumes A′′ and A, from which the conclu-
sion follows; so assume x ∈ C′. Then there exists A′′′ ∈ Resolve(B,C′) s.t. A′′′ subsumes
A′′ and A. By Lemma 20, either Σ1T  A′′′ (hence Σ1T  A), or there exists A′ ∈ Σ1R s.t. A′
subsumes A′′′ (hence A′ subsumes A′′ and A).
Case 3: Σ1T  C, there exists B ′ ∈ Σ1R s.t. B ′ subsumes B . As in the previous case.
Case 4: There exists B ′ ∈ Σ1R s.t. B ′ subsumes B , and there exists C′ ∈ Σ1R s.t. C′
subsumes C. If x ∈ C′ then C′ subsumes A′′ and hence A; similarly if ¬x /∈ B then B ′
subsumes A. So assume x ∈ C′ and ¬x ∈ B ′. Then there exists A′′′ ∈ Resolve(B ′,C′) s.t.
A′′′ subsumes A′′ and hence A. Since B ′,C′ ∈ Σ1R , A′′′ must have been computed by the
algorithm at some point during its execution; hence at the end of execution there exists
A′ ∈ Σ1T ∪ Σ1R s.t. A′ subsumes A′′′ and hence A. The conclusion follows from this. 
A.2. GLUB-2
We now turn to proofs for GLUB-2. The proof of Lemma 26 requires two auxiliary
lemmas.
Lemma A.1. SupposeLT is closed under resolution, and suppose C ∈ LT can be obtained
by resolution from D and E. Then either D ∈LT or E ∈ LT . In particular, for any symbol
p, either p ∨C or ¬p ∨C is in LT .
Proof. This is simply the contrapositive of the definition of closure under resolution. For
suppose on the contrary that C ∈ LT yet neither D nor E were in LT , that is, D,E ∈ LT .
Then their resolvent C would also be in LT , which contradicts C ∈LT . 
The next lemma proves the base case for Lemma 26, which is to GLUB-2 as Lemma 20
is to GLUB-1.
A. del Val / Artificial Intelligence 162 (2005) 7–48 43Fig. A.2. The three main cases of Lemma A.2 for GLUB-2. The left-hand sides describe the situation depending
on whether the literal y resolved upon to obtain A is in only one of the parents of A (top left) or in both (medium
and bottom left). As before, if y does not appear explicitly in E then it does not occur in E. The right-hand sides
describe the transformations applied in the proof in each case.
Lemma A.2. Suppose LT is closed under subsumption and LT is closed under resolution.
If B ∈ Σ2T , Σ2R ∗i C, and A ∈ Resolve(B,C) then either A ∈ Σ2T or Σ2R ∗i A.
Proof. By induction on i .
Base: Assume B ∈ Σ2T , Σ2R ∗1 C. Then C ∈ Σ2R , hence A has been computed by the
algorithm at some point, and stored in Σ2T or Σ
2
R . Since no clause is ever deleted by the
procedure, at the end of execution A ∈ Σ2T ∪Σ2R , from which the conclusion follows.
Induction: Suppose Σ2R ∗i+1 C, and let D and E be the parents of C in the correspond-
ing resolution tree. Let y be the literal of C resolved upon to obtain A, and let x be the
literal of D resolved upon to obtain C. W.l.o.g., assume y ∈ D, and write:
B = ¬y ∨ B ′,
D = x ∨ y ∨D′,
E = ¬x ∨E′,
C = y ∨ D′ ∨ (E′ \ {y}),
A = B ′ ∨D′ ∨ (E′ \ {y}).
The transformations we will apply are similar to those of Fig. A.1 for GLUB-1, except
that the roles of B and C are exchanged, since in this case we are considering the parents of
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the non-LT clause C. This is illustrated in Fig. A.2. Furthermore, whereas in Lemma 20 the
more complex transformation required only to compute the resolvent of F and G (which
in that case were in LT ), in the present lemma this is not always allowed, in particular
when both F and G are in LT . In this case, a different transformation is performed, which
is depicted in the bottom part of the figure.
Case 1: y /∈ E′. Since B ∈ Σ2T , Σ2R ∗i D, and F = x ∨ B ′ ∨ D′ ∈ Resolve(B,D), by
inductive hypothesis we obtain two cases:
Case 1.1: F ∈ Σ2T . Since Σ2R ∗i E, and A ∈ Resolve(F,E) the conclusion follows
directly by a second application of the inductive hypothesis.
Case 1.2: Σ2R ∗i F . Since Σ2R ∗i E, and A ∈ Resolve(F,E), we obtain Σ2R ∗i+1 A, as
desired.
Case 2: y ∈ E′. Let F be as before, G = ¬x ∨ B ∨ (E′ \ {y}). Note that G ∈
Resolve(B,E) and A ∈ Resolve(F,G). Applying the inductive hypothesis to B and D,
and to B and E, we obtain four cases:
Case 2.1: Σ2R ∗i F and Σ2R ∗i G. Since A ∈ Resolve(F,G), we obtain Σ2R ∗i+1 A.
Case 2.2: Σ2R ∗i F and G ∈ Σ2T . Direct by the inductive hypothesis.
Case 2.3: Σ2R ∗i G and F ∈ Σ2T . Identical to previous case.
Case 2.4: F,G ∈ Σ2T . Then the clause H = y ∨ B ′ ∨ D′ ∨ (E′ \ {y}) ∈ Resolve(F,E),
so using the inductive hypothesis with F and E we obtain two cases:
Case 2.4.1: H ∈ Σ2T . Since LT is closed under resolution, by Lemma A.1 either x ∨
H ∈ LT or ¬x ∨ H ∈ LT . If the former, then since LT is closed under subsumption and
D subsumes x ∨ H , D ∈ LT ; if the latter, then E subsumes ¬x ∨ H , hence E ∈ LT .
Thus, either D ∈ LT or E ∈ LT . But this is impossible; indeed, since LT is closed under
resolution, Σ2R ⊆ LT , and Σ2R ∗i D ∧ E, it follows that D,E ∈ LT . Hence this case is
impossible.16
Case 2.4.2: Σ2R ∗i H . Since A ∈ Resolve(H,B), the conclusion follows directly from
the inductive hypothesis. 
Remark A.3. In the proof of Lemma 20 for GLUB-1, the case in which y ∈ E is handled
by obtaining F and G, and them resolving them together. If both were derivable from Σ1T
then their resolvent A is also derivable from Σ1T ; if both are subsumed by clauses in Σ
1
R
then by definition of GLUB-1 (a subsumer of) their resolvent A is also computed; finally, in
the mixed case, we apply the inductive hypothesis directly. In the proof of Lemma A.2 for
GLUB-2, in contrast, the case were both F and G are in Σ2T cannot be handled by resolving
both clauses, and yet the lemma requires that their resolvent is actually computed. Hence
the need for the additional transformation depicted in Fig. A.2. If we try to weaken the
lemma by requiring only that A is derivable from Σ2T or Σ
2
R then we cannot apply the
16 Note the importance of the fact that the inductive hypothesis requires H itself, as opposed to some clause H ′
that subsumes H , to be in Σ2
T
. For we cannot guarantee that either D or E subsumes x ∨H ′, so such H ′ would
not allow us to rule out this case. We do need to rule out this case because H ∈ Σ2T is not allowed to resolve
with B ∈ Σ2
T
to yield A. This is why we do not allow deletion of subsumed clauses. For somewhat complicated
technical reasons, this also explains our allowing tautologous resolvents. The reader interested in these reasons
should compare the proof of this lemma with the proof of Lemma 20 and Remark A.3.
A. del Val / Artificial Intelligence 162 (2005) 7–48 45
inductive hypothesis, which requires a parent of the resolution step to be in Σ2 ; and if weT
weaken this requirement, then the lemma cannot act as base case for the following lemma.
The ultimate reason why we do not deal with subsumption in the proof of correctness
of GLUB-2 is that if we did, then a non-LT clause C may be subsumed by an LT -clause
D, so that certain resolution steps that are required by our transformations would no longer
be performed. (Similarly, we allow tautologies because the way to deal with tautologous
resolvents is to notice that one of the parents subsumes the resolvent.) This is fine in so far
as the resolvents obtained by using D instead of C together with some other LT -clause are
still derivable from Σ1T . It is for this reason that we conjecture that subsumption can after
all be added to the algorithm; to which we can add that we have failed to find any coun-
terexample to the use of subsumption. But, and here is the key issue, if we follow this line
then the depth of the derivation would be larger than required in order to apply inductive
hypotheses based on the depth of resolution trees. As soon as we allow for subsumption,
we must allow for our transformations to generate deeper trees. So perhaps a totally dif-
ferent proof technique is needed in order to show compatibility with deletion of subsumed
clauses.
The previous lemma provides the base case for Lemma 26, the main lemma for
GLUB-2, which plays a similar role as Lemma 20 for GLUB-1.
Lemma 26. Suppose LT is closed under subsumption and LT is closed under resolution.
If Σ2T ∗i B , Σ2R ∗ C, and A ∈ Resolve(B,C) then either Σ2T ∗i A or Σ2R ∗ A.
Proof. By induction on i .
Base: Σ2T ∗1 B . Then B ∈ Σ2T , and the conclusion follows by Lemma A.2, since LT
and LT by hypothesis satisfy the conditions of the lemma.
Induction: Suppose Σ2T ∗i+1 B , and let D and E be the parents of B in the correspond-
ing resolution tree. W.l.o.g. write:
B = ¬y ∨ D′ ∨ (E′ \ {¬y}), D = x ∨ ¬y ∨D′,
E = ¬x ∨E′, C = y ∨C′, A = B ′ ∨D′ ∨ (E′ \ {¬y}).
The transformations we will apply are again similar to those of Fig. A.1 for GLUB-1.
Unlike in Lemma A.2, the roles of B and C are identical to those we used for GLUB-1,
since we are now considering the parents of the clause B entailed by Σ2T . Further, since
this lemma only requires that B and C are derivable, the case in which F and G are both
derivable from Σ2T does not present any problem.
We have to show that either Σ2T ∗i+1 A or Σ2R ∗ A. As before we distinguish two main
cases:
Case 1: ¬y /∈ E′. Since Σ2R ∗ C, Σ2T ∗i D, and F = x ∨C′ ∨D′ ∈ Resolve(C,D), by
inductive hypothesis we obtain two cases:
Case 1.1: Σ2T ∗i F . Since Σ2T ∗i E, and A ∈ Resolve(F,E) we obtain Σ2T ∗i+1 A, as
desired.
Case 1.2: Σ2R ∗ F . Since Σ2T ∗i E, and A ∈ Resolve(F,E), the conclusion follows
directly by a second application of the inductive hypothesis.
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Case 2: ¬y ∈ E′. Let F be as before, G = ¬x ∨ C′ ∨ (E′ \ {¬y}). Note that G ∈
Resolve(C,E) and A ∈ Resolve(F,G). Applying the inductive hypothesis to C and D,
and to C and E, we obtain four cases:
Case 2.1: Σ2T ∗i F and Σ2T ∗i G. Since A ∈ Resolve(F,G), we obtain Σ2T ∗i+1 A.
Case 2.2: Σ2T ∗i F and Σ2R ∗ G. Direct by the inductive hypothesis.
Case 2.3: Σ2R ∗ F and Σ2T ∗i G. Identical to previous case.
Case 2.4: Σ2R ∗ F and Σ2R ∗ G. Then Σ2R ∗ A. 
A.3. Finiteness of the LUB
In order to prove Theorem 37 on the finite axiomatisability of the LUB, we shall need
two auxiliary lemmas. If C is a clause with more than n variables, then a n-universe-
restriction of C is any instance of C containing exactly n variables; it has n or fewer
variables, then it is C itself. Let Un(C) be the set of n-universe-restrictions of C for any
given n.
Lemma A.4. Let Fn be any axiom which is satisfied only by interpretations whose domain
has at most n elements. Then Fn |=C ≡∧Un(C).
Proof. Clearly C |=∧Un(C), since Un(C) is just a collection of instances of C. For the
other direction, assume C has z > n variables, x1, . . . , xz, since otherwise the conclusion is
obvious. Let I be any model of Fn and Un(C), and suppose for indirect proof that I |= C.
There exists therefore an assignment v of z objects of the universe UI = {a1, . . . , an} of I to
the variables x1, . . . , xz, such that I, v |= C. Let y1, . . . , yn be new variables not occurring
in C, and let σ be the substitution that replaces every occurrence of xi (1 i  z) in C by
the variable yj , where v(xi) = aj . Clearly, I |= Cσ ; yet Cσ has at most n variables, hence
Cσ ∈ Un(C), hence I |= Un(C), in contradiction with the hypothesis. 
We omit the proof of the following easy lemma:
Lemma A.5. Any theory Σ is equivalent to a theory Σ ′ containing no nested occurrences
of function symbols.
As a simple illustration of this lemma, a formula such as p(x,g(y,f (z))), where p is
a predicate symbol and f and g are function symbols can be transformed into a formula
with no nested function applications as follows:
p
(
x,g
(
y,f (z)
))≡ v1 = g
(
y,f (z)
)∨ p(x, v1)
≡ v2 = f (z)∨ v1 = g(y, v2)∨ p(x, v1).
In a similar way we can remove all nested functions from any formula.
We are now ready to prove the finite axiomatisability of the LT -LUB.
Theorem 37. Let Σ be a finite theory of L. The LT -LUB of Σ is finitely axiomatisable
whenever every model of Σ has a finite domain.
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Proof. Let Γ be a possibly infinite axiomatization of Σ’s LT -LUB. We show how to
transform it into an equivalent finite theory Γn.
As discussed in the text, Σ |= Fn for some fixed n. Let Γ ′ be a theory with no nested
occurrences of function symbols which is equivalent to Γ , as per Lemma A.5, and let Γn
be the result of replacing any clause C of Γ ′ with more than n free variables by the set
of clauses Un(C). Then by Lemmas A.4 and A.5 Γ and Γn are logically equivalent in
the presence of Fn, hence, since Γ |= Fn, Γ is equivalent to Γn ∪ {Fn}. As Σ is a finite
theory, its signature (predicate and function symbols) is also finite. It follows that there
is only a finite number (modulo alphabetic variants) of clauses over this signature with
the characteristics required to be in Γn: no nested application of function symbols and a
bounded number of distinct free variables. Hence Γn ∪ {Fn} is a finite axiomatization of
Γ , the LT -LUB of Σ . 
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