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Incoherent scatter radar (ISR) technique is used to probe the ionosphere
and measure the key state parameters of the ionosphere in thermodynamic
equilibrium, including its electron density, ion densities and compositions,
electron and ion temperatures, and the associated drift velocities of iono-
spheric particles via statistical inversion of the backscattered signal spec-
trum. In ISR probing different types of radar pulsing techniques can be
chosen to establish some type of a compromise between range and frequency
resolution of the measurements. In the “long pulse” mode, which is used
to probe the topside ionosphere, range resolution is the primary difficulty
that needs to be addressed during the inversion stage of the recorded spec-
tral data. One approach to mitigate the “height mixing” effects involved in
long pulse experiments is to conduct full profile analysis, which attempts to
fit the spectra recorded from all radar ranges simultaneously with a large
number of “unknowns” covering all the probed heights of the ionosphere at
a high computation cost. In Holt et al. [1992], a lower-cost, spline based
full profile approach interpolating the desired state parameters is described.
The work described here uses a variant of the same approach applied to
Arecibo long pulse ISR data collected during the September 2016 topside
F-region ISR data campaign. Our description provides details of forward
model construction, choice of spline parameters, the optimizing algorithm,
and an independent electron density estimation procedure applicable when
Te/Ti = 1. Lastly, our full profile estimation results are compared to results
obtained by height-by-height inversions of the measured ISR spectra.
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Incoherent scatter radar (ISR) is a powerful ground based technique to study
Earth’s ionosphere. By collecting the scattered signal from ionospheric elec-
trons excited by a transmitted radar pulse, a power spectrum can be obtained
to provide information about electron and ion temperatures, drift velocities,
and ion composition. Although the analytical relationship between the spec-
tra and their ionospheric parameters has been well established for more than
five decades, the inversion, that is, estimation of parameters from power spec-
tra, is still difficult due to two major factors. The first difficulty is the fact
that variation of different plasma parameters may give a similar change in
the IS spectrum [Vallinkoski , 1988]; e.g., the distinction between changes in
ion temperature and ion composition is very difficult. The second factor is
the range smearing from long pulse mode in order to obtain high frequency
resolution, caused by the superposition of multiple returns from a large range
of the ionosphere illuminated by the long pulse. The compound spectrum can
be seen to be a superposition of the true spectrum from a desired height and
distorted spectra coming from adjacent heights. This implies that spectrum
needs to be interpreted accurately taking into account this distortion. There
are two major approaches to take range smearing into account. Since the dif-
ficulty comes from the mix of the multiple returns, one may either separate
each return and then fit each return with the model to estimate the state
parameters, or one may enhance the model with consideration of the mixing
phenomenon and then estimate the parameters. The first approach was done
by separating the mixed returns in auto-correlation function domain using
regularization, which is also known as the deconvolution technique proposed
by Nikoukar et al. [2008]. The later method originally attempted to estimate
individual set of parameters such as electron density, composition and tem-
peratures for each height simultaneously. Consequently, the large number of
unknowns makes the inversion procedure highly computationally demanding
1
and easily converge to local minimum. In Holt et al. [1992] an approach us-
ing spline to interpolate the ionospheric state parameters along the altitude
reduced the cost of the estimation. However, the implementation was not
explicitly conveyed and naive application of this approach would often result
in intolerably long computation time and converging to a local minimum far
away from the global minimum corresponding to a successful inversion. This
work is an extension of Holt et al. [1992] with details on model construction,
implementation and other aids that can be utilized to optimize the routine
of full profile analysis.
• Chapter 2 introduces the basic concepts about incoherent scatter the-
ory and presents the derivation of a model equation of the electron
density fluctuations, which is used in data fitting when estimating the
ionospheric parameters from sampled radar data.
• Chapter 3 describes the incoherent scatter radar configuration at Arecibo
Observatory, including the coded-long-pulse (CLP) and uncoded-long-
pulse (ULP) modes. Following that is the derivation of the power
spectrum model for each mode, from which a need for correction for
individual altitudes when using height-by-height analysis is discussed.
• Chapter 4 first introduces the conventional estimation routine using
height-by-height analysis and then discusses the enhanced model for
full profile analysis. Computational complexity of inversion methods is
discussed in the end, which suggests the need for simplification of the
routine or alternatives of estimating the ionospheric state parameters.
• Chapter 5 presents three useful routines which can be used in simpli-
fying the full profile analysis: an alternative for estimating of electron
density using power profile, the implementation of the spline approach
discussed in Holt et al. [1992], and an optimization routine using coor-
dinate descent method.
• Chapter 6 presents the results of full profile analysis using the im-
plementation given by this work on data collected during an Arecibo
campaign in September 2016, and compares the results between the
full profile analysis and height-by-height analysis.
• Chapter 7 concludes the thesis.
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CHAPTER 2
THE BASICS OF INCOHERENT SCATTER
THEORY
The mechanism underlying incoherent scattering in ISR is the “dipole radi-
ation” from each free electron in the ionosphere excited by the transmission
pulses — this is known as Thomson scattering. Ionospheric incoherent scat-
ter from a single electron caused by Thomson scattering of radar pulse is
too weak to detect. Only constructive superposition of scattered signals ar-
riving from a multitude of electrons organized in electron density waves can
be detected. The electron density fluctuations in the probed medium can be
viewed as a superposition of plane waves propagating in all directions, and
only the plane waves propagating along the radar’s line of sight with half of
the transmitted pulse wavelength will provide the constructive superposition
of the scattered radar signal needed for detection — scattering from other
wave components will be self-canceled due to destructive interference.
The radar at Arecibo Observatory has 430 MHz transmitting frequency;
therefore, only the 35 cm wavelength plane waves in the electron density
fluctuation can be detected by the Arecibo radar. These 35 cm density plane
waves are governed by a dispersion relation depending on the electron and
ion conductivity functions of the ionosphere that exhibits two pairs of roots
for the wave frequencies associated with vastly different masses of the elec-
trons and positive ions constituting the ionospheric plasma. Each root pair
corresponds to a unique phase speed for the 35 cm plane waves propagating
toward and away from the radar [Kudeki and Milla, 2011]. The faster wave
speed in the plasma is due to electron Langmuir waves while the slower one
represents an ion-acoustic wave of coupled electron and ion density fluctua-
tions in the plasma. The phase velocities of these electron density waves are
detected as Doppler shifts of the scattered radar signals. As a result, in the
presence of only oxygen ions and electrons, four Doppler shifted peaks show
up in the measured radar power spectrum, two of them upshifted and two
downshifted from the carrier frequency of the transmitted radar pulse. The
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shifted spectral peaks are also frequency broadened due to Landau damp-
ing, and the broadened up- and down-shifted low frequency peaks due to
ion-acoustic waves are merged together to form a double humped “ion-line”
shape which is typical of ISR spectrum measurements from the F-region (300
km) ionosphere shown as Figure 2.1. The spectral shape is broadened even
Figure 2.1: A double-humped spectrum typical of ISR observation, with
Te = Ti = 1000 K and only oxygen component
further in the presence of multiple ion species accompanying the electrons
in the ionosphere, in particular in higher ionospheric altitudes above the
F-region peak where lighter hydrogen and helium ions may be present.
The relationship between the ISR signal spectrum and ionospheric state
parameters as described in general forward spectral models can be repre-
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is the fluctuation spectrum for a single particle s with density Ns in absence
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√
KT/m is the thermal speed of the
charge carrier. The terms σe and σi denote the electron and ion conductivity







where ωs ≡ ω−k ·Vs is a Doppler-shifted frequency in the radar frame due to
the bulk velocity Vs of species s, and h ≡
√
ε0KTs/N0e2 is the corresponding
Debye length.
In this thesis, we will consider only the presence of oxygen and hydro-
gen as ions though the model has the capability of including other ions
such as helium. This forward ISR power spectrum model is referred to as
fs(Ti, Te, Ne, Pi), whose arguments are ionospheric state parameters, namely
temperature of ions, temperature of electrons, electron density and ions com-
position (O+ percentage) respectively.
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CHAPTER 3
RADAR CONFIGURATION AT ARECIBO
OBSERVATORY
The Arecibo Observatory is located near the northern coastal town of Arecibo
on the island of Puerto Rico, and it is the largest single-dish spherical reflec-
tor antenna in the world used for space research. Arecibo facilities support
research in radio astronomy, planetary radar astronomy, and upper atmo-
spheric science. The Arecibo ISR is a 430 MHz backscatter radar system
using a spherical dish antenna of 305 m diameter and its transmitter gener-
ates pulses with peak power of 2.5 MW at the 430 MHz operating frequency
[Isham et al., 2000]. There are six data acquisition modes for Arecibo ISR
operations; two of them, coded long pulse (CLP) and uncoded long pulse
(ULP), are important in F-region and topside ionosphere studies. This the-
sis uses data acquired with the ULP mode and describes the implementation
of full profile analysis in the inversion of Arecibo ULP ISR spectra recorded
from upper F-region heights (above 400 km altitude). For low altitude, the
ionospheric parameters are typically estimated using CLP mode data.
3.1 Radar configuration
3.1.1 Coded long pulse
Coded long pulse (CLP) mode was developed by Sulzer [1986] for high-
resolution ion-line measurements. In this mode, the transmitted rectangular
pulse is subdivided into N bauds whose length matches the sampling interval
and each baud is encoded with a random binary phase shift. To decode the
radar returns, the received N -point voltage time-samples are then conjugate
multiplied with the transmitted N -point binary codes following a time delay
of 2r/c, where r is the “desired height” for probing and c is the speed of the
light. The spectrum of these decoded N -point time series, obtained by N -
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point FFT, has full spectral fidelity at the desired height r while additional
returns from neighboring heights above and below r appear in a frequency
smeared and broadened form in addition to the ion-line spectrum coming
from only range r. The ion-line component from range r and smeared spec-
tra from other ranges are ready to separate and because of this the CLP
method works well and can achieve good height resolution within seconds of
integration at a range resolution of 150 m [Djuth et al., 1994] as long as the
signal-to-noise ratio is sufficiently large.
3.1.2 Uncoded long pulse
The drawback for CLP is that it requires high signal-to-noise ratio (SNR)
to work. When the ionospheric electron density is low and scattering is
weak, CLP method fails. For those applications, typically in topside F-region
probing, ULP mode is necessary. ULP is typically similar to CLP in the total
pulse length but no phase coding is used. ULP works well at high altitudes of
weaker scattering cross sections because in the absence of a code no decoding
is needed, and so the spectrum contributions of the “neighboring heights”
are not smeared as in CLP; instead, they reinforce the ion-line spectrum
within the same frequency band. The price paid for this is the decrease in
range resolution since the wanted and unwanted height spectra are now being
mixed and therefore the measured spectrum is distorted with respect to pure
ion-line shapes. Deriving the state parameters of the ionospheric heights
contributing to the height mixed measured spectrum is a challenge.
3.2 Power spectrum calculation
ISP parameter estimation requires fitting the measured radar spectra ob-
tained from received voltage samples with theoretical spectral models de-
scribed in Kudeki and Milla [2011]. There are two ways to form the power
spectrum from ISR voltage data. One is from direct discrete Fourier trans-
forms (DFT) of the voltage samples and the other by first estimating the
auto-correlation function (ACF) of the ISR signal and then converting the
ACF to power spectrum via DFT.
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3.2.1 Direct DFT method of power spectrum estimation
Before describing the power spectrum estimation procedure in the long pulse
mode, it will be useful to understand spectral estimation within the “pulse-
to-pulse” mode, which is simpler and helps to describe the long pulse case
by a straightforward extension.
To describe radar spectrum measurement techniques based on suitable
radar pulsing methods it is convenient to make use of range-time diagrams
as shown in Figure 3.1.
Figure 3.1: Range-time diagram with two reflections when sending a short
pulse
In Figure 3.1, slants lines rising to the right set boundary of transmitted
radar pulse in the space-time region whose duration is ∆t, the slant lines
descending to the right are the boundary of echoes from the same pulse
scattered from ionospheric electrons located at heights h1 = ct1/2 and h2 =
ct2/2 at the speed of light, c.
The scattered pulse passes through a low pass filter whose impulse re-
sponse has length of ∆t matched to the pulse duration and a sample of its
output taken at time t1 + ∆t will be the integrated energy due to scattering
electrons occupying the diamond shaped space-time region shown in Figure
3.1 centered about h1 height.
Filter output voltages sampled at time t1 + ∆t and t2 + ∆t are from scat-
tering electrons contained in the non-overlapping space-time regions centered
about h1 and h2. They can be modeled as independent random variables since
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positions and motions of electrons in non-overlapping regions are different.
Furthermore these random variables representing a sum over a multitude of
independent electrons can be considered as complex-valued Gaussian random
variables (with zero mean) based on the Central Limit Theorem.
Pulse to pulse technique is preferred when the scattering electrons in the
ionosphere travel a negligible fraction of the radar wavelength λo = 2π/ko
during an “inter-pulse period” IPP, corresponding to the time interval be-
tween successive pulse transmissions. The power spectrum for a given height
can then be computed using the DFT of samples collected at the same delay
after each transmitted pulses of N successive pulse transmissions.
Referring to the time-series of samples from the same height as vn, n ∈
{0, N − 1}, and the corresponding DFT as Vm, m ∈ {0, N − 1}, the signal
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Since vn is considered a sample from a wide-sense stationary Gaussian ran-
dom process, the expected value of v∗nvn′ is the signal ACF (auto-correlation
function), depending only on time lag variable p ≡ n′ − n. Expanding equa-










where cp ≡ 〈v∗nvn+p〉 is the signal ACF evaluated at lag p. This shows that
power spectrum estimated at discrete frequencies is the DFT of a triangle




3.3 is N periodic in p and the ACF c−p = c
∗
p is conjugate symmetric, equation















that depends only on non-negative lag ACF’s [Kudeki et al., 1999].
Pulse-to-pulse radar measurement technique fails to measure the radar
spectrum without frequency aliasing when the ionosphere changes signifi-
cantly over a single IPP. In this case, long pulse mode is needed. In this
technique the radar sends a long pulse instead of multiple short pulses. As
shown in Figure 3.2, the long pulse is some integer multiple N of receiver fil-
ter impulse response width ∆t, where the case N = 4 is illustrated. Voltage
time series vn is now collected with ∆t sampling intervals, with vo illustrated
in Figure 3.2. Each sample can be modeled as a sum over multiple space-
time diamonds and each diamond stands for a returning zero-mean Gaussian
voltage sample, shown as uqn’s within the figure, where the subscript n is a
time index, and superscript q a relative height index to the desired height h0.
The power spectrum for height ho is estimated using the DFT of the time
Figure 3.2: Range-time diagram with 4 bauds when sending a long pulse
series vn, n ∈ {0, N − 1}. Expected values of periodograms S̃m provide the
spectrum estimation Sm for the desired height h0, but in a contaminated way
with distorted versions of spectra from its neighboring heights hk. Figure 3.2
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demonstrates the case N = 4, k = 0, and height h0. The mixed spectrum



















in terms of triangle weighted DFTs of ACF sample cqp, belongs to sub-volumes
centered about hk + qc∆t/2. This model assumes that only the returns
coming from the same hk + qc∆t/2’s are correlated. The difference between
equation 3.3 and equation 3.6 concerns the total points of the ACFs being
DFT’ed. Since the number of realizations from undesired heights decreases
as the relative height index |q| increases, N in equation 3.3 is modified as
N − |q| in equation 3.6 to account for the decreasing samples coming from
neighboring heights hk. The spectrum computed for height h0 modeled in
equation 3.5 is a weighted summation that includes the distorted spectrum
equation 3.6 of neighboring heights. In summary, equation 3.5 represents
a height “smeared” power spectrum estimation that can be obtained with
the long pulse method for any desired height h0, where the height smearing
weight maximizes for h0 and is smaller with increasing distance above and
below h0.
Typically the power spectrogram is stored in a two-dimension matrix with
horizontal axis of the frequency and vertical axis of the height. Power spec-
trogram is the average from many periodograms, which are generated from
each pulse record. For the voltage samples from each pulse, a window of the
pulse length is taken to select voltage samples to form a power spectrum us-
ing DFT. This window starts at the beginning of the pulse record and slides
toward the end by one sample at a time. Figure 3.3 shows this process. The
power spectrogram shown in Figure 3.4 has a width of the length of a pulse,
and the height resolution is determined by the sampling rate.
In ULP mode, the pulse length is 500 µs and sampling length is 2 µs so
the matrix is 250 samples for horizontal axis and has a height resolution of
1
2
× 2µs× 3e8 m/s = 0.3 km, where 1
2
is considering the returning time of the
transmitted pulse.
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Figure 3.3: The process of forming power spectrogram from voltage sample
at each pulse record
Figure 3.4: A typical power spectrogram calculated via direct DFT method
3.2.2 ACF method of power spectrogram formation
The alternative method to form the power spectrogram is to start by estimat-
ing the auto-correlation function (ACF) first and then convert the ACF to
12
power spectrum via DFT. In radar data processing, often one stores the ACFs
in a two-dimension matrix called a lag profile. Compared to DFT power spec-
trogram, instead of composing by stacking the DFT result horizontally, lag
profile is composed by stacking the ACFs vertically. The horizontal axis rep-
resents lag and the vertical axis represents height. Each pulse record can
generate one lag profile and each column of the lag profile is calculated by
multiplying the entire record by its conjugated and circular shifted duplicate
elementwisely. Figure 3.5 demonstrates the process of forming a lag profile.
Figure 3.5: A lag profile is formed from a record with 3000 voltage samples.
The first column of the lag profile is the zero lag which is the record
multiplied with its conjugated duplicate and the Nth column is the record
multiplied with its conjugated duplicate with N samples shifted.
Averaging together many lag profile matrices is necessary to improve the
statistics of ACF estimation. Figure 3.6 demonstrates a typical lag profile
and Figure 3.7 shows the power spectrogram generated from it.
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Figure 3.6: A typical lag profile calculated through the procedure as
described
3.3 Influence functions for direct DFT and ACF
methods
We introduce the notion of an influence function to describe the influence
in the power spectrum of sub-volumes in the range-time diagram — the
function will be denoted as I(p, h), where p is the lag and h is relative height
index that starts with 0 at the desired height in the range-time diagram.
The influence function is defined as 1 at the sub-volume for having influence
when calculating the expected power spectrum and 0 for no influence.
For the direct DFT method, this influence function can be easily seen
from equation 3.5 and equation 3.6, where the expected power spectrum
is calculated through linear combination of cqp, which is the ACF sample
belonging to sub-volumes centered at hk + qc∆t/2. Since the summation is
from −(N−1) to N−1 which is the entire region of the illuminated volume in
the range-height diagram, the influence function has a diamond shape shown
in the Figure 3.8.
For ACF method, the influence function can be derived from the lag profile
introduced from the previous section. Each row of the lag profile is the ACF
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Figure 3.7: The power spectrogram calculated from the lag profile via DFT
Figure 3.8: The influence function demonstrated on a range-time diagram
with 4 bauds when sending a long pulse is shown. The red dots represent 1,
thereby having influence on the power spectrum at the returns.
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from the corresponding height when the returning samples are exactly the
sample from different heights. However, in long pulse analysis, the received
samples are the mixed returns around the desired height; as a consequence,
each row in the lag profile is no longer a pure ACF from the desired height
but a mixture of ACFs from its neighbors. This mixed ACF can be derived
using a 4-baud range-time diagram as shown in Figure 3.9
Figure 3.9: Range-time diagram with 4 bauds when sending a long pulse
The received voltage sample vn is the summation of all the returns from




n. For lag zero


























Since the lag profile is generated after a sufficient number of averages, each
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where ci0 stands for the ACF at zero lag at relative height. The expected value
of the product from different heights results in zero due to noncorrelation and
since uq0 is considered a sample from a wide-sense stationary Gaussian random
process, 〈(ui0) ∗ ui0〉 depends only on time lag. Similar result can be obtained
for different lag cases. For example, in the lag one case, the product is




















where p is the p-th lag. The result suggests that the number of the mixed
ACFs decreases as lag increases and the mixed ACFs are only from the
negative relative height indices — the region lower than the desired height.
As a result, the influence function has a lower triangle shape shown in Figure
3.10.
The orientation of the triangle in the influence function comes from the
order in forming the lag profile as shown in Figure 3.5, in which the particular
shifting order is used in the derivation in the previous section (the index of
the variable with no conjugation increasing as lag increases). If the opposite
direction is used, then the influence function would have an upper triangle
shape instead.
In summary, we defined an influence function indicating the domain in
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Figure 3.10: Influence functions for ACF method with two different shifting
formations using range-time diagram with 4 bauds. Left is shifting order
used in the example and right is the opposite shifting order.
time and space contributing to long pulse Doppler spectra estimated with
different approaches. Direct DFT and ACF methods for spectral estimation
have distinct influence functions. The direct DFT method has the full region
in the illuminated time-space domain shown as a diamond shape, while the
ACF method has a triangularly shaped influence function. Since the influ-
ence function of ACF method is more compact we have designed a spectral
inversion method for ACF based spectra having the lower triangular influence




The influence functions of direct DFT and ACF methods show that spectral
distortions are inevitable when calculating the power spectrum using long
pulse technique. Inversion methods of the measured long pulse spectra need
to take into account the expected distortions. At low altitudes, applying a
random phase code on the transmitted pulse is a typical solution, namely
using the coded long pulse (CLP) method, as discussed in chapter 3. The
coding and decoding process in CLP only enhances the scatter from the
desired height and thus insulates it from the range smearing effect. However,
the coding remedy also decreases the SNR since fewer correlated samples are
used in calculating the power spectrum. At high altitudes (typically above
500 km), the SNR is too low to extract information from CLP power spectra
at Arecibo Observatory even after 10 minutes of integration (averaging of
periodograms). For estimation at higher altitudes, uncoded long pulse (ULP)
is needed and we use the ACF method to produce the spectra before inverting
them.
4.1 Height-by-height fitting
Using equation 3.4 converts ACF estimates cp ≡ 〈v∗nvn+p〉 to an estimate S̃m
of the spectrum Sm for radar range h = ho + ncδt/2, where δt is the pulse
length and c is the speed of light. If the ionosphere were homogeneous over
the influence function domain of the cp data then a straightforward fitting
of S̃m to ISR spectral models would be sufficient to invert the measurements
with no ambiguity. Even though this homogeneity assumption is likely to be
invalid, we apply this fitting method in any case to obtain an approximate
inversion of the long pulse data prior to performing to full profile inversion
as described in the next section.
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4.2 Full profile model construction
The enhanced model without the homogeneity assumption is called the full
profile model, which takes ionospheric state parameters from multiple heights
as input and outputs a power spectrum for the desired height given a partic-
ular influence function. It should provide the convenience of evaluating the
power spectrum from the lag profile as is done in the height-by-height fitting,
but take into account the difference by constructing each ACF in the influ-
ence function given the ionospheric state parameters for each height. The
ISR theory model is used as a building block in the model, and a power cor-
rection is added later to correct the power loss among heights in the influence
function.
4.2.1 Theoretic full profile model








(N − |h| − |p|)chpe
−jπpm
N , (4.1)












This equation models the direct DFT spectrum with a diamond shaped in-
fluence function. When the spectrum is calculated using the DFT of an ACF








[I(p, h)chp + I(N − p, h)c∗hp ]e
−jπpm
N . (4.3)
The theoretical ACF sample chp needed in equation 4.3 can be directly
computed by taking the inverse Fourier transform of the power spectrum
given in the theoretic ISR model. Then a minimization on the misfit between
the enhanced theoretic model and the power spectrum gives the estimation of
the fitting variables such as temperature for ions and electrons, composition
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and electron density for each height.
4.2.2 Power correction from soft radar equation
















representing the total power collected by a radar having an effective antenna
area denoted as Ae and finite-duration transmitted pulse |Ei|2 that limits
the extent of the integration volume. The term re is the classical electron
radius and η0 ≡
√
µ0/ε0 is the intrinsic impedance of free space. Equation
4.4 implies that given any sub-volume in the space illuminated by the same
radar, the collected power depends not only on the electron density spectrum
〈|ne(k, w)|2〉 but also on the distant r.
The measured spectrum, which is the theoretic power spectrum given in








[I(p, h)chp + I(N − p, h)c∗hN−p]e−j
2πpm
N , (4.5)
where A is an arbitrary scalar to match the scale of the model to measure-
ment, r is the absolute height in meters at the desired height, r0 is the
reference height in meters and δt is the sampling interval.
4.2.3 Spectral fitting with least square
The proper procedure [Kudeki et al., 1999] is to seek the best fit between
the measured spectrum and the model spectrum. Quantitatively, the “least
squares” fitting procedure can be implemented by minimizing
∑
m
(S̃m − Sm − sn)2
σ2m
, (4.6)
where S̃m denotes the measured spectrum, Sm is the model power spectrum
given some ionospheric state parameters, which can be either the enhanced
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ISR model in equation 4.5 or some other type of model matching the mea-
sured spectrum. The term sn is the system noise level per Doppler bin,
and σ2m is the variance of statistical estimation error in S̃m. Factors 1/σ
2
m
have been introduced in equation 4.6 to weight the squared differences at
individual Doppler bins in such a way that Doppler bins with smaller error
variances play a more prominent role in determining the mostly likely choice
for the state parameters. The spectrum fitting via minimization of equation
4.6 leads to maximum-likelihood based on Bayesian arguments. Since S̃m
is the average of K independent periodograms, statistical estimation error
(S̃m−〈S̃m〉) is Gaussian distributed given large K. It can be shown that the
variance of this distribution is
σsm = 〈(S̃m − 〈S̃m〉)2〉 = 〈S̃m〉2/K. (4.7)








System noise level sn can be determined very accurately using spectrum
data from the few topmost heights in the spectrogram, which is introduced
in detail in chapter 5. The term Sm takes parameters defined in equation
4.5, namely A, Ti, Te, Ne, Pi.
4.2.4 Joint full profile fitting
Generally a full profile analysis is done with joint fitting rather than single
height fitting in order to be consistent with the estimated results among all
heights. Let the superscript h be the height index in the spectrogram whose
dimension is H ×M , and the misfit in joint fitting is the summation of the
height misfits between the measured spectrogram converted from lag profile,











The undetermined parameters are vectors of A, Ti, Te, Ne, Pi for each height
whose lengths are H + M . H matches the total height number in the spec-
trogram and M is the number of frequency bins.
4.2.5 Fitting complexity
The joint full profile fitting is nearly infeasible in practice due to high-
dimensional searching space and computationally intense model evaluation.
The searching space in the model introduced above has dimension of N =
(M + H) × P , where P is the number parameter types. In practice, the
Levenberg-Marquardt method or similar iterative optimization method uti-
lizing gradient descent is often used for this nonlinear inversion process. For
each iteration, the function has to be evaluated at each dimension to de-
termine the steepest gradient direction. In addition, the nonlinear function
with large dimension tends to have more local minima in the hyper-plane
which hinders the convergence to the global minimum. In the experiment at
Arecibo, with sampling rate of 2 µs and inter-pulse period of 20 ms, a general
spectrogram has a size of 250 × 3500 which leads to N = (3500 + 250) × 5
undetermined coefficients in the inversion process. It is almost impossible to




IMPLEMENTATION OF FULL PROFILE
FITTING
The full implementation of joint full profile fitting is nearly impossible due to
the large searching space dimension and model evaluation time. In this chap-
ter, several approaches are introduced to reduce both the searching space and
the computation time of evaluation. First, a coarse fit using height-by-height
fitting is discussed, in which we show that the distortion of the spectrum due
to the invalid assumption of homogeneity is a close estimation because of
the shape of the influence function. Then the assumptions of the imple-
mentation used in this thesis are introduced, following which we show that
some of the coefficients can be approximated using other methods instead
of estimating from the same inversion process. Particularly, the estimation
of electron density from the power profile is explicitly discussed. A spline
based interpolation [Holt et al., 1992] of the estimating parameters along the
altitude direction is introduced, which takes advantage of the prior knowl-
edge of the smoothness of the ionosphere and largely reduces the searching
space. Lastly, a coordinate descent based optimization routine proposed by
this thesis is introduced.
5.1 Coarse fit by height-by-height fitting
Coarse fit is used to provide a close initial guess for the iterative inversion
algorithm in this work. For a large dimension inversion problem, generally the
expected distance between two random coordinates increases exponentially
with the number of dimensions; a close initial guess would speed up the
convergence. Despite the fact that the height-by-height fitting has the invalid
assumption of homogeneity, the special structure of the influence function
suggests the distortion exists yet is smaller than intuition suggests. Recalling
the influence function introduced in Figure 3.10 and the full profile model
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for power spectrum in equation 4.3, power spectrum samples for each height
are computed from the corresponding set of ionospheric parameters, but the
number of samples used in each height maximizes at the desired height and
linearly decreases away from the desired height. As a consequence, for high
altitude where the ionospheric parameters are slowly changing, the height-by-
height fitting is able to provide a relatively accurate result since the change
of the power spectrum away from the desired height reflects little in the
total power spectrum. In addition, if the ionosphere varies slowly, which
is generally true for high altitude, then the difference of the ionospheric
parameters between the desire height and its close neighbors should be small,
which implies that the smallest deviation of the parameters carries the most
weight in computing the total power spectrum and this further encourages
the use of height-by-height fitting as the initial guess. However, the distortion
still has to be considered carefully as accumulation of the variation along each
lag could potentially distort the total ACF leading to a power spectrum that
does not exist in theory. In this work, we use the conventional height-by-
height fitting to determine the initial guess and we expect to observe that
the full profile fitting result deviates little in the region of slowly changing
ionosphere but has some correction in the region of fast changing.
5.2 Assumptions of full profile fitting
The implementation of the full profile fitting in this thesis is based on three
assumptions. The first assumption is deduced from the fact that, as ex-
plained in section 5.1, the coarse fitting result is very close to the underlying
parameter distribution, implying that reducing the total misfit would always
converge to a better local minimum than the coarse fitting result. However,
special care for the coarse fit must be taken since the adjustment of esti-
mating ionospheric parameters from full profile fitting is limited and hardly
overcomes the local minimum problem. Experiments have been done for a
large deviation initial guess and it turned out that the full profile fitting rou-
tine can only converge to the same result if the deviation is small enough.
Nevertheless, the height-by-height fitting is the conventional approach and it
is reliable and robust, and the full profile fitting routine acts as a correction
rather than a separate routine. The second assumption is thermodynamic
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equilibrium in high altitude, implying that the temperatures of particles at
high altitude are the same. This assumption allows us to combine the unde-
termined parameters Te and Ti to a single parameter Ts and thus to reduce
by one fifth the number of dimensions in the searching space. In addition,
this assumption serves in the approximation in determining electron density
Ne using the power profile, which is discussed in section 3.5. The third as-
sumption is the smoothness of the ionosphere. The smoothness suggests that
ionospheric parameters for adjacent heights vary slowly and interpolation us-
ing spline with knots is possible as shown in Holt et al. [1992]. With some
knots spread along the altitude to replace the parameters in each height, the
undetermined parameters are greatly reduced.
5.3 Electron density estimation from power profile
Electron density is one dimension in the parameter profile that can be esti-
mated using other approaches and separated from the searching dimension
space in the inversion process.
The electron density can be accurately estimated from plasma line in day-
time low altitude where plenty of plasma exists and the energy of scatters is
strong. However, for high altitude or nighttime when there is no clear plasma
line in the spectrum, the electron density can be estimated from power profile
with a calibration factor of the radar. A power profile is the matrix whose
columns are the power intensity at each height and stacked in a chronological
order as shown in Figure 5.1. Each column is computed by averaging the
product of samples of transmitted pulse and their conjugation.
Kudeki and Milla [2011] provide a generalized volumetric radar cross-
section formula for all types of plasmas with or without collisions and/or
dc magnetic field — so long as it is under thermodynamic equilibrium con-






where Ne is electron density and 〈|ne(k)|2〉 is the energy of scatter from the
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Equation 5.2 suggests that the received power is proportional to electron
density Ne by radar calibration factor which is the product of all the con-
stants in the equation and thus Ne can be estimated from power profile given
radar calibration factor in the region where the thermodynamic equilibrium
assumption holds. The calibration factor generally is found at the peak of the
electron density with estimated electron density from plasma line. With the
assumption that the thermodynamic equilibrium happens at high altitude in
the daytime and at all altitudes at nighttime, we can estimate the electron
density from the power profile.
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5.3.1 Estimation of system noise
In equation 5.1, the received power is purely coming from scatters of the
electrons in the ionosphere. However, in reality, there always exists some
sort of noise such as system noise and cosmic noise, and with the addition of
the noise, measured power profile is not proportional to the electron density.
Fortunately, the noise can be well modeled as white noise with expected
magnitude as a constant in spectrum domain, and the expected value of the
noise can be estimated from the very top of the power spectrogram where the
signal is assumed to have zero energy. Furthermore, for ULP mode used in the
Arecibo experiment, every transmitted pulse alters the carrier frequency by
-62.5 kHz or 62.5 kHz from the normal 430 MHz operation frequency shown
in Figure 5.2. Since the two different carrier frequencies do not interfere,
the IPP is equivalently doubled. As a consequence, the alternative carrier
provides the power spectrum from much higher altitude at the opposite side
of the transmitted pulse in the spectrogram. The highest altitude that the
alternative pulse can reach is 20 ms×2c = 6000 km which can be well assumed
to have no scatters present in the received power spectrum.
Figure 5.2: Spectrogram for a pair of altering carrier pulses plotted in
logarithm scale. In the opposite side of DC, the transmitted pulse in the
power spectrum contains almost no signal.
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5.3.2 Deconvolution on power profile
Each column in the power profile is in fact the first column (zero lag case)
of the lag profile at a certain time. Therefore, the power profile shows not
the power intensity explicitly at a certain height but rather a summation of
power intensity among the adjacent heights. The mixed power profile can
also be derived using the 4-baud range-time diagram as shown Figure 3.9.
We already showed that
〈v∗0v1〉 = 〈(u00 + u−10 + u−20 + u−30 )∗(u11 + u01 + u−11 + u−21 )〉





and that, furthermore, as voltage samples of scatter from each height are
modeled as identical white-sense stationary noise with zero mean, cht is the
variance of the random variable and it is also time-invariant. Thus, we can
re-draw the time-range diagram with ch in each illuminated sub-volume as
the pure power scattered from that sub-volume as shown in Figure 5.3. The
Figure 5.3: A demonstration of the power formation using long transmitted
pulse on a time-range diagram with 4 bauds
relationship between the pure power and measured power can be represented
in a matrix form, and ch can be solved with a suitable regularization step to
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overcome the difficulty that matrix 5.3 is inherently undetermined.

1 1 1 1 0 0 0
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A widely used regularization method is Tikhonov regularization, specified as
the regularized solution
x̂ = arg min
x
(||b− Ax||2 + λ2||Tx||2) (5.4)
of an unknown vector x, where b is the measurement vector, A is the convo-
lution matrix, T is a gradient operator matrix enforcing a roughness penalty
(and hence a smoothness constraint), and λ is a parameter controlling the
trade-off between data fidelity and the regularizing roughness penalty. The
choice for λ can be made using a so-called L-curve method, and an optimal
regularizer corresponds to the point of maximum curvature of the L-curve.
The implementation of the inversion process is essentially to solve the equa-
tion 5.4. Due to the convexity of equation 5.4, the minimum is achieved
when the derivative is equal to zero, which yields
(ATA+ λ2T TT )x̂ = AT b. (5.5)
There are generally two ways to solve linear equations — the direct method
and the iterative method. Note that in equation 5.5, the matrix (ATA +
λ2T TT ) is symmetric and positive-definite and this allows using the conju-
gate gradient (CG) method, which is a typical method to solve this type of
equation. However, for this specific application, the direct solving method is
preferred, namely Cholesky factorization.
Cholesky factorization is a direct method of solving the linear equations
exactly by forward or backward substitution for a triangular system after
the permutation. For any symmetric positive definite matrix S, Cholesky
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factorization can be applied
S = LLT , (5.6)
where L is the lower triangular matrix and LT is its transpose. The matrix
(ATA+ λ2T TT ) can be Cholesky factorized and equation 5.5 can be re-cast
as
LLT x̂ = AT b, (5.7)
where L is the lower triangular Cholesky matrix of (ATA + λ2T TT ), and
equation 5.5 can be solved using the forward- and backward-substitution
method of O(n2) solution complexity. Despite the fact that direct methods
are not suitable when the size of system is too large because the complexity
is O(n3) in general, notice that for a fixed λ (determined once using the L-
curve method) Cholesky factorization needs only to be done once, and L and
LT can be reused to invert each column in the power profile. In addition,
the Cholesky factorization should be numerically more accurate since it is a
direct method and immune to round-off error of iterative methods such as
CG.
In this thesis, first the convolution matrix A and the gradient operator
matrix T are determined from the power profile and pulse length, then the
optimal λ is determined using L-curve method. A set of λ is determined
for some randomly chosen columns from the power profile and the average
of the set is used to approximate the optimal λ for all time since we found
that the λ varies very little over time. Then the Cholesky factorization
result of (ATA + λ2T TT ) is stored as LLT . Lastly, a routine of applying
the factorization on each column in the power profile yields the deconvolved
power profile.
5.3.3 System calibration
Equation 5.1 suggests a way to estimate the radar calibration factor. Given
the actual electron density Ne at a certain height estimated from plasma
line data, and the received power from a single height, which is taken from
the deconvolved power profile, the radar calibration factor can be estimated
assuming Te = Ti. In this work, an electron density profile is created with
the same dimension as the power profile. The electron density is filled with
the exact estimation result from plasma line data and the rest is filled with
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the estimation from the power profile after the system calibration.
However, this calibration is not enough to scale the model to the same
magnitude of the measurement for all heights because the calibration is done
under the assumption of Te = Ti. In the region where the two are not
exactly the same, the scaling parameter A would create a gap between the
measurement and model which cannot be filled by the other ionospheric state
parameters. Therefore, in this work, the scaling parameter A for each height
is effectively replaced by normalizing both model and measurement. The
normalization is done by the average of the 3 points in the center of the
spectrum because the noise variance might affect the scaling if the maximum
value is chosen. Since the frequency resolution is 2 kHz/sample, the 3 points
from the center spectrum are of similar scale for most cases.
5.4 Spline based interpolation for parameter profile
Define the parameter profile as a matrix whose columns are the parameter
vectors with types such as A, Te, T i,Ne, Pi. The idea of using spline is
motivated by the smoothness of the ionosphere, which suggests that the
adjacent heights are highly correlated and thus the parameter profile can be
parameterized by placing knots and interpolation of smooth curves as shown
in Figure 5.4. The spatial resolution can be varied with height simply by
varying the knot placement.
5.4.1 Choice of spline
There are many choices for the spline used in interpolation such as first-order
spline, cubic spline or B-spline. If the order is too low, it might not represent
the variation in the parameter profile and if the order is too high, aside
from computational complexity, over-fitting from high order spline creates
artificial “ripples” between the knots. In this work, a piecewise cubic Hermite
interpolating polynomial is used to interpolate the parameter profile, which
preserves monotonicity in the interpolation data and does not overshoot if
the data is not smooth. Although the parameter profile is assumed to be
smooth, the temporary parameter profile generated in each iteration of the
fitting procedure could create some abrupt change in the profile and thus a
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Figure 5.4: A demonstration of interpolation using spline on electron
temperature and ion temperature. The dots represent the knots which
control the profile and dashed lines are the interpolation.
general cubic spline would create a large “ripple” and propagate to the entire
profile.
5.4.2 Choice of knots
The knots are the estimating variables and are used to interpolate the pa-
rameter profile. The span of knots should be appropriate such that it reflects
the parameter distribution with least knots used. In this thesis, initially the
span of the knots is chosen to be 200 height indices (60 km) and the starting
knot is 150 km, and in the later iteration the span and starting knot vary
slightly in order to provide a robust result. Considering the pulse length to
be 250 height indices long (75 km) and the possibility of having a sign change
in the first derivative of the parameters profile within the pulse length, at
least two knots should be used within the influence function region. The
placing distance is chosen to be 200 height indices which is sufficient because
the ionosphere is smooth and slowly changing with altitude during most of
the observation time.
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5.5 Cyclic coordinate descent
Coordinate descent is an optimization algorithm that successively minimizes
along each dimension direction to find the minimum of a function [Wright ,
2015]. One of the variations is cyclic coordinate descent (CCD), in which one
cyclically iterates through the directions, one at a time, minimizing the ob-
jective function while fixing all other variables. CCD is used in this work to
minimize the misfit, rather than the conventional gradient descent method,
because CCD provides an intermediate step which is closer to the actual
physical change of the ionosphere at each iteration. The knots of the spline
are updated sequentially at each iteration, and thus the interpolated param-
eter distribution is changing gradually from low altitude to high altitude,
which is critical in the full profile fitting process, since the spectrum at the
desired height is only influenced from below. Updating the lower altitude
first might reduce the gradient at the desired height and thus avoid having
an abrupt change due to large gradient at the desired height. For a con-
ventional optimization algorithm such as gradient descent, each dimension is
treated uniformly and updating multiple dimensions at a time might result in
unexpected distortion of the ionospheric parameter distribution, which leads
to a non-smooth solution. In addition, the CCD is easy to implement with
better control of tuning parameters. For example, prior knowledge of the pa-
rameter distribution in the ionosphere can be applied by setting a different
step size for the parameters.
At each iteration of the CCD, only one parameter is tuned to reduce the
misfit. Since the interpolated parameter profile varies more around the tuned
knot of the spline and less away from it, the gradient of the objective function
can be approximated using the total difference between a narrow portion of
the model spectrogram and the measured spectrogram, rather than a whole
spectrogram comparison. Instead of comparing all heights in model spectro-
gram at each iteration as used in the gradient descent method, CCD incurs
a lower computational cost of the gradient. In this work, the spectral region
used in computing the one-dimensional gradient is approximated using 4d
number of height indices of the spectra near the tuned knot, where d is the
span of knots. The spectra 2d away from the desired height are considered
to have almost no influence and thus are discarded when calculating the
one-dimensional gradient of the misfit. In a situation where a large number
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of knots are used, this approximation of the computing gradient boosts the
speed of each iteration significantly.
5.6 Implementation overview
The implementation of the full profile fitting breaks down the high dimen-
sional searching problem stated in the chapter 4 into several tasks that largely
reduce the searching space under 3 major assumptions. The overview imple-
mentation is demonstrated in Figure 5.5. First a coarse fit using height-by-
height fitting provides a close initial guess, then electron density is estimated
from power profile with a radar calibration factor. Lastly, a spline interpo-
lation of the parameter profile largely reduces the parameters used in the
spatial direction in the searching space, and the optimization is done using
an iteration method called coordinate descent.




In this chapter, some results of the full profile fitting are shown for the
Arecibo September 2016 campaign. First, the radar configuration used in the
campaign is reported, then following the pipeline shown in Figure 5.5, some
results are presented to further demonstrate the work flow from the original
voltage samples at the receiver to the final full profile fitting results for each
height. Lastly, operating time and assumption validation are discussed.
6.1 Experiment dates and notes
The coded long pulse and uncoded long pulse data were acquired at Arecibo
Observatory in the three-day campaigns conducted in 2016. Data cover 10
seconds of CLP, 10 seconds of ULP (with 0.5 ms pulse width) and 10 seconds
of L-ULP (with 1 ms pulse width). Ion-line data contain samples taken from
both the line-feed and Gregorian feed channels. Table 6.1 shows the details of
the campaign in terms of time, mode and technical details. Table 6.2 shows
the operation hours for each experiment date in 2016.
Table 6.1: The radar pulse configuration in three days of available data
during the 2016 campaign.
Pulse Type CLP ULP Long ULP
Day of Year 267-270
Date September 23-25
Height Range (km) 75-1200 105-1400 105-1400
IPPs (ms) 10 20 20
Pulse Width (µs) 440 500 1000
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Table 6.2: Experiment hours for each date in 2016.
Day of Year Date Time
267 September 23 15:6 pm
268 September 24 all day
269 September 25 all day
270 September 26 7:25 am
6.2 Raw data pre-process
The radar data from Arecibo are complex voltage samples and are given
in line-feed channel and Gregorian feed channel. In this thesis, only the
channel from the line-feed is discussed in the result; however, Gregorian feed
channel should be applicable with the routine with minor modification. Data
from the line-feed channel is pre-processed to form the power profile, plasma
line profile and lag profile. The plasma line profile provides an accurate
estimation of the electron density mainly in the daytime and at low altitude.
The power profile is used to estimate the electron density for the remaining
time, and the lag profile is used in the fitting procedure to estimate the
ionospheric state parameters. The generation of power profile and lag profile
from the raw data are introduced in chapters 4 and 5.
6.2.1 Electron density estimation
Electron density is first estimated from plasma line data and then combined
with the calibrated power profile shown as Figure 6.1. Even though the
plasma line profile covers the same spatial and temporal region, in the region
where SNR is low, electron density information is typically not extractable
at high altitude and at nighttime, where the estimation from power profile
is used to compensate.
The calibration is done using both the electron density at the highest
possible altitude (around 400 km) that the plasma line data can provide,
and the power profile in the corresponding time and altitude, where the
assumption of thermodynamic equilibrium holds. Therefore the measured
power is only proportional to the radar calibration factor and electron density.
Notice that the power profile used in calibration is subtracted from system
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Figure 6.1: Electron density profile estimated from plasma line data. Low
SNR region is set to be zero shown as dark blue.
noise and deconvolved from height ambiguity in order to obtain the pure
power intensity for each height as shown in Figure 6.2. Figure 6.3 shows
the final electron density profile, in which columns with unexpectedly high
estimation result coming from the interference such as that from satellites,
are removed and replaced by the linear interpolation from the neighbors.
The discontinuity between 200 km and 400 km around dawn and dusk is the
sharp edge between the two estimation, and it mainly comes from the failed
assumption of thermodynamic equilibrium.
6.2.2 Lag profile generation
The lag profile is generated through the routine shown in chapter 4; in partic-
ular, the multiply order is the same as Figure 3.5 where an influence function
has a lower triangle shape. The lag profile is averaged over 5000 pulses which
is equivalently 10 minutes of averaging. Figure 6.4 shows two typical lag pro-
files of daytime and nighttime. The periodic oscillations in both lag profiles
have frequency of 62.5 kHz which is the DC component modulated by carrier
38
Figure 6.2: Deconvolved and noise-subtracted power profile of the
campaign. The magnitude is in arbitrary scale.
Figure 6.3: Hybrid electron density estimation from plasma line data and
the calibrated power profile
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Figure 6.4: Two typical lag profiles of daytime and nighttime are plotted
using real number in the same color scale.
hopping frequency in the receiver.
6.3 Height-by-height coarse fit
The coarse fit is conducted by fitting the power spectrum for each height
individually with the forward ISR model using parameters of A, T, Pi, which
are arbitrary scalar, temperature of plasma and ion composition respectively.
In the coarse fit, the assumption is that Te = Ti; that is, the ion and electron
temperatures are approximately equal. Electron density used in the ISR
model is taken from the electron density profile estimated from the previous
step. Above the altitude of 600 km, an average power spectrum of adjacent
10 heights is used in the fitting to increase the SNR.
The measured spectrogram is generated from the lag profile by using the
formula in equation 4.2 and the parameter profile for each measured spec-
trogram only contains two types of ionospheric parameters. The arbitrary
scalars are discarded.
The coarse fit gives the rough estimation of ionospheric parameters from
300 km to 1000 km during the campaign in September 2016. The pattern
of the ionosphere dynamic is shown clearly during the three-day campaign
as shown in Figure 6.5. Since the coarse fit is done using the height-by-
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Figure 6.5: Temperature of ions and composition profile from
height-by-height fitting
height fitting technique, each height is fitted individually and independently.
The unexpected “sparkle” in both profiles is generally coming from failure of
fitting due to satellites or random noise. Therefore, the profiles are further
“smoothed” using linear regression in each column shown in Figure 6.6, and
the new profiles are used to set initial knots of the spline in full profile fitting.
6.4 Full profile fitting
The spline knots used in interpolating the parameter profiles are chosen at
200 height indices apart in the smoothed parameter profiles and the starting
knots are also randomly chosen from the first 150 height indices in order to
prevent bias on a particular data set. Due to the intensive computation in
full profile fitting routine, the maximum iteration is set to be 60 and the step
size starts at 10%. The result is shown in Figure 6.7.
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Figure 6.6: The smoothed parameter profiles using linear regression
6.5 Comparison and discussion
Both coarse fitting results and full profile fitting results have errors appearing
as sharp edges due to unexpected values. When comparing the two profiles,
the unexpected sharp edges can be roughly removed by using an average filter
on rows with length of 3 samples as shown in Figure 6.8, which is equivalent
to taking the average of the estimation results within each 30 minutes.
6.5.1 Observation
The estimations from both fitting routines are highly similar as stated in
the first assumption made in the full profile fitting that the estimation from
height-by-height fitting is close to the true underlying parameters. The full
profile fitting gives a smoother and finer result, but this is not because of
the nature of using spline interpolation. Notice the “sparkles” in the coarse
fitting whose length are over the height ambiguity length 75 km, are mostly
removed in the full profile fitting (marked as region 1 in Figure 6.9). The
“sparkles” feature would have been captured by the spline whose knots are
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Figure 6.7: Results of parameter profiles from full profile fitting
roughly 60 km if they are the actual feature of the ionosphere.
In the daytime from 600 km to 800 km (marked as region 2 in Figure 6.9),
the plasma temperatures estimated from height-by-height fitting are hotter
in a small region as opposed to the expectation in the thermosphere that
plasma temperatures are saturated at some constant value, while the full
profile fitting shows an almost constant temperature as expected.
In the comparison between the two oxygen composition profiles, the tran-
sition from oxygen dominated plasma to hydrogen dominated plasma in full
profile fitting is steeper than the estimation from height-by-height fitting
(marked as region 3 in Figure 6.9).
The low altitude has more a consistent result (marked as region 4 in Figure
6.9) of the composition in full profile fitting where the oxygen composition
is always decreasing towards higher altitude, which is more likely to be the
actual distribution of the oxygen plasma due to its weight.
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Figure 6.8: Estimation comparison between full profile fitting and
height-by-height fitting
6.5.2 Discussion of parameter transition region
The parameter transition region is the region where there is large gradient of
the ionospheric parameters, such as region 3 and region 5 marked in Figure
6.9). Since height-by-height fitting assumes no variation of ionospheric pa-
rameters around the desired height, it is expected to have some deviation in
the parameter transition region where the assumption is no longer valid as
shown in region 3. However, the transition regions for temperature (region
5) in both profiles are almost the same. This is because the ISR model is
more sensitive to composition than to plasma temperature.
Figure 6.10 demonstrates a family of ACFs with different temperature at
the transition region generated by the forward ISR model of single height.
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Figure 6.9: Estimation comparison between full profile fitting and
height-by-height fitting with notation
Electron density is set to be 10e10 which is a rough estimation from the
electron density profile and the oxygen percentage is 95% as shown in the
composition profile. The difference among temperatures becomes less signifi-
cant as temperature increases. The family of ACFs of different compositions
shown in Figure 6.11 is quite different. The ACF changes dramatically with
varying composition parameter, and as a consequence, the ACF at each mea-
surement, which is the weighted superposition of different ACFs, becomes
sensitive to composition rather than the temperature. The nature of the
sensitivity of the ISR model explains the difference between the two transi-
tion regions, where the composition profile has a sharper transition region in
full profile fitting and the temperature transition region is almost the same
for both methods.
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Figure 6.10: Comparison of the ACFs for different plasma temperature
given oxygen percentage P = 95% and electron density Ne = 10e
9
Figure 6.11: Comparison of the ACFs for different oxygen percentage given






In this thesis, we have reported on the estimation of ionospheric state pa-
rameters, electron density Ne and plasma temperature T , from incoherent
scatter radar using the full profile fitting method of Arecibo Observatory.
We introduced the smearing problem with uncoded long pulse and derived
the exact measured power spectrum formation with respect to each set of
ionospheric state parameters within the influence function, and combined
with soft-target radar equation we derived the enhanced model which is in-
dependent with the assumption of homogeneity. The inversion using the new
enhanced model requires jointly fitting with multiple heights simultaneously,
which is computationally intensive due to high-dimensional searching space.
The goal of this thesis is to develop a practical full profile fitting routine that
solves this inversion problem.
The main idea is to reduce the searching space by utilizing assumptions
from prior knowledge of the ionosphere, such as smoothness and thermo-
dynamic equilibrium, and from other measurements. For the undetermined
ionospheric parameters Te, Ti, Ne, A, Pi, arbitrary scalar A is removed from
normalization, Te and Ti are combined into T due to the thermodynamic
equilibrium assumption, and Ne is estimated from calibrated power profile
instead. Lastly, the parameter profiles for the remaining two parameters Pi
and T are interpolated from a smooth spline function whose knots are the
variables in the full profile fitting routine. In addition, this thesis utilizes the
cyclic coordinate descent algorithm in the optimization routine because it
provides an intermediate step with better physical meaning in each iteration
and avoids abrupt change due to large gradient at desired height.
The full profile (FP) fitting routine is applied to the September 2016 cam-
paign and compared with the conventional routine height-by-height fitting.
First, the FP fitting routine estimation is in good agreement with conven-
tional fitting routine estimation. Additionally, the FP fitting routine filtered
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out some unexpected estimation results in the conventional routine due to
satellite interference or low SNR. In the transition region where the assump-
tion of homogeneity no longer holds, the FP fitting routine responds with a
sharper transition in composition distribution but gives the same result as
the conventional routine in temperature estimation because of the difference
in sensitivity of the two parameters in the ISR model.
In conclusion, the full profile fitting routine acts as a good correction for
the conventional height-by-height fitting routine. It provides smoother and
consistent estimation results and captures more accurate features of the tran-
sition region, especially in composition profile where the ISR model is more
sensitive to the parameters.
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