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Introduction to Shimura varieties with
bad reduction of parahoric type
Thomas J. Haines
1. Introduction
This survey article is intended to introduce the reader to several important con-
cepts relating to Shimura varieties with parahoric level structure at p. The main
tool is the Rapoport-Zink local model [RZ], which plays an important role in sev-
eral aspects of the theory. We discuss local models attached to general linear and
symplectic groups, and we illustrate their relation to Shimura varieties in two exam-
ples: the simple or “fake” unitary Shimura varieties with parahoric level structure,
and the Siegel modular varieties with Γ0(p)-level structure. In addition, we present
some applications of local models to questions of flatness, stratifications of the spe-
cial fiber, and the determination of the semi-simple local zeta functions for simple
Shimura varieties.
There are several good references for material of this sort that already exist in the
literature. This survey has a great deal of overlap with two articles of Rapoport:
[R1] and [R2]. A main goal of this paper is simply to make more explicit some
of the ideas expressed very abstractly in those papers. Hopefully it will shed some
new light on the earlier seminal works of Rapoport-Zink [RZ82], and Zink [Z].
This article is also closely related to some recent work of H. Reimann [Re1], [Re2],
[Re3].
Good general introductions to aspects of the Langlands program which might be
consulted while reading parts of this report are those of Blasius-Rogawski [BR],
and T. Wedhorn [W2].
Several very important developments have taken place in the theory of Shimura
varieties with bad reduction, which are completely ignored in this report. In par-
ticular, we mention the book of Harris-Taylor [HT] which uses bad reduction of
Shimura varieties to prove the local Langlands conjecture for GLn(Qp), and the
recent work of L. Fargues and E. Mantovan [FM].
Most of the results stated here are well-known by now (although scattered around
the literature, with differing systems of conventions). However, the author took this
opportunity to present a few new results (and some new proofs of old results). For
Research partially supported by NSF grant DMS 0303605.
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example, there is the proof of the non-emptiness of the Kottwitz-Rapoport strata
in any connected component of the Siegel modular and “fake” unitary Shimura
varieties with Iwahori-level structure (Lemmas 13.1, 13.2), some foundational rela-
tions between Newton strata, Kottwitz-Rapoport strata, and affine Deligne-Lusztig
varieties (Prop. 12.6), and the verification of the conjectural non-emptiness of the
basic locus in the “fake” unitary case (Cor. 12.12). The main new proofs relate to
topological flatness of local models attached to Iwahori subgroups of unramified
groups (see §7) and to the description of the nonsingular locus of Shimura vari-
eties with Iwahori-level structure (see §8.4). Finally, some of the results explained
here (especially in §11) are background material necessary for the author’s as yet
unpublished joint work with B.C. Ngoˆ [HN3].
I am grateful to U. Go¨rtz, R. Kottwitz, B.C. Ngoˆ, G. Pappas, and M. Rapoport for
all they have taught me about this subject over the years. I thank them for their
various comments and suggestions on an early version of this article. Also, I heartily
thank U. Go¨rtz for providing the figures. Finally, I thank the Clay Mathematics
Institute for sponsoring the June 2003 Summer School on Harmonic Analysis, the
Trace Formula, and Shimura Varieties, which provided the opportunity for me to
write this survey article.
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2. Notation
2.1. Some field-theoretic notation. Fix a rational prime p. We let F denote
a non-Archimedean local field of residual characteristic p, with ring of integers O.
Let p ⊂ O denote the maximal ideal, and fix a uniformizer π ∈ p. The residue field
O/p has cardinality q, a power of p.
We will fix an algebraic closure k of the finite field Fp. The Galois group Gal(k/Fp)
has a canonical generator (the Frobenius automorphism), given by σ(x) = xp. For
each positive integer r, we denote by kr the fixed field of σ
r. Let W (kr) (resp.
W (k)) denote the ring of Witt vectors of kr (resp. k), with fraction field Lr (resp.
L). We also use the symbol σ to denote the Frobenius automorphism of L induced
by that on k.
We fix throughout a rational prime ℓ 6= p, and a choice of algebraic closure Qℓ ⊂ Qℓ.
2.2. Some group-theoretic notation. The symbol G will always denote a
connected reductive group over Q (sometimes defined over Z). Unless otherwise
indicated, G will denote the base-change GF , where F is a suitable local field
(usually, G = GQp).
Now let G denote a connected reductive F -group. Fix once and for all a Borel
subgroup B and a maximal torus T contained in B. We will usually assume G is
split over F , in which case we can even assume G,B and T are defined and split
over the ring O. For GLn or GSp2n, T will denote the usual “diagonal” torus, and
B will denote the “upper triangular” Borel subgroup.
We will often refer to “standard” parahoric and “standard” Iwahori subgroups.
For the group G = GLn (resp. G = GSp2n), the “standard” hyperspecial maximal
compact subgroup of G(F ) will be the subgroup G(O). The “standard” Iwahori
subgroup will be inverse image of B(O/p) under the reduction modulo p homomor-
phism
G(O)→ G(O/p).
A “standard” parahoric will be defined similarly as the inverse image of a standard
(= upper triangular) parabolic subgroup.
For GLn(F ), the standard Iwahori is the subgroup stabilizing the standard lattice
chain (defined in §3). The standard parahorics are stabilizers of standard partial
lattice chains. Similar remarks apply to the group GSp2n(F ). The symbols I or Ir
or Kap will always denote a standard Iwahori subgroup of G(F ) defined in terms of
our fixed choices of B ⊃ T , and G(O) as above (for some local field F ). Often (but
not always) K or Kr or K
0
p will denote our fixed hyperspecial maximal compact
subgroup G(O).
We have the associated spherical Hecke algebra HK := Cc(K\G(F )/K), a convo-
lution algebra of C-valued (or Qℓ-valued) functions on G(F ) where convolution is
defined using the measure giving K volume 1. Similarly, HI := Cc(I\G(F )/I) is
a convolution algebra using the measure giving I volume 1. For a compact open
subset U ⊂ G(F ), IU denotes the characteristic function of the set U .
The extended affine Weyl group ofG(F ) is defined as the group W˜ = NG(F )T/T (O).
The map X∗(T ) → T (F )/T (O) given by λ 7→ λ(π) is an isomorphism of abelian
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groups. The finite Weyl group W0 := NG(F )T/T (F ) can be identified with
NG(O)T/T (O), by choosing representatives of NG(F )T/T (F ) in G(O). Thus we
have a canonical isomorphism
W˜ = X∗(T )⋊W0.
We will denote elements in this group typically by the notation tνw (for ν ∈ X∗(T )
and w ∈W0).
Our choice of B ⊃ T determines a unique opposite Borel subgroup B¯ such that
B ∩ B¯ = T . We have a notion of B-positive (resp. B¯-positive) root α and coroot
α∨. Also, the group W0 is a Coxeter group generated by the simple reflections sα
in the vector space X∗(T ) ⊗ R through the walls fixed by the B-positive (or B¯-
positive) simple roots α. Let w0 denote the unique element of W0 having greatest
length with respect to this Coxeter system.
We will often need to consider W˜ as a subset of G(F ). We choose the following
conventions. For each w ∈ W0, we fix once and for all a lift in the group NG(O)T .
We identify each ν ∈ X∗(T ) with the element ν(π) ∈ T (F ) ⊂ G(F ).
Let a denote the alcove in the building of G(F ) which is fixed by the Iwahori
I, or equivalently, the unique alcove in the apartment corresponding to T which
is contained in the B¯-positive (i.e., the B-negative) Weyl chamber, whose closure
contains the origin (the vertex fixed by the maximal compact subgroup G(O)) 1.
The group W˜ permutes the set of affine roots α + k (α a root, k ∈ Z) (viewed as
affine linear functions on X∗(T ) ⊗ R), and hence permutes (transitively) the set
of alcoves. Let Ω denote the subgroup which stabilizes the base alcove a. Then we
have a semi-direct product
W˜ =Waff ⋊ Ω,
whereWaff (the affine Weyl group) is the Coxeter group generated by the reflections
Saff through the walls of a. In the case where G is an almost simple group of rank l,
with simple B-positive roots α1, . . . , αl, then Saff consists of the l simple reflections
si = sαi generating W0, along with one more simple affine reflection s0 = t−α˜∨sα˜,
where α˜ is the highest B-positive root.
The Coxeter system (Waff , Saff) determines a length function ℓ and a Bruhat order
≤ on Waff , which extend naturally to W˜ : for xi ∈ Waff and σi ∈ Ω (i = 1, 2), we
define x1σ1 ≤ x2σ2 in W˜ if and only if σ1 = σ2 and x1 ≤ x2 in Waff . Similarly, we
set ℓ(x1σ1) = ℓ(x1).
By the Bruhat-Tits decomposition, the inclusion W˜ →֒ G(F ) induces a bijection
W˜ = I\G(F )/I.
In the function-field case (e.g., F = Fp((t))), the affine flag variety F l = G(F )/I
is naturally an ind-scheme, and the closures of the I-orbits F lw := IwI/I are
determined by the Bruhat order on W˜ :
F lx ⊂ F ly ⇐⇒ x ≤ y.
1This choice of base alcove results from our convention of embedding X∗(T ) →֒ G(F ) by the
rule λ 7→ λ(π); to see this, consider how vectors spanning the standard periodic lattice chain in
§3 are identified with vectors in X∗(T )⊗ R.
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Similar statements hold for the affine Grassmannian, Grass = G(F )/G(O). Now the
G(O)-orbits Qλ := G(O)λG(O)/G(O) are given (using the Cartan decomposition)
by the B-dominant coweights X+(T ):
X+(T )↔ G(O)\G(F )/G(O).
By definition, λ is B-dominant if 〈α, λ〉 ≥ 0 for all B-positive roots α. Here 〈·, ·〉 :
X∗(T )×X∗(T )→ Z is the canonical duality pairing.
The closure relations in Grass are given by the partial order on B-dominant
coweights λ and µ:
Qλ ⊂ Qµ ⇐⇒ λ  µ,
where λ ≺ µ means that µ− λ is a sum of B-positive coroots.
Unless otherwise stated, a dominant coweight λ ∈ X∗(T ) will always mean one that
is B-dominant.
For the group G = GLn or GSp2n, there is a Zp-ind-scheme M which is a defor-
mation of the affine Grassmannian GrassQp to the affine flag variety F lFp for the
underlying p-adic group G (see [HN1], and Remark 4.1). A very similar deforma-
tion FlX over a smooth curve X (due to Beilinson) exists for any group G in the
function field setting, and has been extensively studied by Gaitsgory [Ga]. For any
dominant coweight λ ∈ X+(T ), the symbol Mλ will always denote the Zp-scheme
which is the scheme-theoretic closure in M of Qλ ⊂ GrassQp .
2.3. Duality notation. If A is any abelian scheme over a scheme S, we denote
the dual abelian scheme by Â. The existence of Â over an arbitrary base is a delicate
matter; see [CF], §I.1.
IfM is a module over a ring R, we denote the dual module byM∨ = HomR(M,R).
Similar notation applies to quasi-coherent OS-modules over a scheme S.
If G is a connected reductive group over a local field F , then the Langlands dual
(over C or Qℓ) will be denoted Ĝ. The Langlands L-group is the semi-direct product
LG = Ĝ⋊WF , where WF is the Weil-group of F .
2.4. Miscellaneous notation. We will use the following abbreviation for ele-
ments of Rn (here R can be any set): let a1, . . . , ar be a sequence of positive integers
whose sum is n. A vector of the form (x1, . . . , x1, x2, . . . , x2, . . . , xr, . . . , xr), where
for i = 1, . . . , r, the element xi is repeated ai times, will be denoted by
(xa11 , x
a2
2 , . . . , x
ar
r ).
We will denote by A the adeles of Q, by Af the finite adeles, and by A
p
f the finite
adeles away from p (with the exception of two instances, where A denotes affine
space!).
3. Iwahori and parahoric subgroups
3.1. Stabilizers of periodic lattice chains. We discuss the definitions for
the groups GLn and GSp2n.
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3.1.1. The linear case. For each i ∈ {1, . . . , n}, let ei denote the i-th standard
vector (0i−1, 1, 0n−i) in Fn, and let Λi ⊂ Fn denote the free O-module with basis
π−1e1, . . . , π
−1ei, ei+1, . . . , en. We consider the diagram
Λ• : Λ0 −→ Λ1 −→ · · · −→ Λn−1 −→ π−1Λ0,
where the morphisms are inclusions. The lattice chains πnΛ• (n ∈ Z) fit together
to form an infinite complete lattice chain Λi, (i ∈ Z). If we identify each Λi with
On, then the diagram above becomes
On m1 // On m2 // · · · mn−1 // On mn // On,
where mi is the morphism given by the diagonal matrix
mi = diag(1, . . . , π, . . . , 1),
the element π appearing in the ith place. We define the (standard) Iwahori subgroup
I of GLn(F ) by
I =
⋂
i
StabGLn(F ) (Λi).
Similarly, for any non-empty subset J ⊂ {0, 1, . . . , n − 1}, we define the parahoric
subgroup of GLn(F ) corresponding to the subset J by
PJ =
⋂
i∈J
StabGLn(F ) (Λi).
Note that PJ is a compact open subgroup of GLn(F ), and that P{0} = GLn(O) is
a hyperspecial maximal compact subgroup, in the terminology of Bruhat-Tits, cf.
[T].
3.1.2. The symplectic case. The definitions for the group of symplectic simili-
tudes GSp2n are similar. We define this group using the alternating matrix
I˜ =
[
0 I˜n
−I˜n 0
]
,
where I˜n denotes the n× n matrix with 1 along the anti-diagonal and 0 elsewhere.
Let (x, y) := xt I˜y denote the corresponding alternating pairing on F 2n. For an
O-lattice Λ ⊂ F 2n, we define Λ⊥ := {x ∈ F 2n | (x, y) ∈ O for all y ∈ Λ}. The
lattice Λ0 is self-dual (i.e., Λ
⊥
0 = Λ0). Consider the infinite lattice chain in F
2n
· · · −→ Λ−2n = πΛ0 −→ · · · −→ Λ−1 −→ Λ0 −→ · · · −→ Λ2n = π−1Λ0 −→ · · ·
We have Λ⊥i = Λ−i for all i ∈ Z. Now we define the (standard) Iwahori subgroup I
of GSp2n(F ) by
I =
⋂
i
StabGSp2n(F ) (Λi).
For any non-empty subset J ⊂ {−n, . . . ,−1, 0, 1, . . . , n} such that i ∈ J ⇔ −i ∈ J ,
we define the parahoric subgroup corresponding to J by
PJ =
⋂
i∈J
StabGSp2n(F ) (Λi).
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3.2. Bruhat-Tits group schemes. In Bruhat-Tits theory, parahoric groups
are defined as the groups G0∆J (O), where G0∆J is the neutral component of a group
scheme G∆J , defined and smooth over O, which has generic fiber the F -group G,
and whose O-points are the subgroup of G(F ) fixing the facet ∆J of the Bruhat-
Tits building corresponding to the set J ; see [BT2], p. 356. By [T], 3.4.1 (see also
[BT2], 1.7) we can characterize the group scheme G∆J as follows: it is the unique
O-group scheme P satisfying the following three properties:
(1) P is smooth and affine over O;
(2) The generic fiber PF is GF ;
(3) For any unramified extension F ′ of F , letting OF ′ ⊂ F ′ denote ring of
integers, the group P(OF ′) ⊂ G(F ′) is the subgroup of elements which fix
the facet ∆J in the Bruhat-Tits building of GF ′ .
Let us show how automorphism groups of periodic lattice chains Λ• give a concrete
realization of the Bruhat-Tits parahoric group schemes, in the GLn and GSp2n
cases. We will discuss the Iwahori subgroups of GLn in some detail, leaving for the
reader the obvious generalizations to parahoric subgroups of GLn (and GSp2n).
For any O-algebra R, we may consider the diagram Λ•,R = Λ• ⊗O R, and we may
define the O-group scheme Aut whose R-points are the isomorphisms of the diagram
Λ•,R. More precisely, an element of Aut(R) is an n-tuple of R-linear automorphisms
(g0, . . . , gn−1) ∈ Aut(Λ0,R)× · · · ×Aut(Λn−1,R)
such that the following diagram commutes
Λ0,R //
g0

· · · // Λn−1,R //
gn−1

Λn,R
g0

Λ0,R // · · · // Λn−1,R // Λn,R.
The group functor Aut is obviously represented by an affine group scheme, also
denoted Aut. Further, it is not hard to see that Aut is formally smooth, hence
smooth, over O. To show this, one has to check the lifting criterion for formal
smoothness: if R is an O-algebra containing a nilpotent ideal J ⊂ R, then any
automorphism of Λ• ⊗O R/J can be lifted to an automorphism of Λ• ⊗O R. This
is proved on page 135 of [RZ]. Thus Aut satisfies condition (1) above.
Alcoves in the Bruhat-Tits building for GLn over F can be described as complete
periodic O-lattice chains in Fn
· · · −→ L0 −→ L1 −→ · · · −→ Ln−1 −→ Ln = π−1L0 −→ · · ·
where the arrows are inclusions. We can regard Λ• as the base alcove in this building.
It is clear that since π is invertible over the generic fiber F , the automorphism g0
determines the other gi’s over F and so AutF = GLn. By construction we have
Aut(O) = StabGLn(F ) (Λ•). This is unchanged if we replace F by an unramified
extension F ′. It follows that Aut satisfies conditions (2) and (3) above. Thus, by
uniqueness, Aut = G∆J for J = {0, . . . , n− 1}.
Further, one can check that the special fiber Autk is an extension of the Borel
subgroup Bk by a connected unipotent group over k; hence the special fiber is
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connected. It follows that Aut is a connected group scheme (cf. [BT2], 1.2.12).
So in this case Aut = G∆J = G
0
∆J
. We conclude that Aut(O) is the Bruhat-Tits
Iwahori subgroup fixing the base alcove Λ•.
Exercise 3.1. 1) Check the lifting criterion which shows Aut is formally smooth
directly for the case n = 2, by explicit calculations with 2× 2 matrices.
2) By identifying Aut(O) with its image in GLn(F ) under the inclusion g• 7→
g0, show that the Iwahori subgroup is the preimage of B(k) under the canonical
surjection GLn(O)→ GLn(k).
3) Prove that Autk → Aut(Λ0,k), g• 7→ g0, has image Bk, and kernel a connected
unipotent group.
4. Local models
Given a certain triple (G,µ,Kp) consisting of a Zp-group G, a minuscule coweight
µ for G, and a parahoric subgroup Kp ⊂ G(Qp), one may construct a projective
Zp-scheme Mloc which (e´tale locally) models the singularities found in the special
fiber of a certain Shimura variety with parahoric-level structure at p. The advantage
of Mloc is that it is defined in terms of linear algebra and is therefore easier to
study than the Shimura variety itself. These schemes are called “local models”, or
sometimes “Rapoport-Zink local models”; the most general treatment is given in
[RZ], but in special cases they were also investigated in [DP] and [deJ].
In this section we recall the definitions of local models associated to GLn and GSp2n.
For simplicity, we limit the discussion to models for Iwahori-level structure. In each
case, the local model is naturally associated to a dominant minuscule coweight µ,
which we shall always mention. In fact, it turns out that if the Shimura data give rise
to (G,µ), then the Rapoport-Zink local model Mloc (for Iwahori-level structure)
can be identified with the space M−w0µ mentioned in §2. See Remark 4.1 below.
4.1. Linear case. We use the notation Λ• from section 3 to denote the “stan-
dard” lattice chain over O = Zp here.
Fix an integer d with 1 ≤ d ≤ n − 1. We define the scheme Mloc by defining its
R-points for any Zp-algebra R as the set of isomorphism classes of commutative
diagrams
Λ0,R // · · · // Λn−1,R // Λn,R p // Λ0,R
F0
OO
// · · · // Fn−1
OO
// Fn
OO
p // F0
OO
where the vertical arrows are inclusions, and each Fi is an R-submodule of Λi,R
which is Zariski-locally on R a direct factor of corank d. It turns out that this is
identical to the space M−w0µ of §2, where µ = (0n−d, (−1)d). It is clear that Mloc
is represented by a closed subscheme of a product of Grassmannians over Zp, hence
it is a projective Zp-scheme. One can also formulate the moduli problem using
quotients of rank d instead of submodules of corank d.
Another way to formulate the same moduli problem which is sometimes useful (see
[HN1]) is given by adding an indeterminate t to the story (following a suggestion
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of G. Laumon). We replace the “standard” lattice chain term Λi,R with Vi,R :=
α−iR[t]n, where α is the n× n matrix
0 1
. . .
. . .
0 1
t+ p 0
 ∈ GLn(R[t, t−1, (t+ p)−1]).
One can identify Mloc(R) with the set of chains
L• = (L0 ⊂ L1 ⊂ · · · ⊂ Ln = (t+ p)−1L0)
of R[t]-submodules of R[t, t−1, (t+ p)−1]n satisfying the following properties
(1) for all i = 0, . . . , n− 1, we have tVi,R ⊂ Li ⊂ Vi,R;
(2) as an R-module, Li/tVi,R is locally a direct factor of Vi,R/tVi,R of corank
d.
Remark 4.1. With the second definition, it is easy to see that the geometric generic
fiber Mloc
Qp
is contained in the affine Grassmannian GLn(Qp((t)))/GLn(Qp[[t]]),
and the geometric special fiber Mloc
Fp
is contained in the affine flag variety
GLn(Fp((t)))/IFp , where IFp := Aut(Fp[[t]]) is the Iwahori subgroup of GLn(Fp[[t]])
corresponding to the upper triangular Borel subgroup B ⊂ GLn. Moreover, it is
possible to view Mloc as a piece of a Zp-ind-scheme M which forms a deformation
of the affine Grassmannian to the affine flag variety over the base Spec(Zp), in anal-
ogy with Beilinson’s deformation FlX over a smooth Fp-curve X in the function
field case (cf. [Ga], [HN1]). In fact, letting e0 denote the base point in the affine
Grassmannian GLn(Qp((t)))/GLn(Qp[[t]]), and for λ ∈ X+(T ), letting Qλ denote
the GLn(Qp[[t]])-orbit of the point λ(t)e0, it turns out that Mloc coincides with
the scheme-theoretic closure M−w0µ of Q−w0µ taken in the model M . A similar
statement holds in the symplectic case.
The identification Mloc = M−w0µ is explained in §8. It is a consequence of the
determinant condition and the “homology” definition of our local models; also the
flatness of Mloc (see §7) plays a role.
4.2. The symplectic case. Recall that for our group GSp2n = GSp(V, (·, ·)),
we have an identification of X∗(T ) with the lattice {(a1, . . . , an, bn, . . . , b1) ∈
Z2n | ∃ c ∈ Z, ai + bi = c, ∀i}. The Shimura coweight that arises here has the
form µ = (0n, (−1)n).
For the group GSp2n, the symbol Λ• now denotes the self-dual Zp-lattice chain in
Q2np , discussed in section 3 in the context of GSp2n. Let (·, ·) denote the alternating
pairing on Z2np discussed in that section, and let the dual Λ
⊥ of a lattice Λ be defined
using (·, ·). As above, there are (at least) two equivalent ways to defineMloc(R) for
a Zp-algebra R. We defineMloc(R) to be the set of isomorphism classes of diagrams
Λ0,R // · · · // Λn−1,R // Λn,R
F0
OO
// · · · // Fn−1
OO
// Fn
OO
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where the vertical arrows are inclusions of R-submodules with the following prop-
erties:
(1) for i = 0, . . . , n, Zariski-locally on R the submodule Fi is a direct factor
of Λi,R of corank n;
(2) F0 is isotropic with respect to (·, ·) and Fn is isotropic with respect to
p(·, ·).
As in the linear case, this can be described in a way more transparently connected
to affine flag varieties. In this case, Vi,R has the same meaning as in the linear
case, except that the ambient space is now R[t, t−1, (t+ p)−1]2n. We may describe
Mloc(R) as the set of chains
L• = (L0 ⊂ L1 ⊂ · · · ⊂ Ln)
of R[t]-submodules of R[t, t−1, (t+ p)−1]2n satisfying the following properties
(1) for i = 0, 1, . . . , n, tVi,R ⊂ Li ⊂ Vi,R;
(2) as R-modules, Li/tVi,R is locally a direct factor of Vi,R/tVi,R of corank n;
(3) L0 is self-dual with respect to t−1(·, ·), and Ln is self-dual with respect to
t−1(t+ p)(·, ·).
4.3. Generic and special fibers. In the linear case with µ = (0n−d, (−1)d),
the generic fiber of M−w0µ is the Grassmannian Gr(d, n) of d-planes in Q
n
p . In the
symplectic case with µ = (0n, (−1)n), the generic fiber of M−w0µ is the Grassman-
nian of isotropic n-planes in Q2np with respect to the alternating pairing (·, ·).
In each case, the special fiber is a union of finitely many Iwahori-orbits IwI/I in the
affine flag variety, indexed by elements w in the extended affine Weyl group W˜ for
GLn (resp. GSp2n) ranging over the so-called −w0µ-admissible subset Adm(−w0µ),
[KR]. Let λ ∈ X+(T ). Then by definition
Adm(λ) = {w ∈ W˜ | ∃ ν ∈ Wλ, such that w ≤ tν}.
Here, Wλ is the set of conjugates of λ under the action of the finite Weyl group
W0, and tν ∈ W˜ is the translation element corresponding to ν, and ≤ denotes
the Bruhat order on W˜ . Actually (see §8.1), the set that arises naturally from the
moduli problem is the −w0µ-permissible subset Perm(−w0µ) ⊂ W˜ from [KR]. Let
us recall the definition of this set, following loc. cit. Let λ ∈ X+(T ) and suppose
tλ ∈ Waffτ , for τ ∈ Ω. Then Perm(λ) consists of the elements x ∈ Waffτ such that
x(a) − a ∈ Conv(λ) for every vertex a ∈ a. Here Conv(λ) denotes the convex hull
of Wλ in X∗(T )⊗ R.
The strata in the special fiber of Mloc = M−w0µ are naturally indexed by the set
Perm(−w0µ), which agrees with Adm(−w0µ) by the following non-trivial combina-
torial theorem due to Kottwitz and Rapoport.
Theorem 4.2 ([KR]; see also [HN2]). For every minuscule coweight λ of either
GLn or GSp2n, we have the equality
Perm(λ) = Adm(λ).
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Using the well-known correspondence between elements in the affine Weyl group
and the set of alcoves in the standard apartment of the Bruhat-Tits building, one
can “draw” pictures of Adm(µ) for low-rank groups. Figures 1 and 2 depict this set
for G = GL3, µ = (−1, 0, 0), and G = GSp4, µ = (−1,−1, 0, 0) 2. Actually, we draw
the image of Adm(µ) in the apartment for PGL3 (resp. PGSp4); the base alcove is
labeled by τ .
   τ
s0 τ
s0 s2 τ  =  tµ
s2 τ
s2 s1 τ
s1 τ
s1 s0 τ
0
Figure 1. The admissible alcoves Adm(µ) for GL3, µ =
(−1, 0, 0). The base alcove is labeled by τ .
4.4. Computing the singularities in the special fiber of Mloc. In certain
cases, the singularities inMloc
F¯p
can be analyzed directly by writing down equations.
As the simplest example of how this is done, we analyze the local model for GL2,
µ = (0,−1). For a Zp-algebra R, we are looking at the set of pairs (F0,F1) of locally
2Note that in Figure 2 there is an alcove of length one contained in the Bruhat-closure of
three distinct translations. This already tells us something about the singularities: the special fiber
of the Siegel variety for GSp4 is not a union of divisors with normal crossings; see §8.
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τ s0 τ
s1 τ
s2 τ s0 s2 τ
s2 s1 τs2 s1 s2 τ s0 s2 s1 τ
s0 s1 τ
s0 s1 s0 τ
 = tµ
s1 s2 τ
s1 s0 s2 τ s1 s0 τ
0
Figure 2. The admissible alcoves Adm(µ) for GSp4, µ = (−1,−1, 0, 0).
free rank 1 R-submodules of R2 such that the following diagram commutes
R⊕R
[
p 0
0 1
]
// R⊕R
[
1 0
0 p
]
// R ⊕R
F0
OO
// F1
OO
// F0
OO
Obviously this functor is represented by a certain closed subscheme of P1Zp × P1Zp .
Locally around a fixed point (F0,F1) ∈ P1(R)× P1(R) we choose coordinates such
that F0 is represented by the homogeneous column vector [1 : x]t and F1 by the
vector [y : 1]t, for x, y ∈ R. We see that (F0,F1) ∈Mloc(R) if and only if
xy = p,
so Mloc is locally the same as Spec(Zp[X,Y ]/(XY − p), the usual deformation of
A1Qp to a union of two A
1
Fp
’s which intersect transversally at a point. Indeed, Mloc
is globally this kind of deformation:
• In the generic fiber, the matrices are invertible and so F0 uniquely deter-
mines F1; thus MlocQp ∼= P1Qp ;
• In the special fiber, p = 0 and one can check thatMlocFp is the union of the
closures of two Iwahori-orbits in the affine flag variety GL2(Fp((t)))/IFp ,
each of dimension 1, which meet in a point. ThusMlocFp is the union of two
P1Fp ’s meeting in a point.
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We refer to the work of U. Go¨rtz for many more complicated calculations of this
kind: [Go1], [Go2], [Go3], [Go4].
5. Some PEL Shimura varieties with parahoric level structure at p
5.1. PEL-type data. Given a Shimura datum (G, {h},K) one can construct
a Shimura variety Sh(G, h)K which has a canonical model over the reflex field E, a
number field determined by the datum. We write G for the p-adic group GQp . Let
us assume that the compact open subgroup K ⊂G(Af ) is of the form K = KpKp,
whereKp ⊂ G(Apf ) is a sufficiently small compact open subgroup, andKp ⊂ G(Qp)
is a parahoric subgroup.
Let us fix once and for all embeddings Q →֒ C, and Q →֒ Qp. We denote by p the
corresponding place of E over p and by E = Ep the completion of E at p.
If the Shimura datum comes from PEL-type data, then it is possible to define a
moduli problem (in terms of chains of abelian varieties with additional structure)
over the ring OE . This moduli problem is representable by a quasi-projective OE-
scheme whose generic fiber is the base-change to E of the initial Shimura variety
Sh(G, h)K (or at least a finite union of Shimura varieties, one of which is the
canonical model Sh(G, h)K). This is done in great generality in Chapter 6 of [RZ].
Our aim in this section is only to make somewhat more explicit the definitions in
loc. cit., in two very special cases attached to the linear and symplectic groups.
First, let us recall briefly PEL-type data. Let B denote a finite-dimensional semi-
simple Q-algebra with positive involution ι. Let V 6= 0 be a finitely-generated left
B-module, and let (·, ·) be a non-degenerate alternating form V × V → Q on the
underlying Q-vector space, such that (bv, w) = (v, bιw), for b ∈ B, v, w ∈ V . The
form (·, ·) determines a “transpose” involution on End(V ), denoted by ∗ (so viewing
the left-action of b as an element of End(V ), we have bι = b∗). We denote by G the
Q-group whose points in a Q-algebra R are
{g ∈ GLB⊗R(V ⊗R) | g∗g = c(g) ∈ R×}.
We assume G is a connected reductive group; this means we are excluding the
orthogonal case. Consider the R-algebra C := EndB(V ) ⊗ R. We let h0 : C → C
denote an R-algebra homomorphism satisfying h0(z) = h0(z)∗, for z ∈ C. We fix
a choice of i =
√−1 in C once and for all, and we assume the symmetric bilinear
form (· , h0(i) ·) : VR × VR → R is positive definite. Let h denote the inverse of the
restriction of h0 to C
×. Then h induces an algebraic homomorphism
h : C× → G(R)
of real groups which defines on VR a Hodge structure of type (1, 0) + (0, 1) (in the
terminology of [Del2], section 1) and which satisfies the usual Riemann conditions
with respect to (·, ·) (see [Ko92], Lemma 4.1). For any choice of (sufficiently small)
compact open subgroup K, the data (G, h,K) determine a (smooth) Shimura va-
riety over a reflex field E; cf. [Del].
We recall that h gives rise to a minuscule coweight
µ := µh : Gm,C → GC
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as follows: the complexification of the real group C× is the torus C× × C×, the
factors being indexed by the two R-algebra automorphisms of C; we assume the
first factor corresponds to the identity and the second to complex conjugation. Then
we define
µ(z) := hC(z, 1).
By definition of Shimura data, the homomorphism h : C× → GR is only specified up
to G(R)-conjugation, and therefore µ is only well-defined up to G(C)-conjugation.
However, this conjugacy class is at least defined over the reflex field E (in fact we
define E as the field of definition of the conjugacy class of µ). Via our choice of
field embeddings C ←֓ Q →֒ Qp, we get a well-defined conjugacy class of minuscule
coweights
µ : Gm,Qp → GQp ,
which is defined over E.
The argument of [Ko84], Lemma (1.1.3) shows that E is contained in any subfield
of Qp which splits G. Therefore, when G is split over Qp (the case of interest in this
report), it follows that E = Qp and the conjugacy class of µ contains a Qp-rational
and B-dominant element, usually denoted also by the symbol µ. It is this same µ
which was mentioned in the definitions of local models in section 4.
For use in the definition to follow, we decompose the BC-module VC as VC = V1⊕V2,
where h0(z) acts by z on V1 and by z on V2, for z ∈ C. Our conventions imply that
µ(z) acts by z−1 on V1 and by 1 on V2 (z ∈ C×). We choose E′ ⊂ Qp a finite
extension field E′ ⊃ E over which this decomposition is defined:
VE′ = V1 ⊕ V2.
(We are implicitly using the diagram C ←֓ Q →֒ Qp to make sense of this.)
Recall that we are interested in defining an OE-integral model for Sh(G, h)K in the
case where Kp ⊂ G(Qp) is a parahoric (more specifically, an Iwahori) subgroup.
To define an integral model over OE , we need to specify certain additional data.
We suppose OB is a Z(p)-order in B whose p-adic completion OB⊗Zp is a maximal
order in BQp , stable under the involution ι. Using the terminology of [RZ], 6.2, we
assume we are given a self-dual multichain L of OB⊗Zp-lattices in VQp (the notion
of multichain L is a generalization of the lattice chain Λ• appearing in section 4;
specifying L is equivalent to specifying a parahoric subgroup, namelyKp := Aut(L),
of G(Qp)). We can then give the definition of a model ShKp that depends on the
above data and the choice of a small compact open subgroup Kp 3.
Definition 5.1. A point of the functor ShKp with values in the OE-scheme S is
given by the following set of data up to isomorphism 4.
(1) An L-set of abelian S-schemes A = {AΛ}, Λ ∈ L, compatibly endowed
with an action of OB:
i : OB ⊗ Z(p) → End(A)⊗ Z(p);
3In the sequel, we sometimes drop the subscript Kp on ShKp , or replace it with the subscript
Kp, depending on whether Kp, or Kp (or both) is understood.
4We say {AΛ} is isomorphic to {A
′
Λ} if there is a compatible family of prime-to-p isogenies
AΛ → A
′
Λ which preserve all the structures.
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(2) A Q-homogeneous principal polarization λ of the L-set A;
(3) A Kp-level structure
η¯ : V ⊗ Apf ∼= H1(A,Apf ) mod Kp
that respects the bilinear forms on both sides up to a scalar in (Apf )
×, and
commutes with the B = OB ⊗Q-actions.
We impose the condition that under
i : OB ⊗ Z(p) → End(A)⊗ Z(p),
we have i(bι) = λ−1 ◦ (i(b))∨ ◦ λ; in other words, i intertwines ι and the Rosati
involution on End(A)⊗Z(p) determined by λ. In addition, we impose the following
determinant condition: for each b ∈ OB and Λ ∈ L:
detOS (b,Lie(AΛ)) = detE′(b, V1).
We will not explain all the notions entering this definition; we refer to loc. cit.,
Chapter 6 as well as [Ko92], section 5, for complete details. However, in the simple
examples we make explicit below, these notions will be made concrete and their
importance will be highlighted. For example, an L-set of abelian varieties {AΛ}
comes with a family of “periodicity isomorphisms”
θa : A
a
Λ → AaΛ,
see [RZ], Def. 6.5, and we will describe these explicitly in the examples to follow.
Note that one can see from this definition why some of the conditions on PEL
data are imposed. For example, since the Rosati involution is always positive (see
[Mu], section 21), we see that the involution ι on B must be positive for the moduli
problem to be non-empty.
5.2. Some “fake” unitary Shimura varieties. This section concerns the
so-called “simple” or “fake unitary” Shimura varieties investigated by Kottwitz in
[Ko92b]. They are indeed “simple” in the sense that they are compact Shimura
varieties for which there are no problems due to endoscopy (see loc. cit.).
Kottwitz made assumptions ensuring that the local group GQp be unramified, and
that the level structure at p be given by a hyperspecial maximal compact subgroup.
Here we will work in a situation where GQp is split, but we only impose parahoric-
level structure at p. For simplicity, we explain only the case F0 = Q (notation of
loc. cit.).
5.2.1. The group-theoretic set-up. Let F be an imaginary quadratic extension
of Q, and let (D, ∗) be a division algebra with center F , of dimension n2 over
F , together with an involution ∗ which induces on F the non-trivial element of
Gal(F/Q). Let G be the Q-group whose points in a commutative Q-algebra R are
{x ∈ D ⊗Q R | x∗x ∈ R×}.
The map x 7→ x∗x is a homomorphism of Q-groups G → Gm whose kernel G0 is
an inner form of a unitary group over Q associated to F/Q. Let us suppose we are
given an R-algebra homomorphism
h0 : C→ D ⊗Q R
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such that h0(z)
∗ = h0(z) and the involution x 7→ h0(i)−1x∗h0(i) is positive.
Given the data (D, ∗, h0) above, we want to explain how to find the PEL-data
(B, ι, V, (·, ·), h0) used in the definition of the scheme ShKp .
LetB = Dopp and let V = D be viewed as a left B-module, free of rank 1, using right
multiplications. Thus we can identify C := EndB(V ) with D (left multiplications).
For h0 : C→ CR we use the homomorphism h0 : C→ D ⊗Q R we are given.
Next, one can show that there exist elements ξ ∈ D× such that ξ∗ = −ξ and
the involution x 7→ ξx∗ξ−1 is positive. To see this, note that the Skolem-Noether
theorem implies that the involutions of the second type onD are precisely the maps
of the form x 7→ bx∗b−1, for b ∈ D× such that b(b∗)−1 lies in the center F . Since
positive involutions of the second kind exist (see [Mu], p. 201-2), for some such b
the involution x 7→ bx∗b−1 is positive. We have NF/Q(b(b∗)−1) = 1, so by Hilbert’s
Theorem 90, we may alter any such b by an element in F× so that b∗ = b. There
exists ǫ ∈ F× such that ǫ∗ = −ǫ. We then put ξ = ǫb.
We define the positive involution ι by xι := ξx∗ξ−1, for x ∈ B = Dopp.
Now we define the non-degenerate alternating pairing (·, ·) : D ×D → Q by
(x, y) = trD/Q(xξy
∗).
It is clear that (bx, y) = (x, bιy) for any b ∈ B = Dopp, remembering that the left
action of b is right multiplication by b. We also have (h0(z)x, y) = (x, h0(z) y), since
h0(z) ∈ D acts by left multiplication on D.
Finally, we claim that (· , h0(i) ·) is always positive or negative definite; thus we can
always arrange for it to be positive definite by replacing ξ with −ξ if necessary. To
prove the definiteness, choose an isomorphism
D ⊗Q R →˜ Mn(C)
such that the positive involution x 7→ xι goes over to the standard positive invo-
lution X 7→ Xt on Mn(C). Let H ∈ Mn(C) be the image of ξh0(i)−1 under this
isomorphism, so that the symmetric pairing 〈x, y〉 = (x , h0(i)y) goes over to the
pairing
〈X,Y 〉 = trMn(C)/R(X Y
t
H).
We conclude by invoking the following exercise for the reader.
Exercise 5.2. The matrix H is Hermitian and either positive or negative definite.
If positive definite, we then have tr(X X
t
H) > 0 whenever X 6= 0.
(Hint: use the argument of [Mu], p. 200.)
5.2.2. The minuscule coweight µ. How is the minuscule coweight µ described
in terms of the above data? Recall our decomposition
DC = V1 ⊕ V2.
The homomorphism h0 makes DC into a C⊗R C-module. Of course
C⊗R C →˜ C× C
z1 ⊗ z2 7→ (z1z2, z1z2),
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which induces the above decomposition of DC (h0(z1⊗ 1) acts by z1 on V1 and by
z1 on V2).
The factors V1, V2 are stable under right multiplications of
DC = D ⊗F,ν C×D ⊗F,ν∗ C,
where ν, ν∗ : F →֒ C are the two embeddings. (We may assume our fixed choice
Q →֒ C extends ν.) Also h0(z⊗1) is the endomorphism given by left multiplication
by a certain element of DC. We can choose an isomorphism
D ⊗F,ν C×D ⊗F,ν∗ C ∼=Mn(C)×Mn(C)
such that h0(z ⊗ 1) can be written explicitly as
h0(z ⊗ 1) = diag(zn−d, zd)× diag(zn−d, zd),
for some integer d, 0 ≤ d ≤ n. (One can then identify V1 resp. V2 as the span of
certain columns of the two matrices.) We know that µ(z) = hC(z, 1) acts by z
−1 on
V1 and by 1 on V2. Hence we can identify µ(z) as
µ(z) = diag(1n−d, (z−1)d)× diag((z−1)n−d, 1d).
We may label this by (0n−d, (−1)d) ∈ Zn, via the usual identification applied to
the first factor.
Here is another way to interpret the number d. LetW (resp.W ∗) be the (unique up
to isomorphism, n-dimensional) simple right-module for D⊗F,νC (resp. D⊗F,ν∗C).
Then as right DC-modules we have
V1 =W
d ⊕ (W ∗)n−d, resp. V2 =Wn−d ⊕ (W ∗)d.
Finally, let us remark that if we choose the identification of D ⊗Q R = D ⊗F,ν C
with Mn(C) in such a way that the positive involution x 7→ h0(i)−1x∗h0(i) goes
over to X 7→ Xt, then we get an isomorphism
G(R) ∼= GU(d, n− d).
(See also [Ko92b], section 1.)
In applications, it is sometimes necessary to prescribe the value of d ahead of time
(with the additional constraint that 1 ≤ d ≤ n− 1). However, it can be a delicate
matter to arrange things so that a prescribed value of d is achieved. To see how
this is done for the case of d = 1, see [HT], Lemma I.7.1.
5.2.3. Assumptions on p and integral data. We first make some assumptions
on the prime p 5, and then we specify the integral data at p.
First assumption on p: The prime p splits in F as a product of distinct prime ideals
(p) = pp∗,
where p is the prime determined by our fixed choice of embedding Q →֒ Qp, and p∗
is its image under the non-trivial element of Gal(F/Q).
5It would make sense to include in our discussion another case, where p remains inert in
F , and where the group GQp is a quasi-split unitary group associated to the extension Fp/Qp.
However, we shall postpone discussion of this case to a future occasion.
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Under this assumption Fp = Fp∗ = Qp. Further the algebra DQp is a product
D ⊗Qp = Dp ×Dp∗
where each factor is a central simple Qp-algebra. We have Dp →˜ Doppp∗ via ∗. There-
fore for any Qp-algebra R we can identify the group G(R) with the group
{(x1, x2) ∈ (Dp ⊗R)× × (Dp∗ ⊗R)× | x1 = c(x∗2)−1, for some c ∈ R×}.
Therefore there is an isomorphism of Qp-groups G ∼= D×p ×Gm given by (x1, x2) 7→
(x1, c).
Second assumption on p: The algebra DQp splits: Dp
∼=Mn(Qp).
In this case the involution ∗ becomes isomorphic to the involution on Mn(Qp) ×
Mn(Qp) given by
∗ : (X,Y ) 7→ (Y t, Xt).
Our assumptions imply that G = GLn × Gm, a split p-adic group (and thus E :=
Ep = Qp). Why is this helpful? As we shall see, this allows us to use the local
models for GLn described in section 4 to describe the reduction modulo p of the
Shimura variety ShKp , see §6.3.3. Also, we can use the description in [HN1] of
nearby cycles on such models to compute the semi-simple local zeta function at p
of ShKp , see [HN3] and Theorem 11.7. One expects that this is still possible in
the general case (where D×p is not a split group), but there the crucial facts about
nearby cycles on the corresponding local models are not yet established.
Integral data. We need to specify a Z(p)-order OB ⊂ B and a self-dual multichain
L = {Λ} of OB⊗Zp-lattices. To give a multichain we need to specify first a (partial)
Zp-lattice chain in VQp = Dp×Dp∗ . We do this one factor at a time. First, we may
fix an isomorphism
(5.2.1) DQp = Dp ×Dp∗ ∼=Mn(Qp)×Mn(Qp)
such that the involution x 7→ xι = ξx∗ξ−1 goes over to (X,Y ) 7→ (Y t, Xt). So ξ
gets identified with an element of the form (χt,−χ), for χ ∈ GLn(Qp) 6, and our
pairing (x, y) = trD/Q(xξy
∗) = trD/Q(xy
ιξ) goes over to
〈(X1, X2), (Y1, Y2)〉 = trDQp/Qp(X1Y t2χt,−X2Y t1χ).
Next we define a (partial) Zp-lattice chain Λ∗−n ⊂ · · · ⊂ Λ∗0 = p−1Λ∗−n in Dp∗ by
setting
Λ∗−i = χ
−1 diag(pi, 1n−i)Mn(Zp),
for i = 0, 1, . . . , n. We can then extend this by periodicity to define Λ∗i for all i ∈ Z.
Similarly, we define the Zp-lattice chain Λ0 ⊂ · · · ⊂ Λn = p−1Λ0 in Dp by setting
Λi = diag((p
−1)i, 1n−i)Mn(Zp),
for i = 0, 1, · · · , n (and then extending by periodicity to define for all i). We note
that
(Λi ⊕ Λ∗i )⊥ = Λ−i ⊕ Λ∗−i,
6For use in §11, note that if we multiply ξ by any integral power of p, we change neither
its properties nor the isomorphism class of the symplectic space V, (·, ·). Hence we may assume
χ−1 ∈ GLn(Qp) ∩Mn(Zp).
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where ⊥ is defined in the usual way using the pairing (·, ·). Setting OB ⊂ B to
be the unique maximal Z(p)-order such that under our fixed identification DQp ∼=
Mn(Qp)×Mn(Qp), we have
OB ⊗ Zp →˜ Moppn (Zp)×Moppn (Zp),
one can now check that L := {Λ⊕Λ∗} is a self-dual multichain of OB⊗Zp-lattices.
It is clear that (OB ⊗ Zp)ι = OB ⊗ Zp.
5.2.4. The moduli problem. We have now constructed all the data that enters
into the definition of ShKp . By the determinant condition, the abelian varieties have
(relative) dimension dim(V1) = n
2. An S-point in our moduli space is a chain of
abelian schemes over S of relative dimension n2, equipped with OB ⊗Z(p)-actions,
indexed by L (we set Ai = AΛi⊕Λ∗i for all i ∈ Z)
· · · α // A0 α // A1 α // · · · α // An α // · · ·
such that
• each α is an isogeny of height 2n (i.e., of degree p2n);
• there is a “periodicity isomorphism” θp : Ai+n → Ai such that for each i
the composition
Ai
α // Ai+1
α // · · · α // Ai+n
θp // Ai
is multiplication by p : Ai → Ai;
• the morphisms α commute with the OB ⊗ Z(p)-actions;
• the determinant condition holds: for every i and b ∈ OB ,
detOS (b,Lie(Ai)) = detE′(b, V1).
(See [RZ], Def. 6.5.)
In addition, we have a principal polarization and a Kp-level structure (see [RZ],
Def. 6.9). Giving a polarization is equivalent to giving a commutative diagram
whose vertical arrows are isogenies
· · · α // A−1 α //

A0
α //

A1
α //

· · · α // An α //

· · ·
· · · α∨ // Â1 α
∨
// Â0
α∨ // Â−1
α∨ // · · · α∨ // Â−n α
∨
// · · ·
such that for each i the quasi-isogeny
Ai → Â−i → Âi
is a rational multiple of a polarization of Ai. If up to a Q-multiple the vertical
arrows are all isomorphisms, we say the polarization is principal.
The fact that EndB(V ) is a division algebra implies that the moduli space ShKp is
proper over OE (Kottwitz verified the valuative criterion of properness in the case
of maximal hyperspecial level structure in [Ko92] p. 392, using the theory of Ne´ron
models; the same proof applies here.)
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5.3. Siegel modular varieties with Γ0(p)-level structure. The set-up is
much simpler here. The group G is GSp(V ) where V is the standard symplectic
space Q2n with the alternating pairing (·, ·) given by the matrix I˜ in 3.1.2. We have
B = Q with involution ι = id, and h0 : C → End(VR) is defined as the unique
R-algebra homomorphism such that
h0(i) = I˜ .
For the multichain L we use the standard complete self-dual lattice chain Λ• in Q2np
that appeared in section 4. We take OB = Z(p).
The group G = GSp2n,Qp is split, so again we have E = Qp, so OE = Zp. It turns
out that the minuscule coweight µ is
µ = (0n, (−1)n),
in other words, the same that appeared in the definition of local models in the
symplectic case in 4.
The moduli problem over Zp can be expressed as follows. For a Zp-scheme S, an
S-point is an element of the set of 4-tuples (taken up to isomorphism)
AKp(S) = {(A•, λ0, λn, η¯)}
consisting of
• a chain A• of (relative) n-dimensional abelian varieties A0 α→ A1 α→ · · · α→
An such that each morphism α : Ai → Ai+1 is an isogeny of degree p over
S;
• principal polarizations λ0 : A0 →˜ Â0 and λn : An →˜ Ân such that the
composition of
A0
α // · · · α // An
λn

Â0
λ−10
OO
· · ·α∨oo Ânα
∨
oo
starting and ending at any Ai or Âi is multiplication by p;
• a level Kp-structure η¯ on A0.
Exercise 5.3. Show that the above description of AKp is equivalent to the defini-
tion given in Definition 6.9 of [RZ] (cf. our Def. 5.1) for the group-theoretic data
(B, ι, V, ...) we described above.
Note that the only information imparted by the determinant condition in this case
is that dim(Ai) = n for every i.
There is another convenient description of the same moduli problem, used by de
Jong [deJ]. We define another moduli problem A′Kp whose S-points is the set of
4-tuples
A′Kp(S) = {(A0, λ0, η¯, H•)}
consisting of
• an n-dimensional abelian variety A0 with principal polarization λ0 and
Kp-level structure η¯;
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• a chain H• of finite flat group subschemes of A0[p] := ker(p : A0 → A0)
over S
(0) = H0 ⊂ H1 ⊂ · · · ⊂ Hn ⊂ A0[p]
such that Hi has rank p
i over S and Hn is totally isotropic with respect
to the Riemann form eλ0 , defined by the diagram
A0[p]×A0[p]
eλ0 //
id×λ0

µp
A0[p]× Â0[p]
∼= // A0[p]× Â0[p].
can
OO
Here Â0[p] = Hom(A0[p],Gm) denotes the Cartier dual of the finite group scheme
A0[p] and can denotes the canonical pairing (which takes values in the p-th roots
of unity group subscheme µp ⊂ Gm). (See [Mu], section 20, or [Mi], section 16.)
The isomorphism A →˜ A′ is given by
(A•, λ0, λn, η¯) 7→ (A0, λ0, η¯, H•); Hi := ker[αi : A0 → Ai].
The inverse map is given by setting Ai = A0/Hi (the condition on Hn allows us to
define a principal polarization λn : A0/Hn →˜ ̂(A0/Hn) using λ0).
In [deJ], de Jong analyzed the singularities of A in the case n = 2, and deduced
that the model A is flat in that case (by passing from A to a local model Mloc
according to the procedure of section 6 and then by writing down equations for
Mloc).
In the sequel, we will denote the model A (and A′) by the symbol Sh, sometimes
adding the subscript Kp when the level-structure at p is not already understood.
6. Relating Shimura varieties and their local models
6.1. Local model diagrams. Here we describe the desiderata for local mod-
els of Shimura varieties. Quite generally, consider a diagram of finite-type OE-
schemes
M M˜
ϕoo ψ //Mloc .
Definition 6.1. We call such a diagram a local model diagram provided the fol-
lowing conditions are satisfied:
(1) the morphisms ϕ and ψ are smooth and ϕ is surjective;
(2) e´tale locally M ∼= Mloc: there exists an e´tale covering V → M and a
section s : V → M˜ of ϕ over V such that ψ ◦ s : V →Mloc is e´tale.
In practice M is the scheme we are interested in, and Mloc is somehow simpler
to study; M˜ is just some intermediate scheme used to link the other two. Every
property that is local for the e´tale topology is shared byM andMloc. For example,
if Mloc is flat over Spec(OE), then so is M. The singularities in M and Mloc are
the same.
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6.2. The general definition of local models. We briefly recall the general
definition of local models, following [RZ], Def. 3.27. We suppose we have data
G,µ, V, V1, . . . coming from a PEL-type data as in section 5.1. We assume µ and
V1 are defined over a finite extension E
′ ⊃ E. We suppose we are given a self-dual
multichain of OB ⊗ Zp-lattices L = {Λ}.
Definition 6.2 ([RZ], 3.27). A point of Mloc with values in an OE-scheme S is
given by the following data.
(1) A functor from the category L to the category of OB ⊗Zp OS-modules on
S
Λ 7→ tΛ, Λ ∈ L;
(2) A morphism of functors ψΛ : Λ⊗Zp OS → tΛ.
We require the following conditions are satisfied:
(i) tΛ is a locally free OS-module of finite rank. For the action of OB on tΛ
we have the determinant condition
detOS (a; tΛ) = detE′(a;V1), a ∈ OB;
(ii) the morphisms ψΛ are surjective;
(iii) for each Λ the composition of the following map is zero:
t∨Λ
ψ∨Λ // (Λ⊗OS)∨ ∼=
(·,·) // Λ⊥ ⊗OS
ψ
Λ⊥ // tΛ⊥ .
It is clear that one can associate to any PEL-type Shimura variety Sh = ShKp a
scheme Mloc (just use the same PEL-type data and multichain L used to define
ShKp). It is less clear why the resulting scheme M
loc really is a local model for
ShKp , in the sense described above. We shall see this below, thus justifying the
terminology “local model”. Then we will show that in our two examples – the
“fake” unitary and the Siegel cases – this definition agrees with the concrete ones
defined for GLn and GSp2n in section 4.
6.3. Constructing local model diagrams for Shimura varieties.
6.3.1. The abstract construction. For one of our models Sh = ShKp from §5,
we want to construct a local model diagram
Sh S˜h
ϕoo ψ //Mloc.
In the following we use freely the notation of the appendix, §14. For an abelian
scheme a : A → S, let M(A) be the locally free OS-module dual to the de Rham
cohomology
M∨(A) = H1DR(A/S) := R
1a∗(Ω
•
A/S).
This is a locally free OS-module of rank 2 dim(A/S). We have the Hodge filtration
0→ Lie(Â)∨ →M(A)→ Lie(A)→ 0.
This is dual to the usual Hodge filtration on de Rham cohomology
0 ⊂ ωA/S := a∗Ω1A/S ⊂ H1DR(A/S).
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We shall call M(A) the crystal associated to A/S (this is perhaps non-standard
terminology). If A carries an action of OB, then by functoriality so does M(A).
Note also that M(A) is covariant as a functor of A. So if L denotes a self-dual
multichain of OB ⊗Zp-lattices, and {AΛ} denotes an L-set of abelian schemes over
S with OB-action and polarization (as in Definition 5.1), then applying the functor
M(·) gives us a polarized multichain {M(AΛ)} of OB ⊗ OS-modules of type (L),
in the sense of [RZ], Def. 3.6, 3.10, 3.14.
One key consequence of the conditions imposed in loc. cit., Def. 3.6, is that locally
on S there is an isomorphism of polarized multichains of OB ⊗OS-modules
γΛ : M(AΛ) →˜ Λ⊗Zp OS .
In fact we have the following result which guarantees this.
Theorem 6.3 ([RZ], Theorems 3.11, 3.16). Let L = {Λ} be a (self-dual) multichain
of OB⊗Zp-lattices in V . Let S be any Zp-scheme where p is locally nilpotent. Then
any (polarized) multichain {MΛ} of OB ⊗Zp OS-modules of type (L) is locally (for
the e´tale topology on S) isomorphic to the (polarized) multichain {Λ⊗Zp OS}.
Moreover, the functor Isom
T 7→ Isom({MΛ ⊗OT }, {Λ⊗OT }),
is represented by a smooth affine scheme over S.
The analogous statements hold for any Zp-scheme S, see [P]. In particular for such
S we have a smooth affine group scheme G over S given by
G(T ) = Aut({Λ⊗OT }),
and the functor Isom is obviously a left-torsor under G. This generalizes the smooth-
ness of the groups Aut in section 3.2. Moreover, by the same arguments as in sec-
tion 3.2, for S = Spec(Zp) the group GZp is a Bruhat-Tits parahoric group scheme
corresponding to the parahoric subgroup of G(Qp) = G(Qp) which stabilizes the
multichain L 7 .
In the special case of lattice chains for GSp2n, the theorem was proved by de Jong
[deJ] (he calls what are “polarized (multi)chains” here by the name “systems of
OS-modules of type II”).
Now we define the local model diagram for Sh. We assume OE = Zp for simplicity.
Let us define S˜h to be the Zp-scheme representing the functor whose points in a
Zp-scheme S is the set of pairs
({AΛ}, λ¯, η¯) ∈ Sh(S); γΛ :M(AΛ) →˜ Λ⊗Zp OS ,
where γΛ is an isomorphism of polarized multichains of OB ⊗ OS-modules. The
morphism
ϕ : S˜h→ Sh
7More precisely, the connected component of G is the Bruhat-Tits group scheme. As G. Pappas
points out, in some cases (e.g. the unitary group for ramified quadratic extensions), the stabilizer
group G is not connected.
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is the obvious morphism which forgets γΛ. By Theorem 6.3, ϕ is smooth (being a
torsor for a smooth group scheme) and surjective. Now we want to define
ψ : S˜h(S)→Mloc(S).
We define it to send an S-point ({AΛ}, λ¯, η¯, γΛ) to the morphism of functors
Λ⊗Zp OS → Lie(AΛ)
induced by the composition γ−1Λ : Λ⊗ZpOS ∼=M(AΛ) with the canonical surjective
morphism
M(AΛ)→ Lie(AΛ).
It is not completely obvious that the morphisms Λ ⊗ OS → Lie(AΛ) satisfy the
condition (iii) of Definition 6.2. We will explain it in the Siegel case below, as a
consequence of Proposition 5.1.10 of [BBM] (our Prop. 14.1). We omit discussion
of this point in other cases.
The theory of Grothendieck-Messing ([Me]) shows that the morphism ψ is formally
smooth. Since both schemes are of finite type over Zp, it is smooth. In summary:
Theorem 6.4 ([RZ], §3). The diagram
Sh S˜h
ϕoo ψ //Mloc
is a local model diagram. The morphism ϕ is a torsor for the smooth affine group
scheme G.
Proof. We have indicated why condition (1) of Definition 6.1 is satisfied.
Condition (2) is proved in [RZ], 3.30-3.35; see also [deJ], Cor. 4.6. 
We will describe the local model diagrams more explicitly for each of our two main
examples next. Our goal is to show that their local models are none other than the
ones defined in section 4.
6.3.2. Symplectic case. Following [deJ] and [GN] we change conventions
slightly and replace the de Rham homology functor with the cohomology functor
A/S 7→ H1DR(A/S).
What kind of data do we get by applying the de Rham cohomology functor to a
point in our moduli problem Sh from section 5.3? For notational convenience, let
us now number the chains of abelian varieties in the opposite order:
{AΛ•} = An → An−1 → · · · → A0.
Lemma 6.5. The result of applying H1DR to a point ({AΛ•}, λ0, λn) in Sh(S) is a
datum of form (M0
α→M1 α→ · · · α→Mn, q0, qn) satisfying
• Mi is a locally free OS-module of rank 2n;
• Coker(Mi−1 →Mi) is a locally free OS/pOS-module of rank 1;
• for i = 0, n, qi :Mi ⊗Mi → OS is a non-degenerate symplectic pairing;
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• for any i, the composition of
M0
α // · · · α // Mn
qn

M∨0
q0
OO
· · ·α∨oo M∨nα
∨
oo
starting and ending at Mi or M
∨
i := Hom(Mi,OS) is multiplication by p.
Proof. The pairings q0, qn come from the polarizations λ0, λn. The various
properties are easy to check, using the canonical natural isomorphismH1DR(Â/S) =
(H1DR(A/S))
∨; cf. Prop. 14.1. 
Our next goal is to rephrase Definition 6.2 in terms of data similar to that in Lemma
6.5, which will take us closer to the definition of Mloc in §4.
Let L = Λ• be the standard self-dual lattice chain in V = Q2np , with respect to
the usual pairing (x, y) = xtI˜y. Clearly we may rephrase Definition 6.2 using the
sub-objects ω′Λ := ker(ψΛ) of Λ⊗OS rather than the quotients tΛ. Then condition
(iii) becomes
(iii’) (ω′Λ)
perp ⊂ ω′Λ⊥ , which is equivalent to (ω′Λ)perp = ω′Λ⊥ ,
in other words, under the canonical pairing (·, ·) : Λ ⊗ OS × Λ⊥ ⊗ OS → OS , the
submodules ω′Λ and ω
′
Λ⊥ are perpendicular. If Λ = Λ
⊥, this means
(·, ·)|ω′Λ×ω′Λ ≡ 0,
and if Λ⊥ = pΛ, this means
p(·, ·)|ω′Λ×ω′Λ ≡ 0,
since the pairing on Λ⊗OS×Λ⊗OS is defined by composing the standard pairing
on Λ⊗OS × Λ⊥ ⊗OS with the periodicity isomorphism
p : Λ →˜ Λ⊥
in the second variable. For the “standard system” (Λ0 → Λ1 → · · · → Λn, q0, qn) as
in Lemma 6.5, the (perfect) pairings are given by
q0 = (·, ·) : Λ0 × Λ0 → Zp
qn = p(·, ·) : Λn × Λn → Zp.
Note that if ω′i := ω
′
Λi
, the identity (ω′i)
perp = ω′−i ((iii) of Def. 6.2) means that
ω′• is uniquely determined by the elements ω
′
0, . . . , ω
′
n. Conversely, suppose we are
given ω′0, . . . , ω
′
n such that (ω
′
0)
perp = ω′0 and (ω
′
n)
perp = p ω′n =: ω
′
−n. Then we
can define ω′−i = (ω
′
i)
perp for i = 0, . . . , n, and then extend by periodicity to get an
infinite chain ω′• as in Definition 6.2 (condition (iii) being satisfied by fiat).
We thus have the following reformulation of Definition 6.2, which shows that that
definition agrees with the one in section 4 for GSp2n.
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Lemma 6.6. In the Siegel case, an S-point of Mloc (in the sense of Definition 6.2)
is a commutative diagram
Λ0 ⊗OS // Λ1 ⊗OS // · · · // Λn ⊗OS
ω′0
OO
// ω′1
OO
// · · · // ω′n,
OO
such that
• for each i, ω′i is a locally free OS-submodule of Λi ⊗OS of rank n;
• ω′0 is totally isotropic for (·, ·) and ω′n is totally isotropic for p(·, ·).
Finally, we promised to explain why the morphism ψ : S˜h → Mloc really takes
values in Mloc. We must also redefine it in terms of cohomology. Recall we now
have the Hodge filtration
ωAΛ/S ⊂ H1DR(AΛ/S).
We define ψ to send ({A0 ← · · · ← An}, λ0, λn, η¯, γΛ) to the locally free, rank n,
OS-submodules
γΛ(ωAΛ) ⊂ Λ⊗OS ,
where now γΛ is an isomorphism of polarized multichains of OS-modules
γΛ : H
1
DR(AΛ/S) →˜ Λ ⊗OS .
The following result ensures that this map really takes values in Mloc.
Lemma 6.7. The morphism ψ takes values in Mloc, i.e., condition (iii’) holds.
Proof. Setting ωAΛi = ωi, we need to see that the Hodge filtration ω0 resp. ωn
is totally isotropic with respect to the pairing q0 resp. qn induced by the polarization
λ0 resp. λn. But this is Proposition 5.1.10 of [BBM] (our Prop. 14.1). See also [deJ],
Cor. 2.2. 
Comparison of homology and cohomology local models. One further remark is in
order. Let us consider a point
A = (A0 → · · · → An, λ0, λn, η¯)
in our moduli problem Sh. Note that this data gives us another point in Sh, namely
Â = (Ân → · · · → Â0, λ−1n , λ−10 , η¯).
(We need to use the assumption that the polarizations λi are required to be sym-
metric isogenies Ai → Âi, in the sense that λ̂i = λi.)
The moduli problem Sh is thus equipped with an automorphism of order 2, given
by A 7→ Â.
This comes in handy in comparing the “homology” and “cohomology” construc-
tions of the local model diagram. Namely, since M(Ai) = H
1
DR(Âi) (Prop.
14.1), an isomorphism γ• : M(A•) →˜ Λ• ⊗ OS is simultaneously an isomorphism
γ• : H
1
DR(Â•) →˜ Λ• ⊗OS . In the “homology” version, ψ sends (A, γ•) to the quo-
tient chain
Λ• ⊗OS → Lie(A•),
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defined using γ−1• . On the other hand, in the “cohomology” version, ψ sends (Â, γ•)
to the sub-object chain
ωÂ• ⊂ Λ• ⊗OS
(identifying ω• with γ•(ω•)). But the exact sequence
0→ ωÂ →M(A)→ Lie(A)→ 0
(Prop. 14.1) means that the two chains correspond: they give exactly the same
element ofMloc. In summary, we have the following result relating the “homology”
and “cohomology” constructions of the local model diagram.
Proposition 6.8. There is a commutative diagram
S˜h
hom ψ
hom
//

Mloc
=

S˜h
coh ψ
coh
//Mloc,
where the left vertical arrow is the automorphism (A, γ•) 7→ (Â, γ•).
6.3.3. “Fake” unitary case. Here the “standard” polarized multichain of OB ⊗
Zp-lattices is given by {Λi ⊕ Λ∗i }, in the notation of section 5.2.3. Recall that
OB ⊗ Zp ∼=Moppn (Zp)×Moppn (Zp),
according to the decomposition of BoppQp = DQp
DQp = Dp ×Dp∗ ∼=Mn(Qp)×Mn(Qp).
Let W (resp. W ∗) be Znp viewed as a left OB⊗Zp-module, via right multiplications
by elements of the first (resp. second) factor of Mn(Zp) ×Mn(Zp). The ring BQp
has two simple left modules: WQp and W
∗
Qp
. We may write
VE′ = V1 ⊕ V2
as before. The determinant condition now implies (at least over E′) that
V1 =W
d
E′ ⊕ (W ∗E′ )n−d;
(comp. section 5.2.2). Using the “sub-object” variant of Definition 6.2, it follows
that an S-point of Mloc is a commutative diagram (here Λi being understood as
Λi ⊗OS)
Λ0 ⊕ Λ∗0 // Λ1 ⊕ Λ∗1 // · · · // Λn ⊕ Λ∗n
F0 ⊕F∗0 //
OO
F1 ⊕F∗1 //
OO
· · · // Fn ⊕F∗n
OO
where Fi⊕F∗i is an OB⊗OS-submodule of Λi⊕Λ∗i which, locally on S, is a direct
factor isomorphic to Wn−dOS ⊕ (W ∗OS )d.
The analogue of condition (iii’), which is imposed in Definition 6.2, is
(Fi ⊕F∗i )perp = F−i ⊕F∗−i.
On the other hand, from the definition of 〈·, ·〉 in section 5.2.3 it is immediate that
(Fi ⊕F∗i )perp = F∗,perpi ⊕Fperpi .
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We see thus that the first factor F• uniquely determines the second factor F∗• (and
vice-versa). ThusMloc is given by chains of rightMn(OS) =Mn(Zp)⊗OS-modules
F0 → F1 → · · · → Fn
which are locally direct factors in
Mn(OS)→ diag(p−1, 1n−1)Mn(OS)→ · · · → p−1Mn(OS),
each term locally isomorphic to (OnS)n−d. By Morita equivalence,Mloc is just given
by the definition in section 4 (for the integer d).
7. Flatness
Because of the local model diagram, the flatness of the moduli problem Sh can be
investigated by considering its local model. The following fundamental result is due
to U. Go¨rtz. It applies to all parahoric subgroups.
Theorem 7.1 ([Go1], [Go2]). Suppose Mloc is a local model attached to a group
ResF/Qp(GLn) or ResF/Qp(GSp2n), where F/Qp is an unramified extension. Then
Mloc is flat over OE. Moreover, its special fiber is reduced, and has rational singu-
larities.
We give the idea for the proof. One reduces to the case where F = Qp. In order to
prove flatness over OE = Zp it is enough to prove the following facts (comp. [Ha],
III.9.8):
1) The special fiber is reduced, as a scheme over Fp;
2) The model is topologically flat: every closed point in the special fiber is contained
in the the scheme-theoretic closure of the generic fiber.
The innovation behind the proof of 1) is to embed the special fiber into the affine
flag variety and then to make systematic use of the theory of Frobenius-splitting to
prove affine Schubert varieties are compatibly Frobenius-split. See [Go1].
To prove 2), suppose µ is such that Mloc = M−w0µ. It is enough by a result of
Kottwitz-Rapoport (Theorem 4.2) to prove that the generic element in a stratum
of the special fiber indexed by a translation element in Adm(−w0µ) can be lifted
to characteristic zero. This statement is checked by hand in [Go1].
We will provide an alternative, calculation-free, proof by making use of nearby
cycles 8. We freely make use of material on nearby cycles from §10, 11.
We fix an element λ ∈ W (−w0µ) and consider the stratum of Mloc indexed by tλ.
We want to show this stratum is in the closure of the generic fiber.
The nearby cycles sheaf RΨM
loc
(Qℓ) is supported only on this closure (Theorem
10.1), and so it is enough to show that
Trss(Φrp, RΨ
M
loc
tλ
(Qℓ)) 6= 0.
But it is clear that
z−w0µ,r(tλ) 6= 0
8We emphasize that this proof is much less elementary than the original proof of Go¨rtz [Go1],
relying as it does on the full strength of [HN1].
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from the definition of Bernstein functions (see [Lu] or [HKP]), and we are done
by Theorem 11.3 (which also holds for the group GSp2n, see [HN1]).
As G. Pappas has observed [P], the local models attached (by [RZ]) to the groups
above can fail to be flat if F/Qp is ramified. In their joint works [PR1], [PR2],
Pappas and Rapoport provide alternative definitions of local models in that case
(in fact they treat nearly all the groups considered in [RZ]), and these new models
are flat. However, these new models cannot always be described as the scheme
representing a “concrete” moduli problem.
8. The Kottwitz-Rapoport stratification
Let us assume Sh is the model over OE for one of the Shimura varieties Sh(G, h)K
discussed in §5, i.e. a “fake” unitary or a Siegel modular variety. We assume (for
simplicity of statements) that Kp is an Iwahori subgroup of G(Qp). Let us summa-
rize what we know so far.
The group GQp is either isomorphic to GLn,Qp ×Gm,Qp or GSp2n,Qp . These groups
being split over Qp, we have E = Qp and OE = Zp.
The Shimura datum h gives rise to a dominant minuscule cocharacter µ of GLn,Qp
or GSp2n,Qp , respectively. The functorial description of the local modelM
loc shows
that it can be embedded into the deformation M from the affine Grassmannian
GrassQp to the affine flag variety F lFp associated to G, and has generic fibre Q−w0µ.
Since the local model is flat with reduced special fiber [Go1], [Go2] (see §7) and
is closed in M , it coincides with the scheme-theoretic closure M−w0µ of Q−w0µ in
this deformation. We thus identify Mloc = M−w0µ. (For all this, keep in mind we
use the “homology” definition of the local model diagram.)
The relation between the model of the Shimura variety over Zp and its local model
is given by a diagram
Sh S˜h
ϕoo ψ //Mloc
of Zp-schemes, where ϕ is a torsor under the smooth affine group scheme G of §6.3
(also termed Aut in §4), and ψ is smooth. The fibres of ϕ are geometrically con-
nected (more precisely, this holds for the restriction of ϕ to any geometric connected
component of S˜h). One can show that e´tale-locally around each point of the special
fiber of Sh, the schemes Sh and Mloc are isomorphic.
The stratification of the special fibre ofMloc (by Iwahori-orbits) induces stratifica-
tions of the special fibers of S˜h and Sh (see below). The resulting stratification of
ShFp is called the Kottwitz-Rapoport (or KR-) stratification.
8.1. Construction of the KR-stratification. Essentially following [GN],
we will recall the construction and basic properties of the KR-stratification. The
difference between their treatment and ours is that they construct local models in
terms of de Rham cohomology, whereas here they are constructed in terms of de
Rham homology. This is done for compatibility with the computations in §11.
For later use in §11, we give a detailed treatment here for the case of “fake” unitary
Shimura varieties.
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Let k denote the algebraic closure of the residue field of Zp, and let Λ˜• = Λ• ⊕ Λ∗•
denote the self-dual multichain of OB ⊗Zp-lattices from §5.2.3. Recall that a point
in Mloc(k) is a “quotient chain” of k-vector spaces
Λ˜• ⊗ k → tΛ˜• ,
self-dual in the sense of Definition 6.2 (iii), and such that each tΛ˜i satisfies the
determinant condition, that is,
tΛ˜i =W
d
k ⊕ (W ∗)n−dk
as OB⊗k-modules. We can identify this object with a lattice chain in the affine flag
variety for GLn(k((t))) as follows. Let V•,k denote the “standard” complete lattice
chain from §4.1. Using duality and Morita equivalence (see §6.3.3), the quotient tΛ˜•
can be identified with a quotient tΛ• of the standard lattice chain V•,k ⊂ k((t))n.
Then we may write
tΛi = Vi,k/Li
for a unique lattice chain L• = (L0 ⊂ · · · ⊂ Ln = t−1L0) consisting of k[[t]]-
submodules of k((t))n which satisfy for each i = 0, . . . , n,
• tVi,k ⊂ Li ⊂ Vi,k;
• the k-vector space Vi,k/Li has dimension d (determinant condition).
The set of such lattice chains L• is the special fiber of the model M−w0µ attached
to the dominant coweight −w0µ = (1d, 0n−d) of GLn. Indeed, the two conditions
above mean that for each i,
invK(Li,Vi,k) = µ
and thus
invK(Vi,k,Li) = −w0µ.
Here invK is the standard notion of relative position of k[[t]]-lattices in k((t))
n, rel-
ative to the base point V0,k = k[[t]]n: we say invK(gV0,k, g′V0,k) = λ ∈ X+(T )
if g−1g′ ∈ KλK, where K = GLn(k[[t]]). Recall we have identified µ with
(0n−d, (−1)d) and have embedded coweights into the loop group by the rule
λ 7→ λ(t).
If L• = x(V•,k) for x ∈ W˜ (GLn), this means that x ∈ Perm(−w0µ), which is also
the set Adm(−w0µ), see §4.
Recall that the Iwahori subgroup I = Ik((t)) fixing V•,k preserves the subset
M−w0µ,k ⊂ F lk and so via the identification Mloc = M−w0µ, it also acts on the
local model. The Iwahori-orbits give a cellular decomposition
Mlock =
∐
w∈Adm(µ)
Mlocw .
Here we define Mlocw to be the set of L• above such that
invI(V•,k,L•) = w−1,
or equivalently
invI(L•,V•,k) = w,
for w−1 ∈ Adm(−w0µ) (which happens if and only if w ∈ Adm(µ)). Here we define
invI(gV•,k, g′V•,k) = w if g−1g′ ∈ IwI.
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Each stratum is smooth (in fact Mlocw = A
ℓ(w)), and the closure relations are de-
termined by the Bruhat order on W˜ ; that is, Mlocw ⊂Mlocw′ if and only if w ≤ w′.
There is a surjective homomorphism Ik((t)) → Autk, where Aut is the group scheme
G of Theorem 6.3 which acts on the whole local model diagram. The action of Ik((t))
on Mlock factors through Autk, so that the strata above can also be thought of
as Autk-orbits. The morphism ψ is clearly equivariant for Autk, hence we have a
stratification of S˜hk
S˜hk =
∐
w∈Adm(µ)
ψ−1(Mlocw ),
whose strata are non-empty (Lemma 13.1), smooth, and stable under the action
of Autk. Since ϕk is a torsor for the smooth group scheme Autk, the stratification
descends to Shk:
Shk =
∐
w∈Adm(µ)
Shw
such that ϕ−1(Shw) = ψ
−1(Mlocw ). These strata are still smooth, non-empty, and
satisfy closure relations determined by the Bruhat order.
All statements above remain true over the base field Fp instead of its algebraic
closure k.
8.2. Relating nearby cycles on local models and Shimura varieties.
We will need in §11 the following result relating the nearby cycles on Sh, S˜h, and
Mloc, which follows immediately from the above remarks and Theorem 10.1 below
(cf. [GN]):
Lemma 8.1. There are canonical isomorphisms
ϕ∗RΨSh(Qℓ) = RΨ
S˜h(Qℓ) = ψ
∗RΨM
loc
(Qℓ).
Moreover, RΨSh(Qℓ) is constant on each stratum Shw, and if Φp ∈ Gal(Qp/E)
is a geometric Frobenius element, then for any elements x ∈ Shw(kr) and x0 ∈
Mlocw (kr), we have
Trss(Φrp, RΨ
Sh
x (Qℓ)) = Tr
ss(Φrp, RΨ
M
loc
x0 (Qℓ)).
Here we use the notion of semi-simple trace, which is explained below in §9.3. The
above lemma plays a key role in the determination of the semi-simple local zeta
function in §11.
8.3. The Genestier-Ngoˆ comparison with p-rank. We assume in this
section that Sh is the Siegel modular variety with Iwahori-level structure from
§5.3.
Recall that any n-dimensional abelian variety A over an algebraically closed field k
of characteristic p has
#A(k) = pj ,
for some integer 0 ≤ j ≤ n. The integer j is called the p-rank of A. Ordinary abelian
varieties are those whose p-rank is n, the largest possible. The p-rank is constant
on isogeny classes, and therefore it determines a well-defined function on the set of
geometric points ShF¯p . The level sets determine the stratification by p-rank.
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It is natural to ask how this stratification relates to the KR-stratification. In [GN],
Genestier and Ngoˆ have very elegantly derived the relationship using local models
and work of de Jong [deJ]. As they point out, their theorem yields interesting
results even in the case of Siegel modular varieties having good reduction at p: they
derive a short and beautiful proof that the ordinary locus in such Shimura varieties
is open and dense in the special fiber (comp. [W1]).
To state their result, we define for w ∈ W˜ (GSp2n) an integer r(w) as follows. Its
image w in the finite Weyl groupW (GSp2n) is a permutation of the set {1, · · · , 2n}
commuting with the involution i 7→ 2n+1− i. The set of fixed points of w is stable
under the involution, and therefore has even cardinality (the involution is without
fixed-points). Define
2r(w) = #{fixed points of w}.
Theorem 8.2 (Genestier-Ngoˆ [GN]). The p-rank is constant on each KR-stratum
Shw. More precisely, the p-rank of a point in Shw is the integer r(w).
Corollary 8.3 ([GN]). The ordinary locus in ShFp is precisely the union of the
KR-strata indexed by the translation elements in Adm(µ), that is, the elements tλ,
for λ ∈ Wµ. Moreover, the ordinary locus is dense and open in ShFp .
Proof. By the theorem, the p-rank is n on Shw if and only r(w) = n; writing
w = tλw, this is equivalent to w = 1. We conclude the first statement by noting
that w ∈ Adm(µ)⇒ λ ∈ Wµ.
Finally, the union of the strata Mloctλ for λ ∈ Wµ is clearly dense and open in
MlocFp . 
Remark 8.4. It should be noted that in [GN] the local model, and thus the KR-
stratification, is defined in terms of the “cohomology” local model diagram, whereas
here everything is stated using the “homology” version. Furthermore, in [GN] the
“standard” lattice chain is “opposite” from ours, so that an element w ∈ W˜ (GSp2n)
is used to index a double coset I¯wI¯/I¯, where I¯ is an “opposite” Iwahori subgroup.
Nevertheless, our conventions and those of [GN] yield the same answer, that is,
the p-rank on Shw is given by r(w) is both cases. This may be seen by using the
comparison between “homology” and “cohomology” local model diagrams in Prop.
6.8, and by imitating the proof of [GN] with our conventions in force.
8.4. The smooth locus of ShFp. Also, in [GN] one finds the proof of the
following related fact.
Proposition 8.5 (Genestier-Ngoˆ [GN]). The smooth locus of ShFp is the union
of the KR-strata indexed by tλ, for λ ∈Wµ (in particular the smooth locus agrees
with the ordinary locus).
8.4.1. The geometric proof of [GN]. The crucial observation is that any stra-
tum Shw, where w is not a translation element, is contained in the singular locus.
Genestier and Ngoˆ deduce this by showing that for such w,
(8.4.1) Trss(Φrp, RΨ
Sh
w (Qℓ)) 6= 1,
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which by the general geometric principle explained below, shows that w is singular.
Now (8.4.1) itself is proved by combining the main theorems of [HN1] and [H2],
and by taking into account Lemma 8.1.
Here is the geometric principle implicit in [GN] and a sketch of the proof from
[GN]. We will use freely the material from sections 9.3 and 10 below.
Lemma 8.6. Let S = (S, s, η) be a trait, with k(s) = Fq a finite field. Suppose
M → S is a finite type flat model with Mη smooth. Then x ∈ M(Fqr ) is a smooth
point of Ms¯ only if Tr
ss(Φrq, RΨ
M
x (Qℓ)) = 1.
Proof. LetM ′ ⊂M be the open subscheme obtained by removing the singular
locus of the special fiber ofM . We see thatM ′ → S is smooth (sinceM ′ → S is flat
of finite-type, it suffices to check the smoothness fiber by fiber, and by construction
M ′η = Mη and M
′
s are both smooth). Now we invoke the general fact (Theorem
10.1) that for smooth modelsM ′, RΨM
′
(Qℓ) ∼= Qℓ, the constant sheaf on the special
fiber. This implies that the semi-simple trace of nearby cycles at x ∈M ′s is 1. 
Proof of Proposition 8.5. We consider the stratum Shw, or equivalently, M
loc
w , for
w ∈ Adm(µ). We recall that Mloc = M−w0µ and the stratum Mlocw is the Iwahori-
orbit indexed by x := w−1, contained in M−w0µ. For such an x, we have from
[HN1], [H2], [HP] an explicit formula for the semi-simple trace of Frobenius on
nearby cycles at x
Trss(Φq, RΨ
M
loc
x (Qℓ)) = (−1)ℓ(tµ)+ℓ(x)Rx,tλ(x)(q),
where λ(x) is the translation part of x (x = tλ(x)w, for λ(x) ∈ X∗, and w ∈W0), and
Rx,y(q) is the Kazhdan-Lusztig R-polynomial. This polynomial can be computed
explicitly, but we need only the fact that it is always a polynomial in q of degree
ℓ(y)− ℓ(x). It follows from this and the above lemma that whenever x corresponds
to a stratum of codimension ≥ 1, every point of that stratum is singular.
8.4.2. A combinatorial proof. There is however a more elementary way to pro-
ceed: we prove below that every codim ≥ 1 stratum inMlocFp is contained at least two
irreducible components. The same goes for ShFp , proving the proposition. (There
is even a third proof of the proposition, given in [GH].)
Proposition 8.7. Let µ be minuscule. For any x ∈ Adm(µ) of codimension 1,
there exist exactly two distinct translation elements λ1, λ2 in Wµ such that x ≤ tλi
(for i = 1, 2). Thus, any codimension 1 KR-stratum in the special fiber of a Shimura
variety Sh with Iwahori-level structure at p is contained in exactly two irreducible
components.
Proof. We give a purely combinatorial proof. Suppose x ∈ Adm(µ) has codi-
mension 1. We have x < tν , for some ν ∈ Wµ. By properties of the Bruhat or-
der, there exists an affine reflection sβ+k, where β is a B-positive root, such that
x = tνsβ+k. Since sβ+k = t−kβ∨sβ , this means x = tν−kβ∨sβ . The translation part
must lie in Perm(µ)∩X∗ =Wµ, hence we have x = tλsβ , for λ ∈ Wµ. By compar-
ing lengths, we have tλsβ < tλ and tλsβ < sβtλsβ = tsβλ. We claim that 〈β, λ〉 < 0.
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Indeed, writing ǫβ ∈ [−1, 0) for the infimum of the set β(a) (recalling that our base
alcove a is contained in the B¯-positive chamber) , we have
tλsβ < tλ ⇔ a and t−λa are on opposite sides of the hyperplane β = 0
⇔ β(−λ+ a) ⊂ [0,∞)
⇔ −〈β, λ〉+ (ǫβ , 0) ⊂ [0,∞)
⇔ 〈β, λ〉 < 0.
We see that sβλ 6= λ, and so x precedes at least the two distinct translation elements
tλ and tsβλ in Adm(µ). It remains to prove that these are the only such translation
elements. So suppose now that tλsβ < tλ′ , where λ
′ ∈ Wµ; we will show that λ′ ∈
{λ, sβλ}. As above, there is an affine reflection sα+n such that tλsβ = tλ′sα+n =
tλ′−nα∨sα, where α is B-positive. We see that α = β, and λ
′ − nβ∨ = λ. Thus, λ′,
λ, and sβλ all lie on the line λ + Rβ∨. Since all elements in Wµ are vectors with
the same Euclidean length, this can only occur if λ′ ∈ {λ, sβλ}. 
9. Langlands’ strategy for computing local L-factors
The well-known general strategy for computing the local L-factor at p of a Shimura
variety in terms of automorphic L-functions is due to the efforts of many people,
beginning with Eichler, Shimura, Kuga, Sato, and Ihara, and reaching its final
conjectural form with Langlands, Rapoport, and Kottwitz.
Let us fix a rational prime p, and a compact open subgroup Kp ⊂ G(Qp) at p; we
consider the Shimura variety Sh(G, h)K as in §5.1.
Roughly, the method of Langlands is to start with a cohomological definition of the
local factor of the Hasse-Weil zeta function for Sh(G, h)K, and express its logarithm
via the Grothendieck-Lefschetz trace formula as a certain sum of orbital integrals
for the group G(A). This involves both a process of counting points (with “multi-
plicity” – the trace of the correspondence on the stalk of an appropriate sheaf), and
then a “pseudo-stabilization” like that done to stabilize the geometric side of the
Arthur-Selberg trace formula (we are ignoring the appearance of endoscopic groups
other than G itself in this stage). At this point, we can apply the Arthur-Selberg
stable trace formula and express the sum as a trace of a function on automorphic
representations appearing in the discrete part of L2(G(Q)\G(A)). This equality of
traces implies a relation like that in Theorem 11.7 below.
More details on the general strategy as well as the precise conjectural description
of IHi(Sh×E Qp, Qℓ) in terms of automorphic representations of G can be found
in [Ko90], [Ko92b], and [BR]. These sources discuss the case of good reduction
at p.
Some details of the analogous strategy in case of bad reduction will be given below
in §11. Let us explain more carefully the relevant definitions.
9.1. Definition of local factors of the Hasse-Weil Zeta function. Let p
denote a prime of a number field E, lying over p. Let X be a smooth d-dimensional
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variety over E. We define the Hasse-Weil zeta function (of a complex variable s) as
an Euler product
Z(s,X) =
∏
p
Zp(s,X),
where the local factors are defined as follows.
Definition 9.1. The factor Zp(s,X) is defined to be
2d∏
i=0
det(1−Np−sΦp ; Hic(X ×E Qp, Qℓ)Γ
0
p)(−1)
i+1
,
where
• ℓ is an auxiliary prime, ℓ 6= p;
• Φp is the inverse of an arithemetic Frobenius element for the extension
Ep/Qp;
• Np = NormEp/Qpp;
• Γ0p ⊂ Γp := Gal(Qp/Ep) is the inertia subgroup.
It is believed that Z(s,X) has good analytical properties (it should satisfy a func-
tional equation and have a meromorphic analytic continuation on C) and that
analytical invariants (e.g. residues, special values, orders of zeros and poles) carry
important arithmetic information about X . Moreover, it is believed that the lo-
cal factor is indeed independent of the choice of the auxiliary prime ℓ. At present
these remain only guiding principles, as very little has been actually proved. As
Taniyama originally proposed, a promising strategy for establishing the functional
equation is to express the zeta function as a product of automorphic L-functions,
whose analytic properties are easier to approach. The hope that this can be done
is at the heart of the Langlands program.
9.2. Definition of local factors of automorphic L-functions. Let πp be
an irreducible admissible representation of G(Qp). Let us assume that the local
Langlands conjecture holds for the group G(Qp). Then associated to πp is a local
Langlands parameter, that is, a homomorphism
ϕπp :WQp × SL2(C)→ LG,
where WQp is the Weil group for Qp and, letting Ĝ denote the Langlands dual
group over C associated to GQp , the L-group is defined to be
LG = WQp ⋉ Ĝ. Let
r = (r, V ) be a rational representation of LG. The local L-function attached to πp
is defined using ϕπp and r as follows.
Definition 9.2. We define L(s, πp, r) to be
det(1− p−s r ϕπp(Φp ×
[
p−1/2 0
0 p1/2
]
); (kerN)Γ
0
p)−1,
where
• Φp ∈WQp is the inverse of the arithmetic Frobenius for Qp;
• N is a nilpotent endomorphism on V coming from the action of sl2 on the
representation rϕπp , namely N := d(rϕπp )(1×
[
0 1
0 0
]
); equivalently, N is
determined by rϕπp(1×
[
1 1
0 1
]
) = exp(N);
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• the action of inertia Γ0p ⊂ WQp on ker(N) is the restriction of rϕπp to
Γ0p × id ⊂WQp × SL2(C).
Remark 9.3. If πp is a spherical representation, then (kerN)
Γ0p = V and therefore
in that case the local factor takes the more familiar form
det(1− p−sr(Sat(πp)); V )−1,
where Sat(πp) is the Satake parameter of πp; see [Bo], [Ca].
Any irreducible admissible representation π of G(A) has a tensor factorization
π = ⊗vπv (v ranges over all places of Q) where πv is an admissible representation
of the local group G(Qv). If v =∞, there is a suitable definition of L(s, π∞, r) (see
[Ta]). We then define the automorphic L-function
L(s, π, r) =
∏
v
L(s, πv, r).
9.3. Problems in case of bad reduction, and definition of semi-simple
local factors.
9.3.1. Semi-simple zeta function. Let us fix p and set E = Ep. In the case
where X possesses an integral model over OE , one can study the local factor by
reduction modulo p. In the case of good reduction (meaning this model is smooth
over OE), the inertia group acts trivially and the cohomology of X ×E Qp can be
identified with that of the special fiber X ×kE Fp (kE being the residue field of E).
By the Grothendieck-Lefschetz trace formula, the local zeta function then satisfies
the familiar identity
log(Zp(s,X)) =
∞∑
r=1
#X(kE,r)
Np−rs
r
,
where kE,r is the degree r extension of kE in its algebraic closure k. In the case of
bad reduction, inertia can act non-trivially and the smooth base-change theorems of
ℓ-adic cohomology no longer apply in such a simple way. Following Rapoport [R1],
we bypass the first difficulty by working with the semi-simple local zeta function,
defined below. The second difficulty forces us to work with nearby cycles (see §10):
if X is a proper scheme over OE , then there is a Γp-equivariant isomorphism
Hi(X ×E Qp, Qℓ) = Hi(X ×kE kE , RΨ(Qℓ)),
so that the Grothendieck-Lefschetz trace formula gives rise to the problem of
“counting counts x ∈ X(kE,r) with multiplicity”, i.e., to computing the semi-simple
trace on the stalks of the complex of nearby cycles:
Trss(Φrp, RΨ(Qℓ)x),
in order to understand the semi-simple zeta function.
How do we define semi-simple trace and semi-simple zeta functions? We recall
the discussion from [HN1]. Suppose V is a finite-dimensional continuous ℓ-adic
representation of the Galois group Γp. Grothendieck’s local monodromy theorem
states that this representation is necessarily quasi-unipotent: there exists a finite
index subgroup Γ1 ⊂ Γ0p such that Γ1 acts unipotently on V . Hence there is a finite
increasing Γp-invariant filtration V• = (0 ⊂ V1 ⊂ · · · ⊂ Vm = V ) such that Γ0p acts
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on ⊕kgrkV• through a finite quotient. Such a filtration is called admissible. Then
we define
Trss(Φp;V ) =
∑
k
Tr(Φp; grk(V•)
Γ0
p).
This is independent of the choice of admissible filtration. Moreover, the function
V 7→ Trss(Φp, V ) factors through the Grothendieck group of the category of ℓ-
adic representations V , and using this one proves that it extends naturally to give
a “sheaf-function dictionary” a` la Grothendieck: a complex F in the “derived”
category Dbc(X ×η s, Qℓ), 9 gives rise to the Qℓ-valued function
x 7→ Trss(Φrp, Fx)
on X(kE,r). Furthermore, the formation of this function is compatible with the
pull-back and proper-push-forward operations on the derived catgegory, and a
Grothendieck-Leftschetz trace formula holds. (For details, see [HN1].) We can then
define the semi-simple local zeta function Zssp (s,X) by the identity
Definition 9.4.
log(Zssp (s,X)) =
∞∑
r=1
(∑
i
(−1)iTrss(Φrp; Hic(X ×E Qp, Qℓ))
) Np−rs
r
.
Remark 9.5. Note that in the case where Γ0p acts unipotently (not just quasi-
unipotently) on the cohomology of the generic fiber, then we have
Trss(Φrp; H
i
c(X ×E Qp, Qℓ)) = Tr(Φrp; Hic(X ×E Qp, Qℓ)).
As we shall see below in §10.2, Γ0p does indeed act unipotently on the cohomology
of a proper Shimura variety with Iwahori-level structure at p. The definition of Zss
thus simplifies in that case.
As before, the global semi-simple zeta function is defined to be an Euler product
over all finite places of the local functions: Zss(s,X) =
∏
p
Zssp (s,X).
9.3.2. Semi-simple local L-functions. Retain the notation of §9.2. The Lang-
lands parameters ϕ = ϕπp being used here have the property that the representa-
tion rϕ on V arises from a representation (ρ,N) of the Weil-Deligne group W ′Qp on
V , see [Ta]. In that case we have for w ∈WQp
ρ(w) = rϕ(w ×
[
‖w‖1/2 0
0 ‖w‖−1/2
]
)
exp(N) = rϕ(1 ×
[
1 1
0 1
]
),
where ‖w‖ is the power to which w raises elements in the residue field of Qp.
Now suppose that via some choice of isomorphism Qℓ ∼= C, the pair (ρ,N) comes
from an ℓ-adic representation (ρλ, Vλ) of WQp , by the rule
ρλ(Φ
nσ) = ρ(Φnσ)exp(N tℓ(σ)),
where n ∈ Z, σ ∈ Γ0p, and tℓ : Γ0p → Qℓ is a nonzero homomorphism (cf. [Ta], Thm
4.2.1).
9This is the “derived category of Qℓ-sheaves” – although this is somewhat misleading termi-
nology (see [KW] for a detailed account) – on X ×kE kE equipped with a continuous action of
Γp compatible with the action of its quotient Gal(kE/kE) on X × kE . See §10.
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For each σ ∈ Γ0p, ρλ(σ) = ρ(σ)exp(Ntℓ(σ)) is the multiplicative Jordan decompo-
sition of ρλ(σ) into its semi-simple and unipotent parts, respectively. Therefore a
vector v ∈ V is fixed by ρλ(σ) if and only if it is fixed by both ρ(σ) and exp(Ntℓ(σ)).
Thus we have the following result.
Lemma 9.6. If (ρ,N, V ) and (ρλ, Vλ) are the two avatars above of a representation
of the Weil-Deligne group W ′Qp , then
(kerN)Γ
0
p = V
Γ0p
λ .
Furthermore ρ is trivial on Γ0p if and only if ρλ(Γ
0
p) acts unipotently on Vλ, and in
that case
(kerN)Γ
0
p = kerN = V
Γ0p
λ .
Corollary 9.7. The local L-function can also be expressed as
L(s, πp, r) = det(1− p−sρλ(Φp); V Γ
0
p
λ )
−1.
Note the similarity with Definition 9.1. The representation ρλ(Γ
0
p) being quasi-
unipotent, we can define the semi-simple L-function as in Definition 9.4.
Definition 9.8.
log(Lss(s, πp, r)) =
∞∑
r=1
Trss(ρλ(Φ
r
p); Vλ)
p−rs
r
.
(The symbol r occurs with two different meanings here, but this should not cause
confusion.)
Remark 9.9. In analogy with Remark 9.5, in the case that (ρ,N, V ) has ρ(Γ0p) = 1,
in view of Lemma 9.6, we have
Trss(ρλ(Φ
r
p); V ) = Tr(ρλ(Φ
r
p); V ),
and the definition of Lss simplifies. The dictionary set-up by the local Langlands
correspondence asserts that if πp has an Iwahori-fixed vector, then ρ(Γ
0
p) is trivial
(cf. [W2]). Moreover, in the situation of parahoric level structure at p, the only
representations πp which will arise necessarily have Iwahori-fixed vectors. Hence
the simplified definition of Lss will apply in our situation.
Let π = ⊗vπv be an irreducible admissible representation ofG(A). It is to be hoped
that a reasonable definition of Lss(s, πv, r) exists for Archimedean places v, and if
so we can then define
Lss(s, π, r) =
∏
v
Lss(s, πv, r).
10. Nearby cycles
10.1. Definitions and general facts. Let X be a scheme of finite type over
a finite (or algebraically closed) field k. (The following also works if we assume that
k is the fraction field of a discrete valuation ring R with finite residue field, and
that X is finite-type over R, cf. [Ma].) Denote by k an algebraic closure of k, and
by Xk the base change X ×k k.
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We denote by Dbc(X,Qℓ) the ’derived’ category of Qℓ-sheaves on X . Note that this
is not actually the derived category of the category of Qℓ-sheaves, but is defined
via a limit process. See [BBD] 2.2.14 or [Weil2] 1.1.2, or [KW] for more details.
Nevertheless,Dbc(X,Qℓ) is a triangulated category which admits the usual functorial
formalism, and which can be equipped with a ’natural’ t-structure having as its
core the category of Qℓ-sheaves. If f : X −→ Y is a morphism of schemes of
finite type over k, we have the derived functors f∗, f! : D
b
c(X,Qℓ) → Dbc(Y,Qℓ)
and f∗, f ! : Dbc(Y,Qℓ) −→ Dbc(X,Qℓ). Ocassionally we denote these same functors
using the symbols Rf∗, etc.
Let (S, s, η) denote an Henselian trait: S is the spectrum of a complete discrete
valuation ring, with special point s and generic point η. The key examples for us
are S = Spec(Zp) (the p-adic setting) and S = Spec(Fp[[t]]) (the function-field
setting). Let k(s) resp. k(η) denote the residue fields of s resp. η.
We choose a separable closure η¯ of η and define the Galois group Γ = Gal(η¯/η) and
the inertia subgroup Γ0 = ker[Gal(η¯/η)→ Gal(s¯/s)], where s¯ is the residue field of
the normalization S¯ of S in η¯.
Now let X denote a finite-type scheme over S. The category Dbc(X ×s η,Qℓ) is the
category of sheaves F ∈ Dbc(Xs¯,Qℓ) together with a continuous action of Gal(η/η)
which is compatible with the action on Xs¯. (Continuity is tested on cohomology
sheaves.)
For F ∈ Dbc(Xη,Qℓ), we define the nearby cycles sheaf to be the object in Dbc(X×s
η,Qℓ) given by
RΨX(F) = i¯∗Rj¯∗(Fη¯),
where i¯ : Xs¯ →֒ XS¯ and j¯ : Xη¯ →֒ XS¯ are the closed and open immersions of the
geometric special and generic fibers of X/S, and Fη¯ is the pull-back of F to Xη¯.
Here we list the basic properties of RΨX , extracted from the standard references:
[BBD], [Il], [SGA7 I], [SGA7 XIII]. The final listed property has been proved
(in this generality) only recently, and is due to the author and U. Go¨rtz [GH].
Theorem 10.1. The following properties hold for the functors
RΨ : Dbc(Xη,Qℓ)→ Dbc(X ×s η, Qℓ) :
(a) RΨ commutes with proper-push-forward: if f : X → Y is a proper
S-morphism, then the canonical base-change morphism of functors to
Dbc(Y ×s η,Qℓ) is an isomorphism:
RΨ f∗ →˜ f∗RΨ;
In particular, if X → S is proper there is a Gal(η¯/η)-equivariant isomor-
phism
Hi(Xη¯, Qℓ) = H
i(Xs¯, RΨ(Qℓ)).
(b) Suppose f : X → S is finite-type but not proper. Suppose that there is a
compactification j : X →֒ X over S such that the boundary X\X is a rela-
tive normal crossings divisor over S. Then there is a Gal(η¯/η)-equivariant
isomorphism
Hic(Xη¯, Qℓ) = H
i
c(Xs¯, RΨ(Qℓ)).
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(c) RΨ commutes with smooth pull-back: if p : X → Y is a smooth S-
morphism, then the base-change morphism is an isomorphism:
p∗RΨ →˜ RΨp∗.
(d) If F ∈ Dbc(X,Qℓ), we define RΦ(F) (the vanishing cycles) to be the cone
of the canonical morphism
Fs¯ → RΨ(Fη);
there is a distinguished triangle
Fs¯ → RΨ(Fη)→ RΦ(F)→ Fs¯[1].
If X → S is smooth, then RΦ(Qℓ) = 0; in particular, Qℓ ∼= RΨ(Qℓ) in
this case;
(e) RΨ commutes with Verdier duality, and preserves perversity of sheaves
(for the middle perversity);
(f) For x ∈ Xs¯, RiΨ(Qℓ)x = Hi(X(x¯)η¯,Qℓ), where X(x¯)η¯ is the fiber over
η¯ of the strict henselization of X in a geometric point x¯ with center x.
In particular, the support of RΨ(Qℓ) is contained in the scheme-theoretic
closure of Xη in Xs¯;
(g) If the generic fiber Xη is non-singular, then the complex RΨ
X(Qℓ) is
mixed, in the sense of [Weil2].
Remark 10.2. The “fake” unitary Shimura varieties Sh(G, h)K discussed in §5.2
are proper over OE and hence by (a) we can use nearby cycles to study their semi-
simple local zeta functions. The Siegel modular schemes of §5.3 are not proper over
Zp, so (a) does not apply directly; in fact it is not a priori clear that there is a
Galois equivariant isomorphism on cohomology with compact supports as in (b).
In order to apply the method of nearby cycles to study the semi-simple local zeta
function, we need such an isomorphism.
Conjecture 10.3. Let ShKp denote a model over OE for a PEL Shimura variety
with parahoric level structure Kp, as in §5. Then the natural morphism
Hic(ShKp ×OE kE , RΨ(Qℓ))→ Hic(ShKp ×OE Qp, Qℓ)
is an isomorphism.
In the Siegel case one should be able to prove this by finding a suitably nice com-
pactification, perhaps by adapting the methods of [CF].
Such an isomorphism would allow us to study the semi-simple local zeta function
in the Siegel case by the same approach applied to the “fake” unitary case in §11.
The local geometric problems involving nearby cycles have already been resolved in
[HN1], and Conjecture 10.3 encapsulates the remaining geometric difficulty (which
is global in nature). There will be additional group-theoretic problems in applying
the Arthur-Selberg trace formula, however, due to endoscopy.
10.2. Concerning the inertia action on certain nearby cycles. Let
Sh(G, h)K denote a “fake” unitary Shimura variety as in §5.2, where Kp is an
Iwahori subgroup. Suppose Sh is its integral model over OE = Zp defined by the
moduli problem in §5.2.4. Our goal in §11 is to explain how to identify its Zssp
with a product of semi-simple local L-functions (see Theorem 11.7). We first want
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to justify our earlier claim that the simplified definitions of Zss and Lss apply to
this case. The key ingredient is a theorem of D. Gaitsgory showing that the inertia
action on certain nearby cycles is unipotent.
We first recall the theorem of Gaitsgory, which is contained in [Ga]. Let λ denote
a dominant coweight of G
Qp
and consider the corresponding G(Qp[[t]])-orbit Qλ
in the affine Grassmannian GrassQp = G(Qp((t)))/G(Qp[[t]]). Let Mλ denote the
scheme-theoretic closure of Qλ in the deformation M of GrassQp to F lFp , from
Remark 4.1. Let ICλ denote the intersection complex of the closure Qλ.
Theorem 10.4 (Gaitsgory [Ga]). The inertia group Γ0p acts unipotently on
RΨMλ(ICλ).
See also [GH], §5, for a detailed proof of this theorem. We remark that Gaitsgory
proves this statement for nearby cycles taken with respect to Beilinson’s deforma-
tion of the affine Grassmannian of G(Fp[[t]]) to its affine flag variety, but the same
proof applies in the present p-adic setting; see loc. cit.
We can apply this to the local model Mloc = M−w0µ. Because the morphisms in
the local model diagram are smooth and surjective (Lemma 13.1), by taking [GH],
Lemma 5.6 into account, we see that unipotence of nearby cycles on Mloc implies
unipotence of nearby cycles on Sh:
Corollary 10.5. The inertia group Γ0p acts unipotently on RΨ
Sh(Qℓ). Conse-
quently, by Theorem 10.1 (a), it also acts unipotently on Hi(Sh×Qp Qp, Qℓ).
This justifies the assertion made in Remark 9.5. Together with Remark 9.9, we thus
see that the simplified definitions of Zss and Lss apply in this case, which will be
helpful in §11 below.
11. The semi-simple local zeta function for “fake” unitary
Shimura varieties
We assume in this section that Sh is the model from §5.2: a “fake” unitary Shimura
variety. We also assume that Kp is the “standard” Iwahori subgroup of G(Qp), i.e.,
the subgroup stabilizing the “standard” self-dual multichain of OB ⊗ Zp-lattices
Λ˜• = Λ• ⊕ Λ∗•
from §5.2.3.
Following the strategy of Kottwitz [Ko92], [Ko92b], we will explain how to express
Zssp (s, Sh) in terms of the functions L
ss(s, πp, r).
There are two equations to be proved. The first equation is an expression for the
semi-simple Lefschetz number
(11.0.1)
∑
x∈Sh(kr)
Trss(Φrp, RΨx(Qℓ)) =
∑
γ0
∑
(γ,δ)
c(γ0; γ, δ) Oγ(f
p) TOδσ(φr).
The left hand side is termed the semi-simple Lefschetz number Lefss(Φrp). The right
hand side has exactly the same form (with essentially the same notation, see below)
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as [Ko92], p. 442 10. Recall that the twisted orbital integral is defined as
TOδσ(φr) =
∫
Gδσ\G(Lr)
φr(x
−1δσ(x)),
with an appropriate choice of measures (and Oγ(f
p) is similarly defined). However
in contrast to loc. cit., here the Haar measure on G(Lr) is the one giving the
standard Iwahori subgroup Ir ⊂ G(Lr) volume 1.
The second equation relates the sum of (twisted) orbital integrals on the right to
the spectral side of the Arthur-Selberg trace formula for G:
(11.0.2)
∑
γ0
∑
(γ,δ)
c(γ0; γ, δ) Oγ(f
p) TOδσ(φr) =
∑
π
m(π) Trπ (fpf (r)p f∞).
All notation on the right hand side is as in [Ko92b] (cf. §4) where the “fake”
unitary Shimura varieties were analyzed in the case that Kp is a hyperspe-
cial maximal compact subgroup rather than an Iwahori. In particular, π ranges
over irreducible admissible representations of G(A) which occur in the discrete
part of L2(G(Q)AG(R)0\G(A)), with multiplicity m(π). The function fp ∈
C∞c (K
p\G(Apf )/Kp) is just the characteristic function IKp of Kp, whereas f∞
is the much more mysterious function from [Ko92b], §1 11. The function f (r)p is a
kind of “base-change” of φr and will be further explained below.
The equality (11.0.2) comes from the “pseudo-stabilization” of its left hand side,
similar to that done in [Ko92b], §4. One important ingredient in that is the “base-
change fundamental lemma” between the test function φr and its “base-change”
f
(r)
p ; the novel feature here is that the function φr is more complicated than when
Kp is maximal compact: it is not a spherical function, but rather an element in
the center of an Iwahori-Hecke algebra (see below). The “base-change fundamental
lemma” for such functions is proved in [HN3], and further discussion will be omitted
here. Finally, after pseudo-stablilization and the fundamental lemma, we apply a
simple form of the Arthur-Selberg trace formula, which produces the right hand
side of (11.0.2). See [HN3] for details.
Our object here is to explain (11.0.1), following the strategy of [Ko92] which han-
dles the case where Kp is maximal compact (the case of good reduction). The main
difficulty is to identify the test function φr that appears in the right hand side.
11.1. Finding the test function φr via the Kottwitz conjecture. To
understand the function φr, we will use the full strength of our description of local
models in §6.3, in particular §6.3.3, and also the material in the appendix §14.
In (11.0.1), the index γ0 roughly parametrizes polarized n
2-dimensional B-abelian
varieties over kr, up to Q-isogeny. The index (γ, δ) roughly parametrizes those
polarized n2-dimensional B-abelian varieties, up to Q-isogeny, which belong to the
Q-isogeny class indexed by γ0. (For precise statements, see [Ko92].) Therefore, the
summand roughly counts (with “multiplicity”) the elements in Sh(kr) which belong
10Note that the factor |ker1(Q,G)| = |ker1(Q, Z(G))| appearing in loc. cit. does not appear
here since our assumptions on G guarantee that this number is 1; see loc. cit. §7.
11Up to the sign (−1)dim(ShE), a pseudo-coefficient of a representation π0∞ in the packet of
discrete series G(R)-representations having trivial central and infinitesimal characters.
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to a fixed Q-isogeny class. We will make this last statement precise, and also explain
the crucial meaning of “multiplicity” here.
Let us fix a polarized n2-dimensional B-abelian variety over kr, up to isomorphism:
(A′, λ′, i′). We assume it possesses some Kp-level structure η¯′. We fix once and for
all an isomorphism of skew-Hermitian OB ⊗ Apf -modules
(11.1.1) V ⊗ Apf = H1(A′,Apf ),
(in the terminology of [Ko92], §4). Since it comes from a level-structure η¯′, this
isomorphism is Galois-equivariant (with the trivial action on V ⊗ Apf ).
Associated to (A′, λ′, i′) is also an Lr-isocrystal (H
′
Lr
,Φ) as in §14. In brief, H ′ =
H(A′) is the the W (kr)-dual of H
1
crys(A
′/W (kr)), and Φ is the σ-linear bijection
on H ′Lr such that p
−1H ′ ⊃ ΦH ′ ⊃ H ′ (i.e., Φ is V −1, where V is the Verschiebung
from Cor. 14.4). Because of (11.1.1) and the determinant condition, there is also
an isomorphism of skew-Hermitian OB ⊗ Lr-modules
(11.1.2) V ⊗Qp Lr = H ′Lr
which we also fix once and for all. (See [Ko92], p. 430.)
From these isomorphisms we construct the elements (γ0; γ, δ) that appear in
(11.0.1). Namely, the absolute Frobenius πA′ for A
′/kr acting on H1(A
′,Apf) in-
duces the automorphism γ−1 ∈ G(Apf ), and the σ-linear bijection Φ acting on H ′Lr
induces the element δσ, for δ ∈ G(Lr). The element γ0 ∈ G(Q) is constructed from
(γ, δ) as in [Ko92], §14. The existence of γ0 is proved roughly as follows. By Cor.
14.4, we have Φr = π−1A′ acting on H
′
Lr
. Hence the elements γl ∈ G(Ql) (for l 6= p)
and Nδ ∈ G(Lr) come from l-adic (resp. p-adic) realizations of the endomorphism
π−1A′ of A
′. Using Honda-Tate theory (and a bit more), one can view π−1A′ as a semi-
simple element γ0 ∈ G(Q), which is well-defined up to stable conjugacy. By its very
construction, γ0 is stably conjugate to γ, resp. Nδ.
Let (A•, λ, i, η¯) ∈ Sh(kr) be a point in the moduli problem (§5.2.4). We want to
classify those such that (A0, λ, i) is Q-isogenous to (A
′, λ′, i′). Let us consider the
category
{(A•, λ, i, ξ)}
consisting of chains of polarized OB-abelian varieties over kr (up to Z(p)-isogeny),
equipped with a Q-isogeny of polarized OB-abelian varieties ξ : A0 → A′, de-
fined over kr. Of course the integral “isocrystal” functor A 7→ H(A) of §14 is a
covariant functor from this category to the category of W (kr)-free OB ⊗W (kr)-
modules in H ′Lr equipped with Frobenius and Verschiebung endomorphisms. In
fact, (A•, λ, i, ξ) 7→ ξ(H(A•)) gives an isomorphism
{(A•, λ, i, ξ)} →˜ Yp,
where Yp is the category consisting of all type (Λ˜•) multichains of OB ⊗W (kr)-
lattices H• in H
′
Lr
= V ⊗ Lr, self-dual up to a scalar in Q× 12, such that for each
i, p−1Hi ⊃ ΦHi ⊃ Hi, and σ−1(ΦHi/Hi) satisfies the determinant condition.
12In particular, these multichains are polarized in the sense of [RZ], Def. 3.14.
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11.1.1. Interpreting the determinant condition. The final condition on Hi
comes from the determinant condition on Lie(Ai), and Cor. 14.4. Let us see
what this means more concretely. By Morita equivalence (see §6.3.3), a type (Λ˜•)
multichain of OB ⊗ W (kr)-lattices H•, self-dual up to a scalar in Q×, inside
H ′Lr = V ⊗Qp Lr can be regarded as a complete W (kr)-lattice chain H0• in Lnr . By
working with H0i instead of Hi, we can work in L
n
r instead of V ⊗Qp Lr (which has
dimLr = 2n
2). Recall our minuscule coweight µ = (0n−d, (−1)d) of GLn (§5.2.2),and
write Φ for the Morita equivalent σ-linear bijection of Lnr . The determinant condi-
tion now reads
ΦH0i /H
0
i
∼= σ(kr)d,
that is, the relative position of the W (kr)-lattices H
0
i and ΦH
0
i in L
n
r is given by
invK(H
0
i ,ΦH
0
i ) = σ(µ(p)) = µ(p).
(We write µ(p) in place of µ to emphasize our convention that coweights λ are
embedded in GLn(Qp) by the rule λ 7→ λ(p).) The same identity holds for Hi
replacingH0i , when we interpret µ as a coweight for the groupG(Lr) ⊂ AutB(V ⊗Qp
Lr).
By Theorem 6.3 (and the proof of [Ko92], Lemma 7.2), we may find x ∈ G(Lr)
such that
H• = xΛ˜•,W (kr),
where Λ˜•,W (kr) = Λ˜• ⊗Zp W (kr) is the “standard” self-dual multichain of OB ⊗
W (kr)-lattices in V ⊗Qp Lr.
The determinant condition now reads: for every index i in the chain Λ˜•,
(11.1.3) invK(Λ˜i,W (kr), x
−1δσ(x)Λ˜i,W (kr )) = µ(p).
Letting Ir ⊂ G(Lr) denote the stabilizer of Λ˜•,W (kr), we have the Bruhat-Tits
decomposition
W˜ (GLn ×Gm) ∼= W˜ (G) = Ir\G(Lr)/Ir.
Equation (11.1.3) recalls the definition of the µ-permissible set (§4.3). The deter-
minant condition can now be interpreted as:
x−1δσ(x) ∈ IrwIr
for some w ∈ PermG(µ). The equality AdmG(µ) = PermG(µ) holds (this translates
under Morita equivalence to the analogous statement for GLn), and therefore we
have proved that the determinant condition can now be interpreted as:
x−1δσ(x)Λ˜•,W (kr) ∈Mµ(kr),
where by definition Mµ(kr) is the set of type (Λ˜•) multichains of OB ⊗W (kr)-
lattices in V ⊗ Lr, self-dual up to a scalar in Q×, of form
gΛ˜•,W (kr)
for some g ∈ G(Lr) such that IrgIr = IrwIr for an element w ∈ PermG(µ) =
AdmG(µ).
Now let I denote the Q-group of self-Q-isogenies of (A′, λ′, i′). Our above remarks
and the discussion in [Ko92], §16 show that there is a bijection from the set of
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points (A•, λ, i, η¯) ∈ Sh(kr) such that (A0, λ, i) is Q-isogenous to (A′, λ′, i′), to the
set I(Q)\(Y p × Yp), where
Y p = {y ∈ G(Apf )/Kp | y−1γy ∈ Kp},
Yp = {x ∈ G(Lr)/Ir | Irx−1δσ(x)Λ˜•,W (kr) ⊂Mµ(kr)}.
11.1.2. Compatibility of “de Rham” and “crystalline” maps.
Lemma 11.1. Fix w ∈ Adm(µ). Let A = (A•, λ, i, η¯) ∈ Sh(kr). Suppose that A is
Q-isogenous to (A′, λ′, i′) and that via a choice of ξ : A0 → A′ we have ξH(A•) =
xΛ˜•,W (kr) as above, for x ∈ G(Lr)/Ir 13.
Then A belongs to the KR-stratum Shw if and only if
Irx
−1δσ(x)Ir = IrwIr .
Proof. Recall that the local modelMloc is naturally identified with the model
M−w0µ and as such its special fiber carries an action of the standard Iwahori-
subgroup of GLn(kr[[t]]); further the KR-stratum Shw is the set of points which
give rise to a point in the Iwahori-orbit indexed by w−1 under the “de Rham” map
ψ : S˜h→Mloc. Let us recall the definition of ψ. We choose any isomorphism
γ• : M(A•) →˜ Λ˜•,kr
of polarized OB ⊗ kr-multichains. The quotient M(A•)→ Lie(A•) then determines
via Morita equivalence a quotient
V•,kr
tV•,kr
→ V•,krL•
for a uniquely determined kr[[t]]-lattice chain L• satisfying tV•,kr ⊂ L• ⊂ V•,kr (see
§8.1). The “de Rham” map ψ sends the point (A, γ•) ∈ S˜h(kr) to L•. By definition
A ∈ Shw if and only if
invI(L•,V•,kr) = w,
where the invariant measures the relative position of complete kr[[t]]-lattice chains
in kr((t))
n. (Note that w is independent of the choice of γ•.)
In the previous paragraph the ambient group is GLn(kr((t))), the function-field
analogue of GLn(Lr). But it is more natural to work directly with G(Lr). Given L•
as above, there exists a unique type (Λ˜•) polarized multichain ofOB⊗W (kr)-lattices
L˜• in V ⊗Qp Lr such that pΛ˜•,W (kr) ⊂ L˜• ⊂ Λ˜•,W (kr) and the polarized OB ⊗ kr-
multichain Λ˜•,W (kr)/L˜• is Morita equivalent to the kr-lattice chain V•,kr/L•. Thus
we can think of ψ as the map
(A, γ•) 7→ L˜•.
Thus, A ∈ Shw if and only if
invIr (L˜• , Λ˜•,W (kr)) = w.
13Note that x ∈ G(Lr)/Ir depends on ξ, but its image in I(Q)\G(Lr)/Ir is independent of
ξ, and hence the double coset Irx−1δσ(x)Ir is well-defined.
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We have an isomorphism of polarized multichains of OB ⊗ kr-lattices
Λ˜•,W (kr)
L˜•
= Lie(A•) = σ
−1
(
x−1δσ(x)Λ˜•,w(kr)
Λ˜•,W (kr)
)
.
The second equality comes from Cor. 14.4; the map sending (A•, ξ) to the multi-
chain xΛ˜•,W (kr) may be termed “crystalline” – it is defined using crystalline homol-
ogy. This equality shows that the “de Rham” and “crystalline” maps are compatible
(and ultimately rests on Theorem 14.2 of Oda).
Putting these remarks together, we see that A ∈ Shw if and only if
invIr (Λ˜•,W (kr) , x
−1δσ(x)Λ˜•,W (kr)) = w,
which completes the proof.

Remark 11.2. The crux of the above proof is the aforementioned compatibility be-
tween the “de Rham” and “crystalline” maps. This compatibility can be rephrased
as the commutativity of the diagram at the end of §7 in [R2], when the morphisms
there are suitably interpreted.
11.1.3. Identifying φr. To find φr we need to count the points in the set
I(Q)\(Y p×Yp) with the correct “multiplicity”. The test function φr in the twisted
orbital integral must be such that
(11.1.4)
∑
A
Trss(Φrp;RΨ
Sh
A (Qℓ)) =
∫
I(Q)\(G(Apf )×G(Lr))
fp(y−1γy)φr(x
−1δσ(x)),
where A ranges over points (A•, λ, i, η¯) ∈ Sh(kr) such that (A0, λ, i) is Q-isogenous
to (A′, λ′, i′) (other notation and measures as in [Ko92], §16, with the exception
that here the Haar measure on G(Lr) gives Ir volume 1).
Now by Lemma 11.1, equation (11.1.4) will hold if φr is a function in the Iwahori-
Hecke algebra of Qℓ-valued functions
HIr = Cc(Ir\G(Lr)/Ir)
such that
φr(IrwIr) = Tr
ss(Φrp, RΨ
M−w0µ
w−1 (Qℓ)),
for elements w ∈ Adm(µ), and zero elsewhere. Note that on the right hand side, w−1
really represents an Iwahori-orbit in the affine flag variety F lFp over the function
field. The nearby cycles are equivariant for the Iwahori-action in a suitable sense,
so that the semi-simple trace function is constant on these orbits. Hence the right
hand side is a well-defined element of Qℓ.
We can simply define the function φr by this equality. But such a description of
φr will not be useful unless we can identify it with an explicit function in the
Iwahori-Hecke algebra (we need to know its traces on representations with Iwahori-
fixed vectors, at least, if we want to make the spectral side of (11.0.2) explicit).
This however is possible, due to the following theorem. This result was conjectured
by Kottwitz in a more general form, which inspired Beilinson to conjecture that
nearby cycles can be used to give a geometric construction of the center of the
affine Hecke algebra for any reductive group in the function-field setting. This latter
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conjecture was proved by Gaitsgory [Ga], whose ideas were adapted to prove the
p-adic analogue in [HN1].
Theorem 11.3 (The Kottwitz Conjecture; [Ga], [HN1]). Let G = GLn or GSp2n.
Let λ be a minuscule dominant coweight of G, with corresponding Zp-model Mλ (cf.
Remark 4.1). Let Hkr((t)) denote the Iwahori-Hecke algebra Cc(Ir\G(kr((t)))/Ir). Let
zλ,r ∈ Z(Hkr((t))) denote the Bernstein function in the center of the Iwahori-Hecke
algebra which is associated to λ. Then
Tr(Φrp, RΨ
Mλ(Qℓ)) = p
r dim(Mλ)/2 zλ,r.
Let Kr be the stabilizer in G(Lr) of Λ˜0,W (kr); this is a hyperspecial maximal com-
pact subgroup of G(Lr) containing Ir. The Bernstein function zλ,r is characterized
as the unique element in the center of HIr such that the image of pr〈ρ,λ〉zλ,r under
the Bernstein isomorphism
− ∗ IKr : Z(HIr ) →˜ HKr := Cc(Kr\G(Lr)/Kr)
is the spherical function fλ,r := IKrλKr . Here, we have used the fact that λ is
minuscule. Recall that ρ is the half-sum of the B-positive roots of G, and that
dim(Mλ)/2 = 〈ρ, λ〉.
The above theorem for λ = −w0µ implies that
φr(w) = p
r dim(Sh)/2 z−w0µ(w
−1).
Now invoking the identity zµ(w) = z−w0µ(w
−1) (see [HKP], §3.2), we have proved
the following result.
Proposition 11.4. Let zµ,r denote the Bernstein function in the center of the
Iwahori-Hecke algebra HLr = Cc(Ir\G(Lr)/Ir) corresponding to µ. Then the test
function is given by
φr = p
r dim(Sh)/2 zµ,r.
Remarks: 1) Because φr is central we can define its “base-change” function b(φr) =:
f
(r)
p , an element in the center of the Iwahori-Hecke algebra for G(Qp). We define
the base-change homomorphism for centers of Iwahori-Hecke algebras as the unique
homomorphism b : Z(HIr )→ Z(HI) which induces, via the Bernstein isomorphism,
the usual base-change homomorphism for spherical Hecke algebras b : HKr → HK
for any special maximal compact Kr containing Ir (setting I = Ir ∩ G(Qp) and
K = Kr ∩G(Qp)). This gives a well-defined homomorphism, independent of the
choice of Kr. Moreover, the pair of functions φr , f
(r)
p have matching (twisted)
orbital integrals; see [HN3].
2) We know how zµ,r (and hence how its base-change b(zµ,r)) acts on unramified
principal series. This plays a key role in Theorem 11.7 below. In fact, we have the
following helpful lemma.
Lemma 11.5. Let I denote our Iwahori subgroup Kap ⊂ G(Qp), whose reduction
modulo p is B(Fp). Suppose πp is an irreducible admissible representation of G(Qp)
with πIp 6= 0. Let rµ be the irreducible representation of LGQp having extreme weight
µ. Let d = dim(ShE). Then
Trπp (p
rd/2 b(zµ,r)) = dim(π
I
p) p
rd/2Tr
(
rµϕπp
(
Φr ×
[
p−r/2 0
0 pr/2
] ))
48 THOMAS J. HAINES
Proof. Write G = G(Qp) and B = B(Qp) and suppose that πp is an irre-
ducible subquotient of the normalized unramified principal series representation
iGB(χ), for an unramified quasi-character χ : T (Qp) → C×. Suppose Kr ⊃ Ir (thus
also K ⊃ I) is a hyperspecial maximal compact, and suppose that πχ is the unique
K-spherical subquotient of iGB(χ). Suppose ϕ : WQp → LG is the unramified pa-
rameter associated to πχ. Our normalization of the correspondence πp 7→ ϕπp is
such that for all r ≥ 1, the element ϕ(Φr) ∈ Ĝ⋊WQp can be described as
(11.1.5) ϕ(Φr) = ϕπp
(
Φr ×
[
p−r/2 0
0 pr/2
] )
= (χ⋊ Φ)r
where Φ is a geometric Frobenius element in WQp , and where we identify χ with
an element in the dual torus T̂ (C) ⊂ Ĝ(C) and take the product on the right in
the group LG. Note that our normalization of the local Langlands correspondence
is the one compatible with Deligne’s normalization of the reciprocity map in local
class field theory, where a uniformizer is sent to a geometric Frobenius element (see
[W2]).
Let fµ,r = IKrµKr in the spherical Hecke algebra HKr ; it is the image of prd/2zµ,r
under the Bernstein isomorphism
− ∗ IKr : Z(HIr ) →˜ HKr .
Further, b(prd/2zµ,r) ∗ IK = b(fµ,r).
Now by [Ko84], Thm (2.1.3), we know that under the usual left action of HK ,
b(fµ,r) acts on π
K
χ by the scalar
prd/2Tr(rµϕ(Φ
r)).
Taking (11.1.5) into account along with the well-known fact that elements in Z(HI)
act on the entire space iGB(χ)
I by a scalar (see e.g. [HKP]), we are done. 
Remark 11.6. For application in Theorem 11.7, we need the “ℓ-adic” analogue of
this lemma, i.e., we need to work with the dual group Ĝ(Qℓ) instead of Ĝ(C). For
a discussion of how to do this, see [Ko92b], §1.
11.2. The semi-simple local zeta function in terms of semi-simple L-
functions. The foregoing discussion culminates in the following result from [HN3],
to which we refer for details of the proof.
Theorem 11.7 ([HN3]). Suppose Sh is a simple (“fake” unitary) Shimura variety.
Suppose Kp is an Iwahori subgroup. Suppose rµ is the irreducible representation of
L(GEp) with extreme weight µ, where µ is the minuscule coweight determined by
the Shimura data. Then we have
Zssp (s, Sh) =
∏
πf
Lss(s− d
2
, πp, rµ)
a(πf ) dim(π
K
f )
where the product runs over all admissible representations πf of G(Af ), and the
integer number a(πf ) is given by
a(πf ) =
∑
π∞∈Π∞
m(πf ⊗ π∞)Tr π∞(f∞),
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where m(πf ⊗ π∞) is the multiplicity of πf ⊗ π∞ in L2(G(Q)AG(R)0\G(A)). Here
Π∞ is the set of admissible representations of G(R) whose central and infinitesimal
characters are trivial. Also, d denotes the dimension of ShE.
Let us remark that it is our firm belief that this result continues to hold when Kp
is a general parahoric subgroup of G(Qp), but some details are more difficult than
the Iwahori case treated in [HN3], and remain to be worked out.
Finally, recall our assumptions on p implied that Ep = Qp and Np = (p). In more
general circumstances one or both of these statements will fail to hold, and the
result will be a slightly more complicated expression for Zssp (s, Sh).
12. The Newton stratification on Shimura varieties over finite fields
12.1. Review of the Kottwitz and Newton maps. As usual L denotes
the fraction field of the Witt vectors W (Fp), with Frobenius automorphism σ.
Let G denote a connected reductive group over Qp. Then we have the pointed set
B(G) = B(G)Qp consisting of σ-conjugacy classes in G(L). Let us also assume (only
for simplicity) that the connected reductive Qp-group G is unramified. We have the
Kottwitz map
κG : B(G)→ X∗(Z(Ĝ)Γp),
where Γp = Gal(Qp/Qp) (see [Ko97], §7) . We also have the Newton map
ν : B(G)→ U+
where the notation is as follows. We choose a Qp-rational Borel subgroup B ⊂ G
and a maximal Qp-torus T which is contained in B. Then U = X∗(T )
Γp
R , and U
+
denotes the intersection of U with the cone of B-dominant elements in X∗(T )R. We
call b ∈ B(G) basic if νb is central, i.e., νb ∈ X∗(Z)R.
Suppose {λ} is a conjugacy class of one-parameter subgroups of G, defined over
Qp. We may represent the class by a unique cocharacter λ ∈ X∗(T ) = X∗(T̂ ) lying
in the B-positive Weyl chamber of X∗(T )R. The Weyl-orbit of λ is stabilized by
Γp. The notion of B-dominant being preserved by Γp (since B is Qp-rational), we
see that λ is fixed by Γp, hence it belongs to U
+. Also, restricting {λ} to Z(Ĝ)
determines a well-defined element λ♮ ∈ X∗(Z(Ĝ)Γp).
We can now define the subset B(G, λ) ⊂ B(G) to be the set of classes [b] ∈ B(G)
such that
κG(b) = λ
♮
νb  λ.
Here  denotes the usual partial order on U+ for which ν  ν′ if ν′ − ν is a
nonnegative linear combination of simple relative coroots.
12.2. Definition of the Newton stratification. Suppose that the Shimura
variety ShKp = Sh(G, h)KpKp is given by a moduli problem of abelian varieties,
and that Kp ⊂ G(Qp) is a parahoric subgroup. Also, assume for simplicity that
E := Ep = Qp. Let G = GQp , which again for simplicity we assume is unramified.
Let k denote as usual an algebraic closure of the residue field OE/p = Fp, and let
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kr denote the unique subfield of k having cardinality p
r. Let Lr denote the fraction
field of the Witt vectors W (kr).
We denote by a the base alcove and suppose 0 ∈ a is a hyperspecial vertex. Let Kap
(resp. K0p) denote the corresponding Iwahori (resp. hyperspecial maximal compact)
subgroup of G(Qp). We will let Kp denote a “standard” parahoric subgroup, i.e.,
one such that Kap ⊂ Kp ⊂ K0p .
We can define a map
δKp : ShKp(k)→ B(G)
as follows. A point A• = (A•, λ, i, η¯) ∈ ShKp(kr) gives rise to a c-polarized virtual
B-abelian variety over kr up to prime-to-p isogeny (cf. [Ko92] §10), which we denote
by (A, λ, i). That in turn determines an L-isocystal (H(A)L,Φ) as in §14, cf. loc.
cit. It is not hard to see that δKp takes values in the subset B(G,µ) ⊂ B(G). In
fact, if we choose an isomorphism (H(A)L,Φ) = (V ⊗ L, δσ) of isocrystals for the
group G(L), then δ ∈ G(L) satisfies
κG(δ) = µ
♮,
as follows from the determinant condition σ(Lie(A0)) = ΦH(A0)/H(A0), for any
A0 in the chain A• (use the argument of [Ko92], p. 431). Furthermore, the Mazur
inequality
νδ  µ
can be proved by reducing to the case where Kp = K
0
p (which has been treated by
Rapoport-Richartz [RR] – see also [Ko03]) 14.
Definition 12.1. We call the fibers of δKp the Newton strata of ShKp . The inverse
image of the basic set
δ−1Kp
(
B(G,µ) ∩B(G)basic
)
.
is called the basic locus of ShKp .
We denote the Newton stratum δ−1Kp([b]) by SKp,[b], or if Kp is understood, simply
by S[b].
The following conjecture is fundamental to the subject. It asserts that all the New-
ton strata are nonempty.
Conjecture 12.2 (Rapoport, Conj. 7.1 [R2]). The map
δKp : ShKp(k)→ B(G,µ)
is surjective. In particular, the basic locus is nonempty.
Remark 12.3. Note that Im(δK0p ) can be interpreted purely in terms of group the-
ory: [b] ∈ B(G,µ) lies in the image of δK0p if and only if for one (equivalently, for all
sufficiently divisible) r ≥ 1, [b] contains an element δ ∈ G(Lr) belonging to a triple
(γ0; γ, δ), which satisfies the conditions in [Ko90] §2 (except for the following correc-
tion, noted at the end of [Ko92]: under the canonical map B(G)Qp → X∗(Z(Ĝ)Γp),
the σ-conjugacy class of δ goes to µ|X∗(Z(Ĝ)Γp ) and not its negative), and for which
the following four conditions also hold:
14Note that our assumption that Kp be standard, i.e., Kp ⊂ K0p , was used in the last step,
because we want to invoke [RR]. The results of loc. cit. probably hold for nonspecial maximal
compact subgroups, so this assumption is probably unnecessary.
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(a) γ0γ
∗
0 = c
−1
0 p
−r, where c0 ∈ Q× is a p-adic unit;
(b) the Kottwitz invariant α(γ0; γ, δ) is trivial;
(c) there exists a lattice Λ in VLr such that δσΛ ⊃ Λ;
(d) Oγ(IKp)TOδσ(IKrµKr ) 6= 0.
Here Kr ⊂ G(Lr) is the hyperspecial maximal compact subgroup such that Kr ∩
G(Qp) = K0p .
To see this, use [Ko92], Lemmas 15.1, 18.1 to show that the first three conditions
ensure the existence of a c0p
r-polarized virtual B-abelian variety (A′, λ′, i′) over kr
up to prime-to-p isogeny, giving rise to (γ0; γ, δ). In the presence of the first three,
the last condition shows that there exists a kr-rational point (A, λ, i, η¯) ∈ ShK0p
such that (A, λ, i) is Q-isogenous to (A′, λ′, i′). Hence δK0p ((A, λ, i, η¯)) = [δ].
Note that by counting fixed points of Φrp ◦ f for any Hecke operator f away from p
as in [Ko92], §16, we may replace condition (d) with
(d’) For some g ∈ G(Apf ), we have Oγ(IKpg−1Kp)TOδσ(IKrµKr ) 6= 0.
Since we may always choose g = γ−1, we may also replace (d) or (d’) with
(d”) TOδσ(IKrµKr ) 6= 0.
In the Siegel case with Kp hyperspecial, we have the following result of Oort [Oo]
(comp. [R2], Thm. 7.4) which in particular proves Conjecture 12.2 in that case.
Theorem 12.4 (Oort, [Oo]). Suppose ShK0p is a Siegel modular variety with max-
imal hyperspecial level structure K0p at p. Then the Newton strata are all nonempty
and equidimensional (and the dimension is given by a simple formula in terms of
the partially ordered set B(GSp2n, µ)).
In Corollary 12.8 below, we shall generalize the part of Theorem 12.4 that asserts
the nonemptiness of the Newton strata: in the Siegel case, all Newton strata of
ShKp are nonempty, when Kp is an arbitrary standard parahoric subgroup. In the
“fake” unitary case, we shall later prove in Cor. 12.12 only that the basic locus is
nonempty (again for standard parahorics Kp).
12.3. The relation between Newton strata, KR-strata, and affine
Deligne-Lusztig varieties. Fix a σ-conjugacy class [b] ∈ B(G), and fix an ele-
ment w ∈ W˜ . Let K˜ap ⊂ G(L) denote the Iwahori subgroup such that K˜ap ∩G(Qp) =
Kap .
Definition 12.5. We define the affine Deligne-Lusztig variety 15
Xw(b)K˜ap
= {x ∈ G(L)/K˜ap | x−1bσ(x) ∈ K˜ap w K˜ap},
and for any dominant coweight λ,
X(λ, b)K˜ap
=
⋃
w∈Adm(λ)
Xw(b)K˜ap
.
A similar definition can be made for a parahoric subgroup replacing Kap (cf. [R2]).
15Strictly speaking, this is only a set, not a variety. The sets are the affine analogues of the
usual Deligne-Lusztig varieties in the theory of finite groups of Lie type.
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A fundamental problem is to determine the relations between the Kottwitz-
Rapoport and Newton stratifications. The following shows how this problem is
related to the nonemptiness of certain affine Deligne-Lusztig varieties.
Proposition 12.6. Let µ be the minuscule coweight attached to the Shimura data
for Sh = ShKap . Suppose w ∈ Adm(µ). Then for every [b] ∈ Im(δK0p ), we have
Xw(b)K˜ap
6= ∅ ⇔ Shw ∩ S[b] 6= ∅.
Proof. By Remark 12.3, for all sufficiently divisible r ≥ 1, [b] contains an ele-
ment δ ∈ G(Lr) which is part of a Kottwitz triple (γ0; γ, δ) satisfying the conditions
(a-d). We consider such a triple, up to equivalence (we say (γ′0; γ
′, δ′) is equivalent
to (γ0; γ, δ) if γ
′
0 and γ0 are stably-conjugate, γ
′ and γ are conjugate, and δ′ and δ
are σ-conjugate). Then by the arguments in §11 together with [Ko92], §18, 19, we
have the equality
(12.3.1) #{A• ∈ Shw(kr) | A•  (γ0; γ, δ)} = (vol)Oγ(IKp) #Xw(δ)Ir ,
Let us explain the notation. The notation A•  (γ0; γ, δ) means that A• gives
rise to the equivalence class of (γ0; γ, δ); cf. [Ko92], §18, 19. The term vol denotes
the nonzero rational number |ker1(Q,G)|c(γ0; γ, δ), where the second term is the
number defined in loc. cit. Also Ir = K˜
a
p ∩G(Lr).
This equality would imply the proposition, if we knew that Oγ(IKp) 6= 0. But this
follows from condition (d) in Remark 12.3. 
The following result of Wintenberger [Wi] proves a conjecture of Kottwitz and
Rapoport in a suitably unramified case (cf. [R2], Conj. 5.2, and the notes at the
end).
Theorem 12.7 (Wintenberger). Let G be any connected reductive group, defined
and quasi-split over L. Suppose {λ} is a conjugacy class of 1-parameter subgroups,
defined over L. Suppose [b] ∈ B(G) and let K be any standard parahoric subgroup
(that is, one contained in a special maximal parahoric subgroup). Then
X(λ, b)K 6= ∅ ⇔ [b] ∈ B(G, λ).
Corollary 12.8. Let Sh be either a “fake” unitary or a Siegel modular variety,
as in §5.
(a) In the “fake” unitary case, for any two standard parahoric sugroups K ′p ⊂
K ′′p , we have Im(δK′p) = Im(δK′′p ).
(b) In the Siegel case, we have Im(δKp) = B(G,µ) for every standard para-
horic subgroup Kp.
Proof. Consider first (a). We need to prove Im(δK′p) ⊃ Im(δK′′p ). Clearly it
is enough to consider the case K ′p = K
a
p and K
′′
p = K
0
p . The natural morphism
ShKap → ShK0p is proper, surjective on generic fibers (look at C-points), and the
target is flat (even smooth). Therefore in the special fiber the morphism is surjective.
This completes the proof of (a).
Consider now part (b). In the Siegel case the morphism ShKap → ShK0p is still
projective with flat image, so the same argument combined with Theorem 12.4
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yields the stronger result of (b). Here is another argument using Theorem 12.4,
Proposition 12.6 and Theorem 12.7. Let G = GSp2n and µ = (0
n, (−1)n). By
Oort’s theorem, Im(δK0p) = B(G,µ), so it is enough to prove B(G,µ) ⊂ Im(δKap ).
Let [b] ∈ B(G,µ). By Wintenberger’s theorem, there exists w ∈ Adm(µ) such that
Xw(b)K˜ap
6= ∅, which implies the result by Proposition 12.6.
Note that a similar argument provides an alternative proof for part (a). 
Remark 12.9. Let G = GSp2n, and suppose µ is minuscule. We can give a proof
of Theorem 12.7 in this case using Oort’s theorem, as follows. Let [b] ∈ B(G,µ).
By Corollary 12.8, there is a point A = (A•, λ, i, η¯) such that δK˜ap
(A) = [b]. Now A
belongs to some KR-stratum Shw, so Shw ∩S[b] 6= ∅. Now Proposition 12.6 implies
that Xw([b])K˜a 6= ∅.
12.4. The basic locus is nonempty in the “fake” unitary case. 16
First consider a “fake” unitary variety Sh with µ = (0n−d, (−1)d). We shall consider
both hyperspecial and Iwahori level structures.
Recall that the subset Adm(µ) ⊂ W˜ (GLn) contains a unique minimal element. To
find this element, we consider first the element
τ1 = t(−1,0n−1)(12 · · ·n) ∈ W˜ (GLn),
where the cycle (12 · · ·n) acts on a vector (x1, x2 . . . , xn) ∈ X∗(T )⊗ R by sending
it to (xn, x1, . . . , xn−1). Note that this element preserves our base alcove
a = {(x1, . . . , xn) ∈ X∗(T )⊗ R | xn − 1 < x1 < · · · < xn−1 < xn}.
Hence its d-th power
τ = t((−1)d,0n−d)(12 · · ·n)d ∈ W˜ (GLn),
is the unique element of Ω which is congruent modulo Waff to tµ, so is the desired
element. This element is identified with an element in GLn(L) using our usual
convention (the vector part is sent to diag((p−1)d, 1n−d)). Via Morita equivalence,
we can view it as an element of G(L). In fact, via (5.2.1), τ becomes the element
τ = (X, p−1χ−1(Xt)−1χ),
where by definition X = diag((p−1)d, 1n−d)(12 · · ·n)d.
Next consider the Siegel case, where µ = (0n, (−1)n). The unique element τ ∈ Ω
which is congruent to tµ modulo Waff is given by
τ = t((−1)n,0n)(12 · · · 2n)n ∈ W˜ (GSp2n).
We will show that either case, τ ∈ G(L) is basic. We will also show that [τ ] belongs
to the image of δK0p . By virtue of Corollary 12.8, this will show that the basic locus
of ShKp is nonempty for every standard parahoric Kp.
Let us handle the second statement first.
Lemma 12.10. Let δ = τ ∈ G(L). Then there exists a Kottwitz triple (γ0; γ, δ)
satisfying the conditions in Remark 12.3. Hence [τ ] ∈ Im(δK0p).
16This non-emptiness is implicit in both articles of [FM], and can be justified (indirectly)
from their main theorems. Our object here is only to give a simple direct proof.
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Proof. Consider the “fake” unitary case. Note that δ ∈ G(Ln) is clearly fixed
by σ, so that
(12.4.1) Nδ = δn = diag((p−d)n)× diag((pd−n)n),
where the first factor is the diagonal matrix with the entry p−d repeated n times
(similarly for the second factor). This is the image of a unique element γ0 ∈ G(Q)
under the composition of the inclusion G(Q) →֒ G(Qp) and the isomorphism
(5.2.1). In fact γ0 belongs to the center of G, and thus is clearly an elliptic ele-
ment in G(R). Moreover, γ0γ∗0 = p
−n. For all primes l 6= p, we define γl to the
image of γ0 under the inclusion G(Q) →֒ G(Ql). We set γ = (γl)l ∈ G(Apf ). The
resulting triple (γ0; γ, δ) is clearly a Kottwitz triple satisfying the conditions (a-
c,d”) of Remark 12.3 (with r = n). One can check that α(γ0; γ, δ) = 1 from the
definitions, but in fact this is not necessary, as the group to which α(γ0; γ, δ) be-
longs is itself trivial in the “fake” unitary case (see [Ko92b], Lemma 2). Hence by
Remark 12.3, δ arises from a point in ShK0p(kn), i.e., [τ ] is in the image of δK0p .
In the Siegel case, the same argument works, if we let δ = τ ∈ GLn(L2) and note
(12.4.2) Nδ = δ2 = diag((p−1)2n).

Lemma 12.11. The element τ ∈ G(L) is basic.
Proof. We want to use the following special case of the characterization of
ν¯b, for certain b ∈ G(L): suppose we are given an element b ∈ G(L) such that for
sufficiently divisible s ∈ N, we may write in the semidirect product G(L)⋊ 〈σ〉 the
identity
(bσ)s = (sν)(p) σs
for a rational B-dominant cocharacter sν : Gm → Z(G) defined over Qp. Then in
that case, b is basic and
νb =
1
s
(sν) ∈ X∗(T )ΓpQ .
This follows immediately from the general characterization of ν¯b given in [Ko85],
§4.3.
This characterization applies to the element τ because of the identities (12.4.1) and
(12.4.2). In fact we see that, in GLn, the Newton point of τ is
ντ = ((
−d
n
)n) ∈ X∗(T (GLn))ΓpQ ,
which clearly factors through the center of G. In the Siegel case,
ντ = ((
−1
2
)2n) ∈ X∗(T (GSp2n))ΓpQ .
Thus τ is basic in each case. 
We get the following, which of course we already knew in the Siegel case, by Theorem
12.4.
Corollary 12.12. Let Sh be a “fake” unitary or Siegel modular Shimura variety
with level structure given by a standard parahoric subgroup Kp. Then the basic
locus of Sh is nonempty.
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For (more detailed) information concerning the Newton stratification on some other
Shimura varieties, the reader might consult the work of Andreatta-Goren [AG] and
Goren-Oort [GOo].
13. The number of irreducible components in ShFp
Let Sh be a “fake” unitary or a Siegel modular variety with Iwahori-level structure
as in §5. Recall that MlocFp is a connected variety with an Iwahori-orbit stratifica-
tion indexed by the finite subset Adm(µ) ⊂ W˜ , where µ = (0n−d, (−1)d), resp.
(0n, (−1)n). Its irreducible components are indexed by the maximal elements in
this set, namely by the translation elements tλ for λ belonging to the Weyl-orbit
Wµ of the coweight µ.
It is natural to hope that similar statements apply in some sense to Sh. The va-
rieties ShFp and S˜hFp are not geometrically connected (the number of connected
components of Sh
Fp
depends on the choice of subgroup Kp ⊂ G(Apf ); see below).
Nevertheless the following two Lemmas (13.1 and 13.2) show that in every con-
nected component of Sh, all the KR-strata are nonempty.
Lemma 13.1 ([Ge], Prop. 1.3.2, in the Siegel case). If Sh is either a “fake” unitary
or a Siegel modular Shimura variety, and Kp is any standard parahoric subgroup,
then the morphism ψ : S˜h→MlocKp is surjective.
Proof. First we claim that it suffices to prove the lemma for Kap , our stan-
dard Iwahori subgroup. Indeed, it is enough to observe that the following diagram
commutes
S˜hKap
ψ //

Mloc
p

S˜hKp
ψ //MlocKp ,
and that the right vertical arrow p is surjective on the level of KR-strata: every
AutKp-orbit inM
loc
Kp
contains an element in the image of p; this follows from [KR],
Prop. 9.3, 10.6. See also [Go3].
Next consider the Siegel case with Iwahori level structure, where this result is due
to Genestier, loc. cit. We briefly recall his argument. It is easy to see that ψ is
surjective on generic fibers, because it is Aut-equivariant, and the generic fiber of
Mloc is a single orbit under Aut. Because ψ is smooth, the complement of its image
is an Aut-invariant, Zariski-closed subset of the special fiber of Mloc. On the other
hand, there is a unique closed (zero-dimensional) Aut-orbit (denoted here by τ−1)
in that fiber which belongs to the Zariski-closure of every other Aut-orbit, and one
can show (by writing down an explicit chain of supersingular abelian varieties) that
the point τ−1 belongs to the image of ψ. It follows that ψ is surjective.
In the “fake” unitary case with Iwahori-level structure, consider the element τ from
§12.4 above. Then the element τ−1 indexes the unique zero-dimensional Aut-orbit
inMloc =M−w0µ. By Genestier’s argument, it is enough to prove that τ
−1 belongs
to the image of ψ, or equivalently, the stratum Shτ is nonempty. But we have proved
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in §12.4 that [δ] = [τ ] belongs to the image of δK0p . Furthermore, it is obvious that
Xτ (τ)K˜ap
6= ∅, and hence by Proposition 12.6, we conclude that Shτ ∩ S[τ ] 6= ∅.
(Note: Using the element τ ∈ W˜ (GSp2n), this argument applies just as well to the
Siegel case, thus providing an alternative to Genestier’s step of finding an explicit
chain of abelian varieties in the moduli problem which maps to τ−1.) 
Recall that Sh is not a connected scheme. In fact, for our two examples, the set of
connected components of the geometric generic fiber Sh
Qp
carries a simply transitive
action by the finite abelian group
π0 = Z
+
(p)\(Apf)×/c(Kp) = Q+\A×f /c(Kp)Z×p = Q×\A×/c(KK∞),
where c : G→ Gm is the similitude homomorphism, K∞ denotes the centralizer of
h0 in G(R), and the superscript + designates the positive elements of the set; cf.
[Del]. To see the groups above are actually isomorphic, use the fact that c(K∞) ⊃
R+ and c(Kp) = Z×p , as one can easily check for each of our two examples. Fixing
isomorphisms Apf (1) = A
p
f and Qp = C once and for all, an element (A•, λ, i, η¯) ∈
Sh(Qp) belongs to the connected component indexed by a ∈ π0 if and only if the
Weil-pairing (·, ·)λ on H1(A,Apf ) pulls-back via η¯ to the pairing a(·, ·) on V ⊗ Apf ;
see [H3] §2.
Let Zp ⊂ Qp denote the subring of elements integral over Zp, and fix a ∈ π0. Let
Sh0 denote the moduli space (over e.g. Zp) of points (A•, λ, i, η¯) ∈ Sh such that
η¯∗ (·, ·)λ = a(·, ·).
Lemma 13.2. Suppose Kp is any standard parahoric subgroup. Then the fibers of
Sh0 → Spec(Zp) are connected. Furthermore, the morphism ψ : S˜h0 → MlocKp is
surjective.
Proof. By [Del], the generic fiber Sh0
Qp
is connected. In the “fake” unitary
case, Sh0 → Spec(Zp) is proper and flat, and hence by the Zariski connectedness
principle (comp. [Ha], Ex. III.11.4), the special fiber is also connected. In the Siegel
case Sh0 → Spec(Zp) is flat but not proper, so the same argument does not apply
(but see [CF] IV.5.10 when Kp is maximal hyperspecial). However, the connected-
ness of the special fiber still holds and can be proved in an indirect way from the
p-adic monodromy theorem of [CF]; for details see [Yu].
The statement regarding surjectivity follows from the proof of Lemma 13.1: the
local model diagram does not “see” η¯, and so we can arrange matters so that all
constructions occur within Sh0 and S˜h0. 
From now on we assume Kp = K
a
p . The above lemma proves that in any connected
component Sh0, all KR-strata Sh0w are nonempty.
In fact, because the KR-stratum Shτ is zero-dimensional, the nonemptiness of Sh
0
τ∩
S[τ ] proves slightly more. The following statement is in some sense the opposite
extreme of the result of Genestier-Ngoˆ in Corollary 8.3.
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Corollary 13.3. In the “fake” unitary or the Siegel case with Kp = K
a
p , let Sh
0
τ
denote the the zero-dimensional KR-stratum in a connected component Sh0. Then
Sh0τ is nonempty and is contained in the basic locus of ShKap .
How can we describe the irreducible components in Sh0
Fp
? These are clearly just the
closures of the irreducible components of the KR-strata Sh0tλ , as λ ranges over the
Weyl-orbit Wµ. A priori, each of these maximal KR-strata might be the (disjoint)
union of several irreducible components, all having the same dimension.
Corollary 13.4. In the Siegel or “fake” unitary case, Sh0
Fp
is equidimensional,
and the number of irreducible components is at least #Wµ.
In the Siegel case, a much more precise statement has been established by C.-F. Yu
[Yu], answering in the affirmative a question raised in [deJ].
Theorem 13.5 ([Yu]). In the Siegel case with Kp = K
a
p , each maximal KR-stratum
Sh0tλ is irreducible. Hence Sh
0
Fp
has exactly 2n irreducible components. An analogous
statement holds for any standard parahoric subgroup Kp.
It is reasonable to expect that similar methods will apply to the “fake” unitary
case to prove that the number of irreducible components in Sh0
Fp
is exactly #Wµ.
In fact, it would be interesting to determine whether this last statement remains
true for any PEL Shimura variety attached to a group whose p-adic completion is
unramified.
14. Appendix: Summary of Dieudonne´ theory and de Rham and
crystalline cohomology for abelian varieties
This summary is extracted from some standard references – [BBM], [Dem], [Fon],
[Il], [MaMe], [Me], and [O] – as well as from [deJ].
14.1. de Rham cohomology and the Hodge filtration. To an abelian
scheme a : A→ S of relative dimension g is associated the de Rham complex Ω•A/S
of OA-modules. We define the de Rham cohomology sheaves
Ria∗(Ω
•
A/S).
The first de Rham cohomology sheaf
R1a∗(Ω
•
A/S)
is a locally free OS-module of rank 2g. If S is the spectrum of a Noetherian ring R,
then
H1DR(A/S) := H
1(A,Ω•A/S) = Γ(S,R
1a∗(Ω
•
A/S))
is a locally free R-module of rank 2g.
The Hodge-de Rham spectral sequence degenerates at E1 ([BBM], §2.5), yielding
the exact sequence
0→ R0a∗(Ω1A/S)→ R1a∗(Ω•A/S)→ R1a∗(OA)→ 0.
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We define ωA := R
0a∗(Ω
1
A/S), a locally free sub-OS-module of rank g. The term
R1a∗(OA) may be identified with Lie(Â), the Lie algebra of the dual abelian scheme
Â/S. It is also locally free of rank g. Thus we have the Hodge filtration on de Rham
cohomology
0→ ωA → R1a∗(Ω•A/S)→ Lie(Â)→ 0.
Recall that in our formulation of the moduli problem defining Sh(G, h)Kp , the
important determinant condition refers to the Lie algebra Lie(A), and not to Lie(Â).
Because of this it is convenient (although not, strictly-speaking, necessary) to work
with the covariant analogue M(A) of R1a∗(Ω
•
A/S). To define it, recall that for any
OS-module N , we define the dual OS-module N∨ by
N∨ := HomOS (N,OS).
Let M(A) := (R1a∗(Ω
•
A/S))
∨ be the dual of de Rham cohomology. This is a locally
free OS-module of rank 2g. By the proposition below, we can identify ω∨A = Lie(A)
and so the Hodge filtration on M(A) takes the form
0→ Lie(Â)∨ →M(A)→ Lie(A)→ 0.
It is sometimes convenient to denote D(A)S := R1a∗(ΩA/S) (this notation refers to
crystalline cohomology, see [BBM], [Il]).
Proposition 14.1 ([BBM], Prop. 5.1.10). There is a commutative diagram whose
vertical arrows are isomorphisms
0 // Lie(Â)∨ //
∼=

D(A)∨S //
∼=

ω∨A
//
∼=

0
0 // ωÂ // D(Â)S // Lie(A) // 0.
14.2. Crystalline cohomology. Let kr = Fpr be a finite field with ring of
Witt vectors W (kr). The fraction field Lr of W (kr) is an unramified extension of
Qp and its Galois group is the cyclic group of order r generated by the Frobenius
element σ : x 7→ xp; note also that σ acts onWitt vectors by the rule σ(a0, a1, . . . ) =
(ap0, a
p
1, . . . ).
Let A be an abelian variety over kr of dimension g. We have the integral isocrystal
associated to A/kr, given by the data
D(A) = (H1crys(A/W (kr)), F, V ).
Here the crystalline cohomology group H1crys(A/W (kr)) is a free W (kr)-module
of rank 2g, equipped with a σ-linear endomorphism F (“Frobenius”) and
the σ−1-linear endomorphism V (“Verschiebung”) which induce bijections on
H1crys(A/W (kr)) ⊗W (kr) Lr. We have the identity FV = V F = p (by definition
of V ), hence the inclusions of W (kr)-lattices
H1crys(A/W (kr)) ⊃ FH1crys(A/W (kr)) ⊃ pH1crys(A/W (kr))
(as well as the analogous inclusions for V replacing F ).
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The endomorphism F has the property that F r = πA on H
1
crys, where πA denotes
the absolute Frobenius morphism of A relative to the field of definition kr (on
projective coordinates xi for A, πA induces the map xi 7→ xp
r
i ).
14.3. Relation with Dieudonne´ theory. The crystalline cohomology of
A/kr is intimately connected to the (contravariant) Dieudonne´ module of the p-
divisible group A[p∞] := lim−→A[p
n], the union of the sub-groupschemes A[pn] =
ker(pn : A → A). Recall that the classical contravariant Dieudonne´ functor G 7→
D(G) establishes an exact anti-equivalence between the categories{
p-divisible groups G = lim−→Gn over kr
}
and
{free W (kr)-modules M = lim←−M/p
nM , equipped with operators F, V };
see [Dem], [Fon]. Here F and V are σ- resp. σ−1-linear, inducing bijections on
M ⊗W (kr) Lr.
The crystalline cohomology of A/kr, together with the operators F and V , is the
same as the Dieudonne´ module of the p-divisible group A[p∞], in the sense that
there is a canonical isomorphism
(14.3.1) H1crys(A/W (kr))
∼= D(A[p∞])
which respects the endomorphisms F and V on both sides, cf. [BBM]. Moreover,
we have the following identifications
(14.3.2) D(A)kr := H
1
crys(A/W (kr))⊗W (kr) kr ∼= H1DR(A/kr) ∼= D(A[p]).
The second isomorphism is due to Oda [O]; see below. The first isomorphism is a
standard fact ([BBM]), but can also be deduced via Oda’s theorem by reducing
equation (14.3.1) modulo p: the exactness of the functor D implies that D(A[p]) =
D(A[p∞])/pD(A[p∞]) = D(A[p∞]) ⊗W (kr) kr. In particular, the kr-vector space
H1DR(A/kr) inherits endomorphisms F and V (σ- resp. σ
−1-linear).
The theorem of Oda [O] includes as well the relation between the Hodge filtration
on the de Rham cohomology of A and a suitable filtration on the isocrystal D(A).
Theorem 14.2 ([O], Cor. 5.11). There is a natural isomorphism ψ :
D(A)kr→˜H1DR(A/kr), and under this isomorphism, V D(A)kr is taken to ωA. In
particular there is an exact sequence
0→ V D(A)→ D(A)→ Lie(Â)→ 0.
14.4. Remarks on duality. We actually make use of this in a dual formula-
tion. Define H = H(A) to be the W (kr)-linear dual of the isocrystal D(A)
(14.4.1) H(A) = HomW (kr)(D(A),W (kr)),
and define HLr = H(A)Lr = H(A) ⊗W (kr) Lr. Letting 〈 , 〉 : H × D(A) → W (kr)
denote the canonical pairing, we define σ- resp. σ−1-linear injections F resp. V on
H (they are bijective on HLr) by the formulae
〈Fu, a〉 = σ〈u, V a〉(14.4.2)
〈V u, a〉 = σ−1〈u, Fa〉(14.4.3)
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for u ∈ H and a ∈ D(A) = H1crys(A/W (kr)).
Of course H(A)kr := H ⊗W (kr) kr is the kr-linear dual of D(A)kr , hence
H(A)kr =M(A/kr).
Lemma 14.3. Let S = Spec(kr). Equip H = D(A)∨ with operators F, V as in
(14.4.2). Then the isomorphism
D(A)∨kr →˜ D(Â)kr
of Proposition 14.1 is an isomorphism of W (kr)[F, V ]-modules.
Proof. From [Dem], Theorem 8 (p. 71), for a p-divisible group G with Serre
dual G′ (loc. cit., p. 46) there is a duality pairing in the category of W (kr)[F, V ]-
modules
〈 , 〉 : D(G′)×D(G)→W (kr)(−1)
whereW (kr)(−1) is the isocrystal with underlying spaceW (kr) and σ-linear endo-
morphism pσ. That is, we have the identity
〈FG′x, FGy〉 = pσ〈x, y〉,
or
〈FG′x, y〉 = σ〈x, pF−1G y〉 = σ〈x, VGy〉.
There is a canonical identification
(A[p∞])′ = Â[p∞].
Now from the above pairing with G = A[p∞] and (14.3.1) we deduce a duality
pairing of W (kr)[F, V ]-modules
D(Â)× D(A)→W (kr)(−1),
which induces the isomorphism of Proposition 14.1. The lemma follows from these
remarks. 
Applying Oda’s theorem (14.2) to Â and invoking the above lemma gives Lie(Â)∨ =
VM(A/kr), thus there is an exact sequence
0→ V H(A)→ H(A)→ Lie(A)→ 0.
Thus, we have
Corollary 14.4. Let F, V be the σ- resp. σ−1-linear endomorphisms ofH = H(A)
defined in (14.4.2). There is a natural isomorphism
V −1H
H
= σ(Lie(A)).
Moreover, on HLr we have the identity V
−r = π−1A . (Comp. [Ko92], §10, 16.)
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