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ABSTRACT
The classic Charney problem of baroclinic instability in a quasi-
Boussinesq fluid on a 8-plane is examined through perturbation techniques
in the short-wave limit and near the neutral curve separating Green and
Charney modes. This analysis allows relatively simple representation of
the unstable Charney and Green modes. The rapidly growing Charney modes
NHhave a vertical scale of H/(l+y) and a horizontal scale of where
f(l+y)B N2 H
H = density scale height , y = , and ii = mean zonal flow. For y>>1l
f2 -
the waves are short and shallow. For weak 5-effect (y<<l) the waves
approach an Eady limit and have the traditional horizontal scale of baro-
clinic instability, NH/f.
The results of the perturbation analysis are used to suggest heat flux
parameterizations for the Charney modes. The wave amplitude is assumed to
be proportional to the zonal available potential energy across the
perturbation meridional scale. The wave's vertical and horizontal scales
as related to the mean flow parameters determine the strength of the flux.
For large y the vertically averaged flux is weak since the waves are short
and shallow. This is analogous to the two-level model which is stable
(i.e. no baroclinic fluxes) for y > 1.
The parameterization scheme is tested in a symmetric general circulation
model and reproduces several features of the extra-tropical eddy heat trans-
ports. Feedbacks involving the vertical flux as it is forced by the meri-
dional temperature gradient dominate the selection of the wave scales and
the efficiency of the baroclinic transports.
Similar concepts of eddy mixing are used with potential vorticity and
entropy conservation to develop a momentum flux parameterization. Appli-
cations are made in an analytical momentum balance model which includes
eddy transport and surface stress. The barotropic mean zonal flow found in
the model roughly agrees with the observed distribution and strength of
the surface zonal wind. This model is also combined with the energy
balance model to predict the strength of both baroclinic and barotropic
mean flow.
Asymmetric motions are evidently important in maintaining the zonal
circulation of Jupiter's atmosphere. An estimate of the strength of the
mean meridional circulation is made on the basis of observed eddy momentum
transports. The estimated meridional flow of a few cm sec-1 is unlikely to
be observable and it is suggested that asymmetric motions are at least as
important in cloud formation. The weak horizontal gradients in infrared
emissions from Jupiter do not eliminate the possibility of baroclinic
instability. The zonal wind-profile suggests the planetary-scale meridional
temperature gradient may be significant below the cloud tops.
With consideration given to the complex Jovian cloud structure, an Eady
model with vertically varying shear and static stability is examined in the
long-wave limit. The most unstable wavelength is a vertically averaged
radius of deformation that is weighted to levels of strong shear. The
results of the long-wave analysis are applied to a simple model of the
Jovian cloud system to estimate an instability scale of 8000 Km and are
also used in a Jovian energy balance model.
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CHAPTER I
INTRODUCTION
The development of baroclinic stability theory has greatly added
to our understanding of the dynamics of a variety of rotating fluid
systems. The early studies of Charney (1947), Eady (1949), and Green
(1960) examined the linear stability of simple atmospheric states and
recognized the importance of baroclinically unstable waves in determining
the structure and time scales of the observed large-scale fluctuations.
The stability of more complicated atmospheric profiles has been examined,
primarily by numerical methods similar to Green's analysis, but the
basic results are unchanged from the original studies.
The transport properties of baroclinic waves have considerable
influence in determining the mean structure of the atmospheric circulation
and thermal fields in extratropical latitudes. Once the perturbations
reach significant amplitudes, the conversion of mean flow available
potential energy to eddy kinetic energy, Reynolds stresses, and the
forcing of mean meridional circulations will all modify the original
state. The atmosphere is never completely free of these modifying
processes nor are these transports steady-state. Only by statistical
techniques is it possible to assess the average role of the baroclinic
eddies in maintaining the general circulation as described by Lorenz (1967)
and many studies by Starr.
The behavior of baroclinic waves and their transport mechanisms
has considerable importance in the modeling of terrestrial climatic states.
To understand response of the total atmospheric-oceanic system to changes
in the external forcing we must first understand how each important
dynamical process responds. Certainly, the feedbacks associated with
baroclinic instability are vital in explaining the mean atmospheric
structure and its response to forcing changes.
As noted by Stone (1972), baroclinic transports will be important
in determining not only the horizontal temperature structure but also
the vertical structure. It is rather inconsistent to model the effects
of the horizontal heat flux without also including vertical stabilization
caused by vertical fluxes. Ignoring the effect of vertical heat transports
of baroclinic waves is an assumption that is often made in one-layer climate
models and two-layer baroclinic models with fixed static stability.
The primary objective of this thesis is to study the scales and
structures of baroclinically unstable waves as they relate to their heat
and momentum transporting properties. The emphasis will be on finding
a method of parameterizing these transports. These representations of
the time-zonal mean baroclinic fluxes can then be used in analytical
and numerical climate models.
The effect of a variable Coriolis parameter (the s-effect) has
been recognized elsewhere (Charney, 1947; Green, 1960; Held, 1978)
to be a crucial factor in determining the scales and structures of
baroclinic waves. Convenient expressions for the linear wave structure
on a s-plane will be found by perturbation techniques and then used
in the development of flux parameterizations. In the past the complexity
of exact solutions of the linear stability problem has prevented practical
application to parameterization problems. The perturbation methods
presented here provide comparatively simple means of representing the
vertical structure of the waves and determining the most rapidly growing
wavelength.
The stability analysis and parameterization methods will be limited
to the behavior of baroclinic instability of a zonally averaged
circulation. Since the average state of the atmosphere is partly
determined by the eddy redistribution of heat and momentum, the mean
flow representation in stability analyses is somewhat arbitrary.
Traditionally, the analysis uses a basic state profile of the observed
zonal average of zonal wind and stratification (e.g. Gall, 1976), often
neglecting latitudinal variations (Geisler and Garcia, 1977). This
mean flow implicitly includes the effects of finite amplitude eddies.
An alternative is to study the stability of the thermal wind field
of radiative-moist convective equilibrium or of an axisymmetric circulation
driven by thermal forcing (i.e., aHadley cell). Therefore, the mean flow
is found without eddy influences. Of course, the atmospheric circulation
is never in a purely axisymmetric state and temperature gradients of
the magnitude found in these basic states are never allowed to develop
on planetary scales.
To account for asymmetries of the surface, the stability of steady
forced waves in a zonal flow should be considered. This allows eddies
to draw from both standing eddy and zonal available potential energy.
The instantaneous zonal flow is far from being zonally uniform. Free
baroclinic waves themselves may be subject to secondary instabilities
(e.g. Lin, 1979). These longitudinal nonuniformities will lead to a
broad spectrum of scales in energy conversion processes as evidenced by
observations (see Fig. 1.1). Substantial energy conversion occurs not
only at "baroclinic" scales (wavenumber 6) but also at planetary scales
(wavenumber < 3).
By the subjective nature of the mean flow choice alone, it is clear
that the stability analysis can give only approximate representations to
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Fig. 1.1 Spectra of eddy kinetic energy ( K ) and conversion of zonal available
potential energy to eddy available potential energy ( C L) . (from
Tenenbaum, 1976)
the scales and structures of observed baroclinic waves. It would be a
poorly defined problem to look for the exact scale and structure of
baroclinic instability as it appears in the atmosphere. The important
consideration must be to study the general properties of baroclinic waves
and how they influence the mean flow that they appear in.
The stability analysis of zonal mean structures considers the
properties of transient eddies only. From observational studies the
transient eddies transfer much more heat and momentum than stationary
eddies in summer and as much in winter. It is not clear what portion
of the transient fluxes is caused by instability of the zonal mean flow
or asymmetries in that flow. A significant part (30%) of the transient
fluxes occurs at planetary scales and may be caused by instability of the
mean flow, planetary-scale free baroclinic waves, or forced standing
waves. Nor is it completely evident from the observations how the mean
flow affects the stationary transports. However, it is clear that the
primary energy source must be the differential solar heating and whether
the eddy kinetic energy is realized by transient or standing eddy conversions
may not be crucial in determining the zonal mean structure.
In general circulation models removal of stationary forcing increases
transports by transient eddies, compensating almost fully for the loss
of stationary fluxes (e.g.,removal of topography, Manabe and Terpstra,
1974). Furthermore, observational studies (Holopainen, 1970; Oort and
Peixoto, 1974) and models of topographically forced waves (Yao, 1980)
show that the stationary eddies feed on the zonal available potential
energy. Stone and Miller (1980) have shown that the total (transient plus
standing) eddy heat flux has a higher correlation with the meridional
temperature gradient than either of the individual components. Removal
16a
of topography by Manabe and Terpstra(1974) from the GFDL GCM sub-
stantially reduced contributions to potential energy conversion at planetary
scales, leaving a prominent spectral peak at baroclinic scales. The
zonally averaged state and total energy conversion was relatively
unchanged from the realistic topography simulation. The two
types of heat fluxes appear to jointly respond to changes in the external
forcing.
This thesis will confine its attention to the nature of transient
baroclinic waves developing on a mean zonal flow. Secondary instabilities
and those caused by asymmetric forcing will not be considered, although
it should be noted some of the qualitative behavior of the initial
instability will also apply to waves growing in zonally non-uniform flow.
Because of the negative feedbacks between stationary and transient eddies,
modeling the zonal mean atmospheric structure is likely to be satisfactory
when including only transient eddies as is found in general circulation
models with zonally uniform surfaces. Comparisons of parameterizations
developed in this thesis will be made with both observed transient and
total heat fluxes.
Though the vertical structure and horizontal scale of the unstable
wave can be computed by numerical methods, it is often more instructive
to simplify the basic state and employ analytical techniques. By examining
the classic Charney problem of baroclinic instability through perturbation
analysis, approximate representations of the vertical structure of the
wave streamfunction can be obtained. The stability of the mean flow with
respect to the disturbance can also be ascertained.
This perturbation analysis of the simplified zonal flow profile of
the Charney model is contained in Chapter II. Previous investigators
have concentrated on demonstrating the instability of the flow. The
analysis of Chapter II will examine the structure and horizontal and
vertical scales of the linear waves in detail. The vertical structure
will be described by functions that are much simpler than the exact
solutions, clarifying the behavior of the linear waves and allowing
relatively convenient application to parameterizations.
The emphasis will be on the 8-effect and will amplify the scaling
analysis of Held (1978), who suggested the horizontal and vertical scales
depend on the dimensionless parameter
a dimensionless measure of the S-effect in baroclinic fluid with H =
density scale height and U = mean flow. The importance of this parameter
to baroclinic waves is also noted by Green (1960, 1970) who recognizes y
as the ratio of vorticity changes from meridional advection to changes
from vertical stretching. The perturbation expansion developed in Chapter
II will clarify the influence of this parameter on the linear waves.
A heat flux parameterization based on these results is developed in
Chapter III. As the linear stability analysis does not yield wave
amplitudes, a closure assumption is required. An amplitude dependent on
the mean flow parameters is chosen and is analogous to Stone's (1972)
assumption of equi-partitioning of energy. Evidence from finite-
amplitude theory and experimental and numerical results is reviewed in
support of this hypothesis.
The parameterization scheme is tested by using observed data of the
zonal mean state and comparing the predicted flux with observations of
related quantities. Further testing and application is made in an
axisymmetric climate model developed by Yao and Stone. This flux
representation is also used in an analytic model of the planetary scale
heat balance using physical parameters appropriate to earth, Mars, and
Jupiter.
In the fourth chapter further use is made of these concepts to model
transient eddy momentum fluxes. Applications are made in an analytical
model of the terrestrial momentum balance with emphasis on the effect of
eddy scales on surface winds or barotropic zonal flow distribution.
The nature of Jovian dynamics is examined in the fifth chapter with
a review of observations and theory and the suggestion for the existence
of baroclinic waves. The Jovian atmosphere is expected to have considerable
vertical structure from the condensation of various constituents and the
deposition of solar radiation. These remarks motivate a discussion of
baroclinic instability in a fluid of vertically varying shear and static
stability through use of an f-plane model. A few calculations are made
for an idealized representation of the Jovian cloud structure. Comments
concerning the modeling of the Jovian circulation and heat balance are
also offered.
In the final chapter a review of the major results is given and some
conclusions are drawn concerning the influence of baroclinic waves on
climatic states and general circulations of planetary atmospheres.
Future work is suggested for a better understanding of baroclinic
instability in more complicated fluid systems. The further development
of eddy flux parameterizations for use in climate modeling and studies of
the Jovian circulation may be assisted by a few speculative thoughts
offered in the final section.
CHAPTER II
APPROXIMATE SOLUTIONS OF THE CHARNEY PROBLEM
1. Scaling Analysis
By performing a scaling analysis of Charney's (1947) classic model
of baroclinic instability, Held (1978) noted that the horizontal wave-
length of the fastest growing mode is dependent on the dimensionless
parameter 0 - 1
where H = density scale height, h = 2- , and - = mean
zonal flow vertical shear.
If Y >> 1 the appropriate vertical scale of the wave is h and the
wavelength is on the order of Nh/f. Conversely, if Y << 1 the
appropriate wave depth is H and horizontal scale NH/f, the radius of
deformation as it is traditionally defined. This result was also
mentioned by Green (1960) in his numerical study of baroclinic instability.
The scaling analysis is reviewed here.
We will examine adiabatic, inviscid, quasi-geostrophic motion on a
mid-latitude E-plane, following the development of Charney (1973, Ch. 7).
The first order equations in the Rossby number expansion can be reduced
to a single equation expressing the conservation of quasi-geostrophic,
pseudo-potential vorticity, q :
0 (2.1.1)
with ~ V lax
where a = planetary radius and other symbols have their usual meaning.
The subscript s refers to a motionless basic state that is a horizontal
and time mean of the thermodynamic variables, p, p, and 6 . The s-plane
is centered on latitude ¢= 4o with y = o at o .
At the lower boundary we assume a rigid, uniform surface so that the
vertical velocity vanishes at z = 0. From the thermodynamic equation
(cf. Charney (1973), eq. 7.38), the stream function will obey:
S"-O at z = 0. (2.1.3)
For the upper boundary we assume some boundness condition on as
Z 0 . For our purposes, it is sufficient to use:
+ 0 as z . (2.1.4)
Horizontal boundary conditions are discussed below.
Next consider a linear perturbation on a zonal flow of u = u(y,s).
Linearizing eq. (2.1.1) we obtain an equation for the perturbation
stream function:
"b "b X - (2.1.5)
The boundary conditions (2.1.3) and (2.1.4) become:
(a 2)i-6 -+ at 0(2.1.6)
S0 as C o.
The primed quantities refer to the perturbation and overbar to the
mean flow. From eqs. (2.1.2), we find:
IV + (2.1.7)
and
go - ~ Lj) b (2.1.8)
Eq. (2.1.5) has been extensively studied in the examination of baroclinic
and barotropic stability. Here we will consider a simple basic state
which constitutes the Charney problem.
Assume that = 0 , "j = constant > 0, u (z=0) = 0,
NS =constant, and sP (o )ewith H also constant. Using
a normal mode analysis, we let the perturbation take the form:
Y I= A T(. ej [ ( +4 q Ac)]
where (.() is the dimensionless vertical structure and A, an arbitrary
amplitude. The motion is taken as periodic in x and y with zonal
and meridional wavelengths, x =  and L . Rigid
channel boundaries could be assumed at some sufficiently distant
from the center of the 8-plane (on the order of the planetary radius)
without altering the basic arguments. We will primarily concerned with
the zonal wavelength and could also assume = 0 or no meridional
structure.
Eq. (2.1.5) becomes, after substituting for , , q', and
(t S~ NS. 14 d (2.1.9)
The lower boundary condition (2.1.6) is:
A. 0) + (0) 0 (.10
'"dt. AZ ( . .0
Now use the following scales to obtain a dimensionless form, (2.1.11),
of eq. (2.1.9): = C (&)a (i NsRTI 7-)0'=0~
with :
The boundary conditions
C' 9 °_ )4.E
N/k and
are
+ (0 -
ka? , z
o 9(oo 0o.
(2.1.11)
(2.1.12)
If Y
then the
>>
d
cLv*
1 (strong static stability, large 0 , or weak shear),
term of - dominates and eq. (2.1.11) is approximately:
(J# -C (2.1. 13)
To obtain balance between the last term in eq. (2.1.13) and at least
one of the first two terms, we must rescale ", C , K' , by
to o n by
to obtain
, # a d_ s. (2.1.14)
Similarly, eq. (2.1.12) is rescaled to:
cz .0
Upon neglecting the second term in (2.1.14), we see that the
mean flow parameters can be eliminated from the eigenvalue problem for
C in the limit Y >> 1. Therefore, the appropriate scaling in
this problem is:
where h = 0oNS and the wavelength of maximum growth rate
must be 0 ( with a growth rate of 0(C C)= 0( ) . This
limit was noted by Green (1960) and clarified by Held (1978). Since Y
is large for large H, this may be considered a Boussinesq or deep fluid
limit. The vertical scale, h, is given by dynamical parameters and is
independent of H. The stability of the zonal flow in this limit was
numerically determined by Kuo (1973).
In the limit Y << 1, the term -- dominates
in and eq. (2.1.11) is approximately:
As in the opposite limit, reference to the mean flow is removed and the
original scaling is adequate with a horizontal scale of 8_ and
growth rate again of 0 ( To d )
Therefore, for strong shear or weak stratification (H << h,y << 1)
measured against Bo in Y , the waves will have a vertical scale on
the order of the density scale height, H, and a horizontal scale of the
radius of deformation, -- . This limit will be called the EadySo
limit because the waves correspond to Eady's (1949) f-plane model of
baroclinic instability. The vertical scale here is H, the density
scale height, rather than the depth of the bounded fluid that Eady examined.
For weak shear or strong stratification (H >> h) the baroclinic
waves are comparatively shallow with a vertical scale of h. The
horizontal scale is z o /so that increasing the
the static stability will shorten the horizontal scale unlike the
traditional radius of deformation, Mo "
The dimensionless parameter, y , has an interesting correspondence
to the stability criterion of the Phillips two-level model as elucidated
by Held (1978). The vertical shear required in a two-level model for
baroclinic instability is 4U> o e ' where A represents
the difference between the upper and lower levels, is the geo-
potential, and 62 is the mid-level potential temperature. Re-
arrangement of the inequality yields a 2-level approximation of 7 <1 .
Thus, if the unstable waves are relatively shallow (Y >> 1), they cannot
be represented by a two-layer model with a depth of the density scale
height and will not appear as instabilities.
On the basis of this scaling analysis, we cannot find the form of the
vertical structure, T (z). However, in later discussion, some perturbation
techniques will be used to obtain approximate solutions to the eigenvalue
problem given by eqs. (2.1.11,12).
2. Review of Solutions
The Charney model and similar problems have been studied extensively
since Charney's original analysis. This section will review the solutions
of previous investigators and the implications for atmospheric motions.
A dimensionless measure of wavelength important in describing the
stability of the mean flow is
with Y , K' defined in Section II-1. Charney (1947) demonstrated
graphically that for 0 <r <1, the flow is unstable, i.e. C. , the
phase speed, is complex. Neutral modes exist for r=n (n = 1, 2, 3,...).
The exact solutions of eq. (2.1.11) can be found for any r in the form
of confluent hypergeometric functions. These functions can be expressed
as infinite series which terminate for r=n. For further details, the
reader is referred to Charney (1973, Ch.9) or Pedlosky (1979a,Ch.7).
While application of the upper boundary condition is straightforward,
applying the lower boundary condition to find the eigenvalue, C , is
not trivial. By trial and error Kuo (1952) found the complex eigenvalues
for r< 1. As shown by Charney (1947) the imaginary part of C is
0((l-r) 2) for r< 1o The unstable modes for r < 1 are usually called
"Charney modes (or waves)" and their largest streamfunction amplitudes
are near the surface, esp. for short wavelengths. (See Fig. 2.1a).
In the numerical study of Green (1960) who examined a similar
problem in baroclinic instability, more unstable waves were found for
wavelengths greater than the Charney modes. These waves, usually
termed "Green modes", have more vertical structure attaining maximum
amplitudes well above the lower boundary (see Fig. 2.1b). By studying
the behavior of the hypergeometric functions near the lower boundary,
instability near r=n was found analytically by Burger (1962) and clarified
by Miles (1964a). Near the neutral curves of r=n, growth rates are
3
0((n-r) ) for r <n and 0((r-n) /2) for r >n. Neutral curves of r=n have
n real values of the phase speed or eigenvalue, C , with one value of
zero while the rest are negative, i.e. westward propagating waves. For
n <r <n + 1, n real eigenvalues exist and are negative (Burger, 1962;
Charney, 1973).
Previous analytical studies of the Charney problem have concentrated
on demonstrating the instability of the profile. They did not obtain the
simple relations for vertical structure and scales of the most rapidly
growing waves required to model eddy transports. In the following sections
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(wavenumber 2).
expansions for the short Charney waves and near the neutral curve
separating Charney and Green modes allow us to find such relations.
The results clarify the dependence of the scales and the vertical
structure on the mean flow parameters and differences between Charney
and Green mode structures near the neutral curve.
The neutral curves and regions of instability are shown schemati-
cally in Fig. 2.2 for the y - K-I plane. The fundamental or first
neutral curve (r = 1) separates the Charney and Green modes. Near and
below each neutral curve, the growth rate is 0((r-n)3  ) and above it,
0((n-r) 2). The dashed curve indicates the wavelength of maximum linear
growth which occurs in the Charney mode region. This curve asymptotes
to an 0(1) factor of "  for y << 1. More detailed diagrams of
the stability properties will be shown later.
The unstable waves have the characteristic baroclinic conversion
process found in the simpler Eady (1949) model. Sensible heat is
transported down the meridional temperature gradient, converting zonal
available potential energy (A.P.E.) into eddy A.P.E. Entropy is also
transported vertically converting eddy A.P.E. into eddy kinetic energy.
Using observed mid-latitude parameters the wavelength of the fastest
growing mode is about 4000-5000 km with a doubling time of about two days.
The remainder of this chapter will focus on the properties of the
Charney modes which are the fastest growing perturbations in this model.
Whether the fastest growing modes of linear analysis are the waves that
accomplish most of the atmospheric energy conversion by transient waves
is an open, and, perhaps, unanswerable question. Linear theory does
predict the correct length and time scales and sign of energy transports
and peaks in energy conversions do occur at these scales.
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Fig. 2.2. Stability regions of Charney model. Curves of r=n (n= 1,2,3..)
have n neutral modes. Exponentially growing modes occur else-
where with the most unstable waves along the dashed line in
the Charney mode region (r<l). Along with unstable Green
modes (r>l), n neutral modes exist for n < n+ .
(from Charney, 1973)
Besides the considerations of zonal asymmetries discussed in
Chapter I, nonlinear and dissipative effects will influence scale
selection and have been compared with linear theory in the numerical
investigations of Gall et al (1979) and Simmons and Hoskins (1978).
The conclusions of these studies are similar. Linear analysis of
observed vertically and latitudinally varying profiles found the most
rapid growth at large wavenumbers (in Gall's example, zonal wavenumber
14; Simmons and Hoskins, 8-11) in apparent disagreement with observed
motions and analyses using simpler profiles.
In Gall's (1976) linear analysis, the mean flow has a lower
tropospheric region at 400 N with Richardson numbers of about 10, indicating
the mean location of the polar front. Not surprisingly, short, shallow
waves with maximum amplitudes in this region were found to have the
largest growth rates in the spectrum. As suggested by Charney (personal
communication), it is likely this mean polar front was formed by the
action of longer waves. The basic state had already been adjusted by
baroclinic waves and the choice of the mean flow proved to be crucial.
Time integrations of growing waves which allowed for interaction
with the mean flow and frictional dissipation indicated the longer wave-
lengths (zonal wavenumber of 6-7) were likely to reach the largest
amplitudes. Short waves, through having slightly larger growth rates,
were damped more effectively by friction and by their stabilization of
the mean flow. By the end of the time integration of Gall's study in
which all waves were allowed to grow simultaneously, the linear growth
rate spectrum had been shifted to lower wavenumbers through modification
of the mean flow. Interestingly, once the waves reached large amplitudes,
the linear stability analysis of the zonal mean flow would have predicted
the wavenumber of greatest kinetic energy.
While it is unable to determine the amplitude of waves, linear
analysis will describe the general behavior of the scales and structures
of the growing modes. In Chapter III, an energy balance model is developed
which simultaneously solves for the characteristics of the linearly most
unstable mode and the mean atmospheric state as it is adjusted by that
mode. Though details of nonlinear interaction and dissipation are not
included, it provides a method of studying baroclinic transports that
determine the mean state.
3. Short-Wave Approximation
In this section we will use a perturbation expansion from the short-
wave end of the spectrum to study the properties of the Charney modes.
Miles (1964b) has also examined the short-wave limit and demonstrated
the instability of these modes. In this section we expand this analysis
to higher order to find the most unstable wave and to study vertical
structure and transports. The mathematical method to be used here was
first developed by McIntyre (1970) and successfully applied to other
stability analyses (McIntyre, 1974; Grotjahn, 1980).
The dimensionless eigenvalue problem as given in eqs. (2.1.11,12)
is repeated here, dropping primes.
(o) +50 (2.3.1)
For mathematical purposes, we rescale the vertical co-ordinate, z,
and eigenvalue, C. , by
and efine B = 1 + y and = B/ . In the new variables,
and define B = 1 + y and E = B/K In the new variables,
eqs. (2.3.1) become:
(d 00 d 6  + 0 (0 S o 0o0* )'o -' Z.'- (2.3.2)
c',(}(o> + 9 (oY=o 9+)
The eigenvalue problem is considerably complicated by the basic state
of y 0 (e 0) as opposed to the much simpler Eady problem where
8 = 0, ps = constant, and therefore, = 0.
We use a short-wave expansion assuming << 1. This implies that
>> B > 1 or, in dimensional terms,
11 ~ 
_kNs 
_
where g+ =z! and2/tl + (LI /YL j*'  an
are the zonal and meridional wavelengths. We take Ly & Lx as no
finite meridional scale is selected in this problem. With h = H/
we see that if y >> 1 (H >> h), Lx << Nh and conversely, y << 1
NsH
implies the expansion is for Lx << fo . Therefore, the waves are
NsH
short compared to the correct horizontal scale which is fo(l+y)
and the expansion is valid for any value of y.
The imaginary part of C' is a dimensionless measure of the growth
rate. The dimensioned growth rate is:
oW4 dx{ Ks0.'L  = --- .
where subscripts i, r will represent imaginary and real parts.
For £ = 0 Ci' is exactly the growth rate scaled by -
The real part of the phase speed in dimensional form is:
+ dL4a .. i. c ;C -1-- (IL.~'Z C
Expanding in powers of E :
c = co + -c '+ c '+ ...
the lowest order problem, dropping primes, is:
0 (0 5
Co - O + o o 0) 4 O (2.3.3)
The solutions for o and C are:
To = e(2.3.4)
Co= 1
(2.3.5)
where the arbitrary amplitude is chosen so that qo (0) = 1. In
dimensional form these become:
The waves have the typical exponential decay with height of Charney
modes with shorter waves being shallower. The eigenvalue at this
order is real and shows the shorter waves have lower steering levels.
We can write the general vth order forms of (2.3.2) as:
o a O (2.3.6a)
O +T = n .(2.3.6b)
The inhomogeneous terms are
where is the ith order operator and
To find we find an orthogonality relation from (2.3.6a) by
multiplying by C and integrating over all z. This relation is
d ( . (2.3.7)
Using (2.3.6b), eq. (2.3.7) can be written as
"- =l' n or solving for Cn ,
I),=C- "?-- C ICle(2.3.8)
with C -- -I
A Green's function method is used to find n (z). The equation
for the generalized Green's function G(z;s) is
-'G- G= A T (e.i)-4 + -
where S (z-s) is a delta function. The inhomogeneous term, A (e(
must be included to allow consistency between the boundary conditions
and the equation for G. The boundary conditions are G + G = 0
at z = 0 and G+0 as z - o . The constant A is found through orthogonality
of the Green's function equation with 1o , namely A= - (z diz j
The function, G(z;s), can then be found:
- L..S + S -s - 2
To eliminate arbitrariness of adding a constant multiple of o to G,
we have taken:
Requiring St O.() 0  d =O , the nth order solution is:
,,,( -- G(o~ - O0 (2.3.9)
The order 6 contribution to the eigenvalue is found as follows:
and from (2.3.8)
Substituting from (2.3.4,5),
S-Co & (2.3.10)
and we find the first integral in (2.3.10) has a simple pole at z = CO.
Following a procedure outlined by McIntyre (1970), we indent the
contour of integration into the complex z plane to avoid the pole.
Indenting into the negative imaginary half plane will yield a positive
imaginary contribution to C 1 , a growing solution. This procedure is
equivalent to assuming C o has a small, positive imaginary part, thereby
allowing integration along the real axis. We find:
_ -e~ e'.C )+ire-
(2.3.10a)
where - E (2) = principal value of 5 ! cLg =
Miles (1964b) obtained the same result for the imaginary part of C 1
However, we must continue the analysis to obtain an estimate of the
fastest growing wavelength.
The dimensional form, .*, to 0(s) is:
CL a CL ('2 f'(+)
The O(E) correction to C*r is negative for all and larger for
longer waves or larger 8o , i.e. larger E . The growth rate, k Ci* ,
approaches zero for the shortest waves (E - 0).
Details of calculating T, and C2 are not of interest to this
discussion and are found in Appendix Al. We are primarily interested
in finding the next contribution to Ci to obtain the fastest growing
wavelength and the vertical structure of the phase to find heat fluxes.
To 0(e2)
S24(2.3.11)) (2.3.11)
or, in dimensional terms, the growth rate is:
(j,..'.e) /ASgj q (2.3.12)
For £ = 0 maximum growth occurs at
mw "" *or
with a growth rate of Gi* =.41
For k =' it occurs at
4 ( / e). ' or
with a growth rate of ai  = .29
Using values typical of the lower winter
= mse -1 k-1 
-2
= 2 m sec km , Ns = 1.3 x 102
Lx = i.",/.
troposphere at 451N (y = 1,
-1
sec , H = 7.6 km), we find the
most unstable wavelength with k = k is Lx = 4100 km (zonal wavenumber 7)
with an e- folding growth in 2.6 days.
The accuracy of the expansion is most easily tested by comparing
the solution to numerical results. The convergence of the series is
expected to be slow near k = km for which the second term in the series
for C i in (2.3.11) is - . Figures 2.3a,b and 2.4a,b compare growth
rates and phase speeds estimated from the expansion with numerical
results for y = 1 and y >> l. In these figures, phase speed is scaled
by H so that dimensionless value 0= / is plotted. Note that
growth rates and wavelength of most rapid growth are overestimated
though the accuracy improves for short waves as expected in this
expansion. A long-wave cutoff is predicted in accordance with the
neutral curve separating rapidly growing Charney modes and slowly
growing Green modes.
The nature of the solution does not change dramatically if y = 0
(B=l) rather than y = 1 (B=2). A non-zero basic state potential
vorticity gradient is maintained by the vertical gradient of density.
The short waves remain unstable and have a vertical scale of H.
Furthermore, the growth rate of the most unstable wave is independent of y.
The important aspect of this expansion is the short-wave behavior
as it depends on mean flow parameters. We now have expressions that
approximate this response for all Y= H/h. The correct horizontal scale
for the Charney modes is . To first order the geo-
potential amplitude of the fastest growing wave has a vertical structure
ofIn agreement with scaling analysis, when y >> , the vertical scale
In agreement with scaling analysis, when y 1>, the vertical scale
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Fig. 2.3a. Wave phase speed (Cr) vs. wavenumber (K) for Charney modes
(K>.87). Short-wave approximation (x) to 0(s) is compared
to numerical results from Lindzen et al (1980) (solid) and
Charney (1973) (dashed). Phase speed scaled by dU ;Hwavenumber by (s d
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Fig. 2.3b. Growth rate measured by KCi for Charney modes. Short-wave
approximation (x) to 0(E2) in ^ is compared with results of
Lindzen et al (1980). Growth rates from Charney (1973)
identical to Lindzen et al. To find the actual growth rate
multiply by [k/(k2+Z2 ) ] du fo
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Fig. 2.4a. y>>l: Wave phase speed (ydr) vs. wavenumber (RC/y) for Charney
modes. Short-wave approximation (x) to 0(E) compared with
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Fig. 2.4b. y>>l: Same as Fig. 2.4a except for growth rate (KCi).
is h = Iand horizontal scale .
Conversely, if y < 1, the wave decays exponentially with a scale of
the order of H and has a horizontal scale of . The growth
rate remains 0 ( a $7  for all y , while the phase speed
is 0 ( 1) or the zonal flow speed at the scale height of
the wave amplitude.
These scales can also be important in oceanic stability analyses
as found by Gill et al (1974). The fastest growing waves were very
shallow, short, near-surface modes since y ~-60 in the uppermost layers
of their basic state profiles. Much deeper, longer, more slowly
growing waves were also found much like atmospheric Green modes.
Gill et al also pointed out that the shallow waves were not represented
in a two-level model corresponding to the previous discussion of
resolving shallow waves in Phillips' model. Therefore, the vertical
resolution of numerical studies of baroclinic waves must be at least
0 (H4t.y)). Since y ~ 1 for many atmospheric and oceanic profiles, the
two-level model has been fairly successful.
The vertical structure of amplitude and phase is compared with
exact solutions in Fig. 2.5 near the wavelength of maximum growth for
y >> lo The lowest order solution gives a good representation of the
amplitude's nearly exponential decay with height. This structure is
also seen in the short waves of the numerical calculations of Geisler
and Garcia (1977) as seen in Fig. 2.l.a and Lindzen et al (1980) in
which y - 1. The phase approximation has a discontinuity in derivative
at z = C0o but simulates the vertical variation fairly well. This
discontinuity in phase leads to discontinuities in the wave fluxes and
will be discussed in more detail below.
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Fig. 2.5. Amplitude and phase of short-wave expansion (dashed) vs. exact solution (solid)
from Kuo (1973) for y>>1l and K = y (r = 0.5). This wavelength is close to
most rapidly growing mode (r = 0.55). The vertical co-ordinate is scaled by
H/K.
With the following scaling (the original scaling of eg. 2.1.11),
dimensionless vertical structures of heat and potential vorticity
fluxes are calculated as follows:
where all variables are real and the overbar is a zonal average.
For (A B6) = eo( ),6(I) e-
where the asterick signifies complex conjugate and
dimensionless wavelengths and complex phase speed.
form of the perturbation streamfunction 'V &)
the fluxes are,
W' e cc 'dV]
CCr aa I
k',Z', and c' are
Using the complex
e 
+
with the secular term, e , absorbed into an arbitrary constant.
Concentrating on the vertical structure, the remaining constant,
k/2, appearing the expressions above is dropped and the fluxes become:
S-(2.3.13a)
wo 1 / (2.3.13b)
V*
L) , T ) T *IV,
_ Rd a)
Substituting from the perturbation expansion in this section and
Appendix Al, we retain 0(c) terms in (2.3.13a-c) to obtain:
W oC + o &
v'o"- oc , . aZ
& -/ I . '
C CL
~2
(2.3.13c)
(2.3.14a)
(2.3.14b)
(2.3.14c)
where H(z) = I
A constant factor of 4 la) /2 1 has been dropped from the
R.H.S. of eqs. (2.3.14a-c) so that ' is normalized to unity at
z = 0.
The vertical structures are displayed in Fig. 2.6. The horizontal
heat and potential vorticity fluxes are represented by a step function
with a vertical depth of a ) - ' a in dimensional terms.
The depth of the fluxes will decrease with wavelength. For the fastest
growing waves these flux depths are proportional to H41+y)as suggested
by Held's scaling analysis. The vertical heat flux has a zero-order
discontinuity at f=(tkV -  4S . However, its structure
suggests the waves will stabilize the lower part of the atmosphere as
expected and again, the depth of transport is 0 (H/(I+).
The approximate solution found in this section is not uniformly
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Fig. 2.6. Heat and potential vorticity fluxes from short-wave
expansion. Vertical co-ordinate scaled by H/K.
valid throughout 0 < z <o and this non-uniformity causes the dis-
continuities seen in Figs. 2.5 and 2.6. We have essentially neglected
a region of 0(e) thickness near z = co in which the expansion is not
strictly valid. A uniform approximation, as found to 0(E) in the
eigenvalue in Appendix A2, will smooth out these discontinuities. The
qualitative behavior of the instability is unchanged and outside the
critical layer near z = co , the expressions for the eigenfunction, (z),
are the same. To at least 0(e), the value of c is also identical in
either expansion method. The advantage of the technique employed in
this section is its less difficult calculation of the eigenvalue to
0(E2) to obtain the fastest growing mode.
In summary the perturbation method of this section has confirmed
Held's scaling arguments and described the properties of the short-wave
Charney modes through simple dependences on mean flow parameters. The
structure of unstable modes near the first neutral curve is examined
in the next section. From the results of this and the following section,
we will formulate a heat flux parameterization in Chapter III which
includes the effect of a non-zero 8 parameter approximating the dynamical
effect of a spherical planet.
4. Expansion Near First Neutral Curve
In this section we will examine in detail unstable modes near the
neutral (r=l) separating the Charney & Green modes (refer to Fig. 2.2).
Though concentrating on the long wave side of the Charney mode spectrum,
the analysis will be carried out to sufficiently high order to demonstrate
the instability of the slower growing Green modes at their shortest
wavelengths.
Depending on the value of y , further neutral curves (r=n), along
which c has only real values, may exist, separating Green modes (both
unstable and neutral) at longer wavelengths, i.e. r > 1. For any
positive y, at least one neutral curve exists where r - =
with y , K' defined in Section II-1. For 0 < y < 2, only this neutral
curve exists separating Charney and Green modes. As y increases and
exceeds an integer greater than 2, another neutral curve is added,
separating Green modes. The analysis presented in this section can be
repeated near other neutral curves of r = n> 1 to study instability of
longer Green modes.
The eigenvalue problem is repeated below using the formulation of
eqs. (2.3.2):
K?-CI (2.4.1a)
C C 0 (2.4.1b)
4e
To expand about the neutral curves, let B = Bn (K) + 6'
where Bn (K) is the value of B = 1+y for which the wavenumber, K ,
becomes a neutral mode along the r=n neutral curve. That is, the
function Bn(K) defines the nth neutral curve in y -K space and '
is the deviation in y from this curve. Then Eq. (2.4.1a) can be
rewritten as
K" = 0 (2.4.2)
with
Knowing that r=n (n=l,2,3,...) along the neutral curves, the
function Bn ( K) must be: 1kb L4I and thus,
"-4- - . Based on the analysis of Miles (1964a), the
expansion parameter will be I . For = 0, the solutions are the
neutral curves and take the form
I- (a --c) e - '  P,.
where Pn_ 1 (z)is a polynomial of order n-l and (: - - J. ..
Substitution into the lower boundary condition gives annth order poly-
nomial equation in c with one root being zero and the rest negative.
As n increases, these neutral modes develop more complicated vertical
structure.
In this section we will examine instability near r=l. The
following perturbation analysis is similar to Pedlosky's (1979b)nonlinear
study of Charney modes near the r=l curve. The treatment here goes to
higher orders to examine the growth rates, phase speeds, structures,
and transport properties of the linear waves.
The expansions for I and c are:
The lowest order equations of (2.4.2) and (2.4.1b) form the neutral
mode problem:
(2.4.3)
with 1N I and
Retaining the solution that decays as z and taking an arbitrary
amplitude of unity, the 0(1) eigenfunction is
(2.4.4)
and the phase speed vanishes at this order, i.e. co = 0. In
dimensional form,
and again, note the shorter waves will also be shallower. The amplitude
of 1o reaches a maximum at
2 A [ r+24H)z (C
Examining higher orders in , instability can be demonstrated
for the Charney ($< 0, r < 1) and Green (9> 0,r > 1) mode sides of the
neutral curve. At 0(1;51 ) eq. (2.4.2) is
K Z o (2.4.5)
and using the upper boundary condition,
, " C| (2.4.6)
For z 2 eq. (2.4.2) takes on the characteristics of a
boundary layer problem. That is, the vertical co-ordinate must be
rescaled by . I L
and solutions in the inner layer must be matched through a transition
region to the outer solution as given in (2.4.6). In terms of the inner
variable, , eq. (2.4.2) becomes:
where is the inner solution. The boundary condition at z=0 is also
rescaled from (2.4.1b) to:
(C+ (2.4.8)
The first contribution from comes at 0 (W5 1) to match the outer
solution which is 0 ( ) for small z. The inner solution must be
3
expanded not only in powers of $ , but also In j I
I 2 In i, etc. in order to match the exterior solution at higher
orders.
At 0 ( ) the inner solution obeys:
c 0
so that
This must be matched to the exterior solutions of (2.4.4) and 2.4.6) at
0 (1I ) through a transition region of z -* 0+ ,  + , L+ 0.
Using z = I S the outer solution is in this region,
and the matching condition requires
a, = 1 and b, = -cl.
Applying the lower boundary condition at 0 ( 12) from (2.4.8),
(0 + () =0  or L1, C, 4-6,0 and
we see that cl is not determined at this order.
At 0 ( I) the outer approximation of (2.4.2) is:
12. o(2.4.9)
equation is
I \*A 2C) (2.4.10)
where
The inner
after substituting for I . The exterior and interior solutions of
(2.4.9,10) are :
(2
.4.11)
.4.12)
Including contributions from (2.4.4), (2.4.6), and (2.4.11), the
asymptotic behavior of the exterior solution in the transition region
is at 0 ( ):
Matching o (2.4.12) requires) C2 -Matching to (2.4.12) requires
01 and 2 t( 2.
The lower boundary condition at 0 (! ) is
which becomes, using (2.4.12), cl a2 + b2 = -c2 . Thuswe find
C - I ' (2.4.13)
and see that c1 is imaginary for S < 0 representing growing and
decaying Charney waves and real for > 0, westward and eastward
propagating Green waves. Note that the eastward travelling Green wave
has a critical layer (7 = c) at this order and at higher orders, this
will cause this mode to be unstable.
In terms of B and r = we see that
r (2.4.14)
For r 1, the eigenvalue is approximately
*6
and we note the growth rate of the Charney modes is 0 ( I ) or
1
0 r-l 2), while the real phase speed of the Green modes is of the
same order. In the limit B + 1 (y < <1) and r + 1 -, K must also
be small with 2 K2> y and r - 1 + y - 2 K2 < 1. This implies
2
c =j(2 K2 - y) in agreement with Miles (1964c) who examined the
instability of the mean flow in this limit. As y becomes small, the
unstable modes near the neutral curve attain long wavelengths compared
to NHs/f o and the growth rates are 0 (K) for y << 2 << 1.
_ yvly+l 1 2
For y >> 1 and r -+ 1-, r - implies K 2>>i1 and c 2( - -
2K 2 4K 2
The unstable waves have horizontal scales of 0 ( NS h ) and growthfo
rates of 0 ((1 - 2-) 2.2K
The 2 solution in eq. (2.4.11) will have terms of
3
0 (1 1  in 161) in the matching region. Therefore, as stated above,
the inner expansion must include a term of this order. Since the
contribution from this term is small and affects only the inner solution
structure, the matching at this order is left to Appendix Bl.
n
The general 0 ( j ) equation for the exterior streamfunction is:
(2.4.15)
and i is the ith order operator from eq. (2.4.2). Thus, the
general nth order contribution to is
61) S /T oS())l.. S 2. d S] (2.4.16)
For the inner solution, the general equation at 0 (J n/2) is
4,Y ~(2.4.17)
Where -
and is the ith order operator from eq. (2.4.7). The lower boundary
condition (2.4.8) at this order is:
Cl -T, 01(0 7 7F - . (2.4.18)
From eq. (2.4.17), the 0 ( ) interior solution before applying
matching or boundary conditions, is:
o (2.4.19)
From eqs. (2.4.18) and 2.4.19), we find:
.- 2. b (2.4.20)
and this relation, along with a matching condition between (2.4.16)
and(2.4.19), will determine cn-1. Through the matching requirement,
bn in (2.4.20) will include a term of -cnal which cancels -cnal on
the R.H.S. of (2.4.20) and cn is not determined at this order.
To demonstrate the Green mode instability which occurs at
3
0 ( 2 ) (see discussion in Section II-2), we must proceed to
n=4 (0 Igi 2 ) in the eigenfunction solutions of eqs. (2.4.16) and
(2.4.19). The details of calculating the higher orders are given in
Appendix B2. We repeat there the values of c2 and c3 for purposes of
discussion of growth rates and phase speeds.
11I B (2.4.21)
11 ; (2.5.22)
From (2.4.21) we see the 0 ( I) contribution, c 2 , to the phase
speed is real for any S , specifically, positive for Charney modes
and negative for Green modes. The phase speed of the Charney modes is
therefore 0(0 11 ) and Green modes are stable to this order.
In eq. (2.4.22) the evaluation of the In(-c ) term requires a
choice of the branch cut for the logarithmic function. If the
principal value is chosen (cut along the negative z axis ), assume
c1 has a vanishingly small imaginary part for 0>  and c lr > 0
(eastward propagating Green wave). As cli - 0- , then c3i +1 Clri  2B1  
indicating growing and decaying modes. This corresponds to the
3
0((r-l)2) growth rates found by Miles (1964a). For the limit of
2 + /2.
2 y << 1 and r - 1, C i= '1 C-L -Y -
in agreement with Miles' (1964c) analysis of this limit. For small y
the long, unstable modes on either side of the neutral curve are slowly
growing as the neutral mode moves to smaller K, eventually vanishing for
y = 0 when all modes are unstable. For y" 2K > > 1 and r - 1 ,
41 / 'I - i 3/2.
For > O and clr < 0 (westward propagating Green mode), c 3 is
real, corresponding to the single neutral mode for 1 < r < 2, as no
critical level (U = cl) exists along the positive real z-axis. For
T< 0 (Charney modes) c3 is a complex conjugate pair as
for __
so the next contribution to the growth rate is negative for growing
modes.
In Figures 2.7a,b and 2.8a,b the phase speeds and growth rates
3
to 0 ( 2 ) are compared with numerical results for y = 1 and y >> 1.
The accuracy is greatest near the neutral mode as expected. For Green
modes the approximation for the phase speed is more accurate than for
growth rate because of additional higher order contributions. Growth
rates for the most unstable Charney mode are estimated to within 25-50%
error. Unlike the short-wave approximation estimating the most unstable
wavelength would be in considerable error as no well-defined peak in
growth rate occurs. In fact, the dimensionless growth rate, ci,
asymptotes to .51 for K >> 1.
The vertical structure of the wave amplitude and phase is depicted in
Fig. 2.9a for a typical Charney mode (1 = -.2, K = .98 or y = 1,
r = .91). The phase varies most dramatically in the lowest layer of
depth 0 (H/K ) and the amplitude has a peak occurring at a similar
dTdepth. From Fig. 2.7a the wave phase speed is about 0.1 -z Hdz
corresponding to a steering level of H/10 " .8 km. The total phase
shift is about 900 in rough agreement with other results for Charney
modes (Geisler and Garcia, 1977; Kuo, 1973). The structure in Fig. 2.9a
is computed to 0 (IIJI2) and in this example, corrections from 0 (l I)
terms are about 10%. The structure in this figure is typical of Charney
modes near the neutral curve.
As the wavelength decreases for fixed y, the amplitude maximum
approaches the surface and the wave appears more like the exponential
decaying short waves of Section 11-3. Fig. 2.9b shows the structure of
the mode in this long Charney wave expansion for the limit K<< 1 and
fixed y . It is quite similar to the modes at the short-wave end of the
spectrum, Similar structural behavior as a function of wavenumber is
seen in the numerical studies of Geisler and Dickinson (1975) and Geisler
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Fig. 2.7a. y = 1: Phase speed (cr) vs. wavenumber (K) near r = 1
(K= .87) for Green (0) (K< 87) and Charney modes (x)
(K> .87). Computed to 0(161r3, compared with cr of Lindzen
et al (1980) (solid) and Charney (1973) (dashed). Scaling
of c and K same as Fig 2.3a.
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Fig. 2.7b. y = 1: Same as Fig. 2.7a except for growth rate (Ki).
Scaling same as Fig. 2.3b.
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y >> 1: Phase speed (ycr) vs. wavenumber (K/y) and r Y
near r = 1 for Green (0) (r > 1) and Charney modes (x) 2K
(r < 1). Computed to 0(( 162), compared with calculation of
Kuo (1973) (solid). Dashed lines are longer Green modes.
Scaling same as Fig. 2.4a.
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Fig. 2.8b. Y~': Same as Fig. 2.8a except for dimensionless growth
rates (Kci).
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Fig. 2.9a. Phase (dashed) and amplitude (solid) to 0(161) of a
typical Charney mode near r= 1 (r= .91,y= 1) vs.
height. The vertical co-ordinate is scaled by H/K
(here, K = .98).
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Fig. 2.9b. Same as Fig. 2.9a except for K>> 1 (r << i).
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and Garcia (1977).
The amplitude and phase of a wave near the peak growth rate for
y = 1 is shown in Fig. 2.10. It represents a transition between
Figures 2.9a and 2.9b and has maxima at the surface and .8H and a
steering level at H/3. Using tropospheric winter data at 450 N the
wavelength would be 5300 km (zonal wavenumber 5) with k = k.
The amplitude and phase of these long Charney waves can be
derived from the approximate expressions for (z), specifically:
4
For I c1 1 << 1 the amplitude reaches a maximum near the same level
as the neutral mode, i.e. at z = 1/o or, in dimensional terms,
with K0(RteL'Y )J+ '
As mentioned, the shorter waves are also shallower. The phase is
given by 
- 2b I cli
ph Z arctan (
which varies from ph = - 900 at z = 0 to ph - 0 as z +- with a 450
shift in the layer below z = I cli. Thus, the shift is confined
to lower levels for slower growing waves. The steering or critical
level is 0 ( 6I) and, to this order, is not crucial in obtaining
instability as in the Green mode. The critical level, in essence,
occurs at the surface and phase shift is limited to r/2. In later
discussion we will see the Green mode undergoes a shift of r + 0 (I oI)
since the critical level occurs above the surface.
It is interestingto note that Charney waves near r = 1 can have
substantial amplitudes in the middle and upper troposphere. With H = 8 km
.1 .2 .3 .4 .5 .6 IP1
30 ° 600 900 phase
Fig. 2.10. Same as Fig.
(r = .6).
2.9a except for y = 1i, K = 1.6
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the wave in Fig. 2.9a reaches a maximum amplitude at z = 12 km and has
wavelength with £ = k of 8500 km or a zonal wavenumber of 3 at 450N.
The more rapidly growing wave of Fig. 2.10 has a maximum amplitude at
6 km. Referring to Fig. 2.7b we see the abrupt increase in growth rates
for K >.87 suggests these deep Charney modes can be rapidly growing waves.
The rapid, near-surface phase variation of these waves suggests the
horizontal heat flux is confined to a layer shallower the wave amplitude.
Above this layer the wave is more barotropic, i.e. little phase change
with height. Waves of these scales and structures figure prominently
in observed atmospheric motions as noted in Charney's original study
of baroclinic waves.
The vertical structure of a typical, nearly neutral Green mode
(6 = .2, (= .775 or y = 1, r = 1.08) is depicted in Fig. 2.11. The
phase shifts by slightly more than 1800 through the fluid and varies
3
most rapidly in a thin layer (thickness of 0 ( 1 )) just below the
approximate critical level of z = I I' cl (in this example, I c1 l= .26).
This shift occurs in a region where the amplitude is a minimum, a feature
typical of Green modes (see Fig. 13 of Geisler and Dickinson, 1975, or
Fig. 2.1b of this thesis). The wave in Fig. 2.10 reaches a maximum
amplitude well above this level and, for mid-latitudes, in the lower
stratosphere (z Z 20 km.).
Of course, the model has no representation of the stratosphere.
However, it demonstrates that a stratosphere is not necessary to allow
these deep waves, only a non-zero 8 - parameter. Other investigators
(Simmons and Hoskins, 1977; Fullmer, 1979) who examined the effect of
including a stratosphere found an enhancement of streamfunction amplitude
at the tropopause. Thus the detailed nature of the longer, deeper waves
4.0
3.0
2.0
1.0
.5
00
I
I
/
90
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Same as Fig. 2.9a except for Green mode near r = 1
(r = 1.08, y = 1, 6 = .2, K = .775). Terms to 0( 6 /2)
are included.
is unlikely to be determined by either tropospheric or stratospheric
conditions alone.
The principal features of the Green modes are found in the follo
expressions for (z) from this section and Appendix B2:
)- = o x > 1 c - ¢, c
I X< and a s%
Again the maximum amplitude occurs near z = 1/o( as in the neutral
mode and since K is smaller for Green modes than Charney modes, the
peak occurs at higher levels.
The phase is given by: ph arctan ( / ~).
For z = 0 and 
-J l CI
so that ph 2 -~ 7(I . As z approaches the critical level
of I cl, and C
and the phase has shifted to - 7r/2. Finally, for r ,"C
2 
-1
wing
so that x X - - ) vanishing as z
Thus the phase varies by O x K. with a shift of about r/2
occurring below the critical level, z = cl. The phase varies most
rapidly when T r T "  or -_ 1 )/
which is the thin layer of rapid phase shift described above. In Fig. 2.11
most of the shift occurs slightly below z = cl because of higher
order corrections to , , i.e. ( vanishes at a level of 2c lb
o (119I)
dii 2
In more complicated profiles of 9z and Ns (Geisler and Garcia,
1977; Fullmer, 1979) the neutral curve separating Green and Charney
modes can vanish for y > 0, often leaving a dip in the growth rate of
some moderate wavenumber. The behavior of the modes on either side
are quite similar to the simple profile considered here. The waves
to the long wave side have more vertical structure and are usually more
slowly growing than the shorter waves. Relationships between phase
and amplitude are similar to that described here.
Wave fluxes are calculated to lowest order in the same manner as
in Section II-3 (eqs. 2.3.13a-c). For the Charney modes, we find
(2.4.23a)
+ 
J oe (2
(2.4.23b)
Because the 0 (I) contribution to is real, the representations
of the flux structures are correct to 0 (I j) rather than simply Is I.
These fluxes are plotted in Fig. 2.12 and it is evident that the vertical
flux will stabilize the lowest layers. The fluxes of the short-wave
expansion of Fig. 2.6 are crudely similar to these fluxes. The vertical
scale here is 0 ( -ol) or dimensionally, 0O (~ H 
-
The structures are dependent on K only. For the wavenumber of
maximum growth, K l from the short-wave approximation, the vertical2
scale is or 0 (H) for y << 1 and
0 (H/y) for y >> 1.
For the Green modes the flux forms in eqs. (2.4.23a,b) are accurate
to 0 (I 12). The fluxes for either type of mode are shallower than the
wave amplitude as they have an P- folding scale of (2 oK) - 1 instead
wave amplitude as they have an e- folding scale of (2 o) instead
3\
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Fig. 2.12. Potential vorticity and horizontal heat flux (solid)
and vertical heat flux (dash-dot) to 0(61) for Charney
modes vs. z' = az. Also plotted is amplitude structure
(dashed) from Fig. 2.9a. in this vertical co-ordinate.
Dimensional vertical co-ordinate is H ,
Ka
-1
of O( as for wave amplitude. The relationship was also seen in the
over-reflection calculations of v'q' by Lindzen et al (1980).
5. Summary
Through perturbation expansions from the short wave limit and near
the first neutral curve, we obtained approximate expressions for the
structures and eigenvalues of the Charney modes and the shortest Green
modes. It was demonstrated that the appropriate wavelength for the most
unstable Charney modes is 0 f(l+) ) and estimates were made from the
f(l+y)
short wave expansion for exact values of this wavelength. In the limit
of y << 1 the waves are like Eady waves and have deep vertical scales of
the density scale height, H. These may be long or short waves depending
on the scale N H/f. For y >> 1 the waves have a vertical scale of h << H
where h = T'/ t p and have a horizontal scale of Nh/f or much
shorter than the Eady waves.
The expansion from the neutral curve on the Charney mode side does
not give a most unstable wavelength. The growth rate asymptotically
approaches a constant for short waves to the order found in the
expansion. However, it does give a better representation of the wave
structure, esp. the eddy fluxes of heat and potential vorticity, than
the short wave expansion. The short-wave expansion of Section II-3 gives
discontinuities in the phase and fluxes not seen in numerical calculations
or observations, As mentioned, these discontinuities are caused by the
mathematical treatment. Based on the short wave results for the most
unstable wavelength and long Charney wave results for the flux structures,
heat and momentum flux parameterizations are suggested in following
chapters.
Baroclinic conversions occur on a variety of scales in the
atmosphere. Cyclone disturbances (zonal wavenumber ) 15) are rapidly
growing waves that exhibit scales and vertical structure similar to
the short wave end of the Charney spectrum. Longer waves (wavenumber %6)
exhibit deeper structures generally reaching maximum amplitude in the
upper troposphere as do the longer Charney modes. The growth rates
at y = 1 are comparable for a fairly broad band of Charney modes and
is not surprisingly to see short and long waves that have the
characteristics of the Charney modes. Finally, Green modes
(wavenumber % 2) have been suggested for transient stratospheric
disturbances.
It may be an ill-posed question to determine a single wavelength
or structure for baroclinic waves in the atmosphere. Yet, examining
the transport properties of the most unstable wave in the Charney mode
spectrum will reveal the general behavior of waves of comparable
growth rates. Because the Charney modes are the most rapidly growing
and have heat fluxes in the lowest layers, they are expected to
influence the mean tropospheric state. This premise directs the
development of the parameterizations of Chapters III and IV.
CHAPTER III
PARAMETERIZATION OF HEAT FLUXES
1. Development of Parameterization
In this section a parameterization scheme for the horizontal and
vertical heat fluxes for the Charney modes is developed. Some discussion
is given concerning the response of these representations to changes in
the mean flow parameters. In Section III-2 we test the scheme using
observed mean flow data and in a symmetric climate model that includes
other physical processes. In Section III-3 the parameterizations are
used in an analytical energy balance model and applied to three planetary
atmospheres. A brief summary is given in Section 111-4.
We formulate the heat fluxes on the basis of the linear model of
Chapter II. The perturbation streamfunction in dimensional terms is:
where A is a dimensionless complex amplitude, is a real dimensioned
quantity, i is the form of the vertical structure from Section 11-4, and
K = (k 2 + 2)NsH/f . All co-ordinates are in dimensional form. The
meridional entropy flux is:
where the overbar is a zonal average and e , = 6 s(z) is an average
potential temperature profile. A secular term of e2kcit is absorbed
into A. For the dimensionless quantity in brackets we will use the
structure from eq. (2.4.23a) for the long Charney waves, namely
with
- I4
The vertical velocity is written as:
W Wlfj(Z) e
where " is a dimensioned constant and w is a dimensionless structure.
From the thermodynamic equation
(R24 - -8 \ d/
we find
-w- o
- ( C
a 2
We= o
and
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The vertical heat flux is:
We et=s 2 s a ZA I0 ;<#~ ~ YC
/- Vs'C
(3.1.2)
d ,
and the form of the bracketed quantity is
(~K) a4
from eq. (2.4.23b).
The ratio of the fluxes, (3.1.1) and 3.1.2), is:
W 7e'
LLe
-7D a7
Sb,
with N KI
(3.1.3)
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The gradient, , is the zonal-time mean gradient superimposed on
y
0s(z), i.e. the gradient associated with the thermal wind shear. Scaled
by the isentropic slope, / -- , the flux ratio of eq. (3.1.3) is
ay 3 z
plotted against height in Fig. 3.1. Note that in the lower levels where
the fluxes are largest the angle of the heat flux is restricted between
the horizontal plane and the isentropes as expected from energy conversion
considerations.
For the Charney modes (r < 1) the lowest order approximation to the
steering level, Zc, is found from eq. (2.4.21) and is:
It is easily seen that for the shortest waves (r<<l,A<<l) zc Z 3/2d and
for the longest Charney modes (rz 1) zc ~ d(l-r)<<d. The fastest growing
waves will have an intermediate value and, near their steering level, we
see from Fig. 3.1 that the flux vector falls about halfway between the
horizontal plane and isentropes. This agrees with Green's (1970) physical
arguments for optimal energy conversion near the steering level where
particle displacements will be largest.
While the vertical average of the scaled flux ratio is about 1/2 as
expected, it can attain a value of 1 at mid-tropospheric levels for the
most unstable wave ( 1.5 , y= 1). Therefore, it may not be generally
assumed that the scaled ratio is nearly 1/2 at all levels far from the
surface where w'= 0.
To proceed in the modeling of the heat fluxes, we propose the following
simplifications. First, the heat flux will be represented by a single
wave, namely, the most unstable Charney mode. Second, the shape of the
wave will be given by the linear stability analysis. Third, the amplitude
of the wave and its corresponding heat fluxes will be respresented by a
z/d
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Ratio of w'O'/v' ' scaled by
plotted against z/d where d is
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isentropic slope and
the eddy depth. Also
Fig. 3.1.
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a time mean amplitude. Fourth, this mean amplitude will depend on the
mean flow parameters. These basic assumptions have been used by Charney
(1959) and Stone (1972) in analytic models of the general circulation.
In the following discussion, we will present evidence from analytical,
numerical, and experimental studies that supports these simplifications.
Though a spectrum of wavenumbers surrounding the most unstable mode
will contribute to the heat flux, we can represent its general behavior
by choosing a single, rapidly growing wave. Thus, the energy exchange
between the mean flow and the eddies is dominated by the most linearly
unstable mode. This mechanism is analogous to the behavior of baroclinic
waves in annulus experiments (e.g. Pfeffer et al 1974, Hart, 1976).
Hart (1974, 1976) has compared weakly nonlinear theory that includes
interaction between the only unstable mode and the mean flow with labora-
tory experiments. He finds the single wave model is successful in
predicting the experimental eddy amplitudes, even for fairly large values
of the expansion or stability parameter. While baroclinic conversions
occur on many scales in the atmosphere, we will simulate the heat flux
spectrum by the mode that is most unstable with respect to the zonally
averaged state.
The vertical structure of the wave will be determined by linear
stability analysis. In the early growing stage of the waves we expect
this shape assumption to be fairly accurate. In later applications we
will find that the vertical structure of the horizontal and vertical
fluxes is well simulated by the linear structure. The finite amplitude
theory of Pedlosky (1979) examined weakly unstable Charney modes near
the r=l1 neutral curve and, at lowest order, these waves have the same
vertical structure as in the linear analysis. Simmons and Hoskins (1978)
show some enhancement of upper-level, horizontal transport in a numerical
study of nonlinear baroclinic instability. However, approximation with
the linear wave structure will be satisfactory for most applications.
The amplitude of the wave flux will be represented by a time mean.
Theoretical and experimental results (Boville, 1980, Pfeffer et al, 1974)
demonstrate that conversion from zonal to eddy available potential energy is
dominated by the growing phase of the most unstable mode. Under sub-
stantially supercritical conditions little or no conversion in the
opposite direction occurs during the decaying phase with most of the
eddy energy lost to frictional dissipation. Since the decaying phase
is not longer than the growing, energy-converting stage, the time mean
heat flux is of the same order as the heat flux during the growing
phase.
In Boville's multi-mode, numerical f-plane study potential energy
generation is relatively constant during the amplitude vacillation cycle.
The zonal available potential energy (Z.A.P.E.) is periodically depleted
by baroclinic conversions to eddy energy. The Z.A.P.E. is replenished by
differential heating after the baroclinic wave has consumed much of its
energy source (Z.A.P.E.) and is dissipated by friction. As the Z.A.P.E.
is restored, energy is again converted to the eddy field. Energetics
studies indicate a similar process occurs in annulus experiments (Pfeffer,
et al 1974) and in the atmosphere. Therefore, we will model the time
mean flux of the baroclinic eddies that maintain the conversion process.
Now we must determine the parameter dependence of the unspecified
amplitude, A l2  q2 . The weakly nonlinear theory of Pedlosky (1971)
examines the interaction between a single unstable mode and the mean flow
in a two-level, f-plane model. For weak viscosity the wave's equilibrium
amplitude is given by:
where U 1 - U 2 = mean shear, Rd = NsH/fo , and Lx, Ly = zonal and
meridional wavelengths. The term in brackets is the "small" expansion
parameter that measures the instability of the flow. Similar amplitudes
are found by Hart (1973) for cylindrical geometry and by Drazin (1972) for
a continuous, f-plane model. Hart (1974) has shown that the weakly
nonlinear theory agrees with experimental flow even for 0(1) values
of the expansion parameter, i.e. for more rapidly growing waves. For
the most unstable mode (Lx ~ Rd) and with Ly 1 Rd, we find:
This expression for the amplitude can also be derived from scaling
arguments. For quasi-geostrophic flow we expect:
The only scale for lu'l is given by the thermal wind shear and the fluid
depth so that lu'l -a H. In this case, we find:
which is equivalent to Pedlosky's result.
This is also equivalent to an equi-partitioning between eddy kinetic
energy and zonal available potential energy across the meridional eddy
scale. For the baroclinic waves it can be shown that
AJ5 
S
which states equivalence of kinetic and available potential energies of
the eddies. If the eddy potential energy is equal to the zonal available
potential energy across Ly, that is,
then we obtain
This closure assumption has been used by Stone (1972) to parameterize
baroclinic eddy fluxes on an f-plane.
Pedlosky (1979) has also performed the weakly nonlinear analysis
for the Charney model which includes the S-effect. An analogous amplitude
in the presence of weak dissipation is found, specifically,C2
For the most unstable Charney mode, we have found:
Ns 4, where de- -
so that 2  L 2
The height scale of the wave has been corrected to account for the
B-effect.
Now the meridional eddy scale, Ly, is chosen by considering the
ratio, ,  where Lu is the meridional scale of the meanf-G u
zonal flow. In the Charney model of Chapter II this ratio is assumed
to be infinite and no meridional wavelength is selected. In the
atmosphere A is about 5. Killworth (1980) has examined the Boussinesq,
vertically bounded form of eq. (2.1.5) with u = u(y,z) for large A .
For general structures of W within the constraint of large A , he
found the perturbation streamfunction oscillates meridionally on a scale
of the deformation radius. It has also been shown that in the presence
of basic state baroclinic waves, the instabilities will draw on eddy
available potential energy and have a meridional scale of the deformation
radius (Pedlosky, 1975a; Kim, 1978; Lin, 1979). Therefore, the
appropriate scale for Ly is also Nsde/fo and
J\, . or
This choice of Ly is different from Green's (1970) parameterization
method in which he chose Ly to be the planetary radius. This is equivalent
to assuming the eddy draws zonal available potential energy across the
planetary rather than eddy scale. As suggested by Pedlosky (1975b),
only potential energy across the wave scale will be available to the
growing wave.
Boundary conditions may alter the choice of Ly in other physical
systems. As an example, the baroclinic waves in annulus experiments
have meridional scales fixed at the annular radius. The introduction
of topography may influence the selection of both Lx and Ly. In either
case the dependence of the heat flux on the mean flow parameters may
be different from the system considered here.
In summary, we will choose a closure assumption on the basis of
where de, the eddy depth, depends on the mean flow parameters according
to the Charney model. In terms of the horizontal heat flux, we find from
This amplitude is the same as the scaling arguments developed by Held
(1978) for the 8-plane and the energy partitioning assumption of Stone
(1972) if de is replaced by H(i.e. 8=0). We assume that Tr varies on
a meridional scale larger than Nsde/fo and no topographic features
change the scale selection.
In the context of the stability analysis, an equivalent closure
assumption is used. We assume the vertically averaged amplitude of
the perturbation's meridional momentum equals the mean zonal momentum
weighted by the heat flux structure of the wave. That is, we take the
scale for Iv' to be proportional to au d where d is the scale
az
height of the horizontal heat flux. Only layers in which the energy
is effectively converted will contribute to the wave amplitude just
as only potential energy across the meridional scale will be converted.
Since d -de this amplitude scaling is essentially the same one
described above.
Specifically,
o 0 (3.1.4)
and substituting u = z and v' = (using the lowest order
representation of i), we find:
The quantity in parentheses is 0(1) for d < H, and is dropped, leaving
(3.1.5)
For the rapidly growing Charney modes K- 1+y and since the left side
of eq. (3.1.5) is Iv'I , this simply states V I - - de
Substituting eq. (3.1.5) into (3.1.1) and (3.1.2), we obtain:
estoC )4 - 7
3.kK e (3.1.6)
-- .1 (3.1.7)
where d- I - I
In the discussions above, it was mentioned that the heat flux would be
represented by the most rapidly growing wave. In particular, we choose
fo(l+y) and since we have assumed Ly ~ Lx , also set = . This
is equivalent to choosing K= 1 +y or a wavenumber to within an 0(1) factor
of the most unstable wave of the short-wave approximation of Cnapter II.
To simplify later applications, we approximate d at K= 1 + y by H/4+y).
Then eqs. (3.1.6) and (3.1.7) become:
' (1$ d ) . -
V S (3.1.8)
(3.1.9)
with d = H/(l+y) and _=
The amplitude of v'O' is the same as that given by the scaling argument
above.
The expressions (3.1.8) and (3.1.9) are now compared with the
previous representations of Stone (1972) and Held (1978). For y << 1,
< %Z7-e7> -aie e' e b _
e 24,0Z -V -t
where <F>. S h(d/d
This limit has the same parameter dependence as Stone's f-plane modeling.
For y >> i, we find
Held first pointed out the different dependence of <v'e'> on -- in
these two limits. It is seen that as y becomes large or equivalently,
I--I small, the horizontal flux will fall rapidly. In effect, the waves
y
become very short and shallow as -I or - decreases with other
parameters fixed.
Shown in Fig. 3.2 is <v'O'> plotted against shear with other
parameters held constant. The shear has been scaled by its value at
y = 1, the analogue of the critical shear of the two-layer model. For
large the flux obeys a square law and for small shear, a fifth poweraz
law. Held (1978) has a similar graph but, in his scaling analysis,
could not obtain the transition region near y = 1.
Note the rapid increase in flux for y< 1. The correspondence to
baroclinic transports in two-layer models is obvious. Stone (1978a) has
shown the observed atmospheric shears in baroclinically active latitudes
do not stray from the two-layer critical shear. From the continuous
model considered here it is clear the fluxes rise dramatically for
stronger shears. Near y = 1 a 10% increase in causes a 40% increaseDz
in flux.
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The dependence on static stability is shown in Fig. 3.3. Here Ns
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is a dimensionless measure of static stability, Ns scaled by its value
'2
at y = 1. For Ns << 1 (y << 1) the waves have the characteristics of
Eady waves and have horizontal and vertical scales of NsH/fo and H.
Consequently, the vertically integrated horizontal flux has a square root
dependence on ---. For Ns  >> 1 (y >> 1) the waves are shallow with
2 DU 2 d fo /Bo Ns  and short, Lx  ~ fo au / Ns . In this limit both
height and length scales decrease as the static stability increases and
the flux is rapidly reduced at a - T/2 power law.
2At intermediate values of Ns' the flux rapidly increases as N '2
2decreases and passes through unity. Near N' = y = 1 a 10% decrease in
NS2 causes a 10% increase in <v'68>. A two-layer model would become
unstable in this neighborhood and the flux would increase dramatically.
2With a continuing decrease in Ns'2 or y the waves fill the fluid vertically.
Finally, in the Eady limit, their horizontal scales begin to decrease with
Ns and they become less effective heat transporters. A maximum flux is
reached at Ns ~ 1/4 in the transition region.
Fig. 3.4 shows the dependence of vertically averaged vertical flux
on the shear or, equivalently, horizontal temperature gradient. Again the
flux increases rapidly as the shear approaches its value at y = 1. Near
y = 1 the flux increases by 50% for a 10% increase in shear. The flux
obeys a sixth power for small shear and a third power dependence for
large shear.
Increasing static stability will decrease the vertical flux in
either limit as vertical motions will be suppressed. Again the response
is stronger in the short, shallow wave limit of y >> 1 as the scale
dependences change. This dependence on -- is shown in Fig. 3.5, The flux
2increases rapidly as Ns decreases and passes through unity, indicating
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a strong negative feedback as the eddies attempt to stabilize the
atmosphere. Near y = 1 the flux increases by 20% when the static
stability decreases by 10%.
To summarize the flux-temperature gradient feedbacks, we have seen
that the fluxes rapidly increase as y decreases to 0(1) by either de-
creasing static stability or increasing the vertical shear by some
unspecified external forcing. Corresponding behavior is seen in two-
layer models when the instability criterion is satisfied. For all
values of y the vertical flux increases as static stability decreases
acting as a negative feedback. Similarly, horizontal transport increases
as the shear increases for all y, again a negative feedback.
For y> 1/4 an increase in shear leads to an increase in vertical
flux which stabilizes the atmosphere. This decreases the horizontal
heat flux and, therefore, the combination of responses causes a
positive feedback. Similarly a forced increase in static stability
causes less horizontal flux and greater meridional temperature gradients.
This causes a strengthening of vertical flux and further vertical
stabilization. For y < 1/4, these feedback loops are negative as in
Stone's (1972) f-plane parameterization because the horizontal flux
will increase for greater static stability.
Whether positive or negative feedbacks dominate cannot be deter-
mined without specifying the external forcing that initiates the
responses. These responses are further examined in Section III-3 in
an analytical model which balances the radiative processes and eddy
transports.
The application of eqs. (3.1.8) and (3.1.9) to atmospheric profiles
in which i is not linear in a nor independent of y and similarly, Ns is
not uniform, requires a procedure to evaluate the mean flow parameters.
Since the stability calculations are performed locally with u = u(z), no
meridional structure for the perturbation is found. Furthermore, we
have assumed the mean flow parameters vary on scales at least as large
as the meridional wave scale. Consequently, the mean flow parameters
should be evaluated locally in order to stay within the constraints of
the stability analysis and the closure assumption.
The quantities Os, Ns, U, 3- should be considered slowly varying
functions of y and z. To determine the local value of the heat flux,
we employ a method similar to the amplitude calculation. Vertical means
of these parameters are found for a given latitude, weighted by the
horizontal heat flux structure (i.e. the eddy depth). Thus, the
important contributions are from the layers in which potential energy
is readily converted. Furthermore, stability calculations have shown
the Charney modes are largely insensitive to changes in shear and static
stability well above layers of significant wave amplitude (Staley and
Gall, 1977; Fullmer, 1979). An example of the averaging scheme is:
with d as function of z in this integral. Once (z)w' (Ns)w, (H)w are
determined, an average d is calculated. After these averages are found,
the eddy fluxes will have meridional structures based on the variation
of these averages and of Bo and fo. This method approximates the heat
transport characteristics of the most unstable baroclinic eddies at
different latitudes.
3. Applications to Observations and Symmetric Model
In testing the parameterization scheme the observational data permits
a comparision of predicted horizontal heat flux with the observed transport.
Vertical flux is not well measured, but some comments will also apply to
its variation.
While Ns, Os, and g are not strongly latitude dependent, ,z ' fo, and
Bo are and will dominate variations in the heat flux. Equatorward of the
2 -iT
subtropical jet y increases rapidly as fo2 D decreases. The implied
decrease of d and observed drop-off in z will cause a rapid reduction
in the flux magnitude. In mid and high latitudes y is 0(1) as the
observed shear is not far from the two-layer instability criterion
(Stone, 19 7 8a). However, -u decreases approximately as sin 2 /cos and
az
so the transports will vanish. Consequently, the horizontal and vertical
fluxes will vary on the planetary scale with a maximum at mid-latitudes.
The observed transient flux reaches a maximum at 850-900 mb at all
latitudes (see Fig. 3.6). A weaker, secondary peak occurs near the
tropopause. The flux is weaker in summer than winter with the greatest
reduction at lower latitudes. In Northern Hemisphere winter the latitude
of maximum flux at 1000 mb is about 35ON. Through the lower and mid-
troposphere this latitude of peak flux shifts poleward with increasing
altitude and occurs at 600N at 500 mb (see Fig. 3.10 for January structure).
This indicates increasing depth of the eddy flux at higher latitudes and
it occurs in all seasons, though the shift is most pronounced in winter.
The parameterized flux has a maximum at the surface and decays
exponentially aloft. A planetary boundary layer has not been included
in this model and it is quite likely that frictional drag near the surface
causes the observed flux to peak near the top of the boundary layer instead
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at the surface. The effect of a stratosphere is also not included which
may be responsible for the secondary heat flux peak (Fullmer, 1979).
Therefore, comparisons of theory and data are limited to the tropospheric
layers above the friction layer.
Using observed data for the mean flow parameters to obtain estimates
of the flux can lead to large discrepancies with observed transports.
Recalling that the atmosphere at middle and high latitudes is near y = 1
for which a 10% error in shear causes a 40% error in flux, very accurate
observational data is required for flux estimates. However, it is also
true that a wide range of flux values will correspond to realistic mean
flow statistics.
Table 1 shows the winter and summer values of the mean flow parameters
as found by the averaging procedure described in the preceding section.
The data is taken from Oortand Rasmusson (1971) at three latitudes, 300,
500, and 700 N. To demonstrate the effect of the uncertainty in shear,
the averages were also computed with zonal wind data of Newell et al
(1972) and are given in parentheses when significantly different from the
other means.
The fluxes are calculated from (3.1.8) for the 850 mb level and
compared to the observed transient eddy flux at 850 mb from Oort and
Rasmusson. The mass-weighted vertical mean of the flux is also computed
and compared with observations. The observed tropospheric scale height
of the transient flux and the flux depth predicted by the model can be
compared in Table 1.
The total (transient and standing) eddy flux at 850 mb and for a
vertical mean is also listed in Table 1. As discussed earlier, it is
difficult to extract the correct sensible heat flux from the data for
TABLE 1
Mean Flow Parameters
az w
(m sec - I km- )
(N2 (10-4 s-2(Ns) (10 sec )
(d)w (Km)
(Y)w
-1
Parameterized Flux(oK m sec-
1. at 850 mb
2. <v'6' >- vert. avg.
Transient Observed Flux
1. at 850 mb
2. <v'' > - vert. avg.
3. scale height (Km)
Total Observed Flux
1. at 850 mb
2. <v'8' >- vert. avg.
300 N 500 N 700 N
Winter Summer Winter Summer Winter Summer
3.1(3.0) 0.7(0.6) 1.4(2.2) 1.4(1.5) 0.8(0.6) 0.7(1.2)
1.48 1.71 1.63 1.80 2.68 1.71
3.3(3.2) 1,0(0.9) 3.5(4.4) 3.8(3.9) 3.6(3.2) 4.3(5.2)
1.44 7.3(8.7) 1.07(.72) 1.13(1.00) .99(1.2) .78(.48)
17.5(15.1) .03(.02) 4.3(18.1) 5.4(6.5) 1.8(0.8) 1.8(8.5)
8.1(7.0) .02(.01) 2.1(9.1) 2.6(3.2) 0.9(0.4) 0.9(4.5)
9.1 1.0 14.4 7.6 12.3 8.0
5.1 .5 8.1 5.8 7.3 4.3
4.2 1.0 4.9 6.5? 4.5 6.0
10.7 0.7 28.6 5.9 11.2 8.6
6.3 0.5 18.4 4.8 7.1 4.4
comparison with the parameterized flux. Furthermore, Stone and Miller
(1980) have found strong negative feedbacks between transient and stationary
fluxes in the observed transports. Stationary baroclinic waves would be
expected to have some characteristics in scales and amplitudes that are
similar to transient eddies. Therefore, it is wise to include total
sensible heat flux for comparison with parameterized values.
The sensitivity to the shear when y z 1 is demonstrated in Table 1.
A 3% change in the vertical shear causes 13% change in winter flux at
300N. Similar degrees of sensitivity are seen at other latitudes.
Relative errors in static stability are much less important because of the
comparatively weak dependence on this parameter.
While close comparisons between theory and observations are difficult
because of the aforementioned uncertainties, a few general comments can be
made. The subtropics have larger values of y than higher latitudes
especially during the summer. This is also evident in Stone's (1978a)
calculations of the two-layer instability criterion in the atmosphere.
These higher values of y suggest greater flux sensitivity to the meridional
temperature gradient near 300N as was found in the observed flux by Stone
and Miller (1980). At 500 and 700 y remains near unity through all
seasons.
In response to the large fluctuations in shear at 300 N, the para-
meterization mimics the substantial seasonal fluctuation in flux magnitude and
depth. The vertical averaged parameterized flux for the summer is much
smaller than values that could be accurately measured with atmospheric
data. The modeling scheme essentially predicts that baroclinic instability
will be very ineffective in transporting heat. Of course, this is expected
for this particular latitude and season and other modes of heat transport
may be occurring. Weak counter-gradient transient flux is observed in the
mid-troposphere, extending from a tropical region of principally
equatorward transport.
At 500N the zonal wind data for winter of Oort and Rasmusson
evidently has some error. No seasonal change is found in ( ),, while
their temperature data suggests a 30% increase from summer to winter.
This variation would give a much more accurate parameterized flux as is
found using Newell's data. Allowing for this error, the parameterization
scheme again provides a reasonable seasonal variation of the flux magnitude.
Comparison of the flux depth for summer is obscured by the presence of
exceptionally strong upper tropospheric flux (see Fig. 3.6).
Using Newell's winter data at 500N, the vertical mean model flux
exceeds the observed transient flux by about 12%, but accounts for only
50% of the total flux. This particular latitude and season has the
largest contribution from stationary eddy flux. Apparently, the parameteri-
zation scheme underestimates the total heat transport when significant
stationary flux is present. However, when applying the scheme to a climate
model with no asymmetric forcing, it is likely the parameterized transport
will be closer to the total transport to compensate for the loss of the
stationary eddy flux. As mentioned in Chapter I, this is frequently the
case in three-dimensional simulations which explicitly calculate eddy
transports.
For 700N the lack of adequate data makes verification of the flux
modeling difficult. The zonal wind data of both Oort and Rasmusson and
Newell give considerable smaller than observed fluxes in the winter.
However, temperature data from Oort and Rasmusson would give a mean shear
of 1.2 m sec- 1 corresponding to a 850 mb flux of 7 'K m sec .
Considerable uncertainty is also evident in the summer calculation,
although Newell's data gives an accurate flux.
Figures 3.7a and 3.7b compare the parameterized flux using Newell's
zonal wind data with Newell's total flux observations (3.7a) and Oort and
Rasmusson's transient flux (3.7b). Plotted as functions of pressure for
the three different latitudes, it is seen that the model flux is a first
approximation to the actual energy transport. The two major deficiencies
in the vertical structure are caused by the lack of a frictional boundary
layer and a tropospause.. The mid-tropospheric magnitudes predicted by
the model are fairly accurate, esp. compared to the transient flux.
One exception is the 700N winter which has unreliable data for the mean
flow parameters.
The parameterization reproduces the observed tendency of deeper heat
fluxes in higher latitudes. This is principally due to the smaller values
of y at the higher latitudes. Also, seasonal changes in the depth are
greatest at subtropical latitudes because of the larger variability in
shear and thus, y .
As in the observed transient heat flux, this scheme shifts the
horizontal flux to higher latitudes in summer. While the parameterized
transport is not easily compared to the magnitude of the observed flux,
it does show many of the features of the seasonal changes and meridional
structure.
An application of the parameterization scheme has been made in a
symmetric version of the GISS general circulation climate model. Developed
by Yao and Stone, this version includes explicit calculations of mean
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meridional circulations and physical processes such as radiation and
moist convection. The effects of eddies, baroclinic or otherwise, must
be evaluated on the basis of the model's mean flow statistics. For the
horizontal and vertical heat flux by eddies the parameterization scheme
of the previous section is used. The model has five tropospheric levels,
the lowest at 933 mb, and a horizontal grid resolution of 80 latitude.
After initialization with observations of December 1, 1976, the model is
integrated in time with perpetual January insolation. The mean flow time
averages are found over January 1, 1977 to February 1, 1977, a period in
which the model has reached a quasi-eliquibrium state. Since the model
results are preliminary, discussion will be limited here to the effective-
ness of the heat flux modeling.
Fig. 3.8 shows the time mean zonal wind of the model and the observed
flow given by Newell et al (1972). The model's subtropical jets are
nearer the equator and stronger than the observed jets. This is due to
the lack of large scale eddy momentum transport in the model with poleward
branches of Hadley circulation generating strong zonal flow through
angular momentum conservation. The introduction of proper eddy momentum
mixing will weaken the jets and shift them polewards. Simultaneously,
the Hadley circulation will be enhanced to balance the momentum fluxes and
transport more energy, reducing the vertical shear in the subtropics.
Because the model's vertical shear is unusually large in the sub-
tropics, the eddy heat flux peaks nearer the equator than is found in
observations. If we use the three-dimensional model's zonal mean state
as the input data for the parameterization, the transport would peak at
470N or much nearer the observed latitude. Fig. 3.9 shows the eddy sensible
heat transport as found in the symmetric model. For comparison the transient
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eddy transport from Oort and Rasmusson's January observations is included.
While the parameterization should be most representative of the
transient fluxes, the transport due purely to the instability of the zonally
averaged flow is not completely defined by observational techniques.
Stationary eddies also draw energy from the zonal mean shear and may
respond to mean flow changes as do the transient eddies. Similarly,
the transient flux may be in part due to the presence of asymmetric
forcing. Hence, the total flux is included for comparison in Fig. 3.9.
The magnitude of the parameterized transport in the symmetric model falls
between the transient and total observed transport, partially compensating
for the lack of stationary eddy flux.
The magnitude and depth of the model heat flux is similar to the
observed tropospheric fluxes (Fig. 3.10). The model flux also exhibits
the poleward tilt with height of the latitude of maximum flux. As
expected from the zonal wind field, the flux peaks too far south. It
is unable to account for weak equatorward fluxes in the tropics and for
additional poleward transport near the tropopause. Not shown in Fig. 3.10,
the model heat flux in the Southern Hemisphere is of similar structure
but approximately one-half as strong as in the Northern Hemisphere.
In Fig. 3.11 the vertical eddy heat flux (- pg w'8') of the symmetric
model is compared with the computed flux of a January simulation of the
three-dimensional version of the model. Again the parameterized flux is
of correct magnitude and structure through shifted towards the subtropics.
The peak in the three-dimensional model may be at an anomalously high
latitude since the original GISS G.C.M. January simulation (Somerville
et al 1974) located a peak of -20 x 10-4 mb *K sec-1 near 450 N. If the
three-dimensional model's zonal mean state were used to determine the
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the parameterized flux, we would find a maximum vertical flux of
-4 -i
-15 x 10 mb oK sec at 470 N and 700 mb. In the symmetric model's
Southern Hemisphere the flux decays more rapidly towards higher latitudes
than in the other hemisphere. The magnitudes of the maximum transport
in both hemispheres are similar.
It is also interesting to examine the values of y for the symmetric
model as an indication of the stability of the zonal flow and as a measure
of the baroclinic transports. Fig. 3.12a shows the meridional structure
of y,, the vertical average weighted by the eddy depth and used to
determine the transport characteristics in the symmetric model. Also
shown is y for 733 mb in the three-dimensional model and for the 700-850
mb layer as found from the data of Oort and Rasmusson (1971). Using the
temperature data rather than the less certain zonal wind data, the vertical
shear was calculated by the thermal wind relation. Values of y near 750
mb will be nearly identical to Yw which is weighted towards the lower
troposphere and will also be at a level of substantial vertical and
horizontal transport. Towards the tropics y increases quite rapidly and
eventually becomes negative and large in regions of weak easterly shear.
In the subtropics and polewards it is 0(1) until reaching polar latitudes
where it may fluctuate greatly depending on the behavior of the ratio,
So/
az
Except at the highest latitudes Yw in the symmetric model is smaller
than the y values of the three-dimensional model or observations. In the
subtropics this must be primarily attributed to the anomalously large
vertical shears. However, Fig. 3.12b shows that the static stability in
the lower troposphere is too small in the symmetric model's mid and high
latitudes and is responsible for the smaller y values there. Since the
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vertical heat flux is reproduced reasonably well by the parameterization,
another mechanism important in controlling the static stability must be
inadequately represented in the model.
Evaporative and sensible heat fluxes from the surface of the symmetric
model are an order of magnitude smaller than the fluxes in the three-
dimensional model. This is caused by an artificially small transfer
coefficient, determined by the strength of the near surface wind. In
the symmetric model the only contribution is from the mean circulation,
whereas in the three-dimensional model the contribution from eddies is
much larger. Correction of this deficiency should lead to enhanced
heating by moist convection which is about 50% weaker in the symmetric
1
model than in the three-dimensional model. The moist convection is also
much shallower in the symmetric model.
It is interesting to note that static stabilities predicted by the
symmetric model at mid-latitudes are nearly the same as those found by
Stone (1972) in his radiative-dynamical heat balance model. Stone balanced
radiative heating and baroclinic fluxes to explain part of the vertical
stabilization that occurs in the atmosphere. The symmetric model is
dominated by this balance and provides an independent check on Stone's
analytical model with a more complicated model. In the following section
a similar analytic model is developed that includes the effect of the
8-plane on baroclinic transports. As seen earlier, some of the feedbacks
in the parameterization developed here have potentially different behavior
than Stone's original model.
1
A parameterization for the eddy-generated surface wind variance is
developed in Chapter IV. Its use in the symmetric model enhanced surface
heat transfer and reduced the subtropical meridional temperature gradient.
The westerly jet weakened and shifted to more realistic latitudes. The
maximum eddy heat flux shifted polewards to 40 ON. No substantial im-
provement was found in extratropical lapse rates.
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3. Energy Balance Model
In this section we examine an analytical energy balance model that
includes the transport properties of the baroclinic eddies and radiative
heating. The emphasis will be on understanding the response of the
baroclinic transports to changes in the radiative forcing. As this does
not include other heat transfer mechanisms such as moist convection,
large-scale water vapor transport, and the mean meridional circulation,
the model cannot be considered a complete climate model. However,
sensible heat transport by transient eddies is the largest single
component of the meridional flux in the atmosphere and ocean, accounting
for 40% of the annual total (Vonder Haar and Oort, 1973). Thus, the
model can be considered a first approximation to a complete climate model
since it retains the two most important heat transfer mechanisms, i.e.
radiative heating and sensible heat flux by baroclinic eddies.
The model can indicate what feedbacks are likely to be important in
eddy sensible heat transfer and must be retained in a more elaborate
model. It will also determine the average characteristics of the most
unstable baroclinic wave, while allowing that wave to adjust the mean flow
parameters, in particular, the static stability and vertical shear.
The development here is quite similar to Stone's (1972) study of
a radiative-dynamical model. It has been modified by including the
s-effect in a quasi-Boussinesq atmosphere, whereas Stone investigated a
Boussinesq, f-plane model. As noted earlier, the feedbacks may be of
opposite sign of Stone's heat flux parameterization depending on the
value of y.
Balancing eddy flux divergences and radiative heating, the zonal and
time mean thermodynamic equation for quasi-Boussinesq, quasi-geostrophic
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flow is:
-Is >s FL. 7-
(3.3.1)
where Q is the heating rate per unit mass. We use a linear
relaxation law for the diabatic heating term, i.e.
where 7 r
the zonal mean radiative equilibrium temperature and Tr is
radiative relaxation time. For the eddy fluxes we use eqs.
(3.1.9) in which -~ = -g - so that eq. (3.3.1) becomes:
Dz foes
radiative
is
the
(3.1.8) and
=-oTr T =0
-FUT Ve
(3.3.2)
where AU J Z and 13(,) = * / -''  e
The solution of eq. (3.3.2) with appropriate boundary conditions
cannot be found analytically if the mean flow parameters are considered
functions of latitude and height. Therefore, further simplifying
assumptions must be made. First we assume the mean flow parameters
Ns, - , and d are vertical averages weighted by the eddy heat flux
structure as previously discussed. The magnitudes A(y,z) and B(y,z)
lose their z-dependence as formulated in the previous section and used
in the symmetric model. However, these functions still have complicated
y-structure and we further assume:
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where the mean flow variables, [Ns ], [--1, and [d] are now meridional3z
averages as well as vertical. Specifically we define
The Coriolis parameter, fo, will be evaluated at a mid-latitude halfway
between y=L and -L, the polar and tropical boundaries of the model.
The function F(y) will be chosen to simulate the planetary variation
of the flux as seen in Fig. 3.9 with a maximum at mid-latitudes and
vanishing at the two boundaries in the tropics and near the pole. If
the structure of the atmosphere and ocean is dominated by the planetary
scale and inter-hemispheric exchange is small, Stone (1978b) has
demonstrated the meridional energy flux distribution is independent of
the structure of the atmospheric-oceanic system. The flux distribution
can be approximated within 10% by the function (sin C - sin 3 ) with
a maximum flux per unit area at 450. Similar distributions for the flux
have been used in other climate models (Stone, 1972, North, 1975) and F(y)
will be selected to approximate this form. For consistency the vertical
flux also varies like F(y). We can now write eq. (3.3.2) as:
For z >> [d] it is clear from eq. (3.3.3) that the atmosphere will
For z >> [d] it is clear from eq. (3.3.3) that the atmosphere will
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be approximately in radiative equilibrium as the eddy divergences will
be small. The depth of the lower atmosphere which can be substantially
different from radiative equilibrium is 0([d]). Thus, we are interested
in solutions for the temperature structure through this layer.
First using the thermal wind relation, define a vertical shear of
the radiative state as
Then, taking the y-derivative of eq. (3.3.3), we obtain, recalling
[Ns], [- ] , [d], and [H] are mean values in the flux terms,
_ -T - CS (3.3.4)
As yet the radiative heating term is not averaged. Multiplying eq.
(3.3.4) by e , integrating over z, and meridionally averaging,
we obtain:
S-(3.3.5)
Here the 0(1) term f is absorbed into a fixed mean of Tr- In
further development of similar models, the radiative time scale should be
considered a function of [d] as one would expect somewhat shorter relaxation
times for shallower baroclinic waves. But for the current study, using a
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constant value is sufficient.
Returning to eq. (3.3.3), now differentiate by z to get:
NS] tX[4_1 F Z/Cl- aC1 3~ZF
cri r
e a~ ez 1>0 'C I (336)
For a hydrostatic atmosphere, we find
T -i-2 T
Defining a radiative equilibriu
the last term of eq. (3.3.6) as
after multiplying by P,
vE . VilS E-~ldi -
£Ns' ZL ....E 6y~
m Brunt-Vaisala frequency, Nr, we approximate
N 2 - Ns2
Nr2 - Ns Averaging over y and,
Trfo
integrating over z, eq. (3.3.6) becomes:
do IF]
)d~i [N[+41
.NQ J (N f c. (j
If we define [d] as [i43 + _ %LS ) let
and consider [H] a known constant dependent on a global mean temperature,
eqs. (3.3.5) and (3.3.7) can be solved for [-z] and [Ns] as functions of
the radiative forcing gradients [Nr'] and [- r]. To mimic the planetary
scale convergence, the meridional variation of the flux is taken as:
F ) 2- ('-/V) so that
F 
-- o and F2
)
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Substituting into eqs. (3.3.5) and(3.3.7), respectively, we find (dropping
brackets):
oa
I L. ; 0 (+ pox (3.3.9)
(A-33
Eqs. (3.3.8) and (3.3.9) balance relaxation to mean radiative gradients
with mean baroclinic transports that attempt to reduce the gradient,
horizontally (3.3.8) or vertically (3.3.9).
The equations differ from Stone's formulation (see eqs. (2.33) and
(2.34) of Stone (1972)) in two respects. First, the radiative-dynamical
balance occurs over a depth of O(H/(l+y)) in the model and therefore, is
dependent on the values of Ns and --. For depths much greater than H/(l+y),
the model atmosphere is near radiative equilibrium. In Stone's Boussinesq,
f-plane model, this depth is fixed at H.
Secondly, the wave depth of H/(l+y) appears in the horizontal transport
of eq. (3.3.8) as opposed to H in Stone's model of Eady wave transport.
Eq. (3.3.9) is essentially unchanged from Stone's vertical balance
(except for the small correction of 3/(l+y) in the bracketed term) as the
depth of the waves will not explicitly appear in this balance. The vertical
2 _32
flux is proportional to d2 (eq. 3.1.9)), but [ w'' which
determines the stabilization, is not dependent on d. The balances in eqs.
(3.3.8) and (3.3.9) could be deduced on the basis of scaling arguments to
0(1) multiplicative factors using these modifications of the wave scales.
To determine the radiative equilibrium state, either the incoming
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solar flux or the surface temperature must be specified. Using observed
surface temperatures, Manabe and M611er (1961) found the tropospheric
lapse rate in radiative equilibrium was nearly dry adiabatic. The use
of observed surface temperatures implicitly assumes some dynamical
transport is occurring. With the specification of the incoming flux
the radiative lapse rate is very unstable because of high surface
temperatures. In context of the model presented here, it is appropriate
to assume turbulent heat flux is occurring in a near surface layer to
reduce the ground temperature and transfer energy into the free atmosphere.
Further transport would then be provided by baroclinic eddies.
Before finding numerical solutions to eqs. (3.3.8) and (3.3.9), it
is enlightening to examine certain parameter limits. First, the example
of Nr 2=0, corresponding to a neutral radiative state, is studied.
Eqs. (3.3.8) and 3.3.9) can easily be reduced to a single equation
for = / U if we drop the 31+y) term in eq. (3.3.9). Its deletion
will cause at most a 23% error in the bracketed quantity in eq. (3.3.9) and
not alter the feedbacks. In this case, we find:
C 4 %(3.3.10)
where q1(3
and ;0 Ao14 j -
The Richardson number, giving the relation between and Ns' is
R4, ('37 #o2"r) (3.3.11)
(-Eli
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and will be large for most planetary atmospheres. This result is
essentially identical to Stone's (1972) solution for the case of
2 u/
Nr = 0 and is independent of Bo. From eq. (3.3.11) we find y = B '
For further comparison, if B = 0 (an f-plane model), the parameter
dependence of -- is the same as Stone's model. In the case of strong
atz
radiative forcing ( large and A >> 1), A << 1 ( ) )
and dynamical fluxes are very efficient as the shear or meridional tempera-
ture gradient is much less than the radiative gradient. For comparatively
weak radiative gradients (A<< 1), E-Z 1 corresponding to very ineffective3z
baroclinic transports. For the limit of B >> A and B >> 1 (a strong
s-effect) it can be shown from eq. (3.3.10) that - 1 and y B,
az
so that the baroclinic waves are very short and shallow and will be
inefficient heat transporters.
For mid-latitudes for which this model was developed we expect
2 A fo 2
A B2 . Specifically, we find = 1.85 (-) 2 For 450 lat.
B oL
7 A
and L = a with a = planetary radius, -= 3. In the case of weak
radiative forcing (AB 2 << 1), we findan approximate solution to eq.
(3.3.10) of 1 and as before, the waves are inefficient heat
3z
transporters. From eq. (3.3.11) we find N, 2 r( ) 2 (fo T)3 . Here
y z B << 1 so that the waves are deep Eady waves. In this small y limit,
the appropriate eddy scale is NH- and, comparing this scale to the
fo
planetary radius, NsH = B/(fo Tr) 1/3 - 0. Therefore, the waves are deepfoa
but short. The weak forcing leads to weak shear and, referring to
Fig. 3.4, very little vertical transport, The reduced static stability
decreases the horizontal scale and flux of the Eady waves as seen in the
small Ns limit of Fig. 3.3.
/ 2
2 
B 2
For strong radiative forcing (AB 2 >> 1), we find an B < 1 or,3z A+B2
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nd 1 2  2  T3
for the previous choice of L,z 4 and N ) (f . This
result differs from the f-plane model in which the eddies became very
efficient in this limit. The S-effect has placed a upper bound on this
efficiency. Here y n B >> 1 and the eddies are very short and shallow.
The forced increase in vertical flux has strongly stabilized the atmosphere
and reduced the eddy scales by increasing y . This effect mitigates
increases in the horizontal flux caused by forced increases in shear.
The horizontal flux for large y is inversely dependent on Ns rather than
directly proportional to Ns as for small y.
Specific solution of eqs. (3.3.10) and (3.3.11) as functions of
-r are shown in Fig. 3.13. Parameters representative of a terrestrial
az
5-plane centered at 450 lat. with boundaries at 180 and 720 are chosen
-4 , 01(i.e. L = 3000 km), namely, fo = 1 x 10- 4 , H = 7300 m, Bo = 1.6 x 10-11
sec-1 m-1  Tr = 3 x 106 sec (35 days).
___ -1 -1
An approximate winter value for --r of 5 m sec km (equivalent to3z
a 700 K temperature difference across the model) corresponds to y = .7,
-1 -1 37
-= 2 m sec km ,- = 4 K/Km, and Ri = 30 or within 25% of the
observed values. These parameter values correspond to a heat transporting
mode of zonal wavenumber 6 at 450. From Fig. 3.13 note that static
stability is more sensitive to the radiative forcing than the shear,
indicative of the strong dependence of the vertical flux on the shear.
A 50% decrease in - causes a 33% decrease in - and a 56% decrease in
static stability. This suggests the importance of baroclinic eddies in
determining the static stability may vary greatly through the seasonal
cycle. Other processes, particularly moist convection, may dominate in
summer as suggested by Stone and Carlson (1979).
The solutions shown in Fig. 3.13 exhibit the same behavior in limits of
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Terrestrial radiative-dynamical model with variable zu3z
Fig. 3.13.
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large and small --- as described above. One modification is in 1 -
which approaches .89 instead of .75 because the choice of channel width
is somewhat less than the equator to pole distance. The quantity, 1 - -
measures the efficiency of the horizontal flux to smooth out the
radiative temperature gradient. For observed values, this efficiency
is greater than 50% and not far from its asymptotic limit.
2
Because Ns increases rapidly for increased forcing, y also increases,
though more slowly. The strong negative feedback that apparently
keeps y very near unity (Stone, 1978) in the atmosphere is not evident
in the model. However, radiative forcing that is four times weaker or
stronger than the observed restricts y to a 0.3 - 1.6 range in this
analytical model.
Fig.3.14 shows the dependence of the solutions on the radiative
relaxation time, Tr
. 
For large Tr the solutions will have the same
behavior as under strong radiative forcing (i.e. ArB 2 >> 1). Longer
radiative times allow baroclinic fluxes to more effectively transport
heat vertically and horizontally.
If the static stability is predetermined in eq. (3.3.8) as if by
moist convection rather than baroclinic fluxes, the y parameter will
decrease for increased forcing or opposite the behavior seen in Fig. 3.13.
If we specify Ns in eq. (3.3.8), the horizontal temperature gradient may
be directly found as (3.3.8) takes the form:
A (3 1
where A= o,0o C- - and
(3.3.12)
2,5 1, 3
2.25 1.2
2.0 
1.75 o0
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Fig. 3.14. Terrestrial radiative-dynamical model with variable radiative time scale, Tr, and
zus -1 -1 2
-r = 4 m sec Km and r = 0. Other paraneters same as Fiq. 3.13.3z r
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In case of strong forcing (A >> 1, Yr << 1),
This is efficient baroclinic transport by Eady waves as is found in the
f-plane model. For A << 1 (weaking forcing), -t -1 and y Yr>>1 or
inefficient transport by shallow, short waves. With the strong feedback
on vertical fluxes removed, y decreases for increased forcing. Fig.
3.15 shows the dependence of y and Yr on - for S= 40 K/Km.
Though of opposite sign, the sensitivity of y to ,D- is as large as in
the full model with variable static stability. However, it does indicate
that an additional vertical transport mechanism such as moist convection
could reduce the sensitivity of y to radiative forcing by moderating the
response of the vertical fluxes.
Because some planetary atmospheres (e.g. Mars) may have radiative
equilibrium states which are stably stratified, it is also worth examining
the energy balance with Nr2 > 0. Discussion is also given for equilibrium
states with Nr2 < 0. Eqs. (3.3.8) and (3.3.9) can be reduced to a
single equation in N I NS . 1. 5 A$
wh Bd -e a+: .
4+ N(I/N ) + I
N ( (3.3.13)
with A, B defined above and R - _ - -- v
We also find: - IN'3N+N'R3
2.
Ur (m se6' kmT )
40
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I0-
7-
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Fig. 3.15. Terrestrial radiative-dynamical model for fixed static
stability. Values of y and y = y a : vs.
radiative shear, --9
Dz
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The case of R = 0 has been discussed.
For fixed Nr2 (positive or negative) and large - (A B2>> RI<<)
the solution to eq. (3.3.13) is:
Nor NsR> @oe(
i ~r - and
This limit is identical to the previously discussed case of strong horizontal
2
forcing with N = 0.
r
For fixed N and small (A << , IRI >> 1) we must consider
r z
Nr2 Nr2 2
two cases, Nr 2 < 0 and Nr2 > 0. First, if Nr  < (R> 0), we find:
i'% A 1Z % AW A/r> -tN
These solutions are also valid for fixed -ur (A, B fixed) and large and8z
negative Nr2(R>>1). Thus, for either weak horizontal radiative gradients
or strongly statically unstable radiative state the dynamically adjusted
state is weakly statically stable as N 2( ) (for fixed Nr2) or
s z
N2  1/(-N (for fixed ). The waves are deep (Eady) but ineffective
in heat transport. In this limit Ri becomes small and geostrophic
baroclinic instability may no longer dominate the transports.
If Nr 2 >0 (R < 0) a balance of terms in eq. (3.3.13) requires
N' 3 + N' R Z 1 which implies N' (-R) >> 1. Then we find
N5 2 ZN2 
a a
s r ' z z
-RB >> , and Ri Ri
.
For fixed Nr and small
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the eddies are shallow (y >> 1) and ineffective in adjusting the
temperature gradients from radiative equilibrium. This is somewhat
different from the radiatively neutral and weak forcing case where
y << 1 because weak vertical fluxes could not maintain a statically
stable atmosphere. Here the static stability has a lower bound of the
radiative value and y increases as the horizontal forcing decreases.
These results are also valid for fixed -Ur and large and positive N2
In this case the eddy motions are suppressed by strong static stability.
The dependence on Nr2 with fixed horizontal forcing is further
detailed in Fig. 3.16. In this example, --~  = 4 m sec Km and other8z
parameters are unchanged from Fig. 3.13. Since strongly statically
stable or unstable radiative states lead to weak heat transport, a
minimum in the adjusted shear occurs near Nr = 0, though the shear is
only weakly dependent on Nr2 . For INr 21>> the shear approaches the
radiative equilibrium value. As previously discussed, y and Ns2 rapidly
approach zero for increasingly unstable radiative states. The adjusted
static stability slowly approaches Nr2 in the limit of large, positive
N2 specifically, ( P
Again it is seen that the behavior of the vertical dynamical fluxes plays
a dominant role in determining the behavior of the static stability and y .
The model is also applied to the Martian and Jovian atmosphere.
Its application to Mars is probably more reliable as baroclinic waves
have been observed on the planet. Jupiter has no known surface and there-
fore, use of a rigid lower boundary may not be reasonable unless it
2.5
2,O
3.0
2.5
1.5 2.0
1.5
4
2Ns
(10 4 sec-2 )
-4 -3 -2 -1 0 I 2 3 4 52 -4 2Nr (IO sec" )rr
Fig. 3.16. Terrestrial radiative-dynamical model with Tr = 3 x 106
2
variable Nr . Other parameters same as in Fig. 3.13. Ri
-4 -4 . 21 x 10 sec in Nr
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sec, r = 4 m sec , and
az Km
given at intervals of
E
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E
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corresponds to a deep layer of strong static stability. This may be
provided by water vapor condensation below visible cloud layers. The
circulation of Jupiter is discussed in more detail in Chapter V.
Table 2 shows the results for the two atmospheres and a range of
specified parameters is used with a standard model listed first.
The major difference between the Earth and Mars is the shorter
radiative time for Mars. Referring to the expression for the non-
dimensional parameter A, we see this effect is partially mitigated by
a smaller planetary radius and the results are not greatly different from
the terrestrial model. It is worth noting the predicted static stability
is smaller (' 2 oK/Km) as observed and the efficiency of the dynamical flux
as measured by 1 - - is lower (" .4) because of the short radiativeDz
time scale and somewhat weaker horizontal forcing. The Martian atmosphere's
radiative equilibrium state is probably statically stable because of the
presence of dust particles and this weakens the baroclinic transports.
For the standard model the wavelength of maximum growth is about 3000 Km
or a planetary wavenumber 5 at 450 lat. Baroclinic waves of this scale
have been observed at mid-latitudes on Mars (Barnes, 1979).
The solutions for Jupiter are very sensitive to the externally
specified parameters, esp. the radiative static stability, as also found
by Stone (1972). In general the horizontal transports are less efficient
than for the Earth and Mars, particularly for radiatively unstable states.
With Nr2= 0 the baroclinic eddies sufficiently stabilize the atmosphere
vertically to create very large Richardson numbers. The standard model
uses an estimate of aur based on Stone's (1972) eq. (3.11) which accounts
z
for a uniformly distributed internal heat source with a magnitude equal
to solar absorption. Other tests include no internal heating
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TABLE 2
-4 -1fo = 1. 0x10 sec
Mars -11 -1 -1a= 3 x 10 sec m
L = 1600 Km
H= 11 Km
-2
g = 3.8 m sec
-1U(m sec) D Or ) 5
z Km 3 z ( T (10 5sec)
2.7 +1 4
2.7 +2 4
2.7 0 4
2.7 -2 4
4.0 +1 4
1.3 +1 4
2.7 +1 1.2
2.7 +1 8
-19( m sec
z Km
1.60
1.65
1.55
1.62
2.03
.98
1.84
1.23
a8 oKD0 (O
9z Km
1.9
2.8
1.1
0.3
2.7
1.3
1.77
2.2
1- z
Y
.69 .41
.99 .39
.41 .59
.11 .40
.74 .49
.74 .25
.54 .32
1.02 .40
fo = 2.5 x
Jupiter = 3.5 x
-4
10- 4 sec L
-12 -1 -110 sec m H
= 35000
= 20 Km
Km
g = 24 msec-
-1 -1Dur m sec - 8 OK ai m sec( ) (-) 8 (1)
z Km 9 z Km (10 sec) mz K Y
.16 0 3 .134
.16 0 6 .120
.16 0 1 .150
.10 0 3 .091
.33 0 3 .228
.16 1 3 .139
.16 -3 3 .156
90 (OK
.16
.21
.10
.08
.48
1.12
10-3i0
1-
y 3z
.18 .16
.26 .25
.10 .06
.12 .09
.31 .31
1.18 .13
.001 .025
Ri
13
18
8
2
11
23
9
25
Ri
103
103
600
103
103
800
6
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-1 -1
(r = .33 m sec ) and twice as much ( r = .10 m sec). Provided
_z Km Km
Nr2 is zero, the nature of the solution is not altered. Except for
Nr2 > 0, y remains much less than unity indicating a weak B-effect on
baroclinic waves. The standard model gives a instability wavelength
of 300 Km. Eddies of this and much greater scales have been observed
by spacecraft, but the nature of their dynamical processes remains
speculative. The presence of a cloud layer in which the atmosphere is
stabilized by condensation may increase the wave scale as addressed
in Chapter V.
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4. Summary
A method for modeling transient baroclinic heat fluxes was developed
based on the nature of Charney modes as studied in Chapter II and studies
of nonlinear baroclinic waves. The response of the parameterized fluxes
to changes in shear and static stability suggests that strong feedbacks
occur, particularly between the vertical shear or meridional temperature
gradient and both horizontal and vertical fluxes. Though two-layer
climate models will roughly imitate the behavior of the fluxes, it is
also clear that more complete investigations will require better vertical
resolution, esp. in studies of radiative forcing considerably removed
from current conditions. In the case of y > 1 when the two-layer
instability criterion is not satisfied, baroclinic fluxes may yet play
an active role in determining the mean flow.
Application of the parameterization to an axisymmetric climate
model under development proved to be successful in reproducing several
features of mid-latitude heat transports. Further investigation of this
model should provide insight into the maintenance of the general
circulation. It is also likely to give more satisfactory answers to
climate problems than one-dimensional models. The considerable importance
of vertical heat fluxes and variable static stability in determining
transport properties and mean flow characteristics is clearly demonstrated
in the analytical model studied in Section 111-3. In addition, other
vertical fluxes, esp. moist convection, may alter the response of static
stability and baroclinic fluxes to imposed forcing.
Finally, the importance of baroclinic instability in other planetary
atmospheres was re-examined with inclusion of the s-effect on eddy scales.
The results are not significantly different from Stone's (1972). On Mars
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baroclinic transports are slightly less important in determining the
temperature structure than on the Earth and the s-effect is of comparable
importance to the baroclinic waves. Conclusions for Jupiter are much
more speculative, but the modeling suggests the least effective baro-
clinic transports and weakest s-effect.
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CHAPTER IV
MOMENTUM BALANCE MODEL
1. Modeling Eddy Momentum Flux
In this section we will use results from previous chapters to
model eddy momentum flux in mid-latitudes. In the Charney model of
baroclinic instability of Chapter II the zonal flow has no meridional
structure and consequently, meridional eddy transport of zonal
momentum cannot be directly determined from the stability analysis.
An indirect means of estimating this transport must be found. The
development follows Green's (1970) method of mixing length theory
for quasi-conservative quantities, q and 0 . For example, to find
V ' 8', the eddy heat flux vector, we correlate V' and 6' = O =
7 ( ) - T(X +AX') where X = position vector and AX' is the
displacement vector in the direction of the eddy velocity. The
magnitude of AX' is the eddy mixing length. If I AX'I << /I Vl
where V is the three-dimensional gradient, then we expand A6 to obtain:
Thus we find 6A . ) -b /' (' '(
where Ay and Az are the meridional and vertical eddy displacements.
We define mixing coefficients
Jy<.- Vl'4/; /and /b
and note that the formulation above will also apply to the eddy transport
of quasi-geostrophic potential vorticity, q . Therefore, the meridional
transports are:
V - (4.1.2)
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It can be shown from the stability analysis of Section II-4 that
V'Ay' oC ez/d with d = HI,{1  t-I) and V' z' = 0 to the order
retained in the heat flux structure found in Chapter II. The choice
of the wavenumber, K , for the mixing scale will again be predicated
on the stability analysis. The magnitude of the mixing coefficient
will be determined by this choice and the scaling analysis of Section III-1.
From the expression for q' of eq. (2.1.7) we find:
and after using V' = <X ) ' and e
this reduces to:
.- a V'eP (4.1.3)
Introducing the relations for V'q' and V' 8' from eqs. (4.1.1) and
(4.1.2) with Kvz = 0, eq. (4.1.3) becomes:
where
To examine the behavior of the momentum flux divergence of eq.
(4.1.4), we substitute for and simplify the divergence expression.
We find:
and if I. qf , Xv -"v/ , this further reduces to:
Avy i~ Cl - C. - l
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The sum of the first two terms in brackets is 8 (1- -). From0 yd
stability analysis of the Charney model it can be shown d < H/y for
all growing Charney modes. For momentum mixing by these modes, the
sum of the first two terms will be negative. Only where is
negative, as in a westerly jet, can the flux divergence of eq. (4.1.5)
be positive or zero.
If we choose to model the heat flux for the most unstable wave as
in Section III-1, then we can equate the expressions for flux, (4.1.1)
and (3.1.8), to find ~
At high latitudes d% H and b_ decreases polewards so that the
mixing is less effective. In the low latitudes where y >> 1 and
d-H/y, 4Y e so that the mixing is
weak and shallow because of weak meridional temperature gradients.
Momentum convergence by baroclinic eddies will be small as expected.
In the tropics it is not potential vorticity, q , that is
approximately conserved, but instead the vorticity, + f = -- )
as noted by Charney (1963). In this case, the vorticity flux by
tropical eddies is V' ' = - u'V' and a mixing length argument
for the momentum flux convergence would give:
- (4.1.6)
with y y)Ivg as mixing coefficients appropriate to the tropics.
Since vertical velocities are weaker in the tropics (Charney, loc. cit.),
we expect the vertical mixing coefficient to be small and eq. (4.1.6) to
be approximately:
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For the tropical troposphere > so that
implying the eddies transport westerly momentum out of the tropics as
observed. Also if - > as for strong easterlies, the mixing
law of eq. (4.1.7) would give convergence into equatorial regions.
The determination of the mixing coefficient is more difficult in
the tropics than at mid-latitudes where horizontal scales can be
estimated from baroclinic theory. Free and forced tropical motions
can have widely varying length scales. Furthermore, the scaling analysis
of Charney (1963) which implies vorticity conservation will not be
valid if strong forcing such as deep convection causes strong vertical
motion or efficient vertical mixing of momentum. Here we will limit
our study to quasi-geostrophic motion in extratropical latitudes,
though a further analysis of tropical momentum flux would be useful
in the formulation of globally valid parameterizations.
Returning to eq. (4.1.5), we note the mixing coefficient is
-z/d
proportional to e and since d = 4 km for mid-latitudes (see
Table 1), the momentum flux divergence will be small in the upper tropo-
sphere. However, the observed transient flux reaches a maximum at
200 mb. The nature of these fluxes is unknown, though they may be
caused by finite amplitude development of baroclinic waves (Simmons
and Hoskins, 1978) or intermittent standing eddies.
Coriolis torques of the induced mean meridional circulation
largely cancel eddy flux divergences in the deep baroclinic waves in
the upper troposphere of Simmons and Hoskins' model. For non-dissipative,
standing waves, this cancellation would be exact. While the observation
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of the mean meridional flow is prone to large error, the primary
components of the upper tropospheric momentum balance are horizontal
eddy flux divergence and Coriolis torques of the mean circulation
(Newell et al, 1972). The net contribution of the waves causing the
upper level momentum flux is uncertain.
In any case, the parameterization scheme developed here is restricted
to momentum mixing by the most unstable modes as required by the
constraints of potential vorticity and entropy conservation. The precise
vertical structure of the transport proves to be of lesser importance
to the surface momentum balance, provided the magnitude of the vertically
integrated momentum flux is correct.
2. Momentum Balance Model
Following Green (1970) a momentum balance model is developed to
study the maintenance of surface winds at mid and high latitudes.
It departs from Green's study in that he assumed the baroclinic eddies
draw available potential energy across the planetary scale rather
than eddy scale in his formulation of the mixing coefficient. Green's
model was Boussinesq and vertically bounded as opposed to the unbounded,
quasi-Boussinesq model considered here.
In his determination of the vertical dependence of K vy, Green
considered the case of a Boussinesq model with no horizontal shear and
approximately linear vertical shear. In this situation, .-.
and eq. (4.1.4) reduces to 
-- V l
where the density scale height in y is now replaced by the fluid depth,
D. This gives a different behavior than
4(
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derived from the stability problem. In the case of small y , the depth
of mixing in Green's model is infinite rather than limited by the density
scale height. For y = 1, as in the atmosphere, the vertical scales of the
two models are similar. A different surface drag formulation, dependent
on the eddy velocity scale, will be used here.
The time-zonal mean momentum equation is
(4.2.1)
where T is a frictional stress. Integrating vertically and applying
the zonally averaged continuity equation, eq. (4.2.1) becomes:
(4.2.2)
where Tsfc is frictional surface stress.
We approximate the momentum flux divergence by the baroclinic eddy
transport as parameterized in the previous section. The vertical integral
of the mean meridional transport is neglected. The observations of
Newell et al (1972) show that transient eddies account for at least
two-thirds of the vertically averaged transport at mid-latitudes through
all seasons. The transport by mean meridional motions is negligible
( < 10% of total) outside of the tropics. Thus, the model developed
here will represent the two major components of the vertically integrated
momentum balance, horizontal transport by transient eddies and surface
stress. To find the net flux divergence in a column outside the tropics,
eq. (4.1.4) is used:
..Now U 1#
S P a c/ldsIvy VY i% a~~ LK r e
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If we assume the mean flow parameters appearing in Xvy are vertical
-ap
averages weighted by the eddy depth so that
this expression becomes:
000 U7 (4.2.3)
where d is the eddy depth using the eddy-weighted vertical means
of the mean flow parameters.
The mean zonal flow is defined as the sum of barotropic and
baroclinic components, u(y,z) = us(y) + ug(y,z)2
where ug(y,0) = 0 and Us(y) is the surface wind. Using a drag law
for the surface stress, Tsfc = D us(y), with D = constant ,
eq. (4.2.2) can be written:
- I 
-i (4.2.4)
We take V'= 0 at rigid boundaries at y =±L spanning a mid-latitude
channel. This condition requires O for quasi-geostrophic
transport and, from (4.2.2), u s = 0 at the sidewalls. If the thermal
field is specified and therefore, the baroclinic component is known,
Nvy can be determined and eq. (4.2.4) can be solved for u,.
Normally, Kvy is a function of y . However, to facilitate
analytic solutions to (4.2.4) we will represent it by a meridional
mean. Eq. (4.2.4) becomes constant coefficient with inhomogeneous
forcing terms which cause a redistribution of momentum through eddy
mixing. Some error is expected near the boundaries where ,y would
normally be small. The emphasis will center on the response of the
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barotropic component to changes in the mean gradients in the thermal
field. Also assume Bor fo, Ns2 and d are constant, consistent with
assuming Kvy independent of y.
If eq. (4.2.2) is integrated meridionally between y = +L where
+L
u'V' = 0 then f -L Tsfc dy = 0 or a condition of no net surface stress.
This implies the following constraint on the L.H.S. of (4.2.4):
6L L 1S
where 
0 e L d
Using this constraint in (4.2.4), we find:
-aMo --- -, ,(4.2.5)
where o and L h
We now define the baroclinic component as U-B(z) = S A(y)z
where S is a dimensional shear and A(y) is an 0(1) meridional structure.
Then & S Si7
CS 
V
and
~a3cl>
Now we take
where (Z )%
the channel and d =
In this example,
and
r ei"o,
Ss~0.
s
L I
xSvyja 11
B)
is a horizontal mean of the vertical shear in
H +
OL 
-IW
LA4
L,
-- 2f
Next use A = 1 -(y/L) 2 so that the vertical shear is maximized at
the channel's center, a mid-latitude where the radiative differential
heating is greatest. Then the solution of eq. (4.2.5) is:
2 oe .14L ~J 
i
3 CrJe t L L cG,~
ALL
4 '-/L7 (4.2.6)
where - A r=surface flow , the magnitude of the barotropic or
surface flow. This magnitude is proportional to a s
where uf = friction velocity =
The friction velocity can be related by a drag law to the surface
f =CD 0 771)
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where CD = drag coefficient.
Usually the eddy variance exceeds 3s by at least an order of magnitude.
Using the amplitude and vertical structure expressions for the baroclinic
wave responsible for the momentum mixing, we can show that
The function F(y) is only weakly dependent on b/,
N6) '_; -I
varying from .5 for y >> 1 to .63 for y = 0. Using Newell's mean
flow data from Table 1 - Chapter III, this expression is compared with
observed 1000mb values of Oort and Rasmusson.
WINTER SUMMER
obs. model obs. model
-i
300N 7.7 m sec-1 5.3 4.8 0.4
50 0 N 8.9 5.6 6.6 3.2
70 0 N 8.2 1.1 6.3 3.6
The predicted standard deviation is generally smaller than observed
values, especially in winter at 700N where the mean flow data is most
uncertain. Considerable error is also seen at 300N in summer when we
expect non-baroclinic eddies to greatly contribute to the variance.
Overlooking these uncertainties, modeling uf by the eddy variance should
be more realistic than Green's assumption that uf is constant and
independent of the vertical shear. A similar formulation for an f-plane
was used successfully by Mullan (1979) in a symmetric climate model.
Furthermore, neglecting u is required for a linear form of eq. (4.2.5)
and then eq.(4.2.6) is a valid solution of (4.2.5).
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We approximate the friction velocity by
( A;a (4.2.7)
approximating the function F(y) as a constant and absorbing it into CD.
In this case, the amplitude 1! is proportional to
and we see that the magnitude of the barotropic flow will increase for
strong shear or weak stress as measured by CD. For y << 1 (strong shear)
we find
and for y >> 1 (weak shear),
Two meridional scales appear in the meridional structure of Us,
and L.V Cb
When pL >> 1, we find:
, 0.. V _3 " - (k)/ and for
Cosk) .L
-1
L- jyl >> (i.e. well away from the boundaries), this becomes
54 * The scale p-1 is the width of the
boundary layers near y = ±L and the barotropic wind varies on the
planetary scale, L. It is seen that a westerly current exists between
y z +L/r , bounded by easterlies on either side.
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When pL << 1, the barotropic flow is
so that an additional factor of (pL)2 appears in the amplitude. The
amplitude is independent of the frictional coefficient since
A A
In this case, the variation of the flow is still on the planetary scale,
but now easterlies occur at the center, bounded by westerlies at y = +.67L.
The ratio pL is small if the frictional stress is weak or the eddy scale
is large. The latter case would be unrealistic if the scale of the
waves exceeds the planetary scale.
To obtain Green's model we must replace p2 in (4.2.6) by
and
by, -Ta-by °S where D = fluid depthI N D
and %
The magnitude of the flow, t1 , is proportional to:
so that the parameter dependence is unchanged for large or small y .
The mixing coefficient in Green's model is independent of y since he
assumed the waves draw potential energy across the planetary scale rather
than the eddy scale. For a strong 8-effect the potential vorticity
gradient of the mean field will be large and substantial vorticity
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transport will be balanced by strong frictional stress. In the model
presented here the barotropic flow becomes weak for a strong a-effect as
the waves are shortened and are ineffective in mixing vorticity.
For a weak S-effect our model approaches an f-plane limit. The
horizontal heat flux has a vertical scale of H and non-zero momentum
flux divergence is possible (see eq. 4.1.3). As 8o - 0 Green's model has
vanishing barotropic flow. By assuming the vertical variation of the
mixing coefficient or, equivalently, the heat flux vanishes in this
limit, no momentum flux divergence is possible.
To calculate specific profiles typical parameters on a channel
centered at 450 with boundaries at 180 and 720 are chosen:
y = 1 H = 8 Km (DB)m = 2 m sec - Km
2 -4 -2d = 4 Km CD = .0 0 3  Ns = 1.7 x 10 sec L = 3000 Km
uB (.l 3 (Tu_)
Equating <z > and (- 1)m so that S = (2 m we find:
PL = 5.2 and = 14.4 m sec- 1 .
The profile of Us(y) is shown in Fig. 4.1 along with annual mean 1000 mb
winds from Oort and Rasmusson (1971). Given the simplifying approximations
made for ease of calculation, the agreement is fairly good in magnitude
and structure. The eddies transport heat in the specified thermal field
and redistribute potential vorticity and momentum to create a westerly
current at mid-latitudes. The profile is similar to Green's calculation
becausein the current climatic state, the two measurements of eddy mixing
are quantitatively similar.
Errors appear near the boundaries because of approximations made
in the model. In the atmosphere the meridional flux convergence is non-
zero in the tropics unlike the model assumption of vanishing convergence
-Us (m sec- )
3
2
0
O
-I
-2
-3 U
-L
180
-L/ 2 0 1/2
320 450 590
L Y
720 Latitude
Fig. 4.1. Surface U as calculated by momentum balance model and observed
1000 mb annual mean u (x) from Oort and Rasmusson (1971).
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at the tropical boundary. The parameterization of the eddy flux is not
expected to apply at the equatorial latitudes. Some error is also seen
in the overemphasis of polar easterlies which may be due to the assumption
of constant Kvy or to lack of spherical effects as noted by White (1977)
in his study of Green's model on a sphere.
In the profile of Fig. 4.1, the vertical mean eddy flux divergence
can be directly calculated from eq. (4.2.2) given the relation
Tsfc = Dis5 (y) = ps(O) uf Us(y). At the center of channel, the mean
divergence is:
60 &W - m e
This compares favorably with the 450N annual mean transient flux divergence
2 -2 3
from Oort and Rasmusson of -7.9 m s /10 Km.
The latitudinal distribution of the eddy momentum flux can be deduced
from the boundary conditions and the structure of iTs(y). The flux must
be antisymmetric about the westerly current maximum with westerly
momentum transported poleward (u'v' > 0) on the equatorward side of the
current. The observed flux has a similar structure though the equator-
ward flux at high latitudes is much weaker than in the model. Consequently,
the strength of the polar easterlies is overestimated.
Finally, the energy balance model of Section III - 3 can be combined
with the momentum balance model to study the effect of baroclinic eddies
on both baroclinic and barotropic components of the mid-latitude zonal
-i
a-i m sec 2
wind. From the standard terrestrial model [r = 5 , Nr = 0],
az Km
we found:
-1
d = 4.7 Km ( m = 2 msec 2 1.3 x 10-4 sec-29z Km s sec
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Using these parameters, we determine:
pL = 4.9 ' = 18.4 m sec - I
which has essentially the same structure as the profile in Fig. 4.1.
The maximum westerly flow at y = 0 is us(0) = 3.2 m sec- 1. Therefore,
the combined model somewhat overestimates the strength of the observed
barotropic flow.
-1
u1 1m sec 2
For weaker radiative forcing [ = 1 , Nr 0] , the energybalance model gives:
balance model gives:
d = 6.4 Km
-1
( ) = .73 m sec
Dz m Km
2 -5Ns 1.8 x 10 sec
For the momentum balance model this corresponds to:
PL = 6.3 and Vf= 21.6 m sec
-i
for which Us(0) = 4.5 m sec . The structure
and the magnitude of the current increases by
the forced reduction of 65% in the baroclinic
For stronger radiative forcing [ -- =
Sz
the energy balance model gives:
-1
is relatively unchanged
40% which is opposite to
shear.
-i
m sec 2
25 Km , Nr = 0 ],
2 -4 -2
d = 2.8 Km ( )m = 5.4 N = 9 x 10 sec .3z mKm s
In this case, we find:
~-1
L = 4.7 iF = 13.2 m sec-1
-i
for which Us(0) = 2.2 m sec-1 which is smaller than the weak radiative
gradient case.
The strength of the westerly maximum at y = 0 decreases for increased
radiative forcing. This behavior does not agree with the observed seasonal
variation of zonal average surface westerlies. The maximum westerly flow
at 1000 mb in summer is 1.6msec-1 and occurs at 45-N (Oort and Rasmusson,
at 1000 mb in summer is 1.Gm sec and occurs at 450N (Oort and Rasmusson,
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1971). The strongest 1000 mb westerly flow is 2.8 m sec-1 in winter
and occurs at 400N.
Much of the discrepancy between the observed seasonal variation and
the combined model can be explained by the great sensitivity of static
stability to changes in the model's radiative forcing. If we use observed
values for the mean flow parameters at 500N from Table 1, the momentum
balance model predicts ,s(0) = 1.9 m sec- in summer and us(0) = 3.0msec-
in winter. The largest seasonal variation among the mean flow parameters
occurs in the vertical shear with a 47% increase from summer to winter in
Newell's data as compared to a 10% decrease in static stability.
The energy balance model predicts the static stability is twice as
sensitive to changes in the radiative forcing as the vertical shear
(see Fig. 3.13). With stronger radiative forcing the increased static
stability will reduce pL and V which acts to decrease the strength
of the westerly current. Referring to eq. (4.2.3), the vertical shear
term in brackets dominates near the center of the channel and causes
to be negative. The enhanced static stability will act to
3Y
decrease this term and weaken the convergence and the westerly current.
Again the importance of understanding the controlling mechanisms of the
static stability is demonstrated.
The structure of the barotropic flow as measured by pL remains
relatively unchanged in these calculations. The ratio of horizontal
scales ( o C
remains large provided the mixing length of the eddies, Nsd/fo, is less
than planetary scale and friction is sufficiently strong. If the eddy
scale was larger than L, then basic assumptions in the model's development
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would not be valid.
In summary, a model was developed that includes the two largest
components in the vertically integrated momentum balance, surface stress
and horizontal transport by transient eddies. After finding the thermal
field from either observations or an energy balance model, we can
determine the mixing properties of the baroclinic eddies. The approximate
conservation of potential vorticity and entropy places constraints on
the momentum flux divergence which must be balanced by surface stress.
The barotropic flow or surface wind distribution consistent with these
constraints is then determined.
When using observed thermal field data, the model crudely simulates
the strength and distribution of the barotropic flow. Its use in
climate studies should be more accurate than Green's original formulation
because it accounts for the effect of horizontal and vertical eddy scales
on the mixing properties. Sophisticated versions would allow latitude-
dependent mixing coefficients and less idealized structures in the
baroclinic flow.
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CHAPTER V
JOVIAN DYNAMICS
1. Observations and Theories
In this section we will examine the importance of asymmetric motions
in maintaining the Jovian zonal circulation. The latitudinal structure
of the mean zonal winds as observed by the Voyager I spacecraft is
shown in Fig. 5.1. Prior to spacecraft exploration, the major currents
had been measured by earth-based tracking of large-scale cloud disturbances.
These jets have remained essentially steady over decades of observations.
Improved resolution of the zonal flow has been provided by the
Voyager photographs by following cloud features as small as 100-200 km
(Beebe, et al, 1980). The zonal flow is axisymmetric to within 10-20
m sec . The curvature, , and the planetary vorticity gradient,
8 , are also shown in Fig. 5.1. near extremes in the wind profile. As
noted by Ingersoll et al (1979), most of the jets easily satisfy the
necessary criterion for barotropic instability.
The zonal flow is correlated with alternating light and dark zonal
cloud bands. Westerlies usually occur on the equatorward edges of dark
"belts" and adjoining poleward edges of light "zones", while easterlies
are found on the poleward edges of the belts (see Fig. 5.2). Because the
Rossby number of the zonal flow indicates the jets are geostrophic to
within a few degrees of the equator, we find from geostrophic balance:
Therefore, the cyclonic (anticyclonic) horizontal shear in the belts
(zones) must be associated with relatively low (high) pressure. This
correlation has been interpreted as convergence and sinking motion in
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Fig. 5.1. Zonal velocity as observed by Voyager I (from Beebe
et al, 1980). Values of B shown at right. Vorticity
gradients (10-12m-s-1'), shown for selected jets, are
measured by finite differencing across 50 spans centered
on jets.
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relatively cloudless belts and divergence and rising motion in cloudy
zones (Hess and Panofsky, 1951). Poleward and equatorward meridional
flow away from the zones would drive westerlies and easterlies through
Coriolis torques. This traditional explanation of the observed flow
and cloud bands is represented in Fig. 5.2.
Ingersoll and Cuzzi (1969) used the thermal wind relation to
find the meridional structure of vertical mean temperature below the
visible clouds. By assuming a level of no motion at some unspecified
deep level, they found the zones were relatively warm and further
concluded the zone-belt temperature differences dominate any planetary
scale variation. They also suggested barotropic instability acts as a
controlling mechanism on zonal jets driven by thermally direct meridional
calls.
Energy sources for thermally direct circulations have been suggested
by a number of authors:
Barcilon and Gierasch (1970) - condensational heating.
Gierasch (1973) - differential infrared cooling caused by thermal
blanketing in cloudy zones.
Williams and Robinson (1973) - large-scale, free convection driven
by internal heat source.
Flasar and Gierasch (1978) , Hathaway et al (1979) - forced convection
driven by internal and solar heating.
Symmetric baroclinic instability of meridional temperature gradients was
suggested by Stone (1967, 1971) as another means of generating the zone-
belt structure.
On the basis of angular momentum conservation it is evident the zonal
jets are not the result of frictionless, axisymmetric circulation. Fig. 5.3
ZONE I BELT ZONE
F W
AMMONIA AMMONIA
CLOUD COLD CLOUD
(WAR )
n(W A R M )
I I
POLE EQUATOR P
Fig. 5.2. Traditional view of zone-belt structure as thermally direct cells.
Regions of generally easterly and westerly flow are indicated by
E and W.
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shows the zonal velocities that would develop if an initially motionless
parcel is displaced poleward from either the equator or 100 lat.,
conserving angular momentum. The zonal velocity of the parcel becomes
much larger than the observed currents after displacing it by a few
degrees of latitude. Other mechanisms such as friction or asymmetric
eddy fluxes must be important in the momentum balance.
The 200 mb zonal winds within 100 lat. of the terrestrial equator
are near values expected from angular momentum conservation in the
poleward branch of the Hadley cell. Horizontal eddy flux divergence
becomes important in the momentum balance poleward of 100. On Jupiter
the influence of eddy fluxes must be at least as great. Frictional
stress is expected to be small on Jupiter as the surface, if any exists, is
thousands of kilometers beneath the visible cloud deck.
Following cloud features to determine u also permits an estimate
of u'V', the eddy momentum flux (Beebe et al, loc. cit.). A statistically
significant, positive correlation between u'V' and was found from
the Voyager I observations. While the observations of flux were made over
only 3 Jovian rotations, they were taken across most latitudes (600N-
600S). During the observational period it is clear that barotropic
instability is not controlling the jet strength. In fact, the conversion
from eddy to zonal mean kinetic energy is sufficient to double the zonal
mean energy in 50 terrestrial days. Without considering energy
destroying mechanisms, only a rapid, global reversal of the eddy fluxes
would prevent the zonal currents from reaching unobserved strength.
It is worthwhile to compare three time scales relevant to the
maintenance of the Jovian general circulation. Terrestrial values are
given in parentheses for comparison.
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Zonal velocity (AM) of a parcel displaced poleward from
Jovian equator (A) or 100 (B), conserving angular momentum.
Observed zonal flow near equator (dashed) from Fig. 5.1
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Dynam.ical(Eddy): X /C( , ~) 4 I se (C . o~ ~
Radiative: ", 3~ I Se I.c 10 Sec)
Frictional: " 0X0l
The dynamical time scale is measured by the ratio of zonal mean kinetic
energy, K, to the eddy conversion rate, C(K',K). The radiative time, as
calculated by Gierasch and Goody (1969), is for near cloud top level on
Jupiter. Because the Jovian atmosphere at this level is opaque in the
infrared, 2 will depend on the square of the vertical wavelength of a
perturbation. A wide range in the relaxation time is expected from 106
sec for vertical scales of 1 km to 10 sec for 100 km. To calculate
Jovian and terrestrial time scales above we have assumed a vertical
scale on the order of the density scale height.
The frictional time scale represents the action of scales smaller than
those motions used in measuring C(K',K). This time scale has an uncertainty
of a few orders of magnitude. Here it is calculated using a viscosity
appropriate for the terrestrial upper atmosphere. The frictional scale
for Jupiter should represent vertical transfer between active upper layers
and deeper, denser lower layers. Unless the motions are driven from
below, the deep atmosphere should create a frictional drag on the upper
layers similar to an oceanic surface but without the abrupt density
change. The terrestrial friction is based on the dissipation of zonal
mean kinetic energy.
Wide separation between dynamical and dissipative time scales is
found for Jupiter unlike the Earth. For the terrestrial general
circulation dissipation plays an immediate role in balancing net eddy
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generation of zonal kinetic energy. On Jupiter a near-balance between
generation by eddies and destruction by mean meridional circulation is
probably occurring. Wave-mean flow interaction theorems may have direct
application to Jovian dynamics. This dynamical quasi-equilibrium has
terrestrial counterparts in the mid-latitude upper troposhpere where
dissipation (radiative or frictional) is small. As mentioned in
Chapter IV, momentum transports by large-scale eddies are largely
balanced by the Coriolis torque of mean circulations in stability
analyses and observations.
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An estimate of the mean cell strengths required to balance the eddy
flux divergence can be made from the momentum balance equation,
where F = frictional deceleration. For geostrophic flow the mean cell
transport of relative momentum (first two terms) will be small relative
to the Coriolis torque. From quasi-geostrophic theory we expect the
vertical eddy transport to be 0(~o) smaller than the horizontal flux.
The lowest order balance is:
+ + ?ZZ + 0-o
From the observations of Beebe et al. we know that
-3'-- 7
where L is the meridional scale of the flux divergence and the zonal
currents and is about 6000 km. In instances of weak friction, this
-1
implies a mean meridional wind, V, of the order of 10 cm sec at
300 lat. From the mass conservation the vertical velocity of the mean
cells will be of the scale i --m where Hm is the depth of the mean
y
cells. For a depth of the density scale height (Hm 30 km) the
-i
vertical velocities are a few tenths of mm sec 1. These velocities
are an order of magnitude smaller than terrestrial Ferrel cell motions.
These potentially quite weak mean circulations would be easily
overwhelmed in cloud formation by eddies such as the spiral form clouds
seen at the edges of the mid-latitude jets or the equatorial convective
plumes.
By equating the sedimentation velocity of liquid droplets
and a given upward velocity in the atmosphere, we can estimate the size
of the largest cloud particle that can be supported by the mean upward
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motion. We assume the ammonia cloud tops where the motions are observed
are above levels of condensation ( i.e., particle formation). In this
case, steady-state cloud mass implies W s/ (H/H - 1)
c
where W= large-scale upward velocity, w = mass-weighted mean
s
sedimentation velocity, H = cloud mass scale height, and H= atmospheric
mass scale height. The velocity, w , is related to a mean radius, r,
by w : r where r=: [L rs4 (r Ar/ l R(rl) A
f(r)=distribution of particle radii,r, A =gas viscosity, and L = mass
density of droplet. This is the Stokes drag formula which will be
accurate for pressures greater than 1 mb and will be applied to
ammonia cloud tops at several hundred mb. The cloud mass scale height
is unknown, though cloud models (Lewis, 1969) indicate H is 2-3 km.
c
Then the expression for W is approximately
which can be rewritten as r 9/
The velocity, W, is estimated from the scaling analysis of the
-2 -1
momentum balance, namely W"' 5 x 10 cm sec . The estimate for r
will have less than an order of magnitude error if WH/H is known to a
c
factor of 100. For parameters appropriate to the ammonia clouds and
hydrogen ( the main atmospheric constituent) at 170 ° K., .7 gm cm- 3
S= 6 x 10 gm cm sec ,H/H =10, we find r= 28 )Am.
The actual particle size in the ammonia clouds is not known. However,
Sato and Hansen(1979) state the particles in the cirrus haze must be at least
Prinn, R. G., 1974: Venus: Vertical transport rates in the visible
atmosphere. J. Atmos. Sci., 31, 1691-1697.
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1 )tm in diameter to fit relfection data. On the basis of cloud
particle physics, Rossow(1978) estimates the cloud particles in the
main ammonia cloud must be at least 10 4m in radius. Therefore, the
mean vertical motion is adequate to support particles above the lower
limit of size estimates. Of course, upward motion in turbulent eddies
would be expected to support larger particles.
The direction of the meridional flow required to balance the eddy
flux divergence observed in the cloud features is in the opposite direction
of the traditional view of Fig. 5.2. Convergence must be occurring at vis-
ible levels in the zones. The weakness of the mean meridional flow makes it
impossible to observe in the presence of the rapidly moving currents and
turbulent eddies. Only indirect methods of inferring the mean cell
structure and circulation will be possible.
Destruction of K by the mean circulation requires rising (sinking)
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in relatively cold (warm) air. Infrared measurements from Pioneer and
Voyager indicate the upper troposphere above zones is relatively cold
compared to the surroundings. Thus, if convergence and upward motion
were occurring in and above the visible layers of the zones, the
destruction of K would be accomplished in the vertical column.
This circulation is consistent with the cloud structure determined
by Sato and Hansen (1979) who analyzed t-e solar reflection spectrum
of Jupiter. They concluded an ammonia cirrus haze exists in the upper
troposphere over zones with much thicker ammonia clouds at deeper levels
in belts and zones. The presence of the cirrus would be partly
responsible for the lighter appearance of the zones. They suggested
on the basis of the cloud structure that the mean circulation might
have the two cell structure shown in Fig. 5.4. Tops of the main cloud
layer in the zones are somewhat below the tops in the belts and Sato
and Hansen suggest a reverse cell at those levels.
It is uncertain which cloud layers are tracked during wind
measurements. Since visible disturbances are probably the result of
eddy vertical motion and condensation, this level may be somewhat higher
than the average cloud top. It is also likely most of the easily observed
disturbances are viewed at the top of the main ammonia cloud deck, not
in the thin haze layer. Thus the zonal wind and eddy momentum flux is
probably measured near the level of meridional flow from belt to zone
shown in Fig. 5.4. Mean sinking motion in the lower cell of the zone
would be consistent with the destruction of K if layers below the
observed motions were relatively warm in the zones as suggested by
Ingersoll and Cuzzi (1969).
In summary it is possible to construct thermally indirect mean
ZONE BELT I ZONE
STRATOSPHERE
COLD I
(Ammonioa WARMCIRRUS HAZE
E W .
THICK
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(Ammonia)
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Fig. 5.4.
EQUATOR --
Indirect circulation as an alternative to the traditional
view of Fig. 5.2. Cloud structure shown here was
suggested by Sato and Hansen (1979) who analyzed solar
reflection spectrum. Regions of easterly and westerly
flow are indicated by E and W. Relatively cold air over
zones is indicated by infrared emission. Thermal wind
balance indicates zones are relatively warm below the
visible cloud deck.
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meridional circulations which are consistent with inferred cloud
structure, zonal flow and eddy transport, and infrared observations.
The energy source which maintains the circulation against weak dissipation
remains undetermined. The planet has a deep internal heat source
which provides .67 + . 13 times as much energy as absorbed solar
radiation (Hanel et al, 1980). The deep interior must be convective
but the latitudinal distribution of the vertical transport is unknown.
Since the thermal emission indicates only 5 degrees difference in
effective temperature between low and high latitudes, it has been
suggested that the deep convection transports heat more effectively
at high latitudes (Ingersoll, 1976).
Since solar radiation is primarily absorbed in the vicinity of
the cloud system , a considerable portion of the emitted thermal
radiation has its energy source in a comparatively thin layer. As with
the terrestrial and Martian atmospheres, the differential solar heating
can provide a source of kinetic energy through baroclinic conversion.
One objection to the importance of baroclinic instability has been
the apparently weak planetary scale temperature gradient and the
dominance of the zone-belt structure.
If we repeat the calculation of Ingersoll and Cuzzi (1969) for
the meridional temperature structure using the Voyager wind profile
of Fig. 5.1, we find the meridional temperature profile of Fig. 5.5.
A level of no motion is assumed at an unspecified number of scale heights
below the level of the observed winds. Fig. 5.5 shows the vertical
mean temperature difference between a particular latitude and the
equator based on the meridional integration of the thermal wind relation.
The magnitude of the difference is inversely proportional to the depth of
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the layer of non-zero shear. Profiles for layers that are one and three
scale heights deep are shown in Fig. 5.5. One scale height is about
30 km at these levels.
It is immediately evident from Fig. 5.5 that the planetary scale
variation is larger than the zone-belt differences. The zones (belts)
appear as warm (cold) perturbations on a planetary-scale structure
with the largest zone-belt amplitude occurring at low latitudes.
This disagrees with the widely-accepted conclusion of Ingersoll and
Cuzzi (1969) that the zone and belts dominate the thermal wind profile.
The meridional variation of infrared brightness temperatures at
20 pm and 45 pm is also shown in Fig. 5.5 as they were measured by
Pioneer 10 and 11 (Ingersoll, 1976). These two bands account for most
of the infrared emmisions, At 45 p m the thermal emissions are dominated
by the zone-belt structure at low latitudes. The planetary-scale
gradient is weak and the zones, which appear as warm perturbations in
the thermal wind profile, are relatively cold as measured by infrared
emission. It is important to note that the thermal emission comes from
above the cloud decks, while the thermal wind profile would represent
the vertical mean temperature below the cloud tops.
Unless the layer over which the vertical shear occurs is at least
10 scale heights or 300 km deep, the planetary-wide temperature
difference as deduced from the wind profile will be larger than the
difference indicated by thermal emissions. A layer of this thickness is
about 5 times deeper than the cloud system of the solar composition
model of Lewis (1969). Lewis' model predicts a thick water cloud deck
at levels below the observable ammonia clouds. Its presence is confirmed
by Sato and Hansen (1979) who find an optically thick cloud with a top
about 1-2 scale heights below the ammonia clouds. Therefore, we expect
AT (* K)
0
-10
-20-
-30-
-40 -
-50-
60N
Fig. 5.5.
450 30 0 15N 0 0 150S 300 450
Meridional temperature profiles derived from thermal wind balance (TW) for layers of
l(n=l) and 3(n=3) scale heights deep, infrared emissions (IR) at 20 and 45 Pm, and
radiative equilibrium (RE).
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most of the solar absorption and vertical shear to occur within the
ammonia and water cloud system.
Two explanations of the discrepancy between thermal emission and
wind profiles are offered. First, it is possible that the easterly
currents are not easily observed . Only if they are underestimated by
a factor of 3-5 would the planetary-wide gradient as seen in Fig. 5.5
be eliminated and the zone-belt structure become dominant. No
current observational evidence lends support to this hypothesis, but
it should not be discarded as we have no direct data on zonal flows.
Another interpretation is that significant meridional temperature
gradients occur across constant pressure surfaces below the cloud
tops, even though thermal emissions from higher levels are fairly
constant over the planet. For example, the terrestrial subtropics
annually emits more infrared radiation than the tropics (Vonder Haar
and Suomi, 1971) even though those latitudes are colder than the
tropics through most of the troposphere. Because the subtropical
atmosphere contains less water vapor, the outgoing radiation comes
from higher pressures and temperatures. For similar reasons the earth's
annual mean effective temperature differs by 200K between pole and
equator whereas the lower tropospheric temperature difference is 400K.
Dynamical transports act to reduce the infrared gradient.
A similar situation may be occurring on Jupiter as suggested by
Gehrels (1976) who concludes from polarimetry data that cloud tops in
polar regions are deeper in the gaseous atmosphere. Infrared cooling
from cloud tops will be important on Jupiter, compensating for the lack
of solid surface blackbody emission. Therefore, infrared radiation at
high latitudes would be originating from deeper, warmer levels. At an
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adiabatic lapse rate of 20K/Km, the effective emission level need only
be a half scale height deeper at high latitudes to compensate for a
300C temperature decrease from the equator along a constant pressure
surface. Furthermore, the thermodynamic properties of the condensate
will maintain relatively small temperature differences between cloud
tops at various latitudes and thermal emission will be fairly constant
over the planet.
It is also interesting to compare the thermal wind and infrared
profiles in Fig. 5.5 with a radiative equilibrium structure. Fig. 5.5
shows the profile of the effective temperature expected from radiative
equilibrium with a latitudinally uniform internal heating of .67 times
the solar absorption. The difference between a particular latitude and
the equator is found from Stone's (1972) eq. (3.10) for radiative
equilibrium on Jupiter. The difference between the equator and pole
is 300K with 60% of the difference occurring between 600 lat. and
the pole. With the assumption that the internal heating is uniform,
the strongest temperature gradients are expected at the highest
latitudes where the infrared data is least certain.
The thermal wind profile for a layer of three scale heights
thickness, or about the depth of Lewis' cloud system, has a meridional
structure similar to the assumed radiative equilibrium structure. This
agreement suggests the internal heating does not greatly differ from a
uniform meridional distribution. The implied deficit in radiative
heating at high latitudes must be balanced by poleward dynamical
transports as in the terrestrial atmosphere.
Substantial temperature gradients along pressure levels below the
visible cloud tops need not be inconsistent with weak variations in
thermal emissions which originate at higher levels. Therefore, the
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importance of baroclinic instability to Jovian dynamics cannot be ruled
out on the basis of the thermal emission profiles. In fact, because
the observable eddies are feeding energy into the jets, the likelihood
of baroclinic instability is enhanced. The influence of baroclinic
eddies on the Jovian circulation has been considered by Stone (1967, 1972)
and Williams (1979). Stone (1972) examined a radiative-dynamical model
of baroclinic transports as discussed in Chapter III.
Williams used a two-level, quasi-geostrophic, 8 -plane model driven
by fixed, weak differential heating. Periodically the model flow became
baroclinically unstable and the baroclinic modes transferred energy into
barotropic jets. As the meridional temperature gradient fell below the
critical value, the flow entered a stable phase in which the jets were
essentially steady until the differential heating re-established the
vertical shear. The model presents another manner in which series of
east-west currents can be generated by baroclinic stability. In the
momentum balance model of Chapter IV, the baroclinic eddies formed
barotropic currents because the entropy and potential vorticity transports
by a single wave forced contraints on momentum fluxes in balance with
surface stress. In William's model the baroclinic eddies transfered
energy into barotropic modes of larger scales through nonlinear inter-
actions.
One of the difficulties of studying baroclinic instability on
Jupiter is understanding the influence of deep layers. Williams, for
example, specified the static stability and, therefore, the instability
scale. As indicated in Chapter III the static stability and shear are
likely to be determined by a combination of dynamic and radiative transports.
Furthermore, the vertical variation of these quantities will be very
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important in the behavior of baroclinic eddies and the cloud model
of Lewis (1969) suggests considerable structure in the static stability
through condensation.
To examine the influence of the vertical variation of shear and
static stability on baroclinic instability, an Eady-type model is
examined in the following section. Applications will be made to the
Jovian atmosphere, but the theoretical results will be important for
general geophysical fluid systems with vertical structure.
Neglecting the B-effect will be reasonable for baroclinic waves
on Jupiter. Its importance is measured by
and in the Jovian troposphere, the most stably stratified region should
2 -5 -2
be in the water clouds where N < 6 x 10 sec (Lewis, 1969). For
mid-latitudes with 1Vu 30 m sec- 1  SLI . .2 for this upper bound
on N 2. The energy balance model of Section III-3 also suggests a weak
influence.
2. Eady Model with Vertically Varying Shear and Static Stability
In this section we investigate a Boussinesq, f-plane model of
baroclinic instability, allowing the vertical shear and static stability
to be functions of height. The linearized equations are:
__-kV' w 4
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The mean shear and static stability are functions of z only and 60 is
a thermal expansion coefficient. Rigid boundaries at which W = 0 are
applied at z = 0, H. While these boundaries are unrealistic for the
deep Jovian atmosphere, they are required for the Boussinesq approximation.
The emphasis here is to study the effects of vertically varying static
stability and vertical shear.
Use the following scales to non-dimensionalize eqs. (5.2.1):
S x t-4) ( )p
and from geostrophic balance,
Eqs. (5.2.1) become (dropping primes):
Taking the form of the perturbation as
we can reduce eqs. (5.2.2) to a single equation in the vertical
structure of W :
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V.W (C +cLS 4
Q --Bw Rt2&+lt) + ~'c+s~- S (5.2.3)
with W = 0 at z = 0,1. This equation is similar to Stone's (1966)
eq. (1.2) which he applied to the non-geostrophic baroclinic instability
problem with constant shear and static stability, i.e. S(z) = z, B(z) = i.
Here we will examine quasi-geostrophic instabilities by neglecting
terms with coefficients of O and --
4o Lc -a Ly
where Lx , Ly are the zonal and meridional wavelengths. We assume that
S(z) and its derivatives are 0(1) functions and the eigenvalue, c, is
also 0(1). The bulk Richardson number, R7L , is presumed large and
the term multiplied by Ri is retained. Then, eq. (5.2.3) becomes:
A IytvvzCO (5.2.4)
where 7 D.9 "-2
We examine waves that are long compared to the bulk radius of
NH 2
deformation, N, so that E << 1. By assuming B(z) is an 0(1)
function, the waves are also long compared to the local radius of
NHJTz 2deformation, fo . Expanding W and c in powers of E ,
C /= C' * e , + .
the lowest order equation is:
a -o , -S d (5.2.4)
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Wo = 0 at z = 0,1.
The solution of (5.2.4) is:
W SIC 
_dj(5.2.5a)
and the expression for the zero order eigenvalue is:
S o 5 0t 0. (5 2 5b)
Solving for co,
C =- +  u.
where aV=K =P4 S ?ta*2
For non-zero S, um2 <K m and the lowest order solution has growing
and decaying modes. The phase speed is the vertical mean of the basic
state zonal flow. The growth rate is proportional to a vertical mean
standard deviation of the mean flow or a difference between the vertical
average of twice the kinetic energy and the square of the vertical mean
momentum. This standard deviation provides a measure of the instability
of the fluid.
The 0(E2) equation is:
~W, 2 S y ds
L *c tIaz + a (5.2.6)
W1=0 at z = 0,1.
If eq. (5.2.6) is multiplied by Wo  and integrated over z, we can
find the next order eigenvalue contribution:
o (Co +5S) (5.2.7)
(Co+4 da
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The growth rate to two orders is:
so that a maximum with Z = A occurs at
e (5.2.8)
It can be shown that the denominator of eq.(5.2.7) is ZCo
so that ) O'
or in dimensional terms, this result becomes:
LXr =N8>~cN~1 I- (5.2.9)
where F (z) =
For S(z) = z and B(z) = 1 which corresponds to Eady's original
model, it can be shown that for k = 5 4 )2 where R is
RiRo
the constant Richardson number of the fluid. The wavelength of this
NH
mode is Lx = 5.62 M- or within 2% of the exact results of the Eady
fo
model (cf. Charney (1973), Ch. 7). For this wavelength the expansion
parameter is 2 = 5/2 . In a long-wave expansion of the non-
geostrophic problem, Stone (1966, 1970) first demonstrated the aproximate
analytic results for growth rate and most unstable wavelength are quite
accurate as compared to exact numerical solutions,
For the general result of eq. (5.2.8), the growth rate at
= ax is:
ma.Ce
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where the series in brackets indicates the contribution from each order.
At least to the first two orders, the terms in the series are the same
as in Stone's less complicated profile. The series in his study was
an alternating, convergent series which was accurate at the first two
orders as mentioned above. As in his example the series here appears
to be convergent for any vertical profile of the Richardson number.
To examine the behavior of kax or equivalently, Lxmax , as a
function of the vertical shear and static stability, we will examine
the function F for some simple profiles of 1. The function F
serves as a weighting function, measuring the contribution from each
level to a vertical mean radius of deformation. It is clear from the
form of F that no contribution comes from the boundaries where
wo = 0. The maximum contributions must come from the interior,
Fig. 5.6 shows F for three different shear profiles. It is
clear from the profiles that the maximum of the weighting function F
occurs in the interior and near levels of maximum shears. Contributions
to the weighted mean of static stability will be small in regions of
comparatively weak shear. The function F for S(z) = z3 is actually
very small and negative for z < .3. This probably does not indicate
actual negative contributions in an exact solution, but rather the
expansion technique is beginning to lose validity when the derivatives
of S(z) become large. For S(z) = z , the contributions are again very
small and negative below 3 = .5.
For the profiles presented in Fig. 5.6, the dimensionless mean flow is
S(z) = z . For constant static stability throughout the fluid, the
growth rate of the most unstable wave increases for increasing O( and
~~i J SI /
~/
~/£2 /
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Fig. 5.6. Basic state zonal flow profiles
for Eady model of Section V - 2.
.10 F,IO S (2)
(dashed) and weightinq function, F, (solid)
1.0
O0O
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the wavelength decreases. This is shown in the table below with 0.Imax
and Lxma x have been scaled by their values for = 1.
0 max Lxmax
1 1.0 1.0
2 1.18 .87
3 1.21 .79
Referring to Fig. 5.6, the integral of the weighting function,
F, decreases as o increases and contributions are greatest at levels
of significant shear. From eq. (5.2.9) with constant B(z), we find
Changes in the denominator as O< varies from 1 to 3 are less than
5%, while the numerator decreases by 22% when 0< increases from 1 to 3.
This result suggests that the effective depth of the wave is limited to
the layer where the shear is significant. For 0< = 1 the appropriate
depth in determining the radius of deformation and, thus, the scale of
the wave is the entire depth, H. For O > 1, this depth is less than H.
This interpretation is further clarified by the examination of the
lowest order horizontal and vertical heat fluxes:
The fluxes are proportional to the shear and, therefore, most of the
energy conversion will occur in layers of strong shear. The amplitude
iWol is given in Fig. 5.7 for the profiles in Fig. 5.6 along with the
vertical heat flux structure -u -
W~' /
0 . .2 I I I I I
0 .1 .2 .3 .4 .5 .6 .7 .8 IWol, w'8'
Amplitude Iwol (solid) for shear profiles of Fig. 5.6.
Vertical heat flux (dashed) for same profiles.
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Fig. 5.7.
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The horizontal heat flux structure is proportional to z . The
maximum wave amplitude shifts upward for increasing O but the wave
still has significant amplitude at low levels. The heat fluxes are
greatly reduced in regions of weak shear.
Blumen (1979) found exact solutions to the Eady model for constant
linear shear throughout the fluid and static stability that was constant
but differing in two layers of unequal depth. Two types of instability
were found: long waves which filled the entire fluid with wavelengths
determined by the vertical mean radius of deformation and short waves
which were confined to the least statically stable layer with length
scales of the radius of deformation of that layer. The length scales
are similar when the layers are of nearly equal depth and stability.
When the static stabilities differ by a factor of two or less, the long
wave instability has the larger growth rate regardless of the interface
height. The wavenumber and growth rate increase as the depth of the
less stable layer decreases and the phase speeds of these modes remains
fixed at the basic state of flow at the mid-point of the fluid. This
behavior of the long wave instability is also found in the model examined
here.
For Blumen's basic state, the most unstable wave from eq. (5.2.9)
is proportional to:
2 2
where N 1 , N 2  are the buoyancies of the lower and upper layers with
the interface at z = d . Examining the profile of F for S(z) = z
in Fig. 5.6, we notice the change in the wavelength for a change in d
will be greatest when d is near z = .5 rather than near the boundaries.
This also seen in Blumen's calculations of the most unstable wavenumber
171
as a function of d.
The interface acts a flexible lid for the short wave instability.
This unstable mode is not contained in the analysis presented here. In
this case the waves are much shorter than the local radius of deformation
for regions where the static stability is strong. This requires
retention of the term E2B(z) of eq. (5.2.4) in the lowest order
problem, considerably complicating its solution.
The frequent assumption that a stable layer acts as a rigid lid
must be treated with caution. The accuracy of such an approximation
will depend on both shear and stratification differences between layers
and the wavelengths to be examined. For long waves this assumption is
expected to be poor. Whether long or short waves will dominate the
growth rate spectrum must be determined by the details of the basic state.
It is evident from the analysis presented here that the vertical variation
of shear will also act as a means of forming an effective lid for baro-
clinic waves when the static stability variation is small. Blumen (1979)
noted the mathematical equivalence of discontinuous static stability
and shear for the short-wave instability. This conclusion also applies
to the long waves.
The results of the long-wave expansion are now applied to a crude
model of the Jovian atmosphere. Suppose the atmosphere consists of an
ammonia cloud layer overlying a water cloud of equal depth, D Z 35 km.
Since little information on vertical structure below the cloud tops is
known, we assume the shear is constant in the model. Most of the incoming
radiation is absorbed at these levels so the shear is likely to be
strongest there. Contributions to the wave scale from layers of
weaker shear will be less important. The long-wave expression for the
most unstable wavelength is:
172
where NA, Nw are the Brunt-Vaisala frequencies of the ammonia and water
cloud layers. The total depth of the model is 2D. The Lewis' cloud
model, the mean static stability in each layer is
0 5 OKIVMand
Using expansion coefficients, aA = (1700 K)-l1 and 6<w = (2500 K)- ,
we find L 8 NwD 8,000 km at 300 lat.xmax fo
Since the difference in the static stability is large, Blumen's
calculations suggest the short-wave instability will have significant
growth rates. In this limit the ammonia cloud layer is considered a
single layer bounded by two -'rigid lids" formed by the water clouds and
stratosphere. The appropriate wavelength is L max 6ND = 3000 km.fo
Wave-like disturbances of these scales are common over the face
of the planet. Whether a separation of length scales occurs, as
suggested above, is difficult to determine without further data. These
estimates are at best tentative, pending further information on the
vertical structure. In order to determine if the layers surrounding
the visible layers act as rigid lids or contribute to the wavelength
calculation, knowledge of the static stability and vertical shear to
better than 50% error is required.
The stability analysis lends some justification to Williams (1979)
choice of fixing the radius of deformation (i.e., static stability) at
terrestrial values in his two-layer Jovian model. However, it is
evident that consideration must be given to the vertical structure in
173
determining the eddy scales. Furthermore, if the presence of
condensates is important choosing the unstable wavelength, then the
transport of the condensible material must be included in future models.
Following the energy balance model of Chapter III, we can estimate
the effect of the long-wave instability on the planetary heat balance.
In this example, we will assume that the static stability is determined
by condensational rather than dynamical stabilization. The horizontal
scale of the baroclinic waves will be chosen on the basis of the cloud
model results. Since mean meridional circulations may significantly
reduce eddy heat transports, this must be considered an upper bound on
the influence of the total dynamical flux.
As in Chapter III, the magnitude of the eddy heat flux is taken as:
where L, D are the appropriate horizontal and vertical scales of the
baroclinic waves. Suppose the flux varies on the planetary scale with
a maximum at mid-latitudes, then
where r = planetary radius, To = mean temperature, D% H = density
scale height ( - effects are neglected). The thermodynamic equation
balancing dynamical and radiative fluxes is:
40%W 
and
finding the y-derivative and integrating over the depth of the wave's
influence, , - D7
Assuming the expression for is in terms of vertical
averages of the basic state parameters, we find from this scaling
analysis:
(5.2.10)
with a = i o 0) *r).
Turning the scale statement (5.2.10) into an equality, we have a simple
model for the average meridional temperature gradient, similar to
eq. (3.3.8) but with 8= 0.
Solving for , we findSy
-;'_
(5.2.11)
where the parameter, a, is proportional to L.
For 6 _ I > or large L,
/
-mx
and long waves are efficient transporters.
For C or small L,
ineffective.
ineffective. RT o TrRL
With H =- a
g for2
-
- r and short wavesy y are
8 a6r
and using T = 3 x 10 sec, r
r Dy
-3 x 10 - 4 oK/ Km (from radiative equilibrium in Fig. 5.4),
2 -2 - 1 -4 -1
R = 4000 m sec- 2 , r = 70,000 km, fo = 2.5 x 10 sec (450lat.),
aer
we find a = -1.6.
Dy
With L = 8H = 5500 km (long-wave instability at 45l0 at.),
fo
eq. (5.2.11) yields
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This corresponds to an equator-pole temperature difference of 160K.
This is 4 - 5 times larger than the thermal emission gradient. To
obtain an equator-pole difference of less than 40K as suggested by
infrared measurements, we require L > r or much longer than the
observed disturbances.
This upper bound calculation suggests that baroclinic waves are
unable to reduce the meridional temperature gradient to an order of
magnitude less than the radiative equilibrium gradient. This need
not conflict with infrared observations if the baroclinic transport is
sufficient to smooth out the thermal emmisions. The uniformity of
the long-wave radiation does not require the temperature gradient along
constant pressure surfaces to be negligible. This is especially true
if the energy originates at deeper levels than the thermal emission level
as in the terrestrial atmosphere. Weak gradients in the outgoing
radiation only require that effective heat transport is occurring
with the energy redistributed in the deep interior or in the layers of
solar heating.
It is clear that the Jovian circulation cannot be represented by
symmetric, thermally direct cells and a complete description requires
transports by asymmetric motions. The scales of eddies will be determined
by the details of the vertical structure of which we know very little.
Whether or not changes in the profiles of shear and static stability are
adequate to form effective lids will also influence the nonlinear
transfer from energy-converting modes to longer barotropic modes.
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This process is important in the driving of jets in Williams' model.
The long dissipation times suggest the eddy fluxes are largely
balanced by mean circulations. In this case, weakly dissipative,
quasi-equilibrium states may exist, explaining the steadiness of the
zonal circulation. Terrestrial equilibrium states in the presence
of strong dissipation and radiative and topographic forcing have been
found by Charney and Straus (1980). One of two equilibria in their
model was characterized by strong zonal flow. Similar studies of the
Jovian circulation should clarify the balance between eddies and the
mean circulation and their impact of the planetary energy budget
and zonal motions.
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CHAPTER VI
CONCLUSIONS AND FUTURE WORK
The perturbation analysis of Chapter II provided relatively simple
descriptions of the unstable modes of the classic Charney problemof
baroclinic instability. These representations enabled us to examine
the vertical structures of these waves and to determine their vertical
and horizontal scales without resorting to numerical solutions or
complicated exact solutions which require numerical analysis. This method
was limited to the short and long Charney modes and the shortest Green
modes. However, it could be repeated at neutral curves separating deeper,
longer Green modes.
The appropriate measure of the B-effect is given by the dimensionless
parameter, N2H
atz
NH
The most unstable modes will have horizontal scales of and vertical
f(l+y)
scales of H41+y). The expression for the horizontal scale is a modification
of the conventional scale of baroclinic instability which is the radius
of deformation, NH/f.
The y parameter provides a simple means of determining the adequacy
of an f-plane for the study of baroclinic waves. The success of the Eady
model for baroclinic instability is dependent on y being not larger than
0(1) as found in the mid-latitude atmosphere. Mean flows in which y >> 1
are also of interest (e.g. Gill et al, 1974) and, in these cases, the
scales of baroclinic waves will be greatly influenced by the 8-effect. The
magnitude of y will also determine the horizontal and vertical resolution
in finite difference models. Clearly, if y >> 1, two-level models are
unlikely to properly simulate the unstable modes. They should be satisfac-
tory for y 5 1.
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The linear analysis of Chapter II provides the vertical structure of
the horizontal and vertical heat fluxes of growing baroclinic waves. These
relatively simple functions provide a first approximation to the observed
structure of the fluxes. Some disagreement in the horizontal flux is seen
in the frictional boundary layer and near the tropopause. It would be a
challenging, but informative analytical problem to add near-surface friction
and an idealized stratosphere in the Charney model. This would be import-
ant in the refinement of parameterizations schemes for use in models of
the climate and the upper atmosphere.
Observations of the meridional temperature gradient show that the
largest seasonal variation occurs near the surface. The difference in
the seasonal variation near the surface and in the mid-troposphere is
most pronounced at high latitudes. At these latitudes the baroclinic eddy
heat flux remains an important transport through all seasons. Apparently,
frictional effects prevent the horizontal transport from adjusting the
boundary layer temperature gradient as efficiently as the mid-tropospheric
gradient. Therefore, it is likely friction must be included in future
modeling to obtain detailed vertical structure of the eddy heat flux
and meridional temperature gradient.
Scaling arguments and nonlinear theory suggest a relationship between
the length scales and the wave amplitude. A method for parameterizing
heat fluxes by growing waves is offered in Chapter III and is based on
this relationship. This hypothesis extends the suggestions of Stone (1972)
and Held (1978) to a complete range of y. The parameterization scheme
accounts for the vertical and horizontal structure of the fluxes as well
as the magnitude. We have seen that the flux magnitude and structure
is greatly influenced by a non-zero potential vorticity gradient.
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The behavior of the parameterized flux as a function of y demon-
strates that two-level models crudely simulate baroclinic heat fluxes.
For y > 1 the parameterized fluxes are weak since the wave motions are
restricted to smaller scales by the s-effect. Similarly, the two-level
model is stable for y > 1 and no fluxes occur.
The parameterization scheme was used in a symmetric model of the
terrestrial atmosphere. It was able to reproduce many features of the
observed sensible heat transport by mid-latitude eddies. Its success is
not dependent on the adjustment of unknown parameters but rests on the
soundness of the basic modeling hypotheses. In the same or modified form
the scheme is useful in simple climate models as examined in this thesis.
The modeling scheme also suggests that horizontal and vertical
fluxes are very sensitive to the vertical shear or meridional temperature
gradient. The process model of Section III-3 which balances radiative
heating and baroclinic fluxes demonstrates that the feedbacks determining
the vertical stabilization dominate the behavior of the wave scales and
transports. For example, changes in the radiative meridional forcing
greatly influence the vertical flux and, therefore, the static stability
and wave scales.
Dynamical mechanisms controlling the extra-tropical static stability
are not well understood. We expect the vertical large-scale eddy flux
to be reduced in summer and the stabilization to be dominated by moist
convection. In winter with stronger radiative forcing the baroclinic eddies
should be important in determining the lapse rates.
This combined response of moist convection and baroclinic eddies was
suggested by Stone and Carlson (1979) in their study of observed lapse
rates. The details of the feedbacks between these two mechanisms are not
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known and likely to be important in determining the total atmospheric
response to forced changes. These feedbacks and balances may be studied
at various levels of complexity ranging from the symmetric GISS model
which includes most dynamical mechanisms to the process model of Section
III-3 which includes only radiative forcing and baroclinic fluxes. It
is clear that the behavior of the vertical temperature structure will be
as important as the horizontal structure in determining the eddy transport
properties and their influence on the climatic state.
With further modeling hypotheses we were able to construct a momentum
flux parameterization on the basis of the same concepts of eddy mixing.
Its limited success in the momentum balance model holds further promise
for these modeling techniques. Its application to more complicated climate
models such as the symmetric GISS model is anticipated.
The importance of baroclinic eddy transports is not limited to the
terrestrial atmosphere. With the lack of significant amounts of water
vapor the Martian atmosphere must be dominated by radiative heating and
baroclinic fluxes. Its response to forced changes may be determined by
the feedbacks discussed in the energy balance model. Without the
moderating influence of moist convection we would expect large seasonal
variation in static stability.
For Jupiter the eddy momentum transports are evidently important in
the maintenance of the zonal circulation. The driving mechanism of the
zonal currents is unlikely to be the result of purely axisymmetric motions.
Long dissipative time scales suggest the Jovian atmosphere may be in
near-equilibrium between the mean circulation and the eddies. Theories
that account for such balances in a zonally symmetric, differentially
heated fluid should be important in understanding the Jovian circulation.
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The traditional view of thermal direct axisymmetric cells need not
be the only explanation for the banded structure. Thermally indirect
circulations can also agree with several independent observations of the
Jovian atmosphere. Because the vertical velocities of the mean meridional
circulations may be very weak compared to turbulent eddies or convective
plumes, we expect cloud formation to be as much determined by eddy motions
as by axisymmetric circulations. Of course, the observations of wave-
like disturbances on the planet is only possible through cloud features.
The mean circulations may provide a moisture source to eddy motions
through large-scale convergence and may be responsible for the formation
of haze layers of small particles.
The generation mechanism of Jovian eddy disturbances remains specu-
lative. We have suggested that the weak gradients in infrared emissions
do not necessarily require weak meridional gradients of temperature.
Baroclinic instability may be occurring in the visible cloud layers and
in Chapter V we examined a simple model to determine the wave scales.
Concentrating on the influence of the cloud system, the effects of a
very deep, nearly neutral lower layer were neglected. Gierasch et al
(1979) have studied the instability of a thin, statically stable layer of
linear shear bounded below by a deep, nearly neutral layer of no motion.
They found the horizontal wave scales were much longer than the radius of
deformation of the upper layer. With a neutral lower layer the most unstable
scale is proportional to R ( ) where R = upper layer radius of deform-
u u
ation and 6=ratio of lower to upper layer depths. The same result can be
found from the model presented in Chapter V.
Future studies of baroclinic instability must account for the presence
of the deep, convective layer, complicated cloud structure, and the
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stratosphere. It is possible that statically stable water cloud and
stratospheric layers acts as rigid boundaries, trapping baroclinic waves
in a middle layer where absorbed solar radiation provides an energy source.
The water cloud and deep convective layers may have some influence on the
instability scales, depending on the shear and static stability of those
layers.
It is clear that the success of theories of the Jovian circulation
will depend on obtaining much more data on the mean vertical structure
and examining its influence on wave structures. We must determine
if treating the observable cloud layer layer as a vertically bounded fluid
is valid. Perhaps more subtle methods of accounting for vertical
structures must be used in modeling the Jovian circulation.
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Appendix Al - Higher Orders of the Short- Wave Approximation
Here we will find the eigenfunction and eigenvalue contributions,
and c2 , for the short-wave expansion of Section 11-3. From eq.(2.3.9)
for n=l, we find:
C( . G o;ir+ soG(j F s d . (Al.1)
Using (2.3.7), eq.(Al.1) can be rearranged to:
and, substituting for Fl, G, and , this becomes:
Evl +S(' # ,+)(e 5+S) )) S(s7e'
Evaluation of the integrals yields:
+ C
where A=--E m Cy2 ... L i 3rc e
with " .e and I. --I .OV, e
The integrals with singularities have been evaluated by following a
contour that avoids the pole at z=1.
The eigenvalue contribution, c2, is found from (2.3.8):
C, (0) Sao F2C 400
We are primarily interested in the imaginary part of c2 to determine the
fastest growing mode. The imaginary part is:
SZ~)
184
where C I
and d
-e El (2)13
Co) 3 8'
0
'The integrals in (Al 9r A r.I- h :rvl .- )
da S' el zcL4rd = c(-C21re_'4-kcr-i
!FsB hZ
The evaluation of the imaginary part of the integral
is more detailed. First, we treat the contribution from the homogeneous
part of %; (A,~2 -r- oz3 t I
(e~-t
=L etz)
(Vo>ZI
This part of I is:
and the imaginary part is:el e- - I- - -
with Euler's constant-.577...
particular solution of Tfis:
which is continuous at z=1 since 14.
~~ a.
0 V
J9,
E , -A ?-
The contribution from the
2B ;.
-A-
4 Cc The imaginary contribution to I from is j4LS C1L
(* " & 2- as found from a half-residue. The entire imaginary part of
-
)-- ECI-AC 
-
c2 is then:
1-1l
A, +~iC-i()
: ()~+ 2
C S "O -I) I
e
B
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, .,,I I I
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Appendix A2 - Uniform Approximation for Short-Wave Expansion
A direct method for demonstrating short-wave instability is presented
here by including the critical layer near z = co (see Section II - 3).
The method is similar to that applied to the critical layer instability
of Section II - 4 and does not require a contour integration into the
complex z - plane.
We can write eq. (2.3.2) as:
where 
- 0 + + ....
Away from the critical layer near z = co (i.eo z - cO  >> E),
we approximate (A2.1) at the lowest order as:
Around the critical level we define an "inner" variable,
so that the interior equation is:
A ". I O.B o 5 (A2.3)
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At lowest order, this becomes:
(A2.4)
The upper exterior solution of (A2.2) is:
and the lower exterior solution is:
10 A.6 be (Fc 0
These solutions must be matched to the inner solution,
TO = AoSt B
in a transition region of 1 >> z - c >> E . Using the matching and
lower boundary conditions, we find:
A C Co
e2c (C. -)+ C,+I e "C (c.-, C. + l
To obtain co, we must continue to higher order.
At 0(e) the exterior equation is:
and for z > co
-2. (A2.5)
where s) The homogeneous solution ( -0 )
is deleted from (z > co ) for convenience. For z < co the solution is:
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h -- 4-Be A (A2.6)
where E()L P.V. 4/- M *
The inner equation to 0(s) is:
and the solution is:
(A2.7)
At this order the lower boundary condition is:
c s (A2.8)
For small arguments, E 4&^)%E "' t (Abramowitz and
Stegun, 1971) and matching the upper exterior and inner solutions to
0(E) requires:
--% e .
,eE
Matching the lower exterior solution to the inner solution, we find c,=l
in agreement with the expansion of Section II-3. Using the boundary
condition (A2.8), Al and B1 can be found in terms of cl,
The interior equation at 0(e2) is:
and its solution is:
(A2.9)
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To match the upper exterior solution to the function A2 > in the inner
solution, the only contribution comes from 1 (not 2) and it can be
shown that # I
4 Eo- +
The eigenvalue contribution, cl, is obtained by matching the interior
solution to the lower solution to 0(e2)
Now assume cli > 0 and in the limit - -0 , eq. (A2.9) becomes:
t 2-  * (A2.10)
In the transition region, (co - z)>> , the (- ) terms in (A2.10) must
be matched to similar terms in the lower solution at 0(c2). It can be
shown that the only contribution comes from E 1I and the match requires:
_A - E&-Y, e-' ( I - 2B, ef)
Substituting for B1 and A2 , we find:
in agreement with Section 11-3. In the transition and exterior regions
the eigenfunction is unchanged from the solution found in that section.
For z - c O 4 E the inner expansion must be used.
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Appendix Bl - Matching Ln I6 Terms in the Near-Neutral Curve Expansion
Here we will show the matching of the O( II ) terms in the near-
neutral curve expansion. The exterior contribution 0liof eq.(2.4.11)
will have terms of 0(d1) and (1 I4) in the transition region. This
and higher order terms requires expansion of the interior solution in
powers of I AI6'l, 1f1rf , etc. The O( Rdl ) contribution to the
interior solution is designated and satisfies: 0
so that as+ .
An additional contribution in the transition region at comes
from the exterior contribution,(I~' 3  , (see eq. (B2.2)). The total
contribution from the exterior solution at tJi din the matching region is:
so that - - C . Terms of
sopthat B Iii -
12Al I appear in the contribution to the outer solution and
matching to inner solutions of this order follow a similar analysis.
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Appendix B2 - Higher Orders of the Near-Neutral Curve Expansion
The higher order solutions of the near-neutral curve expansion
are found here to determine c2and c3 of eqs. (2.4.21,22). The
exterior solution, 3, is found from eq. (2.4.16) with
an -+ + X " ,
and ,34OC C 4 C 13 3
Lower order solutions and operators are found in Section 11-4. We
can show that C
and from eq. (2.4.16) that
3  C 3 e I1 -a(B2.1)
The interior solution, i1, is calculated from eq. (2.4.19)
awith 2 nd X . _ __I
We then find =3( (& I- ,( .I,± O(cL
and from eq. (2.4.19)
Including contributions from , , , and the outer
solution in the matching region is at 0 ( I ) :
For : 1 the asymptotic behavior of of (B2.2) is:
, ' _ - _ , + J'r+ ..
The matching of these relations requires:
and 0 -- ? &3 C e (-r ) - C3
and, after substituting into eq.(2.4.20), we find:
pI6o~ la 3~
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To find the 0(( IS) contribution,(, to the outer solution, we
first determine: /4f 6)-- -'f4 i , 1 + 12 -t 1 3 ]e
where Y4, I -4 + C% _ CIC 3 c 02 - CI
Substituting for the other operators and eigenfunctions,
Substituting for the other operators and eigenfunctions,
B: e~ me;-
we find:
.1~
(e lciI/0 l -7i
from which we determine:
- ) c , ( Qa-.,-) + , cIKTh(-L7~
where- " I.e s -
The interior solution, -, is found using:
-, 2,CL
- 5
with -
After
T4
some substitution and algebra, we find from eq.(2.4.20):
__ 4, . _/e . 2- 3 z-
6P:1. 7-a2
L (Cl( (S-) i ~ i 7+(
- V< - 64 K~~ - I~Tid 'si r
Following procedures similar to the 0( Z6}34) solution,
demonstrated that matching to O( IX*) requires:
- Z71.V T Biw-#14 (
it can
S&-c1) + cV 8,tCc,
and 1) 3 (E a ec,(c) ---
From eq.(2.4.20) we then determine:
3 jIil + tso+ Al )+ L (
These eigenvalue contributions are used in Section II-4 to
demonstrate the instability of the Green modes and determine the
phase speeds of the Charney modes. Uniform approximations for
be calculated from the inner and outer expansions. The lowest order
C K (-.c3z
13.
+7
can
Kyl~ -Bc, ~k z
W w i
-t U ,
v . v
C 2"a.L
"PNOan
(I C )34- C -I>
oaq- o/c3 +-
ICE jZ~
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imaginary part of for the Green modes is found from (B2.1) and
(B2.2) since c3 has the first imaginary contribution to c for these modes.
The lowest order expressions for the real and imaginary parts of
for the Charney and Green modes are discussed in Section 11-4.
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