Abstract. We identify a quiver variety of an affine type with a framed moduli space of torsion free sheaves on an ALE space, a fiber of a simultaneous resolution of the semi-universal deformation of C 2 /Γ. This result is an analog of a similar identification for a framed moduli space of anti-self-dual connections on an ALE space, given by Kronheimer and the author. It simultaneously generalizes the description on C 2 given in Chapter 2 of my"Lectures on Hilbert schemes of points on surfaces" to arbitrary ALE space, and also the description of the Hilbert schemes of points on the ALE space by Kuznetsov to arbitrary torsion free sheaves.
Introduction
This paper is a sequel to [9] , where a framed moduli space of anti-self-dual connections on an ALE space (see [8] ) is described as a space of equivalence classes of solutions of a quadratic equation for certain finite-dimensional matrices. It is similar to the celebrated ADHM (Atiyah-Drinfeld-Hitchin-Manin) description for anti-self-dual connections on S 4 (or rather R 4 in our context) [1] . The latter space is a hyperkähler quotient of a linear space by a product of unitary groups. By the general theory relating a symplectic quotient and a geometric invariant theory quotient developed by Kempf-Ness, Kirwan and others (see [13, Ch. 8]) , it is isomorphic to a holomorphic symplectic quotient of the linear space by the product of general linear groups. On the other hand, by the Hitchin-Kobayashi correspondence, proved in [3] in this setting, the framed moduli space of anti-self-dual connections is isomorphic to the framed moduli space of locally free sheaves. In this paper, we give a similar description for the framed moduli space of torsion free sheaves on the ALE space. It is also described as a holomorphic symplectic quotient of the same linear spaces, but the stability condition used to define quotients is slightly changed. If we view the spaces as a hyperkähler quotient, the change is given by a perturbation of the value of the real part of moment map. This modification of the stability condition was already appeared, in a simpler form, when the ALE space is R 4 ∼ = C 2 [18, Ch. 2]. Our description also generalizes the same one of the Hilbert scheme of points on an ALE space by Kuznetsov [10] to arbitrary torsion free sheaves. The argument also gives a new proof for the description of locally free sheaves, which does not depend on the Hitchin-Kobayashi correspondence nor the hyperkähler quotient.
In [15] the author introduced a quiver variety, as a holomorphic symplectic quotient of a similar linear space, and studied their geometric properties, as well as its relation to the representation theory of a Kac-Moody Lie algebra. In this setting, the space of stability conditions has a chamber structure. The stability condition for anti-self-dual connections is on a wall, called the level 0 hyperplane, while one for torsion free sheaves is in an adjacent chamber. There is another chamber, corresponding to a framed moduli space of Γ-equivariant torsion free sheaves on C 2 by [18, Ch. 2] if the value of the complex moment map is 0 (see also [12] , [23] ). Here Γ is a finite subgroup of SL 2 (C), and the fundamental group of the end of the ALE space. (The ALE space is diffeomorphic to the minimal resolution of C 2 /Γ.) As the underlying C ∞ -structures of quiver varieties are independent of the choice of the stability condition outside walls [15, Cor. 4 .2], we can choose any stability condition for topological questions. But the Hecke correspondences, used to define representations of the Kac-Moody Lie algebra, have been best understood for the stability condition corresponding to Γ-equivariant sheaves, and it was the reason why this stability condition was used in the later study (e.g. [17] ).
The quiver variety depends also on the choice of the value of complex moment map. In this paper, we choose it from the complexified level 0 hyperplane, as there is no corresponding ALE space otherwise. If we choose it outside the complexified level 0 hyperplane, the corresponding quiver variety is the framed moduli space of Γ-equivariant torsion free sheaves on a noncommutative deformation of P 2 [4] . As the walls on the stability condition are root hyperplanes which kill the value of the complex moment map, all walls disappear and any stability condition is automatically satisfied in this case. Hence the problem, studied in this paper, does not make sense in the noncommutative setting.
The main result of this paper was obtained some years ago, and has been explained to some people, including Vasserot, Wang, Haiman. I had not written down the detail, as the proof is just an exercise after [9] and [18, Ch. 2] . But I change my mind, as K. Nagao, under my supervision, uses this result to show that the representation of an affine Lie algebra on the direct sum of homology groups of moduli spaces of rank 1 torsion free sheaves on an ALE space, constructed from the Heisenberg algebra representation via the Frenkel-Kac construction (see [18, Ch. 9] ), coincides with the representation constructed on homology groups of moduli spaces of Γ-equivariant sheaves [17] via the natural diffeomorphisms [14] .
The paper is organized as follows. In Section 1 we recall the definition of quiver varieties and the ADHM description of anti-self-dual connections on an ALE space. In Section 2 we state the main result. In Section 3 we introduce a compactification of an ALE space, which will be used to replace the L 2 -kernel of Dolbeault operators used in [9] by cohomology groups. In Section 4 we study the stability condition corresponding to torsion free sheaves on an ALE space. This is a technical heart of this paper, which was not appeared neither in [9] nor [18] . The tools used here are the Harder-Narasimhan filtration and Jordan-Hölder filtration. In Section 5 we complete the proof of the main result. Once the stability condition is understood, the rests of arguments follow closely those in [9] and [18] . We will work on the complex-analytic category with the ordinary topology in this paper. When the ALE space is biholomorphic to the minimal resolution of a simple singularity C 2 /Γ, we can work on the complex algebraic category, but it is not clear whether this is possible in general.
Preliminaries

1(i). Quiver varieties.
We fix notations for quiver varieties in this subsection. Let (I, E) be a finite graph of an affine type, where I is the set of vertices and E the set of edges. Let A be the adjacency matrix of the graph. Then C = 2I − A is a (symmetric) Cartan matrix of an affine type. Let H be the set of pairs consisting of an edge together with its orientation. For h ∈ H, we denote by in(h) (resp. out(h)) the incoming (resp. outgoing) vertex of h. For h ∈ H we denoteh the same edge as h with the reverse orientation. An orientation Ω of the graph is a subset Ω ⊂ H such thatΩ ∪ Ω = H,Ω ∩ Ω = ∅. The orientation defines a function ε : H → {±1} given by ε(h) = 1 if h ∈ Ω and = −1 if h ∈Ω.
Let V = i∈I V i be an I-graded vector space. We define its dimension vector
, we define a multiplication of B and C by
, its trace tr(a) is understood as k tr(a k ). Let V , W be I-graded vector spaces. We define
If the dimension vectors of V , W are only relevant in the context, we simply denote this by M (v, w) where v = dim V , w = dim W . The components of an element in M (V, W ) will be denoted by B, a, b respectively. This space has a holomorphic symplectic form given by
It acts on M (V, W ) in an obvious manner, preserving the symplectic form. The moment map vanishing at the origin is given by
where the dual of the Lie algebra of G is identified with L(V, V ) via the trace.
Let ζ C = (ζ C,i ) ∈ C I . We define a corresponding element in the center of Lie G by i ζ C,i id Vi , where we delete the summand corresponding to i if V i = 0. Let µ −1 (ζ C ) be an affine algebraic variety (not necessarily irreducible) defined as the zero set of µ − ζ C . The group G acts on µ −1 (ζ C ). We now define stability conditions.
(1) If an I-graded subspace S of V is contained in Ker b and B-invariant, then
We say (B, a, b) is ζ R -stable if the strict inequalities hold in (1),(2) unless S = 0, T = V respectively.
Note that (B, a, b) is ζ R -(semi)stable if and only if (B * , b * , a * ) is (−ζ R )-(semi) stable. This will be used later frequently.
If ζ R,i > 0 for all i, the condition (2) is superfluous, and the condition (1) turns out to be the nonexistence of nonzero B-invariant I-graded subspaces S = (S k ) contained in Ker b (and in this case ζ R -stability and ζ R -semistability are equivalent.) This is the stability condition used in [17, 3.9] . The case when ζ R,i < 0 for all i is also important. The condition (1) is superfluous and the condition (2) turns out to be the nonexistence of proper I-graded B-invariant subspace T containing Im a. This coincides with the natural condition for the description of Hilbert schemes of points on C 2 [18, Sec. 1]. We also need the stability condition for B ∈ E(V, V ), i. e., when W = 0.
if the following is satisfied:
A point B is ζ R -stable if the strict inequality holds unless S = 0 or S = V .
(The definition is the same as W = 0 case for the ζ R -semistability, but different for the ζ R -stability.)
We say two ζ R -semistable points (B, a, b), (B , a , b ) are S-equivalent when the closures of G V -orbits intersect in H ss (ζ R ,ζ C ) . We denote the pair (ζ R , ζ C ) by ζ for brevity. We define
where ∼ denotes the S-equivalence relation. These can be defined as quotients in the geometric invariant theory. (See [7] .) 1(ii). The chamber structure. Fix a dimension vector v. Let
When the graph is of affine type, R + is the set of positive roots, and D θ is the wall defined by the root θ. Though R + is an infinite set, but R + (v) is always finite.
Then every semistable point is stable, so that the regular locus M reg ζ coincides with M ζ .
Fix a complex parameter ζ C and move a real parameter ζ R . A connected component of
is called a chamber.
Lemma 1.4. Take two real parameters ζ R and ζ R so that both (ζ R , ζ C ) and (ζ R , ζ C ) are contained in the set in Proposition 1.3. If ζ R and ζ R are in the same chamber, the corresponding stability conditions are equivalent.
Proof. Suppose that corresponding stability conditions are not equivalent, i. e., there exists a point (B, a, b) ∈ µ −1 (ζ C ) which is ζ R -stable, but not ζ R -stable. Therefore there exists a B-invariant I-graded subspace S or T violating the inequalities in Definition 1.1 for ζ R , but not for ζ R . If we connect ζ R and ζ R by a path, there is a point ζ R on the path such that the subspace S (or T ) satisfies the equality in Definition 1.1 for ζ R . In particular, the stability condition and the semistability condition are not equivalent for ζ R . Therefore by Proposition 1.3 this cannot happen if ζ R and ζ R are in the same chamber.
1(iii)
. A review of the ADHM description [9] . (See also [16, Sec. 2] .) Take and fix an affine Dynkin graph. Let I, H be as before, and let us choose an orientation Ω. Let 0 ∈ I be the vertex corresponding to the simple root, which is the negative of the highest weight root of the corresponding simple Lie algebra. Let δ be the vector in the kernel of the affine Cartan matrix whose 0-component is equal to 1. Such a vector is uniquely determined. Let G δ be the complex Lie group corresponding to δ as in Section 1(i). Choose the parameter ζ
We further assume that ζ
• is generic, i. e., it is not contained in any R 3 ⊗ D θ where D θ is a real root hyperplane.
Let
where '/ / (−ζ • R ) ' means the GIT quotient '/∼' with respect to the parameter (−ζ
• R ) defined as in Section 1(i). As we assume ζ
• is generic, we have
where
as before. Note that both the value of the moment map and the parameter for the stability condition are the negative of those used in the definition of the quiver variety M ζ . Note also that the group C * of scalars in G δ acts trivially on M (δ, 0), so we can consider the action of the quotient group G δ /C * . Kronheimer [8] showed that if ζ • is generic, then (a) X ζ • is a smooth complex surface (in fact, it is a 4-dimensional hyperkähler manifold), (b) X ζ • is diffeomorphic to the minimal resolution of C 2 /Γ, where Γ is the finite subgroup of SL 2 (C) associated to the affine Dynkin graph, (c) X ζ • has a Kähler metric (in fact, hyperkähler), which is ALE (asymptotically locally Euclidean) of order 4, i. e., there is a compact subset K ⊂ X ζ • and a diffeomorphism X ζ • \ K → C 2 \ B r (0) /Γ under which the metric is approximated by the standard Euclidean metric on C 2 /Γ; it is written in the Euclidean coordinate (x i )
and ∂ denotes the differentiation with respect to the coordinates x i . Here B r (0) is the ball of radius r centered at 0. (The domain X ζ • \ K will be referred to as the end of X ζ • .) Recall also that X 0 is isometric to C 2 /Γ and the diffeomorphism By the construction, H
It has a natural holomorphic structure. (In fact, the hyperkähler quotient construction of X ζ • also gives a reduction of the structure group of the principal bundle to the maximal compact group of G δ /C * and a natural connection on the reduced principal bundle as a by-product. This is anti-self-dual [6] and has finite action [9, 2.2].) Let δ i be the i th -component of δ. We identify G δ /C * with i =0 GL(δ i ). For each i ∈ I, we have the associated vector bundle over X ζ • :
. When i = 0, we understand R 0 as the trivial line bundle. We call R i a tautological bundle. It also has a compatible hermitian metric, whose associated hermitian connection A (which is, in fact, anti-self-dual) approximates an irreducible flat unitary connection A 0 at the end, i. e.,
where ∇ denotes the covariant derivative with respect to A 0 . Here 'compatible' means that the holomorphic structure of R i is given by the (0, 1)-part∂ A of the connection A. In fact, the flat connection A 0 was the canonical connection on By the construction, there exists a bundle homomorphism
for each h ∈ H. This homomorphism is called a tautological homomorphism. 
where (1) V and W are (collections of) trivial vector bundles, (2) E( , ), L( , ) are defined exactly as before by replacing vector spaces by vector bundles. We define a complex of vector bundles
This is a complex thanks to the conditions µ(ξ * ) = ζ C = µ(B, a, b). Also thanks to the ζ • R -stability conditions for ξ * and (B, a, b), σ is injective and τ is surjective on the fiber at any point in X ζ • (as linear maps). (See Proposition 4.1(3).) Therefore Ker τ / Im σ is a vector bundle over X ζ • , which has a natural holomorphic structure
(In fact, if we give hermitian metrics on V , W , we have a natural anti-self-dual connection compatible with the holomorphic structure.)
The inverse map is constructed as follows. Suppose a holomorphic vector bundle E on X ζ • is given. We put a framing on E. This means the following: we fix a C ∞ -vector bundle E ∞ over the end of X ζ • and put a hermitian metric together with a flat unitary connection corresponding to a representation of Γ. Then a framing Φ of E is an isomorphism between the underlying C ∞ -vector bundle of E and E ∞ over the end of X ζ • such that the Dolbeault operator∂ A of E is approximated by the (0, 1)-part∂ A0 of the connection A 0 on E ∞ as
) with a similar decay in the derivatives with respect to the connection A 0 . If we put a hermitian metric on E which is equal to (or more generally, is approximated in order O(r −2 ) by) the given one on E ∞ via Φ at the end, then it satisfies (1.6). We say two holomorphic vector bundles E, E together with framings Φ, Φ are isomorphic, if there exists an isomorphism ϕ : E → E of holomorphic vector bundles such that Φ ϕΦ −1 is approximated by the identity homomorphism in O(r −2 ) with a similar decay in the derivatives. A holomorphic vector bundle obtained from the ADHM data (B, a, b) has such a framing, canonical up to an isomorphism. This follows from the finiteness of the action in [9, Prop. 4.1] with Uhlenbeck's removable singularities theorem. The representation of Γ corresponding to E ∞ is given by i W i ⊗ R i , where R i is the irreducible representation of Γ corresponding to the vertex i via the McKay correspondence. We define I-graded vector spaces V , W by
A is the formal adjoint of∂ A defined by using the connection A given by a hermitian metric on E which is approximated by the one on E ∞ via Φ at the end, and the Laplacian is defined as∂ * A∂ A . We define linear maps B h :
The definition of b : V → W is more involved. Roughly speaking, we identify W i with the fiber of E at infinity and b(v) is given by the 'limiting value' of v. We refer the original paper for the precise statement. There is also a definition via a double complex.
Moreover, vectors v, w correspond to the data for the vector bundle E as follows. As we explained, we have a flat connection and the corresponding representation of Γ. Then w is given by its decomposition to irreducibles: i∈I ρ ⊕wi i
. Here the set of isomorphism classes of irreducible representations is identified with I via the McKay correspondence. This correspondence is an obvious consequence of the fact that W is identified with the fiber at the end. (See [9, Lem. 5.2] .) The vector v is the dimension of cohomology groups, and is given by Chern classes of E. The formulas are
(1.9)
Here C is the affine Cartan matrix, and ch 2 is the H 4 -part of the Chern character, and O( ∞ ) is a line bundle on a compactification of X ζ • , explained later. In fact, we can interpret the second equality as an equality for the curvature integral over X ζ • . (See [9, the first and fourth displayed equations on p. 302].) These formulas are consequences of the construction of E as a cohomology of the complex (1.7) (or rather the complex (3.1) on the compactification). As explained in [9, p. 302], these formulas determine the vector v, once w is determined by the flat connection at the end.
The main result of [9] (more precisely, the holomorphic version of the proof) says that M reg ζ • (v, w) is bijective to the isomorphism classes of framed holomorphic vector bundle over X ζ • , i. e., the framed moduli space of holomorphic vector bundles.
The following result was also proved in [9, Prop. 9.2] (see also Corollary 4.3 about a comment on its proof):
is the framed moduli space of locally free sheaves on X ζ • with a smaller second Chern number, the above description means that
Our main result is an identification of the Gieseker-Maruyama (partial) compactification with the space
for a suitable choice of ζ R .
Main Result
We fix dimension vectors v, w.
2(i). A stability parameter
be the parameter for the stability condition, in the level 0 hyperplane ζ • R · δ = 0 as in Section 1(iii). We take a parameter ζ R from the chamber containing ζ • R in its closure with ζ R · δ < 0. These conditions uniquely determine the chamber containing ζ R . As ζ R is not contained in any root hyperplane, the stability and semistability are equivalent for ζ R . Note that the chamber structure depends on the choice of v. The relevant chamber becomes smaller and smaller if we increase v in general. The following figure describes chambers when ζ C = 0 for type A (1) 1 , i. e., I = {0, 1}, A 01 = 2, where A is the adjacency matrix as in Section 1(i).
The followings are obvious from the definition and our choice:
Therefore we have a projective morphism
. This is the morphism from the GiesekerMaruyama compactification to the Uhlenbeck compactification, constructed by J. Li [11] in the setting of moduli spaces on a projective surface. (See also [18, Ch. 3] for the case C 2 .) 2(ii). Statement. Let E be a torsion free sheaf on X ζ • . Its double dual E ∨∨ is a locally free sheaf, i. e., a holomorphic vector bundle on X ζ • . We have the canonical exact sequence
The quotient sheaf Q := E ∨∨ /E is supported at finitely many points in X ζ • . Conversely the torsion free sheaf E can be recovered from the locally free sheaf E ∨∨ together with the surjection E ∨∨ → Q as the kernel. We define a framing of E as a framing of E ∨∨ . In fact, a framing of the locally free sheaf E ∨∨ can be defined in several ways. As in Section 1(iii), we may consider it as an isomorphism between E ∨∨ and a fixed C ∞ -vector bundle over the end of X ζ • . But for the proof of the following theorem, it is more appropriate to take a compactification¯X ζ • of X ζ • and consider a torsion free sheave E on¯X ζ • together with an isomorphism between the restriction of E and a given bundle on the boundary divisor ∞ . (More precisely, we need to consider¯X ζ • as an orbifold. See Section 3.) Theorem 2.2. There is a bijection between M (ζ R ,ζ • C ) (v, w) and the framed moduli space of torsion free sheaves (E, Φ) on X ζ • , where w corresponding to the representation of Γ corresponding to the flat connection at the end, and v is given by Chern classes of E by the formulas (1.9).
The proof is a mixture of that for vector bundles in [9] and that for framed torsion free sheaves on C 2 (i. e., a special case Γ = {1}) in [18, Ch. 2] . The construction of a torsion free sheaf from the ADHM data is exactly the same, once we notice that the complex (1.7) gives a torsion free sheaf, even if we allow σ is injective except finitely many points. This was already observed for C 2 in [18, Ch. 2], but the proof that the ζ R -stability condition is equivalent to the injectivity of σ outside a finite set is more complicated. (See Proposition 4.1.) To get an ADHM data from a framed torsion-free sheaf, we use cohomology groups on the compactification¯X ζ • instead of L 2 -harmonic forms in (1.8) . This part will be the same as C 2 -case, where the compactification is P 2 , the complex (1.7) naturally arises from the Beilinson spectral sequence, and the result was well-known.
We do not try to give a complex-analytic structure on the framed moduli space of torsion free sheaves directly in this paper, though it should be probably possible. But from the construction below, it is clear that we have the universal family on
is a fine moduli space of the functor for framed torsion free sheaves on X ζ • . Thus the above theorem can be regarded as a construction of the framed moduli space via
We introduce a compactification of X ζ • , which will be used to replace the space of L 2 -harmonic forms by the cohomology group, as is explained at the end of the previous section.
3(i).
It is easiest to describe the compactification when X ζ • is the minimal resolution of C 2 /Γ. We consider P 2 /Γ and resolve the singularity at the origin, but keep the singularity on the line at infinity ∞ untouched . For general X ζ • , we have a coordinate system at the end X ζ • \ K → (C 2 \ B r (0))/Γ such that the complex structure is approximated by the standard one on C 2 /Γ up to order O(r −4 ). LetX
We endow a structure of a differential orbifold so that (X ζ • \ K) ∪ ∞ is identified with (P 2 \ B r (0))/Γ via the coordinate system at the end. Here the 'orbifold' means that we remember the action of Γ on the neighborhoodŨ = P 2 \ B r (0) of ∞ . For example, a smooth function on¯X ζ • is a smooth function on X ζ • and a Γ-invariant function onŨ , patched along (Ũ /Γ) \ ∞ in an obvious sense.
Let us give a structure of a complex analytic orbifold on¯X ζ • : Let (z 1 , z 2 ) be the complex Euclidean coordinate system on C 2 . The almost complex structure J on X ζ • is approximated by the standard almost complex structure
Other coordinate systems on¯X ζ • (associated with the corresponding homogeneous coordinate system on P 2 ) are given by (v, w) = (1/z 1 , z 2 /z 1 ), (v , w ) = (z 1 /z 2 , 1/z 2 ). Then we have J − J 0 = O(|v| 3 ), and = O(|w | 3 ) (with a similar decay in the derivatives). Thus J extends to an almost complex structureJ on¯X ζ • as of class C 2,1 , which coincides with the standard one on P 2 /Γ on ∞ . As the Nijenhuis tensor vanishes on X ζ • , it also vanishes on¯X ζ • by the continuity. By the Newlander-Nirenberg theorem, extended by [19] under a less differentiable condition,J is integrable. It is also clear that ∞ is the complex submanifold (divisor, as it is of codimension 1) of¯X ζ • .
In fact, this compactification can be done more explicitly by using the weighted projective space as follows (see [22] 
where C * acts on C 4 by (x, y, z, w) → (t 3 x, t 4 y, t 6 z, tw) and P(3, 4, 6, 1) = C 4 \ {0}/C * . The line at infinity ∞ is identified with w = 0, and we have three singular points of the hypersurface which are on ∞ (if a 1 , . . . , a 6 is generic, all singular points are on w = 0) of type C 2 /(Z/p), where p = 3, 4, 6 and Z/p acts by (z 1 , z 2 ) → (ζz 1 , ζz 2 ) with ζ = exp(2πi/p). These points correspond to Γ-orbits in P 1 which have stabilizers order greater than 2. (Any point is stabilized by diag(−1, −1) ∈ Γ.) Now X ζ • is obtained by resolving singular points outside ∞ (if any). Strictly speaking, the case A n with n even was not covered by [22] . In this case, we can only describe the compactification of (C 2 /Γ)/{±1}, where (−1) acts by (z 0 , z 1 ) → (−z 0 , −z 1 ). Then we can compactify the {±1}-quotient of the hypersurface {x n+1 + yz = a 1 + a 2 x + · · · + a n x n−1 } (where (−1) acts by (x, y, z) → (x, −y, −z)) by a hypersurface in P(2, l + 1, l + 1, 2) as above.
This explicit form of¯X ζ • (for example, it shows that¯X ζ • is algebraic) will not be used later, and we just need the fact that¯X ζ • is approximated by P 2 /Γ near ∞ . Note we still need to put an orbifold structure even in this explicit form. For example, if Γ = {±1}, then¯X ζ • is either
, hence it is a smooth complex surface. But we need to remember the trivial action of Γ.
Next suppose that a holomorphic vector bundle E over X ζ • together with a framing Φ : E| X ζ • \K → E ∞ in the sense of Section 1(iii) is given. We then have a hermitian metric and a connection A on E which is approximated by the flat connection A 0 on E ∞ as A − A 0 = O(r −3 ). Note that E ∞ together with A 0 is identified with a trivial vector bundle on the Γ-covering C 2 \ B r (0) → X ζ • \ K together with the Γ-equivariant structure. Since E ∞ extends to the orbifold (P 2 \ B r (0))/Γ across ∞ , we can construct an extension of E to¯X ζ • by gluing via Φ. As
in the other coordinate systems (v, w), (v , w ) of¯X ζ • as before, the connection A (and the associated holomorphic structure) extends to a holomorphic vector bundle (of class C 1,1 , though it is not a problem by [19] ) onX ζ • . In particular, the tautological bundle R i extends to¯X ζ • . By the same argument as in [8, Prop. 3 .14] and [9, Prop. 2.2(i)], the tautological homomorphism ξ h is approximated by the coordinates z 1 , z 2 on C 2 /Γ, pulled back to X ζ • via the coordinate system at the end 
is the line bundle corresponding to the divisor ∞ in the orbifold sense, constructed by gluing O on X ζ • and O(1) on P 2 /Γ. Here the Γ-equivariant structure on O(1) is defined so that
Hereafter we understand a framing of a torsion free sheaf E on¯X ζ • as an isomorphism between E| ∞ and (ρ ⊗ O P 1 )/Γ, where ρ is a representation of Γ.
3(ii). Extension of the complex.
Next we show that the complex (1.
In order to check this assertion, we need to introduce two copies of Γ, denoted by Γ and Γ left , and rewrite above in terms of Γ, Γ left . In fact, such description was originally used in [9] . We identify an I-graded vector space V with a Γ-module
where R i is the irreducible Γ-module corresponding to the vertex i via the McKay correspondence. We denote this Γ-module also by V for brevity. Under this identification, the imaginary root vector δ corresponds to the regular representation R of Γ. The vector space L(V, W ) is identified with Hom Γ (V, W ) the space of Γ-homomorphisms. The same is true for L(V, V ), L(W, V ). The vector space E(V 1 , V 2 ) is identified with
where Q is the natural 2-dimensional representation of Γ given by the inclusion Γ ⊂ SL 2 (C). This is a rephrasing of the McKay correspondence; dim Hom Γ (R i , Q ⊗ R j ) is the adjacency matrix of the affine Dynkin diagram. The group G V is identified with GL Γ (V ), the group of Γ-module automorphisms of V . Now the ALE space X ζ • is considered as a quotient by GL Γ (R)/C * , where R is the regular representation of Γ. Recall that the regular representation of Γ is the set of complex valued functions on Γ, where Γ acts by the right translation. Therefore we have a commuting action of another copy of Γ, denoted by Γ left , by the left translation. Then the regular representation decomposes into
Here the vertex i * is defined so that R i * is the dual representation of R i . We consider the corresponding sum of the tautological bundles
We denote the above bundle also by R, though it was i R i before. Then we have L(R * , V ) = Hom Γ (R * , V ). The tautological homomorphism ξ is a section of Hom Γ (R, Q ⊗ R). Now it becomes clear that the complex (1.7) extends to the compactification as in (3.1). In a neighborhood of ∞ , it is approximated (is exactly equal outside the exceptional locus if ζ • C = 0) by the following Γ left -equivariant complex on P 2 :
where [z 0 : z 1 : z 2 ] is the homogeneous coordinate of P 2 , and Γ left acts on P 2 in the natural way. We have taken a basis of Q ∼ = C 2 and write B ∈ Hom Γ (V, Q ⊗ V ) ⊂ Hom(V, Q ⊗ V ) as a pair (B 1 , B 2 ) of endmorphisms of V . Let us consider the restriction of this complex to {z 0 = 0} and check that we have a framing of Ker τ / Im σ. We have Ker σ = 0 = Coker τ . The middle cohomology group is equal to Hom
Therefore it gives the correct Γ ∼ = Γ left -equivariant locally free sheaf on P 1 .
3(iii)
. A resolution of the diagonal. In [9, §3] , a resolution of a skyscraper sheaf at a point in X ζ • was constructed. In fact, in our setting, it is more appropriate to consider it as a resolution of the diagonal in
where the first and second differentials are defined by the inner products i(ξ), i(ξ * ) of tautological homomorphisms as i(ξ) 1 − 1 i(ξ * ), and the last differential is given by the restriction to the diagonal and taking the contraction. Over the end of X ζ • , it is approximated by the complex over
Γ the regular representation considered as a flat bundle over C 2 /Γ. The differentials are given by replacing ξ by (z 1 , z 2 ). In order to distinguish two 'Γ' in C 2 /Γ × C 2 /Γ with 'Γ' already appeared in the complex, we denote the former by Γ left,1 , Γ left,2 . The complex lifts to a Γ left,1 × Γ left,2 -equivariant complex on
where γ∆ = {(z, z ) ∈ C 2 ×C 2 | z = γz}, and the last differential is given by taking the character values at (γ, 1) ∈ Γ left,1 ×Γ left,2 . If we forget the Γ left,1 ×Γ left,2 -action, this is just the direct sum of #Γ-copies of the usual Koszul complex 0
This Koszul complex extends to a resolution of the diagonal in
where Q is given by the exact sequence 0 (2.3) ].) If we put a Γ-equivariant structure on O ⊕3 P 2 by considering it as (Q ⊕ R 0 ) ⊗ O P 2 , we have a natural Γ-equivariant structure on Q, and its restriction to C 2 is naturally isomorphic to
We construct a vector bundle Q on¯X ζ • by gluing the trivial bundle Q ⊗ O X • ζ and the restriction of Q to a neighborhood of P 1 in P 2 . Then we have the resolution of the diagonal of¯X ζ • :
Study of the Stability Condition
The purpose of this section is to prove the following result:
and consider the complex (1.7). We consider σ, τ as linear maps on the fiber at a point in X ζ • . Then Remark 4.2. The 'if' part of (3) was originally proved in [16, Th. 3.7] . The proof depends on the Hitchin-Kobayashi correspondence for ALE spaces proved by Bando [3] . Our proof here is more algebraic, in particular avoids the use of a nonlinear PDE.
4(i). Proof of Proposition 4.1 for the 'only if ' part.
(1) We first show that τ is surjective if (B, a, b) is ζ R -stable. The assertion for σ will be proved during the proof of (2).
Take ξ ∈ X ζ • and suppose η is in the kernel of τ * ξ . We consider Ker η ⊂ V . As τ * ξ η = 0, it is B-invariant and contains Im a. By the ζ R -stability of (B, a, b),
On the other hand, V / Ker η ∼ = Im η ⊂ R * ξ is ξ * -invariant. From the (−ζ
• R )-stability condition of ξ, we have ζ • R · dim (V / Ker η) 0, and the inequality is strict unless V / Ker η is R * ξ or 0. Combining with the above inequality, we find that the equality must hold, hence V / Ker η is R * ξ or 0. If V / Ker η = R * ξ , then we have ζ R · dim (V / Ker η) = ζ R · δ < 0 from our choice of ζ R . But it contradicts with the ζ R -stability of (B, a, b) as it violates the inequality above. Therefore we must have V / Ker η = 0, i. e., η = 0. Therefore Ker τ * ξ = 0, i. e., τ is surjective everywhere. (2) We show that σ is injective except finitely many points if (B, a, b) is ζ
We consider L(R * , V ) = L(V * , R). Suppose Ker σ ξ = 0 for ξ ∈ X ζ • and take 0 = η ∈ Ker σ. Then Ker η ⊂ V * is B * -invariant and contains Im b
This is the opposite of the above inequality, hence we have the equality. Therefore from the stability condition, we must have either Im η = 0 or Im η = R ξ . But the former possibility is killed thanks to our assumption η = 0. Therefore η is surjective and η * ∈ L(R * ξ , V ) is injective. Take a point ξ ∈ X ζ • different from ξ and consider an exact sequence
Therefore if σ is not injective at ξ , then σ corresponding to the data V / Im η * is not injective at ξ either.
We next claim that (B, a, b) on the quotient V / Im η * is ζ
• R -semistable. Then we repeat the above argument for V / Im η * if Ker σ ξ = 0 for ξ ∈ X ζ • , and continue. As the dimension decreases, this procedure eventually stops after finite number of steps.
Suppose that S ⊂ V / Im η * is B-invariant and is contained in Ker b. We consider its inverse image S in V . It is also B-invariant and is contained in Ker b. The ζ
The case of a B-invariant subspace T containing Im a can be proved in the same way. Therefore (B, a, b) on the quotient V / Im η * is ζ
The assertion for τ can be proved in the same way by studying what happens with V / Ker η = R * ξ in the proof of (1). (3) As in the proof of (1), we take η ∈ Ker τ * ξ . By the ζ • R -stability of (B, a, b), we have ζ
But we also have the opposite inequality, as in the proof of (1). Therefore the equality holds. By the ζ 
Then v = δ and B corresponds to a point ξ in X ζ • . Moreover, (1) σ is injective and τ is surjective at ξ = ξ (2) σ has the 1-dimensional kernel consisting of scalar endmorphisms at ξ. (3) The image of τ is the codimension 1 subspace of trace-free endmorphisms at ξ.
Here we choose the isomorphism R * ξ ∼ = V so that a representative of ξ * is equal to B in (2), (3), hence scalar endmorphisms and trace-free endmorphisms make sense.
Remark 4.4. This corollary was stated in [9, Prop. 9.2(ii)], but the proof was rather sketchy.
Proof. Consider the complex (1.7) with W = 0. As ζ • R -stability implies the ζ Rstability, τ is surjective thanks to Proposition 4.1 (1) .
We assume σ is also injective everywhere. Then the complex is exact as the alternating sum of dimensions of terms is 0. Note also that the complex (1.7) extends to the compactification as in (3.1), and is also exact at infinity (this is true, regardless of the stability condition). Then the alternating sum of the Chern character vanishes, that is
where C ij is the affine Cartan matrix, and ch 2 is the H 4 -part of the Chern character. If we restrict this to the un-compactified part X ζ • , ch(R j ) gives a basis of H * (X ζ • , Q) (which follows from [9, (2.
2)] together with c 1 (R 0 ) = 0), hence we have i C ij dim V i = 0. Therefore dim V is a multiple of δ. But if we substitute this back to the above equality, the first term vanishes, so the second term must vanish. We claim ch 2 (O( ∞ )) = 1/(2#Γ), in particular, it is nonzero: Note first that we can make the compactification on the universal family over R 3 ⊗ Z from the construction of the coordinate system at the end in [8, Proof of Cor. 3.12]. Therefore, by the continuity, it is enough to assume¯X ζ • is the minimal resolution of singularity of P 2 /Γ at the origin. Then O( ∞ ) is the pull-back from the line bundle O(1)/Γ over P 2 /Γ and we get the assertion from ch 2 (O(1)) = 1/2. Now the vanishing of the second term implies V = 0. This is a contradiction. Therefore σ has a kernel at a point ξ ∈ X ζ • .
We now argue as in the proof of Proposition 4.1 (2) . We have an injective homomorphism η * ∈ L(R * ξ , V ). But we have ζ
• R · Im η * = 0 as before, hence we must have Im η * = V by the ζ
• R -stability of B. Once we know v = δ and B corresponding to a point ξ ∈ X ζ • , then the proofs of (1), (2), (3) were given in [9, Sec. 3] . But they are also clear from the above consideration.
4(ii). Modifications of definitions.
For the proof of the 'if' part of Proposition 4.1, we shall use the Harder-Narasimhan filtration and Jordan-Hölder filtration. For this purpose we need a modification of the definition of a data (B, a, b) following [5] and its stability condition following [21] . This will be done in the this subsection.
We fix dimension vectors v, w. Let ( I, E) be the finite graph obtained from (I, E) by adding a new vertex ∞ and w i edges between ∞ and i for each i ∈ I. We take and fix a base of W i for each i. Then a point (B, a, b) ∈ M (v, w) is identified with a point in M ( v). We denote it by B. For a complex parameter ζ C ∈ C[I] and a stability parameter ζ R ∈ R[I], we define
Let (B, a, b) ∈ M (v, w) and let B ∈ M ( v) be the corresponding data. Let V be the I-graded vector space of dimension v on which B acts. Let S be an I-graded vector subspace S of V with dim S ∞ = 0 or 1, which is invariant under B. When dim S ∞ = 0, it means that we have the I-graded subspace i∈I S i such that S i ⊂ Ker b i for each i. When dim S ∞ = 1, it means that we have the I-graded subspace i∈I S i such that S i ⊃ Im a i for each i. Thus two cases appeared in the original definition of the stability condition can be expressed in a single way, i. e., (B, a, b) is ζ R -semistable if and only if B ∈ M ( v) satisfies the following: if S is an I-graded subspace of V invariant under B, we have ζ R · dim S 0.
We modify the definition of the stability condition to a slightly different form, following [21] . Let V be another I-graded vector space. (We only need to consider dim V ∞ = 0 or 1, but the definition makes sense without this condition.) Assume V = 0, we define the slope of V by
We say a point B ∈ M ( V ) is ζ R -semistable if we have
for any nonzero I-graded subspace S invariant under B. If the inequality is strict unless S = V , we say B is ζ R -stable. If we apply this definition to the original V , it is equivalent to the original definition as
, then the above stability is equivalent to the original stability condition for the parameter ζ R , which satisfies ζ R · dim V = 0 by its definition. Therefore this definition does not yield anything new for a fixed V , however it is convenient when we discuss several V 's at the same time, in particular, when we discuss the Harder-Narasimhan filtration, as pointed out by [21] .
We consider B as a representation of the quiver ( I, H) (with obvious H), the Harder-Narasimhan filtration and the Jordan-Hölder filtration exists on B thanks to [21] .
In the subsequent subsections, we shall use this stability condition for the parameter ζ . We take the Harder-Narasimhan filtration with respect to the stability parameter ζ
is the representation of the new quiver defined on the I-vector space V k / V k+1 induced from B. We assume B is not ζ
• R -semistable, and hence m > 0, and will lead to a contradiction.
We have exactly one k such that dim(
, and we have a contradiction
We consider the complex (1.7) for the data corresponding to V 0 / V 1 . By the assumption that τ is surjective except possibly finitely many points for the data for V 0 , the same is true for V 0 / V 1 . Let us study σ, and suppose that σ has a nonzero kernel at ξ ∈ X ζ • . We take 0 = η
where Ker η i = Ker η i for i ∈ I and Ker η ∞ = (
Combining with two inequalities above, we have
As η = 0, the factor
is greater than 1, hence this inequality contradicts with θ( V 0 / V 1 ) < 0, observed above. Therefore σ is injective everywhere. Next consider the complex (1.7) for the data corresponding to V m . By the assumption, σ is injective except possibly finitely many points. Let us study τ , and suppose that τ is not surjective at ξ ∈ X ζ • . We take 0 = η ∈ Ker τ * ⊂ L(V, R * ξ ). We have ξ * η = −η B, η a = 0. The ζ 
is greater than 1, hence this inequality contradicts with θ( V m ) > 0, observed above. Therefore τ is surjective everywhere. Summarizing two considerations, we find that σ is injective and τ is surjective except finitely many points for both V 0 / V 1 and V m . As we remarked at the beginning of the discussion, either of the ∞-component
The other case will lead to a contradiction exactly in the same way. As V m ∞ = 0, the complex (1.7) for V m has the Euler characteristic 0. Hence it is exact outside finite number of points. Therefore the alternating sum of the first Chern classes of terms is zero. By the same argument as in the proof of Corollary 4.3, we get 
4(iv)
. Proof of the 'if ' part of Proposition 4.1(3), (1) . Take B corresponding to (B, a, b). We assume that σ, τ satisfy the condition in either (1) or (3). Then the condition for (2) is satisfied in either cases, hence we already know that B is ζ • R -semistable, thanks to the proof in the previous subsection. We consider the Jordan-Hölder filtration with respect to the stability parameter ζ
Note that the ζ • R -stability condition is equivalent to the original one, as θ( V ) is zero. We have exactly one k such that dim(
As τ is surjective for the data for V 0 , the same is true for We now start the proof of the 'if' part of Proposition 4.1 (1) .
Let S be an I-graded subspace of V , which is invariant under B. We consider S ∩ V k /S ∩ V k+1 . This is invariant under B, hence we have
by the ζ
Taking the sum over all k = 0, . . . , m, we get ζ
If the inequality in (4.5) is strict for some k, then ζ
• R · dim S < 0. As ζ R is arbitrary close to ζ R , we have ζ R · dim S < 0. Thus the inequality for the ζ R -stability holds. Hence it is enough to assume that the inequality in (4.5) is the equality for any k. By the ζ
Summing up over k = 0, 1, . . . , m, we have ζ R · dim S ∈ Z 0 ζ R · δ ⊂ R 0 by our choice ζ R · δ < 0. Therefore the inequality for the ζ R -stability holds in this case. We finally suppose S ∞ = C.
We assume S = V and take the first k > 0 such that 
. Then we consider the above exact sequence with k replaced by k − 1.
, this contradicts with the assumption that τ is surjective. Hence we must have S = V in this case. Therefore the proof of the ζ R -stability is completed.
Proof of the Main Theorem
5(i).
From ADHM data to a torsion free sheaf. Suppose I-graded vector spaces V , W and data (B, a, b) ∈ M (V, W ) satisfying µ(B, a, b) = ζ • C and the ζ Rstability condition are given. We consider the complex (1.7). By Proposition 4.1(1), τ is surjective and σ is injective outside a finite set. Therefore E = Ker τ / Im σ is a torsion-free sheaf on X ζ • . Indeed, suppose we have e ∈ Ker τ with f e ∈ Im σ for some 0 = f ∈ O. As E is locally free outside a finite set, e = σ(ξ) for some ξ possibly defined only outside a finite set. But ξ extends by Hartog's theorem. We have two exact sequences 0 → L(R * , V ) → Ker τ → E → 0,
of sheaves. We have already checked that it extends to the compactification¯X ζ • and has the correct Γ-module w in Section 3. The above two exact sequences can be extended to¯X ζ • if we twist terms by O( ∞ ) appropriately. Then it is clear that E satisfies the correct Chern class (1.9).
5(ii)
. From a torsion free sheaf to ADHM data. First note that standard facts from the theory of coherent sheaves on a nonsingular surface, e.g., the Serre duality, the vanishing of H p with p > 2, the fact that the double dual of a coherent sheaf is a vector bundle, etc, extend to the case of our orbifold¯X ζ • , as it is locally a nonsigular surface with a finite group action. For example, the Serre duality for orbifolds is proved just as it is proved for complex manifolds using the Hodge decomposition. The canonical sheaf is in the sense of orbifolds; see e.g., [2] .
Let E be a torsion free sheaf on¯X ζ • together with a framing Φ :
These are Γ-modules, where the action comes from the factor R * or Q * ⊗ R * . These cohomology groups are generalization of ones used for P 2 in [18, Ch. 2]. By a similar argument as in [18, Lemma 2.4], we have vanishing of other cohomology groups H q for q = 0, 2 corresponding to above ones. The only difference is that we use H 0 (¯X ζ • , E ⊗ R * (−k ∞ )) = 0 for sufficiently large k (instead of the Serre vanishing theorem), and then the Serre duality
∨ if E is locally free (in the sense of orbifolds). From the cohomology exact sequence from 0 → E → E ∨∨ → E ∨∨ /E → 0, we can reduce the vanishing of H 2 to the case when E is locally free.
Also by the same argument in [18, Ch. 2], we have the identification V ∼ = V , W ∼ = Q ⊗ V ⊕ W , where W is the fiber at a point in ∞ . We use the framing Φ at this stage.
Then from the resolution of the diagonal (3.6), we find that E is the middle cohomology group of the complex (3.1). (More precisely, we consider p * 2 E(− ∞ ) ⊗ O ∆ and calculate its p 1 * -image. See [18, §2.1] .) The ADHM data (B, a, b) are read from σ, τ , thus they are endmorphisms on cohomology groups as in Section 1(iii). The equation µ(B, a, b) = ζ C is the consequence of τ σ = 0. The ζ R -stability is the consequence of Proposition 4.1(1) and the torsion freeness of E: τ is surjective and σ is injective outside the support of E ∨∨ /E. From the above description, it is clear that the composite of two maps torsion free sheaf E → ADHM data (B, a, b) → torsion free sheaf E is identity. Thus we have the completeness of the ADHM description. (This proof of the completeness is similar to the proof in [9, §6.b)], but is slightly different as we use a different cohomology groups.) 5(iii). Uniqueness. We prove the composite of two maps ADHM data (B, a, b) → torsion free sheaf E → ADHM data (B , a , b ) is identity. This means that the monad description of E as Ker τ / Im σ in (3.1) is unique. By a general result for monads (see [20, Proof. The proof is just the adaptation of one in [9, Lem. 7.1] in our current setting. From the definition of the inverse transform in Section 5(ii), the assertion means the uniqueness for the special case E = R i . In fact, R i is the middle cohomology of (3.1) if we put V = 0, W = R i . Then from the formula for V ∼ = V in Section 5(ii), the uniqueness of the description implies the required vanishing.
Let us define V , V , W for E = R i as in Section 5(ii). We already know that V ∼ = V and W = Q ⊗ V ⊕ W and W is the fiber at a point in ∞ , hence = R i . Let v = dim V , w = dim W . By Section 5(ii) we know that E is the middle cohomology of (3.1) with these V , W . Therefore the Chern classes are given by the formula (1.9). Substituting E = R i in the left hand side of (1.9), we get u = w and v = 0. (A similar argument was already used in the proof of Corollary 4.3.)
