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1. INTRODUCTION 
The general solution of the Cauchy problem for a second-order linear 
hyperbolic partial differential equation in two variables is often given in terms 
of integrals involving an auxiliary solution called the Riemann function. The 
Green’s function method is another method of solving the Cauchy problem, 
and Mackie [l] has established the close relationship between the two methods. 
By either method, completion of the problem requires the determination of 
auxiliary functions, which is a difficult task because there is no unified method 
for actually finding these functions. Methods for finding Riemann functions 
have been given by Riemann [2], Chaundy [3], Cohn [4], Copson [5], Mackie 
[l], and Daggit [6]. Regrettably, there are still only a few equations with known 
Riemann functions. 
This paper yields a formula that gives the Riemann function of a separable 
equation in terms of the Riemann functions of two simpler equations. The 
formula and its proof require no spectral information. 
In Section 2 a Cauchy problem is stated for the equation, and the conditions 
that define the Riemann function and the Green’s function are reviewed. 
Section 3 contains preliminary arguments. In Section 4 the “addition formula” 
is derived through a strictly formal argument, and in Section 5 it is verified 
by direct substitution. In Section 6 application of the addition formula to 
Riemann’s original example yields Chaundy’s Riemann function (which includes 
virtually every known Riemann function) and another example that is believed 
to be new. The addition formula is a source of integral identities; in Section 7 
a novel form of the addition theorem for Jo is derived. 
* This research was supported by the Independent Research Program of the Naval 
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2. GREEN’S FUNCTION AND THE RIEMANN FUNCTION 
Consider the separable linear hyperbolic partial differential equation in two 
variables: 
WI = u,, - u,, + 24(W, - %(Yy.J, + h(x) - c!z(r>l u = 0. (2.1) 
A typical Cauchy problem for this equation is to find the value of U at a 
point (X, Y) when the values of U and U, on the line y = y,, are given. Its 
solution can be expressed in terms of either the Green’s function or the Riemann 
function. 
The Green’s function for (2.1), G(x, y, X, Y), is defined as the solution of the 
formal adjoint equation 
L*[Gl = Gm - G - 2MW~ + 2[&(~)Gl, + [4x) - 4r)lG 
= 8(x - X) S(y - Y), P-2) 
which satisfies the boundary conditions 
G = aG/&t = 0 on C, (2.3) 
where n is the outward normal on C and C is a curve, with its slope everywhere 
less than 1 in absolute value, such that C and a segment of the line y = ys 
form a closed curve, as in Fig. 1. From (2.2) and (2.3) one easily concludes 
that G = 0 outside the right angle APB. 
FIGURE 1 
The Riemann function R(x, y, X, Y) satisfies the conditions 
L*[R] = 0, 
R, + R, = PI + W onx-X=y-Y, 
R, - R, = [bl - b,]R on x - X = -(y - Y), 
and 
R(X, Y,X, Y) = 1, 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
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where the lines x - X = y - Y and x - X = -(y - Y) are the two 
characteristics of (2.1) through the point (X, Y). 
The following properties of Riemann functions will be utilized in Section 4: 
PROPERTY i. If the dependent variable in (2.1) is changed from U to u, 
where u = 4(x, y)U, the Riemann function r(x, y, X, Y) of the transformed 
equation is 
+, y, x, Y) = [$(X9 Jw(x, Y)l WG Y, x n (2.8) 
PROPERTY ii. Inside the right angle APB (see Mackie [I]) the Riemann 
function is 
R@, Y, X, Y> = --2+, Y, X, Y). (W 
3. PRELIMINARIES 
The objective is to show that if the Riemann functions for the equations 
and 
u,, - u,, + 244 ua! + Cl(X) u = 0 (3.1) 
um - uw - 2&(Y)U, - 4Y)U = 0 (3.2) 
are known, they can be combined to yield the Riemann function of (2.1). 
Inasmuch as (2.1) suggests the sum of (3.1) and (3.2), we call the result an 
“addition formula” for Riemann functions. 
When 
(3.3) 
is substituted in (2.1), one sees that it suffices to consider only equations of the 
form 
um - u,, + M9 - c?AY)lu = 0. (3.4) 
Therefore, the procedure will be to derive a formula that gives the Riemann 
function R(x, y, X, Y) of Eq. (3.4) in terms of the Riemann functions 
R,(x, y, X, Y) and R,(x, y, X, Y) of the simpler equations 
and 
um! - u,, + c&w = 0 (35) 
u,, - u,, - c,(y)U = 0. (3.6) 
However, after the addition formula for this case is derived, the addition 
formula that gives the Riemann function of Eq. (2.1) in terms of the Riemann 
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functions of Eqs. (3.1) and (3.2) . is exhibited by using property (i) of Section 2. 
Notice that for (3.4), the characteristic conditions (2.9, (2.6), and (2.7) reduce to 
R(x, y, x, Y) = 1 when lx--X] = ly- Y/. (3.7) 
The following lemma will be used in Section 4. 
LEMMA. The Riemann function for (3.1) (OY (3.2)) is an even function of 
y - Y (OY (i-c - X)). 
Proof. Let Rl(x, y, X, Y) be the Riemann function of an equation whose 
coefficients depend only on x. Because R,(x, y, X, Y), R,(x, y - Y, X, 0), and 
Rl(x, Y - y, X, 0) satisfy the same equation and characteristic conditions, 
observing 
RI = exp (s,” W) 4) on IX--xl =IY-yj, 
they are all identical by the uniqueness of the Riemann function. 
4. FORMAL DERIVATION 
Instead of attempting to obtain the Riemann function of Eq. (3.4) directly, 
it is advantageous to first seek a representation of the Green’s function for the 
Cauchy problem described in Section 2. If the variables in (3.4) are separated, 
one obtains two ordinary differential equations, one of which is 
qx> + [c&q + A21 e(x) = 0, (4.1) 
where h2 is the separation constant. Assume that 0,(x, I\) is a solution of this 
equation, which introduces the generalized transform 
s 4(% 4 F(x) dx = f (4, (4.2) 
and also assume that there exists 4(x, X) such that if F(x) and f (A) satisfy (4.2), 
then 
s 
e,(x, A) f(h) dh = F(x). (4.3) 
In order to obtain the Green’s function of (3.4), one applies the transform (4.2) 
to both sides of (2.2) with b, = b, = 0, which yields 
j O&x, h)[G,, - G,, + (cl - c,)G] dx = j 0,(x, A) 8(x - X) S(y - Y) dx. 
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Integrating twice by parts and using (4.1) yields 
- I 4(x, W%, + (~2 + X2)q dx = S(y - Y) 0,(X, A). (4.4) 
If one defines 
s ‘4(x> A) W, Y, K Y) dx = g(y, Y, 4 4(X, 4, 
then (4.4) yields 
gv, + (c2 + X2k = YY - Y)* 
By utilizing the inverse transform, one finally obtains 
(4.5) 
G(x, Y, X Y> = - j” h(x> A) GX A) g(y> Y, 4 dh (4.6) 
which represents the Green’s function of (3.4). 
The boundary condition (2.3) for the Green’s function G suggests that the 
solution g(y, Y, A) of Eq. (4.5) is the Green’s function for an initial value 
problem. By utilizing this observation, the Green’s function G1 of (3.5) can be 
given by the formula 
Gl(x, y - Y, X, 0) = -j 8,(x, A) 0,(X, A)[sin A(y - Y)/h]dA, y > Y 
= 0, y < Y. (4.7) 
For Eq. (3.6), by choosing el(x, A) = e- Eh2, the generalized transform (4.2) 
becomes a Fourier transform; hence the representation of the Green’s function 
Ga will be 
G,(x - X, y, 0, Y) = -(1/27r) s_‘,u eiAtzpx)g(y, Y, A) dA; (4.8) 
from the fact that the functions G, and g are real valued, one concludes that 
G,(x - X, y, 0, Y) = -(1/2~) 1-T cos A(x - X) g(y, Y, A) dA. (4.9) 
We should remark that the dependence of G1 on y - Y and of G, on x - X 
is justified, not only by (4.7) and (4.8), but also by the lemma and (2.9). However, 
G1 is zero for y - Y < 0; hence it is not even in y - Y. On the other hand, 
G2 is even in x - X, hence (4.9) becomes 
G,(x - X Y, 0, Y) = -(l/4 IO= cos X(x - X) g( y, Y, A) dA. (4.10) 
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If, for a moment, it is accepted that the limits of integration in (4.7) are also 
from 0 to 00, as in (4.10), then an application of Parseval’s identity to Gi , Ga , 
and their transforms yields 
2 j G&, y, 0, Y) dG&, t, X, 0) = j f%(x, 4 4(X 4 g(y> Y, 4 dk (4.11) 
which, in view of (4.6), becomes 
G(x, y, X, Y) = -2 j G,(t, y, 0, Y) dG,(x, t, X 0). 
For G, , in consideration of Fig. 1, one has 
(4.12) 
G,(t, Y, 0, Y) f 0 I t I < y - I’, 
=o It1 >Y- y, 
and for G1 one has 
‘Xx, t, X, 0) f 0 Ix--xl <4 
=o IX-XI >t. 
(4.13) 
(4.14) 
By utilizing the properties in (4.13) and (4.14) in (4.12), and the fact that G1 
and G, have step discontinuities on I x - X I = j y - Y 1, one obtains 
G(x, y, X, Y) = - 2G,(x - X, y, 0, Y) G,(x, x - X, X, 0) 
s 
l-Y1 (4.15) 
-2 
IX-XI 
G&, y, 0, Y) G& t, X, 0) dt. 
The absolute values have been omitted inside G1 and G, because G, is an even 
function of t and because 
G,(x,x-X,X,0) = G,(x,X-x,X,0) = -$ 
by the lemma and property (ii) in Section 2. 
When (2.9) and the fact that J?r(&) is an even function of y - Y(x - X) 
are utilized, (4.15) yields 
R(x, y, X, Y) = R,(x - X, y, 0, Y> + jzr; R&v Y, 0, Y> R,t(x> 6 X, 0) 4 
which is the desired formula relating the Riemann functions R, RI , and R, of 
(3.4), (3.5), and (3.6). The above derivation is entirely formal, hence the formula 
needs justification; this is accomplished in the next section, where the addition 
formula for non-self-adjoint equations is given as well as that for characteristic 
coordinates. 
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It should be mentioned that Copson [5], in deriving the Riemann function 
for a special example, applied Parseval’s identity. Also, Ma&e [l] derived the 
Riemann function for Riemann’s example via Green’s functions. 
5. PROOF OF VALIDITY 
The proof of the validity of the formula does not involve the technical 
difficulties that were encountered in deriving it and is stated as a theorem. 
THEOREM. If Rl(x, y, X, Y) and R,(x, y, X, Y) are the respective Riemann 
functions for 
u,, - u,, + 2b,(4Uz + Cl(x>U = 0 
and 
uxa - u,, - 2b,(y) u, - G(Y) l.J = 0, 
then the Riemann function R(x, y, X, Y) for 
u,, - u,, + ~&)Uz - 2h(Y)U, + he4 - G(Y)1 u q 
is given either by 
or by 
R(x, y, A’, Y) = RI&, Y - Y, X 0) exp [J;” W dt] 
+ Ju:; R,(x, t, X, 0) dRz(t, Y, 0, Y> 
R(x, y, X, Y) = &(x - X, Y, 0, Y) exp [I: h(t) dt] 
R,(t, y, 0, Y) dR& t, X, 0). 
= 
(5.1) 
(5.2) 
0 (5.3) 
(5.4) 
(5.5) 
Proof. The theorem for the self-adjoint case 4 = b, = 0 is proven here. 
Applying the change of dependent variables given by (3.3) and property (i) 
will yield the result in the general case. 
Integrating (5.4) by parts yields (5.5). One sees from (5.4) that R = I;; = 1 
when J x - X 1 = ) y - Y ) because the integral is then zero, having an integrand 
that is an odd function of t (by the lemma) and an interval of integration that is 
either symmetric or empty. Computing R,, + c,R from (5.4) and substituting 
A,,, for R,,, + clR, gives 
R,, + c,R = R,,, + R,,, + Rlc(x, x - X, X> 0) R,z 
(5.6) 
W5/24/3-7 
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Similarly, from (5.5) one obtains 
R,, + 0 = &oz + Rw, + WY - Y, Y, 0, Y) R,, 
+ !:I: %&I, dt. 
(5.7) 
By subtracting (5.7) from (5.6) and evaluating the integral 
one obtains 
s 
X-X 
(R&t), & 
Y-Y 
R,, - R,, + [cl - cz]R = %[R&, x - X, X 0) + J&,.(x, x - X, X, O)] 
- %,F,,(Y - Y, Y, 0, Y> + WY - Y, Y, 0, VI. 
The proof is now complete because the expressions in the brackets are zero by 
the characteristic condition (2.5). 
COROLLARY. Consider the equation 
UT, + w + W-J, + USI - bz(r - w, - USI 
+ [c& + s) - c& - s)]U = 0. (5.8) 
If the Riemann function of (5.8) is V,(r, s, R, S) when b, = c2 = 0 and is 
V,(r, s, R, S) when b, = cl = 0, then the Riemann function of (5.8) is given by 
V(r, s, R, S) 
+ s,rr,“_-+y r+;+t , r+;--t ,q2,2!+5) 
x dT/, ( t+r---s t--r+s R-S --R-/-S 2 ) 2 >-> 2 1 2 * (5.9) 
6. EXAMPLES 
The following examples are derived by using only Riemann’s original example 
and the addition formula. Although we believe that one example cannot be 
obtained by any other method, the main objective is to derive Chaundy’s 
[3, Eq. (611 Riemann function, as virtually all known Riemann functions for 
self-adjoint equations are special or limiting cases of this example. 
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The results are expressable in terms of a Lauricella hypergeometric function 
FB , but we shall use Chaundy’s brief notation 
fl (2;: ::: 1:) = FB(--a, ,.‘., --a, ; 1 + a, ,..., 1 + a, ; 1; x1 I..., xD). (6.1) 
P 
Here, Lauricella’s hypergeometric function FB is defined by 
F&z1 ,..., a, ; b, ,..., b, ; c; x1 ,..., LX,) 
’ (6.2) 
where the indices r, ,..., rz, assume all possible nonnegative integer values and, 
as usual, (u)~ denotes r(u + k)/r(u). 
When the parameter c is equal to 1, the function FB satisfies an identity 
having the same form as the addition formula. It is this identity that permits one 
to express all results in terms of FB functions. 
IDENTITY. Within the region of uniform convergence of the infinite series 
that defines the indicated functions, the identity is 
F&z, ,..., a, , a,‘,..., a,‘; bl ,..., b, , b,‘,..., b,‘; 1; X, ,..., xP , x1’ ,..., x0’) 
= F&z, ,..., a, ; b, ,..., 6, ; 1; x1 ,..., xp) 
+ l1 F&z, ,..., a, ; b, ,..., b, ; 1; (1 - t) x1 ,..., (1 - t) x,) 
(6.3) 
x (d/dt) F&z, ,..., a,‘; b, ,..., b,‘; 1; txr’,..., tx,‘) dt. 
ProoJ The proof mimics Chaundy’s [3, Eq. (S)] for a special case having 
p = q = 1. The left side of (6.3) is defined by a sum whose indices are denoted 
as il ,... , j, , kl ,-., kg . The terms in which each k equals zero can be combined 
to yield the first term on the right of (6.3). In the remaining sum, let J denote 
the sum of all j and K denote the sum of all K in order to concentrate on the 
general factor l/(J + K)! that arises from the condition c = 1. Since K is not 
zero, the beta function identity can be used to change the form of this factor to 
l/(J + K)! = [f,l (1 - t)J F-l dt]/[J!(K - l)!] 
= s ’ [(l - t)“/J!][(d/dt)(tK/K!)] dt. 0 
When the integration is moved outside the summation, the sum decomposes 
into a product, and the second term on the right of (6.3) is obtained. 
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Special device. We now introduce a device that will be used repeatedly. 
If one knows the Riemann function for the equation 
(6.4) 
where a is a parameter, one simply changes s into -s and a into b in order 
to obtain the Riemann function for 
U,, - C(Y - s, b)U = 0; (6.5) 
the addition formula is then applied to obtain the Riemann function for 
U,, + My + s, a) - C(Y - s, b)]U = 0. (6.6) 
EXAMPLES. The Riemann function 
J8-I (J = $,(--a; 1 + a; 1; xl), 1 
where 
Xl = -[(y - R)(s - S)l/[(y + s)(R + S)l, (6.7) 
for the equation 
U,, - a(a + l)(r + s)-2U = 0 68) 
is Riemann’s original example in self-adjoint form [2]. By using the device 
procedure given in the last paragraph, one finds that the Riemann function for 
U,, - [a(a + l)(r + s)-~ - b(b + l)(r - s)-~]U = 0 (6.9) 
is given by 
(6.10) 
where 
and 
u(t) = a[t2 - (Y - R + s - S)2]/[(y +s)(R + Sll (6.11) 
v(t) = +$[t” - (Y - R - s + S)21/[(y - s)(R - S)]. 
Now a new variable of integration t’, defined by 
4(r - R)(s - S)t’ = t2 - (Y - R - s + S)2 
is introduced; notice that one can write 
-qy - R)(s - S)(l - t’) = t2 - (Y - R + s - S)2. 
(6.12) 
(6.13) 
(6.14) 
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With this change of variable, one obtains 
(6.15) 
where x1 is defined by (6.7) and xa is defined by 
x2 = [(r - R)(s - S)]/[(Y - s)(R - As)]. (6.16) 
Applying the proven identity (6.3) yields, for the Riemann function for (6.9), 
This result can be found in the form of both (6.15) and (6.17) in the papers of 
both Chaundy [3] and Copson [5]. 
In order to apply the device again and thereby generalize the above result, a 
necessary preliminary step is to convert (6.9) into an equation whose coefficients 
depend on only Y + s; this is accomplished by means of a change of independent 
variables. Substitutingf(r) for Y and g(s) for s in the equation 
u,, + c(r, s)U = 0 (6.18) 
results in a new equation, 
UT, + c(f(rh &))f’(~)&!‘(~)U = 0. 
In particular, substituting 
e2T for Y and e-28 for s 
in (6.9) yields 
(6.19) 
(6.20) 
U,, + [a(u + 1) sech2(r + s) - b(b + 1) csch2(r + s)]U = 0. (6.21) 
The Riemann function for this equation is obtained by substituting (6.20) 
in (6.17), which yields 
where 
and 
yr = sinh(r - R) sinh(s - S) sech(r + s) sech(R + S) (6.22) 
y2 = -sinh(r - R) sinh(s - S) csch(r + s) csch(R + S). (6.23) 
Since the coefficient in (6.21) depends only on r + s, the device is applied to 
show that the equation 
U,, + a(u + 1) sech2(r + s)U - b(b + 1)csch2(r + s)U 
- c(c + l)secha(r - s)U + d(d + 1)csch2(r - s)U = 0 (6.24) 
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has the Riemann function 
where 
2u,(t) = [cosh(r - R + s - S) - cash t] sech(r + S) sech(R + S), (6.25) 
2u,(t) = -[cosh(r - R + s - S) - cash t] csch(r + S) csch(R + S), (6.26) 
2v,(t) = -[cash t - cosh(r - R - s + S)] sech(r - S) sech(R - S), (6.27) 
and 
27&) = [cash t - cosh(r - R - s + S)] csch(r - S) csch(R - S). (6.28) 
When a new variable of integration t’, defined by 
-t’[cosh(r - R + s - S) - cosh(r - R - s + S)] 
= cosh(r - R + s - S) - cash f, 
is introduced, one obtains 
(6.29) 
where yI is defined by (6.22), ys is defined by (6.23), 
and 
y4 = sinh(r - R) sinh(s - S) csch(r - S) csch(R - S), (6.30) 
yS = -sinh(v - R) sinh(s - S) sech(r - S) sech(R - S). (6.31) 
Chaundy’s Riemann function [3, Eq. (6)] is now exhibited by inverting the 
change of coordinates (6.20) in Eq. (6.24) and its Riemann function (6.29). 
This shows that 
u,, - [a(a - 1)(X + y)-” - b(b - 1)(X - y)-2 
+ c(c + l)(l - xy)-” - d(d + 1)(1 + xy)-“]U = 0 (6.32) 
has the Riemann function 
(6.33) 
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where x1 is defined by (6.7), xa is defined by (6.16), 
x, = -[(Y - R)(s - S)]/[(l - rs)(l - RS)], 
and 
(6.34) 
x4 = +[(y - R)(s - S)]/[(l + a1 + WI. (6.35) 
We do not know of any other method that can produce the following example. 
The addition formula is applied to the Riemann functions for Eq. (6.21) and to 
Riemann’s original equation (6.8) (with c, -s, and -S substituted for a, s, 
and S, respectively). The Riemann function for 
U,, + b(u + 1) secW + 4 
is then 
- b(b + 1) csch2(r + s) + c(c + l)(r - s)-~]U = 0, (6.36) 
where %(t), u2(t), and e)(t) are defined by (6.25), (6.26), and (6.12), respectively. 
7. MULTIPLICATION THEOREMS 
In order to amplify a remark of Chaundy’s, it can be shown that the addition 
formula implies that there is a multiplication theorem for $r that is a generaliza- 
tion of a special case of the multiplication theorem for Bessel functions. 
In Eq. (6.9) and its Riemann function (6.15), setting a = b will yield the 
expression 
V=F(--a; 1 +a; l;x,) 
+ p(--a; 1 + a; 1; X2(1 - t)> dF( --a; 1 + a; 1; x,t) (7.1) 
0 
for the Riemann function of the equation 
u,, + 4rsu(u + l)(r2 - s2)-2u = 0. (7.2) 
However, as Chaundy pointed out, by substituting r1J2 for Y and s112 for s 
in (7.2) one obtains 
u,, + u(u + I)(r - s)-w = 0, (7.3) 
which is equivalent to Riemann’s original example. Hence, a second expression 
for the Riemann function of (7.2) is 
v = &(--a; 1 + a; 1; X, + Xa - xrxa), (7.4) 
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where xi and x2 are deiined by (6.7) and (6.16), respectively, because of the 
identity 
Xl + Y2 - w2 = [(r2 - R2)(s2 - S2)]/[(r” - s2)(R2 - P)]. (7.5) 
The Taylor’s expansion of (7.4) about the point x2 with increment x1 - x1x2 is 
v = f (--&(I + ) a n $“(l - x,)“F(--a + n; 1 + a + n; 8 + 1; x&l>-” 
?I=0 (7.6) 
because 
(d/dz)nF(u; b; c; z) = (&(b),F(a + n; b + n; c + n; z)/(c)n . (7.7) 
Inasmuch as the Riemann function is unique, (7.1), (7.4), and (7.6) are equated 
to obtain 
q-u; 1 + a; 1; Xi + x2 - XrX2) 
= 2 (-4, (1 + 4 Ay( 1 - X2)n F(n - a; n + 1 + a; 12 + 1; x2)@!)-a 
=F(--a; 1 + a; 1; X2) (7.8) 
+ +-a; 1 + a; 1; X2( 1 - t)) dF(--a; 1 + a; 1; X$). 
0 
Repeated integration by parts of the integral in (7.8), using (7.7) and 
(d/&)-“q-u; 1 + a; 1; z) = (z - Za)nF(n - a; 71 + 1 + u; 12 + 1; 2)/n!, 
would be an alternative way to obtain the infinite sum in (7.8). 
The formula (7.8) is a generalization of the multiplication theorem for the 
Bessel function Jo . To see this, substitute Y + u(w-l + u-l) for r and 
s + a(+ - u-l) for s in (7.8), and let a go to infinity; this gives 
Jo((u” - wy z) = 2 ($.z)” (02/z@ J,(uz)/n! 
(7.9) 
= Jo(uz) - ,,’ Jo(“Z(l - t)“2) fUo(wzt”s), 
where 
22 = (r - R)(s - S). (7.8) 
The series expressions in these two multiplication theorems, (7.8) and (7.9), 
are commonplace, but the integral expressions are unusual, if not new. In 
both cases, it would be possible to obtain the series expression from the integral 
expression by repeatedly integrating by parts. 
ADDITION FORMULA FOR RIEMANN FUNCTIONS 411 
Chaundy indicates some additional integral formulas that arise in this manner, 
and others can be obtained from the application of the addition formula for 
Riemann functions. 
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