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The Efficiency of the Market for
Single Family Homes
ABSTRACT
Tests of weak-form efficiency of the market for single familyhomes are
performed using data on repeat sales pricesof 39,210 individual homes, each
for two sales dates. Tests were done for Atlanta, Chicago,Dallas, and San
Francisco/Oakland for 1970-86.
While evidence for seasonality in real housing prices isweak we do
find some evidence of inertia in housing prices A city-widereal log price
index change in a given year tends to be followed by a city-widereal log
price index change in the same direction (andbetween a quarter to a half as
large in magnitude) in the subsequent year. However,the inertia cannot
account for much of the variation in individual housingreal price changes.
There is so much noise in individual housing prices relative tocity-wide
price index changes that theR2 in forecasting regressions for annual real
price change in individual homes is never morethan .04.
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New Haven, CT 06520The Efficiency of the Market for
Single Family Homes
There is good reason to think that the market for singlefamily homes
ought to be less efficient than arefinancial markets. The market is
dominated by individuals trading in the homes they livein. Because of
transactions costs, carrying costs, and tax considerations, professionals
find it relatively difficult to take advantageof profit opportunities in
this market. For these reasons, it is commonly casuallyasserted that the
market for single family homes is inefficient, and"bull markets" in housing
(1. e., temporary upwards inertia in housing prices)are frequently alleged.
But it is hard to find scholarly work confirmingwhether this is so.
We have found surprisingly little in the literature onthe testing of
the efficiency of real estate markets. A computersearch turned up only
three recent papers: by George Gau, [1984], [1985] and PeterLinneman
[1986]. Gau describes his work as the "first rigorous testing"of real
estate market efficiency."1 His data, however, wereconfined to commercial
real estate and to the Vancouver area for the years1971-1980. He concluded
that prices in the Vancouver market were well described as arandom walk.
Linnernan, who asserts that "there are no empiricalstudies of the efficiency
of the housing market,"2 did a study using observations onindividual owners
assessments of house value (rather than actual sales prices)in Philadelphia
for two points of time: 1975 and 1978. He found that housesthat were
undervalued relative to a 1975 hedonic regression (i. a.,that had negative
residuals in a regression of price on housing characteristics)tended to
'George Gau [1984], p. 301.
2Peter Linneman [1986], p. 140.
1increase in value subsequently, but that because of transactions costs only
an insignificant number of units appear to present profitable arbitrage
candidates. Engle, Lilien and Watson [1985] estimated a model of the resale
housing market using data on retail house sales in San Diego 1973-80. They
concluded that much of the overall movement in housing prices in this period
could be explained in terms of such factors as demographically-driven
changes in the cost of housing services, proposition 13 and the inflation-
driven change in marginal tax rates. But they did not investigate directly
whether the market was efficient.
This paper performs tests of the weak-form efficiency of this market
using data from the Society of Real Estate Appraisers tapes for the years
1970 to 1986 for Atlanta, Chicago, Dallas, and San Francisco/Oakland. The
tapes contain actual sale prices and other information about the homes. We
extracted from the tapes for each city a file of data on houses sold twice
for which there was no apparent quality change and for which conventional
mortgages applied. For each house the data we used consisted of the two
sales prices and the two quarters in which the sales occurred. The total
number of observations on such double sales of relatively unchanged homes
was 39,210 (8,945 Atlanta, 15,530 Chicago, 6,669 Dallas and 8,066 Sn
Francisco). None of the other studies had actual repeat sales price data on
individual homes at all, let alone such a large number, and none of the
studies spanned the time interval and geographical area of our study.
Moreover, the present study presents some statistical-methodological
improvements over the Cau study [1986] in its effort to test the random walk
theory for housing prices.
2The WRS Index
In a companion paper (Case and Shiller (1987]) we discuss our method of
price index construction, which we call the Weighted RepeatSales (WRS)
method. The method is a modification of the regression method proposed by
Bailey, Muth and Nourse [19631 (hereafter, BMN). The BMN method produces
estimates and standard errors for an index of housing prices by regressing,
usingordinaryleastsquares;,, the changein log price of each house on a set
of dummy variables,,onedummy fer each timeperiod inthesample except for
thefirst. Each value of the log price index WRS(t) is represented by a
regression coefficient, except for the first value of the log price index,
which is set to zero as a normalization. The dummy variables are zero except
that the dummy is +1 corresponding to the second time period when the house
was sold and that the dummy is -l corresponding to the first time period
when the house was sold (unless this is the. first time period). Bailey, Muth
andNotixse argued that. if the. log priced chang,es of. individual houses differ
from the city-wide log price cange by an inependnt., identically
distributed noise term, then by the Gauss Markov theorem their e-stimated
index is the best linear unbiased estimate of the city wide log price.
Our procedure differs from the BMNprocedurebecause we feel that the
house-specific component of the change in log price is probably not
hojaocedatic but that the variance of thisnoise increases with the
interval betweensales. The motivation for our WRSmethodwas the
assumptionthat tlog priceof theith house at time tisgiven by:
= +H.
+
w1icris; the' log ofthe city-wide level of housing prices at time t,
isa Gaussian random waItt (where'it
has zero mean and variance cTh2) that
3is uncorrelated with C and H.T i 'jforall T, and is an identically
T 2
distributed normal noise term (which has zeromean and variance aN )andis
uncorrelated with CT and HiT for all jandT and with NiT unless i=jandt=
T.Here, H.t represents the drift
in individual housing value through time,
and represents the noise in pricedue to imperfections in the marketfor
housing. Presumably, the value
that a house brings when it is sold depends
on such things as the randomarrival of interested purchasers, thebehavior
of the real estate agent, and other
random factors, so that the sale price
is not identical to true value. Moreover,there may be some change in true
value that may be bunched at the purchasedate.
A three-step weighted (generalized)least squares procedure was
undertaken. In the first step, the BMN procedurewas followed exactly, and a
vector of regression residuals was
calculated. In the second step, the
squared residuals in the first stepregression were regressed on a constant
and the time interval between
sales.3 The constant terni was the estimate of
and the slope term was the estimateof H2• In the third step, a
generalized least squares regression(a weighted regression) was run by
first dividing each observation in the step-oneregression by the square
root of the fitted value in thesecond stage regression and running the
regression again.
The estimated WRS index WRS(t) and its accuracyare discussed in our
companion paper [1987]. The levelof the index is quite well measured, the
quarterly first difference of theindex is not well measured, and theannual
3Because the errors in this regression are likely to be largerfor
houses for which time interval betweensales is larger, a weighted
regression was used, downweightingthe observations corresponding to large
time intervals.
4difference of the index is fairly wellmeasured. One way of describing how
well these variables are measured is to computethe ratio of the standard
deviation of a variable to the averagestandard error for that variable. For
the log index in levels, this ratio is13.87 for Atlanta, 24.52 for Chicago,
9.94 for Dallas, and 28.03 for SanFrancisco-Oakland. Thus, we can make very
accurate statements about the levelof house prices in the cities. For the
quarterly difference of the log indexes,the ratio is 1.64, 1.61, 1.35, and
1.54 respectively. We thus cannot accuratelydescribe the quarterly changes
in the log prices, though the indexwill give a rough indication. For the
annual difference of the log index, theratio is 2.73, 3.99, 2.90, and 3.62
respectively; we can make fairly accuratestatements about the annual change
in log housing prices.
Other existing housing price indexes arewidely interpreted as showing
even monthly changes in housing prices.We argue in our companion paper
[1987] that these indexes (for which nostandard errors are provided) are
likely to be less accurate than ours.
Statistics on WRS Index
Table 1A gives sample statistics for W(t)WRS(t) -ln(CPI).W(t) is
the real WRS index in each city, deflated bythe city-specific consumer
price index. The growth in real price wasless than 1% per quarter for all
cities, even San Francisco where a real estate"boom" took place. The
standard 1eviation in quarterly real price changesis less than 3% per
quarter, or on the order of athird of the standard deviation of quarterly
changes in comprehensive realstock price indexes.
Individual housing prices are like manyindividual corporate stock
prices in the large standard deviationof annual percentage change, close to
515% a year for individual housing prices. But housing prices in our sample
differ from stock prices in that the individual prices are not so heavily
influenced by the aggregate market price. When one-year changes in real in
individual house prices are regressed on contemporaneous one-year changes in
the real WRS index, the R squared is only .066 for Atlanta, 0.158 for
Chicago, 0.121 for Dallas, and 0.270 for San Francisco.
Whilesecondquarter price changes tend to be high and third quarter
changes low, the difference is small and only in Chicago is seasonality
statistically significant at the 5% level. The National Association of
Realtors series on the median price of existing single family homes appears
to show more pronounced seasonality; we argued elsewhere that much of this
may be due to seasonality in the composition of housessold over the year
(Case and Shiller [19871). Still, the NAR and WAR indexes do agree that
prices are highest midyear (the NAR index tends to peak in July).
The beta (estimated for each of the cities by regressing the quarterly
change in the log nominal WRS index on the corresponding change in the log
Standard and Poor Composite Index) is always virtually zero (Table lB.)
This confirms results of Cau [1985].
Testing for Market Efficiency
One might think that we could test the random walk property of prices
by regressing the change in the index on lagged changes in the index.But
there is a problem, the noise in the estimated index. To see this point,
consider the very simple case where we have two observations only on log
housing prices. House A was sold in period 0 and period 1,while house B was
sold in period 0 and period 2. The estimated changes in the log price index
(using either the original BMN or WRS procedure, since in this examplethe
























index change between 0 and 1 is negativelycorrelated with the change
between 1 and 2 because of common terms appearingwith opposite signs.
There may also be positive serial correlation ofestimated changes in
the log price index. Suppose we have three housesin our sample, house A was
sold in periods 1 and 3, house B was sold in periods0 and 2, and house C
was sold in periods 0 and 3. The estimated changesin the log price index
(again, using either the original BMN procedure orthe WRS procedure with






- These two estimated changes will be
positively correlated in our model because houseC appears with the same
sign in both expressions, while the specificshocks to the other two houses
are independent. The three-house example alsomakes clear that there may be
serial correlation between non-contiguous price changes.
Cau's [1984] procedure for testing the efficiency of theVancouver
commercial real estate market involved building three priceindices (not
repeat-sales indexes): sales price divided by square footage,sales price
divided by gross income, and sales price divided by numberof suites. For
each month he chose a single transaction for his index. Hismethod of
construction of a price series is likely to induce the same sortof negative
serial correlation in price changes. His conclusion thathis price index was
approximately a random walk might bespurious.4
4it should be noted that a strength of Gau's approach relative to ours
is that he could research the properties more thoroughly.He used detailed
description of debt liens from provincial landtitle records, to adjust for
7A Simple Expedient for Dealing with Estimation Error
We have seen that we cannot test efficiency of the housing market by
regressing real changes in the WRS index onto lagged changes, and testing
for significance of the coefficients, because the same noise in individual
house sales contaminates both dependent and independent variables. A simple
expedient for dealing with this problem is to split the sample of individual
house sales data and estimate two WRS indexes. For each city, houses were
randomly allocated between samples A and B, and log price indexes WRSA and
WRSB were estimated using the respective samples.Then efficiency is tested
by regressing changes in the real log index WA(t) WRSA(t) -ln(CPI(t))on
lagged changes in the real index WB(t) =WRSB(t)
-ln(CPI(t)),where CPI(t)
is the consumer price index for the city for quarter t (quarterly average).5
Both sides of the equation are contaminated by noise, but since the same
houses do not enter into the indexes on the two sides of the equation, these
noise terms will not be correlated. If the slope coefficients are statisti-
cally significant, we can reject weak form efficiency.
Table 2 presents such regressions. For each city, we report first the
regression of annual change with real log index A on the contemporaneous
annual change in real index B, as a diagnostic on our methods. The
coefficient should be 1.00 if the indexes were measured perfectly, but
should tend to be less than one for estimated indexes, due to the errors in
financing with below-market interest rates. We did not have such information
on the SREA tapes. He also controlled for other quality differences by his
choice of properties to include.
5Since quarterly data were used and price index changes were measured
over four quarters, error terms in the regression are not independent under
the random walk assumption, but follow an MA-3 process. A method of Hansen
and Hodrick (1980) was used to correct the standard errors of the ordinary
least squares estimates.
8variables problem. Fortunately, the
estimated coefficients are never too far
below 1.00. For each city, we then report
the regression of the real annual
change in the real index for sampleA on the one-year-lagged real annual
change in the real index for sampleB, and then the same regressionwith
samples A and B reversed. Thesecoefficients are always positive and
substantial, and statistically significantat the 5% level for Chicago and
San Francisco. The greater significance
in Chicago may be due to the greater
number of observations on individual housesfor that city, so that the
measurement error problem is less severe.
We interpret these results assubstantial evidence that there is
inertia in housing prices, increases in pricesover any year tending to be
followed by increases in the subsequent year.
The Table 2 regressions show that real pricechanges are forecastable,
but do not show that there are any predictable
excess returns to be had in
investing in real estate. It is in principlepossible that the forecast-
ability of price changes is due to nothingmore than the forecastability of
real interest rates or of the dividend on housing.Table 3 reports analogous
regressions, where the dependentvariable is the after-tax excess nominal
return on housing over the one-year treasurybill rate, using one index, and
the independent variable is the after-tax excessnominal return using the







where WRS.(t) is the nominal (uncorrectedfor inflation) WRS index (in logs)
9estimated using sample j, R(t) is the city-specific index, residential rent,
from the U. S. Bureau of Labor Statistics, r is the marginal personal income
tax rate (assumed to be 0.30) and r(t) is the one-year treasury bill rate,
secondary market.6 The constant C was chosen to make the average "dividend-
price ratio" CR(t)+R(t+1)+R(t+2)+R(t+3)}/exP(WRS(t)) equal to .05.We are
using the residential rent index to indicate the implicit 'dividend' (inthe
form of housing services) on houses, and must guess as the factor of
proportionality between the index and the actual dividend. The assumptions
about taxes are that neither the capital gain nor the implicit rent are
subject to income taxes, but that interest is deducted fromtaxable income.7
As seen in Table 3, excess returns are even more forecastable than real
price changes. The greater forecastability holds up even when we adjustthe
constant C to make the average dividend-price ratio either 0.0 or 0.1,
adjust the tax rate r up to 0.50, and whether we substitute theresidential
mortgage rate for the interest rate r(t). Apparently,the greater
forecastability of excess returns comes about largely because of the
forecastability of real interest rates over this period. That real interest
rates are quite forecastable may surprise some readers, who remember Fama's
[1975] assertion that real interest rates are almost unforecastable. Fama's
sample period in that paper was 1953 to 1971, which hardly overlapswith our
6The residential rent index is computed for every other month only. For
quarters in which two months are available, R(t) is the averageof the two
figures. For quarters in which only one month is available, R(t) isthe
figure for the middle month. The interest rate r(t) is the quarterly average
of the monthly series Treasury bills, secondary market, one-year, from the
Board of Governors of the Federal Reserve System.
7We should properly also account for changes through time in the
property tax rate. However, existing data series do not appearto allow us
to measure well changes in this rate for the cities and sample periodstudied.
10sample period. Since 1971 real interest rates haveshown major persistent
movements and have been much more forecastable. Real interest ratesshifted
from positive to negative in the early 1970's, and sharply shifted up to
large positive values following the October 1979 changein the operating
procedures of the Federal Reserve System (see Huizingaand Mishkin [1986]).
The forecastability of real interest rates is likely to have more impact on
the forecastability of excess returns in city-wide housing returns overthe
risk free rate than on the excess returns between corporate stock indexes
over the risk free rate, just because the variabilityof corporate stock
price indexes is so much higher than the variabilityof city-wide housing
price indexes.
Forecasting Individual House Sales Data
A second procedure for testing the efficiency of the market for single
family homes is to regress changes in individual housing pricesbetween time
t and a subsequent period on information available at time t-l. The log
price index we construct appears only as an explanatoryvariable in these
regressions, and so any spurious serial correlation in itwill have no
effect on our results. Under the efficient markets hypothesis, anything in
the information set at time t should have no explanatory power for
individual house price changes subsequent to that date. It is natural to set
up the testing of the efficient markets hypothesisin this way: we are
concerned with forecasting individual housing prices and if people were to
use past price data to forecast these prices, the forecastingvariable would
be an index like ours.
To assure that the individual price changes are predicted only using
lagged information, we reestimated the WRS index anew foreach quarter,
11using only data available up to that quarter. That is, we reestimated the
entire WRS index for all N quarters in each sample, thus providing N
different estimated price indexes, with from 1 to N time periods. In our
forecasting regressions where past price indexes were used as explanatory
variables, only those past values in the price index were used that were
estimated using data up to and including the quarter before the quarter of
the first sale of the house.8
Doing regression tests of the efficient markets hypothesis by
regressing individual house log price changes does have a potential problem
in that many of the observations of price changes are for time intervals
that overlap with each other. Thus, we cannot assume that residuals are
uncorrelated with each other, even if they are uncorrelated with the
independent, variables.
To deal with this overlap problem, we use the model (1) again where the
null hypothesis of market efficiency is taken to be that C is a random walk
that is independent of anything in the information set at time t-l. Consider
two different houses in a city, house A sold at time t and t' and house B
sold at time T and T'. The variance of the residual in the regression of the
log real price change on lagged information (under the null hypothesis of
market efficiency this residual is just the change in price) for house A is
+ Uh)(t -t)+ 2cN2, and the covariance between the residual for
house A and for house B. is na2 where n is the length of overlap of the two
8Note that all three steps of the WRS estimation procedure were run
separately for each quarter, using only data available in that quarter, so
that no future information would creep into the constructed price index. In
some instances (especially for the earlier quarters, that is, using small
amounts of data) the step 2 estimated coefficient of the interval between
sales had the wrong sign. When this happened, it was set to zero, so that
the procedure then reduces to ordinary least squares in step three.
12time intervals. The testing procedure was as follows. A preliminary ordinary
least squares regression (where t' -twas fixed at a constant for all
observations in the regression) was performed to get a vector of estimated
residuals. The parameter (cc + ah)(t -t)+ 2aN2 was estimated as the
average square value of the residuals. The parameter c2 was estimated by
forming all possible products of residuals for different houses where the
time intervals overlap, dividing each by the length of the overlap, and
forming the average of these. The variance matrix was constructed using
these estimates, and the variance matrix of the ordinary least squares
estimates was taken as (X'X)X'f2X(X'X) L This variance matrix was used to
construct t tests and chi-square tests of market efficiency.
Results with Individual House Data
The regression results generally do not find statistical significance
(Tables 4 and 5). The magnitudes of coefficients estimated in Table 4 are
however roughly consistent with those found in Table 2, and the distributed
lag pattern in Table 5 shows a crude indication of an exponential decay
pattern that gives most weight to the most recent quarterly index change.
There appears to be a substantial response in individual house prices to
lagged index changes, but there is so much noise in individual houses (the
standard deviation of annual price changes is comparable to that on the
aggregate stock market) that we do not generally find statistical
significance.
One reason that the regressions did not disclose stronger or more
consistent evidence of inertia in housing prices is inadequate data. While
we had hundreds of observations of individual house sales for each forecast
horizon, We have only 16 years of data. The serial correlation correction in
13effect does not assume a great number of 'degrees of freedom' despite the
large number of observations.
Errors in the WRS index as a measure of city-wide prices are a problem
tending to bias our coefficients, probably towards zero. The index is
reestimated anew every quarter, and there is always substantial measurement
error in the most recent observations of theindex.9
To attempt to-deal with this problem, a time-varying errors in variable
model was estimated. It is well known in the errors-in-variables literature
that if there is an independent measurement error in a single independent
variable, the estimated coefficient tends to be biassed toward zero by a
factor of proportionality called the reliability ratio (see for example
Fuller [1987]). The reliability ratio is the ratio of the variance of the
correctly measured independent variable to the sum of the variance of the
correctly measured independent variable and the variance of the measurement
error. We have information (in the form of estimated standard errors) on the
size of the measurement error; this size varies through time, and we can
assess movements in the reliability ratio through time. Reestimating Table 4
where the independent variable was a time-varying estimated reliability
ratio (thereby downweighting inaccurately measured observations) did not
substantially improve the significance of the results.
Conclusion
There is substantial persistence through time in rates of change in
indexes of real housing prices in the cities. A change in real city-wide
9For example, with the San Francisco-Oakland data, there is, when the
index is estimated with data through 1980-2, an estimated decline in real
housing prices of 6.20% between 1980-1 and 1980-2 (the actual decline, not
an annualized rate). When data through 1986-3 are used to estimate, the
index between those two quarters is estimated to increase 2.53%.
14housing prices in a given year tends to predict a change in the same direc-
tion, and one quarter to one half as large in magnitude, the following year.
Whether housing markets are actually efficient has not been defini-
tively answered. We cannot measure the dividend on housing accurately. Our
measure of the dividend on housing, the BLS residential rent index, is esti-
mated from data on rental properties which may differ in quality from owner-
occupied housing, and we do not know the constant of proportionality for the
index. We have given only rudimentary attention to the effects of tax laws.
Our experiments with a variety of assumptions about rental rates and
taxes suggest that city-wide excess returns may well be quite forecastable.
There is, however, little hope of taking account of such factors in a way
that will definitively resolve whether the market for single family homes is
efficient. We see no way of obtaining an accurate historical time series on
implicit rents of owner-occupied houses. Available property tax series
appear to have major deficiencies. There is not just a single income tax
bracket, so any effort to model tax effects runs into definitional problems.
That is why we concentrated most of our attention here on the relatively
concrete question whether prices can be forecasted.
From the standpoint of forecasting excess returns of individual houses,
such factors may be of only secondary importance anyway. The noise in
individual housing prices is so great relative to the standard deviation of
changes in city-wide indexes that any forecastabilityof individual housing
prices due to forecastability of city-wide indexes will tend to be swamped
out by the noise. Of course, this conclusion may not apply to periods of
extraordinary price movements, such as have been observed over the last few
years in Boston, New York and other cities in the North East.
15Table 1. Summary Statistics
A. Quarterly Changes in Real WRS Log Price Index: zW(t) -W(t-l)
H0: all
all quarters Mean z for quarter t quarters
same mean
Mean z t=l t=2 t3 t4 F
std. z (t stat) (t stat) (t stat) (t stat) Prob.
Atlanta 0.0001 -0.00130.0050 -0.0043 0.0006 0.33
0.0270 (-0.2040) (0.7694) (-0.6461) (0.0888) 0.85
Chicago 0.0007 0.0088 0.0071 -0.0019 -0.0115 3.32
0.0218 (1.6456) (1.3682) (-0.3571) (-2.1970) 0.02
Dallas0.0050 0.00310.0114 0.0024 0.0028 0.43
0.0265 (0.4612) (1.7788) (0.3586) (0.4172) 0.79
San 0.0092 0.01000.0161 0.0024 0.0082 0.84
Fran. 0.0254 (1.5040) (2.5822) (0.3621) (1.2317) 0.51
B. Regression of Nominal WRS Index Changes on Changes in log Standard and
Poor Composite Index:
WRS(t) -WRS(t-l)a + (LSP(t) -LSP(t-l))+ u(t)
2
City No. obs. a
S. E. B. (t) (t) R
Atlanta 65 0.017 -0.022 0.003
0.025 (5.264) (-0.454) -0.013
Chicago 65 0.017 -0.014 0.002
0.018 (7.418) (-0.393) -0.013
Dallas 65 0.023 -0.066 0.026
0.027 (6.698) (-1.289) 0.010
San 66 0.025 0.035 0.006
Fran. 0.028 (7.259) (0.643) -0.009
Note: WRS(t) is the quarterly WRS index (in logs) described in the text,
W(t) is RS(t) deflated by the city-specific consumer price index averaged
over the quarter. LSP(t) is the log of the Standard and Poor Composite
Index, quarterly average of daily prices. Sample is 1970-second quarter to
1986-second quarter (65 observations), except for San Francisco where the
data are 1970-second quarter to 1986 third quarter (66 observations).
16Table 2. Regression of Changes in Real Log Index Estimated with One Half
Of Sample on Changes in Real Log Index Estimated with Other Half of Sample
W.(t) -W.(t-4)f3 + 1(W(t-L) -Wk(t4L))+ u(t)
t1972-I to l'86-II (l86-III San Francisco)
2
City No. obs. R2
Parameters S. E. E. (t9 (t R
Atlanta
j=A, k=B, L=O 58 0.001 0.857 0.629
0.028 (0.074) (5.981) 0.622
jA, k=B, L=4 58 -0.003 0.215 0.045
0.045 (-0.279) (0.991) 0.028
j=B, kA, L=4 58 -0.004 0.191 0.046
0.041 (-0.408) (1.051) 0.029
Chicago
j=A, k=B, L=O 58 -0.001 0.871 0.836
0.024 (-0.208) (9.337) 0.833
j=A, k=B, L=4 58 -0.001 0.412 0.183
0.053 (-0.076) (1.953) 0.169
jB, kA, L=4 58 -0.000 0.502 0.234
0.054 (-0.011) (2.226) 0.220
Dallas
jA, k=B, L=O 58 0.002 0.730 0.658
0.029 (0.317) (6.264) 0.652
jA, L.=4 58 0.011 0.254 0.090
0.047 (0.857) (1.474) 0.074
j=B, kA, L=4 58 0.012 0.312 0.046
0.052 (0.874) (1.460) 0.029
San Francisco
j=A, k=B, L=O 59 0.017 0.608 0.313
0.063 (0.947) (3.061) 0.301
j=A, kB, L..4 59 0.030 0.255 0.055
0.074 (1.435) (1.093) 0.038
j=B, kA, L=4 59 0.021 0.430 0.220
0.062 (1.206) (2.462) 0.206
Note: Houses were randomly allocated into two separate samples of half
original size, samples A and B. WA(t) is the real WRS index estimated using
sample A only, WR(t) is the real t4RS index estimated using sampleB only.
Both series are eflated using the real city-specific consumer price index.
17Table 3. Regression of After-Tax Excess Returns Estimated with OneHalf
Of Sample on After-Tax Excess Returns Estimated with Other Halfof Sample
Excess.(t) +lExcessk(tL) + u(t+4)
2
City No. ohs.
Parameters S. E. E. (t (t R
Atlanta
j=A, k=B, L=O 58 0.012 0.831 0.673
0.030 (1.036) (6.171) 0.667
j=A, k=B, L=4 58 0.041 0.327 0.113
0.049 (2.159) (1.556) 0.097
j=B, k=A, L=4 58 0.038 0.348 0.135
0.041 (2.141) (1.782) 0.120
Chicago
j=A, kB, L=O 58 0.004 0.915 0.862
0.026 (0.452) (9.848) 0.859
j=A, kB, L4 58 0.020 0.661 0.449
0.052 (1.086) (3.577) 0.439
j=B, k=A, L=4 58 0.017 0.706 0.479
0.051 (0.959) (3.774) 0.470
Dallas
jA, k=B, L==0 58 0.010 0.856 0.762
0.036 (0.735) (7.555) 0.757
jA, k=B, L=4 58 0.037 0.526 0.286
0.061 (1.570) (2.778) 0.273
j=B, kA, L=4 58 0.038 0.549 0.286
0.063 (1.550) (2.737) 0.273
San Francisco
jA, k=B, L=0 59 0.029 0.759 0.461
0.082 (0.991) (3.881) 0.451
jA, k=B, L=4 59 0.055 0.507 0.203
0.100 (1.502) (2.130) 0.189
j=B, k=A, L==4 59 0.046 0.550 0.379
0.079 (1.708) (3.474) 0.368
Notes: Houses were randomly allocated into samples A and B. ExcessA(t)is
the city excess return estimated using sample A only, ExcessB(t) is the city
excess return estimated using sample B only. Rental index (used to compute
returns) was scaled so that average dividend-price ratio was .05. Assumed
income tax rate was 0.30. T =1971-Ito 1985-lI (1985-Ill San Francisco)




City No. obs. R2
S. E. E. (tseat) (tsat)
Atlanta 246 0.0380 0.2392 0.002
0.141 (2.6875) (0.6155)
Chicago 596 0.0416 0.3437 0.012
0.137 (2.261) (1.0588)
Dallas 202 0.0874 0.0763 0.001
0.146 (3.7157) (0.2268)
San 332 0.1000 0.3337 0.028
Francisco 0.125 (3.183) (1.0108)
Notes: See Notes to Tables 4 and S below.
Table 5. Regressions of Real Log Price Change on Lagged Index Changes
P(i,t.-i-4)-P(i,t.) — +u(i,+4)
City N. 2 3 s.e.e. R2 x2
Atlanta 246 0.037 0.432 0.283-0.009-0.029 0.142 0.006 1.154
(2•919)C (1.033) (0.602) (-0.019) (-0.075)
Chicago 596 0.044 1.055b0.663-0.253-0.149 0.136 0.032 7.692
(2.494) (2.254) (1.309) (-0.565) (-0.296)
Dallas 202 0.089 0.430 0.220 0.094-0.483 0.145 0.019 3.259
(4841)C (0.992) (0.487) (0.213) (-1.172)
SF/Oak. 332 0.099 0.652 0.511 0.118-0.106 0.125 0.036 2.822
(3•325)C (1.465) (1.173) (0.222) (-0.214)
a. Significant at 10% level
b. Significant at 5% level
c. Significant at 1% level
Notes: x2 is chi-squared statistic (4 degrees of freedom) for null hypothe-
sis that all slope coefficients are zero. See also Notes to Tables 4 and 5
below.
19Notes to Tables 4 and 5
In the regressions, each observation i corresponds to a house that was sold
twice A quarters apart, and t. denotes the quarter of the first sale for
house i. Prices are in real terms: P(i,t) is the natural log price of the
ith home at time t minus the natural log of the city consumer price index
for time t. W(t,t') t' < t is the WRS log price index for time t' estimated
with data up to time t and minus the natural log of the city consumer price
index for time t'. Figures in parentheses are t statistics computed taking
into account the serial correlation of error terms induced by overlapping
intervals between sales. The chi-square tests in Table 2 also take into
account the serial correlation.
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