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We propose a protocol to realize atomic nonadiabatic holonomic quantum compu-
tation (NHQC) with two computational atoms and an auxiliary atom. Dynamics of
the system is analyzed in the regime of Rydberg blockade, and robust laser pulses are
designed via reverse engineering, so that quantum gates can be easily realized with
high fidelities. In addition, we also study the evolution suffering from dissipation
with a master equation. The result indicates that decays of atoms can be heralded
by measuring the state of the auxiliary atom, and nearly perfect unitary evolution
can be obtained if the auxiliary atom remains in its Rydberg state. Therefore, the
protocol may be helpful to realize NHQC in dissipative environment.
I. INTRODUCTION
Quantum computation, by means of coherence superpositions of quantum states, has
shown many advantages in solving some problems such as factoring and searching [1–4]. To
accurately execute quantum computation, high-fidelity quantum gates are essential. How-
ever, in the implementations of quantum gates with realistic physical systems, imperfections
like systematic errors, classical parameter fluctuation and dissipation, which all limit gate
fidelities. Therefore, how to eliminate or reduce influence of these imperfections is a critical
problem in the realization of practical quantum computation.
In recent years, concept of nonadiabatic geometric quantum computation (NGQC) [5–
10] based on Abelian-geometric-phase and nonadiabatic holonomic quantum computation
(NHQC) [11–16] based on non-Abelian-geometric-phase have been proposed in order to
∗ E-mail: xia-208@163.com
2enhance robustness against experimental imperfections. Thereinto, NHQC have shown ad-
vantages in various ways. Firstly, as geometric phases are determined by global properties
of evolution paths, they are insensitive to classical parameter fluctuation over cyclic evo-
lution [17–24]. Thus, NHQC can be well performed in the presence of classical parameter
fluctuation [25, 26]. Secondly, compared with traditional adiabatic holonomic quantum
computation (AHQC) [27–30], NHQC releases variations of parameters from limitation of
the adiabatic condition, consequently reducing exposure of physical systems to dissipation.
Thirdly, recent researches [31–34] have shown that NHQC can be implemented in a flexible
way, compatible with many control and optimal methods, e.g., reverse engineering [35–43]
and systematic-error optimal method [44–47]. Therefore, robustness of NHQC against sys-
tematic errors can be greatly improved by combining with proper techniques. To date, take
advantage of NHQC, many robust protocols for quantum computation [48–55] have been
put forward. Moreover, stability of NHQC has also been demonstrated in a number of
experiments [56–61].
In the implementation of NHQC, time required is shortened compared with AHQC, and
quantum information can be encoded in decoherence-free subspace. However, lossy interme-
diate states, such as excited states of atoms and states of non-vacuum cavity, may still be
required as auxiliaries [62–66]. During operations, dissipation acting on these intermediate
states, such as energy relaxation and cavity photon leakage, also spoils the unitary evolu-
tion. As a result, a system initially in a pure state would finally be in a mixed state after
operations, and fidelities of NHQC decrease simultaneously. To further improve fidelities of
NHQC for constructions of functional quantum computers, more efforts should be made to
diminish the impact of dissipation. Fortunately, researches in past few years have shown
some interesting ways to overcome the influence of dissipation in quantum evolutions. Es-
pecially, one approach suggests to design physical systems in order that decays of qubits can
be reported by measuring auxiliary qubits, which have been successfully used in protocols
[67–70] for generating pure entangled states, namely the heralded entanglement generations.
More interestingly, the heralded protocols can even be extended to the implementations of
quantum gates [71, 72], where perfect unitary evolutions can be maintained in dissipative
environment if correct results are reported in measurements of auxiliary qubits. The inspir-
ing ideas of the heralded protocols make us to think whether they can be incorporated in
NHQC, so that quantum computation can be implemented with comprehensive resistance
3to systematic errors, classical parameter fluctuation and dissipation.
In this paper, we present a protocol to realize heralded NHQC with a physical system
containing two computational atoms and an auxiliary atom. With the help of Rydberg
blockade, we restrict the evolution in a twelve-dimensional subspace. Afterwards, the evo-
lution is further studied by invariant-based reverse engineering, where paths for NHQC are
naturally constructed by eigenvectors of an invariant. Moreover, the parameters are meticu-
lously selected by nullifying systematic error sensitivity. Numerical results demonstrate that
the implementations of quantum gates are insensitive to systematic errors of laser pulses.
Furthermore, dissipation is also taken into account. By analyzing the evolution governed
by a master equation, we show that decays of atoms can be reported by measuring the
state of the auxiliary atom after operations, and the unitary operation can be maintained
if the auxiliary atom is still in its Rydberg state. Compared with the previous Rydberg-
atom-based NHQC protocol [64], in which the system may become in a mixed state in the
presence of dissipation, the system in the current protocol can remain in a pure state with
correct measurement result. Last but not least, the protocol also benefits a lot from merits
of Rydberg atoms and Rydberg blockade. For example, long-live time of Rydberg states
[73–75] is helpful to produce high successful probability of the protocol. Moreover, Rydberg
blockade is also great help to reduce mechanical effect and ionization [76–79] which play
significant roles when multiple atoms are excited to their Rydberg states. Overall, the pro-
tocol shares advantages of geometric phase, reverse engineering, systematic-error-sensitivity
nullified optimal control, heralded implementation and stability of Rydberg states. There-
fore, the protocol may provide useful perspectives in the realization of high-fidelity quantum
computation.
The article is organized as follows. In Sec. II, we review the theories for realizing NHQC
with invariant-based reverse engineering. In Sec. III, we give the effective Hamiltonian of
an atomic system and study the evolution under the influence of dissipation. In Sec. IV, we
amply discuss implementations of arbitrary single-qubit gates with invariant-based reverse
engineering, and select robust parameters by nullifying the systematic error sensitivity. In
Sec. V, we describe the invariant-based implementations of two-qubit entangling gates. In
Sec. VI, we perform numerical simulations to check the performance of the implementations
of single- and two-qubit gates. Finally, conclusions are given in Sec. VII.
4II. THEORETICAL PREPARATION
A. Lewis-Riesenfeld invariant theory
Let us first briefly review the Lewis-Riesenfeld invariant theory [80]. We assume that a
Hermitian operator I(t) obey the equation as (~ = 1)
i
∂
∂t
I(t)− [H(t), I(t)] = 0, (1)
with H(t) being the Hamiltonian of the considered physical system. If |φl(t)〉 is a non-
degenerate eigenvector of I(t), one can derive a solution of the time-dependent Schro¨dinger
equation i|ψ˙(t)〉 = H(t)|ψ(t)〉 as |ψl(t)〉 = exp[iαl(t)]|φl(t)〉, where αl(t) is the Lewis-
Riesenfeld phase for |φl(t)〉 defined as
αl(t) =
∫ t
0
〈φl(t′)|i ∂
∂t′
−H(t′)|φl(t′)〉dt′. (2)
Therefore, the dynamic invariant I(t) can help us to analyze the evolution of the system. In
practice, a very useful way to construct dynamic invariant is to use Lie algebra [81, 82]. After
constructing a dynamic invariant I(t), by making proper ansatz for parameters of I(t), one
can reversely derived Hamiltonian H(t) via Eq. (1) [83]. We will make some introductions
about Lie-algebra-based construction of invariants and reverse engineering of Hamiltonian
in Sec. IIB.
B. Construction of invariants and reverse engineering of Hamiltonian by using Lie
algebra
We consider a system with Hamiltonian H(t), which can be expressed by Hermitian
generators {Gm|m = 1, 2, ..., m˜} (satisfying orthogonal condition with the Hilbert-Schmidt
inner product (Gm, G
′
m) = Tr(GmG
†
m′) = 0, m 6= m′) of a Lie algebra G (dynamical algebra
[84]) as H(t) =
∑m˜
m=1 hm(t)Gm with {hm(t)} being real parameters. In addition, we assume
an invariant I(t) in form of I(t) =
∑m˜
m=1 ξm(t)Gm with {ξm(t)} being real parameters.
Thus, both H(t) and I(t) can be deemed as vectors in G with basis {Gm}. Defining a linear
transformation Fm : G 7→ G related to Gm and acting on arbitrary vector X ∈ G as FmX =
−i[Gm, X ], we can construct linear transformations G 7→ G related to the Hamiltonian H(t)
and the invariant I(t) as H (t) =
∑m˜
m=1 hm(t)Fm and I (t) =
∑m˜
m=1 ξm(t)Fm, respectively.
5Thus, Eq. (1) can be rewritten by I˙(t) = H (t)I(t), which is a set of first order linear
differential equations. According to the existence theorem of solutions for first order linear
differential equations [85], one can find a solution for I(t) theoretically. Therefore, the
assumption I(t) =
∑m˜
m=1 ξm(t)Gm is proper.
Although one can always find an invariant in the dynamical algebra with given Hamilto-
nian parameters {hm(t)} in theory, the process of obtaining analytical solution of I(t) with
I˙(t) = H (t)I(t) is usually very complex. Thus, instead of solving the invariant I(t) with
known {hm(t)}, reverse engineering suggests to reversely derive Hamiltonian of the system
by using parameters {ξm(t)}. For this sake, we rewrite Eq. (1) as I˙(t) = I (t)H(t). Since
I (t)I(t) = 0, I (t) is a singular matrix, consequently I −1(t) does not exist. Thus, H(t)
can not be solved by H(t) = I −1(t)I(t). In practice, one can apply Gauss elimination or
pseudo-inverse matrices [82] to solve H(t). Here, we take Gauss elimination as example to
illustrate the process of reverse engineering. Noticing that some of controls in {Gm} may be
unavailable in some specific systems, we firstly partition I (t) and H(t) as
I (t) =
[
I
(1)
m˜×m˜1
(t) I
(2)
m˜×m˜2
(t)
]
, H(t) =

 Hm˜1(t)
Om˜2(t)

 , (3)
with m˜1 and m˜2 being numbers of available and unavailable controls, respectively. In this
case, we obtain equation as I
(1)
m˜×m˜1
(t)Hm˜1(t) = I˙. We assume that the rank of I
(1)
m˜×m˜1
(t)
is m˜3 (m˜3 ≤ m˜1 is always satisfied due to the property of rank). Thus, one can transform
I
(1)
m˜×m˜1
(t) to
I˜
(1)
m˜×m˜1
(t) = R(t)I
(1)
m˜×m˜1
(t) =

 I˜ (1)m˜3×m˜1(t)
Om˜4×m˜1(t)

 , (4)
by a set of elementary row transformations as R(t) with m˜4 = m˜ − m˜3. Then, we can
partition ˙˜I(t) = R(t)I˙(t) as ˙˜I(t) = [ ˙˜Im˜3(t)
˙˜Im˜4(t)]
T , and derive I˜
(1)
m˜3×m˜1
(t)Hm˜1(t) =
˙˜Im˜3(t)
and ˙˜Im˜4(t) = 0. Thereinto,
˙˜Im˜4(t) = 0 is a set of constraint equations for parameters {ξm(t)}.
Thus, the number of independent parameters in {ξm(t)} is m˜3. In addition, because of
m˜3 ≤ m˜1, solutions of equation I˜ (1)m˜3×m˜1(t)Hm˜1(t) = ˙˜Im˜3(t) always exist. When m˜1 = m˜3,
Hm˜1(t) have a unique solution [I˜
(1)
m˜3×m˜1
(t)]−1 ˙˜Im˜3(t). When m˜1 > m˜3, one can obtain multiple
solutions of Hm˜1(t), and the number of linearly independent solutions is (m˜1 − m˜3).
6C. Nonadiabatic holonomic quantum computation with eigenvectors of dynamic
invariant
To realize nonadiabatic holonomic quantum computation (NHQC) in a computational
subspace S, an alternative way is to select a set of time-dependent vectors {|ψ˜l(t)〉} spanning
S and meeting the cyclic evolution condition |ψ˜l(0)〉 = |ψ˜l(T )〉 (T is the total operation
time). According to Ref. [31], if the operator Ξ˜l(t) = |ψ˜l(t)〉〈ψ˜l(t)| obeys the von Neumann
equation
d
dt
Ξ˜l(t) = −i[H(t), Ξ˜l(t)], (5)
the evolution in subspace S can be described as
U(T, 0) =
∑
l
ei[ϑ˜l(T )+Θ˜l(T )]Ξ˜(0), (6)
with
ϑ˜l(t) = −
∫ t
0
〈ψ˜l(t′)|H(t′)|ψ˜l(t′)〉dt′, (7)
and
Θ˜l(t) =
∫ t
0
〈ψ˜l(t′)|i ∂
∂t′
|ψ˜l(t′)〉dt′. (8)
being the dynamic phase and the geometric phase acquired by |ψ˜l(t)〉 during the time interval
[0, T ]. Therefore, the evolution become purely geometric when ϑl(T ) = 0 for all vectors in
{|ψ˜l(t)〉}. In practice, eigenvectors of a dynamic invariant is an alternative candidate to
construct vectors {|ψ˜l(t)〉}. According to Ref. [33], for a non-degenerate eigenvector |φl(t)〉
of a dynamic invariant, the von Neumann equation
d
dt
Ξl(t) = −i[H(t),Ξl(t)], (9)
with Ξl(t) = |φl(t)〉〈φl(t)| is naturally satisfied. Therefore, if a set of non-degenerate eigen-
vectors {|φl(t)〉} of dynamic invariant span the computational subspace S, the condition to
realize the NHQC is to eliminate the dynamic part of the Lewis-Riesenfeld phase acquired
in [0, T ] as
ϑl(T ) = −
∫ T
0
〈φl(t)|H(t)|φl(t)〉dt = 0. (10)
Accordingly, the remaining part of Lewis-Riesenfeld phase
Θl(T ) =
∫ t
0
〈φl(t)|i ∂
∂t
|φl(t)〉dt, (11)
is pure geometric.
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FIG. 1: (a) Level configuration of the auxiliary atom 0. (b) Level configuration of the computational
atom k (k = 1, 2).
III. DYNAMICS OF THE ATOMIC SYSTEM IN THE RYDBERG BLOCKADE
REGIME
A. Physical model and Hamiltonian
We consider a system containing three atoms 0, 1 and 2 whose level configurations are
shown in Fig. 1. The atom 0 has a ground level |0〉0 and a Rydberg state |r〉0, and is used
as an auxiliary qubit. The transition |0〉0 ↔ |r〉0 is driven by two pairs of laser pulses. One
pair possesses Rabi frequencies Ω01(t) and Ω
′
01(t) with different detunings ±∆1, respectively
[positive (negative) corresponding to blue (red) detuning] [86]. The other pair possesses Rabi
frequencies Ω02(t) and Ω
′
02(t) with different detunings ±∆2, respectively. Besides, the atom
k (k = 1, 2) is employed as a computational atom, possessing two ground levels |0〉k and
|1〉k as computational basis and a Rydberg state |r〉k as an auxiliary level. The transition
|j−1〉k ↔ |r〉k (j = 1, 2) is driven by two pairs of laser pulses, one pair with Rabi frequencies
Ωkj(t) and Ω
′
kj(t) and different detunings ±∆k, the other pair with Rabi frequencies Ωkj3(t)
and Ω′kj3(t) and different detunings ±∆3. We assume that, between each two atoms, there
exists a Rydberg interaction with strength V [87].
To parameterize the Rabi frequencies for the implementation of the NHQC, we set
Ωk0 = Ωk(t) cos(θk/2), Ω
′
k0 = Ω
′
k(t) cos(θk/2),
Ωk1 = Ωk(t) sin(θk/2)e
iϕk , Ω′k1 = Ω
′
k(t) sin(θk/2)e
iϕk ,
8Ωk03 = Ωk3(t) cos(θk/2), Ω
′
k03 = Ω
′
k3(t) cos(θk/2),
Ωk13 = Ωk3(t) sin(θk/2)e
iϕk , Ω′k13 = Ω
′
k3(t) sin(θk/2)e
iϕk , (12)
with θk and ϕk being two time-independent parameters. In addition, we assume
Ωk(t) = e
iµk(t)Ω¯k(t), Ω
′
k(t) = e
iµ′
k
(t)Ω¯k(t), Ω0k(t) = Ω
′
0k(t) = −Ω¯0k(t),
Ω13(t) = e
iµ3(t)Ω¯k3(t), Ω
′
13(t) = e
iµ′3(t)Ω¯k3(t), Ω23(t) = Ω
′
23(t) = −Ω¯23(t), (13)
with {Ω¯k(t), Ω¯0k(t), Ω¯k3(t)} being real functions. In the regime of Rydberg blockade, effective
Hamiltonian of the system can be derived as (detailed derivations are shown in Appendix
A)
He(t) = He0(t) +He1(t) +He2(t) +He3(t),
He0(t) = Ω˜1(t)e
iµ1(t)|r ++〉012〈0r + |+ Ω˜2(t)eiµ2(t)|r ++〉012〈0 + r|+H.c.
He1(t) = Ω˜1(t)e
iµ1(t)|r +−〉012〈0r − |+H.c.,
He2(t) = Ω˜2(t)e
iµ2(t)|r −+〉012〈0− r|+H.c.,
He3(t) = Ω˜3(t)e
iµ3(t)|0r+〉012〈0 + r|+H.c. (14)
with
Ω˜k(t) =
2Ω¯k(t)Ω¯0k(t)
∆k
, Ω˜3(t) =
2Ω¯13(t)Ω¯23(t)
∆3
,
|+〉k = cos(θk/2)|0〉k + sin(θk/2)eiϕk |1〉k,
|−〉k = sin(θk/2)|0〉k − cos(θk/2)eiϕk |1〉k. (15)
According to Eq. (14), when the auxiliary atom is initially prepared in Rydberg state
|r〉0, and the computational atoms are in arbitrary state in superposition of computational
basis |±〉k, the evolution is restricted in an eight-dimensional subspace B = span{|r ±
±〉012, |0r±〉012, |0± r〉012}, which are shown by the levels with blue-dotted lines in Fig. 2.
9FIG. 2: The subspaces of unitary evolution (levels with blue-dotted lines) and dissipative evolution
(levels with blue-dotted and red-solid lines).
B. Evolution of the system in dissipative environment
We now take dissipation into account, and analyze the evolution of the system under
the influence of dissipation. For computational atom k, there exists two dissipative paths
as |r〉k → |0〉k and |r〉k → |1〉k. Considering the same decay rate γ/2 for each path, the
dissipation of atom k can be described by two Lindblad operators as L±k =
√
γ/2|(1 ±
1)/2〉k〈r|. For the auxiliary atom 0, there exists a dissipative path |r〉0 → |0〉0. Assuming
the decay rate of |r〉0 → |0〉0 is γ, dissipation of atom can be described by the Lindblad
operator L0 =
√
γ|0〉0〈r|. The evolution of the total system under the influence of dissipation
is governed by the master equation
ρ˙(t) = −i[He(t), ρ(t)] +
2∑
ι=−2
[Lιρ(t)L
†
ι −
1
2
L†ιLιρ(t)−
1
2
ρ(t)L†ιLι], (16)
with ρ(t) being the density operator of the system. When dissipation is taken into account,
the evolution of the system is no longer remained in the eight-dimensional subspace B, but
confined to a twelve-dimensional subspace B′ = span{|r ± ±〉012, |0r±〉012, |0 ± r〉012, |0 ±
±〉012}, which are shown by levels with both blue-dotted and red-solid lines in Fig. 2. The
nonzero matrix elements of ρ˙(t) is shown in Appendix B, where the results indicate the
density operator can be written as
ρ(t) = e−γtUe(t)ρ(0)U
†
e (t)⊕ ρ′(t), (17)
10
with Ue(t) being the evolution operator given by the equation iU˙e(t) = He(t)Ue(t), and ρ
′(t)
being part of density operator shown in Appendix B. We assume that the target operation
is U ideale (T ) = |r〉0〈r|⊗U12+ |0〉0〈0|⊗112 (112 denotes the identity operation for atoms 1 and
2). Then, Ue(T )ρ(0)U
†
e (T ) in the ideal case should be |r〉0〈r|⊗U12ρ12(0)U †12, as the auxiliary
atom is initially prepared in the Rydberg state. On the other hand, we can also see in
Appendix B that all nonzero elements of ρ′(t) do not contain |r〉0 component. Therefore, if
one measures the state of the auxiliary atom at t = T and obtain the result |r〉0, we confirm
that decays of atoms are not happened, and the unitary operation U12 on computational
atoms 1 and 2 is successfully implemented. According to Eq. (17), the successful probability
is Ps = e
−γT . If we consider the decay rate as γ = 1kHz [88, 89], the successful probability
is higher than 99% when T ≤ 10.1µs, and is still higher than 90% when T ≤ 105.4µs,
theoretically.
IV. ARBITRARY SINGLE-QUBIT GATES
A. Construction of evolution path with invariant-based reverse engineering
In this section, let us firstly consider the implementation of arbitrary single-qubit gates
by using the computational atom 1 and the auxiliary atom 0 with invariant-based reverse
engineering. In this case, laser pulses Ω2(t), Ω
′
2(t), Ω02(t), Ω
′
02(t), Ωk3(t) and Ω
′
k3(t) are
switched off. According to the effective Hamiltonian in Eq. (14), the Hamiltonian for the
implementation of singlet-qubit gates read
Hs(t) = Ω˜1(t)e
iµ1(t)|r+〉01〈0r|+H.c. = Ω˜1(t) cos[µ1(t)]σx + Ω˜1(t) sin[µ1(t)]σy + 0× σz,(18)
with
σx = |0r〉01〈r + |+H.c., σy = −i|0r〉01〈r + |+H.c., σz = |0r〉01〈0r| − |r+〉01〈r + |, (19)
which can be considered as generators of su(2) Lie algebra satisfying commutation relations
[σx, σy] = 2iσz, [σy, σz] = 2iσx, [σz, σx] = 2iσy. (20)
To find a dynamic invariant with Lie algebra, we consider a dynamic invariant in a
superposition of all generators of su(2) algebra as [82]
Is(t) = λx(t)σx + λy(t)σy + λz(t)σz . (21)
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By substituting Eq. (21) into Eq. (1), we obtain the equations as
λ˙x(t) = 2Ωy(t)λz(t), λ˙y(t) = −2Ωx(t)λz(t), λ˙z(t) = 2Ωx(t)λy(t)− 2Ωy(t)λx(t), (22)
with Ωx(t) = Ω˜1(t) cos[µ1(t)] and Ωy(t) = Ω˜1(t) sin[µ1(t)]. From Eq. (22), we can derive a
constraint equation for coefficients of the dynamic invariant Is(t) as λ
2
x(t) + λ
2
y(t) + λ
2
z(t) =
C2 with C being a real constant. Accordingly, for C = 1, λx(t), λy(t) and λz(t) can be
parameterized as
λx(t) = sin β1 sin β2, λy(t) = sin β1 cos β2, λz(t) = cos β1, (23)
with two time-dependent parameters β1 and β2. Using Eqs. (22-23), we can reversely solve
Ωx(t) and Ωy(t) as
Ωx(t) = (β˙2 sin β2 tanβ1 − β˙1 cos β2)/2, Ωy(t) = (β˙2 cos β2 tanβ1 + β˙1 sin β2)/2. (24)
In addition, eigenvectors of the dynamic invariant Is(t) can also be obtained as
|φs+(t)〉 = cos
β1
2
|0r〉01 + ie−iβ2 sin β1
2
|r+〉01, |φs−(t)〉 = ieiβ2 sin
β1
2
|0r〉01 + cos β1
2
|r+〉01,(25)
whose eigenvalues are 1 and -1, respectively. By applying the results in Eqs. (10-11), the time
derivatives of dynamic phases and geometric phases acquired by |φs±(t)〉 can be respectively
calculated by
ϑ˙±(t) = ∓ β˙2 sin
2 β1
2 cosβ1
, Θ˙±(t) = ±β˙2 sin2 β1
2
. (26)
In the implementation of the single qubit gate, the computational subspace is spanned
by |r±〉01. The vector |r−〉01 is dynamically decoupled to the Hamiltonian Hs(t). Therefore,
the evolution with initial state |r+〉01 is mainly studied here. We consider the boundary
condition as β1(0) = β1(T ) = 0 for cyclic evolution of eigenvectors as |φs±(0)〉 = |φs±(T )〉.
In this case, the boundary condition of β2(t) is irrelevant to the cyclic evolution condition
according to Eq. (25). In addition, the evolution with initial state |r+〉01 is along the
eigenvector |φs−(t)〉. In order to eliminate the dynamic phase ϑ−(T ) and obtain a pure
geometric phase Θ−(T ) = Θs, we design parameters β1(t) and β2(t) by dividing the time
interval [0, T ] into three parts [0, τ1], [τ1, τ2] and [τ2, T ]. When t ∈ [0, τ1], β1(t) increases
from 0 to π, and β2(t) remains an undetermined parameter. When t ∈ [τ1, τ2], we keep
β1(t) = π, and let β2(t) = β2(τ1) − Θs(t − τ1)/(τ2 − τ1). When t ∈ [τ2, T ], we set β1(t) =
12
β1[τ1(T − t)/(T − τ2)], β2(t) = −Θs + β2[τ1(T − t)/(T − τ2)], which meet the boundary
conditions β1(τ2) = β1(τ1) = π, β1(T ) = β1(0) = 0, β2(τ2) = −Θs+β2(τ1), and β2(T ) = −Θs.
With above assumptions of β1(t) and β2(t), the dynamic (geometric) phase acquired in the
time interval [0, τ1] is nullified by that acquired in time interval [τ2, T ] (see Appendix C for
details). Moreover, in the time interval [τ1, τ2], as β1(t) is kept at π, the dynamic phase
acquired is zero according to Eq. (26). On the other hand, the geometric phase acquired is
Θ−(τ2)−Θ−(τ1) = −
∫ τ2
τ1
β˙2(t) sin
2[
β1(t)
2
]dt = β2(τ1)− β2(τ2) = Θs. (27)
Consequently, the total dynamic phase and the geometric phase acquired in [0, T ] are
ϑ−(T ) = 0 and Θ−(T ) = Θs. Therefore, the evolution operator can be described as
Us(T, 0) = e
iΘs|r+〉01〈r + |+ |r−〉01〈r − | = eiΘs/2|r〉0〈r| ⊗ eiΘs~n1· ~σ1/2, (28)
with ~n1 = [sin θ1 cosϕ1, sin θ1 sinϕ1, cos θ1], ~σ1 = [σx1, σy1, σz1], σx1 = |0〉1〈1| + H.c., σy1 =
−i|0〉1〈1|+H.c., and σz1 = |0〉1〈0|−|1〉1〈1|. Up to a global phase Θs/2, Eq. (28) represents a
rotation operator around the axis ~n with rotation angle Θs/2, which can generate arbitrary
single-qubit gates [90, 91]. Specially, when (Θs, θ1, ϕ1) = π(1, 1/2, 1), we get a Not gate
for atom 1 as UN = σx1; when θ1 = π, we obtain a Θs-phase gate for atom 1 as UΘs =
diag[1, exp(iΘs)]; when (Θs, θ1, ϕ1) = π(1,−1/4, 0), a Hadamard gate UH = (σx1 + σz1)/
√
2
for atom 1 is realized.
The design of parameters β1(t) and β2(t) can be further simplified. In fact, in time
interval [τ1, τ2], β1(t) = π, we have Ωx(t) = Ωy(t) = 0 according to Eq. (24). As a result,
the system does not evolve in time interval [τ1, τ2] as Hs(t) = 0. Therefore, the time interval
[τ1, τ2] can be reduced by letting τ2 → τ1. In this case, we also have the change of geometric
phase as
∆Θ− = lim
τ2→τ1
[Θ−(τ2)−Θ−(τ1)] = lim
τ2→τ1
∫ τ2
τ1
Θsdt
τ2 − τ1 = Θs. (29)
Therefore, in the limit of τ2 = τ1 = τ , we only need to increase β1(t) from 0 to π in time
interval [0, τ ] and set β1(t) = β1[τ(T − t)/(T − τ)], β2(t) = −Θs + β2[τ(T − t)/(T − τ)] in
time interval [τ, T ]. Besides, as Ωx(τ) = Ωy(τ) = 0, the expressions of Ωx(t) and Ωy(t) can
be still continuous functions if we make the value of β2 increased by −Θs at the moment of
t = τ .
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B. Selections of parameters for robust control
In Sec. IV, we have determined boundary conditions for parameters β1(t) and β2(t).
However, specific expressions for β1(t) and β2(t) are still not given. In a real implementation
of atomic quantum gates by using laser pulses, systematic errors of laser pulses due to
imperfections of devices may be troublesome factors to obtain high gate fidelities. In order
to realize robust control, let us now discuss selections of parameters β1(t) and β2(t) with
the help of optimal method [44] by nullifying systematic error sensitivity. In presence of
the systematic error with error coefficient ǫ, the Rabi frequencies of laser pulses become
Ω01(t) → (1 + ǫ)Ω01(t), Ω1(t) → (1 + ǫ)Ω1(t). According to Eq. (15), we have Ω˜1(t) →
[2(1 + ǫ)2Ω¯0(t)Ω¯01(t)]/∆1 = (1 + 2ǫ)Ω˜1(t) + O(ǫ2), with O(ǫ2) being the terms with orders
equal or higher than ǫ2. Thus, in the effective Hamiltonian, the effective error coefficient is
ǫ˜ = 2ǫ, and the erroneous effective Hamiltonian is H˜s(t) = (1 + ǫ˜)Hs(t). With the help of
time-dependent perturbation theory, one can derive [44, 45]
|ψǫ˜s(T )〉 = |ψs(T )〉 − iǫ˜
∫ T
0
dtUs(T, t)Hs(t)|ψs(t)〉+O(ǫ˜2), (30)
where |ψs(t)〉 (|ψǫ˜s(t)〉) is the state of the system without (with) systematic errors. As the
state |r−〉01 is dynamically decoupled to the Hamiltonian Hs(t), and the evolution with
initial state |r+〉01 is described by |ψs(t)〉 = eiα−(t)|φ−(t)〉, we estimate the fidelity as
Fs = 1− ǫ˜2|
∫ T
0
e2iα−(t)〈φ+(t)|Hs(t)|φ−(t)〉dt|2 +O(ǫ˜3), (31)
with α+(t) = −α−(t) being considered. Therefore, the systematic error sensitivity Qs can
be calculated as
Qs = −∂
2Fs
2∂ǫ˜2
= |
∫ T
0
eiχ(t)β˙1 sin
2 β1dt|2, (32)
with χ(t) = β2(t) + 2α−(t). To nullify Qs, we consider χ(t) = χ0{2β1(t) − 2 sin[2β1(t)]}
(t ∈ [0, τ)) [44, 46], with χ0 being a time-independent parameter. Noticing at t = τ , χ(t)
have a shift as ∆χ = ∆β2+2∆Θ− = Θs, one can derive χ(t) = Θs+χ0{2β1(t)− sin[2β1(t)]}
(t ∈ [τ, T ]) and Qs = sin2(χ0π) sin2(Θs/2)/χ20 (see Fig. 3(a)). Therefore, Qs can be nullified
when χ0 is a nonzero integer [Qs → π2 sin2(Θs/2), (χ0 → 0)]. Considering the fact that
a larger value of χ0 leads a longer operation time when the maximal pulse intensity is
fixed, we set χ0 = 1. In this case, we have β2(t) = 4 sin
3[β1(t)]/3 with t ∈ [0, τ) and
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FIG. 3: (a) Qs versus Θs/π and χ0. (b) Ωx(t) and Ωy(t) versus t. (c) Average fidelities F¯N (t),
parameters β1(t), β2(t), and phases ϑ−(t), Θ−(t) in the implementation of the Not gate versus t
with the effective Hamiltonian. (d) The final average fidelities F¯N (T ) versus ǫ˜ with the effective
Hamiltonian and parameters χ0 = 1 (red-dotted line), χ0 = 0.5 (blue-dashed line) and χ0 = 0
(green-solid line).
β2(t) = −Θs + 4 sin3[β1(t)]/3 with t ∈ [τ, T ]. To make the pulses continuous and vanish at
boundary, we consider β1(t) as β1(t) = π sin
2(πt/T ) with τ = T/2 being set.
With the parameters designed above, we plot Ωx(t) and Ωy(t) versus t in Fig. 3(b),
from which we can further obtain Ω˜smax = max
t∈[0,T ]
[Ω˜1(t)] = 20.35/T . Moreover, we plot the
average fidelity (see Appendix D for details) of the implementation of the Not gate versus
t in Fig. 3(c) as example to show the validity of the reverse engineering and the parameter
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selections discussed above. The average fidelity is defined as [92, 93]
F¯N(t) =
1
N (N + 1){Tr[M(t)M
†(t)] + |Tr[M(t)]|2}, (33)
with M(t) = PcU˜ †NUs(t)Pc, U˜N = |0r〉01〈0r|+ |r〉0〈r|⊗UN , Pc = |r0〉01〈r0|+ |r1〉01〈r1| being
the projection operator onto the computational subspace, andN = 2 for the two-dimensional
computational subspace. As shown in Fig. 3(c), in accordance with the expectation, the
average fidelity become unity at t = T . In addition, we also plot the variations of parameters
β1(t), β2(t) and acquired dynamic phases ϑ−(t) and geometric phase Θ−(t) in Fig. 3(c), where
we can find the dynamic phase ϑ−(t) finally vanishes at t = T , while the geometric phase
reaches the preset value Θ−(T ) = Θs = π. This means we get pure geometric phase in
the process. Therefore, the reverse engineering and the parameter selections are effectively
applied on the effective Hamiltonian Hs(t) for the implementation of single qubit gates.
On the other hand, we plot the average fidelities F¯N (T ) at the final time T versus ǫ˜
with χ0 = 1, χ0 = 0.5 and χ0 = 0 in Fig. 3(d) to show the robustness against systematic
errors. According to the red-dotted line in Fig. 3(d), F¯N (T ) keeps higher than 0.9864 when
ǫ˜ ∈ [−0.2, 0.2] with χ0 = 1. This result shows that the implementation of the Not gate with
the optimal parameter χ0 = 1 is quite insensitive to the systematic errors. We also see from
the green-solid line in Fig. 3(d) that the average fidelity falls to 0.8212 when ǫ˜ = ±0.2 with
χ0 = 0. Noticing that when χ0 = 0, the implementation of the single qubit gate become the
same as that in the conventional NHQC with only σx control, the protocol can improve the
robustness against systematic errors. Moreover, see from the blue-dashed line in Fig. 3(d),
the robustness against systematic errors with χ0 = 0.5 is between χ0 = 0 and χ0 = 1. As the
total operation time increases with χ0 when the maximal intensity of laser pulses is fixed,
and the successful probability of the protocol deceases with the increase of total operation
time as shown in Sec. IIIB, one may adjust the value of χ0 between 0 and 1 to make trade-off
between the robustness against systematic errors and dissipation.
V. TWO-QUBIT ENTANGLING GATES
In this section, let us further study the implementations of two-qubit entangling gates.
Based on the effective Hamiltonian He(t) in Eq. (14), we consider the conditions |Ωe3(t)| ≫
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{|Ωe1(t)|, |Ωe2(t)|}, µ3(t) = 0 and ˙˜Ω3(t) = 0. He3 can be diagonalized as
He3 = Ω˜3(|Φ+〉〈Φ+| − |Φ−〉〈Φ−|), (34)
with |Φ±〉 = (|0r+〉012 ± |0 + r〉012)/
√
2. By performing a rotation transform with
exp(−iHe3t), the effective Hamiltonian can be transformed into
H¯e(t) = H¯e0(t) + H¯e1(t) + H¯e2(t),
H¯e0(t) =
Ωe1(t)√
2
|r ++〉012(〈Φ+|e−iΩ˜3t + 〈Φ−|eiΩ˜3t)
+
Ωe2(t)√
2
|r ++〉012(〈Φ+|e−iΩ˜3t − 〈Φ−|eiΩ˜3t) + H.c.
H¯e1(t) = Ωe1(t)|r +−〉012〈0r − |+H.c.,
H¯e2(t) = Ωe2(t)|r −+〉012〈0− r|+H.c. (35)
After omitting terms with high oscillation frequencies ±Ω˜3, the effective Hamiltonian can
be simplified as
H¯ ′e(t) = H¯e1(t) + H¯e2(t),
H¯e1(t) = Ωe1(t)|r +−〉012〈0r − |+H.c.,
H¯e2(t) = Ωe2(t)|r −+〉012〈0− r|+H.c. (36)
According to Eq. (36), evolutions in the subspaces S1 = span{|r + −〉012, |0r−〉012} and
S2 = span{|r − +〉012, |0− r〉012} are independent, and the states |r + +〉012 and |r − −〉012
are dynamically decoupled to the effective Hamiltonian H¯ ′e(t). Similar to Eq. (19), we can
make the following definitions as
σ(1)x = |0r−〉01〈r +−|+H.c., σ(1)y = −i|0r−〉01〈r +−| +H.c.,
σ(1)z = |0r−〉01〈0r| − |r +−〉01〈r +−|, σ(2)x = |0− r〉01〈r −+|+H.c.,
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σ(2)y = −i|0 − r〉01〈r −+|+H.c., σ(2)z = |0− r〉01〈0r| − |r −+〉01〈r −+|, (37)
which satisfying
[σ(j)x , σ
(j)
y ] = 2iσ
(j)
z , [σ
(j)
y , σ
(j)
z ] = 2iσ
(j)
x , [σ
(j)
z , σ
(j)
x ] = 2iσ
(j)
y , [σ
(1)
q , σ
(2)
q′ ] = 0 (q, q
′ = x, y, z).(38)
Therefore, we can separately investigate evolutions in the subspaces S1 and S2 with su(2)
algebra. Similar to the process in Sec. IVA, we can derive an invariant I2(t) as
I2(t) =
∑
j=1,2
∑
q=x,y,z
λ(j)q (t)σ
(j)
q , (39)
with
λ(j)x (t) = sin β
(j)
1 sin β
(j)
2 , λ
(j)
y (t) = sin β
(j)
1 cos β
(j)
2 , λ
(j)
z (t) = cos β
(j)
1 , (40)
and eigenvectors of the dynamic invariant I2(t) are given by
|φ(1)+ (t)〉 = cos
β
(1)
1
2
|0r−〉01 + ie−iβ
(1)
2 sin
β
(1)
1
2
|r +−〉01,
|φ(2)+ (t)〉 = cos
β
(2)
1
2
|0− r〉01 + ie−iβ
(2)
2 sin
β
(2)
1
2
|r −+〉01,
|φ(1)− (t)〉 = ieiβ
(1)
2 sin
β
(1)
1
2
|0r−〉01 + cos β
(1)
1
2
|r +−〉01,
|φ(2)− (t)〉 = ieiβ
(2)
2 sin
β
(2)
1
2
|0− r〉01 + cos β
(2)
1
2
|r −+〉01. (41)
In addition, the time derivatives of dynamic phases and geometric phases acquired by |φ(j)± (t)〉
can be respectively calculated by
ϑ˙
(j)
± (t) = ∓
β˙
(j)
2 sin
2 β
(j)
1
2 cos β
(j)
1
, Θ˙
(j)
± (t) = ±β˙(j)2 sin2
β
(j)
1
2
. (42)
By applying the parameter design of β1(t) and β2(t) in Sec. IV to parameters β
(j)
1 and
β
(j)
2 , evolutions with initial states |r+−〉012 and |r−+〉012 will move cycling along |φ(1)− (t)〉
and |φ(2)− (t)〉 with geometric phases Θ¯1 and Θ¯2 acquired while the dynamic phases being
eliminated. Then, the operation on computational atoms 1 and 2 reads
U12(T, 0) = |++〉12〈++ |+ eiΘ¯1 |+−〉12〈+− |+ eiΘ¯2| −+〉12〈−+ |+ | − −〉12〈− − |
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= e−iΘ¯1/2|+〉1〈+| ⊗ e−iΘ¯1~n2· ~σ2/2 + eiΘ¯2/2|−〉1〈−| ⊗ eiΘ¯2~n2· ~σ2/2, (43)
with ~n2 = [sin θ2 cosϕ2, sin θ2 sinϕ2, cos θ2], ~σ2 = [σx2, σy2, σz2], σx2 = |0〉2〈1| + H.c.,
σy2 = −i|0〉2〈1| + H.c., and σz2 = |0〉2〈0| − |1〉2〈1|. Equation (43) can be considered as
a controlled arbitrary-angle-rotation gate for atom 2 with atom 1 being the control qubit.
For example, when (Θ¯1, Θ¯2, θ1, ϕ1, θ2, ϕ2) = π(0, 1, 0, 0, 1/2, 1), the operation on atoms 1 and
2 is a controlled-Not (C-Not) gate UCN = |0〉1〈0| ⊗ 12 + |1〉1〈1| ⊗ σx2, with 12 being the
identity operation for atom 2; when (Θ¯1, θ1, ϕ1, θ2) = π(0, 0, 0, 1), the controlled-Θ¯2-phase
gate of atoms 1 and 2 as UCΘ¯2 = |0〉1〈0| ⊗ 12 + |1〉1〈1| ⊗ diag[1, eiΘ¯2]2 are realized.
VI. NUMERICAL ANALYSIS AND DISCUSSIONS
A. Numerical analysis of single-qubit gate
Let us now analyze the evolution based on the full Hamiltonian H(t) in Eq. (46). Firstly,
we check the performance of single-qubit gate by taking the Not gate as an example. To make
the Rydberg blockade and effective Hamiltonian valid, we choose V = 7200/T and ∆1 =
360/T . Considering a reported Rydberg interaction strength V = 2π×50MHz [94–96], where
the center-to-center distance between Rydberg atoms is about d = 3.755µm with van der
Waals coefficient Cs6(r, r) = 8.8×1011µm6/s [97, 98], the total interaction time is T = 22.9µs,
which gives the successful probability as Ps = 99.74% for probing state |r〉0 of the auxiliary
atom. Furthermore, although the Stark shift −2V (Ω¯21|r+〉01〈r+ |+Ω¯201|0r〉01〈0r|)/(V 2−∆21)
due to the second order perturbation can be neglected when V ≫ ∆1, we can still eliminate
the Stark shift by using auxiliary pulses or levels [88, 95] to loose the requirement on the ratio
between V and ∆1. We plot the average fidelity F¯N (t) versus t with the full Hamiltonian
in Fig. 4(a). From Fig. 4(a), up to small oscillations, the curve matches well with that
plotted in Fig. 3(c) with the effective Hamiltonian. The final average fidelity F¯N(T ) is
0.9943. Thus, the considered Rydberg interaction strength V and the detuning ∆1 are
proper for the construction of the effective Hamiltonian. In general, one may increase the
ratios Ω˜smax/∆1 and ∆1/V to further improve the fidelity. However, the total interaction
time would also increase, and the successful probability Ps would reduce due to decays of
atoms from Rydberg states.
As the approximation made for the effective Hamiltonian also causes some errors in the
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FIG. 4: (a)Average fidelities F¯N (t) of the implementation of the Not gate versus t with the full
Hamiltonian. (b) The final average fidelities F¯N (T ) versus ǫ with the full Hamiltonian and pa-
rameters χ0 = 1 (red-dotted line), χ0 = 0.5 (blue-dashed line) and χ0 = 0 (green-solid line). (c)
Fidelities FN (t) of the implementation of the Not gate versus t calculated by the master equation
with initial state |r0〉01. Red-solid line: γ = 0, green-dotted line: γ = 1kHz with theoretical result
in Eq. (17), blue-dashed line: γ = 1kHz with the full master equation. (d) Final fidelities FN (T ) of
the implementation of the Not gate versus decay rate γ with initial state |r0〉01 by using theoretical
result in Eq. (17) (blue-dashed line) and the full master equation (red-solid line).
operation, we here investigate the robustness against systematic errors of the implementation
of the Not gate with the full Hamiltonian. The final average fidelities F¯N(T ) versus ǫ with
χ0 = 1, χ0 = 0.5 and χ0 = 0 are plotted in Fig. 4(b) based on the evolution governed by the
full Hamiltonian. We can see from the red-dotted line in Fig. 4(b) that, when ǫ ∈ [−0.1, 0.
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(corresponding to ǫ˜ ∈ [−0.2, 0.2]), the average fidelity with χ0 = 1 keeps higher than 0.988.
Therefore, the robustness against systematic errors is inherited when the full dynamics being
considered. Moreover, seen from the green-solid line and the blue-dashed line in Fig. 4(b),
the average fidelities with χ0 = 0 and χ0 = 0.5 is much more sensitive to systematic errors.
For example, for χ0 = 0, the average fidelity is only F¯N(T ) = 0.8089 when ǫ = 0.1.
In the end of this section, let us study the influence of dissipation with the full Hamil-
tonian. As the evolution is not unitary when dissipation taken into account, we consider
the evolution with the initial state |r0〉01 as example to show evolution governed by the
master equation. We plot the fidelity of the evolution before measuring the state of the aux-
iliary atom as FN (t) = Tr[UNρ(0)U
†
Nρ(t)] versus t in Fig. 4(c). As shown by the red-solid
line in Fig. 4(c), the final fidelity without the decay is FN(T )|γ=0 = 0.9933. In addition,
the green-dotted line points out the final fidelity calculated by Eq. (17) with γ = 1kHz is
F˜N(T )|γ=1kHz = exp(−γT )|γ=1kHz × FN(T )|γ=0 = 0.9708. Moreover, the blue-dashed line in-
dicates the final fidelity given by the full master equation (replacing the effective Hamiltonian
He(t) in Eq. (16) by the full Hamiltonian H(t)) with γ = 1kHz is FN(T )|γ=1kHz = 0.9704,
which is in accordance with the theoretical result F˜N (T )|γ=1kHz. Moreover, by comparing the
green-dotted line and the blue-dashed line, we can also find the dynamics governed by the
full master equation matches well with that discussed in Sec. IIIB in the twelve-dimensional
subspace. The result also proves the theoretical analysis of the effective Hamiltonian and
the subspace is valid. In Fig. 4(d), we consider the fidelity with broader range of decay rate
γ, where the fidelity obtained from full master equation is a little higher than that estimated
from Eq. (17) when dissipation is relatively strong. This is because dissipation also restrains
the population of |rr〉01 alongside with the Rydberg blockade. When γ reaches 4kHz, the
obtained fidelity is 0.9079, still high than 0.9. Therefore, the protocol holds robustness
against dissipation. We also examine the successful probability for measuring the Rydberg
state of the auxiliary atom as Ps = Tr[Prρ(T )] with the projection operator Pr = |r〉0〈r|⊗11
(11 is the identity operator for computational atom 1), and the result is shown in Table I.
Furthermore, the fidelity after successful measurement of the auxiliary atom and the purity
of the density operator of computational atom 1 as F ′N = Tr[Prρ(T )PrUNρ(0)U †N ]/Ps and
̺1 = Tr[Prρ(T )Prρ(T )]/P 2s are also investigated, respectively. According to the data in
Table I, although the successful probability decreases when the decay rete increases, after
successful measurement of the auxiliary atom, the fidelity of the Not gate and the purity of
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the density operator of atom 1 are changed very slightly. Even when γ = 4kHz, the fidelity
F ′N is only reduced about 0.0004, and the purity ̺1 is still 0.9991. Therefore, by using the
protocol, we can still obtain nearly perfect unitary evolution in the presence of dissipation
if the measurement result of the state of the auxiliary atom is |r〉0, which accords with the
theoretical analysis in Sec. IIIB.
Table I. Successful probability Ps, fidelity F
′
N
and purity ̺1 with different decay rates.
γ (kHz) 0 1 2 3 4
Ps 0.9988 0.9770 0.9557 0.9348 0.9144
F ′N 0.9933 0.9932 0.9931 0.9930 0.9929
̺1 1.0000 0.9998 0.9996 0.9993 0.9991
B. Numerical analysis of two-qubit entangling gate
We now make numerical analysis of two-qubit entangling gate. As an example to show
the implementation of two-qubit entangling gate, we amply analyze the realization of the
C-Not gate in the following discussions. In this case, we switch off laser pulses Ω1(t), Ω
′
1(t),
Ω01(t), Ω
′
01(t), Ω23(t) and Ω
′
23(t) for Ωe1(t) = 0 and θ1 = 0. Besides, the wave form of Ωe2(t)
is considered the same as that discussed in Sec. IV with invariant-based reverse engineering
and the systematic-error-nullification method. To meet the condition Ω˜3 ≫ |Ωe2(t)|, we
consider Ω˜3 = 100/T . Moreover, the Rydberg interaction strength and detunings are set
as V = 27000/T , ∆2 = 360/T , and ∆3 = 1500/T to build up the effective Hamiltonian.
In this case, the total operation time is 85.94µs with V = 2π × 50MHz, and the successful
probability is Ps = 91.76% with γ = 1kHz. In addition, we eliminate the Stark shifts as
− 2V
V 2 −∆22
× [Ω¯22(|r ±+〉012〈r ±+|+ |0r+〉012〈0r + |)
+Ω¯202(|0r±〉012〈0r ± |+ |0± r〉012〈0± r|)]
− 2V
V 2 −∆23
× [Ω¯213(|r +±〉012〈r +±| + |0 + r〉012〈0 + r|)
+Ω¯223(|r ±+〉012〈r ±+|+ |0r+〉012〈0r + |)], (44)
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by using auxiliary pulses [88, 95]. The average fidelity of the implementation of the C-Not
gate is defined as [92, 93]
F¯CN (t) =
1
N ′(N ′ + 1){Tr[M
′(t)M ′†(t)] + |Tr[M ′(t)]|2}, (45)
with M ′(t) = |r〉0〈r| ⊗UCN + |0〉0〈0| ⊗ 112 and N ′ = 4 being the dimension of the computa-
tional subspace. We plot F¯CN (t) versus t in Fig. 5(a) and obtain the average fidelity of the
implementation of the C-Not gate as F¯CN(T ) = 0.9904 at t = T . Therefore, the C-Not gate
can be successfully realized with the protocol.
We also check the robustness of the implementation of the C-Not gate against systematic
errors of laser pulses. The final average fidelity F¯CN (T ) of the implementation of the C-Not
gate versus error coefficient ǫ is plotted in Fig. 5(b). Seen from Fig. 5(b), F¯CN(T ) is always
higher than 0.9823 when ǫ ∈ [−0.1, 0.1]. Therefore, the implementation of the C-Not gate
is also insensitive to systematic errors. Moreover, we can also see from Fig. 5(b) that errors
with ǫ > 0 may decrease the average fidelity F¯CN (T ) in a range. However, the errors with
ǫ < 0 may increase the average fidelity F¯CN(T ) in a range on the contrary. This is because
the satisfaction of the condition Ω˜3 ≫ Ω˜e2(t) becomes worse when ǫ > 0. Although the
deviations of Ωe2(t) and Ωe3(t) are both about 2ǫ to the origin ones according to Eq. (15),
according to the second-order perturbation theory, the coefficients of error terms caused
by the terms with high-frequency oscillations is approximately increased from Ω2e2(t)/Ω˜3 to
(1+2ǫ)2Ω2e2(t)/[(1+2ǫ)Ω˜3] = (1+2ǫ)Ω
2
e2(t)/Ω˜3. Therefore, when ǫ < 0, part of errors caused
by the approximation Ω˜3 ≫ Ω˜e2(t) are compensated by systematic errors. The maxima of
F¯CN(T ) = 0.9988 appears at ǫ = −0.07, which may be considered as a correction in the
design of pulses for higher fidelity.
Finally, we check the performance of the protocol under the influence of the dissipation by
considering the initial state (|r00〉012+ |r10〉012)/
√
2 in the evolution governed by the master
equation. We plot the fidelity of the evolution before measuring the state of the auxiliary
atom as FCN(t) = Tr[UCNρ(0)U
†
CNρ(t)] versus t in Fig. 5(c). Seen from the red-solid line in
Fig. 5(c), the fidelity of the implementation of the C-Not gate is FCN (T )|γ=0 = 0.9904 at t =
T . Moreover, the green-dotted line in Fig. 4(c) is the fidelity calculated by Eq. (17) with γ =
1kHz, which gives F˜CN(T )|γ=1kHz = exp(−γT )|γ=1kHz × FN(T )|γ=0 = 0.9089. In addition,
the blue-dashed line indicates that the final fidelity obtained by the full master equation
is FCN (T )|γ=1kHz = 0.9115. We also plot the final fidelity FCN (T ) of the implementation
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FIG. 5: (a) Average fidelity F¯CN (t) of the implementation of the C-Not gate versus t with Full
Hamiltonian. (b) The final average fidelities F¯CN (T ) versus ǫ. (c) Fidelities FCN (t) of the im-
plementation of the C-Not gate versus t calculated by the master equation with initial state
(|r00〉012+ |r10〉012)/
√
2. Red-solid line: γ = 0, green-dotted line: γ = 1kHz with theoretical result
in Eq. (17), blue-dashed line: γ = 1kHz with the full master equation. (d) Final fidelities FCN (T ) of
the implementation of the C-Not gate versus decay rate γ with initial state (|r00〉012+ |r10〉012)/
√
2
by using theoretical result in Eq. (17) (blue-dashed line) and the full master equation (red-solid
line).
of the C-Not gate with the initial state (|r00〉012 + |r10〉012)/
√
2 versus decay rate γ in
Fig. 5(d), where one can also find that the final fidelity FCN(T ) plotted by the full master
equation is higher than the theoretical result obtained by Eq. (17) when the dissipation
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is relatively strong. This is because populations of states with multiple atoms in Rydberg
states are restrained by dissipation. In the implementation of the two-qubit gate, the fidelity
decreases more significantly compared with the result in the implementation of the single-
qubit gate when dissipation is taken into account due to the increase of the total operation
time. However, by measuring the state of the auxiliary atom, influence of dissipation can be
removed if the result is |r〉0. Here, we define the successful probability of getting the result
|r〉0 as P ′s = Tr[P ′rρ(T )] with P ′r = |r〉0〈r| × 112. Furthermore, the fidelity of the C-Not gate
and the purity of the density operator of the computational atoms 1 and 2 after successful
measurement of auxiliary atom are defined as F ′CN = Tr[P ′rρ(T )P ′rUCNρ(0)U †CN ]/Ps and
̺12 = Tr[P ′rρ(T )P ′rρ(T )]/P 2s , respectively. We calculate P ′s, F ′CN and ̺12 with some samples
shown in Table II. According to the data in Table II, although the successful probability
P ′s decreases with the increase of the decay rate γ, the fidelity F
′
CN and the purity ̺12 in
the case of successful measurement are almost unchanged. For example, when γ = 1kHz,
the decreases of F ′CN and ̺12 are only 0.0005 and 0.0012, respectively. In addition, the
measurement of state |r〉0 can also help to reduce the effect of systematic errors and errors
caused by the approximation. Because these errors would also make the final state of
auxiliary atom deviate from |r〉0. For example, when γ = 0, compared with the fidelity
FCN(T )|γ=0 = 0.9904 obtained without the measurement of auxiliary atom, the fidelity
after successful measurement is improved to F ′CN = 0.9992. From the results above, the
protocol is helpful to maintain a nearly perfect two-qubit unitary operation in the dissipative
environment.
Table II. Successful probability P ′s, fidelity F
′
CN
and the purity ̺12 with different decay rates.
γ (kHz) 0 1 2
P ′s 0.9911 0.9130 0.8411
F ′CN 0.9992 0.9987 0.9981
̺12 0.9995 0.9983 0.9971
VII. CONCLUSION
In conclusion, we have proposed a protocol to realize atomic nonadiabatic holonomic
quantum computation (NHQC) in the regime of Rydberg blockade. Assisted by the strong
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interaction between Rydberg atoms, the effective Hamiltonian was built up by the second-
order perturbation theory with proper detunings. Based on the derived effective Hamilto-
nian, we further designed the laser pulses with the help of invariant-based reverse engineer-
ing. The advantages of invariant-based reverse engineering in NHQC have been shown in
the protocol. On one hand, eigenvectors of the dynamic invariant provide natural evolution
paths for NHQC. On the other hand, invariant-based reverse engineering is also compatible
with the systematic-error-sensitivity nullified method, which makes the evolution insensitive
to systematic errors of laser pulses. Generally, there are many different choices for the param-
eters in the nullification of systematic-error-sensitivity Qs. In the implementation of a single-
or two-qubit gate, by nullifying the systematic-error-sensitivity Qs, we can derive optimal
solutions for Rabi frequencies of laser pulses that can make the implementation insensitive
to the systematic errors of pulses. Therefore, in the implementation of a general quantum
circuit composed of a sequence of single- and two-qubit gates, we need to individually derive
the Rabi frequencies of pulses with Qs being nullified for each gate in the sequence. As a
result, we can obtain a sequence of Rabi frequencies of pulses for each step of operations.
In this way, we make the total systematic-error-sensitivity Qs nullified in the whole process,
so that the implementation of the quantum circuit maintains a high level when there exist
systematic errors. Moreover, in the design of pulses, by setting proper boundary conditions
for the time derivatives of control parameters, we can make each pulse in the sequence van-
ishes at the final time of each step. Pulses in each two adjacent steps can be connected as
composite pulse described by a continuous function. Therefore, the composite pulse does
not involve sudden changes in the whole process. In a real implementation, we just need to
apply the composite pulse to the system. In addition, we analyzed the evolution in a dissipa-
tive environment based on the master equation. Both the theoretical and numerical results
showed that the protocol can realize nearly perfect unitary operations if the auxiliary atom
in the Rydberg state is successfully measured. Considering a typical decay rate γ = 1kHz of
a Rydberg state, the protocol produces acceptable successful probabilities of measurements
as 0.9770 and 0.9130 for single- and two-qubit gates, respectively. Compared with previ-
ous Rydberg-atom-based NHQC protocol [64], the protocol has several advantages. Firstly,
with the invariant-based reverse engineering in the protocol, we obtain an invariant of the
system, whose eigenvectors can be used as paths for NHQC by only eliminating the acquired
dynamic phases. This makes the parameter selections more convenient compared with that
26
in protocol [64], where both the parallel transport conditions and the unavailable couplings
should be considered. Secondly, as a result of the convenience of parameter selections, the
protocol can incorporate with the systematic-error-sensitivity nullified method. This makes
the protocol maintain high fidelities when systematic errors appear. Thirdly, the system in
protocol [64] will be in a mixed state when dissipation exists, while in the current proto-
col, as the heralded implementation is considered, the state of the system nearly maintains
in pure state with successful measurement on the auxiliary atom. As the protocol is fully
compatible with the advantages of geometric phases, reverse engineering, systematic-error-
sensitivity nullified method, heralded implementation, and Rydberg interaction, we hope
the protocol can be helpful for the precise quantum computation in dissipative environment.
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Appendix A: Derivations of the effective Hamiltonian
For the atomic system shown in Sec. IIIA, the Hamiltonian of the whole system under
the rotating-wave approximation reads
H(t) = H1(t) +H2(t) +H3(t) +Hv,
H1(t) =
2∑
j,k=1
[Ωkj(t)e
i∆kt + Ω′kj(t)e
−i∆kt]|j − 1〉k〈r|+H.c.,
H2(t) =
2∑
k=1
[Ω0k(t)e
i∆kt + Ω′0k(t)e
−i∆kt]|0〉0〈r|+H.c.,
H3(t) =
2∑
j,k=1
[Ωkj3(t)e
i∆3t + Ω′kj3(t)e
−i∆3t]|j − 1〉k〈r|+H.c.,
Hv = V (|rr〉01〈rr|+ |rr〉02〈rr|+ |rr〉12〈rr|). (46)
With the assumptions in Eq. (12), the Hamiltonian in Eq. (46) can be rewritten by
H(t) = H1(t) +H2(t) +H3(t) +Hv,
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H1(t) =
2∑
k=1
[Ωk(t)e
i∆kt + Ω′k(t)e
−i∆kt]|+〉k〈r|+H.c.,
H2(t) =
2∑
k=1
[Ω0k(t)e
i∆kt + Ω′0k(t)e
−i∆kt]|0〉0〈r|+H.c.,
H3(t) =
2∑
k=1
[Ωk3(t)e
i∆3t + Ω′k3(t)e
−i∆3t]|+〉k〈r|+H.c.,
Hv = V (|rr〉01〈rr|+ |rr〉02〈rr|+ |rr〉12〈rr|). (47)
In Eq. (47), |+〉k reads |+〉k = cos(θk/2)|0〉k+sin(θk/2)eiϕk |1〉k, and it has an orthogonal part-
ner as |−〉k = sin(θk/2)|0〉k−cos(θk/2)eiϕk |1〉k. We assume that the system works at the Ryd-
berg blockade regime with V ≫ {∆k,∆3, |Ωk(t)|, |Ω′k(t)|, |Ω0k(t)|, |Ω′0k(t)|, |Ωk3(t)|, |Ω′k3(t)|},
the Hamiltonian in the rotating frame of U0(t) = exp(−iHvt) can be derived as
H˜(t) = H˜1(t) + H˜2(t) + H˜3(t),
H˜1(t) = [Ω1(t)e
i∆1t + Ω′1(t)e
−i∆1t](|0 + +〉012〈0r + |+ |0 +−〉012〈0r − |)
+ [Ω2(t)e
i∆2t + Ω′2(t)e
−i∆2t](|0 + +〉012〈0 + r|+ |0−+〉012〈0− r|) + H.c.,
H˜2(t) =
2∑
k=1
∑
,′=±
[Ω0k(t)e
i∆kt + Ω′0k(t)e
−i∆kt]|0′〉012〈r′|+H.c.,
H˜3(t) = [Ω13(t)e
i∆3t + Ω′13(t)e
−i∆3t](|0 + +〉012〈0r + |+ |0 +−〉012〈0r − |)
+ [Ω23(t)e
i∆3t + Ω′23(t)e
−i∆3t](|0 + +〉012〈0 + r|+ |0−+〉012〈0− r|) + H.c., (48)
by omitting the terms with oscillation frequencies in the scale of V . To further simplify
the dynamics of the system, we consider the condition {∆k,∆3, |∆1 −∆2|, |∆1 −∆3|, |∆2 −
∆3|} ≫ {|Ωk(t)|, |Ω′k(t)|, |Ω0k(t)|, |Ω′0k(t)|, |Ωk3(t)|, |Ω′k3(t)|}. With the help of the second-
order perturbation theory [99], the effective Hamiltonian is derived as
He(t) = He0(t) +He1(t) +He2(t) +He3(t),
He0(t) = Ωe1(t)|r ++〉012〈0r + |+ Ωe2(t)|r ++〉012〈0 + r|+H.c.
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He1(t) = Ωe1(t)|r +−〉012〈0r − |+H.c.,
He2(t) = Ωe2(t)|r −+〉012〈0− r|+H.c.,
He3(t) = Ωe3(t)|0r+〉012〈0 + r|+H.c. (49)
with
Ωek(t) =
Ω′k(t)Ω
′∗
0k(t)− Ωk(t)Ω∗0k(t)
∆k
, Ωe3(t) =
Ω′13(t)Ω
′∗
23(t)− Ω13(t)Ω∗23(t)
∆3
. (50)
With the assumptions in Eq. (13), Ωek(t) can be simplified as
Ωek(t) =
2Ω¯k(t)Ω¯0k(t)
∆k
sin(
µk − µ′k
2
)ei(µ
′
k
+µk+π)/2,
Ωe3(t) =
2Ω¯13(t)Ω¯23(t)
∆k
sin(
µ3 − µ′3
2
)ei(µ
′
3+µ3+π)/2. (51)
Considering µk−µ′k = π and µ3−µ′3 = π, we have Ωek(t) = Ω˜k(t)eiµk(t), Ωe3(t) = Ω˜3(t)eiµ3(t)
with
Ω˜k(t) =
2Ω¯k(t)Ω¯0k(t)
∆k
, Ω˜3(t) =
2Ω¯13(t)Ω¯23(t)
∆3
. (52)
Appendix B: Matrix elements of time derivative of the density operator
For simplicity, we number the basis vectors of subspace B′ in Table III.
Table III. Basis vector of subspace B′.
|Φ1〉 |Φ2〉 |Φ3〉 |Φ4〉
|r ++〉012 |r +−〉012 |r −+〉012 |r −−〉012
|Φ5〉 |Φ6〉 |Φ7〉 |Φ8〉
|0r+〉012 |0r−〉012 |0 + r〉012 |0− r〉012
|Φ9〉 |Φ10〉 |Φ11〉 |Φ12〉
|0 + +〉012 |0 +−〉012 |0−+〉012 |0−−〉012
According to Eq. (16), the time derivatives of nonzero matrix elements of ρ(t) can be
calculated as
ρ˙1,1 = −iΩe1ρ5,1 + iΩ∗e1ρ1,5 − iΩe2ρ7,1 + iΩ∗e2ρ1,7 − γρ1,1,
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ρ˙1,2 = −γρ1,2, ρ˙1,3 = −γρ1,3 ρ˙1,4 = −γρ1,4,
ρ˙1,5 = iΩe1(ρ1,1 − ρ5,5)− γρ1,5, ρ˙1,6 = −γρ1,6,
ρ˙1,7 = iΩe2(ρ1,1 − ρ7,7)− γρ1,7, ρ˙1,8 = −γρ1,8,
ρ˙2,1 = −γρ2,1, ρ˙2,2 = −iΩe1ρ6,2 + iΩ∗e1ρ2,6 − γρ2,2,
ρ˙2,3 = −γρ2,3, ρ˙2,4 = −γρ2,4, ρ˙2,5 = −γρ2,5,
ρ˙2,6 = iΩe1(ρ2,2 − ρ6,6)− γρ2,6, ρ˙2,7 = −γρ2,7, ρ˙2,8 = −γρ2,8,
ρ˙3,1 = −γρ3,1, ρ˙3,2 = −γρ3,2, ρ˙3,3 = −iΩe2ρ8,3 + iΩ∗e2ρ3,8 − γρ3,3
ρ˙3,4 = −γρ3,4, ρ˙3,5 = −γρ3,5, ρ˙3,6 = −γρ3,6,
ρ˙3,7 = −γρ3,7, ρ˙3,8 = iΩe2(ρ3,3 − ρ8,8)− γρ3,8,
ρ˙4,1 = −γρ4,1, ρ˙4,2 = −γρ4,2, ρ˙4,3 = −γρ4,3, ρ˙4,4 = −γρ4,4,
ρ˙4,5 = −γρ4,5, ρ˙4,6 = −γρ4,6, ρ˙4,7 = −γρ4,7, ρ˙4,8 = −γρ4,8,
ρ˙5,1 = −iΩ∗e1(ρ1,1 − ρ5,5)− γρ5,1, ρ˙5,2 = −γρ5,2, ρ˙5,3 = −γρ5,3,
ρ˙5,4 = −γρ5,4, ρ˙5,5 = iΩe1ρ5,1 − iΩ∗e1ρ1,5 − iΩe3ρ7,5 + iΩ∗e3ρ5,7 − γρ5,5,
ρ˙5,6 = −γρ5,6, ρ˙5,7 = iΩe3(ρ5,5 − ρ7,7)− γρ5,7, ρ˙5,8 = −γρ5,8,
ρ˙6,1 = −γρ6,1, ρ˙6,2 = −iΩ∗e1(ρ2,2 − ρ6,6)− γρ6,2,
ρ˙6,3 = −γρ6,3, ρ˙6,4 = −γρ6,4, ρ˙6,5 = −γρ6,5,
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ρ˙6,6 = iΩe1ρ6,2 − iΩ∗e1ρ2,6 − γρ6,6, ρ˙6,7 = −γρ6,7, ρ˙6,8 = −γρ6,8,
ρ˙7,1 = −iΩ∗e2(ρ1,1 − ρ7,7)− γρ7,1, ρ˙7,2 = −γρ7,2, ρ˙7,3 = −γρ7,3,
ρ˙7,4 = −γρ7,4, ρ˙7,5 = −iΩ∗e3(ρ5,5 − ρ7,7)− γρ7,5, ρ˙7,6 = −γρ7,6,
ρ˙7,7 = iΩe2ρ7,1 − iΩ∗e1ρ1,7 + iΩe3ρ7,5 − iΩ∗e3ρ5,7 − γρ7,7, ρ˙7,8 = −γρ7,8,
ρ˙8,1 = −γρ8,1, ρ˙8,2 = −γρ8,2, ρ˙8,3 = −iΩ∗e2(ρ3,3 − ρ8,8)− γρ8,3,
ρ˙8,4 = −γρ8,4, ρ˙8,5 = −γρ8,5, ρ˙8,6 = −γρ8,6,
ρ˙8,7 = −γρ8,7, ρ˙8,8 = iΩe2ρ8,3 − iΩ∗e2ρ3,8 − γρ8,8,
ρ˙9,9 = γρ1,1 +
γ
2
(ρ5,5 + ρ7,7), ρ˙10,10 = γρ2,2 +
γ
2
(ρ6,6 + ρ7,7),
ρ˙11,11 = γρ3,3 +
γ
2
(ρ5,5 + ρ8,8), ρ˙12,12 = γρ4,4 +
γ
2
(ρ6,6 + ρ8,8). (53)
Assuming ρℓ,ℓ′ = ρ˜ℓ,ℓ′ exp(−γt), (ℓ, ℓ′ = 1, 2, ..., 8), we can find that the operator ρ˜(t) =∑8
ℓ,ℓ′=1 ρ˜ℓ,ℓ′|Φℓ〉〈Φ′ℓ| satisfy the von Neumann equation
˙˜ρ(t) = −i[He(t), ρ˜(t)]. (54)
Consequently, ρ˜(t) can be calculated by
ρ˜(t) = Ue(t)ρ(0)U
†
e (t), (55)
with Ue(t) being the evolution operator given by the equation iU˙e(t) = He(t)Ue(t). Besides,
we define ρ′(t) =
∑12
ℓ=9 ρ˜ℓ|Φℓ〉〈Φℓ|. The matrix elements of ρ′(t) are given by
ρ9,9(t) =
γ
2
∫ t
0
[2ρ1,1(t
′) + ρ5,5(t
′) + ρ7,7(t
′)]dt′,
ρ10,10(t) =
γ
2
∫ t
0
[2ρ2,2(t
′) + ρ6,6(t
′) + ρ7,7(t
′)]dt′,
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ρ11,11(t) =
γ
2
∫ t
0
[2ρ3,3(t
′) + ρ5,5(t
′) + ρ8,8(t
′)]dt′,
ρ12,12(t) =
γ
2
∫ t
0
[2ρ4,4(t
′) + ρ6,6(t
′) + ρ8,8(t
′)]dt′. (56)
Combining the results of Eqs. (55-56), the density operator ρ(t) can be obtained as Eq. (17).
Appendix C: Dynamic phase and geometric phase acquired in the implementation of
single qubit gate
We now prove that the dynamic (geometric) phase acquired in the time interval [0, τ1] is
nullified by that acquired in time interval [τ2, T ]. Firstly, we calculate the time derivative of
β2(t) in time interval [τ2, T ] as
d
dt
β2(t) =
dt˜
dt
d
dt˜
[−Θs + β2(t˜)] = − τ1
T − τ2 ×
d
dt˜
β2(t˜), (57)
with t˜ = τ1(T − t)/(T − τ2). According to Eq. (26), we have
ϑ−(T )− ϑ−(τ2) =
∫ T
τ2
β˙2(t) sin
2[β1(t)]
2 cos[β1(t)]
dt =
∫ 0
τ1
β˙2(t˜) sin
2[β1(t˜)]
2 cos[β1(t˜)]
dt˜ = −ϑ−(τ1),
Θ−(T )−Θ−(τ2) = −
∫ T
τ2
β˙2(t) sin
2[
β1(t)
2
]dt = −
∫ 0
τ1
β˙2(t˜) sin
2[
β1(t˜)
2
]dt˜ = −Θ−(τ1).(58)
Appendix D: Average fidelity
We now make a brief introduction about the approach to calculate the average fidelity
proposed in Ref. [93]. The theorem in Ref. [93] shows that, for any linear operator M on an
n-dimensional complex Hilbert space, the uniform average of |〈ψ|M |ψ〉|2 over state vectors
|ψ〉 on the unit sphere S2n−1 in Cn can be calculated by
∫
S2n−1
|〈ψ|M |ψ〉|2dV = 1
n(n+ 1)
[Tr(MM †) + |Tr(M)|2], (59)
with dV being the normalized measure on the sphere. Firstly, if M is a Hermitian operator,
it can be diagonalized as a diagonal operator Λ by Λ = UMU−1 via a unitary operator U . We
denote the left-hand side and right-hand side of Eq. (59) as L(M) and R(M), respectively.
By a change of variables ψ → Uψ, we obtain L(Λ) = L(UMU−1) = L(M). On the other
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hand, considering the fact that Tr(A1A2) = Tr(A2A1) for two arbitrary linear operators A1
and A2, we obtain R(Λ) = R(M). Since L(Λ) is a homogeneous polynomial of degree 2 in
the real variables λ1, λ2, ..., λn, and unitary invariance implies that it is invariant under the
exchange of any two λ and λ′ (, 
′ = 1, 2, ..., n), consequently the only possible form of
L(Λ) is
L(M) = L(Λ) = a1Tr(Λ2) + a2Tr2(Λ) = a1Tr(MM †) + a2|Tr(M)|2, (60)
with a1 and a2 being constants related to n. By considering Mx = |1〉〈2| + |2〉〈1|, My =
−i|1〉〈2|+ i|2〉〈1|, Mz = |1〉〈1| − |2〉〈2| and M0 = |1〉〈1|+ |2〉〈2|, we respectively derive
L(Mx) = 2a1 = 4
∫
S2n−1
Re(c1c
∗
2)
2dV, L(My) = 2a1 = 4
∫
S2n−1
Im(c1c
∗
2)
2dV,
L(Mz) = 2a1 =
∫
S2n−1
(|c1|4 + |c2|4 − 2|c1|2|c2|2)dV,
L(M0) = 2a1 + 4a2 =
∫
S2n−1
(|c1|4 + |c2|4 + 2|c1|2|c2|2)dV, (61)
with |ψ〉 =∑n=1 c|〉. From Eq. (61), we obtain L(Mx) + L(My) + L(Mz) = L(M0), which
gives a1 = a2. Furthermore, by picking the identity operator 1 in L(Λ), one can derive
a1n + a2n
2 = L(1) = 1. Combining the results above, we can derive a1 = a2 = 1/n(n + 1).
Therefore, for a Hermitian operator M , we have L(M) = L(Λ) = R(Λ) = R(M).
In fact, the result can also apply to an anti-Hermitian operator A (A† = −A) since
L(A) = L(iA) = R(iA) = R(A). In addition, for a general operatorM , it can be decomposed
into a Hermitian operator S = (M+M †)/2 and an anti-Hermitian operator A = (M−M †)/2
with M = S + A. Accordingly, one can derive
L(S + A) = L(S) + L(A) +
∫
S2n−1
〈ψ|S|ψ〉〈ψ|(A+ A†)|ψ〉 = L(S) + L(A),
R(S + A) = 1
n(n + 1)
{Tr[(S + A)(S −A)] + [Tr(S) + Tr(A)][Tr(S)− Tr(A)]}
= R(S) +R(A). (62)
Using the results of L(S) = R(S) and L(A) = R(A), we have the result of Eq. (59) is
satisfied for arbitrary linear operator M . Specially, for quantum gates in a considered N -
dimensional computational subspace Sc (with projection operator Pc), assuming the target
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(a) (b)
FIG. 6: (a) Diagrammatic sketch of a possible structure for realizing large-scale quantum compu-
tation with single auxiliary atom. (b) Diagrammatic sketch of a possible structure for realizing
large-scale quantum computation with multiple auxiliary atom in an atom array.
operation and real evolution are described by unitary operators U˜ and U(t), the average
fidelity over all possible initial state |ψ〉 in the subspace Sc should be
F¯ (t) =
∫
S2N−1
|〈ψ|PcU˜ †U(t)Pc|ψ〉|2dV, (63)
with S2N−1 being the unit sphere of the computational subspace Sc. By substituting M =
PcU˜ †U(t)Pc, we obtain the formula to calculate the average fidelity used in Eqs. (33) and
(45).
Appendix E: Possible extensions of the protocol
We now discuss the possible extensions of the protocol to large-scale quantum compu-
tation. First, we consider a structure shown in Fig. 6(a), where the red dot in the middle
represents an auxiliary atom, and the orange dots around the red dot are the computational
atoms. Theoretically, we can realize single-qubit gates for any computational atom with a
single auxiliary atom if every atom in this system have enough strong Rydberg interaction
strength with the auxiliary atom. In addition, if two adjacent computational atoms have
enough strong Rydberg interaction, we can realize two-qubit gates of them with a single aux-
iliary atom. In the ideal case, the computational atom remain in their ground states at the
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beginning and the end of a gate implementation. Therefore, the computational atoms with-
out laser driving would not influence the computational atom being manipulated. Moreover,
if the heralded implementation is successful, the auxiliary atom will return to its Rydberg
state |r〉. In this case, the auxiliary atom can be continued to use in the next step of opera-
tions. If the measurement result shows that the auxiliary atom is in its ground state |0〉, the
implementation of quantum gate is failed, and we need to initialize the auxiliary atom to the
Rydberg state |r〉 again. With the structure in Fig. 6(a), it is possible to realize single-qubit
gates of all computational atoms and realize two-qubit gates of arbitrary pairs of adjacent
atoms. In principle, we may add many computational atoms around the auxiliary atom,
but trapping, distant control and addressing of atoms may become difficult if the number of
computational atoms are very large. Therefore, to realize large-scale quantum computation,
the atom array shown in Fig. 6(b) may be an alternative candidate. As shown in Fig. 6(b),
the atom array is composed of many repeated blocks of atom shown in Fig. 6(a). The atom
in the middle of each block can be used as an auxiliary atom to implement heralded quan-
tum gates. To date, the manipulation of Rydberg atom array have been studied in several
previous works [100, 101], and many interesting results are shown. Therefore, the Rydberg
atom array may be a promising platform for large-scale quantum computation.
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