In this paper we consider the problem of accelerating an obstacle in an incompressible viscous fluid from rest to a given speed in a given time with minimum energy expenditure. An existence theorem for the speed trajectory which corresponds to the absolute minimum is provided. The results are valid for arbitrary Reynolds numbers.
Introduction
Optimal control theory of distributed parameter systems is a rapidly developing subject [3, 10, 9, 11] . So far the impact of this growth to continuum mechanics has been essentially in the branch of solid mechanics. In this paper, we develop some of these ideas for a problem in fluid mechanics which has profound practical applications such as aero/hydro maneuvering of vehicles. We consider the task of finding the optimal way to accelerate an obstacle from rest to a given speed in an infinite medium of viscous fluid. Here the objective is to find the speed trajectory which corresponds to a global minimum for the energy expenditure functional. We note here that the above problem can be transformed into a nonstationary problem in the exterior domain by a simple change of coordinates. We only deal with translatory motions of the obstacle in this paper. The first step towards the theory is a well-posedness theorem which relates the generalised solution of the nonstationary Navier Stokes problem in the exterior domain to the prescribed speed of the obstacle. We have shown that for the two-dimensional problem this correspondence is unique and analytic. The central result of this paper is an existence theorem for the speed trajectory which corresponds to the absolute minimum for the energy expenditure. The Reynolds number in this theorem is arbitrary. The existence theorem for absolute minimum is the fundamental step in establishing a (Pontryagin type) Maximum principle to derive the necessary conditions and in the dynamic programming method (using the Hamilton-JacobiBellman equations) for the control synthesis in the feedback form [14, 13, 2].
Mathematical formulation
The governing equations for the moving obstacle problem can be transformed to describe a nonstationary exterior problem in the following way. First the Navier Stokes equations are written in an inertial coordinate system. We then transform these equations to the noninertial coordinate system fixed on the obstacle. Let Q obs be a bounded open set in R 2 with uniformly C 2 boundary dQ. Let us denote by Q:=R 2 \{Q o b s U dQ} the domain exterior to Q obs . Here Q contains the complete neighbourhood of infinity. The nonstationary exterior problem obtained using the above transformation method is the following: given the speed of the obstacle U: [ (2.1) Here u is the velocity field, p is the pressure field, v > 0 is the coefficient of kinematic viscosity, e x is the unit vector in the direction of the jcx-coordinate and U T and T are two given positive numbers.
Let us first derive an expression for the energy expenditure assuming sufficient smoothness and decay properties for the solution. We shall of course prove later that there are generalised solutions for which this (energy expenditure) functional is finite.
Let us denote by def u the deformation tensor, and by o,y the stress tensor <^ = -p 6 i y + 
Here, 6«(u, u, u -Ue x ) = f u ; |^ (u, -(/ <5 (1 ) dx.
Note that
By applying the divergence theorem and noting that u| 3 Q = 0, we get
Collecting all these results we get l/(r)F,(/) = J 4 f (»i--U 5 a) 2 dx + 2v f def u: def u rfx.
Integrating this equality with respect to t from 0 to T and noting that u(x, 0) = 0 and f/(0) = 0, we get the desired relationship for the energy expenditure. • Let us now introduce the functional framework that is used in this paper. We note here that [6] if (f> e W 0 (Q) then 0 | s n = 0 and 0 e Lf oc (Q).
If we identify /(Q) with its dual J(Q)' = ££(J(Q); R) using the Riesz representation theorem, we get the continuous and dense embedding
Characterisation of the Stokes operator and other relevant linear and multilinear operators
Let us first define the Stokes operator for the two-dimensional exterior problem and analyse its properties. Note that unlike the case of bounded domains, the Stokes operator for the exterior domain has an unbounded inverse. We denote by a(-, •) the symmetric bilinear form, a(u, v) = Vu . Vv dx.
Let us define the Stokes operator in the following way.
Given u e /i(Q), if there exists an element g e /(Q) such that a(u, v) = (g, v) 7(Q) , for all v e /, then we say u e D(A) and An = g. We have, in fact, the following theorem: We recall here that a densely defined linear accretive operator is maximal if and only if it is closed. Let us now prove the theorem.
Proof.
We shall obtain A as the strong limit of regularly accretive operators A £ as e-»0. Let us denote by a e (-, •) the symmetric bilinear form a E (u,v)= Vu-V\dx + e\ u.\dx, wi withO<e<l.
Using the Schwartz inequality, we obtain the continuity as |a,(u, v)| ^ ||u|| /l(n) ||v|U (Q) , for all u, v € / X (Q), for 0 ^ e < 1.
The coerciveness (.^(Q^-elliptic) property is obtained as: a,(u, u) § £ ||u||? l(Q) , for all u e MQ), for 0 < e < 1.
Note that at £ = 0, we have the following situation. The form is continuous: We can then easily show [15] that the properties of A and A defined in the theorem hold.
•
We note finally that since a(-, Moreover, since u e /i(Q) and solves
Hence, by the Schwartz inequality, We now use the following well-known inequality [6] which is valid for exterior two-dimensional domains:
From this, we get Moreouer,
Proof. The continuity estimate for the trilinear form and the results of the previous lemma gives us the required results using the Riesz Representation Theorem. • Let us now establish an important estimate on the trilinear form. Proof. The key to the proof is the construction of a certain cutoff function which has its origins in the works of Leray [8] and Hopf [4] . We write w 6 in the form
where 6 e is a positive scalar function satisfying the following properties. If the distance function is denoted as p(x) = dist (dQ, x), x e Q, then for a given e > 0, there exists a C 2 (Q) function 8 e (x) such that 8 e (x) = 1 for x in some neighbourhood of dQ which depends on £, 6 E = 0 if p(x) §? 2 exp (1/f) and in the strip in which 8 C varies, its derivatives satisfy
The properties of the Leray-Hopf cutoff function 8 E imply the following properties for the solenoidal vectorfield w s : w 6 = 0 in a neighbourhood of dQ which depends on e; w s = e x outside a neighbourhood of dQ which again depends on £. In the strip around dQ where w 6 is variable, the following estimate holds:
Let us now indicate briefly how to complete the proof of this lemma. The details are similar to those found in [6] for a similar lemma. Note that if we denote by Q d the subset of Q in which the vectorfield e x -w d is nonzero, then 
Proof. 
A priori estimates
A key result to be used in obtaining the a priori estimates is Lemma 3.8 where the number 6 can be taken as small as we wish. Let us introduce the following ) , for all
change of variables: u(x, t) -v(x, t) + U(t)w 6 (x). The problem then is to find
Combining these results, we get
IU(t)\

4
Integrating and noting that v(0) = 0 and U e H^O, T) a C(0, T), we get
This gives the first a priori estimate, which is known as the energy estimate. We note here that the constant C X {T, v, \\U\\ H^Oi T) ) grows with T.
We will see later that the above a priori estimate alone is sufficient to establish the existence and uniqueness of the weak solution. Let us now obtain additional a priori estimates. Notice that the governing equations can be written in the evolution form as 3 , at where t u f 2 and f 3 are independent of time and belong to J(Q 6 ). This form can be obtained by simply projecting the governing equation in to /(Q) using the orthogonal projector P 7 : L 2 (Q)->J(Q). We now take inner product with A\ to obtain C \\Vy\\{ Ha) Hence, using the regularity theorem for the Stokes Operator, we get ||Vv|| L 4 (n) = § C HVvllk^fllWH^Q) + \\Av\\ LHa) }'i, for all v € H\Q) n/ x (Q).
We thus have \b(y, v, Av)\ ^ C \\y\\[ 2(a) ||Vv|| L2(fi)
C \\y\\h (a) II
Now, using Young's inequality, we get
Combining all these estimates in (4.3), we get
Integrating with respect to t from 0 to t and noting that Vv(x, 0) = 0, we get using the a priori estimate (4.1)
where
Note that h(-) e L\0, T) due to the first a priori estimate (i). Dropping the second term in the left-hand side of (4.4) and using Gronwall's inequality, we get
jjup^ ||Vv(-, t)\\ L 2 (a)^C6 (T, v, \\U\\ HHo , T) ).
Using this again in (4.4), we get the second a priori estimate (4.2).
• LEMMA 
The energy estimate (4.1) implies the following a priori estimate for the time derivative:
\ Jo
Proof. We begin with the evolution form:
at We have noted earlier that ^ e i?(/ 1 (Q);/ 1 (Q)') ) B x e i?(/ 1 (Q);/(Q)) and B 2 e ). Thus we have
-Ay -t/(0Bi(v) -U(t)B 2 (y) e L 2 (0, r;/,( if veL°°(0, T;J(Q))nL 2 (0, TJ^Q)) and UeH\0,T). Moreover, using the properties of B(-, •),
f Jo due to the energy estimate. Combining these results and noting that f,e/(Q), i = 1, 2, 3, we get the desired a priori estimate. •
Well-posedness in the sense of Hadamard
In this section we study the well-posedness of the problem. We prove in particular that for each given U e H\0, T), there exists a unique solution v which depends continuously on U. Moreover, this dependence is analytic. Existence and uniqueness can be proved using the methods in [6] and we only sketch the details. The analytic dependence result is new and will be proved in complete detail.
Let us define the function space 3? as 
Then the embedding (i) %&<-+ C([0, T]; L 2 (0)) is continuous, and the embedding
These theorems can be deduced from well-known and more general results on vector-valued distributions [12] . Let us define a nonlinear map G(-, •) and the linear trace y 0 as Here d@ k = dQ U {|#| = r k }. In each of these subdomains & k the solutions v* satisfy the same a priori estimates with constants independent of the size of @ k .
G(v, U) = v, + vA\ + f/(0fi,(v) + U(t)B 2 (y) + B(\,
We can prove the existence of a unique generalised solution using Hopf s Galerkin-type construction. This gives us a sequence {v*}£ =1 € 2£, if we extend each v* as zero outside & k . The fact that each of these weak solutions satisfies the same a priori estimate with constants independent of the size of @ k allows us to take the limit to find the generalised solution in Q using the following theorem: A similar result (Lemma 6.9) will be proved later in the context of optimal solutions and the proof of this theorem is very similar. We note here that the a priori estimates B(y, h) + B(h, v) . Proo/. We have already established the continuity of this map. We only need to show that, for all (v, U) e % x H\0, T) and for all (g t , g 2 ) e L 2 (0, T; /,(Q)') x /(Q), the equation has a unique solution h 6 2£. This is the problem of evolution,
From this we get:
WMvuiy, U;h, r))\\ LHOiTM ay)xj(a) = C \\h\y \\rf\\ H \o.Ty
and h(0) = g 2 e/(£2).
Let us first obtain an a priori estimate for the solution by taking duality pairing with h. This gives
We use the following estimates: 
= C(T, v,
We can easily prove the existence of h e 3£ using this estimate by the method of Hopf [4] . The uniqueness is proved in the following way. If the data (g l5 
«-*» Jo Jo
Thus, combining these results, we get «?(v, t/) Slim inf ^(v",*/"), which proves the weak-sequential lower semicontinuity of the cost functional.
Sritharan
Let us now prove the optimality theorem. We consider the set Note that the coerciveness estimate will then imply that for all (v, U) e % , Thus from the lower semicontinuity inequality (6.5) we get /(».fi)^o. (6.7)
Inequalities (6.6) and (6.7) imply that This says that the pair (v, U) corresponds to the absolute minimum and hence represents the optimal solution. Now, in order to complete the proof, we state and prove the technical lemma used in the above proof. 
)'). dt
We now consider the terms WB^V), U n (B 2 (y") and B(v", v"). In order to establish their convergence, we note that the restriction of v" to 6 c c Q gives us a uniformly bounded (independent of the size of 0 and n) sequence in %g,. We then use the compactness of the embedding 2£ B czL 2 
