The rotor-router model, also known as the Propp machine, is a deterministic process analogous to a random walk on a graph. Instead of distributing tokens to randomly chosen neighbors, the rotor-router deterministically serves the neighbors in a fixed order. This paper is concerned with a generalized model, functional-router model. While the rotor-router is an analogy with a random walk consisting of only rational transition probabilities using parallel edges, the functional-router imitates a random walk containing irrational transition probabilities. For the functional-router model, we investigate the discrepancy on a single vertex between the number of tokens in the functional-router model and the expected number of tokens in a random walk. We present an upper bound of the discrepancy in terms of the mixing rate of the corresponding transition matrix. Using the result, we give a polynomial time deterministic sampler for particular #P-complete problems, such as 0-1 knapsack solutions, linear extensions, matchings, etc., for which rapidly mixing chains are known; Our deterministic algorithm provides samples from a "distribution" with a point-wise distance at most ε from the target distribution, in time polynomial in the input size and ε −1 . π max and π min are maximum/minimum values of π respectively, t * is the mixing rate of the corresponding Markov chain, and ∆ is the maximum degree of the transition diagram.
Introduction
The rotor-router model, also known as the Propp machine, is a deterministic process analogous to a random walk on a graph [41, 8, 30] . Instead of distributing tokens to randomly chosen neighbors, the rotor-router model deterministically serves the neighbors in a fixed order by associating to each vertex a "rotor-router" pointing to one of its neighbors. Doerr et al. [6, 10] first called the rotor-router model deterministic random walk, meaning a "derandomized, hence deterministic, version of a random walk."
Single vertex discrepancy for multiple-walk. Cooper and Spencer [8] are concerned with the model of multiple tokens (multiple-walk) on Z n , and investigated the discrepancy on a single vertex: they gave a bound that |χ
v ) denotes the number (resp. expected number) of tokens on vertex v ∈ Z n in a rotor-router model (resp. corresponding random walk) at time t on the condition that µ
v for any v, and c n is a constant depending only on n but independent of the total number of tokens in the system. Cooper et al. [6] showed c 1 ≃ 2.29, and Doerr and Friedrich [10] showed that c 2 is about 7.29 or 7.83 depending on the routing rules. On the other hand, Cooper et al. [5] gave an example of |χ
√ kt) on infinite k-regular trees, the example implies that the discrepancy can get infinitely large as increasing the total number of tokens.
Motivated by a derandomization of Markov chains, Kijima et al. [30] are concerned with multiplewalks on general finite multidigraphs (V, A), and gave a bound |χ v | = Ω(|A|). Kajino et al. [29] sophisticated the approach by [30] , and gave a bound in terms of the second largest eigenvalue and eigenvectors of the corresponding Markov chain, for an arbitrary irreducible finite Markov chain, which may not be lazy, reversible nor aperiodic.
For some specific finite graphs, namely hypercubes and tori, some bounds in terms of logarithm of the size of transition diagram are known. For n-dimensional hypercube, Kijima et al. [30] gave a bound O(n 3 ), and Kajino et al. [29] improved the bound to O(n 2 ). Recently, Akbari and Berenbrink [1] gave a bound O(n 1.5 ), using results by Friedrich et al. [17] . Akbari and Berenbrink [1] also gave a bound O(1) for constant dimensional tori. Those analyses highly depends on the structures of the specific graphs, and it is difficult to extend the technique to other combinatorial graphs. Kijima et al. [30] gave rise to a question if there is a deterministic random walk for #P-complete problems, such as 0-1 knapsack solutions, bipartite matchings, etc., such that |χ
v | is bounded by a polynomial in the input size.
Other topics on deterministic random walk. As a highly related topic, Holroyd and Propp [21] analyzed "hitting time" of the rotor-router machine with a single token (single-walk) on finite simple graphs, and gave a bound |ν
v denotes the frequency of visits of the token at vertex v in t steps, and π denotes the stationary distribution of the corresponding random walk. Friedrich and Sauerwald [18] studied the cover time of a single-walk version of the rotor-router machine for several basic finite graphs such as tree, star, torus, hypercube and complete graph.
Holroyd and Propp [21] also proposed a generalized model called stack walk, which is the first model of deterministic random walk for irrational transition probabilities, as far as we know. While Holroyd and Propp [21] showed the existence of routers which approximates irrational transition probabilities well, Angel et al. [2] gave a simple routing algorithm based on a "shortest remaining time." Shiraga et al. [43] , that is a preliminary work of this paper, independently investigated a model based on the van der Corput sequence, motivated by irrational transition probabilities, too.
As another topic on the rotor-router model, the aggregation model has been investigated [34, 32, 35, 36] . For a random walk, tokens in the Internal Diffusion-Limited Aggregation (IDLA) model on Z n asymptotically converge to the Euclidean ball [33] , and Jerison, Levine and Sheffield [26] recently showed the fluctuations from circularity are O(log t) after t steps. For the rotor-router model, Levine and Peres [34, 35, 36] showed that tokens in the rotor-router aggregation model also form the Euclidean ball, and showed several bounds for the fluctuations. Kleber [32] gave some computational results. Doerr, Friedrich, and Sauerwald [12] showed that information spreading by the rotor-router machine is faster than the one by a random walk on some specific graphs, namely trees with the common depth and the common degree of inner vertices, and random graphs with restricted connectivity. Doerr, Friedrich, Künnemann, and Sauerwald [11] gave some computational results for this phenomena. There is much other research on information spreading by the rotor-router machine on some graphs [3, 9, 13, 14, 15, 23] .
Our Results. This paper is concerned with a parallel walk version of the functional-router model, a generalization of the rotor-router model. While the rotor-router is an analogy with a random walk with rational transition probabilities, the functional-router imitates a random walk containing irrational transition probabilities by routing-functions defined on vertices. In the functional-router model, a configuration of M tokens over a finite set V = {1, . . . , N } is deterministically updated; let
denote the configuration at time t = 0, 1, 2, . . ., i.e., v∈V χ (t) v = M . For comparison, let µ (0) = χ (0) , and let µ (t) = µ (0) P t , then µ (t) ∈ R N ≥0 denotes the expected configuration of M tokens independently according to P for t steps. A main contribution of the paper is to show that |χ
v | ≤ 3(π max /π min )t * ∆ holds for any v ∈ V at any time t in case that the corresponding transition matrix P is ergodic and reversible, where = {1, . . . , N } be a finite set, and suppose that we wish to sample from V with a probability proportional to a given positive vector f = (f 1 , . . . , f N ) ∈ R N ≥0 ; for example, we are concerned with uniform sampling of 0-1 knapsack solutions in Section 6.3, where V denotes the set of 0-1 knapsack solutions and f v = 1 for each v ∈ V . The idea of a Markov chain Monte Carlo (MCMC) is to sample from a limit distribution of a Markov chain which is equal to the target distribution f / f 1 
be a transition matrix of a Markov chain with the state space V , where P u,v denotes the transition probability from u to v (u, v ∈ V ). A transition matrix P is irreducible if P t u,v > 0 for any u and v in V , and is aperiodic if GCD{t ∈ Z >0 | P t
x,x > 0} = 1 holds for any x ∈ V , where P t u,v denotes the (u, v) entry of P t , the t-th power of P . An irreducible and aperiodic transition matrix is called ergodic. It is well-known for a ergodic P , there is a unique stationary distribution π ∈ R N ≥0 , i.e., πP = π, and the limit distribution is π, i.e., ξP ∞ = π for any probability distribution ξ ∈ R N ≥0 on V . An ergodic Markov chain defined by a transition matrix P ∈ R N ×N ≥0 is reversible if the detailed balance equation
holds for any u, v ∈ V . When P satisfies the detailed balance equation, it is not difficult to see that f P = f holds, meaning that f / f 1 is the limit distribution (see e.g., [37] ). Let ξ and ζ be a distribution on V , then the total variation distance D tv between ξ and ζ is defined by
Note that D tv (ξ, ζ) ≤ 1, since ξ 1 and ζ 1 are equal to one, respectively. The mixing time of a Markov chain is defined by
for any ε > 0, where P t v,· denotes the v-th row vector of P t ; i.e., P t v,· denotes the distribution of a Markov chain at time t stating from the initial state v ∈ V . In other words, the distribution P t v,· of the Markov chain after τ (ε) transition satisfies D tv (P t v,· , π) ≤ ε, meaning that we obtain an approximate sample from the target distribution.
For convenience, let h(t) def.
= max w∈V D tv P t w,· , π for t ≥ 0, then it is well-known that h satisfies a kind of submultiplicativity. We will use the following proposition in the analysis of our algorithm in Section 4. See [37] or Appendix A for the proof. Thus, t * def. = τ (1/4), called mixing rate, is often used as a characterization of P .
Model and Main result
A functional-router model is a deterministic process analogous to a multiple random walk. Roughly speaking, tokens on u moves to a neighboring vertex v with probability P u,v in a multiple random walk, whereas a router defined on each vertex u deterministically serves tokens to v at a rate of P u,v in a functional-router model. To get the idea, let us start with explaining the rotor-router model (see e.g., [8, 30] ), which corresponds to a simple random walk on a graph, in Section 3.1.
Rotor-router model
≥0 be an initial configuration of tokens, and let χ (t) ∈ Z N ≥0 denote the configuration of tokens at time t ∈ Z ≥0 in the rotor-router model. A configuration χ (t) is updated by rotor-routers on vertices, as follows. Without loss of generality, we may assume that an
for j ∈ Z ≥0 . Let
v,u denotes the number of tokens served from v to u in the update. Then, χ (t+1) is defined by
holds, which implies that the "outflow ratio" t s=0 Z
v of tokens at v to u approaches asymptotically to 1/δ(v) as t increasing. Thus, the rotor-router hopefully approximates a distribution of tokens by a random walk. = {1, . . . , N }, where P u,v denotes the transition probability from u to v (u, v ∈ V ). Note that P u,v may be irrational 2 . In this paper, we assume that P is ergodic and reversible (see Section 2) . Let µ (0) = (µ
Functional-router model
≥0 denote an initial configuration of M tokens over V , and let µ (t) ∈ R N ≥0 denote the expected configuration of tokens independently according to P at time t ∈ Z ≥0 , i.e., µ (t) 1 = M and
Note that E may contain self-loop edges, and also note that |E| ≤ N 2 holds. Let N (v) denote the (out-)neighborhood 3 
Let χ (0) = µ (0) , and let χ (t) ∈ Z N ≥0 denote the configuration of tokens at time t ∈ Z ≥0 in the functionalrouter model. A configuration χ (t) is updated by functional-routers σ v : Z ≥0 → N (v) defined on each v ∈ V to imitate P v,u . To be precise, let
1 In Section 5.2, we are concerned with the model on multidigraphs. 2 e.g., Pu,v = √ 5/10, exp(−10), sin(π/6), etc. are allowed. 3 Since P is reversible, u ∈ N (v) if and only if v ∈ N (u), and then we abuse
for v, u ∈ V and for any z, z ′ ∈ Z ≥0 satisfying z < z ′ , for convenience. Then, σ v is designed such as to minimize
for z ∈ Z ≥0 . Some specific routing-functions are given in Sections 5.1, 5.2, and 5.3. Let
for each u ∈ V . We in Section 5 show examples of functional-routers, in which the "outflow ratio" t s=0 Z
from v to u approaches asymptotically to P v,u as t increases, meaning that the functional-router hopefully approximate a distribution of tokens by a random walk.
Main results
Our goal is to estimate the discrepancy |χ
and then, the following is our main theorem.
be a transition matrix of a reversible and ergodic Markov chain with a state space V , and let π be the stationary distribution of P . Then, the configurations χ (T ) and µ (T ) of tokens in a functional-routing model and in its corresponding random walk satisfy
We remark that
holds, since
holds by the definition. We give upper bounds of Ψ σ for some specific routing-functions. See sections 5.1, 5.2, and 5.3, considering (9).
Analysis of the Point-wise Distance
This section proves Theorem 3.1. Our proof technique in this section is similar to previous results [8, 30] .
To begin with, we establish the following key lemma.
be a transition matrix of a reversible and ergodic Markov chain with a state space V , and let π be the stationary distribution of P . Then, the configurations χ (T ) and µ (T ) of tokens in the algorithm and in corresponding random walk satisfy
holds for any w ∈ V and for any T ≥ 0.
Proof. Remark that
holds where the last equality follows the assumption χ (0) = µ (0) . It is not difficult to see that
holds, thus we have
holds. for any t ≥ 0. Hence
v,u holds by definition (7) . Thus,
holds, and we obtain the claim. Now, we are concerned with reversible Markov chains, and show the theorem 3.1.
Proof of Theorem 3.1. By Lemma 4.1 and (8), we obtain that
holds. Since P is reversible, P t u,w = πw πu P t w,u holds for any w and u in V (see Proposition A.5 in Appendix A). Thus
where the last equality follows the fact that u∈V |P t w,u − π u | = 2D tv P t w,· , π , by the definition of the total variation distance (2). By Proposition 2.1, we obtain the following.
Lemma 4.2.
For any v ∈ V and for any T > 0,
holds for any γ (0 < γ < 1/2).
Proof. Let h(t) = max w∈V D tv P t w,· , π , for convenience. Then, h(t) is at most 1 for any t ≥ 0, by the definition of the total variation distance (2). By Proposition 2.1,
holds, and we obtain the claim.
Now we obtain Theorem 3.1 from (14) and Lemma 4.2
Various Model
In section 4, we gave a bound of |χ
This section shows some routing functions, namely greedy routing in Section 5.1, rotor-router on multigraph in Section 5.2, and the functionalrouter based on the van der Corput sequence in Section 5.3, and gives upper bounds on |χ
w | for them. Greedy routing (Section 5.1), originally given by Holroyd and Propp by the name of stack-walk, and the functional-router based on the van der Corput sequence (Section 5.3) are to be used for irrational transition probabilities, while the rotor-router on multidigraph (Section 5.2) was discussed in [30, 29] to deal with rational transition probabilities.
Greedy routing
This section introduces greedy routing, which is given by Angel et al. [2] and Tijdeman [46] . The functional-
. If there are two or more such u ∈ T v (i), then let u * be the minimum in them in a (prescribed) order.
holds for any u, v and i, by an induction on i ∈ Z ≥0 . The following theorem is due to Angel et al. [2] and Tijdeman [46] . Theorem 5.1. [46, 2] For any transition matrix P ,
Theorem 5.1 is firstly given by Tijdeman [46] , where he gave a slightly better bound
Angel et al. [2] rediscovered Theorem 5.1 in the context of deterministic random walk (see also [21] ), where they also showed a similar statement holds even when the corresponding probability is time-inhomogeneous.
Theorem 5.1 and (9) imply that
holds for the greedy-routing model. Thus, we immediately obtain the following theorem by Theorem 3.1 and (15).
be a transition matrix of a reversible and ergodic Markov chain with a state space V , and let π be the stationary distribution of P . Then, the configurations χ (T ) and µ (T ) of tokens respectively in a greedy-routing model and in its corresponding random walk satisfy
for any w ∈ V and T ≥ 0.
Rotor-router on multidigraph
The rotor-router model described in Section 3.2 can be generally considered on digraphs with parallel edges (i.e., multidigraphs). Kijima et al. [30] and Kajino et al. [29] are concerned with the rotor-router model on finite multidigraphs. Suppose that P is a transition matrix with rational entries. For each v ∈ V , letδ(v) ∈ Z ≥0 be a common denominator (or the least common denominator) of P v,u for all u ∈ N (v), meaning that
For the rotor router on a multidigraph, it is not difficult to observe the following.
Observation 5.3. Ψ σ = max vδ (v) holds for the rotor-router model on a multidigraph.
By Theorem 3.1, and the above observation, we obtain the following theorem.
be a transition matrix of a reversible and ergodic Markov chain with a state space V , and let π be the stationary distribution of P . Then, the configurations χ (T ) and µ (T ) of tokens respectively in a rotor-router model and in its corresponding random walk satisfy
Routing based on the van der Corput sequence
This section gives a router σ based on the van der Corput sequence [48, 40] , which is a well-known lowdiscrepancy sequence. The van der Corput sequence ψ : Now, given i ∈ Z >0 , we define σ v (i) as follows. Without loss of generality, we may assume that an ordering
where 0 j=1 P v,u j = 0, for convenience. For the van der Corput sequence, the following theorem, due to van der Corput [48] , is known.
Theorem 5.5. [48] For any transition matrix P ,
holds for any v, u ∈ V and any z ∈ Z >0 .
More sophisticated bounds are found in [40] . Carefully examining Theorem 5.5, we obtain the following lemma. See Appendix B for the proof. 
holds for any v, u ∈ V , and for any z, z ′ ∈ Z ≥0 satisfying z ′ > z.
Lemma 5.6 suggests the following lemma. be a transition matrix of a reversible and ergodic Markov chain with a state space V , and let π be the stationary distribution of P . Then, the configurations χ (T ) and µ (T ) of tokens respectively in a functional-routing model based on the van der Corput sequence and in its corresponding random walk satisfy
Though the bound depends on log M , |χ 
Deterministic Sampling
This section presents deterministic sampling algorithm based on a (version of) functional routing model, as an application. We explain our algorithm in Section 6.1, and show our main theorem in Section 6.2. Note that our following algorithm is oblivious; while the rotor-router model or greedy-routing model memorizes the configurations of tokens and routers, our algorithm memorizes the configuration of tokens only. It makes the description of the algorithm simple, compared with other deterministic random walks.
We show detailed description of deterministic sampling algorithms for particular applications, such as 0-1 knapsack solutions (Section 6.3), linear extensions (Section 6.4), matchings (Section 6.5), and q-coloring (Section 6.6), where we also discusses the computational complexities of our algorithm for the applications. Note that a similar (or essentially the same) bounds also hold on the greedy-routing model
Sampling algorithm
The algorithm is essentially the greedy-routing model described in Section 5.1, but routing-functions are reset at (the beginning of) each time. Let χ (0) = µ (0) , and let χ (t) ∈ Z N ≥0 denote the configuration of tokens at time t ∈ Z ≥0 in our algorithm. A configuration χ (t) is updated, imitating P v,u , as follows. Without loss of generality, we may assume that an arbitrary ordering u 1 , . . . , u δ(v) is defined on N (v) for each v ∈ V .
Then, we define the number of tokens Z (t) v,u sent from v to u during the time interval from t to t + 1 by
where
denoting the number of "surplus" tokens. Then, χ (t+1) is defined by
for each u ∈ V . It is not difficult to see the following observation.
Observation 6.1. For the above algorithm,
holds for any u, v, ∈ V and t ≥ 0.
Upper bound of the point-wise distance
Let µ (t) = µ (t) /M , for simplicity, then clearly µ (∞) = π holds, since P is ergodic (see Section 2). By the definition of the mixing time, D tv ( µ (τ (ε)) , π) ≤ ε holds where τ (ε) denotes the mixing time of P , meaning that µ approximates the target distribution π well. Thus, we hope our deterministic sampler that the "distribution" χ (T ) def. = χ (T ) /M approximates the target distribution π well. We define a point-wise distance D pw (ξ, ζ) between ξ ∈ R N ≥0 and ζ ∈ R N ≥0 satisfying ξ 1 = ζ 1 = 1 by
be a reversible transition matrix with a stationary distribution π, then
Proof. We can apply Theorem 3.1 for algorithm described in section6.1 since (19) holds. Note that Ψ σ = 1 holds by observation 6.1, we have
holds. Then, taking γ = 1/4 and divide by M both sides, we obtain the claim.
In a special case that the stationary distribution is uniform, we obtain the following by Theorem 6.2.
be an ergodic and reversible transition matrix with a uniform stationary stationary distribution π. Set M ≥ 6ε −1 t * ∆, then the "distribution" χ (T ) of the deterministic sampler after T ≥ τ (ε/2) steps satisfies that D pw χ (T ) , π ≤ ε.
In the following section, we show some examples of polynomial-time deterministic samplers for uniform sampling of combinatorial objects, whose counting is known to be #P-complete.
0-1 knapsack solutions
Given a ∈ R n ≥0 and b ∈ R ≥0 , the set of the 0-1 knapsack solutions is defined by
Note that stationary distribution of P Kna is uniform distribution since P Kna is symmetric. The following theorem is due to Morris and Sinclair [38] . For the Markov chain defined by P Kna , our deterministic sampler is described as follows. Note that the following implementation is not optimized the time and space complexity, for simplicity of the arguments.
Algorithm 1.
Step 0. Set W 0 [i] := 0 for each i = 1, . . . , M . % W t [i] stores a solution in Ω Kna , where token i is. x to neighboring vertices according to (18) for each x ∈ Ω Kna satisfying that S 
where π is the uniform distribution over Ω Kna . The running time of Algorithm 1 is
where O * ignores poly log term.
Proof. We check Algorithm 1 for each Step.
Step x to go to the neighboring vertex according to (18) , in O(nχ (t) x ) time, like the rotor-router. Since we repeat Step 1 T times, then we obtain the time complexity O(T M log(M ) n poly(log a, log b)). Now, (22) is clear from Corollary 6.3, since Algorithm 1 is an implementation of the deterministic sampler in Section 6.1.
Linear extensions of a poset
Let S = {1, 2, . . . , n}, and Q = (S, ) be a partial order. A linear extension of Q is a total order X = (S, ⊑) which respects Q, i.e., for all i, j ∈ S, i j implies i ⊑ j. Let Ω Lin denote the set of all linear extensions of Q. We define a relationship X ∼ p X ′ (p ∈ {1, . . . , n}) for a pair of linear extensions X and X ′ ∈ Ω Lin satisfying that x p = x ′ p+1 , x p+1 = x ′ p , and x i = x ′ i for all i = p, p + 1, i.e., X = (x 1 , x 2 , . . . , x p−1 , x p , x p+1 , x p+2 , . . . , x n )
holds. Then, we define a transition matrix P Lin ∈ R |Ω Lin |×|Ω Lin | by
for X, X ′ ∈ Ω Lin , where N Lin (X) = {Y ∈ Ω Lin | X ∼ p Y (p ∈ {1, . . . , n − 1})} and F (p) = p(n−p) 1 6 (n 3 −n) . Note that P Lin is ergodic and reversible, and its stationary distribution is uniform on Ω Lin [4] . The following theorem is due to Bubley and Dyer [4] . Theorem 6.6. [4] For P Lin ,
holds for any γ > 0.
For the Markov chain defined by P Lin , our deterministic sampler is described as follows.
Algorithm 2.
Step 0. Set W 0 [i] := X ′ for each i = 1, . . . , M . % X ′ ∈ Ω Lin is a linear extension.
Step 1.
X to neighboring vertices according to (18) for each X ∈ Ω Lin satisfying that S then Algorithm 2 outputs M sample over Ω Lin satisfying that
where π is the uniform distribution over Ω Lin . The running time of Algorithm 2 is
Proof. We check Algorithm 2 for each Step.
Step 0 sets all M tokens on X ′ ∈ Ω Lin , which takes O(M n + n 2 ) time, since it takes O(n 2 ) time to pick a linear extension X ′ by topological sorting.
Step 1(a) takes O(nM log(M )) time, by heapifying W t [i] (i = 1, . . . , M ) with the lexicographic order on Ω Lin . Step 1(b) takes O(n log n) time 4 to find all feasible solutions neighboring to X. Since we repeat Step 1 T times, then we obtain the time complexity O(T n M log(M )). Now, (24) is clear from Corollary 6.3, since Algorithm 2 is an implementation of the deterministic sampler in Section 6.1.
Matchings in a graph
Counting all matchings in a graph, related to the Hosoya index [22] , is known to be #P-complete [47] . Jerrum and Sinclair [27] gave a rapidly mixing chain. This Section is concerned with sampling of all matchings in a graph. Remark that counting all perfect matchings in a bipartite graph, related to the permanent, is also well-known #P-complete problem, and Jerrum, Sinclair, and Vigoda [28] gave a celebrated FPRAS based on an MCMC method using annealing. To apply our algorithm to sampling perfect matchings, we need some assumptions on the input graph (see e.g., [44, 27, 28] ).
Let Let Ω Mat denote the set of all possible matchings of H. The we define the transition matrix P Mat ∈ R |Ω Mat |×|Ω Mat | by
for any M, M ′ ∈ Ω Mat . Note that P Mat is ergodic and reversible, and its stationary distribution is uniform on Ω Mat [27] . The following theorem is due to Jerrum and Sinclar [27] .
Theorem 6.8. [27] For P Mat , τ (γ) ≤ 4mn(n ln n + ln γ −1 )
For the Markov chain defined by P Mat , our deterministic sampler is described as follows.
Algorithm 3.
Step 0. Set W 0 [i] := ∅ for each i = 1, . . . , M . Step 1 T times, then we obtain the time complexity O(T mM log(M )). Now, (25) is clear from Corollary 6.3, since Algorithm 3 is an implementation of the deterministic sampler in Section 6.1.
q-coloring of a graph
Let H = (U, F ) be an undirected graph, where |U | = n and |F | = m, and let Q = {1, . . . , q} be a set of colors. The set of proper q-coloring of H is defined by
This chain is known as the Glauber dynamics for proper q-colorings. Note that P Col is ergodic and reversible, and its stationary distribution is uniform on Ω Col [25] . The following theorem is due to Jerrum [25] . Theorem 6.10. [25] For P Col ,
holds for any γ > 0 in case that q > 2∆ H , where ∆ H denotes the maximum degree of H.
For the Markov chain defined by P Col , our deterministic sampler is described as follows.
Algorithm 4.
Step 0. Note that maximum degree of transition diagram of P Col is at most nq, we obtain the following theorem. 
where π is the uniform distribution over Ω Col . The running time of Algorithm 4 is
where O * ignores poly log term. 
Concluding Remarks
This paper is concerned with the functional-router model, that is a generalization of the rotor-router model, and gave an upper bound of |χ
v | for the general function-router model in case of the corresponding Markov chain is reversible. We also better bounds for several specific models, such as greedy-routing, rotorrouter model on multidigraphs, and the functional-routing model based on the van der Corput sequence. We then proposed a deterministic sampling algorithm, and gave an upper bound of the point-wise distance. Using the deterministic sampling algorithm, we obtain polynomial-time deterministic algorithms for uniform sampling of knapsack solutions, linear extensions, matchings, q-coloring, etc. A bound of the point-wise distance independent of π max /π min is a future work. Development of deterministic approximation algorithms based on the deterministic sampler for #P-hard problems is a challenge.
holds for any t ≥ 0.
Proof. Let e v ∈ R |V | denote the v-th unit vector. By Lemma A.1,
holds for any v ∈ V , and we obtain h(t) ≤h(t).
By the definition of the total variation distance,
holds for any v, w ∈ V . We obtainh(t) ≤ 2h(t).
Proof. Let ξ + , ξ − ∈ R |V | be defined by ξ + i = max{ξ i , 0} and ξ − i = max{−ξ i , 0}. Then,
holds, thus we obtain
Since i∈V ξ i = 0,
holds by (29) , and we obtain the first inequality. Now, we show the second inequality. By the definition of ξ + and ξ − ,
holds. Thus, by (31) and (32), 
holds, and we obtain the claim. hold for any s, t ≥ 0.
Proof. By Lemma A.3,
holds for any v ∈ V , and we get h(s + t) ≤ h(s)h(t). Similarly,
holds for any v, w ∈ V , and we geth(s + t) ≤h(s)h(t).
Proof of Proposition 2.1. Using Lemma A.4,
holds. By Lemma A.2,
A.2 Supplemental proof of Theorem 3.1
We show the following proposition, appearing in the proof of Theorem 3.1.
holds for any u, v ∈ V and for any t ≥ 1.
Proof. We show the claim by an induction of t. For t = 1, the claim is clear by the definition of reversible. Assuming that π u ′ P t u ′ ,v ′ = π v ′ holds for any u ′ , v ′ ∈ V , we show that π u P t+1 u,v = π v P t+1 v,u holds for any u, v ∈ V as follows;
We obtain the claim.
B Supplemental Proofs in Section 5.3
This section presents a proof of Theorem 5.5 and Lemma 5.6. To begin with, we remark two lemmas concerning the function ψ defined by (17) .
Lemma B.1. For any i ∈ Z ≥0 and any k ∈ Z ≥0 ,
Proof. In case of i < 2 k , the claim is easy since ψ(i mod 2 k ) = ψ(i) and ψ(⌊i/2 k ⌋) = ψ(0) = 0 holds. Suppose that i ≥ 2 k , and that i is represented in binary as i = ⌊lg i⌋ j=0 β j (i)· 2 j using β j (i) ∈ {0, 1} (j ∈ {0, 1, . . . , ⌊lg i⌋}). Then, 
for z, z ′ ∈ Z ≥0 satisfying z < z ′ . For convenience, we define Φ[z, z) = ∅. It is not difficult to see that 
holds for each i ∈ {0, 1, . . . , 2 k − 1}. The observation (36) implies that ψ (z + i) mod 2 k | i ∈ {0, 1, . . . , 2 k − 1} = j 2 k | j ∈ {0, 1, . . . , 2 k − 1} (38) holds. Notice that (38) implies ψ (z + i) mod 2 k = ψ (z + i ′ ) mod 2 k for any distinct i, i ′ ∈ {0, 1, . . . , 2 k − 1}. Now, the claim is clear by (37) and (38) .
Note that Lemma B.3 implies that
using appropriate θ(i) ∈ [0, 1) for i = 0, 1, . . . , 2 k − 1. In a similar way, we also have |Φ * [z 0 , z 0 + z)| > 2(⌊lg z⌋ − 1) + z· (y − x), and we obtain the claim. By Lemma B.5, it is not difficult to see Theorem 5.5 and Lemma 5.6 holds.
