Abstract. We present a linear-time algorithm for sparse symmetric matrices which converts a matrix into pentadiagonal form ("bandwidth 2"), whenever it is possible to do so using simultaneous row and column permutations. On the other hand when an arbitrary integer k and graph G are given, we show that it is NP-complete to determine whether or not there exists an ordering of the vertices such that the adjacency matrix has bandwidth -<k, even when G is restircted to the class of free trees with all vertices of degree -<3. Related problems for acyclic directed graphs (upper triangular matrices) are also discussed.
When G has no edges, its bandwidth is trivially -oo. Otherwise the bandwidth will be as low as 1 if and only if each component of G is an isolated point or a path, namely a subgraph of the form v l v2... v,, where vi---vj iff li-fl- 1. It is easy to determine whether or not Bandwidth(G)= 1, even when G is not known to be connected, in linear time; in other words, there is an algorithm which decides in O(n)steps whether or not a sparse matrix can be converted to tridiagonal form by simultaneous row and column permutations.
(See [13] .) The simplicity of this algorithm suggests naturally that the next harder case might not be too difficult, and indeed we shall see below that the condition Bandwidth(G) 2 can be tested in linear time. However, the algorithm which achieves this is quite intricate, and there appears to be no elegant way to characterize graphs of bandwidth 2.
The authors have been unable to construct a polynomial-time algorithm that decides whether or not Bandwidth (G)= 3. The bandwidth 2 case indicates some of the difficulties which must be surmounted. Section [31] , yet it is NP-complete for general graphs [17] .
Section 9 considers the analogous problems which arise when acyclic directed graphs replace undirected graphs. Several open problems conclude the paper. 2 . Preliminaries for the algorithm. In this section we shall begin to develop an algorithm that tests whether or not Bandwidth(G)= 2. We shall assume that G is connected and that it has at least one vertex of degree ->-3. (If all vertices are of degree -<-2, it is easy to see that Bandwidth(G)<=2, since such a graph is a collection of isolated points, paths, and cycles.) The connectedness assumption implies that G has at least n 1 edges, and on the other hand we may assume that G has at most 2n-3 edges since a graph of bandwidth k cannot have more than (n 1)+ (n 2)+... + (n k) pairs of adjacent vertices. Therefore our algorithm will take O(n)steps if its running time is bounded by a constant times the number of edges in G.
In order to get into the right frame of mind for this problem, the reader is urged to try his or her hand at finding a bandwidth-2 layout for the graph in Fig. 1 . Like all graphs of bandwidth 2, this one is rather "skinny"; a breadth-first search will not involve many unexplored nodes at any time. The puzzle which the reader is now asked to try is simply this" Arrange the 27 vertices of Fig. 1 into a straight line so that all pairs of vertices which are directly linked in that graph are separated by at most one other vertex in the line. (This puzzle is not quite so easy as it looks. The algorithm we shall develop is supposed to work in linear time, essentially without backing up, but no such restriction is being imposed on the reader.) steps. Therefore our algorithm will assume that this precomputation has been carried out. The values of for the example graph in Fig. 1 will be convenient to ignore this fine distinction in our informal discussion.) By looking at how the active vertices of f interact with vertices U, it may be obvious that f cannot be completed. Otherwise the subalgorithm will find a sufficiently general extension of f, namely an extension layout f' which can be completed whenever f can be; and f' will have one of the three basic types. If any suitable extension is found, the string p corresponding to f will be replaced by the string corresponding to f', and the process will continue until either reaching an impasse or a complete layout. The running time for each extension step will be bounded, except in one case where the running time can be "charged" to subsequent extension steps; hence the total time will be O(n). Recall that tasks of Type B are specified by the string q a(a,,,b,,,)... (albl), for some m >_-1, where at most a and bl are active. Actually q represents a potential choice between two partial layouts, aa,,b,,.., axbx and ab,,,a,,,.., bxax.
For convenience we shall write a ax, b bl; we may assume by symmetry that n(a)<-n(b). nA and A/4 < ai < A/2 for each i, the 3-partition problem asks whether or not there is a way to partition the integers {1,2,...,3n} into disjoint triples Ta,..., T, so that 7". {ai]] T} A for 1-<iN n. In other words it is a special bin-packing problem, where we are to take 3n objects of integer sizes a, a2 a3n and pack them into n boxes of size A whenever possible. The condition A/4 < ai < A/2 means that each box in any such packing must contain exactly three objects.
Given the specification of a 3-partition problem, our job is to construct an integer k and a free tree G whose vertices all have degree =<3, such that there is a 3-partition if and only if Bandwidth (G) -< k. From the proof in 14] it suffices to do this with a tree whose size is at most a polynomial in n and A, since the 3-partition problem is NP-complete even when the magnitudes of all 3n numbers are bounded above by a (suitably large)polynomial function of n. (See [15] for a discussion of this "strong NP-completeness" property.)
The free trees we shall construct bear more resemblance to pelagic hydrozoa of the order Siphonophora than to actual trees, so we shall find it convenient to use terms from marine biology rather than botany. Our construction involves parameters ml m3n, d, and k which we shall specify later after the properties we need for the proof have been explained.
The graphs of interest to us all have the general structure shown in Fig. 3 . There is a long stem, a path in which every dth vertex has a special name; the There are also 3n long tentacles attached to special vertices tl,..., t3n; the ith tentacle consists of a long filament followed by 2mi nematocysts as shown in Fig. 4 We have noted that the special vertices bo, h 1, bl,..., b2n+3 are separated by distance d; our construction will also have the property that every node of a polyp /-/, Pi, or F is distance -<d from its "central" node hi, pi, or/. Now we shall impose further constraints on the construction, so that it will not be easy to make layouts of bandwidth k. In the first place, we will require each of the heads to contain exactly 2dk 1 vertices. This means that there are exactly 2dk vertices # hi at distance ->d from hi (since each head touches two boundary nodes bj), so it is necessary to lay these vertices out in such a way that the dk nearest locations on each side of hi are occupied by precisely those elements at distance d or less in the graph. In particular, consider the layout of H1, and assume without loss of generality that vertex bl occurs to the right of hi; then all of the other polyps must appear to the right of H in the layout, since there is no way for any of their vertices to get to the left of hi without making the bandwidth > k. A similar argument applies to the third head H3, which therefore must appear (together somehow with b2n+3) at the extreme right of the layout. All of the other polyps, and all of the tentacles, must appear between H and H3.
We shall arrange things so that the total number of vertices in the graph is exactly (2n + 3)(2dk)+ 1. This means that the situation will be very "tight": There are (2n + 1)(2dk)-1 vertices which must appear in the layout between bl and b2n+2, but vertices bl and b2n+2 are at distance (2n + 1)(2d) from each other in the graph, so we must conclude that the stem between bl and bzn+2 is stretched tightly.
In other words, two adjacent nodes in this portion of the stem must be placed k positions apart. (It does not follow that the stem from b0 to h or from h3 to bzn+3 is stretched; b0 might even appear to the right of hi. But all we are using H1 and H3 By choosing the values of c, rnl m3n we will be able to guarantee that exactly 3i tentacles come through F. Consider first P, which must contain c + 6d tentacle vertices; these must come from at most three different tentacles because of the constraint on rl. If we choose each m as a function of the given numbers a so that the number of nodes in two tentacles is always less than c + 6d, then P] must contain vertices from exactly three different tentacles, and it must include all of their nematocysts too because of the constraint on F]. Furthermore we will be able to argue in the same way that P& must now include all the nematocysts of three other tentacles because of the constraint on F, and so on.
In order to make this argument go through properly we will want to define things so that the three tentacles whose nematocysts appear in P have their filaments "pulled completely through" the succeeding regions, with exactly 2d vertices of their filaments appearing in each of F, Pi+l nematocysts and somewhere between 0 and 3(4dn-(2n-2i+1)(2d))= 12di 6d filament nodes. It follows that c A and exactly 12di 6d filament nodes are present.
The lemma proves that a bandwidth-k layout for a graph of this kind necessarily leads to a valid 3-partition. To complete the proof of the theorem, we must define the graphs so that existence of a 3-partition is sufficient to imply the existence of a layout with bandwidth k. This means in particular that we will have to choose d and k appropriately. Furthermore the graphs must be constructible by an algorithm whose running time is bounded by a polynomial in n and A.
In the first place we want to choose k large enough that P, contains at least 2d-1 vertices, hence we require k >-6nA +9n-5.
For convenience we let k be the smallest power of 2 satisfying this condition, and we write k=2 . A similar procedure is used to construct the other polyps Pi and F. In each case we wish to remove 2dx nodes from a full head polyp, for some integer x, and we do this by removing x nodes between each pair of adjacent stem nodes. The x nodes immediately to the right of each stem node in Fig. 5 are simply deleted from the graph, together with all edges touching them, and the "thread branch" is reconnected for the remaining nodes; again the mirror image of this pattern is used to the left of the center vertex, and we clearly have a tree. It is easy to see that the resulting polyp has a layout of length 2dk-1 in which the x positions just to the left of each stem node are empty. (Simply shift all nonstem vertices which lie to the right of the center vertex exactly x places to the left.) These x slots form x parallel "channels" through which filaments can pass.
Now it is not difficult to see how to embed the tentacles into these polyp layouts whenever a 3-partition is given. For example, we can place filaments for the three tentacles specified by T1 into the rightmost three channels of F1, P2, F2 P,, F,. Now it is easy to make the remaining nematocyst and filament nodes fit into the remaining spaces in P1 without exceeding bandwidth k; further details are left to the reader. It is possible to link up any channel in F, with any t, since k -> 6n. 71 9. Directed bandwidth. Analogous problems can be studied when G is an acyclic directed graph, where we require its layout to be a topological sorting of the vertices; in other words, we stipulate that f(u) < f(v) whenever u v in the graph, and we ask for the minimum bandwidth subject to this constraint.
The algorithm in 2 through 7 above can readily be modified to test for "directed bandwidth 2." In fact, the situation becomes so much simpler that it is tempting to try for directed bandwidth 3 in polynomial time.
The NP-completeness construction in 8 can be modified in a straightforward way to obtain an analogous result.
THEOREM. The following problem is NP-complete Given an integer k, and given a directed graph which is an oriented tree having no vertices of in-degree >2, is its directed bandwidth <= k ?
(Each vertex of an oriented tree has out-degree -<_ 1, and there are no cycles.)
The analogous problem of minimizing Y (f(v)-f(u)) over all topological sortings of a general acyclic directed graph has recently been proved NP-complete by E. L. Lawler [26] ; on the other hand Adolphsota and Hu [1] have resolved this problem in polynomial time when the directed graph is an oriented tree, even when the arcs have been assigned arbitrary weights. The above theorem indicates that the bandwidth problem is somewhat harder than this optimal ordering problem, in the directed as well as the undirected case. 10 . Some open problems. The Question (b) is of potential interest because there seems to be a vague connection between efficient algorithms for enumeration and efficient algorithms for testing existence. For example, there is a determinant formula for evaluating the number of spanning trees of a graph, and there are efficient algorithms for testing connectedness. The problems of enumerating the number of hamiltonian paths of a graph, or the number of ways to satisfy a given set of clauses, etc., do not seem to be in NP; there most likely are polynomial-time reducibilities between such problems, but such transformations remain to be investigated. In the case of bandwidth-2 layouts for a graph, there is a linear time algorithm for existence, yet no apparently "nice" characterization. So this is a candidate problem in which enumeration might be definitely more difficult than existence.
Question (c) is suggested by the observation that the stated problem is solvable in polynomial time for m 1 [31] ., but as rn increases the best layouts are eventually those with minimum bandwidth.
All four problems can be considered also for the case of directed bandwidth. Another interesting question is to discover how far from optimum the various heuristic methods for bandwidth reduction can be; see the references below for several approaches that have been proposed.
