Predictive mathematical models of the interactions of a genetic network can provide insight into the mechanisms of gene regulation, the role of various genes within a network and how multiple genes interact leading to complex traits. However, identification of the parameters and interactions is currently a limiting step in the development of such models. This work reviews the state of the art for design of experiments in biological systems and demonstrates the need for improved design of experiments through the use of a model system. Appropriate design of experiments has a profound impact on the ability to identify a model and on the quality of resulting identified model. Key issues include the selection of appropriate input sequences (e.g. random, independent multivariate inputs) and the selection of the sampling frequencies. This work demonstrates that these issues are especially important in the identification of biochemical networks and that the traditional biochemical approach is incapable of truly identifying the behavior present in such networks.
BACKGROUND
One of the key challenges facing biology today is model identification. Model identification involves finding a mathematical model of a biological network given a class of tentative model structures and experimental data ( Figure 1 ) [1] . Many of the data currently available in the literature are insufficient for biologists to propose candidate models and to identify the parameters to predict cellular physiology [2] . To overcome the current limitations, experimental design must be addressed; namely, experiments must be designed to elucidate as much information as possible about the biological system at reasonable costs. Historically, biologists have applied a reductionist approach where components of cellular systems are studied one species and/or one variable at a time. The entire network was then treated as a sum of the parts. However, the advent of high-throughput technologies has led to the development of more holistic approaches. As high-throughput technologies become more commonplace and more accurate, it is essential that methods and tools be developed to take advantage of these valuable data.
High-throughput technologies have been developed for the measurement of all RNA species in a cell [3] [4] [5] , certain metabolites [5, 6] and the protein levels within a cell [4, 7, 8] . Of these various profiling technologies, microarrays are the most extensively used. Microarrays can be used to assay relative mRNA levels between two experimental conditions [9] . In many experimental studies, mRNA profiles provide an estimate of the steady-state changes in mRNA levels for all of the species surveyed. By examining mRNA species that change from one condition to the next, attempts have been made to identify genes that are co-regulated or inversely regulated. For example, Jenkins and coworkers explored the effect of calcium on mammalian cell cycle regulation in this manner [10] . Additionally, Tavazoie and coworkers used K-mean clustering algorithms to determine which genes appear to move in a concerted manner under a variety of conditions [11] . These clusters of genes are assumed to be co-regulated and the upstream regions were then searched for potential cis-regulatory sites whose existence could then be verified experimentally [11] .
These experimental approaches have been beneficial in generating hypotheses that have led to increased understanding of genetic regulation. However, previous experience in systems engineering reveals several potential pitfalls to avoid in applying such approaches to generating dynamic models of regulation. First, in order to understand the dynamic features of interest, the underlying system must be persistently excited to excite all the dynamics. Inappropriate excitation will not provide insight into desired dynamics. Second, sampling times for inferring co-regulation must be carefully chosen. Sampling at too high or too low frequency will mask dynamic features. Finally, single variable perturbations will not provide information on multivariate interactions, and hence multivariate perturbations should be utilized if the effects of such interactions are to be captured [12] .
These points are well accepted in the systems engineering community. As biological systems are far more complex than the systems typically explored in the systems engineering community, these experimental design issues are even more critical for biological systems. However, as indicated in a recent review on yeast genomic expression studies, these issues are frequently overlooked in the design of biological experiments [13] . This is further evidenced by the complete lack of or cursory discussion of experimental design in many recent books on experimental procedures in transcriptomics [14] [15] [16] [17] [18] [19] , metabolomics and proteomics [17, 20] . Some books even advocate experimental designs that cannot accurately identify the types of networks the experiments seek to explore [21] or refer to quality control issues as design of experiments while overlooking essential factors [22, 23] . Therefore, there is a pressing need to explore experimental design issues with respect to identifying biological networks. Each of the experimental design issues raised above will be discussed in greater detail below and explored through a model system.
EXPERIMENTAL DESIGN CONSIDERATIONS
Draghici provides a detailed set of guidelines for experimental design, summarized in Table 1 [23] . Each of the steps outlined is essential-however, in step 7 (design your experiment), several other factors need to be taken into account. The challenges and issues that need to be addressed arise because biological networks are transient in nature. To truly understand a biological regulatory network, some understanding of the transient interactions is necessary. These types of experiments cannot be obtained from steady-state data, but instead require time courses. Thus, the introductory design of experiments typically presented in most textbooks [24] [25] [26] is insufficient and a more in-depth analysis is required [27, 28] .
PERSISTENT EXCITATION
Persistent excitation refers to the frequent stimulation of a system to prevent near steady-state behaviors from dominating the observations [12] . Often in biological experiments, single step changes are made in one variable and the system response is followed as the system moves from an initial steadystate to the final steady-state. Such changes lead to results that are easily interpreted from a biochemical standpoint and are easily implemented experimentally. However, step changes do not persistently excite the network. Therefore, if the data is evenly sampled over the entire dynamic window, most of the data will be biased towards the approach to steady-state. As a result, many of the dynamic features cannot be practically identified, even with extensive prior knowledge [2] . Consider a first order, linear differential equation model of the mRNA levels within a cell controlled by an inducer. The response is completely characterized by its gain and time constant. The gain determines the final endpoint that results from the step change in inducer concentration. The time constant, , is defined by how long it will take for a system to reach 63% of the steady-state. Consider the case where eight data points spaced by min are taken starting at t ¼ 0, when the step change is implemented (Figure 2A ). The largest movement occurs between the first three measurements while the remaining data essentially describe the new steady-state. For more complex systems, much of the interesting behavior is lost by only looking at the approach to a single steady-state as most of the data emphasize the gain over the time-constant.
Persistent excitation overcomes this issue by making repeated changes to the system inputs at close intervals (<5). The system, therefore, never completely approaches a new steady-state but instead is always in transit. This ensures that, in addition to the steady-state gain, a better description of the dynamics can be obtained and that complex effects (resulting from interactions and feedback common in biological systems) can be better described.
SAMPLING FREQUENCY
Even if persistent excitation is used, data sampling frequencies must be appropriate to capture the inherent system dynamics of interest. Dynamic regulatory effects can be missed by considering only steady-state data or data collected at a very low frequency [29] . For example, a commonly observed biological phenomenon is inverse response. Inverse response occurs when the initial direction of the system's response to a step change in the input is opposite to the direction of the final steady-state [12] . A biological example of this can be found in glycolysis when an adenosine triphosphate (ATP) load is introduced to the cell [30] . Adenosine diphosphate (ADP) levels initially increase rapidly in response to the load ( Figure 2B ). Eventually, the ATP load leads to decreased adenosine phosphates as the cell compensates. These two competing effects occurring on distinctly different time scales give the inverse response effect. The sampling frequencies that only capture the approach to steady-state would miss this crucial dynamic feature.
As the sampling frequency increases, the material costs of the experiments increase. Further, above a certain sampling frequency additional information will not help (and may actually hurt). This effect arises due to noise in the measurements. The upper limit on the sampling frequency can be estimated from prior knowledge of the inherent dynamics of the biological system and/or the end use of the desired model.
MULTIVARIATE INPUTS
Despite persistent excitation and appropriate sampling frequency, the combined effects of multiple, interacting inputs can be missed if only single inputs are perturbed one at a time. In complex systems, multivariate interaction effects are impossible to predict from single variable perturbations [12, 31] . Consider the case of:
Changing u 1 alone allows for estimation of the lumped parameter 1 þ 12 u 2 . Similarly, changing u 2 alone allows for estimation of the lumped parameter 2 þ 12 u 1 . However, an estimate of 12 cannot be obtained unless both u 1 and u 2 are varied simultaneously. These types of interactions are common in biological systems and can only be fully characterized by perturbing multiple inputs simultaneously.
Ljung raised two pivotal questions a modeller must address when attempting to apply identification methods; 'How should I design the identification experiment?' and 'Within what set of models should I look for a suitable description of the system?' [32] . The answers to these questions depend in part on what the model is to be used for and the prior knowledge available about the system [1] . These represent constraints on the modelling exercise that are necessary to ensure that an appropriate solution can be found. The answer to the question of whether or not the resulting model is good enough will depend highly on the end use of the model. Questions such as how much error can be tolerated, which states need to be most accurately estimated, and what types of bias can be accepted are all functions of the model's use and need to be carefully explored prior to, during, and after, model identification. These issues will limit the applicability of the resulting model and will determine how many data are required to identify the model parameters [33] .
Predictive mathematical models of the interactions and regulations of genetic networks can provide insight into mechanisms of gene regulation, the role of various genes within a network, and how several genes interact to produce complex traits. For these broad classes of problems, having a mathematical model can be useful for interpreting existing experimental data, designing new experiments, and proposing new hypotheses. To realize the full potential of such models, an understanding of the underlying experimental challenges of system identification is essential. In particular, the potential pitfalls of inappropriate excitation, sampling and multivariate interactions necessitate guidance regarding how and what types of data should be collected to identify biological models. This manuscript explores these three experimental design issues in greater detail. To provide perspective, both of Ljung's questions are explored in the context of a benchmark model system discussed below, with the greatest detail provided on the design of appropriate experiments. Issues such as input sequence design, frequency of perturbation and measurement, and multivariate interactions are explored. Figure 3 schematically shows a hypothetical threestate network with feedback. By using a system with a known mathematical description, a more complete analysis can be done than could be carried out using an experimental system. The benchmark network models the response of three arbitrary transcription factors to changes in three inducers. Each of the proteins influences the rate of synthesis of at least one other protein. The full nonlinear equations describing this network are:
MODEL SYSTEM
All inputs were nominally set to 0.5. 
RESULTS AND DISCUSSION
In this work, the emphasis was on the identification of the parameters of the linear model. It should be noted that the emphasis could have been placed on the development of candidate model structures [1] .
To identify model structure, physical principles, empirical relations and other a priori information play a key role. Typically, these model structures require nonlinear identification routines, which exacerbate the identification issues raised below. In each case explored, identification was carried out as described in the methods below. The default state-space structure for the MATLAB TM System Identification Toolbox assumes the form:
The full state-space model described in Equation (4) could not be used because nearly all of the datasets were insufficient to identify the full parameter space (only the random multivariate inputs were able to identify the full structure). However, as is often the case, knowledge about the specific system can be used to specify additional structure. In general, any known information about the model structure should be included prior to parameter estimation. This reduces the number of parameters to be estimated and, therefore, the amount of data required for the identification. For a given data set, reducing the number of parameters to be identified allows for better estimation of the remaining parameters. In this particular case, the matrices C and D were specified as identity and zero matrices, respectively. This corresponds to the assumptions that measured variables directly correspond to the states of the cell and that the inputs do not instantaneously affect the outputs. Two issues arise that necessitate validation studies. For completeness, these issues are briefly discussed. First, the parameters identified are those that best fit the data set using a specified model structure. To test the assumptions and prior knowledge that were used to achieve the desired model structure, validation against additional datasets is essential. Second, conclusions drawn from analysis of a dataset, whether qualitative (such as interactions) or quantitative (such as parameter estimates) are only as good as the dataset that was used to arrive at the knowledge. Improper experimental design can lead to invalid conclusions that can only be found by careful validation of the model against additional well designed experiments.
Random, independent inputs allow better identification
A common practice in experimental biology has been to vary one input to the biological system at a time and see how the system responds; e.g. heat shock [34] , acetate stress [35] , galactose addition [36] , or diauxic shift [37] . Often, these changes are introduced as a step change in environmental conditions. Figure 5A (panels A and B) demonstrates the effectiveness of step response data in generating linear models.
Three linear models were identified from step response data ( Figure 5A ). The first data set consisted of three experiments. In each experiment, only one of the three system inputs was changed. Measurements were taken every fifteen minutes starting at t ¼ 0 and continuing until t ¼ 60 min with a step change introduced at t ¼ 15 min. The second data set added to this an additional experiment in which all three inputs underwent a simultaneous step change at t ¼ 15 min. Sampling was done once every 15 min for 60 min. This explored the effect of simultaneously varying all three inputs. The third data set explored the effect of sequentially varying each of the inputs. This data set consisted of the same three experiments in the first data set plus a fourth experiment in which a single step change was sequentially introduced to each of the three system inputs, spaced 15 min apart. Sampling was again done once every 15 min for 60 min. The model performance for each of the models identified by each of the three step change datasets described above was assessed. The results demonstrate that step changes were ineffective at capturing the inherent dynamics of the underlying system ( Figure 5A ). For each of the three step change models identified, substantial errors were observed compared with the linear Taylor series model. Whereas the Taylor series model demonstrated less than 1% error for the validation sequence ( Figure 4A) , the step response models demonstrated as much as 5% error.
The model performance based on data from a series of random inputs to each of the three inputs was compared with the model performance derived from the step changes ( Figure 5A ). The random inputs were introduced once every 15 min and data were sampled once every 7.5 min. To make the comparison fair, the random input profile data were collected over 105 min. This corresponded to a total of 15 data points for each concentration species, the same as in the first step inputs experimental case. The performance of the linear Taylor series model was more closely approximated by the random inputs model than by the step change model. In particular, the random inputs model demonstrated less error and a tighter distribution around the true predicted values than the models identified from step change data. For the random input model, less than 2% error was observed between the identified linear model and the full nonlinear model.
In this study, it was assumed that the model structure was known (i.e. a linear state-space model) but that reliable estimates of the model parameters were not available. In such a case, where the degree of interaction is not fully characterized and the inherent dynamic properties of the system are not available, random input sequences such as those described above will perturb the system in most directions (i.e. relative linear combinations of inputs), thus increasing the probability of exciting the system along (or near) its eigenvectors. These random sequences will thus provide estimates of the key parameters within the network. Further, performing a series of step experiments to identify the model parameters will not provide reliable estimates [38, 39] . Therefore, a random input profile will provide the greatest insight.
Sampling frequency impacts model quality for random inputs
It could be argued that the observed differences between the step experiments and the random input profiles may be due to the different sampling frequencies between the two cases (15 min for the step changes and 7.5 min for the random input changes). To address this concern, the effect of increasing the sampling frequency for the step case on the quality of the predictions was determined ( Figure 5B ). Using the sampling frequency twice (once every 7.5 min) did not significantly improve the quality of the resulting identified model. Increasing to once every 5 min gave similar results. This indicated that the improved identification was due to dynamic excitation and not to measurement frequency.
However, with the random inputs, sampling frequency had a profound effect on the model identification ( Figure 5C ). Increasing the sampling frequency from once every 7.5 min to once every 5 min led to the identification of a model that more closely approximated the behavior of the linear Taylor series model. Further increasing the sampling frequency to once every 3 min actually led to decreased prediction quality ( Figure 5C ). At higher frequencies, noise in the dataset masks true dynamic features. As a consequence, erroneous parameter estimates are obtained that capture the dynamics of the noise. This demonstrated that there exists an optimal sampling frequency based on the perturbation frequency, the inherent system dynamics, and the noise in the dataset. Efficient and effective experimental design requires a priori identification of these optimal frequencies.
Identification from random perturbations more robust to noise
All of the models in Figure 5 were identified by adding random Gaussian noise with a standard deviation of 16% to the exact predictions of the nonlinear model. To explore the sensitivity of model quality to the level of noise, the standard deviation of the noise was varied from 2% up to 16% (Figure 6 ). For the step responses, no significant effect was observed as the noise level changed. The identified model was equally poor in each case. As the noise level decreased in the random input datasets, the identified model approached the linear Taylor series approximation. Thus, random perturbations were able to better extract underlying dynamic features from noisy data. Again, the number of data points was conserved across comparisons: each model was identified with a total of 15 data points.
Optimal frequency of perturbation
The effect of the perturbation frequency on model quality was investigated. In this case, the data again contained random Gaussian noise with a standard deviation of 16%. In addition to the optimal sampling frequency identified above, an optimal perturbation frequency exists (Figure 7) . Perturbing once every 10 min and measuring once every 5 min identified a linear model similar to the linear Taylor series model. Analysis of the linear Taylor series model provided insight into why this was the case. The eigenvalues of the system presented in Equation (3) were [À0.0503, À0.1006, À0.1502], indicating a stable system with characteristic time constants of approximately 19.9, 9.9 and 6.7 min. With a sampling time of 5 min and perturbations every 10 min, the first dynamic mode achieved approximately 40% of its change, the second mode achieved approximately 64% of its change, and the third mode achieved approximately 78% of its change before the next set of perturbations were introduced. Increasing the perturbation and measurement frequencies masked the dynamics of the slowest mode by limiting it to a much smaller fraction of change. Lower perturbation and measurement frequencies missed dynamic information by allowing the fastest mode to approach steady-state. Thus, a tradeoff between the competing modes existed. For complex biological systems, multiple perturbation frequencies may be required to explore all of the modes of interest. An optimal frequency of perturbation exists for identification of the inherent dynamics. Perturbation frequencies below or above the optimum identified models with significant error. Increasing the length of the perturbation run improved model quality, but had a less pronounced effect than identification of the optimal perturbation and measurement frequencies. (best case ç; random inputs with perturbations every15 min, measurements every 7.5 min þ; perturbations every 10 min, measurements every 5 min ; perturbations every 7.5 min, measurements every 3.75 min *; perturbations every 10 min, measurements every 5 min for twice as long Â).
Of the three perturbation frequency cases explored, perturbing once every 10 min and measuring once every 5 min identified the best model ( Figure 7 ). Additional data should improve model quality. To test this, the same experiment was carried out for twice as long, as shown in Figure 7 . The resulting model more closely approximated the linear Taylor series model. However, this effect was significantly less profound than the identification of the appropriate perturbation and measurement frequencies. This indicated that the identification of the appropriate time constant of perturbation is an essential component of the experimental design.
This work highlights the issues that need to be addressed with respect to the design of the perturbation frequencies. However, much additional work is needed. Namely, this work demonstrated that information needs to be present for all of the dynamic modes in order to obtain the most accurate model possible. Perturbation sequences that were too fast missed the slower dynamics in the system whereas slow perturbation sequences missed the fast dynamic features. Although it was not discussed here, significant work has been done in the systems engineering field that treats this very issue, typically by exploring the frequency domain of the process of interest [12, 31] .
For most cases, the perturbation frequency can be identified based on the end use of the model. Knowledge of what the model will be used for can often identify the key dynamic time scales of interest. For example, if a model is to be used to predict responses on the scale of 1 h, dynamic events occurring on time scales faster than 1 min or slower than 10 h are likely to be of little importance. As models are typically developed for some end use, specification of the timescales for which the model is to be used is essential. Perturbations can then be designed around these time scales. If the resulting model is of inadequate quality, additional consideration of the design of the perturbation sequence and/or of the model structure may be required. The inadequacies may be due to missed interactions and/or nonlinear effects. To overcome these issues, the system may need to be perturbed at additional frequencies, the underlying model structure may need to be updated, or additional data may be required to allow for better estimates of the parameters.
Generalizing the approach For a given model structure with a given set of parameters, there exists an optimal input sequence to obtain the best estimates of those parameters with the least amount of experimental work. However, that optimal input sequence design is dependent on both the model structure and on the actual parameter values. As the parameter values are not known a priori, this optimal input sequence design cannot be known a priori. Thus, every experiment is likely to be suboptimal. The goal then becomes to pick an experiment or a series of experiments that will be likely to provide useful information.
As indicated in Figure 1 , identification is an iterative procedure. Once better estimates of the experimental parameters are known, a more refined input sequence can be used to excite the dynamics. The design of these refined input sequences is described elsewhere [39] [40] [41] [42] . The point here is that, while any given input sequence is incapable of providing network identification regardless of system properties, certain inputs are better able to discern between candidate interactions. Further, other inputs sequences are fundamentally incapable of accomplishing this task.
CONCLUSIONS
The appropriate design of experiments has a profound impact on the ability to identify a model and on the quality of resulting identified model. The typical approach for elucidating dynamic features of biological regulatory networks has been to make step changes in one variable at a time, observe the resulting dynamic response, and then attempt to back out qualitative and/or quantitative models to describe the observed dynamics. This work demonstrates that such models do not identify key dynamic features. Capturing the multivariate nature inherent to biological regulatory networks requires multivariate random perturbations. This is especially true when the underlying data contain high levels of noise, as in the case of most biological data.
Designing these multivariate random perturbations presents a challenge that needs to be addressed. This work demonstrates that the key issues are the identification of the perturbation and measurement frequencies and the number of measurements to take. Because of the effect of noise, the maximum measurement frequency should be no faster than approximately ten times the frequency of the fastest dynamics of interest. From the Shannon frequency, the measurement frequency should also be no less than twice the perturbation frequency. The frequency of perturbation is strongly dependent on the time scale of interest for the end use of the model and on the inherent dynamics of the underlying system. Using these guidelines as a starting point, more informative experiments can be designed and implemented to enhance the modelling and identification of regulation in biological networks.
Methods
The identification problem was formulated as: Given the datasets y(k), {k ¼ 0, 1, 2, . . .} generated by implementing the input sequence u(k), {k ¼ 0, 1, 2, . . .} on the true but unknown systems in Equation (2), obtain estimate values for the parameters A and B in the approximate linear model
that best describes the observed data.Â andB, the identified estimates of A and B, were then compared against the 'theoretical' values indicated in Equation (3).
Seventeen virtual experiments were carried out using the full nonlinear model as a data generator. These experiments are summarized in Table 2 . The virtual experiments can be classified into three categories: step responses in one input at a time, step responses in multiple inputs, and independent, random variation in each input. For each experiment, u(k) was specified apriori and introduced to the full nonlinear model. The impact of noise on the quality of the resulting model was explored by adding 2-16% noise to the nonlinear model predictions, resulting in the datasets y(k).
The MATLAB TM System Identification toolbox was used to identify continuous, linear state-space models for each of several combinations of virtual experiments. Each of the identified state-space models was then compared with the full nonlinear model in order to test model performance. The same series of inputs shown in Figure 4A were used to excite each of the models. The percentage error was defined for each state as: where y i denotes a concentration value for each protein as given by the nonlinear (nl) or linear (linear) candidate model. This calculation was done for each of the three outputs for each time point in a time course study. All of the error calculations were then combined into a distribution plot. The distributions of these errors provided insight into the accuracy of the resulting identified models compared with the full nonlinear model. The specific criterion used to evaluate the individual models was similar to the error distribution of the theoretical linear model. 
