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SUMMARY
In likelihood ratio tests involving inequality-constrained hypotheses, the
Neyman-Pearson test based on the least favourable parameter value in a com-
pound null hypothesis can be extremely conservative. The ordinary paramet-
ric bootstrap is generally inconsistent and usually too liberal. Two methods
of correcting the inconsistency of the parametric bootstrap are proposed:
shrinking the constraint set toward the maximum likelihood estimate and
superecient estimation of the active set of constraints. Optimal shrinkage
adjustment can be determined using bootstrap calibration. These methods
are compared with the double bootstrap, the subsampling bootstrap, Bayes
factors, and Bayesian P -values. The Bayesian methods are also too liberal if
diuse priors are used.
Keywords: BAYES FACTOR; BAYESIAN P -VALUE; DOUBLE BOOT-
STRAP; HYPOTHESIS TEST; SUBSAMPLING BOOTSTRAP
1. INTRODUCTION
Consider the general hypothesis testing problem: given a statistical model
fP

:  2  g and arbitrary subsets 
0
and 
1
of , conduct a test with null
and alternative hypotheses
H
0
:  2 
0
H
1
:  2 
1
n
0
:
We are particularly interested in likelihood ratio tests involving multiple in-
equality constraints. The reason the alternative hypothesis is not denoted 
1
is that we prefer to use this notation for the constraint set in the maximiza-
tion, which is usually the union of the null and alternative. Our examples are
simple, multivariate analogues of one-sided tests, but we develop theory that
handles the most general case for which asymptotics exist.
The standard procedure for such problems (Perlman, 1969; Robertson and
Wegman, 1978; Warrack and Robertson, 1984; Wolak 1987; and Robertson,
et al., 1988, pp. 254 .) follows the Neyman-Pearson theory. If a test has
nested critical regions and hence can be dened by a test statistic t, then the
corresponding P -value, the inmum of signicance levels at which the null
hypothesis can be rejected, is
sup
2
0
P


t(X)  t(x)

: (1)
When the supremum in (1) is achieved at a point 
LF
, the least favourable
parameter value, (1) is the same as
P

LF

t(X)  t(x)

: (2)
It has recently been recognized that (2) may be overly conservative. Berger
and Boos (1994) propose the P -value
sup
2C

P


t(X)  t(x)

+ : (3)
where C

is an exact 1    condence region for . This produces an exact
test, which may be less conservative than (2). However, this procedure seems
dicult to implement in complex problems and will not be considered further.
Asymptotic tests are dierent. In eect, they use the P -value
P

0

t(X)  t(x)

; (4)
where 
0
is the true parameter value. There is no supremum over the null
hypothesis as in (1), nor is (4) in general a limit of such suprema. When 
LF
1
is far from 
0
, (4) seems preferable to (2), a notion implicit in the theory of
asymptotic tests.
In inequality-constrained inference (4) usually depends on the unknown
true parameter value 
0
and hence cannot be calculated. One can estimate
(4) using the parametric bootstrap, giving the P -value
P
^

0
(x)

t(X)  t(x)

: (5)
Unfortunately, the lack of continuity inherent in inequality constraints usually
makes the bootstrap inconsistent. The double bootstrap can provide evidence
that the single bootstrap works despite inconsistency (Geyer, 1991; Shaw
and Geyer, submitted), but the double bootstrap is itself inconsistent, so its
evidence is suspect.
Another approach is to x the inconsistency in the bootstrap, replacing
(5) with a consistent estimate of (4). The subsampling bootstrap (Politis and
Romano, 1994) is a general method applicable to all problems of inconsistency
of the bootstrap. Though it does apply to inequality constrained problems,
better methods more specic for constraints can be found. Two such methods
are proposed: shrinking the constraint set toward the maximum likelihood
estimate (MLE) and superecient estimation of the active set of constraints.
What about Bayesian inference? Doesn't Bayesian inference using Markov
chain Monte Carlo make these problems easy, with no need for bootstraps,
double bootstraps, adjustments to bootstraps, and appeals to asymptotics?
In general it does not, because in inequality-constrained problems Bayes fac-
tors and Bayesian P -values (Rubin, 1984; Meng, 1994) depend strongly on
the prior. In contrast to the simple problems studied by Berger and Sel-
lke (1987) and Casella and Berger (1987), there is in general no ordering of
Bayesian and frequentist inferences. A Bayes factor may be many orders of
magnitude above or below the P -value depending on the prior, and diuse
priors produce extremely liberal inference, implying strong evidence against
the null hypothesis where a frequentist sees no evidence.
2. MULTIVARIATE ONE-SIDED TESTS
Consider observing a d-dimensional normal random vector x with un-
known mean  and known nondegenerate covariance matrix . If K is a
closed convex cone in R
d
(meaning s + t 2 K whenever ;  2 K and
s; t  0) we call the test with
H
0
:  = 0
H
1
:  2 K;  6= 0
(6)
2
a type I multivariate one-sided test and the test with
H
0
:  2 K
H
1
:  =2 K
(7)
a type II multivariate one-sided test. The terminology `multivariate analogue
of the one-sided test' was used by Kud^o (1963) to describe is called `type I'
here.
There is a curious duality between the two types of test. Dene the
Mahalanobis inner product hx; yi = x
T

 1
y and norm kxk
2
= hx; xi. The
polar of a convex cone K is (Rockafellar, 1970, p. 121)
K

= fx : hx; yi  0; y 2 K g :
Let y = P
C
(x) denote the projection of the point x on the closed convex set
C (meaning y is the unique closest point to x in C). Then Moreau's theorem
(Rockafellar, 1970, Theorem 31.5) and the Pythagorean theorem imply
kP
K
(x)k
2
= kx  P
K

(x)k
2
:
The left hand side is the likelihood ratio test statistic for the type I test (6)
and the right hand side is the likelihood ratio test statistic for the type II test
(7) with K replaced by K

. The two tests have the same test statistic, and
in Neyman-Pearson theory the tests are the same, because the origin is the
least favourable parameter value. But in general the tests are not the same
because of the compound null hypothesis in the Type II case.
This duality is trivial in the univariate case. The test of H
0
:  = 0 versus
H
1
:  > 0 is a type I test. Its dual type II test has H
0
:   0 versus
H
1
:  > 0. Few statisticians bother to distinguish them, which is perhaps a
reason why type II tests have received little attention.
The duality is not so obvious even in the simplest multivariate case when 
is a constant times the identity, K is the positive orthant, andK

the negative
orthant. Despite the duality, the tests are very dierent in interpretation.
When H
0
is rejected, the conclusion for both types can be stated `at least one

i
is strictly greater than zero', but the meaning is very dierent, because the
type I test assumes all of the 
i
are nonnegative and the type II test does not.
Type II tests will be used as an example of general inequality constrained
inference. Despite their simplicity, the exhibit the features that make general
inequality-constrained inference dicult. General methods that work well for
these problems should also work well in general.
3
3. BOOTSTRAP ADJUSTMENT
This section gives an informal description of the asymptotics of maximum
likelihood and likelihood ratio tests and of bootstrap adjustment. A more
formal treatment is given in Section 5.
3.1. Constrained Maximum Likelihood Estimates
This section deals with the asymptotics and bootstrap adjustment of an
MLE
^

n
constrained to lie in a closed subset C of R
d
. Tests, which involve
MLEs for the null and alternative, involve only simple additions to the this
basic theory.
A constraint set C is Cherno regular at a point  2 C if the limit
T
C
() = lim
#0
C   

; (8)
exists in the sense of Painleve-Kuratowski set convergence (Cherno, 1954;
Geyer, 1994), in which case T
C
() is called the tangent cone to C at . T
C
()
is nontrivial if  is not an isolated point of C, which implies that T
C
() is not
the zero cone f0g.
Let V denote the expected Fisher information. Dene a random function
q() = 
0
Z  
1
2

0
V 
where Z is an N(0; V ) random vector, and let
^
(Z) denote the maximizer of
q over T
C
(
0
). Then under fairly week regularity conditions (Geyer, 1994)
p
n(
^

n
  
0
) converges in law to
^
(Z).
To understand what goes wrong with the bootstrap, we need to examine a
bit of the proof. If
^

n
is constrained to lie in C, then
p
n(
^

n
 
0
) is constrained
to lie in
p
n(C   
0
). (8) implies
p
n(C   
0
)! T
C
(
0
); as n!1;
which is why the tangent cone appears in the asymptotics. In the parametric
bootstrap we use
^

n
as if it were the true parameter value and estimate the
tangent cone by
p
n(C 
^

n
). But this does not converge to the tangent cone
because it diers from the correct formula
p
n(C 
0
) by the term
p
n(
^

n
 
0
),
which does not converge to zero.
3.2. Adjusting the Bootstrap
Politis and Romano (1994) propose as a general solution to problems
of inconsistency of the nonparametric bootstrap that it should use a boot-
strap sample size m less than the actual sample size n such that m!1 but
4
m=n! 0 as n!1 and that the bootstrap should resample the data without
rather than with replacement. This procedure also corrects the parametric
bootstrap in inequality-constrained problems (where the issue of sampling
with or without replacement does not arise), because
p
n(C   
0
) is replaced
by
p
m(C  
^

n
) which does converge in probability to the tangent cone be-
cause
p
m(
^

n
  
0
) does converge in probability to zero. This subsampling
bootstrap, however, is inappropriate for inequality-constrained inference be-
cause it attacks the problem in the wrong place. It adjusts the likelihood,
which is generally consistent, rather than the inequality constraints, which
are the source of the problem. For that reason we propose two new adjusted
bootstraps.
The rst adjustment method, suggested to me by Professor R. T. Rockafel-
lar, is to shrink the constraint set toward the maximum likelihood estimate.
Here we obtain a consistent estimator of the tangent cone by introducing a
shrinkage factor sequence satisfying 
n
! 0 and
p
n
n
!1. We impose the
constraint
p
n(

n
 
^

n
) 2 
n
p
n(C  
^

n
); (9)
where 

n
is the bootstrap estimator. The right hand side is a consistent
estimator of the tangent cone, because 
n
p
n(
^

n
 
0
) converges in probability
to zero.
Formula (9) constrains 

n
to lie in
C

n
= 
n
C + (1  
n
)
^

n
: (10)
The shrinkage adjusted bootstrap samples from the distribution indexed by
^

n
and nds 

n
by maximizing the bootstrap likelihood over (10). Then
p
n(

n
 
^

n
) has the same asymptotic distribution as
p
n(
^

n
  
0
).
The second adjustment method involves the specic form of the constraint
set C. Suppose it is dened by a nite set of equality and inequality con-
straints
C = f  2  : g
i
() = 0, i 2 E and g
i
()  0, i 2 I g : (11)
Let
A = f i 2 I : g
i
(
0
) = 0 g
indicate the true active set of constraints, the inequality constraints satised
with equality at the true parameter value. Another explanation of the in-
consistency in the bootstrap is that it never gets the active set right, even
asymptotically. But A can be estimated supereciently using estimators
5
much like the original examples suggested by Hodges (Le Cam, 1953, p. 280
or Lehmann, 1983, p. 405). Dene
~
A
n
=
n
i 2 I : jg
i
(
^

n
)j  Bn
 
o
(12)
for any constant B > 0 and any constant  2 (0; 1=2). If the constraints are
dierentiable at 
0
, then
~
A
n
consistently estimates the true active set A. Let
~

n
maximize the likelihood over the constraint set
~
C
n
=
n
 2  : g
i
() = 0, i 2 E [
~
A
n
and g
i
()  0, i 2 I n
~
A
n
o
;
which imposes inequality constraints in the estimated active set with equality.
The adjusted active set bootstrap samples from the distribution indexed by
~

n
(not
^

n
) and nds 

n
by maximizing the bootstrap likelihood over C. Under
certain regularity conditions (Section 5.2) on the constraint set,
p
n(

n
 
~

n
)
has the same asymptotic distribution as
p
n(
^

n
  
0
).
All three adjustment procedures suer from arbitrariness. In reality there
is just one sample and its size n does not `go to innity'. Hence mere con-
sistency justies any subsampling size m < n for the subsampling bootstrap,
any shrinkage factor 
n
2 (0; 1) for the shrinkage bootstrap, or any adjusted
active set
~
A
n
between the full set I and the active set at the maximum like-
lihood estimate
^
A
n
=
n
i 2 I : g
i
(
^

n
) = 0
o
(13)
for the adjusted active set bootstrap. But these procedures are useful despite
their arbitrariness. Overlapping and nonoverlapping batch means (Meketon
and Schmeiser, 1984), special cases of the subsampling bootstrap, have long
been used in time series, and arbitrariness of the batch size has been accepted
as an inherent property of the method.
Moreover, a simple example shows that no data-dependent adjustment
can obtain consistency. Consider the type II multivariate test (7) with K the
positive orthant. If the true parameter value is 
0
= 0, then the sucient
statistic
p
nx
n
has the same distribution for all n, and the scaled constraint
set
p
n(C   
0
) = K is also the same for all n. Thus no procedure can be
consistent unless it is either exact for all n or depends on n in a way that
does not involve data.
3.3. Likelihood Ratio Tests
In likelihood ratio tests there are two constraint sets 
0
and 
1
in R
d
such
that the maximum likelihood estimates
^

0
and
^

1
are obtained by maximizing
6
over the closures of 
0
and 
1
respectively. The test statistic is
t(x) = l
x

^

1
(x)

  l
x

^

0
(x)

; (14)
l
x
being the log likelihood. 
0
is the null hypothesis of the test. 
1
is either
the alternative or the union of the null and the alternative depending how
one prefers to dene the likelihood ratio test statistic.
The asymptotics of the likelihood ratio test described in Cherno (1954)
and Geyer (1994) hold when the closures of 
0
and 
1
both contain the true
parameter value 
0
and both have nontrivial tangent cones at 
0
.
The nontriviality assumption plays the same role as the assumption of
nested hypotheses in the unconstrained case. The classical distinction be-
tween nested and nonnested hypotheses breaks down when there are inequal-
ity constraints. In general, as with type II multivariate one-sided tests, the
null hypothesis is not contained in the closure of the alternative, and the
hypotheses are not `nested' in the usual sense. But if 
0
is on the bound-
ary between the hypotheses, so that both tangent cones are nontrivial, the
likelihood ratio test statistic does behave as in the classical `nested' case,
converging to a nontrivial random variable rather than to innity.
Thus the proper distinction is between nontrivial and trivial tangent cones
rather than nested or nonnested hypotheses. The regular, nontrivial case oc-
curring when 
0
lies in the intersection of the closures of 
0
and 
1
. Pre-
sumably there do exist problems in which one should apply the constrained
analogue of Cox's test for nonnested hypotheses (Cox, 1961; Kent, 1986), but
such tests are not considered here.
The procedures of adjusting the bootstrap to make it consistent are much
the same when there are two constraint sets 
0
and 
1
as when there is just
one. The shrinkage bootstrap uses the constraint sets

i;
= 
i
+ (1  )
^
; i = 0; 1: (15)
An exception can be made when 
1
involves no inequality constraints so the
unadjusted bootstrap consistently estimates the asymptotic distribution of
^

1
. Then 
1
may be used instead of the shrunken version.
The adjusted active set bootstrap is more complicated and perhaps not
applicable in general. It is applicable to specic problems in which the null
hypothesis simply imposes additional constraints, keeping those for the alter-
native hypothesis, that is

k
= f  2  : g
i
() = 0, i 2 E
k
and g
i
()  0, i 2 I
k
g ; k = 0; 1
with E
1
 E
0
and I
1
 I
0
. Dene
~
A
n
=
n
i 2 I
0
: jg
i
(
^

n
)j  Bn
 
o
(16)
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for any constant B and any constant  2 (0; 1=2). Then
~
A
n
consistently
estimates the true active set A
0
for the null hypothesis and
~
A
n
\ I
1
consis-
tently estimates the true active set A
1
for the alternative hypothesis, and
the adjusted bootstrap sampling from the distribution indexed by
~

n
that
maximizes the likelihood over
~
C
n
=
n
 2 
0
: g
i
() = 0, i 2 E
0
[
~
A
n
and g
i
()  0, i 2 I
0
n
~
A
n
o
consistently estimates the sampling distribution of the test statistic.
4. A CONCRETE EXAMPLE
For a simple example, we examine a type II multivariate one-sided test
(7) with K the positive orthant. Then
^

0
is found by setting the negative
components of x to zero. That is, P
K
(x) = y where y
i
= x
i
if x
i
 0 and
y
i
= 0 otherwise. This procedure of setting the negative components to zero
only works because of the assumed independence of the components of X
and the orthogonality of the constraints. In general it is necessary to look at
the signs of Lagrange multipliers to determine which inequality constraints
hold with equality. By focussing on this simple example we avoid compu-
tational complexities that obscure the inferential issues. General inequality
constrained inference does not present any essential diculties (Geyer, 1991;
Fletcher, 1987; Gill, Murray, and Wright, 1981).
We take d = 20, and the observation x to be the vector
 0:2360 1:3422  0:0380 1:9903 1:7873
1:2240 1:6539 0:9006  0:8150 0:7314
 1:4778  1:8332  1:6111  1:2611 1:9145
 0:8351  0:5660  0:5925  2:3522 1:9421
(17)
which was chosen so that the bootstrap P -value would be less than :05 but
the Neyman-Pearson P -value would be greater than :05 and about half the
components would have each sign. Except for these considerations, this par-
ticular vector of observations was chosen haphazardly. It was not chosen with
knowledge of how the Bayesian analysis would turn out.
4.1. The Neyman-Pearson Test
It is obvious that in our example the point 
LF
for which we obtain the
worst case P -value is the origin (Robertson and Wegman, 1978), where the
sampling distribution of the test statistic can be calculated analytically. The
8
test statistic is
t(x) = kx 
^

0
k
2
=
d
X
i=1
x
2
i
1fx
i
< 0g
Since the X
i
are independent, P (X
i
< 0) = 1=2, and X
2
i
is chi-squared
distributed with one degree of freedom, the distribution of t(X) is a binomial
mixture of chi-squares
P (t(X)  c) =
d
X
k=0
2
 d
 
d
k
!
P (
2
k
 c);
where 
2
k
denotes a chi-squared random variable with k degrees of freedom
(
2
0
being concentrated at zero). For our example t(x) = 17:35355, giving
P = 0:0846. By conventional standards, the P -value is not impressive.
The point 
LF
= 0 that gives the worst-case P -value, is a very unlikely
parameter value. A test of the point null hypothesis  = 0 against the
unrestricted alternative has a test statistic t(x) =
P
i
x
2
i
= 39:32743, giving
P = 0:0061. So there is a serious question whether the Neyman-Pearson
P -value :085 has much relevance.
4.2. The Ordinary Parametric Bootstrap Test
The ordinary, unadjusted parametric bootstrap uses the same test test
statistic t(x) = 17:35355 but compares it to the simulation distribution ob-
tained by simulating data from the normal distribution centered at
^

0
(x),
which is (17) with the negative components set to zero. Using 10 million
bootstrap iterations gave P = 0:0111. This is now `statistically signicant'
by conventional criteria and is less than one seventh the Neyman-Pearson,
worst-case value.
A scientist wishing to reject the null hypothesis, would be much happier
with the ordinary bootstrap test. There is, however, the problem that the
bootstrap, being inconsistent, lacks justication.
4.3. The Shrinkage Adjusted Bootstrap
For 0 <  < 1, the constraint set for the shrinkage bootstrap is
C

=
n
 :   (1  )
^

0
(x)
o
We are to simulate from
^

0
(x) and use the constraint set C

as the null
hypothesis in the bootstrap simulations. In our special case, because of the
translation invariance of the model, this is the same as simulating from 
^

0
(x)
and using the original constraint set C as the null hypothesis.
9
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Figure 1: Adjusted Bootstrap P -value Curve. The P -value was calculated
at 21 equally spaced  values. The smooth curve is the interpolating cubic
spline.
It is a problem that we have no idea what  to use. In this example, though
not in general,  = 0 gives the Neyman-Pearson P -value, which we suspect
of being too conservative, and  = 1 gives the ordinary bootstrap P -value,
which we suspect of being too liberal, but we have no idea where  should be
and asymptotics provide no guide. It is not the case that the smaller  the
better, since the asymptotics says that  should be large compared to n
 1=2
.
Without getting into massive simulation (that will come later), it seems the
best thing to do is to plot the adjusted bootstrap P -value as a function of
the shrinkage  (Figure 1).
This curve should constitute a satisfactory statistical inference in many
cases. Though it does not give a single number as the inference, this will
not be important if the inference is not critical. The lack of precision might
even be considered good, since it prevents anyone from getting overly excited
about the magic :05 signicance level. In this example, the curve stays below
:05 down to  = :135, a considerable amount of shrinkage.
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4.4. The Ordinary Double Bootstrap
A very simple way of thinking of the double bootstrap (Beran, 1988) of a
signicance test is that it just bootstraps a bootstrap estimate. The ordinary
bootstrap P -value
p(x) = P
^

0
(x)

t(X)  t(x)

is not the right thing because
^

0
(x) is not 
0
. One way to think of p(x) is
that it is just another test statistic|we reject the null when p(x) is small|
having an unknown sampling distribution. If we thought bootstrapping was
appropriate when the test statistic was t(x), then we should still think it is
a good idea. The way to deal with not knowing the sampling distribution of
p(x) is to bootstrap.
Thus we simulate new data x

from P
^

0
(x)
, and for each simulated x

we
calculate p(x

). By averaging over many simulations we estimate the double
bootstrap P -value
P
^

0
(x)

p(X)  p(x)

(18)
by the fraction of times that p(x

) is less than or equal to p(x). Since p(x

)
is itself calculated by simulation, we have a loop within a loop. For each x

we calculate
^

0
(x

) and simulate new data x

from P
^

0
(x

)
, estimating p(x

)
by the fraction of times that t(x

) is greater than or equal to t(x

).
Not only does the double bootstrap provide what is hoped to be a better
P -value, it also provides a simulation study of the single bootstrap (Geyer,
1991) by simulating the sampling distribution of p(x

). If the ordinary single
bootstrap were doing the right thing and needed no correction, p(X) would
have a Uniform(0; 1) distribution, at least in the lower tail. If we make a
quantile-quantile plot of the bootstrap samples p(x

), we can see how close
its distribution is to the uniform. In our example, this plot (Figure 2) clearly
shows the single bootstrap does not work. A 5000 by 5000 double bootstrap
(5000 iterations of both inner and outer loops) estimates (18) to be P =
0:0208. The double bootstrap indicates that we need to increase the ordinary
bootstrap P -value from :011 to :021.
There are two problems with the double bootstrap. First, like the single
bootstrap, it is not consistent, though there is hope that the double bootstrap
is better than the single bootstrap in the sense that the test statistic p(X) is
closer to pivotal than t(X) (Beran, 1988). Second, the diagnostic nature of
the iterated bootstrap is unsatisfactory. If the quantile-quantile plot from the
double bootstrap is satisfactory, it shows that the single bootstrap is working,
and the eort spent on the double bootstrap was unnecessary, except for the
reassurance it provides. If the quantile-quantile plot is unsatisfactory, as it
11
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Figure 2: Quantile-Quantile Plot for Double Bootstrap
is in our example, this shows that the double bootstrap is necessary, but it
does not show that it is sucient. Only a triple bootstrap could do that.
4.5. Calibrating the Shrinkage Bootstrap
In inequality-constrained inference, a better method of bootstrap iteration
is to use the bootstrap to calibrate the shrinkage factor. We do this by
bootstrapping the shrinkage bootstrap and choosing the shrinkage factor 
that gives the sampling distribution of the bootstrap P -value p

(X) that is
most nearly uniformly distributed, reporting p

(x), where  is the chosen
shrinkage factor and x the observed data.
In this double bootstrap we are trying to calculate
P
^

0
(x)

p

(X)  p

(x)

; (19)
which we estimate by the fraction of times that p

(x

) is less than or equal to
p

(x), where x

 P
^

0
(x)
. We estimate p

(x

) by simulating data x

 P
^

0
(x

)
and calculating the fraction of times that t

(x

) is greater than or equal to
12
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Figure 3: Plot Used to Estimate Optimal Shrinkage. Plot of the area between
the line y = x and the empirical distribution of p

(x

) for various . Each
point involves a 5000 by 5000 double bootstrap.
t(x

), where t

(x) indicates the likelihood ratio test statistic calculated using
the shrunken constraint sets (15).
It is not clear how best to determine the optimal shrinkage factor, but
the following procedure seems reasonable. For each  on a grid of values
between zero and one, bootstrap the shrinkage bootstrap and make a quantile-
quantile plot like Figure 2. Integrate the dierence between the theoretical
and empirical distribution functions, that is, calculate the mean dierence
between the abscissa and the ordinate in the quantile-quantile plot. (For
Figure 2 this is a large positive number, because the empirical distribution
function bows below the straight line.) Figure 3 shows such a plot.
Interpolation indicates that the curve crosses zero at  = 0:5052, and that
is the  we use for our nal inference. Using 10 million bootstrap iterations
gave P = 0:01835, roughly the same as that given by the ordinary double
bootstrap. Figure 4 shows the performance of the shrinkage bootstrap at the
nearby grid point  = :5.
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Figure 4: Quantile-Quantile Plot for Double Bootstrap with Shrinkage Factor
 = :5. This is a 5000 by 5000 double bootstrap.
From the gure it seems that this adjusted bootstrap works perfectly,
and an appeal to asymptotics to justify the bootstrap is not really necessary.
There is still a nagging bit of residual doubt. Our P -value (19) is still not the
right thing because
^

0
(x) is not 
0
. Moreover, by adopting a data-dependent
scheme, we have lost consistency (Section 3.2).
It should also be conceded that there is no guarantee that it will be so
easy to chose the optimal  in other problems. Here we used the integrated
signed dierence because the quantile-quantile plots were bowed down for
:5 <  < 1 and bowed up for 0 <  < :5. If the behaviour of the quantile-
quantile plots were more complicated, a dierent criterion would have to be
used. No theory says there always exists a  that does a good job.
Despite these disclaimers, the shrinkage bootstrap with optimal shrinkage
estimated by bootstrap calibration seems to be all one could ask of a fre-
quentist inference in a complex problem. The calculations for Figure 3 ran
overnight, about twelve hours on a fast workstation (20 million oating point
operations per second) and would have taken several days on older equip-
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Figure 5: Adjusted Active Set Bootstrap P -values.
ment. Figure 1, which took less than an hour and could have done with less
precision in only a few minutes, would suce for many analyses. Neverthe-
less, if one insists on a single number to be the best possible P -value, then
the P = :01835 produced in this section is that number.
4.6. The Adjusted Active Set Bootstrap
Like the shrinkage bootstrap, the adjusted active set bootstrap has a
problem of arbitrariness. The estimated active set
~
A can be any set between
the maximum likelihood active set
^
A (11 constraints) and the full set I (20
constraints). There are 9 constraints that may be in or out of
~
A and hence
2
9
= 512 choices for
~
A. Since we cannot examine them all, it seems rea-
sonable to add additional constraints one at a time in order of the size of
the residuals. The rst estimator examined is
^
, corresponding to
~
A =
^
A.
The second sets the smallest positive component (0.7314) of
^
 to zero. The
third sets the next smallest, and so forth. The last sets all components to
zero, corresponding to
~
A = I. Figure 5 shows the resulting bootstrap P -
values. Imposing with equality the two constraints with smallest residuals at
15
the maximum likelihood estimate gives P = :0181, nearly the same as the
P -values obtained from the double bootstrap and the shrinkage bootstrap
with shrinkage chosen by bootstrap calibration.
It seems dicult to calibrate this procedure via bootstrapping the ad-
justed bootstrap because of the discreteness of
~
A. To calibrate active set
adjustment, we would need a rule for adjusting the active set that was com-
pletely specied and could be applied by the computer to the bootstrap itera-
tions. It may be just coincidence, but the two additional constraints imposed
to get the `right' P = :0181 are the two constraints with residuals less than
one, which is their standard error. Perhaps that is a reasonable rule. In our
example, because of the independence of the components of the data vector
and the orthogonality of the constraints, the g
i
(
^
) are independent. In gen-
eral, they will not be. Perhaps the residuals should be examined sequentially.
Impose the constraint with the smallest residual, nd the corresponding
~
,
look at the new residuals g
i
(
~
), and so forth.
We shall not attempt to decide what is best here. Bootstrap calibration
will be more complicated here than with shrinkage adjustment and perhaps
should not be attempted. Active set adjustment seems more appropriate
when one wants a good, simple, easily understood analysis. Its rule is `boot-
strap using a point
~
 that has a few additional constraints imposed with
equality' because the maximum likelihood estimate typically does not have
enough constraints satised with equality. The main point is that one should
either impose additional constraints or shrink.
4.7. Bayes Factors
The Bayesian procedures we shall apply to our example will all be based
on an improper, uniform prior. Under this prior, the posterior probability of
the rst orthant is
d
Y
i=1
(x
i
) = 3:385 10
 11
;
where  denotes the standard normal cumulative distribution function. This
of course bears no relation to a frequentist P -value and only indicates that
the rst orthant is very small.
Strictly speaking a Bayes factor is undened for improper priors, but
by symmetry we may take the prior probability of the rst orthant to be
2
 20
= 9:537 10
 7
. The Bayes factor, the ratio of posterior to prior odds is
then 3:55 10
 5
. Using a very diuse proper prior that is symmetric under
rotation about the origin would produce much the same results. Our best
estimate of the frequentist P -value is over 500 times this Bayes factor.
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4.8. Bayesian P -values
The Bayesian P -value for this problem, more precisely the posterior pre-
dictive P -value (Meng, 1994) is the posterior expectation of the frequentist
P -value considered a function of 
Z
P


t(X)  t(x)

(jx) d; (20)
where (jx) is the posterior density. This cannot be calculated exactly, but is
easily done by a simulation computationally resembling the double bootstrap.
One simulates 

values from the posterior, for each such 

simulates data
x

 P


, and estimates p(

) = P



t(X)  t(x)

by the fraction of t(x

)
that are greater than or equal to t(x). Then (20) is estimated by the average
of the p(

).
For our example, using the improper, uniform prior, the Bayesian P -value
is P = 0:00124. Our best estimate of the frequentist P -value is 15 times
larger. This hybrid of Bayesian and frequentist inference is not so wildly
liberal as the Bayes factor but is still far too liberal.
The reason for the marked dierences between the Bayesian and frequen-
tist inferences here are, of course, attributable to the use of diuse priors
which put most of the prior probability far away from the boundary of the
null hypothesis. It is an interesting open question how one should formulate
sensible priors for this problem.
5. THEORY
The asymptotics of inequality-constrained maximum likelihood estimates
and likelihood ratio tests are described by Cherno (1954), Le Cam (1970),
Self and Liang (1987), and Geyer (1994). This section develops the corre-
sponding theory for our two types of bootstrap adjustment. We shall not
attempt to develop the weakest possible stochastic regularity conditions. In
particular we assume the likelihood is well dened in a neighbourhood of the
true parameter value and continuous. These conditions can presumably be
relaxed to permit the likelihood to be dened only on the constraint set and
be only upper semicontinuous, obtaining a theory with the avour of Geyer
(1994), but that is a subject for further research.
Let P
;n
denote the probability distribution of the data for parameter 
and sample size n, and let
l
n
(; ) = log
dP
;n
dP
;n
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denote the Radon-Nikodym derivative with respect to P
;n
of the part of P
;n
that is absolutely continuous with respect to P
;n
. Then we assume
(a) P
;n
is dened for all  in some neighbourhood of the true parameter
value 
0
.
(b) The log likelihood function  7! l
n
(; ) is continuous for each  in a
neighbourhood of the true parameter value 
0
and for all data values.
A likelihood problem satises the LAN (local asymptotic normality) con-
ditions at a point  for a rate sequence 
n
! 0 (usually 
n
= n
 1=2
) if (Le
Cam and Yang, 1990, pp. 54 .) if (a) holds and also
(c) The sequences P
;n
and P
+
n

n
are contiguous for any bounded se-
quence 
n
.
(d) There exist random vectors S
n
and nonrandom, positive denite matri-
ces V
n
! V such that for any bounded sequence 
n
l
n
( + 
n

n
; ) 
h

0
n
S
n
 
1
2

0
n
V
n

n
i
converges in probability to zero under P
;n
.
We shall say the problems satises the ULAN (uniformly LAN) conditions if
(d) is replaced by
(e) There exist random vectors S
n
and nonrandom, positive denite matri-
ces V
n
! V such that for any R > 0
sup
kkR
l
n
( + 
n
; ) 
h

0
S
n
 
1
2

0
V
n

i
converges in probability to zero under P
;n
.
It is well known (Le Cam and Yang, 1990, p. 59) that the LAN conditions
are not sucient for asymptotics of maximum likelihood. Some uniformity
of convergence is necessary. The ULAN condition is stronger than necessary
but allows a simple treatment of the asymptotics of the bootstrap.
The continuity assumption (b) makes the log likelihood function a random
element of the space C(R
d
) of all continuous functions on R
d
with the topology
of uniform convergence on compact sets, which is a complete separable metric
space.
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Lemma 1. If the continuity and ULAN conditions hold at 
0
, then for any
nonrandom bounded sequence  
n
the random function h
n
dened by
h
n
() = l
n
(
0
+ 
n
 
n
+ 
n
; 
0
+ 
n
 
n
): (21)
converges in law in C(R
d
) under P

0
+
n
 
n
;n
to the random function q dened
by
q() = 
0
Z  
1
2

0
V ;
where Z is an N(0; V ) random vector.
Proof. Except in events whose probability goes to zero as n!1
l
n
(
0
+ 
n
 
n
+ 
n
; 
0
+ 
n
 
n
) = l
n
(
0
+ 
n
 
n
+ 
n
; 
0
)  l
n
(
0
+ 
n
 
n
; 
0
)
(Le Cam and Yang, 1990, p. 56). So by (e) h
n
is equal to the random function
w
n
dened by
w
n
() = 
0
(S
n
  V
n
 
n
) 
1
2

0
V
n
 (22)
except for terms that are o
p
(1) uniformly on compact sets. That is, h
n
=
w
n
+ o
p
(1) considered as random elements of C(R
d
) under P

0
;n
and also
under P

0
+
n
 
n
;n
, since, by contiguity, any sequence of random variables that
converges in probability to zero under P

0
;n
also converges in probability to
zero under P

0
+
n
 
n
;n
.
Now suppose  
n
!  so that S
n
  V
n
 
n
converges in law to N( V  ; V ).
Then by contiguity (Le Cam and Yang, 1990, pp. 24 and 81) S
n
  V
n
 
n
converges to N(0; V ) under P

0
+
n
 
n
;n
. Since for any subsequence there is a
subsubsequence such that  
n
converges and for each such subsubsequence the
limit is the same, S
n
 V
n
 
n
converges to N(0; V ) under P

0
+
n
 
n
;n
regardless
of whether  
n
converges.
Now by the continuous mapping theorem w
n
converges in law to q, and
hence h
n
also converges in law to q (under P

0
+
n
 
n
;n
).

In addition to the assumptions already made, we must assume that the
maximum likelihood estimate is 
n
-consistent. When 
n
= n
 1=2
this is im-
plied by consistency and the other regularity conditions (Geyer, 1994). We
also need to assume that the bootstrap maximum likelihood estimator 

n
is

n
-consistent, i. e. that 

n
 
^

n
= O
p
(
n
). This can always be forced, because
^

n
is known and can be used in calculating 

n
.
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5.1. The Shrinkage Adjusted Bootstrap
Theorem 1. Under the conditions assumed above (ULAN, continuity, con-
sistency of maximum likelihood, and 
n
-consistency of both
^

n
and 

n
), the
shrinkage adjusted bootstrap with shrinkage factor 
n
satisfying 
n
! 0 and

 1
n

n
!1 is consistent.
Proof. Consider a nonrandom sequence 
n
such that  
n
= 
 1
n
(
n
  
0
) is
bounded. Then by the Lemma h
n
converges to q regardless of the sequence
 
n
. Also 
n

 1
n
(C   
n
)! T
C
(
0
). Let 

n
be the bootstrap maximum likeli-
hood estimate simulating from P

n
;n
and maximizing over 
n
C + (1  
n
)
n
.
Then invoking the Skorohod and Prohorov theorems as in Theorem 4.4 of
Geyer (1994) and using the fact that the sum of uniformly converging and
epiconverging functions epiconverges (Attouch, 1984, Theorem 2.15) proves
that the asymptotic distribution of 

n
does not depend on the sequence 
n
and is asymptotic distribution of the MLE, the distribution of the maximizer
of q over T
C
(
0
). Now we apply the Skorohod theorem to the MLE, getting
an almost surely convergent sequence
^

n
having the same properties assumed
for 
n
. In the Skorohod representation the law of 

n
converges almost surely
to the correct distribution, and this implies convergence in probability of the
distribution of 

n
to correct asymptotic distribution.

The same argument applied simultaneously to the constrained estimates
for null and alternative hypotheses shows the shrinkage bootstrap consistently
calculates the sampling distribution of the likelihood ratio test statistic.
5.2. The Adjusted Active Set Bootstrap
The argument here is more complicated. We need a constraint qualica-
tion assumption, either of the equivalent hypotheses of the following theorem.
Theorem 2. (Rockafellar and Wets, forthcoming). Suppose the constraint
functions g
i
are continuously dierentiable, and suppose that there does not
exist a multiplier vector  indexed by E [ I, such that (1) 
i
 0 and

i
g
i
(
0
) = 0 for all i 2 I, (2) 
i
6= 0 for some i 2 E[I, and (3)
P
i

i
rg
i
(
0
) =
0. An equivalent condition is that the gradients rg
i
(
0
), i 2 E are linearly
independent and the set
W =
n
v 2 R
d
: hrg
i
(
0
); vi = 0, i 2 E and hrg
i
(
0
); vi < 0, i 2 A
o
is nonempty. Then the closure of W
n
v 2 R
d
: hrg
i
(
0
); vi = 0, i 2 E and hrg
i
(
0
); vi  0, i 2 A
o
(23)
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is the tangent cone, C is Clarke regular at 
0
, and the constraint qualication
conditions hold at every point in some neighbourhood of 
0
.
A much simpler constraint qualication condition, which implies those of the
theorem, is that the rg
i
(
0
), i 2 E [ A are linearly independent.
Theorem 3. Under the conditions assumed above (ULAN, continuity, con-
sistency of maximum likelihood, 
n
-consistency of both
^

n


n
, and constraint
qualication), the adjusted active set bootstrap is consistent.
Proof. Consider a nonrandom sequence 
n
such that  
n
= 
 1
n
(
n
  
0
)
is bounded so that h
n
converges to q regardless of the sequence  
n
. Also
assume that 
n
eventually satises the correct active set, i. e., g
i
(
n
) = 0, for
all i 2 A. Then Clarke regularity implies
T
C
(
0
)  lim inf
n

 1
n
(C   
n
):
Next we establish
lim sup
n

 1
n
(C   
n
)  T
C
(
0
): (24)
A vector v lies in the left hand side of (24) if and only if there is a subsequence
n
k
and a sequence 
k
in C satisfying

 1
n
k
(
k
  
n
k
)! v;
which implies that 
 1
n
k
(
k
  
0
) is also bounded. By dierentiability of the
constraints

 1
n
k

g
i
(
k
)  g
i
(
n
k
)

! hrg
i
(
0
); vi:
For i 2 I, the left hand side is identically zero, and for i 2 A, g
i
(
k
)  0 and
eventually g
i
(
n
k
) = 0. Hence v is in the tangent cone (23). This proves

 1
n
(C   
n
)! T
C
(
0
):
Now the proof continues as in the proof of Theorem 1. Two invocations of
Skorohod and one of Prohorov show the bootstrap is consistent.

5.3. A Counterexample
That some regularity conditions like constraint qualication are necessary
is shown by the following counterexample. The model is Normal(; I) with
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 = (u; v) 2 R
2
. There are two inequality constraints. The rst is v  0. The
second is g
2
()  0, where
g
2
() =
8
>
>
<
>
>
:
u
2
sin( log
4
u)
2
  v; u > 0
 v; u = 0
 u
2
  v; u < 0
The true parameter value is (0; 0).
This example satises the regularity conditions for
^

n
to have asymp-
totics, the tangent cone being f (u; v) : u  0; v = 0 g, and the asymptotic
distribution of the maximum likelihood estimate being the projection of a
Normal(; I) random vector on the tangent cone giving a random vector
(U; 0), where U = max(0; Z), Z standard normal.
The estimated active set eventually imposes both inequality constraints,
and
~
 is the maximizer of the likelihood over the set
~
C = f(0; 0)g [
n
(4
 k
; 0) : k 2 N
o
; (25)
which is the set of  such that g
1
() = 0 and g
2
() = 0. This set is not Cherno
regular, and
p
n(
~

n
 
0
) does not converge in law to any distribution (Geyer,
1994), though it is bounded in probability. The adjusted active set bootstrap
fails to be consistent because
p
n
~

n
is the projection of a standard normal
random vector on the set
p
n
~
C, and does not converge in probability to zero.
Thus
p
n(C  
~

n
) contains subsequences that converge to vectors (u; 0) with
u < 0, and such vectors are not in the tangent cone.
5.4. Variations on Adjustment
In some problems it may be necessary to use non-isotropic shrinkage or
active set adjustment. This is obvious for active set adjustment, because
multiplying the constraints by dierent constant factors does not change the
constraint set C but does change the estimated active set given by (12) or
(16). When the g
i
(
^

n
) have very dierent asymptotic variances, it would seem
sensible take this into account in constructing the estimated active set.
The case for non-isotropic shrinkage is less clear, but it is clear that one
could use shrinkage of the form
C

= C + (I   )
^

instead of (10), where  is a diagonal matrix with diagonal entries in (0; 1)
with 
n
! 0 and
p
n diag(
n
) ! 1, and this would not change the con-
sistency proof. This would seem sensible when the original parameterization
of the problem is ill-conditioned so that dierent components of
^
 have very
dierent asymptotic variances.
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6. DISCUSSION
Geyer (1991) claimed that the double bootstrap provided a `sound recipe'
for data analysis in inequality constrained maximum likelihood problems.
This was always a bit suspect in that neither the ordinary bootstrap nor
the ordinary double bootstrap are consistent, although the ordinary double
bootstrap seems to do a reasonable job in the problem studied in Geyer (1991)
and in the example in Section 4. The double bootstrap is also a great deal of
work, especially in problems (Shaw and Geyer, submitted) where maximum
likelihood estimates are dicult to calculate, although the bootstrap recycle
algorithm of Newton and Geyer (1994) can save some of the work. There is
thus a need both for simple procedures not involving the double bootstrap and
for a consistent double bootstrap. The adjusted bootstraps in Sections 4.3,
4.5, and 4.6 meet these needs.
There is also a more general point to be made about inequality constraints.
They make a dierence in every aspect of statistical inference. The problem
studied here tells us something about tests of signicance and competing
Bayesian procedures, about the parametric bootstrap, and about the dou-
ble bootstrap and bootstrap adjustment and calibration. Many procedures
thought to be well understood suddenly become problematical when general
inequality constraints are introduced. We have seen this is the case with the
standard Neyman-Pearson tests with P -values given by (1), with the ordi-
nary bootstrap and double bootstrap, and with Bayes factors and Bayesian
P -values.
The argument given here that the generality claimed for the Neyman-
Pearson theory is spurious and only makes sense for the special cases in which
uniformly most something or other tests exist is not new. Fisher (1973, Sec-
tion 4.5) made exactly the same point: the Neyman-Pearson theory has trou-
ble with compound null hypotheses. Fisher's example was like ours in that it
involved inequality constraints, although it was not convincing because, while
Fisher claimed the Neyman-Pearson theory could not handle his example, he
had no good analysis of his own to oer. Fisher's example now seems ill
chosen because it does not distinguish amongst the methods discussed here,
the Neyman-Pearson test based on the least favourable parameter value and
the ordinary parametric bootstrap giving much the same answers. Fisher's
basic point, however, does seem correct.
As for the comparison of `frequentist' tests and their Bayesian competitors,
it is not clear what one is to make of the example studied here. It does at least
show that the phenomena studied by Berger and Sellke (1987) and Casella
and Berger (1987) are not general and that the comparison of Bayesian and
frequentist `tests' does not go all one way. The example also contradicts the
23
conventional wisdom that Bayesian inference under inequality constraints is
unproblematical.
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