Abstract-In this brief we present a method for the weighted low-rank approximation of general complex matrices along with an algorithmic development for its computation. The method developed can be viewed as an extension of the conventional singular value decomposition to include a nontrivial weighting matrix in the approximation error measure. It is shown that the optimal rank-K weighted approximation can be achieved by computing K generalized Schmidt pairs and an iterative algorithm is presented to compute them. Application of the proposed algorithm to the design of FIR two-dimensional (2-D) digital filters is described to demonstrate the usefulness of the algorithm proposed.
Weighted Low-Rank Approximation of General Complex Matrices and Its Application in the Design of 2-D Digital Filters

I. INTRODUCTION
As one of the basic and important tools in numerical linear algebra, the singular value decomposition (SVD) [1] - [3] has found numerous scientific and engineering applications in the past. An excellent outline on its applications in linear algebra and linear systems can be found in [4] . Sample applications of the SVD in automatic control, robotics, image processing, reduced-rank signal processing, and design of two-dimensional (2-D) digital filters can also be found in [5] - [16] . In a filter design context, the SVD method [10] - [16] starts with a complex matrix F obtained by sampling the desired frequency response, and the application of SVD to F allows one to decompose a complex 2-D design task into a set of simple 1-D design tasks with guaranteed design accuracy. An important property of the SVD utilized in this regard is that the SVD of F of rank r offers a series of optimal low-rank approximations of F in both Euclidean and Frobenius norm sense. That is, if
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where
Although the SVD method has become a successful design tool, a weak point of the method is that it treats all entries of the sampled frequency response matrix equally, which could in some cases lead to degraded designs. In order to discriminate between the important and unimportant portions of the matrix, we seek to find a low-rank approximation of F such that for a fixed K with 1 < K < r, the rank K matrix
best approximates F in the weighted Frobenius norm sense. That is min rank(F )=K kW (F 0FK)kF = kW (F 0 FK)kF (5) where W is a weighting matrix with the same size as F; W Y denotes the entrywise multiplication of W with Y , which is often termed as Hadamard or Schur product in the literature. In the rest of the brief, we shall call (4), (5) a weighted rank K approximation of F .
In the literature the weighted low rank approximation (WLRA) problem was considered by Shpak [16] in a filter design context for a real matrix F . His approach is to treat (5) as a numerical minimization problem so that the conventional optimization techniques [17] , [18] can be used to find a solution. However, the optimization involved requires a large amount of computation, particularly when u i and vi are of high dimension. The objectives of this brief are twofold.
First, we investigate in Section II the WLRA for a general complex matrix F 2 C m2n . It is shown that for a fixed K (which is the rank of FK approximating F ), the WLRA can be characterized by K generalized Schmidt pairs which are nonlinear extension of the conventional Schmidt pairs obtained by the SVD of F . We present an iterative algorithm for numerical computation of the generalized Schmidt pairs. Convergence and computation complexity issues of the algorithm are addressed. Also proposed in Section II is a suboptimal solution to the WLRA problem. This suboptimal WLRA (S-WLRA) is obtained by computing one pair of vectors u i and v i at a time, leading to considerably reduced computation complexity and hence offers a feasible solution to those approximation problems where the matrix F is of high dimension. As the second objective of the brief, the S-WLRA is applied to design FIR 2-D digital filters. In Section III, the S-WLRA is applied to design linear phase FIR 2-D filters. An example is included to illustrate the design algorithm and to compare the WLRA-SVD method with the conventional SVD method.
II. WEIGHTED LOW-RANK APPROXIMATION OF COMPLEX MATRICES
A. Preliminaries
The singular value decomposition of a rectangular complex matrix (1) implies that for 1 i r
with kuik2 = kvik2 = 1 (8) In the literature, the first pair of vectors fu1; v1g associated with the largest singular value 1 is called the Schmidt pair of F [20] , [21] .
For the sake of convenience we, in the rest of the brief, shall call fui; vig (for 1 i r) the ith Schmidt pair of F . From (1) 
From a filter-design point of view, the following form of the SVD is often used
whereũi = i ui andṽi = i vi can be interpreted as 1-D frequency responses when F is a sampled 2-D frequency response [14] , [15] .
An important property of SVD is the Eckart-Young theorem [2] described by (2) and ( 
for 1 K r 0 1. It follows from (2), (3) and (11), (12) 
B. Weighted Low-Rank Approximation of a Complex Matrix
In what follows we show that the optimal solution to the weighted rank-K approximation of a complex matrix F , which is defined by (4) and (5), is characterized by K generalized Schmidt pairs that can be viewed as a nonlinear version of (6) and (7). For a given complex matrix F 2 C m2n and a real weighting W 2 R m2n , we consider the error function for the rank-K approximation problem given by is straightforward but tedious, and is omitted here. By letting the gradient be zero, we obtain the following system of nonlinear equation (14) and (15) 
with w rl and w cl being the lth row and column of W , respectively. (20) the K sets of (14) and (15) with i = 1.. .; K can be put together as v = r u (21) H u = cv
Equations (21) and (22) are important as they characterize the optimal u and v, and therefore the optimal ui and vi (for i = 1;. . . ; K)
via (16) that minimize the error function J. As can be seen from (19) , matrix is independent of parameters u and v. However, the nonzero entries in r and c are in general dependent on ui and vi quadratically as is evidenced from (14), (15), (17), and (18) . In spite of the nonlinear nature of (21), (22), it is worthwhile to notice the analogy between (21), (22), and (6), (7 
and then to obtain u (k+1) ; v (k+1) through a linear combination of
where 2 (0; 1) is a relaxation parameter. Denote
Equation (24) can be expressed as
Combining (25) g is a Cauchy sequence in a finite-dimensional Euclidean space, whose convergence is guaranteed. Furthermore, by (28a) we see that (30) is equivalent to
for k > L, where k is the ratio k = kx
k. In words, we conclude that the sequence fx 
8(x) is a contraction mapping;
2)
9(x) is a contraction mapping;
3)
k has a less-than-unity upper bound for k L.
As a part of the convergence analysis the recursive scheme (24), (25) was applied to a large number of randomly generated matrices F of various sizes (1 m; n 40) along with randomly selected weighting matrices W whose entries are uniformly distributed on [0, 1]. The rank parameter K in the test varies from 1 to min(n; m). In every case of the test, the convergence of the recursive computation scheme (24), (25) was confirmed by verifying sufficient condition (31). Although further investigation on the specific structure of 9 and 8 as related to these sufficient conditions remains an interesting issue, this numerical test offers the confidence to use it as a feasible means to compute generalized Schmidt pairs.
We now summarize the proposed recursive computation scheme as in Algorithm 1.
Algorithm 1
Step 1} Select initial u (0) and v (0) and set k = 0.
Step 2} Compute p (k) and q (k) using (24).
Step 3} Compute u (k+1) and v (k+1) using (25).
Step 4} Define . At this point it is important to note that matrices 9 r and c , which are characterized by (14), (15), (17),
and (18) 
with respect to u p and v p , for p = 1;2;1 11; K, where
However, on comparing Jp01 in (33) with J in (13) we see that for each p minimizing J p01 involves only m + n complex parameters while minimizing J involves K(m + n) parameters. Evidently, solving K minimization problems (33) and (34) is numerically more feasible especially when F is of high dimension, which is often the case in filter design applications. Of course the resulting rank-K approximation so obtained offers only a suboptimal solution to the WLRA problem.
Quasi-Schmidt Pairs:
The u p and v p that minimize (33) can be obtained by considering a special case of minimizing J in (13) The improved computation efficiency is, however, at the expense of quality degradation. In what follows we give a qualitative account of how the degradation is related to the weighting W and parameter K. 
B. A Design Example
In this section, the usefulness of the WLRA will be illustrated by designing a circularly symmetric, linear phase, lowpass, FIR 2-D filter. The normalized passband and stopband of the filter are ! p = 0.25 and !s = 0.35. The desired amplitude response is sampled in a density of 61 2 61 over the baseband, and a quarter of the sampled amplitude response matrix is used in the design. The design specifications are that the maximum ripples of the filter in both passband and stopband are less than 0.03. If we use the conventional SVD method [13] , then the maximum ripples of a (29, 29) FIR filter are 0.0418 and 0.0181, respectively. The design accuracy in the passband does not meet the requirement while the filter shows a better-than-enough design accuracy in the stopband. Under these circumstances one might expect to be able to design a (29, 29) FIR filter with an adequate weighting W to meet the design requirement. otherwise where the heavier weights have been given to the region near the passband edge since it is this region larger design error occurs as we have often seen in the conventional SVD-based designs.
Using the suboptimal WLRA algorithm described in Section II-D, twelve quasi-Schmidt pairs are computed and then used to design 1-D transfer functions f i (z 1 ) and g i (z 2 ). Since both the sampled amplitude response matrix F and weighting matrix W are symmetric, fi(z1) and gi(z2) have the same coefficients. With K = 12, the 2-D transfer function can be found using (42). The maximum ripples of the filter designed in the passband and stopband are 0.0296 and 0.0294, respectively. The amplitude response of the filter is depicted in Fig. 1 .
