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Abstract
We propose and analyze numerical methods for the Heath-Jarrow-Morton (HJM)
model. To construct the methods, we first discretize the infinite dimensional HJM
equation in maturity time variable using quadrature rules for approximating the
arbitrage-free drift. This results in a finite dimensional system of stochastic differ-
ential equations (SDEs) which we approximate in the weak and mean-square sense
using the general theory of numerical integration of SDEs. The proposed numer-
ical algorithms are highly computationally efficient due to the use of high-order
quadrature rules which allow us to take relatively large discretization steps in the
maturity time without affecting overall accuracy of the algorithms. Convergence
theorems for the methods are proved. Results of some numerical experiments with
European-type interest rate derivatives are presented.
Keywords. Infinite dimensional stochastic equations, HJM model, weak approx-
imation, Monte Carlo technique, interest rate derivatives, method of lines, mean-
square convergence.
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1 Introduction
The framework proposed by Heath, Jarrow and Morton [13] – HJM henceforth – models
the evolution of the term structure of interest rates through the dynamics of the forward
rate curve. These dynamics are described by a multifactor infinite dimensional stochastic
equation with the entire forward rate curve as state variable. Under no-arbitrage condi-
tions, the HJM model is fully characterized by specifying forward rate volatility functions
and the initial forward curve. The original HJM framework is used for modelling fixed in-
come markets (see [13, 4, 6, 7] and also references therein). Recently, the HJM philosophy
has been extended to credit and equity markets (see, e.g. the recent review [5]).
The HJM model has closed-form solutions only for some special cases of volatility, and
valuations under the HJM framework usually require a numerical approximation. As far
as we know, the literature on numerics for the HJM model is rather sparse. The common
approach (see, e.g. [12, 15, 9, 3] and the references therein) is to take coinciding grids
in the running time t and in the maturity time T. The known methods differ in the way
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they approximate the integral in the arbitrage-free drift of the HJM model while they
all use Euler-type schemes for discretization in time. In [12, 15, 9] approximations of
the arbitrage-free drift are chosen so that the overall discrete approximations of the HJM
equation preserve the martingale property for the discretized discounted bond process. A
different numerical approach, based on a functional backward Kolmogorov equation, is
considered in [17]. In comparison with other works, the papers [3, 17] rigorously prove
weak convergence of the proposed numerical methods.
In this paper we propose and analyze a new class of effective numerical methods for
the HJM equation exploiting the idea of the method of lines. These methods can be used
for simulating HJM models of various specifications. Our main focus is on the weak-
sense numerical methods which can be used for valuing a broad range of interest rate
products. To construct the numerical methods, we first discretize the infinite dimensional
HJM equation in maturity time variable T using quadrature rules for approximating the
arbitrage-free drift. This results in a finite dimensional system of stochastic differential
equations (SDEs). As we show in the paper, if we take a quadrature rule of order p, the
solution of this finite dimensional system of SDEs converges to the HJM solution with
mean-square order p in the maturity time discretization step ∆. From the method of lines
point of view, we interpret the maturity time T as a “space” variable and the running
time t as a “time” variable. To get fully discrete methods (discrete in both T and t),
we approximate the obtained finite dimensional system of SDEs in the weak and mean-
square senses using the general theory of numerical integration of SDEs (see, e.g. [18]).
The proposed numerical algorithms are computationally highly efficient due to the use of
high-order quadrature rules which allow us to take relatively large discretization steps in
the maturity time without affecting overall accuracy of the algorithms, i.e., the number
of forward rates we need to approximate at each time moment t is significantly less than
it is usually required in the case when the time grids for t and T coincide. Further, since
we exploit the method of lines, we have flexibility in choosing appropriate approximations
in “space” and “time” separately. As we will see, in practice it is beneficial to use higher
order rules for integration with respect to maturity time T and lower order numerical
schemes for integration with respect to time t.
The rest of the paper is organized as follows. In Section 2 we recall the HJM frame-
work. Section 3 deals with construction of a class of numerical methods of a general
form for the HJM equation. We start with T -discretization of the HJM equation (Sec-
tion 3.1), then consider discretization in time t (Section 3.2), and finally, based on the
results of the previous subsections, we obtain approximations suitable for evaluating prices
of European-type interest rate contracts under the HJM framework (Section 3.3). In Sec-
tion 4 we prove convergence theorems for the methods constructed in Section 3. We first
prove convergence theorems for the HJM approximation discrete in the maturity time T
only (Section 4.1). Then we analyze weak convergence of fully discrete methods to the ap-
proximations discrete in the maturity time (Section 4.2). We show that this convergence
is uniform in the maturity time discretization step ∆ in order to obtain weak convergence
of the fully-discrete numerical methods to the solution of the HJM equation. We note that
both the considered class of numerical methods and proof of their convergence include
the known numerical schemes for HJM as, e.g. those from [9]. In Section 5 we illustrate
the introduced class of numerical methods from Section 3 by presenting some particular
algorithms of various accuracy orders, which are ready for implementation. In Section 6
we propose a fully-discrete mean-square approximation of the HJM equation and prove
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the corresponding mean-square convergence theorem. In Section 7 we test the proposed
numerical algorithms on the Vasicek and proportional volatility models.
2 HJM framework of the instantaneous forward rate
dynamics
Throughout this paper we assume that there exists an arbitrage-free market with a fric-
tionlessly traded continuum of default-free zero-coupon bonds {P (t, T ), t ≤ T, T ∈
[t0, T
∗] , t ∈ [t0, t∗]}, where P (t, T ) denotes the price at time t of a bond with matu-
rity T . We require that P (T, T ) = 1 and P (t, T ) is sufficiently smooth in the maturity
variable T.
A convenient, albeit a theoretical concept, the forward rate f(t, T ), t ≤ T, T ∈ [t0, T ∗] ,
t ∈ [t0, t∗], represents the instantaneous continuously compounded interest rate prevailing
at time t for riskless borrowing or lending over the infinitesimal time interval [T, T + dT ].
The relation between zero-coupon bonds and instantaneous forward rates is given by
P (t, T ) = exp
(
−
T∫
t
f(t, u)du
)
. (2.1)
The current instantaneous rate, or so-called short rate, is
r(t) := f(t, t). (2.2)
To represent the accumulating factor one can define the savings account
B(t) = exp
(
t∫
t0
r(s)ds
)
. (2.3)
The HJM framework [13] models the dynamics of the forward curve
{f(t, T ), t ≤ T, T ∈ [t0, T ∗] , t ∈ [t0, t∗]} .
Given an integrable deterministic initial forward curve
f(t0, T ) = f0(T ),
the arbitrage-free dynamics of the forward curve under the risk-neutral measure Q asso-
ciated with the numeraire B(t) are modelled through an Ito process of the form
f(t, T )− f0(T ) =
∫ t
t0
σ⊤(s, T )
(∫ T
s
σ(s, u)du
)
ds (2.4)
+
∫ t
t0
σ⊤(s, T )dW (s), t0 ≤ t ≤ t∗ ∧ T, t0 ≤ T ≤ T ∗,
where W (t) = (W1(t), . . . ,Wd(t))
⊤ is a d-dimensional standard Wiener process defined on
a filtered probability space
(
Ω,F , {Ft}t0≤t≤t∗ , Q
)
satisfying the usual hypothesis; σ(t, T )
is an Rd-valued Ft-progressively measurable stochastic process with
∫ T
t0
|σ(s, T )|2 ds <∞;
and t∗ ∧ T := min(t∗, T ).
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In general, the volatility σ(t, T ) := σ(t, T, ω) can depend on the current and past
values of forward rates. In this paper we restrict ourselves to the case in which σ depends
on the current forward rate only, i.e.,
σ(t, T ) := (σ1(t, T, f(t, T )), . . . , σd(t, T, f(t, T )))
⊤, (2.5)
where σi(t, T, z), i = 1, . . . , d, are deterministic functions defined on [t0, t
∗]× [t0, T ∗]×R.
Then the term
∫ T
s
σ(s, u)du in (2.4) can be written as
∫ T
s
σ(s, u, f(s, u))du, and, conse-
quently, (2.4)-(2.5) is an infinite-dimensional SDE. We impose the following assumptions
on the HJM model (2.4)-(2.5).
Assumption 2.1 The functions σi(t, T, z), i = 1, . . . , d, are uniformly bounded, i.e., there
is a constant C > 0 such that
|σi(t, T, z)| ≤ C, (t, T, z) ∈ [t0, t∗]× [t0, T ∗]× R. (2.6)
Assumption 2.2 For sufficiently large p1, p2 ≥ 1, the partial derivatives
∂j+k+lσi(t, T, z)
∂tj∂T k∂zl
, 0 ≤ j ≤ p1, 0 ≤ k + l ≤ p2, i = 1, . . . , d, (2.7)
are continuous and uniformly bounded in [t0, t
∗]× [t0, T ∗]× R.
Assumption 2.3 The initial forward curve f0(T ), T ∈ [t0, T ∗] , is deterministic and
sufficiently smooth.
The imposed conditions are sufficient to ensure that the SDE (2.4)-(2.5) has a unique
strong solution f(t, T ), which is sufficiently smooth in the last argument (see [13, 24] and
also [16, 8] for differentiating SDE solutions with respect to a parameter). Further, it is
not difficult to show that they imply boundedness of exponential moments of f(t, T ), i.e.,
for a c ∈ R there is a constant C > 0 such that
E exp(c|f(t, T )|) < C (2.8)
for all (t, T ) ∈ [t0, t∗] × [t0, T ∗] . The constant C in (2.8) depends on the initial forward
curve f0(T ), volatility σ(t, T, z), and on c.
Remark 2.1 As it was shown in [24], for the SDE (2.4)-(2.5) to have the unique strong
solution it suffices to require a weaker assumption than Assumption 2.1:
|σi(t, T, z)| ≤ C
(
1 + |z|1/2
)
.
However, in the paper we restrict ourselves to the stronger set of conditions which allow
us to consider methods of higher order. Assumptions 2.1-2.3 are sufficient for all the
statements in this paper. The choice of p1 and p2 depends on a particular algorithm (as
usual, the more accurate an algorithm the more derivatives are needed). At the same time,
the imposed conditions are not necessary and the proposed numerical methods themselves
can be used under broader assumptions.
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We pay attention that Assumptions 2.1-2.3 do not guarantee positiveness of f(t, T )
which could be a desirable property taking into account the financial context of the HJM
model. One can notice that if we also require that
f0(T ) ≥ 0 and σi(t, T, 0) = 0, i = 1, . . . , d, (t, T ) ∈ [t0, t∗]× [t0, T ∗],
then the forward rates are nonnegative f(t, T ) ≥ 0 for all (t, T ) ∈ [t0, t∗]× [t0, T ∗].
Our main objective is to propose efficient numerical methods for pricing interest rates
derivatives. Among these instruments are interest rate caps, floors, and swaptions [4, 6,
22, 23, 7]. A cap price is obtained by summing up the prices of the underlying caplets.
Consider a caplet set at time sk with payment date at si > sk, with strike K and unit
cap nominal value. Its price at time t0 ≤ sk is given by
E exp
(
−
∫ sk
t0
r(u)du
)[
1− (1 +K(si − sk)) exp
(
−
∫ si
sk
f(sk, u)du
)]
+
. (2.9)
Now consider a payer swaption of maturity sk and with underlying swap maturity si > sk.
Its price at time t0 ≤ sk can be found as
E exp
(
−
∫ sk
t0
r(u)du
)[
1− exp
(
−
∫ si
sk
f(sk, u)du
)
(2.10)
−K
i∑
j=k+1
(sj − sj−1) exp
(
−
∫ sj
sk
f(sk, u)du
)]
+
.
In (2.9) and (2.10) and in what follows expectation E (·) without any index means expec-
tation taken with respect to the risk-neutral measure Q.
Let G(z), z ∈ R, be a payoff function satisfying the global Lipschitz condition, i.e.,
|G(z)−G(z′)| ≤ K |z − z′| , z, z′ ∈ R. (2.11)
In this paper, motivated by the above examples, we consider the price of a generic interest
rate contract under risk-neutral measure of the form
F (t0, f0 (·) ; sk, si) = E exp(−Y (sk))G (P (sk, si)) , (2.12)
where
Y (sk) =
∫ sk
t0
r(u)du, (2.13)
P (sk, si) = exp (−Z(sk, si)) , (2.14)
and
Z(sk, si) =
∫ si
sk
f(sk, u)du. (2.15)
We note that (2.12) does not cover the case of swaptions (2.10). To include swaptions,
the payoff G in (2.12) should be of the form G (P (sk, sk+1), . . . , P (sk, si)) and
F (t0, f0 (·) ; sk, sk+1, . . . , si) = E exp(−Y (sk))G (P (sk, sk+1), . . . , P (sk, si)) . (2.16)
We limit ourselves in the paper to the payoff of the form (2.12) for the sake of transparent
exposition. All the proposed numerical algorithms are applicable to the more general
form of the payoff (2.16). Also, no additional ideas are required to extend our theoretical
analysis to the case (2.16).
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Remark 2.2 (Forward measure pricing) The HJM dynamics can be written under the
sk-forward measure (see details e.g., in [4, 22, 9]) instead of the risk-neutral measure. In
this case the corresponding SDE has the form (cf. (2.4)):
f(t, T )− f0(T ) =
∫ t
t0
σ⊤(s, T )
(∫ T
sk
σ(s, u)du
)
ds+
∫ t
t0
σ⊤(s, T )dW sk(s), (2.17)
t0 ≤ t ≤ t∗ ∧ T ∧ sk, t0 ≤ T ≤ T ∗,
with W sk(s) being a d-dimensional standard Wiener process under the sk-forward measure
Qsk . The pricing formula for a generic interest rate contract with payoff G (P (sk, si))
under Qsk is (cf. (2.12)):
F (t0, f0 (·) ; sk, si) = P (t0, sk)Esk (G (P (sk, si))) . (2.18)
This form is computationally simpler than (2.12) since it does not require evaluation of
the short rate. At the same time we note that pricing of some interest rate products
(e.g., Eurodollar futures) require the use of risk-neutral measure [4, 21]. In this paper we
construct numerical algorithms for approximating (2.12). Obviously, these algorithms are
readily (actually more easily) applicable to (2.18).
3 Numerical method
In this section we construct a numerical method for simulating (2.12) with the forward
rates f(sk, u) satisfying the infinite-dimensional SDE (2.4)-(2.5). Examples of some par-
ticular algorithmic realizations of this method are given in Section 5.
This section is organized in the following way. We first introduce a maturity time
discretization (T -discretization) and arrive at a finite dimensional approximation of (2.4)-
(2.5), i.e., at a finite system of SDEs (Section 3.1). Then (Section 3.2) we discretize
time (t-discretization) and apply a weak-sense numerical integrator to the obtained finite
system of SDEs. Finally, Section 3.3 deals with approximating the functionals Y and Z
from (2.13)-(2.15) and the option price (2.12).
For the simplicity of presentation, we consider equally-spaced grids for maturity time
T and time t. A nonuniform discretization might be needed in practical financial ap-
plications, and a generalization of the proposed algorithms to nonuniform time grids is
straightforward.
3.1 T -discretization
Consider a uniform partition of the maturity time interval [t0, T
∗] with a maturity time
step (T -step) ∆ = (T ∗ − t0)/N :
t0 = T0 < · · · < TN = T ∗, Ti = i∆, i = 0, . . . , N. (3.1)
Introduce the index notation which we will use throughout the paper. Denote by ℓ(t)
the auxiliary index dependent on time t so that
ℓ(t) = max {i = 0, 1, . . . , N : t ≥ Ti} , (3.2)
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and by ̺(t) the auxiliary index dependent on time t so that
̺(t) = min {i = 0, 1, . . . , N : t < Ti} , (3.3)
i.e., Tℓ(t) ≤ t < T̺(t) and Tℓ(t) (or T̺(t)) is the closest node on the grid (3.1) to the time t
from the left (or from the right). We also note that ̺(t) = ℓ(t) + 1.
Further, we require for simplicity that ∆ is sufficiently small so that a number of
nodes Ti between t
∗ and T ∗ is sufficient for realization of all the quadrature rules and
interpolation/extrapolation used in the method which we introduce in this Section 3. We
will pay attention to the required amount of nodes between t∗ and T ∗ in the method’s
description. At the same time, if in practical realization the distance between t∗ and T ∗
is relatively small in comparison with the chosen T -step ∆, then one would need to run
simulation for a slightly longer maturity-time interval, extending it beyond T ∗ by a few
steps of ∆ (see further explanation in Section 5.3).
For a node Ti, i = 0, . . . , N, on the maturity time grid (3.1), we approximate the
integrals in (2.4):
Ij(s, Ti) :=
∫ Ti
s
σj(s, u)du, j = 1, . . . , d, t0 ≤ s ≤ t∗ ∧ Ti, i = 1, . . . , N, (3.4)
by a composite quadrature rule SIj(s, Ti,∆) :
Ij(s, Ti) ≈ SIj(s, Ti,∆) = ∆
κ(s,Ti)∑
k=̺(s)
γk(s)σj(s, Tk), (3.5)
where the quadrature rule’s weights γk(s) and the nodes k = ̺(s), . . . , κ(s, Ti) are chosen
so that under Assumptions 2.1-2.3 the approximation is of order O(∆p) for a given p ≥ 1,
i.e., the numerical integration error is estimated as(
E
[
S
Ij
(s, Ti,∆)− Ij(s, Ti)
]2)1/2
≤ C∆p (3.6)
with a constant C > 0 independent of ∆, s, Ti, j. Some examples of such quadratures
are given in Section 5. We note (see details in Section 5) that when s and Ti are close, to
approximate Ij(s, Ti) with a required accuracy the number κ(s, Ti) in (3.5) can be chosen
larger than i.We recall that since we assumed that there is a sufficient number of nodes be-
tween t∗ and T ∗ the number κ(s, Ti) does not exceed N.We will also use the vector notation
I(s, Ti) := (I1(s, Ti), . . . , Id(s, Ti))
⊤ and SI(s, Ti,∆) := (SI1(s, Ti,∆), . . . , SId(s, Ti,∆))
⊤.
For a fixed T = Ti, it is convenient for later purposes (namely, for computing the short
rate r(t) = f(t, t) as it will become clear in Section 3.3) to consider the SDE (2.4)-(2.5) on
a slightly larger time interval: t0 ≤ t ≤ t∗ ∧ T(i+1)∧N , i.e., for Ti < t∗ (note that t∗ ≤ TN )
we would like to extend the definition of f(t, Ti) from t ∈ [t0, Ti] to t ∈ [t0, Ti+1]. Though
from the point of view of financial applications the forward rate f(t, Ti) is not defined
on the interval t ∈ (Ti, Ti+1], Assumptions 2.1-2.3 guarantee that (2.4)-(2.5) has the
strong solution on the extended interval and, as it will be seen in future, this extension
is beneficial from the computational prospective (see also Remarks 3.1 and 3.2). This
extension requires from us to consider, in addition to (3.4), the integrals
Ij(s, Tℓ(s)) :=
∫ Tℓ(s)
s
σj(s, u)du. (3.7)
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We approximate these integrals by a quadrature rule analogous to the one in (3.5) but
with summation index k starting from ℓ(s) :
Ij(s, Tℓ(s)) ≈ SIj(s, Tℓ(s),∆) = ∆
κ(s,Tℓ(s))∑
k=ℓ(s)
γk(s)σj(s, Tk), (3.8)
and we require that its error satisfies (3.6). Combining (3.5) and (3.8), we will write in
what follows that
SIj(s, Ti,∆) = ∆
κ(s,Ti)∑
k=ℓ(s)
γk(s)σj(s, Tk) (3.9)
with the coefficient γℓ(s)(s) = 0 if i > ℓ(s).
Using (3.9), we approximate the solution f(t, T ) of the infinite-dimensional SDE (2.4)-
(2.5) at the nodes T = T0, . . . , TN , by the N + 1-dimensional stochastic process f˜
i(t) ≈
f(t, Ti), i = 0, . . . , N, which satisfies the finite system of coupled SDEs:
f˜ i(t)− f i0 =
∫ t
t0
σ˜⊤i (s)S˜I(s, Ti,∆)ds+
∫ t
t0
σ˜⊤i (s)dW (s), (3.10)
t0 ≤ t ≤ t∗ ∧ T(i+1)∧N , i = 0, . . . , N,
where
f i0 = f0(Ti), (3.11)
σ˜i(s) = (σ˜i,1(s), . . . , σ˜i,d(s))
⊤ = (σ1(s, Ti, f˜ i(s)), . . . , σd(s, Ti, f˜ i(s)))⊤,
S˜I(s, Ti,∆) =
(
S˜I1(s, Ti,∆), . . . , S˜Id(s, Ti,∆)
)⊤
and
S˜Ij(s, Ti,∆) = ∆
κ(s,Ti)∑
k=ℓ(s)
γk(s)σ˜k,j(s). (3.12)
We emphasize again that we extended the time interval from t ∈ [t0, t∗] to t ∈ [t0, t∗ ∧
T(i+1)∧N ].
Assumptions 2.1-2.3 guarantee the existence of the unique strong solution of (3.10)-
(3.12). Further, it is not difficult to show that they also imply boundedness of exponential
moments of f˜ i(t), i.e., for a c ∈ R there is a constant C > 0 such that (cf. (2.8)):
E exp(c|f˜ i(t)|) < C (3.13)
for all t ∈ [t0, t∗] ∧ T(i+1)∧N , i = 0, . . . , N. In connection with (3.13) we recall that due to
Assumption 2.3 the initial forward rate curve f0(T ), t0 ≤ T ≤ T ∗, is bounded by a finite
constant. Hence, f˜ i(0) = f i0, i = 0, . . . , N, are bounded by the same constant.
In Section 4.1 we prove (see Theorem 4.1) mean-square convergence of f˜ i(t) to f(t, Ti)
when ∆ → 0. We note that the system (3.10)-(3.12) plays only an auxiliary role in our
consideration. It is used as guidance in constructing fully discrete numerical algorithms
(i.e., discrete in both T and t) and also in proofs of their convergence.
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3.2 t-discretization
In this section we discretize the finite system of coupled ordinary SDEs (3.10)-(3.12) with
respect to time t and thus arrive at a fully discrete method.
We introduce an equally-spaced grid for time t with step (t-step) h = (t∗ − t0)/M :
t0 < · · · < tM = t∗, tk = kh, k = 0, . . . ,M.
In what follows we use the notation (cf. (3.2) and (3.3)):
ℓk := ℓ(tk), ̺k := ̺(tk). (3.14)
We consider an approximation f¯ ik+1 of f˜
i(tk+1) from (3.10) (i.e., a full discretization
of (2.4)-(2.5) in both T and t) of the form
f¯ i0 = f
i
0, i = 0, . . . , N, (3.15)
f¯ ik+1 = f¯
i
k + A
i(tk, Ti; f¯
j
k , j = ℓk+1, . . . , κ(tk+1, Ti) ∨ i; h; ξk),
i = ℓk+1, . . . , N, k = 0, . . . ,M,
where the form of the functions Ai depends on the coefficients of (3.10)-(3.12), i.e., on
σ and on a choice of the quadrature rule SIj ; κ(tk, Ti) is as in the quadrature (3.12);
ξk, k = 0, . . . ,M, are some random vectors which have moments of a sufficiently high
order and ξk for k > 0 are independent of f¯
i
j , i = ℓj, . . . N, j = 0, . . . , k, and of ξ0, . . . , ξk−1.
To simplify the exposition of our theoretical analysis, in what follows we consider the
extended f˜ i(t) and f¯ ik. We put
f˜ i(t) = f˜ i(Ti+1), T(i+1)∧N ∧ t∗ ≤ t ≤ t∗, 0 ≤ i ≤ ℓ(t∗)− 1,
and then the N + 1-dimensional vector {f˜ i(t), i = 0, . . . , N} is defined for all t ∈ [t0, t∗].
We put
f¯ ik = f¯
i
m
, k = m+ 1, . . . ,M, 0 ≤ i ≤ ℓ(t∗)− 1,
where m = ⌈(Ti+1 − t0) /h⌉ − 1 (we recall that ⌈·⌉ denotes the ceiling function). Then
the N + 1-dimensional vector {f¯ ik, i = 0, . . . , N} is defined for all k = 0, . . . ,M . Let
us emphasize that we do not use the extension of f¯ ik in numerical algorithms and these
extensions of f˜ i(t) and f¯ ik are done in order to use the vector notation f˜(t) and f¯k without
need to adjust length of these vectors as t and k grow.
We assume that the Ai in (3.15) are such that f¯ ik satisfy the following condition.
Assumption 3.1 For a c ∈ R there is a constant C > 0 such that
E exp(c|f¯ ik|) < C (3.16)
for all i = 0, . . .N, k = 0, . . . ,M.
This condition is satisfied by all sensible numerical schemes (i.e., sensible choices of
Ai in (3.15)) thanks to the uniform boundedness of σi(t, T, z) (see Assumption 2.1) and
boundedness of the initial condition (see Assumption 2.3 and also the comment after
(3.13)). In particular, it is satisfied by the weak Euler-type scheme (5.3) we use in the
algorithms in Section 5.
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We also require that the numerical method (3.15) for the SDEs (3.10)-(3.12) is of local
weak order q + 1, i.e., that the following assumption holds.
Assumption 3.2. We assume that the method (3.15) is such that for some positive
constant C independent of ∆
|E(
s∏
j=1
δf˜ ij −
s∏
j=1
δf¯ ij)| ≤ Chq+1, s = 1, . . . , 2q + 1, (3.17)
E
2q+2∏
j=1
|δf¯ ij | ≤ Chq+1, (3.18)
where
δf˜ i := f˜ it,x(t+ h)− xi, δf¯ i := f¯ it,x(t+ h)− xi,
and f˜ it,x(t+h) is the solution of the SDEs (3.10) with the initial condition x given at time
t : f˜ it,x(t) = x
i, and f¯ it,x(t+ h) is the one-step approximation of (3.10) found according to
(3.15) with f¯ it,x(t) = x
i.
Assumption 3.2 is similar to the one used in the standard theory of numerical inte-
gration of SDEs in the weak sense (see, e.g. [18]). As we will see in Section 4, Assump-
tions 2.1-2.3 and 3.1-3.2 guarantee weak convergence of the numerical method (3.15) to
the solution of the auxiliary system of SDEs (3.10) with order hq.
We note that C in (3.17)-(3.18) is independent of x while in the standard theory of
numerical integration of SDEs one usually has C depending on x in such estimates (see
[18, p. 100]). In our case it is natural to put C independent of x since the coefficients
of (3.10) and their derivatives are uniformly bounded (see Assumptions 2.1-2.2). We also
emphasize that the constants C in (3.17)-(3.18) are required not to depend on ∆.
Remark 3.1 The numerical method (3.15) contains the approximation f¯ ℓkk of the forward
rate f(tk, Tℓk) (recall that tk ≥ Tℓk) which from the financial point of view does not exist
unless tk = Tℓk . However, from both theoretical and numerical points of view, it is not
prohibiting to consider the values f¯
ℓk
k which, as we will see later in Section 3.3, is compu-
tationally beneficial. We may interpret the points (tk, Tℓk) on our (t, T )-grid as fictitious
nodes (see also Remark 3.2).
The approximation (3.15) of the infinite-dimension stochastic equation (2.4)-(2.5) has
two discretization steps: T -step ∆ (i.e., step in maturity time) and t-step h (i.e., step
in time). We can say that the T -step ∆ controls the error of approximating (2.4)-(2.5)
by (3.10)-(3.12) while the t-step h controls the error of approximating (3.10)-(3.12) by
(3.15). We will later (see Remark 4.3) discuss how to choose ∆ and h in practice.
3.3 Approximation of the price of an interest rate contract
In the previous section we introduced an approximation f¯ ik of the solution to (2.4)-(2.5).
Our aim is to evaluate the expectation (2.12)-(2.15), i.e.,
F (t0, f0 (·) ; sk, si) = E exp(−Y (sk))G (P (sk, si)) .
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To evaluate F , one has to compute Z(sk, si) from (2.13) and Y (sk) from (2.15). In this
section we construct numerical approximations for Z(sk, si) and Y (sk). For clarity of the
exposition, we assume in what follows that
sk = t
∗ and si = T ∗ .
We approximate the maturity time integral from (2.15) by a quadrature rule SZ(t
∗, T ∗,∆) :
Z(t∗, T ∗) =
∫ T ∗
t∗
f(t∗, u)du ≈ SZ(t∗, T ∗,∆) = ∆
N∑
j=̺M
γ˜jf(t
∗, Tj), (3.19)
where the weights γ˜j are chosen so that the quadrature rule is of order p > 0, i.e., an
inequality of the form (3.6) holds:
(
E [SZ(t
∗, T ∗,∆)− Z(t∗, T ∗)]2)1/2 ≤ C∆p. (3.20)
The assumption we made at the beginning of Section 3.1 that there is a sufficient number
of nodes Ti between t
∗ and T ∗ ensures that we can find a quadrature rule (3.19) satisfying
(3.20). Some examples of quadratures SZ(t
∗, T ∗,∆) are given in Section 5.
In general, T -discretization and t-discretization have different steps ∆ and h, and
approximate values of the short rate r(tk) = f(tk, tk) (cf. (2.2)) are not directly available
among f¯ ik which are defined on the (t, T )-grid. Then to numerically evaluate Y (t
∗), we
need to construct an approximation of f(tk, tk) based on the values f¯
i
k, i = ℓk, . . . , N . To
this end, let us first consider an approximation of the exact short rate r(t) = f(t, t) using
the values of f(t, Ti), i = ℓ(t), . . . , N . We recall that thanks to Assumptions 2.2-2.3 the
solution f(t, T ) of (2.4)-(2.5) is sufficiently smooth in the last argument. We approximate
r(t) by π(t) as
π(t) = π(t; f(t, Ti), i = ℓ(t), . . . , ℓ(t) + θ) (3.21)
=
ℓ(t∗)∑
l=0
θ∑
i=0
λi(t)f(t, Tl+i)χt∈[Tl,Tl+1)
=
θ∑
i=0
λi(t)f(t, Tℓ(t)+i), t ∈ [t0, t∗],
where λi(t) are coefficients independent of f, |λi(t)| are bounded by a constant independent
of ∆, θ is a non-negative integer independent of t and ∆, and χA is the indicator function
of a set A. We choose the number θ and the coefficients λi(t) so that the approximation
(3.21) is of order p : (
E [r(t)− π(t)]2)1/2 ≤ C∆p, p > 0. (3.22)
The form of (3.21) covers both polynomial interpolation and extrapolation. For inter-
polation, we approximate r(t) using the values f(t, Ti), i = ℓ(t), . . . , ℓ(t) + θ. For ex-
trapolation, the coefficient λ0(t) = 0 and we approximate r(t) using the values f(t, Ti),
i = ̺(t), . . . , ̺(t) + θ − 1. Some particular examples of the approximation π(t) are given
in Section 5. Recall that in Section 3.1 we assumed that ∆ is such that there is a suf-
ficient number of nodes Ti between t
∗ and T ∗ which should, in particular, ensure that
ℓ(t∗) + θ ≤ N.
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Remark 3.2 We note that we need fictitious points (tk, Tℓk) on our (t, T )-grid (see also
Remark 3.1) for the interpolating form of (3.21). The extrapolating form of (3.21) does
not need the fictitious points as it is sufficient to compute f¯ ik for i = ̺k, . . . , ̺k + θ − 1,
k = 0, . . . ,M, all of which have the usual financial meaning. However, we reserve the
possibility to use an interpolation (and, consequently, the fictitious points) for simulating
short rates since interpolation is usually computationally preferable to extrapolation.
Using the short rate approximation π(s), we approximate the time integral in (2.13)
as
Y (t∗) =
∫ t∗
t0
r(s)ds ≈
∫ t∗
t0
π(s)ds ≈ Y˜ (t∗) :=
∫ t∗
t0
π˜(s)ds, (3.23)
where π˜(s) has the form of π(s) from (3.21) but with f˜ i(t) instead of f(t, Ti) :
π˜(s) = π(s; f˜ i(s), i = ℓ(s), . . . , ℓ(s) + θ).
We extend the system of SDEs (3.10) by adding to it the auxiliary differential equation
dY˜ = π(s; f˜ i(s), i = ℓ(s), . . . , ℓ(s) + θ)ds, Y˜ (t0) = 0. (3.24)
Recall that π˜(s) for every s ∈ [t0, t∗] is a linear combination of f˜ i(s), i = ℓ(s), . . . , ℓ(s)+θ.
Let Y˜t,x,y(s), s ≥ t, be the solution of (3.24) with the initial condition Y˜t,x,y(t) = y and
with f˜ i(s) = f˜ it,x(s) (recall that f˜
i
t,x(s) are defined in Assumption 3.2). We observe that
under h ≤ α∆ for some α > 0 :
Y˜t,x,0(t + h) =
ℓ(t+h)∑
l=ℓ(t)
∫ t+h
t
θ∑
i=0
λi(s)f˜
l+i
t,x (s)χs∈[Tl,Tl+1)ds, (3.25)
and for any positive integer m
E
∣∣∣Y˜t,x,0(t+ h)∣∣∣m ≤ Chm

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|m

 , (3.26)
where C > 0 is a constant independent of ∆ and x. We note that the condition h ≤ α∆
guarantees that the number ℓ(t + h) − ℓ(t) is independent of ∆, which ensures that the
constant C in (3.26) is independent of ∆ and the number of terms in the sum on the right-
hand side of (3.26) is also independent of ∆. This will be essential for proving convergence
Theorem 4.3.
Now we extend the fully discrete approximation (3.15) by adding to it an approxima-
tion of (3.24):
Y¯0 = 0, Y¯k+1 = Y¯k + A
Y (tk; f¯
j
k , j = ℓk, . . . , ℓk+1 + θ; h), k = 0, . . . ,M, (3.27)
where the form of AY (tk; f¯
j
k , j = ℓk, . . . , ℓk+1 + θ; h) = A
Y (tk; h) depends on the form of
π(s) from (3.21) and the accuracy required.
We replace Assumption 3.2 on the one-step approximation by the assumption which
is applicable to the extended system (3.10), (3.24) and the extended discretization (3.15),
(3.27).
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Assumption 3.2’. Let h ≤ α∆ for some α > 0. We assume that the method (3.15),
(3.27) is such that for some positive constant C independent of ∆
∣∣∣∣∣E
(
δY˜ m
s−m∏
j=1
δf˜ ij − δY¯ m
s−m∏
j=1
δf¯ ij
)∣∣∣∣∣ ≤ Chq+1

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|m

 , (3.28)
m = 0, . . . , s, s = 1, . . . , 2q + 1;
E max
0≤m≤2q+2,{i1,...i2q+2−m}∈{0,...,N}
∣∣∣∣∣δY¯ m
2q+2−m∏
j=1
δf¯ ij
∣∣∣∣∣
2


1/2
≤ Chq+1

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|2q+2

 ,
(3.29)
where
δf˜ i = f˜ it,x(t+ h)− xi, δf¯ i = f¯ it,x(t + h)− xi,
δY˜ = Y˜t,x,y(t+ h)− y, δY¯ = Y¯t,x,y(t+ h)− y,
f˜ it,x(t+ h) and f¯
i
t,x(t+ h) are as in Assumption 3.2 and Y˜t,x,y(s), s ≥ t, is the solution of
(3.24) with the initial condition Y˜t,x,y(t) = y, and Y¯t,x,y(t+h) is its one-step approximation
found according to (3.27) with Y¯t,x,y(t) = y.
Note that the constants C in (3.28)-(3.29) do not depend on x, y, and ∆. The depen-
dence of the estimates (3.28)-(3.29) on x is consistent with (3.26). The condition h ≤ α∆
in Assumption 3.2’ is not restrictive from the practical point of view since we aim to be
constructing efficient numerical algorithms for the HJM model by allowing bigger T -steps
∆ without losing accuracy. We also note that this condition arises only when we need to
approximate the short rate (see also Remark 4.2).
Further, we make the following assumption.
Assumption 3.3. For some c > 0 and C > 0
E exp(c|Y¯k|) < C (3.30)
for all k = 0, . . . ,M.
As a rule, the condition (3.30) immediately follows from Assumption 3.1 which is the
case, e.g., for the algorithms presented in Section 5.
Based on (3.19), (3.23) and using (3.15), (3.27), we arrive at the approximation F¯ of
F from (2.12):
F (t0, f0 (·) ; t∗, T ∗) ≈ F¯ (t0, f0; t∗, T ∗) = E exp(−Y¯M)G
(
P¯ (t∗, T ∗)
)
, (3.31)
where Y¯M is from (3.27);
P¯ (t∗, T ∗) = exp
(−S¯Z(t∗, T ∗,∆)) , (3.32)
S¯Z(t
∗, T ∗,∆) is the quadrature rule of the form (3.19) with f(t∗, Tj) replaced by f¯
j
M :
S¯Z(t
∗, T ∗,∆) = ∆
N∑
j=̺M
γ˜j f¯
j
M ; (3.33)
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and f0 means the initial condition of (3.10), which is the N + 1-dimensional vector
(f 00 , . . . , f
N
0 )
⊤
= (f0(T0), . . . , f0(TN))
⊤
.
Finally, the expectation of the discounted payoff in (3.31) is approximated by the
Monte Carlo method, i.e.,
F (t0, f0 (·) ; t∗, T ∗) ≈ F¯ (t0, f0; t∗, T ∗) (3.34)
≈ Fˆ (t0, f0; t∗, T ∗) = 1
L
L∑
l=1
exp(−Y¯ (l)M )G
(
P¯ (l)(t∗, T ∗)
)
,
where Y¯
(l)
M , P¯
(l) are computed using independent realizations f¯
j,(l)
k , j = ℓk, . . . , N, k =
1, . . . ,M, of the random variables f¯ jk .
In (3.34) the first approximate equality corresponds to the error of numerical inte-
gration and the error in the second approximate equality comes from the Monte Carlo
technique. The numerical integration error is analyzed in the next section. The Monte
Carlo (i.e., statistical) error in (3.34) is evaluated by
ρ¯MC = c
[
V ar
{
exp(−Y¯M)G
(
P¯ (t∗, T ∗)
)}]1/2
L1/2
(3.35)
≈ c [V ar {exp(−Y (t
∗))G (P (t∗, T ∗))}]1/2
L1/2
,
where, for example, the values c = 1, 2, 3 correspond to the fiducial probabilities 0.68,
0.95, 0.997, respectively. The Monte Carlo error can be decreased by variance reduction
techniques (see, e.g. [9, 10, 18, 20] and references therein). In this paper we deal with
the numerical integration error and numerical algorithms which are effective with regard
to (t, T )-discretization.
4 Convergence theorems
The aim of this section is to prove the convergence of the approximation F¯ (t0, f0; t
∗, T ∗)
to F (t0, f0 (·) ; t∗, T ∗) as h→ 0 and ∆→ 0.
Denote by F˜ (t0, f0; t
∗, T ∗) the approximation of F (t0, f0 (·) ; t∗, T ∗) from (2.12) result-
ing from approximating the solution f(t, Ti) of (2.4)-(2.5) by f˜
i(t) from (3.10), i.e.,
F˜ (t0, f0; t
∗, T ∗) = E exp(−Y˜ (t∗))G
(
P˜ (t∗, T ∗)
)
, (4.1)
where
P˜ (t∗, T ∗) = exp
(
−S˜Z(t∗, T ∗,∆)
)
, (4.2)
Y˜ (t) is from (3.24) and S˜Z(t
∗, T ∗,∆) is the quadrature rule of the form (3.19) with f(t∗, Tj)
replaced by f˜ j(t∗).
The error R of weak approximation of F by F¯ can be written as a sum of two con-
tributing terms:
R = F (t0, f0 (·) ; t∗, T ∗)− F¯ (t0, f0; t∗, T ∗) (4.3)
=
[
F (t0, f0 (·) ; t∗, T ∗)− F˜ (t0, f0; t∗, T ∗)
]
+
[
F˜ (t0, f0; t
∗, T ∗)− F¯ (t0, f0; t∗, T ∗)
]
: = R1 +R2,
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where R1 is the error due to T -discretization of (2.4)-(2.5) and R2 is the error due to
t-discretization of (3.10)-(3.12). The first error, R1, is analyzed in Section 4.1 and the
second error, R2, is analyzed in Section 4.2.
Note that in this section we shall use the lettersK, C, and c to denote various constants
which are independent of ∆ and h.
4.1 T -discretization error
In this section we analyze the error of the finite-dimensional approximation (3.10)-(3.12)
for the infinite-dimensional stochastic equation (2.4)-(2.5). The plan of this section is
as follows. First, we prove (see Theorem 4.1) that the approximation (3.10)-(3.12) has
mean-square convergence of order ∆p. This result plays an intermediate role for getting an
estimate for the T -discretization error R1 but, at the same time, it has its own theoretical
value. Based on Theorem 4.1, we prove (see Lemma 4.1) the mean-square convergence of
Y˜ from (3.23) to Y from (2.13). Finally, in Theorem 4.2 we prove that the weak-sense
error R1 (see (4.3)) of (3.10)-(3.12) is of order ∆
p.
Theorem 4.1 Suppose Assumptions 2.1-2.3 are satisfied. Then the approximation f˜ i(t)
from (3.10)-(3.12) converges to f(t, Ti) from (2.4)-(2.5) as ∆ → 0 with the mean-square
order p, i.e.,
(
E
∣∣∣f˜ i(t)− f(t, Ti)∣∣∣2
)1/2
≤ K∆p, t ∈ [t0, t∗ ∧ T(i+1)∧N ], i = 0, . . . , N, (4.4)
where K > 0 is a constant independent of ∆, t, and i.
Proof. Denote by ρ(t, Ti) the error of the approximation (3.10)-(3.12):
ρ(t, Ti) := f˜
i(t)− f(t, Ti), t ∈ [t0, t∗ ∧ T(i+1)∧N ], i = 0, . . . , N. (4.5)
Clearly,
ρ(t0, Ti) = 0. (4.6)
Due to Assumption 2.2, σ(s, T, z) is globally Lipschitz in z whence
|σ˜i(s)− σ(s, Ti)| =
∣∣∣σ(s, Ti, f˜ i(s))− σ(s, Ti, f(s, Ti))∣∣∣ ≤ K |ρ(s, Ti)| , (4.7)
and (cf. (3.9) and (3.12))
∣∣∣S˜I(s, Ti,∆)− SI(s, Ti,∆)∣∣∣ = ∆
∣∣∣∣∣∣
κ(s,Ti)∑
k=ℓ(s)
γk(s) (σ˜k(s)− σ(s, Tk))
∣∣∣∣∣∣ (4.8)
≤ K∆
κ(s,Ti)∑
k=ℓ(s)
|σ˜k(s)− σ(s, Tk)| ≤ K∆
κ(s,Ti)∑
k=ℓ(s)
|ρ(s, Tk)| .
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We have from (3.10)-(3.12) and (2.4)-(2.5):
ρ(t, Ti) =
∫ t
t0
[
σ˜⊤i (s)S˜I(s, Ti,∆)− σ⊤(s, Ti)I(s, Ti)
]
ds+
∫ t
t0
[σ˜i(s)− σ(s, Ti)]⊤ dW (s)
=
∫ t
t0
σ˜⊤i (s)
[
S˜I(s, Ti,∆)− SI(s, Ti,∆)
]
ds
+
∫ t
t0
σ˜⊤i (s) [SI(s, Ti,∆)− I(s, Ti)] ds
+
∫ t
t0
[σ˜i(s)− σ(s, Ti)]⊤ I(s, Ti)ds+
∫ t
t0
[σ˜i(s)− σ(s, Ti)]⊤ dW (s).
By Ito’s formula, we obtain
ρ2(t, Ti) =
∫ t
t0
2ρ(s, Ti)σ˜
⊤
i (s)
[
S˜I(s, Ti,∆)− SI(s, Ti,∆)
]
ds (4.9)
+
∫ t
t0
2ρ(s, Ti)σ˜i(s) [SI(s, Ti,∆)− I(s, Ti)] ds
+
∫ t
t0
2ρ(s, Ti) [σ˜i(s)− σ(s, Ti)]⊤ I(s, Ti)ds
+
∫ t
t0
[σ˜i(s)− σ(s, Ti)]⊤ [σ˜i(s)− σ(s, Ti)] ds
+
∫ t
t0
2ρ(s, Ti) [σ˜i(s)− σ(s, Ti)] dW (s).
Then
Eρ2(t, Ti) = 2
∫ t
t0
Eρ(s, Ti)σ˜
⊤
i (s)
[
S˜I(s, Ti,∆)− SI(s, Ti,∆)
]
ds (4.10)
+2
∫ t
t0
Eρ(s, Ti)σ˜
⊤
i (s) [SI(s, Ti,∆)− I(s, Ti)] ds
+2
∫ t
t0
Eρ(s, Ti) [σ˜i(s)− σ(s, Ti)]⊤ I(s, Ti)ds
+
∫ t
t0
E [σ˜i(s)− σ(s, Ti)]⊤ [σ˜i(s)− σ(s, Ti)] ds.
Using the boundedness of σ(s, T, z) (see (2.6)) and the inequality (4.8), the first term on
the right-hand side of (4.10) is estimated as∣∣∣∣2
∫ t
t0
Eρ(s, Ti)σ˜
⊤
i (s)
[
S˜I(s, Ti,∆)− SI(s, Ti,∆)
]
ds
∣∣∣∣ (4.11)
≤ K∆

∫ t
t0
E |ρ(s, Ti)|
κ(s,Ti)∑
k=ℓ(s)
|ρ(s, Tk)| ds

 .
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Using the boundedness of σ(s, T, z), the inequality 2ab ≤ a2+ b2, and the condition (3.6)
for the quadrature rule SI , we obtain for the second term on right hand side of (4.10):∣∣∣∣2
∫ t
t0
Eρ(s, Ti)σ˜
⊤
i (s) [SI(s, Ti,∆)− I(s, Ti)] ds
∣∣∣∣ (4.12)
≤ K
∫ t
t0
E|ρ(s, Ti)| |SI(s, Ti,∆)− I(s, Ti)| ds
≤ K
∫ t
t0
[
Eρ2(s, Ti) + E |SI(s, Ti,∆)− I(s, Ti)|2
]
ds
≤ K
∫ t
t0
[
Eρ2(s, Ti) + ∆
2p
]
ds.
Using the inequality (4.7) and the boundedness of σ(s, T, z), we get for the third term on
the right-hand side of (4.10):∣∣∣∣2
∫ t
t0
Eρ(s, Ti) [σ˜i(s)− σ(s, Ti)]⊤ I(s, Ti)ds
∣∣∣∣ ≤ K
∫ t
t0
Eρ2(s, Ti)ds. (4.13)
By the inequality (4.7), the fourth term on the right-hand of (4.10) is estimated as∫ t
t0
E [σ˜i(s)− σ(s, Ti)]⊤ [σ˜i(s)− σ(t, Ti)] ds ≤ K
∫ t
t0
Eρ2(s, Ti)ds. (4.14)
Substituting (4.11)-(4.14) in (4.10) and using the inequality 2ab ≤ a2 + b2, we obtain
Eρ2(t, Ti) ≤ K
∫ t
t0

Eρ2(s, Ti) + ∆E

|ρ(s, Ti)| κ(s,Ti)∑
k=ℓ(s)
|ρ(s, Tk)|

+∆2p

 ds (4.15)
≤ K
∫ t
t0
{
(1 + ∆(κ(s, Ti)− ℓ(s) + 2))Eρ2(s, Ti)
+∆
κ(s,Ti)∑
k=ℓ(s), k 6=i
Eρ2(s, Tk) + ∆
2p

 ds
≤ K
∫ t
t0

Eρ2(s, Ti) + ∆
κ(s,Ti)∑
k=ℓ(s), k 6=i
Eρ2(s, Tk)

 ds+K∆2p,
t ∈ [t0, t∗ ∧ T(i+1)∧N ], i = 0, . . . , N.
We have used here that ∆(κ(s, Ti)− ℓ(s) + 2) ≤ T ∗ − t0.
Introduce ρM(t) := maxℓ(t)≤i≤N Eρ
2(t, Ti), t ∈ [t0, t∗]. Clearly (see (4.6)), ρM(t0) = 0.
Then we get from (4.15):
ρM(t) ≤ K
∫ t
t0
ρM(s)ds+K∆
2p,
whence (4.4) follows by the Gronwall inequality. Theorem 4.1 is proved. 
Using Theorem 4.1, we prove the following lemma.
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Lemma 4.1 Suppose Assumptions 2.1-2.3 are satisfied. The approximation Y˜ (t) from
(3.24) converges to Y (t) from (2.13) as ∆→ 0 with the mean-square order p > 0, i.e.,
(
E
[
Y (t∗)− Y˜ (t∗)
]2)1/2
≤ K∆p, (4.16)
where K > 0 is a constant independent of ∆.
Proof. Consider the error of the approximation (3.24) for (2.13) (see also (3.23)):
Y (t∗)− Y˜ (t∗) =
∫ t∗
t0
f(s, s)ds−
∫ t∗
t0
π˜(s)ds. (4.17)
We rearrange the right-hand side of (4.17) to split this error into the error due to ap-
proximation of the short rate r(t) = f(t, t) by π(t) and the error due to approximation of
f(t, Ti) by f˜
i(t) :
Y (t∗)− Y˜ (t∗) =
∫ t∗
t0
(f(s, s)− π(s)) ds+
∫ t∗
t0
(π(s)− π˜(s)) ds. (4.18)
Due to the condition (3.22) imposed on our choice of the approximation π(s), we have
E
(∫ t∗
t0
(f(s, s)− π(s)) ds
)2
≤ K∆2p. (4.19)
Recalling the form of the approximation π(s) from (3.21), we get
E
(∫ t∗
t0
(π(s)− π˜(s)) ds
)2
= E

∫ t∗
t0
ℓ(t∗)∑
l=0
θ∑
i=0
λi(s)(f(s, Tl+i)− f˜ l+i(s))χs∈[Tl,Tl+1)ds


2
,
where λi(s) are bounded coefficients and the number θ is independent of ∆. Then, using
(4.4), we obtain
E
(∫ t∗
t0
(π(s)− π˜(s)) ds
)2
≤ K∆2p. (4.20)
The relations (4.18)-(4.20) imply the required error estimate (4.16). 
In the next theorem we obtain an estimate for the weak sense error R1 from (4.3).
Theorem 4.2 Suppose Assumptions 2.1-2.3 are satisfied. Assume that the payoff func-
tion G(z) satisfies the global Lipschitz condition (2.11). Then the approximation F˜ (t0, f0;
t∗, T ∗) from (4.1) converges to F (t0, f0 (·) ; t∗, T ∗) from (2.12), (2.13)-(2.15) with order
p > 0, i.e., ∣∣∣F (t0, f0 (·) ; t∗, T ∗)− F˜ (t0, f0; t∗, T ∗)∣∣∣ ≤ K∆p, (4.21)
where K > 0 is a constant independent of ∆.
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Proof. We have (see (2.12), (2.13)-(2.15) and (4.1)-(4.2)):
R1 = F (t0, f0 (·) ; t∗, T ∗)− F˜ (t0, f0; t∗, T ∗)
= E exp(−Y (t∗))G (P (t∗, T ∗))− E exp(−Y˜ (t∗))G
(
P˜ (t∗, T ∗)
)
= E
[
exp (−Y (t∗))− exp
(
−Y˜ (t∗)
)]
G
(
P˜ (t∗, T ∗)
)
(4.22)
+E
[
G (P (t∗, T ∗))−G
(
P˜ (t∗, T ∗)
)]
exp(−Y (t∗)).
Consider the first term on the right-hand side of (4.22). By the mean value theorem,
we get
exp (−Y (t∗))− exp
(
−Y˜ (t∗)
)
= (Y˜ (t∗)− Y (t∗)) exp(ϑ), (4.23)
where ϑ is a point between −Y˜ (t∗) and −Y (t∗). Due to the global Lipschitz condition
(2.11) imposed on G(z), we have (recall that S˜Z(t
∗, T ∗,∆) is the quadrature rule of the
form (3.19) with f(t∗, Ti) replaced by f˜ i(t∗) :
|G(P˜ (t∗, T ∗))| ≤ KP˜ (t∗, T ∗) = K exp
(
−S˜Z(t∗, T ∗,∆)
)
(4.24)
= K exp

−∆ N∑
j=̺M
γ˜j f˜
j(t∗)

 .
Using (4.23), (4.24), and the Cauchy–Bunyakovsky inequality twice, we obtain∣∣∣E [exp (−Y (t∗))− exp(−Y˜ (t∗))]G(P˜ (t∗, T ∗))∣∣∣ (4.25)
≤ K
∣∣∣∣∣∣∣
[
E(Y˜ (t∗)− Y (t∗))2
]1/2
[E exp(4ϑ)]1/4

E exp

−4∆ N∑
j=̺M
γ˜j f˜
j(t∗)




1/4
∣∣∣∣∣∣∣ .
Thanks to (2.8) and (3.13), exponential moments of −Y˜ (t∗) and −Y (t∗) are bounded and,
consequently, for some K > 0 we get E exp(4ϑ) < K. Due to (3.13), we also have
E exp

−4∆ N∑
j=̺M
γ˜j f˜
j(t∗)

 = E

exp

−4T N∑
j=̺M
γ˜j f˜
j(t∗)




1/N
≤ 1
N
N∑
j=̺M
E exp
(
−4T γ˜j f˜ j(t∗)
)
< K.
Then (4.25) together with (4.16) implies
|E
[
exp (−Y (t∗))− exp(−Y˜ (t∗))
]
G(P˜ (t∗, T ∗))| ≤ K∆p. (4.26)
Let us now consider the second term on the right-hand side of (4.22). Due to the
global Lipschitz condition (2.11) imposed on G(z), we have∣∣∣G (P (t∗, T ∗))−G(P˜ (t∗, T ∗))∣∣∣ ≤ K · ∣∣∣P (t∗, T ∗)− P˜ (t∗, T ∗)∣∣∣ . (4.27)
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Further, by the mean value theorem, we get
P (t∗, T ∗)− P˜ (t∗, T ∗) = exp (−Z (t∗, T ∗))− exp
(
−S˜Z(t∗, T ∗,∆)
)
=
(
S˜Z(t
∗, T ∗,∆)− Z (t∗, T ∗)
)
exp (ϑ) , (4.28)
where ϑ is between −S˜Z(t∗, T ∗,∆) and −Z (t∗, T ∗). Using (4.27), (4.28), and the Cauchy–
Bunyakovsky inequality twice, we obtain∣∣∣E [G (P (t∗, T ∗))−G(P˜ (t∗, T ∗))] exp(−Y (t∗))∣∣∣ (4.29)
≤
[
E
(
S˜Z(t
∗, T ∗,∆)− Z (t∗, T ∗)
)2]1/2
[E exp(−4Y (t∗))]1/4 [E exp(4ϑ)]1/4 .
It is clear that (2.8) and (3.13) imply boundedness of the exponential moments present
in the right-hand side of (4.29) and, hence,∣∣∣E [G (P (t∗, T ∗))−G(P˜ (t∗, T ∗))] exp(−Y (t∗))∣∣∣ (4.30)
≤ K
[
E
(
S˜Z(t
∗, T ∗,∆)− Z (t∗, T ∗)
)2]1/2
.
We have
E
(
S˜Z(t
∗, T ∗,∆)− Z (t∗, T ∗)
)2
(4.31)
= E
(
S˜Z(t
∗, T ∗,∆)− SZ(t∗, T ∗,∆) + SZ(t∗, T ∗,∆)− Z (t∗, T ∗)
)2
≤ 2E
[
S˜Z(t
∗, T ∗,∆)− SZ(t∗, T ∗,∆)
]2
+ 2E
[
S˜Z(t
∗, T ∗,∆)− Z (t∗, T ∗)
]2
.
Due to the condition (3.20) imposed on the quadrature rule SZ(t
∗, T ∗,∆), the second term
on the right-hand side of (4.31) is bounded from above by K∆2p. Using (4.4), we obtain
for the first term on the right-hand side of (4.31) (cf. (3.19)):
2E
[
S˜Z(t
∗, T ∗,∆)− SZ(t∗, T ∗,∆)
]2
= 2∆2E

 N∑
j=̺M
γ˜j (f˜
j(t∗)− f(t∗, Tj))


2
≤ K∆
N∑
j=̺M
E
[
f˜ j(t∗)− f(t∗, Tj)
]2
,
≤ K∆(N − ̺M + 1)∆2p ≤ K∆2p.
Hence
E
(
S˜Z(t
∗, T ∗,∆)− Z (t∗, T ∗)
)2
≤ K∆2p. (4.32)
The required estimate (4.21) follows from (4.22), (4.26), (4.30), and (4.32). Theo-
rem 4.2 is proved. 
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4.2 t-discretization error
In this section we analyze the error R2 (see (4.3)) due to t-discretization of (3.10)-(3.12):
R2 = F˜ (t0, f0; t
∗, T ∗)− F¯ (t0, f0; t∗, T ∗).
Then combining its estimate with the estimate (4.21) for R1 from Theorem 4.2, we prove
convergence of the weak approximation F¯ to F (see (4.3)). In the analysis of R2 the key
is to show that convergence of F¯ (t0, f0; t
∗, T ∗) to F˜ (t0, f0; t∗, T ∗) is uniform in ∆, which
is the reason why we cannot just apply here the standard results of weak convergence of
numerical methods for SDEs (see, e.g. [18]). The convergence theorem is proved under
the assumption that the pay-off function G(z) in (2.12) is sufficiently smooth. At the end
of this section we also discuss how this assumption can be relaxed.
To prove the convergence theorem (Theorem 4.3) of F¯ (t0, f0; t
∗, T ∗) to F˜ (t0, f0; t∗, T ∗),
we need the following technical lemma. We will use the multi-index notation:
i = (i0, . . . , iN)
with ij being nonnegative integers, |i| = i0 + · · ·+ iN , and i! = i0! · · · iN !.
Lemma 4.2 Let Λm be the mth-order operator
Λm = Λmµ =
∑
|i|=m
µi
∂m
(∂x0)i0 · · · (∂xN )iN
with some µi. Suppose Assumptions 2.1 and 2.2 are satisfied. Assume that the payoff
function G(z) has m∗ bounded derivatives. Then for m > 0 up to the order m∗∣∣∣ΛmF˜ (t, x; t∗, T ∗)∣∣∣ ≤ KµMax exp(c∆|x|), (4.33)
where K > 0 and c > 0 do not depend on ∆ and x ∈ RN+1, and µMax := max|i|=m |µi|.
Remark 4.1 To help with intuitive understanding of this lemma, we remark that ΛmF˜
can be viewed as a Frechet derivative of the option price with respect to the discretized
initial forward rate curve.
Proof of Lemma 4.2. Recall the notation: f˜ jt,x(s), s ≥ t, is the solution of the system
of SDEs (3.10)-(3.12) with the initial condition at t ≥ t0 : f˜ jt,x(t) = xj . We introduce a
more detailed notation for S˜Z(t
∗, T ∗,∆) (cf. (3.19)):
S˜Z(t, x; t
∗, T ∗,∆) = ∆
N∑
j=̺M
γ˜j f˜
j
t,x(t
∗), (4.34)
which we can present as (cf. (3.10))
S˜Z(t, x; t
∗, T ∗,∆) = ∆
N∑
j=̺M
γ˜jx
j
+∆
N∑
j=̺M
γ˜j
[∫ t∗
t
σ⊤(s, Tj, f˜
j
t,x(s))S˜I(t, x; s, Tj ,∆)ds+
∫ t∗
t
σ⊤(s, Tj , f˜
j
t,x(s))dW (s)
]
,
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where (cf. (3.12))
S˜I(t, x; s, Tj ,∆) = ∆
κ(s,Tj)∑
l=ℓ(s)
γl(s)σ(s, Tl, f˜
l
t,x(s)). (4.35)
Then, thanks to Assumption 2.1, we obtain for any positive integer m :
EP˜m(t∗, T ∗) = E exp
(
−mS˜Z(t, x; t∗, T ∗,∆)
)
(4.36)
= E exp

−m∆ N∑
j=̺M
γ˜jx
j
−m∆
N∑
j=̺M
γ˜j
[∫ t∗
t
σ⊤(s, Tj , f˜
j
t,x(s))S˜I(t, x; s, Tj,∆)ds+
∫ t∗
t
σ⊤(s, Tj, f˜
j
t,x(s))dW (s)
]
≤ K exp

c∆ N∑
j=̺M
|xj|

 ,
where K > 0 and c > 0 do not depend on ∆.
Further, recall that Y˜t,x,y(s), s ≥ t, is the solution of (3.24) with the initial condition
Y˜t,x,y(t) = y and with f˜
i(s) = f˜ it,x(s), i.e.,
Y˜t,x,y(s) : = y +
∫ s
t
π˜(s′)ds′ (4.37)
= y +
∫ s
t
π(s′; f˜ it,x(s
′), i = ℓ(s′), . . . , ℓ(s′) + θ)ds′
= y +
ℓ(s)∑
l=ℓ(t)
θ∑
i=0
∫ s∧Tl+1
t∨Tl
λi(s
′)f˜ l+it,x (s
′) ds′
= y +
ℓ(s)∑
l=ℓ(t)
l+θ∑
m=l
∫ s∧Tl+1
t∨Tl
λm−l(s′)f˜mt,x(s
′)ds′, t ≥ t0, s ≥ t,
where (cf. (3.21)) θ and λm−l(s′) depend on our choice of the accuracy order of short rate
approximation, and θ does not depend on ∆, and |λm−l(s′)| are bounded by a constant
independent of ∆.
We also see that Y˜t,x,y(s) = y+ Y˜t,x,0(s). Using (4.37), (3.10), and Assumption 2.1, one
can show that for any κ > 0
E
[
exp(κ|Y˜t,x,0(t∗)|)
]
= E exp

κ
∣∣∣∣∣∣
ℓ(t∗)∑
l=ℓ(t)
l+θ∑
m=l
∫ t∗∧Tl+1
t∨Tl
λm−l(s′)f˜mt,x(s
′)ds′
∣∣∣∣∣∣

 (4.38)
≤ K exp

c∆ ℓ(t
∗)+θ∑
l=ℓ(t)
|xl|

 ,
where K > 0 and c > 0 do not depend on ∆.
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Using smoothness of G(z), we obtain
ΛmF˜ (t, x; t∗, T ∗) = EΛm exp(−Y˜t,x,0(t∗))G(P˜ (t∗, T ∗)) (4.39)
= E
∑
|i|=m
µi
∂m
(∂x0)i0 · · · (∂xN )iN exp(−Y˜t,x,0(t
∗))G(P˜ (t∗, T ∗))
= E exp(−Y˜t,x,0(t∗))
m∑
k∗=0
m−k∗∑
n∗=0
m∑
α=0
α∑
β=0
∑
j¯k∗+l¯n∗=m
C(α, β, j1, . . . , jk∗ , l1, . . . , ln∗)
× d
α
dzα
G
(
P˜ (t∗, T ∗)
)
P˜ β(t∗, T ∗)
×
N∑
i1,...,ij¯k∗
,r1,...,rl¯n∗=0
µi
k∗∏
k=1
∂jk
∂x
i1+j¯k−1 · · ·∂xij¯k Y˜t,x,0(t
∗)
×
n∗∏
n=1
∂ln
∂x
r1+l¯n−1 · · ·∂xrl¯n S˜Z(t, x; t
∗, T ∗,∆),
where C(α, β, j1, . . . , jk∗ , l1, . . . , ln∗) are constants independent of N ; j¯k =
∑k
r=1 jr, l¯n =∑n
r=1 lr; the sum
∑
j¯k∗+l¯n∗=m
is taken over all positive integers j1, . . . , jk∗ and l1, . . . , ln∗
such that jk ≤ jk+1, k = 1, . . . , k∗ − 1, ln ≤ ln+1, n = 1, . . . , n∗ − 1, and j¯k∗ + l¯n∗ = m;
and in the right-hand side the multi-index i at µi corresponds to the values taken by
i1, . . . , ij¯k∗ , r1, . . . , rl¯n∗ .
We have (cf. (4.34)):
∂l
∂xi1 · · ·∂xil S˜Z(t, x; t
∗, T ∗,∆) = ∆
N∑
q=̺M
γ˜q
∂l
∂xi1 · · ·∂xil f˜
q
t,x(t
∗). (4.40)
Using the Cauchy-Bunyakovsky inequality, the assumed boundedness of derivatives of
G(z), and the inequalities (4.36) and (4.38), we obtain from (4.39)-(4.40):
|ΛmF˜ (t, x; t∗, T ∗)| ≤ K exp

c∆ N∑
j=̺M
|xj|

 (4.41)
×
m∑
k∗=0
m−k∗∑
n∗=0
∑
j¯k∗+l¯n∗=m

E

 N∑
i1,...,ij¯k∗
,r1,...,rl¯n∗=0
µi
k∗∏
k=1
∂jk
∂x
i1+j¯k−1 · · ·∂xij¯k
Y˜t,x,0(t
∗)
×
n∗∏
n=1

∆ N∑
q=̺M
γ˜q
∂ln
∂x
r1+l¯n−1 · · ·∂xrl¯n f˜
q
t,x(t
∗)




2

1/2
,
where K > 0 and c are independent of ∆ and x. Then, to complete the proof of this
lemma, it is sufficient to show that for any 0 ≤ k∗ ≤ m and 0 ≤ n∗ ≤ m − k∗, any
combinations of j1, . . . , jk∗ and l1, . . . , ln∗ satisfying j¯k∗ + l¯n∗ = m, and any combination
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of q1, . . . , qn∗ with ̺M ≤ qi ≤ N :
E

 N∑
i1,...,ij¯k∗
,r1,...,rl¯n∗=0
µi
k∗∏
k=1
∂jk
∂x
i1+j¯k−1 · · ·∂xij¯k
Y˜t,x,0(t
∗) (4.42)
×
n∗∏
n=1
∂ln
∂x
r1+l¯n−1 · · ·∂xrl¯n f˜
qn
t,x(t
∗)
]2
≤ Kµ2Max,
where K > 0 is independent of ∆ and x.
We can obtain the following SDEs (see (3.24)):
d
∂j
∂xi1 · · ·∂xij Y˜t,x,0(s) =
ℓ(t∗)∑
l=ℓ(t)
l+θ∑
r=l
χs∈[Tl,Tl+1) · λr−l(s) ·
∂j
∂xi1 · · ·∂xij f˜
r
t,x(s)ds,
∂j
∂xi1 · · ·∂xij Y˜t,x,0(t) = 0,
and (see (3.10))
d
∂l
∂xr1 · · ·∂xrl f˜
q
t,x(s) =
l∑
α=0
l∑
β=0
l−1∑
n∗=0
l−n∗∑
τ∗=1
∑
l¯n∗+p¯τ∗=l
C(α, β, n∗, τ ∗)
×
∑
{k1,...,kl}={r1,...,rl}
∆
κ(s,Tq)∑
v=ℓ(s)
γv
dα
dzα
σ⊤(s, Tq, f˜
q
t,x(s))
dβ
dzβ
σ⊤(s, Tv, f˜ vt,x(s))
×
n∗∏
n=1
∂ln
∂x
k1+l¯n−1 · · ·∂xkl¯n
f˜ qt,x(s)
τ∗∏
τ=1
∂pτ
∂x
k1+l¯n∗+p¯τ−1 · · ·∂xkl¯n∗+p¯τ
f˜ vt,x(s) ds
+
l∑
α=1
l∑
n∗=1
∑
l¯n∗=l
C(α, n∗)
∑
{k1,...,kl}={r1,...,rl}
dα
dzα
σ⊤(s, Tq, f˜
q
t,x(s))
×
n∗∏
n=1
∂ln
∂x
k1+l¯n−1 · · ·∂xkl¯n
f˜ qt,x(s) dW (s),
∂l
∂xr1 · · ·∂xrl f˜
q
t,x(s) = χl=1,
where C(α, β, n∗, τ ∗) and C(α, n∗) are constants independent of N, and
∑
{k1,...,kl}={r1,...,rl}
means summation over all possible recombinations {k1, . . . , kl} of r1, . . . , rl (note that the
number of terms in this sum depends on l but not on N).
To obtain (4.42), we first consider the case m = 1 for which it is sufficient to get
an estimate for E
[∑N
i=0 µ
i ∂
∂xi
f˜ jt,x(s)
]2
. To this end, introduce the process ζ t,x(s) =
(ζ0(s), . . . , ζN(s))⊤ with ζj(s) :=
∑N
i=0 µ
i ∂
∂xi
f˜ jt,x(s), s ≥ t, which satisfies the following
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system of SDEs
dζj =
d
dz
σ⊤(s, Tj , f˜
j
t,x(s)) · S˜I(t, x; s, Tj,∆) · ζj ds
+σ⊤(s, Tj , f˜
j
t,x(s)) ·∆
κ(s,Tj)∑
l=ℓ(s)
d
dz
σ⊤(s, Tl, f˜ lt,x(s)) · ζ l ds+
d
dz
σ⊤(s, Ti, f˜
j
t,x(s)) · ζj dW (s),
ζj(t) = µj, j = 0, . . . , N.
Then using Ito’s formula and Assumptions 2.1 and 2.2, we obtain after some straightfor-
ward calculations:
E
[
ζjt,x(s)
]2 ≤ K [µj]2 +K ∫ s
t
E
[
ζj(s′)
]2
ds′ +K
∫ s
t
∆
κ(s,Tj)∑
l=ℓ(s′)
E
[
ζ l(s′)
]2
ds′.
Let E(s) := max0≤j≤N E
[
ζjt,x(s)
]2
. Then
E(s) ≤ Kµ2Max +K
∫ s
t
E(s′)ds′,
where K > 0 does not depend on ∆ and x. Hence, by Gronwall’s inequality
E(s) ≤ Kµ2Max, t ≤ s ≤ t∗. (4.43)
Next, we consider the (N + 1)2-dimensional process
ζj1,j2(s) :=
N∑
i1,i2=0
µi1,i2
∂
∂xi1
f˜ j1t,x(s)
∂
∂xi2
f˜ j2t,x(s), j1, j2 = 0, . . . , N, s ≥ t.
Using the same recipe as in the case of estimating max0≤j≤N E
[
ζjt,x(s)
]2
, we get that
max
0≤j≤N
E
[
ζj1,j2t,x (s)
]2 ≤ Kµ2Max, (4.44)
where K > 0 does not depend on ∆ and x. Using (4.44) and repeating the same recipe
again in the case of the processes
2ζ
j
t,x(s) : =
N∑
i1,i2=0
µi1,i2
∂2
∂xi1∂xi2
f˜ jt,x(s), j = 0, . . . , N,
ηjt,x(s) : =
N∑
i1,i2=0
µi1,i2
∂
∂xi1
Y˜t,x,0(s)
∂
∂xi2
f˜ jt,x(s), j = 0, . . . , N, s ≥ t,
we obtain
max
0≤j≤N
E
[
2ζ
j
t,x(s)(s)
]2 ≤ Kµ2Max, (4.45)
max
0≤j≤N
E
[
ηjt,x(s)
]2 ≤ Kµ2Max, (4.46)
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where K > 0 does not depend on ∆ and x. Using (4.45), it is not difficult to get that for
the process
2ηt,x(s) :=
N∑
i1,i2=0
µi1,i2
∂2
∂xi1∂xi2
Y˜t,x,0(s)
the following estimate also holds
E
[
2ηt,x(s)
]2 ≤ Kµ2Max. (4.47)
It is clear that (4.44)-(4.47) are sufficient for proving (4.42) with m = 2. To show (4.42)
for m = 3, we need to obtain estimates for the second moments of the processes
ζj1,j2,j3(s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂
∂xi1
f˜ j1t,x(s)
∂
∂xi2
f˜ j2t,x(s)
∂
∂xi3
f˜ j3t,x(s), j1, j2, j3 = 0, . . . , N,
2ζ
j1,j2
t,x (s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂2
∂xi1∂xi2
f˜ j1t,x(s)
∂
∂xi3
f˜ j2t,x(s), j1, j2 = 0, . . . , N,
3ζ
j
t,x(s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂3
∂xi1∂xi2∂xi3
f˜ jt,x(s), j = 0, . . . , N, s ≥ t,
and
ηj1,j2t,x (s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂
∂xi1
f˜ j1t,x(s)
∂
∂xi2
f˜ j2t,x(s)
∂
∂xi3
Y˜t,x,0(s), j1, j2 = 0, . . . , N,
2,1η
j
t,x(s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂2
∂xi1∂xi2
f˜ jt,x(s)
∂
∂xi3
Y˜t,x,0(s), j = 0, . . . , N,
1,2η
j
t,x(s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂
∂xi1
f˜ jt,x(s)
∂2
∂xi2∂xi3
Y˜t,x,0(s), j = 0, . . . , N,
3ηt,x(s) =
N∑
i1,i2,i3=0
µi1,i2,i3
∂3
∂xi1∂xi2∂xi3
Y˜t,x,0(s), s ≥ t,
which can be done using the same recipe but with more laborious calculations. In the case
of an arbitrary m one need to consider processes ζj1,...,jm(s), 2ζ
j1,...,jm−1
t,x (s), . . . , mζ
j
t,x(s),
η
j1,...,jm−1
t,x (s), m−1,1η
j
t,x(s), . . . , mηt,x(s) defined in the same fashion as we did in the cases
m = 2 and 3. It is not difficult to see that employing the same recipe maxima of their
second moments will be again bounded by Kµ2Max, from which (4.42) follows for an
arbitrary m.
The required inequality (4.33) follows from (4.41) and (4.42). Lemma 4.2 is proved.

Using Lemma 4.2, we now prove convergence of F¯ (t0, f0; t
∗, T ∗) to F˜ (t0, f0; t∗, T ∗) in
the case of smooth payoffs G.
Theorem 4.3 Let h ≤ α∆ for some α > 0. Suppose Assumptions 2.1-2.3 and Assump-
tions 3.1, 3.2’, and 3.3 are satisfied. Assume that the payoff function G(z) has bounded
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derivatives up to a sufficiently high order. Then the approximation F¯ (t0, f0; t
∗, T ∗) defined
by (3.31)-(3.33), (3.15), (3.27) converges to F˜ (t0, f0; t
∗, T ∗) from (4.1) with order q > 0,
i.e., ∣∣∣F˜ (t0, f0; t∗, T ∗)− F¯ (t0, f0; t∗, T ∗)∣∣∣ ≤ Khq, (4.48)
where K > 0 is a constant independent of h and ∆.
Proof. Using the standard technique (see [18, p. 100]), we can write the difference R2
in the form
R2 = F˜ (t0, f0; t
∗, T ∗)− F¯ (t0, f0; t∗, T ∗) (4.49)
= E exp(−Y˜t0,f0,0(tM))G(exp(−S˜Z(t0, f0; t∗, T ∗,∆)))
−E exp(−Y¯M)G(exp(−S¯Z(t∗, T ∗,∆)))
=
M−1∑
i=0
E
[
exp(−Y˜ti,f¯i,Y¯i(tM))G(exp(−S˜Z(ti, f¯i; t∗, T ∗,∆)))
− exp(−Y˜ti+1,f¯i+1,Y¯i+1(tM))G(exp(−S˜Z(ti+1, f¯i+1; t∗, T ∗,∆)))
]
=
M−1∑
i=0
E{exp(−Y˜ti,f¯i,Y¯i(ti+1))E[exp(−Y˜ti+1,f˜ti,f¯i(ti+1),0(tM))
×G(exp(−S˜Z(ti+1, f˜ti,f¯i(ti+1); t∗, T ∗,∆)))|f˜ti,f¯i(ti+1)]
− exp(−Y¯i+1)E[exp(−Y˜ti+1,f¯i+1,0(tM))G(exp(−S˜Z(ti+1, f¯i+1; t∗, T ∗,∆)))|f¯i+1]}
=
M−1∑
i=0
E
{
exp(−Y˜ti,f¯i,Y¯i(ti+1))F˜ (ti+1, f˜ti,f¯i(ti+1); t∗, T ∗)− exp(−Y¯i+1)F˜ (ti+1, f¯i+1; t∗, T ∗)
}
=
M−1∑
i=0
E exp(−Y¯i)E
[
exp(−Y˜ti,f¯i,0(ti+1))F˜ (ti+1, f˜ti,f¯i(ti+1); t∗, T ∗)
− exp(−Y¯ti,f¯ ·i ,0(ti+1))F˜ (ti+1, f¯ti,f¯i(ti+1); t∗, T ∗)
∣∣f¯i ]
=
M−1∑
i=0
E exp(−Y¯i)ρ(ti, f¯i),
where
ρ(t, x) = E[exp(−Y˜t,x,0(t+ h))F˜ (t+ h, f˜t,x(t+ h); t∗, T ∗) (4.50)
− exp(−Y¯t,x,0(t + h))F˜ (t+ h, f¯t,x(t+ h); t∗, T ∗)].
Now we write the Taylor expansion of the terms under expectation in (4.50) in powers of
δY˜ = −Y˜t,x,0(t + h) and δf˜ i = f˜ it,x(t + h) − xi and in powers of δY¯ = −Y¯t,x,0(t + h) and
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δf¯ it,x = f¯
i
t,x(t + h)− xi. As a result, we obtain
exp(−Y˜t,x,0(t+ h))F˜ (t+ h, f˜t,x(t+ h); t∗, T ∗) (4.51)
= F˜ (t+ h, x; t∗, T ∗)
+
2q+1∑
|i|+k=1
1
i!k!
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t+ h, x; t
∗, T ∗)
(
δf˜ 0
)i0 · · ·(δf˜N)iN δY˜ k
+
∑
|i|+k=2q+2
1
i!k!
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t+ h, x+ χ˜(f˜t,x(t + h)− x); t
∗, T ∗)
× exp(−θ˜Y˜t,x,0(t+ h))×
(
δf˜ 0
)i0 · · ·(δf˜N)iN δY˜ k,
where χ˜ and θ˜ are from [0, 1].
Further,
exp(−Y¯t,x,0(t+ h))F˜ (t+ h, f¯t,x(t+ h); t∗, T ∗) (4.52)
= F˜ (t + h, x; t∗, T ∗)
+
2q+1∑
|i|+k=1
1
i!k!
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t + h, x; t
∗, T ∗)
(
δf¯ 0
)i0 · · · (δf¯N)iN δY¯ k
+
∑
|i|+k=2q+2
1
i!k!
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t + h, x+ χ¯(f¯t,x(t+ h)− x); t
∗, T ∗)
× exp(−θ¯Y¯t,x,0(t+ h))
(
δf¯ 0
)i0 · · · (δf¯N)iN δY¯ k,
with χ¯ and θ¯ being from [0, 1].
It is not difficult to check (see also (3.26)) that under the assumed condition h ≤ α∆,
α > 0, the following inequality holds:

E max
0≤m≤2q+2,{i1,...i2q+2−m}∈{0,...,N}
∣∣∣∣∣δY˜ m
2q+2−m∏
j=1
δf˜ ij
∣∣∣∣∣
2


1/2
≤ Chq+1

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|2q+2

 ,
(4.53)
where C > 0 is independent of ∆. We note that the number of components xl appearing
in the right-hand side of (4.53) is not larger than 1 + θ, which does not depend on ∆.
Using Lemma 4.2, the inequalities (4.53), (4.38) and (3.13), and the Cauchy-Bunyakovsky
inequality, we obtain
|E
∑
|i|+k=2q+2
1
i!k!
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t+ h, x+ χ˜(f˜t,x(t+ h)− x); t
∗, T ∗) (4.54)
× exp(−θ˜Y˜t,x,0(t + h))
(
δf˜ 0
)i0 · · ·(δf˜N)iN δY˜ k|
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≤ E exp(|Y˜t,x,0(t+ h)|)×
2q+2∑
k=0
∣∣∣∣∣∣
∑
|i|=2q+2−k
1
i!k!
(
δf˜ 0
)i0 · · ·(δf˜N)iN δY˜ k
× ∂
|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t + h, x+ χ˜(f˜t,x(t + h)− x); t
∗, T ∗)
∣∣∣∣
≤ KE
[
exp(|Y˜t,x,0(t+ h)|) max|i|+k=2q+2 |
(
δf˜ 0
)i0 · · ·(δf˜N)iN δY˜ k|
× exp(c∆|x+ χ˜(f˜t,x(t+ h)− x)|)
]
≤ K exp(c∆|x|)

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|2q+2

 hq+1,
where K > 0 and c > 0 independent of ∆, h, and x.
Analogously, using Lemma 4.2, the inequality (3.29) from Assumption 3.2’, and As-
sumptions 3.1 and 3.3, we get
|E
∑
|i|+k=2q+2
1
i!k!
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t+ h, x+ χ¯(f¯t,x(t+ h)− x); t
∗, T ∗) (4.55)
× exp(−θ¯Y¯t,x,0(t+ h))
(
δf¯ 0
)i0 · · · (δf¯N)iN |
≤ K exp(c∆|x|)

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|2q+2

hq+1.
We obtain from (4.50)-(4.52) and (4.54), (4.55):
|ρ(t, x)| ≤
2q∑
k=0
∣∣∣∣∣∣
2q+1−k∑
|i|=1
µik
∂|i|
(∂x0)i0 · · · (∂xN )iN F˜ (t + h, x; t
∗, T ∗)
∣∣∣∣∣∣ (4.56)
+K exp(c∆|x|)

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|2q+2

 hq+1,
with K > 0 and c > 0 independent of ∆ and
µik =
1
i!k!
[
E
(
δf˜ 0
)i0 · · ·(δf˜N)iN δY˜ k − E (δf¯ 0)i0 · · · (δf¯N)iN δY¯ k] .
Applying Lemma 4.2 and using the inequality (3.28) from Assumption 3.2’, we obtain
from (4.56):
|ρ(t, x)| ≤ K exp(c∆|x|)

1 + ℓ(t+h)+θ∑
l=ℓ(t)
|xl|2q+2

 hq+1, (4.57)
where K > 0 and c > 0 do not depend on ∆ and x.
Substituting (4.57) in (4.49) and using Assumptions 3.1 and 3.3 and the Cauchy-
Bunyakovsky inequality, we arrive at the required (4.48). Theorem 4.3 is proved. 
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Remark 4.2 As it follows from the proof, in Theorem 4.3 the condition h ≤ α∆ is used
only for estimating the parts of the error involving the approximate discounting factor
Y˜t,x,0(s). If pricing an interest rate derivative does not require a discounting factor (e.g.,
when one uses the forward measure pricing, cf. Remark 2.2) then a theorem analogous
to Theorem 4.3 can be proved under Assumptions 2.1- 2.3 and Assumptions 3.1 and 3.2
without the restriction on h.
Theorems 4.2 and 4.3 imply the following result.
Theorem 4.4 Under the conditions of Theorems 4.1 and 4.3, the approximation F¯ (t0, f0;
t∗, T ∗) defined by (3.31)-(3.33), (3.15), (3.27) converges to F (t0, f0 (·) ; t∗, T ∗) from (2.12)-
(2.15), (2.4)-(2.5) with order p > 0 in ∆ and with order q > 0 in h, i.e.,∣∣F (t0, f0 (·) ; t∗, T ∗)− F¯ (t0, f0; t∗, T ∗)∣∣ ≤ K(∆p + hq), (4.58)
where K > 0 is a constant independent of ∆ and h.
Remark 4.3 (Relationship between ∆ and h) A higher order p, i.e., a higher order of an
approximation F˜ (t0, f0; t
∗, T ∗) of F (t0, f0 (·) ; t∗, T ∗), can be achieved by using a higher-
order quadrature rules in (3.9) and (3.19) and higher-order interpolation or extrapolation
in (3.21). For this purpose, we can use a large arsenal of effective quadrature rules and
interpolation/extrapolations methods from the deterministic numerical analysis which are
directly applicable here (see Section 5). To achieve a higher order q, we need a higher-order
weak-sense numerical scheme for (3.10)-(3.12). As it is known (see, e.g. [18]), this is a
harder task, and, due to complexity of stochastic schemes, one usually restricts themselves
to using weak methods of orders 1 or 2. As a result, in practice we will take p ≥ q. Then, to
balance the two errors in (4.58), we choose ∆ = αhq/p for some α > 0 to obtain the overall
error to be of order O(hq). In other words, by increasing the order p we can take larger
T -discretization steps ∆ and, consequently, significantly improve computational efficiency
of HJM simulation which, in particular, is illustrated in our numerical experiments in
Section 7.
According to the motivation examples considered in Section 2, the payoff G(z) is
usually globally Lipschitz (see (2.11)) but not sufficiently smooth function as it is required
in Theorem 4.3 and, consequently, in Theorem 4.4. Let us discuss two ways how one can
deal with this theoretical difficulty.
First, as it was noted in, e.g. [19], we can approximate the payoff function G(z) by a
smooth function G˘(z). Denote by ε an error of this approximation. The proposed numeri-
cal method can be applied to the smooth approximating function G˘(z) and Theorems 4.3
and 4.4 remain valid for F with G˘ instead of G. In this case, the overall error in evaluating
the price of an interest rate contract consists of the numerical integration errors estimated
in Theorem 4.4 and the error ε of the smoothening of G.
Second, one can exploit the result of [1] which in application to our problem means
that if the transition Markov function for the process f˜(t) is sufficiently smooth and f¯ ik
is simulated by the strong Euler scheme then F¯ (t0, f0; t
∗, T ∗) converges to F˜ (t0, f0; t∗, T ∗)
with order one in h even for nonsmooth G.
We remark that the computational practice (see our numerical experiments in Sec-
tion 7) suggests that the error estimates of Theorems 4.3 and 4.4 are valid for the weak
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Euler-type scheme (see (5.3) below) in the case of nonsmooth G(z). Further, it is natural
to expect that for higher-order weak schemes the error estimates of Theorems 4.3 and 4.4
are also valid for nonsmooth payoffs G(z). We note that to answer on these theoretical
questions related to nonsmoothness of G(z) further development of the general theory
of numerical integration of ordinary SDEs is required which is outside the scope of the
present paper.
5 Numerical algorithms
In this section we provide some particular examples of the generic numerical method
introduced in Section 3. For simplicity of the presentation, we restrict ourselves in this
section to the case of T -step being not larger than the t-step, i.e.,
h ≤ ∆, (5.1)
which is a stronger condition than the one assumed in Theorems 4.3 and 4.4: h ≤ α∆, α >
0. This requirement is not particular restricting since our aim is to construct efficient
algorithms for the HJM model by allowing bigger T -steps ∆ without losing accuracy as it
was discussed in the Introduction and Remark 4.3. We note that there is no difficulty in
constructing algorithms imposing h ≤ α∆ for some α > 0 instead of (5.1). The condition
(5.1) ensures that there cannot be more than one node Ti in any interval [tk, tk+1) hence
there are only two cases possible: either ℓk+1 = ℓk or ℓk+1 = ℓk + 1. This is used in
constructing numerical algorithms of this section.
We need the following new notation in this section:
∆i,k := Ti − tk (5.2)
and
tk+1/2 =
tk + tk+1
2
.
In the paper we limit the illustration (see also Remark 5.3) of the generic numerical
method from Section 3 to considering only the weak Euler-type scheme (i.e., with q = 1)
as a numerical approximation of the SDEs (3.10), (3.24), i.e., as an approximation of the
t-dynamics. In this case the extended discretization (3.15), (3.27) takes the form
f¯ i0 = f
i
0, i = 0, . . . , N, Y¯0 = 0, (5.3)
f¯ ik+1 = f¯
i
k +
d∑
j=1
σ¯i,j(tk)S¯Ij (tk, Ti; ∆, h) + h
1/2
d∑
j=1
σ¯i,j(tk)ξj,k+1,
i = ℓk+1, . . . , N,
Y¯k+1 = Y¯k + A
Y (tk; f¯
j
k , j = ℓk, . . . , ℓ(t
∗) + θ; h), k = 0, . . . ,M − 1,
where ξj,k+1 are independent random variables distributed by the law P (ξ = ±1) = 1/2,
(σ¯i,1(tk), . . . , σ¯i,d(tk))
⊤ = (σ1(tk, Ti, f¯ ik), . . . , σd(tk, Ti, f¯
i
k))
⊤,
S¯Ij (tk, Ti; ∆, h) depends on our choice of the quadrature rule (3.9), and A
Y is as in (3.27)
and depends on the choice of approximation for the short rate (3.21).
In the remaining part of this section, we give three algorithms based on rectangle (p =
1), trapezoid (p = 2), and Simpson (p = 4) quadrature rules SIj(tk, Ti,∆) accompanied by
short rate approximations of the corresponding orders. In all these cases it is not difficult
to check that (5.3) satisfies Assumption 3.1 and that Y¯k satisfy Assumption 3.3.
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5.1 Algorithm of order O(∆ + h)
The application of the composite rectangle rule to approximate the integrals Ij(tk, Ti) in
(3.4) and Z(t∗, T ∗) in (2.13) yields
S¯Ij(tk, Tℓk+1; ∆, h) = h∆ℓk+1,kσ¯ℓk+1,j(tk), (5.4)
S¯Ij (tk, T̺k+1; ∆, h) =
{
h∆̺k+1,kσ¯̺k+1,j(tk), if Tℓk+1 < tk,
S¯Ij (tk, Tℓk+1; ∆, h) + h∆σ¯̺k+1,j(tk), otherwise,
S¯Ij(tk, Ti; ∆, h) = S¯Ij(tk, T̺k+1; ∆, h) + h∆
i∑
m=̺k+1+1
σ¯m,j(tk), i = ̺k+1 + 1, . . . , N,
j = 1, . . . , d,
S¯Z(t
∗, T ∗,∆) = f¯ ̺MM ∆̺M ,M +∆
N∑
m=̺M+1
f¯mM . (5.5)
By straightforward calculations one can show that the used rectangle rule satisfies the
order conditions (3.6) and (3.20) with p = 1. We pay attention that we incorporated two
cases in (5.4): when ℓk+1 = ℓk and hence Tℓk+1 ≤ tk and when (see also (5.1)) ℓk+1 = ℓk+1
and hence Tℓk+1 > tk.
We use the piecewise approximation of the short rate (cf. (3.21)):
π(t) =
ℓ(t∗)∑
l=0
f(t, Tl)χt∈[Tl,Tl+1), t ∈ [t0, t∗]. (5.6)
The approximation (5.6) obviously satisfies the order condition (3.22) with p = 1. To
satisfy Assumption 3.2’ with q = 1, we, in particular, need to approximate the integral
Y˜t,x,0(t+h) in (3.25) by Y¯t,x,0(t+h) from (3.27) with local order O(h
2). In the case of (5.6)
the coefficient in the right-hand side of (3.24) π(s; xi, i = ℓ(s)) =
ℓ(t∗)∑
l=0
xlχs∈[Tl,Tl+1) = x
ℓ(s)
is only piece-wise smooth. Further, according to the condition (5.1), we can have two
cases: either an open interval (tk, tk+1) does not contain any node Ti of the T -grid or it
contains a single node T̺k . In the former case we can approximate the integral Y˜t,x,0(t+h)
in (3.25) by the left rectangle rule and we have AY (tk; f¯
j
k , j = ℓk, ℓk+1; h) = hf¯
ℓk
k with
the local error of order O(h2) as needed. In the second case to achieve the local error
of order O(h2) despite lack of smoothness of π(s; xi, i = ℓ(s)), we split the integral
Y˜t,x,0(t+h) = Y˜t,x,0(Tℓk+1)+ Y˜T̺k ,f(Tℓk+1),0(t+h) and approximate the first integral by the
left-rectangle rule and the second by the right-rectangle rule: AY (tk; f¯
j
k , j = ℓk, ℓk+1; h) =
∆ℓk+1,kf¯
ℓk
k −∆ℓk+1,k+1f¯ ℓk+1k+1 . Thus,
AY (tk; f¯
j
k , j = ℓk, ℓk+1; h) =
(
h ∧∆ℓk+1,k
)
f¯ ℓkk − (0 ∧∆ℓk+1,k+1) f¯ ℓk+1k+1 . (5.7)
We note that despite the use of f¯
ℓk+1
k+1 in the right-hand side of (5.7) the method does not
require to resolve any implicitness.
Assumption 3.2’ with q = 1 can be checked for the scheme (5.3), (5.4), (5.7) following
the standard, routine way (see, e.g. [18, Chap. 2]).
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The algorithm based on (5.3) and (5.4), (5.5), (5.7), we will callAlgorithm 5.1 for the
option price (2.12)-(2.15). According to Theorem 4.4, this algorithm is of order O(∆+h),
which under the condition (see (5.1)) ∆ = αh, α ≥ 1, resulting in O(h).We also note that
in the case ∆ = h the short rate is readily available on the grid and its approximation
is not needed. Algorithm 5.1 with ∆ = h is analogous to the numerical methods for
the HJM model considered in [12, 15, 9]. As it is shown in our numerical experiments
(see Section 7), Algorithm 5.1 is less efficient than the new algorithms (Algorithms 5.2
and 5.3) which we propose in the next two sections.
Remark 5.1 If we replace AY in (5.7) by
AY (tk; h) = hf¯
ℓk
k (5.8)
then Assumption 3.2’ with q = 1 is not satisfied and we cannot guarantee closeness of
Y¯k and Y˜ (tk). Nevertheless, Y¯k from (5.8) still apparently approximates Y (tk) so that
the overall algorithm for computing the option price (2.12)-(2.15) remains of weak order
O(∆+ h). This can be justified by some nonrigorous arguments and this was also demon-
strated in our numerical experiments. To obtain such a result rigorously, we need to
conduct convergence proof without using the intermediate finite-dimensional SDEs (3.10),
(3.24). We do not pursue this direction in the paper. At the same time, we note that in
all our numerical tests the scheme using AY from (5.7) gave more accurate results than
the scheme with AY from (5.8) in the cases when the Ti nodes do not belong to the t-grid.
Otherwise AY in (5.7) and AY in (5.8) obviously coincide.
5.2 Algorithm of order O(∆2 + h)
In this section we use quadrature rules (3.9), (3.19) and a short rate approximation (3.21)
of order O(∆2).
We aim at applying the standard composite trapezoid rule to the integrals Ij(s, Ti)
in (3.4) and (3.7). The trapezoid rule requires that each of the integration subintervals
[Tℓ(s), s], [s, T̺(s) ], [T̺(s), T̺(s)+1], . . . , [Ti−1, Ti] span at least two nodes on the T -grid.
However, the integration intervals [Tℓ(s), s] and [s, T̺(s) ] usually contain just a single node
on the T -grid: Tℓ(s) and T̺(s), respectively. We resolve this issue by applying the right
and left rectangle rules on these two intervals, respectively. Thus, the quadrature rule
SIj(s, Ti,∆) takes the form for s ∈ [t0, t∗], i = ℓ(s), . . . , T ∗ :
SIj(s, Tℓ(s),∆) =
(
Tℓ(s) − s
)
σj(s, Tℓ(s)),(5.9)
SIj(s, Ti,∆) = (T̺(s) − s)σj(s, T̺(s)) +
∆
2
i−1∑
m=̺(s)
[σj(s, Tm) + σj(s, Tm+1)] for s ≤ Ti,
j = 1, . . . , d.
This quadrature rule satisfies the order condition (3.6) with p = 2. To this end, we recall
that left and right rectangle rules have local order two and we use them here on one or two
integration steps only while the trapezoid rule has local order three and the composite
trapezoid rule is of order two.
To ensure that (5.3) satisfies Assumption 3.2’ with q = 1, we, in particular, need
to approximate the integral
∫ tk+1
tk
S˜Ij(s, Ti,∆)ds by S¯Ij (tk, Ti; ∆, h) on a single step with
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weak order O(h2). If the node Tℓk+1 is not between tk and tk+1 (due to (5.1) it cannot
be more than one T -node in (tk, tk+1)), it is sufficient to approximate the integral by the
left rectangle rule and put S¯Ij(tk, Ti; ∆, h) = hS¯Ij(tk, Ti,∆), where S¯Ij (tk, Ti,∆) is of the
form (5.9) but with σ¯m,j(tk) instead of σj(s, Tm). However, if Tℓk+1 > tk then due to (5.9)
we apply one integration rule on [tk, Tℓk+1] and the other on [Tℓk+1 , T̺k+1], which causes
loss of smoothness of the integrand S˜Ij(s, Ti,∆). To reach the required order O(h
2), we
construct the approximation using the following guidance:∫ tk+1
tk
S˜Ij (s, Ti,∆)ds =
∫ Tℓk+1
tk
S˜Ij(s, Ti,∆)ds+
∫ tk+1
Tℓk+1
S˜Ij (s, Ti,∆)ds (5.10)
=
∫ Tℓk+1
tk
[
(Tℓk+1 − s)σ˜ℓk+1,j(s) +
∆
2
σ˜ℓk+1,j(s) +
∆
2
σ˜̺k+1,j(s)
]
ds
+
∫ tk+1
Tℓk+1
(T̺k+1 − s)σ˜̺k+1,j(s)
+
∆
2
∫ tk+1
tk
i−1∑
m=̺k+1
[σ˜m,j(s) + σ˜m+1,j(s)]
≈ (Tℓk+1 − tk)
Tℓk+1 − tk +∆
2
σ˜ℓk+1,j(tk)
+
∆
2
[tk+2 − Tℓk+1]σ˜̺k+1,j(tk)
+h
∆
2
i−1∑
m=̺k+1
[σ˜m,j(tk) + σ˜m+1,j(tk)] .
As a result S¯Ij (tk, Ti,∆) in (5.3) is taken of the form:
S¯Ij (tk, Tℓk+1; ∆, h) = h∆ℓk+1,kσ¯ℓk+1,j(tk), (5.11)
S¯Ij (tk, T̺k+1; ∆, h) =
{
h∆̺k+1,kσ¯̺k+1,j(tk), if Tℓk+1 ≤ tk,
∆ℓk+1,k
∆̺k+1,k
2
σ¯ℓk+1,j(tk)−∆ℓk+1,k+2 ∆2 σ¯̺k+1,j(tk), otherwise,
S¯Ij (tk, Ti; ∆, h) = S¯Ij (tk, T̺k+1 ; ∆, h) + h
∆
2

σ¯̺k+1,j(tk) + 2
i−1∑
m=̺k+1+1
σ¯m,j(tk) + σ¯i,j(tk)

 ,
i = ̺k+1 + 1, . . . , N, j = 1, . . . , d.
By a similar reasoning used to derive (5.9), we obtain the corresponding quadrature
rule SZ(t
∗, T ∗,∆) (see (3.19)). Namely, we apply the right-rectangle rule on the integration
interval
[
tM , T̺M
]
and the composite trapezoid rule on the rest of the integration interval,
i.e.,
S¯Z(t
∗, T ∗,∆) = f¯ ̺MM ∆̺M ,M +
∆
2

f¯ ̺MM + 2
N−1∑
j=̺M+1
f¯ jM + f¯
N
M

 . (5.12)
It is not difficult to show that the combination of rectangle and trapezoid rules used for
deriving (5.12) satisfies the order condition (3.20) with p = 2.
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We use linear interpolation for the short rate in (3.21):
π(t) =
ℓ(t∗)∑
l=0
[
t− Tl
∆
f(t, Tl+1) +
Tl+1 − t
∆
f(t, Tl)
]
χt∈[Tl,Tl+1), t ∈ [t0, t∗]. (5.13)
The approximation (5.13) obviously satisfies the order condition (3.22) with p = 2. As
in the case of Algorithm 5.1, the coefficient in the right-hand side of (3.24) is also only
piece-wise smooth here. Consider first the case when the node Tℓk+1 is not between
tk and tk+1. The application of the left-rectangle rule to the integral
∫ tk+1
tk
π˜(s)ds has
the error O(h2/∆), i.e., it does not lead to a uniform error estimate O(h2) required by
Assumption 3.2’. To ensure that the estimates O(h2) in Assumptions 3.2’ are uniform in
∆, we use the following guidance:∫ tk+1
tk
π˜(s)ds =
∫ tk+1
tk
[
s− Tℓk+1
∆
f˜ ̺k+1(s) +
T̺k+1 − s
∆
f˜ ℓk+1(s)
]
ds
≈ f˜ ̺k+1(tk)
∫ tk+1
tk
s− Tℓk+1
∆
ds+ f˜ ℓk+1(tk)
∫ tk+1
tk
T̺k+1 − s
∆
ds
= f˜ ̺k+1(tk)h
tk+1/2 − Tℓk+1
∆
+ f˜ ℓk+1(tk)h
T̺k+1 − tk+1/2
∆
.
So, in this case we put AY (tk; h) = h
[
∆ρk+1,k+1/2
∆
f¯
ℓk+1
k −
∆ℓk+1,k+1/2
∆
f¯
̺k+1
k
]
. In the other
case, i.e., if Tℓk+1 > tk, we split the integral
∫ tk+1
tk
π˜(s)ds =
∫ Tℓk+1
tk
π˜(s)ds +
∫ tk+1
Tℓk+1
π˜(s)ds
and approximate each of them separately as we did in constructing (5.7). As a result, we
arrive at
AY (tk; h) =


h
[
∆ρk+1,k+1/2
∆
f¯
ℓk+1
k −
∆ℓk+1,k+1/2
∆
f¯
̺k+1
k
]
if Tℓk+1 ≤ tk,
∆ℓk+1,k
[
∆ℓk+1,k
2∆
f¯ ℓkk −
∆ℓk−1,k
2∆
f¯
ℓk+1
k
]
−∆ℓk+1,k+1
[
∆̺k+1+1,k+1
2∆
f¯
ℓk+1
k+1 −
∆ℓk+1,k+1
2∆
f¯
̺k+1
k+1
]
otherwise.
(5.14)
Assumption 3.2’ with q = 1 can be checked for the scheme (5.3), (5.11), (5.14) following
the standard way.
The algorithm based on (5.3) and (5.11), (5.12), (5.14) we will call Algorithm 5.2
for the option price (2.12)-(2.15). According to Theorem 4.4, this algorithm is of order
O(∆2 + h). In practice (see Remark 4.3) we choose ∆ = α
√
h with α > 0 such that
(5.1) is satisfied, which results in the algorithm’s accuracy O(h). In our experiments (see
Section 7) Algorithm 5.2 outperformed Algorithm 5.1.
5.3 Algorithm of order O(∆4 + h)
At the beginning of Section 3.1 we made the assumption that there is a sufficient number
of nodes Ti between t
∗ and T ∗ which ensures that we have enough nodes on the T -grid for
using the quadrature rules (3.9) and (3.19) and the short rate approximations (3.21) of
the required accuracy. This assumption gives an unnecessary restriction for using higher-
order algorithms in practice and we now demonstrate how it can be relaxed. To this end,
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we introduce N
′
instead of N in the method (3.15) as the number of discretization nodes
on T -grid:
N
′
:= N ∨ max
0<i≤N
κ(t∗, Ti) ∨ (ℓ(t∗) + θ) , (5.15)
where κ(t∗, Ti) and θ are as in (3.9) and (3.21), respectively. Also, in (3.19) we can put
N
′
instead of N and if required increase N
′
further to be able to approximate the integral
Z(t∗, T ∗) on the left-hand side of (3.19) with the prescribed accuracy. As a result, we
avoid the restriction on how close t∗ can be to T ∗. It is clear that this extension of the
T -grid by a fixed number of nodes in the case of large ∆ does not influence our theoretical
results.
Without re-writing the Euler-type scheme (5.3), we will assume in this section that
we run it for i = ℓk+1, . . . , N
′
instead of i = ℓk+1, . . . , N.
We are aiming at constructing an algorithm of order O(∆4 + h) and would like to
exploit the standard composite Simpson rule for approximation of the integrals Ij(s, Ti) =∫ Ti
s
σj(s, u)du from (3.4) and (3.7). The Simpson rule needs three nodes per integration
step. But the integrals Ij(s, Tℓ(s)), Ij(s, T̺(s)), and Ij(s, T̺(s)+1) are over the intervals
which have just one or two nodes on the T -grid under (5.1).
We first consider the integrals Ij(s, Ti) =
∫ Ti
s
σj(s, u)du with Ti = Tℓ(s), T̺(s), and
T̺(s)+1, which we approximate by quadrature rules SIj (s, Ti,∆) of the form
SIj(s, Ti,∆) = (Ti − s)
[
βi1σj(s, Tℓ(s)) + β
i
2σj(s, T̺(s)) + β
i
3σj(s, T̺(s)+1)
]
, (5.16)
where the coefficients βi1, β
i
2, β
i
3 depend on the value of Ti. We require that (5.16) is of
order 4, i.e., that (3.6) is satisfied for these three integrals with p = 4. One can show that
the following sets of coefficients satisfy this order requirement:
β
ℓ(s)
1 =
5
12
+
5
12
T̺(s) − s
∆
+
1
6
(
T̺(s) − s
)2
∆2
, (5.17)
β
ℓ(s)
2 =
2
3
− 1
3
T̺(s) − s
∆
− 1
3
(
T̺(s) − s
)2
∆2
, β
ℓ(s)
3 = −
1
12
− 1
12
T̺(s) − s
∆
+
1
6
(
T̺(s) − s
)2
∆2
;
β
̺(s)
1 =
1
4
T̺(s) − s
∆
+
1
6
(
T̺(s) − s
)2
∆2
, β
̺(s)
2 = 1−
1
3
(
T̺(s) − s
)2
∆2
, (5.18)
β
̺(s)
3 = −
1
4
T̺(s) − s
∆
+
1
6
(
T̺(s) − s
)2
∆2
;
β
̺(s)+1
1 = −
1
12
+
1
12
T̺(s) − s
∆
+
1
6
(
T̺(s) − s
)2
∆2
; (5.19)
β
̺(s)+1
2 =
2
3
+
1
3
T̺(s) − s
∆
− 1
3
(
T̺(s) − s
)2
∆2
; β
̺(s)+1
3 =
5
12
− 5
12
T̺(s) − s
∆
+
1
6
(
T̺(s) − s
)2
∆2
.
Further, for ̺(s) + 1 < i ≤ N we write Ij(s, Ti) = Ij(s, T̺(s)) + Ij(T̺(s), Ti; s) with
Ij(T̺(s), Ti; s) :=
∫ Ti
T̺(s)
σj(s, u)du; and we approximate the integral Ij(T̺(s), Ti; s), ̺(s) +
1 < i ≤ N ′ , by the composite Simpson rule SIj(T̺(s), Ti,∆; s) if its integration interval
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spans an odd number of maturity time nodes:
SIj(T̺(s), Ti,∆; s) =
∆
3
(
σj(s, T̺(s)) + 2
(i−̺(s))/2−1∑
l=1
σj(s, T̺(s)+2l) (5.20)
+4
(i−̺(s))/2∑
l=1
σj(s, T̺(s)+2l−1) + σj(s, Ti)
)
,
and otherwise we apply the Simpson’s 3/8 rule for the last four nodes:
SIj(T̺(s), Ti,∆; s) =
∆
3
(
σj(s, T̺(s)) + 2
(i−̺(s)−1)/2−2∑
l=1
σj(s, T̺(s)+2l)
+4
(i−̺(s)−1)/2−1∑
l=1
σj(s, T̺(s)+2l−1) + σj(s, Ti−3)
)
(5.21)
+
3∆
8
(σj(s, Ti−3) + 3σj(s, Ti−2) + 3σj(s, Ti−1) + σj(s, Ti)) .
By straightforward calculations one can show that the quadrature rule (5.16), (5.20), and
(5.21) satisfies the order condition (3.6) with p = 4.
To obtain S¯Ij(tk, Ti; ∆, h) based on (5.16), (5.20), and (5.21), we need again to consider
the two cases: when ℓk+1 = ℓk and hence Tℓk+1 ≤ tk and when (see also (5.1)) ℓk+1 = ℓk+1
and hence Tℓk+1 > tk. If ℓk+1 = ℓk, then we put S¯Ij(tk, Ti; ∆, h) := hS¯Ij(tk, Ti,∆; tk) with
S¯Ij(tk, Ti,∆; tk) having the form (5.16), (5.20)-(5.21) with σ¯l,j(tk) instead of σj(tk, Tl).
Otherwise, we split the integral∫ tk+1
tk
S˜Ij (s, Ti,∆)ds =
∫ Tℓk+1
tk
S˜Ij(s, Ti,∆)ds+
∫ tk+1
Tℓk+1
S˜Ij (s, Ti,∆)ds
and approximate each of them to obtain the required S¯Ij(tk, Ti; ∆, h) analogously to how
we have proceeded in constructing Algorithm 5.2. We do not write the corresponding
expressions of S¯Ij (tk, Ti; ∆, h) here though there is no difficulty to restore them.
Using (5.16), (5.20), and (5.21), we construct the quadrature rule SZ(t
∗, T ∗,∆) (see
(3.19)) and arrive at
S¯Z(t
∗, Ti,∆) = ∆i,M
[
βi1f¯
ℓM
M + β
i
2f¯
̺M
M + β
i
3f¯
̺M+1
M
]
; (5.22)
S¯Z(T̺M , T
∗,∆) =
∆
3
(
f¯
̺M
M + 2
(N−̺M−1)/2∑
l=1
f¯
̺M+2l
M + 4
(N−̺M+1)/2∑
l=1
f¯
̺M+2l−1
M + f¯
N
M
)
; (5.23)
S¯Z(T̺M , T
∗,∆) =
∆
3
(
f¯
̺M
M + 2
(N−̺M )/2−2∑
l=1
f¯
̺M+2l
M + 4
(N−̺M )/2−1∑
l=1
f¯
̺M+2l−1
M + f¯
N−3
M
)
+
3∆
8
(
f¯N−3M + 3f¯
N−2
M + 3f¯
N−1
M + f¯
N
M
)
. (5.24)
Then we define S¯Z(t
∗, T ∗,∆) to be used in the algorithm as
S¯Z(t
∗, T ∗,∆) =


(5.22), (5.18) with i = ̺M if N = ̺M ,
(5.22), (5.19) with i = ̺M + 1 if N = ̺M + 1,
S¯Z(tM , T̺M ,∆) + S¯Z(T̺M , TN ,∆) if N > ̺M + 1,
(5.25)
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where S¯Z(tM , T̺M ,∆) is from (5.22), (5.19) with i = ̺M and
S¯Z(T̺M , TN ,∆) =
{
(5.23) if N − ̺M + 1 is odd,
(5.24) if N − ̺M + 1 is even.
It is not difficult to show that the quadrature rules used for deriving (5.25) satisfy the
order condition (3.20) with p = 4.
For the short rate approximation π(t) (see (3.21)), we use cubic polynomial interpo-
lation which obviously satisfies the order condition (3.22) with p = 4:
π(t) =
3∑
j=0
Lj(t)f(t, Tℓ(t)+j), (5.26)
where
Lj(t) =
3∏
i=0
i 6=j
t− Tℓ(t)+i
Tℓ(t)+j − Tℓ(t)+i .
To obtain the corresponding AY (tk; h) = A
Y (tk; f¯
j
k , j = ℓk, . . . , ℓk+1 + 3; h), we follow
similar guidance as the one used to obtain (5.14). We do not write the expression of
AY (tk; h) here but there is no difficulty to restore it.
The algorithm presented in this section, we will call Algorithm 5.3 for the option
price (2.12)-(2.15). Assumption 3.2’ with q = 1 can be checked for this algorithm following
the standard way. According to Theorem 4.4, Algorithm 5.3 is of order O(∆4 + h). In
practice (see Remark 4.3) we will choose ∆ = α 4
√
h with α > 0 such that (5.1) holds,
which results in the algorithm’s accuracy O(h).
Remark 5.2 (Complexity of the algorithms) Let us estimate computational complexity of
the algorithms considered in this section. The number of operations in these algorithms is
of order O(MN). Then running times of Algorithm 5.1 with ∆ = αh, Algorithm 5.2 with
∆ = α
√
h, and Algorithm 5.3 with ∆ = α 4
√
h are proportional to M2, M
√
M, and M 4
√
M,
respectively. Also, it should be taken into account that Algorithms 5.2 and 5.3 require
approximately twice and four times number of operations per t-step, respectively, than
Algorithm 5.1. Hence one can expect that in reaching a similar accuracy Algorithm 5.3 is
approximately M3/4/4 faster than Algorithm 5.1 and Algorithm 5.2 is
√
M/2 faster than
Algorithm 5.1. This is confirmed in our numerical experiments (see Section 7).
Remark 5.3 If in Algorithms 5.2 and 5.3 we substitute the Euler scheme (5.3) by a
second-order (i.e., q = 2) weak scheme (see examples of such schemes in, e.g. [18]), then
these modified algorithms (they should satisfy Assumption 3.2’ with q = 2) will become of
order O(h2 + ∆2) and O(h2 + ∆4), respectively. Choosing ∆ = h and ∆ = α
√
h in the
modified Algorithms 5.2 and 5.3, respectively, their accuracy becomes of order O(h2).
6 Mean-square method and its convergence
In most of the financial applications weak numerical methods, which we have considered in
the previous sections, are sufficient. At the same time, mean-square methods can be useful
for simulating scenarios. Also, mean-square convergence of fully discrete approximations
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for the HJM model is of theoretical interest. In this section we consider a mean-square
method for (3.10)-(3.12) and prove its convergence.
We consider an approximation f¯ ik+1 of f˜
i(tk+1) from (3.10) (i.e., a full discretization
of (2.4)-(2.5) in both T and t) of the form
f¯ i0 = f
i
0, i = 0, . . . , N, (6.1)
f¯ ik+1 = f¯
i
k+
+Ai(tk, Ti; f¯
j
k , j = ℓk+1, . . . , κ(tk+1, Ti) ∨ i; h;Wl(s)−Wl(tk), l = 1, . . . , d, tk ≤ s ≤ tk+1),
i = ℓk+1, . . . , N, k = 0, . . . ,M,
where the form of function Ai depends on the coefficients of (3.10)-(3.12), i.e., on σ and
on choice of the quadrature rule SIj ; κ(tk, Ti) is as in the quadrature (3.12). Note that in
this section we use the same notation f¯ ik for the mean-square approximation as the one
we use for weak approximations in all the other sections of this paper. Since mean-square
approximations of (3.10) are considered in this section only, this abuse of notation does
not lead to any confusion.
As before, we put
f¯ ik = f¯
i
m
, k = m+ 1, . . . ,M, 0 ≤ i ≤ ℓ(t∗)− 1,
where m = ⌈(Ti+1 − t0) /h⌉ − 1. Then the N + 1-dimensional vector {f¯ ik, i = 0, . . . , N} is
defined for all k = 0, . . . ,M.
We impose the following assumption on the one-step approximation f¯ it,x(t+ h) of the
method (6.1) for the solution f˜ it,x(t+h) of (3.10) with the initial condition x given at time
t : f˜ it,x(t) = x
i.
Assumption 6.1 Let
q2 ≥ 1
2
, q1 ≥ q2 + 1
2
. (6.2)
Suppose the one-step approximation f¯ it,x(t + h) has order of accuracy q1 for expectation
of the deviation and order of accuracy q2 for the mean-square deviation; more precisely,
for arbitrary t0 ≤ t ≤ t∗ − h, x ∈ RN+1 the following inequalities hold:
|E(f˜ it,x(t+ h)− f¯ it,x(t+ h))| ≤ Chq1 , (6.3)
[
E|f˜ it,x(t+ h)− f¯ it,x(t + h))|2
]1/2
≤ Chq2, (6.4)
i = 0, . . . N,
where C > 0 is a constant independent of h, ∆, and x.
Assumption 6.1 is analogous to the conditions of the fundamental theorem of mean-
square convergence [18, p. 4]. We note that C in (6.3)-(6.4) are independent of x while
in the fundamental theorem such C depend on x. In our case it is natural to put C inde-
pendent of x since the coefficients of (3.10) and their derivatives are uniformly bounded
(see Assumptions 2.1-2.2). We also emphasize that the constants C in (6.3)-(6.4) do not
depend on ∆.
Under the stated assumptions we will prove mean-square convergence of f¯ ik to f˜
i(tk)
uniform in ∆ in order then to prove mean-square convergence of f¯ ik to f(tk, Ti) exploiting
in addition Theorem 4.1. We cannot use here the fundamental theorem of mean-square
convergence [18, p. 4] since we need to show that the convergence is uniform in ∆.
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Theorem 6.1 Suppose Assumptions 2.1-2.3 and Assumption 6.1 are satisfied. Then for
any M, N and k = 0, 1, . . . ,M, i = 0, 1, . . . , N the following inequality holds:
[
E|f˜ i(tk)− f¯ ik|2
]1/2
≤ Khq2−1/2 , (6.5)
i.e., the order of mean-square accuracy of the method (6.1) for (3.10) is q = q2 − 1/2.
Proof. We have (cf . [18, pp. 7-8])
f˜ i(tk+1)− f¯ ik+1 = f˜ it0,f0(tk+1)− f¯ it0,f0(tk+1) = f˜ itk,f˜(tk)(tk+1)− f¯
i
tk ,f¯k
(tk+1) (6.6)
= (f˜ i
tk ,f˜(tk)
(tk+1)− f˜ itk ,f¯k(tk+1)) + (f˜ itk,f¯k(tk+1)− f¯ itk,f¯k(tk+1)) ,
where the first difference in the right-hand side of (6.6) is the error of the solution arising
due to the error in the initial data at time tk, accumulated over k steps, and the second
difference is the one-step error at the (k + 1)-step. Taking the square of both sides of
(6.6), we obtain
R2i,k+1 := E|f˜ i(tk+1)− f¯ ik+1|2 (6.7)
= EE(|f˜ i
tk,f˜(tk)
(tk+1)− f˜ itk ,f¯k(tk+1)|2|Ftk)
+EE(|f˜ itk ,f¯k(tk+1)− f¯ itk ,f¯k(tk+1)|2|Ftk)
+2EE((f˜ i
tk,f˜(tk)
(tk+1)− f˜ itk ,f¯k(tk+1))(f˜ itk ,f¯k(tk+1)− f¯ itk ,f¯k(tk+1))|Ftk) .
Due to the condition (6.4), we get for the second term on the right-hand side of (6.7):
|EE(|f˜ itk,f¯k(tk+1)− f¯ itk ,f¯k(tk+1)|2|Ftk)| ≤ Ch2q2 . (6.8)
Let us estimate the first term on the right-hand side of (6.7). Ito’s formula implies
that
ε2i (tk+1) := E|f˜ itk,f˜(tk)(tk+1)− f˜
i
tk ,f¯k
(tk+1)|2
= E|f˜ i(tk)− f¯ ik|2
+2E
∫ tk+1
tk
(f˜ i
tk ,f˜(tk)
(s)− f˜ itk,f¯k(s))
×[σ⊤(s, Ti, f˜ itk,f˜(tk)(s))S˜I(tk, f˜(tk); s, Ti,∆)− σ
⊤(s, Ti, f˜ itk,f¯k(s))S˜I(tk, f¯k; s, Ti,∆)]ds
+E
∫ tk+1
tk
|σ(s, Ti, f˜ itk ,f˜(tk)(s))− σ(s, Ti, f˜
i
tk,f¯k
(s))|2ds.
Then, recalling that σ(s, T, z) is globally Lipschitz in z due to Assumption 2.2 and the
form of S˜I(tk, f¯k; s, Ti,∆) (see (4.35)), we obtain
ε2i (tk+1) ≤ E|f˜ i(tk)− f¯ ik|2 +K
∫ tk+1
tk
E|f˜ i
tk ,f˜(tk)
(s)− f˜ itk,f¯k(s)|2ds
+K∆
∫ tk+1
tk
κ(s,Ti)∑
l=ℓ(s)
E|f˜ l
tk,f˜(tk)
(s)− f˜ ltk,f¯k(s)|2ds,
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where K > 0 does not depend on ∆. Introduce ε2Max(s) := max0≤i≤M ε
2
i (s). Then
ε2Max(tk+1) ≤ max
0≤i≤M
E|f˜ i(tk)− f¯ ik|2 +K
∫ tk+1
tk
ε2Max(s)ds
which implies that for all 0 ≤ i ≤M and all sufficiently small h > 0 :
ε2i (tk+1) ≤ eKh max
0≤i≤M
E|f˜ i(tk)− f¯ ik|2 ≤ max
0≤i≤M
E|f˜ i(tk)− f¯ ik|2 · (1 +Kh), (6.9)
where K > 0 does not depend on ∆ and h.
Now let us estimate the third term on the right-hand side of (6.7). We have (cf.
Lemma 1.1.3 in [18, p. 5]):
f˜ i
tk,f˜(tk)
(tk+1)− f˜ itk,f¯k(tk+1) = f˜ i(tk)− f¯ ik + Z i, (6.10)
where
Z i =
∫ tk+1
tk
[σ⊤(s, Ti, f˜
i
tk ,f˜(tk)
(s))S˜I(tk, f˜(tk); s, Ti,∆)
−σ⊤(s, Ti, f˜ itk ,f¯k(s))S˜I(tk, f¯k; s, Ti,∆)]ds
+
∫ tk+1
tk
[σ⊤(s, Ti, f˜
i
tk,f˜(tk)
(s))− σ⊤(s, Ti, f˜ itk ,f¯k(s))]dW (s).
Using (6.9), it is not difficult to get
E
(
Z i
)2 ≤ Kh · max
0≤i≤M
E|f˜ i(tk)− f¯ ik|2, (6.11)
where K > 0 does not depend on ∆ and h. Using (6.10), (6.3), (6.4), (6.11), and (6.2),
we obtain
|EE((f˜ i
tk,f˜(tk)
(tk+1)− f˜ itk ,f¯k(tk+1))(f˜ itk,f¯k(tk+1)− f¯ itk,f¯k(tk+1))|Ftk)| (6.12)
≤ |E(f˜ i(tk)− f¯ ik)E(f˜ itk,f¯k(tk+1)− f¯ itk,f¯k(tk+1))|Ftk)|
+|EZ i · (f˜ itk,f¯k(tk+1)− f¯ itk,f¯k(tk+1))|
≤ (E|f˜ i(tk)− f¯ ik|2)1/2 ·Khq1 +
(
E
(
Z i
)2)1/2 (
E(f˜ itk ,f¯k(tk+1)− f¯ itk ,f¯k(tk+1)2
)1/2
≤ Khq1(E|f˜ i(tk)− f¯ ik|2)1/2 +Khq2+1/2 ·
(
max
0≤i≤M
E|f˜ i(tk)− f¯ ik|2
)1/2
≤ Khq2+1/2 ·
(
max
0≤i≤M
E|f˜ i(tk)− f¯ ik|2
)1/2
,
where K > 0 does not depend on ∆ and h.
Let R2Max,k := max0≤i≤M R
2
i,k. Then it follows from (6.7), (6.8), (6.9) and (6.12) that
R2Max,k+1 ≤ R2Max,k · (1 +Kh) +Khq2+1/2RMax,k + Ch2q2.
Using the elementary relation
hq2+1/2RMax,k ≤
R2Max,kh
2
+
h2q2
2
,
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we get
R2Max,k+1 ≤ R2Max,k · (1 +Kh) + Ch2q2
whence (6.5) follows taking into account Lemma 1.1.6 from [18, p. 7] and the fact that
R2Max,0 = 0. Theorem 6.1 is proved. 
Theorems 4.1 and 6.1 imply the following result.
Theorem 6.2 Assume that the conditions of Theorems 4.1 and 6.1 hold. Then for any
M, N and i = 0, 1, . . . , N, k = 0, 1, . . . , ⌈(Ti − t0) /h⌉ − 1 the mean-square error is esti-
mated as [
E|f(tk, Ti)− f¯ ik|2
]1/2 ≤ K · (∆p + hq2−1/2) , (6.13)
where K > 0 is a constant independent of ∆ and h.
Example 6.1 To illustrate the results of this section, let us present a mean-square algo-
rithm for (2.4)-(2.5) based on the mean-square Euler-type scheme:
f¯ i0 = f
i
0, i = 0, . . . , N, Y¯0 = 0, (6.14)
f¯ ik+1 = f¯
i
k +
d∑
j=1
σ¯i,j(tk)S¯Ij (tk, Ti; ∆, h) + h
1/2
d∑
j=1
σ¯i,j(tk)ξj,k+1,
i = ℓk+1, . . . , N,
where ξj,k+1 are independent Gaussian random variables with zero mean and unit variance,
(σ¯i,1(tk), . . . , σ¯i,d(tk))
⊤ = (σ1(tk, Ti, f¯ ik), . . . , σd(tk, Ti, f¯
i
k))
⊤,
and S¯Ij (tk, Ti; ∆, h) depends on our choice of the quadrature rule (3.9). If S¯Ij (tk, Ti; ∆, h)
is taken from (5.4) or (5.11) or from Algorithm 5.3 then p = 1, p = 2 or p = 4, respectively,
and q1 = 2 and q2 = 1 under h ≤ ∆. The overall error of these algorithms are O(∆+h1/2),
O(∆2 + h1/2), and O(∆4 + h1/2), respectively.
7 Numerical examples
In this section we demonstrate accuracy and convergence properties of the algorithms
from Section 5. We also compare computational costs of the algorithms. This comparison
illustrates that the algorithms with higher-order quadrature rules are more efficient.
For illustration, we price an interest rate caplet which is an interest rate derivative
providing protection against an increase in an interest rate for a single period. Suppose
a caplet is set at time t∗ with payment date at T ∗ and has the unit nominal value and a
strike K. The arbitrage price of the caplet is given by (2.9) with t∗ = sk and T ∗ = si. The
caplet parameters chosen for the experiments are t∗ = 1.0, T ∗ = 6.0, K = 0.03.
A particular model within the HJM framework (2.4)-(2.5) is specified by a choice of
the volatility function and initial forward rate curve. Here we consider two examples: a
one-factor model with deterministic exponential volatility function (Vasicek model, see,
e.g. [2, 4]) and a two-factor model with proportional volatility function (see, e.g. [13, 9,
21, 11]). The former one admits a closed-form formula for the caplet price.
The algorithms were implemented using C++ with GCC 3.4.3 compiler. The exper-
iments were run on ALICE HPC Computer nodes of the University of Leicester, each
with dual quad-core 2.67GHz Intel Xeon X5550 processor, 12 GB RAM, and OS 64-bit
Scientific Linux 5.4.
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7.1 Vasicek model
We consider the one-factor HJM model (2.4)-(2.5) with the deterministic volatility func-
tion given by
σ(t, T ) = σ exp(−κ(T − t)), (7.1)
and the initial forward curve defined as
f0(T ) = exp(−κ(T − t0))r0 + (1− exp(−κ(T − t0)))ϑ− σ
2
2κ2
(1− exp(−κ(T − t0)))2 ,
(7.2)
where σ, κ, r0, and ϑ are given positive constants.
Table 7.1: Algorithm 5.1 for the Vasicek model. Performance of Algorithm 5.1 with
∆ = h in the case of the Vasicek model (7.1), (7.2) with parameters σ = 0.02, r0 = 0.05,
κ = 1 and θ = 1 for pricing a unit nominal caplet with parameters t0 = 0, t
∗ = 1.0,
T ∗ = 6.0, K = 0.03. L is the number of independent runs in the Monte Carlo simulation
(see (3.34)).
h L error CPU time, min
0.2 107 4.22× 10−2 ± 2.80× 10−6 4.00× 10−1
0.1 107 2.04× 10−2 ± 3.06× 10−6 9.00× 10−1
0.05 107 1.00× 10−2 ± 3.19× 10−6 2.45× 100
0.025 107 4.98× 10−3 ± 3.26× 10−6 7.73× 100
0.0125 109 2.48× 10−3 ± 3.29× 10−7 2.30× 103
0.00625 109 1.24× 10−3 ± 3.31× 10−7 8.32× 103
Table 7.2: Algorithm 5.2 for the Vasicek model. Performance of Algorithm 5.2 with
∆ =
√
h in the case of the Vasicek model (7.1), (7.2) with the same parameters as in
Table 7.1.
h L error CPU time, min
0.2 107 6.53× 10−3 ± 2.72× 10−6 3.00× 10−1
0.1 107 3.32× 10−3 ± 2.99× 10−6 5.33× 10−1
0.05 107 1.65× 10−3 ± 3.11× 10−6 1.03× 100
0.025 107 8.29× 10−4 ± 3.22× 10−6 2.13× 100
0.0125 109 4.13× 10−4 ± 3.27× 10−7 4.65× 102
0.00625 109 2.07× 10−4 ± 3.30× 10−7 1.09× 103
It is known (see, e.g. [2, 4, 23]) that a caplet corresponds to a put option on a zero-
coupon bond. In [14] analytic expressions for the European option prices on zero-coupon
and coupon bearing bonds under the Vasicek model are derived. In particular, the price
of the caplet set at time t∗ with payment date at T ∗, unit nominal value and strike K is
given by
F (t0, f0 (·) ; t∗, T ∗) = P (t0, t∗)Φ(−cP + σP )− (1 +K(T ∗ − t∗))P (t0, T ∗)Φ(−cP ), (7.3)
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Table 7.3: Algorithm 5.3 for the Vasicek model. Performance of Algorithm 5.3 with
∆ = α 4
√
h in the case of the Vasicek model (7.1), (7.2) with the same parameters as in
Table 7.1.
h L error CPU time, min α
0.2 107 1.25× 10−3 ± 2.53× 10−6 2.59× 10−1 9.97× 10−1
0.1 107 6.28× 10−4 ± 2.87× 10−6 4.10× 10−1 9.70× 10−1
0.05 107 3.18× 10−4 ± 3.09× 10−6 8.11× 10−1 9.76× 10−1
0.025 107 1.56× 10−4 ± 3.20× 10−6 1.59× 100 9.43× 10−1
0.0125 109 9.62× 10−5 ± 3.26× 10−7 3.13× 102 9.97× 10−1
0.00625 109 4.71× 10−5 ± 3.30× 10−7 5.96× 102 9.70× 10−1
where Φ(·) denotes the standard normal cumulative distribution function and
σP =
σ
κ
√
1− exp(−2κ(t∗ − t0))
2κ
[1− exp(−2κ(T ∗ − t∗))] ,
cP =
1
σP
ln
(1 +K(T ∗ − t∗))P (t0, T ∗)
P (t0, t∗)
+
σP
2
.
The values of parameters chosen in the experiments are t0 = 0, σ = 0.02, r0 = 0.05,
κ = 1, and ϑ = 1. The values κ = 1 and ϑ = 1 are rather unrealistic from the financial
point of view and are chosen for illustrative purposes. Under a more realistic choice of
parameters, simulations are done with a particular time step h (see Table 7.4).
The results of the experiments with Algorithm 5.1 of order O(∆+h), Algorithm 5.2 of
order O(∆2 + h), and Algorithm 5.3 of order O(∆4 + h) are presented in Tables 7.1, 7.2,
and 7.3, respectively. For Algorithms 5.1 and 5.2, we set ∆ = h and ∆ =
√
h, respectively.
For Algorithm 5.3, we set ∆ = α
4
√
h with α > 0 so that T -grid remains equally spaced:
α =
1
4
√
h


T ∗−t0⌊
T∗−t0
4√
h
⌋
+1
, if T
∗−t0
4√h −
⌊
T ∗−t0
4√h
⌋
≥ 1
2
,
T ∗−t0⌊
T∗−t0
4√
h
⌋ , otherwise, (7.4)
where ⌊·⌋ denotes the integer part of a real number. It is clear that α ≈ 1.
As a result, the errors of all three algorithms become of order O(h). In the tables,
the values before “±” are estimates of the bias computed as the difference between the
exact caplet price (7.3) and its sampled approximation (see (3.34)), while the values
after “±” give half of the size of the confidence interval for the corresponding estimator
with probability 0.95. The number of Monte Carlo runs L is chosen here so that the
Monte Carlo error is small in comparison with the bias. It is not difficult to see from
the tables that the experimentally observed convergence rate is in agreement with the
theoretical first order convergence in h. We note that in the analysis of convergence of
Algorithm 5.3 one has to take into account not only values of h but also of α. As expected,
the experiments demonstrate that Algorithm 5.3 is the most computationally efficient
among the three algorithms tested and also Algorithm 5.2 outperforms Algorithm 5.1. As
it follows from Tables 7.1-7.4, for a fixed time step h the ratios of running times of the
considered algorithms is in agreement with the theoretical prediction (see Remark 5.2).
In Table 7.4 we present results for h = 0.1 and L = 109 in the case of the more
realistic choice of parameters κ = 0.178 and ϑ = 0.086 of the Vasicek model. With
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Table 7.4: Vasicek model. Performance of the algorithms (5.1)-(5.3) with h = 2−6 and
L = 109 in the case of the Vasicek model (7.1), (7.2) with parameters σ = 0.02, r0 = 0.05,
κ = 0.178 and θ = 0.086 for pricing a unit nominal caplet with parameters t0 = 0,
t∗ = 1.0, T ∗ = 6.0, K = 0.03.
h L error CPU time, min
Algorithm 5.1 0.1 109 −5.38× 10−4 ± 2.90× 10−6 9.79× 101
Algorithm 5.2 0.1 109 1.75× 10−4 ± 2.86× 10−6 5.51× 101
Algorithm 5.3 0.1 109 7.81× 10−5 ± 2.89× 10−6 4.10× 101
these parameters, the bias is very small, and if one would like to analyze it, e.g. for
h = 2−2 × 5−1, then the number of Monte Carlo runs has to be increased up to 1011
in order to make the Monte Carlo error sufficiently smaller than the bias. We see from
Table 7.4 that Algorithm 5.3 is more than twice faster than Algorithm 5.1 in producing
the results of a similar accuracy.
7.2 Proportional volatility model
Here we choose the volatility functions of the form
σj(t, T ) = σj exp(−κj(T − t))min (f(t, T ),Γ) , (7.5)
where σj and κj are positive constants and Γ is a large positive number introduced to
cap the proportional volatility in order to avoid an explosion of the forward-rate process
(cf. Assumption 2.1 and also Remark 2.1). The volatility specification of the form (7.5)
yields an approximately lognormal distribution of forward rates.
Table 7.5: Algorithm 5.1 for the Proportional volatility model. Performance of Algo-
rithm 5.1 with ∆ = h in the case of the proportional volatility model (7.5) with param-
eters (7.6) and with initial forward curve (7.7) for pricing a unit nominal caplet with
parameters t0 = 0, t
∗ = 1.0, T ∗ = 6.0, K = 0.03.
h L error CPU time, min
0.2 109 5.80× 10−4 ± 2.57× 10−6 6.99× 101
0.125 109 3.64× 10−4 ± 2.57× 10−6 1.21× 102
0.1 109 2.92× 10−4 ± 2.57× 10−6 1.67× 102
0.05 109 1.48× 10−4 ± 2.56× 10−6 4.84× 102
Let us note that in [11] a number of volatility models including one and two factors
proportional volatility models are examined. The performance of the models is evaluated
based on the accuracy of their out-of-sample price prediction and their ability to hedge
caps and floors. This study reveals that in out-of-sample pricing accuracy the one- and
two- factor proportional volatility models outperform the other competing one- and two-
factor models, correspondingly. The one-factor BGM model outperforms the proportional
volatility model only in pricing tests, which were not strictly out-of-sample. In terms of
hedging performance, the two-factor models provides significantly better results than the
one-factor models.
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Table 7.6: Algorithm 5.2 for the Proportional volatility model. Performance of Algo-
rithm 5.2 with ∆ =
√
h in the case of the proportional volatility model (7.5) with the
same parameters as in Table 7.5.
h L error CPU time, min
0.2 109 1.50× 10−4 ± 2.56× 10−6 5.70× 101
0.125 109 8.91× 10−5 ± 2.56× 10−6 7.88× 101
0.1 109 8.01× 10−5 ± 2.56× 10−6 1.03× 102
0.05 109 3.47× 10−5 ± 2.56× 10−6 2.16× 102
Table 7.7: Algorithm 5.3 for the Proportional volatility model. Performance of Algo-
rithm 5.3 with ∆ = α 4
√
h in the case of the proportional volatility model (7.5) with the
same parameters as in Table 7.5.
h L error CPU time, min α
0.2 109 7.04× 10−5 ± 2.57× 10−6 5.32× 101 9.97× 10−1
0.125 109 4.59× 10−5 ± 2.57× 10−6 6.34× 101 9.17× 10−1
0.1 109 3.66× 10−5 ± 2.57× 10−6 7.40× 101 9.70× 10−1
0.05 109 1.74× 10−5 ± 2.57× 10−6 1.54× 102 9.76× 10−1
In our experiments we consider two factors, i.e., d = 2. We use the same parameters
for (7.5) as those found in [11] by calibrating the model to the market prices of caps and
floors across different maturities and strike rates:
σ1 = 0.1043, σ2 = 0.1719, κ1 = 0.052, κ2 = 0.035. (7.6)
As the initial forward curve, we take the one used in numerical examples in [10]:
f0(T ) = log(150 + 48T )/100. (7.7)
Since the closed-form formula for caplet price is not available for the HJM model
(2.4)-(2.5) with the volatility (7.5), we found the reference caplet price by evaluating the
price using Algorithm 5.3 with h = 0.00625, ∆ = α 4
√
h with α from (7.4), and taking the
number of Monte Carlo runs L = 109. This reference value has the Monte Carlo error
2.56 × 10−6, which gives half of the size of the confidence interval for the corresponding
estimator with probability 0.95.
Tables 7.5, 7.6, and 7.7 report the results of our experiments for Algorithm 5.1 with
∆ = h, Algorithm 5.2 with ∆ =
√
h, and Algorithm 5.3 with ∆ = α 4
√
h, α is from
(7.4). As in the previous tables, the error column values before “±” are estimates of the
bias computed using the reference price value and the values after “±” reflect the Monte
Carlo error with probability 0.95. As in the Vasicek model example, the Monte Carlo
error was made relatively small in order to be able to analyze the bias. One can observe
that the results demonstrate first order of convergence which is in agreement with our
theoretical results. The experiments also clearly illustrate the computational superiority of
Algorithm 5.3 whereas Algorithm 5.1 is the slowest out of the three algorithms presented.
The computational times are consistent with the theoretical complexity of the algorithms
described in Remark 5.2.
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