In order to feel the sense of presence in a virtual environment, it is important for the participants to become a part of this environment and interact with it through natural behaviors. This interaction is even 
Introduction
Increasing hardware and network performance together with advances in virtual reality technology have made networked virtual environments (VEs) a popular area of research. There has been an increasing number of efforts for building networked VEs in the past few years, and solutions have been proposed for building toolkits Presence, Vol. 6, No. 6, December 1997, 676-686 © / 997 by the Massachusetts Institute of Technology for communication in networked virtual worlds (Amselem, 1995; Carlsson & Hagsand, 1993; Macedonia et al., 1994; Singh et al., 1995) , and special-purpose applications (Maxfield, Fernando, & Dew, 1995; Stansfield et al., 1995; Gisi & Sacchi, 1994; Broil, 1995 There has been similar research to represent virtual humans in virtual environments (Granieri et al., 1995; Yoshida et al., 1995 (Boulic et al., 1995) . The body can be represented in three levels of detail ranging from 2000 to 40000 triangular facets. For realistic modeling of human shapes, we make use of deformed body surfaces attached to the human skeleton Boulic et al., 1995) In addition to his eye position, the user also has control of his virtual hand to interact with the environment (pick up and reposition objects). We selected these two modes of control, as most conventional input devices sense position and orientation of the head (e.g., headmounted displays) and the hand (e.g., dataglove), so that a Navigation Driver (see Fig. 2 ) can easily be built for most devices.
In the VLNET system, we provide a set ofmotor functions that are responsible for different human motion: walking motor for navißation, and arm motor for manipulation of objects. These motor functions are more powerful than playing previously recorded motions. They are based on approximations coming from biomechanical experiments, and they attempt to consider different parameters of the motion they are responsible for, in order to give parametrized motion (for example, step length in walking as a function of velocity). They are actually implemented within the Body Posture Driver, reading the navigation data from the Navigation Interface and feeding the body posture data to the Body Representation Engine (see Fig. 2 ).
When the user navigates through the environment, the walking motor is used to perform a natural walking motion. The participant uses input devices (e.g., spaceball, dataglove with gesture interpretation) to update the eye position of the virtual actor. Based on this control, the incremental change of the eye position is computed and the rotation and velocity of the body center is estimated. The walking motor uses the instantaneous velocity to compute the length and duration of the walking cycle, from which it computes the joint angles of the body. The walking motor is based on the HUMANOID walking model (Boulic, Magnenat-Thalmann, and , guided interactively by the user or automatically generated from the given trajectory. Figure 4 shows (Pandzic et al., 1994 Given the open architecture of VLNET, the system is suitable as a testbed for all kinds of autonomous virtual humans in the networked virtual environment. The external drivers (Fig. 2) are simply replaced by the autonomous behavior module, replacing the user input by an autonomous decision mechanism.
Animation of autonomous actors is an active area of research (Thalmann, 1994; Phillips and Badler, 1991) . A typical behavioral animation system consists of three key components, which are connected to each other:
1. The perceptual system, which senses the environment, and provides the perception information about the objects with which the actor can interact Figure 6 . An example shared environment with two guided actors and one autonomous actor. (Renault, Magnenat-Thalmann, & Thalmann, 1990 ) 2. The organism system, which is concerned with the rules, skills, motives, drives, and memory 3. The locomotor system, which is responsible for using motors to generate motion
The perceptual system should be realistic in providing the limitations of sensing the surrounding, and should be improved through the synthetic vision (Renault, Magnenat-Thalmann, & Thalmann, 1990 Another experiment is illustrated in Figure 7 , where the user can play tennis against a computer-guided opponent, with the computer-guided referee (Noser et al., 1996) . Both the player and the referee have vision-based autonomous behaviors. 4 Interaction with Virtual Environment 
