For the independence number (G) of a connected graph G on n vertices with m edges the inequality (G)¿ 1 2 [(2m + n + 1) − (2m + n + 1) 2 − 4n 2 ] is proved and its algorithmic realization is discussed.
Introduction and theorem
Let G = (V (G); E(G)) be a ÿnite, undirected, simple and connected graph on its vertex set V (G)={1; 2; : : : ; n} and with its edge set E(G) (|E(G)|=m). For a subgraph H of G and for a vertex i ∈ V (H ) let d H (i) be the degree of i in H , i.e., the cardinality of the neighbourhood N H (i) ⊂ V (H ) of i in H , and let (H ) and (H ) be the minimum degree and the maximum degree of H , respectively. A subset I of V (G) is called independent if the subgraph of G spanned by I is edgeless. The independence number (G) is the largest cardinality among all independent sets of G. The following Algorithm MIN (cf. [5] ) is a well-known procedure to construct an independent set of a graph G.
Algorithm MIN: 1. G 1 :=G; j:=1 2. while V (G j ) = ∅ do begin choose i j ∈ V (G j ) with d Gj (i j ) = (G j ), delete {i j } ∪ N Gj (i j ) to obtain G j+1 and set j:=j + 1; end; 3. k:=j − 1 STOP Obviously, the set {i 1 ; i 2 ; : : : ; i k } ⊂ V (G) is an independent set of G and, therefore, (G)¿k for every output k of Algorithm MIN. Let k MIN be the smallest k Algorithm MIN provides for a ÿxed graph G and let {i 1 ; i 2 ; : : : ; i kMIN } be the resulting independent set of G in this case. The main result of this paper consists in establishing the lower bounds on k MIN given in the following theorem.
Theorem 1. (a)
If G is a connected graph on n vertices with m edges then
Proof of Theorem 1
The upper bound on (G) in Theorem 1(a) follows from the fact that a graph on n vertices contains at most (
2 ) edges. For j = 1; 2; : : : ; k MIN the sets {i j } ∪ N Gj (i j ) are pairwise disjoint and their union is {1; 2; : : : ; n}. Hence for i ∈ {1; 2; : : : ; n} there is a j = j(i) ∈ {1; 2; : : [1, 6] ) follows from the next lemma because ÿ(i)¿0 for all i ∈ {1; 2; : : : ; n}.
Proof: For j = 1; 2; : : : ; k MIN − 1; let m(j) be the number of edges between N Gj (i j ) and G j+1 . We have
For j = 1; 2; : : : ; k MIN and for i ∈ {i j } ∪ N Gj (i j ) let (i) be the number of edges incident on i but not belonging to the edge set of G j . Then
and Lemma 2.2 is proved.
For i = 1; 2; : : : ; n; let (i) be an integer with 06 (i)6ÿ(i) such that
This choice of (i) is possible since G is connected (apply Lemma 2.2). With Lemma 2.1 and Jensen's inequality (
for any convex function and any i ¿0 for i = 1; 2; : : : ; n with
Hence
establishing the lower bound on k MIN in Theorem 1(a). If G is q-connected (q¿2) then let (i) be an integer with 06 (i)6ÿ(i) for i = 1; 2; : : : ; n such that
and Theorem 1(b) follows.
Computations and comparisons
It should be noted that
2n 2 for a q-connected graph on n vertices with m edges and that the lower bound
In the proof of Theorem 1(b), we have seen that f(x) fulÿlls f(x)(2m
Here we merely suppose that G is connected, stronger results can be obtained if G is assumed to be q-connected (q¿2).
With k MIN ¿1 and ¿k MIN ¿n 2 =(2m + n + 1 − k MIN ) the well-known inequality (cf. [1, 6] 
, where d = 2m=n is the average degree of G, is a consequence of (II).
where the minimum is taken over the set M (d ; k) = {(x 1 ; x 2 ; : : : ; x n ) | 06x i 6d G (i); x i is an integer for i = 1; 2; : : : ; n, and n i=1 x i = k − 1} we have:
Proof: Lemma 3.1(a) follows from ( (1); (2); : : : 
Hence without loss of generality let x n ¿1. Then (x 1 ; x 2 ; : : : ; x n−1 ; x n − 1) ∈ M (d − ; k − 1), for (y 1 ; y 2 ; : : : ; y n ) ∈ M (d − ; k − 1) we have (y 1 ; y 2 ; : : : ; y n−1 ; y n + 1)
This proves Lemma 3.1(b). The following result improves the inequality (G)¿CW(G) + CW(G) − 1 (G)( (G) + 1) (see [5] ):
Proof: Because f(d ; 1) = CW(G) and Lemma 3.2(a) we have f(d ; k)¿CW(G) + (k − 1)=( (G)( (G) + 1)). Lemma 3.1(a) implies
, and Lemma 3.3 follows.
The following Lemma 3.4 (see also [5] ) is an immediate consequence of Lemma 3.3, however, we will give a short proof using Algorithm A. 
therefore,
and Lemma 3.4 follows.
Lemma 3.5. The following conditions are equivalent:
Proof: (a)→ (b): Because of (a) we have equality in (I) everywhere, hence (i)=ÿ(i) for i = 1; 2; : : : ; n and the inequality we used for proving (I) (Jensen's inequality) becomes an equality. Since (x) = 1=x is a strictly convex function for x ¿ 0; this is possible only if 1=d G (i) + 1 − ÿ(i) = c for all i = 1; 2; : : : ; n and for a certain constant c. We obtain c = 1=[1 + (G)] because of (III) and d G (i 1 ) = (G), and (b) follows.
(b) → (c):
We will say that an edge e = ij of a graph is opened if e is removed and two new vertices i ; j and two new edges ii ; jj are added. The vertices i ; j are called pendant vertices. 
2 )¿r¿0) then the graph G 2 consists of 2r components C 1 ; C 2 ; : : : ; C 2r and there is exactly one edge between N G (i 1 ) and C l for l = 1; 2; : : : ; 2r.
Consider the component C l for a ÿxed l = 1; 2; : : : ; 2r and let i be the unique vertex of C l that has a neighbour in N G (i 1 2 ). In this case, G consists of a complete graph C on n − (G) vertices, of an independent set I of (G) vertices and of all possible edges between C and I . Hence because of Theorem 3.6 we have equality in Theorem 1(a) everywhere if and only if G is complete.
The worst-case ratio of (G) to the solution k MIN computed by Algorithm MIN grows as fast as O(n) (see [4] ). This is not surprising since the problem INDEPENDENT SET is NP-complete (see [3] ), however with (G)6n and k MIN ¿n 2 =2m + n, we have (G)=k MIN 6 d + 1 and Algorithm MIN is applicable if the considered graph is not too dense, i.e., if the average degree d = 2m=n is small. The last inequality can be slightly improved to the following one. 
