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Dans ce mémoire, nous faisons une étude sur les différentes 
formes de l'équation Klein-Gordon non linéaire dont les 
solutions seront obtenues par la méthode de séparation des 
variables. 
Nous nous intéresserons aux solutions de l'équation Klein-
Gordon non linéaire qui peuvent s'exprimer de façon explicite 
et qui auront une forme solitonique1 • 
Plus particulièrement, nous nous intéresserons aux solutions 
qui peuvent s'exprimer sous une forme compacte et qui 
représentent, du point de vue de la physique, des 
superpositions d'ondes solitoniques. Ce sera le cas, entre 
autres, des équations Sine-Gordon et double Sine-Gordon. 
Nous introduirons une nouvelle méthode d'utilisation de la 
séparation des variables. Cette technique nous permettra de 
trouver certaines classes de solutions de Sine-Gordon, incluant 
les solutions simple solitonique, "kink" et "anti-kink", 
"bump", "breather" et double solitonique. 
Un soliton est une onde qui conserve sa forme intrinsèque 
de départ même après être entré en collision avec un 
autre soliton. 
hl 
Une des questions qui se pose est de trouver comment classifier 
l'équation Klein-Gordon en fonction de son terme non linéaire. 
La nouveauté introduite dans ce mémoire réside dans la 
classification des termes non linéaires, et des solutions s'y 
rattachant, qui admettront la séparation des variables. 
Pour ce faire, nous allons examiner dans le premier chapitre 
l'équation non linéaire Klein-Gordon en 1+1 dimensions. Nous 
verrons qu'avec un choix approprié de séparation des variables, 
nous pourrons arriver à des solutions qui impliquent la 
superposition d'ondes solitoniques. Nous nous attarderons plus 
particulièrement sur l'équation Sine-Gordon comme exemple 
d'application de cette méthode. 
Puis, dans le second chapitre, nous tenterons de généraliser 
cette méthode pour n+1 dimensions. Nous pourrons ainsi 
classifier les catégories de solutions qui admettent une 
séparation des variables. 
Enfin, fort de ces résultats, nous aborderons la construction 
de solutions explicites des équations Sine-Gordon et double 
Sine-Gordon. A cet effet, nous utiliserons la transformation 
de Burt (BURT[3]) permettant de construire ces solutions sur la 
base des solutions des équations des champs classiques ~4 et 
iv 
~6 obtenues par la méthode de réduction par symétrie 
(GRUNDLAND [ 1 ] ) . Ce lien entre les équations Sine-Gordon, 
double Sine-Gordon et les champs classiques était déjà connu. 
Toutefois, nous avons trouvé de nouvelles solutions de 
l'équation double Sine-Gordon qui possèdent un intérêt en 
optique non linéaire (fibre optique (BULLOUGH[l])). 
Finalement, nous pourrons conclure sur les solutions trouvées, 
sur la force et les limitations de ces transformations ainsi 
que sur la méthode de séparation des variables pour résoudre 
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Les équations différentielles aux dérivées partielles (E.D.P.) 
se retrouvent dans plusieurs applications de la physique. Il 
est important d'avoir des solutions explicites qui nous 
permettent de prévoir les événements physiques décrits par ces 
E.D.P .. 
Une classe de solutions qui est particulièrement intéressante 
sont celles obtenues par la méthode de séparation des 
variables. Ceci peut se faire aussi bien pour les E. D. P. 
hyperboliques que celles elliptiques. 
Une des formes les plus simples d'E.D.P. non linéaire d'ordre 
un s'écrira: 
(1) 
Cette équation a été élaborée par Leonhard Euler (1707-1783) 
(KLINE[ 1], volume 2) dans le contexte de la mécanique des 
fluides et plus particulièrement pour un flot unidimensionnel. 
Sa première solution fut construite en 1808 par Denis Poisson 
(1781-1840) sous une forme implicite soit: 
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<1> = F(x ± c (<1» t) (2) 
où F est une fonction arbitraire d'une variable x ± c(~)t. 
Elle fut justifiée en 1858 par Bernhard Riemann (1826-1866) à 
l'aide du théorème des fonctions implicites. Cette solution 
est connue dans la littérature sous le nom d'onde simple ou 
onde de Riemann. On remarque que cette E.D.P. (1) possède une 
solution de forme dispersive avec profil arbitraire. 
Une généralisation de l'équation (1) mais d'ordre deux est 
l'équation Klein-Gordon non linéaire (K.G.N.L.) 
<l>tt - <l>xx + V' (<I» = 0 (3) 
Cet équation est un exemple classique de problème hyperbolique 
avec effet dispersif et qui admet des solutions sous la forme 
de propagation d'onde. 
Cette dernière équation a été beaucoup étudiée, et 
particulièrement dans le cas où V' (~)= sin(ct». En effet, nous 
retrouvons alors des solutions de type soli tonique. 
De plus, ses applications sont nombreuses (BULLOUGH[l]). Pour 
n'en citer que quelques-unes, nous avons: 
les jonctions de Josephson dans les lignes de 
3 
transmission: le terme sin ((j:J) représente le courant de 
Josephson à travers l'isolant de deux supraconducteurs. 
la dislocation dans les cristaux: le terme sin((j:J) est dû 
à la structure périodique des rangées d'atomes. 
la propagation d'onde dans les matériaux ferromagnétiques. 
Les E.D.P. de type Klein-Gordon sont surtout étudiées depuis 
1960 grâce au développement de la méthode de diffusion inverse 
("Inverse scattering") qui a permis de trouver des solutions 
explicites de ces E.D.P .. 
Plusieurs autres méthodes ont été développées telles que la 
transformation de Bâcklund, la théorie des groupes, la 
séparation des variables et les invariants de Riemann. Nous 
pouvons, par exemple, vérifier l'existence d'ondes de 
propagation ("travelling waves") dispersi ves en posant une 
solution de K.G.N.L. (3) de la forme (j:J='(6) avec 6=kx-wt. 
Cette forme, introduite dans K.G.N.L., nous permet d'obtenir 
une équation aux dérivées ordinaires pour le profil d'onde 
(w2 - k 2 ) ""ee + V I (",,) = 0 (4) 
qui, après une intégration, donne 
4 
(5) 
où A est une constante d'intégration. 
Nous arrivons finalement à 
(6) 
Ainsi, si V(V) est cubique, quartique ou trigonométrique, il 
existera alors une solution exprimée par des fonctions 
elliptiques. 
Dans ce mémoire, nous examinerons le problème de classifier le 
terme non linéaire des équations de type Klein-Gordon en 1+1 
dimensions, afin que les solutions explicites soient obtenues 
à l'aide de la séparation des variables. Nous généraliserons 
par la suite cette classification des termes non linéaires des 




L'ÉQUATION NON LINÉAIRE DE KLEIN-GORDON POUR 1+1 DIMENSIONS 
1.1 Méthode de construction des solutions en 1+1 dimensions 
1.la) Séparation de la forme u(x,t)=~(X*T)1 
soit l'équation aux dérivées partielles non linéaire suivante 
(a; - ~) u = b(u) . (1.1) 
Nous allons chercher les classes de fonctions b(u) qui 
admettent une solution de l'équation (1.1) par la méthode de 
séparation des variables. Pour ce faire, nous proposons 
d'effectuer une séparation des variables sous la forme 
u (x, t) = ~ (X • T) où X = X(x) , T = T( t) . (1.2) 
De plus, nous supposons l'existence de fonctions ç et T 
(fonctions de X et T respectivement) de façon telle que les 
dérivées des fonctions X et T, par rapport à x et t, puissent 
s'exprimer par: 
Cette section est basée sur les calculs obtenus par 
GRUNDLAND [ 2 ] • 
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dX := Xl = e lç(X) 11 / 2 , dT:= TI = e 1't(T) 11 / 2 OÙ e = ± 1. 
dx dt (1.3) 
Les équations (1.3) signifient que les fonctions X et T sont 
localement monotones. 
En substituant ces nouvelles variables (1.2) dans l'équation de 
base (1.1), tout en tenant compte des relations (1.3), nous 
obtenons 
4>"(8) [ç T2 - 't X2] + 4>1(8) [çl T - X 't /] = (b . 4» (8), 
2 
où nous avons utilisé la notation S=X*T. 
(1.4) 
Tout d'abord, nous voulons trouver toutes les classes de la 
fonction (b' ~) (8) de l'équation ( 1 . 4) qui admettent la 
séparation des variables. A cet effet, il sera approprié 
d'introduire à ce stade les deux opérateurs différentiels 
suivants: 
et (1.5) 
dont le commutateur sera 
[Al ' ~] = o. 
Nous remarquons que, pour toutes fonctions arbitraires d'une 
variable M(S) et N(R) (où R:=X/T), les opérateurs différentiels 
7 
(1.5) possèdent les propriétés suivantes: 
Al M(S) = 0 Az N(R) = 0 1 (1.6) 
ce qui implique que ces opérateurs différentiels forment une 
algèbre abélienne. A partir de maintenant, ces opérateurs 
seront appelés des annihilateurs. 
si nous appliquons A1 sur l'équation (1.4), nous obtenons 
l'équation aux dérivées ordinaires 
~II(S) + ; 6(S) ~/(S) = 0 , 
où nous avons posé 




L'équation (1.4) est rendue homogène en vertu des propriétés 
(1.6) des annihilateurs. Aussi, comme (j> est fonction de S 
seulement, e doit aussi être une fonction de S seulement. A 
cet effet, appliquons encore une fois l'anihilateur A1 sur 
l'équation (1.7) résultante pour obtenir la relation suivante; 
Al 6 (S) = 0 1 (l.10a) 
qui garantit que e est fonction de S seulement. 




ce qui, après qu'on aura effectué une double intégration, nous 
permettra de conclure que 
(1.11 ) 
où H1 (S) et H2 (R) sont des fonctions arbitraires de leurs 
arguments respectifs. Maintenant, si nous - appliquons 
l'opérateur éPjaT aX sur l'équation (1.9) tout en considérant 
l'équation (1.11), nous obtenons, après séparation des 
variables, le sytème suivant d'équations différentielles 
d'Euler-Cauchy: 
2 • .// / '1 R ti2 + R H2 - A H2 = 0 1 (1.12 ) 
où À est une constante de séparation. 
La solution du système (1.12) dépendra naturellement du signe 
que nous donnerons à la constante de séparation À. Nous 
distinguerons trois cas: a) À>O, b) À<O et c) À=O. 
Ù Le cas À>O: 
Dans ce premier cas, nous obtenons alors les deux solutions des 
équations (1.12) soit 
9 
(1.13) 
OÙ Ci , Di (i=1,2) sont des constantes d'intégration 
En utilisant ce dernier résultat, et en considérant les 
égalités (1.11) et (1.9), nous obtenons, après séparation des 
variables, les deux équations aux dérivées ordinaires 
suivantes: 
t" / _ 2 1 + C X 2v'I + 1 + C X -2v'I + 1 - uX = 0 
'- X 11 2 2 r-' 
(1.14) 
où Ci j = Ci Dj sont des constantes d'intégration et J.L est une 
constante de séparation. Après l'intégration des équations 
(1.14), nous trouvons 
(1.15) 
avec ~ et ~ comme constantes d'intégration. 
-'0 0 
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Nous utilisons par la suite les relations (1.3) pour obtenir 
X = E! J ~ X-2.;r. - ~ X 2.;r. + ~Lnixi + ~ d(LnIXI), [CC ]-1/
2 
2 II 2 II 0 (1.16) 
t = E! J ~ T2.;r. - ~ T-2.;r. - ~Lnl TI + 1: d(Lnl TI) . [ CC ]-1/
2 
2 II 2 II 0 (1.17) 
Ces intégrales peuvent se résoudre analytiquement (voir 
RYZHIK[l]) par un choix approprié des constantes. 
A l'étape suivante, nous voulons trouver les classes de 
fonctions b(u) qui nous permettrons d'arriver à des solutions 
basées sur la séparation des variables proposée en (1.2). 
En effet, si nous insérons, dans l'équation (1.8), la valeur de 
F trouvée en (1.11), nous obtenons 
6(8) = ~( 1 + 8 ~ ) • (1.18) 
qui, introduit dans l'équation (1.7), nous donnera une équation 
aux dérivées ordinaires (E.D.O.) pour la grandeur S, c'est-à-
dire; 
~fI + ~ ( 1 + 8 ~ l ~' = O. (1.19) 
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Cette équation, par réduction d'ordre en posant </>'= W, se 
ramènera à 
w' + 1 e (S) W = 0 . 
2 
Finalement, on trouve comme résultat 
<1> (S) = 
où E ainsi que </>0 sont des constantes d'intégration. 
(1. 20) 
En remplaçant le résultat (1.20) et les valeurs (1.15) dans 
l'équation (1.4), on obtient finalement la forme b(S) suivante; 
(b • <I>) (S) = ~ [J.L - S Hi ( J.L LnlSI + Ça - 'ta) J. 
Hl Hl 
(1.21) 
Or, de l'équation (1.20) nous pouvons, en vertu du théorème des 
fonctions inverses, trouver S comme une fonction de </> soit; 
s,fr = ~ ~ tan (<1> ~ <1>0 JC, c, x). (1.22) 
En remplaçant la valeur (1.22) dans l'équation (1.21), nous 
trouvons la forme b(</» égale à; 
b($) = (IX/2A) sin2A($ - $0) • [", + IX cos2A($ - 4>0} x 
(~ Lnl B arctan A(4) - $o) 1 + Ço - 'to} ] 1 
IX 
où nous avons noté 
12 
(1. 23) 
Remarquons que les classes de fonctions b(~) que nous trouvons 
contiennent 10 paramètres soit huit constantes d'intégrations 
et deux constantes de séparations. 
Pour toute fonction qui, par un choix de constantes, peut 
s'exprimer à partir de l'équation (1.23), nous parviendrons à 
trouver une solution qui admettra la séparation des variables 
et qui sera donnée par l'équation (1.20) ainsi que les 
équations (1.16) et (1.17), en autant que ces deux dernières 
intégrales se solutionnent. Le tableau 1 contient un résumé de 
tous ces résultats. 
Cette méthode nous a permis d'obtenir certaines classes de la 
fonction b(u), pour Â>O, sous les formes trigonométrique et 
logarithmique. Ce cas couvre les équations Sine-Gordon et les 
équations avec non-linéarité logarithmique de type gaussienne 
qui apparaissent dans diverses applications de la physique-
mathématique. 
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De plus, pour le cas Â<O, nous retrouvons les équations sinh-
Gordon et Cosh-Gordon tandis que, pour Â=O, nous aurons les 
équations de Liouville généralisées. Tous ces résultats sont 
présentés dans le tableau 1. 
1.lb) Séparation de la forme u(x,t)~~(X+T) 
Nous proposons maintenant une séparation des variables sous la 
forme 
u (x, t) = ~ (X + T) où X = X(x) 1 T = T( t) . (1.24) 
Nous supposons toujours l'existence de fonctions ç et T telles 
que 
::=x'=el~(X)ll/2, ~~:=T'=el-r(T)ll/2 oùe=±1. (1.25) 
Nous obtenons donc, après substitution de l'équation (1.24) et 
des dérivées (1.25) dans l'équation (1.1), l'équation aux 
dérivées ordinaires 
<1>//(8) (~ - -r) + <1>'(8) (~' - -rI) = (b . <1» (8) 1 
2 
(1.26) 
où nous avons introduit la notation S=X+T. 
Nous introduisons aussi les annihilateurs suivants: 
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dont le commutateur sera 
[Al ' ~] = o. 
Pour toutes les fonctions arbitraires d'une variable M(S) et 
N(R) (où R=X-T), les annihilateurs possèderont la propriété 
Al M(S) = 0 ~ N(R) = O. 
Ainsi, si nous appliquons A1 sur (1.26), nous arrivons à 
4>" ( S) + ~ e (S) <1>' (S) = 0 , (1. 27) 
où nous avons posé 
e (S) = ~ LnIFI où (1.28) 
Nous appliquons ensuite A1 sur l'E.D.O. (1.27) pour obtenir 
ce qui nous amène à conclure que 
(1.29) 
où H1 (S) et H2 (R) sont des fonctions arbitraires de leurs 
arguments respectifs. Maintenant, si nous appliquons 
l'opérateur é)2 / aT aX sur l'équation ( 1 . 29), tout en tenant 
compte de (1.28), nous obtenons, après séparation des 
15 
variables, le sytème suivant d'équations différentielles 
d'Euler-Cauchy: 
Hi' - À Hl = 0 , 
~' - À Hz = 0 , (1. 30) 
où À est une constante de séparation. 
La solution du système (1.30) dépendra naturellement du signe 
que nous donnerons à la constante de séparation À. Nous 
distinguerons les trois cas suivants: a) À>O, b) À<O et c) À=O. 
gl Le cas À>O: 
Dans ce premier cas, nous obtenons les deux solutions suivantes 
pour les équations (1.30) soit: 
H (R) = D e.,fr R + D e-.,fr R 2 1 Z (1.31) 
où Ci , Di (i=1,2) sont des constantes d'intégration. 
En utilisant ce dernier résultat et en utilisant les égalités 
(1.29) et (1.28), nous trouvons, après séparation des 




OÙ Ci j = Ci Dj sont des constantes d'intégration et J1. une 
constante de séparation. Après l'intégration des équations 
(1.32), nous arrivons à 
't = (1.33) 
avec ~a et 'ta comme constantes d'intégration. 
Nous utilisons par la suite les relations (1.3) pour obtenir 
X = € J ~ e 2 ./A x - ~ e -2./A x + JI X + ç dX, [CC ]-1/2 2~ 2~ a (1.34) 
(1.35) 
Nous arrivons donc à 
6 (S) = (1.36) 
17 
Placant (1.36) dans l'équation (1.27), et réduisant l'ordre en 
posant ~'=W, on obtient 
w'+ Hi w= O. 
Hl 
De cette dernière équation aux dérivées ordinaires, nous 
pouvons tirer le résultat suivant; 
<1> = 
(1.37) 
où E et ~o sont des constantes d'intégration. 
En remplaçant la valeur (1.37) et le résultat (1.33) dans 
l'équation (1.26), on obtient finalement la forme b(S) 
suivante; 
(b •• ) (8) = :, [11 - ~ ( Il 8 - ~, + ',) J. (1.38) 
Or, de la valeur (1.37), nous pouvons, en vertu du théorème des 
fonctions inverses, exprimer S comme une fonction de ~; 





En substituant la valeur (1.39) dans l'équation (1.38), nous 
arrivons à la forme b(~) suivante; 
b (<1» = (.fAj2A) sin2A <4> - <1>0) • [J.L + .fA cos2A (<1> - <1>0) x 
(~ Ln 1 B ar c tan A (<1> - <1>0) 1 + ~ 0 - 't 0) ] • 
.fA 
(1.40) 
Nous remarquons que les classes de fonctions b(u) que nous 
trouvons à l'aide de l'équation (1.40) sont identiques à celles 
trouvées grâce à l'équation (1.23). Nous pouvions prévoir ce 
résultat puisqu'il est toujours possible de faire une 
substitution dans X*T pour obtenir X+T à l'aide des 
logarithmes. 
Toutefois, l'avantage de la séparation de la forme 
u(x,t)=~(X+T) réside dans le fait que les intégrales (1.34) et 
(1.35) sont, dans bien des cas, plus facile à résoudre. Le 
tableau 2 contient un résumé de tous ces résultats. 
1.2 Exemple d'application: l'équation Sine-Gordon 
19 
Nous utiliserons maintenant les résultats obtenus dans la 
section 1.1 et, plus particulièrement, ceux trouvés à partir de 
l'équation (1.12) où nous avons analysé le cas Â > 0 (voir 
tableau un). 
En effet, nous ferons un choix de constantes de manière à 
pouvoir solutionner les intégrales (1.16) et (1.17) pour 
obtenir la solution de l'équation Sine-Gordon qui est donnée 
par; 
( a; - ~ ) u = sin ( u) . (1.41) 
1.2a) Solution double solitonique. 
Intégrons les équations (1.16) et (1.17) après avoir substitué 
les valeurs suivantes aux constantes, soit: 
~ = 0 .fI = 1 Dl = 0 € = 1 , 
C2 D2 
2 Cl D2 = 
-2 
'32 = 1 _ p2 1 _ p2 (1.42) 
~o 1 'to = p2 = 
1 _ p2 1 _ p2 
Nous obtenons alors 
et 
J1 - n 2 f 1 dT __ . '1 - n 2 t ;:: -., v ., sech - 1 (T) 1 
J} T Jl - T2 J} 
d'où nous tirons 
T ;:: secIi J} t ). 






En utilisant les valeurs des constantes établies en (1.42), et 
en les remplacant dans l'équation (1.40), nous arrivons à 
b(4)) ;:: 21A sin [2 A (4) - 4>0>] cos [2 A (4) - 4>0>] . 
si nous substituons A=lj4 et utilisons l'identité 
sin2a ;:: 2 sina cos a t 
nous avons, à un facteur de phase près, 
b(4)) ;:: sin (4)> . (1. 49) 
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Sachant que S = X*T, nous parvenons à résoudre l'équation 
(1.20) en y insérant les valeurs (1.48a) et (1.48b), ce qui 
donne 
4> = 4 ar c tan (~ X . T) (1. 50) 
avec 
4>0 = 0 
Il en résulte donc (voir Figure 1) la solution double 
solitonique qui représente une superposition de deux solitons, 
u(x, t) = 4 tan- 1 ( ~ sinh(y X)) , 
cosh (y ~ t) 
avec 
y = 1 
1.2b) Solution soliton-antisoliton. 
(1.51) 
Nous pouvons, de la même façon, arriver à la solution soliton-
antisoliton (SA). En effet, intégrons les équations (1.16) et 











Solution double solitonique 
~ = 0 ..fI = 1 D2 = 0 ,e = 1 , 
Cl Dl = 2 Cz Dl = 
-2 p2 
1 _ p2 1 _ p2 
~o = 1 'to = ~2 
1 _ p2 1 - p2 





d'où nous tirons 
x = secJ Il x ), 






Il en résulte finalement, de la même façon qu'avec la solution 
double solitonique (voir Figure 2), que 
u(x,t) = 4 tan- 1 ( J3 .cosh(y X») . 
Slnh (y 13 t) (1.56) 
Pour B purement imaginaire, nous retrouvons la solution SA avec 
état lié ("breather") (voir Figure 3); 
u(x, t) = 4 tan- 1 ( 13 ?osh(y X») ~ 





Tous ces résultats sont bien connus dans la littérature sur le 
sujet, et particulièrement dans WHITHAM[l], BRYAN[l] et 
BULLOGH[l]. 
1.2c) Solution simple solitonique. 
Pour cette solution, nous ne pouvons pas recourir aux résultats 
du tableau 1. Pour l'obtenir, nous utiliserons une façon 













Solution soliton-antisoliton avec état lié 
vue. On se rappelle que cette dernière s'écrit comme suit: 
ct>/I {2 X 2 ~ + 2 ~ ~ - TX (X ~' + T ~/» + 
.! ct>' (~I X + ~I T - TX (~/I + ~ /1) ) = 0 . 
2 
(1. 58) 
Le cas où ~'=O n'est pas intéressant car il correspond à des 
solutions constantes ou simplement linéaires. Nous analyserons 
plutôt le cas où simultanémenent 
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2 X2 T + 2 T2 ç - TX (X Tf + T çf) = 0 , (l.59a) 
Tf X + çl T - T X (T f1 + çfl) = 0 . (l.59b) 
Nous tirerons de (l.59a), après séparation des variables, le 
système d'équations d'Euler-Cauchy 
T TI - 2 T - Â T 2 = 0 , (1. 60) 
X çl - 2 ç + Â X 2 = 0 , (1.61) 
où Â est une constante de séparation. 
Ce système a comme solution les deux équations suivantes: 
(1. 62) 
(1.63) 
où C1 et C2 sont des constantes d'intégration. 
si nous examinons maintenant le cas où 
Tf X + çl T - TX (T f1 + çfl) = 0 , (1.64) 




OÙ D1' D2' E1' E2 sont des constantes d'intégration et ~ est une 
constante de séparation. 
Parce que les équations (1.62) et (1.63) sont moins générales 
que les équations (1.65) et (1.66), nous utiliserons les 
résultats de (1.62) et (1.63). Ceci nous amène à 
t = - f ../ Cl + X Ln 1 TI + to 1 ( 1. 67 ) 
x = f "/C2 - X Lnlxl + Xo 1 (1.68) 
et ou Xo et to sont des constantes d'intégration. 
Ce qui nous permet d'écrire X et T comme suit; 
1 ( -(x - "0)2 Â2 + 4C2 ) 
x= e 4A 
(1.69) 
1 
«t - tO) 2 Â2 - 4'1.) 
T= e 41 (1.70) 
Puisque nous avons effectué une séparation des variables de la 
forme u(x,t)=ct>(X*T), nous aurons donc, en tenant compte des 
résultats (1.69) et (1.70), que S sera; 
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(1.71) 
Remarquons pour l'instant que la fonction <P demeure 
indéterminé. Toutefois, pour obtenir la solution simple 
solitonique, nous analyserons le cas où 1=0. Les équations 
(1.62) et (1.63) nous permettent d'arriver à 
t = LnlTI 
{E;. (1.72) 
X= Lnlxl + Xc 
.;c; 1 (1.73) 
d'où nous tirons 
T= e.fl!ï ( t - to) 1 (1.74a) 
x= e.fl!;. (x - Ka) (1.74b) 
Finalement, nous obtenons la solution 
u (x, t) = 4> (B e.fl!ï t + .fl!;. -1 1 (1.75) 
avec 
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Nous avons remarqué avec les résultats précédents (voir (1.51), 
(1.56) et (1.57» que la fonction arbitraire (/> était de la 
forme 4 tan-1 (S), ce qui nous suggère de poser que la solution 
simple solitonique sera de la forme 
u (x, t) = 4 tan-1 [B e~ t + ~ x ] (1.76) 
Et effectivement, nous pouvons vérifier que la fonction (1.76) 
est solution de l'équation Sine-Gordon (1.41). Mais cette 
façon de procéder est quelque peu arbitraire. Le lecteur 
retrouvera, dans l'annexe deux, une méthode basée sur la 
séparation (1.24) pour obtenir le résultat (1.76). 
A ce stade, nous allons plutôt utiliser une transformation qui 
nous permettra d'obtenir plus facilement la solution simple-
solitonique et bien d'autres directement à partir de l'équation 
Sine-Gordon. 
Nous nous souvenons qu'une des solutions (voir 1.51) était de 
la forme suivante; 
u(x, t) = 4 tan-1 [V (x, t)] . (1.77) 
La forme de cette solution nous suggère que la transformation 
de l'équation S-G originalement en u(x,t), en une équation 
impliquant. pourrait s'avérer intéressante car elle transforme 
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le terme sin(u) en polynôme en u. 
si nous remplaçons la transformation (1.77) dans l'équation S-G 
suivante 
U tt - Uxx + sin ( u) = 0 , (1.78) 
nous obtenons 
(1 + lJr2) ( lJr tt - lJr xx + lJr) - 2 lJr (lJr~ - lJr~ + lJr2) = 0 . (1.79) 
Nous obtiendrons plusieurs classes de solutions si nous 
considérons simplement l'hypothèse (BRYAN[l]) que 
lJr = X(x) *T( t) . (1.80) 
En substituant la nouvelle définition (1.80) dans l'équation 
(1.79), nous voyons que la fonction, sera solution de 
l'équation S-G si X(x) et T(t) sont simultanément solutions du 
système d'équations (LAMB[l]) 
( TI) 2 = - q T' + (m - 1) ~ - p , (1. 81) 
où p, q et m sont des constantes de séparation. 
Les solutions de ce système (1.81) sont bien connues (BRYAN[l], 
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LAMB [ 1], BURT [ 3]) • Nous aurons plusieurs cas à considérer 
individuellement: d'abord le cas p=q=o, puis celui où p*q=o et 
ce, peut importe que ce soit p ou q qui soit égal à zéro et 
finalement le cas où p*q*o. 
Dans ce mémoire, nous n'aborderons pas le cas où p*q * 0 car 
les solutions impliquent les fonctions elliptiques de Jacobi 
avec périodes couplées. Nous renvoyons le lecteur intéressé à 
ce cas à l'article BRYAN[l] (page 19 et suivantes). 
De plus, la solution dans chacun de ces cas dépendra aussi du 
signe de la constante de séparation m. Nous examinerons les 
effets de cette dernière en analysant chacun des cas. 
a) Cas où p=q=O 
Dans ce cas, les équations (1.81) deviennent 
(X') 2 - m X 2 = ° , 
(T') 2 - (m - 1) T 2 = ° . 
(1.82) 
(1.83) 
Si nous intégrons directement les équations (1.82) et (1.83), 
nous obtenons la solution suivante 
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tan ( u (: tl ) = A exp (± rm [ x ± ~ 1 ~ m t 1 ) , (1.84) 
où A est une constante d'intégration. 
Remarquons que nous retrouvons ici la branche simple 
soli tonique. La solution u(x,t) dépendra de trois choix 
possible de la constante m: m>l, O<m<l et m<O. 
Considérons maintenant le cas où p*q=O (indistinctement p ou q 
= 0). Le choix de p ou q = 0 n'ayant aucun effet significatif 
sur les résultats, nous choisirons p=O. si q>O, nous faisons 
le changement d'échelle X - ,;q X et T - T / ,;q. si nous 
remplaçons ces nouvelles variables dans l'équation (1.81), nous 
obtenons le système d'équations suivant: 
(1.85) 
(1.86) 
Ainsi, les solutions de (1.85) et (1.86) sont indépendantes du 
signe de q. Toutefois, si q<O, nous faisons le changement 




En ce qui nous concerne, nous considèrerons principalement les 
équations (1.85) et (1.86). L'équation (1.85) est de la forme 
(:r = a + b Y + C y2 . 
Considérons le discriminant A = b 2 - 4 a c. Nous aurons 
respectivement pour A<O et A>O 
-..fA b Y = sin (v' - c x + p) -2 c 2 c 




c<O 1 (1.89a) 
c>O . (1.89b) 
où p est une constante d'intégration. Dans ces deux cas, le 
discriminant est égal à -4m. La solution dépendra du signe de 
m, c'est-à-dire si m<O ou si m>O. Considérons maintenant 
l'équation (1.86). Elle est de forme plus générale, 
(:r = a + b Y + C y2 + d y3 + e y4 1 
et est appelée équation binomiale. Ces équations sont traitées 
et classifiées par Ince (INCE[1] p. 312 et suivantes). Nous 
pouvons intégrer directement cette équation pour obtenir 
J dT = t ( 1. 90) 
T JT2 + (1 - m) 
Cette intégrale dépendra du signe du terme (1-m). On considère 
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les trois cas possibles: soient m>l, 0 < m < 1 et m<O, car il 
faut tenir compte simultanément des équations (1.85) et (1.86). 
Nous avons trouvé les solutions suivantes: 
a) Cas m > 1 
Nous aurons donc la solution de (1.85) suivante 
X(x) :;: ~ sinh[ .;m x] . 
.;m 




et si nous effectuons le changement de variables suivant, 
(1 - .!) 1/2 :;: ~ 
m 
et y :;: (1 - ~ 2) -1/2 , 
alors nous aurons comme solution, 
(1.92) 
en considérant la 
transformation (1.80) et les résultats (1.91a) et (1.91b), 
tant u (x, t) ) :;: X(x) * T( t) = ~ sinh (y x) . 
~\ 4 cosh (~ y t) (1.93) 
Nous reconnaissons, dans l'équation (1.93), la solution trouvée 
initialement lorsque nous avions élaborée notre méthode. 
b) Cas 0 < m < 1 
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Pour ce cas, nous posons le changement de variable suivant 
(1 ..!) 1 / 2 = i w 
m 
et o = (1 + w2) - 1 / 2 
et nous obtenons comme solution 
u(x, t) = 4 tan-1 w cosh(o x) 
sin(owt) (1.94) 
qui est une solution soliton-antisoliton (communément appelée 
nbreathern ) comme nous avions trouvé précédemment (voir 
(1.57». 
c) Cas m < 0 
Après avoir solutionné (1.87a) et (1.87b), il en résulte que 
u(x, t) = 4 tan-1 iv sin(p x) 
sin(p v t) 
où nous avons posé, 
v = ( 1 - ! t/2 • 
(1.95) 
Nous pouvons conclure qu'avec cette transformation, il a été 
possible de retrouver toutes les solutions connues de 
l'équation Sine-Gordon. Toutefois, nous devons constater que 
cette transformation ne fonctionne que pour une dimension 
d'espace et une de temps. Il n'est pas possible de trouver des 
solutions pour des dimensions d'espace et/ou de temps 
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supérieure à une. 
1.2d) Comportement asymptotique des solutions. 
Afin de s'assurer que la solution (1.51) est bien le résultat 
de l'interaction de deux solitons, nous examinerons le 
comportement de la fonction lorsque t -> ± 00. 
Réécrivons donc la solution (1.51) comme suit; 
= J3 sinh (a x) 
cosh(a J3 t) , 
ou sous une forme équivalente 
Alors, pour t = + 00, nous aurons (voir Figure 4) que 
" _ Il ( eCl (x+P t) - e -Cl (x-P t) ) , 
et pour t = - 00 





On retrouve donc la forme d'une onde solitonique bien connue 








1.3 L'équation Laplace-Gordon 
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Il est également possible de retrouver toutes les classes de 
fonctions b(u) qui admettront des solutions de l'équation 
Laplace-Gordon 
n L (J2 u (x) = b ( u) 
i=1 a x~ 
.1 
où x = (X1 1 X 2 1 •••• •• 1 X n ) 1 
par la méthode de séparation des variables. 
(1.99) 
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L'étude de l'équation (1.99) par notre méthode de séparation 
des variables dans le cas de deux dimensions, nous conduit aux 
mêmes classes de fonctions b(u) que pour le cas de Klein-Gordon 
en 1+1 dimensions. 
Ceci était à prévoir, car il est toujours possible de faire la 
transformation t -> it dans l'équation (1.99) et remplacer, 
dans les résultats du tableau 1, la variable temporelle t par 
une variable dimensionelle comme y par exemple. Nous renvoyons 
donc le lecteur au tableau 1 pour les résultats. 
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CHAPITRE 2 
L'ÉQUATION NON LINÉAIRE DE KLEIN-GORDON POUR N+1 DIMENSIONS 
2.1 Construction des classes de fonctions 
Dans ce chapitre, nous tenterons de généraliser la méthode 
étudiée au chapitre précédent pour des dimensions supérieures 
à 1+1. Pour cela, considérons l'équation aux dérivées 
partielles de Klein-Gordon en n+l dimensions 
(t, ()2 - ~ l u = b ( u) . ax~ at2 ~ (2.1) 
Notre problème consiste à déterminier les classes de fonctions 
b(u) qui nous permettrons de trouver une solution de (2.1) par 
la méthode de séparation des variables. A cet effet, nous 
appliquerons une séparation des variables de la forme 
u ( t 1 x) = <1> (S) 
et 
n 




Comme dans le cas précédent, nous posons l'hypothèse que les 
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dérivées des fonctions X et T, par rapport à x et t 
respecti vement, sont exprimées par des fonctions localement 
monotones ~ et 7 (fonctions de X et T respectivement) c'est-à-
dire vérifiant: 
. 
1 € = ±l et i = l ... n . 
(2.4) 
En substituant ces nouvelles variables (2.2) dans l'équation 
(2.1) et ce, tout en tenant compte des fonctions (2.4), nous 
obtenons 
<I>"(S) [~ ~i (T Xn/ i ) 2 - 't (Xn ) 2 ] + 
<p' (S) [~ ç '. T X . - 't' X ] = (b . <1» (S) 2 L i ~ n/~ n 
(2.5) 
où nous avons introduit la notation: 
afin de simplifier l'écriture. 
Pour trouver les classes de la fonction b(u) qui admettront une 
solution par séparation des variables, il sera approprié 
d'introduire ici les opérateurs différentiels suivants: 
(2.6) 
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dont la propriété est que leur commutateur est 
[Al ' ~] = 0 . 
En particulier, pour toute fonction arbitraire M dépendant de 
la variable S, nous aurons que l'annihilateur (2.6) vérifiera 
la propriété A1 M(S)=0. Suivant le même cheminement que dans 
le chapitre un, appliquons A1 sur l'équation (2.5). 
obtenons: 
4>" (S) + 1. 4>' (S) e (S) = 0 , 
2 
avec la notation 
!~ (çJ - ç~ x?) () (S) = 1 
TXn !~ (~' -1 ~ -2) i Xi - 2 i Xi 
+ (r;" - r;' T-1 ) 
+ (r;' T-1 - 2 r; T-2 ) 
que l'on réécrit sous la forme équivalente suivante; 








L'équation ( 2.7) est homogène en vertu des propriétés de 
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l'opérateur A1 • Etant donné que ~ est une fonction dépendant 
de S, il faut que e soit aussi une fonction de la variable S. 
Pour nous en assurer, nous appliquerons A1 à l'équation (2.7) 
pour obtenir, en considérant (2.9), la relation 
Al [ (n A2 - (n - 1) T êJT ) Ln IFI ] = 0 , . 
laquelle peut se réécrire sous la forme équivalente, 
(2.11) 
où L1 est l'opérateur différentiel suivant 
(2.12) 
Pour toute fonction arbitraire G dépendant de la variable R 
définie par: 
X 
R = ---.!: 1 
Tn 
(2.13) 
cet annihilateur (2.12) vérifie la propriété que L1 G(R)=O. 
De la relation (2.11), après une double intégration, on montre 
que 
(2.14) 
où H1 (S) et H2 (R) sont des fonctions arbitraires de leurs 
arguments respectifs. Appliquons l'opérateur différentielêJ 
Xi T 
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à la fonction (2.14). En tenant compte de l'égalité (2.10), 
nous obtenons 
(2.15) 
Nous allons maintenant procéder à la séparation des variables 
de (2.15) en termes de S et R. Remarquons tout d'abord que si 
nous posons n=l, nous retrouvons le cas traité dans le chapitre 
un. En effet, pour n=l, l'équation ( 2 .15) nous permet de 
retrouver immédiatement le système d'équations (1.12). 
Mais pour n+1, le cas est plus sophistiqué. Nous constatons 
que l'équation (2.15) n'est pas séparable sous la forme où nous 
la voyons actuellement. Nous devons donc effectuer une 
opération supplémentaire afin de rendre le système séparable et 
donc solutionnable en termes de H1 (S) et H2 (R). 
Pour cela, appliquons l'opérateur différentiel éfsR à l'équation 
(2.15) et ainsi obtenir 
( S [ Ln Hl ] S ) S • ( R [ Ln H2 ] R ) R = 0 . 
Cette équation nous conduit à l'étude de deux cas distincts 
suivants: 
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a) S [ Ln Hl ] S = Cl ' 
b) R [ Ln Hz ] R = Dl ' (2.16) 
OÙ C1 et D1 sont des constantes d'intégration. 
Etant donné la symétrie du problème, nous pouvons considérer un 
seul de ces cas, puisque l'autre fournira des solutions 
identiques. 
Du premier cas, il en résulte 
(2.17) 
où C1 et C2 sont des constantes d'intégration. 
Si nous introduisons la valeur donnée par (2.17) dans 
l'équation (2.15), nous pouvons résoudre cette dernière et 
obtenir 
(2.18) 
où C3 et C4 sont des constantes d'intégration 
En substituant les résultats obtenues en (2.17) et (2.18) dans 
l'équation (2.14), et en tenant compte de (2.10), nous obtenons 
(après séparation des variables) le système d'équations 
,,' T -1 - 2 " T -2 - ceT Cl (l+n) = 2 4 - CJ 1 
où a est une constante de séparation. 
possède comme solution 






A cause du terme X , l'équation (2.20) ne peut être résout de 
n 
la même façon que l'équation (2.19). Toutefois, une analyse de 
l'équation (2.20) nous permet de remarquer que si nous 




Puisque de toute évidence nous cherchons des solutions non 
triviales (Xi :F 0) de l'équation (2.20), nous considèrerons les 
trois cas suivants: 1) C1=0, 2) C3 =0 et 3) C2=0. 
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Nous pouvons éliminer le troisième cas, car en vertu de 
l'équation ( 2 . 17), si c 2 = 0 nous aurons que H1 sera égal à 
zéro. Ceci aura comme conséquence de donner à F une valeur 
nulle. Or, si F=O, nous obtiendrons un cas indéterminé dans 
l'équation (2.8). conséquemment, nous devons donc avoir F * o. 
Examinons alors les deux autres cas. 
1) Cas C]=O 
En vertu de l'équation (2.17), nous avons 
(2.23) 
et en remplaçant ce résultat dans l'équation ( 2 .15), nous 
obtenons l'équation aux dérivées ordinaires suivante; 
R2 ~I (R) + R ~ (R) = 0 , (2.24) 
laquelle admet comme solution 
(2.25) 
où B1 et B2 sont des constantes d'intégration. 
si nous utilisons les ré sul tats (2.23) et (2.25) et tenons 




et nous obtenons aussi 
(2.27) 
Nous allons tout d'abord effectuer l'intégration de l'équation 
(2.27): 
't ( T) = T 2 [-C2 El ~ (Ln 1 TI ) 2 + C2 B2 Ln 1 TI - a Ln 1 TI + 't 0 ] , 
où 'to est une constante d'intégration. 
(2.28) 
Toutefois, remarquons ici que le signe de la constante de 
séparation a dans la solution (2.28) prend la même valeur que 
celle prise dans l'équation différentielle (2.27). 
si nous solutionnons l'équation (2.26), il en résulte que 
(2.29) 
où ~iO est une constante d'intégration et Âi possède la 
propriété suivante; 
En vertu des relations (2.4), nous pouvons, par intégration des 
48 
équations (2.28) et (2.29), obtenir 
(2.30) 
et 
t = ef [-C2 B~ ~ (LnITj)2+C2 B2 LnITI - I: Âi LnlTI + 'to r~/2d(LnITj) 
(2.31) 
Ces intégrales peuvent se résoudre de façon analytique par un 
choix approprié des constantes. En effet, nous avons 2n+4 
paramètres donnés par n+4 constantes d'intégration (C 2 , B1 , B2 , 
To et ~!) et n constantes de séparation (À!). 
A l'étape suivante, nous désirons caractériser les classes de 
fonction b(u) qui admettent des solutions de l'équation (2.1) 
basées sur la séparation des variables proposée en (2.2). 
Nous obtenons comme résultat que F est une fonction qui dépend 
uniquement de la variable R soit; 
(2.32) 
Si on introduit celle-çi dans l'équation (2.9), et en vertu du 
fait que L~ F(R) = 0 , alors 




Suivant la méthodologie exposée dans la section deux du 
chapitre un, nous devons calculer à cette étape la forme de la 
fonction 4>(S). En remplaçant le résultat (2.33) dans 
l'équation (2.7), et en utilisant la réduction d'ordre, nous 
arrivons à 
4> (S) = Cs Lnlsl + 4>0 ' (2.34) 
où Cs et 4>0 sont des constantes d'intégrations. 
En substituant les résultats (2.28), (2.29) et (2.34) dans 
l'équation (2.5), nous obtiendrons les classes de fonction b(4)) 
qui admettent une séparation des variables. 
En effet, nous trouvons que 
b(S) (2.35) 
où nous avons noté 
Or, de l'équation (2.34), nous pouvons, en vertu du théorème 
des fonctions inverses, trouver S comme une fonction de 4> soit; 
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( 4l - $0 ) S=e Cs • 
Nous obtenons donc finalement 
b(<I» = A (<1> - <1>0 )+ b o 1 (2.36) 
où nous avons noté 
A = 
Cas où C3 = 0 
En référence au résultat (2.18), nous avons que 
(2.37) 
et en substituant dans l'équation (2.15), on obtient l'équation 
aux dérivées ordinaires 
dont la solution est 
(2.38) 
On a donc comme expresssion de F 
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(2.39) 
qui, si nous considérons les équations (2.10) et (2.39), nous 
permet de tirer, après séparation des variables, les deux 
équations suivantes: 
't T- l - 2 't T-2 - D C T Cl (l+n) = 
1 4 
et où 
- y 1 
L'équation (2.40) se résout ainsi 
't = T 2 - ~ Â · Ln 1 TI + 1 4 [
De 
.L..Ji ~ Cl (n+1) 





devons donc appliquer l'opérateur Bx . x.' pour i *" j, à 
~ ] 
l'équation (2.41) puisque, par hypothèse, C4 et Cl sont 
différent de zéro. 
Nous avons finalement 
o . 
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La seule possibilité d'avoir autre chose qu'une solution 
triviale (c'est-à-dire Xi * 0) est d'avoir D2 = o. 
Sui te à cette dernière affirmation, nous pouvons intégrer 
l'équation (2.41) pour obtenir 
(2.43) 
L'équation (2.39) devient donc 
(2.44) 
En vertu des relations (2.4), nous pouvons, par intégration des 
équations (2.42) et (2.43), obtenir 
[ 
D C ]-1/2 t = € J -~ Â . LnITI + 1 4 Tel (n+1l + 't d(LnITI) , 
L.Ji ~ Cl (n+1) 0 (2.45) 
(2.46) 
si nous substituons la valeur de F donnée par l'équation (2.44) 
dans l'équation (2.9), nous obtenons 




Cette dernière expression introdui te dans l'équation ( 2 . 7) , 
nous permet de trouver 
cl> (S) 
_ Cl (n+l) 
= -2 Cs S 2 
Cl (n + 1) - <1>0 • 
(2.48) 
Connaissant les valeurs (2.42), (2.43), (2.47) et (2.48), nous 
pouvons, à l'aide de l'équation (2.5), trouver 
où nous avons noté 
b o = - ~ ~ ~i 0 + ~ 'to + ~ (n + 1) Â , 
P = Cl (n + 1) . 
De par nos hypothèses de départ, nous savons que b(~) doit être 
une fonction de S. Or, si nous observons le terme entre 
parenthèses de l'équation (2.49) c'est-à-dire 
(2.50) 
nous aurons une fonction de S que si 
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Ainsi, nous trouvons que 
(2.51) 
Or, de l'équation (2.48), nous pouvons, en vertu du théorème 
des fonctions inverses, trouver S comme une fonction de ~ soit; 
(2.52) 
et où nous avons noté 
A = 
Nous obtenons donc finalement pour l'équation (2.51) 
b (4)) = - ~ (4) - 4>0) [ ~2 Â n Ln 1 A (4) - 4>0) 1 + b o 1 . (2.53) 
P = Cl (n + 1) . 
Nous avons reproduit dans le tableau 3 les classes de fonctions 
b(u) qui admettent des solutions par la séparation des 
variables et ce, pour n+l dimensions. Remarquons que le cas 
C1 =O est inclus dans le cas C3=O. 
CHAPITRE 3 
SOLUTIONS EXPLICITES DES ÉQUATIONS 
DE SINE-GORDON ET OOUBLE SINE-GORDON 
3.1 Introduction 
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Dans ce chapitre, nous cherchons des solutions explicites de 
l'équation Sine-Gordon ( S-G ) et double Sine-Gordon (D S-G). 
Pour cela, nous utiliserons les résultats déjà obtenus pour les 
équations de la théorie des champs classiques ~4 et ~6 à l'aide 
de la méthode de réduction par symétrie. 
Une analyse systématique et détaillée du point de vue de la 
théorie des groupes a déjà été réalisée pour ces champs 
classiques (GRUNDLAND[3]) et de nombreuses solutions ont été 
construites. 
Ces solutions appartiennent aux types suivants: 





en termes de 




solution par similarité, 
solution doublement périodique exprimée par des fonctions 
elliptiques de Jacobi. 
Grâce à la transformation de Burt (BURT [ 3 ] ), nous pouvons 
établir le lien entre les équations des champs classiques (~4 
et ~6 ) et les équations S-G et D S-G. Ceci est rendu possible 
suivant certaines hypothèses (conditions supplémentaires). 
Conséquemment, ces hypothèses nous permettront de trouver 
certaines classes de solutions sous une forme explicite. 
Dans ce chapitre, nous nous concentrerons sur les solutions 
élémentaires, périodiques, hyperboliques, de similarité et sur 
les solutions localisées. Nous ne considérerons pas les 
solutions double périodiques. 
3.2 Transformation de Burt 
3.2a) L'équation Sine-Gordon. 
Considérons l'équation S-G suivante 
m2 o w(x) + sin(a w(x» = a , (3.1) 
a 
où 
D= éJ2 ~ ax~ - ~i=l 
éJ2 
aX~ ~ 
avec m2 et a constants. 
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Effectuons la transformation suivante proposée par Phillip B. 
Burt ( BURT [ 3 ]) 
w(x) = 2 sin-1 u (x) . 
a 
(3.2) 
Remplaçons la transformation (3.2) dans l'équation (3.1). Nous 
obtenons alors 
où 
si nous ajoutons puis retranchons le terme lia u 3 (1_u2 )l./ 2 11 dans 
l'équation (3.3), nous pouvons tirer les deux équations 
suivantes: 
D u + m2 u + a u3 = 0 , (3.4) 
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qui est l'équation du champ q,4 , et 
(V u) 2 - (1 - u 2 ) (m2 + a) u2 = 0 , (3.5) 
qui sera une condition supplémentaire. 
Ainsi, pour toute fonction u(x) qui est simultanément solution 
de l'équation (3.4) et de la condition supplémentaire (3.5), 
nous obtiendrons la solution de (3.1) par la transformation 
( 3 • 2) • 
L'équation (3.4) est l'équation de base tandis que (3.5) est 
une condition imposée sur les courbes de niveau de la fonction 
u(x) . Cette condition signifie que le gradient au carré (V 
U(X»2 est constant sur les courbes de niveaux de la fonction 
u(x). Il est possible d'utiliser encore une autre 
transformation pour trouver des solutions de l'équation (3.4). 
Ces solutions seront exprimées en termes de solutions de 
l'équation de Helmholtz qui s'écrit: 
En effet, utilisons la transformation suivante: 
v(x) 
u (x) = ------=---=---
(




Si nous introduisons cette dernière dans l'équation ( 3 .4) , 
nous obtenons 
64 m4 [ 0 v + m2 v] + 48m2 a v [( V v) 2 + m2 v2] + 
v3 a 2 [2 (V v) 2 +m2 v2 - v 0 v] = 0 
(3.7) 
Nous pouvons poser l'hypothèse que ce sont les termes entre 
crochet de l'équation (3.7) qui sont nuls et dans ce cas, cette 
équation n'a de solution que si 
Dv+m2 v=0, 
(V v) 2 + m2 v2 = 0 . 
(3.8) 
(3.9) 
Ces deux dernières équations signifient que, si v(x) est 
solution simultanément des équations (3.8) et (3.9), nous 
aurons alors la solution de (3.4) à l'aide de la transformation 
( 3 .6) • On remarquera que l'équation ( 3 . 8) est justement 
l'équation de Helmholtz. 
Toutefois, il faut que u(x) soit en même temps la solution de 
l'équation (3.5) et de (3.4). si nous remplaçons la 
transformation (3.6) dans l'équation (3.5), nous obtenons 
- (V v) 2 m4 [}., v2 + 8]2 + m4 (m2 v2) (1 + }.,) x 
[(}., v2 + 8 v - 8) (}., v2 - 8 v - 8)] = 0 , 
où a = }., m2 • 
(3.10) 
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Nous devons ajouter la restriction additionnelle Â = -2 (voir 
annexe 1c» afin que 
- [Â v 2 + 8] 2 = (1 + Â) [(Â v2 + 8 v - 8) (Â v 2 - 8 v - 8)] (3.11) 
et finalement, nous obtenons 
- 4 m4 (v - 2) 2 (v + 2) 2 [ (\1 v) 2 + m2 v2] = 0 , 
ou tout simplement 
(\1 v) 2 + m2 v2 = 0 , (3.12) 
qui est l'équation (3.9). 
Ainsi, la transformation (3.6) devient 
4 v(x) u (x) = ----'--'--(4 + v(x) 2) (3.13) 
Pour v(x) solution simultanée des équations (3.8) et (3.9), 
nous aurons comme solution de l'équation de départ (3.1) 
w(x) = 2 sin-1 [ 4 v(x) (4 + v(x) 2) -1] . 
a 
(3.14) 
D'autres solutions équivalentes à (3.14) peuvent être trouvées. 
En effet, si nous posons v(x) = 2 a(x), et utilisons la 
relation suivante (RYZHIK[l] p.50): 
sin-1 ( 2 x ) = -2 tan-1 x , 
1 + x 2 
nous aurons que 
w(x) = 4 tan-1 Ct (x) 1 
a 
et 





et ce, pour toute fonction v(x) qui satisfait le système 
d'équations (3.8) et (3.9). 
Une autre façon de procéder est la suivante: Soit l'équation 
S-G 
2 
o w(x) + .!!!..- sin(a w(x» = 0 1 
a 
et la transformation (3.2). Alors 
u (x) = sinp 
d'où 
où p : = a w(x) 
2 
o u = a cosp 0 w - sinp (V u) 2 • 
2 cos2 P 
Nous obtiendrions donc, de l'équation (3.18), que 
o w = ~ [ 0 u + sinp (V u) 2] . 





Or, de la transformation (3.2), nous obtenons 
2 [3 1 ] o W = - (1 - U 2 ) -"2 U (V U)2 + (1 - U 2 ) - "2 0 U , 
a 
(3.20) 
qui, introduit dans l'équation S-G, donne l'équation (3.3). 
(3.21) 
Nous retiendrons ce dernier procédé pour l'analyse de 
l'équation D S-G. 
3.2b) L'équation double Sine-Gordon. 
Soit l'équation suivante: 
o w(x) + m2 sin (aw(x)) + -È- sin (2 aw(x)) = 0 1 
a 2a 
où m2 , a et b sont des constantes réelles quelconques. 
Employons la transformation suivante, soit: 




d'où nous aurons que u(x) = sin(aw(x)/2). De cette dernière, 
nous obtenons 
o u = ~ cos ~w 0 w - ~2 sin a
2
w (V w) 2 , (3.24) 
et aussi 
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(\7 U) 2 = (3.25) 
Des équations (3.24), (3.25) ainsi que (3.22), nous obtenons 
finalement 
o w = 2 
aw a cos 
2 
Du + 
2 sin aw 
2 
a cos3 aw 
2 
(\7 u) 2 • (3.26) 
Le résultat (3.26) possède la même forme que l'équation (3.19). 
Ceci nous suggère de faire les hypothèses suivantes. 
Premièrement, il faut que u(x) satisfasse l'équation non 
linéaire de Klein-Gordon des champ ~6, soit 
(3.27) 
et, deuxièmement, la condition 
(3.28) 
où a2,a4,a6,b1 et b2 sont des constantes 
Nous utilisons les équations (3.27) et (3.28) que nous 
introduisons dans (3.26). Il en résulte 
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(3.29) 
En utilisant les identités suivantes soit; sin(2x) = 2 sin(x) 
cos(x) et cos(2x) = 1 - 2 sin2 (x), l'équation D S-G (3.22) peut 
se réécrire comme suit 
2 sin aw 




Puisque les équations (3.29) et (3.30) doivent être égales et 
que les constantes a2, a4 et a6 sont connues, alors nous 
obtenons 
b=2a2 -m2 
b 1 = 4 a4 + 6 a2 - 2 m2 
b 2 = 6 a6 - 4 a 2 + 2 m2 
(3.31) 




(V U)2 = (4a4 + 6a2 - 2 m2 ) u 2 (1 u 2 ) 
+ (6 a6 - 4 a2 + 2 m2 ) u4 (1 - U 2 ) 
(3.33) 
En conséquence, pour toute solution u(x) qui satisfait 
l'équation non linéaire de Klein-Gordon du champ ~6 (3.32) et 
la condition supplémentaire (3.33) et ce, simultanément, alors 
w(x) = ~ sin-1 u (x) , 
a 
est une solution de l'équation 0 S-G. 
(3.34) 
3.3 Lien entre les solutions des champs et les équations Sine-
Gordon et double Sine-Gordon 
Avant d'utiliser les résultats de l'article GRUNDLAND[3], nous 
allons résumer les résultats obtenus. Pour le cas particulier 
où a = m = l, on a que si u(x) est solution simultanémant de 
(3.35) 
et 
(Vu) 2 = (4a4 + 6a2 - 2) u 2 (1 - u 2 ) 
+ ( 6 a6 - 4 a2 + 2) u4 (1 - u2 ) , 
(3.36) 
alors 
w(x) = 2 sin-1 u (x) , (3.37) 
est une solution de l'équation 0 S-G 
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o w(x) + sin(w(x» + b sin(2 w(x» = 0 . 
2 
(3.38) 
Afin d'utiliser ces résultats, nous allons effectuer le 
changement de variable u(x) = F(ç) en définissant 
d'où 
L'équation (3.35) devient alors 




Multiplions chaque coté de l'équation (3.41) par fi'. Après 
intégration, nous en tirons 
où C est une constante d'intégration. Réécrivons l'équation 
(3.42) de la façon suivante: 
('Vp) 2 = A (fJ p2 +a p4 + p6 + y) 1 
4 
(3.43) 
A = -8 Â a 6 y = 
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(3.44) 
Considérons maintenant l'effet qu'aura sur la condition (3.36) 
le changement de variable u(x) = F(ç) proposé au début. En 
utilisant les notations (3.44) et en posant o=lja6 , nous aurons 
(VF) :2 = A [(ô-3P-2«)F:2+ (S{3-2ô+2«-3) p4 
4 
+ (3 - 2 P + ô) p6 ] 
.(3.45) 
Ainsi, si nous comparons (3.43) avec (3.45), nous voyons que 
nous pourrons satisfaire simultanément les équations (3.35) et 
(3.36) si et seulement si 
ô - 3 P - 2 « = p 
SP-2ô+2« - 3=« 
3-2p+Ô=1 
y = 0 
(3.46) 
De ce système, nous tirons, pour toutes les valeurs de B, que 
«- p 
ô = 2 13 
P = P 
y =0 . 
- 1 
- 2 (3.47) 
La solution est alors paramétrisée par B qui est arbitraire et 
réel. 
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De plus, en utilisant l'équation (3.43) avec les restrictions 
(3.47), nous vérifions si une solution du champ cp6 peut être une 
solution de l'équation D S-G à l'aide de la transformation u(x) 
= F(~). 
En se référant à l'article GRUNDLAND[3], nous voyons que la 
condi tion y=O impose que F l' F 2 où F 3 soit égal à zéro. Par 
exemple, vérifions si 
F= où 
€o = ± 1 , (3.48) 
sera une bonne solution de l'équation D S-G. 
Ici, la constante €1 = ± 1 détermine si la solution (3.48) est 
un "kink" ou un "anti-kink" respectivement. si nous 
introduisons la solution (3.48) dans (3.43), nous aurons le 
système d'équations suivant à résoudre: 
- I1. e~ + 13 = 0 
1 A + ~ a e2 F 2 + 1 éo ~1 = 0 , 16" 16 0 1 16 
dont la solution est 
a = - 2 e~ 
(voir annexe Id). 
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(3.50) 
Les valeurs trouvées en (3.50) respectent bien les conditions 
imposées par (3.47) et plus spécifiquement celle où 
a=-p-1. 
Nous avons donc que la solution de départ (3.48) devient 
F = ± (1 + e± (~-~O»-1/2 1 (3.51) 
et, en uti.lisant la transformation (3.37), nous arrivons à la 
solution finale (voir Figure 5 et 6 pour le cas positif) 
(3.52) 
Nous retrouvons au tableau 4 la liste des nouvelles solutions 
de l'équation Sine-Gordon et double Sine-Gordon que nous avons 

















Solution (3.52) en trois dimensions 
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CONCLUSION 
Dans ce travail, nous avons tenté de généraliser une méthode de 
séparation des variables pour les équations non linéaires de 
Klein-Gordon. Nous avons ainsi réalisé une classification des 
termes non linéaires (dans notre cas b(u)) admettant une forme 
de séparation des variables spécifique comme solution de 
K.G.N.L .. 
Pour le cas 1+1 dimensions, nous avons retrouvé les solutions 
bien connues et, plus particulièrement, les solutions de 
l'équation Sine-Gordon impliquant des ondes solitoniques ainsi 
que leur superposition. De nouvelles fonction b(u) ont aussi 
été trouvées et classifiées avec leurs solutions respectives. 
Nous avons appliqué cette méthode pour n+1 dimensions. Nous 
avons démontré que nous pouvons faire une classification de la 
fonction b(u). Nous avons obtenu des fonctions polynomiales et 
logarithmique c'est-à-dire 
p [ p2 ] b ( u) = - 2" (u - ua) 4" n À Ln lA (u - ua) 1 + b a ' 
et où les constantes A, P et bo sont définies dans le tableau 
trois. Bien qU'à première vue ce résultat peut sembler 
restrictif, nous devons voir là un avancement. En effet, les 
méthodes puissantes telles que la diffusion inverse ("Inverse 
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scattering") et la transformation de Backlund n'ont montré leur 
pleine efficacité que pour 1+1 dimensions. 
La méthode de séparation des variables devient un outil 
puissant si nous pouvons utiliser une transformation préalable 
qui simplifiera l'équation différentielle de départ. Une de 
ces transformations (transformation de Burt) nous a permis de 
trouver des solutions de l'équation Sine-Gordon et double Sine-
Gordon à partir des équations des champs ~4 et ~6 obtenues par 
la réduction par symmétrie (tableau 4). Ces dernières 
possèdent des solutions connues et, de plus, font partie des 
tables de solutions que nous avons trouvées par la séparation 
des variables (voir tableaux 1 à 3). 
Pour la méthode généralisée de séparation des variables, nous 
nous sommes restreint à l'équation non linéaire de Klein-Gordon 
et à une séparation de la forme u(x,t)=~(X*T). Naturellement, 
ces formes ne sont pas les seules possibles, pas plus que les 




Ut + 1::. U = b (u) , 
font l'objet de recherches avec l'aide de séparations des 
variables de la forme 
S=Y+œ(T+X) , 
où a est une fonction arbitraire de la variable X+T, 
S = y + Â LnIT + xl , 
où Â est une constante arbitraire, et 
S = T + Â tan -1 X 
Y 
pour n'en nommer que quelques unes. 
Bien qu'exigeant plusieurs calculs symboliques sur ordinateur 
à l'aide de logiciels spécialisés (MAPLE, Mathematica, etc), la 
nouvelle façon d'utiliser la méthode de séparation des 
variables que nous avons utilisée est avantageuse par sa 
simplicité. 
Nous pensons que la méthode de séparation des variables 
présentée dans ce mémoire démontre que celle-ci est un outil 
efficace dans le cas des équations de Klein-Gordon non 
linéaires parce qu'elle nous conduit à de nouveaux résultats 
intéressants autant du point de vue mathématique que de celui 
de la physique. 
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TABLEAU 1 
Solution de l'équation non linéaire de Klein-Gordon en 1+1 
dimensions avec ~(X*T) 
pour C, C? > 0 
b (4)) = (1A/2A) sin2A (4) - 4>0) • [Il + IX cos2A (4) - 4>0) x 
(~ Lnl B arctan A <4> - 4>0) 1 + ~o - 'to} ] 
IX 
b(<I» = (..jI/2A) tanh2A(4)-<I>o)· [J,L+..jICOS2A(<I>-4>0) x 
(~ Lnl B arctan A (<1> - <1>0> 1 + ~o - "Co) ] 
..jI 
pour C, = 0 
[ 
C ]-1/2 
X = € J 2~ X-2,;I + J,LLnlxl + ta d(Lnlxl> 
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pour C? = 0 
[ 
C ]-1/2 
t = e J 2/i- r 2,ft - J.LLnl TI + 'to d (Lnl TI) 
C, et C? ::J: 0, À<O 
Hl (S) = Cl cos (1fIT LnISI) + C2 sin (v'1XT Lnlsj) 
(X = 2 lfl1 LnIXI 
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x = e J [81 sina + 8 2 cosa + IJ. Lnixi + ça] -1/2 d(Lnlxl) 
a = 2 v'1l1 Lnl TI 
t = e f [-83 sina + 8 4 cosa - IJ. LnlTI + 'ta] -1/2 d(LnITi) 
K= Vlll (ct + C;) 
E 
ô = IJ. (2 arctan [eK(~-~o)] - a) 
2 v'1l1 
C? #= 0, l = 0; 
(
CC + C 
x = e t"\ + ~ Ln Ixl + 21 12 Ca) 
0"' 12 24' l' 
où p est la fonction de Weierstrass avec période ~1 et ~? 
( ) (Cn + C12 ) 2 + C22 (IL _ C ) g2 Ca) 1 ' Ca)2 = r- 11 48 12 
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(C21 + C12 ) 3 
= + 
1728 
t = "" 6> (+ C22 1 1 C12 - C21 ) '" Ln T + , (a)1 ' (a)2 12 24 
g2 «,)1' (a) 2 ) = 
(C12 - Cn ) 2 + C22 j.1 48 12 
g3 «,)1' (,)2) 
(C12 + C21 ) 3 + C22 (C12 - C21 ) - 't'o 
(C22 ) 2 
= 1728 72 144 
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TABLEAU 2 
Solution de l'équation non linéaire de Klein-Gordon en 1+1 
dimensions avec ~(X+T). 
~ (R) = D e-IA R + D e --lA R 1 2 
't' ::; 
bC.) = (.jA/2A) sin2ACt - .0) . [JI + -fL cos2AC+ - te) x 
(.J!.. Lnl B arctan A(+ - te> 1 + ~o - 'to> ] 
JI 
A = JC1 C2 ,. / E , 
b(~) = (.[A/2A) tanh2A (t - ~o) • [~ + ..fI cos2A (~ - 4>e) x 
(~ Lnl B arctan A(4) - ~o) 1 + ~o - 'te> ] 
..fI 
A = J-C]. C; X / E 
[ 
C ]-1/2 
X = e f - 2 Jx e-.;t x + JI. X + ~o dX 
b (4)> = II (~ - +0> x [~ + II (-':!.- Lnl 11 <+ - 4>e> 1 + ~e - 'to) ] II E 
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~ (R) = D e.,fA R + D e -.,fA R 1 2 
~ = Cl.2 e.,ft X + Il X + ~ 
2,fI 0 
X : e f L~ e.f<" + Il X + ~O r/2 dX 
C 
't' = ----1:!.. ev'I T - Il T + 't' 2{r 0 
[ 
C ]-1/2 
t = e f 2~ e.,fI T - Il T + 't'o dT 
b{~} = -VI {~ - +o} x [Il + VI {~ Lnl ::l! <. - ~o} 1 - ~o + 't'o} ] 
..fI E 
Hl (8) = Cl COS (..fI 8) + C2 sin <II s) 
~ (R) = Dl COS (..fI R) + D2 sin <II R) 
~ = ~ sin P -~ cos P - Il X + ~o 41I 4{r 
f3=2..;IX 
S4 cos ~ - 11 x + ~o ]-1/2 dX 
4/I 
"t = sin cr. - S2 cos a: - Il T + "to 
4/1 
1 cr.=2..;IT 
t = e f [ 4 SJx sin a: - S2 cos« - JI. T + "tO ]-1/2 dT 4.fX 
S = -2 tan-l ( B tanh <. B/2 E) - C; ) 
-Cl 
~l. et C2 :ri: 0, ,\ = 0 
t = 51 ~ + C22 X3 X t 
'-' .A - + Cn X + Il + '-'0 2 3 
B = J~ + ~ 
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f [s C ]-1/2 X = e 21 )(2 + ~~ X 3 + Cu X + JI. X + ~() dX 
'" = 




Solution de l'équation non linéaire de Klein-Gordon en n+l 
dimensions avec ~(X*T) 
i = 1 ... n 
t (T) = e f [ D1 C4 r en + 1) - n l LnITI + ~o ]-1/2 d(LnITI) 
C1 (n + 1) 
b <+) = - ~ (~-.o) [ ~2 n l LnIA <+-+0) 1 + b o ] 
b p ~ t' P + n ( 1) \ o = -2 L...,j -'10 +2 ~o 2 n + JI. 
p = c;. (n + 1) -p A= --2 C5 
1le signe ± tient compte des cas 1 > 0 et 1 < 0, 
respecti vement • 
pour 1 = 0 
i = 1 ... n 
1 1 1:-1/2 Xi = e Ln Xi '-io + X o 





Nous retrouvons dans ce tableau, les nouvelles solutions que 
nous avons trouvées pour l'équation de D S-G. Nous avons 
utilisé les solutions trouvées par GRUNDLAND[3]. 
1·1alheureusement, nous n'avons pas pu utiliser les solutions 
translationnelles invariantes du champ (j)4 pour trouver de 
nouvelles solutions pour l'équation de S-G. Chaque solution de 
l'article (satisfaisant la condition que Flou F2 ou F3 soit 
égal à zéro) a été remplacée dans l'équation (3.43) avec y=O. 
Après avoir solutionné, nous avons vérifié si la condition 
œ = - ~ - 1 était respectée. 
Solution translationnellement invariante du champ @6: 
a) Cas A<O, F2=F3=0. 
F= 
est solution pour les valeurs suivantes: 
a) tJ = 0 








c) P = 0 ct = 
b) Cas A<O, F3=O<F1, F2=iR. 
(2) 
est solution pour les valeurs suivantes: 
a) R = 0 1 F~ ct = 
2 e2 
, p = 0 , 
b) R = %1 ct = 
avec 
%1 : = RootOf{Z4 + y Z2 + Ft) 
et 
y = -6 FÎ +4 e4 F; 
Nous avons que %1 dépendra des racines du polynômes de degré 4 
en z. Nous avons tout simplement repris ici la notation de 
MAPLE pour garder la solution sous une forme compacte. 
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c) Cas A>O, F3=O<Fl=F2. 
(3 ) 
est solution pour les valeurs suivantes: 
a) Fl = 0 j} = 0 ('C = ('C , 








avec p. ici équivalent à 
€1' 
d) Cas A>O, F3=O<Fl=F2. 
(4 ) 
est solution pour les valeurs suivantes; 
a) j} = 0 , ('C = ('C 
b) Fl = %~ , ('C = , 
où 
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%1 : = RootOf(F; Z6 + Y Z4 + Il Z2 - Ft) 
avec 
y = 2 Ft - 1 , Il = F~ 2 Fi e4 
e) Cas A>O, F3=O<Fl<F2. 
F = E.o {2 Fl F2 
[Pf + F; + (Fi - Ft) cosh(~-AFl F2 (~-~o» t/2 (5) 
est solution pour les valeurs suivantes: 
a) Fl = 0 , p = 0 , 0: = 0: 
b) Fl = %1 , 0: = , 
où 




si nous résumons les calculs de la section 3.3, nous avons que 
soit l'équation de D S-G suivante 
0,. = + sin~ + b sin2~ = 0 
2 
Nous avons que si • est solution de 
et simultanément de 
où 
b = 2a2 - 1 
b1 = 4a, + 6 a2 - 2 
b2 = 6a6 - 4a2 + 2 
alors 





Il est toujours possible et même souhaitable de faire certains 
changements de variables (par exemple co~~e en (3.39)). Le cas 
a6~O a été traité dans la section 3.3. Nous allons ici résumer 
les autres options possibles pour l'équation de S-G et D S-G. 
Nous aurons trois cas à considérer pour l'équation de double 
Sine-Gordon. 
b = 2a2 - 1 
b 1 = 4a4 + 6 a2 - 2 
b2 = -4a4 + 2 
alors la fonction , devra satisfaire les deux équations 
pour être solution de D S-G. 
b = 2a2 - 1 
b1 = 6a2 - 2 
b2 = -4a2 - 2 
alors la fonction , devra satisfaire les deux équations 
pour être solution de D S-G. 
b = l, bl. = -2 et b 2 =2 
alors la fonction , devra satisfaire les deux équations 
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0.,=0 
(Vf) 2 = - 2 .,2 + 4 .,4 + - 2 .,~ 
pour être solution de D S-G. 
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Maintenant, si nous posons a2=lj2, nous obtenons l'équation de 
Sine-Gordon. Nous aurons 2 cas à considérer. 
a) a 6 = 0 
alors b = b 2 = 0 et b 1 = 4 a 4 + 1. Et si , satisfait les deux 
équations suivantes 
0., = - ., - 4a4 .,3 
(V.,)2 = (1 + 4a4 ) .,2 - (4a4 + 1) .,4 
alors , est solution de S-G. 
b) a 6 = a 4 = 0 
alors b = b 2 = 0 et b 1 = 1. Et si , satisfait les deux équations 
suivantes 
0.,=-., 
(Vf)2 = .,2 _ .,4 
alors , est solution de S-G. 
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ANNEXE 1 
Dans ce mémoire, il a été fait un très grand usage de logiciels 
de calcul symbolique. Plusieurs logiciels sont actuellement 
sur le marché tels que V~PLE, ~~TEV~TICA, MACSYr~ et REDUCE 
pour n'en nommer que quelques-uns. 
L'avantage indéniable de l'utilisation d'un logiciel de ce type 
est qu'il permet d'éliminer le côté fastidieux des longs 
calculs. De plus, ils nous permettent d'éliminer du même coup 
les erreurs de calculs possibles qui surviennent lors de longs 
calculs. Notre choix s'est porté sur ~~PLE. 
Et parce qu'un exemple vaut mille mots, nous allons montrer 
certaines possibilités de MA~LE utilisées dans ce mémoire. 
a) Calcul symbolique avec prograoo~ation: 
D'abord, programmons les annihilateurs (1.5), 
>A1:=proc(eqn) X*diff(eqn,X)-T*diff(eqn,T) end: 
et la variable S, 
>S:=(X,T) -> X*T: 




Définissons l'équation (1.4) puis appliquons Al sur ce dernier. 
>eq14:=diff(phiCS(X,T»,X,X)*Cxi(X)*T A 2-tau(T)*X A 2)+diff 
(phi(S(X,T»,X)j2*(diff(xi(X),X)*T-X*diff(tau(T),T»=b(S(X,T»; 
eq14 :=~D(~)(XT) T( (à~Ç(X)) T- (;T1:(T))) 
+ D(2)( ~ )(XT) i2 (ç(X) r2 - 't(T)_~2) = b(XT) 
>Al(eq14): 
~ XD( <1> )(X T) i2 (::2 I;(x) ) + X nC2) ( <1> )(X T) r4 (lx 1; (X) ) 
- D( ~ )(X7) (a~t(X) ) iL + ~ TD( (j) )(XT) (:T -c(7) ) 
+! D(<I> )(XT) i2 (:~ 1:(T)) - 4 D(2)(<I»(XT) r4 ç(X) 
+ D( 2) ( ~ )(X 1) T3 (:T 'te T) ) X2 = 0 
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b) Solution des équations différentielles: 
V~PLE offre la possibilité de solutionner les équations 
différentielles ordinaires linéaires et certaines équations non 
linéaires. Al' aide de la fonction "assume" qui nous permet de 
dire à l'ordinateur si une variable doit être considérée 
positive ou négative, nous pourrons faire une analyse des cas 






BleS') = J_C] sirili.(JJambda- ln(S)+ _C2 cosh(Jlambda- 1neS) 
>1:=0; 
>dsolve(deq,Hl(S»; 
HI(S) = _Cl + _C2ln(S) 
c) Factorisation de polynômes: 
si nous regardons l'équation (3.11), nous avons 
- [a v2 + 8] 2 = (1 + a) [(a v2 + 8 v - 8) (a v2 - 8 v - 8)] 
Posons donc que 
>eql:=(1+a)*((a*vA2+S*v-S)*(a*vA2-S*v-S»+(a*vA2+S) A2; 




eq3 := (a + 2) (a 2 y4 - 16 a y2 - 32 y2 + 64) 
97 
98 
Or l'équation eq3 doit être égale à zéro. Le terme de la 
deuxième parenthèse n'a de solution que lorsque v est une 
constante quelconque. Or c'est une fonction (v(x)). La seule 
solution restante sera pour a = -2. C'est ainsi que la 
restriction 1=-2 a été trouvé pour obtenir finalement (3.12). 
d) Solution de système d'équations: 
Nous pouvons aussi utiliser MAPLE pour solutionner un système 
d'équations tel que celui que nous retrouvons (3.49). Ainsi, 
nous programmons les trois équations 
>eq2:=lj8*beta+lj16*alpha*eO A 2*Fl A 2=O; 
1 1 2 2 
eq2 := 8 ~ + 16 Ci, eO F l = 0 
puis nous demandons de solutionner pour les variables a, B et 
FI. 
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. Nous obtenons 
>solve({eql,eq2,eq3},{alpha,beta,Fl}); 
{ 
e12 el e1 4 } {Fl=O A=O a=a} Œ=-2-Fl=- A=_ 
,t-', , 2' 2'/-" 4' 
eO eO GO 
{
el e1 2 e,4} 
Fi = - e02' cr= -2 e02' 13 = e~4 
Nous avons que le premier ensemble est à rejeter car il faut 
que FI soit différent de zéro. Nous obtenons des deux autres 
ensembles la solution (3.50) 
e) Graphique des solutions: 
Mous pouvons aussi utiliser les fonctions avancées pour 
dessiner le graphique de la fonction. Par exemple, si nous 
prenons la solution (3.69) avec ~ et y = l, nous obtenons 
>eql:=4*arctan(sinh(x)/cosh(t))i 
._ ( sinh(x) ) 
eql .- 4 arctan cosh(t) 
Demandons maintenant le graphique en trois dimensions 
>plot3d(eql,x=-4 .. 4,t=-4 .. 4); 
-4 4 
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Ces exemples ne sont qu'une infime partie des possibilités 
offertes par les logiciels de calcul symbolique. 
101 
ANNEXE 2 
Dans cette annexe, nous allons élaborer une façon plus directe 
de trouver les solutions simples solitoniques de l'équation S-G 
en 3+1 dimensions 
o u (x) = sin u (x) 1 
où 
o 
- ~=l éJ2 ax~ ~ 
Nous allons effectuer le changement de variable suivant; 
u = u (s) 




Si nous substituons notre nouvelle variable (3) dans l'équation 
(1), on obtient 
ü = k sin u k = c~ ~ c~ 
- ~i=l 2 ds 2 
(4) 
Réduisons l'ordre en réécrivant cette dernière équation sous la 
forme d'un sytème E.D.O. d'ordre un. Nous aurons alors 
du 




dv ds = k sin u . (6) 
Nous pouvons changer la variable et écrire du ds = 
du dv 
dv ds· Nous 
avons alors 
v = du k sin u 1 
dv 
qui, après intégration, nous donne 
.! v 2 = k (A - cos u) , 
2 
où A est une constante d'intégration. 
En utilisant la relation (5) et 
l'équation (8), nous obtenons 
ds 1 du ::;; 
.j2K vA - cos u 
qui est une intégrale elliptique1 
la 
du 
solutions de cette dernière équation 
(7) 
(8) 
branche positive de 
(9) 
premier genre. Les 
sont des fonctions 
elliptiques (doublements périodiques) de la forme "en", "sn" et 
"dn". 
Les solutions du système des équations (5) et (6) sont appellés 
Voir RYZHIK[l] page 154 ainsi que la section 8.11 
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des solitons si les trajectoires intégrales joint, dans le 
portrait de phase (voir Figure 7), les points (u,v)= (0,2n~) 
avec n=0,±1,±2 ••••• 
Figure 7 
Portrait de phase de l'éqUation 8 
.~.- 2 
. A' - '3 
"iTi 
En se référant à la figure sept, nous pouvons satisfaire cette 
condition lorsque A est égal à ±1. Si nous prenons A = {-l)P, 
nous aurons le cas où p est un entier pair et on obtient 
v = ± l21ë ";1 - cos u k> a (10) 
et si p est un entier impair, on obtient 
v = ± F21ë ";1 + cos u k < a (11) 
En choisissant A=l et en utilisant la relation 
cos 2x = 1 - 2 sin2 u 1 (12) 
l'intégrale (9) devient 





d'où nous obtenons 
u = 4 tan-1 [ ev'K (S - sol] 
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(13) 
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