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Variational methods are used to prove the existence of solution of some classes
of nonlinear ordinary differential equations with zero Neumann boundary conditions.
Among other very mild conditions, the nonlinearities we consider have a behavior
at & at least like a linearity of slope less than ?24. A variational characterization
of this value is used to prove both geometrical and compactness properties of the
associated Euler functional. A partial differential equation version of these problems
is also considered.  1998 Academic Press
Key Words: Nonlinear Neumann boundary value problems; critical point theory,
PalaisSmale condition; variational characterization.
1. INTRODUCTION
In this paper we deal with the existence of solutions of the Neumann
problem
&u"=f (x, u)+h(x), x # (0, 1)= (P)u$(0)=u$(1)=0
where h # L2(0, 1) and f # C([0, 1]_R, R). Our basic assumption is the
following: there exist =>0 and s$<0 such that
f (x, s)
s

?2
4
&=, \ss$, \x # [0, 1]. ( f1 )
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Observe that, in the case in which the limit lims  &( f (x, s)s) (uniformly
in x # [0, 1]) exists, an equivalent condition for this hypothesis is that the
previous limit satisfies
lim
s  &
f (x, s)
s
<
?2
4
.
De Figueiredo and Ruf [7] study this problem in the case in which
the limit * :=lims  &( f (x, s)s) (uniformly in x # [0, 1]) is non-negative.
Specifically, if * # (0, ?24) and f satisfies the AmbrosettiRabinowitz [3]
technical condition, i.e., there exist s0>0 and % # (0, 12) such that 0<F(x, s)
%sf (x, s), \x # (0, 1), \ss0 , (where F(x, s)=s0 f (x, t) dt is a primitive
of f ), then they obtain that (P) has a (weak) solution for every h # L2(0, 1).
Note that the above condition of Ambrosetti and Rabinowitz is used to
verify the PalaisSmale condition of the Euler functional associated to (P),
and it implies that f is superlinear at +, i.e., lims  + ( f (x, s)s)=+
(uniformly in x # [0, 1]).
Here we show that the technical condition, and even the superlinearity
at +, is not essential in order to prove existence of solution of (P). In
fact, we only assume a more general condition of LandesmanLazer [10]
type: there exist =>0, s$<0 (which we can suppose, without loss of generality,
to be the same numbers in condition ( f1)) and s0>0 such that
{f (x, s)+=&
1
0 h(x) dx
&10 h(x) dxf (x, s)&=
\ss$, \x # [0, 1].
\ss0 , \x # [0, 1].
( f2)
Similar to the hypothesis ( f1), in the case in which the uniform limits in
x # [0, 1] lims  \ f (x, s) exist, we can give an equivalent condition to ( f2):
lim
s  &
f (x, s)<&|
1
0
h(x) dx< lim
s  +
f (x, s).
Note that condition ( f2) imposes some restrictions on the ratio f (x, s)s
introduced in ( f1). Indeed, lim infs  & ( f (x, s)s)0, \x # [0, 1]. Conver-
sely, it is obvious that if there exists * :=lims  & ( f (x, s)s)>0 (uniformly in
x # [0, 1]), then the first inequality of condition ( f2) is redundant.
Condition ( f2) is not particularly restrictive. In fact, if f (x, s)#f (s) is an
increasing function, then it is easily seen that it is a necessary condition for
the existence of solution of (P).
Observe that under our assumptions, the nonlinearity could cross any
number (finite or infinite) of eigenvalues of &d 2dx2 in (0, 1) with zero
boundary Neumann condition. We remark that for the Dirichlet problem,
even in the P.D.E. case, there is a vast amount of literature on these kinds
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of problems. We mention the papers of AmbrosettiHess [1], Ambrosetti
Prodi [2], AmannHess [4], De Figueiredo [6], De FigueiredoSolimini
[8] and LazerMcKenna [11]. Dancer [5] and KannanOrtega [9] studied
the one dimensional case.
We can now formulate our main results.
Theorem 1. Assume ( f1 ) and ( f2 ). Then (P) has a solution.
Observe that this theorem improves Theorems 1 and 2 in [7] (see
Corollaries 5 and 6, below).
The proof of this theorem is based on variational methods. That is, we
consider the Euler functional associated to (P)
I(u)= 12 |
1
0
u$2(x) dx&|
1
0
F(x, u(x)) dx&|
1
0
h(x) u(x) dx, \u # H1(0, 1)
where F(x, s)=s0 f (x, t) dt. It is easily seen that I is of class C
1 with
(Fre chet) derivative I$(u) at each u # H 1(0, 1) given by
I$(u)(v)=|
1
0
u$v$ dx&|
1
0
f (x, u)v dx&|
1
0
hv dx, \v # H1(0, 1).
Thus the critical points of I are just the (weak) solutions of (P). With the
purpose of finding critical points of the functional I, we apply the moun-
tain-pass theorem of AmbrosettiRabinowitz [3]. Therefore, we need to
verify some geometrical and compactness properties of the functional I.
The next section is devoted to prove the PalaisSmale condition, while in
Section 3 we prove Theorem 1. In order to do this, we use a natural and
intrisic characterization of ?24:
Theorem 2. Let M :=[u # H1(0, 1) : maxx # [0, 1] u(x)=0]. Then
min
u # M"[0]
10 u$
2 dx
10 u
2 dx
=
?2
4
.
Furthermore, the minimizing functions are [a sin(?2)x : a # R&] and
[a cos(?2)x : a # R&].
An equivalent variational characterization of this value can be found
in [7]. Here we give a shorter proof, using elementary techniques (see
Appendix). Moreover, an extension to the p-Laplacian operator is given in
Section 4.
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2. THE PALAISSMALE CONDITION
We remind the reader that a functional I: H1(0, 1)  R satisfies the
PalaisSmale condition if every sequence [un]/H 1(0, 1) with [I(un)]
bounded and I$(un)  0 in H &1(0, 1), contains a convergent subsequence.
Here we prove a stronger condition.
Lemma 3. Assume ( f1) and ( f2) and let [un]/H1(0, 1) be a sequence
such that I$(un)  0 in H&1(0, 1). Then [un] contains a convergent subsequence.
Proof. Let [un]/H1(0, 1) be a sequence such that
}|
1
0
u$nv$ dx&|
1
0
f (x, un)v dx&|
1
0
hv dx }=n &v&, \v # H, (2.1)
where =n  0 and & }& denotes the H1(0, 1) norm, namely
&u&2=|
1
0
u2 dx+|
1
0
u$2 dx.
By standard arguments it is sufficient to prove that [un] is bounded. We
argue by contradiction. Suppose that [un] is not bounded. Without loss of
generality we can assume &un&  +. Let us define zn=un&un&. Obviously
&zn&=1, \n # N and then it is possible to extract a subsequence (denoted
also by [zn]) converging weakly to a function z0 # H 1(0, 1), and strongly
in C[0, 1].
If we divide (2.1) by &un & we have
} |
1
0
z$nv$ dx&|
1
0
f (x, un)
&un&
v dx&|
1
0
h
&un&
v dx }=n &v&&un& , \v # H.
(2.2)
Taking, respectively, v=1, v=z0 , and v=zn in (2.2) and taking limits as
n  , we deduce
|
1
0
f (x, un)
&un&
dx  0, (2.3)
|
1
0
f (x, un)z0
&un&
dx  |
1
0
z0$2 dx, (2.4)
|
1
0
zn$2 dx&|
1
0
f (x, un)zn
&un&
dx  0. (2.5)
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It follows from conditions ( f1) and ( f2) that there is a s"<0 such that
| f (x, s)|
?2
4
|s|
for all ss", and it follows from condition ( f2) that there exists K>0 such
that
| f (x, s)| f (x, s)+K
for ss". Using the two above inequalities one obtains
|
1
0 }
f (x, un)
&un& } dx
?2
4 |uns"
|un |
&un&
dx+|
uns" _
f (x, un)
&un&
+
K
&un&& dx
and
|
uns"
f (x, un)
&un&
dx|
1
0
f (x, un)
&un&
dx+
?2
4 |uns"
|un |
&un&
dx.
Thus
|
1
0 }
f (x, un)
&un& } dx
?2
2 |
1
0
|z&n | dx+|
1
0
f (x, un)
&un&
dx+|
1
0
K
&un &
dx. (2.6)
From this and (2.3) the sequence [ f (x, un)&un&] is bounded in L1(0, 1).
So, since zn converges to z0 in C[0, 1] we deduce
|
1
0
f (x, un)(zn&z0)
&un&
dx  0.
This, (2.4), and (2.5) give us 10 zn$
2 dx  10 z0$
2 dx. Thus, zn  z00 in H 1(0, 1).
Now, taking v=1 in (2.1), we deduce
|
1
0
f (x, un) dx  &|
1
0
h(x) dx, (2.7)
and then, from ( f2) it is deduced that z0 vanishes at some point. Indeed, in an-
other case, if z0>0 (respectively, z0<0), we would have [minx # [0, 1] un(x)] 
+ (respectively, [maxx # [0, 1] un(x)]  &), and, by ( f2), we would
have a contradiction with (2.7).
In addition, we claim that z&0 # M"[0]. Otherwise, since z0 vanishes at
some point, minx # [0, 1] z0(x)=0. Then, taking limit as n   in (2.6) we
deduce from (2.3) that [ f (x, un)&un &] converges to 0 in L1(0, 1). Hence,
from (2.4), it is deduced that z0 is a constant function, contrary to our
assumption.
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Now, observe that from ( f1) there exists =>0 and K$>0 such that
f (x, u&n )\?
2
4
&=+ u&n &K$. (2.8)
Thus, by taking v=z&n in (2.2) and using (2.8), we deduce that
|
1
0
z0&$2 dx= lim
n   {|
1
0
f (x, un)
&un&
z&n dx=\?
2
4
&=+ |
1
0
z&20 dx,
which contradicts Theorem 1.2. K
3. THE MAIN RESULTS
Proposition 4. Assume ( f1). Then I is bounded from below in M.
Proof. By using ( f1) to deduce (2.8) we obtain that for every u # M
|
1
0
F(x, u) dx
1
2 \
?2
4
&=+ |
1
0
u2 dx&K$ |
1
0
u dx.
This and Theorem 2 gives us
I(u)
=
2 |
1
0
u2(x) dx+K$ |
1
0
u(x) dx&|
1
0
h(x) u(x) dx, \u # M.
Using Holder inequality the purpose is attained. K
Proof of Theorem 1. From ( f2) it is easy to check that
lim
k  &
I(k)= lim
k  +
I(k)=&
(Where k denotes the constant function k # R).
Hence, by Proposition 4, there exists K0>0 such that
max[I(&K0), I(K0)]< inf
u # M
I(u).
Then we define the set of paths
1 :=[#: [0, 1]  H : # is continuous, #(0)=&K0 , #(1)=K0].
Geometrically speaking, the set M ‘‘separates’’ the constant functions K0
and &K0 ; i.e., #([0, 1]) & M{<, \# # 1. Then, by the mountain-pass
theorem, c :=inf# # 1 maxu # #([0, 1]) I(u) is a critical value. K
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Corollary 5. Suppose that there exist (uniformly in x # (0, 1)) the limits
* := lim
s  &
f (x, s)
s
lim
s  +
f (x, s)=+.
Then, if 0<*<?24, (P) has a solution for every h # L2(0, 1). K
This is an improvement of Theorem 2 in [7]. As observed in the intro-
duction, we show that the superlinearity of f is just a technical condition,
but not essential for the existence of solution of (P).
Corollary 6. Suppose that there exist (uniformly in x # (0, 1)) the
limits
lim
s  &
f (x, s)=0 lim
s  +
f (x, s)=+.
Then, (P) has a solution for every h # L2(0, 1) such that 10 h(x) dx<0. K
In addition, note that if f is a positive function, then (by integrating (P))
it follows easily that 10 h(x) dx<0 is also a necessary condition for the
existence of a solution of (P). Hence, Corollary 6 improves Theorem 1 in
[7].
4. EXTENSION TO THE p-LAPLACIAN AND FINAL REMARKS
One may observe that the crucial fact in the proof of the previous results
is the immersion of the Sobolev space H1(0, 1) into the space of the
continuous functions in [0, 1]. As is well-known, this is an exclusive
property of the one dimensional case. For this reason our arguments do
not work for the P.D.E. version of (P) in a general smooth bounded domain
0/RN ; i.e., when the differential operator d 2dx2 in (0, 1) is replaced by
the Laplacian operator 2 in 0 and the boundary condition u$(0)=u$(1)=0
is replaced by un=0 on 0. However, since the Sobolev space W1, p(0) is
(compactly) embedded in C(0 ) for p>N, we could obtain some results for
the p-Laplacian 2p#div( |{( } )| p&2 {( } )). Specifically, consider the problem
&2pu=f (x, u)+h(x), x # 0
= (P$)un=0, x # 0
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where p>N, h # L p$(0), and f # C(0 _R, R). Similarly to the case p=2,
N=1 let us define the value #p, 0 depending on 0/RN and p>N by
#p, 0 := min
u # Mp, 0"[0]
0 |{u| p dx
0 |u| p dx
,
where Mp, 0 :=[u # W 1, p(0) : maxx # 0 u(x)=0].
It is easy to check (following the ideas of Lemma 8) that #p, 0 is a well-
defined positive number.
The following theorem may be proved in much the same way as
Theorem 1 and the details are left to the reader.
Theorem 7. Let p>N, h # L p$(0) and f # C(0 _R, R) satisfying ( f2)
and
lim sup
s  &
f (x, s)
|s| p&2 s
<#p, 0 ( f1$)
(uniformly in x # 0 ). Then (P$) has a solution. K
Note that Theorem 2 is nothing but the statement that #2, (0, 1)=?24. It
seems to be very difficult to obtain in general the explicit expression of
#p, 0 . However, following the ideas of Theorem 2, it is possible to obtain
this value in the one dimensional case. Specifically, for any interval (a, b)/R
and p>1, one has
#p, (a, b)=
p&1
(b&a) p \|
1
0
ds
(1&s p)1p+
p
,
which is the first eigenvalue of the p-Laplacian in (a, b) with mixed boundary
conditions.
To conclude, an interesting question is whether Theorem 1 is still true if
we replace the number ?24 by a greater value :. Even more, it would be
desirable to obtain the optimal value : for which solution can be expected.
Theorem 1 states ?24:. The following example shows us that :?2.
Example. Consider the problem
&u"=?2u+h(x), x # (0, 1)=u$(0)=u$(1)=0
where h # L2(0, 1). It is well-known that, since ?2 is the second eigenvalue
of &d 2dx2 with zero Neumann boundary condition, this problem has
solution iff 10 h(x) cos ?x dx=0.
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APPENDIX
This appendix will be devoted to the proof of Theorem 2. For the
convenience of the reader we prove some lemmas.
Lemma 8. Let
# := inf
u # M"[0]
10 u$
2 dx
10 u
2 dx
.
Then this infimum is attained, that is, there exists a function u0 # M"[0]
such that 10 u0$
2 dx10 u
2
0 dx=#>0.
Proof. Let [un]/M"[0] be a minimizing sequence. Without loss of
generality we can assume 10 u
2
n dx=1. Then 
1
0 un$
2 dx  # and it follows
that [&un&H1] is bounded. So, we can supposse, up to a subsequence, that
un ( u0 in H1(0, 1) and un  u0 in L2(0, 1) and L(0, 1). The strong
convergence in L2(0, 1) and L(0, 1) gives us 10 u
2
0 dx=1 and u0 # M.
The weak convergence in H1(0, 1) implies 10 u0$
2 dxlim inf 10 un$
2 dx=#.
Therefore u0 is a minimizing function. Since u0 is not constant it follows
that #>0. K
Remark 9. In an analogous way we can define for any interval [a, b]/R
the set Ma, b=[u # H 1(a, b) : maxx # [a, b] u(x)=0] and
#a, b := inf
u # Ma, b"[0]
ba u$
2 dx
ba u
2 dx
.
Since the mapping u [ u~ (x) :=u((x&a)(b&a)) is a bijection between M
and Ma, b , we deduce
#a, b=
#
(b&a)2
. (A1)
Lemma 10. If u0 is a minimizer in Lemma 8, then u0(x)<0, \x # (0, 1).
Proof. Suppose that the assertion of the lemma is false. Then there exists
x0 # (0, 1) such that u0(x0)=0. Since u0|[0, x0 ] # M0, x0 , u0|[x0 , 1] # Mx0 , 1 and
(A1) we have
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#=
10 u0$
2 dx
10 u
2
0 dx
=
x0
0
u0$2 dx+1x0 u0$
2 dx
10 u
2
0 dx

(#x20) 
x0
0
u20 dx+(#(1&x0)
2) 1x0 u
2
0 dx
10 u
2
0 dx
min { #x20 ,
#
(1&x0)2=>#,
which is a contradiction. K
Proof of Theorem 2. By the previous lemma there is no loss of generality
in assuming u0 # X0=[u # H1 : u(1)=0]. (If it is not so, u0(0)=0 and it
suffices to consider the function u0(1&x).)
On the other hand *=?24 is the first eigenvalue of the following problem
with mixed boundary conditions:
&u"=*u x # (0, 1)=u$(0)=u(1)=0
which can be characterized by
min
u # X0"[0]
10 u$
2 dx
10 u
2 dx
=
?2
4
,
being [a cos(?2) x : a # R"[0]], the minimizing functions. Since this set
contains functions of M"[0], we conclude
#= min
u # M"[0]
10 u$
2 dx
10 u
2 dx
= min
u # M & X0"[0]
10 u$
2 dx
10 u
2 dx
= min
u # X0"[0]
10 u$
2 dx
10 u
2 dx
=
?2
4
,
which proves the theorem. K
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