A spectrahedron is the feasible region of a semide nite program. In this paper, we investigate the conditions under which a given spectrahedron is polyhedral. Characterizations of those matrix maps for which the associated spectrahedron is polyhedral are derived. It is then shown that, while polyhedrality is CoNP-Hard to detect in general, under certain assumptions, it can be recognized in randomized polynomial time.
Introduction

Problem of Interest and Motivation
The problem of semide nite programming (SDP) has recently received much attention (see survey articles 1], 10], 14]). This paper investigates certain properties of the feasible regions of SDPs, called spectrahedra, which are sets considered to be given in the form:
x i Q i 0g; (1) for some n n symmetric matrices Q 0 ; ::; Q m . Here, denotes the L owner partial order (i.e., A B i A?B is positive semide nite). Spectrahedra are closed convex sets and are the feasible regions of semide nite programs.
Every polyhedron has a spectrahedral representation: if P = fxjAx bg, then P = fxjDiag(b?Ax) 0g.
Therefore, every polyhedron is a spectrahedron. In this paper, the converse of this observation is investigated. More speci cally, characterizations of matrix maps for which the associated spectrahedron is polyhedral are derived and the complexity of recognition of such maps is investigated.
At the outset, observe that, if there exists a nonsingular matrix X such that X T (Q 0 ? P m i=1 x i Q i )X = Diag(b?Ax) for some matrix A and vector b, then S is precisely equal to the polyhedron fxjAx bg. In other words, a spectrahedron is polyhedral if the associated matrix map can be diagonalized via a congruence 6] . While the converse of this observation does not hold, it still does provide the basis for the decomposition type characterization of polyhedrality given in x2. With regards recognition complexity, the main problem of interest is to determine the complexity of the following decision problem: given integral matrices Q 0 ; : : :; Q m , determine if the spectrahedron de ned in (1) is a polyhedron. Our investigation was originally motivated by the connections between spectrahedra and perfect graph theory 5], which will be brie y explained here. A graph is said to be perfect, if the clique number of any induced subgraph equals its coloring number. Let us associate with any graph G = (V; E) on n vertices a spectrahedron de ned by: S(G) = f(x; Y )jx 2 < n ; Y 2 S n ; Y ij = 0 8 (i; j) 2 E; 1 x T x Y 0g;
and consider its projection:
TH(G) = fxj9Y such that (x; Y ) 2 S(G)g:
As is well known, the stability number (which is NP-hard to compute for general graphs) of a perfect graph G equals the maximum value that the linear objective function e T x achieves over TH(G). This and related facts gives rise to polynomial time algorithms for the computation of the stability number and several other invariants for perfect graphs. The complexity of recognizing perfect graphs, is yet unresolved. But, in 5], it was shown that a graph G is perfect if and only if TH(G) is a polyhedron. Thus, the recognition complexity of perfect graphs reduces directly to that of polyhedrality of projected spectrahedra, and this fact provided the motivation for this investigation. It should however be emphasized that in this paper we deal with the polyhedrality of spectrahedra, and the extension of these results to the more general case of projections of spectrahedra appears to be di cult and it has not yet been carried out.
A sketch of the results of this paper is as follows. In x2.1, we derive a general decomposition type characterization for the polyhedrality of a full dimensional spectrahedron. In x2.2, we introduce the notion of an irredundant matrix map, and show that when the results of x2.1 are specialized to this case, one obtains stronger characterizations. In section x3, we derive complexity results based on the results of x2.
In particular, it is shown that the general problem of recognizing when a matrix map is polyhedral is CoNP-Hard, while it is randomized polynomial time solvable under the assumptions of irredundancy and full dimensionality.
Notation
As usual, < n and < m denote the Euclidean spaces of dimension n and m respectively, while the space of n n real symmetric matrices will be denoted by S n . We write A B (respectively A B), if A ? B is positive semide nite (respectively positive de nite), sometimes abbreviated as PSD. The relations and have similar meanings. If X is a nonsingular matrix, then the operator that takes each A 2 S n to X T AX is called the congruence operator.
The dot product (on S n ) P i;j A ij B ij is denoted by A B. We will consider matrix maps of the type < m ! S n . A linear matrix map has the form
where Q i 2 S n , and an a ne map has the form Q a (x) = Q 0 ? Q(x); where Q 0 2 S n and Q(x) is linear.
A spectrahedron is a set of the type S = fxjQ a (x) 0g;
where Q a (x) is an a ne matrix map. Spectrahedra are the central object of interest in this paper. Further notation and de nitions will be introduced as and where necessary.
Characterizations of Polyhedrality
A General Decomposition Characterization
The main result of this section is the following.
Theorem 1 A full dimensional spectrahedron S = fxjQ a (x) 0g is polyhedral if and only if there exists a
where D(x) is a k k diagonal a ne matrix map (k n), and S = fxjD ii (x) 0 8 i = 1; ::; kg.
It should be mentioned that, similar results have been established in the context of convexity and polyhedrality of ranges of quadratic maps in 3] and 2]. However, a relatively direct application of the results of those articles to our situation does not seem evident.
The following example shows that the assumption of full-dimensionality is not dispensable. is PSD (resp., PD).
The Euclidean ball of radius r around a point z is denoted by B(z; r). Two sets S 1 and S 2 are said to be locally isomorphic at some z 2 S 1 \ S 2 , if for some r > 0 S 1 \ B(z; r) = S 2 \ B(z; r):
This geometrically intuitive notion proves to be very useful in the analysis given below.
The following technical Lemma deals with matrix mapsQ a (x) in a certain \canonical form": one for whichQ a (0) is a diagonal PSD matrix with all the nonzero diagonal entries appearing in the top-left block. Note that if Q a (x) is any arbitrary map with a feasible solution z (i.e., Q a (z) 0), one may then apply a translation followed by a congruence to reduce it to the canonical form; such an exercise will be carried out in the proof of Lemma 3 (see also 9]). The lemma characterizes the existence of local isomorphism (at the origin) between a spectrahedron S and a half space. Also let H = fxja T x 0g, where a 6 = 0. Then S is locally isomorphic to H at 0 i the following hold:
1. C(x) is nontrivial (i.e. it is not 0 0 in size). 2. C(x) = (a T x) C for some C 0. Thus, there exist matrices C and B such that C(x) = (a T x) C and B(x) = (a T x) B:
Take any x 2 B(0; r) such that a T x > 0. Then x 2 S, and so C(x) 0. Therefore, (a T x) C 0, which means that C 0. We claim that C 0. If not, then C must be singular. Let us take any x such that C(x) 0 (such an x was hypothesized to exist), and for this x (a T x) C 0; which contradicts the singularity of C. Thus we conclude that C 0, and conditions 2 and 3 now follow. 2 The lemma below employs the result of Lemma 2 and speci es a characterization of local isomorphism between a spectrahedron (not necessarily given in the canonical form) and a hyperplane.
Lemma 3 Let S = fxjQ a (x) 0g be a full-dimensional spectrahedron and H = fxja 0 + a T x = 0g be a hyperplane and x 2 S \ H. Then Proof: Su ciency is easily shown.
To prove necessity, rst observe that (see 9]) there exists a nonsingular matrix W such that
and int(S) = fxjP a (x) 0g. Of course, S = fxjP a (x) 0g. Suppose now that S and H are locally isomorphic at x. Consider the spectral decomposition of P a ( x):
Then, using the translation z = x ? x, we de nê P a (z) := U T P a ( x + z)U 0 and observe that this map will have the form: De ne the spectrahedron S 0 = fxjQ a (x) 0g. Now, for any i 2, from the choice of r i , S \ B( x i ; r i ) = S 0 \ B( x i ; r i ), and thus, S 0 is locally isomorphic to H i at x i for each i 2. Successive applications of Lemma 3 for i = 2; ::; l will yield that there exists a decomposition of Q a (x) as depicted in the statement of the theorem (with the zero diagonals being incorporated in the D(x) part), and the proof of the theorem is complete. 2.
The essence of the theorem is that, every facet of a spectrahedron can be \exposed" via the application of a congruence transformation to the matrix map de ning the spectrahedron.
One interesting consequence of the theorem is the following corollary for which no assumption of full dimensionality is required.
Corollary 1 If S is a polyhedron, then it has at most n facets. Proof: Let T denote the a ne hull of S. Then, there exists an a ne transformation of the form x = Ay +b, where the size of y is exactly the dimension of T. Then, letting P a (y) = Q a (Ay + b), it can be seen that S 0 = fyjP a (y) 0g is a nely isomorphic to S and is full dimensional. One can then apply Theorem 1 to conclude that there exists a decomposition of P a (y) as described there. Since each of the facets of S 0 must be represented by at least one diagonal entry, it follows that the number of facets of S 0 is at most n. Therefore, the polyhedron S has at most n number of faces of dimension dim(S) ? 1. 2
Redundancy and Polyhedrality
A matrix map Q a (x) is said to be spectrahedrally redundant (or redundant, for short) if for some k < n there exists a k-by-n matrix W such that Q a (x) 0 is equivalent to WQ a (x)W T 0, i.e. fxjQ a (x) 0g = fxjW T Q a (x)W 0g:
The map Q a (x) is irredundant if it is not redundant. It is clear that in the de nition of redundancy it su ces in particular to choose k to be n ? 1.
A more transparent, but equivalent view of redundancy can be given as follows. The map Q a (x) is redundant, if there exists a nonsingular matrix X such that X T Q a (x)X = P a (x) 0 0 R a (x) ;
and S = fxjP a (x) 0g.
The above concept of redundancy generalizes the familiar notion of redundant linear inequality systems in linear programming theory. More speci cally, an inequality system \Ax b" is redundant, if there exists a nontrivial subsystem \Cx d" which describes the same polyhedron as the original system. The lemma below relates the two notions of redundancy.
Lemma 4 Let the polyhedron P = fxjAx bg be full-dimensional, where A is an n l matrix. Then the system \Ax b" is redundant if and only if the matrix map Diag(b ? Ax) is redundant. Proof: The \only if" part is easy to verify, and it is left to the reader. Suppose now that the matrix map Diag(b ? Ax) is redundant. Then, via an application of Corollary 1, one can deduce that the polyhedron P has at most n ? 1 facets, which from the full dimensionality implies that the system Ax b has at least one redundant constraint. 2 A closer look at Theorem 1 reveals that the \residual" diagonal blockQ a (x) described there is simply redundant towards describing S. The assumption of irredundancy will clearly eliminate this block and, furthermore, imply that each facet is represented in the decomposition exactly one, and that there are no super uous zero diagonal entries in the decomposition. These facts together give rise to strong characterizations of polyhedrality for this case given in the theorem below.
Theorem 2 Suppose that a matrix map Q a (x) is irredundant and that the spectrahedron S = fxjQ a (x) 0g is full-dimensional. Then the following are equivalent:
1. S is polyhedral. 2. There exists a nonsingular matrix X such that map X T Q a (x)X is diagonal. 3. For every x in the interior of S, and for every i; j, Q i (Q a ( x) ?1 )Q j = Q j (Q a ( x) ?1 )Q i :
4. For some x in the interior of S, and for every i; j, Q i (Q a ( x) ?1 )Q j = Q j (Q a ( x) ?1 )Q i :
5. The following polynomial identity in x holds for every i; j: Q i (Adj(Q a (x)))Q j = Q j (Adj(Q a (x)))Q i :
6. The polynomial det(Q a (x)) can be factored completely into a product of a ne functions with real coe cients.
Proof: At the outset, let us establish the following simple fact which will be used repeatedly in our proof: if
x is any interior point of of S, then Q a ( x) 0. Suppose not, and let v be any nonzero vector in the null space of this matrix. It is well known (see 9] for instance) that null space is constant over the relative interior of any given face, and therefore v is in the null space of Q a (x) for every x in the interior of S. This implies that Q a (x)v = 0 for all x in the interior. Since the interior is a full dimensional set, the above equation must be an identity, and therefore Q i v = 0 8 i. If V is an n n orthogonal matrix whose nth column is v, then V T Q a (x)V will be of the form: 0 0 0 ; which implies that Q a (x) is redundant. Thus Q a ( x) 0.
It is clear that 2 implies 1. To prove the reverse implication, we apply Theorem 1, and observe that Q a (x) part of the decomposition given there is nonexistent owing to the irredundancy of Q a (x).
The implications 2 ) 3 ) 4 ) 2 will make the rst four conditions equivalent. Suppose that 2 holds, and X be the said nonsingular matrix. Then De ne the symmetric matrices P i = Q a ( x) ?1=2 Q i Q a ( x) ?1=2 ; i = 0; ::; m: Then, condition 4 gives that P i P j = P j P i 8 i; j; and hence fP i g m i=0 is a commuting family of symmetric matrices, implying that there exists an orthogonal matrix U that (see 6]) U simultaneously diagonalizes the P i . Setting X = Q a ( x) ?1=2 U, one can then verify that X T Q a (x)X is a diagonal matrix map.
The equivalence of 3 and 5 will now be shown. If 5 holds, then dividing the identity as evaluated at any interior point x by the nonzero det(Q a ( x)), we can see that 3 holds. For the contrary, start with an arbitrary interior point x, and suppose that the conditions of 3 hold. Then multiplying those equations by det(Q a ( x)) will give Q i (Adj(Q a ( x)))Q j = Q j (Adj(Q a ( x)))Q i 8 i; j; for every interior point x of S. Since the interior is a full dimensional set, the polynomial identities Q i (Adj (Q a (x) ))Q j = Q j (Adj(Q a (x)))Q i 8 i; j in x must hold.
Finally, it is shown that 2 ) 6 ) 1 which will complete the proof. If X T Q a (x)X equals D(x), a diagonal map, then det(Q a (x)) = det(D(x))=(det(X)) 2 ; implying 6 . Suppose now that 6 holds. First note that the determinant is not identically zero. Let
where each l i is an a ne function. Consider the open set
It is clear that the interior of S (which is a connected set) is a subset of of H. It is claimed that, in fact, the interior of S is a connected component of of H. To prove this, let x 2 int(S) and y 2 H be such that there exists a path joining x and y and lying entirely in H. Note that det(Q a (x)) = 0 on the boundary of S, and therefore, it follows that the path begins in the interior and will never cross the boundary of the convex set S, implying that it lies entirely in the interior. Therefore, y 2 int(S). and it therefore follows that S is polyhedral. The proof of the theorem is now complete. 2. Note that among the ve characterizations of polyhedrality (under full dimensionality and irredundancy) given, the last three have a distinct algorithmic avor. In particular, we will use 4 and 5 to establish some algorithmic results in the section to follow.
Complexity Results
The main problem whose complexity is of interest is the following:
Instance: Integer n n matrices Q 0 ; ::; Q m . Polyhedrality Recognition Problem (PRP): Is the spectrahedron S = fxjQ a (x) 0g polyhedral?
The size of an instance is taken to be given by the triple (n; m; L), where L is the maximum among the bitlengths of the entries of the matrices Q i .
We will begin by showing that the PRP is NP-Hard. The reduction will be from the Partition Problem, which is stated as follows: Given positive integers a 1 ; :; ; a n , determine whether there exists a partition I I c of the index set f1; ::; ng such that Any binary vector in P is an extreme point of P. Every non-binary extreme point of P has a bitlength that is polynomial in the problem size. From this it follows that one can nd a positive rational number of polynomial bitlength such that x T x n ?
for every non-binary extreme point of P.
With a slight change (and abuse) of notation, let B(r) denote the ball of radius p r around 0,i.e., B(r) = fxjx T x rg:
It is claimed that the following are equivalent: P = P \ B(n ? ). P \ B(n ? ) is polyhedral.
The partition problem has no solution.
Proof of the claim: First consider the case when the partition problem has a solution. Then, intersecting P with the ball B(n? ) will remove all of the binary vectors that comprise solutions of the partition problem.
Furthermore, the intersection P \ B(n ? ) is nonpolyhedral: let x 2 P be binary. Then, the vector y = ( p (n ? )=n)x is in the relative interior of P and on the boundary of B(n? ). Therefore, P \B(n? ) is locally isomorphic to B(n ? ) \ fxja T x = 0g, which implies that it is nonpolyhedral.
On the other hand, when the partition problem has no solution, from the choice of , every extreme point of P lies inside B(n ? ) and since the former set is polyhedral and the latter set is convex, it follows that P B(n ? ) and P = P \ B(n ? ). 2.
Since one can write the set P \ B(n ? ) as the following a ne semide nite inequality: it follows that the polyhedrality recognition problem is CoNP-Hard. Obviously, it also follows that checking whether the projection of a spectrahedron onto a linear subspace is polyhedral is CoNP-Hard.
Further, observe that the partition problem has no solution if and only if the constraint x T x n ? is \redundant" for the inequalities that de ne P. It thus follows that this type of redundancy is CoNP-Hard to recognize. However, at this point, we cannot show that the recognition of redundancy as de ned and applied in x2.2 is CoNP-Hard or not.
Interestingly, if make the assumptions that the spectrahedron of interest is full-dimensional and that the de ning matrix map Q a (x) is irredundant, then Theorem 2 enables us to show some fairly strong polynomial complexity results for polyhedrality recognition. These results are sketched in the following.
1. Using (4) of Theorem 2, it follows that if we have at our disposal a rational interior feasible solution x with polynomial bitlength (guaranteed, say, by restricting to a special class of instances) then simply verifying the equalities Q i (Q a ( x) ?1 )Q j = Q j (Q a ( x) ?1 )Q i for every i; j su ces. Thus, the problem is polynomial time solvable for this case. 2. However, general full-dimensional spectrahedra de ned by rational semide nite inequalities need not necessarily contain an interior solution of polynomial bitlength (see examples in 8]). Also, the complexity of verifying whether a semide nite inequality is feasible (or strictly feasible) is currently unknown (see 8] for related results, and a discussion). Let us consider the case in which we can somehow ascertain that there exists some x satisfying the inequality Q a (x) 0. One can then attempt to verify the condition Q i (Adj(Q a (x)))Q j = Q j (Adj(Q a (x)))Q i for every i; j. But, a direct computation of the polynomials involved in the identity is made di cult by the fact that these multivariate polynomials may have exponentially many terms. However, by using the Schwartz's principle 12] (see also 13]), one can prove that the identities can be veri ed in randomized polynomial time. Therefore, under the assumption stated, polyhedrality problem is solvable in randomized polynomial time.
Closing Remarks
The following questions should make for interesting further investigations.
1. Can we eliminate the assumption of full dimensionality that was used in most parts of this paper? The problem appears to turn very complex. In this case, one may need to employ the ELSD duality theory presented in 8] to derive characterizations of polyhedrality. 2. Can one establish deterministic polynomial time complexity results for polyhedrality recognition for the case of full-dimensional and irredundant spectrahedra? It appears likely (though perhaps not easy to prove) that when a full dimensional spectrahedron is polyhedral, then its volume is singly exponential in the problem size. 3. Can the factorization condition of Theorem 2 (6) be turned into an e cient recognition algorithm?
4. Is there a natural extension of the results of this paper to the more general case of projected polyhedra? This question, as inferred in x1.2 could have many important applications to combinatorial optimization. A rst important step in that direction might be a satisfactory extension of the notion of redundancy to this setting. 5. Characterization of when a projected spectrahedron is a spectrahedron appears to be a very interesting problem as well.
In particular, what are the conditions on a graph under which the projected spectrahedron TH(G) is spectrahedral (of course, this condition is necessary for G to be perfect)?
