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Abstract
We examine topics related to the geometric structure of Banach lattices of various
classes, their properties, and classification using tools from functional analysis and
mathematical logic. This work can be roughly divided into four parts. The first part
(Chapter 2) presents several geometric results on Banach lattice analogues of classical
Banach space theorems which ground results from later sections. The second part
(Chapters 3 and 4) presents various results on the descriptive complexity of classes of
Banach lattices and determines the complexity of the lattice isomorphism and isometry
equivalence relations. The focus of the third part (Chapter 5) is the construction
of a lattice isometrically universal separable ”Gurarij” Banach lattice by combining
properties of the geometric structure of Banach lattices with Fräıssé machinery that
was developed in the context of continuous logic. Finally, we return to geometric
considerations in the fourth and last part in chapter 6, which describes a method of
renorming AM spaces so that the only lattice isometry is the trivial isometry.
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1.1 Motivation and overview
This thesis treats on various topics tied to the geometry, structure, and categorization
of Banach lattices using tools both from analysis and mathematical logic. It includes
results from three papers [64, 65, 70] as well as additional previously unpublished work.
While the topics at a first glance seem unrelated, my hope is that it gives an adequate
initial display of the interplay between the geometric and ”definable” properties of
Banach lattices.
Banach lattices are Banach spaces which, intuitively, carry with them our basic
notions about order applied to functions. For instance, it is true that we do not con-
sider f(x) = x along [-1,1] to be ”greater than” or ”less than” f(x) = 0. Presumably
though, we want to be able to say that if f(x) > 0 for all x in the specified domain,
then we can say it is ”greater” than 0. At least, then, we have a partial order which
expands our notion of the ordering of R. In addition, we want the norm to be related
to the order: specifically, if f ≤ g (that is, if 0 ≤ g − f), and 0 ≤ f , then ‖f‖ ≤ ‖g‖.
We also want the linear operations to interact well with this partial order in a manner
similar to how order is preserved by multiplication by positive scalars or by addition.
Finally, lattices are equipped with greatest lower and least upper bound operations.
When applied to R these operations are quite simple: between two numbers, pick the
smallest (or largest) one, or for real-valued functions f and g, one can pick pointwise
minimum (or maximum) values to get f ∧ g (or f ∨ g).
The extra partial order, least upper bound, and greatest lower bound operations
in Banach lattices is not too complicated. Many classical Banach spaces (`p, Lp(µ),
C(K)) also come naturally equipped with the Banach lattice structure. Yet this addi-
tional structure results in some beautiful theorems that tell us much more about the
geometry of a given space. It allows us isolate various properties that can completely
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characterize a class of lattices, often in a way that cannot be done for Banach spaces.
In particular, we focus on two sets of tools from logic which make advantageous use
of the lattice structure.
The first is that of descriptive set theory. Descriptive set theory techniques are
used to answer certain questions about classes of structures according to notions of
complexity. For example, a class not being Borel means that it is too complicated to
be explicitly constructed in a ”nice” way. Descriptive set theory also provides a way
of describing how the resolution of a ”problem” might be reduced to solving another
”problem.” This is captured in the notion of complexity in equivalence relations, and
Borel reduction describes a concrete way of describing when equivalence (for example,
if two spaces are appropriately isomorphic, or if they are in the same orbit of some
group action) can be determined by another problem. Descriptive set theory tools
have been applied for various structures in functional analysis (see, for instance [6] for
a treatment on the interplay of descriptive set theory and Banach spaces).
The other set of tools we will be employing arise from continuous logic. Continuous
logic expands on the basic notions found in model theory to metric spaces. Sentences
over a metric structure are assigned some real value (typically between 0 and 1) rather
than being true or false, while relations and functions, as well as formulas in general,
are uniformly continuous functions. Under some mild conditions, one can derive con-
tinuous logic equivalents of the standard theorems in Model theory (see [14] for a fuller
treatment). Banach lattices are axiomatizable in continuous logic, which means that
we can apply its tools to understand them as models fulfilling a certain set of axioms.
The rest of Chapter 1 includes some definitions which feature in multiple chapters.
After this, we prove some preliminary results underlying the rest of chapters, as well
as several propositions regarding the relationships between lattices and certain char-
acteristic objects. In particular we prove that several functions mapping a lattice, or
a lattice and a point, to some object, like for example, another element or some closed
subset, are Borel. These functions are used throughout the rest of the work in proving
more advanced results.
Chapter 2, based on [64], presents various results on lattice analogues of geometric
notions in Banach space theory like extreme points and convex hulls. We define the
lattice versions: order extreme points and solid convex hulls, and prove various lattice
versions of classical geometric theorems, including separation by positive functionals,
”solid” Krein-Milman and Milman theorems, and a proof that the RNP is equivalent
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to the Solid Krein-Milman property.
Chapter 3 consists of results involving the descriptive complexity of various classes of
Banach lattices. We show the Borelness of p-convex/concave lattices, order continuity,
and subclasses of atomic lattices. With respect to the latter, the Fatou property comes
into play, since it enables one to define band-like behavior in a Borel way. We then delve
into classes of atomic order continuous rearrangement invariant (r.i) lattices. Our last
section discusses the isomorphically universal separable order continuous Pelczynski
lattice V , which we use to determine the descriptive complexity of certain non-Borel
classes of lattices such as KB lattices, dual lattices, and reflexive lattices.
Chapter 4 focuses on equivalence relations in Banach lattices. In particular, we show
that the isomorphism equivalence relation of Banach lattices is analytically complete,
and that the isometry relation is equivalent to the universal relation of group actions
on standard Borel spaces.
Chapter 5 deals with the similar concepts of homogeneity (coming from continuous
Logic) and universal disposition (coming from Banach space theory). Here, we show
that finitely generated Banach lattices form a Fräıssé class, and thus there exists an
isometrically universal, approximately ultra-homogeneous separable Banach lattice.
We also give various constructions of this lattice that reveal some of its interesting
properties. This chapter combines tools and concepts from continuous Logic as well
as ideas in functional analysis. We end with the construction of a Pelczynski lattice
with homogeneity properties using techniques established in the chapter.
Chapter 6 presents some results on equivalent renormings of lattices. Here we ex-
plore how separable AM-spaces can be renormed with equivalent renormings so that
the only lattice isometry on the space is the identity. This chapter forms the begin-
ning of some further investigations into the displayability of groups in Banach lattices
which are still in preparation.
1.2 Basic definitions
The following terms are used throughout this work:
A Banach lattice is a Banach space equipped with a partial order ≤ and operations
∨ and ∧, corresponding to least upper bound and greatest lower bound with respect
to ≤ satisfying the following:
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• For all x, y, z ∈ X, and a > 0, x ≤ y implies x+ z ≤ y + z and ax ≤ ay.
• Let |x| = x ∨ −x. Then for all x, y ∈ X, |x| ≤ |y| =⇒ ‖x‖ ≤ ‖y‖.
For references related to Banach lattices and their properties, see [61] and [3]. A
map φ : X → Y between Banach lattices is called a lattice homomorphism if it is
a bounded linear map that preserves that lattice operations: that is, for all x, y ∈ X,
we have φ(x) ∧ φ(y) = φ(x ∧ y). If ‖x‖ = ‖φ(x)‖ for all x ∈ X, then φ is a lattice
isometric embedding. If φ is a bijection, we call it a lattice isomorphism, and if it
preserves norms, we call it a lattice isometry. To check whether a linear map is also
a lattice homomorphism, by [1, Theorem 1.34], it is enough to check that it is positive
(x ≥ 0 =⇒ φ(x) ≥ 0) and preserves disjointness. That is, if x, y ∈ X and x ⊥ y (i.e.,
|x| ∧ |y| = 0), then φ(x) ⊥ φ(y). Sometimes, we might wish to focus on the amount
of distortion in an isomorphism. Suppose φ : X → Y is a lattice homomorphism such
that there is some fixed M such that
1/M‖x‖ < ‖φ(x)‖ < M‖x‖
for all x ∈ X. We then call φ an M-embedding. If φ is an M -embedding for some
M , we call it an isomorphic embedding, If φ is also a lattice isomorphism, we can
call it an M-isometry.
Let X be a Banach Lattice and suppose Y ⊆ X is a Banach sublattice. We say that
Y is an ideal if for all y ∈ Y and z ∈ X such that |z| ≤ y, z ∈ Y . By ideal, we mean
specifically a closed ideal, unless stated otherwise. If A ⊆ X, call the smallest ideal
containing all the elements in A the ideal generated by A. Similarly, if x ∈ X,
we call the smallest Banach lattice ideal containing x the principal ideal generated
by x. An ideal Y ⊆ X is called a band if for all increasing nets xα ↑ x ∈ X, with
0 ≤ xα ∈ Y , it follows that x ∈ Y . Y is called a projection band it is a band and
there exists another band Z such that X is lattice isometric to Y ⊕Z. Note here that
Y induces a projection: for any x ∈ X, you have x = y + z, with y ∈ Y, z ∈ Z, and y
is disjoint from z. the map sending x to y is a lattice projection.
An element e ∈ X is called an atom if e > 0 and for all 0 ≤ x ≤ e, x = re for some
r ∈ R. We say that a lattice is atomic if it is equal to the band generated by it atoms,
and it is atomless if it has no atoms. We also say that an element x ∈ X+ is atomless
if the ideal generated by x is atomless. An element x ∈ X+ is a quasi-interior point
if for all y ∈ X+, y = limn y ∧ (nx). A weaker notion is that of weak (order) units.
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An element x ∈ X+ is a weak unit of for all y ∈ X+, y = supn y ∧ nx. The difference
between the two is that with quasi-interior points, there is a convergence in norm,
while with weak units, it is only an order convergence. All quasi-interior points are
weak units, but the opposite is not the case. For properties of quasi-interior points
and weak units, see [3, pp. 266-267]).
We say that A ⊂ X is solid if for x ∈ X and z ∈ C, if |x| ≤ |z|, then x ∈ C.
In particular, x ∈ X belongs to C if and only if |x| does. Note that any solid set
is automatically balanced; that is, C = −C. If we focus on X+, we also say that
C ⊂ X+ is positive-solid if for any x ∈ X+, the existence of z ∈ C satisfying x ≤ z
implies the inclusion x ∈ C.
A Banach LatticeX has a Fatou norm if for all sequences xn ↑ x, where xn, x ∈ X+,
we also have ‖xn‖ ↑ ‖x‖. We also say that X has a weak Fatou norm is there exists
some constant M such that for all sequences of positive elements 0 ≤ xn ↑ x, we have
sup ‖xn‖ ≥M‖x‖.
X is order complete if every order bounded subset of X has a least upper bound.
Similarly X is σ-order complete if every sequence bounded above has an upper bound.
Since we are mainly dealing with separable spaces, if X is σ-order complete, then it is
also just order complete. We also say X is (σ)-order continuous if for all sequences
(xn) such that xn ↓ 0, we also have ‖xn‖ → 0. An equivalent definition is that any
order bounded increasing sequence 0 ≤ xn converges in norm. X is KB if any norm
bounded increasing sequence 0 ≤ xn converges in norm. Observe that all KB lattices
are order continuous, but the converse is false (see for example, c0).
The dominant structure in descriptive set theory is that of Polish spaces, that is,
separable complete metrizable spaces. Separable Banach lattices whose metric induced
by the lattice norm. In addition, the group of lattice isometries is a Polish space. Its




where (xi)i is dense in the unit ball of X. This metric is not necessarily complete on
X, but the metric D(g, h) = d(g, h) + d(g−1, h−1) is complete and generates the same
topology.
Sometimes, we can ”forget” the Polish topology on X and focus on the Borel σ-
algebra β(X). We call a measure space (X,µ) with µ ⊆ P (X) a σ-algebra, a standard
Borel space if there exists a Polish metric on X such that µ is the Borel σ-algebra
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generated by the open sets from the metric. In this instance, the metric itself little
importance, but the Borel structure formalizes the notion of of a set or class being
topologically ”definable” by countable set operations. Clearly Polish spaces are stan-
dard Borel spaces. Furthermore, any Borel subset of a Polish space is also standard
Borel space (see [46, Theorem 13.1]). One can also show that various classes of ob-
jects also admit a standard Borel structure. For example, given a Polish space X, the
Effros-Borel space F (X) of closed subsets of X with a sigma algebra generated by
sets of the form
{F ⊆ X : F ∩ U 6= ∅}
with U open.
A subset A ⊆ X with X a standard Borel space is analytic if there is standard
Borel space Y and a Borel function f : Y → X such that f(Y ) = A. In addition, we
say that X\A is co-analytic. For a given space X, we let Σ11(X) be the set of analytic
subsets of X, and Π11(X) be the co-analytic subsets of X. A theorem by Souslin states
that for standard Borel spaces X, β(X) = Σ11(X) ∩Π11(X) (see [46, Chapter 14] for a
proof).
More generally, for a class Γ of sets in Polish (standard Borel) spaces, we call Γ̌ the
class of the compliments of sets of Γ. For example, if Γ = Σ11, Γ̌ = Π
1
1. The following
is taken from [46]: Let Γ be a class of sets in Standard Borel spaces. If Y is a standard
Borel space, we call A ⊆ Y Γ-hard if for any standard Borel X and B ∈ Γ(X), there
exists a Borel function f : X → Y such that B = f−1(A). Furthermore, if A ∈ Γ(Y ),
the we say that A is Γ-complete.
6
1.3 Preliminaries: basics on Borel classes and maps
Our first task is to construct a suitable ambient space (specifically, a standard Borel
space) whose elements are all the separable lattices. We then show that certain basic
relations involving lattices, elements, or closed sets are also Borel, which will allow us
to define various classes and other equivalence relations within a certain level in the
projective hierarchy.
Suppose X is a separable Banach lattice. Then we can use the Kuratowski-Ryll-
Nardsewski Theorem to get Borel functions ψkn : F (X
k) → Xk with F (Xk) the stan-
dard Effros-Borel space onXk, where for all k ∈ N and F ∈ F (Xk), {ψkn(F ) : n ∈ N} =
F . From this we can get a dense enumeration of the Banach Lattice X and of each of
its sublattices. From now on, for k = 1, we will let ψ1n = ψn.
Proposition 1.3.1. The sets BL(X) of infinite dimensional Banach sublattices in
F (X) and BLf (X), of all Banach sublattices of X are Borel:
Proof.
F ∈ BL(X) ⇐⇒ ∀m,n ∈ N, p, q ∈ Q, (qψm(F ) + pψn(F ) ∈ F )
∧
(1.1)
(ψn(F ) ∨ ψm(F ) ∈ F )
∧
∀k∃n1, ..., nk ∈ Nk (1.2)
¬
[
∀M ∈ N∃q1, ...qk
(







Here (1) gives linear closure, (2) gives closure under the lattice operations, and (3)
gives the existence of arbitrarily many linearly independent vectors in F . To include
all Banach lattices and thus define BLf , simply remove condition (3). Since F is
closed, it is sufficient to describe necessary conditions for a countable dense subset
defined in the structure by the ψm’s. Note that for separable spaces, the relation of
inclusion {(x, F ) ∈ B × F (B) : x ∈ F} is also Borel: Let Un be a sequence of open
sets, with Un+1 ≤ Un such that diam(Un)→ 0, with {x} =
⋂
n Un. Then
x ∈ F ⇐⇒ F ∈
⋂
{F : F ∩ Un 6= ∅},
since x is a then a limit point and F is closed.
A first attempt to classify up to isomorphism (or isometry) Banach lattices is to look
at separable spaces with a certain number of atoms. We first note that the relation
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A(y, F ) ⊆ X ×BL(X) defined by
A(y, F ) ⇐⇒ y is an atom of F and ‖y‖ = 1
is Gδ. We can show this simply by defining it:








Also, note that for each F , the slice AF of A is countable.For ease of notation, we use
BLf or BL to refer to the standard Borel space of all, or just infinite dimensional, sep-
arable Banach lattices in general. By [51], all separable Banach lattices isometrically
embed into the space U := C(∆, L1(0, 1)), so we can let BLf = BLf (U). More gener-
ally, if C is a class of lattices, we can use the notation C(X) to refer to the sublattices
of X that are in C, but then also speak of C itself.
Theorem 1.3.2. Let X be a separable Banach lattice. Let An ⊆ BL(X) denote the
sublattices of infinite dimension with exactly n atoms, where n = 0, ..., ω. Then each
An is Borel.
Proof. From the above we have that A is Borel. Note then that
F ∈ An ⇐⇒ ∃n! y A(y, F ),
and F ∈ A0 ⇐⇒ ∀y ¬A(y, F ). By definition A0 is co-analytic, and from a result by
Lusin (see [46, ch 19]), the set A1 is co-analytic. Using Lusin’s result, it is a textbook
problem in descriptive set theory to show that for all other n, the sets An are co-
analytic. In addition, they are disjoint. Since X is separable, it can only contain
countably many atoms with norm 1, so BL(X) =
∐
n∈ω+1An. Co-analytic sets are
closed under countable unions, so for each n, both An and its compliment
⋃
i 6=nAi are
co-analytic, and thus both are analytic. By a corollary of Souslin’s Theorem, if a set
is both analytic and co-analytic, it is Borel. Hence each An is Borel.
This does not exhaust the complexity of the isomorphism relation, but it does reveal
that the number of sublattices up to isomorphism is at least the number of possible
atoms that a sub lattice can have.
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We also include some other results which are interesting in their own right and will
be useful later on. They involve the Borelness of functions from BL(X) (or BLf (X))
to F (X) that map Banach lattices to closed subsets of importance.
The maps E 7→ E+, E 7→ B(E), E 7→ S(E), E 7→ B(E)+, and E 7→ S(E)+ take a
lattice to its positive cone, unit ball, unit sphere, positive unit ball, and positive unit
sphere respectively. Note that in these definitions, it is often sufficient to quantify over
a dense subset, since we are dealing with separable metrizable closed sets. Quantifying
over countable sets is equivalent to taking countable unions or countable intersections.
For the following, we let SF (X) be the closed solid subsets of X.
Proposition 1.3.3. Let X be a separable Banach lattice. Then the maps B,S :
BL(X) → F (X) are Borel. In addition, the maps + : BL(X) → F (X), B+ :
BL(X)→ F (X), and S+ : BL(X)→ F (X) are also Borel.
Proof. By [46, Proposition 12.4], it is enough to show that the graphs are Borel.
Consider the graph for B, and let A be a sublattice of X. Then we have








‖ψm(A)‖ ≤ 1 =⇒ ψm(A) ∈ B
)
.
Finally, consider the graphs for S and S+. Unlike the previous cases, it is possible
for ψm(A) to be disjoint from S(A), so we cannot simply write conventional conditions
for being in S(A). Instead, we first define a clearly Borel map D : X → X by x 7→ x‖x‖
when x 6= 0 and 0 7→ 0. From there, we define








ψm(A) 6= 0 =⇒ D(ψm(A)) ∈ B
)
.
For each case, the graph is Borel, hence the functions are Borel. For +, B+, and
S+, the key fact is that if F ∈ BL(X), F = B(E), or F = S(E), we have that
F+ = |F | = |F |. Since | · | is continuous on X, by [46, Exercise 12.11ii], | · | is Borel
on F (X), so in particular, + is a Borel function and B+ and S+ are compositions of
Borel functions and thus Borel.
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We also consider maps from elements to sets or even lattices. For example, suppose
we want not the unit ball, but the ball around some x ∈ A, where A is a sublattice.
The following theorems also gives some Borel maps:
Proposition 1.3.4. Let x ∈ E ⊆ X. Then the following partial functions are Borel:
1. (x,E, δ) 7→ BE(δ, x), mapping x ∈ E to the ball of radius δ > 0 in E,
2. (x,E, δ) 7→ SE(δ, x), mapping x ∈ E to sphere of radius δ in E,
3. (x,E) 7→ CE(x), mapping x ∈ E to the set {y ∈ E : y ≥ x},
4. (x,E) 7→ IE(x) mapping x ∈ E to the principal ideal generated by x in E.
Proof. Note that these are only partial functions since they are only defined for when
x ∈ E. Since the relation of inclusion in a Banach lattice is Borel, they can be
understood as functions from a standard Borel space.) To prove (1), we simply adjust
the function in Proposition 1.3.3, and prove the Borelness of the associated graph:
B = BE(δ, x) ⇐⇒ B ⊆ E
∧
∀m‖ψm(B)− x‖ ≤ δ∧
∀m
(
‖ψm(E)− x‖ ≤ δ =⇒ ψm(E) ∈ B
)
For (2) the result is similar, using the map D that was defined in Proposition 1.3.3.
In line 1.5, we make the necessary shift and distortion by δ.
S = SE(δ, x) ⇐⇒ S ⊆ E
∧
∀m‖ψm(S)− x‖ = δ (1.4)∧
∀m
(
ψm(E) 6= x =⇒ x+ δD(ψm(E)− x) ∈ F
)
(1.5)
For (3), All that is needed is a shift to x:





∀m(x+ |ψm(E)| ∈ C)
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To prove (4), we have the following graph:




I ⊆ E (1.6)∧
∀k∀m∃N
(





∀m(ψm(E+) ∧ |x| ∈ I) (1.8)
Lines 1.6 and 1.7 ensure that I is a sublattice of B contained in Ix, and line 1.8 (in
combination with the fact that I is a lattice, ensures that Ix ⊆ I.
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Chapter 2
Geometry of Banach lattices: order extreme points
and solid convex hulls
2.1 Introduction
This chapter is based on the joint work with Timur Oikhberg found in [64]. Many of
these results are lattice analogues of results in classical Banach space theory, but they
also include some additional, geometrically inspired results.
Let X be a Banach lattice, and suppose that A ⊆ X. Then a ∈ A is an order
extreme point of A if for all x, y ∈ A with t ∈ (0, 1) and a ≤ (1− t)x+ ty, we have
x = a = y. Observe that if x ≥ a, then a ≤ 1
2
(x + a), so if a is order extreme, then
x = a. Throughout the chapter, when we say a set A is bounded, we mean that it is
norm bounded rather than order bounded.
In Section 2.2, we introduce notation and concepts that will be used for the chapter
and establish some basic facts about order extreme points and convex hulls. In par-
ticular, a connection between order extreme points and traditional extreme points is
made, and we end the section with the construction of Borel maps from sets to various
hulls that will be used beyond the chapter.
In Section 2.3, we prove some order analogues of the Hahn- Banach Separation
Theorem.
Section 2.4 uses the results from Section 2.3 to prove an ”solid” Krein-Milman
Theorem, namely that solid convex sets are the solid convex hulls of their order extreme
points (see Theorem 2.4.1). We also prove a solid versions of Milman’s Theorem (see
Theorem 2.4.3).
In Section 2.5, we present two main results relating to the number of order extreme
points. The first is that the unit ball of any infinite dimensional reflexive lattice has
uncountably many order extreme points. The second result is a preliminary result
from [70] placed here because of its geometric emphasis: we look specifically at finite
dimensional lattices and show that such lattices with finitely many order extreme
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points are precisely the sublattices of `m∞(`
m
1 ) spaces.
The chapter concludes with Section 2.6, in which we define a solid analogue of
the Krein-Milman Property and show that it is equivalent to the Radon-Nikodým
Property.
2.2 Preliminaries: basics on order extreme points and solid
convex hulls
We denote the closed unit ball (sphere) of a Banach space X is denoted by B(X)
(resp. S(X)). If X is a Banach lattice, and C ⊂ X, write C+ = C ∩ X+, where X+
stands for the positive cone of X. We will denote the set of order extreme points of
C by OEP(C); the set of “classical” extreme points is denoted by EP(C).
Remark 2.2.1. The set of all extreme points of a compact metrizable set is Gδ. The
same can be said for the set of order extreme points of C, whenever C is a closed
solid bounded subset of a separable reflexive Banach lattice X. Since X is separable,
the weak topology is induced by a metric d. For each n let Fn be the set of all
x ∈ C for which there exist x1, x2,∈ C with x ≤ (x1 + x2)/2, and d(x1, x2) ≥ 1/n.
By compactness, Fn is closed. Indeed, assume xi → x, with xi ≤ (x1i + x2i )/2 with
d(x1i , x
2
i ) ≥ 1/n. Since C is compact, we can assume that x1i → xi and x2i → x2, with
x ≤ (x1 + x2)/2 and d(x1, x2) ≥ 1/n. Now observe that ∪nFn is the complement of
the set of all order extreme points.
Note that every order extreme point is an extreme point in the usual sense, but the
converse is not true: for instance, 1(0,1) is an extreme point of B(L∞(0, 2))+, but not
its order extreme point. However, a connection between “classical” and order extreme
points exists:
Theorem 2.2.2. Suppose C is a solid subset of a Banach lattice X. Then a is an
extreme point of C if and only if |a| is its order extreme point.
The proof of Theorem 2.2.2 uses the notion of a quasi-unit. Recall [61, Definition
1.2.6] that for e, v ∈ X+, v is a quasi-unit of e if v ∧ (e − v) = 0. This terminology
is not universally accepted: the same objects can be referred to as components [3],
or fragments [66].
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Proof. Suppose |a| is order extreme. Let 0 < t < 1 be such that a = tx + (1 − t)y.
Then since C is solid and |a| ≤ t|x| + (1 − t)|y|, one has |x| = |y| = |a|. Thus the
latter inequality is in fact equality. Thus |a| + a = 2a+ = 2tx+ + 2(1 − t)y+, so
a+ = tx+ + (1 − t)y+. Similarly, a− = tx− + (1 − t)y−. It follows that x+ ⊥ y− and
x− ⊥ y+. Since x+ + x− = |x| = |y| = y+ + y−, we have that x+ = x+ ∧ (y+ + y−) =
x+ ∧ y+ + x+ ∧ y− (since y+, y− are disjoint). Now since x+ ⊥ y−, the latter is just
x+ ∧ y+, hence x+ ≤ y+. By similar argument one can show the opposite inequality
to conclude that x+ = y+, and likewise x− = y−, so x = y = a.
Now suppose a is extreme. It is sufficient to show that |a| is order extreme for C+.
Indeed, if |a| ≤ tx + (1 − t)y (with 0 ≤ t ≤ 1 and x, y ∈ C), then |a| ≤ t|x| + (1 −
t)|y|. Since |a| is an order extreme point of C+, we conclude that |x| = |y| = |a|, so
|a| = tx + (1 − t)y = t|x| + (1 − t)|y|. The latter implies that x− = y− = 0, hence
x = |x| = |a| = |y| = y.
Therefore, suppose |a| ≤ tx + (1 − t)y with 0 ≤ t ≤ 1, and x, y ∈ C+. First show
that |a| is a quasi-unit of x (and by similar argument of y). To this end, note that
a+ − tx ∧ a+ ≤ (1− t)y ∧ a+. Since C is solid,
C 3 z+ :=
1
1− t
(a+ − tx ∧ a+)
and similarly, since a− − tx ∧ a− ≤ (1− t)y ∧ a−,
C 3 z− :=
1
1− t
(a− − tx ∧ a−)
These inequalities imply that z+ ⊥ z−, so they correspond to the positive and
negative parts of some z = z+− z−. Also, z ∈ A since |z| ≤ |a|. Now a+ = t(x∧ a+t ) +
(1− t)z+ and a− = t(x ∧ a−t ) + (1− t)z+. In addition, |x ∧
a+
t
− x ∧ a−
t
| ≤ x, so since
C is solid,
z′ := x ∧ a+
t
− x ∧ a−
t
∈ C.
Therefore a = a+ − a− = tz′ + (1− t)z. Since a is an extreme point, a = z, hence
(1− t)z+ = (1− t)a+ = a+ − tx ∧ a+
so tx ∧ a+ = ta+ which implies that (t(x − a+)) ∧ ((1 − t)a+) = 0. As 0 < t < 1, we
have that a+ (and likewise a−) is a quasi-unit of x (and similarly of y). Thus |a| is a
quasi-unit of x and of y.
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but since a is extreme, s must be 0. Hence x = |a|, and similarly y = |a|.
The situation is different if C is a positive-solid set: the paragraph preceding The-
orem 2.2.2 shows that C can have extreme points which are not order extreme. If,
however, a positive-solid set satisfies certain compactness conditions, then some con-
nections between extreme and order extreme points can be established; see Proposition
2.4.11, and the remark following it.
If C is a subset of a Banach lattice X, denote by S(C) the solid hull of C, which
is the smallest solid set containing C. It is easy to see that S(C) is the set of all
z ∈ X for which there exists x ∈ C satisfying |z| ≤ |x|. Clearly S(C) = S(|C|), where
|C| = {|x| : x ∈ C}. Further, we denote by CH(C) the convex hull of C. For future
reference, observe:
Proposition 2.2.3. If X is a Banach lattice, then S(CH(|C|)) = CH(S(C)) for any
C ⊂ X.




ai = 1, ai > 0, and |yi| ≤ |ki|










aiyi, yi ∈ |C|, 0 < ai,
∑
ai = 1.
We use induction on n to prove that x ∈ CH(S(C)). If n = 1, x ∈ S(C) and
we are done. Now, suppose we have shown that if |x| ≤
∑n−1
1 aiyi then there are
z1, ..., zn−1 ∈ S(C)+ such that |x| =
∑n−1




aiyi) ∧ |x| ≤ (
n−1∑
1
aiyi) ∧ |x|+ (anyn) ∧ |x|.
15
Now
0 ≤ |x| − (
n−1∑
1






































aizi = aizi ∧ x+ + aizi ∧ x− = ai(zi ∧ (
x+
ai




Let wi = zi ∧ (x+ai ) − zi ∧ (
x−
ai




For C ⊂ X (as before, X is a Banach lattice) we define the solid convex hull of C
to be the smallest convex, solid set containing C, and denote it by SCH(C); the norm
(equivalently, weak) closure of the latter set is denoted by CSCH(C), and referred to
as the closed solid convex hull of C.
Corollary 2.2.4. Let C ⊆ X. Then
1. SCH(C) = CH(S(C)) = SCH(|C|), and consequently, CSCH(C) = CSCH(|C|).
2. If C ⊆ X+, then SCH(C) = S(CH(C)).
Proof. (1) Suppose C ⊆ D, where D is convex and solid. Then CH(S(C)) ⊆ D. Con-
sequently, CH(S(C)) ⊂ SCH(C). On the other hand, by Proposition 2.2.3, CH(S(C))
is also solid, so SCH(C) ⊆ CH(S(C)). Thus, SCH(C) = CH(S(C)) = CH(S(|C|)) =
SCH(|C|).
(2) This follows from (1) and the equality in Proposition 2.2.3.
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Remark 2.2.5. The order in which one takes solid or convex hulls is important, as
it is not the case that for any C ⊆ X, we have S(CH(C)) = SCH(C). For example, if
C = {(−2, 1), (−1,−2)} ⊆ R2. Then S(CH(C)) is not even convex.
Remark 2.2.6. The two examples below show that S(C) need not be closed, even if
C itself is. Example (1) exhibits an unbounded closed set C with S(C) not closed; in
example (2), C is closed and bounded, but the ambient Banach lattice needs to be
infinite dimensional.
(1) Let X be a Banach lattice of dimension at least two, and consider disjoint norm
one e1, e2 ∈ B(X)+. Let C = {xn : n ∈ N}, where xn = nn+1e1 + ne2. Now, C is
norm-closed: if m > n, then ‖xm − xn‖ ≥ ‖e2‖ = 1. However, S(C) is not closed: it
contains re1 for any r ∈ (0, 1), but not e1.
(2) If X is infinite dimensional, then there exists a closed bounded C ⊂ X+, for
which S(C) is not closed. Indeed, find disjoint norm one elements e1, e2, . . . ∈ X+.
For n ∈ N let yn =
∑n
k=1 2
−kek and xn = yn + en. Then clearly ‖xn‖ ≤ 2 for any n;
further, ‖xn − xm‖ ≥ 1 for any n 6= m, hence C = {x1, x2, . . .} is closed. However,




However, under certain conditions we can show that the solid hull of a closed set is
closed.
Proposition 2.2.7. A Banach lattice X is reflexive if and only if, for any norm
closed, bounded convex C ⊂ X+, S(C) is norm closed.
Proof. Support first X is reflexive, and C is a norm closed bounded convex subset of
X+. Suppose (xn) is a sequence in S(C), which converges to some x in norm; show
that x belongs to S(C) as well. Clearly |xn| → |x| in norm. For each n find yn ∈ C so
that |xn| ≤ yn. By passing to a subsequence if necessary, we assume that the sequence
(yn) converges to some y ∈ X in the weak topology. For convex sets, norm and weak
closures coincide, hence y belongs to C. For each n, ±xn ≤ yn; passing to the weak
limit gives ±x ≤ y, hence |x| ≤ y.
Now suppose X is not reflexive. By [3, Theorem 4.71], there exists a sequence of
disjoint elements ei ∈ S(X)+, equivalent to the natural basis of either c0 or `1.











ej (n ≥ 2).
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We shall show that any element of C can be written as ce1 +
∑∞
i=2 ciei, with c < 1 .
This will imply that S(C) is not closed: clearly e1 ∈ S(C)\S(C).
The elements of CH(x1, x2, . . .) are of the form
∑∞
i=1 tixi = ce1 +
∑∞
i=2 ciei; here,
ti ≥ 0, ti 6= 0 for finitely many values of i only, and
∑
i ti = 1. Note that ci =
∑∞
j=i ti for
i ≥ 2 (so ci = 0 eventually); for convenience, let c1 =
∑∞
j=1 ti = 1. Then ti = ci− ci+1;





















Now consider x ∈ C. Then x is the norm limit of the sequence





i ei ∈ CH(x1, x2, . . .);
for each m, the sequence (c
(m)











i | ≤ ‖x(m) − x(n)‖. Thus, x = ce1 +∑∞






−jcj. As 0 ≤ cj ≤ 1, and limj cj = 0, we conclude that
c < 1, as claimed.
Now suppose (ei) are equivalent to the natural basis of `1. Let C be the closed





e1 + en (n ≥ 2),


















Clearly e1 belongs to S(C), but not to S(C).
We end this section with a connection to descriptive set theoretic tools with some
applications. These are used to characterize certain kinds of classes later:
Lemma 2.2.8. For all Banach sublattices X and F ∈ F (X), the relation F ∈ SF (E)
is Borel a Borel subset of BL(X)× F (X).
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Proof. We first show that
F ∈ SF (E) ⇐⇒ F ⊆ E
∧
∀m,n ∈ N(




ψm(E)− ∧ |ψn(F )|
)
∈ F.
Clearly the above is true if F is solid. For the opposite implication, let x ∈ F , and
suppose y ∈ E is such that |y| ≤ |x|. The function f(u, v) = u+ ∧ |v| − (u− ∧ |v|) is
continuous, so given ε > 0, find m,n ∈ N with ψm(E) sufficiently close to y and ψn(F )
sufficiently close to x such that ‖f(x, y)− f(ψm(E), ψm(y))‖ < ε. Now since |y| ≤ |x|,
we have f(x, y) = y, so ‖y− f(ψm(E), ψm(y))‖ is arbitrarily close to an element in F .
The above implies that the solid subsets of X itself are Borel.
Proposition 2.2.9. Let X be a separable lattice, E a sublattice of X, and F be a
closed subset of E. Then the following partial functions are Borel:
1. F 7→ CH(F ), mapping F ∈ F (X) to its closed convex hull.
2. (F,E) 7→ S̄E(F ) mapping F ⊆ E to its closed solid hull in E.
3. (F,E) 7→ S̄E(F )+ mapping F ⊆ E+ to its closed positive-solid hull in E.
4. (F,E) 7→ CSCHE(F ), mapping F to its closed solid convex hull in E.
Proof. We show the graphs are Borel:
For (1), let m ∈ N, and consider the Borel maps ψmi : F (Xm) → Xm. Then we
have:
C = CH(F ) ⇐⇒ ∀m∀i∀q ∈ Qm
(∑
qj = 1 =⇒ ψmi (F ) · q ∈ C
)∧
(2.1)










Line 2.1 guarantees that C contains the closed convex hull of F , while the rest
guarantees that C is contained in it. For (2), we use a similar argument:
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G = S̄E(F ) ⇐⇒ F ⊆ G ⊆ E
∧
G ∈ SF (E)
∧












Line 2.4 guarantees that G is a E-solid set containing F (a Borel relation by Lemma
2.2.8), and line 2.5 guarantees that G is generated by S(F ). The function is analytic,
so by [46, Theorem 14.12], it is Borel.
For (3), observe that S̄E(F )+ = SE(F )∩E+ = |S̄E(F )|. The function |·| is continuous
on X, so by [46, Exercise 12.11ii], | · | is Borel on F (X), (3) is a composition of Borel
functions and is Borel.
For (4), we need only to note that CSCHE(F ) = CH(S̄E(F )). By Proposition
2.2.4, we already have that CSCHE(F ) = CH(SE(F )) ⊆ CH(S̄E(F )). However,
S̄E(F ) ⊆ CSCHB(F ), the latter which is convex, hence taking the closed convex hull
on both ends gives the opposite inequality. (4) is a composition of two Borel functions,
hence it is Borel.
2.3 Separation by positive functionals
Throughout the section, X is a Banach lattice, equipped with a locally convex Haus-
dorff topology τ . This topology is called sufficiently rich if the following conditions
are satisfied:
(i) The space Xτ of τ -continuous functionals on X is a Banach lattice (with lattice
operations defined by Riesz-Kantorovich formulas).
(ii) X+ is τ -closed.
Note that (i) and (ii) together imply that positive τ -continuous functionals separate
points. That is, for every x ∈ X\{0} there exists f ∈ Xτ+ so that f(x) 6= 0. Indeed,
without loss of generality, x+ 6= 0. Then −x+ /∈ X+, hence there exists f ∈ Xτ+ so that
f(x+) > 0. By [61, Proposition 1.4.13], there exists g ∈ Xτ+ so that g(x+) > f(x+)/2
and g(x−) < f(x+)/2. Then g(x) > 0.
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Clearly, the norm and weak topologies are sufficiently rich; in this case, Xτ = X∗.
The weak∗ topology on X, induced by the predual Banach lattice X∗, is sufficiently
rich as well; then Xτ = X∗.
Proposition 2.3.1 (Separation). Suppose τ is a sufficiently rich topology on a Banach
lattice X, and A ⊂ X+ is a τ -closed positive-solid bounded subset of X+. Suppose,
furthermore, x ∈ X+ does not belong to A. Then there exists f ∈ Xτ+ so that f(x) >
supa∈A f(a).
Lemma 2.3.2. Suppose A and X are as above, and f ∈ Xτ . Then supa∈A f(a)
= supa∈A f+(a).
Proof. Clearly supa∈A f(a) ≤ supa∈A f+(a). To prove the reverse inequality, write








f+(a− x) + f−(x)
)
.
For any ε > 0 we can find x ∈ A so that f+(a − x), f−(x) < ε. Then f+(x) =
f+(a) − f+(a − x) > f+(a) − ε, and therefore, f(x) = f+(x) − f−(x) > f+(a) − 2ε.
Now recall that ε > 0 and a ∈ A are arbitrary.
Proof of Proposition 2.3.1. Use Hahn-Banach Theorem to find f strictly separating x
from A. By Lemma 2.3.2, f+ achieves the separation as well.
Remark 2.3.3. In this chapter, we do not consider separation results on general
ordered spaces. Our reasoning will fail without lattice structure. For instance, Lemma
2.3.2 is false when X is not a lattice, but merely an ordered space. Indeed, consider















The reader interested in the separation results in the non-lattice ordered setting is
referred to an interesting result of [38], recently re-proved in [4].
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2.4 Solid convex hulls: theorems of Krein-Milman and
Milman
Throughout this section, the topology τ is assumed to be sufficiently rich (defined in
the beginning of Section 2.3).
Theorem 2.4.1 (“Solid” Krein-Milman). Any τ -compact positive-solid subset A of
X+ coincides with the τ -closed positive-solid convex hull of its order extreme points.
Proof. Let A be a τ -compact positive-solid subset of X+. Denote the τ -closed positive
convex hull of OEP(A) by B; then clearly B ⊂ A. The proof of the reverse inclusion
is similar to that of the “usual” Krein-Milman.
Suppose C is a τ -compact subset of X. We say that a non-void closed F ⊂ C is an
order extreme subset of C if, whenever x ∈ F and a1, a2 ∈ C satisfy x ≤ (a1+a2)/2,
then necessarily a1, a2 ∈ F . The set F(C) of order extreme subsets of C can be ordered
by reverse inclusion (this makes C the minimal order extreme subset of itself). By
compactness, each chain has an upper bound; therefore, by Zorn’s Lemma, F(C) has
a maximal element. We claim that these maximal elements are singletons, and they
are the order extreme points of C.
We need to show that, if F ∈ F(C) is not a singleton, then there exists G ( F which
is also an order extreme set. To this end, find distinct a1, a2 ∈ F , and f ∈ Xτ+ which
separates them – say f(a1) > f(a2). Let α = maxx∈F f(x), then G = F ∩ f−1(α) is a
proper, order extreme subset of F .
Suppose, for the sake of contradiction, that there exists x ∈ A\B. Use Proposition
2.3.1 to find f ∈ Xτ+ so that f(x) > maxy∈B f(y). Let α = maxx∈A f(x), then
A ∩ f−1(α) is an order extreme subset of A, disjoint from B. As noted above, this
subset contains at least one extreme point. This yields a contradiction, as we started
out assuming all order extreme points lie in B.
Corollary 2.4.2. Any τ -compact solid subset of X coincides with the τ -closed solid
convex hull of its order extreme points.
Of course, there exist Banach lattices whose unit ball has no order extreme points
at all – L1(0, 1), for instance. However, an order analogue of [52, Lemma 1] holds.







⊂ K. An order analogue of Milman’s theorem exists:
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Theorem 2.4.3. Suppose X is a Banach lattice.
1. If K ⊂ X+ and CH(K)
τ





2. If K ⊂ X+ is weakly compact, then OEP(CSCH(K)) ⊆ K.
3. If K ⊂ X is norm compact, then OEP(CSCH(K)) ⊆ |K|.
The following lemma describes the solid hull of a τ -compact set.
Lemma 2.4.4. Suppose a Banach lattice X is equipped with a sufficiently rich topology
τ . If C ⊂ X+ is τ -compact, then S(C) is τ -closed.
Proof. Suppose a net (yi) ⊂ S(C) τ -converges to y ∈ X. For each i find xi ∈ C so
that |yi| ≤ xi – or equivalently, yi ≤ xi and −yi ≤ xi. Passing to a subnet if necessary,
we assume that xi → x ∈ C in the topology τ . Then ±y ≤ x, which is equivalent to
|y| ≤ x.
Proof of Theorem 2.4.3. (1) We first consider a τ -compact K ⊆ X+. Milman’s tradi-




⊆ K. Every order extreme point of a set is
extreme, hence the order extreme points of CH(K)
τ
are in K. Therefore, by Lemma









= {x : |x| ≤ y ∈ CH(K)
τ
}.
















(2) Combine (1) with Krein’s Theorem (see e.g. [31, Theorem 3.133]), which states
that CH(K)
w
= CH(K) is weakly compact.
(3) Finally, suppose K ⊆ X is norm compact. By Corollary 2.2.4, CSCH(K) =
CSCH(|K|). |K| is norm compact, hence by [67, Theorem 3.20], so is CH(|K|). By
the proof of part (1), OEP(CSCH(K)) ⊆ |K|.
We turn our attention to interchanging “solidification” and norm closure. We work
with the norm topology, unless specified otherwise.
Lemma 2.4.5. Let C ⊆ X, where X is a Banach lattice, and suppose that S(|C|) is
closed. Then S(C) = S(|C|).
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Proof. One direction is easy: S(C) = S(|C|) ⊆ S(|C|), hence S(C) ⊆ S(|C|) = S(|C|).
Now consider x ∈ S(|C|). Then by definition, |x| ≤ y for some y ∈ |C|. Take
yn ∈ |C| such that yn → y . Then |x| ∧ yn ∈ S(|C|) = S(C) for all n. Furthermore,
|x+ ∧ yn − x− ∧ yn| = |x| ∧ yn,
so, x+ ∧ yn − x− ∧ yn ∈ S(C). By norm continuity of ∧,
x+ ∧ yn − x− ∧ yn → x+ ∧ y − x− ∧ y = x,
hence x ∈ S(C).
Remark 2.4.6. The assumption of S(|C|) being closed is necessary: Remark 2.2.6
shows that, for a closed C ⊂ X+, S(C) need not be closed.
Corollary 2.4.7. Suppose C ⊆ Xis relatively compact in the norm topology. Then
S(C) = S(C).
Proof. The set C is compact, hence, by the continuity of | · |, the same is true for |C|.
Consequently, |C| ⊆ |C| ⊆ |C| = |C|, hence |C| = |C|. By Lemmas 2.4.4 and 2.4.5,
S(C) = S(|C|) = S(|C|) = S(C).
Remark 2.4.8. In the weak topology, the equality |C| = |C| may fail. Indeed, equip
the Cantor set ∆ = {0, 1}N with its uniform probability measure µ. Define xi ∈ L2(µ)
by setting, for t = (t1, t2, . . .) ∈ ∆, xi(t) = ti − 1/4 (that is, xi equals to either 3/4 or
−1/4, depending on whether ti is 1 or 0). Then C = {xi : i ∈ N} belongs to the unit
ball of L2(µ), hence it is relatively compact. It is clear that C contains 1/4 (here and
below, 1 denotes the constant 1 function). On the other hand, C does not contain
1/2, which can be witnessed by applying the integration functional. Conversely, |C|
contains 1/2, but not 1/4.
Remark 2.4.9. Relative weak compactness of solid hulls have been studied before. If
X is a Banach lattice, then, by [3, Theorem 4.39], it is order continuous iff the solid
hull of any weakly compact subset of X+ is relatively weakly compact. Further, by
[21], the following three statements are equivalent:
1. The solid hull of any relatively weakly compact set is relatively weakly compact.
2. If C ⊂ X is relatively weakly compact, then so is |C|.
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3. X is a direct sum of a KB-space and a purely atomic order continuous Banach
lattice (a Banach lattice is called purely atomic if its atoms generate it, as a
band).
Finally, we return to the connections between extreme points and order extreme
points. As noted in the paragraph preceding Theorem 2.2.2, a non-zero extreme point
of a positive-solid set need not be order extreme. However, we have:
Proposition 2.4.10. Suppose τ is a sufficiently rich topology, and A is a positive-solid
subset of X+. Then if x ∈ A is an extreme point, for any 0 < t < 1, x ≤ ta+ (1− t)b
implies x ≤ a, b. In particular, the set {y ∈ A : y ≥ x} is an order extreme subset of
A.
Proof. Suppose x ≤ ta + (1 − t)b, with 0 < t < 1. Then x ≤ ta ∧ x + (1 − t)b ∧ x.
Then 0 ≤ x − t(a ∧ x/t) ≤ (1 − t)b ∧ x = (1 − t)(b ∧ x/(1 − t)). Let a′ = a ∧ (x/t),
and let b′ = x−ta
′
1−t . Then x = ta
′ + (1 − t)b′, so a′ = x = b′, so x ≤ a. Similarly,
x = b ∧ ((x/(1− t)), so x ≤ b.
Proposition 2.4.11. Suppose τ is a sufficiently rich topology, and A is a τ -compact
positive-solid convex subset of X+. Then for any extreme point a ∈ A there exists an
order extreme point b ∈ A so that a ≤ b.
Remark 2.4.12. The compactness assumption is essential. Consider, for instance,
the closed set A ⊂ C[−1, 1], consisting of all functions f so that 0 ≤ f ≤ 1, and
f(x) ≤ x for x ≥ 0. Then g(x) = x ∨ 0 is an extreme point of A; however, A has no
order extreme points.
Proof. If a is not an order extreme point, then we can find distinct x1, x2 ∈ A so that
2a ≤ x1 + x2. Then by Proposition 2.4.10, a ≤ x1, x2. Now consider the τ -closed set
B = {x ∈ A : x ≥ a}. As in the proof of Theorem 2.4.1, we show that the family of
τ -closed extreme subsets of B has a maximal element; moreover, such an element is
a singleton {b}. It remains to prove that b is an order extreme point of A. Indeed,
suppose x1, x2 ∈ A satisfy 2b ≤ x1 + x2. A fortiori, 2a ≤ x1 + x2, hence, by the
preceding paragraph, x1, x2 ∈ B. Thus, x1 = b = x2.
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2.5 On the number of order extreme points
It is shown in [53] that if a Banach space X is reflexive and infinite-dimensional Banach
lattice, then B(X) has uncountably many extreme points. Here, we establish a similar
lattice result.
Theorem 2.5.1. If X is a reflexive infinite-dimensional Banach lattice, then B(X)
has uncountably many order extreme points.
Note that if X is a reflexive infinite-dimensional Banach lattice, then Theorems
2.2.2 and 2.5.1 imply that B(X) has uncountably many extreme points, re-proving
the result of [53] in this case.
Proof. Suppose, for the sake of contradiction, that there were only countably many
such points {xn}. For each such xn, we define Fn = {f ∈ B(X∗)+ : f(xn) = ‖f‖}.
Clearly Fn is weak
∗ (= weakly) compact.
By the reflexivity of X, any f ∈ B(X∗) attains its norm at some x ∈ EP(B(X)).
Since f(x) ≤ |f |(|x|) we assume that any positive functional attains its norm at a




∗)+. By the Baire Category Theorem, one of
these sets Fn must have non-empty interior in B(X
∗)+.
Assume it is F1. Pick f0 ∈ F1, and y1, ..., yk ∈ X, such that if f ∈ B(X∗)+ and for
each yi, |f(yi)− f0(yi)| < 1, then f ∈ F1. Without loss of generality, we assume that
‖f0‖ < 1, and also that each yi ≥ 0.
Further, we can and do assume that there exist mutually disjoint u1, u2, . . . ∈ S(X)+
which are disjoint from y = ∨iyi. Indeed, find mutually disjoint z1, z2, . . . ∈ S(X)+.
Denote the corresponding band projections by P1, P2, . . . (such projections exist, due
to the σ-Dedekind completeness of X). Then the vectors Pny are mutually disjoint,
and dominated by y. As X is reflexive, it must be order continuous, and therefore,
limn ‖Pny‖ = 0. Find n1 < n2 < . . . so that
∑
j ‖Pnjy‖ < 1/2. Let wi =
∑
j Pnjyi and
y′i = 2(yi − wi). Then if |(f0 − g)(y′i)| < 1, with g ≥ 0, ‖g‖ ≤ 1, it follows that
|(f0 − g)(yi)| ≤
1
2
(|(f0 − g)(y′i)|+ |(f0 − g)(wi)|)
≤ 1
2
(1 + ‖f0 − g‖‖wi‖) <
1
2




We can therefore replace yi with y
′
i to ensure sufficient conditions for being in F1.
Then the vectors uj = znj have the desired properties. Let P be the band projection
complementary to
∑




−juj); then Pyi = yi for any i.
By [61, Lemma 1.4.3 and its proof], there exist linear functionals gj ∈ S(X∗)+
so that gj(uj) = 1, and gj = P
∗
nj
gj. Consequently, the functionals gj are mutually
disjoint, and gj|ranP = 0. For j ∈ N find αj ∈ [1− ‖P ∗f0‖, 1] so that ‖fj‖ = 1, where
fj = P
∗f0 + αjgj. Then, for 1 ≤ i ≤ k, fj(yi) = (P ∗f0)(yi) + αjgj(yi) = f0(yi), which
implies that, for every j, fj belongs to F1, hence attains its norm at x1.
On the other hand, note that limj gj(x1) = 0. Indeed, otherwise, there exist γ > 0
and a sequence (jk) so that gjk(x1) ≥ γ for every k. For any finite sequence of positive





















hold for every finite sequence (βk). We conclude that span[gjk : k ∈ N] is isomorphic to
`1, which contradicts the reflexivity of X. Thus, limj gj(x1) = 0, hence limj fj(x1) =
f0(Px1) ≤ ‖f0‖ < 1.
Corollary 2.5.2. Suppose C is a closed, bounded, solid, convex subset of a reflexive
Banach lattice, having non-empty interior. Then C contains uncountably many order
extreme points.
Proof. We assume without loss of generality that supx∈C ‖x‖ = 1. Note that 0 is an
interior point of C. Indeed, suppose x is an interior point. Pick ε > 0 such that






∈ C, since C
is solid and convex. Hence ε
2
B(X) ⊆ C. Since C is bounded, we can then define an
equivalent norm, with ‖y‖C = inf{λ > 0 : y ∈ λC}. Since C is solid, ‖y‖C = ‖ |y| ‖C ,
and the norm is consistent with the order. Finally, ‖ · ‖C is equivalent to ‖ · ‖, since
for all y ∈ X, we have that ε
2
‖y‖C ≤ ‖y‖ ≤ ‖y‖C . The conclusion follows by Theorem
2.5.1.
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While infinite dimensional reflexive lattices contain uncountably many order extreme
points, [64] gives examples of infinite dimensional lattices with finitely many order
extreme points in their unit balls. In particular, X has finitely many order extreme
points which are mutually disjoint if and only if X is lattice isometric to C(K1) ⊕1
C(K2) ⊕1 ... ⊕1 C(Kn) for suitable non-trivial compact Hausdorff spaces K1, ..., Kn.
The next results involve characterizations of finite dimensional lattices in terms of
order extreme points.
Lemma 2.5.3. Let X be a finite dimensional lattice. Then the following are equiva-
lent:
1. OEP (B(X)) is finite.
2. EP (B(X)) is finite.
3. EP (B(X∗)) is finite.
Proof. (1) is equivalent to (2) by finite dimensionality and Theorem 19.2 in [64]. To
show that (2) implies (3), suppose B(X) has finitely many extreme points. Then
by Theorem 16 in [29], it is the intersection of finitely many closed half-spaces. Let
f1, ..., fm ∈ S(X∗) such that B(X) = {x ∈ X : fi(x) ≤ 1 for all 1 ≤ i ≤ m}.
Then ‖x‖ = max fi(x) for all x ∈ X, so B(X∗) = CH{f1, ..., fm}. Otherwise, if
g ∈ S(X∗)\CH{f1, ..., fm}, by the Hahn-Banach separation theorem there exists some




By Milman’s theorem, all the extreme points of B(X∗) are contained in {f1, ..., fm}, so
B(X∗) has finitely many extreme points. By reflexivity of finite dimensional lattices,
(3) implies (2) as well.
Theorem 2.5.4. Let X be a finite dimensional Banach lattice. Then for all C > 1,
there exists a C-embedding from X into an `m∞(`
M
1 ) space for some m, with M = dimX.
If, furthermore, X has finitely many order extreme points, then X embeds isometrically
into `m∞(`
M
1 ) space for some m.
Proof. Suppose {x∗1, ..., x∗m} is an ε-net on S(X∗)+, where 1C < 1 − ε. Then for all
x ∈ S(X), we have 1
C
< 1 − ε ≤ supi x∗i (|x|) ≤ 1. Now X∗ is also finite and is thus
generated by its atoms, which are the evaluation functionals e∗i for the atoms ei ∈ X,
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with 1 ≤ i ≤ M . That is, if x =
∑
j cjej, then e
∗
i (x) = ci. These functionals form




j , with a(i, j) ≥ 0. Based on this,
consider the lattice `m∞(`
M
1 ), and let u(i, j) ∈ `m∞(`M1 ) correspond to the j’th atom in
the i’th copy of `M1 . Then let φ(ej) =
∑
i a(i, j)u(i, j).
φ is a lattice homomorphism, since it is a positive linear map that maps atoms to
disjoint elements. It also is a C-embedding. Indeed, let x =
∑
























‖x‖ ≤ ‖φ(x)‖ ≤ ‖x‖.
If B(X) has finitely many order extreme points, then by Lemma 2.5.3, so does the
dual unit ball B(X∗). Let {x∗1, ..., x∗m} = OEP (B(X∗)). Then ‖x‖ = sup1≤i≤m x∗i (|x|).
Construct φ in the same way as above, and observe that ‖φ(x)‖ = supi x∗i (x) =
‖x‖.
2.6 The solid Krein-Milman Property and the RNP
We say that a Banach lattice (or, more generally, an ordered Banach space) X has
the Solid Krein-Milman Property (SKMP) if every solid closed bounded subset of X
is the closed solid convex hull of its order extreme points. This is analogous to the
canonical Krein-Milman Property (KMP) in Banach spaces, which is defined in the
similar manner, but without any references to order. It follows from Theorem 2.2.2
that the KMP implies the SKMP.
These geometric properties turn out to be related to the Radon-Nikodým Property
(RNP). It is known that the RNP implies the KMP, and, for Banach lattices, the
converse is also true (see [20] for a simple proof). For more information about the
RNP in Banach lattices, see [61, Section 5.4]; a good source of information about the
RNP in general is [18] or [25].
One of the equivalent definitions of the RNP of a Banach space X involves integral
representations of operators T : L1 → X. If X is a Banach lattice, then, by [68,
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Theorem IV.1.5], any such operator is regular (can be expressed as a difference of two
positive ones); so positivity comes naturally into the picture.
Theorem 2.6.1. For a Banach lattice X, the SKMP, KMP, and RNP are equivalent.
Proof. The implications RNP ⇔ KMP ⇒ SKMP are noted above. Now suppose X
fails the RNP (equivalently, the KMP). We shall establish the failure of the SKMP in
two different ways, depending on whether X is a KB-space, or not.
(1) If X is not a KB-space, then [61, Theorem 2.4.12] there exist disjoint e1, e2, . . . ∈










is solid, bounded, and closed. To give a more intuitive description of C, for x ∈ X
we let xi = |x| ∧ ei. It is easy to see that x ∈ C if and only if limi ‖xi‖ = 0, and
|x| =
∑
i xi. Finally, show that x ∈ C+ cannot be an order extreme point. Find
i so that ‖xi‖ < 1/2, and consider x′ =
∑
j 6=i xj + ei. Then clearly x
′ ∈ C, and
x′ − x ∈ X+\{0}.
(2) If X is a KB-space failing the RNP, then, by [61, Proposition 5.4.9], X contains
a separable sublattice Y failing the RNP. Find a quasi-interior point u ∈ Y . By [61,
Corollary 5.4.20], Y is not order dentable – that is, Y+ contains a non-empty convex
bounded subset A so that for every n ∈ N, A = CH(A\Hn), where Hn = {y ∈ Y+ :
‖u ∧ y‖ ≥ 1
n
}.
Any KB-space is order continuous, hence by [61, Theorem 2.4.2], its order intervals
are weakly compact. This permits us to use the techniques (and notation) of [17] to
construct a set C witnessing the failure of the SKMP. For f ∈ Y ∗, let M(A, f) =
supx∈A |f(x)|. For α > 0, define the slice T (A, f, α) = {x ∈ A : f(x) > M(A, f)− α}.
By [17] (proof of the main result – p. 96), we can construct increasing measure spaces
Σn on [0, 1] with |Σn| finite, as well as Σn-measurable functions Yn : [0, 1] → A,
fn : [0, 1]→ Y ∗, and αn : [0, 1]→ (0,∞) such that:
1. For any n and t, Yn(t) ∈ T (A, fn(t), αn(t)).
2. (Yn) is a martingale – that is, Yn(t) = EΣn(Yn+1(t)), for any t and n (E stands
for the conditional expectation).
3. For any n and t, Hn ∩ T (A, fn(t), αn(t)) = ∅.
30
4. For any n and t, T (A, fn+1(t), αn+1(t)) ⊆ T (A, fn(t), αn(t)).
Now let C ′ = CH({Yn(t), n ∈ N, t ∈ [0, 1]}), then the set C = S(C ′) (the solid hull
is in X) is closed, bounded, convex, and solid. We will show that C has no order
extreme points. By Theorem 2.2.2, it suffices to show that no x ∈ C+\{0} can be an
extreme point of C, or equivalently, of C+ = C ∩X+.
From now on, fix x ∈ C+\{0}. Note that x∧u 6= 0. Indeed, suppose, for the sake of
contradiction, that x ∧ u = 0. Find y′ ∈ C ′ ⊂ Y+, so that x ≤ y′. For any n, we have
y′ ∧ (nu) = (y′ − x) ∧ (nu) ≤ y′ − x. Thus, ‖y′ − y′ ∧ (nu)‖ ≥ ‖x‖. However, u is a
quasi-interior point of Y , hence y′ = limn y
′ ∧ (nu). This is the desired contradiction.
Find n ∈ N so that ‖x ∧ u‖ > 1
n
. Let I1, ..., Im be the atoms of Σn. For i ≤ m,
define C ′i = CH({Ym(t) : m ≥ n, t ∈ Ii}), and let Ci = S(C ′i)+.
The sequence (Yk) is a martingale, hence C
′ = CH(∪mi=1C ′i). Thus, by Proposition
2.2.3,
C = S(C ′) = S(CH(∪mi=1C ′i)) = S(CH(∪mi=1Ci)).
By [17, Lemme 3], CH(∪mi=1Ci) is closed. This set is clearly positive-solid, so by
norm continuity of | · |, S(CH(∪m1 Ci)) is closed, hence equal to C. In particular,
C+ = CH(∪mi=1Ci). Therefore, if x is an extreme point of C+, then it must belong to
Ci, for some i. We show this cannot happen.
If y ∈ S(C ′i)+, then we can find y′ ∈ C ′i with y ≤ y′. By parts (1) and (4),
C ′i ⊆ T (A, fn(t), αn(t)) for t ∈ Ii. By (3), ‖z ∧ u‖ < 1n for any z ∈ T (A, fn(t), αn(t)),
hence, by the norm continuity of lattice operations, ‖y′ ∧ u‖ ≤ 1
n
. This implies
‖y ∧ u‖ ≤ 1
n
. By the triangle inequality,
‖x ∧ u‖ ≤ ‖y ∧ u‖+ ‖x− y‖ ≤ 1
n
+ ‖x− y‖.
hence ‖x− y‖ ≥ ‖x∧u‖− 1
n
. Recall that n is selected in such a way that ‖x∧u‖ > 1
n
.
As Ci = S(C ′i)+, it cannot contain x. Thus, C witnesses the failure of the SKMP.
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Chapter 3
Descriptive complexity of classes of Banach lattices
This chapter explores the descriptive complexity of various classes of Banach lattices.
The additional structure of Banach lattices, combined with the enables many new ways
of understanding kinds of spaces. Many of the classes involve relationships between
order and norm, or between lattice operations and norm, etc. Specifically, we want
to examine whether or not a class is Borel, analytic, or co-analytic (or of some higher
complexity). There are some motivations tied to such categorizations, for example,
related to universality. If a class is Borel, this implies that the class itself can be under-
stood as an standard Borel space. The descriptive complexity of various equivalence
relations can also serve as a rough indication of how ”nice” an equivalence relation
is. We begin with examples of Borel classes, and then proceed to some results about
non-Borel classes.
3.1 Convexity and concavity
Let X be a separable Banach lattice, x1, ..., xn ∈ X, p ∈ [1,∞]. It turns out that
using Yudin-Krivine functional calculus, we can meaningfully define the expression
(
∑n
1 |xi|p)1/p in the Banach lattice setting (see [43] or [55]). One such definition in

















= 1. If p =∞, then we use instead ∨n1 |xi|. Note that
the map g(x) sending (x1, ..., xn) to (
∑
|xi|p)1/p is continuous for all n. We thus say

















Given p ∈ [1,∞), let g(p, x) = (
∑n
1 |xi|p)1/p and g(∞, x) = ∨n1 |xi| if p =∞.
Theorem 3.1.1. For p ∈ [1,∞], the classes CCp and CVp of p-convex and p-concave
lattices are Borel.
Proof. Observe first that since g(p, x) is continuous, quantification over closed images
of g remain implies that the set of p-convex and q-concave lattices are also Borel. For
M ∈ N, we let
F ∈ CVp(M) ⇐⇒ F ∈ BL
∧
∀m,n ∈ N ‖g(p, ψnm(F ))‖ ≤Mg(p, ‖ψnm(F )‖),
Similarly, we have
F ∈ CCp(M) ⇐⇒ F ∈ BL
∧
∀n,m ∈ N g(p, ‖ψnm(F )‖) ≤M‖g(p, ψnm(F ))‖,
where ψnm : F(Un) → Un are the Borel functions induced by the Kuratowski-Ryll-
Nardsewski Theorem as described in Section 1.3. The inequalities in the relations are
closed and quantified over a countable set, so the Borelness of CVp(M) follows. Here,
M serves the role of the constant for X that indicates the level of convexity. Thus X
is p-convex iff X ∈ ∪MCVp(M) = CVp. A similar argument can be made for CCq.
We can use convexity and concavity to designate isomorphically or isometrically Lp
spaces. Recall that for all p ∈ [0,∞), we say that X is isomorphically Lp if there














For M = 1, we simply say that X is Lp. Similarly, X is an AM-space if there is
some M such that for all mutually disjoint x1, ..., xn ∈ X+,∣∣∣∣∣∣∣∣ n∑
i=1
xi
∣∣∣∣∣∣∣∣ ≤M max(‖x1‖, ..., ‖xn‖).
By [55, Lemma 1.b.13], we have that isomorphically Lp spaces are actually lattice





i=1 |xi| for any p ∈ [1,∞]. It thus follows that if X is both p-convex
and p-concave, X is isomorphically Lp, and isometric to an Lp space if the p-concavity
and p-convexity constant are both 1 (see also some discussion on this in [55, Section
1.d]). We thus have:
Corollary 3.1.2. The classes L∼p and Lp of isomorphically and isometrically Lp lat-
tices, respectively, are Borel. Similarly, AM∼ and AM are also Borel.
Proof. In the isometric case, using the notation from the proof of Theorem 3.1.1, this
follows from the fact that Lp = CCp(1) ∩ CVp(1). For the isomorphic case, we have
L∼p = CCp ∩ CVp. Then same can be done for AM and AM∼.
3.2 Order continuity
We now proceed to show that order continuity is a Borel condition. In order to do
this, we first introduce the following:
For X ∈ BL, x ∈ X,λ ∈ Q, n ∈ N define Λ by
Λ(X, x, λ, n) ⇐⇒ x ∈ B(X)+
∧
∃x1, ..., xn ∈ B(X)+(







That is, Λ(X, x, λ, n) holds iff x ∈ X+ with ‖x‖ ≤ 1, and there exist mutually disjoint
x1, ..., xn ∈ B(X)+ such that for each i, xi ≤ x and ‖xi‖ ≥ λ.
The following theorem by Oikhberg provides a local characterization of order con-
tinuity. The proof is included here for the sake of completeness:
Theorem 3.2.1. (Oikhberg) A lattice X is not order continuous iff there exists a λ
and an x such that for all n, Λ(X, x, λ, n).
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Proof. Suppose first that X is not order continuous. Recall (see e.g. [61, Section 2.4])
that a Banach lattice X is order continuous iff every disjoint order bounded sequence
is norm null, so find m ∈ N, x ∈ X+ and (xi) disjoint with 0 ≤ xi ≤ x such that
‖xi‖ ≥ 1/m. This immediately implies that Λ(X, x, 1/m, n) for all n.
To establish the reverse implication, suppose, for the sake of contradiction, that
X is order continuous, yet there exists x ∈ X+ and ε > 0 so that, for any n ∈ N,
there exist mutually disjoint x1n, . . . , xnn ∈ [0, x] so that mini ‖xin‖ > 2ε. We shall
achieve the desired contradiction by constructing mutually disjoint y1, y2, . . . ∈ [0, x]
so that ‖yi‖ ≥ ε for any i. Our construction will be recursive: for any n we find
mutually disjoint y1n, . . . , ynn so that: (i) mini ‖yin‖ ≥ (1 + 2−n)ε, and (ii) for i < n,
‖yin − yi,n−1‖ ≤ ε/2n (in fact, the construction also gives yin ≤ yi,n−1). Then we take
yi = limn yin.
By considering the sublattice of X generated by x and xin (1 ≤ i ≤ n <∞), we can
and do assume that X is separable. Then by [55, Theorem 1.b.14] we can identify X
with a Banach (also called Köthe) function space on some probability measure space
(Ω, µ). For future use, note the “uniform integrability”: for any σ > 0 there exists
δ > 0 so that ‖x1A‖ < σ whenever A ⊂ Ω satisfies µ(A) < δ.
Select y11 in an arbitrary manner – for instance, we can take y11 = x11. Now
suppose y1n, . . . , ynn have already been selected; pick y1,n+1, . . . , yn+1,n+1 to satisfy our
conditions. First find m ∈ N so that ‖x1A‖ < ε/2n+1 whenever µ(A) ≤ 1/m. As
x1m, . . . , xmm are mutually disjoint, we find j ∈ {1, . . . ,m} so that µ(supp(xjm)) ≤
1/m. For 1 ≤ i ≤ n, take yi,n+1 = yin · 1Ω\supp(xjm); set yn+1,n+1 = xjm. One can check
that this selection works.
From there, the Borelness of order continuity follows:
Corollary 3.2.2. Given a separable lattice X, the set of order continuous sublattices
of X is Borel.
Before we give the proof, we first introduce a collection of functions δm : Xm+ → Xm+ .
For each k ≤ m, we let δmk (~x) = xk − xk ∧ (∨i 6=kxi), and let δm = (δmk )k. These
functions are all continuous, and they map positive elements to positive mutually
disjoint elements. When quantifying over the countable dense sets generated by the
maps ψmk , we cannot guarantee these elements are disjoint, but we can work with
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disjoint elements by selecting almost disjoint elements from the countable set and
”disjointifying” them. This approach will appear later in various chapters.
Proof of Corollary 3.2.2. We prove this by constructing an equivalent relation that is
quantified only on countably sets. Let E ∈ BL(X), and suppose x, λ is a witness to
non-order continuity of E. Fix 0 < ε < λ/2 and find m such that ym := ψm(B(E)+)
with ‖ym − x‖ < ε. It follows that for all n,Λ(E, ym, λ2 , n) holds. Indeed, fix m,
and choose x1, ..., xm satisfying the condition Λ for x. Since xi ≤ x we have that




Now assume x1, ..., xn ≤ ym satisfy the Λ condition for λ2 . We will also show that in
this instance, we need only to consider countably many potential witnessing elements.




1 ≤ i ≤ n and ‖zi − δni (z)‖ < ε2 . Now δ
n
i (z) ⊥ δnj (z) for all i 6= j, and for each
i, ‖δni (z)‖ > λ. So we can assume without loss of generality that x1, ..., xn can be
constructed from the points of the form ψnk (S̄E({ym})+).
Hence we have that
Λ(E, ym, λ, n) ⇐⇒ ∃k ∈ N
(∧
i
‖δni (ψnk (S̄E({ym})+))‖ > λ
)
.
This implies that Λ is itself Borel. Since we were able to find an element in the
countable dense set satisfying Λ, we thus have that
E is order continuous ⇐⇒ ∃m ∈ N ∃λ ∈ Q+ ∀n Λ(E,ψm(B(E)+), λ, n)
The relation above is Borel, and so we are done.
3.3 Atomic lattices
Recall that a Banach lattice E is atomic if it is itself the band generated by its atoms.
Though the definition of an atom in a lattice is easily Borel as defined in 1.3, atomicity
itself as a property of a lattice remains elusive. However, under certain conditions, we
can define atomicity in a Borel manner.
Recall that E ⊆ X may be atomic, but the atoms in E are not necessarily atoms in
X. In addition, atomic lattices can contain atomless sublattices. For example, Let (sn)
be a dense subset of ∆, and X = {f + g : f ∈ C(∆) and g ∈ c0((sn))}. X is atomic,
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but it also contains C(∆), which is atomless. Now if we want to consider statements
made specifically with atomic sublattices, it will be helpful to consider whether or not
the relation
E ∈ AtL(X) ⇐⇒ E is an atomic sublattice of X.
is Borel. We first prove the following:
Proposition 3.3.1. The relation Id(I, E) ⊆ BL×BL with I a closed lattice ideal in
E is Borel.
Proof. The Borel definition is straightforward:




|ψm(E)| ∧ |ψn(I)| ∈ I
)
Hence Id is Borel.
We now can prove:
Theorem 3.3.2. For any separable lattice X, AtL(X) is co-analytic. In particular,
the class of separable atomic lattices AtL := AtL(U) is co-analytic.
Proof. To show AtL(X) is co-analytic, we prove that the complement in BL(X) is
analytic. The way to show that E /∈ AtL(X) is to show that there exists some element
in E that is atomless. For this, it is equivalent to show that there is an ideal I in
E with I ∈ A0(E), but by showing there is an ideal that is atomless, we then know
that the elements in the ideal cannot be generated by atoms since ideals are closed by
downward order. Hence the existence of such an ideal implies the existence of such
elements. Conversely, an atomless element implies the principal ideal is atomless as
well. From there, we have








By Propositions 1.3.1 and 3.3.1 and Theorem 1.3.2, the inner relation is Borel, so
¬AtL(X) is analytic, hence AtL(X) is co-analytic.
Remark 3.3.3. Any separable sublattice E ⊆ X contains a quasi-interior point.
Sometimes it is helpful to generate a quasi-interior point from a set of elements, or
in the atomic case, to generate a weak unit created by summing up atoms. We first
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note that since X is polish, S(X)N+, equipped with the product topology, is also Polish.
We then consider the map u : S(X)N+ → X, with u((xi)i) =
∑
2−ixi. This map is
continuous, since in the domain, the xi’s are bounded distance from each other. We
can also consider the map u : E 7→ u( (ψi(S(E)+))i ), which takes a lattice to a
”canonical” quasi-interior point.
We now consider the descriptive complexity of atomic lattices under certain condi-
tions:
Theorem 3.3.4. If B is a Borel (analytic) class of lattices with weak Fatou norms,
then B ∩ AtL is also Borel (analytic).
Proof. By Theorem 3.3.2, AtL is co-analytic, so if B is co-analytic, then B ∩ AtL
is also co-analytic. It remains to show that whenever B is analytic, B ∩ AtL is also
analytic. Thus if B is Borel, then B ∩ AtL is both analytic and co-analytic, and thus
Borel by Souslin’s theorem.
To show that AtL ∩ B is analytic, we prove that for all E ∈ BL,
E ∈ AtL ∩ B ⇐⇒ E ∈ B
∧







∀m ∀k ∃N ∀n ≥ N (3.2)(





Everything inside the brackets describes Borel relations, and it is being quantified
existentially, so the relation taking up lines 3.1 through 3.3 is analytic. Now if E ∈ B
is atomic and has a weak Fatou norm, we let (xi) be the sequence of atoms. Lines 3.2
and 3.3 show that the some sequence of atoms in E generate E itself as a band. In
particular, Line 3.3 creates a weak unit from the atoms of E, so for any positive x we
have nu(xi) ∧ x ↑ x. Finally, we pick M such that E has an M -Fatou norm, thus it
satisfying the relation on the right hand side.
Suppose E /∈ B ∩ AtL. If E /∈ B, then we are done. Otherwise let E ∈ B\AtL.
Now let M ∈ N, and let x ∈ SE(U)+ be disjoint from all atoms in E, and choose
sufficiently small ε < 1
2
and m ∈ N such that ‖ψm(E+) − x‖ < εM . From this, it
follows that ‖ψm(E+)‖ > 1− εM ≥ 1− ε. Since x is atomless, it is disjoint to the band
generated by the atoms of E. Now u((xi)i) generates the same band, and if for some
38
n, ‖ψm(E+)∧ (nu(xi))‖ ≥ εM , then ‖ψm(E+)− x‖ ≥
ε
M
, a contradiction. Hence for all
n,
M‖ψm(E+) ∧ (nu(xi))‖ < ε,
which means that for all n,
‖ψm(E+)‖ −M‖ψm(E+) ∧ (nu((xi))‖ > 1− 2ε.
This means that E does not satisfy the relation.
The following corollaries involve applications of the theorem. The first of these is
useful:
Corollary 3.3.5. The class AtLoc ⊆ BL of order continuous atomic lattices is Borel.
In particular, if X is order continuous, then AtL(X) is Borel.
Proof. The first statement follows from the fact that order continuous lattices have a
Fatou norm, while the second in addition follows from the fact that any sublattice of
an order continuous lattice is also order continuous.
Corollary 3.3.6. The lattice isomorphism and lattice isometry classes < `p >∼ and
< `p >∼= are Borel, for all 1 ≤ p <∞.
Proof. For the isometry case, this follows from the fact that < `p >∼= = Lp ∩ AtL. If
E is Lp, then E is lattice isometric to an Lp(µ) space (and is thus Fatou), so using
Theorem 3.3.4 and the fact that any atomic separable Lp space is isometric to `p, we
are done. For the isomorphic case, we simply note that < `p >∼= L
∼
p ∩ AtL. Then
again, using corollary 3.3.4, as well as a parallel result stating that atomic separable
Lp spaces are isomorphic to `p, we are done.
Remark 3.3.7. The Banach space version of this theorem for 1 < p <∞ was proven
by Godefroy in [41] using some type-cotype arguments with the isomorphism case.
However, the question remains open for the case of p = 1. In the case of isometry, it
is still unknown whether there exists any Borel isometry class that is Borel besides l2.
Corollary 3.3.8. The isomorphism and isometry classes < c0 >∼ and < c0 >∼= are
Borel.
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Proof. For the isomorphism case, it is sufficient to state that E is an AM-space by
requiring that E be ∞-convex for some constant M , and also that E be also atomic
order continuous. By Theorem 3.1.1 and Corollary 3.3.5, this is a Borel relation. By
[55, Proposition 1.d.8], we have that E is lattice isomorphic to c0. For the isometry
case, we only need to additionally require that the ∞-convexity constant be 1.
Remark 3.3.9. The Borelness of the isomorphism class of c0 as a Banach lattice
contrasts the complete analycity of the isomorphism class of c0 as a mere Banach
space, as proven by [50].
The above results allow us to characterize the general character of a Banach lattice
with respect to its atoms. The following results allow us to refer to atoms in a Borel
way under certain conditions. This will allow for even more characterizations. First,
we consider, for each E ∈ BL the set of atoms AE. These are slices of the Borel set
A ⊆ U ×BL as described in Section 1.3. We have the following lemma:
Lemma 3.3.10. For each E ∈ BL, the set of atoms AE is closed.
Proof. Given any two distinct atoms ei 6= ej, ei ⊥ ej, hence ‖ei − ej‖ = ‖|ei − ej|‖ =
‖ei + ej‖ ≥ 1, since ‖ · ‖ is a lattice norm. From this it follows that AE is closed, since
any given Cauchy sequence (xi) ∈ AE is eventually constant.
What about the map E 7→ AE? It turns out, this map is also Borel when its domain
is AtL∩B, where B is a Borel class of lattices with weak Fatou norms, but it requires
a bit more argumentation. Like in the last case, we cannot simply assume that ψm(E)
will be an atom. However, ψm will map to elements that are arbitrarily close. The
idea is to define what ”closeness to an atom” is in such a way that does not refer
to any specific atom, and from there, we can show Borelness in a way similar to the
theorem above.
Definition 3.3.11. An element y ∈ S(E)+ is ε-atomic in E if for all x ∈ E+,
there exists r ∈ [0, 1] such that ‖x ∧ y − ry‖ < ε.
Note that if ‖y − e‖ ≤ δ for some atom e and y ≥ 0, then y is 2δ-atomic. Indeed,
for any x ∈ E+, ‖x ∧ y − x ∧ e‖ < δ. Since e is an atom, x ∧ e = re for some
0 ≤ r ≤ 1. Furthermore ‖ry − re‖ ≤ rδ ≤ δ, so by the triangle inequality, we have
‖x∧ y− ry‖ ≤ ‖x∧ y−x∧ e‖+ ‖ry− re‖ < 2δ. Now suppose that y is ε-atomic. How
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close is y to an atom? It turns out that if E is atomic, given a small a small enough ε,
the connection between ε-atomicity and atomicity resembles a ”Lipschitz” condition.
More specifically:
Lemma 3.3.12. Suppose E has an weak Fatou norm, and let M be the Fatou constant.
Then if y ∈ E is ε-atomic in E, and ε ≤ 1
13M
, then there exists an atom ei ∈ E such
that ‖y − ei‖ < 4ε.
Proof. Suppose that y is ε-atomic in E. Since E itself is atomic, y can be represented as∑
i riei, where (ei) is the sequence of atoms in E. For notational ease, let Sn =
∑n
1 riei,
and let Tn =
∑∞
i=n+1 riei = y − Sn. Now for each i, ei ∧ y = riei. Since y is ε-atomic,
for each i there exists r′i such that ‖riei − r′iy‖ ≤ ε, so by the triangle inequality
|r′i − ri| ≤ ε.
Now I claim that there exists ri ≥ 2ε. Suppose not. Then for all i, ri < 2ε. Since
Sn ↑ y and X has a weak Fatou norm with constant M , supn ‖Sn‖ ≥ 1M . But again, by
the triangle inequality, ‖Sn‖ cannot increase significantly for each successive n, since
2ε > rn = ‖rnen‖ = ‖Sn − Sn−1‖ ≥ ‖Sn‖ − ‖Sn−1‖. Therefore, there exists an n such
that |‖Sn‖− 12M | < ε. Pick such an n, and choose s1, s2 ∈ R such that ‖s1y−Sn‖ < ε
and ‖s2y−Tn‖ < ε. Hence |s1− 12M | < 2ε. From this, again by triangle inequality, we
have 2ε > ‖(s1 − s2)y − (Sn − Tn)‖ ≥ |‖Sn − Tn‖ − (s1 − s2)|, but note that Sn ⊥ Tn,
so ‖Sn−Tn‖ = ‖Sn +Tn‖ = ‖y‖ = 1 by assumption, so |1−|s1− s2|| < 2e. By similar
argument, we have 2ε > ‖(s1 +s2)y− (Sn+Tn)‖ ≥ |s1 +s2−1|, so |1− (s1 +s2)| < 2ε.
Assuming s1 ≥ s2, we have
1− 2ε <s1 − s2 < 1 + 2ε
1− 2ε <s1 + s2 < 1 + 2ε =⇒
1− 2ε <s1 < 1 + 2ε =⇒
|s1 − 1| < 2ε.
Yet |s1 − 12M | < 2ε, so 1 −
1
2M
< 4ε < 4
9M
, which is a contradiction since M ≥ 1. If
s2 > s1, Then |s2 − 1| < 2ε. Now |(1− s2)− s1| < 2ε, so we have
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−2ε <(1− s2)− s1 < 2ε =⇒
−4ε <− s1 < 4ε.
So s1 < 4ε, but since |s1− 12M | < 2ε, we then have
1
2M
< 6ε < 6
13M
, a contradiction.
Therefore, pick n such that rn ≥ 2ε. From this, by assumption on y we have











r′nriei + rn(1− r′n)en‖
> ‖rn(1− r′n)en‖ = rn(1− r′n)












− ε > 1
3
(assuming that ε < 1
13
). Therefore 1 ≥ r′n > 1 − 3ε > 12 , and
1 ≥ rn > 1− 4ε. Now since ‖r′ny − rnen‖ < ε, ‖y − rnr′n en‖ ≤ 2ε. Therefore, we have














< 2ε+ 2ε = 4ε.
Now, approximate atomicity can be expressed in a Borel way by restricting our
choice of constants from [0, 1] to [0, 1] ∩ Q := IQ. So we define E ⊆ X × BL × R in
the following manner:





∀m∃q ∈ IQ‖x ∧ ψm(E+)− qx‖ < ε
The formula above is clearly Borel, so E is Borel. Using this, as well as the lemma,
42
we can now prove the following:
Theorem 3.3.13. Let X be a Banach Lattice and B be a Borel class of weak Fatou
sublattices of X. Then the partial map A− : B ∩ AtL(X)→ F (X), where E 7→ AE is
Borel.
Proof. It is sufficient to show that the associated graph is Borel: since by Theorem
3.3.4, B ∩ AtL is Borel, we claim that
F = AE ⇐⇒ E ∈ B ∩ AtL(X)
∧
(3.4)
∀m A(ψm(F ), E)
∧
∃M ∀m ∈ N ∀k ∈ N>13M (3.5)(





should work. Note that the definition resembles the statement of Lemma 3.3.12.
Suppose that F = AE. Since E → AE is defined only in B ∩ AtL, we can assume
E is atomic and has a weak Fatou norm, and pick M such that E satisfies the Fatou
property for M . First, we note that line 3.5 implies that F ⊆ AE. Recall that ψm(F )
is dense in F . Yet, from the above discussion on Lemma 3.3.10, ‖ψm(F )−ψm′(F )‖ ≥ 1
when ψm(F ) 6= ψm′(F ). Again, any Cauchy sequence in F consisting of ψm’s are thus
eventually constant, so every element in F is atomic in E, hence F ⊆ AE.
To show that AE ⊆ F , we consider the properties expressed in line 3.6. Let e be
an atom in E. Consider a Cauchy sequence (ψmi(S(E)+))i := (ni)i with ni → e such
that ‖e − ni‖ < 1i . From the discussion above on elements near atoms, we have that
for each i, E(ni, E, 2i ). By definition of F , for i > 13M there exists an atom eki of E
in F such that ‖ni − eki‖ < 8i . Hence ‖e− eki‖ <
10
i
. Now, since e, eki are both atoms
and for large enough i, we have that ‖e − eki‖ < 1, which implies that eventually eki
is constant and e = eki ∈ F . Hence AE = F .
Finally, it is clear that if E and AE satisfy the right hand side of 3.4, since every
element in AE is atomic (thus satisfying (20)), and (21) describes Lemma 3.3.12 for
an appropriate M satisfying the Fatou property. So the graph of A is Borel, hence A
is Borel.
We end this section with a strengthening of Theorem 3.3.13. Given a Borel collection
B of atomic lattices with weak Fatou norms, we want not only to find the atoms of
any given E ∈ B in a Borel way, but also to be able to enumerate, again in a Borel
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way, the atoms in E. It is not sufficient, however to use (ψm ◦ AE)m, since it might
not map to unique elements. So we construct a map e : N × B ∩ AtL(X) → X,
where (k,E) 7→ ek,E ∈ AE, such that e(·, E) is a bijection between N and AE for all
E ∈ AtL(X).
Lemma 3.3.14. Suppose B is a Borel class of weak Fatou lattices, and let X be a
lattice. Then there is a function e : N×B∩AtL(X)→ X as described above which is
Borel.
Proof. We show that the graph is Borel:
ek,E =u ⇐⇒
(




k = 1 =⇒ u = ψ1(AE)
∧
(3.7)




∀m < n ψm(AE) 6= u
∧
(3.8)
∃s ∈ n− 1k−1
(
∧i 6=j ψsi(AE) 6= ψsj(AE) ∧l<k ∨iψl(AE) = ψsi(AE)
))]
, (3.9)
where n− 1 := {1, 2, ...n− 1}. The function e maps (1, E) to ψ1(AE), and (k,E) to
ψn(AE) where n is the least number such that there are k−1 unique atoms among the
set {ψ1(AE), ..., ψn−1(AE)}. This ensures the map surjects onto AE. All quantifiers
are bounded or countable, and the relations are Borel under the above assumptions.
Hence e is Borel.
3.4 Rearrangement invariant lattices
In this section, we focus on the class of rearrangement invariant order continuous
atomic lattices. It turns out they are descriptive set theoretically ”nice” too. In
particular, we define isomorphically and isometrically invariant lattices, and show
that these classes can be characterized in a Borel way, as well as their isomorphism
and isometry equivalence relations. We then show that the same can be done for finite
sums of rearrangement invariant lattices, which far expands on what sorts of lattices,
up to isometry or isomorphism, can be easily characterized.
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3.4.1 Isometrically rearrangement invariant lattices
Definition 3.4.1. An atomic order continuous Banach lattice E is rearrangement
invariant (or r.i. for short) if all permutations of its atoms are isometries (or
isomorphisms.)
Examples of r.i. lattice include `p and c0, but they also include Orlicz sequence
spaces.
Theorem 3.4.2. The class of isometrically r.i. lattices is Borel.
Proof. Consider the set Qn ⊆ AtLoc, where
Qn(E) ⇐⇒ E ∈ AtLoc
∧









By Theorem 3.3.13, the inner relation is Borel. Qn states namely that all permuta-
tions of the first n atoms are isometric on n-supported vectors.





Since E is order continuous, it is enough to check through the finite permutations,
since each element is approximated by the linear span of E ′s atoms. Therefore, E is
r.i. ⇐⇒ R(E) holds, and R is Borel, the class of isometrically r.i. lattices is Borel.
Theorem 3.4.3. Let E be an r.i. order continuous sublattice. Then the isometry
class of E is Borel. More generally, The isometry equivalence relation I∼= ⊆ R∼=×R∼=,
where R∼= is the Borel set of all r.i. order continuous sublattices, with
I∼=(E,E
′) ⇐⇒ E and E ′ are lattice isometric
is a Borel equivalence relation.
Proof. Again, we just use a Borel formula and claim that:
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I∼=(E,E
′) ⇐⇒ E ′, E ∈ AtLoc
∧










Again, from the above, if E and E ′ are isometric, then clearly the right hand side
holds. Conversely, if, all finitely supported vectors with rational coefficients have equal
norm, and since these form dense subsets of E and E ′, the map em,E 7→ em,E′ extends
to an isometric isomorphism.
We now consider finite sums of r.i. lattices (ex: `p ⊕ `q). In addition, we add the
following natural requirement: if xi ∈ Ei, where Ei is isometrically r.i., we add that
the norm of
∑
xi is invariant under permutations over the atoms within individual





When a lattice E = E1⊕E2⊕ ...⊕En with each Ei r.i. and isometrically invariant
over permutations over each of the Ei’s as described above, and n is the smallest such
number where this is the case, we will state that E ∈ Rn. The key is for each step
n, to generate a partition of n of finite dimensional r.i. lattices for which the finite
permutations do not change the norms of any element supported by the first n atoms.
Theorem 3.4.4. The set Rn of exact n-sums of r.i. sublattices of X is Borel.
Proof. The proof will be by induction on n. For n = 1, this is proven by Theorem 3.4.3.
Now assume that for all m < n, Rm is Borel. The idea is that for each k ∈ N, we want
to partition k := {1, ..., k} into n sets Ck1 , ..., Ckn such that for elements supported by
atoms e1,E, ..., ek,E the norm is preserved when you permute elements within each set
in the partition. For indexing purposes later on, we also add the following conditions:
1) if the partition includes empty sets, then all the non-empty sets have the lowest
indices, and 2) if i < j, then for non-empty Cki , C
k





conditions can then be defined as a relation on
⋃
k P(k̄)×N, where P(k) is the power
set of k, as follows:
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sp(C1, ..., Cn, k) ⇐⇒ C1, ..., Cn ⊆ k
∧
1 ∈ C1 (3.12)
n∧
i>1
Ci 6= ∅ =⇒ (Ci−1 6= ∅
∧
min(Ci−1) < min(Ci)) (3.13)∧
i 6=j
Ci ∩ Cj = ∅
∧
∪iCi = k (3.14)
For each k ∈ N we will define the set Pn,k ⊆ (
⋃
k P(k̄))n × N× AtLoc(X), where
pn(C1, ..., Cn, k, E) ⇐⇒ sp(C1, ..., Cn, k)
∧
∀τ = (σi)ni=1 ∈ Sc1 ...Scn (3.15)











where each SCi stands for the permutation group of Ci when Ci 6= ∅, and is the trivial
group otherwise, and Sc1 ...SCn ⊆ S∞ is the permutation subgroup over N generated
by all of the SCi ’s. The last line states that for any finitely supported vector with
rational coefficients, the norms do not change when a composition of permutations
of each Ci is applied to the first k atoms. From here on, we say that C1, ..., Cn is a
suitable n-partition of k over E if pn(C1, ..., Cn, k, E) holds. Finally, we define
the relation Pn,k by
Pn,k(E) ⇐⇒ ∃C1, ..., Cn
(
pn(C1, ..., Cn, k, E)
)
Pn,k is Borel since it is only quantified over countable sets, and in the last line the
equality of norms over atoms is Borel. Based on this, I claim that





∀k ∈ N, Pn,k(E)
If E is an exact sum of n r.i. lattices, then the above easily follows.
Now suppose that E ∈ Rn. Note that since E /∈ Rm when m < n, it follows that
for some k, there is a suitable partition Ck1 , ..., C
k




Indeed, otherwise, we can make a tree over {1, ..., n−1} encoding suitable partitions
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over E whose branches are tuples (s1, ..., sk), where for any 1 ≤ l ≤ k, sl = i when
l ∈ Ci. This tree has infinitely many nodes but is finitely branching, so by König’s
Lemma, there is an infinite branch inducing an n − 1 partition of N and associated
lattices E1, ..., Em for some m < n. Then E = E1⊕ ...⊕Em is in Rm for some m < n,
which contradicts the initial assumption.
We can use a similar argument to conclude the proof, but we will make an even
stronger claim with Lemma 3.4.5, which will be proven later: For all k′ ≥ k, the
partition satisfying pn(C
k′
1 , ..., C
k′
n , k
′, E) is unique.
Based on this, we can arrive at a partition of N that corresponds to the atoms. If
k′ > k, then consider the partition Ck
′
1 , ..., C
k′
n of k





where k < l ≤ k′. The result is a suitable n-partition of l, but by the lemma,
Ck
′








n gives us the necessary n-partition
of N.
Let’s now prove Lemma 3.4.5, stated more precisely as follows:
Lemma 3.4.5.
Suppose E ∈ Rn. Let k be the least number such that for any suitable partition
C1, ..., Cn of k over E, each Ci must be non-empty. Then for all k
′ > k, the suitable
n-partition of k′ is unique.
Proof. Suppose not. Let k′ ≥ k, and let C1, ..., Cn and D1, .., Dn be two different
partitions satisfying the condition Pn,k′ . By the above assumption, each Ci, Di must
be non-empty. If, say, Ci = ∅ for some i, restricting each C-set to its elements
≤ k gives a partition of k fulfilling Pn,k with less than n elements, contradicting the
assumption of minimality of k. Let j be the first index where Cj 6= Dj. without loss
of generality, assume that there is m ∈ Cj/Dj. Note that Cj ∩ Dj 6= ∅, since they
have the same minimum element m′ and both Cj’s and Dj’s are suitable partitions,
so minCi′ < minCi and minDi′ < minDi whenever i
′ < i. It is also clear that j < n.
Now since m /∈ Dj, since the D-sets form a partition of k′, m ∈ Dj′ , where n ≥ j′ > j.
If such is the case, it follows that k′ can be re-partitioned into n − 1 non-empty
sets and one empty set satisfying Pn,k′ These sets would be D1, ..., Dj−1, Dj ∪ Dj′ ,
followed by the rest of theD′is not includingD
′
j, re-indexed to satisfy the non-emptiness
properties outlined in the definition of Pn,k. This is done as follows. Denote the
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|Di|, where the elements are indexed by increasing order.




Denote a finite permutation in s ∈ S∞ by (t0, ..., tl), with s(ti) = ti+1 mod l and
s(t) = t if t 6= ti for all 0 ≤ i ≤ l. Since the C-sets and D sets satisfy the conditions











1 , ..., d
j′
α−1), and (m,m
′) correspond to permutations of Sk′ whose
corresponding operators preserve the norms of finitely supported vectors in E.
To show that a lesser repartitioning exists, it is sufficient to show that every permu-
tation of Dj ∪Dj′ preserves norms. Consider the permutations above, and note that
norms are still preserved when one takes compositions of these permutations. Hence,
norms are preserved over the permutation
(m′, dj2, ...d
j







1 , ..., d
j′
α−1) ◦ (m,m′)













|Dj |). This composition is a cycle σ
of all the elements in Dj ∪Dj′ . If |Dj ∪Dj′| = 2, we are done. If not, then either Dj
or Dj′ (or both) contain more than one element. This implies that either (m
′, dj|Dj |) or
(dj
′
α−1,m) are transpositions inducing lattice isometries on E. Either way, we also have
a transposition whose elements are adjacent elements in a full cycle over Dj∪Dj′ . It is
a basic result in group theory that the group of permutations of a finite set generated
by a cycle over all the elements and a transposition over elements adjacent in the
cycle generate the entire permutation group itself. Hence all the permutations of
atoms indexed with elements Dj ∪Dj′ preserve norms. This implies a partition of k′,
as described above, consisting of only n− 1 sets, satisfying Pn,k, a contradiction.
Remark 3.4.6. The lemma implies not only the existence of a unique partition, but
also that this partition can be determined in a Borel way, assuming that we know that
there is a finite partition.
There is also a similar result for the isometry relation in Rn × Rn, which can be
shown with a sentence, albeit a more complicated one.
Theorem 3.4.7. The isometry relation In on Rn×Rn is Borel. In fact, the isometry
relation on finite sums of r.i. lattices is Borel.
Proof. Note that I(E,E ′) iff there is n such that E,E ′ ∈ Rn, and In(E,E ′). So we just






of N and some σ ∈ Sn such that the lattices generated by atoms indexed by Di is
isometric to that generated by D′σ(i). Since we are dealing with isometries, we need to
ensure that |Di| = |D′σ(i)|. This can be done on the finite level by ensuring that for
any given k ∈ N we have a suitable partition C1, ..., Cn of k, Ci ⊆ Di, some k′ ≥ k and
a suitable partition C ′1, ..., C
′
n of k
′ such that |Ci| ≤ |C ′σ(i)|. Similarly, for any k′ we
want a suitable partition C ′1, ..., C
′
n of k
′, C ′i ⊆ D′i, some k ≥ k′ with suitable partition
C1, ..Cn of k, Ci ⊆ Di, with |Ci| ≥ |C ′σ(i)|. All the above, we can define in a Borel way.
Let Fι(X, Y ) denote the set of all injective functions from X to Y , and consider the
relation A by
A(E,E ′, k) ⇐⇒ ∃k′ ∈ N, σ ∈ Sn, (Ci)n1P (k), (C ′i)n1 ∈ P (k′)[
pn((Ci)
n







































A(E ′, E, k)
)
Note that if E is isometric to E ′ then the result follows. Suppose that E,E ′ satisfy
the relation. Note also then that by Lemma 3.4.5, there is some K that the n-partitions
over the first K atoms satisfying pn must be unique while satisfying pn. Hence for all
k ≥ K, each k-partition (Ci), we have Ci ⊆ Di, and similarly C ′i ⊆ D′i. Furthermore,
the relation A describes the existence of injective functions from Ci into D
′
σ(i) for any
k, and vice versa. The result then is that if Di is finite, we must have |D′σ(i)| = |Di|.
If Di is infinite, then the Ci’s increase in size as k increases, but you must have then
that for some other k′ ≥ k and partition (C ′i), there is an injective function from Ci to
C ′σ(i) ⊆ D′σ(i) Hence D′σ(i) is also infinite. Hence we can induce a lattice isomorphism





3.4.2 Isomorphically rearrangement invariant lattices
Definition 3.4.8. An atomic order continuous lattice X is isomorphically rear-
rangement invariant, or isomorphically r.i. if every permutation σ over the
atoms of X induces a lattice isomorphism.
For merely isomorphically, and not isometrically r.i. spaces, some extra care is
needed. If X is isomorphically r.i., then any σ is an isomorphism, but it may have a
certain amount of distortion M , that is, σ is an M -embedding (see the definition of
M - embeddings in Section 1.2). Given σ ∈ S∞ and x =
∑
aiei ∈ X, let σ(x) be the
short hand for
∑
aieσ(i). We first show:
Theorem 3.4.9. The class of isomorphically r.i. spaces is Borel.
We need to first prove the following lemma:




Proof. Suppose the contrary. We will then show thatX cannot be r.i, by constructing a
permutation τ = τ1τ2... where the τ
′
is are mutually disjoint, finite length permutations,
which is not bounded. Choose σ1 such that ‖σ1‖ > 1. By order continuity, there
exists a finitely supported element x1 ∈ S(x)+ such that σ1(x1) > 1. Let τ1 be a finite
permutation of D1 := supp(x1)∪supp(σ1(x1)) such that for all k such that ek supports
x1, σ1(k) = τ1(k). This can be done in the following manner: for i ∈ supp(x1) let
τ1(i) = σ1(i). Note that |D1\supp(x1)| = |D1\supp(σ1(x1))|, so let τ1 biject these two
sets. = Then τ1|N\D1 = idX . Since τ1(x1) = σ1(x1), ‖τ1‖ > 1 as well. We now proceed
inductively on n. Suppose τ1, ..., τn have been chosen with ‖τn‖ > n, and suppose that
D1, ..., Dn mutually disjoint finite sets have been chosen such that Dom(τi) = Di.
Now we claim that T := {σ : σ|Di = id for all i ≤ n} remains unbounded. Let
K ∈ N, and suppose σ′ ∈ S∞ such that ‖σ′‖ > 3K max(∪iDi). Observe here that at
worst, any permutation τ over the standard basis in Rk equipped with a Lattice norm
will have distortion at most k. If ‖
∑k
1 aiei‖ = 1, then max |ai| ≥ 1/k and
∑
|ai| ≤ k,
thus 1/k ≤ ‖
∑k
1 aτ(i)ei‖ ≤ k. Now there exists a finite permutation τ ′ ∈ S3 max(∪Di)
such that τ ′σ′ ∈ T . As a result, max(‖τ ′‖, ‖τ ′−1‖) ≤ 3 max(∪iDi|), so ‖τ ′σ‖ > K.
Therefore, pick a σn+1 ∈ T such that ‖τ1, ..., τnσn+1‖ > n + 1. Find a finitely
supported xn+1 ∈ S(X) such that ‖τ1, ..., τnσn+1(xn+1)‖ > n+1, like in the initial step,
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let τn+1 be a finite permutation defined on Di+1 := supp(xn+1)∪supp(σ(xn+1))\(∪iDi)
such that for all k such that ek ∈ Di+1 supports xn+1, we have τn+1(k) = σn+1(k).
The construction is just like in the initial case, given that σn+1|∪iDi = id|∪iDi . Since
τn+1(xn+1) = σn+1(xn+1), it follows that ‖τn+1‖ > n+ 1.
Proof (of theorem). We adapt the approach from Theorem 3.4.2. Let



















If we assume R∼(E) holds, then easily E is isomorphically r.i. If E is isomorphically
r.i., then by Lemma 3.4.10, the norms of the permutations are bounded by some integer
M , so R∼(E) holds.
Note that Lemma 3.4.10 can be used to show the following (not sure if this was
already known, but I include here for completion):
Corollary 3.4.11. X is an isomorphically r.i. space iff it is lattice isomorphic to an
isometrically r.i. space.




By Lemma 3.4.10, there exists an M such that for all x ∈ X, ‖x‖ ≤ ‖|x‖| ≤M‖x‖,
so ‖| · ‖| is an equivalent lattice norm. Thus id : (X, ‖ · ‖) → (X, ‖| · ‖|) is a lattice
isomorphism. Note also that the definition implies that for all x ∈ X and σ ∈ S∞ we
have that ‖|x‖| = ‖|σ(x)‖|. Thus (X, ‖| · ‖|) is isometrically r.i.
Corollary 3.4.12. If X is isomorphically r.i., then it is lattice isomorphic to each of
its infinite dimensional ideals.
Proof. Let Y ⊆ X be an ideal, and let (enk)k be the atoms of X enumerating the
atoms of Y . Let M be the rearrangement distortion constant for X. Then the map
ψ : ek 7→ enk from X to Y is an isomorphism with distortion at most M . Let
x =
∑m
1 aiei be finitely supported in X. Find a permutation σ ∈ S∞. with σ(k) = nk
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for 1 ≤ k ≤ m. Then 1/M‖x‖ ≤ ‖σ(x)‖ ≤ M‖x‖. Thus ψ extends to a lattice
isomorphism between X and Y .
If E = ⊕n1Ei is an exact n-sum of n isometrically r.i. lattices Ei, the argument for
Theorem 3.4.3 allows for the possibility of finite dimensional Ei. However, these finite
dimensional sublattices cannot be isolated in isomorphically r.i. spaces. This allows
for some advantages, but it also means that partitions are no longer unique.
We can say that ⊕n1Ei is isomorphically an n-sum of r.i. lattices if there exists
some M ∈ N such that for all
∑n











Observe here that, as in the case of finite sums of isometrically r.i. lattices, we
want permutations on individual Ei’s to have at most a bounded amount of distortion
on other E ′is. However, this automatically follows when one can partition E into
isomorphically r.i. disjoint bands E1 ⊕ ... ⊕ En. If E = E1 ⊕ ... ⊕ En with each En
isomorphically r.i., then for any x =
∑n
i=1 xi with xi ∈ Ei, we have
max
i
‖xi‖ ≤ ‖x‖ ≤ n max ‖xi‖.
This means that E is lattice isomorphic to E1 ⊕∞ ...⊕∞ En, which has this property.
The proof for the Borelness of the class R∼n of n-sums of isomorphically r.i. lattices
is similar in structure. However, the partitioning set is not unique past a certain k,
since isomorphism allows for distortion, so we cannot apply Lemma 3.4.5. Thus we
present a separate proof:
Theorem 3.4.13. The class R∼n of lattices that are exact n-sums of isomorphically
r.i. lattices is a Borel class.
Proof. We employ a similar construction to the proof in Theorem 3.4.4. Recall the
definition of sp(C1, ..., Cn, k, E) for each finite Ci ⊆ N and k ∈ N in lines 3.12 - 3.14.
We now define an adapted relation pNn , where
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pNn (C1, ..., Cn, k, E) ⇐⇒ sp(C1, ..., Cn, k)
∧
(3.17)











the main switch is from equality to bounded inequality in line 3.18. We then define
PNn,k(E) ⇐⇒ ∃C1, ..., Cn
(
pNn (C1, ..., Cn, k, E)
)
As in the proof of Theorem 3.4.4, we claim that






It should be clear that if E ∈ R∼n , then E = ⊕n1Ei, with Ei ∈ R∼, and that n is the
least such number where this is the case. Hence by induction, E /∈ R∼m for any m < n.
Let C1, ...Cn be the partition of N such that Ci = {k ∈ N : ek,E ∈ Ei}. By theorem
3.4.9, we let Ni be an upper bound for distortion of Ei. Then if we let N = maxiNi,
we are done.
Now suppose that E fulfills the relation on the right. Fix N satisfying the relation,
and let TE ⊆ n− 1
<N
be the tree generated by all finite sequences (a1, ..., ak) repre-
senting a partition that satisfies pNn,k. That is, if for i ≤ n, we have Ci = {m : am = i},
then pNn (C1, ...Cn, k, E). Note that some of the later Ci’s may be empty. By definition
of sp in the proof of Theorem 3.4.9 (see lines 3.12 - 3.14), such sequences do indeed
comprise a tree. Now note that the tree is finitely branching, and by the quantification
over all k ∈ N, it has infinitely many elements. By König’s lemma, TE has an infinite
branch s whose elements correspond to a n-partition
∐
Ci of N. Furthermore, each
set is infinitely large. This is due to the argument in the proof of Lemma 3.4.10. If,
for example, C1 were infinite and C2 were finite, then the lattice generated by atoms
indexed by elements in C1 ∪ C2 would be isomorphically r.i., contradicting the claim
that E /∈ R∼m for some m < n. Finally, we let Ei be the lattice generated by atoms
indexed by Ci. each Ei is isomorphically r.i with distortions bounded by N , Thus
R(E)∼n follows.
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Remark 3.4.14. Note that the argument used here also works for the n-sum of
isometric lattices. However, the uniqueness of isometric partition and its construction
has the advantage of isolating the isometric r.i. sublattices making up the n-sum form
some lattice E ∈ R∼=n . In other words, One can map some E ∈ R
∼=
n to a sequence
representing the partition of atoms which generate each set Ei. This uniqueness is lost
in the proof above, and it is impossible in the isomorphic case.
We now proceed to give some proofs on the Borelness of isomorphism classes on
isomorphically r.i. lattices, as well as finite sums of isomorphically r.i. lattices. We
start with a clear fact:
Lemma 3.4.15. Let φ : E → E ′ be a lattice isomorphism between order continuous
atomic lattices with distortion M , and suppose φ(ei) = aie
′
i for atoms ei ∈ E and
e′i ∈ E ′. Then the map ψ(ei) = e′i is also a lattice isomorphism with distortion M2.
Proof. Observe for each i, 1/M ≥ ai ≥ M , since the distortion of φ is at most M .
Then the map φ′ : e′i 7→ 1ai e
′















i‖. Thus ψ = φ′ ◦ φ has at
most distortion M2.
Theorem 3.4.16. The isomorphism equivalence relation I∼1 (E,E
′) ⊆ R∼1 × R∼1 for
isomorphically r.i. lattices is Borel.
Proof. The Borel statement mirrors that of isometrically r.i. lattices:
I∼1 (E,E
′) ⇐⇒ E ′, E ∈ ALoc
⋂
n












If E and E ′ are isomorphic, then by Lemma 3.4.15, we can assume that the iso-
morphism maps normalized atoms to normalized atoms, and then compose the iso-
morphism with the appropriate permutation of atoms in E ′ to map em,E to em,E′ .
Conversely, if I∼1 (E,E
′), all finitely supported vectors with rational coefficients are
M -equivalent in norm for some M , and since these form dense subsets of E and E ′,
the map em,E 7→ em,E′ extends to an isomorphism of at most distortion M .
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Finally, we end this section with a proof of the Borelness of the isomorphism equiv-
alence relation for finite sums of isomorphically r.i. lattices.
Theorem 3.4.17. The isomorphism relation on finite sums of isomorphically r.i.
lattices is Borel.
The proof combines the approaches from Theorems 3.4.13 and 3.4.16 and uses the
same notation. Suppose for all m < n, I∼m is Borel. We first want to find two partitions




n such that each Ei := E|Di is lattice isomorphic to E ′i := E|D′i .
Since R′n is defined to make n the smallest such number that allows for such a partition,
we may assume that each Di and D
′
i is infinite. To this end, we fix M such that any
permutation σ1...σn, with each σi permuting Di, induces a lattice isomorphism on E
with distortion at most M , and similarly with E ′. We also assume that if E, E ′ are
isomorphic, then M also is a distortion constant for a lattice isomorphism between E
and E ′ composed with any of their suitable permutations.
As in Theorem 3.4.13, for all k ∈ N, there should exist a suitable n-partition of k
with sets Ck1 , ..., C
k
n, such that the permutation group SCk1 ...SCkn over the atoms in E
have at most distortion M . Furthermore, there should be some k′ and a suitable n-
partition Ck
′
1 , ..., C
k′
n of k
′ so that group of permutations SCk′1
...SCk′n over the atoms in
E ′ have at most a distortion M . Finally, we want some σ ∈ Sn such that |Cki | ≤ |Ck
′
σ(i)|




i will induce a partial lattice isomorphism with distortion at most M . This can be
expressed in a way similar to that in Theorem 3.4.13: let A(E,E, k,M) be defined by:
A(E,E ′, k,M) ⇐⇒ ∃k′ ∈ N, σ ∈ Sn, (Ci)n1P (k), (C ′i)n1 ∈ P (k′) (3.19)[
pMn ((Ci)
n



































We also want the same relationship with E and E ′ switched. Then
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I∼n (E,E





A(E ′, E, k,M)
)
.
If E is isomorphic to E ′, we can assume that the associated isomorphism φ sends
normalized atoms to normalized atoms by Lemma 3.4.15. Let NE and NE′ be the
rearrangement distortion constants for E and E ′. Then M = NE‖φ‖NE′ qualifies as
a distortion bound satisfying both A(E,E ′, k,M) and A(E ′, E ′, k,M) for all k.
Suppose now that E and E ′ satisfy the relation. Consider the tree TE,E′ formed by
branches in (n×n)<∞, where (a, a′) ∈ TE,E′ if a and a′ index partitions C1, ..., Cn and
C ′1, ..., C
′
n of some k in such a way that the C
′
i’s can each be extended to partitions of
k′ satisfying lines 3.20 - 3.21 for C1, ..., Cn. This tree is finitely branching and contains
infinitely many branches, so there exists an infinite branch pair (s, s′) ∈ (n×n)∞ with
(s, s′)|k ∈ TE,E′ for all k. Now let D1, ..., Dn and D′1, ..., D′n be two partitions of N
with m ∈ Di iff sm = i and m ∈ D′i if s′m = i. Since E,E ′ are both in R∼n , all the
Di’s and D
′
i’s must be infinite in size (otherwise E or E
′ is in R∼n−1). Observe that
for each i, Ei := E|Di and E ′i := E|D′i are isomorphically r.i. with distortion constant
M . Finally, by definition of TE,E′ and using induction, each of the E
′
is can be mapped
injectively into ideals of E ′i using isomorphic embeddings with distortion at most M
2.
By Corollary 3.4.12, E ′i is lattice isomorphic to Ei, so E is isomorphic to E
′.
3.5 Non-Borel classes and relations of lattices
We consider certain classes of lattices that are not Borel. Many of the results here
parallel the results in the Banach space setting, but a few are specific to lattices. For
example, while the isomorphism relation for finite sums of rearrangement invariant
isomorphically or isometrically invariant lattices is Borel, the general isomorphism
relation on separable Banach lattices is not (and in fact, it is maximally complex for
analytic equivalence relations, as will be demonstrated in Chapter 4). There are also
certain isomorphism classes in particular which are analytic and not Borel. We can
use these results to show that classes of lattices such as KB spaces and separable duals
are co-analytic but not Borel and discuss some implications of these results.
We begin with the following:
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Proposition 3.5.1. The following relations are analytic:
1. Emb∼(X, Y ): X lattice isomorphically embeds into Y
2. Emb∼=(X, Y ): X lattice isometrically embeds into Y
3. I∼(X, Y ): X is lattice isomorphic to Y
4. I∼=(X, Y ): X is lattice isometric to Y
Proof. Let (τmn )n enumerate all the m-ary functions for lattices generated by compos-
ing the operations of scalar multiplication over Q, +, and ∧. Define the following
relation φ((xi)i, (yi)i, X, Y,M) ⊆ (UN)2 ×BL2 × N by
φ((xi)i, (yi)i, X, Y,M) ⇐⇒ (xi)i ⊆ X
∧
(yi) ⊆ Y (3.22)
∀m,n ∈ N
(
1/M‖τmn (x1, ..., xm)‖ ≤ ‖τmn (y1, ..., ym)‖ ≤M‖τmn (x1, ..., xm)‖
)
(3.23)
φ shows that the sequences (xi)i and (yi)i induce a lattice isomorphism with dis-
tortion at most M for the lattices generated by each sequence. Here the isomorphism
is induced by xi 7→ yi. By the equivalence in line 3.23, this map is well-defined and
preserves lattice operations, and is an isomorphic embedding.
Now let D ⊆ UN ×BL be defined by
D((xi), X) ⇐⇒ (xi)i ⊆ X
∧
∀m,n ∈ N ∃k ‖xk − ψm(X)‖ < 1/n,
D is the relation characterizing density of a sequence in X.
Both φ and D are Borel. From there, we easily obtain:
Emb∼=(X, Y ) ⇐⇒ ∃(xi)i, (yi)i φ((xi)i, (yi)i, X, Y, 1)
∧
D((xi)i, X)





Emb∼=(X, Y ) ⇐⇒ ∃(xi)i, (yi)i,M φ((xi)i, (yi)i, X, Y,M)
∧
D((xi)i, X)





All of these relations are clearly analytic.
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Recall the definition in 1.2 of what it means to be Γ-hard or Γ-complete for a class
Γ. Note that if we can show that some A is Σ11-complete (Π
1
1-complete), we also prove
that it cannot be Π11 (Σ
1
1), and hence Borel. A common way to show that B ⊆ Y
is Σ11- complete is to take some already known A ⊆ X where X is Polish and A is
Σ11-complete, and find a continuous function f : X → Y where f−1(B) = A. Note also
that if B is Γ-hard (complete), Y \B is Γ̌-hard (complete).
The same comments stated above for regular Γ-hard (complete) sets can also be
stated for Borel Γ-hard (complete sets). We can also show that a Σ11 set A is Borel
Σ11-complete by finding a Borel function that maps a regular Σ
1
1-complete set to A.
We first show that the isomorphism relation on Banach lattices is not Borel by
finding a Borel map f from some Polish space to BL × BL with f(A) ⊆ I∼ and
f(X\A) ⊆ BL×BL\I∼. The proof for this is patterned after the Bossard’s proof that
the isomorphism class of the Pelczynski universal Banach space is complete analytic
(see [16]). The Pelczynski space is a Banach space with a universal basis that contains
up to isomorphism any other separable space generated by a basic sequence as a
complemented subspace. First, we construct a Lattice version of a universal Pelczynski
space for spaces with unconditional basic sequences. For the following theorem and
subsequent results, let S = N<N and let the N = NN equipped with the product
topology on discrete N. For s ∈ S, let |s| denote the length of s, and given two
branches s, t ∈ S, we denote s ⊆ t if |s| ≤ |t| and for all 1 ≤ i ≤ |s|, we have si = ti.
For s ∈ S or s ∈ N , let s|n ∈ S denote the tuple with the first n elements of s. If
t ∈ N is an infinite branch, we also use the same notation s ⊆ t if s = t|n for some n.
Theorem 3.5.2. There exists a separable atomic order continuous lattice V with atoms
(en) such that for any other separable order continuous atomic lattice A with generating
atoms (ak)k and for all M > 1, there is a subsequence (enk)k of (en)n such that the
map ak 7→ enk induces an M-isometry between A and the band generated by (enk)k.
Furthermore, V is unique up to lattice isomorphism.
Proof. This construction is similar to that found in Schechtman’s’ construction of the
universal space for unconditional bases (see [69], as well as [54, pg 93]) We consider
the universal separable lattice U = C(∆,L1(0, 1)). Let (xn)n be dense in S(U)+. We
define a bijection φ : S → N such that if t ( s, then φ(t) < φ(s). Given b = (bn)n ∈ N ,
let sequences of the form (φ(b|n))n be called ”suitable branches”. Note that by the
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properties of φ, branches must be strictly increasing sequences in N. Let B be the set
of all suitable branches in N .
Consider now the vector lattice c00(N) defined by finitely supported sequences in RN
and equipped with the standard order. If β = (bn)n ∈ B, we consider the characteristic
function χβ : N→ 2̄, with χβ(j) = 1 if j appears in the sequence β, and 0 otherwise.





∣∣∣∣∣∣∣∣ : n ∈ N, εj = ±1, β ∈ B}
The presence of the εj’s are necessary to make ‖|·‖| become a lattice norm. Now, let
en = (0, 0, ...,
n
1, 0, 0, ...) denote the atoms in c00(N), and let V = c00‖|·‖|, and note that
V is an order continuous atomic lattice with atoms en forming a basis whose linear
span is dense in V .
Let A be an atomic order continuous lattice with (uk)k as its atoms, and let M > 1
(we can also assume M < 2). By the universality of U , we can assume A ⊆ U . Since
(xn) is dense in U+, let ε > 0 and pick a subsequence (xnk)k of (xn)n such that for all
k ∈ N, ‖xnk − uk‖ < ε2k+2 .
From this it follows that as Banach spaces, A is isomorphic to the Banach space
generated by (xnk)k, as its basic sequence, with the isomorphism generated by uk 7→





rkuk‖ = 1, we have











rk(uk − xnk)‖ ≤ 1 + ε/2 (3.25)
Also, we use the following notation: if s = (s1, ..., sk) and n = φ(s), let vn = xsk . in
other words, v maps n to the element indexed by the last element in φ−1(n). Consider
now the sequence β = (bk)k, where bk = φ((n1, ..., nk)). Observe that β ∈ B by
definition of branches.
Now we want a subsequence of the atoms (en)n in V that is equivalent to vbk . It
turns out the sequence (ebk) works. Note that since any linear combination is supported
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since the uj’s are mutually disjoint. Hence A and the lattice generated by (ebk)k are
isomorphic as Banach spaces. The latter is an ideal, and hence a band, (since V is
order continuous), generated by the atoms (ebk)k, and the map uk 7→ ebk preserves
disjointness and order, so it is a lattice isomorphism. Hence A is M -isometric to a
band generated by a subsequence of (en)n in V .
Now, we show that V is unique up to lattice isomorphism. This proof is an appli-
cation of Pelczynski’s decomposition method for unconditional bases tp the atoms in
V . Suppose V ′ is another atomic order continuous lattice sharing the same univer-
sal properties. Then there exist bands X and Y such that V is lattice isomorphic
to a lattice sum of X and V ′ as bands, which will be denoted by V ∼ V ′ ⊕ X,
and similarly V ′ ∼ V ⊕ Y . Now, since V is atomic order continuous, the lattice
(⊕n∈NV)2 is also atomic and order continuous, which implies there is some Z such
that V ∼ (⊕n∈NV)⊕ Z. From there, we have
V ⊕ V ∼ (V ⊕2 (⊕nV)2)⊕ Z ∼ (⊕nV)2 ⊕ Z ∼ V
(In short, we have that V ∼ V ⊕ V). We can argue similarly for V ′. Therefore,
V ′ ∼ V ⊕ Y ∼ V ⊕ V ⊕ Y ∼ V ⊕ V ′ ∼ V ′ ⊕ V ′ ⊕X ∼ V ′ ⊕X ∼ V
Thus V ∼ V ′, and we are done.
An example of a Σ11-complete set is the set IF ⊆ Tr (see [46, Theorem 27.1] for a
proof). Here, Tr is the set of trees over N, so we can think of any tree as a subset of
the countable set S. As a result, with an appropriate bijection between S and N, Each
possible branch of a tree can be encoded as a some (0,0,...,1,0,0,...) in ∆. A tree T ,
then, can be encoded as some element r in ∆, where rn = 1 iff the branch encoded by
rn is in T . The set of trees in ∆ is Gδ, (hence Polish). Given a tree T , let [T ] be the set
of infinite branches of T . The set IF is that of ill-founded trees, that is, trees with
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an infinite branch). Observe then that [S] = N and T ∈ IF ⇐⇒ ∃b ∈ N (b ∈ [T ]),
which describes an analytic relation.
Using V , we will construct Banach lattices X1 and X2 and Borel maps U1 : Tr →
BL(X1) and U2 : Tr → BL(X2) such that if T ∈ IF , then Ui(T ) ∼ V , and if
U ∈ WF , U1(T ) has the Schur Property as a Banach space (meaning that any weakly
null bounded sequence in X is norm null), and U2(T ) is reflexive.
In order to do this, we replicate the technique found in [16] for proving the analytic
completeness of the isomorphism class of the Pelczynski Banach space. We also intro-
duce the following: an interval in the space S is a set of the form {t ∈ S : s ⊆ t ⊆ s′}.
Let I = {i1, ..., ik} be a finite set of intervals in S. We then say that I is an admis-
sible set of intervals if every branch (finite or infinite) in S intersects at most one
ij ∈ I.
Now, we consider again c00(S), the vector lattice of finitely supported sequences in
RS equipped with natural order, and indexed the elements by S. Let (us)s∈S be the
set of standard unit vectors of c00(S), with us disjoint from ut when s 6= t, and let
(en)n be the sequence of generating atoms of V . We construct two norms ‖| ·‖|i, where
i ∈ {1, 2}, whose completions will give us nice spaces to work with.
For the norms, given x =
∑








∣∣∣∣∣∣∣∣i)1/i : {I1, ..., Ik} admissable set of intervals

Since ‖·‖ is a lattice norm, and the e|s|’s are atoms in V , ‖|·‖|i is also a lattice norm.
Let Xi be the ‖| · ‖|i-closure on c00(S). Both X1 and X2 are two separable, atomic,
order continuous lattices in BL, with (us)s∈S as atoms whose linear span is dense in
in each Xi. Now let A be a subset of S. We can define Ui(A) as the ‖| · ‖|i-closure of
the lattice generated by the unit elements {us : s ∈ A}. Restricting U1, U2 to trees, we
have just defined a map from Tr to BL(Xi). We will show U1 and U2 are both Borel
maps, but first, let us show how the maps work.
The following theorem and proof is identical in structure to the proofs found in [16],
but we will include them here for completeness.
Theorem 3.5.3. Let θ ∈ Tr. If θ is ill-founded, then Ui(θ) is lattice isomorphic to V.
If θ is well-founded, then U1(θ) has the Schur Property, and U2(θ) is reflexive (hence
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neither can be isomorphic to V).
To prove this, we first use the following lemma:
Lemma 3.5.4. Let b ∈ N . Then the space Ui({s ∈ S : s ⊆ b}) is lattice isometric to
V. Furthermore, if θ ∈ Tr and b is an infinite branch in θ, then Ui({s : s ⊆ b}) is a
band in Ui(θ).
Proof. Let b ∈ N , and consider b|j = (b1, ..., bj). We show that the standard map
ub|j 7→ ej generates a lattice isometry. First, it preserves linear and lattice oper-
ations since atoms are being mapped to atoms. To show equality in norms, Let
y =
∑n





























The above occurs because admissible intervals can contain at most one branch, so the
supremum will only occur along a single interval, as well as the fact that the norm is
a lattice norm. Finally, we note that if b ⊆ A, Ui(A) is itself order continuous, and
the atoms of Ui(b) form an ideal in Ui(A), and hence a band.
Lemma 3.5.5. Let (Am)j∈N be a sequence of subsets of S such that any branch b ∈ N
intersects at most one Am. Then Ui(∪Am) and (⊕mUi(Am))i (that is, the `i sum of
the Ui(Am)’s ) are lattice isometric.
The proof and notation are nearly identical to that [16, Lemma 1.5], and are included
here for completion:
Proof. Suppose x ∈ Ui(∪jAj) with finite support, and xm =
∑
s∈Am x(s)es. Then for
some M ∈ N, we have x =
∑M
1 xm. Let (Ij)
k




s∈Ij x(s)es, and let Mm = {j ∈ N : Ij ∩ Am 6= ∅}, that is, the set of indices
for the Ij’s intersecting Am. Observe that the Mm’s form an M -partition {1, ..., k}
Finally, let Jmj be the largest interval whose ends are in Ij ∩ Am. Now for each m,
{Jmj : j ∈Mm} is a choice of admissible intervals, since they are sub-intervals of some
of the intervals in (Ij). Also, for each j, IJ(x) = J
m
j (x) = J
m

















i. To show the opposite, for 1 ≤ m ≤ M , let (Imj )
km
j=1
be an admissible choice of intervals, and let Jmj be the largest interval in I
m
j with
its ends in Imj ∩ Am. Because of the initial assumption on the Am’s, we have that
{Jmj : j ≤ km,m ≤ M} is an admissible choice of intervals. Furthermore, for all m
and j, we have Imj (xm) = J
m














‖Jmj (x)‖i ≤ |||x|||
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i. Then the natural map from Ui(∪Am) →
(⊕mUi(Am))i generated by sending any atom es ∈ Ui(∪Am) with s ∈ Am for some m,
to the atom es in Ui(Am) ⊆ (⊕mUi(Am))i. is a lattice isometry.
Finally, we just state the following without proof:
Lemma 3.5.6. (Bossard) Let (Xj) be a sequence of Banach spaces with the Schur
Property. Then the resulting lattice (⊕Xj)1 has the Schur Property.
Now that we have the necessary lemmas, we can finally prove the theorem:
Proof of Theorem 3.5.3. Let Θ be ill-founded, and suppose b ∈ [Θ]. Now, note that
the atoms in Ui(s : s ⊆ b) generate the lattice itself, and by Lemma 3.5.4, V embeds
isometrically into Ui(Θ), so Ui(Θ) satisfies the universality and order continuity prop-
erties that define V . But by uniqueness of V , V is lattice isomorphic to Ui(Θ).
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Now suppose Θ is well-founded. We will use the same notation as in [16, Theorem
1.2]: Let s, t ∈ S and suppose A ⊆ S. If s = (s1, ..., sm) and t = (t1, ..., tn), let
s_t = (s1, ..., sm, t1, .., tn). We also define the following sets:
s_A = {s_t : t ∈ A} Ai = {t ∈ S : (i)_t ∈ A}
We will give a rank-type argument to show the following: U1(s
_Θ) has the Schur
Property, and U2(s
_Θ) is reflexive. Let ρ(Θ) = α < ω1, and suppose that for all well
founded trees T with ρ(T ) < α, and for all s ∈ S, we have U1(s_T ) with the Schur
property and U2(s
_T ) reflexive. Let s ∈ S. Let Ns = {i ∈ N : s_(i) ∈ Θ}, and
for j ∈ Ns, let Aj = s_((j)_Θj). In other words, Aj consists of s attached to the
branches in Θ that begin with j. Then we have
⋃
i∈Ns Aj = (s
_Θ)\{s}. Note also




















has the Schur Property. To get prove the same for s_Θ, we





, so each lattice Ui(s
_Θ) is generated by adding the atom us to the
generating basis. Hence Ui(s





implies the needed fact. From there, if we let s = ∅, we have shown that U1(Θ) has
the Schur Property, and U2(Θ) is reflexive.
Each Ui sends ill-founded trees to lattices isomorphic to copies of V , while well-
founded trees are sent to lattices clearly non-isomorphic to V . It remains to that each
Ui is a Borel map.
Lemma 3.5.7. The maps Ui : Tr → BL(Xi) are Borel.
Proof. We show that the pre-image of a Borel set is Borel. Recall that the Borel
σ−algebra is generated by sets of the form VU = {F ∈ BL(Xi) : F ∩ U 6= ∅}, where
U ⊆ Xi is open. Pick U open, and consider the preimage U−1i (VU). Note then that for
Θ ∈ Tr, Ui(Θ) ∈ VU iff Ui(Θ)∩U 6= ∅ iff there exists k ∈ N, s1, ..., sk ∈ Θ, λ1, .., λk ∈ Qk
such that
∑k
i=1 λiusi ∈ U . Then we have
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The quantification is over countable sets, and the relation in the parenthesis is a
clopen subset of S<∞ ×Q<∞ × Tr. Hence Ui is Borel.
Putting it all together, we have the following:
Theorem 3.5.8. The isomorphism class < V >, and thus the lattice isomorphism
relation I∼, as a set is analytic non-Borel.
Here we consider I∼’s descriptive set theoretic complexity. The complexity of I∼ as
an equivalence relation is addressed in Chapter 4.
Proof. We consider the Borel map U1 : Tr → BL(X1). Note that X1 can be embedded
isometrically into the universal separable lattice U , so we can just consider X1 ⊆ U .
Furthermore, BL(X1) ⊆ BL is Borel. So we can simply consider the map U1 to
take trees to lattices in BL. Now, the isomorphism relation is analytic, and so the
isomorphism class < V > is analytic as well. From Lemma 3.5.7, U1 is a Borel map
that separates well founded trees from ill-founded trees, with U−11 (< V >) = IF .
Hence < V > is complete analytic. To show the isomorphism equivalence relation is
itself analytic, we just consider the map f : Tr → BL×BL, f(Θ) 7→ (U1(Θ),V). This
too is Borel, and f−1(I∼) = IF . Hence I∼ is complete analytic.
We can use these maps to show the non-Borelness of other classes of lattices. First,
we show that the additional lattice structure does not simplify the descriptive com-
plexity of certain classes of Banach spaces:
Corollary 3.5.9. The following classes of Banach lattices are complete co-analytic:
1. Reflexive lattices
2. Lattices with separable dual
3. Lattices not containing an arbitrary infinite dimensional order continuous atomic
lattice Z.
66
Proof. The case for reflexive lattices can be proven as in with Banach spaces (see [16,
Corollary 3.3], for instance), but here we provide a characterization specific to lattices:
By [56, Proposition 3.1], a lattice X is reflexive iff it does not contain isomorphic copies
of c0 or `1; i.e., if ¬Emb∼(c0, X)
∧
¬Emb∼(`1, X). By Proposition 3.5.1, this relation is
co-analytic. For completeness, use the map U2: if Θ is well-founded U2(Θ) is reflexive,
if not, then U2(Θ) is isomorphic to V , which is isomorphically universal and thus not
reflexive.
The co-analycity of lattices with separable duals can be shown using the proof in
[16, Corollary 3.3], and completeness is also demonstrated with U2.
Finally, for (3), we consider two cases: if Z is not reflexive, use U2 to map well-
founded trees to reflexive lattices and ill-founded trees to V . If Z is reflexive, use U1
to map well-founded trees to lattices with the Schur Property (which cannot contain
infinite dimensional reflexive lattices), and ill-founded trees to V , which contains a
copy of Z. Clearly X does not contain Z isomorphically if ¬Emb∼(Z,X), so the
relation is co-analytic as well.
We can also demonstrate the descriptive complexity of classes are specific to the
Lattice setting:
Corollary 3.5.10. The following classes of Banach lattices are complete co-analytic:
1. KB spaces
2. Spaces with the Radon-Nikodým Property (RNP)
3. Spaces with the Krein-Milman Property (KMP)
4. Spaces with the Solid Krein-Milman Property (SKMP)
5. Dual spaces.
Note: Bossard also proved complete co-analycity for Banach spaces with the RNP.
We give an alternate proof here, using properties specific to Banach Lattices.
Proof. We first note each of these classes are co-analytic, since the relation can easily
be defined as such.
(1): For KB- spaces, if X ∈ BL we have
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X ∈ KB ⇐⇒ ∀(xi) ∈ XN+,
∧
i
0 ≤ xi ≤ xi+1 ∧ ‖xi‖ ≤ 1 =⇒ (xi) is Cauchy
(2)-(5) : These are equivalent for separable Banach lattices. (2) is equivalent to (3)
in Banach lattices (for a short proof see [20] ). Theorem 2.6.1 proves the equivalence
of (3) and (4), and a result from Talagrand (Corollary 5.4.21 in [61] ) shows the
equivalence between (3) and (5). To prove co-analycity, we use another result by
Talagrand (Corollary 5.4.20 in [61]), which states that a Banach lattice has the RNP
iff it is an order dentable KB space. Recall that X is order dentable if for every closed




CH({y ∈ C : ‖y ∧ e‖ ≤ 1
n
}),
where CH denotes the closed convex hull of a set. It is easy to show that the map
C 7→ {y ∈ C : ‖y ∧ e‖ ≤ 1
n
} is Borel. By Proposition 2.2.9, the map from (C, n, e) to
the set D(C, n, e) := CH({y ∈ C : ‖y ∧ e‖ ≤ 1
n
} is Borel. Now note then that for all
n, if C is convex, D(C, n, e) ⊆ C. Let OD be the class of order dentable lattices; then
we can define order dentability as follows:
OD(B) ⇐⇒ ∀C ∈ F (B) ∀e ∈ B+ (3.32)(
(C = CH(C)
∧
C ⊆ IB(e)) =⇒ ∃nD(C, n, e) 6= C
)
(3.33)
The class of order dentable sets is thus a co-analytic class. the intersection of co-
analytic sets is co-analytic, so OD ∩KB remains co-analytic.
Now we use the map U2, noting that if T ∈ WF , U2(T ) is reflexive, and hence KB
and a dual space, so it fulfills all classes (1)-(5). However, if T ∈ IF , then U2(T ) ∼ V ,
and thus cannot be KB, since it contains a lattice copy of c0. Thus U2(T ) is not in
any of the classes listed above.
Corollary 3.5.10 implies the following negative universality result:
Corollary 3.5.11. There is no separable KB lattice that is isometrically or isomor-
phically universal for separable KB lattices.
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Proof. We prove the above for the isomorphic case, since the isometric case is identical.
Suppose W is such a lattice. The property of being KB is closed under sublattices.
Thus it follows that any separable X is KB if it lattice isomorphically embeds into
W , that is, if Emb∼(X,W ). But the latter is an analytic class by Proposition 3.5.1,
so since KB is co-analytic, it also is Borel by Souslin’s Theorem. But this contradicts
Corollary 3.5.10, so no such W exists.
Remark 3.5.12. The approach used here can also be applied to any isomorphically
or isometrically hereditary property. That is, if C is a non-Borel co-analytic class of
lattices, and C is also isomorphically or isometrically closed under sublattices, then
there is no X in C that is isomorphically or isometrically universal for all lattices in
C.
3.6 Questions and further research
Question 3.6.1 (Complexity of Fatouness). The property of having a (weak) Fatou
norm is used to characterize ”band-like” behavior, and thus plays a role in character-
izing general atomicity, as opposed to individual atoms. What is the complexity of the
Fatou Property in a Banach lattice? Writing down the brute definition of having a Fa-
tou norm involves ∀∃, making it at most a Π21 relation, but equivalent characterizations
tend to be elusive.
Question 3.6.2 (Universal lattices). Theorem 3.5.2 demonstrates the existence of
an isomorphically universal order continuous atomic separable lattice, while Corollary
3.5.11 shows that no such universal lattice exists for the class of KB spaces. For
what classes C of separable lattices is there a lattice in C that also isomorphically or
isometrically contains all lattices in C? Remark 3.5.12 gives an approach for arriving
at negative results for co-analytic non-Borel classes that are closed under subspaces,
but other methods are needed when a class is not complete co-analytic or hereditarily
closed. For instance, is there an order continuous separable lattice that is universal
for separable lattices? Or, is there a universal lattice that has a Fatou norm?
Question 3.6.3 (Atomicity). Corresponding to Fatouness is general atomicity. Theo-
rem 3.3.2 shows that atomic lattices form a co-analytic class, but whether it is Borel is
an open question. Attempts have been made to prove non-Borelness in an AM setting,
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only to realize that by Theorem 3.3.4, the atomic C0(K) spaces form an analytic set
as well. To prove non-Borelness, we would have to leave the world of Fatou norms.
Question 3.6.4 (Rearrangement invariance in order continuous lattices). Rearrange-
ment invariance is not limited to atomic lattices. Recall the definition of a Köthe
function space from [55, Definition 1.b.17]: Let (Ω,Σ, µ) be a complete, σ-finite mea-
sure space. Then a Banach space X is called a Köthe function space if
1. X is closed, and its norm is preserved, under downward order. That is, if x ∈ X
and |y| ≤ |x| a.e., then y ∈ X and ‖y‖ ≤ ‖x‖.
2. For all measurable sets F ∈ Σ, χF ∈ X.
Köthe function spaces are clearly lattices. In addition, by [55, Theorem 1.b.14], Any
order continuous separable lattice X can be represented as a Köthe function space
over some complete, σ-finite (Ω,Σ, µ) such that L∞(Ω) ⊆ X ⊆ L1(Ω).
Based on this, we say an order continuous Köthe function space X is then re-
arrangement invariant if any measure preserving transformation on Ω induces an
isometry on X. What is the complexity of rearrangement invariance for order contin-
uous separable lattices? When the lattices are atomic, ”measure preserving transfor-
mations” on N are simply the permutations in S∞, assuming the singleton sets in N
have measure 1. For non-atomic or atomless lattices, one might need to find a way to
discern the underlying measure space. A similar issue arises in the following chapter




Complexity of equivalence relations
In this chapter, we consider specifically the complexity of equivalence relations on
BL(X) (or just BL), particularly, the lattice isomorphism and lattice isometry rela-
tions. For this, we need the following definitions:
Definition 4.0.1. Let X, Y be two Polish spaces, and let E,F be equivalence relations
on X, Y respectively. A map f : X → Y is called a homomorphism if for all
x, y ∈ X,
xEy =⇒ f(x)Ff(y)
If in addition, f is Borel, and in addition
xEy ⇐⇒ f(x)Ff(y)
the map is called a Borel reduction. We say then that E is Borel reducible to F ,
and denote it by E ≤B F . If both E ≤B F and F ≤B E, then E is bireducible to
F, and denote E ∼ F .
We also consider some examples of equivalence relations that may appear later in
my research:
• The identity relation id(X): given a Polish space X, with x, y ∈ X, we have
x ∼ y ⇐⇒ x = y. By the Borel isomorphism theorem, for all X, Y , we
have not just reducibility but an isomorphism (that is, a Borel isomorphism
preserving the equivalence) between equivalence relations. More specifically, we
say that an equivalence relation E on X is concretely classifiable or smooth
if E ≤B id(Y ) for some Polish Y . Note that since any two Polish spaces are
Borel isomorphic iff the have the same cardinality (see [46, Theorem 15.6]), we
commonly let Y = ∆, where ∆ is the cantor set, if we want to show smoothness.
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• E0: a relation on ∆, with xE0y ⇐⇒ ∃n∀m ≥ n(xm = yn). This relation is
bireducible to the relation on R given by x ∼ y ⇐⇒ x− y ∈ Q. A result from
Harrington, Kechris, and Louveau (see [42]) gives a dichotomy between id(∆)
and E0 for Borel equivalence relations, stating that for any such Borel relation
F on a space X, you have either F ≤B id(∆), or E0 ⊆c F (i.e., there exists a
continuous injective reduction from F to E0)
• The logic actions: Let L = (Ri) be a countable relational language, with Ri
having arity ni. Suppose you have a countable structure M with underlying set





Where RMi (k1, ...kni) ⇐⇒ x(k1,...,kni ) = 1. Let Mod(L) be the collection of
countable L-structures, encoded by XL. Two structures M,N are isomorphic if
there exists a bijection g : N→ N such that ∀i ∈ N, (k1, ..., kni) ∈ Nni , we have
(∗) RMi (g(k1), ..., g(kni)) ⇐⇒ RNi (k1, ..., kni)
Note that this isomorphism is a permutation of N, and thus an element of S∞,
itself a Polish space. Conversely, since Mod(L) also ranges over all possible
countable L-structures, a permutation g of the underlying set N of M can induce
another structure N ∈ Mod(L) where the interpretation is defined in terms of
the interpretation on M exactly as written in (∗). In short, we have defined a
group action ofS∞ on Mod(L). We can then define an equivalence relation ∼=L
on Mod(L) by
M ∼=L N ⇐⇒ ∃g ∈ S∞ such that g ·M = N
The equivalence classes are simply the S∞ orbits. We say that a relation E is
classifiable by countable structures if it is Borel reducible to ∼=L for some
countable language L.
• More generally, consider a Polish group G acting on a Polish space X, then the
action of G on X induces an equivalence relation, where the equivalence classes
of x ∈ X is the G-orbit of X. In fact, all the above can be expressed as a Polish
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group action on a Polish space. However, Kechris and Louveau proved that there
exist equivalence relations that are not reducible to Polish group orbit relations.
The simplest such example is E1, defined on RN, with
(xn) ∼ (yn) ⇐⇒ ∃n∀m ≥ n(xn = yn).
4.1 The lattice isometry equivalence relation
Let’s look first the isometry case. In this section, we show that the lattice isometry
equivalence relation I∼= on separable Banach lattices is Borel bi-reducible to the uni-
versal relation induced by a Polish group over a standard Borel space. We first show
that it is reducible to such a group: the approach is an application of concepts and
results found in [30], in which the complexity of isometry and isomorphism relations
for C∗-algebras are shown to be under the action of a Polish group.
The following definition is taken from [30, Definition 2.1]:
Definition 4.1.1. Let L = (l1, l2, ...) be a finite or infinite sequence in N. Then a
Polish L-structure is a triple
X = (X, dX, (FXn )n)
Where (X, dX) is a Polish space equipped with complete metric dX and for each n,
FXn ⊆ X ln is a closed subset in the product topology. Here, L is called the signature
of X and (X, dX) its domain.
For instance, if X is a separable lattice, we can consider the Lattice operations on X
represented by symbols +,∨,∧, q· to get the Polish structure induced by F+, F∨, F∧, (Fq)q∈ Q,
the graphs of functions of vector addition, join, meet, and multiplication by q for each
q ∈ Q. Then the following structure
X = (X, dX, FX∨ , FX∧ , FX+ , (FXq )q∈Q)
is an instance of a Polish structure with signature (2, 2, 2, 3, 3, 3, 3, ...).
Given a Polish space (Y, d), L = (l1, l2, ...) the signature for a countable language,
and consider the set M(L, Y, d) ⊆ (F(Y )\∅)× ΠnF(Y ln)
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M(L, Y, d) = {X, (Fn) : Fn ⊆ X ln}
Note that M(L, Y, d) is Borel. If we let Y be the Urysohn space U, then simply
denoteM(L,U, d) byM(L). Note then that this characterizes Polish structures over
the language L. Is it possible then, to characterize Banach lattices as a Borel subset
of M(L)? [30, Lemma 3.1] gives the affirmative:
Lemma 4.1.2. (Elliot, et. al.) If T is a theory in a countable language in the logic
of metric structures then the set of all X ∈M(L) encoding a model of T is Borel.
It is already known that the theory of Banach Lattices can be axiomatized using
continuous logic. One can, for instance, take the Banach lattice axioms outlined in [68,
Chapter II, Definitions 1.1-1.2, 5.1], and write down an axiomatization that completely
characterizes Banach lattices using the signature (+,−, 0,R,∧,∨, ‖ · ‖). Furthermore,
any axioms r ∈ R can be reduced to axioms only involving r ∈ Q, so one needs
only countably many axioms with countably many function and predicate symbols to
characterize lattices. Thus Lemma 4.1.2 applies.
So we can also consider BL to be a Borel subset of M(L), where the unit ball of
L is a language whose signature consists of symbols corresponding to the graphs of
averaged addition +, modulus ‖ · ‖, and scalar multiplication ·q by a rational q with
|q| ≤ 1. Now, suppose that X,Y are two Polish structures with the same signature.
Then X,Y are said to be isometrically isomorphic as Polish structures if there
exists an isometric bijection h : X → Y on the underlying sets such that we have
(x1, ..., xln) ∈ fXn ⇐⇒ (h(x1), ..., h(xln)) ∈ fYn .
and is denoted by X ' Y. If L is a signature for Banach lattices, an isometric
isomorphism between structures X,Y in BL corresponds to a lattice isometry between
X and Y .
Consider now the isometries on U, denoted by Iso(U). An isometry over U can
be extended to Polish structures as well: given a structure X = (X, fXn ) ∈ M(L) and
σ ∈ Iso(U), we let σ · X = (σ(X), σ(fXn )), with σ acting component-wise on each
relation fXn . This induces another equivalence relation, this time on U, denoted by ≡,
where
X ≡ Y ⇐⇒ ∃σ ∈ Iso(U)(σ · X = Y)
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Note that this equivalence relation is another equivalence relation of a Polish group
on a standard Borel space. From a direct application of [30, Theorem 3.2], we thus
have the following:
Theorem 4.1.3. I∼= ≤B ≡, so I∼= is below a Polish group action induced by Iso(U)
on a standard Borel space.
Given that Banach lattices can be axiomatized, we can then restrict the Borel re-
duction from the above theorem to models of the theory of Banach Lattices and




What about a lower bound? It turns out that in fact, isometry on Banach lattices is
bireducible with the universal equivalence relation of Borel actions by a Polish group.
We use the main result from Zielinski in [72], which states that the universal relation
for Polish group actions on standard Borel spaces is bireducible with the equivalence
relation of homeomorphisms of compact metrizable spaces.
By the Banach-Stone theorem, two compact metric spaces K and K ′ are homeo-
morphic iff the corresponding Banach lattices C(K), C(K ′) are isometric. In addition,
if φ : K → K ′ is a surjective continuous map, then C(K ′) embeds lattice isometrically
into C(K) via the map f 7→ f ◦ φ. Thus if we construct a map K 7→ C(K) in a Borel
way, this will prove the Borel reduction. It is apparently known that such a mapping
apparent (see the comments in [39, Problem 10.2]), but here we will give an explicit
construction.
First, we need suitable ambient spaces for K and C(K). It is already known that
K is homeomorphic to a closed subspace of the Hilbert cube H, so we just consider
K ⊆ H. Furthermore, we have that ∆ K For any compact K ⊆ H. Hence isometric
copies of C(K)’s sit in C(∆). We construct a Borel map C : K(H) → BL(C(∆)),
with K 7→ C(K) over various steps as follows:
Lemma 4.1.4. There exists a surjection φ from ∆ to H such that the map
K 7→ TK := φ−1(K) ⊆ ∆
is Borel.




and the metric on ∆ is d(x, y) = supxk 6=yk 2
−k. Let S = 2<N, and for s ∈ S, let Ns
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consist of the elements in ∆ that begin with s. We construct a collection of closed sets
(Fs)s∈S such that:
• F∅ = H
• Fsa0 ∪ Fsa1 = Fs
• Fs is non-empty for all s.
• diam(Fs) ≤ δ(|s|), where δ is a decreasing function on N with δ(n) → 0 as
n→∞
Such a construction induces a continuous surjective map φ, with φ(Ns) = Fs. the
map takes a sequence x ∈ ∆ to the unique y ∈ H such that {y} =
⋂
n Fx|n . This
implies the map K 7→ TK is Borel, since the graph is defined by
G(K,T ) ⇐⇒ ∀s(T ∩Ns 6= ∅ ⇐⇒ K ∩ Fs 6= ∅).
Indeed, suppose the right hand side of above is true for T ⊆ ∆. If x ∈ T , then for
all n, T ∩Nx|n 6= ∅, hence K ∩ Fx|n 6= ∅ which implies that φ(x) ∈ K. Hence T ⊆ Tk.
similarly, if φ(x) ∈ K, then K ∩ Fx|n 6= 0 for all n, hence Nx|n ∩ T 6= ∅, implying that
x ∈ T , so TK = T .
The condition T ∩Ns 6= ∅ is clopen in K(∆) and K ∩Fs 6= ∅ closed in K(H), so the
map is Gδ, hence Borel.
Finally, we sketch the construction of Fs. Let Q
j
i = [2
−ij, 2−i(j + 1)] ⊆ [0, 1], where
i ∈ N and 0 ≤ j < 2i. Let F0 = Q01 × H, and F1 = Q11 × H. Note then that








Subsequent closed sets Fs are of the form
Fs = Q
i0
m × ...×Qim−1m ×Qimk ×H,











If Fs is of the first form and k < m, then for each l = 0, 1, let
Fs_l = Q
i0
m × ...×Qim−1m ×Q2im+lk+1 ×H.
Otherwise, if k = m, let
Fs_l = Q
2i0+l
m+1 ×Qi1m × ...×Qimm ×H.
If Fs is of the second form and k < m− 1, then let
Fs_l = Q
i0
m × ...×Qikm ×Q2ik+1+lm × ...×Q
im−1
m−1 ×Qimm−1 ×H.
Otherwise, if k = m− 1 let
Fs_l = Q
i0
m × ...×Qim−1m ×Ql1 ×H,
Clearly for each s, Fs_0∪Fs_1 = Fs, and for s with |s| ≥ N , we have that diam(Fs) ≤
22−
√
|s|, satisfying the necessary conditions for (Fs)s∈S.
Now, for any K ∈ H, we have TK ∈ K(∆). But any closed subset T of ∆ is a
retract. That is, there exists a continuous map ψ : ∆→ T such that ψ|T = idT . This
implies that any K is a continuous surjective image of ∆. Furthermore, this ψT can
be chosen in a ”nice” way in relation to T .
Lemma 4.1.5. There is exists a continuous map ψ : K(∆)→ C(∆,∆) sending T to
a retract ψT : ∆→ ∆ of ∆ to T .
Proof. First, we show that the set of retractive maps R is closed: Suppose ψm → ψ ∈
C(∆,∆), with each ψm retractive. We must show that ψ
2 = ψ. We note that
d(ψ2, ψ) ≤ d(ψ2, ψ ◦ ψm) + d(ψ ◦ ψm, ψ2m) + d(ψ2m, ψm) + d(ψm, ψ)
Now any function in C(∆,∆) is uniformly continuous, so given ε > 0, choose N such
that m > N =⇒ d(ψm, ψ) < min(ε, δ),, where d(x, y) < δ =⇒ d(ψ(x), ψ(y)) < ε.
Then we must have that
d(ψ2, ψ) < ε+ ε+ 0 + ε = 3ε
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Hence ψ2 = ψ.
Next, we show that the partial function (K, s) 7→ min(K, s), the lexicographically
minimal element in K that begins with s, is continuous for each s, and its graph is
closed:
x = min(K, s) ⇐⇒ x ∈ Ns
∧




Nsat 6= ∅ =⇒ x||s|+|t| ≤ sat
Now we define for each T , our retraction ψT . We do this by constructing a map γ
from the tree over ∆ to that over T . Identify T with its tree for the sake of argument.
For x ∈ ∆, if x ∈ T, (i.e., if T ∩ NX|n 6= ∅ for all n ∈ N) let ψ(x) = x. Else, let
sx be the branch of maximal length contained in x such that sx ∈ T . Then we map
x to min(T, sx) This is easily continuous, since if x|n = y|n for n large enough, then
d(min(T, sx),min(T, sy)) is also small since these share the first n elements in common.
Finally, we have






x|n+1 /∈ T ) =⇒ ψ(x) = min(T, x|n)
]
This function is well defined, since it maps T to retracts of T in a way that each
x /∈ T is determined. The condition (x|n ∈ T
∧
x|n+1 /∈ T ) is clopen in ∆ × K(∆),
and equality to some value for a fixed x is closed in C(∆,∆). Hence the quantified
condition is closed, so the graph is closed.
The above two lemmas enable a Borel map that maps K to the retract ψTK . We
want, however, to find a way to map K to surjective continuous maps that induce
isometric embeddings. To do this, we show the following:
Lemma 4.1.6. Let K and L be compact, and let X be Polish. Then the composition
function ◦ : C(K,L) × C(L,X) → C(K,X) where (g, f) 7→ f ◦ g, is continuous.
Consequently, the map ψ 7→ φ ◦ ψ. where ψ is a retraction and φ the surjective
continuous map defined above, is continuous.
Proof. Let fm → f and gm → g. Let ε > 0. Suppose for all m ≥ N , d(fm, f) <
min(δ, ε) and d(gm, g) < min(δ, ε), where δ is such that for x, y ∈ L, if d(x, y) < δ,
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then d(f(x), f(y)) < ε ( this is possible since f is a continuous map with a compact
domain). Then d(fm ◦ gm, f ◦ g) ≤ d(fm ◦ gm, f, ◦gm) + d(f ◦ gm, f ◦ g) < 2ε.
Now, recalling that φ ∈ C(∆,H), the map K 7→ TK : K(H) → K(∆), and ψ :
K(∆)→ C(∆,∆) are all at least Borel, we define the map Φ : K(H)→ C(∆,H), with
ΦK := φ ◦ ψTK . By Lemma 4.1.6, the map K 7→ ΦK is Borel. Furthermore, the range
of ΦK is K itself, since ΦK [∆] = φ[ψTK [∆]] = φ[TK ] = K, by definition of φ, so for
any closed K ⊆ K ′ ⊆ H and for any g ∈ C(K ′), the composition g ◦ ΦK ∈ C(∆) is
well-defined. So ΦK induces a lattice isometry from a C(K) into C(∆) with g 7→ g◦ΦK
for all g ∈ C(K). Now we are ready to prove the theorem.
Theorem 4.1.7. The map C : K(H)→ BL(C(∆)), where
C(K) = {f ∈ C(∆) : f = g ◦ ΦK , g ∈ C(K)},
is Borel. Consequently, we have a map from K to an isometric copy of C(K).
Proof. We can suppose that ∆ and any compact metric K are closed subsets of H.
We show the graph is Borel by proving that
E = C(K) ⇐⇒ ∀m(∃f ∈ C(H)(ψm(E) = f ◦ ΦK)
∧
(4.1)
∀m ψm(C(H)) ◦ ΦK ∈ E. (4.2)
Assuming the relation in fact holds, by Lemma 4.1.6, composition of functions as
displayed in the relation is Borel, so the graph is analytic, hence by [46, Theorem
14.12], the function is Borel. Now we need to show that the equivalence in lines 4.1-
4.2 holds. By the discussion before the statement of the theorem, C(K) is a lattice
isometric copy of C(K).
First, if E = C(K), then clearly for all m ∈ N, since the image of ΦK is K, for all
m ∈ N, ψm(C(H)) ◦ ΦK = ψm(C(H))|K ◦ ΦK ∈ E. in addition, any ψm(E) = g ◦ ΦK
with g ∈ C(K). As K ⊆ H, use Tietze’s extension theorem to extend g to a function
g′ ∈ C(H) where g′|K = g. Thus E satisfies the relation starting line in 4.1.
Now suppose E satisfies the same relation. Let g ∈ C(K), and consider g ◦ ΦK ∈
C(K) ⊆ C(∆). Again, by Tietze’s extension theorem, let g′ ∈ C(H) be such that
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g′|K = g. Now the above relation implies that there is a sequence gm → g′ of C(H),
where we have gm ◦ ΦK ∈ E. Then for all ε > 0, we have some N such that m >
N =⇒ d(gm, g) < ε, which implies that d(gm ◦ ΦK , g′ ◦ ΦK) < ε. Note though that
the image of ΦK is K, so gm ◦ ΦK → g′ ◦ ΦK = g ◦ ΦK ∈ E. Hence C(K) ⊆ E.
Now suppose g ∈ E, and suppose gm → g with gm = ψnm(E). Find fm ∈ C(H) with
gm = fm◦ΦK . We then want f such that g = f ◦ΦK . Observe that if (gm)m is Cauchy,
then so is (fm|K)m ⊆ C(K): indeed, we have
d(gm, gn) = d(fm ◦ ΦK , fn ◦ ΦK)
= sup{|fm ◦ ΦK(x)− fn ◦ ΦK(x)| : x ∈ ∆}
= sup{|fm(y)− fn(y)| : y ∈ K}
= d(fm|K , fn|K),
since ΦK surjects onto K. Hence fm|K → f ∈ C(K), so E ⊆ C(K). Thus we have
E = C(K).
Theorem 4.1.8. The isometry relation on Banach lattices I∼= is Borel bireducible
to the universal relation for orbit equivalence relations induced by Polish groups on
standard Borel spaces.
Proof. By Theorem 4.1.3, I∼= is reducible to an orbit equivalence relation induced by
a Polish group. By [72, Theorem 1] and Theorem 4.1.7, it also reduces every such
group.
4.2 The lattice isomorphism equivalence relation
In this short section, we show that the isomorphism equivalence relation I∼ on sepa-
rable Banach lattices is analytically complete, meaning that any analytic equivalence
relation is Borel reducible to it. The technique used here is based on a portion of those
found in [57], of which a central result was that the linear isomorphism relation on
Banach spaces is analytically complete.
Definition 4.2.1. Let (R1, R2) and (S1, S2) be two pairs of binary relations on stan-
dard Borel spaces X and Y respectively. A Borel map f : X → Y is a Borel homo-
morphism from (R1, R2) to (S1, S2) if for all x, y ∈ X, xR1y → f(x)S1f(y), and
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xR2y → f(x)S2f(y). We say that (R1, R2) is Borel hom-reducible to (S1, S2), and
write (R1, R2) 4B (S1, S2).
Note that given equivalence relations R and S,
R ≤B S ⇐⇒ (R,¬R) 4B (S,¬S)
We can also use the notation, (R1, R2) ≤B R and R ≤ (R1, R2) to mean (R1, R2) 4B
(R,¬R) and (R,¬R) ≤ (R1, R2). Given the definition above, we say that, given a class
C of binary relations, a pair (R1, R2) is C-hard if any element in R ∈ C is hom-reducible
to the pair (R1, R2). The pair is complete if R1, R2 ∈ C. Note that if an analytic
equivalence relation is hard for analytic quasi-orders, then it should be analytically
complete as equivalence relations are all quasi-orders (in fact, the converse is also true:
see [57, ]).
We show that the isomorphism relation on Banach lattices is analytically complete
by showing that it hom-reduces a pair of quasi-orders that is analytically complete.
First, we construct said quasi-orders. The construction is that found in section 5 of[57],
but it will be reproduced here. Consider an encoding α→ Aα from some Polish X to
the Σ11 subsets of ∆. We now define binary relations ≡Σ11 , ⊆Σ11 , and pair of elements
in C.














Aα ∩ Aβ = ∅
Let s, t ∈ S = N<N, and define s ≤ t ⇐⇒ |s| = |t| and for all 0 ≤ i ≤ |s|, we have
s(i) ≤ t(i). Now let T be the class of normal trees on 2 × N. As a convenience,
if ((u1, s1), ..., (un, sn)) ∈ (2 × N)<∞, we simply denote this branch as (u, s) with
u = (u1, ..., un) and s = (s1, ..., sn). Similarly, if ((u1, s1), (u2, s2), ...) is a sequence of
tuples over 2 × N, we will equate the sequence with (u, s) ∈ ∆ × N , with u = (un)n
and s = (sn)n. A normal tree is a non-empty tree T such that for (u, s) ∈ T and s ≤ t,
then (u, t) ∈ T . We can look at the class of pruned normal subtrees as a subset of
2(2×ω)
<ω
. This set is closed, and hence Polish. For any normal tree T , we let
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A(T ) = {α ∈ ∆ : ∃β ∈ N
(
(α, β) ∈ [T ]
)
},
Where [T ] ⊆ ∆×N is the set of infinite branches in T . We now include the following
well known result:
Lemma 4.2.2 (folklore). Any analytic subset A ⊆ ∆ is equal to A(T ) for some normal
tree T on 2× N.
Proof. Since closed subsets of ∆×N correspond to pruned trees in (2×N)<∞, every Σ11
subset of ∆ is some A(T ) for some T (see, for instance, [46, Exercise 14.3]), so we have
an encoding of the analytic sets of ∆. Let NT = {(s, t + t′) : (s, t) ∈ T and t′ ∈ N|t|,
where t + t′ = (t1 + t
′
1, ..., tn + t
′
n). Clearly NT is normal. We now show that A =
A(T ) = A(NT ). Indeed, A(T ) ⊆ A(NT ). Suppose now that α ∈ A(NT ). Pick β ∈ N
such that (α, β) ∈ [NT ]. Now for each n, there are t, t′ ∈ Nn such that (α|n, t) ∈ T
and t + t′ = β|n. Now the tree { (α|n, t) : t ≤ β|n, n ∈ N} is finitely branching, and
it contains infinitely many branches from T . Thus there is an infinite branch in [T ] of
the form (α, β′), so α ∈ A(T ).
Thus we have an encoding of the analytic sets of ∆ over normal trees in 2×N. We
also include the following definitions of relations:
Definition 4.2.3. For S, T ∈ T , we let:
S ≤Σ11 T ⇐⇒ ∃α ∈ N ∀(u, s)((u, s) ∈ S → (u, s+ α|s|) ∈ T )
S ≡Σ11 T ⇐⇒ S ≤Σ11 T
∧
T ≤Σ11 S
S 6=Σ11 T ⇐⇒ A(S) 6= A(T )
The relations ≡Σ11 and 6=Σ11 are of interest here, since by [35, Theorem 10], the pair
(≡Σ11 , 6=Σ11) is complete for analytic equivalence relations. Let T be the complete tree
on (2 × ω)<ω. To prove complete analycity of the lattice isomorphism relation, we
employ the space T2 and notation used to define it as found in [35, Section 6].
Start with a Cantor Scheme (Iu)u∈2<ω of closed, mutually disjoint sub-intervals of
(1, 2) such that the following conditions hold:
1. Iu_0 ∪ Iu_1 ⊆ Iu
2. max Iu_0 < min Iu_1
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3. min Iu = min Iu_0 and max Iu = min Iu_1,




We can then use (Iu)u∈2<ω to homeomorphically embed a cantor set into (1, 2), with
α ∈ ∆ mapped to the unique point pα in
⋂
u⊆α Iu. Observe also that lexicographical
ordering is preserved in this embedding. Consider now the vector space c00(T), with
basis (et)t∈T. Let s ⊆ T denote finite segments of T, that is sets of the form s =
{t ∈ T : t0 ⊆ t ⊆ t1}, and for a finitely supported vector x =
∑
t∈T λtet and s =










where (δi)i is the standard basis for `min Ium . Each ‖ · ‖s is a lattice semi-norm
on c00(T). Furthermore, note that for m ≤ n, we have Ium ⊆ Iun , and `nmin Iun is








More generally, if (α, β) ∈ [T] contains s as a sub-segment, then pα ∈ Iun and `npα is














i=1 is an admissable set of segments
}
,
And let T2 be the closure of c00(T) under ‖ · ‖. Note that the norm on T2 is a
lattice norm, so T2 is an (atomic order continuous) lattice. Before we prove the main
result, we state without proof [35, Lemma 14]:
Lemma 4.2.4. Let S, T be subtrees of T and let φ : S → T be an isomorphism of
trees such that for all (u, s) ∈ T, φ(u, s) = (u, s′) with (u, s′) ∈ T . Let also ZT and ZS
be the sublattices of T2 generated by the atoms et with t ∈ T and S respectively. Then
the map
Mφ : e(u,s) 7→ eφ(u,s)
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induces a lattice isometry between ZT and ZS.
Let I(V) be the set of infinite dimensional ideals in the Pelczynski lattice V with
generating atoms (en)n. By 3.3.1, this set is a standard Borel space. Observe also
that each X ∈ I is generated by a subsequence (eni)i), and that this sequence is an
unconditional basic sequence. Based on this, we repeat an observation made prior to
[35, Theorem 15] whose source is [62]: that if (xi)i and (yi)i are unconditional basic
sequences and there are injective f, g : N → N such that (xi)i is equivalent to (yf(i))
and (yi)i is equivalent to (xg(i))i, then (xi)i is equivalent to (yσ(i))i for some σ ∈ S∞.
Translated to the lattice setting, what this means is that for X, Y ∈ I(V), if X ideally
embeds into Y , and Y into X, then X is lattice isomorphic to Y . Let ∼V be the lattice
isomorphism relation on the lattices in I(V).
We now show the following:
Theorem 4.2.5. The lattice isomorphism relation for separable Banach lattices is a
complete analytic equivalence relation.
Proof. We show that ∼V reduces (≡Σ11 , 6=Σ11) on pruned normal trees over 2×ω. By [35,
Theorem 11], the restriction of (≡Σ11 , 6=Σ11) to pruned normal trees is still analytically
complete for equivalence relations.
For a pruned normal tree S, let φ(S) = BL({et : t ∈ S}), where (et)t∈T is a
subsequence of atoms of V generating an isomorphic copy of T2. Suppose now that
S ≡Σ11 T , and let α ∈ N be such that for all (u, s) ∈ S, (u, s + α||s|) ∈ T . Then
by Lemma 4.2.4 the map eu,s 7→ eu,s+α||s| induces a lattice isometric embedding from
φ(S) into φ(T ) mapping atoms to atoms. Similarly, there is some β ∈ N such that for
all (u, s) ∈ T , (u, s + β||s|) ∈ S, so φ(T ) also ideally embeds into φ(S). Then φ(S) is
lattice isomorphic to φ(T ).
Suppose now that S 6=Σ11 T , and pick some α ∈ ∆ such that α ∈ A(S)\A(T ). Then
`pα ideally embeds into φ(S), but it cannot embed ideally isomorphically into φ(T ).
Indeed, if (es)s∈A ⊆ (et)t∈T is a subsequence, then there is an infinite subset B ⊆ A
such that (es)s∈B is either a subsequence of (eγ|n,β|n)n for some (γ, β) ∈ [T ] or is an
anti-chain. If the first is true, then (es)s∈B induces a lattice isomorphic to `pγ with
pγ 6= pα, since otherwise α ∈ A(T ). If B is an anti-chain, then any branch in T
goes through at most one element in B, so the lattice induced by (es)s∈B is lattice
isomorphic to `2. Either way, the lattice generated by (es)s∈A is not isomorphic to `pα ,
so φ(S) is not lattice isomorphic to φ(T ).
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4.3 Questions and further research
Question 4.3.1 (r.i. Banach lattices). We know that the isomorphism and isometry
equivalence relations restricted to rearrangement invariant lattices is Borel, making
it strictly simpler than the general equivalence relations of lattice isomorphism and
lattice isometry. However, we do not know where they lie in the Borel Hierarchy.
Question 4.3.2 (Lattices with very few sublattices). One can also restrict the iso-
morphism and isometry relations to sublattices of some given lattice X. In some
instances, such as BL(`p), there exists only one infinite dimensional sublattice up to
isometry or isomorphism, which is `p, while the lattices in BL(Lp) are isomorphically
and isometrically determined by the numbers of atoms. What sublattices contain very
few sublattices up to isometry and isomorphism?
Since `p and Lp are both very ”simple” lattices containing only one or at most, count-
ably many lattices, one can also increase the difficulty by discerning the complexity of
the isometry and isomorphism equivalence relations for ”next simplest” lattices such
as `p⊕ `q. Some preliminary but unfinished exploration shows that these lattices have
continuum many non-isomorphic sublattices.
Question 4.3.3 (r.i. lattices and reducibility). This is more of a Descriptive Set
theory rather than a Banach lattice question, but it may have some ties here. For
1 ≤ p ≤ ∞, we can define the following equivalence relation ∼p on RN, with (xn) ∼p
(yn) ⇐⇒ (xn − yn) ∈ `p. In the case where p = 1, this relation is equivalent to the






The main result in [27] holds that
∼p≤B∼q ⇐⇒ p ≤ q.
Observe that when p < q, then ∼p is strictly reducible to ∼q. We can generalize the
question by considering the equivalence relation EX on RN induced by some atomic
lattice X, viewed as a subset of RN, where given x, y ∈ RN, we have
xEXy ⇐⇒ x− y ∈ X
Now the general question might be too complicated, but we can limit the question
specifically to r.i. lattices or even Orlicz sequence spaces. Some research has already
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been done on this (see [26]), but there is still much room for exploration. For example,
given two Orlicz sequence spaces X and Y , under what conditions is EX ≤B EY ?
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Chapter 5
Banach lattices, universality, and homogeneity
5.1 Introduction
The work for this chapter is largely drawn from [70]. Here, we give a constructive proof
of the Amalgamation Property in Banach lattices and construct a “Gurarij Lattice”
BL using various techniques.
Some comparable results are already known in Banach space theory. The Gurarij
space G is an isometrically universal separable Banach space with the following homo-
geneity property: for any finite dimensional spaces A ⊆ B, any isometric embedding
f : A → G, and any C > 1, there exists a map g : B → G extending f such that
1
C
‖x‖ ≤ ‖g(x)‖ ≤ C‖x‖ for all x ∈ B. Such separable Banach spaces are isometrically
unique (see [59], as well as a simplified proof by Kubís and Solecki in [49]). An alter-
nate construction by Ben Yaacov characterizing G as a metric Fräıssé limit is found in
[13]. As a Fräıssé limit, G has another kind of homogeneity that strengthens isomor-
phic embeddings with small distortion to isometric embeddings while sacrificing full
commutativity. In other words, given finite dimensional spaces A ⊆ B, an isometric
embedding f : A → G, and ε > 0, there exists an isometric embedding g : B → G
such that ‖f − g|A‖ < ε. Since G is a Fräıssé limit, it is also isometrically unique
among separable spaces with this property.
We prove the lattice analogue of the above stated result. Using Fräıssé machinery,
we show that there is a unique isometrically universal separable Banach lattice BL
with the following homogeneity property: for any lattices A ⊆ B generated by finitely
many elements and lattice isometric embeddings f : A → BL, for all (a1, ..., an) ⊆ A
generating A, and for all ε > 0, there exists a lattice isometric embedding g : B → BL
such that for each ai, ‖f(ai) − g(ai)‖ < ε (Theorem 5.4.1). The key to this result is
the fact that Banach lattices have the Amalgamation Property (Theorems 5.3.8 and
5.3.10). Observe that if A and B are finite dimensional, we can strengthen almost
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commutativity of the diagram restricted to generators to almost commutativity in
norm. BL can also be constructed as an inductive limit of `m∞(`
n
1 ) lattices, paralleling
the construction of the Gurarij space as a limit of `n∞ spaces (Theorem 5.4.3).
BL does not have the homogeneity property that originally characterized G, how-
ever, because in certain cases one cannot extend a lattice isometric embedding in a
way that preserves both lattice structure and full commutativity in the separable set-
ting. In addition, even though G can be ”almost” homogeneous in either of the forms
mentioned above, it cannot fully homogeneous in the sense of requiring both isometric
embeddings and full commutativity of the diagram. Since it is unique, no separable
spaces can have this stronger property. There exist non-separable Banach spaces, how-
ever, that are fully homogeneous, not just for the class of finite dimensional spaces,
but also for separable spaces. Such spaces, referred to as spaces of universal dispo-
sition, are constructed by Avilés, Sánchez, Castillo, and Moreno in [7]. A different
construction (which assumes the CH) using Fräıssé sequences is given in [47], where
uniqueness is also established. Very recently, Avilés and Tradecete also constructed a
(necessarily non-separable) lattice of universal disposition for separable lattices [8].
Homogeneity in sublcasses of Banach lattices has been recently explored at length
by Ferenczi, Lopez-Abad, Mbombo, and Todorcevic [34]. This paper treats on various
levels of homogeneity in Lp Banach spaces, but it also explores lattice homogeneity.
Specifically, for 1 ≤ p < ∞, the separable spaces Lp(0, 1) are Fräıssé limits for `np
spaces with lattice embeddings as corresponding maps. The authors also construct
an approximately ultra-homogeneous M -space for the class of finite dimensional M
spaces.
Outside of the Banach lattice setting, homogeneous structures have been found for
various classes. Using injective objects, Lupini proved the existence of homogeneous
structures for the classes of function systems, p-multinormed spaces, and Mq-spaces
[58]. Certain C∗-algebras can also be constructed as Fräıssé limits of appropriate
classes with relaxed conditions, including all UHF algebras, the hyperfinite II1-factor




We start with some concepts largely taken from [13]: let L be a collection of symbols.
These can be either predicate symbols or function symbols. Each predicate or
function symbol has an associated number called its arity. We then call A with
associated metric space A an L-structure if
1. For every predicate symbol R with arity n, there is a continuous interpretation
RA : An → R. We can also consider the distance to be a binary symbol (found
in every structure).
2. For every function symbol f with arity n, we have a continuous interpretation
fA : An → A. Note that if a function symbol c has 0-arity, then it is a constant
symbol, and cA ∈ A.
These are different from the typical definitions of L-structures in continuous logic as
found in [14], the latter which require uniform continuity for functions and predicates
but do not require that X and Y be bounded. The theory of Banach lattices can be
formulated in the language L = (+,R,∧,∨). In particular, its function and predicate
symbols have corresponding moduli of uniform continuity which are independent of
their interpretation in a particular lattice. Given x = (x1, ..., xn), y = (y1, ..., yn) ⊆ X,
where X is a metric space, we let
d(x, y) = max
i≤n
d(xi, yi).
As in [14, Chapter 2], we define the modulus of uniform continuity. A function
∆f : R+ → (0, 1] is a modulus of uniform continuity for a L-function or predi-
cate symbol f of arity n if for all L-structures M and x, y ∈ Mn, d(x, y) < ∆f (ε)
implies that d(fM(x), fM(y)) < ε. For example, the function symbol ∧ has modulus
of continuity ∆(ε) = 1
4
ε. That is, given a lattice X and (x1, y1) and (x2, y2) ∈ X2, if
d((x1, y1), (x2, y2)) <
1
4
ε, then ‖x1∧y1−x2∧y2‖ < ε. The definition of moduli of conti-
nuity in the appendix in [14, Chapter 2] assumes that moduli have domains restricted
to (0, 1] but we can extend such functions to R+ by letting ∆f (r) = ∆f (1) for all r > 1.
Propositions 2.4 and 2.5 in [14] show that compositions of uniformly continuous real
functions and L-function and L-predicate symbols also have corresponding moduli of
uniform continuity, since they are also uniformly continuous.
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We say that A is a substructure of B if A is a closed subset of B which is also
closed under all combinations of the function symbol operations. For Banach lattices,
X is a substructure of Y if it is a sublattice of Y . Let f : A → B be a map between
two L structures. If f preserves norms, function operations, and predicate symbols in
L, then f is considered an embedding. Observe that if the structures in question are
Banach lattices, then embeddings in the sense of logic structures is none other than
lattice embeddings as defined in Section 1.2. Throughout, we will also be making use
of C-embeddings and C-isometries, and unless otherwise noted, by (C)-embeddings
and (C)-isometries we mean lattice isomorphic embeddings and isometries, and not
merely linear maps.
Let A0 ⊆ B. We then let < A0 > be the substructure generated by A0. This
can be understood as the smallest set A ⊆ B with A0 ⊆ A and A a substructure
of B. We say that A is finitely generated if there exist (a1, ...an) ⊆ A such that
A =< (a1, ..., an) >. Suppose that K is a class of finitely generated L-structures. If
A ∈ K, we say that A is a K- structure if every finitely generated substructure of A
is also in K.
For A =< a > and B =< b > with |a| = |b|, we define




where φ1 and φ2 are both embeddings into some ambient K-structure C. If we
clearly understand generating tuples a and b for lattices A and B to be in some larger
ambient space without necessary reference to explicit embeddings, we just write d(a, b)
instead of d(φ1(a), φ2(b)).
Let K be a class of finitely generated structures. We then say K is Fräıssé if:
• K has the Hereditary Property (HP): every member of K is a K-structure.
• K has the Joint Embedding Property (JEP): any two K-structures embed into a
third. (Note that if K has the JEP, then dK is defined for all pairs of tuples in
K of the same length.)
• K has the Near Amalgamation Property (NAP): for any structures A =< a >,
B1 and B2 in K with embeddings fi : A → Bi, and for all ε > 0, there exists a
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C ∈ K and embeddings gi : Bi → C such that
d(g1 ◦ f1(a), g2 ◦ f2(a)) < ε.
If g1 ◦ f1 = g2 ◦ f2, then we just say that K has the Amalgamation Property
(AP). Clearly the AP implies the NAP.
• K has the Polish Property (PP): if K has the JEP, HP and NAP, then dK is a
pseudo-metric over K. If dK is separable and complete in Kn (the K-structures
generated by n many elements):
• K has the Continuity Property (CP): every symbol in L is continuous on K: that
is, for function symbols, the map (a, b) 7→ (a, b, f (a)(a)) is continuous, and for
predicate symbols P , the map a 7→ P a(a) is continuous.
By [13, Theorem 3.21], if K is Fräıssé, there exists a separable space M, known as
the Fräıssé limit, that is universal for K and approximately ultra-homogeneous
on K. That is, for all finitely generated structures A =< a >⊆ M, embeddings
f : A → M, and ε > 0, there exists an automorphism φ : M → M such that
d(f(a), φ(a)) < ε. Conversely, if a space M is approximately ultra-homogeneous, its
finitely generated substructures form a Fräıssé class, and M is its limit. Such a space
is also isometrically universal for all separable K structures (including those which are
not finitely generated).
Instead of the PP and CP, a class K may have the following weakened conditions:
• The Weak Polish Property (WPP): the metric dK is separable (but not necessarily
complete)
• The Cauchy Continuity Property (CCP): the map (a, b) 7→ (a, b, f (a)(a)) sends
dK- Cauchy sequences to Cauchy sequences, and for predicate symbols P , the
map a 7→ P a(a) sends Cauchy sequences to Cauchy sequences,
If K has the HP, JEP, and NAP in addition to the two conditions above, then K
is an incomplete Fräıssé class. A relevant example is that of finite dimensional `p
spaces ([13, Section 4.2] gives a brief discussion). These have a (unique) Fräıssé limit
of their completion, which is the class of separable Lp spaces, and the limit is Lp(0, 1).
See [34, Proposition 3.7] for a recent proof using tools from analysis.
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The notion of universal disposition in Banach space theory can also be studied with
Banach lattices. Let C be a class of Banach lattices. A lattice X is of approximately
universal disposition for a class C with lattices defined by finitely many elements if
for all A ∈ C and for all embeddings f : A → X, g : A → B, with A ∈ C defined by
a and B ∈ C, and for all ε > 0, there exists an (1 + ε)-embedding h : B → X such
that ‖h ◦ g(a)− f(a)‖ < ε. Approximate universal disposition relaxes the condition in
approximate ultra-homogeneity of the existence of an embedding down to a (1 + ε)-
embedding for arbitrarily small ε.
Definition by finitely many elements in lattices can occur in more than one way. One
can speak, for example, of finite generation in the context of the logic of metric struc-
tures. On the other hand, one might refer to finite dimensional lattices. For spaces
of approximately universal disposition, if the class in question is finite dimensional
lattices, we can let the finitely many atoms define the lattice’s basis rather than gener-
ators doing so (in fact any finite dimensional lattice can be generated by two elements:
see Theorem 5.4.4), and we can strengthen the requirement that ‖h ◦ g(a)− f(a)‖ < ε
to a norm requirement that ‖h ◦ g − f‖ < ε.
Throughout the paper we rely on the notion of finite branchability. Let E be
a Banach lattice. Let (An)n be a sequence of finite non-empty sets, and let T =
∪∞k=0
∏k
n=1 An be the tree generated by them. Suppose also that (xσ)σ∈T ⊆ E+. We
then say that (xσ) is a finitely branching tree in E+ if for all σ with |σ| = k,





Note that given the property outlined in the definition, span({(xσ)σ∈T}) is a vector
lattice in E. If span({(xσ)σ∈T}) is dense in E for some finitely branching tree (xσ), we
call E finitely branchable. Finitely branchable lattices allow us to reduce problems
involving finitely generated, but infinite dimensional lattices to that of finite dimen-
sional lattices, since they are inductive limits of finite dimensional lattices. It is also
easy to show the other direction: If a lattice is the inductive limit of finite dimensional
lattices, then it is finitely branchable. Finally, observe that finitely branchable lattices
are separable.
Throughout, we will be working with two named classes of Banach lattices: let K
be the class of finitely generated lattices, and K′ be the class of sublattices of `m∞(`n1 )
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spaces, withm,n ∈ N. LetKn ⊆ K be the class of lattices generated by n elements, and
likewise for K′n ⊆ K′. Here we do not require that the generating elements be distinct
or minimal. We also will make use of the isometrically universal separable lattice
U := C(∆, L1[0, 1]) constructed in [51]. It turns out that U is finitely branchable and
in particular is the inductive limit of an increasing union of lattices in K′, which will
be useful later on.
We conclude this section with an outline of the rest of this paper. Section 5.3
explores the AP in Banach lattices and is split into two subsections. In the firs, We use
Theorem 2.5.4 to prove an approximate amalgamation property for finite dimensional
lattices (Theorem 5.3.3). In particular, it is shown that K′ has the AP. In the second
subsection, we use the results in the first subsection to show that the class of Banach
lattices has the AP (Theorems 5.3.8 and 5.3.10). The key to expanding the results
on K′ is the use of finitely branchable lattices. We then end the section with some
additional results on amalgamation over C-embeddings.
In Section 5.4, we prove the existence of a separable approximately ultra-homogeneous
lattice BL by showing that K is a metric Fräıssé class and explore some of its structural
properties (Theorem 5.4.1). The subclass K′ is not just the first step to amalgamation;
it is itself an incomplete Fräıssé class that is dense in the class of finitely generated
separable lattices according to the Fräıssé metric (Lemma 5.4.2). We use this fact
to show that BL is finitely branchable (Theorem 5.4.3). Finitely branchable lattices
are themselves finitely generated (Theorem 5.4.4), so unlike the Gurarij space, BL is
finitely generated, and in particular can be generated by two elements.
In Section 5.5, we show that any separable lattice of approximately universal dis-
position for finitely generated lattices is isometric to BL (Theorem 5.5.2). We also
construct lattices of approximately universal disposition for finite dimensional lattices
and show that any such lattice which is also finitely branchable is isometric to BL
(Theorem 5.5.4). Finally, we show a self-similarity property of BL: any non-trivial
projection band in BL is isometric to BL (Theorem 5.5.5).
Finally, Section 5.6 builds on the tools in Section 5.5 to construct a Pelczynski
latttice U of almost universal disposition for finite dimensional lattices which are ideal
in U. This lattice is unique up to ε-isometry for all ε > 1, but it is not isometrically
unique. Using U, we can also show that Pelczynski lattices in general are not almost
isometrically unique.
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5.3 Banach lattices and the Amalgamation Property
The bulk of this section is dedicated to proving that the class of Banach lattices has
the AP. As this paper was nearing its completion, Avilés and Tradecete independently
proved that Banach lattices have the Amalgamation Property by generating pushouts
using free Banach lattices (see [8, Theorem 4.4]). We give an alternative approach. We
first show that K′ itself has the AP, and then expand this result to K and to lattices
in general.
5.3.1 The Amalgamation Property in K′
Lattices in K′ play a key role in subsequent results on homogeneous lattices and their
structure. We present some of the notation that will be used in subsequent proofs:
Suppose F ∈ K′, and let (e1, ..., em) be the atoms of F . Let f : F → G := `N∞(`M1 ) be
a C-embedding, with C ≥ 1. Let u(k, j) be j’th atom in the k’th copy of `M1 . We then
have, for each ei ∈ F , that f(ei) =
∑
k,j a
i(k, j)u(k, j). Note that f maps atoms to
disjoint positive elements, so we can just let ai(k, j) = a(k, j), and sum up only over
atoms that support f(ei). Specifically, we fix a row k and let








Observe that F and f induce an N ×m matrix AfF , with A
f




If F ki is empty, then A
f
F (k, i) = 0. It turns out the rows of A
f
F capture F ’s structure
completely, while small distortions in f imply small distortions in AfF . We give a
lemma to this effect. From now on, if we have two C-isometries fj : F → Gj with
j = 1, 2 be C-isometries with C ≥ 1, with G1 and G2 both `N∞(`M1 ) spaces, we just let
A = Af1F and B = A
f2
F . For 1 ≤ l ≤ N , we also let A(l) = (A(l, 1), A(l, 2), ..., A(l,m))
and B(l) = (B(l, 1), B(l, 2), ..., B(l,m)).
Lemma 5.3.1. Let fj : F → Gj with j = 1, 2 be C-isometries with C ≥ 1, and suppose




1 ) spaces. Then for all rows l, we have A(l) ∈ C2SCH({B(k) :
1 ≤ k ≤ N}). In particular, if each fj is an embedding, then SCH({B(k) : 1 ≤ k ≤
94
N}) = SCH({A(k) : 1 ≤ k ≤ N}).








rnA(k, n). Now that B(l) /∈ C2SCH({A(k) : k ≤







rnB(l, n) ≤ C2
∑
rnA(k, n)
for some k, which is a contradiction.
In the case that C = 1, recall that the construction in Theorem 2.5.4 used N rows
of `M1 to correspond to the N order extreme points in the unit ball of X
∗. Since we




ciA(l, i), then by Lemma 5.3.1, we actually have SCH({A(l)}) = B(F ∗). In par-
ticular, any F ∈ K′ has finitely many order extreme points. Combined with Lemma
2.5.3, we thus have the following result:
Corollary 5.3.2. The four following properties are equivalent for finite dimensional
lattices X:
1. OEP (B(X)) is finite.
2. EP (B(X)) is finite.
3. EP (B(X∗)) is finite.
4. X ∈ K′.
We now prove the following:
Theorem 5.3.3. Suppose for j = 1, 2, fj : E → Fj are C-embeddings with F1 and F2
in K′ with C ≥ 1. Then there exist G ∈ K′ and C-embeddings gj : Fj → G such that






In particular, K′ has the AP.
95




1 ), where Mj = dimFj for j = 1, 2. Let
e1, ..., en be the atoms in E, and for F1 and F2, we let u(k, j) and v(k, j), respectively,
correspond to the j’th atom in the k’th row (that is, the k’th copy of `
Mj
1 ). For row l
and atom i, we let
F l1,i = {j ≤M1 : f1(ei) ∧ u(l, j) > 0},
and similarly, we let
F l2,i = {j ≤M2 : f2(ei) ∧ v(l, j) > 0}
We now define g1 and g2. Let F
′
j be the the lattice ideal in Fj generated by fj(E),
and let (F ′1 ⊗ F ′2)⊕ F1 ⊕ F2 be understood as a vector lattice with atoms of the form
u(k, j) ⊗ v(l,m), u(k, j), and v(l,m). For u(k, j) with j ∈ F i1,k, let g1(u(k, j)) =
u(k, j)⊗ f2(ei). If u(k, j) /∈ F i1,k for any i, let g1(u(k, j)) = u(k, j). For v(l,m) ∈ F i2,l,
let g2(v(l,m)) = f1(ei)⊗v(l,m), and if v(l,m) /∈ F i2,l for any i, let g2(v(l,m)) = v(l,m).

































































Note that g1 and g2 are both contractive maps. We now show that they are also
C2-embeddings. This will be sufficient, because then we can replace g1 and g2 with
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Cg1 and Cg2 while still preserving commutativity in the diagram. These latter maps
are themselves C-embeddings, thus proving the theorem. Since gi(B(Fi)) has only





is also closed. So we need only to show without loss of
generality that if x, y ∈ S(F1)+, z ∈ S(F2)+, and rg1(x) ≤ tg1(y) + (1 − t)g2(z) with
0 ≤ t ≤ 1, then r < C2.
Suppose x, y and z are as above. Since for some k ≤ N ,







≤ g1(x), we can assume that x =
∑




rg1(x) ≤ tg1(y) ∧ rg1(x) + (1− t)g2(z) ∧ rg1(x),




dj ≤ 1. Finally,
we can let z =
∑M
1 µnzn, where zn is an order extreme point in F2; that is, there is a




l ), and furthermore, µn > 0
with
∑
µn = 1. Then












Now both sides of the inequality are supported, and the left hand side fully sup-
ported, by atoms of the form u(k, j)⊗ v(l,m) where j ∈ F i1,k and m ∈ F i2,l. Thus, for
any u(k, j) ∈ F ′⊥1 , we must have rcj − tdj = 0, since g1(F ′
⊥
1 ) is disjoint from g2(F2),
and similarly g2(F
′⊥






(rcj − tdj)u(k, j)
Recall that for each coefficient the left hand side must be less than or equal to the
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For each i, for all j ∈ F i1,k, for each l, and for all m ∈ F i2,l, the coefficient of u(k, j)⊗









Let A = Af1E and B = A
f2
E , as defined prior to Lemma 5.3.1. Adding across all






















l = 1 for all rows l. Add up terms over all j ∈ F i1,k. Thus
∑
j∈F i1,k
(rcj − tdj)B(l, i) ≤
∑
j∈F i1,k
(1− t)a(k, j)λil =⇒



















′ = 1 and
∑
iDi+D
′ ≤ 1. Since rx−ty ≥ 0, it follows that rCi−tDi ≥ 0
and since for each j, u(k, j) ∈ F ′⊥1 implies rcj − tjdj = 0, we have rC ′ − tD′ = 0.
By Lemma 5.3.1, there exists a finite sequence (νl)
N





l νl = 1 and νl ≥ 0. Then in particular,






If A(k, i) = 0, then Ci and Di are also 0, since F
i
1,k is empty. Otherwise A(k, i) > 0,
so for all i,


























r − t ≤ C2(1− t) =⇒
r ≤ C2
Thus g1 (and by similar argument g2) is a C
2-embedding.
Finally, G itself has finitely many order extreme points, so by Theorem 2.5.4 it can
be embedded into a `m∞(`
n
1 ) space, implying that G ∈ K′.
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Corollary 5.3.4. Let E,F1, F2 be finite dimensional lattices, let C ≥ 1, and suppose
f1 : E → F1 and f2 : E → F2 are C- embeddings. Then for all ε > 0, there exist
a lattice G ∈ K′ and (C + ε)-embeddings g1 : F1 → G and g2 : F2 → G such that
g1 ◦ f1 = g2 ◦ f2.
Proof. Pick δ such that (1 + δ)2C < C + ε, and pick N such that there are (1 + δ)-
embeddings φj : Fj → F ′j := `N∞(`
dimFj
1 ). Then each φj ◦ fj : E → F ′j is a C(1 + δ)-
embedding. By Theorem 5.3.3, there exists G ∈ K′ and C(1+δ)-embeddings g′j : F ′j →
G for j ∈ {1, 2} such that g′1 ◦ φ1 ◦ f1 = g′2 ◦ φ2 ◦ f2. Now let gj = g′j ◦ φj, and observe
that each gj is a (1 + δ)
2C-embedding, and g1 ◦ f1 = g2 ◦ f2. Since (1 + δ)2C < C + ε,
we are done.
5.3.2 The Amalgamation Property for arbitrary Banach lattices
The above approach works well with finite dimensional lattices, but expanding to
finitely generated lattices will lead to some additional complications since finitely gen-
erated lattices need not be finite dimensional. In fact, the separable isometrically
universal lattice U = C(∆, L1(0, 1)) can be generated by two elements (see Remark 3.1
in [51]). However, we can use this result to express separable lattices with sequences
of finite dimensional lattices in order to demonstrate a general amalgamation.
Suppose now that E is a Banach lattice. Let α be a limit ordinal, and let (Eγ)γ<α be
a sequence of increasing sublattices of E such that ∪γ<αEγ = E. considering (γ)γ<α
as a net, define E ⊆
∏
Eγ by
E = {(xγ)α<γ : lim
γ
xα = x ∈ E}.
Essentially, E is a lattice of α-length sequences converging to elements in E, with
norm ‖(xα)‖E = supα ‖xα‖.
Lemma 5.3.5. Let E and E be as above, and let E0 be the ideal in E of null sequences.
Then E is isometric to E/E0.
Proof. Let x ∈ E, and let (xγ)γ → x, and let [(xγ)] denote the equivalence class
induced by E0.
We will now show that the map g : E → E/E0 with g(x) 7→ [(xγ)γ] is an isometry.
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First, it is well defined: if (xγ)γ and (yγ)γ converge to x, then (yγ − xγ)γ ∈ E0,
so [(xγ)γ] = [(yγ)γ]. By continuity of scalar multiplication and addition, g(x) is lin-
ear. It also preserves norms. Note that ‖g(x)‖E/E0 = inf{‖(xγ)γ‖ : (xγ)γ → x}, so
‖g(x)‖E/E0 ≥ ‖x‖, since ‖xγ‖ → ‖x‖. For ε > 0 and (xγ)→ x, there exists some β < α
such that for all γ > β, ‖xγ−x‖ < ε consider then the α-sequence (x′γ) with x′γ = 0 for
all γ < β and x′γ = xγ otherwise. Then g(x) = [(x
′
γ)γ], and so ‖g(x)‖E/E0 ≤ ‖x‖+ε. In
addition, the map is clearly surjective, since any [(yγ)] = g(x) where (yγ) → x. Thus
g is a linear isometry.
Finally, g preserves lattice operations. First of all, g is positive. If x ≥ 0, and
(xγ)γ → x, then 0 ≤ (xγ ∨ 0)γ → x ∨ 0 = x. Since E0 is a lattice ideal, g(x) =
[(xγ ∨ 0)γ] = [(xγ)γ] ∨ [0] ≥ 0. In addition, g(x) preserves disjointness: if x ∧ y = 0,
then if xγ → x and yγ → y, then xγ ∧ yγ → x ∧ y = 0. Then
[(xγ)] ∧ [(yγ)] = [(xγ ∧ yγ)] = [0],
so g is a lattice homomorphism. Therefore g is a lattice isometry.
Given a separable lattice E, by [51, Proposition 2.2], there exists a finitely branch-
able lattice E ′ such that E ⊆ E ′ ⊆ E∗∗. Let (xσ)TE′ be the corresponding branch-
ing tree. Let kn ↑ ∞ where kn ∈ N be a strictly increasing sequence, let E ′kn =





be the lattice defined by
E ′ = {(xi)i : xi → x ∈ E ′},
with lattice norm ‖x‖E ′ = supn ‖xn‖. Finally, let E ′0 = {x ∈ E ′ : xn → 0}. By
Lemma 5.3.5, E ′/E ′0 is lattice isometric to E ′ itself. Furthermore, any finite dimensional
lattice F ∈ E can be approximated by a sublattice of some En for some n:
Lemma 5.3.6. Let E = ∪nEn where (En) is an increasing sequence of lattices. Sup-
pose F ⊆ E is a finite dimensional sublattice. Then for all ε > 0 there exist n ∈ N
and a (1 + ε)-isometry g : F → En such that ‖g − Id|F‖ < ε.
Proof. Let m = dimF , and recall from Section 3.3 the functions δmk with 1 ≤ k ≤ m,
with δmk (x1, ..., xm) = xk − xk ∧ (∨i 6=kxi). Let ~e = (ek)k be the atoms of F . Now each
δmk is continuous, and for any m-length sequence ~x of positive elements, the elements
(δmk (~x))k are mutually disjoint and positive. Thus since ∪En is dense in X, for some
n there exist corresponding positive ~f = (f1, ..., fm) ⊆ En such that for 1 ≤ k ≤ m,
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‖δmk (~e) − δmk (~f)‖ < ε′/m. Now since the ek’s are mutually disjoint, δ(~e) = ek. Let
g : F → En be the lattice homomorphism generated by g(ek) = δmk (~f). Then for any∑
k akek ∈ S(F ), we have∣∣∣∣∣∣∣∣∑ ek −∑ akg(ek)∣∣∣∣∣∣∣∣ ≤ m∑
k
|ak|‖ek − g(ek)‖ < ε′.
It follows that 1 − ε′ < ‖g(
∑m
k akek)‖ < 1 + ε′, so g is a
1+ε′
1−ε′ -isometry. If we let
1+ε′
1−ε′ < 1 + ε, we have both that g is a (1 + ε)-isometry and ‖Id|F − g‖ < ε.
We now state the following lemma:
Lemma 5.3.7. Let E and A be a finitely branchable Banach lattices, and suppose
φ : E → A is an embedding. Let (xσ)σ∈TE and (yσ)σ∈TA be linearly dense spanning
trees for E and A, respectively. Then for all ε > 0, there exist a strictly increasing
sequence (kn)n ⊆ N and (1 + ε)-embedding φ′ : E → A generated by a sequence of
maps φn : En → Akn such that:






2. For each n, φn : En → Akn is a (1 + ε/2n)-embedding.
Proof. Let E ⊆
∏
nEn. We will construct kn as follows. Begin with x∅ ∈ E+, and
suppose that ‖x∅‖ = 1. Pick k0 ∈ N and z∅ ∈ span({yσ : |σ| = k0}) with z∅ ≥ 0
such that ‖z − φ(x∅)‖ < ε. We then let φ′0(x∅) = z∅. For n > 0, since En is finite
dimensional and embeds into A, by Lemma 5.3.6, pick kn in such a way that such a
way that there is a φn : En → Akn with distortion level at most (1 + ε/2n).
Let φ′ = (φn)n. Note that φ
′ sends atoms to disjoint elements and is a positive
linear map. To show that property 1 is also fulfilled, we must first show that φ takes
elements in E to elements in A. Let x ∈ E , with (xi)→ x′ ∈ E. Now φ(xi) ∈ A, and by
continuity φ(xi)→ φ(x′) ∈ A as well. Yet ‖φ(xi)−φi(xi)‖ ≤ ε2i , so φi(xi)→ φ(x
′) ∈ A.
In addition, if xi → x ∈ E, then qA ◦ φ′((xi)i) = φ(x), which gives us commutativity,
thus fulfilling property 1.
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We are now ready to prove the following:
Theorem 5.3.8. Let E,A1, A2 be separable Banach lattices, and let f1 : E → A1
and f2 : E → A2 be embeddings. Then there exists a separable Banach lattice G and
embeddings g1 : A1 → G and g2 : A2 → G such that g1 ◦ f1 = g2 ◦ f2.
Proof. Since each fi : E → Ai is a lattice embedding for i = 1, 2, by [61, Theorem
1.4.19], each f ∗∗i : E
∗∗ → A∗∗i is a lattice embedding. By Proposition 2.2 in [51], there
exists a separable finitely branchable lattice E ⊂ E ′ ⊆ E∗∗ with a finitely branching




and inject it into a finitely branchable A′i with a corresponding finite branching tree
(yσ)σ∈TA′
i
. Thus we can redefine f1 and f2 to be extended to E
′.
Let ε > 0, and using Lemma 5.3.7, pick appropriate increasing sequences of natural
numbers k1n ↑ ∞ and k2n ↑ ∞ generating A′1 and A′2 with accompanying (1 + ε)-
isometries f ′1 and f
′
2 such that the following diagram commutes:
E ′


















n → A′j kjn is a
(1 + ε/2n)-isometry. Use Corollary 5.3.4 to get Gn and (1 + ε/2
n−1)-embeddings ψ1n
and ψ2n such that ψ
1
n◦φ1n = ψ2n◦φ2n, and let g′1 = (ψ1n)n and g′2 = (ψ2n)n. Let G ′ ⊆
∏
nGn
be the sublattice generated by g′1(A′1) and g′2(A′2), and equip G ′ with the sup-norm;
that is, if x ∈ G ′, let ‖x‖G′ = sup ‖xn‖Gn . Now each g′j is a (1+2ε)-embedding. Let G ′0
be the ideal consisting of elements x ∈ G ′ such that ‖xn‖Gn → 0, and let G = G ′/G ′0.
Note that for each j ∈ {1, 2}, we have g′j(A′j 0) ⊆ G ′0. Thus g′j induces well defined
maps gj : A
′



















It remains to show that each gj is in fact an embedding. To this end, we note that
if z ∈ G, then ‖z‖ = inf{‖y‖ : qG(y) = z}. Let x ∈ A′1. Pick y ∈ A′1 with ‖y‖ < 1 + δ
such that yi → x. This can be done by picking n such that for all n ≥ N ‖x−yn‖ < δ,
ε/2n−1 < δ, and furthermore, we can assume that for all n < N , yn = 0. It then follows
that 1
(1+δ)2
≤ ‖g′1(y)‖G′ ≤ (1 + δ)2, so ‖qGg′1(y)‖ ≤ (1 + δ)2, Thus ‖g1(x)‖G′ ≤ (1 + δ)2.
In addition, for any z ∈ G ′0, since for all δ′ > 0 we have ‖zn‖Gn ≤ δ′ for all large enough
n, it follows that ‖z − g′1(y)‖ > 1(1+δ)2 − δ
′. Thus ‖g1(x)‖G ≥ 1(1+δ)2 . δ can be chosen
to be arbitrarily small, so ‖g1(x)‖G = 1.
Finally, we show that gj preserves disjointness and is a positive map. Let x ∈ A′j+,
and chose a sequence y = (yi)i ∈ A′j+ with yi → x. Then g′j(y) ≥ 0, so qGg′j(y) =
gj(x) ≥ 0. To show preservation of disjointness, let x, x′ ≥ 0 be disjoint elements, and
let y = (yi)i ∈ q−1A′j (x) and similarly let y
′ = (y′i)i ∈ q−1A′j (x
′). Then y ∧ y′ ∈ A′j 0; since
(yi)i → x and (y′i)i → x′, we have
y ∧ y′ = (yi ∧ y′i)i → x ∧ x′ = 0,
so g′j(y)∧g′j(y′) = g′j(y∧y′) ∈ G ′0, which means that gj(x)∧gj(x′) = qGg′j(y)∧qGg′j(y′) =
qGg
′
j(y ∧ y′) = 0. Thus gj is an embedding.
To show separability, we simply restrict g1 and g2 to A1 and A2, and replace G with
the lattice generated by g1(A1)
⋃
g2(A2). Thus if A1 and A2 are both separable, then
so is G.
Remark 5.3.9. We can also ensure that G is finitely generated, since we can embed
G into U if necessary. Thus K has the AP.
We can expand Theorem 5.3.8 for arbitrary lattices with a similar proof.
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Theorem 5.3.10. Let E,F1, F2 be Banach lattices, and let fi : E → Fi, with i ∈ {1, 2}
be embeddings. Then there exists a lattice G and isometric embeddings gi : Fi → G
such that g1 ◦ f1 = g2 ◦ f2. Furthermore, if Fi has density character no more than κ,
we can ensure that G does as well.
Proof. We prove this by ordinal induction over the density character κ. For the base
case of κ = ℵ0, this was already proven in Theorem 5.3.8. Suppose now that we
have shown the same for all lattices of density character less than κ. Let (zγ)γ<κ
be a κ-sequence dense in E, and let (xiα)α<κ be κ-length sequences dense in Fi. Let




α)α<β ∪ fi(Eβ)). Then Eβ ↑ E, F β ↑ F , and
fi(E
β) ⊆ F βi . Now each fi induces an embedding φi : E → Fi, where φi((yβ)β<κ) =
(fi(yβ))β<κ.
Both Eβ and the F βi ’s have dense subsets of size strictly less than κ, so by induction,
pick Gβ and embeddings ψβi : F
β
i → Gβ such that ψ
β
1 ◦ f1|Eβ = ψ
β
2 ◦ f2|Eβ . Let
ψi = (ψ
β
i )β<α, and let G be the sublattice of
∏
β G
β generated by the elements of
ψi(Fi). Let G0 be the ideal in G of nets converging in norm to 0, and let G = G/G0.
Now let gi = qG◦ψi◦q−1E . Use the same argument as in Theorem 5.3.8 to show that each
gi is well defined, an embedding, and together with G give the desired amalgamation.
Finally, G has the desired density character if we restrict it to the lattice generated
by g1(F1) ∪ g2(F2).
We end this section with some additional results on the interplay between the AP
and C-embeddings. In each of these cases, we can perturb lattices or maps that change
C-embeddings into embeddings in exchange for full commutativity or preservation of
the original norm:
Theorem 5.3.11. Let f : A→ X be a C- embedding. Then there exists a C-equivalent
renorming |||·||| of X such that f : A→ (X, |||·|||) is an embedding. Furthermore,
• if f is an expansion (that is, if f−1 is contractive), then we can make |||·||| ≤ ‖·‖.
• if f is a contraction, then we can make |||·||| ≥ ‖ · ‖.
• if A and X are both in K′, then we can ensure that (X, |||·|||) is also in K′.






be the unit ball of |||·|||. Observe that B′ ⊇ B(X) and f(B(A)) ⊆ CB(X), so
1
C
‖ · ‖ ≤ |||·||| ≤ ‖ · ‖.
We now show that f : A → (X, |||·|||) is an embedding. Suppose that there exist
zn ≤ tnf(xn) + (1 − tn)yn with (1 + α)f(x) = limn zn, with x, xn, yn ≥ 0, α ≥ 0,
‖xn‖, ‖yn‖ ≤ 1, 0 ≤ tn ≤ 1, and ‖x‖ = 1. By compactness, we can suppose tn
converges to t, and just let zn ≤ tf(xn) + (1− t)yn. Furthermore, we can assume that
‖f((1 + α)x− txn)‖ → bx. Then for all n, we have
f((1 + α)x− txn) ≤ (1− t)yn + δn
with ‖δn‖ → 0. We then have
1 + α− t ≤ ‖f((1 + α)x− txn)‖ ≤ (1− t) + ‖δn‖.
Thus 1 + α− t ≤ bx ≤ 1− t, so α = 0.





B(X) ⊆ B′ ⊆ B(X), so ‖ · ‖ ≤ |||·||| ≤ C‖ · ‖. Then use the same type of
argument.
For the general case, observe that Cf is an expansion which is also a C2-embedding.
Then by the proof of the first case, there is C2-equivalent renorming |||·||| ≤ ‖ · ‖ of X
with Cf : A → (X, |||·|||) an embedding. Now take the new norm of X to be C|||·|||.
Then f : A→ (X,C|||·|||) is an embedding, and C|||·||| is C-equivalent to ‖ · ‖.
Finally, if A,X ∈ K′, the unit ball of the renormed lattice (X, |||·|||) has finitely many
order extreme points, so by Corollary 5.3.2, (X, |||·|||) is also in K′.
Theorem 5.3.11 can be used to generalize Theorem 5.3.10 to diagrams involving
C-isometries:
Corollary 5.3.12. Let fi : E → Fi with i = 1, 2 be Ci-embeddings for lattices E, F1,
and F2. Then:
• There exist a lattice G and Ci-embeddings gi : Fi → G such that g1 ◦ f1 = g2 ◦ f2.
• There exist a lattice G, an embedding g1 : F1 → G, and a C1C2-embedding
g2 : F2 → G such that g1 ◦ f1 = g2 ◦ f2.
• If E,F1, and F2 are in K′, we can ensure G ∈ K′ as well.
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Proof. For the first part, let F ′i = (Fi, |||·|||) be Ci-equivalent renormings such that
fi is an embedding into F
′
i . By Theorem 5.3.10 (Theorem 5.3.3), there exists G and
embeddings gi : F
′
i → G such that g1◦f1 = g2◦f2. Since F ′i is Ci-equivalent to Fi, each
gi is a Ci-embedding on Fi. For the second part, use Theorem 5.3.11 to simply renorm
G with a C1-equivalent norm |||·||| so that g1 : F1 → (G, |||·|||) is now an embedding.
Then g2 : F2 → (G, |||·|||) is a C1C2-embedding. For both parts, G can be in K′ if E,F1,
and F2 are in K′.
Theorem 5.3.13. Suppose f : X → Y is a (1 + ε)-embedding, and suppose X, Y are
in K (or K′). Then there exists a lattice Z ∈ K (K′) and embeddings g : X → Z and
h : Y → Z such that ‖g − h ◦ f‖ ≤ ε.
Proof. Let j1 : X → X ⊕∞ f(X), with j1(x) = x ⊕ 11+εf(x). Let j2 : f(X) →
X ⊕∞ f(X) with j2(f(x)) = 11+εx ⊕ f(x). Note then that since
1
1+ε
‖f(x)‖ ≤ ‖x‖ ≤
(1 + ε)‖f(x)‖, j1 and j2 are both embeddings. Then
‖j1(x)− j2f(x)‖ =














If f is surjective, then let g = j1 and h = j2, and we are done. Otherwise, f(X) ⊆ Y
and j2 : f(X) → X ⊕∞ f(X) in an embedding, so use Theorem 5.3.10 (or Theorem
5.3.3) to get a lattice Z in K (respectively K′) and embeddings h1 : Y → Z and
h2 : X ⊕∞ f(X)→ Z such that h1|f(X) = h2 ◦ j2. Then for all x ∈ X,
‖h2j1(x)− h1f(x)‖ = ‖h2j1(x)− h2j2f(x)‖ = ‖j1(x)− h2(f(x))‖ ≤ ε‖x‖.
Let g = h2 ◦ j1 and h = h1, and we are done.
Corollary 5.3.14. Let E,F1, F2 be lattices in K (or K′), and let fj : E → Fj be
(1 + ε)-embeddings. Then there exist H ∈ K (K′) and embeddings gj : Fj → G such
that ‖g1 ◦ f1 − g2 ◦ f2‖ ≤ 2ε.
Proof. By Theorem 5.3.13 there exist F ′j ∈ K (K′) and embeddings f ′j : E → F ′j and
φj : Fj → F ′j such that ‖f ′j−φj ◦fj‖ ≤ ε. Now use Theorem 5.3.10 (or Theorem 5.3.3)
to get H ∈ K (K′) and embeddings g′j : F ′j → H with g′1 ◦f ′1 = g′2 ◦f ′2. Let gj = g′j ◦φj.
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Then
‖g1 ◦ f1 − g2 ◦ f2‖ =‖g′1 ◦ φ1 ◦ f1 − g′2 ◦ φ2 ◦ f2‖
≤‖g′1 ◦ (φ1 ◦ f1 − f ′1)‖+ ‖g′2 ◦ (φ2 ◦ f2 − f ′2)‖ ≤ 2ε.
5.4 The approximately ultra-homogeneous separable lattice
BL
The main result of this section is:
Theorem 5.4.1. The class K of finitely generated separable Banach lattices is a
Fräıssé class. Thus there exists a separable approximately ultra-homogeneous Banach
lattice BL.
The level of homogeneity in BL cannot significantly be strengthened. For one, BL
can only be ”approximately” ultra-homogeneous, since no lattice automorphism can
map non-weak units to weak units. BL is clearly also atomless. If there were an
atom e in BL, any automorphism would have to map it to another atom. Thus two
embeddings g1 : R→< e >⊆ BL and g2 : R→< x >⊆ BL such that x both is disjoint
from e and not an atom cannot be arbitrarily approximated by an automorphism.
BL is isometrically universal for separable Banach lattices, but it is not isometric
to U because the latter is not approximately ultra-homogeneous and Fräıssé limits are
unique up to isometry. Indeed, let < e > be a one-dimensional lattice generated by
e, let f1(e) = a := ~1∆ ⊗ χ[0,1], f2(e) = b := ~1K ⊗ χ[0,1], where K ⊆ ∆ is a proper
clopen subset, and let b′ = a − b. Let φ be any automorphism over U . Now the sets
Kb = {k ∈ ∆ : ‖φ(b)(k)‖1 = 1} and Kb′ = {k ∈ ∆ : ‖φ(b′)(k)‖1 = 1} are non-empty,
and furthermore b(Kb′) = 0, and vice versa, since φ(< b, b
′ >) is isometric to `2∞. It
follows that for k ∈ Kb′ , we have ‖φ(b)(k)− a(k)‖1 = 1, so ‖φ(b)− a‖ ≥ 1.
Proof of theorem. It is clear that K has the HP and the JEP. It also has the CP by
virtue of the fact that each function symbol in the language of Banach lattices has
a fixed modulus of continuity independent of its interpretation. By Theorem 5.3.8,
it has the AP. It remains to show that it has the PP. We need to show that the
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class of finitely generated Banach lattices is both separable and complete under the
metric dK. For separability, let (xn)n be a countable dense subset of U . Then the set
{< xi1 , ..., xin >} of lattices generated by finitely many elements in (xn)n is itself a
countable dense subset of Kn.
To show completeness, we use Theorem 5.3.8 and the fact that Banach lattices
are closed under direct limits. Let (ai)i be a Cauchy sequence of tuples generating




. For ai and ai+1, let B
1
i be a finitely generated lattice containing





Note then for each i, we have embeddings < ai+1 >→ B1i , B1i+1, so use amalgamation
to embed B1i and B
1
i+1 into some finitely generated space B
2
i where the associated
diagram commutes. Proceed inductively in a similar manner: each Bki+1 injects into
Bk+1i and B
k+1
i+1 , so use amalgamation to inject them into some finitely generated B
k+2
i .
The resulting commutative diagram illustrates the process:






1 . . .









Let X be the closed inductive limit of the sequence of lattices (Bn1 )n. X is itself
separable, though it need not be finitely generated. It also contains an isometric copy













Thus (ai)i, as a sequence of tuples in X, is Cauchy. Let a = limi ai. Since X is
complete, the sublattice < a > exists, which implies the completion of the metric dK.
Thus K has the PP, and we are done.
We continue with an additional characterization of BL. In particular, BL is finitely
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branchable and finitely generated. To this end, we concentrate on the sub-class K′.
The `m∞(`
n
1 ) lattices are in certain ways analogues of `
n
∞ spaces. For one, recall
the definition of an injective Banach space E: If T : F → E is a linear map and
F is a subpace of G, then there exists a linear map T̂ : G → E extending T such
that ‖T‖ = ‖T̂‖. There is also a lattice analogue of injectivity: We say E is an
injective lattice if for all lattices F ⊆ G and any positive linear maps T : F → E,
then there exists a positive linear map T̂ : G→ E extending T such that ‖T‖ = ‖T̂‖.
The injective finite dimensional Banach spaces are exactly the `n∞ spaces. By [19,
Theorem 5.2], the `∞-sums of finite dimensional `1 spaces make up the collection of
finite dimensional injective lattices. Furthermore, the Gurarij space in particular can
be constructed as an inductive limit of `n∞ Banach spaces. We will now also show that
BL can be constructed as an inductive limit of `m∞(`
n
1 ) lattices.
Lemma 5.4.2. K′ is an incomplete Fräıssé class that is dense in K. In particular,
the Fräıssé metric dK
′
isometrically coincides with dK.
Proof. K′ has the HP by its definition. By Theorem 5.3.3, it has the AP. Clearly it
also has the JEP: given two X, Y ∈ K′, we also have A⊕∞ B ∈ K′. To show density
in K, let < a > be a finitely generated lattice, and embed < a > into U . Let (xσ)σ∈T
be the finitely branching tree comprised of elements in U of the form χNσ ⊗χQk where
Qk is a diadic interval of length 2
−n, |σ| = n, and Nσ ⊆ ∆ = {0, 1}N is the set
consisting of all infinite branches starting with σ. Now span((xσ)σ∈T ) is dense in U .




1 ) space. Given
ε > 0, choose n and x ⊆ span(Sn) such that d(a, x) < ε. Then the lattice < x >∈ K′
is sufficiently close to < a > in dK.
To show separability of K′ and the CCP, it is sufficient to show that dK|K′ = dK
′
.
Clearly dK|K′ ≤ dK
′
, so we need only to show the opposite inequality. Let dK(a, b) = δ,
and let ε > 0. Choose embeddings φA and φB from < a > and < b > into U such that
d(φA(a), φB(b)) < δ + ε. By Lemma 5.3.6, given ε > 0, there exist n ∈ N and (1 + ε)-
embeddings fA : A → D := span(Sn) and fB : B → D such that ‖fA − φA‖ < ε and
‖fB−φB‖ < ε. Now note that d(fA(a), fB(b)) < δ+3ε. Use Theorem 5.3.11 to renorm
D with a (1 + ε)-equivalent renorming |||·||| so that fB : B → D′ = (D, |||·|||) ∈ K′ is
an embedding. Then fA is a (1 + ε)
2-embedding into D′. Finally, use Theorem 5.3.13
to get some C ∈ K′ and embeddings gA : A → C and gD′ : D′ → C such that
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‖gD′ ◦ fA − gA‖ ≤ 2ε+ ε2. Then for each i, we have
‖gA(ai)− gD′fB(bi)‖C ≤ ‖gA(ai)− gD′fA(ai)‖C + ‖gD′fA(ai)− gD′fB(bi)‖C
≤ 2ε+ ε2 + ‖fA(ai)− fB(bi)‖D′
≤ 2ε+ ε2 + (1 + ε)d(fA(a), fB(b))
≤ 2ε+ ε2 + (1 + ε)(δ + 3ε).
We can let ε get arbitrarily small, so dK
′ ≤ dK|K′ , and we are done.
It is known that incomplete Fräıssé classes admit a Fräıssé limit for the completion
of the class, but here we will explicitly show that the construction of the limit BL
need only involve an increasing sequence of lattices in K′. In order to prove the
following theorem, we use approximate isometries as described in [13], that is, bi-
Katetov maps ψ : X × Y → [0,∞] with X and Y both metric spaces. Recall that
ψ is bi-Katetov if for all x, x0 ∈ X and y, y0 ∈ Y , |ψ(x, y) − d(x, x0)| ≤ ψ(x0, y)
and |ψ(x, y) − d(y, y0)| ≤ ψ(x, y0). In this context, approximate isometries provide
information about how generating tuples a and b relate in ambient spaces.
Approximate isometries can be induced by finite partial embeddings, i.e., partial
functions f : X ⇀ Y , with dom(f) = X0 a finite set, which induce lattice embeddings
f :< X0 >→ Y . More generally, for any X0 ⊆ X and a (not necessarily finite)
partial embedding f : X0 → Y , we let ψf : X × Y → R be defined by ψf (x, y) =
infz∈X0 ‖x− z‖ + ‖y − f(z)‖. Observe that if x ∈ X0, then ψf (x, y) = ‖f(x)− y‖. If
X0 ⊆ X, we also have an approximate isometry ψIdX0 : X0 × X → R with IdX0 the
inclusion maps from X0 to X, where ψIdX0 (x, y) = ‖x− y‖.
There is also a “pseudoinverse” operation: if ψ(x, y) is an approximate isometry,
we let ψ∗(y, x) = ψ(x, y). Clearly ψ∗∗ = ψ. We can also “compose” approximate
isometries. If φ : X × Y → R and ψ : Y × Z → R are approximate isometries, then
ψφ : X × Z → R with ψφ(x, z) = infy∈Y (φ(x, y) + ψ(y, z)) is also an approximate
isometry by [13, Lemma 2.3(i)]. For example, if f : A0 → C and g : B0 → C
generate embeddings from < A0 > and < B0 > to C respectively, then the map
ψ∗gψf :< A0 > × < B0 >→ R, where
ψ∗gψf (x, y) = inf
z∈C
(ψf (x, z) + ψg(y, z)).
is also an approximate isometry. Note that if A0 = a, B0 = b, and d(f(a), g(b))
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is small, then ψ∗gψf (ai, bi) will also be small, and the converse holds true as well. In
fact, for x ∈ A0 and y ∈ B0, we have ψ∗gψf (x, y) = ‖f(x) − g(y)‖ (here A0 and B0
need not be finite). Thus we can see approximate isometries as marking conditions
for the ”strength” of a joint embedding. An approximate isometry ψ may originally
be defined on some X0 × Y0, with X0 ⊆ X and Y0 ⊆ Y , but it can be extended to
X × Y by the composition ψIdY0ψψ
∗
IdX0
. However, if the ambient spaces are clear
from context, we will just write ψ to refer to the extended approximate isometry.
Finally, composition and involution as described above work analogously together
like the multiplication and inversion group operations. In particular, composition is
associative and (ψφ)∗ = φ∗ψ∗ (see [13, Lemma 2.3(ii)]).
We say that ψ is refined by, or coarsens φ if φ(x, y) ≤ ψ(x, y) for all (x, y) ∈ X×Y .
Given lattices X and Y , we let Apx(X, Y ) ⊆ [0,∞]X×Y , equipped with the product
topology on [0,∞]X×Y , be the set of all approximate isometries generated by finite
partial embeddings between elements in K′, composition, coarsening, and any point-
wise limit of such maps. For ψ ∈ Apx(X, Y ), we let Apx<ψ(X, Y ) be the interior of the
set of refinements of ψ. If Apx<ψ(X, Y ) 6= ∅, we say that ψ is a strictly approximate
isometry and use the notation φ < ψ to mean φ ∈ Apx<ψ(X, Y ). Intuitively, strictly
approximate isometries do not impose strong conditions on possible joint embeddings
except on some finite set (see Lemma [14, Lemma 3.8(ii) ]), so they leave much room
for refinement. While the set Apx(X, Y ) seems complicated, by [13, Lemma 3.8(iv)], it
actually is comprised of the closure of coarsening and pointwise limits of approximate
isometries in the form of ψ∗gψf (extended to X × Y ) where f and g are finite partial
embeddings.
Suppose ψ : X×Y → R is an approximate isometry, and let r > 0. We say that ψ is
r-total if ψ∗ψ ≤ ψIdX + 2r. It is not hard to show that if f : X → Y is an embedding,
then ψ∗fψf = ψIdX , so any such ψf is r-total for all r > 0.
Approximate isometries can also be used to characterize the AP: for every A,B ∈ K′,
< a >⊆ A and embedding f :< a >→ B, there exist C ∈ K′ and embeddings
g : A→ C and h : B → C such that ψ∗hψg ≤ ψf (with the necessary extensions on f).
See [14, Definition 3.5(iii)] for the generalized definition of the NAP using approximate
isometries. Using the fact that ψ∗hψg(x, y) = ‖g(x)−h(y)‖ and ψf (x, y) = ‖f(x)− y‖,
one can easily show that this definition is equivalent to our current working definition
of the AP. Note also the inequality; this is due to the fact that f is only defined on
< a > while g is defined on all of A, so the extension of ψf to A × B contains less
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limiting information than ψ∗hψg(x, y).
We are now ready to prove the following:
Theorem 5.4.3. BL can be constructed as the limit of an increasing sequence of
`m∞(`
n
1 ) lattices. In particular, it is finitely branchable.
Proof. We construct an increasing sequence of finite dimensional lattices An as in the
proof of Lemma 3.17 in [13] with BL isometric to
⋃
nAn. Let A1 ∈ K′, and let Kn,0
be a countable dense subset of K′n. Since K′ is dense in K, we have Kn,0 dense in Kn.
We proceed by induction. Suppose Ak has been defined for all k ≤ n. Suppose also
that Ak,0 ⊆ Ak is countable and dense in Ak for all k ≤ n, with Ak,0 ⊆ Ak+1,0 for each
k < n.
By [13, Lemma 3.8(ii)], for any finite tuples a and b we can ensure the existence of
a countable set C(a, b) ⊆ K′ such that every C ∈ C(a, b) contains an isometric copy
of < a > and < b >, and every strictly approximate isometry ψ : b × a → Q can
be refined in < b > × < a > by some ψ∗fψg with f :< a >→ C and g :< b >→ C
for some C ∈ C(a, b) (by [13, Lemma 2.8(ii)], such strictly approximate isometries






To construct An+1, take the first n lattices C1k , ..., Cnk in each Ck for k ≤ n, and
amalgamate them one after another. Here ai,j ⊆ Ai,0 for some i ≤ n, and < ai,j > and
< bi,j > both into C
j
i ∈ C(ai,j, bi,j) ⊆ Ci :
An ∗ . . . ∗ ∗ . . . ∗ An+1
< a1,1 > C
1
1 < ai,j > C
j
i . . . < an,n > C
n
n





Note that in each case, Ak ∈ K′, so we can if necessary enlarge Ak and assume that
Ak = `mk∞ (`
nk
1 ) for some mk, nk ∈ N.
Observe that for each tuple a ⊆ Ak, b ∈ Kk,0, and each strictly approximate isometry
ψ : b × a → Q, we have some m > k such that a = ai,j, b = bi,j for some i, j ≤ m
with Cji ∈ C(a, b) and embeddings f :< ai,j >→ C
j




ψ∗fψι < ψ. Additionally, there is an embedding h : C
j





Indeed, given x ∈< ai,j > and y ∈< bi,j >,
ψhι(y, x) = ‖hι(y)− x‖ = ‖hι(y)− ι′(x)‖
= ‖hι(y)− hf(x)‖ = ‖ι(y)− f(x)‖ = ψ∗fψι.
Thus ψhι ≤ ψ∗fψι < ψ. Furthermore, ψhι is r-total on bi,j for all r > 0, since hι is
an embedding. Thus by [13, Lemma 3.16],
⋃
nAn is a Fräıssé limit for K′-structures,
where K′ is the Fräıssé completion of K′. By Theorem 5.4.2, we have K′ = K. This
implies that
⋃




A lattice that is finitely branchable can be expressed as an inductive limit of finite
dimensional lattices. We also have the following:
Theorem 5.4.4. Any finitely branchable lattice can be generated by two elements.
Proof. LetX be finitely branchable, and let (xσ)σ∈T be a finitely branching tree densely




n An, where each An is a finite nonempty
set. We will find two elements u and v such that X =< u, v >. Let u = x∅ and let






where 0 < aσ and the aσ’s are mutually distinct. The mutual distinction enables
each xσ to be produced using lattice operations over u and v1. For example, take
aρ = max aσ, and pick c such that cαρ > 1 but for all τ 6= ρ, caτ < 1. Recall that
u = x∅ =
∑
|σ|=1 xσ, so (cv1−u)∨0 = (cαρ−1)xρ. We then make the same argument,
but for u− xρ and v1 − aρxρ, thus generating each successive xσ for all σ ∈ S1.
Suppose that for all k ≤ n, vk has been selected and that for each k we have a
finite sequence of functions (φik(x, y))i generated by lattice operations +,∧, r· (where
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r is real), with corresponding moduli of continuity ∆ik : R+ → (0, 1]. Suppose we also
have:
• For each k ≤ n, vk =
∑
|σ|=k aσxσ, with aσ > 0 and mutually distinct.
• For each k ≤ n, < u, vk >= span(Sk)
• For each k ≤ n, (φik(u, vk))i is a 2−k-net in the unit ball of span(Sk).
• For each k < n,














so for each m ∈ An+1 and σ ∈
∏n
1 Ak, pick positive, mutually distinct aσ_m such
that







Thus if vn+1 :=
∑







u, vn+1 >= span(Sn+1). For each σ with |σ| = n + 1, pick 0 < s < aσ < r that
for all τ 6= σ with τ ∈
∏n+1
1 Ak, either τ > r or τ < s. Let x = (vn+1 − su)+ and
y = (vn+1−ru)+. Then for some large enough C, (Cy−x)+ is a multiple of xσ. Finally,
let (φin+1(x, y))i be a finite collection of functions generated by lattice operations such
that (φin+1(u, vn+1))i is a 2
−n−1-net in the unit ball of span(Sn+1). Let v = lim vn.
We show that < u, v >= X. Observe that the set {φin(u, vn) : n ∈ N} is dense
in X by the above properties. Let ε > 0, and pick n such that 2−n < ε. Then




and φin(u, vn) is ε-dense in B(span(Sn)). Furthermore, for all
m > n, we have ‖vn − vm‖ < mini ∆in(ε)
∑m
j=n+1 2
−j. Thus ‖vn − v‖ ≤ ∆in(ε), so
‖φin(u, vn) − φin(u, v)‖ < ε for all φin. This implies that the set {φin(u, v)| n ∈ N} is
dense in X, so we are done.
Theorem 5.4.3 combined with Theorem 5.4.4 yields a surprising result:
Corollary 5.4.5. The lattice BL is finitely generated.
Remark 5.4.6. Finite generation implies that BL is not stably homogeneous in the
sense defined by Lupini in [58]. That is, given finitely generated A and embeddings
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f : A → BL and g : A → BL, we cannot guarantee that for all ε > 0, there is some
automorphism φ on BL such that ‖φ ◦ f − g‖ < ε. Thus approximating over a finite
number of elements rather than by norms is the best, in some sense, that can be done
in terms of homogeneity.
Suppose otherwise. Since BL can be generated by two elements x1, x2, we consider
e ∈ S(BL)+ and embedding f :< x1, x2 >→ BL such that the image does not have
full support and f(e) is disjoint from e (we can do this, for example, by finding a copy
of BL ⊕∞ R that is in BL, and pick e ∈ S(R)+). If BL were stably homogeneous,
there would exist a lattice automorphism φ on BL such that ‖f − φ‖ < 1
2
. Then
‖f(φ−1(e)) − e‖ = ‖(f − φ)(φ−1(e))‖ < 1/2, but f(φ−1(e)) is disjoint from e, which
means ‖f(φ−1(e))− e‖ ≥ 1, a contradiction.
5.5 An alternate construction of BL and some of its
properties
The Fräıssé limit BL is clearly of approximately universal disposition both for finite
dimensional lattices and for finitely generated lattices. In this section, we show that
separable lattices of approximately universal disposition for finitely generated lattices
are isometric to BL. In addition, finitely branchable lattices of approximately uni-
versal disposition for finite dimensional lattices are isometric to BL. A bi-product of
the latter is a simplified construction of BL which allows us to explore some of its
structural properties.
We first show that approximate universal disposition can be broadened to include
extensions of ε-isometries:
Lemma 5.5.1. Suppose X is of approximately universal disposition for finitely gen-
erated Banach lattices, let < a >= A ⊆ X and B be finitely generated, and let
f : A→ B be a (1 + ε′)-embedding. Then for all ε > ε′ and for all δ > 0, there exists
a (1 + δ)-embedding g : B → X such that ‖g ◦ f(a)− a‖ < ε.
Proof. By Theorem 5.3.13 there is a lattice Z and embeddings h1 : A → Z and
h2 : B → Z such that ‖h2 ◦ f − h1‖ ≤ ε′. We can assume that Z is finitely generated
as well, since we can embed into U if necessary. Decreasing δ as necessary, we can
suppose that (1 + δ)ε′ + δ < ε. Then there exists a (1 + δ)-embedding g′ : Z → X
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such that ‖g′h1(a)− a‖ < δ. Then
‖g′h2f(a)− a‖ ≤ ‖g′‖‖h2(a)− h1(a)‖+ ‖g′h1(a)− a‖ < (1 + δ)ε′ + δ < ε.
Let g = g′ ◦ h2, and we are done.
We can now show the following:
Theorem 5.5.2. Any separable Banach lattice of approximately universal disposition
for finitely generated lattices is isometric to BL.
Proof. The proof follows that of Theorem 1.1 in [49]. Suppose X and Y are lattices
of approximately universal disposition for finitely generated lattices. We will then
construct a lattice isometry. Let (xn), (yn) be dense in X and Y , with x1 = 0 and
y1 ≥ 0. Given ε > 0, let εn ↓ 0 be a decreasing sequence such that εn < 2−n−1.
Throughout, we let xn = (x1, ..., xn), and let Xn =< xn >, with the same notation for
yn and Yn. Finally, let f1 : X1 → Y1 be the trivial isometry.
We begin our construction: let g1 : Y1 → X be a (1+ε1)-isometry. Note this isometry
exists. Now take X̃2 = BL(X2 ∪ g1(Y1)). This lattice is also finitely generated by
x̃2 = x2∪g1(y1), so we have the map g1 : Y1 → X̃2, and by Lemma 5.5.1, pick a (1+ε2)-
embedding f2 : X̃2 → Y such that d(f2g1(y1), y1) < 122 . Now let Ỹ2 = BL(f2(X̃2)∪Y2).





We can proceed inductively by constructing finitely generated subspaces X̃n =
BL(Xn ∪ gn−1(Ỹn−1)) and Ỹn = BL(Yn ∪ fn(X̃n)) with corresponding tuples x̃n =
xn∪gn−1(yn−1) and ỹn = yn∪fn(yn), as well as (1+ε2(n−1))-embeddings fn : X̃n → Ỹn




. Note that for each k ≤ n, we have
‖fn+1(xk)− fn(xk)‖
=‖fn+1(xk − gnfn(xk) + gnfn(xk))− fn+1(xk)‖









so the sequence fn(xk)n≥k is Cauchy. The same is true for gn(yk)n≥k. Let f = lim fn,
and let g = lim gn. These exist, since (xk) and yk are dense in X and Y . Furthermore,
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f and g are inverses of each other, and they are each isometries.
We now construct a separable lattice of approximately universal disposition for finite
dimensional lattices. The approach is a modification of that in [7, Section 5] for the
Gurarij space.
Let J be the collection of embeddings between finite dimensional lattices in K. Since
any such lattice isometrically embeds into U , we can assume that J is a set by limiting
it to embeddings between finite dimensional sublattices of U . Let J0 be a countable
dense subset of J in the following sense: for all embeddings f : A → B with B finite
dimensional and for all ε > 0, there exists u : A′ → B′ ∈ J0, and (1 + ε)-isometries
ιA : A → A′ and ιB : B → B′ such that u ◦ ιA = ιB ◦ f . In addition, for a separable
lattice X, let L(X) be the set of all maps v : A′ → X which are C-embeddings for
some C ≥ 1 with A′ ∈ Dom(J0). Let L0 be a countable subset of L(X) which is dense
in the following sense: for all ε > ε′ > 0 and (1 + ε′)-embeddings f : A′ → X with
A′ ∈ Dom(J0), L0 contains an (1 + ε)-embedding v : A′ → X such that ‖v − f‖ < ε.
Let X0,0 = X, and suppose now that Xn,k has been constructed. Let Ln be a
countable subset of L(Xn,0) which is dense in the manner described for L0 and L(X).
Finally, let Γn = {(u, v) ∈ J0 × Ln : dom(u) = dom(v)}, and let ((uni , vni ))i be an
enumeration of Γn. We then construct Xn,k+1 by amalgamating as follows. Given
(unk , v
n
k ) ∈ Γn with vnk a C-embedding, we use part 2 of Corollary 5.3.12 to get an









Finally, we let Xn+1,0 =
⋃
k∈NXn,k, and then let Xω0(X) =
⋃
n∈N Xn,0.
Theorem 5.5.3. Xω0(X) is of approximately universal disposition for finite dimen-
sional lattices.
Proof. Let f : A → B and g : A → Xω0(X) be embeddings, with A and B finite
dimensional. Given ε > 0, by density of embeddings and spaces in J0 and Ln, pick an
embedding u : A′ → B′ with u ∈ J0 such that there are (1+ε/2)-isometries i1 : A→ A′
and i2 : B → B′ with u ◦ i1 = i2 ◦ f . Since g ◦ i−11 is also a (1 + ε/2)-embedding, there
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exists n and a (1+ε)-embedding v : A′ → Xn,0 such that v ∈ Ln and ‖v−g ◦ i−11 ‖ < ε.










In the diagram, i1, i2, v and ιB′ are each (1 + ε)-embeddings. We now let h : B →
Xω0(X) = ιB′ ◦ i2. This is clearly a (1 + ε)2-embedding. Finally, for all x ∈ B(A), we
have
‖g(x)− hf(x)‖ = ‖g(x)− ιB′i2f(x)‖
= ‖g(x)− vi1(x)‖ < (1 + ε)ε.
Thus Xω0(X) is of approximately universal disposition for finite dimensional lattices.
One can use a similar argument to construct (non-separable) lattices of universal
disposition by amalgamating over all combinations of embeddings of separable spaces
ω1 times rather than selecting a countable subset each step (see [8, Theorem 5.3]).
We can adapt our construction with additional conditions as a way to discern the
structure of BL. For instance, we can start with X ∈ K′ in particular, and then
inductively construct increasing lattices X = X0 ⊆ X1 ⊆ ... ⊆ Xn ⊆ Xn+1 ⊆ .... with
each Xn ∈ K′. First, we ensure that J0 and each Ln consist only of maps between
lattices in K′. This is possible assuming X0 is in K′ and by Theorem 2.5.4. Then given
Xn ∈ K′, we can construct Xn+1 ∈ K′ by applying parts 2 and 3 of Corollary 5.3.12
over the nth pair (ukn, g
k




















Thus for any pair (ukn, v
k
n) ∈ Γk with vkn a C-embedding for some C, there exists
some m > k (here m = max(k + 1, n + 1) ) and a C-embedding ι : cod(ukn) → Xm
119
such that vkn = ι ◦ ukn. The lattice
⋃
nXn is then a limit of finite dimensional lattices
and is thus finitely branchable, and a small variation of the argument in Theorem
5.5.3 can be used to show that it is also of approximately universal disposition for
finite dimensional lattices. It turns out, however, that we have derived an alternate,
simplified construction of BL:
Theorem 5.5.4. Any two finitely branchable lattices of approximately universal dispo-
sition for finite dimensional lattices are isometric. In particular, they are isometric to
BL and are thus of approximately universal disposition for finitely generated lattices.
Proof. Suppose X and Y are two finitely branchable separable lattices of approxi-
mately universal disposition for finite dimensional lattices. As in the proof of Theorem
5.5.2, we simply construct an isometry f : X → Y with its inverse g : Y → X.
Let (Xn) and (Yn) be sequences of finite dimensional lattices generated by corre-





Yn. Let εn ↓ 0 be a sequence such that
∏
(1+εn) < 1+ε. We then proceed
just like in the proof of Theorem 5.5.2, but with a modification. Let f1 : X0 → Y0
be an isometry (this is possible because X0 and Y0 are simply 1-dimensional lattices
spanned by x∅ and y∅, respectively). Now, let g1 : Y1 → X be a (1 + ε1)-embedding
such that ‖x∅− g1f1(x∅)‖ ≤ 12 , By density of
⋃
Xn, and since Y1 is finite dimensional,
we can in fact ensure that g1 maps into some Xk2 for some k2 ∈ N.
Rather than generating lattices X̃n and Ỹn, using Lemmas 5.5.1 and 5.3.6, we can
pick (1 + ε2(n−1))-embeddings fn : Xkn → Yk′n and (1 + ε2n−1)-embeddings gn : Yk′n →




‖fn+1 − fn‖ =‖fn+1 − fn+1gnfn + fn+1gnfn − fn‖









A similar argument can be made for the gn’s. Thus for all n and for all x ∈ Xkn
the sequence (fm(x))m>n is Cauchy. The same is true for any y ∈ Yk′n and sequence
(gm(y))m>n. Let f = lim fn and g = lim gn, and we are done.
The assumption of finite branchability is essential in the above proof. It is currently
unknown, however, if there are lattices which are not finitely branchable but are of
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approximately universal disposition for finite dimensional lattices.
Since BL is finitely branchable, it contains many non-trivial projection bands. Re-
call Section 1.2 that a ideal sublattice B ⊆ X is a band if for all x ∈ X and sets A ⊆ B,
if x = supA, then x ∈ B. Given a set A ⊆ X, we let A⊥ = {x ∈ X : x ⊥ a for all a ∈
A}. A⊥ is itself a band, and if B is a band, then B⊥⊥ = B (see [1, Theorem 1.28]). A
band B is a projection band if X = B ⊕B⊥; that is, every x ∈ X can be uniquely
written as x1 + x2 with x1 ∈ B and x2 ∈ B⊥. Note that if B is a projection band, it
induces a lattice projection P : X → B, that is, a contractive lattice homomorphism
onto B with P 2 = P and in particular, P |B = Id|B. Let (xσ)σ∈T be a linearly dense
spanning tree in BL. Then it is clear that BL = ⊕|σ|=nspan({xτ : τ ⊇ σ}), and that
each sublattice span({xτ : τ ⊇ σ}) is a projection band. We thus have the following:
Theorem 5.5.5. Every non-trivial projection band in B ⊆ BL is itself isometric to
BL.
Proof. First note that B itself is finitely branchable. Given a finitely branching tree
(xσ)σ∈T ⊆ BL and lattice projection P : BL → B, we get (P (xσ))σ∈T as a spanning
tree for B.
We now show that B is of approximately universal disposition for finite dimensional
lattices. By Theorem 5.5.4, this implies that B must in fact be isometric to BL.
Let J0, Γn, Ln, andXn denote the sets and lattices used in the construction preceding
Theorem 5.5.4. Let A ⊆ B, and f : A → B be an isomeric embedding between finite
dimensional A and B. Given ε > 0, the goal is to construct a (1 + ε)-embedding
g : B → B such that ‖g ◦ f − Id|A‖ < ε.
We begin with the case where f(A) fully supports B. Let (ai)i and (bi)i be finite





i bi. Finally, let xB be a weak unit in B such that
∑
i ai ≤ xB. Then given δ > 0,
by Lemma 5.3.6 and density of ∪Xn in BL, there exist m ∈ N, a (1 + δ)-embedding
v : A′ → Xm with v ∈ Lm, u : A′ → B′ with u ∈ J0, j1 : A → A′, j2 : B → B′, and
x′B ∈ Xm such that
1. For all i, ‖Nai −Nvj1(ai)‖ < δdimA
2. j1 and j2 are (1 + δ)- isometries with u ◦ j1 = j2 ◦ f






If necessary, we can replace xB with xB ∨ P (x′B). All prior conditions will still be
fulfilled, so we can assume xB ≥ P (x′B). Now (u, v) ∈ Γm, so there exists some n > m





































Let g : B → B be defined by g = P ◦ ιB′ ◦ j2. By (∗), we have that NxB ≥




. Furthermore, since P is a band projection, it follows that for all∑

































so ‖ιB′◦j2−g‖ < δ, and since ιB′◦j2 is a (1+δ)2-embedding, g is a (1+δ)
3
1−δ -embedding.
Finally, since the diagram commutes, we have gf(ai) = PιB′j2f(ai) = Pvj1(ai). Since
ai ∈ B, P (ai) = ai, so for all
∑

















ci‖vj1(ai)− ai‖ < δ.
Now δ can be arbitrarily small, so assume that (1+δ)
3
1−δ < 1 + ε. Since g = P ◦ ιB′ ◦ j2,
it sends elements of B into B thanks to composition by P . Thus g satisfies the
requirements.
Suppose now that B is not fully supported by A. For all δ > 0, we can perturb f
with a (1+δ)-embedding f ′ : A→ B such that f ′(A) fully supports B and ‖f−f ′‖ < δ.
By Lemma 5.3.11, let B′ be a copy of B with a (1 + δ)-equivalent renorming so that
f ′ : A→ B′ is an embedding.
Now use the result above to get a (1 + δ) embedding g : B′ → B such that ‖Id|A −









Now with the original norm on B, g is a (1 + δ)2-embedding, and under the norm
on B′, ‖f − f ′‖B′ < (1 + δ)δ. Then
‖g ◦ f − Id‖ ≤ ‖g ◦ (f − f ′)‖+ ‖g ◦ f ′ − Id‖ ≤ ‖g‖‖f − f ′‖B′ + δ < (1 + δ)2δ + δ.
We can then let δ be arbitrarily small. Thus B is of approximately universal dispo-
sition for finite dimensional lattices.
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5.6 Constructing a Pelczynski lattice of almost universal
disposition
Throughout this section we will say that a lattice homomorphism embedding f : X →
Y is an ideal homomorphism if f(X) is a lattice ideal in Y . Observe that if X and
Y are atomic, then f is an ideal homomorphism if f maps the atoms of X to the atoms
of Y . Along the same vein, we also refer to ideal (C)-embeddings, though clearly any
ideal C-isometry is simply a C-isometry. In this section, we will work specifically with
atomic order continuous lattices and assume that ideal embeddings map unit atoms
to unit atoms.
Recall from Theorem 3.5.2 in Section 3.5 the existence of an separable order con-
tinuous atomic Pelczynski lattice which isomorphically contains any order continuous
atomic sublattice as an ideal with arbitrarily small distortion. This lattice is isomor-
phically unique. Here, we use a different technique to construct a Pelczynski lattice
U which in addition is of almost universal disposition in the following sense: For all
finite dimensional lattices A ⊆ B with A ideal in B, for all C ≥ 1 and ε > 0, and for
all ideal embeddings f : A→ B, there exists an ideal embedding g : B → U extending
f . We will also show that the lattice with these properties is C-isometrically unique
for all C > 1, but is not isometrically unique.
Similar results have been shown with respect to various classes of Banach spaces
and linear ”basis-preserving” maps. For instance, [9] and [10] construct isometri-
cally unique Banach spaces which are isomorphically universal for the classes of K-
unconditional and K-suppression spaces Vu and Vs that have homogeneity properties
like the one above. Specifically, for any ”basis-preserving” linear isometry g : A ⊆ B,
with A and B finite dimensional K-unconditional (K-suppression unconditional) ra-
tional spaces, and basis-preserving linear isometry f : A → Vu (Vs), there is a basis
preserving linear h : B → Vu (Vs) such that f = h◦g. The use of rational finite dimen-
sional spaces (that is, Banach spaces whose unit balls are polyhedra whose vertices are
rationally valued coordinates) plays a role in the isometric uniqueness of such spaces.
The homogeneity property for rational spaces can be extended to almost universal dis-
position for any finite dimensional space in the appropriate class, since the unit ball
of any Banach space can be approximated by that of a rational space with arbitrarily
small distortion. The approach in both papers involves the use of countable Fräıssé
sequences described in [47]. A similar approach can be used here, but we will employ
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the method used in Section 5.6.
We first observe that a simplified amalgamation property holds for finite dimensional
lattices and ideal embeddings:
Lemma 5.6.1. Let f1 : E → F1 and f2 : E → F2 be ideal C-embeddings with C ≥ 1.
Then there exist H and C-embeddings gi : Fi → H with g1f1 = g2f2 such that gi sends
unit atoms in Fi to unit atoms in H.
Proof. Let H = f1(E)
⊥ ⊕ F2. For x ∈ fi(E)⊥ and fi(y) ∈ fi(E), let gi(x + fi(y)) =
x + f2(y). Clearly g1f1 = g2f2. By Theorem 5.3.11, for each i, let B̃(Fi) be the unit
ball obtained by C-equivalent norms |||·|||i on Fi such that fi : E → (Fi, |||·|||i) are ideal
embeddings. Then let the norm of H be that induced by having
B(H) = SCH(g1(B̃(F1)) ∪ g2(B̃(F2))).
Since g1(B̃(F1)) ∪ g2(B̃(F2)) is compact, B(H) is closed. We now show that each
gi is a C-ideal embedding, by proving that each gi : (Fi, |||·|||i) → H is an ideal
embedding. Clearly it is an ideal homomorphism. Suppose |||x+ f1(y)|||i = 1. Then
g1(x+f1(y)) = x+f2(y) ∈ B(H), so ‖g1(x+f1(y))‖H ≤ 1. Now, Let |||x+ f1(y)|||1 = 1,
and let M ≥ 1 be such that
M(x+ f2(y)) ≤ t(x1 + f2(y1)) + (1− t)f2(y2),
with f2(y2) ∈ B̃(F2) and x ∈ F1. Then |||f1(y2)|||1 = ‖y2‖E = |||f2(y2)|||2 ≤ 1,
so |||tx1 + f2(ty1 + (1− t)y2)|||1 ≤ 1. This implies that M ≤ 1 as well. So ‖g1(x +
f1(y))‖H = ‖x + f2(y)‖H ≥ 1. Thus g1 : (F1, |||·|||) → H is an ideal embedding,
implying that g1 : F1 → H is a C-ideal embedding. One can use a similar argument
to prove the same for g2.
We now construct a Pelzcynski lattice of almost universal disposition as follows:
Start with a finite dimensional lattice X = X0. We let J be countably dense in the
set of ideal embeddings betweem finite dimensional lattices in the following sense:
for all ideal embeddings f : A → B and ε > 0, there exists an ideal embedding
u : A′ → B′ ∈ J and (1 + ε)-isometries ιA : A → A′ and ιB : B → B′. such that
u ◦ ιA = ιB ◦ f . Similarly, we let L(X) be the collection of ideal embeddings from
A′ ∈ dom(J) into X. Observe that if X is finite dimensional, then L(X) is necessarily
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countable. Finally, we let  (X) = {(u, v) ∈ J× L(X) : dom(u) = dom(v)}.




n) ∈ Γ(Xk) for all k < n), as well as the first n+1 pairs (uni , vni ) ∈ Γ(Xn), and use
Lemma 5.6.1 and Corollary 5.3.12 to amalgamate repeatedly with ideal embeddings.
The same diagram 5.5 illustrates how this works. Finally, let U = ∪nXn. Observe here
that each Xn is ideal in U.
Theorem 5.6.2. U is a lattice of almost universal disposition for finite dimensional
lattices with ideal embeddings as maps.
Proof. Suppose f : (a1, ..., an) 7→ (υk1 , ..., υkn) and g : (a1, ..., an) 7→ (b1, ..., bn) induce
embeddings from A into A′ ⊆ U and A to B, respectively, and let ε > 0. For some
N , we have A ⊆ XN , so find (u, v) ∈ Γ(Xn) such that A′ = (dom)(u), B is (1 + ε)-






















Let h : ιB′ ◦ j2. h is a (1 + ε)-ideal embedding and f = h ◦ g, so we are done.
Corollary 5.6.3. For all ideal C-embeddings f : A→ U with A ⊆ B finite dimensional
and for all ε > 0, there exists an ideal (C + ε)-embedding g : B → U extending f .













Find an ideal (1 + ε/C)-embedding h : B′ → U extending ιA′ . Then g = h ◦ ιA′ is a
(C + ε)-embedding extending f .
The above corollary allows us now to prove the following:
Theorem 5.6.4. U is a Pelczynski lattice: i.e., for all separable order continuous
atomic X generated by atoms (e1, ..., e2) and for all C > 1, there is a subsequence
(υkn)n ⊆ (υk)k such that the map induced by en → υkn is a C-embedding.
Proof. start with e1 7→ υ1. Let 1 < C1 < C2 < .... < C be an increasing sequence
bounded by C, and let Xn be the lattice generated by (e1, ..., en). For each n, suppose
we have a Cn-embedding induced by fn : em 7→ υkm for m ≤ n. Then by Corollary
5.6.3, fn can be extended to a ideal Cn+1-embedding extending fn induced by mapping
en+1 to some υkn+1 . Then let f = ∪nfn. Now f |Xn = f |n, and span((en)n) is dense in
X, so f is an ideal C-embeddding from X into U.
Finally, we present a result and some final commentary on the uniqueness of U:
Theorem 5.6.5. Suppose W is a separable atomic order continuous lattice generated
by atoms (wn)n with the following two properties:
1. For all C > 1 and for all separable atomic order continuous atoms X generated
by (en)n, there exists a subsequence (wkn)n such that the map en 7→ wkn induces
a C-embedding from X into W.
2. For all finite dimensional A ⊆ B, for all C > 1 and ε > 0, and for all C-
embeddings f : A→W induced by atoms an 7→ wkn there exists an ideal (C+ε)-
embedding g : B →W extending f .
Then for all C > 1, W is C-isometric to U.
Proof. Apply a back and forth argument over the atoms in U and W.
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Remark 5.6.6. The theorem cannot be strengthened to show full isometric unique-
ness. There are only countably many ideals generated by finite dimensional lattices,
while there are uncountably many isometrically distinct `np alone for n > 1.
Remark 5.6.7. Observe that the method of constructing V in Section 3.5 does not on
its own guarantee the properties of universal disposition found in W. It turns out that
Pelczynkski lattices, while isomorphically unique, are not necessarily C-isometrically
unique for all C > 1. Indeed, consider the lattice W = R⊕1 U, and let e0 be the atom
generating the left R in W . Now < e0, ek > is isometric to `21 for all k ∈ N. Thus if
T : U → W with T (ek) = e0, then for all C > 1, there is some ek′ with < ek, ek′ >
C-isometric to `2∞, but < T (ek), T (ek′) > is isometric to `
2
1. This implies that T will
have distortion at least C = 2.
5.7 Questions and further research
Question 5.7.1 (Universal disposition for finitely generated vs. finite dimensional lat-
tices). One can construct Banach lattices of (full) universal disposition for the classes
of finite dimensional and finitely generated Banach lattices. However, are these lat-
tices actually isometric? Does there exist a separable lattice of approximately universal
disposition for finite dimensional lattices which itself is not finitely branchable? A pos-
sible approach is to consider some modified version of Xω0(C([0, 1])). Maybe we can
adapt the amalgamation in some way so that we don’t ”break” up the interval in the
process?
Question 5.7.2 (How ”fully” homogeneous is BL?). The Gurarij lattice is only ap-
proximately homogeneous, given the existence of weak units in separable lattices. Can
we get full homogeneity or almost universal disposition when we restrict to elements
of full support? Similarly, can we get full homogeneity when both lattices are not fully
supported?
It is known, for instance, that the atomless space Lp(0, 1) is itself a metric Fräıssé
limit for the class of finitely generated Lp spaces (see [34] for more treatment on
this). It turns out that there are two orbit equivalence classes in the action induced
by Iso(Lp(0, 1)) on S(Lp(0, 1))+: one class for fully supported elements and one for
elements without full support.
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Question 5.7.3 (Positioning of a sublattice into a lattice). One can also explore
the ”opposite” end of homogeneity by examining the positions, up to isometry, of a
sublattice in an ambient lattice. Suppose X and Y are lattices with Y embedding
into X. Let Emb(Y,X) be the set of lattice embeddings from Y to X with infinite
co-dimension, and equip it with the strong operator topology. Then Emb(Y,X) is
a standard Borel space. For f, g ∈ Emb(Y,X), let f ∼ g iff there exists an lattice
automorphism h : X → X with h ◦ f = g. Essentially, we are looking at how the
positions of Y relate to each other within X. This is clearly an equivalence relation
which leads to the following question: What is the complexity of the equivalence
relation ∼ for select Y ⊆ X?
Anisca, Ferenczi, and Moreno explored this question for Banach spaces in [5]. The
investigation on positions of subspaces is in part motivated by a classical result that
shows that any isometry f : Y → Y ′ where Y and Y ′ are infinite codimensional
subspaces of c0 extends to an automorphism of c0. The same is true for `2. These
spaces are known as automorphic spaces. However, it is not known whether there are
any other automorphic spaces, and even simple choices of X and Y can yield complex
positions. In particular, [5] gives certain conditions on X where there is some Y such
that the equivalence of positions of Y in X Borel reduces E0. In addition, E1 is Borel
reducible to ∼ in Emb(`p, `p), meaning that ∼ cannot be reduced to a relation induced
by a group action of a Polish group.
We can modify this equivalence with a looser one by allowing for almost commuta-
tivity. That is, let f ∼A g iff for all ε > 0, there exists some automorphism h : Y → X
such that ‖h ◦ f − g‖ < ε. Then what is the complexity of the equivalence relation
∼A for select Y ⊆ X? The complexity of ∼A over various Y is an indication, then, of
the amount of approximate homogeneity in X. For example, if X = BL or Lp and Y
is finite dimensional, then ∼A has only one equivalence class.
Question 5.7.4 (Fräıssé subclasses). Are there other interesting classes of finitely
generated lattices that are Fräıssé? It is already known that the class of Lp lattices
are Fräıssé, but their limit is itself finitely generated We can either stay in the separable
realm (say, just consider p-convex or q-concave lattices), or branch out to non-separable
classes.
Question 5.7.5 (Universality and automorphism groups of BL). Under certain con-
ditions, both automorphism groups of ultra-homogeneous and approximately ultra-
homogeneous spaces have certain properties. For instance, both the isometry group of
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the Urysohn space U and the linear isometry group over the Gurarij space G are iso-
morphically universal for Polish groups, that is, every Polish group is homeomorphic
to a (closed) subgroups of Iso(U) and Iso(G) (see [71] and [12], respectively). One
can also ask the same for BL: Is Iso(BL) a universal Polish group?
For both U and G, the associated proofs used Katetov functions, or some variation
thereof, to show how increasing sequences of spaces also induced increasing sequences
of Isometry groups. However, universality of the automorphism group of a Fräıssé
structure for appropriate class is not automatically a given. For the classical Fräıssé
limits, see [63] for a characterization of Fräıssé limits with universal groups, as well as
[48] for some counter-examples.
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Chapter 6
Eliminating non-trivial isometries in AM-spaces
6.1 Introduction
This chapter is based on the material in [65], a recently submitted work co-authored
with Oikhberg treating on the renorming of AM-spaces. The question of renormings
has been extensively studied in the Banach space literature. The goal is to equip a
prescribed Banach space with an equivalent norm in a way that alters its isometric
properties in a certain desirable way (the isomorphic properties meanwhile remain the
same). Many results of this type appear in [24]; for more modern treatment see [32]
or [31].
We are interested in producing a renorming with a prescribed group of isometries
(throughout this chapter, all isometries are assumed to be linear and surjective unless
specified otherwise). One of the first results appeared in [11]cha; there, it was shown
that any separable real Banach space can equipped with an equivalent norm for which
there are only two isometries – the identity and its opposite. The separability assump-
tion was later removed in [44]. More recent papers [33], [36], [37] deal with renorming
a separable Banach space in a way that produces a prescribed group of isometries.
We consider lattice renormings of separable AM-spaces. Recall that an AM-space
is a Banach lattice in which the equality ‖x ∨ y‖ = max{‖x‖, ‖y‖} for any positive
x and y; a lattice norm with this property is called an AM-norm. We also restrict
oursleves to lattice isometries – that is, surjective (linear) isometries which preserve
lattice operations. Our main result is:
Theorem 6.1.1. Suppose (X, ‖ · ‖) is a separable AM-space, and c > 1. Then X can
be equipped with an equivalent lattice norm |||·||| so that ‖ · ‖ ≤ |||·||| ≤ c‖ · ‖, and the
identity map is the only lattice isometry on (X.|||·|||). If X has no more than one atom,
then |||·||| can be chosen to be an AM-norm.
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The restriction on the number of atoms is essential; see Remark 6.6.8.
The proof of Theorem 6.1.1 proceeds in two steps. In Section 6.2, we introduce a
new class of AM-spaces, which we call “Benyamini spaces,” for their original discoverer
[15]. We establish that any separable AM-space can be transformed into a Benyamini
space with arbitrarily small distortion; this result may be interesting in its own right.
In Section 6.6 we renorm a Benyamini space, eliminating all non-trivial isometries (the
new norm may cease to be an AM-norm if more than one atom is present). The proof
of Theorem 6.1.1 then follows by combining Proposition 6.2.3 and Theorem 6.6.1.
Throughout this chapter, we use the standard functional analysis facts and notation.
For more detail, the reader is referred to e.g. [55] and [61]. All spaces are assumed to
be separable, and the field of scalars is that of real numbers. For a normed space Y ,
we use the notation B(Y ) = {y ∈ Y : ‖y‖ ≤ 1}. If Y is an ordered space and A ⊂ Y ,
we denote by A+ the positive part of A – that is, {a ∈ A : a ≥ 0}.
6.2 Benyamini spaces
Here we investigate a class of AM-spaces – the Benyamini spaces. Such spaces are
flexible: any separable AM-space can be transformed into a space of this form (Propo-
sition 6.2.3). On the other hand, Benyamini spaces can be easily analyzed, since they
have a concrete representation, similar to a C(K) space. In particular, we describe
atoms in, and duals of, such spaces in Sections 6.4 and 6.5, respectively.
Definition 6.2.1. We say that a Banach lattice X is a C-Benyamini space (the
constant C > 1 will often be omitted) if it is a sublattice of C(K), where:
1. K is the one point compactification of the union of mutually disjoint compact
sets Kn (K = (∪nKn) ∪ {∞}).
2. X ⊂ C0(K) – that is, any x ∈ X vanishes at ∞.
3. X separates points for each Kn (that is, for all t, s ∈ Kn, there exists x ∈ X
such that x(t) 6= x(s)).
4. If t ∈ Km, s ∈ Kn, and for all x ∈ X, x(t) = λx(s) for some fixed λ, then
λ = Cn−m.
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Note that, if X is separable, then each Kn is metrizable (due to (3)). Consequently,
K is metrizable.
We begin by establishing some properties of Benyamini spaces.




t ∈ Km : ∃s ∈ Kn such that ∀x ∈ X, x(t) = Cn−mx(s)
}
.
Then D(n,m) is closed and homeomorphic to D(m,n).
Proof. Define φmn : D(m,n) → D(n,m) by setting φmn(t) to be the unique s ∈
D(n,m) with the property that x(t) = Cn−mx(s) for any x ∈ X. Because X separates
points for each Kn, φmn is well defined and injective. By definition of D(m,n), it
is bijective, and φnm = φ
−1
mn. To show continuity, suppose tk → t ∈ D(m,n) with
tk ∈ D(m,n). Suppose there exists a subsequence sj = φmn(tkj) → s 6= φmn(t) (we
can limit ourselves to such a case since Km is compact). Then for all x ∈ X,




which is a contradiction, since X separates points. To prove that D(m,n) is closed,







By compactness, we assume that φmn(tk) → s ∈ Kn. Hence for all x ∈ X, x(t) =
Cn−mx(s), so s ∈ D(m,n).
The importance of Benyamini spaces stems from the fact that any separable AM-
space can be “approximated” by a Benyamini space.
Proposition 6.2.3. If X is a separable AM-space, then for every C > 1 there exists
a Benyamini space X ′ and a surjective lattice isomorphism Φ : X → X ′ so that for
all x ∈ X, ‖x‖ ≤ ‖Φ(X)‖ ≤ C‖x‖.
The proof below is similar to that of [15, Lemma 1].
Proof. We can assume that X ⊂ C(H) for some Hausdorff compact H. First, as
in [15], we consider the set F := ∩x∈Xx−1(0). If F 6= ∅, identify F with a single
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point z by passing from K to K/F . Let xn be a dense sequence in B(X)+. Let
ψ = (C − 1)
∑∞
n=1C
−nxn. Clearly ψ belongs to X.
Let Hn = {t ∈ H : C−n ≤ ψ(t) ≤ C−n+1}. If infintely many Hn’s are non-
empty, let H̃n be disjoint copies of Hn, and let H̃ = (∪nH̃n)
⋃
{∞} be the one point
compactification of
⋃
H̃n. Otherwise, let H̃ =
⋃
n H̃n. Define the map Ψ : H̃ → H
sending H̃n to Hn and ∞ to z. Note that if F is empty, then ψ(t) > 0 for all t ∈ K,
and since ψ itself is continuous, its image is compact and so must be bounded below;
then Hn = ∅ for n large enough. Otherwise, ψ vanishes only at z. In either case, Ψ is
a continuous surjection from H̃ onto H, which implies that C(H) embeds into C(H̃)
isometrically via the map x 7→ Ψ̃x := x ◦Ψ.
Now define a lattice isomorphism U : C0(H̃) → C0(H̃) by setting, for x ∈ C0(H̃),
[Ux](∞) = 0, and [Ux](t) = C
1−nx(t)
(Ψ̃ψ)(t)
. Observe that ‖Ux‖ ≤ ‖x‖ ≤ C‖x‖. Then
T = U ◦ Ψ̃ is a lattice homomorphism, and Y = T (X) is a sublattice of C0(H̃). We
claim that, if t ∈ H̃m and s ∈ H̃n are such that y(t) = λy(s) for any y ∈ Y ′, then














From this, it follows that x(Ψ(t))/x(Ψ(s)) is a constant on X. Either Ψ(t) = Ψ(s), or
t′ = Ψ(t) and s′ = Ψ(s) are “defining points” for X ⊂ C(H) – that is, x(t′)/x(s′) is
independent of x ∈ X. Either way, λ = Cn−m.
Finally, we transform the sets H̃n into sets Kn, whose points are separated by X
′.
By the preceding paragraph, if t, s ∈ H̃n are such that y(t) = λy(s) for any y ∈ Y , then
λ = 1. Define an equivalence relation on H̃: t ∼ s if for all y ∈ Y, y(s) = y(t). Clearly
the equivalence classes are closed, hence each quotient space Kn := H̃n/ ∼ is compact.
Identify H̃/ ∼ with K = (∪nKn) ∪ {∞}, which is the one-point compactification of
∪nKn. Define Φ : Y → C0(K) by setting, for y ∈ Y , [Φy]([t]) = y(t), where [t] is
the equivalence class of t. Clearly Φ is a lattice isometry. X ′ = Φ(Y ) is a Benyamini
space, and Φ ◦ T : X → X ′ is a lattice isomorphism with desired properties.
Remark 6.2.4. The Benyamini space X ′, constructed from X using Proposition 6.2.3,
may have a different group of isometries. We do not know whether the Benyamini
space can be constructed while preserving the group of isometries (or even a subgroup
thereof).
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6.3 Extension of functions in Benyamini spaces
We say that a function x ∈ C(KM ∪ . . .∪KN) is consistent if x(s) = Cn−mx(φmn(s))
whenever s ∈ D(m,n), with M ≤ n,m ≤ N . We shall say that a family of functions
xn ∈ C(Kn) (M ≤ n ≤ N) is consistent if the function x ∈ C(KM ∪ . . . ∪ KN),
defined via x|Kn = xn, is consistent.
Proposition 6.3.1. (1) If L ≤ N , and x ∈ C(KL∪ . . .∪KN) is a consistent function,
then there exists x̃ ∈ X so that x̃|K1∪...∪KN = x, and, for j /∈ {L, . . . , N}, supKj |x̃| ≤
maxL≤i≤N C
i−j supKi |x|.
(2) If, furthermore, y ∈ X+ is such that 0 ≤ x ≤ y on KL ∪ . . . ∪KN , then x̃ can
be selected in such a way that, in addition, 0 ≤ x̃ ≤ y.
Remark 6.3.2. In a similar fashion, one can show that if y, z ∈ X are such that
z ≤ x ≤ y on KM ∪ . . .∪KN , then x̃ can also be selected in such a way that z ≤ x̃ ≤ y.
The proof of Proposition 6.3.1 is obtained by combining Lemmas 6.3.3 and 6.3.5.
First we deal with “downward” extensions.
Lemma 6.3.3. (1) If x ∈ C(K1 ∪ . . .∪KN) is a consistent function, then there exists
x̃ ∈ X so that x̃|K1∪...∪KN = x, and, for j > N , supKj |x̃| ≤ max1≤i≤N C
i−j supKi |x|.
(2) If, furthermore, y ∈ X+ is such that 0 ≤ x ≤ y on K1 ∪ . . .∪KN , then x̃ can be
selected in such a way that, in addition, 0 ≤ x̃ ≤ y.
Proof. (1) We define x̃ recursively. Suppose x̃|K1∪...∪KM−1 , with M − 1 ≥ N , has
already been defined in such a way that supKj |x̃| ≤ max1≤i≤N C
i−j supKi |x| when-
ever N < j < M . Define now x̃ on KM . If t ∈ D(M, j) for some j < M ,
set x(t) = Cj−Mx(φMj(t)). Note that x is well-defined on ∪j<MD(M, j): if t ∈
D(M, j) ∩D(M, i), then Cj−Mx(φMj(t)) = Ci−Mx(φMi(t)). Also, for such t, |x(t)| ≤
max1≤i≤N C
i−M supKi |x|.
Moreover, x̃ is continuous on the closed set D(M, j) for every j < M , and thus also
on ∪j<MD(M, j). Extend x̃ to a continuous function on KM without increasing the
sup-norm.
Finally, set x̃(∞) = 0. The function x̃ thusly defined belongs to X. Indeed, it is
continuous on each of the sets Kn, and also at ∞, given that supKj |x̃| ≤ const · C
−j.
Finally, if t ∈ D(n,m), then x̃(t) = Cm−nx̃(φnm(t)).
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(2) Modify the recursive process from part (1). Suppose x̃|K1∪...∪KM−1 , where M −
1 ≥ N , has already been defined in such a way that 0 ≤ x̃ ≤ y|K1∪...∪KM−1 on
K1 ∪ . . . ∪KM−1 and supKj x̃ ≤ max1≤i≤N C
i−j supKi x whenever N < j < M . Define
now x̃ on KM . If t ∈ D(M, j) for some j < M , set x(t) = Cj−Mx(φMj(t)). As before,
observe that x is well-defined on ∪j<MD(M, j). Clearly, for t ∈ D(M, j),















To define x̃ on KM , set x̃ = u ∧ y.
We shall use the notation K ′n = Kn\(∪m<nD(n,m)), and K ′ = ∪nK ′n (note that
these sets are open).
In a manner similar to the preceding lemma, one can prove:
Lemma 6.3.4. Suppose m ≤ n, t ∈ K ′m, s ∈ K ′n, and U ⊂ K ′m, V ∈ K ′n are disjoint
open sets with the property that t ∈ U ⊂ U ⊂ K ′m and s ∈ V ⊂ V ⊂ K ′n. Then for
α, β ∈ [0,∞), there exists x ∈ X+ so that:
1. For j < m, x|Kj = 0.
2. x(t) = α, x(s) = β, x ≤ α on U , and x ≤ β on V .
3. If m < n, then x|Km\U = 0.
4. If m < n, then for m < j < n, 0 ≤ x|Kj ≤ Cm−jα.
5. On Kn, 0 ≤ x ≤ Cm−nα ∨ β.
6. For j > n, 0 ≤ x|Kj ≤ (Cm−jα) ∨ (Cn−jβ).
Proof. We shall consider the case of m < n (that of m = n is handled similarly).
In light of Lemma 6.3.3, it suffices to construct a consistent family of functions xj ∈
C(Kj), with j ≤ n, satisfying the properties listed above. For j < m, simply set xj = 0.
Define xm ∈ C(Km)+ which vanishes outside of U and satisfies 0 ≤ x ≤ α = x(t).
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Use Lemma 6.3.3 to find xj ∈ C(Kj) so that the family (xj)j<n is consistent and
xj ≤ Cm−jα.
Define xn ∈ C(Kn) in such a way that:
1. xn = 0 on ∂V , and 0 ≤ xn ≤ β = xn(s) on V .
2. xn(t) = C
j−nxj(φnj(t)) whenever t ∈ D(n, j) for some j < n.
Such a function xn exists, since V is disjoint from ∪j<nD(n, j). Furthermore, the
family (xj)j≤n is consistent. To define xj for j > n, again invoke Lemma 6.3.3.
Next we consider “upward” extensions.
Lemma 6.3.5. (1) If L ≤ N , and x ∈ C(KL ∪ . . . ∪ KN) is a consistent function,
then there exists a consistent x̃ ∈ C(K1 ∪ . . . ∪KN) so that x̃|KL∪...∪KN = x, and for
j < L, supKj |x̃| ≤ maxL≤i≤N C
i−j supKi |x|.
(2) If, furthermore, y ∈ X+ is such that 0 ≤ x ≤ y on KL ∪ . . . ∪KN , then x̃ can
be selected in such a way that, in addition, 0 ≤ x̃ ≤ y.
Proof. We only prove (1), as (2) is handled similarly (compare with the proof of Lemma
6.3.3).
Define x̃ recursively. Suppose x̃|KM+1∪...∪KN (M+1 ≤ L) has already been defined in
such a way that supKj |x̃| ≤ maxL≤i≤N C
i−j supKi |x| whenever M < j < N . Now de-
fine x̃ on KM . If t ∈ D(M, j) for some j ∈ {M+1, . . . , N}, set x(t) = Cj−Mx(φMj(t)).
Note that x is well-defined on ∪N≤j<MD(M, j): if t ∈ D(M, j) ∩ D(M, i), then
Cj−Mx(φMj(t)) = C
i−Mx(φMi(t)). Also, for such t, |x(t)| ≤ max1≤i≤N Ci−M supKi |x|.
As x̃|∪M<j≤ND(M,j) defined above is continuous, we can extend it to the whole KM ,
without increasing the sup-norm.
6.4 Atoms in a Benyamini space
Definition 6.4.1. A point k ∈ K ′ is called hereditarily isolated if it is an isolated
point of K ′n for some n ∈ N, and φnm(k) is isolated in Km whenever k ∈ D(n,m).
For a point k like this, we can define a function θk ∈ X by setting θk(k) = 1,
θk(φnm(k)) = C
n−m whenever k ∈ D(n,m), and θk(t) = 0 otherwise. Clearly θk is a
normalized atom in X. Our next result claims that all atoms in X are of this form.
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Proposition 6.4.2. If x ∈ X is a normalized atom, then x = θk for some hereditarily
isolated point k.
Proof. Suppose x ∈ X is a normalized atom. Find k ∈ K ′n such that x(k) = 1. We
now prove that k is a hereditarily isolated point and that x = θk. In particular, we
must show that if k ∈ D(n,m), then φnm(x) is isolated in Km (note that here, m ≥ n
necessarily).
Suppose, for the sake of contradiction, that km = φnm(k) is not isolated in Km for
some m. Find the smallest such m. Find distinct a1, a2 ∈ Km so that x(a1), x(a2) >
1/2. Find y ∈ C(Km) so that 0 ≤ y ≤ x|Km , y1(a1) = 12 , and y(a2) = 0. By
Proposition 6.3.1, there exists ỹ ∈ [0, x] ⊂ X such that ỹ|Km = y. By our choice of
y, ỹ cannot be a scalar multiple of x. Thus x is not an atom, which is the desired
contradiction.
6.5 The dual of a Benyamini space
Lemma 6.5.1. Let X and K ′ be as above. Then X∗ is lattice isometric to M(K ′).
Proof. Any measure on K ′ determines a linear functional on X; this gives rise to a
contraction i : M(K ′) → X∗. We prove that i is a surjective isometry by showing
that any x∗ ∈ X∗ can be represented by µ ∈ M(K ′) with ‖µ‖ ≤ ‖x∗‖. By the Hahn-
Banach Theorem, x∗ extends to a functional on C(K) of the same norm; the latter is
implemented by a measure µ ∈ M(K), with ‖µ‖ = ‖x∗‖. By removing a point mass
at ∞, we can and do assume that µ lives on ∪nKn.
We claim that µ vanishes on K\K ′. Indeed, otherwise find the smallest value of n
for which µ does not vanish on Kn\K ′n; then µ|∪j<nD(n,j) 6= 0. Find the smallest j so
that µ|D(n,j) 6= 0. Then the measure
























. Note that µ′(E) = µ(E) + Cj−nµ(φjn(E)) for E ⊂ D(j, n),
µ′(E) = 0 for E ⊂ D(n, j), and µ′(E) = µ(E) if E is disjoint from D(n, j) ∪D(j, n).





◦ φjn. It follows that
‖µ′|Kn‖ = ‖µ|Kn‖ − ‖µ|D(n,j)‖,
while

















It is clear that the map i is positive (a positive measure generates a positive func-
tional). We now show that i is bipositive: if µ ∈ M(K ′) is not a positive measure,
then the corresponding functional is not positive either. We can write µ = (µn), with
(µn) concentrated on K
′
n. Note that ‖µ‖ =
∑
n ‖µn‖.
Find N ∈ N so that µn ≥ 0 for n < N , but µN is not positive. By the regularity
of the measure µN , we can find a positive xN ∈ C(KN), vanishing on ∪j<ND(N, j),
so that µN(xN) < 0. By scaling, we can and do assume that ‖xN‖∞ = 1. Let




For j < N , let xj be the zero function on Kj. For N < j ≤ M , find an open set
Uj ⊂ Kj containing ∪i<jD(j, i) with ‖µj|Uj‖ < δ/M . Now use Lemma 6.3.3 to define,
recursively, a consistent family of functions xj (j > N) so that ‖xj‖ ≤ CN−j and
xj vanishes outside of Uj for N < j ≤ M . By our choice of Uj, we have |µj(xj)| ≤
δCN−j/M for N < j ≤ M ; for j > M , we have |µj(xj)| ≤ δCN−j‖µj‖. Merge all the
xj’s into a function x ∈ X. Then
µ(x) ≤ µN(xN) +
∑
j>N















CN−j‖µj‖ < −3δ + δ + δ = −δ,
which shows that the linear functional determined by µ is not positive.
We have established that i : M(K ′)→ X is a bipositive surjective isometry. By [2],
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i is a lattice isometry.
We shall denote by A1 the set of normalized atoms of X∗. By Lemma 6.5.1, X∗ =
M(K ′), hence A1 = {δt : t ∈ K ′} ⊂ B(X∗)+. Below we show that A1 (equipped with
the weak∗ topology inherited from X∗) is topologically homeomorphic to K ′.
Lemma 6.5.2. The map j : K ′ → A1 : t 7→ δt is a homeomorphism.
Proof. To establish the continuity of j, suppose the net tα converges to t in K
′. By
continuity, δtα(x) = x(tα)→ x(t) = δt(x) for any x ∈ X, hence δtα → δt in the weak∗
topology.
For the continuity of j−1, consider a net (tα) ⊂ A1 so that δtα → δt ∈ A1 in the
weak∗ topology – that is, x(tα) → x(t) for any x ∈ X. By the compactness of K, it
suffices to show that the limit of any convergent subnet of (tα) is t.
Suppose (t′β) is a subnet of (tα), which converges to s ∈ K. Then for any x ∈ X, we
have x(s) = limβ x(t
′
β) = x(t). As x(t) is not always 0, part (2) of Definition ?? implies
s 6= ∞. Further, x(t) = x(s) for any x ∈ X, hence parts (3) and (4) of Definition ??
show that t = s.
6.6 Renormings of Benyamini spaces
Theorem 6.6.1. Suppose (X, ‖ · ‖) is a Benyamini space. Then, for any c > 1, X
can be equipped with an equivalent norm |||·||| so that ‖ · ‖ ≤ |||·||| ≤ c2‖ · ‖, so that the
identity is the only lattice isometry on (X, |||·|||). If X has no more than one atom,
then |||·||| can be selected to be an AM-norm.
Remark 6.6.2. The restriction on the number of atoms is essential here; see Remark
6.6.8.
The rest of this section is devoted to proving Theorem 6.6.1.
Assume that X is a C-Benyamini space (C < 2) and that c < 3
√
C. Let A and
B be the sets of all n ∈ N for which K ′n is infinite, resp. finite and non-empty. For
n ∈ B, write K ′n = {t1n, . . . , tpnn}. For n ∈ A, find a sequence t1n, t2n, . . . of distinct
elements of K ′n which is dense in K
′
n. Find a family (λin)n∈A∪B ⊂ (1, c) of distinct
numbers so that: (i) for n ∈ A, c > λ1n > λ2n > . . ., and limi λin = 1; (ii) for n ∈ B,
140
c > λ1n > . . . > λpnn > 1. For each t ∈ K ′, let µ(t) = λin if t = tin for some i and n,
µ(t) = 1 otherwise.
Denote the normalized atoms of X by (θi)i∈I , where the set I is countable. By
Proposition 6.4.2, each θi corresponds with a hereditarily isolated point ai ∈ K ′.
Furthermore, for each i, there exists a canonical band projection Pi onto span[θi].
Then Pix = x(ai)θi.
Our definition of |||·||| would depend on the cardinality of I.




|I| = 1. Write I = {1}; represent X as X1⊕R, where X1 = kerP1 is a C-Benyamini
space (with the underlying space obtained by removing from K all the points φnm(a1),
when a1 ∈ Kn and m ≥ n). Let |||·|||1 be the norm defined on X1 using (6.1) (with
some collection (tni)). Let
|||x||| = max
{
|||(I − P1)x|||1, ‖P1x‖
}
. (6.2)
|I| > 1. Write I = {1, . . . ,m} (2 ≤ m <∞) or I = N. Let P = {(i, j) ∈ I2 : i < j},
and let π : P → N be an injection. For (i, j) ∈ P , let ‖ · ‖i,j be the norm on R2 whose















We mention some properties of the norms ‖ · ‖i,j, to be used in the sequel.
N1 ‖ · ‖∞ ≤ ‖ · ‖i,j ≤ c‖ · ‖∞.
N2 The formal identity (R2, ‖ · ‖i1,j1) → (R2, ‖ · ‖i2,j2) (with the first vector of the
canonical basis mapping to the first, and the second – to the second) is an
isometry iff i1 = i2 and j1 = j2. This follows from a comparison of extreme
points.
N3 For γ > 1 and k ∈ I, there exists L = L(k, γ) ≥ k so that ‖ · ‖k,j ≤ γ‖ · ‖∞ for
j > L.
N4 For γ > 1, there exists M = M(γ) so that ‖ · ‖i,j ≤ γ‖ · ‖∞ whenever j > i > M .
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Clearly, we always have ‖ · ‖ ≤ |||·||| ≤ c2‖ · ‖ (in fact, if |I| ≤ 1, we can replace c2 by
c). It is also clear that for |I| ≤ 1, |||·||| is an AM-norm. To show that the only lattice
isometry on (X, |||·|||) is the trivial one, we need a series of lemmas. As the proof for
|I| = 1 follows immediately from that for |I| = 0, we shall only consider the cases of
I = ∅ and |I| ≥ 2.
First we establish the norms of point masses. Let δ̂t = µ(t)δt.
Lemma 6.6.3. For any t ∈ K ′,
∣∣∣∣∣∣∣∣∣δ̂t∣∣∣∣∣∣∣∣∣ = 1.
Proof. For x ∈ X and t ∈ K ′, we clearly have |||x||| ≥ µ(t)|x(t)| =
∣∣δ̂t(x)∣∣, hence∣∣∣∣∣∣∣∣∣δ̂t∣∣∣∣∣∣∣∣∣ ≤ 1. It remains to prove the opposite inequality.
Fix t ∈ K ′ and γ > 1. We need to find x ∈ X+ such that x(t) = 1/µ(t) and
|||x||| ≤ γ. To this end, find n so that t ∈ K ′n. Next, construct a finite set V ⊂ K ′n
consisting of “potentially troublemaking” points. If |I| = ∅, let
V = {s ∈ K ′n : µ(s) > γµ(t)}.
If |I| ≥ 2 and t is not hereditarily isolated, let
V = {s ∈ K ′n : µ(s) > γµ(t)} ∪ {ai ∈ K ′n : i ≤M(γ)},
with M(γ) as in [N4].
If |I| ≥ 2 and t is hereditarily isolated, then t = ak for some k. Let
V = {s ∈ K ′n : µ(s) > γµ(t)} ∪ {ai ∈ K ′n : i ≤M(γ) ∨ L(k, γ)}\{ak},
where L(k, γ) comes from property [N3].
The set V is finite and does not contain t. Find an open set U ⊂ K ′n\V containing
t. Find x ∈ C(Kn) such that x vanishes outside of U and 0 ≤ x ≤ 1/µ(t) = x(t).
Define x to be 0 on Km for m < n. This function is consistent, so by Proposition
6.3.1, there exists x̃ ∈ X+ so that x̃|K1∪...∪Kn = x and ‖x̃‖ = 1/λin.
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It remains to show that |||x̃||| ≤ γ2. This will follow if we establish that
µ(s)|x̃(s)| ≤ γ for any s ∈ K ′, (6.4)
and (in the case of |I| ≥ 2)
∥∥(µ(ai)x̃(ai), µ(aj)x̃(aj))∥∥i,j ≤ γ2 for any i < j. (6.5)
Note that, due to our construction of x̃, x̃(s) = 0 if s ∈ K ′m with m < n. For s ∈ K ′n,
we have x̃(s) = 0 for s /∈ U , while for s ∈ U , µ(s) ≤ γµ(t), so µ(s)|x̃(s)| ≤ γ. Finally, if
s ∈ K ′m for some m > n, we have x̃(s) ≤ Cn−m/µ(t), hence µ(s)|x̃(s)| ≤ c/C < 1 < γ.
This establishes (6.4).
To handle (6.5), note that if ai ∈ ∪m<nK ′m∪ (K ′n\U), then x̃(ai) = 0, and therefore,∥∥(µ(ai)x̃(ai), µ(aj)x̃(aj))∥∥i,j = ∥∥(0, µ(aj)x̃(aj))∥∥i,j = µ(aj)x̃(aj).
The right hand side cannot exceed γ, as discussed in the paragraph relating to (6.4).
The same conclusion holds if aj ∈ ∪m<nK ′m ∪ (K ′n\U).
If ai, aj ∈ ∪`>nK ′`, then x̃(ai), x̃(aj) ≤ 1/(µ(t)C), hence
∥∥(µ(ai)x̃(ai), µ(aj)x̃(aj))∥∥i,j ≤ c2µ(t)C < 1.
Now consider the case of ai ∈ U , aj ∈ ∪`>nK ′`. In this situation, µ(aj)x̃(aj) <
c/C < c−2, hence, by [N5],
∥∥(µ(ai)x̃(ai), µ(aj)x̃(aj))∥∥i,j ≤ γ.
The same conclusion holds if aj ∈ U , ai ∈ ∪`>nK ′`.
Finally, if ai, aj ∈ U , then µ(ai), µ(aj) ≤ γµ(t). By the choice of U ,∥∥(µ(ai)x̃(ai), µ(aj)x̃(aj))∥∥i,j ≤ γ∥∥(µ(ai)x̃(ai), µ(aj)x̃(aj))∥∥∞ ≤ γ2.
The same conclusion holds if the roles of ai and aj are reversed. We have now estab-
lished (6.5).
Now suppose T is a surjective lattice isometry on (X, |||·|||). Note first that T fixes
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the atoms of X:
Lemma 6.6.4. For any i ∈ I, Tθi = θi.
Proof. This is obvious if |I| ≤ 1. For |I| ≥ 2, let ei = θi/µ(ai) be the normalized
atoms. By (6.3), for any α, β ∈ R, we have









for any α, β,
which, in light of Property [N2], implies i = k, j = `.
Now observe that T ∗ is interval preserving [61, Theorem 1.4.19], hence it maps
atoms of X∗ to atoms. The atoms in X∗ are characterized by Proposition 6.4.2. By
Lemma 6.6.3, the set of normalized atoms of (X∗, |||·|||) (which we shall denote by A)
coincides with
{
δ̂t : t ∈ K ′
}
.
Thus, by Lemma 6.6.3, there exists a bijection ψ : K ′ → K ′ so that T ∗δ̂t = δ̂ψ(t).
We shall show that ψ(t) = t is the identity map. In fact, Lemma 6.6.4 already shows
that ψ(t) = t if t is a hereditarily isolated point.
To proceed further, in the next few lemmas we examine weak∗ convergence in A.
For convenience, we denote by φnn the identity map on D(n, n) := Kn.
Lemma 6.6.5. Suppose m,n ∈ N, t ∈ K ′n, and the sequence (ti) ⊂ K ′m\{t} converges
to s. Then the following are equivalent:
1. m ≥ n, and s = φnm(t).
2. w∗ − limi δ̂ti = αδ̂t for some α > 0.
Moreover, if (1) holds, then (2) holds with α = Cn−m/µ(t).
Proof. To show that (1) implies (2), as well as the “moreover” statement, we only
need to observe that, due to our selection of (λjm), we have limi µ(ti) = 1. We need
to establish the converse.
First show that m ≥ n. If m < n, then find an open set U ⊂ K ′n containing t. By
Proposition 6.3.1, there exists x ∈ X so that 0 ≤ x ≤ 1 = x(t), which vanishes on
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Kn\U and on Kj for j < n. In particular, δ̂t(x) 6= 0, while δ̂ti(x) = 0 for any i. This
contradicts (2).
Thus m ≥ n. Next show that t ∈ D(n,m) and s = φnm(t). Suppose, for the sake
of contradiction, that either t /∈ D(n,m), or t ∈ D(n,m) and s 6= φnm(t). Find the
smallest i ≤ m so that s ∈ D(m, i), and let s′ = φmi(s). Then t 6= s′. By Lemma
6.3.4, there exists x ∈ X so that x(t) = 1 and x(s′) = 0, hence also x(s) = 0. We
observe that δ̂t(x) 6= 0 and limi δ̂ti(x) = 0, again contradicting (2).
Lemma 6.6.6. Suppose we are given t ∈ K ′n and a sequence (ti) ⊂ K ′\{t}. Then the
following are equivalent:
1. There exists m ≥ n so that for i large enough, ti ∈ K ′m. Furthermore, (ti)
converges to s = φnm(t).
2. w∗ − limi δ̂ti = αδ̂t for some α > 0.
Moreover, if (1) holds, then, in (2), α = Cn−m/µ(t).
Proof. Lemma 6.6.5 shows that (1) implies (2), as well as the “moreover” conclusion.
To establish (2) ⇒ (1), find, for each i, m(i) ∈ N so that ti ∈ K ′m(i). We shall show
that the sequence (m(i)) is eventually constant.
First we show that (m(i)) is bounded. Indeed, otherwise we can find a sequence (ip)
so that limpm(ip) =∞. Clearly lim x(tip) = 0 for any x ∈ X, hence δ̂ip
w∗→ 0.
Now suppose, for the sake of contradiction, that (m(i)) does not stabilize. Passing
to a subsequence, we can assume that there exists m1 6= m2 so that m(i) = m1 if i is
odd, and m(i) = m2 is even if i is even. Further, we can assume that (t2i−1) and (t2i)
converge to s1 ∈ Km1 and s2 ∈ Km2 , respectively. From Lemma 6.6.5, m1,m2 ≥ n,
t2i → s2 = φm2n(t), and w∗ − limi δ̂ti = δ̂t/(Cm2−nµ(t)). Similarly, t2i−1 → s1 =
φm1n(t), and w
∗ − limi δ̂ti = δ̂t/(Cm1−nµ(t)). Thus, 1/α = Cm2−nµ(t) = Cm1−nµ(t),
which leads to the impossible conclusion m1 = m2.
Thus, the sequence (m(i)) is eventually constant. To conclude the proof, invoke
Lemma 6.6.5.
Lemma 6.6.7. Suppose t ∈ K ′ is not hereditarily isolated. Then there exists a se-
quence (ti) ⊂ K ′ so that δ̂ti
w∗→ αδ̂t, for some α ∈ (0, 1]. Moreover, for every such
sequence there exists r ∈ {0, 1, 2, . . .} so that α = 1/(Crµ(t)).
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Proof. Suppose first t is not isolated in Kn. Then t cannot be isolated in the open
subset K ′n ⊂ K, so we can find a sequence (ti) ⊂ K ′n, converging to t. Clearly
δti → δt (in the weak∗ topology). Moreover, µ(ti) → 1, hence δ̂ti → αδ̂t, where
α = 1/µ(t) ∈ (1/c, 1].
Now suppose t is isolated in Kn (equivalently, in K
′
n). Use Proposition 6.4.2 to find
the smallest m > n s.t. s = φnm(t) is not isolated in Km. We claim that K
′
m is non-
empty, and s belongs to the closure. Indeed, as t ∈ K ′n, s cannot belong to D(m, k)
with k < n. In addition, if s ∈ D(m, k) for some n ≤ k < m, then s is an isolated
point of D(m, k), due to the minimality of m. Consequently, s is an isolated point of
∪k<mD(m, k). As s is not isolated in Km, we can find a sequence (ti) ⊂ K ′m converging
to t. Then δti
w∗→ Cn−mδt, hence δ̂ti → αδ̂t, where α = Cn−m/µ(t) ∈ (Cn−m/c, Cn−m].
Now suppose δ̂ti
w∗→ αδ̂t, for some α ∈ (0, 1]. By Lemma 6.6.6, there exists m so
that ti ∈ Km, for m large enough; and furthermore, ti → φmn(t). As in the previous
paragraph, α = Cn−m/µ(t).
Theorem 6.6.1 – completion of the proof. Suppose T is a lattice isometry on (X, |||·|||).
By Section 6.5, it suffices to show that T ∗δ̂t = δ̂t for any t ∈ K ′. As T ∗ maps
normalized atoms to normalized atoms, T ∗δ̂t = δ̂s, where s = ψ(t) ∈ K ′. By Lemma
??, ψ(t) = t if t is hereditarily isolated. As the set A of normalized atoms is identified
with
{
δ̂t : t ∈ K ′
}
, we conclude that t is not hereditarily isolated iff ψ(t) satisfies the
same condition. For future use, note that if t is hereditarily isolated, then t = tin for
some i, n.
Now suppose t is not hereditarily isolated. Let s = ψ(t). In light of Lemma 6.6.7,
there exists a sequence (ui) ⊂ K ′ so that δ̂ui
w∗→ αδ̂t. Moreover, for every such sequence,
1
µ(t)
= ν(t) := sup
{
Ckα : k ∈ {0, 1, 2, . . .}, Ckα ≤ 1
}
.
Being isometric and weak∗ to weak∗ continuous, T ∗ preserves ν(·), hence µ(ψ(t)) =
µ(t), for any t ∈ K ′.
Recall that tin is the unique point t with µ(t) = λin. Consequently, ψ(tin) = tin, or
equivalently, T ∗δ̂tin = δ̂tin .











hence, due to the weak∗ to weak∗ continuity of T ∗,
w∗ − lim
j
T ∗δ̂tijnj = C
n−mδ̂ψ(t),
However, the left hand sides of the two centered expressions coincide, hence ψ(t) =
t.
Remark 6.6.8. In Theorem 6.6.1, the desired renorming cannot be an AM-space if
the number of atoms exceeds 1. Indeed, suppose a1, . . . , an are normalized atoms in
an AM-space X, and let X0 = {a1, . . . , an}⊥. If π is a permutation of {1, . . . , n}, then
T : X → X, defined by Tai = aπ(i) and Tx = x for x ∈ X0, is an isometry. Thus,
any AM renorming of a space with more than one atom will have non-trivial lattice
isometries.
6.7 Questions and further research
Question 6.7.1 (Conditions for displays in lattice automorphism groups). The work
in this chapter is part of a larger, on-going project with Oikhberg on Banach lattice
analogues of the displayability of Polish groups. Let E be a lattice, let ISOL(E) be
the group of lattice isometries over E, and suppose G is a Polish group. Then we say
that G is displayable in E if E has an equivalent lattice norm |||·||| such that there
is a homeomorphic group isomorphism between G and ISOL(E, |||·|||) (Let us denote
this by G u ISOL(E, |||·|||) ). This lead to the following general question: Under what
conditions on G and E is G displayable in E?
To this end, we consider three specific questions that have arisen in ongoing work.
Question 6.7.2 (Displayability over LUR lattices). In [36] and [33], the authors show
that certain groups under mild conditions can be displayed on separable Banach spaces
(here, displayability is with respect merely to linear isometries) unlike with Banach
lattices). One of the assumptions is that the Banach space X has an locally uni-
formly rotund (LUR) norm, meaning that for any point x ∈ S(X) and for all
ε > 0, there exists δ > 0 so that for all y ∈ S(X), if ‖x− y‖ ≥ ε, then ‖x+ y‖ ≤ 2− δ.
Intuitively, local uniform rotundness captures the absence of anything resembling cor-
ners and straight edges in the unit ball of a space. Another assumption is on G and
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its orbits. a point x ∈ X is distinguished by G if
inf
g∈G\{Id}
‖x− gx‖ > 0.
If X both has an LUR norm and a point x distinguished by G, then G is displayable
in X. The approach that is a ”group invariant” version of Bellenot’s method in [11]:
take a the unit ball of the space and carefully add ”pimples” of varying size to the unit
ball, but which are invariant under the isometries in G. Because the pimples comprise
all the ”corners” of this new unit ball (which originally had no such corners, because
X is LUR), any isometry would have to map pimples to pimples.
Can a similar approach can be employed with lattices? A theorem by Kadec in
[45] shows that any separable Banach space has an equivalent LUR norm. However,
a result from [23] shows that a Banach lattice has an equivalent LUR lattice norm iff
it is order continuous. Thus a method like this would be limited to order continuous
lattices. One would also need to make pimples in a way that the resulting unit ball of
a renormed lattice E is also solid, in addition to being closed.
Question 6.7.3 (Displayability over C0(X) spaces). For non-order continuous lattices,
a different method is to be used. We consider the class of C0(X) spaces, with X locally
compact Polish. Here, an expansion of the technique used for AM-spaces is useful,
since one can carefully weigh points, but keep the weights invariant under lattice
isometries as well.
Question 6.7.4 (Restrictions to displayability). Not every group can be displayed in
a lattice X. For Banach spaces, some clear restrictions on potential displayable groups
are that they must be SOT-closed and that they must include −Id. Another limitation
is that of [36, Proposition 4.iii]: displayable groups over a given Banach space X cannot
be convex transitive. A linear isometry group G is convex transitive on X if for
all x ∈ S(X), CH(Gx) = B(X). One also says that a norm on X is convex transitive
if the group of linear isometries ISO(X) on X is convex transitive. This necessary
condition shows that the proper displayable subgroups of the linear isometry group
on X must be ”thin” in some sense. The proof of this proposition echoes that of
Cowie’s proof in [22] that a Banach space X has a convex transitive norm ‖ · ‖ iff
it is uniquely maximal, meaning that it is not properly contained in any bounded
subgroup of linear isomorphisms and any equivalent norm |||·||| with the same group of
isometries must a linear multiple of ‖ · ‖.
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What sorts of restrictions are there on displayable groups in the Banach lattice
setting? Clearly, lattice isometries cannot be convex transitive in the way that linear
isometries are, because lattice isometries must be positive maps. One can frame an
analogue of the restriction from convex transitivity in terms of lattice isometries. We
say that a group G ⊆ ISOL(E) of lattice isometries over E is solid convex transitive
if for all x ∈ S(E)+, we have CSCH(Gx) = S(E). We also employ a similar definition
for unique maximality, except instead of bounded linear isomorphism or linear isometry
groups and Banach space norms, we have lattice isomorphism and lattice isometry
groups and Banach lattice norms where appropriate. One can then ask: is unique
maximality for Banach lattices equivalent to solid convex transitivity? Furthermore,
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