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ABSTRACT
In this paper we present methods for exemplar based clus-
tering with outlier selection based on the facility location
formulation. Given a distance function and the number of
outliers to be found, the methods automatically determine
the number of clusters and outliers. We formulate the prob-
lem as an integer program to which we present relaxations
that allow for solutions that scale to large data sets. The
advantages of combining clustering and outlier selection in-
clude: (i) the resulting clusters tend to be compact and se-
mantically coherent (ii) the clusters are more robust against
data perturbations and (iii) the outliers are contextualised
by the clusters and more interpretable, i.e. it is easier to dis-
tinguish between outliers which are the result of data errors
from those that may be indicative of a new pattern emergent
in the data. We present and contrast three relaxations to
the integer program formulation: (i) a linear programming
formulation (LP) (ii) an extension of affinity propagation
to outlier detection (APOC) and (iii) a Lagrangian duality
based formulation (LD). Evaluation on synthetic as well as
real data shows the quality and scalability of these different
methods.
1. INTRODUCTION
Clustering and outlier detection are often studied and in-
vestigated as two separate problems [Chandola et al., 2009].
However, it is natural to consider them simultaneously. For
example, outliers can have a disproportionate impact on the
location and shape of clusters which in turn can help iden-
tify, contextualise and interpret the outliers.
A branch of statistics known as “robust statistics” studies
the design of statistical methods which are less sensitive to
the presence of outliers [Huber and Ronchetti, 2008]. For
example, the median and trimmed mean estimators are far
less sensitive to outliers than the mean. Similarly, versions of
Principal Component Analysis (PCA) have been proposed
[Croux and Ruiz-Gazen, 1996, Wright et al., 2009] which
are more robust against model mis-specification. An impor-
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$15.00.
Ground Truth APOC
LD kmeans–
Figure 1: Clustering results for a 2D dataset with k = 10,
100 points per cluster and 100 outliers. APOC and LD ac-
curately detect the clusters and select appropriate outliers
without requiring k as input. k-means--, provided with the
correct value of k, fails to split certain clusters which results
in the selection of non-outliers as outliers. Black crosses
indicate the outliers selected, points of identical colour in-
dicate clusters and the red circles indicate errors made by
k-means--.
tant primitive in the area of robust statistics is the notion of
Minimum Covariance Determinant (MCD): Given a set of
n multivariate data points and a parameter `, the objective
is to identify a subset of points which minimises the deter-
minant of the variance-covariance matrix over all subsets of
size n− `. The resulting variance-covariance matrix can be
integrated into the Mahalanobis distance and used as part of
a chi-square test to identify multivariate outliers [Rousseeuw
and Driessen, 1999].
In the theoretical computer science literature, similar prob-
lems have been studied in the context of clustering and fa-
cility location. For example, Chen [2008] has considered and
proposed a constant factor approximation algorithm for the
k-median with outliers problem: Given n data points and
parameters k and `, the objective is to remove a set of `
points such that the cost of k-median clustering on the re-
maining n − ` points is minimised. Earlier Charikar et al.
[2001], have proposed a bi-criteria approximation algorithm
for the facility location with outliers problem. While of the-
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oretical interest, none of these algorithms are amenable to a
practical implementation on large data sets.
Robustness of clustering methods in general is discussed
in [Garc´ıa-Escudero et al., 2010, Hennig, 2008]. They pro-
vide a good theoretical overview about the conditions under
which clustering methods can deal with noise or outliers.
However, it is difficult to determine a-priori if data exhibits
the required properties.
More recently, Chawla and Gionis [2013] have proposed k-
means-- a practical and scalable algorithm for the k-means
with outlier problem. k-means-- is a simple extension of the
k-means algorithm and is guaranteed to converge to a local
optima. However, the algorithm inherits the weaknesses of
the classical k-means algorithm. These are: (i) the require-
ment of setting the number of clusters k and (ii) initial spec-
ification of the k centroids. It is well known that the choice
of k and initial set of centroids can have a large impact on
the result. Trimmed k-means [Cuesta-Albertos et al., 1997]
is a special case of k-means-- with k = 1.
In this paper we present methods that approach the prob-
lem of joint clustering and outlier detection as an integer
programming optimisation task. The resulting algorithms
find the number of cluster on their own and require as sole
input the distance between pairs of points as well as the
number ` of outliers to select. We propose three methods to
solve this, each with their benefits and drawbacks: (i) affin-
ity propagation [Frey and Dueck, 2007] extension to outlier
detection, (ii) linear programming and (iii) Lagrangian du-
ality relaxation. The main contributions of the paper are as
follows:
• formulation of the clustering with outlier detection prob-
lem as an integer program;
• modification of the affinity propagation model and deriva-
tion of new update rules;
• scalable algorithm based on Lagrangian duality;
• approximation analysis of real data based on linear
programming solutions;
• evaluation on synthetic and real-world data sets.
The remainder of the paper is structured as follows. In
Section 2 we describe the problem in detail. Following that
in Section 3 we describe the different methods. In Section 4
we evaluate the methods on both synthetic and real datasets.
Section 5 provides some additional information on related
work before we conclude in Section 6.
2. PROBLEM FORMULATION
Given the assignment cost matrix dij and cluster creation
costs ci we define the task of clustering and outlier selec-
tion as the problem of finding the assignments to the binary
exemplar indicators yi, outlier indicators oi and point as-
signments xij that minimises the following energy function:
min
∑
i
ciyi +
∑
i
∑
x
dijxij , (1)
subject to
xij ≤ yj (2)
oi +
∑
j
xij = 1 (3)∑
i
oi = ` (4)
xij , yj , oi ∈ {0, 1}. (5)
In order to obtain a valid solution a set of constraints have
been imposed:
• points can only be assigned to valid exemplars Eq. (2)
• every point must be assigned to exactly one other point
or declared an outlier Eq. (3)
• exactly ` outliers have to be selected Eq. (4)
• only integer solutions are allowed Eq. (5)
These constraints describe the facility location problem with
outlier selection (FLO). This allows the algorithm to select
the number of clusters automatically and implicitly defines
outliers as those points whose presence in the dataset has
the biggest negative impact on the overall solution.
In the following we explore three different methods of for-
mulating and solving the above generic problem. In the
experiments we evaluate each of the methods under differ-
ent criteria such as quality of the solution, complexity of the
method and applicability to large datasets
3. METHODS
In the following we will describe three ways of solving the
problem stated in Section 2. We start with a linear program-
ming formulation which is known to provide the optimal an-
swer if the solution is integer. Next we propose an extension
to affinity propagation which is a conceptually nice method.
Finally, we propose a method based on Lagrangian duality
which is highly scalable while achieving results very close to
the optimum found by LP.
3.1 Linear Programming Relaxation
The first method we present is based on linear program-
ming and will serve as ground truth for the other two meth-
ods. In order to solve the integer program described in Sec-
tion 2 we have to relax it. If the solution to this relaxed
formulation is integer, i.e. all assignments are either 0 or
1, we have found the optimal solution. The relaxed linear
program has the following form:
min
∑
i
∑
j
xijdij (6)
subject to
xij ≤ xii (7)∑
j
xij +
∑
k
oik = 1 (8)∑
i
oik = 1 (9)
0 ≤ xij , oik ≤ 1 ∀i, j, k (10)
where dij is again the distance between point i and j. This
follows Komodakis et al. [2008] with additional constraints
to enforce the outlier selection. We note here that Eq. (6)
uses the diagonal to indicate exemplar selection as it maps
more easily to affinity propagation. The constraint in Eq. (7)
enforces the condition that points are only assigned to valid
exemplars. Eq. (8) enforces that a point is either assigned to
a single cluster or is declared as an outlier. Eq. (9) ensures
that every outlier point is used exactly once thus enforcing
that exactly ` outliers are selected. Finally, Eq. (10) is the
relaxation of the original integer program.
3.2 Affinity Propagation Outlier Clustering
The extension to affinity propagation, based on the binary
variable model [Givoni and Frey, 2009], solves the integer
program of Section 2 by representing it as a factor graph,
shown in Figure 2. This factor graph is solved using belief
propagation and is based on the following energy function:
max
∑
ij
Sij(xij)+
∑
j
Ej(x:j)+
∑
i
Ii(xi:, oi:)+
∑
k
Pk(o:k),
(11)
where
Sij(xij) =
{
−ci if i = j
−dij otherwise (12)
Ii(xi:, oi:) =
{
0 if
∑
j xij +
∑
k oik = 1
−∞ otherwise (13)
Ej(x:j) =
{
0 if xjj = maxi cij
−∞ otherwise (14)
Pk(o:k) =
{
0 if
∑
i oik = 1
−∞ otherwise (15)
with xi: = xi1, . . . , xiN . Since we use the max-sum algo-
rithm we maximise the energy function and use negative
distances. The three constraints can be interpreted as fol-
lows:
1. 1-of-N Constraint (Ii). Each data point has to choose
exactly one exemplar or be declared as an outlier.
2. Exemplar Consistency Constraint (Ej). For point i
to select point j as its exemplar, point j must declare
itself an exemplar.
3. Select ` Outliers Constraint (Pk). For every outlier
selection exactly one point is assigned.
These constraints are enforced by associating an infinite cost
with invalid configurations,thus resulting in an obviously
suboptimal solution.
The energy function is optimised with the max-sum algo-
rithm [Kschischang et al., 2001], which allows the recovery of
the maximum a posteriori (MAP) assignments of the xij and
oik variables. The algorithm works by exchanging messages
between nodes in the factor graph. In their most general
form these messages are defined as follows:
µv→f (xv) =
∑
f∗∈ne(v)\f
µf∗→v(xv), (16)
µf→v(xv) = max
x1,...,xM
[
f(xv, x1, . . . , xM )
+
∑
v∗∈ne(f)\v
µv∗→f (xv∗)
]
,
(17)
E1 Ej EN
x11 x1j x1N I1
Ii
xN1 xNj xNN IN
xi1 xij xiN
S11 S1j S1N
Si1 Sij SiN
SN1 SNj SNN
o11 o1k o1L
oN1 oNk oNL
oi1 oik oiL
P1 Pk PL
Figure 2: Graphical model of APOC. The left part is re-
sponsible for the clustering of the data, while the right part
is responsible for the outlier selection. These two parts in-
teract with each other via the I factor nodes.
xij
Sij
Ej
Iisij
αijρij
βij
ηij
oik
Pk
ωikτik
λik
χik
Figure 3: Messages exchanged by the APOC graphical
model. xij represents the clustering choice whereas oik rep-
resents the outlier choice.
where µv→f (x) is the message sent from node v to factor f ,
µf→v(xv) is the message from factor f sent to node v, ne()
is the set of neighbours of the given factor or node and xv
is the value of node v.
The messages exchanged by APOC are shown in Figure 3.
We can see that each node xij is connected to three factors:
Sij , Ii and Ej whereas outlier nodes oik are connected to
only two, Ii and Pk. Messages ρij , βij , τik and ξik are
sent from nodes to factors and derived using Eq. (16). The
other five messages sij , αij , ηij , λik and ωik are derived with
Eq. (17) since they are sent from a factor to a node. Since
only binary variables are involved it is sufficient to compute
the difference between the two variable settings. Combining
these messages we obtain the final set of update equations
as:
ρij = sij + min
[
−max
t6=j
(αit + sit),−max
t
(ωit)
]
(18)
αij =
{∑
t6=j max(0, ρtj) i = j
min
[
0, ρjj +
∑
t/∈{i,j}max(0, ρtj)
]
i 6= j (19)
λik = min
[
−max
t
(αit + sit),−max
t 6=k
(ωti)
]
(20)
ωik = −max
t 6=i
(λtk) (21)
The above equations show how to update the messages,
however, we still need to explain how to initialise the mes-
sages, determine convergence and extract the MAP solution.
First, it is important to set the diagonal entries of S prop-
erly. Typically using Sii = θ ∗median(S) is a good choice,
with θ ∈ [1, 30]. The messages αij , ρij and λik are initialised
to 0 and ωik to the median of S. Once the messages are
initialised we update them in turn with damping until we
achieve convergence. Convergence is achieved when the en-
Algorithm 1: apoc(S, `)
1 foreach i, j ∈ {1, . . . , N} do
2 αij ← 0;
3 ρij ← 0;
4 end
5 foreach i ∈ {1, . . . , N}, k ∈ {1, . . . , `} do
6 λik ← 0;
7 ωik ← median(S);
8 end
9 repeat
10 update ρ according to Eq. (18);
11 update α according to Eq. (19);
12 update λ according to Eq. (20);
13 update ω according to Eq. (21);
14 until convergence;
15 O ← extract outliers;
16 E ← extract exemplars;
17 A← find exemplar assignments;
ergy of the solution is not changing drastically over a few
iterations. The outliers are determined as the ` points with
the largest values of maxk(λik + ωik). From the remain-
ing points the exemplars are then selected as the points for
which (αii + ρii) > 0 is true. All other points i are assigned
to the exemplar e satisfying arg maxe(αie+ρie). This entire
process is shown in Algorithm 1, where we first initialise the
messages, then update them until convergence and finally
extract the MAP solution.
3.3 Lagrangian Duality
The final method is based on Lagrangian duality. The
basic idea is to relax the original problem by introducing
Lagrange multipliers λ. The result is a dual problem which
is now concave with a unique maximum, making it possi-
ble to use gradient ascent based methods. However, the
resulting function is not differentiable and requires the use
of subgradients.
We restate the original problem here for convenience:
min
∑
j
yjcj +
∑
i
∑
j
xijdij (22)
subject to
xij ≤ yj (23)
oi +
∑
j
xij = 1 (24)∑
i
oi = ` (25)
0 ≤ xij , yj , oi ≤ 1 ∀i, j, (26)
where oi = 1 indicates that point i is an outlier and ` is
the number of outliers we wish to find. Eq. (23) encodes
that a point can only be assigned to a valid exemplar. The
second constraint Eq. (24) enforces that a point is either
assigned to a single cluster or selected as an outlier. The
final constraint, Eq. (25), ensures that exactly ` outliers are
selected. Relaxing Eq. (24) yields:
min
∑
i
(1− oi)λi︸ ︷︷ ︸
outliers
+
∑
j
cjyj +
∑
i
∑
j
(dij − λi)xij︸ ︷︷ ︸
clustering
. (27)
subject to
xij ≤ yi (28)∑
k
ok = ` (29)
0 ≤ xij , yj , ok ≤ 1 ∀i, j, k (30)
We now solve this relaxed problem using the idea of Bertsi-
mas and Weismantel [2005] by finding valid assignments that
attempt to minimise Eq. (27) without optimality guarantees.
The Lagrange multipliers λ act as a penalty incurred for con-
straint violation which we try to minimise. From Eq. (27) we
see that the penalty influences two parts: outlier selection
and clustering. We select good outliers by designating the `
points with largest λ as outliers, as this removes a large part
of the penalty. For the remaining N−` points we determine
clustering assignments by setting xij = 0 for all pairs for
which dij − λi ≥ 0. To select the exemplars we compute
µj = cj +
∑
i:dij−λi<0
(dij − λi), (31)
which represents the amortised cost of selecting point j as
exemplar and assigning points to it. Thus, if µj < 0 we
select point j as an exemplar and set yj = 1, otherwise we
set yj = 0. Finally, we set xij = yj if dij−λi < 0. From this
complete assignment we then compute a new subgradient st
and update the Lagrangian multipliers λt as follows:
stj = 1−
∑
j
xij (32)
λtj = max(λ
t−1
j + θ
tsj , 0), (33)
where θt is the step size at time t computed as
θt = θ0 pow(α, t) α ∈ (0, 1), (34)
where pow(a, b) = ab. To obtain the final solution we repeat
the above steps until the changes become small enough, at
which point we extract a feasible solution. This is guaran-
teed to converge [Bertsimas and Weismantel, 2005] if a step
function is used for which the following holds:
∞∑
t=1
φt =∞ and lim
t→∞
θt = 0. (35)
3.3.1 Scalable Implementation Considerations
In order to enable the algorithm to scale to large datasets
we have to consider the limited availability of main memory.
First we cannot assume that the complete distance matrix
can fit into main memory. Therefore, we compute the dis-
tances on the fly. Since this involves N2 evaluations per iter-
ation it is the most costly part of the method. However, the
evaluation of the distance function can be easily parallelised.
In practice with simple distance functions, such as the Eu-
clidean distance, approximately 75% of the computational
time is spent evaluating the distance function. Another im-
portant point is that just as storing the full distance matrix
is not possible, neither is storing the full assignment ma-
trix x. However, we are only interested in the values where
xij = 1, which is a small portion of the full matrix. Thus we
can use standard sparse matrix implementations to manage
the assignment matrix.
The pseudo code in Algorithm 2 shows how to compute
the assignment matrix x using the above mentioned im-
Algorithm 2: LD-Iteration(λ)
1 O ← 0; // Outlier indicators
2 y← 0; // Exemplar indicators
3 L ← ∅; // Set of (i, λi) pairs
4 S ← ∅; // Assignment pairs (i, j)
5 x← 0; // Assignments
// Selecting outliers
6 foreach i ∈ {1, . . . , N} do
7 L ← L ∪ (i, λi);
8 end
9 L ← sort(L);
10 foreach i ∈ {1, . . . , L} do
11 OLi,1 ← 1;
12 end
// Compute exemplar and outlier scores
13 foreach j ∈ {1, . . . , N} do
14 µj ← cj ;
15 foreach i ∈ {1, . . . , N} do
16 q ← dist(i, j)− λi;
17 if q < 0 then
18 µj ← µj + q;
19 S ← S ∪ (i, j);
20
21 end
22 end
// Select exemplars
23 foreach j ∈ {1, . . . , N} do
24 if µj < 0 then
25 yj ← 1;
26 else
27 yj ← 0;
28 end
29 end
// Perform cluster assignments
30 foreach s ∈ S do
31 if µs2 = 1 then
32 xp1,p2 ← 1;
33 end
34 end
35 return x,y,O;
provements. Lines 1 through 5 initialise the required stor-
age. In lines 6 to 12 we sort the points in descending order
according to their λ values, by first creating pairs of point
index and value and then sorting these. The computation-
ally intensive but also parallelisable part of the algorithm is
located in lines 13 to 21. There we compute the exemplar
score µj and at the same time remember point pairs (i, j)
for which dij − λi < 0. Lines 22 to 27 then perform the
exemplar assignments based on µj . Finally, in lines 28 to 31
we set the assignment xij = 1 if yj = 1. Lastly, we return
assignments, exemplars and outliers.
3.4 Comparisons
Now that we have presented the different methods we want
to give an overview of the advantages and disadvantages of
these. Table 1 presents a quick overview of different proper-
ties of the proposed methods discussed in more detail next.
First, the speed of APOC and LD clearly outperform LP by
a large margin, however, other methods such as k-means--
Table 1: Advantages and disadvantages of LP, APOC and
LD. See Section 3.4 for detailed explanation.
LP APOC LD
Speed −− + +
Optimality ++ + +
Scalability −− − +
Extensibility ++ − +
still perform better.
With regards to optimality we know that
FLOLP ≤ FLOLD ≤ FLOIP (36)
[Bertsimas and Weismantel, 2005]. Additionally, if LP finds
a solution that is integer it is equivalent to the IP one, i.e.
FLOLP = FLOIP . In the experiments we see that even
though LP finds the optimal solution, LD fails to do so.
This contradicts theory, but is explained by the fact that for
performance gains we sacrifice some optimality. More specif-
ically, we use discounted updates of the solution matrix x as
well as stop before we converge to a pure integer solution.
APOC has no theoretical guarantees on either convergence
or optimality bounds of the solution. While such guarantees
can be given for certain types of structures with belief prop-
agation [Weiss et al., 2007] it is unclear how they apply to
the special case of APOC. However, in practice both APOC
and LD achieve scores very close to the optimum.
The speed of LP clearly makes it impossible to scale for
large datasets which leaves us with the comparison of APOC
and LD. APOC requires storage for messages and similari-
ties and operations which cannot be supported by standard
sparse matrix implementations. As such APOC cannot be
made truly scalable. LD on the other hand spends the ma-
jority of its runtime computing distances between pairs of
points, a task that can easily be parallelised. Furthermore
the actual assignment matrix can easily be stored using stan-
dard sparse matrix implementations. Thus LD is a much
better candidate for large scale datasets. Finally, with re-
gards to extensibility LP is the easiest as the relaxation only
touches the variables. LD is more involved as there is more
freedom in the relaxation of the constraints and a way to
solve the dual problem efficiently has to be devised. Affin-
ity propagation is the hardest one as it requires very careful
choice of constraints which can be modelled by the graphical
model and laborious derivation of update rules, which makes
it much harder to come up with solutions to new problems.
4. EXPERIMENTS
In this section the proposed methods are evaluated on
both synthetic and real data. We first present experiments
using synthetic data to show different properties of the pre-
sented methods and a quantitative analysis. We then pro-
cess GPS traces of hurricanes to show the applicability of
this method to real data. Finally, we present results on two
image datasets visually showing the quality of the clusters
and outliers found.
Both APOC and LD require a cost for creating clusters.
In all experiments we obtain this value as θ ∗ median(xij),
i.e. the median of all distances multiplied by a scaling factor
θ which is typically in the range [1, 30].
4.1 Synthetic Data
We use synthetic datasets to evaluate the performance of
the proposed methods in a controlled setting. We randomly
sample k clusters with m points each from d-dimensional
normal distributions N (µ,Σ) with randomly selected µ and
Σ. To these clusters we add ` additional outlier points that
have a low probability of belonging to any of the selected
clusters.
We compare APOC and LD against k-means-- using k-
means++ [Arthur and Vassilvitskii, 2007] to select the initial
centres. Euclidean distance is used as the metric for all
methods. Unless mentioned otherwise k-means-- is provided
with the exact number of clusters generated, while APOC
and LD are required to determine this automatically.
To assess the performance of the methods we use the fol-
lowing three metrics:
1. Normalised Jaccard index, measures how accurately
a method selects the ground truth outliers. It is a
coefficient computed between selected outliers O and
ground-truth outliers O∗. The final coefficient is nor-
malised with regards to the best possible coefficient
obtainable in the following way:
J(O,O∗) =
|O ∩O∗|
|O ∪O∗|/
min(|O|, |O∗|)
max(|O|, |O∗|) . (37)
2. Local outlier factor [Breunig et al., 2000] (LOF) mea-
sures the outlier quality of a point. We compute the
ratio between the average LOF of O and O∗, which
indicates the quality of the set of selected outliers.
3. V-Measure [Rosenberg and Hirschberg, 2007] indicates
the quality of the overall clustering solution. The out-
liers are considered as an additional class for this mea-
sure.
For all the metrics a value of 1 is the optimal outcome.
In Figure 1 we present clustering results obtained by the
different methods. Both APOC and LD manage to identify
the correct number of clusters and select accurate outliers.
k-means-- on the other hand, even with good initialisation
and correct value for k specified, fails to find the correct
clusters and as a result finds a suboptimal solution. The
errors made by k-means-- are highlighted by the red circles.
We first investigate the influence of the data dimensional-
ity on the results. From Figure 4 it is clear that in general
the quality of the solution increases with higher dimensions.
This can be explained by the fact that in higher dimen-
sional spaces the points are farther apart and hence easier
to cluster. Looking at k-means-- we can see that it struggles
more then the other two methods even though it is provided
with the correct number of clusters. In higher dimensions it
achieves perfect scores for the two outlier centric measures
but is unable to always find the correct solution to the whole
clustering problem. Looking at APOC and LD we can see
that both have little trouble finding perfect solutions in high
dimensions. In lower dimensions LD shows a bit more vari-
ability compared to APOC. In general, the two dimensional
data is the most challenging one and thus will be used for
all further experiments.
The number of outliers ` is a parameter that all methods
require. Typically the correct value of ` is unknown and it is
therefore important to know how the algorithms react when
the user’s estimate is incorrect. We generate 2D datasets
with 2000 inliers and 200 outliers and vary the number of
outliers ` selected by the methods. The results in Figure 5
show that in general no method breaks completely if the cor-
rect value for ` is not provided. Looking at the Jaccard index
we see that if ` is smaller then the true number of outliers all
methods pick only outliers. When ` is greater then the true
number of outliers we can see a difference in performance,
namely that LD picks the largest outliers which APOC does
to some extent as well, while k-means-- does not seem to be
very specific about which points to select. This difference in
behaviours stems from the fact that APOC and LD optimise
a cost function in which removing the biggest outliers is the
most beneficial. The LOF ratio shows a similar picture as
the Jaccard index. For ` = 100 the values are much lower
as not all outliers can be picked. For the other cases APOC
and LD perform similarly while k-means-- shows higher vari-
ability. Finally, V-Measure shows that the overall clustering
results remain accurate even if the number of outliers is mis-
specified. For large differences between actual and specified
outliers a drop in clustering performance can be observed.
Since both APOC and LD are not guaranteed to find the
optimal solution we investigate how close the solutions ob-
tained are to the optimum. The ground truth needed for
this is obtained by solving the LP formulation of Section 3.1
with CPLEX. This comparison indicates what quality can be
typically expected from the two methods. Additionally, we
can evaluate the speed of these approximations. We eval-
uate 100 datasets, consisting of 2D Gaussian clusters and
outliers, with varying number of points. On average APOC
obtains an energy that is 96%± 4% of the optimal solution
found by LP, LD obtains 94%± 5% of the LP energy while
k-means--, with correct k, only obtains 86%±12% of the op-
timum. These results reinforce the previous analysis; APOC
and LD perform similarly while outperforming k-means--.
We now look at the speedup of APOC and LD over LP, as
shown in Figure 6 a). Both methods outperform LP by a
large margin which only grows the more points are involved.
Overall for a small price in quality the two methods obtain
a solution significantly faster.
Next we compare the performance between APOC and
LD. Figure 6 b) shows the overall runtime of both methods
for varying number of data points. Here we observe that
APOC takes less time then LD. However, by observing the
time a single iteration takes, shown in Figure 6 c), we see
that LD is much faster on a per iteration basis compared
to APOC. In practice LD requires several times the num-
ber of iterations of APOC, which is affected by the step
size function used. Using a more sophisticated method of
computing the step size will provide large gains to LD. Fi-
nally, the biggest difference between APOC and LD is that
the former requires all messages and distances to be held
in memory. This obviously scales poorly to large datasets.
Conversely, LD computes the distances during running time
and only needs to store indicator vectors and a sparse assign-
ment matrix, thus using much less memory. This makes LD
amenable to processing large scale datasets. For example,
with single precision floating point numbers, dense matri-
ces and 10 000 points APOC requires around 2200 MB of
memory while LD only needs 370 MB. Further gains can be
obtained by using sparse matrices which is straight forward
in the case of LD but complicated for APOC.
4.2 Hurricane Data
We use hurricane data from 1970 to 2010 provided by the
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Figure 4: The impact of increasing the data dimensionality on the quality of the clustering and outlier selection quality.
APOC and LD provide similar results while k-means--, provided with the correct k, has more trouble.
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Figure 5: The impact of number of outliers specified (`) on the quality of the clustering and outlier detection performance.
APOC and LD perform similarly with more stability and better outlier choices compared to k-means--. We can see that
overestimating ` is more detrimental to the overall performance, as indicated by the LOF Ratio and V-Measure, then under-
estimating it.
National Oceanic and Atmospheric Administration (NOAA)
in this experiment. The data provides a time series of lon-
gitude and latitude coordinates for each storm, effectively
forming a GPS trace. In order to compare the overall shape
of these traces we use the discrete Fre´chet distance [Eiter
and Mannila, 1994]. Intuitively this measures the minimal
distance required to connect points on two curves being com-
pared, i.e. structurally similar curves have a low score. Be-
fore computing the Fre´chet distance between two curves we
move their starting points to the same location. This means
that we are comparing their shapes and not their global lo-
cation. Clustering the 700 traces using the LD method with
` = 20 we obtain clusters that move in a similar direction, as
shown in Figure 7 b) and c). Analysing the outliers shown
in Figure 7 a) we find that half of them are category 4 and 5
Cape Verde-type hurricanes, shown by the thick stroke. The
other half of the outliers were selected due to either their
long life time, unusual motion, or high destructive power
and are shown with dashed stroke. This demonstrates that
the outliers found by the proposed methods find interest-
ing patterns in spatial temporal data which are not directly
apparent.
To better understand the behaviour of LD we plot the
value of the λ values associated with representative outliers
and exemplars in Figure 8. One can see how after about
100 iterations the values level out and remain stable. Inter-
estingly the outliers have higher λ values compared to the
exemplars which allows the method to distinguish between
them more easily. Lastly, the outliers have smoother curves,
i.e. less jumps, when compared to the exemplars. This indi-
cates that outliers do not change significantly whereas exem-
plars will change during the optimisation process. Overall,
stable results are achieved after about a third of the runtime
suggesting that a more sophisticated termination criterion
can be used for faster convergence.
4.3 MNIST Data
The MNIST dataset, introduced by LeCun et al. [1998],
contains 28 × 28 pixel images of handwritten digits. We
extract features from these images by representing them as
768 dimensional vectors which is reduced to 25 dimensions
using PCA. L2 norm is used to compute the distance be-
tween these vectors. In Figure 9 we show exemplary results
obtained when processing 10 000 digits with the LD method
with θ = 5 and ` = 500. Each row in Figure 9 a) and b)
shows examples of clusters representing the digits 1 and 4 re-
spectively. This illustrates how different the same digit can
appear and the separation induced by the clusters. Figure 9
c) contains a subset of the outliers selected by the method.
These outliers have different characteristics that make them
sensible outliers, such as: thick stroke, incomplete, unrecog-
nisable or ambiguous meaning.
To investigate the influence the cluster creation cost has
we run the experiment with different values of θ. In Ta-
ble 2 we show results for values of cost scaling factor θ =
{5, 15, 25}. The V-Measure score does not change drastically
between the different runs. However, the other measures, es-
pecially the number of clusters changes. We can see that,
as expected, by increasing the cost the number of clusters
decreases. This results in an increased completeness score,
i.e. a larger percentage of the same ground truth labels are
contained in a smaller number of clusters. Meanwhile, the
0 500 1,000 1,500 2,000
10
20
30
Data Points
S
p
ee
d
u
p
APOC
LD
(a) Speedup over LP
0 5,000 10,000
0
1,000
2,000
Data Points
T
im
e
(s
)
APOC
LD
(b) Total Runtime
0 5,000 10,000
10−4
10−2
100
Data Points
T
im
e
(s
)
APOC
LD
(c) Time per Iteration
Figure 6: The graphs shows how the number of points influences different measures. In (a) we compare the speedup of both
APOC and LD over LP. (b) compares the total runtime needed to solve the clustering problem for APOC and LD. Finally,
(c) plots the time required (on a log scale) for a single iteration for APOC and LD.
(a) Outliers (b) Clusters (c) Clusters
Figure 7: Outliers and clusters found in the hurricane data set. In (a) we show the outliers as two groups: Cape Verde-type
hurricanes (thick lines) and others (dashed lines). In (b) and (c) we display examples of clusters which all exhibit similar
shape albeit not necessarily in the same position.
Table 2: Evaluation of clustering results of the MNIST data
set with different cost scaling values θ. We can see that
increasing the cost results in fewer clusters but as a trade
off reduces the homogeneity of the clusters.
θ 5 15 25
V-Measure 0.51 0.53 0.53
Homogeneity 0.82 0.73 0.70
Completeness 0.37 0.42 0.43
Clusters 82 36 21
homogeneity score drops which indicates that there are more
cases of different digits that look similar, such as 1 and 7,
being placed into a single cluster. Overall, we can say that
changes to the cluster creation cost has a predictable impact
on the results with no apparent sudden changes.
4.4 Natural Scenes Data
In this section we apply APOC to outlier detection in im-
age collections. Our dataset is composed of images from
mountain ranges with outliers in the form of cars and coffee
cups. The distance between images is computed from colour
histograms and local binary pattern [Ojala et al., 2002] his-
tograms using the Bhattacharyya distance. When we specify
the correct number of outliers APOC and LD find all of the
images belonging to our two outlier groups and cluster the
remaining images according to their appearance. Figure 10
shows outliers in the first two rows and examples belong-
Table 3: Energy relative to the LP solution obtained on the
natural scenes data set. APOC and LD obtain energy values
which are nearly identical to LP and find all the correct
outliers. k-means-- only finds suboptimal solutions and thus
struggles to find good outliers unless the correct value for k
is specified.
Method Energy Clusters Jaccard Index
LP 100.0% 3 1
APOC 96.6% 3 1
LD 95.3% 3 1
k-means-- 81.3% 1 0.54
k-means-- 85.2% 3 0.93
k-means-- 83.8% 5 0.64
ing to the three clusters found in subsequent rows as found
by APOC. The three clusters contain images which mainly
differ in their colour and mood. The first cluster contains
images with muted greens and browns, the second cluster
has images with cold white and blue colours and finally the
last cluster is dominated by vibrant colours. For compari-
son we also process this data using LP, LD and k-means--.
The results in Table 3 show how close the different methods
come to the optimal energy, the number of clusters and the
quality of the selected outliers. This shows that APOC and
LD perform nearly as well as the optimal LP solution, while
k-means-- depends on a good choice of k and still fails to
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Figure 8: Evolution of the λ values of select exemplars and
outliers over the iterations. In both cases we can observe
how after about 150 iterations the values have stabilised.
Additionally, outliers have higher λ values and exhibit less
variation compared to exemplars.
recover all the outliers. This experiment also highlights the
capability of APOC and LD to pick communities of points
as outliers in a global scope.
5. RELATED WORK
In Section 1, we provided some context for combining clus-
tering and outlier detection. Here we elaborate further on
other works which are germane to our problem. The problem
of outlier detection has been extensively researched in both
statistics and data mining [Chandola et al., 2009, Hawkins,
1980]. However, both communities have different perspec-
tives. The statistical perspective is to design models which
are robust against outliers. In the process, outliers are dis-
covered and evaluated. The data mining perspective is to
directly mine for outliers and then determine their useful-
ness. The study of outlier detection in data mining was
pioneered by the work of Knorr and Ng [1997] who pro-
posed a definition of distance-based outliers which relaxed
strict distributional assumptions and was readily general-
isable to multi-dimensional data sets. Following Knorr and
Ng, several variations and algorithms have been proposed to
detect distance-based outliers [Bay and Schwabacher, 2003,
Ramaswamy et al., 2000]. However, the outliers detected
by these methods are global outliers, i.e., the “outlierness”
is with respect to the whole dataset. Breunig et al. [2000]
have argued that in some situations local outliers are more
important than global outliers and cannot be easily detected
by standard distance-based techniques. They introduced the
(a) Digit 1 (b) Digit 4 (c) Outliers
Figure 9: Each row in (a) and (b) shows a different appear-
ance of a digit captured by a cluster. The outliers shown in
(c) tend to have heavier then usual stroke, are incomplete
or are not recognisable as a digit.
Figure 10: Results obtained when clustering the image
dataset using APOC. The rows contain, car outliers, cup
outliers, cluster 1, cluster 2 and cluster 3 respectively. The
three clusters differ in their colour scheme: the first one has
muted tones, the second is dominated by cold white and
blue tones, while the third one contains vibrant colours.
concept of local outlier factor (LOF ), which captures how
isolated an object is with respect to its surrounding neigh-
bourhood. The concept of local outliers has subsequently
been extended in several directions [Chandola et al., 2009,
Chawla and Sun, 2006, Papadimitriou et al., 2003].
Despite the observation that clustering and outlier detec-
tion techniques should naturally complement each other, re-
search work in integrating the two is limited. The MCD
(as noted in the Introduction), is one prominent approach
where the problem of outliers was tightly integrated in an op-
timisation framework [Rousseeuw and Driessen, 1999]. The
k-means-- approach extended the idea of MCD to include
clustering [Chawla and Gionis, 2013]. The theoretical re-
search in combining clustering and outlier detection has been
investigated in the context of robust versions of the k-median
and facility location problems [Chen, 2008, Charikar et al.,
2001]. However, as noted before, the focus has exclusively
been on deriving theoretical approximation bounds. To the
best of our knowledge the use of belief propagation ideas to
investigate outliers is entirely novel.
6. CONCLUSION
In this paper we presented a novel approach to joint clus-
tering and outlier detection formulated as an integer pro-
gram. The proposed optimisation problem enforces valid
clusters as well as the selection of a fixed number of out-
liers. We then described three ways of solving the opti-
misation problem using (i) linear programming, (ii) affinity
propagation with outlier detection and (iii) Lagrangian du-
ality. Experiments on synthetic and real data show how the
joint optimisation outperforms two stage approaches such as
k-means--. Additionally, experimental results suggest that
results obtained via APOC and LD are very close to the op-
timal solution at a fraction of the computational time. Fi-
nally, we detail the modifications of the LD method, needed
to process large scale datasets.
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