Abstract. In this paper, we intend to study the boundary value problem of the nonstationary Stokes system in a bounded smooth cylinder Ω × (0, T ). As a first step, we consider the problem in half-plane cylinder R n + × (0, T ), 0 < T ≤ ∞. We extend the result of Solonnikov[18] to data in weaker function spaces than the one considered in [18] .
Introduction
Let Ω be a n-dimensional bounded C 2 domain for n ≥ 3. Let us consider the boundary value problem of a non-stationary Stokes system−in other words, a non-stationary linearized system of Navier-Stokes equations−in a cylindrical domain Ω × (0, T ). For a given initial data f = (f 1 , · · · , f n ) and a given boundary data g = (g 1 , · · · , g n ), find a unknown vector field u = (u 1 , · · · , u n ) and a unknown function p satisfying the system of equations u t − ∆u + ∇p = 0 in Ω × (0, T ),
in Ω × (0, T ),
u| ∂Ω×(0,T ) = g on ∂Ω × (0, T ). The system (1.1) has been studied by many mathematicians. Among them, Solonnikov [18] showed that the system (1.1) has a unique solution satisfying .
(1.2)
Here, g ν denotes the component of g in the direction of the unit outward normal vector ν.
The anisotropic Besov spaces B α, , 1 and then, using flatness near the boundary, the estimate (1.2) has been obtained for the solution of the Stokes system (1.1) in a smooth bounded cylinder Ω × (0, T ).
The aim of this paper is to extend the result of Solonnikov [18] The system (1.1) can be decomposed into the following two systems:
v| ∂Ω×(0,T ) = 0 on ∂Ω × (0, T ). The system (1.3) has been studied in various function spaces as a basis of the study of Navier-Stokes system. Indeed, there are many results on an initial boundary value problem of a non-stationary Stokes system with no slip boundary condition (see [1] , [11] , [16] , [20] and references therein).
In this paper, we consider the solvability of (1.4). The solvability of Stokes system (1.4) can lead directly to the solvability of the original Stokes system (1.1). Our result on the system (1.4) could be applied for the study of a boundary value problem of a non-stationary Navier-Stokes system with non-zero boundary data. The following is our main result.
Then there is a solution of the Stokes system (1.4), Ω is replaced by R n + , with boundary data g such that
This result is optimal in the sense that the restrictions over R n−1 × R of the func-
(see [6] ).
To obtain estimates of solutions of system (1.4) in a smooth bounded cylinder Ω × (0, T ), we flatten the boundary and make use of estimates for the solutions of the system (1.4) in R n + × (0, T ). Then we can extend Theorem 1.1 to the Stokes flow in any smooth bounded cylinder. Corollary 1.2. Let Ω be a bounded C 2 -domain in R n , 1 < p < ∞, and 0 < α < 1. Let
p (∂Ω × (0, T )) and ∂Ω g ν (P, t)dP = 0 for all 0 < t < T . Let us also assume g(P, 0) = 0 for P ∈ ∂Ω when α > 2 p . Then there is a solution of (1.4) with boundary data g such that
.
(1.6) S. Hofmann, K. Nyström [12] , and Z. Shen [17] have also considered Stokes system (1.4) in R n + × R and bounded Lipschitz cylinder Ω × (0, T ), respectively. By single layer and double layer potentials of the Stokes system, S. Hofmann and K. Nyström [12] showed
Their results are compared with our results, that is, theorem 6.1 in section 6.
When Ω is bounded Lipschitz cylinder in R n+1 , Z. Shen [17] showed
Here u * denotes the non-tangential limit of u.
We are not sure that the solutions satisfying (1.7) and (1.8) are in Besov spaces B 2 (Ω × (0, T )) and B 2 (Ω × (0, T )), respectively, since for the non-stationary Stokes system it is still open problem whether the L 2 norm of a non-tangential limit of the solution is equivalent to an area integral of the solution.
On the other hand, for the solutions of a elliptic equation, a parabolic equation, and the stationary Stokes system it is well known that the L 2 norms of a non-tangential limit of the solutions are equivalent to the area integrals of the solutions (see [8] , [9] on the elliptic equation, see [2] on the parabolic equation, and see [5] for the stationary Stokes system).
We organized the paper in the following way. In section 2, we introduce the anisotropic function spaces. In section 3, we see that without loss of generality we can assume the boundary data g n = 0 and then represent the solution of stokes system in R n + × (0, ∞) by some integral formula. In section 4 we study the embedding properties of the functions in weighted Sobolev spaces into anisotropic spaces and we introduce on the atomic decomposition of the functions in anisotropic spaces. In section 5, we derive pointwise estimates of the solution of the Stokes system (1.4) in R n + × (0, ∞) when the boundary data g = (g ′ , 0) is given by an atom. In section 6, we show that the solution of the Stokes system (1.4) in R n + × (0, ∞) is in some weighted Sobolev spaces in R n + × (0, ∞) using the estimates of section 5 when the boundary data is in the proper anisotropic space. In section 7 we derive the estimates as in Theorem 1.1 for the boundary data g = (g ′ , 0). Theorem 1.1 for any boundary data g = (g ′ , g n ) will be proved combining the result of Theorem 7.1 in section 7
and Proposition 3.1 in section 3.
Besov spaces and Anisotropic Besov spaces
We denote x = (x ′ , x n ) ∈ R n + for x ′ ∈ R n−1 and denote
∂t for multi index l 0 , k 0 , m 0 . Throughout this paper we denote by c various generic constants and by c( * , · · · , * ) the constants depending only on the quantities appearing in the subindex.
Let Ω be R n + or a bounded domain. For 1 ≤ p ≤ ∞ and 0 < α, the Besov space B α p (Ω) is set of functions satisfying
Here [α] denotes the largest integer less than α and W 
with norm
It is well known theory that the usual Besov spaces are real interpolation spaces of Sobolev spaces:
Solution formula of the Stokes system in
where E is a fundamental solution of Laplace equation. Then, (∇φ, −φ t ) satisfies the Stokes system (1.4) for Ω = R n + with boundary data g 1 . The following estimate is well known property of the singular integral operator (see [19] ).
Proposition 3.1. Let 1 < p < ∞ and α > 0. Then there is a positive constant c such that
Let (u, p) be the solution of the Stokes system (1.4) in Ω = R n + with boundary data g 2 . Then, (∇φ + u, −φ t + p) satisfies the Stokes system (1.4) with boundary data g. Hence,
to prove theorem 1.1 we have only to consider the Stokes system (1.4) with the boundary data g 2 . Note that g 2 n = 0.
From now on, without loss of generality, we assume g n = 0. The solution (u, p) of the Stokes system (1.4) with boundary data g with g n = 0 is represented by
where
where Γ and E are the fundamental solutions of the heat equation and Laplace equation, respectively, and
G ij and A satisfy the estimates
where 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1 (see [15] and [18] ). The estimates (3.2) of G ij and the estimate of Gaussian kernel Γ imply that
4. Preliminary theories 4.1. Estimates weighted Sobolev spaces in Anisotropic spaces.
Here, a ∧ b = min{a, b}.
Proof. By the property of real interpolation (2.2) 1 , we note that
and hence
Changing variables and exchanging the order of integrations, the right hand side of the above last inequality is less than
Since p − pα > 0, the above is dominated by
Proof. As in the proof of Lemma 4.1, we define f (s) = u(x, x n + s, t + s 2 ). Then f (0) = u, and by the property of real interpolation (2.2) 1 , we have
By changing variables and exchanging the order of integration, the right hand side of the above last inequality is less than
Then by the property of real interpolation (2.2) 2 , we have
The first integration term of the right-hand side of (4.3) is dominated by
To estimate the second integration term on the right-hand side of (4.3), we note that
By the same reasoning as for the estimate of the first term, the second term is dominated by
4.2.
Atom decomposition of the functions in the anisotropic Besov spaces. Now, we introduce atomic decomposition of functions in anisotropic space (see [4] for the reference and see also [14] for atomic decomposition of functions in Besov spaces).
for some r > 0 and ( Then there are sequences {a k } 1≤k<∞ and {c k } 1≤k<∞ of atoms and real numbers such that
Pointwise estimates of Solution in
In this section, we would like to derive pointwise estimates of solution of the Stokes system 
where a is an (α, p)-atom such that supp a ⊂ ∆(0, r) × (0, r 2 ). By (3.1), the solution u = (u 1 , · · · , u n ) of (1.4) is represented by
Proof. Note that for 1 ≤ i ≤ n, we have
Since t ≥ (2r) 2 , from the estimate (3.4) of K ij and (4.4), we have
Note that for θ 1 > n−1 2 , we have
2 in (5.5) and applying to the right hand side of (5.4), we obtain the estimate (5.2).
(1) If |x ′ | ≤ 2r and x 2 n ≤ t, then
Proof. By the uniqueness of the solution of the initial-boundary value problem, we have 12) and if x 2 n ≤ t, then (1) For x 2 n ≤ t we have
(5.14)
(2) For t ≤ x 2 n , we have
Proof. Since k 0 ≥ 1, we have
Note that
Taking θ 2 := (1) For x 2 n ≤ t we have
Note that for each multi-index m, there is c(m
2t . Hence, for t ≤ (2r) 2 and |x ′ | ≤ 2r, we have
Note that e 2 , we have
Applying the above estimates to the right hand side of (5.22), we have for x 2 n ≤ t
and for x 2 n ≥ t
Next, we would like to estimate
From the estimate (3.2) of G ij , we have that for t ≤ (2r) 2 and |x ′ | ≤ 2r
And
Applying the (5.26) and (5.27) to the right hand side of (5.25), we have and for x 2 n ≥ t 
Estimates of solution in
Then there is a solution u of the Stokes system (1.4) in R n−1 × (0, ∞) with boundary data g such that
Proof. By Proposition 4.4, it is sufficient to consider g which consists of the (α, p) atoms. For simplicity, assume g k = aδ kj , j = 1, · · · , n−1 for some atom a supported on ∆(0, r 2 )×(0, r 2 ).
We denote β = −αp + (k 0 + l 0 + 2m 0 )p − 1. Let u be defined by (5.1). Decompose the domain of integration into four parts so that
• From the estimate (5.2) 1 , we have
Note that for θ 1 > −1 and θ 2 > 1 2 , we have
Hence, taking θ 1 := β > −1 and θ 2 :=
3), from (6.2), we have
• From the estimate (5.2) 2 , we have
3), we have
• For the estimate of I 1 , we divide the domain of integration so that
First we estimate I 12 .
1). Let m 0 ≥ 1. From the estimate (5.7) we have
2). Let m 0 = 0 and k 0 ≥ 1. From the estimate (5.15) we have Second, we estimate I 11 .
1). Let m 0 ≥ 1 and k 0 + l 0 ≥ 1. Then from the estimate (5.6) 1 we have
+m 0 p dt = c for α < 2m 0 .
2). Let m 0 ≥ 1 and k 0 = l 0 = 0. From the estimate (5.6) 2 and taking ǫ > 0 sufficiently small in (6.9) (
, we have ǫp dt = c(ǫ).
From 1) to 6), we get that I 11 ≤ c and hence with (6.11) and (6.6), we get I 1 ≤ c. (6.12)
• For the estimate of I 3 , we divide the domain of integration so that 
