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Abstract
In this paper we obtain the existence of multiple nodal solutions for quasilinear elliptic equation with
Hardy–Sobolev critical exponents of the type
(
P 0λ
) {−pu = λ|u|q−2u+ |u|p∗(s)−2|x|s u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
where Ω is a bounded domain with smooth boundary in RN and contains 0 in its interior, −pu =
−div(|∇u|p−2∇u), 1 < p < N , 0  s  p, p  q < p∗, λ is a positive parameter, and p∗(s) = N−s
N−pp.
By Lusternik–Schnirelmann category theory, we show the effect of the domain topology on the number of
minimal nodal solutions for (P 0λ ).
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The purpose of this paper is to consider the existence and multiplicity of nodal solutions for
the following nonlinear p-Laplacian equation:
(
P 0λ
) {−pu = λ|u|q−2u+ |u|p∗(s)−2|x|s u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
where Ω is a bounded domain with smooth boundary in RN and contains 0 in its interior,
−pu = −div(|∇u|p−2∇u), 1 < p < N , 0  s  p, p  q < p∗, λ is a positive parameter,
and p∗(s) = N−s
N−pp.
The study of problems with critical nonlinearities has received considerable attention after
the pioneer work by Brezis and Nirenberg [1], where the authors investigated (P 0λ ) in the case
p = q = 2 and s = 0, i.e.,
(
P 1λ
)
⎧⎪⎨
⎪⎩
−u = λu+ |u|2∗−2u, x ∈ Ω,
u > 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
They showed that the existence of positive solutions for the problem was related with the in-
teraction between the parameter λ and the first eigenvalue λ1 of the operator − on H 1,20 (Ω).
As we know, the main difficulty in dealing with critical problems is the fact that the associated
functional does not satisfy the Palais–Smale compactness condition since the imbedding of the
Sobolev space H 1,20 (Ω) into L
2∗(Ω) is not compact. After [1], a lot of problems involving criti-
cal growth in bounded and unbounded domain have been considered either by the approach used
by Brezis and Nirenberg or a combination of this technique with the concentration compactness
principle of Lions [17].
In particular, we recall that Rey [4] and Lazzo [3] proved that the problem (P 1λ ) had at least
catΩ(Ω) positive solutions, provided that λ > 0 was sufficiently close to 0. Here catΩ(Ω) stands
for the Lusternik–Schnirelmann category of Ω in itself. When the subcritical case was involved,
Benci and Cerami also proved the existence of catΩ(Ω) positive solutions in their celebrated
work [5]. Recently, Alves and Ding in [6] considered the quasilinear case, i.e.,
(
P 2λ
)
⎧⎪⎨
⎪⎩
−pu = λ|u|q−2u+ |u|p∗−2u, x ∈ Ω,
u > 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
They proved the existence of catΩ(Ω) positive solutions for problem (P 2λ ) not only for the case
p = q , but also for the case q ∈ (p,p∗).
On the other hand, problems with singular terms have also aroused the interest of people.
In [11], Jannelli considered the following semilinear singular elliptic equation:
(
P 0μ,λ
) {−u−μ u|x|2 = |u|2∗−2 + λu, x ∈ Ω,
u = 0, x ∈ ∂Ω.
The author obtained similar existence results as Brezis and Nirenberg [1]. And then many people
are concerned with the existence of multiple solutions, positive or nodal solutions for the elliptic
problem (P 0μ,λ). For example, in [15] Cao and Han considered (P 0μ,λ) and gave a positive answer
to an open question involving the existence of solutions for (P 0μ,λ) raised by Ferrero and Gazzola
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time, in [19] Hirano and Shioji obtained the existence of positive solutions for (P 0λ ) with critical
Sobolev growth and Hardy singular terms, q = p∗, p = s = 2. Ghoussoub and Yuan in their
celebrated work [16] discussed the quasilinear problem (P 0λ ) with Hardy–Sobolev singular term
by dual methods. They proved the existence of positive solution and sign-changing solution of
problem (P 0λ ) for critical growth case and infinitely many solutions for subcritical growth case,
their results were also referred in [9] by Ekeland and Ghoussoub.
We are interested here in nodal solutions, that is, solutions that change sign in Ω . The first
result in this direction is due to Cerami, Solimini and Struwe [13], who considered the case
p = q = 2, s = 0, and obtained one pair of nodal solutions, provided N  6 and 0 < λ< λ1(Ω).
We say that a solution u changes sign exactly once if the set {Ω \ u−1(0)} has exactly two con-
nected components, u is positive in one of them and negative in the other. Castro and Clapp [18]
in the case p = q = 2, s = 0, showed the effect of the domain on the number of minimal nodal so-
lutions, which change sign exactly once. In [20], Furtado extended the results of Castro and Clapp
to the quasilinear case. When Schrödinger equations in unbounded domain were concerned,
Clapp and Ding proved the existence of multiple minimal nodal solutions and also showed a
certain concentration behavior of these solutions in [7,8].
Hence it is natural to ask if the results established in [18,20] still hold for the critical problems
with singular term? The aim of this paper is to prove the existence of multiple minimal nodal
solutions for the quasilinear problem (P 0λ ) and show how the domain affects the existence of
multiple minimal nodal solutions.
In order to obtain nodal solutions for problem (P 0λ ), we denote by O(N) the set of orthogonal
linear transformations of RN in RN and suppose that the domain has the following symmetry
property:
(H) there exists τ ∈ O(N) such that τ = Id, τ 2 = Id and τ(Ω) = Ω .
We deal with the symmetric problem⎧⎪⎨
⎪⎩
−pu = λ|u|q−2u+ |u|p
∗(s)−2
|x|s u, x ∈ Ω,
u(τx) = −u(x), x ∈ Ω,
u = 0, x ∈ ∂Ω,
where Ω ⊂ RN is a bounded smooth domain satisfying (H) and the parameters are as before. We
state below our main results.
Theorem 1.1. Assume 0 s < p, p  q < p∗ and (H) holds. If any of the following holds:
(i) q = p, N  p2,
(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) .
Then, for any λ ∈ (0, λ1(Ω)), problem (P 0λ ) has at least one pair of solutions which change sign
exactly once.
Theorem 1.2. Assume 0 s < p, p  q < p∗ and (H) holds. If any of the following holds:
(i) q = p, N  p2,
(ii) q > p, N > p(p−1)q+p2 .
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τ -catΩ(Ω \Ωτ) pairs of solutions which change sign exactly once.
Here λ1 is the first eigenvalue of (−p,H 1,p0 (Ω)), Ωτ = {x ∈ Ω: τx = x} and τ -cat is the
Gτ -equivariant Lusternik–Schnirelmann category for the group Gτ = {Id, τ }. There are several
situations where the equivariant category turns out to be larger than the nonequivariant one. The
classical example is the unit sphere SN−1 ⊂ RN with τ = −Id. In this case cat(SN−1) = 2,
whereas τ -cat(SN−1) = N .
Remark 1.3. As mentioned above, the results of Theorems 1.1, 1.2 were proved for the nonsingu-
lar case in [18,20]. In this paper we discuss the existence of multiple minimal nodal solutions for
the quasilinear problem with Hardy–Sobolev critical singular term |u|
p∗(s)−2
|x|s u. The main results
here generalize and complement the main theorems in [16,18–20]. In particular, only existence
of positive solutions were proved for Sobolev critical growth and Hardy singular case in [19] and
there was no detail information on the nodal solutions in [16]. In this paper, we show how the
symmetry of the domain affects the number of minimal nodal solutions for the critical problem
with Hardy–Sobolev critical singular term, which complements the results in [16,18–20].
2. Variational framework and lemmas
Throughout this paper will use | · |p to denote the norm of Lp(Ω) and consider the Sobolev
space H 1,p0 (Ω) endowed with the norm
‖u‖ :=
(∫
Ω
|∇u|p dx
) 1
p
.
We note that the involution τ of Ω induces an involution of H 1,p0 (Ω), which we also denote
by τ , in the following way: for each u ∈ H 1,p0 (Ω) we define τu ∈ H 1,p0 (Ω) by
(τu)(x) = −u(τx) (2.0)
and the invariant space H 1,p0 (Ω)
τ by
H
1,p
0 (Ω)
τ = {u ∈ H 1,p0 (Ω): τu = u}.
To solve problem (P 0λ ) variationally, we depend much on the following Hardy–Sobolev in-
equality [16], which is essentially due to Caffarelli, Kohn and Nirenberg [2]. Assume 1 <p <N
and 0 s  p and q  p∗(s) = N−s
N−pp. Then there is a constant C > 0 such that
C
(∫
Ω
|u|q
|x|s dx
) p
q

∫
Ω
|∇u|p dx, for all u ∈ H 1,p0 (Ω).
It is well known that the map u → u
|x| sq
, from H 1,p0 (Ω) to L
q(Ω) is compact provided q < p∗(s).
Also note that if s = 0, the inequality above is nothing but the Sobolev inequality and if s = p,
the Hardy inequality. In the following we use As to denote the best Hardy–Sobolev constant, i.e.,
As = inf
u∈H 1,p0 (Ω),u =0
∫
Ω
|∇u|p dx
(
∫ |u|p∗(s)
s dx)
p
p∗(s)
.
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We will only consider (P 0λ ), because (P 1μ,λ) is a semilinear case and the proof is much easier.
We shall always assume the p  q < p∗ = Np
N−p for the nonsingular term in (P
0
λ ). At this point,
the functional Iλ(u) on H 1,p0 (Ω) by
Iλ(u) := 1
p
∫
Ω
|∇u|p dx − λ
q
∫
Ω
|u|q dx − 1
p∗(s)
∫
Ω
|u|p∗(s)
|x|s dx
is well defined and of C1. Thus the (weak) solutions of the problem (P 0λ ) are exactly the critical
points of the functional Iλ.
In order to obtain the minimal nodal solutions we consider the Nehari manifold associated
to Iλ,
Mλ :=
{
u ∈ H 1,p0 (Ω) \ {0}:
〈
I ′λ(u),u
〉= 0}
=
{
u ∈ H 1,p0 (Ω) \ {0}: ‖u‖p = λ
∫
Ω
|u|q dx +
∫
Ω
|u|p∗(s)
|x|s dx
}
,
the τ -invariant Nehari manifold
Mτλ := {u ∈ Mλ: τu = u} = Mλ ∩H 1,p0 (Ω)τ
and define the constants
cλ := inf
{
Iλ(u): u ∈ Mλ
}
, cτλ := inf
{
Iλ(u): u ∈ Mτλ
}
.
At the same time we also need
c′λ := inf
γ∈Γ maxt∈[0,1]
Iλ
(
γ (t)
)
with
Γ := {γ ∈ C([0,1];H 1,p0 (Ω)): γ (0) = 0 and Iλ(γ (1))< 0}
and
c˜λ := inf
u∈H 1,p0 (Ω)\{0}
max
t0
Iλ(tu).
Recall that, for c ∈ R, a sequence un ⊂ H 1,p0 (Ω) is called a (PS)c sequence for Iλ. If
Iλ(un) → c, I ′λ(un) → 0. Iλ is said to satisfy the (PS)c condition if any (PS)c sequence has
a convergent subsequence.
The following result is obtained by Ghoussoub and Yuan [16, Theorems 1.3, 4.1, 5.2].
Lemma 2.1. Assume 0 s < p, p  q < p∗, for any λ > 0, then Iλ satisfies (PS)c condition for
all
c <
p − s
p(N − s)A
N−s
p−s
s .
Moreover
cλ = c′λ <
p − s
p(N − s)A
N−s
p−s
s ,
if any of the following holds:
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(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) , λ > 0.
The following lemma describes the relation between cλ, c′λ and c˜λ.
Lemma 2.2. Assume 0 s < p, p  q < p∗, then
cλ = c′λ = c˜λ,
if any of the following holds:
(i) q = p, N  p2, λ ∈ (0, λ1),
(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) , λ > 0.
Proof. By Lemma 2.1, we know cλ = c′λ. Thus we only have to show
c˜λ  cλ = c′λ  c˜λ.
In fact, for any u ∈ H 1,p0 (Ω), u = 0,
Iλ(tu) = t
p
p
∫
Ω
|∇u|p dx − λt
q
q
∫
Ω
|u|q dx − t
p∗(s)
p∗(s)
∫
Ω
|u|p∗(s)
|x|s dx.
From q  p and p∗(s) > p, we know
Iλ(tu) → −∞ as t → ∞. (2.1)
Hence
inf
γ∈Γ maxt∈[0,1]
Iλ
(
γ (t)
)
max
t0
Iλ(tu),
thus
c′λ  c˜λ.
On the other hand, for any u ∈ Mλ, we consider the straight path γ (t) = tu. By (2.1), we
know there is t0 such that
c′λ max
t0
Iλ(tu) = Iλ(t0u).
dIλ(tu)
dt
|t=t0 = 0 implies that∫
Ω
|∇u|p dx = λtq−p0
∫
Ω
|u|q dx + tp∗(s)−p0
∫
Ω
|u|p∗(s)
|x|s dx. (2.2)
Since u ∈ Mλ, we should have∫
Ω
|∇u|p dx = λ
∫
Ω
|u|q dx +
∫
Ω
|u|p∗(s)
|x|s dx. (2.3)
By (2.2) and (2.3), q  p and p∗(s) > p imply that t0 must be equal to 1. Thus
c˜λ  cλ. 
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λ > 0 there exists ρ = ρ(λ), such that
0 < ρ  cλ  c0.
Here c0 is the mountain pass level for
I0(u) := 1
p
∫
Ω
|∇u|p dx − 1
p∗(s)
∫
Ω
|u|p∗(s)
|x|s dx
defined by
c0 := inf
{
I0(u): u ∈ M0
}
,
with
M0 :=
{
u ∈ H 1,p0 (Ω) \ {0}:
〈
I ′0(u),u
〉= 0}.
For further arguments, we need the following results obtained in [16, Lemma 11.1], we define
Φ(x) =
{1, |x|R,
0, |x| 2R,
where B2R ⊂ Ω and set vε(x) = Φ(x)Uε(x), where Uε(x) is a function the best Hardy–Sobolev
constant is attained. Now taking
vε = uε
(
∫
Ω
|uε |p∗(s)
|x|s )
1
p∗(s)
,
we have∫
Ω
|vε|p∗(s)
|x|s dx = 1
and
‖∇vε‖pp = As +O
(
ε
N−p
p−s
)
. (2.4)
Lemma 2.3. Assume 0 s < p, p  q < p∗, then
c0 = p − s
p(N − s)A
N−s
p−s
s .
Proof. Note that for any vε , there is tε > 0 such that
d
dt
I0(tvε)
∣∣∣
t=tε
= 0.
The form of I0 implies that
tε = ‖vε‖
p
p∗(s)−p ,
and thus
c0  I0(tεvε) = (p − s) tp∗(s)ε =
(p − s) ‖vε‖
p(N−s)
(p−s) . (2.5)
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c0 
(p − s)
p(N − s)A
N−s
p−s
s .
On the other hand, let un ⊂ M0 be a sequence for c0 such that
I0(un) → c0, I ′0(un) → 0.
It is standard to obtain that un is bounded. Thus we can assume ‖un‖p → l, for l ∈ (0,∞). And
〈I ′0(un), un〉 = 0 implies∫
Ω
|un|p∗(s)
|x|s dx → l
too. Setting
vn = un
(
∫
Ω
|un|p∗(s)
|x|s dx)
1
p∗(s)
then ∫
Ω
|vn|p∗(s)
|x|s dx = 1,
therefore
As  ‖vn‖p = ‖un‖
p
(
∫ |un|p∗(s)
|x|s dx)
p
p∗(s)
. (2.6)
Taking the limit in (2.6), we have
As  l
p−s
N−s .
From I0(un) → c0, we obtain(
1
p
− 1
p∗(s)
)
l = c0,
and so
c0 
(p − s)
p(N − s)A
N−s
p−s
s .
The proof is completed. 
Lemma 2.4. Assume 0 s < p, p  q < p∗. If any of the following holds:
(i) q = p, N  p2,
(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) ,
then
cλn → c0 as λn → 0.
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Iλn(un) = cλn, I ′λn(un) = 0
and tn ⊂ R such that tnun ∈ M0. From the definition of c0, we know that
c0  I0(tnun) = Iλn(tnun)+
λnt
q
n
q
|un|qq,
thus
c0  cλn +
λnt
q
n
q
|un|qq . (2.7)
We claim that tn is a bounded sequence. Arguing by contradiction, assume tn → ∞.
tnun ∈ M0 implies
‖un‖p = tp
∗(s)−p
n
∫
Ω
|u|p∗(s)
|x|s dx,
however, cλn  c0 implies that un is a bounded sequence in H
1,p
0 (Ω), thus∫
Ω
|un|p∗(s)
|x|s dx → 0.
From
‖un‖p = λn|un|qq +
∫
Ω
|u|p∗(s)
|x|s dx
we obtain
‖un‖ → 0,
since λn → 0 and |un|qq is bounded. Thus
cλn → 0,
which is impossible, hence tn is bounded. Taking n → ∞ in (2.7), we obtain the conclusion. 
Since Ω is bounded in RN , we define
Ω+r :=
{
x ∈ RN : dist(x,Ω) < r},
Ω−r :=
{
x ∈ Ω: dist(x, ∂Ω ∪Ωτ )> r}
and choose r > 0 small enough such that the inclusion maps Ω−r ↪→ Ω ∪ Ωτ and Ω ↪→ Ω+r
are equivariant homotopy equivalences. Without lose of generality, we may assume Br =
Br(0) ⊂ Ω . Let
H
1,p
0,rad(Br) :=
{
u ∈ H 1,p0 (Br): u is radial
}
and set
m(λ) := inf{Iλ,Br (u): u ∈ Mλ,Br }
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Iλ,Br (u) :=
1
p
∫
Br
|∇u|p dx − λ
q
∫
Br
|u|q dx − 1
p∗(s)
∫
Br
|u|p∗(s)
|x|s dx
and
Mλ,Br :=
{
u ∈ H 1,p0,rad(Br) \ {0}:
〈
I ′λ.Br (u),u
〉= 0}.
Similar as before, set
m˜(μ) = inf
u∈H 1,p0,rad(Br )\{0}
max
t0
Iλ(tu).
Similar to the proof in [16] and Lemma 2.4, we have the following result.
Lemma 2.5. Assume 0 s < p, p  q < p∗, then
(a) for any λ > 0, then Iλ,Br satisfies (PS)c for all
c <
p − s
p(N − s)A
N−s
p−s
s
on H
1,p
0,rad(Br). Moreover,
m(λ) = m˜(λ) < p − s
p(N − s)A
N−s
p−s
s ,
if any of the following holds:
(i) q = p, N  p2, λ ∈ (0, λ1),
(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) , λ > 0;
(b) m(λ) → p − s
p(N − s)A
N−s
p−s
s as λ → 0.
Let D1,p(RN) = {u ∈ Lp(RN): |∇u| ∈ Lp(RN)} and denote by M(RN) the Banach space of
finite Radon measures over RN . To prove the main result we need the following concentration–
compactness result, which is mainly due to P.L. Lions [17] and here is a variant version of
M. Willem [22, Lemma 1.40].
Lemma 2.6. Let un ⊂ D1,p(RN) be a sequence such that
un ⇀ u weakly in D1,p
(
RN
)
,∣∣∇(un − u)∣∣p ⇀μ weakly in M(RN ),
|(un − u)|p∗(s)
|x|s ⇀ ν weakly in M
(
RN
)
,
un(x) → u(x) a.e. x on RN,
∇un(x) → ∇u(x) a.e. x on RN
and define
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R→∞ limn→∞ sup
∫
|x|R
|∇un|p dx,
ν∞ = lim
R→∞ limn→∞ sup
∫
|x|R
|un|p∗(s)
|x|s dx.
Then it follows that
|ν| pp∗(s) A−1s |μ|,
lim
n→∞ sup |∇un|
p
p,RN
= |∇u|p
p,RN
+ |μ| +μ∞,
lim
n→∞ sup
∫
RN
|un|p∗(s)
|x|s dx =
∫
RN
|u|p∗(s)
|x|s dx + |ν| + ν∞.
Moreover, if u = 0 and |ν| pp∗(s) = A−1s |μ|, then μ and ν are concentrated at a single point.
Remark 2.7. In [22, Lemma 1.40] the above lemma is proved for p = 2, without the assumption
of pointwise convergence for the gradient. As noted in [21, Example 2.3], it can fail for p = 2
if we do not assume pointwise convergence for the gradient. However, when this last assump-
tion is made, the lemma can be verified as in [21, Lemma 2.1 and Remark 2.2] by Brezis–Lieb
lemma [10].
Lemma 2.8. Assume 0  s < p, p  q < p∗, for any λ ∈ (0, λ1(Ω)), if any of the following
holds:
(i) q = p, N  p2,
(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) ,
then
2cλ  cτλ <
2(p − s)
p(N − s)A
N−s
p−s
s .
Proof. For any u ∈ Mτλ , from the assumption (H), we have u+, u− ∈ Mλ, where u± =±max{±u,0}. Therefore
Iλ(u) = Iλ
(
u+
)+ Iλ(u−) 2cλ
and the first inequality follows. Next, we choose y ∈ Ω , and r > 0 such that y = τy, Br(y) ⊂ Ω
and Br(y)∩Br(τy) = . Since 0 < λ< λ1(Ω) < λ1(Br(0)), we can take a positive radial function
vλ ∈ Mλ(Br(0)) such that Iλ,Br (0)(vλ) = m(λ). By the choice of r > 0, we get
uλ = vλ(· − y)− vλ(· − τy) ∈ Mτλ ,
and therefore, since m(λ) < (p−s)
p(N−s)A
N−s
p−s
s , we conclude that
cτλ = Iλ(uλ) = 2Iλ,Br (0)(vλ) <
2(p − s)
p(N − s)A
N−s
p−s
s .
This concludes the proof of the lemma. 
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Proof. If uλ ∈ Mτλ , then 〈I ′λ(uλ), uλ〉 = 0. On the other hand, since uλ is a critical point of Iλ
on Mτλ , there exists θ such that
I ′λ(uλ) = θJ ′λ(uλ)
where
Jλ(u) =
∫
Ω
|∇u|p dx −
∫
Ω
|u|q dx −
∫
Ω
|u|p∗(s)
|x|s dx.
From (2.1), we know〈
J ′λ(uλ), uλ
〉
< 0 and
〈
I ′λ(uλ), uλ
〉= 0
and thus θ = 0, consequently
I ′λ(uλ) = 0.
The principle of symmetric criticality implies the result. 
3. The compactness condition
Lemma 3.1. Assume 0 s < p, p  q < p∗. Denote IMτλ = Iλ|Mτλ , if any of the following holds:
(i) q = p, N  p2, λ ∈ (0, λ1),
(ii) q > p, N > p(p−1)q+p2
p+(p−1)(q−p) , λ > 0,
then any sequence un ∈ Mτλ , such that
IMτλ (un) → c <
2(p − s)
p(N − s)A
N−s
p−s
s , I
′
Mτλ
(un) → 0 (3.1)
contains a convergent subsequence.
Proof. By assumption (3.1), it is easy to see un is bounded. I ′Mτλ (un) → 0 implies that there
exists θn ⊂ R such that
I ′λ(un) = θnJ ′λ(un)+ o(1), (3.2)
where
Jλ(u) =
∫
Ω
|∇u|p dx − λ
∫
Ω
|u|q dx −
∫
Ω
|u|p∗(s)
|x|s dx.
Recalling that un ∈ Mλ, we get〈
J ′λ(un), un
〉= λ(p − q)∫
Ω
|un|q dx +
(
p − p∗(s)) ∫
Ω
|un|p∗(s)
|x|s dx < 0.
Thus we can assume 〈J ′λ(un), un〉 → l  0. If 〈J ′λ(un), un〉 → 0, the above expression tells that∫
|un|q dx → 0,
∫ |un|p∗(s)
|x|s dx → 0,
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‖un‖p → 0. (3.3)
However, if q > p, since un ∈ Mλ, applying Hardy–Sobolev inequality and Sobolev imbedding
theorem, we have
1 c
(
λ‖un‖q−p + ‖un‖p∗(s)−p
)
which contradicts to (3.3). If q = p, by the definition of λ1 and Hardy–Sobolev inequality, we
also have the contradiction. Hence 〈J ′λ(un), un〉 → l < 0. Now we conclude from (3.2) and〈I ′λ(un), un〉 = 0 that θn → 0 and consequently
I ′λ(un) → 0.
From the boundedness of un and similar calculation in [16, Lemma 4.4], there exists u ∈
H
1,p
0 (Ω) such that
un ⇀ u weakly in H 1,p0 (Ω),
un(x) → u(x) a.e. Ω,
∇un(x) → ∇u(x) a.e. Ω
and u is a weak solution of the problem (P 0λ ). Defining ωn = un − u and applying Brezis–Lieb
lemma [10], we get∫
Ω
|∇un|p dx =
∫
Ω
|∇ωn|p dx +
∫
Ω
|∇u|p dx + o(1),
∫
Ω
|un|p∗(s)
|x|s dx =
∫
Ω
|ωn|p∗(s)
|x|s dx +
∫
Ω
|u|p∗(s)
|x|s dx + o(1).
Since un → u in Lq(Ω), it is easy to see∫
Ω
|∇ωn|2 dx −
∫
Ω
|ωn|p∗(s)
|x|s dx = o(1).
Thus we may assume that∫
Ω
|∇ωn|p dx → b,
∫
Ω
|ωn|p∗(s)
|x|s dx → b. (3.4)
Since un ∈ H 1,p0 (Ω)τ , we know∫
Ω
|∇ωn|p dx = 2
∫
Ω
∣∣∇ω+n ∣∣p dx,
∫
Ω
|ωn|p∗(s)
|x|s dx = 2
∫
Ω
|ω+n |p∗(s)
|x|s dx.
From the definition of As , we have
As
(∫ |ω+n |p∗(s)
|x|s dx
) p
p∗(s)

∫ ∣∣∇ω+n ∣∣p dx =
∫ |ω+n |p∗(s)
|x|s dx + o(1),
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p
p∗(s)  b/2, equivalently, b = 0 or b  2A
N−s
p−s
s . If b  2A
N−s
p−s
s , since 〈I ′(un), un〉 =
o(1), we have
Iλ(un) =
(
1
p
− 1
p∗(s)
)∫
Ω
|un|p∗(s)
|x|s dx + o(1)
= (p − s)
p(N − s)
∫
Ω
|ωn|p∗(s)
|x|s dx +
(p − s)
p(N − s)
∫
Ω
|u|2∗(s)
|x|s dx + o(1)
 (p − s)
p(N − s)
∫
Ω
|ωn|p∗(s)
|x|s dx + o(1). (3.5)
Take the limit in (3.5), we know
c 2(p − s)
p(N − s)A
N−s
p−s ,
which is a contradiction. Hence b = 0, which completes the proof. 
4. The effect of the domain
Now we define the barycenter map β : H 1,p0 (Ω) \ {0} → RN by
β(u) :=
∫
Ω
|∇u|px dx∫
Ω
|∇u|p dx .
The following lemma is a key ingredient for the proof of the multiplicity result, the idea is
based on the proof in [6].
Lemma 4.1. Assume 0  s < p, p  q < p∗(s), then there exists λˆ > 0 such that if λ ∈ (0, λˆ)
and u ∈ Mλ with Iλ(u)m(λ), then β(u) ∈ Ω+r .
Proof. Suppose on the contrary, that there exist λn → 0, un ∈ Mλn ∩ Im(λn)λn such that
β(un) ∈ RN \Ω+r . (4.1)
From the choice of un, we have
cλn  Iλn(un) =
1
p
∫
Ω
|∇un|p dx − λn
q
∫
Ω
|un|q dx − 1
p∗(s)
∫
Ω
|un|p∗(s)
|x|s dx m(λn)
(4.2)
and
0 = 〈Iλ′n(un), un〉=
∫
Ω
|∇un|p dx − λn
∫
Ω
|un|q dx −
∫
Ω
|un|p∗(s)
|x|s dx. (4.3)
Since un is bounded, letting λn → 0 in (3.2) and (3.3), we obtain
cλn + o(1)
1
p
∫
|∇un|p dx − 1
p∗(s)
∫ |un|p∗(s)
|x|s dx m(λn)+ o(1)
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Ω
|∇un|p dx −
∫
Ω
|un|p∗(s)
|x|s dx = o(1).
By Lemmas 2.4 and 2.5 that
lim
n→∞ cλn = limn→∞m(λn) = c0 =
p − s
p(N − s)A
N−s
p−s
s ,
we know
‖un‖p = A
N−s
p−s
s + o(1),
∫
Ω
|un|p∗(s)
|x|s dx = A
N−s
p−s
s + o(1). (4.4)
Setting
vn := un
(
∫
Ω
|un|p∗(s)
|x|s )
1
p∗(s)
,
we have
‖vn‖p = ‖un‖
p
(
∫
Ω
|un|p∗(s)
|x|s )
p
p∗(s)
→ A
N−s
p−s
s
(A
N−s
p−s
s )
N−p
n−s
= As.
If we define
F :=
∫
Ω
|∇v|p dx, G :=
∫
Ω
|v|p∗(s)
|x|s dx,
then by a variant Ekeland variational principle [22, Theorem 8.5], we may assume
min
μ∈R
∥∥F ′(vn)−μG′(vn)∥∥→ 0 as n → ∞.
Hence there exists μn ∈ R such that〈
F ′(vn)−μnG′(vn), vn
〉→ 0 as n → ∞,
thus
μn → As.
Now it is easy to see vn is a (PS) sequence for
IAs :=
1
p
∫
Ω
|∇u|p dx − As
p∗(s)
∫
Ω
|u|p∗(s)
|x|s dx (4.5)
satisfying
I ′As (vn) → 0, IAs (vn) →
(
1
p
− 1
p∗(s)
)
As. (4.6)
By similar calculation in [16, Lemma 4.4], we obtain
∇vn → ∇v a.e. on Ω,
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∇un → ∇u a.e. on Ω,
by the definition of vn and (4.4). Applying Lemma 2.6 and recalling Ω is bounded, we have
A
N−s
p−s
s = ‖u‖p + |μ|,
A
N−s
p−s
s =
∫
Ω
|u|p∗(s)
|x|s dx + |ν|
and
|ν| pp∗(s) A−1s |μ|,(∫
Ω
|u|p∗(s)
|x|s dx
) p
p∗(s)
A−1s ‖u‖p.
Since (a + b)t < at + bt for a, b > 0, 0 < t < 1, it follows that |ν| and ∫
Ω
|u|p∗(s)
|x|s dx are equal
either to 0 or A
N−s
p−s
s . If this is not the case, we have
A
N−s
p−s −1
s = A−1s
(‖u‖p + |μ|)

(∫
Ω
|u|p∗(s)
|x|s dx
) p
p∗(s) + |ν| pp∗(s)
>
(∫
Ω
|u|p∗(s)
|x|s dx + |ν|
) p
p∗(s)
= A
N−s
p−s −1
s
which is impossible. If
∫
Ω
|u|p∗(s)
|x|s dx = A
N−s
p−s
s . Since un ⇀ u in H 1,p0 (Ω), we know
‖u‖p  lim
n→∞ inf‖un‖
p = A
N−s
p−s
s ,
therefore
‖u‖p
(
∫
Ω
|u|p∗(s)
|x|s )
p
p∗(s)
As,
hence As is attained by u ∈ H 1,p0 (Ω), which is absurd. Thus u = 0 and |ν| = A
N−s
p−s
s = A−1s |μ|,
which means ν and μ must concentrate at a single point y ∈ Ω . Thus
β(un) =
∫
Ω
|∇un|px dx∫
Ω
|∇un|p dx → A
N−s
p−s
s
∫
x dμ = y ∈ Ω, (4.7)
which contradicts to (4.1). 
We say a solution u changes sign n times if the set {x ∈ Ω: u(x) = 0} has n + 1 connected
components. Obviously, if u is a nontrivial solution of problem, then it changes sign an odd
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is given by the result below.
Lemma 4.2. If u is a solution of the problem which changes sign 2k− 1 times, then Iλ(u) kcτλ .
Proof. The proof is quite similar to that of the theorem in [11,18], and so it is omitted here. 
We are now ready to present the proof of our existence result.
Proof of Theorem 1.1. Let un ∈ Mτλ be a minimizing sequence for cτλ . By Ekeland’s variational
principle [22], we may assume that it is a Palais–Smale sequence. In view of Lemma 2.8, we
have that cτλ <
2(p−s)
p(N−s)A
N−s
p−s
s and therefore, by Lemma 3.1, we obtain a minimum u of Iλ on Mτλ .
Now, Lemma 4.2 imply that u (and also −u) is a solution of problem (P 0λ ) which changes sign
exactly once. 
Before presenting the proof of Theorem 1.2, we recall some facts about equivariant
Lusternik–Schnirelmann theory. An involution on a topological space X is a continuous func-
tion τX :X → X such that τ 2X is the identity map of X. A subset A ⊂ X is called τX-invariant
if τX(A) = A. If X and Y are topological spaces equipped with involutions τX and τY , respec-
tively, then an equivariant map is a continuous function f :X → Y such that f ◦ τX = τY ◦ f .
Two equivariant maps f0, f1 :X → Y are equivariantly homotopic if there is a homotopy
Θ :X × [0,1] → Y such that Θ(x,0) = f0(x), Θ(x,1) = f1(x) and Θ(τX, t) = τY ((x, t)),
for all x ∈ X, t ∈ [0,1].
Definition 4.3. (See [7].) The equivariant category of an equivariant map f :X → Y , denoted
by (τX, τY )-cat(f ), is the smallest number k of open τX-invariant subsets X1, . . . ,Xk of X
which cover X and which have the property that, for each i = 1, . . . , k, there is a point yi ∈ Y
and a homotopy Θi :Xi × [0,1] → Y such that Θi(x,0) = f (x), Θi(x,1) ∈ {yi, τY (yi)} and
Θi(τX(x), t) = τY (Θi(x, t)) for every x ∈ Xi , t ∈ [0,1]. If no such covering exists we define
(τX, τY )-cat(f ) = ∞.
If A is a τX-invariant subset of X and ι :A → X is the inclusion map we write τX-catX(A) =
(τX, τX)-cat(ι) and τX-cat(X) = τX-catX(X). The following properties can be verified.
Lemma 4.4. (See [7].)
(i) If f :X → Y and h :Y → Z are equivariant maps, then
(τX, τZ)-cat(h ◦ f ) τY -cat(Y ).
(ii) If f0, f1 :X → Y are equivariantly homotopic, then
(τX, τY )-cat(f0) = (τX, τY )-cat(f1).
As usual, for a given function I :M → R, we set Ib = {z ∈ M: I (z)  b} and denote by
τa :V → V the antipodal involution τa(u) = −u on the vector space V . A τa-invariant subset
of V is usually called a symmetric subset. Equivariant Lusternik–Schnirelmann category pro-
vides a lower bound for the number of pairs {u,−u} of critical points of an even functional,
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Schnirelmann theory.
Proposition 4.5. (See [7].) Let I :M → R be an even C1-functional on a complete symmetric
C1,1-submanifold M ⊂ V \ {0} of some Banach space V . Assume that I is bounded below and
satisfies the Palais–Smale condition (PS)c for all c  b. Then I has at least τa-cat(Ib) pairs
{z,−z} of critical points with I (z) = I (−z) b.
Lemma 4.6. Let λˆ > 0 be given by Lemma 4.1. Then, for any λ ∈ (0, λˆ), we have
τa-cat
(
Mτλ ∩ I 2m(λ)λ
)
 τ -catΩ
(
Ω \Ωτ ).
Proof. Let λ ∈ (0, λˆ) be fixed. We claim that there exist two maps
αλ :Ω
−
r → Mτλ ∩ I 2m(λ)λ
and
γλ :M
τ
λ ∩ I 2m(λ)λ → Ω+r
such that αλ(τy) = −αλ(y), γλ(τu) = −γλ(u), and γλ ◦ αλ is equivariantly homotopic to the
inclusion map Ω−r ↪→ Ω+r . If the claim is true, it follows from Lemma 4.4 and the choice of r
that
τa-cat
(
Mτλ ∩ I 2m(λ)λ
)
 τa-catΩ+r
(
Ω−r
)
 τ -catΩ
(
Ω \Ωτ ).
In order to prove the claim we take vλ ∈ Mλ,Br , a positive radial function such that verifying
Iλ(vλ) = m(λ), and define, for all y ∈ Ω−r ,
αλ(y)(x) = vλ(· − y)− vλ(· − τy).
It is clear that αλ(τy) = −αλ(y). Furthermore, since vλ is radial and τ is an isometry, we have
that αλ(y) ∈ H 1,p0 (Ω)τ . Note that, for every y ∈ Br , we have |y − τy| 2r (if this is not true,
then y = (y+τy)/2 satisfies |y−τy| < r and τy = y, contradicting the definition of Ω−r ). Thus,
we can check that αλ(y) ∈ Mλ and Iλ(αλ(y)) = 2m(λ), and therefore αλ(y) ∈ Mτλ ∩ I 2m(λ). If
u ∈ Mτλ ∩ I 2m(λ), we can use (2.0) to conclude that u+ ∈ Mλ and Iλ(u+) = Iλ(u)/2  m(λ).
Hence, by Lemma 4.1, we conclude that γλ(u) = β(u+) ∈ Ω+r . A simple calculation shows that
γλ(−u) = τγλ(u) and γλ ◦ αλ(y) = y, for every y ∈ Ω−r . The lemma is proved. 
We are now ready to present the proof of Theorem 1.2.
Proof of Theorem 1.2. Since cλ and m(λ) have the same limit as λ → 0+, there exists λ0 > 0
such that
m(λ) < 2cλ, for all 0 < λ< λ0. (4.8)
Let λ ∈ (0, λ∗), λ∗ = min{λˆ, λ0}, be fixed. By Lemma 2.8 we have that 2m(λ) < 2(p−s)p(N−s)A
N−s
p−s
s
and therefore Iλ restricted to Mτλ satisfies (PS)c for any c ∈ [cλ,2m(λ)]. It follows from Proposi-
tion 4.5, Lemma 4.6 and the principle of symmetric criticality that Iλ has at least τ -catΩ(Ω \Ωτ)
pairs ±ui of critical points such that Iλ(±ui) 2m(λ). By using (4.8) and Lemma 2.8, we get
Iλ(±ui) 2m(λ) 4cλ  2cτλ.
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theorem is proved. 
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