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In this age of nanoscience and technology, due to reduction of device sizes, 
the surface of a material or interface of composite plays a crucial role in determining 
its properties. With a myriad of forms, carbon-based materials offer a number of new 
and exciting possibilities for both scientific research and practical applications. In this 
thesis, we investigated diamond surfaces and graphene through a combination of 
theoretical simulation and experimental efforts to provide the best possible 
elucidation.  
The surface chemistry of diamond and graphene, as well as the interfacial 
binding between diamond and graphene, was investigated with a view towards 
understanding how bonding affects the electronic properties of these condensed 
carbon phase. The reconstructed diamond (100) and (111) surfaces are found to be 
reactive templates for chemical functionalization, thus it is possible to assemble 
molecules or functionalities of interest on the diamond surface in a controlled fashion. 
In the case of the diamond (111) surface, this is the first experimental and theoretical 
evidence for such reactions. The possibility of tailor-made surface termination is 
invaluable to the realization of diamond applications in molecular electronics. The 
binding of organic molecules on metallic graphene, a monolayer sheet of carbon, can 
induce a band gap opening. This is important for tuning the electronic properties of 
graphene. 
Cycloaddition of allyl organics on the dimer rows of the clean C(100)-2×1 
diamond surface is confirmed by sticking probability measurements and density 
functional theory (DFT) calculations, whereas cycloaddition of aromatic molecules on 
the Pandey chain of the clean C(111)-2×1 diamond surface is validated by high-




resolution electron-loss spectroscopy (HREELS) and DFT calculations. Chemical 
modification also gives rise to an induced dipolar layer that modifies the electrostatic 
potential outside the surface, thus the functionalized diamond surface exhibited 
negative electron affinity similar to hydrogenated diamond surfaces. The diamond-
graphene interface is an interesting model for building pure carbon-based electronics 
and thus this model is too investigated to understand the structure at the interface.  
We also present a methodology for the growth and characterization of 
epitaxial graphene. The quality of our samples is verified by in situ reflection high-
energy electron diffraction (RHEED), Raman spectroscopy, HREELS and 
electrochemical studies. Finally, we demonstrate a simple method for tuning the band 
gap of graphene: non-covalent functionalization. DFT calculations and nonlinear 
optical properties of functionalized EG provided evidence for the opening of a band 
gap. This effect is due to a breaking of the six-fold symmetry in graphene, brought 
about by the π-π interaction between graphene and aromatic adsorbates. 
 
 
















Calculated Work function (Electron affinity (, change in 
electron affinity ∆(or work function(∆)) relative to C(100)-
2×1 surface, as well as the change in surface dipole moment 
∆pbond (due to bonding) and ∆pa (due to adsorbate). Units for 







Summary of the various deconvoluted HREELS C-H Stretching 







Calculated bond distances and binding energies (Eb) for 
different molecular adsorbates on diamond (111)-21. The 
binding energies of the corresponding adsorbates on Si(100)- 
21 are included as a reference. The variations in the cited 
values are due to a: differences in pseudopotential used, b: 
configuration of phenyl ring with respect to the surface and c: 







Table 4.3 Summary of the important bond distances. C* 
represents Cdiamond(graphene) bonded to Cgraphene(diamond) and C 








Summary of key information from Raman spectroscopy for 





). The positions of the G and 2D peaks in the 







A comparison between the ratios of D peak of G peak in the 















Energy band diagram of boron-doped diamond, 
demonstrating (a) surface with negative electron affinity and 







Top: Schematic picture of H-terminated diamond in contact 
with a water layer formed in air. Bottom: Evolution of band 
bending during the electron transfer process at the interface 
between diamond and the water layer. Reproduced with 







The reconstructed C(100) surface. The surface C atoms are 
represented by dark blue (dark grey) spheres and H atoms are 








The Pandey-chain reconstructed C(111) surface (a) top view; 




 layer and sub-
surface are represented by large red (dark grey), large blue 







A single layer of graphene is the ‘mother’ of all graphitic 
forms. Graphene can be wrapped up to form buckyballs, 
rolled into nanotubes or stacked up to form graphite. 







Geometrical arrangement of the doser (source) and sample 
(target). Presumptions: Both source and target surfaces are 
circular. The faces of the source and target are parallel to each 
other and the centres of the faces are aligned along the 







Fraction of total flux from a source (f) intercepted by a target 
as a function of acceptance angle (θmax). Reproduced with 


















 (a) Dipole scattering and impact scattering mechanism in 
HREELS; (b) Selection rules in dipole scattering, favouring 






































A schematic illustration of the all-electron (solid line) and 







An example of a slab model used for modelling surface. The 
surface shown here is the reconstructed diamond(111)-2×1 






















Kinetic uptake profiles (top) and corresponding sticking 
probability (bottom) for (a) 1,3-butadiene and (b) acetylene 







Kinetic uptake profile for 1,3-butadiene on hydrogenated 
diamond surface. The absence of a drop in the signal at P1 
indicated that the molecule did not react with the surface, i.e. 



















(a) Optimized structure of 1,3-Butadiene on C(100)-2×1 
surface at 25% coverage. (b) The 4×2 unit cell of clean  
C(100)-2×1 surface. Examples of adjacent dimers are 1 and 2 
or 1 and 3. Diagonally facing dimers are 1 and 4 or 2 and 3. 
(c) Optimized structure of 1,3-Butadiene on C-2×1 surface at 
50% coverage. From the bottom left, the top view, front view, 
and side view are shown respectively. The C and H atoms of 
the adsorbates are represented by large, red (dark grey) 
spheres and small, yellow (white) spheres respectively. The C 
atoms of the surface dimers and sub-surface are represented 







Optimized structures of Acetylene and Ethylene on C-2×1 
surface at 50% and 100% coverage. The C and H atoms of the 
adsorbates are represented by large, red (dark grey) spheres 
and small, yellow (white) spheres respectively. The C atoms 
of the surface dimers and sub-surface are represented by 







(a) Planar charge redistribution of Acetylene (top) and 
Ethylene (bottom) adsorption at 100% coverages. (b) Linear 
charge of the respective surfaces at 50% and 100% coverages. 








HREELS spectra of (a) as-received diamond (111) surface, 
and after annealing to (b) 200 
o
C and (c) 1100 
o
C. The scale 
on the y-axis is linear. Each spectrum is normalized with 
respect to the intensity of the elastic peak. Reproduced with 







HREELS spectra of (a) bare diamond (111); after dosing of 
(b) 10 L; (c) 100 L; (d) 1000 L and (e) 5000 L of toluene on 





C; (h) 200 
o
C; (i) 300 
o
C; and (j) 400 
o
C. (1 Langmuir 
(L) = 1  10-6 torr.s) The scale on the y-axis is linear. Each 
spectrum is normalized with respect to the intensity of the 












HREELS spectra of (a) bare diamond (111); after dosing (b) 
1000 L and (c) 10000 L of styrene on the surface; and after 
subsequent annealing to (d) 100 
o
C; (e) 200 
o





C; and (h) 1000 
o
C. (1 L = 1  10-6 torr.s) The scale on 
the y-axis is linear. Each spectrum is normalized with respect 
to the intensity of the elastic peak. Reproduced with 







HREELS spectra of (a) bare diamond (111); after dosing of 
(b) 100L; (c) 1000L and (d) 10000L of phenyl acetylene on 





C; (g) 300 
o
C; (h) 400 
o
C; and (i) 500 
o
C. (1 L = 1  10-6 
torr.s) The scale on the y-axis is linear. Each spectrum is 
normalized with respect to the intensity of the elastic peak. 







HREELS spectra of the C-H stretching mode collected on (a) 
Hydrogenated diamond (111); and after dosing of (b) toluene; 
(c) styrene; (d) phenyl acetylene on bare C(111) at room 
temperature till saturation; (e) HREELS spectra of 100 L of 
phenyl acetylene dosed at -173 
o
C (Original Intensity × 2). 







(a) Top view and (b) Side view of the Pandey chains in clean 
C(111)-2×1 surface. The dotted lines indicate the size of the 









(a) Side view and (b) Top view of the optimized structure of 







Optimized structures of [4+2] cycloaddition of (a) benzene, 
(b) toluene and (c) styrene and [2+2] cycloaddition of (d) 







A benzene molecule approaching (a) two C atoms along the 
C(111) Pandey chain, C and C (b)one dimer on Si(100) 











Figure 4.10 Optimized geometry of graphene on the C(111)-
2×1 Pandey chain surface. Only the top two layers of the 
diamond surface are represented by spheres for clarity. The 
carbon atoms of graphene are represented by small, light 
yellow (light grey) spheres. The carbon atoms of diamond in 
the 1
st
 layer and 2
nd
 layer are represented by large pink (dark 
grey) and blue (grey) spheres respectively. (a) Top view. (b) 
Side view. (c) Similar to (a), except that the C*graphene atoms 
are represented by small, black spheres and Cgraphene atoms are 
represented by small, light yellow (light grey) spheres for 
clarity. (d) Similar to (b), except that six carbon atoms in 
graphene are represented by small, black spheres to illustrate 














Different stages of in the growth of epitaxial graphene on 
SiC-4H(0001) face. (a) As-received SiC crystal; (b) after 















Raman Spectra of epitaxial graphene (EG) of varying 
thickness. The spectra are normalized to the intensity of the 
SiC peak at 1520 cm
-1
. The inset is a Lorentz fit of the 2D for 







HREELS Spectra of an EG sample of thickness 1-2 layers as 
confirmed by Raman spectroscopy.  (a) Total scan range, 
showing the zero loss peak; (b) Low energy region, showing 
the first F-K phonon of SiC and the loss continuum of 
graphene; (c) The π Plasmon peak after background 









for three EG samples with 












Cyclic voltammograms for three EG samples with different 
ID/IG ratios showing the redox peaks of the Fe(CN)6
3-/4-
 







XPS spectra of EG after functionalization with nitro-phenyl. 
(a) Low resolution survey spectrum, (b) C1s core level 







Measured transmittivity transients for a/an (a) as-prepared EG 
sample, (b) EG grafted with nitro-phenyl groups, (c) EG 
coated with TPA and (d) EG coated with NaNH2. The light 
solid markers are experimental data and the dark solid lines 
without markers are analytical fits using exponentials with 







Optimized structure of NaNH2 adsorbed on a single sheet of 
graphene from (a) the side view and (b) the top view. The 
carbon atoms of graphene are represented by small, light grey 
spheres while the carbon atoms of the adsorbate are 
represented by large, black spheres. The nitrogen and 
hydrogen atoms are represented by large blue (grey) and 







Electronic band structures of the (a) NaNH2-graphene system 
and (b) pristine graphene. The vertical dash lines indicate 
high symmetry points. (c) and (d) The electronic band 
structure of the NaNH2-graphene system and pristine 
graphene respectively, with a focus at the Dirac point. The 









 differential charge density isosurface. The 
carbon, hydrogen and nitrogen atoms are represented by grey, 
white and blue spheres respectively. The electron 
accumulation and depletion region are represented by the blue 
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Carbon is one of the most important elements ever known to man. Carbon is 
found everywhere, in the food we eat, the clothes we wear, the fuels which gives us 
electricity, and in fact, carbon takes up about 18% by weight in the human body. The 
two bulk forms of carbon, diamond and graphite, are well-known to everyone since 
ancient times whereas other cousins, fullerenes, nanotubes and graphene are 
discovered only in the last century. Despite the existence of various carbon-based 
materials, it is another member in Group IV of the periodic table, silicon, which has 
dominated, and is still dominating the electronics industry. Considering that carbon 
nanotubes, graphene and diamond all demonstrated high carrier mobilities, there is no 
apparent reason why carbon cannot be used in electronics devices.
1
 In fact, the 
prospect of carbon-based electronics has been discussed for more than a decade.
2
  
Fundamentally, carbon is a more versatile element than silicon, with the 
ability to form single, double and triple bonds to itself. The covalent bonding in 
carbon is also stronger than that in silicon. In addition, carbon-based materials offer 
superior physical and chemical properties. For instance, diamond is the hardest 
material known, is extremely resilient against chemical attacks and has the highest 
thermal conductivity.
3
 The only barrier to utilizing carbon-based electronics 
traditionally is the inability to produce high quality material on a commercial scale. 
This challenge can however be overcome with advances in technology. For example, 
controlled growth of diamond is now possible with chemical vapour deposition 
(CVD), and the quality of samples grown from CVD is far superior to natural 
diamond.
2
 In this thesis, we will explore two forms of carbon – diamond and 




graphene. As we will discuss in the following sections, while the surface structure and 
properties of diamond and graphene (graphite) had been thoroughly studied, there is a 
lack of understanding on how these are affected by interaction with their environment, 
whether covalent bonding or non-covalent interactions. This is the basis of our 
motivation. By employing a combination of experimental and theoretical approaches, 
we seek to elucidate the less well-known properties of diamond and graphene, so as to 
provide a platform for developing future novel applications.  
  
 
1.1  Diamond  
‘A diamond is a chunk of coal that is made good under pressure’ 
- Henry Kissinger (American political scientist) 
 
  Ever since its discovery thousands of years ago, diamond has been highly 
regarded as a prized gemstone. The word „diamond‟ is derived from the Greek word 
adámas, which means „unbreakable‟ or „unalterable‟ Being the hardest material in the 
world, the industrial applications of this material has historically been associated with 
its mechanical properties. Little was known about other properties of this material, 
due to high cost and rarity of available research samples. The immense potential of 
diamond is only unveiled in recent decades, after breakthrough in CVD technology 
brought about thriving research activities.
4
 Today, we know that apart from excellent 
mechanical strength and chemical inertness, diamond possesses other outstanding 
properties such as high thermal conductivity, high carrier mobilities and a large 
chemical potential window. While these bulk properties have been exploited in 
various applications such as heat sinks for high-power lasers and transistors and 




corrosion-resistant electrodes, some of the remarkable properties of diamond are 
surface-related. With this in mind, we seek new understanding of diamond surfaces, 
as well as to explore novel applications. 
 
1.1.1  Surface properties of hydrogen-terminated diamond surfaces 
 
Diamond is a large band-gap semiconductor; the conduction band minimum of 
diamond is close to the vacuum level and many unique properties of diamond are a 
manifestation of this aspect. H-terminated diamond surfaces possess two interesting 
properties: a negative electron affinity which renders it an efficient material for field 
emission,
5, 6





1.1.1.1  Negative electron affinity 
 
The electron affinity (χ) of a material is defined as the energy difference 
between the conduction band minimum (CBM) and the vacuum level (EVac). Most 
materials, for example metals, displayed positive electron affinity (PEA) and therefore 
the magnitude of χ is an indication of how readily the material accepts an electron. χ 
also represents the energy barrier for an electron to exit from the conduction band into 
vacuum. H-terminated diamond surfaces, on the other hand, have negative electron 
affinity (NEA), that is, EVac falls below CBM. The energy diagram of diamond is 
depicted in Figure 1.1. When electrons are excited from the valance band to the 
conduction band, these electrons can thermalize to the vacuum level and thereafter be 
emitted from the material without a barrier. Materials with NEA can therefore be used 




in devices like photo-cathodes, secondary electron emitters, and cold cathode photo-
emitters.  
5.5 eV 5.5 eV
χ < 0
χ > 0










Figure 1.1 Energy band diagram of boron-doped diamond, demonstrating (a) surface 
with negative electron affinity and (b) surface with negative electron affinity. 
 
NEA on (111) was first observed by Himpsel et al. in 1979 by photoemission 
experiments.
8
 NEA on the (100) surface was later shown by van der Wiede et al. by 
both photoemission spectroscopy and ab initio calculations.
9
 Subsequently, several 
groups verified the existence of NEA on H-terminated diamond surfaces.
10
 
Nevertheless, the origin of this effect remains to be debated.
 
The C-H bonds on the 
surface are polarized as hydrogen has a lower electronegativity than carbon. It is 
believed that the H-terminated diamond surfaces exhibit NEA due to the polarized 
bonds, as demonstrated in a study by Cui and co-workers, in which the changes in 
work function of a C(111) crystal was measured as a function of hydrogen coverage.
11
 
Maier et. al. further substantiated the claim by considering both hydrogen and oxygen 
termination on the diamond surface in work function and photoemission 
experiments.
12
 Oxygen is more electronegative than carbon and the effect of O-
termination is expected to be opposite to that of H-termination. Indeed, the electron 
affinity of the fully hydrogenated surface was determined to be – 1.3 eV while that of 
the oxidized surface was + 1.7 eV. 
 
However, through density functional (DFT) 
calculations, Kim et. al. argued that although the C-H bond is polar, it is the overall 




charge transfer across the surface and not across individual bonds that determines the 
surface electron affinity and work function.
13
 The actual reduction in work function 
upon hydrogenation is brought about by the conversion of loosely-bound π-electrons 
to the more tightly-bound α-electrons. In the 3rd chapter of this thesis, we will discuss 
this effect in detail, as well as investigate surface modification of diamond surfaces by 
chemisorption of hydrocarbons and how this reaction can lead to reduction of the 
work function and NEA.  
 
1.1.1.2 Surface conductivity  
 
Landstrass and Ravi showed in 1989 that diamond, despite being a large band-
gap semiconductor, can have surprisingly high conductivities.
14
 The work sparked off 
much interest and debate on the origin of this conductivity. Another interesting 
observation made from electrochemical studies is that intrinsic diamond remains 
insulating in vacuum, but its surface conductivity increases significantly when 
exposed to atmosphere.
15
 Maier et al. suggested that a thin water layer that forms on 
the diamond surface when it is exposed to atmosphere is responsible for the p-type 
surface conductivity. The water layer acts as a surface acceptor; electrons from 
diamond enter this layer and react with H3O
+
 to produce H2, producing a hole 
accumulation layer on the diamond surface. The proposed model is shown in Figure 
1.2. Nevertheless, controversy remains as it was not clear how the water layer forms 
on the hydrophobic hydrogenated diamond surface.  





Figure 1.2 Top: Schematic picture of H-terminated diamond in contact with a water 
layer formed in air. Bottom: Evolution of band bending during the electron transfer 
process at the interface between diamond and the water layer. Reproduced with 
permission from Ref (15). 
 
Chakrapani and co-workers argued that an OH
-
/O2 redox couple is responsible 





proposed reaction, which consumes electrons, O2 and H3O
+
, were verified by 
monitoring changes in pH and oxygen concentration in the electrolyte. Contact angle 
measurements also demonstrated that the diamond surface becomes less hydrophobic 
due to electron transfer from the diamond to the solution. However, Zhang et al. later 
presented direct proof for the redox activity of the diamond surface by measuring the 
pH-dependent open circuit potentials and quasistatic polarization curves for H-
terminated and partially oxidized diamond electrodes.
17
 They found a mixed open 
circuit voltage and demonstrated that the p-type surface conductivity of diamond is 
due to both the OH
-
/O2 redox couple and the H3O
+
/H2 couple. Regardless the redox 
couple, the surface conductivity of diamond remains a unique characteristic.
 
By 




adjusting the surface termination from hydrogen to oxygen, the energy levels of 
diamond can be tune to accommodate different redox molecular levels, and therefore 
is an attractive platform for various molecular assemblies. 
 
1.1.2 Surface functionalization 
 
In order to fully exploit diamond in various applications, functionalization of 
„unalterable‟ diamond surface is of utmost importance. Over the years, many 
strategies were developed to impart functionalities on diamond surfaces and most 
purported methods involve wet chemistry. The chemical, photochemical and 
electrochemical methods have been reviewed by Szunerits and Boukherroub 
recently.
18
 One common method is the use of diazonium salts for chemical or 
electrochemical functionalization. The popularity of this technique lies in its 
simplicity. Functional groups can be introduced by simply immersing a substrate into 
a solution of diazonium salt, regardless of the substrate used.
19
 Aryldiazonium salts 




Another widely-used method, UV photochemical grafting, was first introduced 
by Strother et al. 
21
 The process involves the use of a sub-band gap light to excite 
electrons from the diamond into the LUMO of a molecule containing a vinyl (C=C) 
group, an alkene, in liquid phase, creating anionic radicals.
22
 These alkene radicals 
attack the diamond surface by extracting H atoms, creating a surface dangling bond, 
which then reacts with other alkene moieties. The reaction proceeds like radical 
polymerization. This method is versatile as different functional groups can be grafted 
on the surface by changing the alkene molecules used and the functionalities 











 Moreover, active areas on a diamond sample can be defined 




The above mentioned functionalization methods are focused on the H-
terminated surface. In comparison, the properties and reactivity of the clean diamond 
surface have received less attention because it requires careful preparation in ultra 
high vacuum (UHV) conditions. In this thesis, we focus on the clean reconstructed 
surfaces with arrays of conjugated bonds which are unique to each surface. These 
unsaturated bonds on the surface are treated as condensed analogues of unsaturated 
small molecules. By utilizing them, we investigate the functionalization of diamond 
surfaces via a well-known organic reaction: cycloaddition. 
 
1.1.3  C(100) and C(111) surface 
 
We first examine the two surfaces considered in this thesis, the C(100) and 
C(111) surfaces. These two surfaces are the most important technologically as they 
are most prevalent facets of polycrystalline diamond.
27
 Moreover, atomically smooth 




1.1.3.1 The reconstructed C(100)-(2×1) surface 
 
The (100) surface is of great interest among the three low-index surfaces as 
CVD-grown diamond films in the (100) direction tend to have a lower concentration 














 The fully hydrogen-passivated C(100) surface contains two hydrogen atoms per 
carbon atom, which leads to lower stability due to repulsion between the hydrogen 
atoms. Upon annealing to 1000 °C in UHV, the surface undergoes a (2×1) 
reconstruction with desorption of hydrogen.
35,36
 Extensive theoretical studies have 
been performed on the clean C(100)-(2×1) and hydrogen-terminated surfaces, with 




 to ab initio molecular orbital
39
 
and ab initio DFT studies.
40, 41
 These studies provide an understanding of the surface, 
which is critical to its functionalization. 
(a) Side view of C(100)-2×1 (b) Side view of H:C(100)-2×1
(c) Top view of C(100)-2×1 (d) Top view of H:C(100)-2×1
 
Figure 1.3 The reconstructed C(100) surface. The surface C atoms are represented by 
dark blue (dark grey) spheres and H atoms are represented by small white spheres. 
The sub-surface C atoms are grey. 
 
There exists two types of reconstructed C(100)-(2×1)  surface: the clean 
surface made up of parallel rows of C-C surface dimers, and the monohydrogenated 
H:C(100)-(2×1) surface with each carbon atom bonded to one hydrogen atom. (Figure 
1.3) The surface dimers on the C(100) surface are unique to diamond; they are 
symmetric, unlike the asymmetric dimers on Si(100) and Ge(100). The C-C bond 




length of the dimer is 1.37 - 1.38 Å, almost equal to the C=C double bond in the 
ethylene molecule.
38,40,41
 This observation appears to suggest that the dimers are 
similar to ethylene, but we digress. 
 
1.1.3.2 Cycloaddition on the C(100)-(2×1) surface – a condensed-phase template 
 
Cycloaddition reactions between small organic molecules and surface dimers 
have been extensively studied on the other Group IV surfaces, especially the Si(100) 
surface. Pericyclic reactions were also discussed in a review by Filler and Bent, in 
which various strategies developed to exploit the reactivity of the Si(100) and 
Ge(100) dimers were summarized.
42
 
Similar to the Si(100) and Ge(100) surfaces, the dimers on the clean C(100) 
surface undergo cycloaddition reactions with simple organic molecules; the most 
well-studied being 1, 3-butadiene. Interestingly, following chemisorption of 1, 3 -
butadiene to the dimers, the surface adducts formed can be directly compared to their 
free molecular analogues, i.e. cyclohexene.
43
 Houssin et al. exposed the clean C(100)-
(2×1) surface to 1,3-butadiene, acetylene, ethylene and benzene and could only detect 
the adsorption of 1,3-butadiene by EELS.
44
 The result seem to suggest that the 
importance of orbital symmetry in the reaction. The [4+2] cycloaddition is symmetry 
allowed according to the Woodward-Hoffman rules, while the [2+2] cycloaddition is, 
in contrast, symmetry forbidden.
45
 Nevertheless, several studies later showed that the 
[2+2] cycloaddition can proceed on the C(100) surfaces,
46,47
 due to the non-planar 
nature of π-bonding in the surface dimers arising from bonding with the bulk crystal.48  
Any chemist will be tempted to compare the C-C surface dimers with their 
molecular analogues, i.e. alkenes. The symmetric C-C surface dimers are sometimes 




described to have biradicaloid character, such that the cycloaddition can take place 
through a biradical intermediate.
49 , 50
 The [2+2] cycloaddition in simple alkenes 
require high temperature and pressure to overcome the high activation barrier, while 
the [2+2] reaction between the C(100)-(2×1)  surface  and alkenes can proceed at 
room temperature.
43,44
 Theoretical studies also demonstrated that the surface dimers 




  This is attributed to a lower bond 
energy in C-C dimers (44-82 kJ/mol)
53




The dimers on the C(100) surface also have distinctly different reactivities as 
those on Si(100) and Ge(100). The reaction probability of cyclopentene was found to 
be much lower on C(100) as the Si-Si and Ge-Ge dimers are tilted out of the surface 
plane to allow electron transfer from the “down” atom to the “up” atom, such that the 
reaction can proceed through a low symmetry intermediate.
46
 To understand the 
difference in nature of C-C dimers and Si-Si dimers, Schwartz and co-workers 
compared the adsorption of acrylonitrile on C(100) and Si(100) surfaces.
47
 For the 
C(100) surface, acrylonitrile reacts mainly through the non-polar C=C, while on the 
Si(100) surface, the reaction takes place predominantly through polar C≡N. In view 
that the C≡N group remains intact on the C(100) surface, a variety of functionalities 
may be introduced in a similar fashion by selecting different bi-functional molecules. 
Our group further illustrated the versatility of such reactions by introducing hydroxyl, 
carboxylic acid and chlorine functionalities onto the C(100) surface.
55
 Another 
important point to note is that being addition reactions, there is neither bond cleavage 
nor production of by-products.
56
 The reaction also only occurs on clean diamond 
surfaces and not hydrogenated surfaces, which are in this case, chemically inert. 
Therefore the dimer rows afford a convenient molecular template for controlled 




functionalization of diamond at room temperature. Direct experimental evidence for 
the feasibility of such reactions will also be provided in Chapter 3. 
 
1.1.3.3 The reconstructed C(111)-(2×1) surface 
 
The C(111) surface is the natural cleavage plane of diamond. In order to gain a 
deeper understanding on the surface, most previous studies on C(111) focus on the 
clean or hydrogenated surface. Various experimental results were summarized in a 
review by Pate.
57
 The hydrogen-passivated C(111) surface contains one H atom per 
surface C atom.
58
 Upon annealing to 1000 °C in vacuum, the surface reconstructs with 
desorption of hydrogen.
59
 The clean C(111) surface forms a intriguing and 
complicated reconstruction which was a subject of much debate in the earlier years.
60
 
Eventually, the chain-structure proposed by Pandey is the widely-accepted one.
61
 As 
depicted in Figure 1.4(a), the Pandey-chain reconstructed surface resembles the 
C(110) surface. The carbon atoms on the two outer-most layers form zigzag chains 
that run in parallel across the surface. The carbon atoms on the outer-most layer are 
only threefold coordinated and form a π network along the chain, with no buckling or 
dimerization of the atoms.
62,63
 The length of C-C bonds along the Pandey chain is 
around 1.43 Å, very close to the C-C bond length in graphite. (1.42 Å)  
The clean C(111) surface was predicted to be semi-metallic from several 
theoretical studies, due to the presence of surface states which overlap near the M 
point.
62
 However, experimental work reported a significant band gap of about 1.0 
eV.
64
 The discrepancy puzzles many scientists and is only recently resolved by 
Marsili and co-workers.
65
 The authors found that the band gap observed 




experimentally may be reproduced by calculating the DFT-based band structure 
within the many-body Green‟s function approach, using a self-consistent scheme. 
(b)
C atoms of 1st layer 
C atoms of 2nd layer 
C atoms of sub-layer 
(a)
 
Figure 1.4 The Pandey-chain reconstructed C(111) surface (a) top view; (b) side view. 




 layer and sub-surface are represented by large red 
(dark grey), large blue (grey) and small grey spheres respectively. 
 
 
1.1.3.4 Reactions on the C(111)-(2×1) surface – a lack of understanding 
The reconstructed C(111)-(2×1) surface is unique as it is unlike any other 
(111) surface in Group IV. The Pandey chain is a quasi one-dimensional structure on 
the surface, and assembling conjugated molecules on this chain would be of much 
interest to electronics application. Despite this, studies on the surface modification of 
C(111) are scarce. Among the existing reports, most are concerned with the growth 
mechanism of diamond films and thus consider small radicals or molecules such as H, 
CH3, CH2, C2H and C2H2.
66
 Later, Yang et al. found that following the self-assembly 
of C-2 biradical, van der Waals Epitaxy of graphite can proceed on the C(111)-(2 x 1) 
template.
67
 Also, C2H2 adsorbing on top of the Pandey chain can polymerize to form 
polyethylene which follows the zigzag course of the chain. This study demonstrates 
the feasibility of using the Pandey chain as a template for assembly of functionalities 
on the C(111) surface. This setting is the motivation for our work in Chapter 4. 
Considering the parallel rows of unsaturated bonds on the C(111) surface, it is 
instructive to study the possibility of similar cycloaddition involving the π-like bonds 




forming the Pandey chain. Moreover, while numerous studies have been performed 
on the C(100) and Si(100) surface, such reactions on the C(111) surface has not been 
considered before.  
Unlike the (100) surfaces, it is not appropriate to compare the C(111) surface 
to the Si(111) surface as the latter undergoes a complicated 7×7 reconstruction which 
is also unique. We therefore look to the Si(100) surface for examples of 
chemisorption of aromatic hydrocarbons. Cycloaddition reactions of aromatic 
molecules has been studied extensively on the Si(100) surface.
68
 The chemisorption of 
benzene involves either a [2+2] or [4+2] cycloaddition through which the aromaticity 
of the benzene ring is destroyed.
69 
The [2+2] reaction forms an intermediate adduct, 
leading eventually to a tetra-σ-bonded bridge structure.70,71 In the case of the [4+2] 
cycloaddition, two of the C=C bonds in benzene act as a diene to form two -bonds 
with one Si surface dimer, forming a butterfly structure on the surface
70,72
 Another 
aromatic molecule which received much attention is styrene, due to the presence of an 
external vinyl group. Schwartz et al. first noted that this vinyl group is more reactive 
towards the dimers of Si(100) than the aromatic ring, which is not surprising since the 
aromatic ring offers additional stability to the intermediate π complex. 73  Several 
groups also discussed the possibility of a self-direct growth process initiated by 
extraction of an H atom on the hydrogen saturated surface.
74
 This process may be 
used to assemble a continuous line of styrene molecules on the Si surface, and is thus 
attractive for applications in molecular electronics.  
Nonetheless, we will only consider addition reactions in this thesis; this is 
because such reactions does not involve bond cleavage and thus will not produce by-
products.
75
 Moreover, the reaction only occurs on clean diamond surfaces and not 




hydrogenated surfaces, which are in this case, chemically inert. Therefore the 
unsaturated bonds on diamond afford a convenient molecular template for controlled 
functionalization of diamond at room temperature. 
 
1.2  Graphene – the new yet old material 
 
Until the last few decades, lower dimensional forms of carbon are unheard of. 
Among these new classes of carbon-based materials, the first to be discovered is the 
zero-dimensional buckminsterfullerene, a carbon cluster of 60 carbon atoms which 
forms a spherical cage looking like a soccer ball.
76
 Since its discovery in 1985, C60 
and other fullerenes were found to be natural-occurring, eg: in candle soot, initiating 
excitement in low dimensional forms of carbon among the research community. 
Later, the one-dimensional carbon nanotubes are discovered in 1991 by Iijima.
77
 
Nanotubes are, as described by its name, nano-sized cylinders formed by rolling up a 
single sheet of graphite (known as graphene). A single-walled nanotube is formed by 
rolling graphene into a seamless cylinder, while multi-walled nanotubes consist of 
multiple layers of graphite rolled in a concentric manner. The last form of carbon that 




As mentioned above, graphene is a single sheet of sp
2
 hybridized carbon 
atoms bonded in a honeycomb lattice, or more simply put, one layer of graphite. In 
retrospect, graphene can be viewed as the basic building block of all graphitic forms 
of carbon. Buckyballs, nanotubes and graphite all originate from graphene, as 
depicted in Figure 1.5.
79
 Interestingly, although graphene has been discussed for many 




years by theoreticians prior to its discovery, it was presumed to be unstable and thus 
unable to exist in the free state naturally.
80,81 
 
Figure 1.5 A single layer of graphene is the „mother‟ of all graphitic forms. Graphene 
can be wrapped up to form buckyballs, rolled into nanotubes or stacked up to form 
graphite. Reproduced with permission from Ref (79). 
 
1.2.1 Intriguing properties of graphene 
 
Discovery of the two-dimensional carbon leads to increased scientific interest 
in this material, and the attention on graphene amplified as its remarkable properties 
are revealed. Initial studies focused on the electronic and transport properties. Firstly, 
early tight-binding calculations by Wallace, as well as Slonczewski and Weiss show 
that graphene has a unique electronic structure distinct from that of graphite.
 82,83
 
Within the same approach, Partoens and Peeters re-visited this topic recently and 
found small but significant changes in the electronic structure with increasing number 






 The band structure of monolayer graphene shows a linear 
dispersion of the π and π* bands near the K-point of the Brillouin zone, while that of 
two of more layers shows a parabolic spectrum. In addition, monolayer graphene has 
zero band gap, bilayer graphene has a very small band gap of 0.16 meV, while three 
or more layers are clearly semi-metallic. Hence the influence of van der Waals‟ 
interaction in the electronic structure of graphene cannot be underestimated. 
Secondly, due to the unique band structure and hexagonal lattice symmetry, charge 
carriers in graphene propagate through the lattice with a much decreased effective 
mass, and are described by the Dirac equation instead of the Schrödinger equation. 
Therefore the charge carriers in graphene are called massless Dirac fermions. This 
finding has provided an opportunity for physicists to study relativistic effects without 
the need for bulky and costly equipment.  
The mechanical and physical properties are just as fascinating. The Young‟s 
modulus is reported to be around 1100 GPa while the fracture strength is 125 GPa.
85
 
Owning to strong covalent bonding with the lattice, graphene also has high thermal 
conductivity of about 5000 W/m.K.
86
 Also, graphene has a negative thermal 
expansion coefficient at all values of T, meaning, it contracts with increasing 
temperature (T).
87
 This phenomenon is unlike any other material and is due to 
membrane phonons dominating in the two-dimensional lattice. The specific surface 
area of graphene is calculated to be 2630 m
2
/g, suggesting that this new material may 








1.2.2 Preparation Methods 
1.2.2.1 Mechanical Exfoliation 
 
Graphene is first isolated successfully by repeating cleaving the layers of 
graphite using sticky tape.
78
 The mixture of carbon materials is then transferred onto a 
silicon oxide substrate, on which graphene sheets can be distinguished from graphitic 
flakes with optical microscopy. Despite the seemingly crude method, the graphene 
sheets produced are of high quality and, although only one-atom thick, stable in 
ambient conditions. Transport experiments also showed that the charge carriers in 




/V.s) and long mean few paths (μm). 78, 89,90 In 
spite of the high quality of mechanically exfoliated graphene, the size of the graphene 
sheets obtained is typically in the microns-range and the amount produced is only 
sufficient for research use. There is therefore an imperative drive towards research in 
other strategies suitable for large-scale production. 
 
1.2.2.2 Solution Processing 
 
Among the strategies pursued, solution processing methods appeal most to 
chemists. They are also convenient as we can tap on the lessons learnt from previous 
studies on dispersing carbon nanotubes. An extensive description of these methods is 
given in a review by Park and Ruoff.
91
 Reduction of graphite oxide is one of the first 





 although its structure remains a controversy for many years.
93
 It 
was generally accepted that each sheet of graphite oxide consists of islands of 
aromatic islands of variable size, which are separated by regions of aliphatic six-




membered rings containing hydroxyl, epoxide, carboxylic groups and double bonds. 
Graphite oxide is usually prepared by the oxidation of graphite via one of the three 






 Graphite oxide can be 
readily exfoliated as individual graphene oxide sheets by ultrasonication, after which 
the exfoliated sheets can then be reduced to graphene through chemical reduction by a 
variety of methods, such as hydrazine, or sodium borohydride and sulfuric acid 
treatment, followed by thermal annealing.
97, 98
 
Colloidal suspensions of graphene can also be obtained by the use of solvents 
or graphite intercalation compounds which will exfoliate the layers of graphite after 
sonication. In order to disperse the graphene sheets, the choice of solvents and 
intercalation compounds is important. For example, Vallés et al. used a potassium salt 
containing alkyl chains and obtained stable colloidal suspensions containing sheets 
which are 0.35 – 0.40 nm thick.99 Apart from sonication, electrochemical treatment 
can also be employed. Graphite rods were used as cathode and anode in a solution of 
water and imidazolium-based ionic liquid. After applying a potential of 10 – 20 V, the 





1.2.2.3 Unzipping Carbon Nanotubes 
 
Recently, graphene nanoribbons were successfully produced by „unzipping‟ 
carbon nanotubes (CNTs). Tour and co-workers uses a similar method as that of 
graphite oxide. First, an undefined point along the nanotubes is oxidized, thus creating 
a defect which makes adjacent C=C bonds more susceptible to oxidation. Sequential 
cleavage unzips the CNTs to form oxidized graphene nanoribbons. The nanoribbons 




are then reduced with hydrazine and annealed to form are metallic conductors.
101
 
Another method reported by Dai and co-workers uses plasma-etching to unzip 
CNTs.
102
 Using a polymer mask, the exposed part of the CNT side-wall is etched by 
argon plasma.  
Despite the success in the above-mentioned methods, many issues remain to 
be tackled. For example, the presence of impurities arising from functionalities has a 
significant effect in the transport properties of graphene, as can be seen by the 
reduction in the electrical conductivity by several orders of magnitude.
103
 Moreover, 
to fulfill graphene-based electronics, interconnected structures need to be patterned on 
wafer-sized substrates; this remains a challenge for graphene in colloidal forms. One 
possible solution is to grow graphene directly on suitable substrates. 
 
1.2.2.4 Growth on Metal Substrates 
 
A number of metal substrates have been employed for the growth of wafer-
sized graphene. The growth mechanism also differs. Some groups obtained graphene 
layers by controlled segregation from the bulk of the substrate, for example: 
Ru(0001), in UHV,
104, 105
 while others performed thermal decomposition of ethylene 
on the substrate. The latter method has been shown to be successful on Ir(111), 
Ru(0001), Ni(111) and Pt(111) substrates.
106 , 107
 In particular graphene grown on 
Ir(111) appears to have high structural quality. Angle-resolved photoelectron 
spectroscopy shows that the grown graphene clearly displays a Dirac cone
 
with the 
Dirac point shifted only slightly above the Fermi
 
level, and is thus comparable to 
pristine graphene.  




Another method is to use metal as a catalyst in CVD. It has been known for 
decades that CVD of hydrocarbons on transition metal or metal-carbide surfaces can 
produce thin graphitic materials; the only challenge is to control the growth conditions 
such that very thin layers are obtained. To overcome this, Kim et al. and Reina et al. 
evaporated thin nickel films on Si/SiO2 substrates.
108,109
 Through this method, few-
layer graphene exceeding 1 cm
2
 have been synthesized. These sheets can be 
transferred to nonspecific substrate, and patterned with standard lithography or by 
pre-patterning the underlying Ni film, thus demonstrating viability for various 
electronic applications. Recently, Li et al. demonstrated an improvement of this 
technique via the use of copper foils.
110
 The growth of graphene was found to 
terminate automatically after a single layer, and thus the films obtained are 
predominantly monolayer graphene (> 95%).  
 
1.2.2.5 Epitaxial Graphene 
 
Another suitable substrate is silicon carbide (SiC). Growth on SiC is attractive 
since SiC, being a large band gap semiconductor, naturally provides an insulating 
substrate. Following the work by van Brommel et al.,
111
 it is well-known that thermal 
treatment of SiC will result in the formation of graphite layers on the surface.
112,113
 
However, it was the work of Berger et al. in 2004 that spark off research interest in 
thin graphite layers grown on SiC, later known as epitaxial graphene (EG).
114
 It was 
shown that EG can be patterned with conventional lithographic techniques, and 
transport measurements demonstrated its remarkable two-dimensional behaviour. 
Later, the same group went on to prove that the transport properties are due to carrier 
confinement and coherence.
115
 However, to date, most transport measurements were 




carried out on multilayer graphene grown on the carbon face of SiC, the SiC(0001) 
face.  
A distinction between the two faces of SiC must be made. The growth of EG 
on the C-face does not self-limit and the films obtained are therefore thicker, usually 
more than five layers.
116
 The first layer of graphene sits 1.62 Å above the last SiC 
layer; this distance is close to the C-C bond length in diamond (1.54 Å), suggesting 
that the interaction between this layer and the substrate is stronger than van der 
Waal‟s interactions.117 This layer is insulating and acts as a buffer between the SiC 
substrate and subsequent layers.
118
 The subsequent graphene layers, due to rotational 
disorder, are electronically decoupled from each other. As such, EG grown on the C-
face are sometimes referred to as turbostatic graphene. The graphene layers are 
separated from each other by 3.368 Å, an inter-layer distance larger than that in A-B 
stacked graphite.
116
 As a consequence of weakened inter-layer interactions, even thick 
samples can exhibit band structures similar to a single layer of graphene. Also, EG 
grown on the C-face usually displayed higher mobility; values of up to 250 000 
cm
2
/V.s at room temperature have been reported.
 119
  
On the other hand, EG grown on the Si-face are typically thinner. Similar to 
the EG grown on the C-face, the first layer of carbon acts as a buffer layer.
117
 It is 
likely that this first layer is manifested as the 6√3× 6√3R30° reconstruction, which 
appears in diffraction patterns at the very beginning of growth and remains at the 
interface between the SiC(0001) and graphene layers thereafter.
120
 The interaction 
between the graphene layers and the substrate is sufficiently weak such that the linear 
spectrum of graphene away from the charge neutrality point is retained. However, 
effects like strong doping and spectral disorder induced by the substrate is present.
121
 
Nevertheless, Emtsev et al. reported improvements in quality of graphene grown on 




the SiC(0001) recently, with mobility values of about 2000 cm
2
/V.s at 27 K.
122
 
Moreover, thick layers of graphene on the C-face may not be suitable for electronics 
applications since an external electric applied will be screened by the top few layers; 
in contrast, EG grown on the Si-face shows higher promise.
123
 Therefore, in this 
thesis, we will focus on EG grown from the Si-face of SiC in our investigations. 
 
1.2.3 Molecular adsorption on graphene 
 
The ability to alter the properties of graphene is not only of fundamental 
interest, but is of utmost importance if graphene were to be utilized in electronics 
applications. Similar to other well-known semiconductors, the doping level (position 
of the Fermi level) of graphene can be modulated by tuning an applied gate voltage.
124
 
Apart from using a gate, molecules adsorbed onto the plane of graphene can also dope 
graphene significantly, especially for monolayer graphene. As mentioned previously, 
van der Waals‟ interactions have a significant effect on the electronic structure of 
graphene. Since graphene is particularly sensitive to local perturbation brought about 
by the adsorbates, understanding molecular doping is critical. 
 
1.2.3.1 Small gaseous adsorbates 
 
There are three main types of molecular adsorbates which have been 
investigated. The first class consists of small gaseous molecules such as H2O, CO, 
NO, NO2, N2O4 and NH2. A number of studies on the adsorption of these molecules 
on graphene have been reported, both experimental
125
 and theoretical. 
126,127
 NO and 
NO2 are particularly appealing systems to consider, being paramagnetic molecules. A 




joint experimental and theoretical study by Wehling et al. suggested a general 
relationship between the doping strength and whether the adsorbate is an open or 
closed-shell system.
128
 This conclusion is drawn by comparing NO2 and N2O4; the 
open-shell NO2 is found to be a strong acceptor, whereas the closed-shell N2O4 is not. 
However, Leenaerts at al. considered another paramagnetic molecule, NO and found 
only a small charge transfer, comparable to that of nonmagnetic molecules. The 
authors therefore attributed the degree of charge transfer to orbital mixing and the 




1.2.3.2 Molecules with High Electron Affinity 
 
Another class of molecule adsorbates includes molecules with high electron 
affinity. These molecules can therefore withdraw electrons from graphene readily and 
induce significant p-type doping. Using Raman and UV-Vis spectroscopy and 
resistivity measurements, Voggu et al. studied the effects of charge transfer 
interactions between graphene and various molecules, namely tetracyanoethylene 
(TCNE), tetracyanoquinodimethane (TCNQ) and tetrathiafulvalene (TTF).
129
 
Significant changes to the vibrational, optical and transport properties of graphene 
following adsorption were observed. In order to understand these effects, Manna and 
Pati looked at the electronic structure of the adsorbate-graphene system in an ab initio 
study.
130
 The effects on the optical and electrical conductivity are not surprising, but 
the effect on vibrational properties is interesting. The Raman-active G-band was 
found to demonstrate stiffening or softening depending on the nature of the dopant 
molecule. In the presence of electron acceptors (p-type doping), the frequency of the 




G-band is shifted to higher values; conversely, the frequency of the G-band decreases 
in the presence of electron donors (n-type doping). Raman spectroscopy is therefore a 
convenient technique to study such interactions.  
Lu and co-workers also considered the adsorption of TCNE and TCNE anion 
on monolayer and bilayer graphene theoretically.
131
 Following adsorption of the 
anion, large spin-polarization of charge carriers at the Fermi level is found, which 
could be useful for graphene-based spintronic devices. The authors also found that 
while the adsorption of molecular TCNE does not induce a gap-opening in monolayer 
graphene, an energy gap of about 0.23 eV is opened at the Dirac point above the 
Fermi level for the bilayer-TCNE system. In bilayer graphene, when the equivalence 
of the two layers is broken by charge accumulation in one of them or external 
electrostatic potential, the degeneracy of the π and π* pairs is broken. Therefore, a 
gap-opening is observed in the bilayer and not the monolayer. 
 
1.2.3.3 Aromatic Molecules 
 
The third class of molecules, which we are concerned about in this work, 
consists of aromatic compounds which can bind to the basal plane graphene stably via 
π–π interactions. Aromatic adsorbates offer an additional advantage: the possibility of 
forming well-ordered structures by self-assembly. Lauffer and co-workers first 
showed that a perylene-based molecule PTCDA forms a monolayer with a brick-wall 
structure on EG.
132
 However, in that study, STM imaging could only be performed at 
4.7 K, and therefore the authors reported that this phase is unstable at practical 
working temperatures for most applications. Recently, Wang and Hersam followed up 
on this work and successfully obtained room-temperature molecular-resolution STM 




images of the monolayer of PTCDA on EG.
133
 The well-ordered monolayer is 
arranged in a herringbone phase, possessed long-range order and demonstrated 
stability and robustness even in ambient conditions. In addition, it is unperturbed by 
the presence of defects either on the EG or the underlying SiC substrate. The 
monolayer can thus acts as a template for subsequent functionalization. Since this 
non-covalent functionalization preserves the structure of the EG instead of breaking 
up the sp
2
 network, such molecular assembly is an attractive approach to tailor the 
chemical functionality of graphene. 
Raman spectroscopy is also useful to study effects of the π–π interactions. 
Dong et al. studied the modification of mechanically exfoliated graphene films by 
various aromatic molecules with different functional groups.
134
 From the shift in the 
threshold voltage in a graphene-based transistor, the authors found that adsorbates 
containing electron-donating groups which will induce n-type doping, while those 
containing electron-withdrawing groups which induce p-type doping. The same group 
also noticed that adsorbed aromatic molecules alter the electron density distribution of 
graphene, which leads to the breaking of the symmetry in the lattice.
135
 This effect is 
manifested in the Raman spectra, in which the G-band is split into two peaks. The 
splitting of the G-band is only observed when aromatic molecules interact with 
graphene, and it is more prominent for molecules with more aromatic rings. Apart 
from changes in vibrational properties, adsorption of these aromatic molecules will 
also induce electronic effects on graphene, as discussed in Chapter 6. 
 






The unsaturated bonds on diamond surfaces and graphene offer new 
possibilities in carbon-based materials and applications. In the following chapters, 
various experiments and simulations performed on these two materials will be 
presented. The surface structures, energetics, chemistry, electronic, electrochemical, 
vibrational and optical properties will be discussed. The principles of the materials 
characterization techniques and computational details used will be summarized in 
Chapter 2. In Chapter 3, we demonstrate the viability of the unsaturated dimers on the 
diamond (100) surface as a template for chemical functionalization and discuss the 
effects of functionalization on the electronic properties. Similarly, the Pandey chain 
on diamond (111) surface is an attractive template and evidence for its reactivity 
towards hydrocarbons is presented in Chapter 4.  The interactions at the diamond-
graphene interface are also discussed to explore possibilities of novel carbon-based 
structures. In Chapter 5, the methodology for synthesis and characterization of EG is 
presented. Next, the effects in optical and electronic properties of EG due to chemical 
grafting and non-covalent functionalization by molecular adsorbates are discussed in 
Chapter 6. Finally, in Chapter 7, general conclusions are drawn and prospective future 
work is outlined. 
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Experiments and Simulation 
 
2.1  Introduction 
 
In today’s science, a combination of theoretical simulation and experimental 
effort is often used to explain observations and solve problems. This is because while 
experimentation gives the real behaviour of a system, it is often time-consuming, 
difficult and costly to perform. On the other hand, simulation is relatively quick and 
convenient, yet it gives approximate results under certain specified conditions. A dual 
approach is therefore adopted to provide the best possible elucidation for complicated 
scientific issues. This chapter briefly describes the experimental techniques and 
simulation methods used.  
 
2.2  Experiment 
2.2.1  Sticking Probability Coefficients 
 
The sticking probability coefficient of a molecule on a surface is defined as 
the probability that this molecule adsorbs on the surface chemically via formation of a 
covalent bond. The sticking probability coefficients were determined by using the 
dynamic method developed by King and Wells.
1
 The changes in kinetic uptake of the 
gases at 310 K were monitored with a shrouded quadrupole mass spectrometer (QMS) 
by recording the respective partial pressure. (1,3-butadiene: amu = 39 and acetylene: 
amu = 26) At the beginning of the experiment, the shutter is placed between the doser 





and sample surface. At t0, the gas of interest is admitted via doser, with the dosing rate 
controlled by a precision leak valve. The partial pressure rises quickly to an 
equilibrium value, P1, after which the rate of rise decreases significantly. At t1, the 
shutter is removed and a drop in the partial pressure was observed at t2 due to 
adsorption on the diamond surface. The partial pressure then increases as the sticking 
probability decreases. When the partial pressure has risen back to the equilibrium 
value, the sample is considered to be saturated and unable to adsorb any more gas 
molecules, and the uptake is complete. 











      (2-1) 
 
 
The constant f is a measure of the intercepted flux from the doser by the sample 
surface and it can be estimated based on the geometry of the doser and sample.
3
 






Figure 2.1 Geometrical arrangement of the doser (source) and sample (target). 
Presumptions: Both source and target surfaces are circular. The faces of the source 
and target are parallel to each other and the centres of the faces are aligned along the 
perpendicular of both surfaces. 
where Peq = equilibrium partial pressure 
 P(t) = actual partial pressure as monitored by the QMS 
 P0 = base partial pressure   
 f = fraction of intercepted flux 





In our experiments, the length L and diameter D of the capillary, is 1.0 mm 
and 10 µm respectively. The radius of the source Rs and target Rt are 4.83 mm and 
4.35 mm respectively, therefore the ratio Rs/Rt is 1.11. The distance between the doser 
and the sample, d, is 8.0 mm.  The acceptance angle θmax can be calculated from the 
following equation: 
d
Rtmaxtan      (2-2) 
 
 
The acceptance angle θmax is calculated to be 28.5° for our experimental set-up. The 
capillary arrays we used consist of capillaries with a length to diameter ratio of more 
than 40, i.e. L/D > 40. In such cases, the angular flux distribution does not change 
with increasing L/D ratio.
4





tan       (2-3) 
 
 
For L/D = 40, θc is 2.9°, and 97 % of the total flux occurs for θmax > θc. The 
approximation is therefore reasonably accurate for capillaries with a length to 
diameter ratio of more than 40. From Figure 2.2, f is calculated to be 0.30. 
 
where Rt  = Radius of target (sample) 
 d = Distance between doser and sample, d 
where D  = Diameter of a capillary 
 L = Length of a capillary  






Figure 2.2 Fraction of total flux from a source (f) intercepted by a target as a function 
of acceptance angle (θmax). Reproduced with permission from Ref (3) 
 
 
2.2.2  High Resolution Electron Energy Loss Spectroscopy (HREELS) 
 
HREELS is a powerful non-destructive vibrational technique used to study 
surfaces and adsorbate species. The method involved the scattering of low energy 
electrons (1 to 300 eV) from a surface in ultra-high vacuum. Due to the short 
penetration length of the incident electrons (5 to 10 Å), HREELS is highly surface 
sensitive. Moreover, HREELS has a broad spectral range (0 to 8000 cm
-1
) and is a 
suitable technique for studying a variety of surfaces.
5
 
The instrumentation of HREELS is illustrated in Figure 2.3. The electron 
source is generated from a hot tungsten or lanthanum hexaboride (LaB6) filament. 
Next, this beam is passed through a pre-monochromator followed by a 
monochromator, after which the energy spread of the beam is narrowed to 1-2 meV. 
In order to select a desired kinetic energy in the range of 1 to 300 eV, a zoom lens 
system is used to focus and accelerate the beam before it enters the scattering chamber. 





After scattering from the sample surface, the scattered beam is focused and passed 
through the analyzer which is typically similar to the monochromator. The electrons 
exiting the monochromator are detected by a channeltron electron multiplier and the 
signals are subsequently processed by standard pulse-counting methods. The 
spectrometer used in our experiments is SPECS GmbH Delta 0.5, operating in a UHV 
chamber with base pressure of 1×10
-10
 Torr. The incident beam energy was 5 eV for 













Figure 2.3 The instrumentation of HREELS 
 
HREELS is based on the inelastic scattering of a mono-energetic electron 
beam from the sample surface in the scattering chamber. This inelastic scattering is 
due to interactions between the incident electron beam and the vibrations on the 
sample surface. Examples of such vibrations include vibrations of the atoms of the 





adsorbates, vibrations of the surface atoms (phonons) and oscillations of the electrons 
at the surface (plasmons). Inelastic scattering will result in a change in the kinetic 
energy or momentum; therefore vibrational information can be obtained directly from 
the electron energy loss.  
There are three basic mechanisms for HREELS: dipole scattering, impact 
scattering and resonance scattering.
5, 6
 In the case of dipole scattering, the electron 
interacts via long-range Coulumb forces with the oscillating dipole of the adsorbed 
species. As the momentum transfer to the surface is small, dipole scattering is peaked 
in the spectular direction. (Figure 2.4(a)) Only vibrational modes with the dynamic 
dipole moment perpendicular to the surface can be excited, as depicted in Figure 
2.4(b). For adsorbed molecules on a substrate, a perpendicular dipole is enhanced by 
its image while a parallel dipole is screened. Based on this selection rule, important 
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Figure 2.4 (a) Dipole scattering and impact scattering mechanism in HREELS; (b) 
Selection rules in dipole scattering, favouring vibrational modes that are 
perpendicular to the surface 
 
The impact scattering involves a short-range interaction between the 
impinging electrons and the atoms of the adsorbate or substrate. Due to a larger 
momentum transfer, the incident electrons are scattered over a wide range of angles, 
so they can be detected at off-spectular directions. In the case of impact scattering, all 
vibrational modes (parallel or perpendicular to the surface) can be studied. Therefore, 





when measuring in the spectular direction, the predominant signal arises from dipole 
scattering. Conversely, when measuring in the non-spectular direction, vibrational 
modes resulting from impact scattering may be studied.  
Resonance scattering is also based on a short-range impact event, albeit a 
unique form, as it involves the temporary trapping of the electron in a negative ion 
state. This mechanism is characterized by a strong enhancement of inelastic electron 
excitation of fundamental and overtone vibrational modes, including mode selectivity. 
 
2.2.3  Reflection High Energy Electron Diffraction (RHEED) 
 
RHEED is a powerful diffraction technique used for studying surface structure 
and surface phase transitions.
7
 In RHEED, an accelerated beam of electrons of energy 
5 to 100 keV is incident on a surface at a glazing angle, typically less than 3°. The 
electrons interact with the atoms at the surface and forward-scattered electrons are 
allowed to impinge on a phosphorus screen, forming a diffraction pattern. The glazing 
angle allows surface sensitivity despite the high energy of the electrons used. 
The set-up for RHEED is relatively simple. A RHEED system consists of a 
high-energy electron source and a photoluminescent detector sceeen, typically 
phosphrous-coated lead glass disk, as shown in Figure 2.5. In our experiments, the 
RHEED gun used is from Oxford Applied Research (RH200/RH201), operating in a 
UHV chamber with base pressure of 1×10
-9
 Torr. The electron energy used is 28.3 
keV. The sample holder will allow in-plane rotation of the sample because the 
azimuthal angle affects the geometry and intensity of RHEED patterns. Moreover, 
RHEED patterns along different crystal directions can be obtained, which is useful for 
determining surface reconstructions. Due to high sensitivity to disorder from crystal 





imperfections or adsorbates, the samples used are of high crystal quality and should 
have clean surfaces. 
Sample
Electron beam





Figure 2.5 Experimental set-up for RHEED 
 
Due to the geometry of the set-up, access to the sample surface is allowed 
during observation of the diffraction pattern. This is the main advantage of RHEED 
over low energy electron diffraction (LEED). RHEED can be performed 
simultaneously with evaporation sources or other measurements which are mounted 
normal to the sample surface. RHEED is particularly suitable for use with molecular 
beam epitaxy (MBE). The atomic layer-by-layer growth of epitaxial films can be 
monitored by considering the oscillations in the intensities of individual diffraction 
spots in the pattern. Thus, precise control of the film thickness can be achieved and 
this is especially useful in the semiconductor industry. 
Similar to LEED, in RHEED the Ewald’s sphere is constructed to co-relate the 
obtained pattern with the crystallographic properties of the sample surface. The size 
of the Ewald’s sphere is dependent on the energy of the electrons used; the radius of 
the Ewald’s sphere is the reciprocal of the wavelength of the incident electrons. An 
example of a constructed Ewald’s sphere and RHEED pattern is shown in Figure 2.6. 
Since a surface is two-dimensional instead of three-dimensional, in reciprocal space 
the lattice points are represented by one-dimensional infinite rods perpendicular to the 
surface. Diffraction conditions are satisfied when these reciprocal rods intersect the 
Ewald’s sphere. The reciprocal rods that intersect the Ewald’s sphere tangentially are 





the zeroth Laue zone, while the other rods fall into ordered ranks with respect to the 
zeroth zone. The observed RHEED pattern will consist of streaks which originates 





Figure 2.6 The construction of the Ewald’s sphere and resulting RHEED pattern 
 
The spacing of the streaks is related to the spacing in the reciprocal lattice and 





*      (2-4) 
 
 
where a* = Reciprocal spacing 
 W = Observed streak spacing 
 λ = Energy of the incident electron beam 
 L = Distance between the sample and phosphorus screen 
 
The distance between the sample and the phosphorus screen is a constant determined 
by the experimental set-up. Therefore, the energy of the incident electron beam is the 
only variable which must be kept constant when performing the experiment. 
 





2.2.4 Raman Spectroscopy 
 
When a beam of monochromatic light is passed through a transparent 
substance, some energy will be scattered. Most of the scattered energy is of the same 
frequency as the incident light and this effect is known as the Rayleigh scattering. 
Some of the scattered energy is of discrete frequencies above or below the incident 
frequency, and the change in energy corresponds to a vibrational transition in the 
substance; this effect is known as Raman scattering.  
 Raman scattering occurs as an effect of the quantum theory of radiation. The 
incident radiation of frequency ν consists of a stream of particles (called photons) 
with energy hν, where h is the Planck’s constant. Photons can collide and interact with 
molecules or atoms in the substance. For perfectly elastic collisions, the scattered light 
will have the same frequency, and thus energy, as the incident radiation. If the 
incident photons undergo energy exchange with the particles in the substance, the 
collision is inelastic. In this case, the molecule can gain or lose amounts of energy 
corresponding to energy difference between its allowed states. If the molecule gains 
energy, the reflected radiation will be at a lower frequency than the incident radiation. 
This is known as the Stokes scattering; it is the more dominant Raman effect since 
most molecules are at their ground state at room temperature. Conversely, if the 
molecule loses energy, the reflected light will be of a higher frequency than the 
incident light; which is known as anti-Stokes scattering. 
 A typical Raman spectrometer uses a back scattering mechanism and requires 
a laser source, lens, sample stage, monochromator, and detector. The laser source 
provides a highly intense monochromatic beam which can be focused onto a small 
sample with the objective lens. The sample stage allows translational manipulation of 





the sample, and more sophisticated models may include PC-controlled piezoelectric 
stages. The diffraction grating of the monochromator requires stringent quality as the 
spectral lines produced are very close to the wavelength of the illumination laser. 
 The flexibility, ease of usage (ambient temperature and pressure) and 
nondestructive nature makes Raman spectroscopy a popular chacterization technique. 
Raman spectroscopy has proved to be a powerful tool for characterizing graphitic 
carbon materials. A comprehensive review of the Raman spectra of graphite by Reich 
and Thomsen summarizes the experimental work and theoretical considerations.
8
 The 
Raman spectrum of graphite was first reported by Tuinstra and Koenig in 1970.
9
 The 
authors found that the disorder in a graphite sample is give rise to additional peaks in 
the Raman spectrum. Vidano et al. found that the position of the disorder-induced 
peaks is dependent on the energy of the laser used.
10
 This behaviour is attributed to a 
double-resonant Raman process close to the K point in the Brillouin zone of 
graphite.
11
 Raman spectroscopy has also been used extensively in the characterization 
of carbon nanotubes, as discussed in a review by Dresselhaus et al.
12
 The information 
obtainable from the Raman spectrum includes the diameter, chirality, quality, and 
environmental factors, and therefore Raman measurements are almost imperative 
when studying carbon nanotubes. 
 Based on the experience on graphite and carbon nanotubes, it is no wonder 
that Raman spectroscopy is also the technique of choice when it comes to 
characterizing graphene. The Raman spectrum of graphene samples contains 
fingerprints which unambiguously determine the number of layers; a monolayer can 
be distinguished from a bilayer or multi-layer conveniently.
13
 The electronic 
properties of graphene are dependent on its thickness, and therefore determination of 
the number of layers in a sample is critical. The Raman spectrum also reveals 





important information of a sample, such as quality and presence defects and strain 
which may be induced by folding of a sheet
14
  or the substrate.
15
 Apart from 
measuring the intrinsic properties of graphene, Raman spectroscopy is also used to 
detect changes in the carrier concentration induced by electric field.
16
 This technique 
can be extended to study functionalized graphene sample, since similar doping effects 
by electron-donating or electron-withdrawing molecules will induce changes in the 
position and shape of the peaks in the spectrum.
17
 Therefore, Raman spectroscopy is a 
versatile and powerful tool which will continue to gain popularity in materials 
research. 
  
2.2.5 Time-resolved Optical Pump-Probe (Transient) Spectroscopy 
 
Time-resolved optical pump-probe spectroscopy is a powerful tool for 
studying the short-lived excited states in a molecule or material, and is especially 
useful in the field of superconductors, where understanding of non-equilibrium 
dynamics is critical.
18
 The main advantage in the use of time scales is that carrier 
dynamics arising from different relaxation and/or recombination processes may be 
investigated and distinguished. Time-resolved optical spectroscopy involves the 
measurement of a transient change of the optical transmission T through, or reflection 
R from, a material by a two-step process. In the first step, a strong ultra-short ‘pump’ 
laser pulse is used to excite the sample. After the photoexcitation, the change in the 
optical properties (∆T/T or ∆R/R) is measured by a weaker ‘probe’ pulse as a function 
of time delay (∆t) with respect to the pump pulse. (Figure 2.7) The pump and probe 
steps are repeated for a series of varied time delays, such that the profile of the decay 
kinetics can be mapped out.  








Decay of photo-generated carriers
 
Figure 2.7 Schematic of the time-resolved optical pump-probe spectroscopy 
 
A typical set-up of the time-resolved optical spectroscopy is depicted in Figure 
2.8. A mode-locked laser, usually Ti:sapphire, is used to generate laser pulses at 
around 800 nm, with pulse widths ranging from 50-200 fs.
18
 The laser beam is then 
passed through the semi-transparent mirror, where the beam is split into two paths. 
One path acts as the pump pulse and after reflection at the retroreflector, is modulated 
and focussed onto the sample. The probe beam which passes through the mirror is 
significantly attenuated. After reflection at the microtranslator, it is too focussed onto 
the sample. In a practical experiment, the microtranslator is controlled by a PC. By 
adjusting the microtranslator, the time delay between the pump and probe pulses can 
be modified.  
















Figure 2.8 Experimental set-up in time-resolved optical transmission spectroscopy. 
 





2.3  Theoretical background 
 
Computational chemistry (also known as molecular modelling) is a branch of 
chemistry that solves real chemical problems based on the results of theoretical 
calculations performed by computer programs.
19
 The common questions investigated 
include molecular geometry, energy and transition state, chemical reactivity, 
spectroscopic information and physical properties. Depending on the type of problem, 
methods with different level of theory are adopted to obtain meaningful results within 
a suitable timeframe. For example, molecular mechanics can be completed very 
quickly, but it can only calculate the optimized geometry of a molecule, and cannot 
give any information about the chemical reactivity or electron distribution. This is 
because molecular mechanics describes atoms based on classical Newtonian physics 
and neglects the electrons. Electrons are fast-moving, light particles; thus the 
application of quantum mechanics cannot be avoided if electrons in a system are to be 
considered. In such cases, methods based on the Schrödinger equation, such as ab 
initio and density functional calculations are employed. 
 
2.3.1  The many-body Schrödinger equation 
 
Stationary states with definite energies, such as the ground state of a system, 
can be solved by the Schrödinger equation. The time-independent Schrödinger 
equation has the following simple form: 
1,ˆ 
     (2-5)
 





The wave function Ψ is a function of the coordinates of the nucleus, electron position 
and spin coordinates. The Hamiltonian operator ( ˆ ) contains the kinetic and potential 









































for a system with N electrons and M nuclei, where i and j represent electrons while A 
and B represent nuclei, and MA, ZA and RA are the mass, charge and position of the A
th
 
nucleus respectively and ri is the position of the i
th
 electron. The first two terms 
describe the kinetic energy of the electrons and nuclei, while the last three terms 
describe the electron-electron, nucleus-nucleus and electron-nucleus interaction 
respectively. 
The mass of an electron is significantly smaller than that of the nucleus. 
Therefore, the motion of the nucleus is much slower than that of the electrons and 
their motion can be decoupled: 
nucleielectronsnucleielectrons       (2-7) 
The electrons can thus be viewed to be moving in a field generated by nuclei in static 
positions. This is known as the Born-Oppenheimer approximation.
20
 Therefore the 
Schrödinger equation is simplified to: 
electronelectronelectronelectron ˆ    (2-8)
 


























  (2-9) 





where the three terms represents the electronic kinetic energy, the electron-electron 
Coulomb repulsion and the external field of the nuclei respectively. Even with the 
simplification, it is clear the state of one electron is dependent on the state of every 
other electron in the system, so the Schrödinger equation cannot be solved for systems 
with more than one electron. Approximations are therefore used, and the level of 





2.3.2 Density Functional Theory 
 
Density functional theory (DFT) gained wide popularity in modern 
calculations of extended systems, especially the condensed phase. The main reason is 
DFT calculations can generate results of similar quality as an ab initio method in a 
shorter time, as explained in the following.  
DFT calculates the ground state properties of a system.
21
  The ground state 
total energy E0 can be obtained by solving the Schrödinger equation variationally: 
 

EE min0     (2-10) 
In most ab initio methods, the upper bound to this true ground state energy E0 is 
calculated from an approximate wavefunction Ψ app within a restricted basis set, while 
full minimisation of the functional E[Ψ] with all the allowed basis functions will give 
E0. Calculations using a smaller basis are quicker but at the expense of accuracy, 
while large basis sets are often too computational demanding. For example, in the 
Hartree-Fock (HF) approximation, the amount of CPU time required increases with 
the number of basis functions by a factor of N
4
. 





Unlike conventional methods, DFT is not based on the wavefunction, but 
rather on the electron probability density function or electron density function. The 
total energy of a system is a function of the electronic charge density n(r):  
 nEE       (2-11) 
There are two main advantages associated with this method. Firstly, the electron 
density is a property which is observable in experiments.
22
 Secondly and more 
importantly, the electron density is a function of position (x, y, z) only, regardless the 
size of the system, which is a significant reduction in the required CPU time.  
 
2.3.3 Hohenberg-Kohn Theorems   
 
The use of the electron density as the basic variable arises from the work of 
Hohenberg and Kohn.
23
 The first Hohenberg-Kohn theorem states that there is a one-
to-one correspondence between the ground state electron density of a system with N 
electrons and the external potential Vext(r) acting upon it.  As a consequence, the 
number of electrons and the external potential are defined by the electron density; 
therefore the ground state wavefunction of the system and its total energy are defined 
similarly: 
                 drrnrVnFdrrnrVnVnTnE extexteeˆˆ   (2-12) 
where F[n] is a universal functional that accounts for electronic kinetic energy, 
electron correlation and exchange correlation, and n0 is the ground state electron 
density.  
The second Hohenberg-Kohn theorem states that for all charge densities n, the ground 
state energy can be obtained variationally, and the density that minimized the total 
energy is the true ground state density: 





   0nEnE       (2-13) 
Therefore, the ground state of can be obtained by minimizing the energy functional 
E[n], subject to the constraint that the number of electrons is fixed at N by introducing 
the Lagrange multiplier µ.  
          0  NdrrndrrnrVnF ext    (2-14) 
At this point, the calculation has been greatly simplified without making any 
approximations. However, there is no way to compute the ground state density of a 
system in practice as we still do not know the forms of the universal functional F[n].  
 
2.3.4 Kohn-Sham Equations 
 
It was the efforts of Kohn and Sham that provided a practical scheme for 
calculating the ground state properties of a system.
24
 The main idea is to set up a 
system in which the major part of the universal functional F[n] may be determined 
exactly. This was achieved by considering a non-interacting system, where electrons 
move within an effective single-particle potential, VKS. For non-interacting 
electrons,the ground state wavefunction ΨKS is given exactly by a determinant of 
single-particle orbitals ψi(ri): 





2211   (2-15) 
The universal functional is then given by: 
       nEnEnTnF xcHs      (2-16) 
where Ts[n] is the kinetic energy of a non-interacting electron gas of density n(r), 
EH[n] is the classical electrostatic (Hartree) energy of the electrons and Exc[n] is the 
exchange-correlation energy, which contains the difference between the exact and 





non-interacting kinetic energies and contribution due to non-classical interactions of 
the electrons. The first two terms may be solved exactly and the last term is unknown 
and solved through approximations. 
The effective single-particle potential, VKS is given by: 
       rVrVrVrV xcHextKS     (2-17) 
where VH represents the Hartree potential and Vxc represents the exchange-correlation 

























     (2-19) 









)(     (2-20) 
The ground state is obtained by solving N one-electron Schrödinger equations: 








1ˆ      (2-21) 
where εi are Lagrange multipliers corresponding to the orthonormality of the N single-
particle states, ψi(r). 
Equations (2-20) and (2-21) are known as the Kohn-Sham equations and are to 
be solved in a self-consistent manner. Firstly, a trial electron density n(r) is chosen 
and used to solve equation (2-21). The results are then used to solve equation (2-20) 
to generate a new, improved density. The new density is then input into equation (2-
21) again. This cycle is repeated until the difference between the input and output 
densities reached a negligible or pre-set value. The main advantage of the Kohn-Sham 
method is that the complexity of the problem does not increase with the size of the 





system, which is described by N; only the number of single-particle equations to be 
solved increases. 
 
2.3.5 Exchange-Correlation functional 
 
In reality electrons are not non-interacting and the wavefunction of such a 
system is not a single determinant or a simple combination of a few determinants, 
hence there is a difference in the energy calculated for an interacting system and that 
calculated with non-interacting Kohn-Sham equations. This difference is accounted 
for in the exchange-correlation functional. As mentioned in the previous section, the 
exchange-correlation functional is an unknown quantity. The exchange-correlation is, 
as implied by its name, made up of the exchange energy and correlation energy. The 
exchange interaction is a quantum mechanical effect arising from the fermionic nature 
of electrons. No two electrons can occupy the same quantum state, thus, the overall 
wavefunction in a many-body system must be antisymmetric when two electrons are 
exchanged. Therefore, electrons of the same spin are more spatially separated than 
expected and the decrease of Coulomb repulsion as a result is the exchange energy. 
The same discussion can be applied to electrons with opposite spins, and the energy 
associated with this effect is the correlation energy. 
At present, it is not possible to calculate the correlation energy directly for 
complex systems, thus the need for approximations. Fortunately, simple 
approximations are found to work surprisingly well. The first and simplest 
approximation, introduced with the Kohn-Sham equations, was the local density 
approximation (LDA).
24 
In the LDA, the exchange-correlation energy is given by:  
       drrnrnnE xc
LDA
xc        (2-22) 





where εxc(n(r)) is the exchange-correlation energy per electron of a homogenous 
electron gas with density n(r). The accuracy of the LDA is unexpected since the 




 Another popular treatment is the generalized gradient approximation (GGA), 
which accounts for the inhomogeneities in the electron density.
26
 The exchange-
correlation energy is dependent on both the electron density and the gradient of the 
density: 
          drrnrnrnnE xc
GGA
xc ,      (2-23) 
The GGA has lead to an improvement in accuracy for systems with slowly varying 





2.3.6 Plane wave basis sets 
  
A basis set is a set of functions used to describe the orbitals in atoms or 
molecules in calculations. These functions are usually localized, on atoms, bonds or 
lone pairs. Typically, a finite set of functions are used in each calculation, and the 
accuracy improves with the size of the basis set. In systems consisting of condensed 
matter, the wavefunctions of the electrons are spread over the entire crystal and an 
infinite number of localized basis sets is required. As such, plane-wave basis sets are 
used in periodic crystals instead. According to the Bloch’s theorem, the Kohn-Sham 
orbitals may be written as a product of the plane wave function and the periodic 
function of the cell. 









,  ,      
  )(,, Rrfrf kiki      (2-24) 
where R is the lattice parameter and k is a vector in reciprocal space. The periodic part 
of the wave function may be expanded using a discrete plan wave basis sets, and each 







    (2-25) 
where G is the reciprocal lattice vector satisfying the expression G.R = 2πm. In 
principle, the number of plane wave functions required to fully describe the Kohn-
Sham orbitals is infinite. In practice, however, a finite number of functions are used, 
below a specific cut-off energy Ecut. Ecut is the kinetic energy of a free electron with a 
wave vector equal to the highest wave vector in the basis set. Thus, only a discrete set 
of plane waves of energy lower than Ecut will be included in the calculation. 
Calculations of condensed matters typically use the supercell method, in 
which periodic boundry conditions are imposed to simulate a continuous material. 
The integrals in real space in the Kohn-Sham equations are replaced by sums over 
infinite number of Brillouin zone vectors, k, in reciprocal space. Since the electronic 
wave functions at closely spaced k-points are almost identical, a suitable set of k-
points must be chosen when calculating the electronic states and total energy. In this 
work, the Monkhorst-Pack grid was employed to generate a set of k-points for 
sampling the Brillouin zone.
28
 
 The use of plane wave basis sets brings many advantages in periodic systems. 
Firstly, the single convergence criterion Ecut may be increased conveniently to obtain 
convergence of a quantity of interest. Secondly, plane wave basis sets are unbiased; 
all the functions in the basis are mutually orthogonal and hence they do not exhibit 





basis set superposition error. The downside of using plan wave basis sets is that free 
space is treated in the same manner as atoms in the crystal, hence incurring additional 
computational cost. This drawback is unavoidable in calculations involving surfaces, 




Planes waves are commonly used in conjunction with pseudopotentials in 
calculations or periodic systems. The electrons in an atom may be divided into two 
types: the core electrons, which are tightly bound to the nucleus, and the valence 
electrons, which participate in chemical bonding and primarily determine the 
properties of solids. The electronic wave functions of the valence electrons exhibit 
rapid oscillations near the atomic core in order to maintain the condition of 
orthogonality with the core electrons, and it is difficult to model them accurately. 
High energy plane waves, and therefore a large number of plane waves, are required 
to describe these fluctuations, at the expense of additional computational resources. 
To get around this problem, the pseudopotential approximation is used. In this 
approximation, the potential experienced by the valence electrons is a screened, 
effective pseudopotential which includes the nuclear potential and core electrons. 
(Figure 2.9) The new pseudopotential exhibit a smooth variation close to the core and 
the electronic wave functions may then be expanded using a much smaller plane wave 
basis set.  









Figure 2.9 A schematic illustration of the all-electron (solid line) and pseudo-electron 
(dotted line) wave function. 
 
A pseudopotential is not unique and different variations exist for each element. 
The quality of a pseudopotential can be accessed by its transferability, that is, it is 
capable of reproducing the properties of the valence electrons in different atomic 
environments. For example, a good pseudopotential for carbon will give accurate 
results when used in diamond or graphite. In the case of norm-conserving 
pseudopotentials, the pseudo and all-electron wave functions outside the core region 
are maintained equal so that both wave functions generate identical electron 
densities.
29
Norm-conversing pseudopotentials are the most transferable. However, the 
number of plane waves can be reduced significantly if the constraint of identical 
charge densities is relax, as in the Vanderbilt ultrasoft pseudopotentials.
30
 The 
ultrasoft potentials are particularly suitable for application to first-row elements and 
3d transition-metal systems. A more recent potential is the Blöchl projector 
augmented-wave (PAW) pseudopotentials.
31
 The PAW potentials are generally more 
accurate than the ultrasoft potentials. This is because the core radii used are smaller 
and exact valence functions are reconstructed with all nodes in the core region. 





2.3.8 Modelling of Surfaces 
 
 The supercell method is commonly used to simulate bulk materials, but 
surface calculations can also be performed by using a slab model, constructed by 
cleaving the bulk crystal and inserting a vacuum region to expose the surface. An 
example of a slab model is depicted in Figure 2.10.  
 
 
Figure 2.10 An example of a slab model used for modelling surface. The surface 
shown here is the reconstructed diamond(111)-2×1 surface. The periodic cell is 
indicated by dotted lines. 
 





A few points must be noted when constructing a slab model. Firstly, the 
vacuum region must be large enough to separate the repeating slabs, so as to avoid 
fictitious interactions between them. However, as mentioned above, increasing the 
size of the vacuum will increase the number of plane waves required to model the 
system. Therefore in practical calculations the size of the vacuum region is a 
compromise of convergence and computation resource. For general calculations, a 
vacuum region of more than 10 Å is a good measure. In this thesis, a vacuum region 
of more than 15 Å is used for all calculations. 
Apart from the thickness of the vacuum region, the thickness of the slab must 
be adequate such that the bulk atoms are represented accurately. In an asymmetrical 
slab, one side of the slab represents the surface of interest and the other side is treated 
as the bulk material, therefore the thickness of the slab needed is usually smaller. 
However, such models usually result in a spurious field across the vacuum region 
which must be corrected. We therefore use a symmetrical slab in our calculations. As 
shown in Figure 2.10, both the top and the bottom surfaces represent the reconstructed 
diamond surface. In this case, the bulk atoms will be represented by atoms at the 
centre portion of the slab. For a slab of sufficient thickness, the electrostatic potential 
of the ‘bulk’ atoms in the slab will line up well with that in a bulk calculation.  
  
2.3.9 VASP and Quantum ESPRESSO  
 
The theoretical calculations reported in this thesis are performed with Vienna 
ab-initio simulation package (VASP) and Quantum opEn-Source Package for 
Research in Electronic Structure, Simulation, and Optimization (Quantum 
ESPRESSO).
32
 Both packages are based on the DFT and utilize pseudopotentials and 





plane wave basis sets. In VASP, the interaction between ions and electrons is 
described by the ultra-soft Vanderbilt pseudopotentials or the PAW method. In 
Quantum ESPRESSO, the norm-conserving pseudopotential is also available, in 
addition to those mentioned above. 
Both packages run well in serial and parallel execution. Quantum ESPRESSO, 
in particular, was written with an objective to achieve optimal performance in parallel 
execution through several parallelization levels.
33
 Both packages are particularly 
efficient for studying condensed phases due to the implementation of the supercell 
method. VASP also includes a symmetry code which determines the symmetry of the 
system of interest automatically; it is very useful for setting up Monkhorst Pack k-
points, allowing bulk materials and symmetric clusters to be calculated efficiently. 
Apart from condensed matter, usage of VASP and Quantum ESPRESSO has 
been extended to liquids, glasses, surfaces, interfaces and nanostructures. A review on 
the methodology and applications of VASP was reported by Hafner in 2008.
34
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Spatial effect of C-H dipoles on the electron affinity of 






Cycloaddition of allyl organics on the dimer rows of the clean C(100)-2×1 diamond 
surface can be used for the controlled functionalization of diamond surface. Sticking 
probability measurements confirmed that appreciable uptake of acetylene and 
butadiene occurred on the clean diamond surface at room temperature. The change in 
electron affinity of the diamond surface as a function of the coverage of the organic 
molecules is investigated with periodic density functional theory calculations. The 
presence of C-H dipoles on these adsorbates modifies the surface charge density and 
gives rise to an induced dipolar layer that modifies the electrostatic potential outside 
the surface. There is a significant reduction in electron affinity of up to 2.5 eV 
following the chemisorption of ethylene. Therefore, the adsorbed molecules play the 
same role as surface hydrogen in inducing the NEA condition on the clean diamond. 
The change in electron affinity does not scale linearly with the coverage of the 
organic molecules because it is the spatial profile of the C-H dipoles as well as the 
orientation of the molecules on the surface that has the predominant effect on the 
surface charge density. 
 




3.1  Introduction 
 
The success in the growth of high quality diamond thin films using chemical 
vapour deposition techniques has generated a lot of interests in the technological 
applications and surface properties of diamond.
1,2
 Diamond possesses outstanding 
properties such as chemical inertness, high thermal conductivity, excellent mechanical 
strength and a large chemical potential window. These bulk properties have been 
exploited in various applications such as heat sinks, power transistors and corrosion-
resistant electrodes. Some of the remarkable properties of diamond are surface-related. 
Most of the interests thus far have focused on the hydrogenated diamond surface. For 
example, the monohydrogenated H:C(100)-(2×1) surface is well known to exhibit the 
condition of negative electron affinity (NEA) as well as p-type surface conductivity.
3-5
 
The origin of NEA has been explained by the presence of C-H dipoles which lowers 
the vacuum level beneath the conduction band minimum in diamond.
3
 On a clean, 
dehydrogenated diamond surface, the surface has the characteristics of positive 
electron affinity (PEA).
5
 The properties and reactivity of the clean diamond surface 
have received less attention because it requires careful preparation in ultra high 
vacuum (UHV) conditions. When the diamond crystal is repeatedly annealed to 1000 
degree Celsius in UHV, the surface hydrogen will desorb and a clean (2x1) surface 
consisting of reconstructed dimer rows will be generated.
 6,7
 In contrast to the 
chemically inert hydrogen-passivated surface, the dimers on the clean (2x1) diamond 
surface exhibit chemical reactivities similar to alkenes and can undergo Diels-Alder 
reactions.
8-11
 As a result, the dimer rows affords a molecular template for controlled 
functionalization of diamond with unsaturated organic molecules, through either the 
[2+2] or [4+2] type cycloaddition reactions.  




If we consider the cycloaddition of simple C2 adducts such as ethylene and 
acetylene on the dimer rows, these hydrocarbons are actually very similar in their 
molecular structure compared to the hydrogenated C-H dimer rows on H:C(100)-
(2×1). The chemisorption of these molecular adducts extend the surface lattice and the 
presence of C-H dipoles on these hydrocarbon may lower the vacuum level beneath 
the conduction band minimum of the bulk diamond, thus favouring the NEA 
condition. Indeed, we have previously observed the lowering of electron affinities on 
C(100) 2x1 following hydrocarbon adsorption.
12,13
 Several factors like the coverage 
of these hydrocarbons on diamond, as well as the geometrical orientation of the C-H 
dipoles on these adsorbed species, may produce different effects on the surface 
electronic properties of the diamond. In order to investigate the roles of these factors, 
we carried out sticking probability studies to assess the reactivity of the clean 
diamond surface towards allyl organics such as acetylene and butadiene. We also 
performed computational study to consider the changes in surface dipole and charge 
redistribution on the C(100) surface following the adsorption of these organic 
molecules, these properties can show coverage dependence because of changes in the 
geometry of the molecule at higher coverages. 
 
3.2  Experimental Section 
3.2.1  Set-up for measurements of sticking probability coefficients 
 
An UHV system was designed and built for measuring sticking probabilities. 
(Figure 3.1) The system consists of a stainless steel chamber pumped by a 500 L/s 
turbomolecular pump. The base pressure of the chamber is 1 × 10
-9
 Torr. The system 
is equipped with a (1) a sample mounting assembly mounted on a rotation-translation 




manipulator, (2) a radio frequency (RF) plasma atom source for the cleaning of the 
sample surface, (3) a shrouded quadrupole mass spectrometer (QMS), (4) a collimated 
micro-capillary array beam doser for gas delivery, and (5) a push-pull shutter. 
 
Figure 3.1 UHV system for measurement of sticking probability coefficients. 
 
 
3.2.1.1 Sample mounting assembly 
 
The sample mounting assembly consists of a UHV Molybdenum cup with a 
circular sample holder (Heatwave Labs), supported on a self-designed clamp and 
mounted on a sample manipulator allowing three-dimensional translation and rotation 
along the z-axis. The sample holder is connected to a PID heater controller which can 
be programmed for sample heating. The temperature is monitored with a Type K 
thermocouple. 




3.2.1.2 Radio Frequency (RF) Plasma atom source 
 
The RF plasma atom source from Oxford Applied Research allows cleaning of 
the diamond sample in situ. The plasma source generates a beam of hydrogen plasma 
for regeneration of a hydrogenated diamond surface. 
 
3.2.1.3 Shrouded quadrupole mass spectrometer (QMS) 
 
The QMS used is a Hiden Analytical Limited RC Positive Ion Counting 
Residual Gas Analyzer. The QMS was mounted on a linear drive, allowing it to be 
positioned as close to the sample surface as possible during desorption studies. A 
tapered shroud with an aperture of 2 mm in diameter shields the QMS, ensuring a 
small sampling area and that the detected flux is from the sample surface and not from 
other parts of the sample holding assembly. The QMS is interfaced to a personal 
computer (PC) via a RC Mass Spectrometer Interface Unit and operated using Hiden 
Analytical Limited’s MASsoft application. The MASsoft application uses the PC-
based Microsoft Windows graphical interface to allow control and tuning of the QMS, 
as well as data acquisition, storage, recall and analysis. 
 
3.2.1.4 Micro-capillary array beam doser 
 
The design of the micro-capillary array beam doser (Figure 3.2) was adapted 
from Guevremont et. al.
14
 It consists of a 13 mm diameter glass capillary array with 
an open area ratio of 0.5, a orifice with aperture of 500 μm diameter and a O-ring seal 
fitted in a threaded cap with a 9.65 mm diameter aperture. The capillary array is made 




up of 10 μm diameter capillary tubes. It is designed to deliver a uniform flux across 









Figure 3.2 Micro-capillary array beam doser 
 
3.2.1.5 Push-pull shutter 
 
A push-pull shutter was designed and placed in between the doser and sample 
to intercept the molecular beam at will for sticking probability measurements.  
 
3.2.2  Measurement of sticking probability coefficients 
 
The sticking probability coefficients of the organic molecules on diamond 
were determined using the dynamic method developed by King and Wells.
15
 
Essentially, the changes in the partial pressure of the organic molecules when these 
were dosed onto the diamond surface was monitored using a QMS with a 2 mm pin-
hole in line-of-sight of the surface, in the presence and absence of a shutter that could 
block the surface from the molecular beams (Figure 3.1 (inset)). 
The diamond sample used in this study was a 8mm × 8mm diamond crystal 
with predominantly (100) facets. The sample was cleaned by first boiling in piranha 
solution (3 parts H2SO4: 1 part H2O2) for 30 minutes to remove organic contaminants 
and graphitic carbon, after which it was treated with hydrogen plasma for 30 minutes. 




After that, the sample was introduced into UHV chamber and flash-annealed to 
1000°C to produce a bare reconstructed diamond. The chemicals used were purchased 
from Sigma-Aldrich and used without further purification. Allyl alcohol (liquid, 99%) 
and acrylic acid (liquid, 99%) were degassed under freeze-pump-thaw cycles and 
heated to near boiling to obtain sufficient vapour pressures at the dosing line leading 
to the beam doser. 1,3-butadiene (liquefied gas) was used directly. Prior to the dosing 
experiments, the dosing line was pumped and purged for at least three times to avoid 
contamination from background gases.  
 
3.3  Computational Method 
 
For the calculations, DFT with the PBE-GGA
16
 and PAW potentials
17,18 
 as 
supplied in the VASP, was used.
19
 The cut-off energy is set at 400 eV. The calculated 
lattice constant for bulk diamond is 3.562 Å, which agrees very well with the 
experimental value of 3.567 Å. The diamond surfaces were modelled using a 
symmetrical finite slab containing sixteen layers of C atoms, with a vacuum region of 





 layers, which were frozen to simulate the bulk. The geometry optimizations were 
computed mostly in a 2×2 unit cell. In this work, 50% coverage refers to the 
population ratio of one adsorbed molecule to two dimers and 100% coverage refers to 
the population ratio of one molecule to one dimer. Due to the large size of 1,3-
butadiene, its adsorption was considered in a 4×2 unit cell. The automatic k-points 
generation scheme was used to generate Γ-centred 5×5×1 Monkhorst-Pack grids.20 
The number of k-points used was 13 for the 2×2 unit cell and 6 for the 4×2 unit cell.  




In the calculation of electron affinity, the vacuum level in each system was 
first determined by considering the electrostatic potential of the system as a function 
of the z axis, which is perpendicular to the surface.
21
 The electron affinity is defined 
as the difference between the vacuum level (EVac) and the conduction band minimum. 





was aligned with the average electrostatic potential of the bulk diamond. The bulk 
diamond is similar to the slab, except that the vacuum region had been filled with 
carbon atoms to create a continuous system. The alignment provides a common 
reference level for the vacuum potential and the bulk band edges. The use of the 
density-functional theory will result in an underestimation of the band gap of 
semiconductors. In this study, the band gap of bulk diamond is calculated to be 4.13 
eV, much lower than the experimentally determined value of 5.48 eV.
22
 The 
computed band gap can be improved by a scaling method reported by Sque et. al.
23
 In 
order to estimate the surface electron affinities, the lowest unoccupied state in each 
system is scaled by a factor of 1.328 with respect to the bulk valence band maximum 
at the Γ point.  
In the calculation of the surface dipole moment variation, the surface dipole 
moment variation ∆p is calculated by considering the variation in charge density ρ 
with respect to the z-direction. The total variation in the surface dipole density ∆p 
consists of the sum of three contributions as depicted in the following equation:
24
  
sbonda pppp     (3-1) 
First, the adsorbed hydrocarbon molecules induce additional surface dipole 
density ∆pa through the slightly polar C-H bonds. The second contribution to the 
dipole moment variation, ∆pbond, is from the charge re-distribution due to replacement 
of the C=C π bonds with C-C  bonds. The charge redistribution due to bonding is 




defined as ∆ρbond = ρadsorbate-surface – (ρclean_surface + ρfree_adsorbate). The linear charge 
redistribution ∆ρ(z) is calculated by integrating ∆ρ with respect to the z-direction and 







adsorbatefreesurfacecleansurfaceadsorbatebond dzzp    (3-2) 
The coordinates of the free adsorbate and the clean surface are taken from the 
optimized coordinates of the covered surfaces. This method prevents erroneous 
variation in charge density which arises from changes in atomic positions before and 
after cycloaddition. Lastly, the relaxation of the surface following chemisorption also 
contributes to the change in surface dipole density, ∆ps; this is relatively small as 
compared to the former two since there is no significant disruption to the surface 
bonding arrangement following adsorption. The individual contributions to ∆p are 
calculated by integrating the charge density ρ separately with respect to the z-






dzzzp      (3-3) 
 
3.4  Results and Discussion 
3.4.1  Kinetic Uptake and Calculation of Sticking Probability 
 
The kinetic uptake curves and calculated sticking probabilities of acetylene 
and 1,3 butadiene are depicted in Figure 3.3. We did not carry out measurements on 
ethylene due to the overlap of its major mass fragments (m/z =28) with background 
residual gas (eg. CO, N2) in the chamber. From the kinetic uptake profiles, a 
significant decrease in partial pressure can be seen when the molecular beam 




impinges on the diamond surface, indicating appreciable uptake of the molecules on 
the bare diamond surface. The partial pressure then increases steadily to the level of 
equilibrium partial pressure, indicating reduced sticking probability as the density of 
unreacted C-C dimers on the surface decreases.  
The initial sticking probabilities, S(t2), is related to the reaction probability as 
it gives the proportion of molecules which reacts with the surface following 
impingement. The values of S(t2) for 1,3-butadiene and acetylene are calculated to be 
0.89 and 0.52 respectively. Control studies of the same molecules on the 
hydrogenated diamond surface revealed a sticking probability of zero, as depicted in 
Figure 3.4. The sticking probability of 1,3-butadiene is expected to be high since it 
undergoes the symmetry allowed [4+2] cycloaddition.
25
 Acetylene, which can only 
undergo the [2+2] cycloaddition, has a sticking probability which is in the same order 
of magnitude as that of 1,3-butadiene, thus implying that the [2+2] type cycloaddition 
is also feasible. Although the [2+2] cycloaddition is predicted to be symmetry-
forbidden by the frontier orbital rules, the rule applies mainly to isolated molecular 
orbitals and its validity for condensed matter phase system is questionable. Another 
possibility is that the reaction may be proceeding via sequential biradical mechanism 
on the dimers rather than follow the concerted cycloaddition mechanism.
[9,26]
 
Regardless of the mechanism of reaction, the sticking probability studies here clearly 
indicate that unsaturated molecules have high sticking probability on the clean 
diamond surface. 
 













































































































































Figure 3.3 Kinetic uptake profiles (top) and corresponding sticking probability 
(bottom) for (a) 1,3-butadiene and (b) acetylene on clean diamond surface. 
 
 






























Figure 3.4 Kinetic uptake profile for 1,3-butadiene on hydrogenated diamond surface. 
The absence of a drop in the signal at P1 indicated that the molecule did not react with 
the surface, i.e. the sticking probability is zero. 
 




3.4.2  Clean H:C(100)-2×1 and C(100)-2×1 diamond surfaces 
 
Figure 3.5 shows the optimized structures for the monohydrogenated 
H:C(100)-2×1 and clean C(100)-2×1 surfaces, respectively. The C-C dimer bond 
lengths in C(100)-2×1 and H:C-(100) 2×1 are 1.38 and 1.62 Å, respectively. The 
ionisation potential and electron affinities of the surface have been determined to be 
5.796 eV and 0.316 eV for C(100)-2x1, while that of H:C(100)-2×1 are 3.275 eV and 
-2.205 eV, respectively. These calculated values, which show that the hydrogenated 
surface has NEA, and that of the clean surface has PEA, are in good agreement with 




Figure 3.5 C(100)-2×1 (left) and H: C(100)-2×1 (right) diamond surfaces. 
 
3.4.3  Hydrocarbon adsorption on C-2×1 surfaces: Optimized Geometry 
 
The optimized structures of the adsorbed molecules on C-2×1 are shown in 
Figures 3.6 and 3.7. The binding energies and average bond lengths of the newly 
formed C-C bonds are summarized in Table 3.1. The relaxed geometries are 
computed on a 2×2 unit cell. In this work, 50% surface coverage corresponds to one 
adsorbed molecule for two surface dimer sites, and 100% coverage corresponds to 
one molecule for every dimer. Due to the large size of 1,3 butadiene, its adsorption is 
considered in a 4×2 unit cell; in this case the maximum attainable coverage based on 




the ratio of adsorbate to dimer site is 50%. The binding energies calculated (Table 3.1) 
indicate that the reactions are exothermic for all.  
 
 B.E per molecule/eV 
± 0.01 eV 
Bond Distances/Å 
± 0.01 Å 
1,3-Butadiene 25% -4.22 1.54 
1,3-Butadiene 50% -3.89 1.54 
Acetylene 50% -3.70 1.52 
Acetylene 100% -4.00 1.57 
Ethylene 50% -2.21 1.56 
Ethylene 100% -0.71 1.57 
Table 3.1 Binding Energy (B. E.) and Bond Distances 
 
First, we consider the [4+2] cycloaddition of 1,3-butadiene on the 2×1 surface 
dimers on diamond. The optimized configuration of 1,3-butadiene at 25% coverage 
has the molecular plane of the 6-membered ring nearly parallel to the surface normal, 
which agrees with previous reports by Qi and coworkers.
13
 When the coverage of 1,3-
butadiene is increased to 50%, the repulsive interactions between hydrogen atoms of 
neighbouring adsorbates caused the binding energies to be endothermic when 
adsorption onto two adjacent surface dimers was considered. To avoid steric repulsion, 
the 1,3-butadiene has to be adsorbed on diagonally facing dimers in the 4×2 unit cell, 
as shown in Figure 3.6(b). For both 25% and 50% coverages, the C-C bond formed 
between the surface and the adsorbate is 1.54 Å, similar to the C-C bond length 
between the first and second layer carbon in diamond. There is no significant 
disruption of the surface bonding arrangement, and the bond length of the underlying 
dimer atoms of diamond is unchanged, therefore the adsorption of 1,3-butadiene have 
“extended” the dimer structure in the diamond lattice. 
















Figure 3.6 (a) Optimized structure of 1,3-Butadiene on C(100)-2×1 surface at 25% 
coverage. (b) The 4×2 unit cell of clean C(100)-2×1 surface. Examples of adjacent 
dimers are 1 and 2 or 1 and 3. Diagonally facing dimers are 1 and 4 or 2 and 3. (c) 
Optimized structure of 1,3-Butadiene on C-2×1 surface at 50% coverage. From the 
bottom left, the top view, front view, and side view are shown respectively. The C and 
H atoms of the adsorbates are represented by large, red (dark grey) spheres and small, 
yellow (white) spheres respectively. The C atoms of the surface dimers and sub-
surface are represented by large, blue and grey spheres respectively. 













Figure 3.7 Optimized structures of Acetylene and Ethylene on C-2×1 surface at 50% 
and 100% coverage. The C and H atoms of the adsorbates are represented by large, 
red (dark grey) spheres and small, yellow (white) spheres respectively. The C atoms 




Next, we consider the adsorption of ethylene and acetylene in a [2+2] 
cycloaddition manner on the surface dimers of 2×1 diamond. At 50% coverage (only 
half the dimers occupied), the optimized chemisorbed structures of ethylene and 
acetylene are similar except for the presence of a C=C bond parallel to the surface for 
acetylene. The C-C bond formed between the surface and the adsorbate is 1.56 Å for 
ethylene and 1.57 Å for acetylene, and the bond length of the underlying dimer atoms 
of diamond increases merely by 0.01Å, so it can also be said that these hydrocarbons 
“extended” by one unit the dimer structure in the diamond lattice. When the coverage 
of the adsorbates is increased to 100% (every dimer is occupied), we found that the 
adsorbed acetylene spontaneously assembles to form a one dimensional polyacetylene 




following the energy optimization. The “polymerization” originates from the 
proximity bonding of the biradicals between neighbouring acetylene, as well as the 
need to minimize steric repulsion. The polyacetylene chain runs along the diamond 
dimer rows (Figure 3.7). In the case of ethylene however, the absence of C=C bond in 
adsorbed ethylene (used up in bonding with diamond) precludes the polymerization of 
these ethylene molecules at higher coverages. To avoid steric repulsion now, one 
ethylene molecule migrates towards the hollow site between the two dimers. 
Therefore at 100% coverage, the binding energy decreases significantly for ethylene, 
although it has not changed much for acetylene compared to 50% coverage. 
 
3.4.4  Work Function and Electron Affinity 
 
The presence of C-H bonds in the adsorbed hydrocarbons changed the 
electrostatic potential of the clean diamond surface because of the partial positive 
charge on the hydrogen.
3, 27
 There is also a reduction of the  electron density 
extending into the vacuum because these are now substituted by C-H  bonds.28 Our 
calculations (Table 3.2) show that the adsorption of all the hydrocarbons reverses the 
positive electron affinity (0.316 eV) condition of the bare C-2x1 diamond to NEA. 









    (3-4) 
where p = component of the dipole of an isolated surface bond perpendicular  
      to the surface 
n = area density of the surface dipoles  
f  = a function which depends on n 
 




 At low coverages, the change in electron affinity is linearly proportional to the 
density of surface dipoles. The adsorption of 1,3-butadiene on bare diamond 
illustrates this point. At 25% coverage, the electron affinity of the surface is reduced 
by as much as 0.8 eV to -0.563 eV. When the coverage is increased to 50%, a further 
decrease of 0.8 eV (from -0.563 eV to -1.399 eV) is observed. The electron affinities 
of the diamond surface following acetylene and ethylene adsorption at 50% coverages 




∆ ∆pbond ∆pa 
∆cal 
∆cal 
C-2×1 5.796 0.316 -- -- --  
H:C-2×1 3.275 -2.205 2.521 -0.404 0.000 2.885 
Acetylene 50% 4.257 -1.223 1.540 -0.013 0.205 1.464 
Acetylene 100% 3.684 -1.796 2.112 -0.111 0.325 2.315 
Ethylene 50% 4.281 -1.199 1.515 -0.075 0.186 1.329 
Ethylene 100% 3.308 -2.172 2.488 -0.143 0.375 2.678 
1,3-Butadiene 25% 4.917 -0.563 0.879 -0.051 0.192 0.684 
1,3-Butadiene 50% 4.081 -1.399 1.715 -0.018 0.467 1.664 
Table 3.2 Calculated Work function (Electron affinity (), change in electron 
affinity ∆(or work function(∆)) relative to C(100)-2×1 surface, as well as the 
change in surface dipole moment ∆pbond (due to bonding) and ∆pa (due to adsorbate). 
The reported values are corrected to 3 decimal places and units for ∆pa in e-Å and 
units for ∆cal in eV. 
 
 However, the reduction in electron affinity does not scale in a linear fashion 
with increasing number of C-H bonds or coverage of the adsorbates. For example, at 
50% coverage, the electron affinities of the diamond surface following the adsorption 
of ethylene and acetylene are comparable, even though the number of C-H bonds on 
ethylene is twice that of acetylene. It appears that it is the spatial effect of the C-H 
dipoles, rather than coverage, which produces the major influence on the electron 
affinity. The optimized structures in Figure 3.7 show that in the case of acetylene 
adsorption, the C-H bonds are tilted at an angle of 42.5° from the surface normal at 
50% coverage, whereas for ethylene adsorption, the C-H bonds are tilted at an angle 




of 66.2°. Therefore, the C-H dipoles of ethylene are inclined at a greater degree 
towards the plane of the surface and exert less influence on the electron affinity. This 
explains why there is only marginal difference in electron affinity in the case of 
ethylene and acetylene at 50% coverage despite the fact that ethylene has double the 
number of C-H bonds. 
 When the coverage of acetylene increases from 50% to 100%, the electron 
affinity reduces by 0.5 eV to -1.796 eV. The C-H bonds of adsorbed acetylene are 
tilted at an angle of 42.5° from the surface normal at 50% coverage, and increases to 
49.2° when the coverage is increased to 100%. As a result, although the density of C-
H bonds have doubled when the coverage increases from 50% to 100%, the in-plane 
tilting of the C-H dipoles render these ineffective in lowering the work function. In 
the case of ethylene, the electron affinity decreases by more than 1 eV to -2.172 eV, 
this value is in fact similar to the NEA value of the monohydrogenated H:C(100) 2x1 
surface. Due to the need to minimize steric repulsions for adsorbed ethylene, the 
directions of the C-H bonds vary at different coverages across the surface. At 50% 
coverage, all the C-H bonds are tilted at an angle of 66.2° from the surface normal. 
When the coverage increases to 100%, the situation becomes rather complicated. For 
ethylene molecule lying on top of the C-C dimers, the tilting angle with respect to the 
surface normal for half of the C-H bonds is 46.3°, while the angle is 82.2° for the 
remaining half. For ethylene molecules lying in the hollow sites, half of the C-H 
bonds are tilted at an angle of 25.9° from the surface normal and the other half are 
tilted at an angle of 86.9°. The collective effect of these dipoles can be assessed more 
meaningfully if we consider the average electrostatic potential on the surface instead 
of localized, individual C-H dipoles.  




 We consider the overall surface dipole moment variation by calculating the 
contributions due to bonding and adsorbate, ∆pbond and ∆pa, respectively. The total 
surface dipole moment variation can be related to the change in the electron affinity or 







       (3-5) 
where ∆ = change in electron affinity of surface in eV 
 ∆p = dipole moment variation per unit cell in e-Å    




 The calculated values for ∆pbond, ∆pa and the induced drop in electron affinity 
∆cal are tabulated in Table 3.2. The calculated values for changes in electron affinity 
induced by ∆pbond and ∆pa are very close to the ∆values calculated by aligning the 
electrostatic potential. The calculated values for ∆pa are approximately proportional to 
the surface coverage, for example, for ethylene at 100% coverage, ∆pa is calculated to 
be 0.375 e-Å, almost twice that of ethylene at 50% coverage (0.186 e-Å). 
Nevertheless, the value of ∆pa is also dependent on the optimized configuration of the 
adsorbates, and is not always directly proportional to the surface coverage.  
 The charge redistribution due to bonding arises from the conversion of loosely 
bonded π electrons of the clean surface to more tightly bonded σ electrons after 
adsorption. This is similar to the observation made by Kim et al.
 
when comparing 
H:C-2×1 and C-2×1 surfaces.
28
 A greater charge redistribution translates to a larger 
surface dipole moment variation. Due to the small size of hydrogen atoms, the 
electrons are held closely to the core and are more localized. The charge redistribution 
is much more significant for hydrogenation as compared to adsorption of hydrocarbon 
molecules, and the hydrogenated surface H:C-2×1 surface therefore has the largest 
∆pbond value (-0.404 e-Å). The charge redistribution due to bonding after 




cycloaddition can be appreciated from the planar charge redistribution in the yz-plane, 
the plane containing the C=C dimers. Figure 3.8(a) shows the planar charge 
redistribution for acetylene and ethylene adsorption at 100% coverage. Adsorption of 
acetylene at 100% coverage resulted in an accumulation of charges between the C 
atoms of acetylene and the C atoms of the C=C dimers; correspondingly, depletion of 
charge is seen in the four-membered ring formed by the C atoms of acetylene and the 
C atoms of the C=C dimers. This observation illustrates the replacement of the C=C π 
bonds with parallel rows of C-C  bond. The situation is similar for adsorption of 
ethylene at 100% coverage, except that the charge redistribution are more dispersed in 
the y-direction due to migration of one ethylene molecule per unit cell to the hollow 
site. The planar charge redistribution also shows that the C-H dipoles of acetylene are 
tilted slightly towards the surface plane, while the C-H dipoles of ethylene display 
various tilting angles, as discussed above.  
The linear charge redistribution along the z-axis, ∆ρ(z) following adsorption of 
acetylene and ethylene at 50% and 100% coverages are shown in Figure 3.8(b). It can 
be expected that the change in ∆ρ(z) along the z-axis will be more significant at higher 
coverages. Indeed, the linear charge redistribution at 50% coverage is smaller than at 
100% coverage for both acetylene and ethylene adsorption. As such, the values for 
surface dipole moment variation ∆pbond for acetylene and ethylene adsorption at 50% 
coverage are only -0.013 and -0.075 e-Å respectively, whereas at 100% coverage, the 
corresponding values of ∆pbond are -0.111 and -00143 e-Å. In all cases, the linear 
charge shows a depletion of charge at the outermost surface regions, so the π electrons 
of the clean surface which are more extended into the vacuum are converted to more 
tightly bonded σ electrons after adsorption. 






















































Figure 3.8 (a) Planar charge redistribution of Acetylene (top) and Ethylene (bottom) 
adsorption at 100% coverages. (b) Linear charge of the respective surfaces at 50% and 
100% coverages. The inset is a magnification of the outermost region for 100% 
coverage.  
 
  For the adsorption of hydrocarbons on the C(100)-2×1 surface, the surface 
dipole moment variation arises not only from the slightly polar C-H bond, but also 
from difference in structure and geometry of the newly-formed C-C bonds as 
compared to C-C bonds in bulk diamond. Thus, the changes in electron affinity does 




not scale linearly with the number of C-H bonds on the surface, but is determined by 
the spatial extent of the electrostatic potential into the vacuum region. 
 
3.5  Conclusion 
 
 We have investigated the sticking probabilities of acetylene and butadiene on 
the clean diamond surface and found that the clean surface shows appreciable uptake 
for unsaturated organic molecules. The high sticking probability implies that the 
coverage of these molecules on the surface of clean diamond is limited only by steric 
repulsion between the adsorbates. Periodic density functional theory shows that the 
adsorption energies of ethylene, acetylene and 1,3 butadiene on diamond are 
exothermic. The adsorbed hydrocarbons become an extension of the diamond surface 
lattice due to their structural similarity to the surface dimers. As a result, the C-H 
dipoles on these adsorbed hydrocarbons play a similar role as the C-H dipoles on 
hydrogen-terminated diamond in producing the negative electron affinity condition. 
Our calculations show that the change in electron affinities does not scale linearly 
with the coverage of the adsorbates or the population of the C-H bonds. This is 
because at high coverages of these adsorbed molecules, the need to minimize steric 
repulsion re-orientates the geometry of these molecules and caused some of their C-H 
bonds to be shifted towards the surface plane, thus rendering these ineffective in 
contributing to the surface dipoles.   
 
 







 C. Wang, A. Garcia, D.C. Ingram, M. Lake, M.E. Kordesch, Electron. Lett., 1991, 
27, 1459 
2
 N. S. Xu, R.V. Latham, Y. Tzeng, Electron. Lett., 1993,  29, 1596 
3
 F. Maier, J. Ristein, L. Ley, Phys. Rev. B, 2001, 64, 165411 
4
 D. Takeuchi, S.-G. Ri, H. Kato, C. E. Nebel, S. Yamasak, Phys. Stat. Sol. (a), 2005, 
202(11), 2098–2103 
5
 J. van der Weide, Z. Zhang, P. K. Baumann, M. G. Wensell, J. Bernholc, R. J. 
Nemanich, Phys. Rev. B, 1994, 50, 5803 
6
 B.B Pate, Surf. Sci., 1986, 165, 83 
7
 S.P. Mehandru, A.B. Anderson, Surf. Sci., 1991, 248, 369 
8
 G. T. Wang, S. F. Bent, J. N. Russell, Jr., J. E. Butler, M. P. D’Evelyn, J. Am. Chem. 
Soc., 2000, 122, 744 
9
 D. R. Fitzgerald, D. J. Doren, J. Am. Chem. Soc., 2000, 122, 12334 
10
 Y. Okamoto, J. Phys. Chem. B, 2001, 105, 1813 
11
 M. P. Schwartz, D. E. Barlow, J. N. Russell, Jr., J. E. Butler,  M. P. D’Evelyn, R. J. 
Hamers, J. Am. Chem. Soc., 2005, 127, 8348 
12
 T. Ouyang, X. Gao, D. Qi, A. T. S. Wee, K. P. Loh, J. Phys. Chem. B, 2006, 110, 
5611-5620 
13
 D. Qi, L. Liu, X. Gao, T. Ouyang, S. Chen, K. P. Loh, A. T. S. Wee, Langmuir, 
2007, 23(19), 9722 
14
 J. M. Guevremont, S. Sheldon, F. Zaera, Rev. Sci. Instrum., 2000, 71(10), 3869 
15
 D. A. King, M. G. Wells, Surf. Sci., 1972, 29, 454 
16
 J. P. Perdew, K. Burke, M. Ernzerhof, Phys. Rev. Lett., 1996, 77, 3865
 
17
 P.E. Blöchl, Phys. Rev. B, 1994, 50,  





 G. Kresse, J. Joubert, Phys. Rev. B, 1999, 59, 1758 
19
 G. Kresse, J. Furthmüller, Phys. Rev. B, 1996, 54, 11169; Comput. Mater. Sci., 
1996, 6, 15 
20
 H. J. Monkhorst, J. D. Pack, Phys. Rev. B, 1976, 13, 5188 
21
 J. Zhang, K. P. Loh, M. Deng, M. B. Sullivian, J. Zheng, P. Wu, J. Appl. Phys., 
2006, 99, 104309 
22
 S. M. Pze, Physics of Semiconductor Devices, 2
nd
 ed. Wiley-Interscience, New 
York, 1981 
23
 S. J. Sque, R. Jones, P. R. Briddon, Phys. Rev. B, 2006, 73, 085313 
24
 I. Borriello, G. Cantele, D. Ninno, G. Iadonisi, M. Cossi, V. Barone, Phys. Rev. B, 
2007, 76, 035430 
25
 R. B. Woodward; R. Hoffmann, The Conservation of Orbital Symmetry, New York: 
Academic Press, 1970 
26
 X. Lu, M. Zhu, X. Wang, J. Phys. Chem. B, 2004, 180, 7359 
27
 J. B.Cui, J. Ristein, L. Ley, Phys. Rev. Lett., 1998, 81, 429  
28
 Y-H. Kim, S. B. Zhang, Y. Yu, L. F. Xu, C. Z. Gu, Phys. Rev. B , 2006, 74, 075329 
29
 M. J. Rutter, J. Robertson, Phys. Rev. B , 1998, 57, 9241 





Adsorption of aromatic carbons on diamond (111)-2×1: A 





Ultrathin layers of organic molecules can be assembled on group IV (eg. silicon, 
germanium, diamond) semiconductor surfaces using surface analogs of cycloaddition 
reactions. We present a study of the chemisorption of benzene, toluene and styrene on 
the Pandey chain of C(111) using High Resolution Electron Energy Loss 
Spectroscopy* and Density Functional Theory calculations. Two cycloaddition 
reactions, namely the [4+2] and [2+2], were examined. The [4+2] reaction is found to 
be thermodynamically unfavorable on C(111), while the [2+2] reaction involving the 
ring is slightly exothermic. In the case of aromatic molecules with an external 
unsaturated functional group, the reaction can proceed via the external functionality, 
thereby preserving the aromatic ring and providing further stability. Different 
reactivity patterns to the C(100) surface are rationalized on the basis of steric effects 
imposed by the geometrical structure of the Pandey chain. We also considered the 
feasibility of graphene growth on the C(111) surface. Our study demonstrates the 
potential of employing the Pandey chain as a template for assembling one-
dimensional molecular structures on the diamond surface. 
 
 






* The HREELS results are also included in the PhD thesis of Dr Ouyang Ti: 
SURFACE SCIENCE STUDIES OF DIAMOND AND MOS2/MOGE FILMS (2008). 
This chapter highlights new computational results which complements the existing 
experimental data.  




4.1  Introduction  
 
 Research interest in the technological applications of diamond has increased 
tremendously in the past few decades due to progress in the chemical vapour 
deposition of high quality diamond thin films.
1,2
 Diamond possesses outstanding 
properties such as chemical inertness, high thermal conductivity, excellent mechanical 
strength and a large electrochemical potential window. Other unique properties of 
diamond are surface-related; for example, the negative electron affinity of 
hydrogenated diamond surfaces can be exploited in cold-cathode applications. The 
functionalization of hydrogenated diamond surfaces using photochemical and 
electrochemical methods has been studied extensively.
3-7
 On the other hand, 
reconstructed diamond surfaces, obtained by annealing in vacuum, are given much 
lesser attention. Reconstructed diamond surface with highly ordered rows of surface π 
bonds afford a well-defined molecular template for spatially-controlled reactions, 
nano-lithography or molecular electronics. Previously, the controlled functionalization 
of C(100) with unsaturated organic molecules, through either the [2+2] or [4+2] type 
cycloaddition reactions has been studied using various experimental techniques and 
theoretical calculations.
8-13
 Such studies are important not only because diamond 
surfaces react differently compared to other Group IV semiconductors, but also 
because electronic properties of the surface are altered following cycloaddition.
8,11,12
 
In view of the fact that the C(111) surface is the natural cleavage plane of diamond, it 
is interesting to study chemical modification of this surface. Moreover, most studies 
on C(111) focus on the clean or hydrogenated surface and adsorption studies 
involving molecular adsorbates have not been reported.
14-16
 




 The clean C(111) surface forms the well-known Pandey chain structure upon 
annealing in UHV.
17
 The Pandey chain can be considered as a continuous chain of π 
bonds across the surface, albeit a strained one due to the bonding of the surface atoms 
to the sub-surface atoms. On the C(100) surface, the surface π bonds are weaker than 
molecular π bonds, thus the reaction barrier for the C(100) π bonds is lower than the 
molecular analogues.
13
 On the C(111) surface, Yang et. al investigated the adsorption 
of C2 radical and C2H2 molecule on the Pandey chain with density functional theory 
calculations. Their calculations predicted that the self-assembly of C2H2 on top of the 
Pandey chain can result in the formation of polyethylene that follows the zigzag 
course of the chain.
18
 Due to its π-like bonds, the Pandey chain may undergo Diels-
Alder reactions similar to the dimers on the C(100) surface. In the present study, we 
examine the reactivity of the Pandey chain towards aromatic organic systems using 
High Resolution Electron Energy Loss Spectroscopy (HREELS) and Density 
Functional Theory (DFT). Both experimental and theoretical calculations demonstrate 
that these aromatic compounds can form stable adsorbates on the Pandey chain of 
C(111) surface at room temperature.  
 
4.2  Experimental Section  
 
 Boron-doped diamond layers were grown on HPHT single crystal diamond 
(Element Six) by plasma enhanced chemical vapor deposition. Doped diamond is used 
to prevent charging to the sample during HREELS measurement. Prior to the 
measurement, the diamond sample was cleaned in acid, exposed to hydrogen plasma 
and annealed to 600 °C in ultra-high vacuum.
19
 Liquid organic molecules, namely 
toluene, phenyl acetylene and styrene were introduced into the chamber from a 




stainless steel cylinder by directly backfilling the chamber via a precision leak valve. 
The exposure was calculated from the chamber pressure increase without calibrating 
the relative sensitivity with an ion gauge and expressed in the unit of Langmuir (L) 
(1L = 1×10
-6 
Torr · S). In order to remove air or other volatile contaminants dissolved 
in the chemicals, freeze-pump-thaw procedure was repeated for several cycles before 
the vapor of target molecules was introduced onto sample surfaces.  
 
4.3  Theoretical Method  
 
 We employ DFT with PBE-GGA
20
 for the calculations. PAW potentials
21,22
 as 
supplied in the VASP were used.
23
 The cut-off energy was set at 400 eV. The 
calculated lattice constant for bulk diamond is 3.562 Å, which agrees very well with 
the experimental value of 3.567 Å. The diamond surfaces were modelled using a 
symmetric finite slab containing ten layers of C atoms; a symmetric slab prevents a 
cell-size dependent electric field gradient across the vacuum region. The vacuum 
region used was more than 15 Å following adsorption. All the atoms were allowed to 
relax. The adsorption of the aromatic hydrocarbon molecules was considered in a 4×4 
unit cell to minimise adsorbate-adsorbate interactions. Due to the large size of the 
supercell, we used the   point for the Brillouin zone integration. The binding 
energies of the cycloaddition reaction are calculated by the following equation:  
adsorbatefreesurfacecleanadsorbatesurfaceb EEEE __    (4-1) 
A positive value of Eb refers to an endothermic reaction while a negative value refers 








In the case of the C(111) graphene system, calculations are performed using 
PWscf in the QUANTUM-ESPRESSO package.
25
 Geometry optimization was 
performed within dispersion-corrected density-functional theory (DFT-D). The GGA 
functional of Pedrew, Burke and Ernzerhof corrected by the dispersion term (PBE-D)
 
20,26 
 and Vanderbilt ultrasoft pseudopotentials were used as supplied in the package.
27 
 
The cut-off energy used was 50 Ry. The graphene sheet and the C(111) surface was 
modelled using a 4×4 unit cell, with a , a symmetrical slab and a vacuum region of 
more than 15Å. All the atoms were allowed to relax. The brillouin zone is sampled 
using a 5×5×1 kpoint grid which gives 13 kpoints. 
 
4.4  Results and Discussion 
4.4.1 HREELS study of the hydrogen-free diamond C(111)-2×1 surface 
 
 The ideal 1×1 reconstructed diamond C(111) surface is terminated by a 
single C-H bond per surface atom.
28
 Annealing this surface to temperatures above 
1000 
o
C will induce hydrogen desorption and surface reconstruction, thus generating 
the π–bonded Pandey chain structure.29 The HREELS spectra of C(111) surface before 
and after annealing is presented in Figure 4.1.  
In order to compare the HREELS spectra taken at different scans, the intensity 
of each spectrum is normalized with respect to the intensity of the elastic peak. The 
elastic peak dominates the total gain and is therefore used as a reference for 
normalization. As depicted in Figure 4.1, the HREELS spectrum of the as-received 
C(111) surface shows C-H stretching peak at 362 meV and C-H bending at 177 meV. 
The weak signal at 99 meV (S1) can be assigned to the olefinic =CH2 wagging or 
aliphatic –CH2 rocking on the C(111)-1×1 surface.
30
 After annealing to 200 
o
C 




(Figure 4.1(b)), both C-H stretching and bending peaks become sharper, which can be 
explained by the desorption of surface hydrocarbon contamination.
29,31
 After 
annealing further to 1100 
o
C, a broad peak centered around 128 meV (Figure 4.1(c)) 
emerged as the strongest loss peak. This peak can be assigned to a mixture of C-H 
bending mode and diamond substrate bulk phonon.  This can be compared to the bulk 
phonon signal of the as-received sample which peaked at 136 meV (Figure 4.1(a)).
29,32
 
The 2×1 reconstructed surface is obtained after annealing to 1100
o
C, characterized by 
the absence of C-H vibrations in the HREELS spectrum. At the same time, a small 




























Figure 4.1 HREELS spectra of (a) as-received diamond (111) surface, and after 
annealing to (b) 200 
o
C and (c) 1100 
o
C. The scale on the y-axis is linear. Each 
spectrum is normalized with respect to the intensity of the elastic peak. Reproduced 
with permission from the thesis of Ouyang Ti. 
  




In the following sections, we present experimental evidence for the 
chemisorptions of aromatic molecules like toluene and styrene on the C(111) surface. 
It must be pointed out that our studies show that toluene and styrene do not adsorb on 
the C(100)-2x1 surface, so the C(111) surface exhibits enhanced reactivities compared 
to the C(100). 
 
4.4.2 Adsorption/Desorption of toluene on C(111)-2×1 surface 
 
The HREELS spectra of toluene on C(111)-2×1 diamond adsorbed at room 
temperature, and after subsequent annealing, is depicted in Figure 4.2. HREELS 
signals related to toluene adsorption include the C-H stretching peak which can be 
deconvoluted into two components at 362 and 381 meV respectively, C-H bending at 
179 meV and C=C stretching at 202 meV (Figure 4.2(e)). After annealing to 50 
o
C, 
the intensity of the C-H stretching peak decreases by 20% (Figure 4.2(f)). At this 
stage, the intensity of sp
3
 related component is slightly stronger than the sp
2
-related 
component in the C-H stretching peak. Both the shape and the intensity of this peak 
remain constant after subsequent annealing to as high as 200 
o
C (Figure 4.2(g), (h)). 
Therefore the decrease in toluene signal intensity at 50 
o
C is probably due to the 
thermal desorption of physisorbed molecules, leaving only chemically bonded toluene 
layer on the surface. Even after further annealing to 400 
o
C (Figure 4.2(j)), significant 
amount of adsorbate-related signals can still be observed, showing the molecule is 
likely to be chemically bonded on the surface. 
 







































Figure 4.2 HREELS spectra of (a) bare diamond (111); after dosing of (b) 10 L; (c) 
100 L; (d) 1000 L and (e) 5000 L of toluene on the surface; and after subsequent 
annealing to (f) 50 
o
C; (g) 100 
o
C; (h) 200 
o
C; (i) 300 
o
C; and (j) 400 
o
C. (1 Langmuir 
(L) = 1  10-6 torr.s) The scale on the y-axis is linear. Each spectrum is normalized 
with respect to the intensity of the elastic peak. Reproduced with permission from the 
thesis of Ouyang Ti. 
 
4.4.3 Adsorption/Desorption of styrene on C(111)-2×1 surface 
 
Upon the adsorption of styrene on C(111) bare surface, the HREELS spectrum 




 C-H stretching modes, as well as C-H bending signals 
located at 177 meV (Figure 4.3). Upon annealing to 200-300 
o
C, both the C-H 
stretching and bending signals increase dramatically, as shown in Figure 4.3(e-h). One 




explanation is the polymerization of styrene, giving rise to strong but poorly resolved 
C-H signals. These C-H signals are very stable on the C(111) surface, observable even 
after annealing to 1000 
o
C (Figure 4.3(h)). Some hydrogen atoms may have 
transferred from the hydrocarbon to the diamond surface during the thermal 
dehydrogenation. 



































Figure 4.3 HREELS spectra of (a) bare diamond (111); after dosing (b) 1000 L and (c) 





C; (f) 300 
o
C; (g) 500 
o
C; and (h) 1000 
o
C. (1 L = 1  10-6 torr.s) The scale on the 
y-axis is linear. Each spectrum is normalized with respect to the intensity of the elastic 
peak. Reproduced with permission from the thesis of Ouyang Ti. 
 
4.4.4 Adsorption/Desorption of phenyl acetylene on C(111)-2×1 surface 
 
For aromatic molecules with external unsaturated functional groups, the 
cycloaddition may occur via the external group. To verify the above point, we 




consider the adsorption of phenyl acetylene on C(111). Phenyl acetylene contains a –
CC-H end group, this provides an additional sp C-H stretching which can be 
distinguished from the sp
2
 C-H signal in the HREELS spectrum. The 
adsorption/desorption profile of phenyl acetylene-dosed C(111) at room temperature 
and after annealing is presented in Figure 4.4. Sharp sp
2
 C-H stretching at 381 meV 
and C=C stretching at 202 meV features could be observed after dosing phenyl 
acetylene on bare C(111) surface at room temperature (Figure 4.4(d)). The adsorption 
product is quite stable on the diamond surface as judged from the persistent 
vibrational modes in the HREELS spectra even after annealing to 500 
o
C.  






































Figure 4.4 HREELS spectra of (a) bare diamond (111); after dosing of (b) 100L; (c) 
1000L and (d) 10000L of phenyl acetylene on the surface; and after subsequent 




annealing to (e) 100 
o
C; (f) 200 
o
C; (g) 300 
o
C; (h) 400 
o
C; and (i) 500 
o
C. (1 L = 1  
10
-6
 torr.s) The scale on the y-axis is linear. Each spectrum is normalized with respect 
to the intensity of the elastic peak. Reproduced with permission from the thesis of 
Ouyang Ti. 
 
 In order to resolve the various C-H stretching components of the adsorbed 
molecules, the HREELS spectra of hydrogenated diamond (111), as well as that of 
C(111) adsorbed with  a variety of molecules, are plotted and peak-fitted, as shown in 






C-H stretching modes and their 
relative intensities observed in HREELS spectra are summarized in Table 4.1. The C-
H stretching peak of toluene adsorbed on bare C(111) (Figure 4.5(b)) can be 
deconvoluted into two components: a strong signal at 367 meV and a weak signal at 




 carbon, respectively. Similarly, the 
C-H stretching peak styrene and phenyl acetylene are deconvoluted into their 





C-H stretching and the results obtained are in agreement with experiment. The 
HREELS spectrum of phenyl acetylene physisorbed at -173 
o
C on bare C(111) was 
collected for comparison. The peak-fitted C-H stretch mode is shown in Figure 4.5(e). 
At -173 
o
C, the sp C-H stretching mode (408 meV) corresponding to the -CC-H end 
group in phenyl acetylene can be observed. Therefore, the absence of sp C-H 
stretching component after dosing phenyl acetylene on C(111)-2×1 surface at room 
temperature suggests that the chemisorption proceeds via the [2+2] cycloaddition of 
the triple bonds with the surface dimer, thus preserving the stable benzene ring 
structure. In contrast, addition via the internal π bonds of the phenyl ring, in either a 
[4+2] or [2+2] manner, goes against the rule of preservation of internal  bonds. This 
result agrees with previous studies of phenyl acetylene on silicon surface.
33,34 





Position of energy loss peak for 





 C-H sp C-H 
Hydrogenated C(111) 364 - - 
Toluene on bare C(111) 367 385 - 
Styrene on bare C(111) 365 379 - 
Styrene on bare C(111), calculated 359 380 - 
Phenyl acetylene on bare C(111), 27 
o
C - 381 - 
Phenyl acetylene on bare C(111), -173 
o
C - 378 408 
Table 4.1 Summary of the various deconvoluted HREELS C-H Stretching Modes for 
different molecular adsorbates on C(111).  
 






















Figure 4.5 HREELS spectra of the C-H stretching mode collected on (a) 
Hydrogenated diamond (111); and after dosing of (b) toluene; (c) styrene; (d) phenyl 
acetylene on bare C(111) at room temperature till saturation; (e) HREELS spectra of 
100 L of phenyl acetylene dosed at -173 
o
C (Original Intensity × 2). Reproduced with 
permission from the thesis of Ouyang Ti. 




 Our vibrational studies established the feasibility of cycloaddition reactions 
between aromatic molecules as well as the stability of the adsorbates. In most cases, 




) overlap and it is difficult 
to deduce the configuration of the chemisorbed molecules based on the HREELS 
spectra alone. Therefore, in order to elucidate the adsorption configuration of the 
products, theoretical calculations were performed. 
 
4.4.5 The reconstructed C(111)-2×1 surface 
 
 We consider the reconstructed C(111)-2×1 surface based on the π-bonded 
chain system proposed by Pandey.
17
 Figure 4.6 depicts the top and side view of the 
zigzag Pandey chain. The geometry of the calculated reconstructed surface is similar 
to previous studies.
18,35
 The average C-C bond length along the chain is 1.443 Å. 
(a) (b)
C atoms of 1st layer 
C atoms of 2nd layer 
C atoms of sub-layer 
 
Figure 4.6 (a) Top view and (b) Side view of the Pandey chains in clean C(111)-2×1 
surface. The dotted lines indicate the size of the unit cell. The lattice parameters are 
10.075 Å by 10.075 Å. 
  
4.4.6 Hydrocarbon adsorption on the C(111)-2×1 surface 
 
 In this work, the reactions between aromatic hydrocarbon molecules with the 
Si(100) dimers are used as a reference point when we consider the adsorption 
products. This is because the Si(111) surface undergoes a 7×7 reconstruction and is 




very different from the C(111)-2x1 surface, and there are no previous studies 
performed on the C(100) surface. The adsorption of aromatic hydrocarbon molecules 
on Si(100) surfaces has been investigated extensively with various theoretical 
methods and experimental techniques.
36-38
 In the case of benzene, it was generally 
accepted that the chemisorption involves a [4+2] cycloaddition through which the 
aromaticity of the benzene ring is destroyed.
39 
Two of the conjugated C=C bonds act 
as a diene to form two -bonds with one Si surface dimers, forming a butterfly 
structure on the surface.
40,41
 For styrene, due to the presence of a external vinyl group, 
the chemisorption can also take place via [2+2] cycloaddition with the vinyl group, 
and thus preserving the aromatic ring.
42,43
 
  The optimized structures of the adsorbed molecules on C(111)-2×1 are shown 
in Figures 4.7 and 4.8. The relaxed geometries are computed on a 4×4 unit cell. The 
binding energies and average bond lengths of the newly formed C-C bonds are 
summarized in Table 4.2. The binding energy of the adsorption is affected by three 
factors: the structural distortion of the surface and the breaking of aromatic stability 
for the adsorbates, which are endothermic processes, versus the newly-formed  




C atoms of 1st layer 
C atoms of 2nd layer 
C atoms of sub-layer 
C atoms of adsorbate
H atoms of adsorbate
(b)(a)
 
Figure 4.7 (a) Side view and (b) Top view of the optimized structure of the [2+2] 
cycloaddition of styrene via the vinyl group.  





New C-C bond 
length/Å ± 0.01 Å 
Eb /eV  
± 0.001 eV 
Eb on Si(100)/ eV 
Benzene - [4+2] 1.62 0.161 -1.00-1.02
41, a
 
Benzene - [2+2] 1.60 -0.146 - 
Styrene - [2+2] C=C 1.62 -1.157 -1.64, 1.71
46, b 
Styrene - [4+2] 1.62 0.071 -0.91
46
 
Styrene - [2+2] 1.60 -0.125 - 
Toluene - [4+2] 1.62 0.022 -1.04, 1.32
44, c 
Toluene - [2+2] 1.60 -0.103 - 
Table 4.2 Calculated bond distances and binding energies (Eb) for different molecular 
adsorbates on diamond (111)-21. The binding energies of the corresponding 
adsorbates on Si(100)- 21 are included as a reference. The variations in the cited 
values are due to a: differences in pseudopotential used, b: configuration of phenyl 
ring with respect to the surface and c: size of unit cell. 
 
First, the calculated binding energy of the [2+2]C=C cycloaddition of styrene is 
the highest at -1.16 eV. The high binding energy verifies that for molecules with 
external unsaturated bonds, there is a significant thermodynamic preference for the 
cycloaddition to take place via the external functional group. We next consider the 
participation of the phenyl ring in the reaction. In the case of benzene, the [4+2] 
cycloaddition of benzene on one of the π-bonds along the Pandey chain results in the 
butterfly configuration similar to the [4+2] cycloaddition of benzene on the dimers on 
Si(100). Figure 4.8(a) shows the butterfly configuration of the adsorbed benzene. The 
average length of the newly-formed C-C bonds is 1.62 Å, which is 5% more than the 
equilibrium bond length of a C-C. The binding energy calculated is 0.161 eV, 
indicating that the reaction is endothermic. This can be rationalized on the basis of 
energy required for disrupting the aromaticity of benzene. The surface is slightly 
distorted following adsorption, with the bond length of the underlying C-C bond along 
the Pandey chain increasing from 1.44 Å to 1.61 Å. The adjacent C-C bonds along the 
same chain are also affected; their bond lengths increases to 1.55 Å. Therefore, the 
energy gain due to the formation of new C-C bonds is insufficient to compensate for 
the loss of aromatic stability in benzene and structural distortion of the C(111) 




surface. Similar results are obtained for styrene and toluene. The binding energies for 
the [4+2] cycloaddition between styrene and toluene and the C(111) surface are 
0.0712 and 0.0221 eV respectively, although the reactions are less endothermic than 
that of benzene. 
 
(b) Toluene [4+2] (c) Styrene [4+2](a) Benzene [4+2]
(f) Styrene [2+2](d) Benzene [2+2]
C atoms of 1st layer 
C atoms of 2nd layer 
C atoms of sub-layers
C atoms of adsorbate
H atoms of adsorbate
(e) Toluene [2+2]
 
Figure 4.8 Optimized structures of [4+2] cycloaddition of (a) benzene, (b) toluene and 
(c) styrene and [2+2] cycloaddition of (d) benzene, (e) toluene and (f) styrene on 
C(111)-2×1 surface. 
 
Figures 4.8(d-f) depicts the optimized structures obtained for the [2+2] 
cycloadditions of benzene, toluene and styrene via one of the C=C bonds within the 
ring. The resulting structure has a newly formed four-membered ring and a six-
membered ring which are partially distorted from the original phenyl ring. Four of the 
carbon atoms retain the sp
2
 hybridization, but two carbon atoms bonded directly to the 
C(111) surface are sp
3
-hybridized, therefore, the six-membered ring is no longer 
planar. Our calculations show that the [2+2] cycloadduct is more stable than the [4+2] 




butterfly structure. The calculated binding energies for the [2+2] cycloaddition of 
benzene, toluene and styrene are -0.146, -0.103 and -0.125 eV, respectively. (Table 
4.2) The binding energies are all exothermic, indicating that the [2+2] cycloaddition is 
energetically feasible on C(111), unlike the [4+2] cycloaddition reactions. In contrast, 
such a [2+2] adduct was previously studied on Si(100) but was found to be much less 
stable than the [4+2] reaction product, i.e. the butterfly structure. In the case of Si 
(100), the [2+2] adduct is predicted to be an intermediate that will eventually lead to 
tetra--bonded bridge structures.40,45,46 However, such tetra--bonded bridge 
structures are unlikely to form on the C(111) surface because the distance between 
adjacent Pandey chains is 5.0 Å, compared to the shorter distance of 3.9 Å between 
the dimers on Si(100). This distance is too large for the phenyl ring to bridge across. 
Therefore, the unique structure of the Pandey chains produces a different reactivity 







Figure 4.9 A benzene molecule approaching (a) two C atoms along the C(111) Pandey 
chain, C and C (b)one dimer on Si(100) surface, Siδ- and Siδ+. 
 
 The studies of the [4+2] cycloaddition of benzene and styrene on the Si(100) 
surface by Johnston et. al.
41
 and Zhang et. al.
46
, respectively can shed further light on 
our work on the C(111) surface. Different spatial configurations of the unsaturated 
bonds controls the reactivity; we find continuous π bonds along the Pandey chain in 
C(111), unlike the asymmetric dimers on the Si(100) surface that are about 3.9 Å 
apart. Therefore, as depicted in Figure 4.9(a), a benzene molecule approaching the 




Pandey chain will experience greater repulsion from the adjacent C atoms. In contrast, 
the larger distance between the Si dimers facilitate the approach of the benzene 
molecule. Moreover, the average Si-C bond lengths are about 2.0 Å, while the 
calculated average C-C bonds are 1.6 Å.
41,46
 Attractive interactions between the 
benzene molecule and the Si dimer can take place when the molecule is more than 2 Å 
away, whereas in the case of the Pandey chains on C(111), the benzene molecule will 
have to approach the surface until it is about 1.6 Å away. Due to the proximity of the 
adjacent C atoms along the Pandey chain, the [4+2] cycloaddition requires the 
aromatic ring of the adsorbate to fold up into the ‘wings’ of the butterfly before the 
reaction can proceed. On the other hand, the [2+2] reaction allows the adsorbate to 
retain the planarity of the ring until the adsorbate is close enough for one of its C=C 
bonds to overlap with Pandey chains.  In both the [4+2] and [2+2] reactions, the 
aromaticity of the phenyl ring is disrupted ultimately upon the formation of the 
cycloadduct. The [2+2] addition is however, thermodynamically more favourable due 
to a lesser degree of structural distortion. Therefore, apart from the loss of aromaticity, 




4.4.7 Graphene adsorption on the C(111)-2×1 surface 
 
After considering small aromatic adsorbates, we extend our investigation to 
large-scale aromatic systems, in this case, graphene. Understanding the structure and 
properties of interfaces is a problem for material scientists as interfaces always vary 
significantly with the bulk material and it is usually difficult to probe the interface 
with simple experimental techniques. In the case of graphene, it is well-known that 
the substrate on which graphene is grown on will interact with it, and such 




interactions may have profound effects on the electronic and transport properties.
47
 It 
is therefore of fundamental interest to investigate graphene-substrate interfaces. 
Previously, Lu and co-workers performed a theoretical consideration of the growth of 
graphene on cubic boron nitride cBN(111) surface.
48
 The experimental lattice constant 
of cBN(111) is 2.55 Å, so this surface offers a good match for the graphene lattice 
(2.46 Å). Diamond has the same crystal structure as cBN. Considering that the lattice 
constant of the C(111) surface is 2.52Å, this surface is a better match than cBN(111). 
In addition, the π bonds along the Pandey chain may be able to interact with the π 
electrons of graphene favourably. 
The adsorption of graphene on the Pandey chain is C(111)-2×1 surface found 
to be stable. The optimized structure and a summary of the important bond lengths are 
shown in Figure 4.10 and Table 4.3 respectively. To avoid confusion, in the following 
discussion we denote the carbon atoms of diamond (graphene) which are interacting 
with graphene (diamond) as C* and the carbon atoms which are not directly 




Å ± 0.01 Å 
After adsorption/ 
Å ± 0.01 Å % Change 
C*Pandey - C*Pandey 1.44 1.63 12.9 
C*Pandey - CPandey 1.44 1.51 4.7 
CPandey - CPandey 1.44 1.36 -5.4 
C*Pandey - CDia2nd 1.55 1.59 2.5 
CPandey - CDia2nd 1.55 1.52 -2.0 
C*Graphene - CGraphene 1.42 1.53 7.6 
CGraphene - CGraphene 1.42 1.42 0.0 
C*Graphene - C*Pandey - 1.80 - 
Table 4.3 Summary of the important bond distances. C* represents Cdiamond(graphene) 
bonded to Cgraphene(diamond) and C represent Cdiamond(graphene) not within bonding 
proximity to Cgraphene(diamond).  
 
 











Figure 4.10 Optimized geometry of graphene on the C(111)-2×1 Pandey chain 
surface. Only the top two layers of the diamond surface are represented by spheres for 
clarity. The carbon atoms of graphene are represented by small, light yellow (light 
grey) spheres. The carbon atoms of diamond in the 1
st
 layer and 2
nd
 layer are 
represented by large pink (dark grey) and blue (grey) spheres respectively. (a) Top 
view. (b) Side view. (c) Similar to (a), except that the C*graphene atoms are represented 
by small, black spheres and Cgraphene atoms are represented by small, light yellow (light 
grey) spheres for clarity. (d) Similar to (b), except that six carbon atoms in graphene 
are represented by small, black spheres to illustrate the butterfly configuration. 
 
We found significant interaction between the graphene sheet and the Pandey 
chain on the C(111) surface, evident from the short C*Graphene-C*Pandey distance of 1.80 
Å. The van der Waal’s radius of carbon atoms in aromatic systems and double-bonded 
systems is 1.72 to 1.80 Å.
49
 Therefore, the calculated C*Graphene-C*Pandey distance is 
significantly shorter than the sum of the van der Waal’s radii, indicating the formation 
of covalent bonds. Instead of floating unperturbed above the C(111) surface, the 
graphene sheet becomes distorted due to bonding with the surface, as seen from the 
side view of the optimized geometry in Figure 4.10(b). The bonding configuration 




resembles the [4+2] cycloaddition of benzene, the butterfly structure, whereby two C* 
atoms at the para positions of one aromatic ring move towards the surface while the 
rest of the C atoms within the same ring forms the ‘wings’, as shown in Figure 
4.10(d). Within the ring, the C*Graphene-CGraphene distance increases from 1.42 Å to 1.53 
Å (Figure 4.10(c)). This increased bond length and the loss of planarity signals the 
loss of aromaticity within the graphene sheet. Interestingly, the CGraphene - CGraphene 
distance remains unchanged, suggesting that these atoms are almost unaffected by 
adsorption on the surface. 
Structural distortion of the surface is also observed following adsorption, the 
C*Pandey-C*Pandey bond length increases from 1.44 Å to 1.63Å an increase of more than 
10 %. The C* atoms protrude out of the surface slightly to bond with graphene, as 
such, the atoms on the Pandey chain are buckled and no longer lie in the same plane. 
(Figure 4.10(d)). The buckling of the Pandey chain is also indicated by change in 
bonding distances between the surface atoms (C*Pandey /CPandey)and sub-surface atoms 
(CDia2nd). The C*Pandey - CDia2nd bond length increases from 1.55 Å to 1.59 Å, whereas 
the CPandey - CDia2nd decreases to 1.52 Å. Adjacent bonds along the same Pandey chain 
are also affected; the C*Pandey-CPandey bond lengths increases to 1.51 Å. On the other 
hand, the CPandey - CPandey bond lengths decreased to 1.36 Å, suggesting dimerization 
along the Pandey chain between the carbon atoms which do not interact with 
graphene.  
The adsorption of graphene on the C(111)-2×1 surface is almost comparable to 
the [4+2] cycloaddition of benzene, in which the aromatic rings within graphene 
undergo structural distortion to display a butterfly structure. Nevertheless, due to the 
rigidity of the conjugated system, the six-membered rings cannot fold up to the same 
extend as in the case of benzene. The loss of planarity within the graphene sheet due 




to bonding with the diamond surface suggests the loss of long-ranged conjugation, 
which is the basis for remarkable electronic properties. Hence, the interaction between 
the surface and graphene is too strong. Previous density functional calculations have 
shown that the graphene layer closest to the substrate do not exhibit the electronic 
properties of graphene and only the growth of a second layer recovers the graphene 
nature of the film.
50
 It would be therefore interesting to consider the adsorption of a 
bilayer or few-layers graphene on the C(111) surface,  although this topic is beyond 




 The Pandey chain on the C(111) surface affords a reactive template for the 
adsorption of aromatic molecules at room temperature. HREELS studies provide 
evidence that cycloadducts arising from C-C bond formation between diamond and 
aromatic organic molecules can occur and the adduct remains stable at elevated 
temperatures. For aromatic phenyl molecules without external unsaturated functional 
groups, computer simulation studies show that the [2+2] cycloaddition reactions on 
the C(111) surface is energetically more feasible than the [4+2]. Aromatic molecules 
with an external unsaturated functional group react via the external  bonds in order to 
preserve the ring aromaticity. Difference in reactivities between diamond (111) and 
Si(100) with respect to the cycloaddition reactions are linked ultimately to the unique 
structural geometry of the Pandey chain. 
 The reactivity of the Pandey chain towards aromatic systems is also 
demonstrated in the adsorption of graphene on the surface. The unsaturated π bonds 
along the Pandey chain interacts strongly with the π bonds in graphene, as indicated 




by the short distance between interacting. Since graphene is known to interact strongly 
with other substrates, the graphene layer we considered may act as a buffer for 
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The ability to grow graphitic films epitaxially on silicon carbide (SiC) surfaces with 
atomic thickness shows great promise for future applications. Epitaxial graphene (EG) 
can be easily characterized using various surface science techniques; they also can be 
patterned using standard lithography techniques. Here we present our work in the 
growth and characterization of EG on conducting and insulating SiC(0001) substrates. 
Using in situ reflection high-energy electron diffraction (RHEED), the growth process 
is monitored and controlled accordingly. Results from in situ RHEED, Raman 
spectroscopy and high-resolution electron-loss spectroscopy (HREELS) verified the 
high quality of the EG samples. Electrochemical studies also provided an insight on 





5.1  Introduction 
 
Graphene, with extraordinary properties such as unique band structure, 
quantum relativistic phenomena and outstanding electronic transport, has been 
identified as a potential candidate for high speed electronic applications.
1,2
 However, 
in order to realize graphene technologies at commercial scales, the ability to produce 
large size wafers is vital. Graphene is first isolated by micromechanical cleavage of 
highly orientated pyrolytic graphite (HOPG).
3
 Although the graphene flakes obtained 
are of high crystal quality, this method is tedious and the quantities produced are only 





 and unzipping of carbon nanotubes,
6 , 7
 are equally 
impractical for commercial use. 
Epitaxial graphene (EG) grown on silicon carbide (SiC) wafers is a promising 
production method. The advantage of silicon carbide is that it provides a natural 
insulating substrate. The growth of EG and the two-dimensional transport nature of 
electrical transport in EG was first demonstrated by Berger et al. in 2004.
 8
  Since then, 
EG has been grown and characterized successfully by several other groups, and a 
summary of the various characterization techniques used can be found in a review by 
Seyller et. al.
9
 Nonetheless, due to variations in equipment and experimental set-up, 
samples prepared by different groups may vary, as can be seen by the discrepancies in 
graphitization temperatures reported.
10
 Therefore, we dedicate this chapter to detail 
the growth and characterization of the EG samples we prepared. 




5.2  Experimental  
5.2.1  Set-up for epitaxial growth 
 
An ultra-high vacuum (UHV) system was designed and built for the growth of 
epitaxial graphene. (Figure 5.1) The system consists of a stainless steel chamber 
pumped by a 500 L/s turbomolecular pump. The base pressure of the chamber is 1 × 
10
-9
 Torr. The system is equipped with a (1) sample mounting assembly which allows 
resistive heating, mounted on a rotation-translation manipulator, (2) silicon evaporator, 
(3a) RHEED screen, (3b) RHEED gun, and (4) load-lock assembly for sample 
transfer. 
 
Figure 5.1 UHV system for growth of epitaxial graphene. 
 
5.2.1.1 Sample mounting assembly 
 
The sample mounting assembly consists of a molybdenum sample plate 





mounted on a sample manipulator allowing three-dimensional translation, azimuth 
rotation and rotation along the z-axis. The sample holder is connected to a DC power 
supply (Kenwood, PD18-30AD, 18V/30A) for sample heating. The temperature is 
monitored by an infrared pyrometer (Raytek, Raynger 3i 1MSC), with the emissivity 
set to 0.9 for silicon carbide. 
 
5.2.1.2 Silicon evaporator 
 
The silicon evaporator consisted of an electrical feedthrough mounted on a 
linear drive, and a molybdenum sample plate similar to the one mentioned above. A 
piece of silicon is mounted on the plate and heated to temperatures about 1200 °C 
with a DC power supply. (RMC, SPS 1000, 110V/11A) 
 
5.2.1.3 Reflective High Energy Electron Diffraction (RHEED) gun and screen 
 
A RHEED gun (Oxford Applied Research, RH200/RH201) and a phosphorous 
screen are mounted on opposite sides of the chamber to allow execution of in situ 
RHEED. The accelerating voltage used was 28.3 keV. 
 
5.2.2 Synthesis of EG 
 
The silicon carbide samples used were diced from research grade, on-axis 
orientated, double-side polished, 4H (0001) face (Si-terminating) wafers, purchased 
from Cree Inc. The resistivity of the nitrogen-doped wafer is 0.089 Ω-cm while the 
resistivity of the semi-insulating wafer is more than 1×10
5
 Ω-cm. The silicon (Si) 




substrate used for Si dosing was cut from a p-doped wafer with a thickness of 600 μm. 
Absolute ethanol (analytical grade, 99.99%) was purchased from Fisher Scientific and 
used as purchased. The wafers were diced into 10 mm by 4 mm with the longer edge 
nearly parallel to the  0110 direction. The samples were degreased with ethanol and 
treated with hydrogen plasma prior insertion into the UHV chamber. The n-doped 
sample is mounted directly on a molybdenum sample plate which allows resistive 
heating. Heating was performed by controlling the current passing through the sample 
using a DC power supply (RMC, SPS 1000, 11 A/100 V). In the case of semi-
insulating samples, each sample is mounted on top of another n-doped sample which 
is used as a heating substrate. The insulating sample is thus heated via thermal 
conduction from the n-doped SiC.  
The SiC sample was first annealed at temperatures below 600 °C to remove 
atmospheric adsorbates. Outgassing is considered complete when the base pressure of 
the chamber recovers to better than 1 × 10
-9
 Torr. It must be pointed out that 
outgassing should not take place at temperatures above 600 °C, as that could result in 
amorphous features on the surface.
11
 Next, the surface oxide on the sample was 
removed by annealing the sample at temperatures between 850 to 900 °C in the 
presence of a Si flux for 3 minutes. It is necessary to ensure that the sample 
temperature is kept within this window as polycrystalline Si will form on the surface 
below 850 °C, and etching of the surface will occur at temperatures above 900 °C.
12
 
Following Si dosing, the samples are annealed slowly to temperatures of up to 






5.2.3 Characterization of EG 
 
Raman spectroscopy was carried out with a WITEC CRM200 Raman system. 
The excitation source is a 532 nm laser (2.33 eV). To avoid laser-induced local 
heating, the laser power used on the sample was below 0.1mW. A 100× objective lens 
with a numerical aperture of 0.95 was used, and the spot size of a 532 nm laser was 
estimated to be 500 nm. The spectra resolution is 1cm
-1
. The sampling method is 
similar to what is previously reported.
13,14
 HREELS was performed with a SPECS 
GmbH Delta 0.5 system, operating in a UHV chamber with base pressure of 1×10
-10
 
Torr. The incident beam energy was 110 eV. The electrochemical measurements were 
performed using Autolab/PGSTAT30, Eco Chemie B.V. The counter and reference 
electrode used were platinum wire and saturated Ag/AgCl respectively. Cyclic 
voltammetry was performed at room temperature with a scan rate of 100 mV/s. Each 
measurement was performed three times to check for reproducibility. The electrolyte 
used was 1 M KCl. 
 
5.3 Results and Discussion  
5.3.1 In-situ Reflection High Energy Electron Diffraction (RHEED) 
 
In order to determine the extent of graphitization on the SiC sample, we 
employ in-situ RHEED to monitor changes of the surface at regular intervals. RHEED 
is a highly surface-sensitive technique and is extremely useful for studying the surface 
structures and morphology. We have also previously studied the formation of 
superstructures on SiC with RHEED in our group.
15
 Therefore, in this work, we will 




not go into details for the stages leading to the formation of graphene, but instead 
concentrate on the most important steps in the growth of EG. 
Figure 3 depicts the RHEED patterns observed during various stages of 
graphitization. Several features of the patterns offer general information of the sample. 
Firstly, apart from the as-received condition, the diffraction patterns including the 
Kikuchi bands are clear and sharp at all stages, indicating that the surface is smooth 
and crystalline. The absence of transmission spots confirms the lack of surface 
asperities and topological variation. We also checked the uniformity of the sample by 
moving the sample along the sample plane. The RHEED pattern observed for 
different parts of the sample is similar, signifying that the surface is homogeneous. 
Depending on the direction of the incident electron beam with respect to the 
crystal lattice, different diffraction patterns can be observed. In the case of SiC, the 
SiC crystal has a hexagonal packing and has a three-fold symmetry in the (0001) 
plane. Therefore, two unique RHEED patterns can be observed, namely the  0110  
and  0121  directions. The 1×1 pattern of as-received SiC crystal is shown in Figure 
5.2(a).   
After the dosing of Si onto the SiC crystal, a clear 3×3 pattern was observed, 
as depicted in Figure 5.2(b). Two fractional order streaks and spots appeared between 
the original streaks and spots in the 1×1 pattern. In real space, the unit vectors of the 
overlayer formed by the Si atoms are 3 times that of the SiC lattice; therefore in 
reciprocal space the unit vectors of the overlayer are 
1
/3 times that of the SiC lattice. 
We noted that there is a correlation between the quality of EG obtained and the clarity 
of the RHEED pattern, and a sample which does not display a clear 3×3 pattern 





temperatures. For that reason, the dosing of Si onto SiC should be performed 
meticulously.  
 
Figure 5.2 Different stages of in the growth of epitaxial graphene on SiC-4H(0001) 
face. (a) As-received SiC crystal; (b) after dosing of Si; (c)-(e) annealing the sample 
at increasing temperatures. 
 




Annealing the SiC at temperatures above 1000 °C will induce evaporation of 
Si from the crystal. Figure 5.2(c)-(e) shows the evolution of the RHEED patterns with 
increasing temperatures. The pattern first changes to display a 6×6 reconstruction. At 
this point, the surface is still Si-rich. (Xie, Surf. Sci). Upon further annealing, the 
surface becomes enriched in C as more Si leaves the crystal. The RHEED pattern then 
evolves to a √3×√3R30°, followed by a 6√3× 6√3R30° pattern. 
The critical stage in the growth of EG is the appearance of a clear 6√3× 
6√3R30° pattern. This complex diffraction pattern with multiple satellite streaks is a 
result of the incommensurate arrangement of graphitic layers on the SiC crystal. The 
lattice constants of SiC and graphite are 3.081 and 2.46 Å respectively. The graphite 
lattice is rotated 30° with respect to the SiC lattice, and 13 times of the graphite lattice 
constant is equivalent to 6√3 that of SiC. Therefore the unit vectors of the overlayer is 
6√3 times that of SiC, rotated 30°. The most prominent feature of this diffraction 
pattern is the cluster of hexagonal satellite streaks that accompany the primary streaks 
in L1 in the  0110  azimuth, as shown in Figure 5.2(e). The 6√3× 6√3R30° 
reconstruction is an interfacial region, above which graphitic carbon begins to grow. 
This interfacial carbon layer shall be termed the zero layer for subsequent discussions. 
On the SiC (0001), the structure of this zero layer remains identical to the initial 6√3× 
6√3R30° reconstruction as the graphene grows. 16  Density functional calculations 
suggest that the zero layer, due to strong bonding with the SiC substrate, does not 
demonstrate the intriguing electronic properties of graphene.
17,18
 Therefore, in our 
experiments, we continue to anneal the sample for at least one minute after the first 
appearance of a clear 6√3× 6√3R30° pattern before the sample is removed from UHV 






Figure 5.3 The 1×1 RHEED pattern of graphite. 
In some cases, a 1×1 pattern was observed instead of the 6√3× 6√3R30° 
pattern, as shown in Figure 5.3. This 1×1 pattern is different from that of the as-
received SiC, and is due to diffraction from the graphite lattice. Appearance of the 
1×1 graphite diffraction pattern indicates that the layer of carbon on the SiC is too 
thick and the diffraction from the SiC substrate cannot be detected. This is usually a 
result of excessive annealing or poor control during increase of temperature. Under 
our experimental conditions, a 1×1 graphite diffraction pattern is observed when more 
than five layers of carbon exist. We also noted that the RHEED images for the 
graphite 1×1 patterns are blurred; this suggests that the crystal order is low. Similarly, 
a study on the initial stages of graphitization of SiC by Guisinger and co-workers 
reported that while the first layer of graphene is of high quality, further annealing to 
obtain thicker carbon layers usually result in formation of many defects including 
carbon nanotubes, ring structure defects and sixfold scattering defects.
11
 In their STM 
study, all the defects are located below the topmost graphene. The growth of epitaxial 
graphene involves the evaporation of Si from the SiC lattice. New layers of graphene 
form underneath the old layers; therefore, the topmost graphene is the first to form 




while the layer closest the interface is the last. After formation of a complete carbon 
layer, mass transfer is impeded and therefore subsequent graphene layers will have a 
higher concentration of defects. In the next section, we will present Raman data which 
is consistent with this argument. 
 
5.3.2 Raman Spectroscopy 
 
Raman spectroscopy is a quick, convenient and non-destructive technique for 
studying graphitic materials. It has previously been used extensively to study carbon 
nanotubes, particularly in the determination of the diameters of the nanotubes by 
considering the characteristic low frequency radial breathing mode (RBM). In the 
case of graphene, Raman Spectroscopy is especially useful in determination of the 
thickness and quality of graphene.  
The Raman spectra of EG of varying thickness are displayed in Figure 5.3 and 
the key information are summarized in Table 5.1. The Raman spectrum of graphitic 
materials has three major bands, namely the D, G and 2D band, which occurs at 1350, 




 In EG, the SiC substrate also contributes two 
peaks near the G band at 1520 and 1700 cm
-1
. The D band originates from the 
centrosymmetrical ‘breathing’ mode of the six-membered rings in the graphene lattice. 
It is forbidden by symmetry rules and thus do not appear, or is of very low intensity in 
highly crystalline graphite.
19,20
 The G band is due to the double degenerate zone 
centre E2g mode and is always observed in the Raman spectra of graphitic materials. 
The 2D band is actually an overtone of the D band; it can be observed due to double 
resonance scattering by two photons.
19





peaks of the SiC substrate is a convenient indication for the presence of graphene in 
EG.  
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Figure 5.4 Raman Spectra of epitaxial graphene (EG) of varying thickness. The 
spectra are normalized to the intensity of the SiC peak at 1520 cm
-1
. The inset is a 
Lorentz fit of the 2D for the sample with 1-2 layers graphene. 
 
The quality of the EG is usually judged by the signal of the D peak. As 
mentioned above, the D band is forbidden in perfectly sp
2
-bonded graphene and its 
occurrence indicates the presence of defective sp
3
 carbon. The intensity of the D peak 
in all our samples is small, indicating high quality and crystallinity. Nevertheless, 
comparing the different samples, it is clear that the intensity of the D peak increases 
with the number of graphene layers. This observation corroborates the results from 
RHEED. As discussed previously, the growth of graphene layers requires evaporation 
of Si atoms and segregation of C on the surface. As the number of layers increase, it is 
more difficult for Si atoms to diffuse through the lattice and leave the surface. 




Therefore, ‘newer’ layers of graphene will have increasingly higher concentration of 
defects, as seen in the Raman spectra.  
Ferrari and co-workers demonstrated that the electronic structure of graphene 
can be captured in its Raman spectrum, which evolves with the number of layers. 
Raman spectroscopy can clearly distinguish a monolayer, bilayer and a few layers 
(less than five) of graphene obtained by micromechanical cleavage.
21
 Lee et al. later 
reported that the width of the 2D peak is an unambiguous fingerprint to identify the 
number of layers in EG.
 22
 However, this observation is not valid in our EG samples. 
As seen in Table 5.1, the FWHM is similar for the four samples with different 
thickness. Other samples displayed similar trends. Therefore, we related the width of 
the 2D peak with the quality instead of the thickness of the EG. Since the FWHM is 




 the quality of our EG 




Ratio of G 









1 0.59 1602 2724 35 1 - 2  
2 0.83 1600 2720 44 2 - 3  
3 1.43 1599 2718 44 4 - 5  
4 3.78 1588 2706 39 6 - 7  
HOPG
a  1575 2705   
Table 5.1 Summary of key information from Raman spectroscopy for samples of 
varying thickness. 
a 




). The positions of 




A few factors are taken into account when determining the thickness of EG 
from the Raman spectrum. Firstly, as the number of graphene layers increase, the 
proportion of signal from the SiC substrate decreases. Therefore, by comparing the 
ratio of the omnipresent G peak with that of the SiC substrate, we can deduce the 





spectra of more than fifty EG samples. The assignment was also confirmed by 
HREELS, which will be discussed in the next section. In Figure 5.4, the ratio of the G 
peak to the SiC peak at 1520 cm
-1
 as well as the assigned thickness is shown. In 
general, samples with a G to SiC ratio of around 0.6-0.7 are assigned to be 1-2 layers 
thick.  
The positions of the G and 2D peaks in the Raman spectrum are also 
indicative of the number of layers. Unlike exfoliated graphene, the positions of the G 
and 2D peaks are shifted to higher wavenumbers as compared to bulk graphite.
24, 25
 Ni 
et al. attributed the blue shift in the 2D peak to compressive stress experience by the 
carbon atoms in graphene due to lattice mismatch with the underlying 6√3× 6√3R30° 
reconstructed substrate.
23
 Röhrl et al. however, argued that the blue shift is due to 
compressive strain arising from difference in thermal expansion coefficients of 
graphite and SiC; thus both the G and 2D peaks will be affected.
24
 Indeed, in our EG 
samples, we observed a similar trend as the latter. The Raman line shift depends on 
the number of graphene layers; it is strongest for monolayer graphene. As the number 
of graphene layers increase, the compressive strain experienced by the topmost layer 
is reduced, since there are more carbon layers underneath to absorb the effect of 
different thermal expansion coefficients. Therefore, the positions of the G and 2D 
peaks will be red shifted as the number of graphene layers increases, towards that of 
bulk graphite. (HOPG) 
 
5.3.3 High-resolution electron energy-loss spectroscopy (HREELS) 
 
HREELS is a highly surface-sensitive characterization technique used for 
probing vibrations on a surface. The graphitized surface of SiC(0001) was previously 






 but information on the plasmon dispersion of graphene as a function of the 
thickness is lacking. In a recent study by our group, HREELS was employed to study 
this plasmon dispersion, as well as changes in the intensity of the Fuches-Kliewer (F-
K) phonon and loss continuum of SiC following graphitization.
27
 It was demonstrated 
that the plasmon loss energies changes EG of different number of layers; the π 
plasmon is 5.1 eV for single layer EG, 5.6 eV for bilayer and 6.3 eV for 3-4 layers EG. 
Therefore, the position of this peak gives a definite indication for the thickness of EG. 
However, the position of the π plasmon for EG of 3-4 layers is close to that of bulk 




Figure 5.5 shows the HREELS spectrum of for a sample which is determined 
to be 1-2 layers thick by Raman spectroscopy. The momentum transfer is parallel to 
the surface (q = 0.1 Å
-1
). At the low energy region (Figure 5.5(b)), it can be seen that 
only the first F-K phonon of SiC at 118 meV is visible, compared to the bare SiC, on 
which the first, second and third F-K phonons are clearly resolved at 117, 235 and 
345 meV respectively.
23, 27
 The second and third F-K phonon of SiC overlaps with the 
loss continuum of the overlying graphene, and thus cannot be resolved. The π 
plasmon of this sample occurs at 5.5 eV, suggesting that this sample is almost a 
bilayer. We repeated the experiment with another sample which is also 1-2 layers and 
the position of the π plasmon peak is 5.3 eV. Discrepancies in the results may be due 
to a different concentration of monolayer and bilayer domains with the two samples. 
Nevertheless, results from the HREELS study are in good agreement with that from 
Raman spectroscopy, thus substantiating the assignment of the thickness of future EG 
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Figure 5.5 HREELS Spectra of an EG sample of thickness 1-2 layers as confirmed by 
Raman spectroscopy.  (a) Total scan range, showing the zero loss peak; (b) Low 
energy region, showing the first F-K phonon of SiC and the loss continuum of 
graphene; (c) The π Plasmon peak after background subtraction. The solid line 
represents a Gaussian fit. 
 
 
5.3.4 Electrochemical measurements 
 
We evaluated the defect density of our EG samples with electrochemical 
means. Davis et al. previously reported that heterogeneous electron transfer occurs on 
the edge-planes defects of graphene in HOPG, whereas the basal plane is virtually 
inert to many redox couples.
30
 In addition, atoms on the edge-planes are coordinately 
unsaturated and susceptible to oxidation; thus oxygen-containing groups are likely to 
be present on the edge-planes.
31
 These oxygen-containing groups not only influence 
the heterogeneous electron transfer rate, but also the adsorption and desorption of 
molecules, which occurs before and after an electrochemical reaction.
32
 Since the 
graphite electrode is made up of graphene sheets, their observation can be extended to 




graphene, and in our case, EG. We proposed that a high quality EG sample with lower 
concentration of defects will demonstrate lower electrochemical activity. 
We investigate three EG samples with similar thickness but of varying quality. 
The quality of each sample is determined by RAMAN spectroscopy prior to 
electrochemical measurements. We noted that the electrochemical response of the 
graphene samples is not significantly affected by the number of layers. It is however, 
very sensitive to the quality of the sample, for example, a sample with higher 
concentration of defects will display more noise (or capacitive current) in the 
background scan. The quality of a sample may be deduced from the ratio of its D peak 
to G peak in the Raman spectrum. The ratio of the D peak to the G peak (ID/IG) in the 
RAMAN spectra provided an indication of the amount of defects in a sample; the 
larger the ratio, the higher the concentration of defects. The ID/IG values of the three 




Ratio of D peak 









1 0.29 0.434 Negligible 
2 0.53 0.777 Slow 
3 1.3 3.87 Fast 
Table 5.2 A comparison between the ratios of D peak of G peak in the RAMAN 
spectra and the results of electrochemical measurements. 
 
The background cyclic voltammograms (CV) is shown in Figure 5.6. Sample 
1, with the lowest concentration of defects, displayed the smallest background current. 
On the other hand, sample 3, with the highest concentration of defects, showed the 
largest background current. The background current is directly proportional to the 
double-layer capacitance, while an increase in the capacitance suggested more 
adsorption of ions or molecules. Therefore, more ions or molecules are adsorbed on a 





capacitance, which is manifested as an increase in background current in cyclic 
voltammetry.  
 













































Figure 5.6 Background cyclic voltammograms
 
for three EG samples with different 
ID/IG ratios. For clarity only the last scan is displayed. 
 
After verifying that the electrochemical activity of the EG samples is indeed 
dependent on the concentration of defects, we consider the electrochemical response 
of the samples in the presence of a redox couple. Previously, Rice and McCreery 
reported that the electron transfer activity of laser-modified graphite electrodes for the 
ferri/ferrocyanide (Fe(CN)6
3-/4-
) system is dependent on the edge plane density.
33
 Edge 
plane sites or defects are susceptible to oxidation in the atmosphere and the 
oxygenated species formed decrease the electron transfer kinetics for the Fe(CN)6
3-/4-
 







 couple is an inner sphere 
system and unlike outer sphere systems, is sensitive to the surface microstructure and 
chemistry. It is therefore an ideal system for our purpose. 

















































Figure 5.7 Cyclic voltammograms for three EG samples with different ID/IG ratios 
showing the redox peaks of the Fe(CN)6
3-/4-
 couple. For clarity only the last scan is 
displayed. 
 
The CVs for three EG samples with ID/IG ratios are depicted in Figure 5.7. In 
the case of sample 1, which has the lowest concentration of defects, the redox peaks 
for the Fe(CN)6
3-/4-
 system was not observed. The redox peaks for the CV of sample 2 
are small and widely separated, indicating slow electron transfer kinetics. Conversely, 
sample 3 with the highest defect concentration exhibited fast kinetics, evident from 
distinctive redox peaks with a small separation. Hence, the electrochemical 
measurements clearly showed that the sample quality has an effect on the electron 
transfer kinetics at the surface. These results are important when considering graphene 
as electrodes or sensors, especially in aqueous environments. Cyclic voltammetry is 
also a quick method to account for sample quality and uniformity by sampling a large 








We have prepared and characterized EG samples grown on conducting and 
insulating SiC(0001) substrates. In situ RHEED allows us to track the changes to the 
surface structure and morphology during the graphitization process, thus allowing 
control of the number of graphene layers formed. The thickness of the EG samples are 
later verified by Raman spectroscopy and HREELS. The experimental results also 
demonstrated that the samples grown are of high crystallinity, with sharp diffraction 
patterns in RHEED. The FWHM of the 2D peak in the Raman spectra for our EG 
samples is small, indicating that the concentration of defects is low.  
We also performed on electrochemical studies on our EG samples and do not 
observe any significant relation between on the thickness of the sample and its 
electrochemical properties. On the other hand, the electron transfer kinetics is found 
to be dependent on the sample quality, in particular, the concentration of defects. With 
quantitative measurements, the rate constant for the Fe(CN)6
3-/4-
 couple may be used 
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Effect of Symmetry-breaking on Carrier Relaxation and 







The challenge in the successful implementation of graphene-based transistors lies in 
the challenge of opening a band gap in graphene. Being one-atom thick, graphene is 
extremely sensitive to its chemical environment and significant effects on its 
electronic properties may be induced by seemingly non-interactive molecules. We 
performed two different routes for the functionalization of epitaxial graphene 
surfaces: chemical grafting and non-covalent molecular adsorption, with a view to 
investigate the effect of molecular doping. Both methods modify the electronic band 
structure of graphene, evident by changes in the carrier decay dynamics. DFT 
calculations show that the opening of the band gap is due to a breaking of the six-fold 









6.1  Introduction 
 
One interesting property of graphene is that the charge carriers in graphene 
undergo ballistic transport, which means that they are not limited by elastic 
scattering.
1
 As such, transport is dependent on inelastic scattering, which may be due 
to carrier-carrier or carrier-phonon interactions.
2
 Understanding of such interactions is 
of fundamental interest. In addition, to utilize graphene in devices like ultra-high 
speed field-effect transistors, ultra-low noise sensors, terahertz emitters, or any 
devices with p-n junctions, understanding of the carrier relaxation and recombination 
time is essential.  
Recently, George and co-workers reported a study on the relaxation and 
recombination dynamics of photo-generated electrons and holes in epitaxial graphene 
using optical-pump terahertz-probe spectroscopy.
3
 The carrier recombination times 
are found to be dependent to the carrier density and crystal order. The measured 
recombination times also agree well with theoretical calculations.
4
 Similar pump-
probe studies have also been performed on exofoliated graphene.
5
 Since graphene is 
only made up of a single layer, it is highly sensitive to changes to its surface brought 
about by chemical reactions or charge transfer or even van der Waal’s interactions 
due to molecular adsorbates. There are numerous studies on how the functionalization 
of graphene affects the transport properties and electron-phonon interactions.
6
 
Nevertheless, there are currently no studies on the decay process of charge carriers in 
functionalized graphene, and we seek to explore this area.  
We aim to investigate the effects of functionalization on the electronic and 
optical properties of graphene, and shall study two different routes of 
functionalization. The first is covalent functionalization, where the functional groups 





are directly grafted onto the basal plane of the EG sample using diazonium chemistry. 
This method has been widely employed for grafting aryl groups to various sp
2
-









 Following the success of such coupling on epitaxial graphene by 
Bekyarova et al.,
 11
  we seek to extend the understanding of such modified EG 
surfaces.  
We also consider non-covalent functionalization and will concentrate on 
substituted aromatic compounds. This class of molecules contain benzene rings which 
can undergo π-π stacking interactions with the basal plane of graphene, yet preserve 
the sp
2
 conjugation of the graphene plane. The adsorption of substituted aromatic 
molecules on graphene has been considered theoretically and experimentally.
12
 
However, while previous studies have proven that these molecules are stable on the 
graphene surface and can alter the transport properties of graphene, none of them 
consider the effects of these adsorbates with reference to changes in the electronic 
band structure. In metals such as copper, the effective lifetimes of hot electrons are 
strongly influenced by the band structure.
13
 Considering intrinsic graphene to be a 
semi-metal with zero band gap, it is expected that any modification to its band 
structure will be manifested in the relaxation and recombination dynamics.     
 
6.2  Experimental and Theoretical Method 
 
The epitaxial graphene (EG) used in this work were grown on the silicon face 
of semi-insulating 4H-SiC wafers. Growth and characterization of EG were described 
in the previous chapter. All chemicals used were purchased from Sigma-Aldrich and 
used without further purification. Tetrasodium 1,3,6,8-pyrenetetrasulphonic acid 





(TPA) and 1,5-Naphthalenediamine (NaNH2) were dissolved in ultra-pure water and 
absolute ethanol respectively. The concentrations of the solutions were 0.01 mol/l. 
We adopted the experimental procedure reported by Dawlaty et al.
14
 Time-
resolved pump-probe spectroscopy was performed with a full set of Spectra-Physics 
laser system equipped with a Ti:sapphire mode-locked laser with 1 kHz pulse 
repetition rate, 780 nm centre wavelength and  <50 fs pulse width. Changes in 
transmittivity of the samples at various delays of the probe pulses with respect to the 
pump pulses were measured. The energies of the pump and probe pulses are 19 mW 
and 0.02 mW respectively. The angle of incidence of the pump and probe beams were 
0° and 15° respectively. The beams were focused to a spot size of ~100 μm. A 
polarizer was used to remove scattered light from the pump beam going in the 
direction of the probe beam. The polarization of the probe beam was rotated by 90° 
with respect to the pump beam. Both the pump and probe beams were modulated at 
frequencies near 0.5 kHz and the changes in the intensity of the probe pulses were 
measured with a lock-in amplifier. 
 The chemical modification of EG by covalent grafting of aryl groups to the 
basal plane is performed in a similar fashion as that reported by Bekyarova et. al.
11
 
The EG substrate was immersed in a solution of 10 mM 4-nitrophenyl diazonium 
tetrafluoroborate and 0.1 M tetrabutylammonium hexafluorophosphate in degassed 
acetonitrile in a glove box in the absence of light for 20 h. After that, the sample was 
removed and sonicated in acetonitrile for 5 min, followed by copious rinsing with 
acetone. To confirm the successful attachment of nitro-phenyl groups, X-ray 
photoelectron spectroscopy (XPS) was performed on the sample prior and following 
the reaction. XPS was performed with a Phobios 100 electron analyzer (SPECS 
GmbH) equipped with five channeltrons using an unmonochromated Mg Kα radiation 





at 1253.6 eV. The base pressure of the chamber is 1×10
-10
 Torr. The pass energy of 
the analyzer was set at 50 eV for wide scans and 20 eV for narrow scans. The takeoff 
angle was fixed at normal to the sample. After verifying that the grafting is successful, 
the transmittivity transient of the functionalized EG sample was measured in a similar 
manner as the as-prepared EG samples. 
For non-covalent functionalization of EG, the transmittivity transient for an 
EG sample, determined to be 1-3 layers, was first measured as a reference. Next, the 
test solution was drop-casted onto the sample without removing the sample from the 
mounting assembly. In this way, the transmittivity transient before and after 
functionalization is measured for the spot and avoid errors due to non-uniformity of 
the sample. After the solvent had evaporated, the transmittivity transient of the 
functionalized sample was measured. The sample was next washed with the 
respective solvents and the transmittivity transient was recorded again. Measurements 
of the reference, functionalized and washed EG were repeated at several positions 
within the same sample.  
 First principles calculations are performed using PWscf in the QUANTUM-
ESPRESSO package.
15
 Geometry optimization and calculation of the band structure 
was performed within dispersion-corrected density-functional theory (DFT-D). The 
generalized gradient approximation (GGA) functional of Pedrew, Burke and 
Ernzerhof corrected by the dispersion term (PBE-D)
16 , 17
 and Vanderbilt ultrasoft 
pseudopotentials were used as supplied in the package.
18
 The cut-off energy used was 
50 Ry. The graphene sheet was modelled using a 6×6 unit cell to accommodate the 
organic molecule, with a vacuum region of more than 15Å. The brillouin zone is 
sampled using a 4×4×1 kpoint grid which gives 10 kpoints. 
 





6.3  Results and Discussion 
6.3.1  X-ray Photoelectron Spectroscopy 
 
XPS was performed on the covalent functionalized EG sample to verify 
successful grafting of nitro-phenyl groups on EG. The low resolution survey spectrum 
depicted in Figure 6.1(a) shows peaks indicating the presence of nitrogen on the 
surface; these peaks are absent in the XPS spectrum of the as-prepared sample. In 
addition, Figure 6.1(b) and (c) shows the high resolution C1s and N1s spectra for the 
sample after grafting. The C1s spectrum consists of three components; the peak at 
282.55 eV is attributed to C in the SiC, the peak at 284.55 eV is due to sp
2
 hybridized 
C atoms, and the peak at 285.95 eV is assigned to C bonded to N in the nitro-phenyl 
groups. The N1s spectrum shows two peaks are 399.75 and 406.00 eV. The peak at 
higher binding energy (BE) is due to the nitro groups thus providing direct evidence 
for their presence. The peak at lower BE is assigned to amine groups and is a result of 























































































Figure 6.1 XPS spectra of EG after functionalization with nitro-phenyl. (a) Low 
resolution survey spectrum, (b) C1s core level spectrum and (c) N1s core level 
spectrum. 
 





6.3.2  Time-Resolved Optical Pump-Probe Spectroscopy 
6.3.2.1 Covalent Functionalization 
 
The measured transmittivity transients of an as-prepared EG sample, used as a 
reference is shown in Figure 6.2(a), while the signal of another EG sample of similar 
thickness grafted with nitro-phenyl groups is shown in Figure 6.2(b). The values of 
the time dependent change in the transmittivity ∆T are normalized to the 
transmittivity in the absence of the pump pulse. The transmittivity transient first 
increases rapidly following photoexcitation as the number of empty conduction band 
and filled valence band states decrease. The transmittivity transient next recovers to 
the equilibrium value in time scales characterized by two constants: an initial fast 
relaxation time constant τ1 and a slower relaxation time constant τ2. The values of τ1 
and τ2 are obtained by fitting the experimental data to exponential decay functions.  
In the case of the as-prepared sample, the order of magnitude of the initial fast 
relaxation time constant τ1 agrees with theoretically predicted rates for the carrier-
carrier intraband scattering,
20
 while that of the slower time constant is consistent with 
reported rates for electron-hole recombination
21
 However, τ2 may also be due to 
thermalization of the carriers with the lattice through carrier-phonon scattering. After 
grafting of the nitro-phenyl groups, both the fast and slow relaxation times, τ1 and τ2 
respectively, increases. The initial fast relaxation of the transmittivity (τ1) is 
dependent on the concentration of the majority carriers. The lifetime of the minority 
carriers is independent of its concentration, but is dependent on the temperature and 
the concentration of the majority carriers
21
. Since graphene is p-doped under 
atmospheric conditions, the majority carriers are holes. The longer relaxation time τ1 
suggested that the hole concentration decreased after grafting.  








































(b) EG with nitro-phenyl groups
 








































Figure 6.2 Measured transmittivity transients for a/an (a) as-prepared EG sample, (b) 
EG grafted with nitro-phenyl groups, (c) EG coated with TPA and (d) EG coated with 
NaNH2. The light solid markers are experimental data and the dark solid lines without 
markers are analytical fits using exponentials with time constants τ1 and τ2. 
 
 One well-known disadvantage of covalent functionalization is the disruption 
of extended conjugation in graphene due to introduction of defects in the form of sp
3
 
carbon atoms. In metallic carbon nanotubes (CNT), covalent functionalization can 
remove electronic states near the Dirac point and eventually open a band gap.
22
 
Nguyen and Shim suggested that the increased defect density will reduce the density 
of states (DOS) near the Dirac point, which in turn reduces free carrier density.
23
 
Similarly, grafting of the nitro-phenyl groups on EG increases the defect density and 
leads to a reduction in the carrier density, resulting in significant increase in τ1. 
In the work of Dawlaty et. al., it was pointed out that the value of τ2 is 
proportional to the coherence length of the crystal, i.e. the degree of crystal order.
14
 A 
larger crystal order will result in longer relaxation times. In our study, however, we 





noted that in the as-prepared sample, τ2 contributes less than 10% to the total decay, 
thus the value of τ2 is likely subjected to larger inconsistencies from experimental 
errors. We therefore consider the relative proportion of the decay process 
characterized by τ1 and τ2 instead. In the case of the as-prepared sample, merely 4% of 
the decay processes takes place in the time-scale of the slow relaxation process, τ2; 
therefore a major proportion of the decay process takes place on a time scale given by 
τ1. The percentage of τ2 increases to 21% after covalent functionalization. Therefore 
the nature of the relaxation process is altered following functionalization, most likely 
due to an opening of a band gap, which limits intraband relaxation. This observation 
agrees with similar experiments performed on single-walled carbon nanotubes; semi-
conducting tubes with a band gap contribute to relaxation processes that occur on a 





6.3.2.2 Non-covalent Functionalization 
 
We next consider non-covalent functionalization. We select two aromatic 
molecules: tetrasodium 1,3,6,8-pyrenetetrasulphonic acid (TPA) and 1,5-
naphthalenediamine (NaNH2) as the functionalization of graphene with these 
molecules has been studied recently. Through the shift in the threshold voltage in I-V 
curves of graphene field-effect transistors (FET), Dong et al. demonstrated that TPA 
induces p-doping while NaNH2 causes n-doping.
25
 Molecular doping also imposes 
distinct effects in the Raman spectra. The authors found that the frequency of the 2D 
peak is shifted upwards regardless the type of doping. On the other hand, the position 





of the G peak displayed a relation dependent on the type of doping; p-doping causes 
up-shifting while n-doping causes down-shifting of the peak.  
 Since molecular doping changes the carrier density in graphene, we expect its 
effects to be also manifested in the dynamics of photo-excited carriers. Figures 6.2(c) 
and (d) depicts the measured transmittivity transients of an EG sample functionalized 
by TPA and NaNH2 respectively. We emphasize that the changes in the decay process 
are due to interactions between the adsorbates and the graphene surface. A control 
experiment was performed with bare SiC and no change was observed. Moreover, 
continuous addition of sample solution to form multi-layers did not produce 
additional changes in the measured transmittivity transients, indicating that only the 
graphene-adsorbate interface is of relevance here. 
 The adsorption of TPA and NaNH2 induces opposite effects in the relaxation 
times, and the changes induced by NaNH2 are larger than those by TPA. This 
observation is due to p-doping of graphene under ambient conditions.
26
 In the I-V 
measurements by Dong et al., the threshold voltage of a graphene transistor is up-
shifted by merely 50 V by TPA, whereas NaNH2 causes a down-shifting of the 
threshold voltage by 98 V.
25
 Therefore, as graphene is already p-doped under 
atmospheric conditions, addition of an n-doping molecule is likely to induce a larger 
change in its carrier concentration as compared to the addition of a p-doping 
molecule. As mentioned above, the initial fast relaxation of the transmittivity (τ1) is 
related to the carrier-carrier intra-band scattering and dependent on the concentration 
of the majority carriers, which is, in the case of graphene under atmospheric 
conditions, the hole concentration. The adsorption of TPA, a p-doping molecule, will 
increase the hole concentration and thus resulting in shorter lifetimes for the photo-





generated carriers. On the other hand, adsorption of NaNH2, an n-doping molecule 
decreases the hole concentration and hence results in longer relaxation times. 
 Similar to covalent functionalization, the relative proportion of the decay 
process displayed a significant shift following non-covalent functionalization. The 
addition of TPA increases the proportion of τ2 from 4% to 8% while the addition of 
NaNH2 increases that to 24%. This shift suggests an increase in crystal disorder which 
may also be due to band gap opening. The change induced by TPA is markedly 
smaller than that by NaNH2 and there are two possible reasons. The first reason is 
straightforward and mentioned above; graphene is p-doped under ambient conditions 
and thus a p-doping molecule will induce smaller changes than an n-doping molecule. 
The second explanation is related to ionic screening effect of charged impurities in 
graphene. Chen and co-workers demonstrated that ionic solutions on graphene can 
screen the charged impurities between the graphene and substrate.
27
 As a result, 
scattering due to these charges is reduced and the carrier mobilities of graphene are 
increased.  
 TPA contains four sodium ions per molecule. The sodium ions in TPA can 
also screen the charged impurities in our EG, leading to longer coherence lengths. Our 
hypothesis appears to be supported by the change in transport characteristics of 
graphene transistors in the work by Dong et. al.
25
 After adsorption of NaNH2, the 
gradient of the I-V curve decreased significantly, indicating a reduction in carrier 
mobilities. On the other hand, the change in the gradient after adsorption of TPA was 
not appreciable. Therefore, adsorption of aromatic molecules increases the carrier 
concentration in graphene but decrease the carrier mobilities. In the case of TPA, the 
effect on the carrier mobilities was smaller than NaNH2 as ionic screening acts as an 





opposing effect. Hence the overall change induced by TPA adsorption is smaller than 
that of NaNH2. 
 The results from pump-probe spectroscopy suggests that non-covalent 
functionalization with aromatic molecules induces similar effects on the relaxation 
and recombination dynamics of photo-generated carriers in graphene, especially in the 
case of NaNH2 as chemical grafting. Non-covalent functionalization is a simpler and 
more versatile method for imparting tailor-made properties in graphene. In order to 
extend our understanding for the adsorbed molecule-graphene system, theoretical 
calculations are performed. 
 
6.3.3 Theoretical calculations 
6.3.3.1 Optimized Geometry of NaNH2 on Graphene 
 
Since NaNH2 causes a greater change in the transmittivity transients in our 
experimental results, we consider its adsorption on a single layer of graphene. For 
simplicity the SiC substrate is excluded in our calculations. The SiC substrate does 
affect the properties of graphene, but the effect of the substrate is minimized in our 
experiments as all results are compared with the reference, an as-prepared EG sample.  
The optimized geometry of NaNH2 on graphene is depicted in Figure 6.3. The 
amine groups are pointing downwards, towards the graphene sheet. This geometry is 
more energetically favourable than if the amine groups are pointing away from 
graphene; the difference in energy between the two configurations is about 80 meV. 
The binding energy calculated is -0.876 eV, indicating that the adsorption is 
exothermic. The distance between the molecular plane and graphene is 3.2 Å, close to 
the equilibrium distance of 3.3 Å between two graphene layers in AB (Bernal) stacked 





graphite. Moreover, the position of the benzene rings of NaNH2 with respect to 




Figure 6.3 Optimized structure of NaNH2 adsorbed on a single sheet of graphene from 
(a) the side view and (b) the top view. The carbon atoms of graphene are represented 
by small, light grey spheres while the carbon atoms of the adsorbate are represented 
by large, black spheres. The nitrogen and hydrogen atoms are represented by large 
blue (grey) and small white spheres respectively.  
 
6.3.3.2 Effects on the band structure 
 
The band structure of the NaNH2-graphene system in Figure 6.4(a) provides 
further verification that the adsorption is of non-covalent nature. The flat energy 
levels of NaNH2 and the band structure of graphene remain distinguishable, although 
the Dirac point occurs at Γ due to band folding, which is a result of the supercell 
method. A closer look at the band structure (Figure 6.4(c)) reveals the opening of a 
band gap of about 0.22 eV in graphene at the Dirac point. In contrast, the band 
structure of the pristine graphene in Figures 6.4(b) and (d) displayed the distinct 
gapless Dirac cone. In the NaNH2-graphene system, the HOMO of NaNH2 lies within 
the gap. The HOMO of NaNH2 is slightly perturbed at the Γ point, suggesting 
interactions with the bands of graphene. Such interactions may be limited to aromatic 
molecules which can undergo π-π interactions. In a study by Lu et al., the adsorption 





of a small organic molecule, tetracyanoethylene (TCNE) did not induce any band gap 
in monolayer graphene.
28
 TCNE adsorbed on bilayer graphene, however, produces an 
energy gap of about 0.23 eV. The authors attributed that to disruption to the potential 
equivalence between the two graphene layers, brought about by charge accumulation 


















































































Figure 6.4 Electronic band structures of the (a) NaNH2-graphene system and (b) 
pristine graphene. The vertical dash lines indicate high symmetry points. (c) and (d) 
The electronic band structure of the NaNH2-graphene system and pristine graphene 
respectively, with a focus at the Dirac point. The horizontal dash line represents the 
Fermi level.  
 
The main effect of adsorbed NaNH2 on graphene is not due to charge transfer, 
but instead arises from the interations between the π electrons of NaNH2 and π 
electrons of graphene. The presence of aromatic groups of more than two benzene 
rings is a prerequisite for opening of a band gap in graphene via physisorption. 
Through Raman spectroscopy, Dong et al. observed G-band splitting in graphene 
monolayers dispersed by aromatic molecules, such splitting was not observed when 





non-aromatic organic molecules with similar functional groups are used.
29
 The 
aromatic backbone of the adsorbates alters the electron density in graphene, leading to 
breaking of the six-fold symmetry, and thus a splitting in the G-band. Symmetry 
breaking due to graphene-substrate interaction is also known to lead to 
rehybridization of the valance band and conduction band states associated with the 





Figure 6.5 The 0.005 Å
-3
 differential charge density isosurface. The carbon, hydrogen 
and nitrogen atoms are represented by grey, white and blue spheres respectively. The 
electron accumulation and depletion region are represented by the blue (dark grey) 
and red (light grey) areas respectively. 
 
We calculated the differential charge density of the NaNH2-graphene system 
to confirm that aromatic adsorbates change the electron density in graphene, (Figure 
6.5) A region of charge accumulation is equivalent to a region of electron depletion. 
Since NaNH2 is an electron-donating molecule, we will carry out the following 
discussion by considering electrons. The differential charge density isosurface shows 
a distinctive change in the electron density in graphene. The electron accumulation 
region is delocalized among the carbon atoms within the closest proximity of the 
adsorbed NaNH2, while the electron-depleted area is concentrated to the carbon atoms 
closest to the amine group. In the case of the adsorbed NaNH2, the electron-depleted 
regions are accumulated on the bottom part of the molecule. The presence of electron 
accumulation and depletion regions on the opposite sides of nitrogen suggested 





electron density redistribution after the molecule is adsorbed onto graphene. Hence, 
the adsorption results in redistribution of the π electrons in both NaNH2 and graphene. 
The effect of adsorption on graphene may be compared to the substrate effect 
mentioned above. Due to the interaction between the substrate and the graphene layer 
closest to it, the A and B sub-lattice symmetry is broken and a band gap is opened up 
in that layer.
30, 31
 Similarly, in our system, adsorption of an aromatic molecule results 
in an electron redistribution in graphene, thus breaking the lattice symmetry and 
eventually leading to the opening of a band gap. Consequently, the optical properties 
and carrier decay dynamics of graphene is altered. 
 
6.4  Conclusion 
 
We have explored two functionalization methods for epitaxial graphene and 
investigated the photo-generated carrier relaxation and recombination dynamics of the 
modified graphene. In both covalent and non-covalent functionalization, the changes 
in the carrier decay processes are attributed to changes in the electronic band structure 
of EG. For non-covalent functionalization, the opening of a band gap is due to 
symmetry-breaking in graphene, which is a result of electron redistribution following 
adsorption. Unlike chemical reactions, non-covalent functionalization methods do not 
result in permanent damage to the basal plane of graphene and are potential strategies 
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Two exciting forms of carbon, diamond and graphene were investigated with 
much emphasis placed on the interactions on the surface and interface. The 
reconstructed diamond (100) and (111) surfaces are found to be reactive templates for 
chemical functionalization, thus it is possible to assemble molecules or functionalities 
of interest on the diamond surface in a controlled fashion. In the case of the diamond 
(111) surface, this is the first experimental and theoretical evidence for such reactions.  
The possibility of tailor-made surface termination is invaluable to the realization of 
diamond applications in molecular electronics. 
The origin of negative electron affinity (NEA) induced by adsorption of 
hydrocarbon molecules on the diamond (100) surface is also elucidated from a 
fundamental approach. Although the origin of NEA exhibited by hydrogenated 
diamond surfaces is well-documented, there are no previous studies that explore this 
effect systematically. Apart from the C-H dipoles on these adsorbates, another 
significant contribution to the change in electrostatic potential outside the surface is 
the charge redistribution due to bonding. The latter effect arises from the conversion 
of loosely bonded π electrons of the clean surface to more tightly bonded σ electrons 
after adsorption. 
The diamond-graphene interface is investigated with a view to elucidate the 
structure at the interface. Attractive interactions are found to exist between the 
reconstructed diamond (111) surface and a layer of graphene sheet. While epitaxial 




growth has not been achieved experimentally, this model is an interesting 
consideration for building pure carbon-based electronics.  
Another unsaturated form of carbon, graphene, is investigated in the second 
section. With in situ RHEED, epitaxial graphene with selected number of carbon 
layers is prepared successfully. The quality of the samples is verified with RHEED, 
HREELS, Raman spectroscopy, as well as electrochemical experiments. Results from 
cyclic voltammetry complement the other techniques as CV collects the average 
signal from a large sampling size. A standard preparation procedure is thus 
established within our experimental set-up. Electrochemical measurements also 
suggested the potential of EG as an electrode material, since high quality sample 
demonstrated very low noise in the background current scans.  
The nonlinear optical properties of functionalized graphene are studied. By 
careful selection of adsorbed molecules, non-covalent functionalization can induce 
similar effects in the carrier decay dynamics as covalent functionalization. The less 
invasive modification retains the desirable extended conjugation but induces subtle 
changes in the graphene lattice. As such, a band gap is observed in the electronic band 
structure of functionalized graphene. Consideration of van der Waal’s interactions is 
therefore critical when proposing and fabricating graphene-based devices. 
In order to realize these carbon materials in electronics, more research effort is 
required. For example, in the case of device applications, conductivity and Hall effect 
measurements would be useful for investigating the charge carriers in these materials. 
Test devices should also be assembled to study the effects of contacts, inter-connects 
and environment, as well as to evaluate the stability and working conditions. In 
addition, theoretical work could be extended to enhance our current knowledge. For 




instance, the dual effect of a substrate and an adsorbate on graphene would not only 
be of academic interest, but would also be an essential considering factor for the 
experimentalists and engineers. 
In the course of research, a methodical understanding of fundamentals is 
necessary for meaningful conclusions to be drawn from observations. Although some 
ideas proposed here are speculative and more future work needs to be done, the 
charming aspect of research lies in its continuity and progress. We have shown here 
that theory and experiment go hand-in-hand to answer baffling scientific questions. 
The following excerpt from an article by Dr Eric Drexler sums up the picture:
 1
 
 ‘Using computational simulation this way is like the earlier use of telescopes 
to view planets that spacecraft could not yet reach. Like a telescope, it does not 
provide a detailed picture — that is the role of spacecraft. But like a telescope, it can 
identify potential targets and help engineers plan how to reach them. And likewise, 














List of Amendments 
 
1. List of abbreviations 
A list of abbreviations is included in page XVII, after the list of figures. 
 
2. Error bars 
The error values are included in the respective tables. 
 
3. Abbreviations 
Abbreviations are used when the full name has been mentioned in former parts of the 
thesis. In some cases, use of the full name is retained for readability. 
 
4. Chapter 2 
Pg 37, Line 7 from the bottom: 
A definition of the sticking probability is given. “The sticking probability coefficient 
of a molecule on a surface is defined as the probability that this molecule adsorbs on 
the surface chemically via formation of a covalent bond.” 
 
Pg 56, Line 2: 
“The first two terms may be solved exactly and the last term is a relatively small 
unknown quantity.” is changed to “The first two terms may be solved exactly and the 
last term is unknown and solved through approximations.” 
 
Section 2.3.9 VASP and Quantum ESPRESSO: 
A brief introduction of VASP and Quantum ESPRESSO is added in Section 2.3.9. 




5. Chapter 3 
Pg 71 (73), Section 3.2.2: 
Figure 3.1 has been modified to depict the layout of doser, sample and QMS relative 
to each other. 
 
Pg 72 (74), lines 2-7: 
These lines are deleted according to the examiner’s recommendation. 
 
6. Chapter 4 
Section 4.2: 
The reason for using doped diamond sample in HREELS is included. 
“Doped diamond is used to prevent charging to the sample during HREELS 
measurement.” 
 
7. Chapter 5 
Pg 123 (125), Section 5.3.1, 3
rd
 paragraph: 
“… SiC crystal has a hexagonal packing and has a six-fold symmetry …” is changed 
“SiC crystal has a hexagonal packing and has a three-fold symmetry…” 
 
8. Chapter 7 
Pg 159 (161), 2
nd
 paragraph: 
“Consideration of non-bonding Waal’s interactions is therefore critical…” is changed 
to “Consideration of van der Waal’s interactions is therefore critical …” 
 
Pg 159 (161), last paragraph: 





A paragraph is added to briefly discuss possible future explorations and research 
directions. The potential applications of results are incorporated in the summary. 
 
