Abstract-Photometric stereo enables the estimation of surface normals from images that were captured using different known lighting directions. The classical photometric stereo method requires at least three images to determine the normals of a given scene. This method therefore cannot be applied to a dynamic scene, because it is assumed that the scene should remain static while the required images are captured. We present a dynamic photometric stereo method to estimate the surface normals in a dynamic scene. We use a multi-tap complementary metal-oxidesemiconductor (CMOS) image sensor to capture the input images for the photometric stereo method. The image sensor can divide the electrons from the photodiode of a single pixel into different taps of exposures, and can therefore capture multiple images under different lighting conditions with almost the same timing. We implemented a prototype camera that was synchronized with a lighting system, and subsequently realized photometric stereo of a dynamic scene.
I. INTRODUCTION Acquisition of 3D information has drawn considerable research attention in recent years, and various methods have been proposed using devices such as image sensors and laser scanners. Woodham [1] first proposed the photometric stereo method, which can estimate the dense surface normals from a set of images under different lighting directions. Photometric stereo method has numerous potential applications, including factory inspection [2] and digital archiving [3] , because it can obtain the high frequency details of a target object.
However, the photometric stereo method has two strong limitations. First, the method requires at least three input images acquired under different lighting conditions. Second, both the camera and the scene should remain static while all three input images are captured. These limitations stem from the assumptions made in the algorithm that the pixels of the three images should correspond and that the intensities of these corresponding pixels are only affected by changes in the lighting. Under these assumptions, the photometric stereo method linearly estimates a normal vector for each pixel from the intensities of the three images. Classical photometric stereo therefore cannot be applied to a dynamic scene, because the pixels at the same positions in the images are not the same pixels that correspond to the object position if the scene is dynamic.
Several approaches have been applied to photometric stereo for dynamic scenes. These solutions are mainly classified into two groups, based on the use of multi-spectral lighting or high-speed cameras. Christensen et al. [4] and Hernández et al. [5] proposed the multi-spectral photometric stereo method. This method uses differently colored red, green and blue light sources. The captured color images are separated into the redgreen-blue (RGB) color channels, and the separated images are then used to estimate the normals rather than the images under the different lighting conditions. Because this method needs only one color image, the method can estimate the normals in a dynamic scene. However, this method assumes that the albedos of all objects in the scene are the same.
Vlasic et al. [6] and Malzbender et al. [7] used high-speed cameras with frame rates of 240 fps and 500 fps, respectively. These high-speed cameras can obtain high-speed video, and the researchers ignored the differences between the frames of the images, although the scene is dynamic. The pixels of the different images are still assumed to correspond and the photometric stereo method can thus estimate the surface normals. However, high-speed cameras are generally expensive, and the images have a lower signal-to-noise ratio (SNR), because the exposure time of the high-speed camera is shorter to produce higher frame rates. The low input image SNRs make the normal estimation process unstable. The method thus requires strong lighting and higher camera sensitivity, as noted by Vlasic et al. [6] .
In this paper, we propose a dynamic photometric stereo method using a multi-tap metal-oxide-semiconductor (CMOS) image sensor. The image sensor can divide the electrons from a photodiode into multiple exposures in a single pixel and obtain multiple images with almost the same timing. We built a prototype camera and lighting system and synchronized them to capture input images under different directional lighting. We can therefore estimate the normal map of a dynamic scene using photometric stereo from the captured images.
II. MULTI-TAP CMOS IMAGE SENSOR
CMOS image sensors are increasingly popular in commercial products, because they feature system-on-chip integration and low power consumption. Regular CMOS image sensors for photography use a single photodiode in each pixel. The photodiode converts photons into electrons via the photoelectric effect. These electrons are then charged to a storage diode during the exposure time. The charged electrons are subsequently read out and form a single digital image such that the intensity of each pixel corresponds to the electrons and the number of photons. Fig. 1 shows a comparison of the timing diagram of the exposure and readout times. The upper diagram represents a timing diagram for a capture of one image using a standard camera. The middle diagram represents the timing diagram for captures of four images with a high-speed camera. In general, high-speed cameras can capture several images in the time taken by a standard camera to capture one image. However, the high-speed camera exposure for each image must be short, and images thus have lower SNRs.
A multi-tap CMOS sensor has been proposed in the literature [8] [9]. This sensor has multiple floating diffusion (FDs) that can split the electrons generated on the photodiode of a single pixel to produce multiple exposures and thus form multiple images. Fig. 2 shows the structure of a single pixel in the multi-tap sensor [9] used in this work. This sensor has an aperture of a photodiode, three FDs (FD1, FD2, FD3) and a drain. It also has four sets of gates (G1, G2, G3, GD). When G1 is set to high, the electrons that are generated in the aperture move to FD1 and are stored there, as indicated by the green arrow in Fig. 2 . When G2 is set to high, the electrons generated in the aperture move to FD2 and are charged to it, as indicated by the yellow arrow in Fig. 2 . When G3 is set to high, the electrons generated in the aperture move to FD3 and are charged to it, as indicated by the orange arrow in Fig.  2 . By iterating this process multiple times, we obtain multiple partitions of the exposures, as shown in Fig. 1 . The green, yellow and orange colors of the exposure partitions in Fig. 1 correspond to the charges of FD1, FD2, and FD3, respectively. We can then obtain three different images as integrations of the three different colored regions of the exposures in the readout process at the end of exposure.
This type of multi-tap CMOS sensor is becoming almost trivial, because it is usually used for depth cameras that use time-of-flight (ToF), such as the Kinect V2 [10] and other similar products [11] . The ToF is calculated from the travel speed of the light. If we set the changes in the timings of the taps in nanosecond periods, we can then obtain the different intensities of the corresponding pixels among the captured images because the emitted light is modulated by either sinusoidal or rectangular pulses. We can then calculate the delay of the light from auto-collation of the emitted light. We apply this multi-tap CMOS sensor to generate photometric stereo in a dynamic scene in this paper.
III. DYNAMIC PHOTOMETRIC STEREO USING MULTI-TAP CMOS IMAGE SENSOR
We propose a camera and lighting system that enables input image capture for photometric stereo in a dynamic scene. We use the multi-tap sensor [9] in the proposed system. There are three controlled lights and these lights are completely synchronized to the sensor exposures. corresponding tap of the exposure. For instance, the pulse from light 1 is matched to the exposure of FD1. As a result, after the readout, the image obtained from FD1 is the image illuminated by light 1 only. Also, the images obtained from FD2 and FD3 are the images illuminated by lights 2 and 3, respectively. The light emission durations and exposure times of the FDs can be reduced to microseconds. This is fast enough to ignore the scene dynamics, but is still sufficient to light the scene separately using several different lights. We obtain the three images with the different lighting angles required for the photometric stereo algorithm at almost the same time.
We implemented a prototype system based on this concept. Fig. 4 shows the prototype, which consists of a camera with a multi-tap sensor and three light-emitting diode (LED) light sources. We use the multi-tap CMOS image sensor [9] as the camera, and Table I shows the camera specification. Each light source can be switched on or off using an Arduino Uno that is synchronized with the modulation signals of the image sensor gates. We can control the light source switching at a time of 1 µs using Arduino Uno.
Photometric stereo method assumes that the intensity differences come from the lighting changes alone. However, the actual light sensitivities among the FDs are different, and the images of the same scene obtained from each FD are thus different in practice, and the captured images cannot be used for photometric stereo. We therefore need to correct the captured images by multiplying the sum of each of the captured image intensity ratios using the following equation:
where
We apply the standard linear solution [1] for photometric stereo to our captured images to realize dynamic photometric stereo. The method can estimate the surface normals of an object using three images and known lighting conditions, as captured by the prototype system. If the object is assumed to be the Lambertian model, we can obtain the intensity images from the following equation:
where L i represents the directional vectors corresponding to the light sources that are synchronized with the FDi of i. We obtained the camera and light source positions prior to calibration; L i was taken from the relative positions and N represents the surface normals matrix. Therefore, we can obtain the surface normals from the following equation (3) . L † represents a pseudo-inverse matrix of the light source positions.
IV. EXPERIMENTAL RESULTS
We compared the proposed method with the previous photometric stereo method. We captured images of a falling ball to act as the target dynamic scene. Fig. 5(a)-(c) show the input images captured using the standard camera, while We can therefore confirm that our proposed method using the multi-tap CMOS image sensor can apply the photometric stereo method to dynamic scenes and has advantages when compared with the previous high-speed camera approach. We applied the proposed method to various dynamic scenes that contained a moving object and an object deforming. Fig.  6(a) shows the input images of a bouncing ball and Fig.  6(b) shows the resulting normal maps with temporal changes. We can see the surface normals of the ball, despite the fact that the ball is moving and bouncing. Fig. 7(a) shows the input images of the deformable ball and Fig. 7(b) shows the results. The ball shape is deformed dynamically by human hands. We can see that the surface normals show smooth and dynamic changes through the time period. We confirmed that the proposed method can recover smooth shapes despite fast object motion and deformation.
V. ANALYSIS
In this section, we analyze the setting parameters; our assumptions of object speed, the exposure times, the number of tap iterations and discuss how the optimal parameters are determined. We reduce the small exposure durations of the FDs to enable estimation of the surface normals in a dynamic scene. If a fast moving object is present in the scene, we must set the duration to be as small as possible. However, there is also a limitation to reduction of the lighting duration, because shorter light pulses require higher intensities and higher responses from the light sources. These types of short light pulses are difficult to synchronize with the camera and the system becomes more expensive. We therefore analyze the tradeoff between the object speed and the required exposure time.
A. Analysis of Exposure Time
We previously mentioned the error in the normal map caused by the small exposure time in Fig. 5 . Therefore, we checked the tradeoff between the exposure time and the accuracy of the estimated normal. In the experiments, we used the estimated normal with a long exposure setting of 20 ms as the reference normal, and used it to calculate the accuracy. We evaluated the noise via the root mean square error (RMSE). In (4) and (5), w and h represent the width and height of the image, respectively. N r and N c represent the reference normal vector and the normal vector estimated from the captured images, respectively.
RM SE = 1 wh
We captured 100 images for each different exposure setting under darkroom conditions. To evaluate the exposure time difference alone, we captured a static scene. Fig. 9 shows the results of these experiments. As Fig. 9 shows, when the exposure time is shorter than 8 ms, the RMSE becomes larger than 0.4. We should therefore set the exposure time for each image to be longer than 8 ms.
B. Tradeoff between Duration of Exposures and Maximum Object Speed in a Scene
We also discussed the relationship between the exposure time and the error caused by the low image intensities. We need to consider the maximum object speed, which is smaller than the speed at which the object remains still during image capture. The relationship between the object speed and the time during which we can obtain three images is defined in the following equation.
where v max , f and e are the maximum object speed, the focal length of the camera lens and the exposure time lag. d represents the distance between the camera and the object, and s is the pixel size, which was 16.8 µm in our image sensor. Fig. 8 shows the characteristics of the setting parameters to the applicable object speed. Fig. 8a shows that the object speed increases when the exposure time lag decreases. If the objects are placed nearer to the camera, the applicable object speed is getting decreased in compared with the different object distances of 0.5 m, 1 m and 2 m. Fig. 8b shows the similar comparison between the different focal lengths, 6 mm, 12.5 mm and 25 mm of the camera. As you can see that the smaller focal length can be treat faster object speed than larger focal length. Hence, the applicable maximum object speed is calculated by the delay setting of the camera exposure, but it is also affected by the object distance from the camera and focal length of the camera lens, because of the perspective projection effect.
C. Analysis of Iteration Number of Exposure
In the proposed method, we use a multi-tap image sensor, and it can divide the exposure time and the iterations, as Fig.  1 shows. Therefore, we need to check the errors caused by the number of iterations used. In this section, we experimentally compared the surface normals obtained with different iteration numbers. We captured 100 images at each exposure setting. In the evaluation, we used the normals acquired with small iterations as the reference normals, and checked the error using the RMSE. Fig. 10 shows the experimental results. The RMSE is shown to be almost the same, and the iteration number has no relationship to the noise. Therefore, we can divide the exposure time as much as possible for the image sensor to capture images with the same object position.
VI. CONCLUSION
In this paper, we have presented a dynamic photometric stereo method using a multi-tap CMOS image sensor. This method can estimate the surface normals of moving objects. However, we need to select the appropriate exposure times and iteration numbers to estimate the surface normals. We therefore experimented with different exposure times and various iteration numbers, and measured the noise between these parameters and the estimated normal using long exposure times and few divisions in Section V. As the experimental results show, the noise caused by the differences in iteration number can be ignored. Additionally, the total exposure time has little influence when it is longer than or equal to 8 ms.
The proposed system has two problems. The first is that the surface normal estimation process requires offline processing. We intend to apply online processing to our system. Another problem is that we use point light sources. At present, we have 6 . Results of photometric stereo method for dynamic scene: a bouncing ball. Fig. 6(a) shows the images captured by a multi-tap image sensor, and Fig.  6(b) shows the normal maps estimated from these images. We were able to estimate the surface normal of the moving object.
not considered the use of these point light sources. Thus, we do not estimate the surface normals correctly at the edges of the intensity images. Iwahori et al. [12] proposed the PSIS (point source illumination stereo) method. This method can estimate surface normals using point light sources from four or more intensity images. We will consider the use of point light sources in our method in the near future. Fig. 7 . Results of photometric stereo method for dynamic scene: a gripped rubber ball. The ball shape was changed by a human hand. Fig. 7(a) shows the images captured using a multi-tap image sensor, and Fig. 7(b) shows the normal maps estimated from these images. We were able to estimate the surface normal of the deforming object. fig. 8a , 8b shows shorter delay is required to the faster object speed. Fig. 8a shows that the distance between camera and object should be greater to enable the capture of faster objects. Fig. 8b shows that the focal length should be small to capture faster objects. . RMSE of angle between the reference normals and the normals with different exposure iteration numbers. We captured a static scene in a dark room. The RMSE is almost identical, and we can divide the exposure time as much as possible to capture the dynamic scene.
