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Abstract
With magnetic resonance imaging (MRI) technique it is possible to obtain a vast amount of
both anatomical and functional information, allowing better diagnosis and patient treatments.
Diagnosis can be improved when supported by automatic image analysis tools. That analy-
sis may suffer the influence of some artifacts, being one of them the intensity inhomogeneity,
caused by inhomogeneities in the radio-frequency pulse excitation and reception and electro-
dynamic interactions with the object, often described as RF penetration and standing wave
effects. The desire of solving this problem led to the development of several algorithms hav-
ing different theoretical underpinnings. Many evaluations and comparisons have been made
between algorithms, but until now, none of them was considered unquestionably the best for
all kind of data.
To solve this ambiguity one did not propose a new algorithm, in this work, four known algo-
rithms were used to correct intensity inhomogeneities, in order to find an optimal method of
correction for each MRI acquisition type. There were used simulated images with intensity
inhomogeneities, generated with similar sequence parameters of real acquisitions with inten-
tion of obtaining intensities close to the clinical images and observe how this influences the
correction methods. The image quality was measured by several image quality parameters.
It was found that the performance of each algorithm varies depending on the image that they
correct. There was not found an algorithm that overcomes all the other for all situations. The
evaluation of the algorithm was made taking into account the propose and the parameter that
we wish to improve.
The choice of the most suitable algorithm for a specific type of image proved to be an impor-
tant and useful step helping subsequent image analysis, in this case segmentation. These
improvements may be used to support medical decisions and improving healthcare services.
Keywords: intensity inhomogeneity correction, MRI, segmentation, image quality, image pro-
cessing
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Resumo
Usando a técnica de imagem por ressonância magnética (IRM) é possível adquirir uma vasta
quantidade de informação tanto anatómica como funcional, obtendo-se assim melhores diag-
nósticos e ajuda no tratamento de pacientes. O diagnóstico pode ser melhorado utilizando fer-
ramentas de análise automática das imagens. Essa análise poderá sofrer a influência de al-
guns artefactos, sendo um deles a distorção de intensidades, causado por não-uniformidades
da excitação e recepção a quando do uso do pulso de rádio frequência (RF), assim com
também é devido às interacções electrodinâmicas com o objecto. O desejo de resolver
este problema levou ao desenvolvimento de vários algoritmos com diferentes bases teóri-
cas. Realizaram-se ainda variadas avaliações e comparações entre eles, mas, até agora,
não foi encontrado um algoritmo que possa ser considerado inquestionavelmente o melhor
para todos os tipos de dados adquiridos com IRM.
Para resolver esta ambiguidade, neste trabalho não é proposto um novo algoritmo. Foram us-
ados quatro conhecidos algoritmos para a correcção destas não-uniformidades, de maneira a
tentar encontrar o melhor método de correcção para cada tipo de aquisição de IRM. Foram uti-
lizadas imagens simuladas com não-uniformidades na intensidade, geradas com parâmetros
de sequência idênticos às aquisições reais, de maneira a se puder obter imagens com inten-
sidades próximas das imagens clínicas e observar como este factor influencia os algoritmos
de correcção. As imagens corrigidas foram avaliadas com diversos parametros relacionados
com a qualidade de imagem.
Verificou-se que a performance de cada algoritmo varia dependendo do tipo de imagem que
está a corrigir. Não foi encontrado um algoritmo que fosse superior a todos os outros para
todas a situações. A avaliação do melhor algoritmo foi realizada tendo em conta o propósito
das imagens e o parâmetro que se pretende melhorar.
A escolha do método mais adequado para um tipo específico de imagens provou ser um
passo importante quando se procura melhorar uma análise subsequente da imagem, neste
caso segmentação. Estas melhorias poderão ser usadas para apoiar decisões médicas e
melhorar assim os cuidados de saúde.
Palavras-chave: Correcção da não-homogeneidade, MRI, segmentação, qualidade de im-
agem, processamento de imagem
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In modern healthcare services, imaging has become one of the essential cornerstones in
the daily routine of physicians and other professionals. Diagnostic and procedures rely on
innovative imaging technologies for disease detection, treatment, and follow-up, that are as
safe, patient-friendly and effective as possible [1, 2].
Magnetic resonance imaging (MRI) is a powerful non invasive technique that allows great con-
trast in soft tissues, high spatial resolution and has both anatomical and functional information.
The automatic extraction of clinical relevant information has became mandatory to efficiently
deal with the large amount of data generated using imaging techniques. However, several
artifacts can degrade the quality of acquired data [3, 4, 5, 6].
The intensity inhomogeneity is one of those artifacts and are caused by static field inhomo-
geneities, gradient field nonlinearities or by perturbations due to the sample presence. These
artifacts results in a smooth variation of the intensity of a tissue across the image, thus the
same tissue has different intensity according to its location. This distortion, in many cases, is
usually hardly noticeable to the human observer, but can influence many medical image anal-
ysis methods, such as segmentation and registration, that are highly sensitive to variations in
image intensities [7, 8].
Numerous methods with different theoretical underpinnings were proposed to solve this dis-
tortion, but none of them proved to be clearly superior to the others, for all kind of images
and needs. In the majority of the studies the corrected images are simulated or acquired by
1.5T scanners, and there are few specific MRI sequences analysed. The images are gener-
ally considered simply T1, T2 or PD-weighted to simplify and to easily match with simulated
images. Another trend is to combine the intensity inhomogeneity correction (IIH) with other
frameworks incorporating knowledge such as segmentation or registration [3, 7, 8, 9].
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1.2 Presentation of the project
This project emerges in order to find an optimal method to correct the intensity distortion. This
correction will improve the physicians analysis or the analysis made by a computer, bringing
obvious advantages to the clinical practice, providing more reliable diagnosis.
Regarding the intensity distortion issue, it was performed an evaluation of the state-of-the-
art algorithms, and the study focused on methods based on a retrospective image analysis,
which means that one uses exclusively information of the acquired image and in some cases
a priori knowledge. Four algorithms with different underpinnings, with available source codes
and already implemented in other software widely used in image processing were chosen.
The first step of the project was the familiarization with different programming languages and
use different operative systems (OS). The next step was to correct simulated images, gener-
ated on BrainWeb1. Parameters for evaluation were then calculated in the corrected images
in order to assess several features of the images such as homogeneity within the tissues,
contrast and signal-to-noise ratio, segmentation performance, among others. An evaluation
of the correcting algorithms was made in order to find the best correction for which image and
also taking into account the purpose of the image.
In Table 1.1 is shown the plan that was followed during this project.
Table 1.1: Description of the work plan.
1http://mouldy.bic.mni.mcgill.ca/brainweb/
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1.3 Contribution of the work
The approach used in this work regarding the IIH correction will allow to adapt a specific
correction method to a specific MRI acquisition type and take into account the purpose of the
image.
The results achieved in this work could be used in order to support the decision about the
algorithms that should be incorporated in magnetic resonance (MR) scanners or incorporated
in Syngo®. This meets the objectives of the Siemens S. A. Healthcare Sector in order to
have always the best solution for its costumers, in this case regarding image quality, helping
physicians and technicians to provide the best health care possible.
1.4 Siemens S.A. presentation
With 500 production centers in 50 countries and representation in 190 countries, Siemens
is spread all over the world. In Portugal, Siemens S.A. encloses two factories, software re-
search & development centers (Lisbon and Porto) and has a significant representation all over
the country through its partners and company headquarters. Since 2008, the company is
organized in three major sectors: Industry, Energy and Healthcare.
The Industry Sector and its solutions address Industry customers regarding production, trans-
portation and building systems. This Sector is organized in five divisions: Industry Automation
and Drive Technologies, Building Technologies, Industry Solutions, Mobility and OSRAM. The
Energy Sector offers products and solutions for generation, transmission and distribution of
electrical energy. This Sector is organized in six divisions: Fossil Power Generation, Renew-
able Energy, Oil & Gas, Energy Service, Power Transmission and Power Distribution. The
Healthcare Sector stands for innovative products and complete solutions, as well as service
and consulting in healthcare industry. This Sector is organized in three divisions: Imaging &
IT, Workflow & Solutions and Diagnostics.
The Imaging & IT Division provides imaging systems for early diagnosis and intervention,
as well as for a more effective prevention, namely Magnetic Resonance Imaging Systems
(MR), Computer Tomography Systems (CT), Radiography and Angiography Systems, Posi-
tron Emission Tomography Systems (PET/CT), Single-Photon Emission Tomography Systems
(SPECT and SPECT/CT), Ultrasound Units, among others. These systems are networked
with high-performance healthcare IT to optimize processes (such as hospital data systems
like Soarian®, image processing systems like Syngo®, and knowledge-based technologies
for diagnoses support).
The Workflow & Solutions Division provides complete solutions for fields such as cardiol-
ogy and oncology and neurology. This Division offers solutions for, e.g. women’s health
(mammography), urology, surgery and audiology. It also provides turnkey solutions (including
national health IT systems, complete solutions for healthcare providers), and consulting. In
Rui Lavrador 3
CHAPTER 1. INTRODUTION
addition, Workflow & Solutions is responsible for the Sector’s service business and for man-
aging customer relations. The Diagnostics Division covers business with in-vitro diagnostics,
including immune diagnostics and molecular analysis. The Division’s solutions range from
point-of-care applications to automation of large laboratories.
Thus, Siemens Healthcare Sector is the first fully integrated diagnosis company, providing a
complete technological portfolio for the entire supply chain in healthcare Siemens IT Solutions
and Services, leader in Information Technologies services, works as a transverse business
unit.
In Portugal, Siemens SA Healthcare Sector is a market leader in the healthcare area, known
for its competence and innovation skills in diagnostic and therapy systems, as well as infor-
mation technologies and systems’ integration. In recent years, Siemens SA Healthcare Sec-
tor has promoted the contact and cooperation with key partners in the areas of science and
biomedical technology, namely Universities and Research Institutes, establishing a knowledge
network and strategic partnerships and thus promoting innovation, research and development
in healthcare.
Today, the Healthcare Sector’s R & D Group in Portugal is comprised by over 15 elements,
working in strategic areas, such as Information Systems, Computational Imaging, Automatic
Medical Imaging Analysis, Modeling and Decision Support Tools and Strategic Technology
Evaluation. This work has already been demonstrated by one approved patent application,
two filed invention disclosures and over ten scientific publications.
Recent Milestones in Portugal
• Breast Pathology Service in Hospital de São João in Porto, Hospital da Luz in Lisbon
and Clínica Dr. João Carlos Costa in Viana do Castelo – first total patient focus units,
including all necessary technologies for the complete clinical process;
• Hospital da Luz in Lisbon – first hospital in Portugal with SOARIAN®clinical information
system, becoming one of the most modern health care installations in Europe;
• Clínica Quadrantes, in Lisbon – in-vitro diagnostics and information technology sys-
tems, which together with a PET/CT system, complemented the existing Siemens in-
vivo diagnostic systems at the clinic;
• Universidade de Coimbra – 3 Tesla Magnetic Resonance Imaging System exclusively
for neuroscience research. This unit is part of the Brain Imaging Network Grid, a sci-
entific cooperation network which integrates the Universities of Coimbra, Aveiro, Porto
and Minho.
• R & D Highlights:
– Patent number DE 10 2007 053 393, System zur automatisierten Erstellung medi-
zinischer Reports;
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– F. Soares, P. Andruszkiewicz, M. Freire, P. Cruz e M. Pereira, Self-Similarity Anal-
ysis Applied to 2D Breast Cancer Imaging, HPC-Bio 07 - First International Work-
shop on High Performance Computing Applied to Medical Data and Bioinformat-
ics, Riviera, France (2007);
– J. Martins, C. Granja, A. Mendes e P. Cruz, Gestão do fluxo de trabalho em
diagnóstico por imagem: escalonamento baseado em simulação, Informática de
Saúde – Boas práticas e novas perspectivas, edições Universidade Fernando
Pessoa, Porto (2007);
– F. Soares, M. Freire, M. Pereira, F. Janela, J. Seabra, Towards the Detection of
Microcalcifications on Mammograms Through Multifractal Detrended Fluctuation
Analysis, 2009 IEEE Pacific Rim Conference on Communications, Computers and






2.1 Nuclear magnetic resonance
Physically, MRI is based on the nuclear magnetic resonance (NMR) phenomenon, described
first by Felix Bloch and Edward Purcell in 1946, and primarily it was used to study molec-
ular structure and dynamics within the fields of physics and chemistry. Only 30 years ago,
Lauterbur and Mansfield, introduced the MRI to obtain clinical images [5].
A rigorous description of the physics of NMR requires some quantum mechanics knowledge,
however a classical approach of nuclear system is sufficient to describe most of the relevant
phenomena [1, 6].
2.1.1 Nuclear Spins
The spin or intrinsic spin angular momentum is a quantum number and it is one of the proper-
ties of elementary particles. Only a determinate number of spins can be found in nature and
its physical quantity depends on atomic number and weight of the particles. Nucleus have a
spin number, I, if the nucleus has an even number of both protons and neutrons, then both I
and S are zero and have a spin angular moment, S, given by Equation 2.1.
S = ~I (2.1)
Where ~ is the Planck’s constant divided by 2pi. The magnetic dipole moment for spin, µ, is
given by Equation 2.2.
µ = γS (2.2)
The constant γ is the gyromagnetic ratio and its value depends on the element.
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The hydrogen nucleus is a natural choice for probing the body because it is abundant all over
it and, besides that, has an odd atomic weight resulting in a spin equal to 1/2 [6].
For simplicity lets consider the nucleus/protons as a tiny magnet that spins along its axis in a
constant velocity, creating a microscopic magnetic moment along that axis. The interactions
of the protons spin with the magnetic field produces the torque, causing it to precess about ~B0
as the fixed axis, giving them an unique characteristic that allows for magnetic resonance [5].
2.1.2 B0, the main magnetic field
Considering an arbitrary volume of tissue containing hydrogen atoms (protons) and each with
spin vectors with equal magnitude, the spins are normally oriented randomly when there is
no magnetic field applied to them, as shown on Figure 2.1a, being the sum of the individual
magnetic moments, magnetization M , null (Equation 2.3).
M =
∑
µ = 0 (2.3)
However, as said before, when a magnetic field is present, and in case of the H1 protons,
there are two possible spin states, corresponding to two energy levels, Equation 2.4, this
energy difference is proportional to B0 and the spins precess along/parallel (lower energy) or
against/anti-parallel (higher energy) to the field direction, Figure 2.1b [5].
∆E = γ~B0 (2.4)
The ratio between parallel n+ and anti-parallel n− oriented spins is not exactly 50:50, the






Where the k is the Boltzmann’s constant and T is the absolute temperature. The excess spin
magnets in one direction add up to a macroscopic effect, creating a significant and easily
detectable polarization in a preferred orientation, conventionally z, Figure 2.2 [6].
The proton precession frequency ω depends on its gyromagnetic ratio and the strength of the
static magnetic field B0. This relationship is described by the Larmor equation, Equation 2.6.
The Larmor frequency increases proportionally with the magnetic field B0 [6].
ω0 = γB0 (2.6)
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(a) Spins oriented randomly, M =
0.
(b) Spins oriented with the mag-
netic field, M ↑.
(c) Magnetization vector.
Figure 2.1: Magnetization with and without B0. [10]
2.1.3 B1, the excitation radio frequency field
The creation of the magnetic resonance (MR) signal is based on bringing the M vector to the
transverse plane (xy-plane), away from the longitudinal plane (z-plane), as shown in Figure
2.3a. This is done by applying a magnetic field B1, also known as radio frequency (RF)
field, that is applied by a short period of time (1-5 ms) and for that reason it is considered a
pulse. B1 rotating on the transverse plane (xy-plane) at frequency ω0 and in phase with the
magnetization M , will resonate with the ensemble of spins in the polarising field B0.
By the Faraday’s law of induction, the precessing magnetization changes the flux Φ in the coil
whose axis are on the transverse plane, inducing an electromotive force , given by Equation
2.7 and illustrated in Figure 2.3b. The course of the voltage over time is the MR signal. The





After the end of the RF pulse, this MR signal is called free induction decay (FID). The most
simple experiment consists of applying a RF pulse that turns the magnetization to the trans-
verse plan, named 90° RF pulse, for a short time and then obtain the MR signal. Transverse
magnetization Mxy and the MR signal are shown in Figure 2.3c
Rui Lavrador 9
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Figure 2.2: Precession. [10]
(a) (b) (c)
Figure 2.3: Application of B1 field. (a) Influence of B1 in the magnetization vector.[11], (b) Reception
of the NMR signal.[11], (c) Free induction decay[10].
2.1.4 Relaxation times (T1 and T2)
After being influenced by a RF pulse the spins system return to a state of thermal equilibrium,
minimum energy, through a process of relaxation. The restoration of the magnetization on
the z-plane (longitudinal), "spin-lattice" decay, is due to the interaction between the spins with
their surroundings and it will tend to grow up along the direction of the main magnetic field
B0. T1 is the time constant that characterizes the rate of regrowth along the main magnetic
field axis being the magnetization time evolution encountered by solving the Bloch equations,
which incorporate both relaxation and precession effects [1, 5]. Considering an state where
Mz(0) = 0 the subsequent regrowth of Mz is given by Equation 2.8,
Mz(t) = M0(1− e
−t
T1 ) (2.8)
where M0 is the initial magnetization.
The recovery of longitudinal magnetization follows an exponential curve. After time T1, longi-
tudinal magnetization has returned to 63% of M0, Figure 2.4a.
Another type of relaxation is caused by a loss of synchrony of precession among the protons
spin. With the application of a RF pulse for a determined time interval the spins synchronize
10 Rui Lavrador
2.2. MAGNETIC RESONANCE IMAGING
and stay in phase. When the pulse is turned off the spins desynchronise by the interaction with
their neighbours and in random collisions lose energy. This process is named transverse or
spin-spin relaxation characterized by the time constant T2. The decay of the magnetizations




Such as T1, the transverse relaxation is described by an exponential curve. After time T2 the
transverse magnetization has lost 63% of its original value, Figure 2.4b. T2 is always faster
than T1, that is, the spins dephase occurs faster than the alignment to the magnetic field.
Actually, we could expect that the MR signal (FID) decays with the constant T2. However,
the FID decays much more quickly, that is, with a shorter effective time constant T2∗, shown
in Figure 2.4c. T2∗ refers to the effects of additional field inhomogeneities contributing to
dephase of the spins. These are mainly local field variations caused by the patient’s body as
well as technical inhomogeneities of the magnet. It is these static magnetic field differences
that add to the fanning of the spins: they dephase more quickly than the T2 relaxation [10, 12].
(a) (b)
(c)
Figure 2.4: Longitudinal (a), transverse (b)and T2∗ decay (c). [10]
2.2 Magnetic resonance imaging
Clinically MRI is based on imaging mostly water, abundant in our body, which has hydrogen,
whose nucleus is composed by one proton. The MRI signal is generated from this nucleus,
hence the use of the word nuclear in NMR [5, 11]. MRI image modality is so powerful because,
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beside its resolution, it gives flexibility and sensibility to a broad range of tissue properties
such as proton densities, relaxation times, temperature, proton motion, the chemical shifts in
the Larmor frequencies and tissues heterogeneities. MRI has also the advantage of being
relatively safe, non-invasive and it does not use ionizing radiation, making this technology
able to be used in individuals of almost any age. MRI has the capacity to offer anatomical and
functional images, that help us understanding much more about the human body [5].
2.2.1 Image contrast
Proton density, T1 and T2 times are intrinsic features of biological tissues and vary from one
tissue to the other. Depending on which of these parameters is emphasized/weighted in a MR
sequence the resulting image differs in their tissue-tissue contrast [12].
Repetition time (TR) and T1 weighed images
The times of relaxation are different from one tissue to another and that is the key for image
contrast. The longitudinal relaxation is intimately related with the repetition time (TR). Repeti-
tion time is the length of the relaxation period between two excitation pulses and is therefore
crucial for T1 contrast. If the TR is long, more spins have the same direction of the static mag-
netic field, z-plane, resulting in a large longitudinal magnetization. If a short repetition time,
TR A (in Figure 2.5) is used the image contrast is strongly affected by T1. In tissues with short
T1 the relaxation is more quick, giving a stronger signal after the next RF pulse. On the other
hand, in tissues with a longer T1 the spins’ relaxation is slower, the longitudinal relaxation is
smaller between excitatory RF pulses. This causes these tissues to emit less signal than the
tissues with short T1, appearing dark in the image [5, 12].
If we choose a long TR, typically over 1500ms, TR B in Figure 2.5, all tissues, with long and
short T1, have time to completely recover the longitudinal magnetization, for that reason the
T1 contrast effect in the image is small, then the image is less T1-weighted.
Figure 2.5: Relationship between TR and T1 contrast. [12]
Echo Time (TE) and T2 weighed images
The dephasing of the spins due to the interaction with their neighbours and random collisions
led the FID signal to disappear. To put the spins back in phase and make the MR signal
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reappear, techniques involving the application of a specific RF pulse sequences or pairs of
field gradient pulses must be used. The most common spin echo sequence uses a 90° ra-
dio frequency pulse which flips the longitudinal magnetization Mz into the xy-plane, then the
transverse magnetization Mxy starts to precess with the Larmor frequency. This preparation
phase is then followed by an acquisition phase where a 180° radio frequency pulse is applied
to refocus the spins, as shown in Figure 2.6a. Echo time (TE) is the interval between appli-
cation of the excitation pulse (90 ° pulse) and collection of the MR signal. When several 180
degree pulses are following each other in sequence, several spin echoes are generated by a
multi-echo sequence, Figure 2.6b. The amplitude of the echoes is smaller than that for the
FID [10, 11, 12].
(a) (b)
Figure 2.6: Spin echo. Application of a single 180° RF pulse (a), multi-echo sequence (b). [10]
T2 influence on the contrast is determined by the TE. As can be seen in Figure 2.7, if a short
TE (TE A) is used the difference between the signal of the two tissues is small, because T2
relaxation has only just started and there has only been little signal decay at the time of echo
collection. The resulting image is less T2-weighted. If the TE was longer (TE B) the difference
between signals will be bigger, allowing a better contrast between the two tissues, making the
resulting image more T2-weighted. A tissue with a short T2 will appear darker in the images
while a tissue with a long T2 will appear brighter [10, 12].
Figure 2.7: Relationship between TE and T2 contrast. [12]
PD weighting
Proton density contrast is a quantitative summary of the number of protons per unit tissue.
This is done by adjusting the parameters of the scan, namely TE and TR, in order to minimize
the effects of T1 and T2. A higher number of protons, in a given volume, results in a greater
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transverse magnetization component and appears brighter on image. PD images have also
a higher signal-to-noise ratio due to a long TR that allows the recovery of the longitudinal
magnetization while the short TE minimizes the signal decrease due to the decay of transverse
magnetization. PD images are useful to evaluated structures with low intensity such as bones,
ligaments and tendons [5, 10, 12].
2.2.2 Slice selection and spatial encoding
Linear gradients
In order to produce an image from the NMR signal we must be able to decompose the received
signal into components arising from different positions within the sample. This is achieved
using magnetic field gradients G to encode different spatial positions r, such that magnetic
field becomes a function of position, Equation 2.10,
Bi = B0 +G.ri (2.10)
where Bi is the magnetic field at location ri [6, 10, 12].
In the MR scanner the magnetic field gradients have a linear variation and only in one direction.
There are used three physical gradients, one in each of the x, y, and z directions. These
gradients are required to obtain an image and are used for slice selection, readout/frequency
encoding, and phase encoding. The combination of these gradients, RF pulses, data sampling
periods, used to acquire an image, is known as a pulse sequence [6, 12].
Considering the magnetic field gradients, the Larmor equation given in Equation 2.6 requires
a expanded version, Equation 2.11, where ωi is the frequency of the proton at position ri and
G is a vector representing the total gradient amplitude and direction.
ωi = γ(B0 +G.ri) (2.11)
This means that each proton will resonate at an unique frequency that is related with its exact
position within the gradient field.
Slice selection
The first step in encoding the signal in space is the slice selection and its aim is to excite with a
RF pulse the spins of a specific plane of imaging, the remaining of the spins in the body should
remain along the z-axis, not yielding a signal. For slice selection, a gradient is switched in the
z-direction simultaneously to the RF pulse, this gradient is called the slice selection gradient
(Gz). The central frequency of the pulse, Equation 2.12, determines the particular location
excited by the pulse when the Gz is present, being the different slice position achieved by
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changing the central frequency of the pulse [6, 10].
The stimulating RF pulse has a certain bandwidth neighbouring frequency, Equation 2.13,
about is center frequency ω0. In this manner it can stimulate the desired spatial area of the
slice thickness (∆z0, in Figure 2.8a). A steeper gradient produces a thinner slice (∆za, Figure





∆ω = |ω2 − ω1| (2.13)
(a) (b)
Figure 2.8: Selection of the slice thickness. Relationship of frequency bandwidth (a) and gradient (b)
on slice thickness. [10]
Spatial encoding
Once we have chosen the slice position and its thickness, we can proceed to the spatial
encoding of the MR signal. This is the most difficult task in the generation of the MR image.
For this task two more gradients are necessary, the one along the x-axis and the other along y-
axis. The spatial encoding comprehends two steps, frequency encoding and phase encoding.
• Phase encoding
For the phase encoding, the gradient is commonly applied in the y-direction and is switched
on after the RF pulse that excite the spins along the xy-plane. The phase encoding gradient
Gy change the Larmor frequency of the spins depending on its location along the gradient.
The spins that experiment a higher magnetic field precess more quickly that the ones that are
exposed to a lower magnetic field [12].
After the gradient is turned off, all the spins return to their initial precession rate, however, they
are now ahead or behind in phase relative to their previous state. The degree of the phase
shifts is dependent of the duration and amplitude of theGy and the location of the nuclei along
the gradient. The phase now varies linearly along the y-axis, so each column within a slice
can be identified univocally by its unique phase [12].
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• Frequency encoding
The next step in spatial encoding is to encode the rows along the x-direction. To accomplish
that, a frequency-encoding gradient Gx has to be applied. This gradient varies linearly along
the x-axis and where the magnetic field is higher the spins precess faster than the other ones
with a lower field applied to them, as result of the variation of the Larmor frequency.
During the reception of the MR signal the Gx is switched on, allowing to receive not only a
single frequency, but a whole frequency spectrum comprising several frequencies depending
on the magnetic field applied. Each row in a slice is thus characterized by a specific frequency.
2.2.3 Image reconstruction
The fundamental equation when considering the MR signal from an elemental volume of a
sample of spin density ρ(x, y, z) is shown in Equation 2.14.
δS(t) = ρ(x, y, z)e−iφ(x,y,z) (2.14)
Where φ(x, y, z) is the phase of the elemental volume of sample and the spin term, ρ(x, y, z),
is simply the density of mobile water molecules [13].
The phase of the elemental signal, from Equation 2.14, is dictated by the time history of the
local magnetic field at position (x, y, z). The phase term is given by Equation 2.15,
φ(x, y, z) = γ
∫
Bz(x, y, z) dt (2.15)
where Bz(x, y, z) is the net static magnetic field at position (x, y, z).
As we have seen before in the previous section, to generate an image it is necessary to
perform a spatial encoding of the net magnetic field. This is accomplished by generating
gradients in coil that are able to generate the terms Gx = dBz/dx, Gy = dBz/dy and Gz =
dBz/dz to modulate the magnetic field [13, 14].
In Equation 2.11, and considering the gradients in x and y directions, the Larmor frequency
will vary according to ωx = γB0 + γGxx and ωy = γB0 + γGyy, respectively. Writing the
Larmor equation for an elemental volume of sample at the position (x, y), ρ(x, y), assuming
that the a slice in z direction has already been chosen, Equation 2.16.
ω = γBo + γGxx+ γGyy (2.16)
After the initial RF pulse, t time after the excitation, the signal contribution that is induced in
the receiver coil by the precessing elemental volume is a vector whose magnitude is equal to
the number density of spins at position (x, y) multiplied by the size of the elemental pixel dxdy,
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and whose phase is equal to φ(x, y, t). The contribution to the signal from position (x, y) can







Gy(x,y)y dt) dxdy (2.17)
It is convenient to represent the terms
∫
Gx(x, y)x dt and
∫
Gy(x, y)y dt by kx and ky,respectively,
which represent the Fourier space of the image (as well representing the field gradient history),
thus one can rewrite the Equation 2.17 as shown in Equation 2.18.
S(kx, ky) =
∫∫
ρ(x, y)e−γi(kxx+kyy) dxdy (2.18)
Using the modern MRI pulse sequences the raw signal is generated by sampling the (kx, ky)
space line-by-line or in a spiral, by adjusting the gradient parameters when sampling the k-
space. The image is then reconstructed applying the inverse Fourier transform (IFT), yielding
a map of spin density ρ(x, y) [13, 14]. The steps since the image acquisition to the image
reconstruction are shown in Figure 2.9.
Figure 2.9: From signal to image. [10]
Note that the proton precession is continuous making the MR signal continuous or analog in
nature. However, postprocessing techniques such as Fourier transformation require a digital
representation of the signal. To produce a digital version, the FID signal is measured or
sampled using an analog-to-digital converter (ADC) [6, 10].
Magnetic field strength
The use of high magnetic field stems to the fact that the SNR increases with the field strength,
mainly because the signal presents a quadratic growth with Bo strength, as demonstrated
by Haacke et al. [5], but this is partially offset by the fact that the noise linearly depends on
the B0 at high fields. Other concerns relate to RF heating and RF inhomogeneities. Some
advantages and drawbacks of the use of high field are summarized in Table 2.1.
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Table 2.1: Advantages and disadvantages of the use of high magnetic fields in MRI.
Advantages Disadvantages
Higher SNR (linear with field) Increased specific absorption rate (SAR)
Higher resolution and/or faster imaging Reduced contrast and/or anatomical coverage
Better T2∗ contrast, excellent functional MRI Magnetic fields inhomogeneities
Increase chemical shitf, better spectroscopy Increased susceptibility artifacts
Excelent time-of-flight angiography Longer T1 leads to protocol adaptation
Increase sensitivity to motion
2.3 MR systems and their components
MR device consists of only three main hardware components: the main magnet, the magnetic
field gradient system and the radio frequency system. The whole system is represented in
Figure 2.10
Figure 2.10: MRI system components. [10]
2.3.1 The main magnet
The main magnet is the most important and the most expensive component of the MR system.
It aims to create a strong and homogeneous magnetic field. Currently, there are used two
types of magnets:
Permanent magnets with a magnetic induction between 0.01 and 0.35 Tesla (T). They are
composed by large blocks made from ferromagnetic alloys and these pole pieces are
located above and below the patient. This configuration is frequently used with open
systems, e.g., the Siemens MAGNETOM C! 0.35T [10].
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Super-conducting magnets generally with field strengths between 0.5 and 3.0 Tesla, but it
can be higher reaching 7, 9.4 Tesla or even more. Basically, it is an electromagnet,
where a strong magnetic field is generated by the electric current flowing in large coils.
The conducting wires of the coils are made from a niobium/titanium alloy that is embed-
ded in copper. Liquid helium is used as the coolant, while liquid nitrogen may be used
for precooling. This configuration is used in most of the MR systems, e.g,. the Siemens
MAGNETOM Symphony 1.5T and Siemens MAGNETOM Trio 3T [10].
2.3.2 The magnetic field gradient system
The MR systems are constituted by three gradient coils, one for each spatial direction (x, y and
z). They do not generate a permanent magnetic field, instead they switch on and off several
times during the exam.
The gradients generated by these coils are needed for the spatial encoding of the signal, al-
lowing the posterior reconstruction of the image, as explained in the subsections 2.2.2 and
2.2.3. The gradient coils are operated via special power supplies, known as gradient am-
plifiers, having to switch currents up to 500 ampere at great accuracy and stability. A good
gradient coil design aims to produce a linear variation along each principal direction, minimise
current requirements and heat deposition by possessing high efficiency, low inductance and
low resistance. In order to improve scanning time it is required that the coils obtain the maxi-
mum amplitude in the minimum of time. The gradients generally have a maximum amplitude
of 20 to 40 milliTesla/meter, this determines the maximal spatial resolution. Their slew rate,
corresponding to their switching speed, are 50 to 200 Tesla/meter/seconds for high field and
200 to 400 Tesla/meter/seconds for ultra high fields [10].
2.3.3 The radio frequency system
The radio frequency system goal is to transmit and receive the radio frequency waves and
is constituted by the RF antennas (coils), the RF transmission amplifier and the RF receiving
amplifier. This system is involved in exciting the nuclei, selecting slices, applying gradients
and in signal acquisition.
The main issues to take into account are the SNR, power transmission and field homogene-
ity. For a transmission coil, the homogeneity of the RF field in the stimulated volume is an
important quality criterion.
There are many shapes and sizes for the RF antennas coils. They can be divided in two
principal groups: volume coils and surface coils.
Volume coils are located in the cylinder of the machine, homogeneously covering the entire
scan volume, possessing a large region of relatively uniform sensitivity. However, in
some situations, the noise arising from the whole volume can be significantly greater
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than the signal arising from a restricted region of interest (ROI). To overcome this issue
we can use the surface coils [10].
Surface coils can be used to improve SNR, since they are placed in direct contact with the
zone of interest, therefore possessing a small noise volume, they also have less depth
and are more heterogeneous. These coils can improve imaging capacity with higher
spatial resolution.
The most common design for volume coils are capable of generating a B1 field, perpendicular
to the static field B0, is the so called birdcage coil.
Depending on the manufacturers and the type of coil, certain coils can be transmitters, re-
ceivers or both [10].
The inhomogeneities related to the transmitting and receiving the RF pulses and the inhomo-
geneities in the main magnetic field, are the main causes of the distortion addressed in this
work. This matter will be developed in the next Chapter.
2.4 Image artifacts
Once we have grasped the concept of spatial encoding and know the MR systems and their
components, it will be easy to understand the different kinds of artifacts that degrade the MR
images. In this section the most important are enumerated.
The artifacts are structures in the images that do not correspond to the spatial distribution of
tissue in the image plane. According to Hendrix [15], the artifacts can be sorted in three types:
motion artifacts, physically-caused artifacts and technically-caused artifacts.
2.4.1 Motion artifacts
The most pronounced artifacts in the image acquisition are related to the motion, since the
objects movements can produce a blurry and noisy image, mainly in the phase-encode di-
rection. This happens because it occurs an incorrect encoding due to phase mismapping of
protons.
Motion artifacts can be divided in two groups: ghosting and smearing.
Ghosting is a result of a quasi periodic motion, for example, breathing movement.




As a result of physically-caused artifacts the images shows relief and contour formations as
well as distortions. The main sources for this artifact are the chemical shift1 and magnetizabil-
ity2 (susceptibility).
Relief artifacts in the frequency direction are caused by chemical shift signals from fat
and water allocated to different voxels. These incorrect encoding lead to a higher signal
or to a invalid signal in the respective frequency encoding direction. In Echo planar
images (EPI) this artifact is due to the use of low bandwidth in the phase encoding
direction.
Contour artifacts are due to chemical shifts signal from fat and water that may have a phase
shift when using gradient echoes (GRE) sequences, causing "phase nulling".
Distortion artifacts are caused by local magnetic fields variations and the intensity of the
artifact depends on local conditions, showing an increase or decrease in the signal. The
transition areas are more susceptible, such as between tissue and bones or between
tissue and air. It can be caused also by ferromagnetic objects on the patient’s body or
clothing.
The susceptibility of the tissues also play a role in this distortions. The sequences where
this artifact is more noticeable are the GRE and EPI sequences and for higher fields.
2.4.3 Technically-caused artifacts
Technically-caused artifacts are related to the technology used for MR, and can be explained
by using technical limits, such as the size of the system or the limitation of data volume gen-
erated.
Truncation artifacts consists in striped rings caused by abrupt signal transitions in tissue,
generated by edge oscillation while sampling the signal.
Warp-around artifacts due to aliasing are caused by the use of a field of view (FOV) smaller
than the object to be measured and occur in the phase encoding direction.
Deformation or distortion artifacts are due to loss of linearity of gradient system and oc-
curs when using large FOVs.
RF interferences can be caused by external RF fields due to radios, mobile phones, elec-
tronic controls, electrical motors or by Faraday cage deficient isolation.
1Chemical shift occurs due to differences in resonate frequencies in protons under different chemical
environment.
2Magnetizability is the ability of the tissue to become magnetic.
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Many types of image artifacts can be prevented by carefully instructing the patient and by
selecting suitable sequences and parameters. Besides that in some cases it is possible to





In a healthcare system increasingly dependent on imaging, the automatic extraction of clinical
relevant information has become mandatory to efficiently deal with the large amount of data
generated by medical imaging techniques. This information is essential for diagnosis, therapy
planning and execution, and monitoring the evolution of a disease. The extraction of this
information frequently requires a preprocessing step in order to deal with several artifacts that
may degrade the results of a subsequent image analysis. One of these artifacts is the intensity
inhomogeneity (IIH) [1, 2, 7].
The intensity inhomogeneity, also known as intensity non-uniformity, shading or bias field, is
present in several image modalities, but above all in MRI. The IIH is considered to be a slow
and smooth intensity variation across the image, resulting in different intensities for the same
tissue according to its location. This distortion, in many cases, is hardly noticeable to a human
observer but can influence many medical image analysis methods such as segmentation and
registration, because most of the automated quantitative methods rely on the assumption that
a given tissue has a similar voxel intensities throughout the data, so these methods are highly
sensitive to variations on image intensities [3, 7, 16, 17, 18, 19, 20, 21]
In Figure 3.1 are shown simulated images from BrainWeb with and without IIH. In Figure 3.1b
it can be observed that the intensity varies for the pixels of the same tissue.
The first publications related to this problem dates back to 1986 [22, 23], since then it was
extensively studied. The IIH is mainly caused by unwanted local flip angle variations but the
triggers for this variations can be multiple and can be divided into two groups depending on
its sources: due to the MRI device and pulse sequences, and due to the imaged object.
Inhomogeneities of the static magnetic field, B0, bandwidth filtering of the data, eddy currents
and specially the RF transmission and reception inhomogeneities are the causes related to
the first group. RF coils homogeneity is related to their geometric and physical properties,
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(a) (b)
Figure 3.1: Simulated image with (b) and without (a) intensity inhomogeneity.
this may result from sensitivity problems associated with the use of surface coils [24, 25].
However, this artifact is not limited to these type of coils [26, 27].
Both spin echo (SE) or gradient (GRE) pulse sequences can cause this artifact [28, 29]. For
SE it appear that some parameters, such as slices interleave, TR or number of echos, have
influence in the quality of the image. Eddy currents can be triggered inside the imaged object,
when gradients are switched too rapidly and after a large number of echos the refocusing can
be altered.
The causes related to the second group are the shape, position and orientation of the object
inside the magnet, its specific magnetic permeability and dielectric properties, this last group
is more difficult to deal with [30].
The impact of IIH distortion is minor in lower magnetic fields than in higher fields. This is due
to the linear increase of the frequency necessary to stimulate the nuclei under higher magnetic
field, which enhances the effect of RF standing waves and penetration [31].
3.1.1 Mathematical approach for IIH
For lower magnetic fields, IIHs are assumed as a smooth spatially varying function that alters
image intensities. The most simple models assume that IIH is multiplicative or additive. The
multiplicative model is considered consistent with inhomogeneous sensitivity of the reception
coil, however is less compliant with inhomogeneities due to induced currents and nonuniform
excitation [3, 7, 32].
Two sources of noise are described in the signal form, the biological noise, which corresponds
to the within tissue inhomogeneity and the scanner noise, that arises from MR devices im-
perfections. Generally only one of these sources is modelled, and consider that the noise is
approximated by a Gaussian distribution, that arises from the scanner and is therefore inde-
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pendent from the IIH field [7, 33, 34].
The most common model used to describe the corrupted images is the multiplicative model
with additive noise:
v(x) = u(x)b(x) + n(x) (3.1)
where v(x) is the acquired image, u(x) inhomogeneity-free image (ideal image), b(x) the
intensity inhomogeneity field (bias field), and n(x) the noise.
Another model, Equation 3.2, that is used considers only biological noise, which is scaled by
the bias field so that the SNR is preserved.
v(x) = (u(x) + n(x))b(x) (3.2)
A third model for MR image formation is based on log-transformed intensities, where the
multiplicative model becomes additive.
log v(x) = log u(x) + log b(x) + n(x) (3.3)
Other authors used more complex algorithms [7], but the majority of the correction methods
are based on simple and more reliable correction models 3.1 3.2 and 3.3. However it should
be pointed out that these models may not always yield satisfying corrections, for example if the
properties of the tissues also vary smoothly across the anatomy, it is not trivial to differentiate
these variations from the IIH artifact. If a higher magnetic field is used, the models are found
unreliable, because bias field could act not as a smooth function, but as a wave [7, 35].
3.1.2 IIH correction
Now that we have studied the bias behaviour, we must find a method to remove it from our
image.
A IIH correction aims to find u knowing v. This results in a undetermined problem, since only
v(x) is known, while both b(x) and u(x) have to be computed [3, 7, 32].
IIH corrections have been widely studied and depending on the specific needs numerous
methods were developed. The correction could be performed using better acquisition pro-
tocols, or correction algorithms to retrospectively correct the MR images, both with the aim
of improving subsequent quantitative analysis. The methods of correction can therefore be
divided into two groups: prospective and retrospective [3, 7, 8].
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Prospective methods
Prospective methods are based on prior knowledge about acquisition parameters and treat
intensity inhomogeneity as systematic error of the MRI acquisition process and can be min-
imized by acquiring additional images of a uniform phantom, by acquiring additional images
with different coils, or by devising special imaging sequences.
Phantom Based: The estimation of IIH is obtained by acquiring images of a uniform phan-
tom whose physical properties and geometry are known by scaling and smoothing of
the acquired image from the phantom. The coil and sequence properties are the re-
maining unknown factors. Another strategy consists in acquiring several datasets from
the same object with different sequence protocols, so the influence of sequence or coil
components is then separately evaluated [3, 7].
The major disadvantage of this technique is the fact of not allowing the correction of
patient-induced inhomogeneity. Another disadvantage is related to the temporal and
spatial variation of the coil profile that requires frequent acquisitions of the phantom
images. The usefulness of this method is limited by the specific imaging conditions and
sensitive to input parameters [3, 7].
Multicoil: In MR there are used different coils depending on the imaged object, the surface
coils and the volume coils. These coils differ in geometry, which gives them different
properties. Surface coils give a good SNR ratio, but bad spatial uniformity, while the
volume coils have a worse SNR but better spatial uniformity. These methods require an
acquisition and combination of these two coils in order to get free IIH images and better
SNR. More detailed description of the methods can be found in [36, 37, 38].
Special sequences: This group of techniques is mainly related with specific acquisitions de-
signs, and therefore, briefly described [7]. As an example, for certain pulse sequences,
the spatial distribution of the flip angle can be estimated and used to find the IIH [39].
Retrospective methods
Retrospective methods rely exclusively on the information of the acquired image and some-
times also on some a priori knowledge. These methods have the advantage of being relatively
general and usually make few assumption about the acquisition process. They also remove
patient dependent inhomogeneity, in contrast with the prospective methods that only correct
inhomogeneities induced by a MR scanner.
Numerous retrospective methods were developed to solve the IIH problem. To simplify, they
can be classified into three main groups.
Filtering methods: Assumes that the IIH is a low-frequency artifact and can be separated
from the high-frequency signal of the imaged object by a low-pass filtering. The main
difference between filtering methods is the filter type used on the extraction step.
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There are two main approaches that have been proposed: homomorphic filtering [40]
and homomorphic unsharp masking (HUM) [24]. This last one is considered the most
simple and one of the most commonly used methods for IIH correction.
For most of the anatomical structures these methods may result in an overlaping of
the anatomy and IIH frequencies. These methods are also affected by other image
features, such as edge effects, most present in high contrast images. Some methods
have been proposed to minimize these effects [3, 7, 8].
Surface fitting models: Since it is considered that the bias field is slowly varying, it seems
reasonable to approximate the IIH by a parametric smooth function. Then, the correc-
tion is performed dividing voxel-by-voxel the original image by the computed surfaces.
There are two families of basis functions that are considered: the spline and polynomial
functions.
The different algorithms using spline basis functions vary in the way the fitting is per-
formed. This fitting can require a single pass or multiple pass [3].
Polynomial basis functions also consider a simple pass fitting [41] or a multiple pass
fitting [42](Section 4.2.2) to determine the surface’s parameters.
These methods are often linked to image segmentation, which leads to frameworks that
simultaneously correct the IIH and perform the segmentation [8].
Statistical models: The statistical methods assume that IIH follows a distribution or model
the IIH as a random process. They are frequently integrated in segmentation frame-
works, because it is taken into account that IIH is a important factor that can distort
segmentation results.
Segmentation can be achieved by means of Maximum-Likelihood (ML), Maximum-a-
Posteriori Methods (MAP)-based methods or by Fuzzy-C-Means-based (FCM) methods
[7, 43].
ML and MAP-based methods label pixels according to probabilities based on intensity
distribution of the image. The ML or the MAP criterion may be used to estimate the
image intensity probability distribution by parametric models. Finite mixture and more
frequently finite Gaussian mixture models are used and modified to incorporate IIH.
Because the Gaussian model is only an approximation of a single tissue probability
density, several Gaussians can be used for each main tissue, for example, 3 for white
matter and 2 for grey matter in the brain, and much more for minor, less significant
tissues. Instead of using image segmentation only to estimate the initial model parame-
ters, the authors in [16, 44] proposed an iterative framework, interleaving segmentation,
registration and intensity inhomogeneity correction to improve tissue segmentation, fur-
ther description can be found in Section 4.2.4.
A hidden Markov random field in frequently incorporated in some correction methods
in order to exploit the information about spatial connectedness of neighbouring pixels
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belonging to the same class [17, 20]. The method presented by Zhang et al. [17] is
described in Section 4.2.3.
The FCM segmentation methods cluster data by computing a measure membership,
called the fuzzy membership, at each voxel for specified number of classes. Since
FCM based methods have difficulties to deal with data corrupted by IIH, there were
developed some extensions to these methods, in order to compensate the IIH [33, 45].
The N3 method [32] is different from the other correction algorithms that involves a
classification step, but it is also a statistical method. This method will be described in
more extensively in Section 4.2.1.
3.2 Comparative studies
Numerous methods with different theoretical underpinnings were proposed to solve the inten-
sity distortion, but few studies have been performed in order to compare these methods.
The evaluation of IIH on real images is not a straightforward matter, because the bias field is
unknown. In the majority of the studies, the evaluations are made on simulated brain images
with known biases or on brain images acquired only on 1.5T scanners and there are few
specific sequences analysed [7, 9].
Sled et al. [46] compared three IIH correction algorithms, the expectation maximization (EM)
[47], the white matter (WM) method [48] and the N3 algorithm, using simulated T1, T2 and
PD weighed data. The WM method performed better than the other two, for T1-weighted
volumes, probably due to the high contrast between WM and the other tissues, characteristic
in T1 images . The EM method made excessively large correction, for voxels that fall outside
classifier’s tissue model, being consistent with that pointed out by Guillemaud and Brady [49].
The N3 method is the most stable for all simulated images in this comparison. Also there was
not taken into account the relation between the corrections and the purpose of the images.
In the article written by Velthuizen et al. [50] there were evaluated four IIH correction in brain
tumor segmentation. A phantom method [51], two low-pass filtering methods [52, 40], and a
surface fitting method with reference points selected from white matter [48]. No improvements
were found in segmentation after IIH correction and the surface fitting method was considered
to be inferior to the others.
A more extensive study is presented by Arnold et al. [9], where six algorithms are compared,
the N3 [32], HUM [53], eq [54], bfc [34], SPM99 [44], and cma1 algorithms, using simulated
images from BrainWeb. The article evaluated real images using the same subjects and that
were scanned with 3D FLASH and 3D Grass sequences, under 1.5T and 3T magnetic fields,
also using different scanners. The N3 and the bfc are shown to be superior to the other four.
The bfc is better than the N3 for lower bias levels, however none of the methods performs




ideally under all circumstances. The filtering methods, HUM, bfc and cma, were found to
exhibit higher frequency structures of brain anatomy. The SPM99 was considered unstable
mainly when operating on relatively uniform images.
Other comparisons were made, comparing the fuzzy segmentation method and its adaptive
version [33]. In [52, 53] the HUM is compared with variations of this method.
From all the comparisons none of the algorithms proved to be clearly superior to the others,
for all kind of images and needs. Their performance varies greatly depending on the image
and the very notion of performance is itself questioned [3, 7, 9, 55].
Most of the methods have been comparatively evaluated only once and many evaluation were
found to be incomplete. In some comparisons only a few parameters are evaluated and it
is not established a relation between them and the real improvements in subsequent image
analysis [7].
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As mentioned before, the IIH is a well studied issue and there were proposed numerous
methods to its correction. Taking into account the comparisons already made, it can be stated
that it was not found an algorithm that overrides all the others in all situations.
Therefore, it may be useful to evaluate the correction regarding the purpose of the images, in
other words, the question is to find which is the parameter of the image that is to be improved
and what is the algorithm that produces the better improvement.
In this work we proceed by simulating brain images with different features, correct them with
four IIH correction algorithms and evaluate the corrected images, searching for the parameters








4.1 Simulated brain images
Since the analysis of the IIH correction is not a straightforward matter, because the bias field is
unknown, it was chosen to use simulated images. The advantage of using a simulated image
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is that the ground truth is known a priori in the experiment, in this case, the applied bias field.
The other parameters can be independently controlled.
In this work the simulated brain images were obtained using BrainWeb [56], a popular and
widely known image simulator that is used for many authors for IIH evaluation [9, 16, 32, 57,
58].
The images were simulated with pulse sequence parameters identical to the parameters usu-
ally used to perform scans on patients, with the intrinsic limitation of the options available in
BrainWeb.
Six different images were simulated, three T2, two T1 and one PD-weighted. Besides the
SE protocol, there were used a fast low angle shot (FLASH) and an inversion recovery (IR)
protocol, that are scan techniques less studied in relation to IIH artifact. The simulated images
and parameters are shown on Table 4.1.
Table 4.1: Simulated images, noise 3% and inhomogeneity 20%.
































The referred images were simulated several times, varying the noise, the shape of the bias
field and level of bias field in order to assess the performance of the correction algorithms
when the noise and the bias shape are changed. The volumes have the dimensions 181 x
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217 x 60 and 3mm thickness. For rf of 20% (rf will be used to refer the inhomogeneity level)
it means that the multiplicative nonuniform field has a range of values of 0.90-1.10 over the
brain area. For other rf levels, the field is linearly scaled accordingly (for example, to a range
of 0.80-1.20 for a 40% level). The noise in the simulated images has Rayleigh statistics in the
background and Rician statistics in the signal regions. The "percent noise" number represents
the percent ratio of the standard deviation of the white Gaussian noise versus the signal for a
reference tissue. Twelve groups of images were simulated as shown in Table 4.2.
Table 4.2: All simulated images



















As mentioned before, there were proposed many algorithms for IIH correction, so it became
necessary to select some criteria in order to choose the algorithms to use in this work. The
choice was made taking into account, their theoretical backgrounds, some evaluations already
done, popularity and their code availability.
4.2.1 N3
The nonuniform intensity normalization algorithm (N3) is a well-known algorithm for IIH correc-
tion, is often taken as the gold standard algorithm used to compare other algorithms [59, 60].
The N3 algorithm achieves high performance without requiring a model of tissue classes, is
independent of the pulse sequence and insensitive to pathological data and does not require
extended scan time nor expertise supervision.
It follows a multiplicative model, Equation 3.1, and in a noise-free case, in which the true in-
tensity u at each voxel location x is independent and identically distributed random variables.
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Making a log transformation uˆ = log u(x) the image formation model becomes additive, Equa-
tion 4.1.
vˆ(x) = uˆ(x) + bˆ(x) (4.1)
Considering the distribution of values that bˆ takes over a region of interest (ROI) to be a
probability distribution of a random variable.
Let U , V , B be the probability densities of uˆ, vˆ and bˆ and making the approximation that
uˆ and bˆ are independent or uncorrelated variables, the distribution of their sum is found by
convolution as follows, Equation 4.2.
V (vˆ) = B(vˆ) + U(vˆ) =
∫
B(vˆ − bˆ)U(bˆ) dbˆ (4.2)
The nonuniformity distribution B can be viewed as blurring the intensity distribution U .
Correction strategy
The IIH can be seen as a blurring that reduces the high frequency components of U , so the
task to correct this artifact consists in restoring the frequency content of U .
Since B it is unknown is not clear what frequency components U need to be restored to get
from V to the true distribution U .
The bias field bˆ is considered to be smooth and slowly varying, the space of possible distri-
butions U corresponding to a given distribution V is small enough that the problem becomes
tractable.
In N3, the correction of the IIH is achieved by finding the smooth, slowly varying , multiplicative
field that maximizes the frequency content of U . Empirical results show that B is typically
unimodal or at least was approximated by a unimodal distribution. These results also suggest
that full width at half maximum (FWHM) of the distribution lies between 0.1 and 0.4, for typical
brain scans.
However there are two problems when we try to search through all possible fields bˆ to find
the one that maximizes the frequency content of U . The first is related to the extremely vast
search of all 3-D fields bˆ and the second is that spectral estimates and related measures, such
as entropy, are difficult to compute with sufficient accuracy to detect subtle changes in U .
In this approach is proposed a distribution for U by sharpening the distribution V , and then, an
estimation of the smooth field which produces the corresponding distribution for U is made.
While searching through the space of all distributions U may seem more tractable than search
through the space of all fields bˆ.
Taking into account the simple form of B distribution and assuming that its distribution is
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Gaussian, we need only to search the space of all distribution U corresponding to a Gaussian
distributed B having zero means and a given variance. The space of all distribution U is
collapsed down to a single dimension, the width (FWHM) of B distribution.
The bias field B is only approximately Gaussian and some of the considered assumptions, as
zero noise are violated. To overcome these difficulties there was adopted an iterative approach
to estimate U and corresponding bˆ.
Knowing that any Gaussian distribution can be decomposed into a convolution of narrow
Gaussian distributions, the space of all U distributions corresponding to Gaussian distribu-
tion B can be searched incrementally by deconvolving narrow Gaussian distributions from
subsequent estimates of U . A smooth field bˆ is estimated between subsequent estimates of
U .
This iteration proceeds until no further changes in bˆ or U result from deconvolving narrow
Gaussian distributions from V .
Field Estimates
For a measurement vˆ at some location x, uˆ is estimated using the distribution U and B. Since
the choice of x is arbitrary the measurement vˆ can be treated as a random sample from the
distribution V .
The expected value of uˆ given a measure of vˆ and after some developments, that can be




−∞ uˆB(vˆ − uˆ)U(uˆ) duˆ∫ +∞
−∞ B(vˆ − uˆ)U(uˆ) dvˆ
(4.3)
When the Gaussian kernel is used in place of the actual distribution B.
An estimate of bˆ can be obtained using the estimation of uˆ from Equation 4.3 as follow, Equa-
tion 4.4.
bˆe = E[bˆ|vˆ] = vˆ −B(vˆ − uˆ)U(uˆ) (4.4)
The distribution U and Gaussian kernel are used to compute, from Equation 4.4, the mapping
which maps measured intensities vˆ to estimate bˆe. Where bˆe is an estimate on bˆ at location
x based on the single measurement of vˆ at x. This estimation should be smoothed by the
operator S to produce the estimate fˆs based on all of the measurements in a neighbourhood
of x.
Finally given the distribution B and the measured distribution of intensities V , the distribution






U˜ ≈ G˜V˜ (4.6)
where ∗ denotes complex conjugate, B˜ is the Fourier transform of B, and Z is a constant term
to limit the magnitude of G˜. This estimate of U is then used to estimate a corresponding field
bˆ .
Implementation details
The N3 algorithm was implemented for the ITK C++ library by Nicholas J. and James C. [61].
They tried to maintain the minimal difference between this implementation and the original al-
gorithm. The only intended variation was the substitution in the way that the bias is fitted. They
used the class "itk::BSplineControlPointImageFilter" instead of the proposed least-square ap-
proach for B-spline fitting used to model the bias field in the original algorithm. A much detail
description of the implementation can be found in [61].
The parameter that was chosen to vary was the FWHM, since the key contribute of N3 is the
usage of a simple Gaussian to model the bias field. There were used the 0.1, 0.15 and 0.3
FWHM.
It was also altered the subsample factor from 2 to 4, this change will in principle increase the
algorithm speed and since the bias bias field is considerate to be smooth it should not affect
the correction.
The last parameter that was varied was the fitting levels. The used values were 2, 4 and 6.
Each successive level doubles the B-spline mesh resolution.
For convenience in this manuscript the methods were named as following:
N3_(FWHM)_(subsample)_(fitting levels)
So it results in the following corrections:
N3_01_2_4 FWHM 0.1, subsample 2 and fitting level 4
N3_03_2_4 FWHM 0.3, subsample 2 and fitting level 4
N3_015_2_2 FWHM 0.15, subsample 2 and fitting level 2
N3_015_2_4 FWHM 0.15, subsample 2 and fitting level 4
N3_015_2_6 FWHM 0.15, subsample 2 and fitting level 6
N3_015_4_4 FWHM 0.15, subsample 4 and fitting level 4
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In this work it was not used any mask, with the intention of maintaining the algorithm as
automatic as possible. And according to Sled J. et al. [32], the mask generation is not crucial
and good results can be achieved using a simple Otsu thresholding.
4.2.2 PABIC
The correction method called parametric bias field correction (PABIC) is based on a simplified
model of the imaging process, a parametric model of tissue class statistic and polynomial
model of the IIH. It assumes that each pixel of the image is associated to a small number
of categories with a prior known statistics and that the bias field can be modelled by smooth
functions, which in this case are Legendre polynomials.
This method intends to determinate the correct class k for each pixel in the data set, i.e., the
segmentation of the image data. In the case of a human brain, those classes are usually taken
as three: white matter, grey matter and cerebral spinal fluid (CSF).
It considers that the image acquisition techniques such as MRI, the bias IIH is a multiplicative
effect, Equation 3.1. In this method the image is logarithmic transformed taking the form,
Equation 4.7.







The method also assumes that b(x) can be brought to a linear combination of m smooth basis
functions. The basic functions selected in this case are Legendre polynomials. Therefore the
bias field is modelled by bˆ(x, p), where p are the coefficients of the Legendre polynomials.
The number of coefficients of p(m), depends on l, the maximum degree chosen for Legendre
polynomials. The parameter vector p for 3-D case is given by m = (l + 1)((l + 2)/2)((l +
3/3). So, for example, for a Legendre polynomials up to third degree would be required 20
coefficients for p. The choice of the degree of Legendre polynomials largely depends on
prior knowledge of the coil and expected type of smoothness of the field. The bias field is









With Pi denoting a Legendre polynomial of degree i.
The p parameters are estimated directly from data by the iteratively search of the global min-
imum of an energy function, stepping-out from non-optimal minimum. The energy function is




(ai − ci(p))2 (4.9)
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where ai is the data and ci(p) is a model used to parametrise single-class model and is found





showing inflection points at d±σ. The valley functions of each class are multiplied so the total






valley(v(x)− bˆ(x, p)− µk) (4.11)
Finding the parameter vector p with minimum energy e(p) is a nonlinear optimization problem,
independent of the type of bias field and energy function. The method used in PABIC for
this minimization is the 1+1 Evolution Strategy algorithm, where each p(x) represents an
individual.
Implementation details
It was used the application "MRI Bias Correction" 1, developed by Martin Styner, from the ITK
C++ library, more precisely the utility "BiasCorrector"
In order to maintain the algorithm as automatic as possible, it was not provided a mask. The
program will calculate a mask by itself, setting zero values on those pixels which have a grey
value below 10% of the histogram.
The order of Legendre polynomials determines the accuracy and stability of the calculated bias
field, for this case, 3-D images of the human brain, there was used a 3rd degree polynomial.
To calculate the intensity means and standard deviation of the different tissue classes it was
used a k-means classifier available in the MATLAB software. The number of classes should
be chosen depending on the number of dominant tissues in the image. There were calculated
the means and standard deviations with the k-means in order to use PABIC with 2 or 3 classes.
Resulting in the following methods:
PABIC_2cl when considering 2 classes (ideally GM and WM)
PABIC_3cl when considering 3 classes (ideally GM, WM and CSF)
The remaining parameters of the algorithm were left as default. For a detailed description of




4.2.3 HMRF-EM (FSL algorithm)
It was proposed by Zhang et al. [17] a novel hidden Markov random field (HMRF) for image
segmentation, since the finite mixture (FM) is an histogram based model and does not take
into account any spatial information, producing unreliable results, mainly when artifacts such
as partial volume effects and IIH are present.
The advantage of the HMRF derives from the way that spatial information is encoded through
the mutual influences of neighbouring sites. Unlike other authors, to fit the HMRF model an
expectation-maximization is used.
This algorithm assumes that the images are piecewise constant. However the images are of-
ten corrupted by IIH, as mentioned before. Therefore there was incorporated the IIH correction
algorithm of Guillemaud and Brady [49] in this segmentation method.
The algorithm proposed by Guillemaud and Brady is a modification of Wells et al. algorithm
for IIH correction [47], introducing a new class “others” with a non-Gaussian probability distri-
bution.
In Wells et al., the bias fieldB(b1, . . . , bN ) is modelled as a multiplicative field ofN -dimensional
random vector with zero mean Gaussian prior probability density p(B) = GψB (B), where ψB
is theN×N covariate matrix. Let the I = (I1, . . . , IN ) and I∗ = (I∗1 , . . . , I∗N ) be the observed
and the ideal intensities of a given image, respectively.
After a logarithmic transformation, the bias field effect can be treated as an additive artifact.
Let y and y∗ be the observed and the ideal log-transformed intensities: then y = y∗+B. Given
the class labels x of the ideal intensity values at pixel i, that follow a Gaussian distribution with
parameter θ(xi) = (µxi , σxi) and incorporate an outlier class, which is called "other" with
uniform distribution, as proposed by Guillemaud and Brady.
With the bias field bi taken into account and letting LG denote the set of labels for Gaussian
classes and l0 the class label for the “other” class. The intensity distribution of the image is




{g(yi − bi; θ(j))P (j)}+ λP (l0) (4.12)
where λ is the density of the uniform distribution. Due to the large variance of the uniform
distribution, the bias field is only estimated with respect to the Gaussian classes.
The MAP principle is then employed to obtain the optimal estimate of the bias field, given the
observed intensity values, Equation 4.13.
Bˆ = argmaxBp(y|B)p(B) (4.13)










, with 1 = (1, 1, ..., 1)T (4.15)







ψ is the mean inverse covariance and F is a low-pass filter. Wij is the posterior probability





j if i = k
0 otherwise
(4.17)
The EM algorithm is applied to Equation 4.15 and 4.16. The E step assumes that the bias
field is known and calculates the posterior tissue class probability Wij . In the M step, the bias
field B is estimated given the estimated Wij in the E step. Once the bias field is obtained, the
original intensity I∗ is restored by dividing I by the inverse log of B. Initially, the bias field is
assumed to be zero everywhere.
In [47, 49] can be found a more detailed explanation of the IIH correction and the integration
of the IIH correction in the HMRF-EM framework [17].
Implementation details
The HMRF-EM method is implemented in the FMRIB Software Library (FSL)2 in the FAST4
library, used to segment brain images.
Before running the FAST4, the BET, also available on FSL, is used to perform a brain ex-
traction. For simplicity, it was used the default values and the T1_IR image, with 3% noise
and 20% inhomogeneity to obtain a mask that was used for brain extraction in the rest of the
images.
The parameters that were chosen to change in this correction algorithm were the bias field
smoothing (FWHM) and the number of classes used to segment the brain images.
Generally we choose 3 classes (GM, WM and CSF), however it is recommended to use 2
classes in images with poor grey/white contrast. In T2-weighted images it is recommended




lesions 4 classes is also recommended, but in this work this is not the case.
The choice of the FWHM is related with the severity of the bias field applied to the image for
smoother bias field a higher FWHM is recommended and for a more pronounced bias a lower
FWHM.
The other parameters were left as default. For further information about the parameters in-
volved, interested readers must refer to [63].
The variations used were:
FSL_2_20 2 classes and a FWHM of 20mm
FSL_3_10 3 classes and a FWHM of 10mm
FSL_3_20 3 classes and a FWHM of 20mm
FSL_3_30 3 classes and a FWHM of 30mm
FSL_4_20 4 classes and a FWHM of 20mm
For simplicity, this IIH correction algorithm will be referred as "FSL algorithm".
4.2.4 SPM8
In the algorithm proposed by Ashburner and Friston [16] it is used a probabilistic framework
that interleaves segmentation, registration and IIH correction. The model is based in a finite
Gaussians mixture and is extended to incorporate a smooth intensity variation and non-linear
registration with tissue probability maps. After registration, these maps represent the prior
probability of different tissue classes being found at each location in an image. Bayes rule is
then used to combine these priors with tissues type probabilities derived from voxel intensities
to provide the posterior probabilities.
The authors propose a multiplicative model of bias and optimising a function that minimises
the entropy of the histogram of the bias corrected intensities. When the bias field is uniformly
zero, the entropy is minimised, resulting in a single bin containing all the counts. This problem
was pointed out by Arnold et al. [9] for the bias field correction using the SPM99 [44], where
there was a tendency for the correction to reduce the mean intensity of brain tissue in the
corrected image. The constraint that the multiplicative bias should average to unity resulted in
a bowl shaped dip in the estimated bias field.
The objective function
In this model it is defined an objective function that accommodates the mixture of Gaussians
model (µ and σ), the IIH (β), spatial priors (γ) and deformable spatial priors (α).
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The IIH is modelled as a multiplicative effect and the noise is assumed to be due to variations
in tissues properties, Equation 4.18.
v = (u+ n)/b (4.18)
The IIH correction is included in the mixture of Gaussians by extra parameters that account
smooth variations. The field modelling the variation at element i is denoted by bi(β), where β
is a vector of unknown parameters. Intensities from the kth cluster are assumed to be normally
distributed with mean µk/bi(β) and variance (σk/bi(β))2.
A more detailed description of the model parameters and the construction of the objective
function can be found in [16].
Optimization
For optimization of the objective function it is used an iterated conditional modes approach. It
begins by assigning starting estimates for the parameters and then iterating until a locally
optimal solution is found. Each iteration involves alternating between estimating different
groups of parameters, while holding the others fixed at their current "best" solution (condi-
tional modes).
The EM is used to update the mixture-classification parameters while holding the bias and
deformations fixed at their conditional modes. The bias is estimated while holding the mixture
parameters and deformation constant. Since the IIH is assumed to be smooth it can be
described by a small number of parameters, making the Levenberg–Marquardt (LM) scheme
ideal for this optimization. The deformations of the tissue probability maps are re-estimated
while fixing the mixture parameters and bias field. A low-dimensional parametrisation is used
for the deformations, so the LM strategy is also applicable here.
Starting estimates for the cluster parameters are randomly assigned. Coefficients for the bias
and nonlinear deformations are initially set to zero, but an affine registration using the objective
function of D’Agostino et al. [64] is used to approximately align with the tissue probability maps.
The model is only specified for brain, as there are no tissue probability maps for non-brain
tissue. A exclusion of non-brain pixels is done by fitting a mixture of two Gaussians to the
image intensity histogram. In most cases, one Gaussian fits air, and the other fits everything
else. A suitable threshold is then determined, based on a 50% probability.
Implementation details





The default tissue probability maps used were the modified versions of the ICBM Tissue Prob-
abilistic Atlases 4.
The only parameter that was chosen to be changed in the IIH correction algorithm was the
FWHM of Gaussian smoothness of bias. If the IIH is very smooth, is recommended to choose
a large FWHM. This will prevent the algorithm from trying to model out intensity variation due to
different tissue types. Note also that smoother bias fields need fewer parameters to describe
them. This means that the algorithm is faster for smoother IIH. It is expected that for rf20 a
higher FWHM will work better and for rf100 a lower FWHM.
The remaining parameters were left as default.
The corrections performed were:
SPM_30 FWHM of 30mm
SPM_60 FWHM of 60mm
SPM_90 FWHM of 90mm
For simplicity this IIH corretion algorithm will be referred in this work by "SPM8 algorithm".
4.3 Correction evaluation
The question that we might ask is how to assess the performance of a IIH correction algorithm.
Many different evaluation methods have been proposed for IIH correction. The evaluation
methods can be divided in two major categories, qualitative and quantitative evaluation. The
qualitative evaluation is considered less scientific and is based on subjective visual inspection
of the correction results. The quantitative evaluations relies on certain measures that are
considered relevant for a given application [7].
4.3.1 Qualitative evaluation
The scatter plots were used in [9] and they intend to compare the values obtained for the bias
field against the true bias field. Ideally, the values obtained for the bias field and the true bias
field should be the same, forming a linear relationship (a straight line in the graph).
Additionally, the Pearson correlation, Equation 4.19, was calculated in order to measure the
strength of the association between the obtained and true bias field. The correlation is a










Where B and B0 the obtained and true bias fields, µB and µB0 the means values of the latter
variables, σB e σB0 the standard deviation, and Ω is the region of interest of size N.
The time taken by each algorithm to correct an image was also evaluated.
4.3.2 Quantitative evaluation
For a more complete and precise evaluation, there were evaluated some parameters on the
corrected images. There were used parameters based on intensities variation and based on
the bias field inhomogeneity.
In the first group were included the signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR)
and coefficient of variation (CV) parameters. Whereas, in the second group was included the
root mean square (RMS).
The SNR (4.20) and CNR (4.21) are typical measures of image quality. CNR was performed
between the grey matter (GM) and the white matter (GM). If this parameter increases it could
mean that the GM and WM are more differentiated and more easily discriminated. The follow-









where C (or Ci) is a tissue class, σ is the standard deviation, µ the mean and n the noise.
The standard deviation of the noise was calculated using the background values according to
the discrete anatomical model available on BrainWeb.
CV is a parameter widely used in IIH analysis [32, 48, 58, 59, 65, 66]. It is assumed that
the spatial distribution of a tissue of interest is piecewise constant, therefore, its variance or
standard deviation should be reduced if IIH is removed, smaller CV correspond to a more
uniform intensity within a tissue class. The CV is an indirect measure of the performance of
the correction and is defined as a quotient between standard deviation and the mean of a





The RMS was used to measure the difference between the bias field obtained with the correc-










Where B0 and B are the true bias field applied artificially and the bias field found by the
algorithms, respectively, and Ω is the region of interest of size N .
4.4 Segmentation
As said before, the IIH influences subsequent automatic image analysis. One of the proce-
dures that is affected by this artifact is the segmentation. Actually, it is considered the major
difficulty in the segmentation of MR images [21], particularly, in methods that assume that the
intensity value of a class is a constant over the image.
It is common to find methods for image segmentation that interleaves segmentation and IIH
correction. It is the case of the method for segmentation used in this work. As mentioned
before, the HMRF-EM method include the IIH correction algorithm proposed by [49].
In HMRF-EM method, the segmentation is treated as a statistical model-based problem with
3 steps: model selection, model fitting and classification. The HMRF-EM enables an adap-
tive and reliable automatic segmentation [17]. The HMRF-EM is implemented in the FAST4
software that comes with the FSL.
Before the segmentation, there was applied the same mask that was used before in the FSL
IIH correction step using the HMRF-EM framework, in the corrected images from N3, PABIC
and SMP8.
All images are segmented using 3 classes, with the default parameters and no additional IIH
correction.
4.4.1 Segmentation evaluation
The segmentation accuracy indirectly reflects the effects of IIH correction. Since IIH correction
aims to improve the segmentation, some parameters related to the segmentation should be
also improved.
The resulting images from the segmentation, performed by the FAST4, were visually evaluated
to confirm if the segmentation fail to segment the images, verifying if the WM and GM were
clearly visible and discriminated.
A more scientific analysis was performed, calculating the Dice coefficient, sensitivity and
specificity.
Dice coefficient, Equation 4.24, is used by some authors [16, 40] in IIH correction analysis
and is used to compare the similarity between sample sets, in this case, between the obtained
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Where the S1 and S2 sets are, respectively, the obtained and the gold standard segmentations
of a given tissue.
In this work it has been used a discrete anatomical model, available in BrainWeb as gold
standard segmentation.
Sensitivity, Equation 4.25, is intended to evaluate the ability of the segmentation to correctly
classify the tissues, and it gives the probability of deciding if a tissue was well classified, when





Where TP is true positives and FN is false negatives.
The sensitivity, by itself, does not give us if the other tissues were well classified, for that it is
necessary to calculate the specificity. The specificity, Equation 4.26, intends to evaluate the
ability of the segmentation to correctly exclude the tissues that do not belong to a given class.
So it gives the probability of deciding if the tissue in question was excluded of a class, when it





Where TN is true negatives and FP is false positives.
After obtaining the specificity and the sensitivity, a receiver operator characteristic (ROC)
space was built for each image with the four correcting algorithms. All evaluation parame-
ters were calculated for grey matter and white matter.
In order to evaluate the significance of changes in the Dice coefficients, in relation to the IIH
correction method, an ANOVA of repeated measures was performed. The multiple compar-
isons were made using contrasts and having the uncorrected image as reference. All analysis





It was observed when looking at the images with 3% noise that the performance of the al-
gorithms is somehow constant for the images that only vary the morphology of the bias field,
keeping the other features, noise and inhomogeneity level. As an example it can be observed
in Figure 5.1 the dependence of the CNR parameter with the correction methods. This hap-
pens for all parameters, with few exceptions that will be pointed out when convenient. For
9% noise, Figure 5.1d, it was found a different behaviour in the correction, so it was treated
separately from 3% noise images.
Some graphics of evaluation parameters of image quality are shown here. The respective
















(a) Noise 3%, field A (b) Noise 3%, field B
(c) Noise 3%, field C (d) Noise 9%, field A







Observing the Figure 5.2 and 5.4, that in some cases the SNR is improved, particularly for
higher rf levels, Figure 5.2c and 5.4c.
For N3 algorithm it can be said that the N3_015_2_2 is the correction that improves more the
SNR for all images, for both GM and WM. The one that performs worse in N3 algorithm is the
N3_015_2_6. The N3 and the PABIC are the algorithms that perform better when correcting
T2_SE images, specially for lower bias levels.
It can be observed in Figure 5.2 that the results for SNR using the PABIC are generally better
using 2 classes, however the values for the two tests of PABIC vary much depending on the
number of classes chosen. The use of 3 classes appears to substantially degrade the SNR.
On SPM8, better results are achieved when using higher FWHM.
In the FSL algorithm the more noticeable improvements are observed in T2-weighted images.
The values encountered in FSL are in general greater than the ones found in the rest of the
methods and for the same image the results do not vary much, making the algorithm less
dependent on the parameters, therefore, considered the most stable.
9% Noise
Observing the Figures 5.3 and 5.5, it can be said that for the N3 algorithm the best results for
SNR are encountered when using N3_3_2_4 and N3_015_2_2 methods.
The PABIC fails to increase the SNR for GM and WM, whereas the FSL increase the SNR in
almost every images, using any of its parameters.

















(a) rf 20% (b) rf 40% (c) rf 100%
Figure 5.2: SNR for GM in images with 3% noise and the bias field A with various bias levels.
(a) rf 20% (b) rf 40% (c) rf 100%






















(a) rf 20% (b) rf 40% (c) rf 100%
Figure 5.4: SNR for WM in images with 3% noise and the bias field A with various bias levels.
(a) rf 20% (b) rf 40% (c) rf 100%







Looking at the graph shown in Figure 5.6, the best CNR for T1-weighted images is achieved
using the FSL_3_30 and FSL_4_20. Higher FWHM in FSL seems to work as well as the use
of 3 or 4 classes. For all the other algorithms lower values for CNR are obtained, and for some
cases even lower that the uncorrected image.
For the T2_fl images none of the algorithms succeed to increase the CNR, in SPM8 algorithm
the decrease is specially bigger.
In general all algorithms increase the CNR values for images simulated with a SE sequence
(T2_EPI, PD_SE and T2_SE images). The SPM_90 correction gives the best results in these
images.
Except for N3_015_2_2, the N3 reduces the CNR in the T1-weighed images. The choice of
higher fitting levels, reduce the CNR in N3 algorithm.
In PABIC the use of 2 or 3 classes, does not influence much the CNR.
9% noise
As in the 3% noise images, and looking at Figure 5.7 the CNR of T2_fl images decrease with
the IIH correction.
The FSL_3_30 and FSL_4_20 continue to be the best algorithms to correct the T1-weighted
images. The first is better in images with rf of 20% and 40%. The second for rf of 100%.
The SPM_90 also continues to give the best results for images simulated with a SE sequence.
In PABIC the choice of the number of classes has more influence in the values obtained than
in 3% noise images. The choice of the number for the PABIC is crucial when increasing CNR.




















(a) rf 20% (b) rf 40% (c) rf 100%
Figure 5.6: CNR between WM and GM in images with 3% noise and the bias field B with various bias levels.
(a) rf 20% (b) rf 40% (c) rf 100%





5.1.3 Coefficient of variation
3% noise
As a global view it can be said that all corrections generally improve the CV, for both GM and
WM, Figures 5.8 and 5.10.
The FSL_3_10 is clearly the correction that gives better results for almost all images. It is not
the best only in T2_fl images with rf40 and rf100.
For SPM8 the best results are usually achieved using a FWHM of 90mm, and both SPM8 and
PABIC have some difficulties improving CV in GM in T2_SE, specially for rf20.
PABIC does not show consistency that allow us to choose the ideal parameters, but it globally
improves the CV.
In N3 the best CV’s are achieved using N3_3_2_4 and N3_015_2_6. The N3_3_2_4 performs
better when the image has bigger CNR and SNR (T1-weighted) and the N3_015_2_6 for lower
CNR and SNR (T2 and PD-weighted).
For higher rf’s the improvements are more noticeable, i.e., the differences between the uncor-
rected and the corrected images are bigger.
9% noise
For most of the images and corrections it can be observed (Figures 5.9 and 5.11) some
improvements in the CV, and such as the 3% noise the improvements are more noticeable for
higher rf’s.
FSL_3_10 continues to be the algorithm that performs better reducing the CV, for both GM
and WM.
In GM images the SPM8 gives better results using higher FWHM.
N3, PABIC and SPM8 have difficulty in lowering the CV in T2_SE images. The FSL and
SPM in all cases (except, SPM8 with T2_SE images) improve the CV, so are good choices for




















(a) rf 20% (b) rf 40% (c) rf 100%
Figure 5.8: CV for GM in images with 3% noise and the bias field C with various bias levels.
(a) rf 20% (b) rf 40% (c) rf 100%


















(a) rf 20% (b) rf 40% (c) rf 100%
Figure 5.10: CV for WM in images with 3% noise and the bias field C with various bias levels.
(a) rf 20% (b) rf 40% (c) rf 100%





5.1.4 Root square mean error
3% noise
For rf20 the best method for PD_SE, T1_fl and T1_IR images is the N3_1_2_4, and for T2_SE,
in all rf’s, the best method is the N3_3_2_4.
Inside the N3 algorithm there was not observed a set of parameters that gives globally better
results. Looking into the Table 5.1 it can be seen the parameters that give better RMS for
each case. The use of higher sub-sample parameter (N3_015_2_4), gives for the majority of
the images better approximation with the true bias field.
In the SPM8 it can be observed that SPM_90 fits better for rf20, FWHM of 60mm for rf40 and
FWHM of 30mm for rf100.
In FSL it is possible to see the same behaviour regarding the FWHM, but it is less noticeable.
Inside FSL the values of RMS do not vary much, therefore is considered stable, but in some
cases the best RMS found in FSL is much worse than the best RMS possible, obtained in
other algorithm.
In PABIC it is not clear the number of classes that should be chosen to obtain a good approx-
imation of the true bias, the values of RMS are very dependent on the choice of the number
of classes.
9% noise
For rf20 the N3_015_2_4 performs better for T1_fl, T1_IR and T2_SE, but it does not maintain
for other rf’s (Table 5.2). The use of sub-sample 4 gives even better results that the ones
observed in 3% noise images.
In FSL the FSL_3_30 demonstrate some stability and is a good choice for images with rf20
and most of the rf40. For rf100 the FSL_2_20 appears to be the elected. However, the best
results achieved in FSL, in some cases are far from the best RMS achieved specially in N3.
The performance of the SPM8 is quite dependent on the FWHM, the choice of the most
adequate FWHM is not a straightforward matter and its dependence with the levels of rf is
less evident.











































5.1.5 Scatter plots and Pearson correlation
To illustrate that the performance of the correction algorithms depends on the image features,
in Figure 5.12 there are shown six scatters plots of the true bias vs. extracted bias considering
the best results for RMS parameter of FSL algorithm for each image with noise of 3% and the
bias field A. More scatter plots can be observed in Appendix A.2.
The results of each algorithm applied to a given image are different, as we can see in Figure
5.13, for each algorithm is obtained a different distribution and Pearson correlation values. It
is also possible to see that the algorithm performs differently depending on the rf level present
in the images.
The PABIC is usually the one that obtains a worse Pearson correlation and an analysis of
Figure 5.13, confirms that a less linear and more disperse distribution is presented.
The FSL shows to be in general the one that gives the best relations between the extracted
and true bias, although for same cases this relation is placed a bit lower than the perfect
correlation (blue line). The obtained Pearson correlation was usually greater than 0.9.
With the SPM8 correction, a good relation between the extracted and bias field is also ob-
tained.
For the images with lower SNR and CNR (PD_SE and T2_SE)the relation between the two
fields is usually more linear and less disperse, leading to a higher Pearson correlation.




The T2_fl images are not considered in this analysis, because the FAST4 segmentation algo-
rithm fails to segment them.
It can be observed that the IIH correction improves the dice coefficient, specially for rf40 and
rf100, Table 5.3 and 5.4.
The correction that shows to be more coherent along all the images is the SPM_90.
In the N3 the best parameters were the FWHM of 0.15, with shrink factor of 2 and fitting levels
of 6, for the majority of the image types.
Within the FSL algorithm the values of Dice coefficient do not vary much and best results are
achieved with the use of FSL_3_30 and FSL_4_20.
In the PABIC is not clear the ideal number of classes to improve the Dice coefficients. However
60 Rui Lavrador
5.2. SEGMENTATION EVALUATION
(a) T2_EPI (b) PD_SE
(c) T1_fl (d) T1_IR
(e) T2_fl (f) T2_SE
Figure 5.12: Scatter plots relating the extracted bias and the true bias, for the better results of RMS,





Figure 5.13: Scatter plots relating the extracted bias and the true bias, for the better results obtained




Figure 5.13: Scatter plots relating the extracted bias and the true bias, for the better results obtained
with the four IIH correction algorithms, for T2_SE images, with 3% noise and B bias field.
for PD_SE the used of 3 classes generally gives best results.
T1-weighted images are commonly used for segmentation, because they have good contrast
between white matter and gray matter and high resolution in the usual neuroimaging protocols.
Therefore they were analysed with more detail.
T1-weighed images For T1 images it can be observed that the IIH corrections improve
the Dice coefficient for most of the cases.
In the N3 algorithm, it is unclear which parameters allow higher Dice coefficients, and it works
well for higher rf’s. N3 is the algorithm that appears to deal better with images that have high
noise levels and/or high rf. For the T1_IR image the best parameters seem to be a FWHM
of 0.3, with shrink factor of 2 and fitting levels of 4. For the T1_fl image the parameters are
not so clear. A higher fitting level gives a worse segmentation and it was also observed that
using a greater shrink factor, e.g. 4, the results do not vary much and the time necessary for
correction decreases.
In FSL the parameters that allow a greater Dice coefficient are number of classes equal to
3; and for a rf20 and rf40 a FWHM of 30mm, whereas for a rf100 a 20mm FWHM is better.
This occurs because the variation is more abrupt for higher rf values and a smaller FWHM fits
those cases better.
The IIH correction algorithm present on SPM is considered to be the most regular of the
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algorithms. The best parameter for T1_fl images is to use a FWHM of 90mm, and for the
T1_IR images is to use a FWHM of 60mm. A FWHM of 30mm was also used, but the results
of the segmentations show it is worse than for the uncorrected image.
In PABIC algorithm, it can be observed that for rf20 the use of 2 classes is adequate for T1_fl
images, while the use of 3 classes is adequate for T1_IR images. For higher rf’s, the opposite
happens.
9% noise
For 9% noise there were only considered the T1-weighed images, because the FAST4 seg-
mentation algorithm fails to segment the other images.
It can be seen that the algorithm used for the segmentation does not perform as well in 9%
noise images. The Dice coefficients are generally lower when compared to the segmentation
of 3% noise images, Table 5.5 and 5.6
The correction that is more coherent is the N3_015_2_2, since it always improves the dice
coefficient, independently of the rf level applied.



















































































Significance of Dice coefficient
The Table 5.7 has the significance values for the Dice coefficients for each correction algo-
rithm. The values lower that 0.05 are considered significant.
For the T2_SE images the changes in Dice coefficient are generally non-significant. Only for
the SPM_60 and SPM_90 method significant results were obtained. This method was pointed
out before, in this work, to be the one that improved the most the Dice coefficient in these
images.
The method N3_015_2_6 significantly decrease the Dice coefficient in all considered images,
except for T2_SE.
Almost all methods significantly improved the Dice of the PD_SE images. The PABIC is the
one that gives worse results.
The SPM_90 is pointed as the method that improves most the Dice coefficient in almost all
image types except for T1_IR images, where the SPM_60 performs better. For the T1_IR the
method that improves significantly the Dice coefficient is the N3_015_2_2. N3_015_2_2 also
works well in T2_EPI images.
The FSL_3_20, FSL_3_30 and FSL_4_20 significantly improves the Dice in T1_fl, but the one
that gives a minor p is the SPM_90, being the most significant.
Table 5.7: Significance of the Dice coefficient (ANOVA results).
5.2.2 Sensitivity, specificity and ROC space
A typical problem of segmentation methods was observed: a higher sensitivity corresponds
normally to a lower specificity and vice versa. However, observing the ROC space it is possible
to find the best relationship.
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In Figure 5.14 it can be observed an example of a ROC space. The relationship between
sensitivity and specificity is better for almost all the corrected images. In this case best result
is found using the SPM8 algorithm. The FSL also produce good results.
The other ROC spaces were made and was found that they show a similar behaviour to the
Dice coefficient. It was observed that the best relationship between sensitivity and specificity
for each image, correspond in 81% of the cases to the best Dice coefficient for that image.
The tables relative to the sensitivity and specificity, used to build the ROC spaces, can be
found in Appendix B.1.3, B.1.4, B.1.5 and B.1.6.




FSL reveals to be the algorithm that is less dependent on the choice of the parameters used.
It is true that some parameters give better results for determinate images, but in general the
behaviour of the algorithm is highly stable for any of the evaluation parameter used, making it
to be a good choice when having to correct an image that you have little information and for
general use.
The FSL continues to perform well in improving CNR as in some cases the SPM_90.
The results do not evidence a clearly optimal algorithm or parameters for IIH correction. How-
ever the algorithm implemented in FSL can be considered globally the one that gives the most
satisfactory results, except in CNR for T2 images.
The effects in SNR and CNR have never been evaluated before. It was expected that the
SNR and CNR remain the same or slightly vary. For many cases that does happen. In the
FSL algorithm it is observed that the SNR is considerably enhanced for some parameters and,
particularly, for T1-weighted images.
In SPM_30 the SNR is lowered in all images, thus this parameter is to be avoid when the
improvement of SNR is aimed.
Another correction that should be avoid, regarding CNR, is the choice of a small number of
fitting points in N3 algorithm (N3_015_2_2).
It was chosen to use the N3 algorithm in this work, because of its popularity and good results
demonstrated in previous comparisons performed by several authors. The results obtained in
this work do not demonstrate that N3 algorithm is somehow superior in relation to the other
algorithms in analysis.
The use of a bigger sub-sampling factor in N3 algorithm does not appear to have much influ-
ence in the performance of the algorithm, moreover the use of a higher sub-sampling factor
speeds the algorithm, which is, when compared to the remaining algorithms, the slowest.
The analysis of the PABIC performance is quite limited since there are made only two vari-
ations in its parameters. However it can be said that the choice of 2 or 3 classes has much
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influence in all evaluation parameters, except for CV, where there is observed some consis-
tency.
It appear that the performance of the PABIC could be intimately related with the choice of
the mean and standard deviation values for the classes used in the correction. Maybe the
k-means is not the ideal classification method for the tissues. The used fitting Gaussians
to histograms, used by Styner M. et al. [42], may give better results to compute the class
parameters. The fact that there was not provided any mask in the classification and correction
steps, in order to maintain the correction algorithm as automatic as possible, could be in part
responsible for these results.
It was assumed that the lowering of the CV will help the segmentation, because the tissue
becomes more piecewise constant facilitating the segmentation. It is a fact that the Dice coef-
ficient is actually improved, but it is not observed that the best CV obtained by a correction will
provide the best Dice coefficient. It is curious to look at the relation between the best meth-
ods when improving CNR and the results obtained for Dice coefficient for these corrections.
For 3% noise images it seems to exist a concordance between them. It can be stated that the
improvement of CNR could be more crucial than the CV, when looking to improve the segmen-
tation. For 9% noise images that relation is not so notorious. As expected the CV is reduced
by almost all correction methods and its parameters. In this work no major differences were
found between the CV in GM and CV in WM as stated by Chua Z. et al.[55].
Another feature that is curious to observe is that for almost all the images the better values
for Dice coefficient match with the best relation between sensitivity and specificity found in the
ROC space.
When looking at the RMS it can be said that, for FSL and SPM8, higher FWHM gives better
results when the IIH is very smooth (rf20), and lower FWHM when the bias is more pronounced
(rf100), These results are independent of the image type, in agreement with Ashburner J. and
Friston K.[16] and Guillemaud R. and Brady M. [49]. However, this fact can become a problem,
especially for SPM8, that is most affected by this parameter, because in a real image the IIH
is unknown, and in some cases the smoothness of the IIH is also unknown, that could be a
problem if a inadequate FWHM was chosen. To solve this problem it could be found a relation
between the smoothness of the bias and the MRI sequences used.
The RMS is considered an accuracy measure, i.e., evaluates if the values of the extracted
bias field are close to the true field, but does not evaluate the distribution is the intended one.
The linearity of this distribution will define the precision of the results. A bigger spread of the
points in the scatter plot will give a worse precision. The Pearson correlation seems to help to
combine accuracy and precision.
The algorithms integrated in a segmentation framework, SPM8 and FSL, demonstrate bigger
Pearson coefficients, meaning that the distribution is somehow linear and it is not too disperse.
The SPM8 is more difficult to use because its performance improving RMS is much influenced
by the choice of the FWHM.
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The generalization of these results for images from other body parts, can be performed but
with some reservations. With the exception of the SPM8 and the FSL, the other algorithms
have the conditions to be applied to images besides brain images. The SPM8, since it is
highly dedicated to brain image, will need more readjustments, namely the probability maps
used. The FSL demands adjustments namely in the brain extraction proceding with the BET
software. As examples the PABIC was shown to successfully correct IIH in breast [42] and the






The initial objective of this work was to find the best IIH correction algorithm for an image
corrupted by this kind of distortions.
Consulting the related literature, soon it was acknowledged that, until now, there was not found
an algorithm that overcomes all the others in all aspects.
This work is one of the most complete assessment related to IIH correction and incorporates
some new algorithms, such as the FSL and SPM8, that were not included in former evalua-
tions.
There were chosen four popular algorithms, already implemented in widely used tools for
image processing, and they were tested using simulated images with known features.
It was found that the performance of the algorithms does not depend much on the shape of
the bias field, but it is clearly dependent, in some cases, on the image that is being corrected.
The corrections show significant results in the performance of the segmentation, particularly
for higher levels of inhomogeneities, that is, the results are significantly better if one corrects
the images before segmentation.
As expected, there was not found an algorithm clearly superior to the other. Still, some simi-
larities and stabilities that allows to build a table, Table 7.1 and 7.2. These findings will allow
suggesting an algorithm and its parameters accordingly to the nature and parameters of the
imaged to be corrected.
These tables could be used in order to support the decision about the algorithms that should
be incorporated in magnetic resonance (MR) scanners or incorporated on Syngo®. Besides
the improvement in some subsequent analysis, such as segmentation, this correction also
improve SNR and CNR, and this upgrade has market value, since the improvement of this
parameters generally ask for an investment in the scanner machine or in detriment of other
image features.
This fits the Siemens objectives to provide the best solution to its customers, helping physi-
cians and technicians to provide the best health care possible.
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Table 7.1: Best correction methods for 3% noise images, taking into account the image and image
quality parameter that want to be improved.
Table 7.2: Best correction methods for 9% noise images, taking into account the image and image
quality parameter that want to be improved.
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7.1. LIMITATIONS AND FUTURE WORK
7.1 Limitations and future work
This work is based on simulated images. They facilitate the evaluation of some parameters
and give a solid base to predict the behaviour of the algorithms when they are applied to real
images.
The tool used to simulate the MRI images has some limitations. For some sequences the
parameter range, such as TR or TE, is limited and there are some acquisition protocols that
are widely used in today clinical practice, that are not available for simulated images using
the BrainWeb. As examples it can be mentioned the MPRAGE, GE sequences, EPI and other
sequences use in for functional MRI. The EPI images, for example, are often used for diffusion
MRI, the presence of IIH probably will affect its analysis.
The next step that should be followed is to run tests on real images and confirm the obtained
results are also valid for real images.
Parallel coil transmission/acquisition is now commonly used for clinical MR imaging and the
resulting intensity inhomogeneity variations become more complex. The used of higher mag-
netic fields and its affects in IIH should be carefully analysed.
Taking into account the complete and intensive analysis already made, still it was considered
that there were some important parameters in the images that were not properly evaluated
and the type of images evaluated was restricted.
Some preliminary tests were performed on real images, and in a qualitative observation of
the images it was possible some improvements, namely when looking at the results of the
segmentation. For a quantitative evaluation it will be necessary to have the participation of
physicians.
If we run tests in a larger number of images in the future it could became possible to use a tool
that reads the DICOM header, and depending on the information about the image, it performs
a determined correction, depending on the aim of the image.
Even with all the assessments in IIH correction algorithm done in this work, this area still is an
open problem that requires more investigation and development.
7.2 Final work assessment
This project allowed the increase of the knowledge about MRI technology, problems in image
acquisition, image processing and also about diverse tools available to perform them.
The familiarization with several software, from Siemens and also other general tools used
in image processing, other programming languages and operative systems, has taken much




The project allowed me to enlarge my network, and the fact that the project takes place in a
company environment provided me contact with the problems that the Siemens professionals
face every day.
Beside the specific work on the thesis theme, the integration in this company provide me some
online formations, a visit to the Hospital da Luz and also participation in solidarity activities with
children.
This project was integrated on a group of research, GID group, in which several PhD and other
MSc students are included. Their knowledge and experience helped in the development of
my project.
I had the opportunity to propose some papers to conferences, a paper named Intensity in-
homogeneity corrections in MRI simulated images for segmentation was accepted in the "6th
International Conference on Technology and Medical Sciences", Appendix C. We also intend
to publish the final results of the present project in a reference journal in the area of MRI and
image processing.
The obtained results show the behaviour of some IIH correction algorithms and demonstrate
that evaluation of the correction performance of an algorithm is not a straightforward matter
and it should be performed always having in mind the purpose of the images.
This project, which seemed to be simple in the beginning, grew up to be an exhaustive evalu-
ation of IIH correction methods that I hope will help Siemens upgrade their MRI scans.
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A.1.3 CNR between grey matter and white matter






















































































































A.1.4 CV grey matter






















































































































A.1.5 CV white matter





















































































































































































A.2. SCATTER PLOTS (EXTRACTED BIAS VS. TRUE BIAS)
A.2 Scatter plots (extracted bias vs. true bias)
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(a) T2_EPI
(b) PD_SE
Figure A.1: Scatter plots relating the extracted bias and the true bias, for the better results obtained
with the four IIH correction algorithms, for rf20 images, with 3% noise and B bias field.
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A.2. SCATTER PLOTS (EXTRACTED BIAS VS. TRUE BIAS)
(c) T1_fl
(d) T1_IR
Figure A.1: Scatter plots relating the extracted bias and the true bias, for the better results obtained
with the four IIH correction algorithms, for rf20 images, with 3% noise and B bias field.
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(e) T2_fl
(f) T2_SE
Figure A.1: Scatter plots relating the extracted bias and the true bias, for the better results obtained in
































B.1.1 Dice coefficient grey matter

















































































































B.1.2 Dice coefficient white matter




































































































B.1.3 Sensitivity for grey matter














































































































































B.1.4 Sensitivity for white matter














































































































































B.1.5 Specificity for grey matter














































































































































B.1.6 Specificity for white matter
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1 INTRODUCTION  
Magnetic resonance imaging (MRI) is a powerful 
non invasive technique that allows great contrast on 
soft tissues, high spatial resolution and has both ana-
tomical and functional information. The automatic 
extraction of clinical relevant information has be-
come mandatory to efficiently deal with the large 
amount of data generated using this modality.  
The vast amounts of image data presently used in 
many studies leads to an increased interest in com-
puter-aided image analysis methods. The segmenta-
tion of clinical images helps physicians to differen-
tiate between tissues, providing a unique insight into 
morphometric changes in the brain; they are particu-
larly useful in monitoring neurodegenerative diseas-
es such as Alzheimer's disease, or the effect of poss-
ible treatments (Boyes et al. 2008; de Boer et al. 
2010). If these procedures were assisted by an auto-
matic segmentation algorithm, it could simplify and 
reduce the cost of image analysis (Duncan & 
Ayache 2000; Kaus et al. 2001). However, several 
artifacts can degrade the quality of acquired data, 
namely the intensity inhomogeneity (IIH) (Duncan 
& Ayache 2000; Hendee 2002; Vovk, Pernus & Li-
kar 2007). 
The IIH is mainly caused by unwanted local flip 
angle variations and that happen due to inhomoge-
neous radio-frequency (RF) excitation, non-uniform 
reception sensitivity and electrodynamic interactions 
with the object often described as RF penetration, 
and standing wave effects. This results in a smooth 
undesirable variation of intensity levels of a tissue 
across the image. Thus the same tissue has different 
intensities according to its location. This distortion, 
in many cases, is hardly noticeable to a human ob-
server but can influence many medical image analy-
sis methods such as segmentation and registration 
(Zhang, M Brady & Smith 2001; Vovk, Pernus & 
Likar 2007; Ashburner & Friston 2005). 
In the literature the most common model assumes 
that the IIH is multiplicative, that means that the in-
homogeneity field (b) is multiplied to the image (u). 
This model is frequently used due to its consistency 
with the inhomogeneous sensibility of the reception 
coil. In addition a high-frequency noise (n), typically 
with a Rician distribution, should be incorporated to 
the MR image formation model (v), Equation 1.  
 
nubv                   (1) 
 
IIH correction is often a necessary preprocessing 
step to enable a better segmentation, yet it is un-
known which are the IIH correction algorithms that 
improve segmentation and if it stands for several ac-
quisition protocols, levels of noise and of IIH. 
T1-weighted images are commonly used for seg-
mentation, because they have good contrast between 
white matter and gray matter and high resolution in 
the usual neuroimaging protocols.   
This work is intended to segment T1-weighted 
images that were corrected with four known IIH cor-
rection algorithms and find the IIH correction algo-
rithm and parameters that improve segmentation of 
T1-weighted the most. It is also important to observe 
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ABSTRACT: In this work four known algorithms were used to correct intensity inhomogeneities in order 
to find an optimal method and parameters that improve automatic segmentation in T1-weighted MRI simu-
lated images, generated with similar sequence parameters of real acquisitions. The resulting segmentation was 
measured by several features and the results are similar for both gray matter and white matter and for different 
applied bias fields. The intensity inhomogeneity correction algorithm that shows to be more stable was the 
one present in SPM8, but it was not found an algorithm that overcomes all the others in all aspects. With 
higher noise levels (9%) the correcting algorithms fail to improve segmentation. It was also found that the 
segmentation with a better relationship between sensitivity and specificity in the majority of the cases corres-
ponds to a higher Dice coefficient. 
 




In order to have ground truth images, in this work 
we used MRI simulated images of the brain obtained 
using BrainWeb (Cocosco et al. 1997), with parame-
ters, for FLASH (fl) and Inversion Recovery (IR) 
pulse sequences, identical to the parameters usually 
used to perform scans on patients (Table 1). The im-
age size was maintained constant and equal to 
217x181x60. We used two levels of noise (no), 3% 
and 9%. For the 3% noise level we simulated an im-
age with no inhomogeneities (control image) and 
images with 3 different bias fields, A, B and C, pro-
vided by the simulator. The 3 bias fields were ap-
plied with also 3 levels of inhomogeneities (rf), 
20%, 40% and 100%, which means that, as an ex-
ample for 20%, the multiplicative field has a range 
of values of 0.90 to 1.10 over the brain area. 
For the 9% noise level it was simulated an image 
with no inhomogeneities and three more images, one 
for each inhomomogeneity level of field A. 
The images with no inhomogeneity applied and 
3% noise are shown on Table 1. 
 
















T1_IR_no3_rf0 INVERSION RECOVERY 
TR: 2300ms 
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2.2 IIH correction algorithms 
The IIH in the simulated images was corrected by 
four well known algorithms: the N3 developed by 
Sled et al.(Sled, Zijdenbos & AC Evans 2002) with 
minor changes (http://hdl.handle.net/10380/3053) 
and the parametric bias field correction (PABIC) de-
veloped by Styner et al. (Styner et al. 2000), both al-
gorithms are implemented on Insight Segmentation 
and Registration Toolkit (ITK) (Ibanez et al. 2003); 
the algorithm developed by Guillemaud and Brady 
(R Guillemaud & M Brady 1997) that is integrated 
on a segmentation framework  developed by Zhang 
et al. (Zhang, M Brady & Smith 2001) and imple-
mented on FMRIB Software Library (FSL) soft-
ware; and the last algorithm was developed by Ash-
burner and Friston (Ashburner & Friston 2005) and 
implemented on Statistical Parametric Mapping  
(SPM8) [site SPM]. 
N3 is described as a non-uniform intensity nor-
malization method that finds the smooth, slowly va-
rying, multiplicative field that maximizes the fre-
quency content of the intensity distribution of the 
uncorrected image. The N3 proceeds by estimating a 
Gaussian distribution of an ideal uncorrupted image 
by deconvolution, and then uses this distribution and 
the distribution of the original corrupted image to es-
timate the non-uniform field. This field is smoothed 
by a B-spline curve. The resulting bias field is then 
removed from the original image and this process 
iterates until reaching a convergence threshold (Sled, 
Zijdenbos & AC Evans 2002). 
The second algorithm is called PABIC. It as-
sumes that each pixel of the image is associated to a 
small number of categories with a prior known sta-
tistics and that the bias field can be modeled by 
smooth functions, which in this case are Legendre 
polynomials. The estimation of the bias is formu-
lated as a nonlinear energy minimization problem 
using an evolution strategy (Styner, Brechbuhler, 
Szckely & Gerig 2000). The starting mean values for 
each class were obtained with k-means classifier us-
ing MATLAB. 
The algorithm proposed by (R. Guillemaud & M. 
Brady 1997)  is a modification of Wells et al. algo-
rithm for IIH correction (Wells et al. 1996), intro-
ducing a new class “others” with a non-Gaussian 
probability distribution. On the FSL software the 
method is integrated in a hidden Markov random 
field model that uses an estimation-maximization al-
gorithm (HMRF-EM), so as to use the information 
about spatial connectedness of neighboring pixels of 
the same class (Zhang, M Brady & Smith 2001). 
In the algorithm proposed in SPM8 it is used an 
iterative framework that interleaves segmentation, 
registration and IIH correction. The model is based 
in a finite Gaussians mixture and is extended to in-
corporate a smooth intensity variation and nonlinear 
registration with tissue probability maps. For opti-
mization of the objective function it is used an ite-
rated conditional modes approach, using the EM to 
find the mixture-classification parameters and Le-
venberg-Marquardt optimization for inhomogeneity 
field and registration step. 
The algorithms were used as automatically as 
possible and for each algorithm several parameters 
were chosen, considering those with greater poten-
tial impact on the algorithm performance. 
In N3 we chose to vary the full width at half max-
imum (FWHM), the shrink factor, and the number of 
fitting levels. For the FSL algorithm it was changed 
the number of classes and the FWHM. The FWHM 
was the only parameter changed on the IIH correc-
tion algorithm present in SPM8. In PABIC it was 
changed the number of classes. 
2.3 Segmentation 
After correcting the images for inhomogeneities, the 
segmentation was performed using the segmentation 
framework developed by Zhang et al. (Zhang, M 
Brady & Smith 2001) and implemented on FSL 
software, using 3 classes, the default parameters and 
with no additional IIH correction. 
As said before the segmentation algorithm im-
plemented on FSL incorporates a hidden Markov 
random field and in this method the segmentation is 
treated as a statistical model-based problem with 3 
steps: model selection, model fitting and classifica-
tion. The HMRF-EM enables an adaptive and relia-
ble automatic segmentation (Zhang, M Brady & 
Smith 2001). 
2.4 Evaluation parameters 
The effects in the performance of the segmentation 
were quantitatively evaluated calculating the dice 
coefficient, the specificity and sensitivity of each 
segmented image. 
Dice coefficient, Equation 2, is used to compare 
the similarity between sample sets, in this case, be-
tween the obtained segmentation and the gold stan-
dard segmentation.  In this work it has been used a 
discrete anatomical model, available on BrainWeb 













  (2) 
Where the S1 and S2 sets are, respectively, the ob-
tained and the gold standard segmentations. 
Sensitivity, Equation 3, is intended to evaluate the 
ability of the segmentation to correctly classify the 
tissues, and it gives the probability of deciding if a 






  (3) 
Where TP is true positives and FN is false nega-
tives. 
The sensitivity, by itself, does not give us if the 
other tissues were well classified, for that it is neces-
sary to calculate the specificity. The specificity, Eq-
uation 4, intends to evaluate the ability of the seg-
mentation to correctly exclude the tissues that do not 
belong to a given class. So it gives the probability of 
deciding if the tissue in question was excluded of a 





  (4) 
Where TN is true negatives and FN is false nega-
tives. 
After obtaining the specificity and the sensitivity, 
a receiver operator characteristic (ROC) space was 
built for each image with the four correcting algo-
rithms. 
All evaluation parameters were calculated for 
grey matter (GM) and white matter (WM). 
In order to evaluate the significance of changes in 
the Dice coefficients in relation to the IIH correction 
method an ANOVA of repeated measures was per-
formed. The multiple comparisons were made using 
contrasts and having the uncorrected image as refer-
ence. All analysis was performed on SPSS software. 
3 RESULTS 
The Dice coefficient for each image, with differ-
ent bias field and noise was obtained. The values of 
the Dice coefficient, for GM and WM, could be con-
sidered similar for all bias fields and noise levels, 
except in few situations. The identical results for 
GM and WM, show that the IIH correction acts 
equally in all tissues. Some representative results are 
shown in Table 2-5. 
The sigma values resulting of a test from the 
ANOVA analysis are shown in Table 7. 
 
Table 2. Dice coefficient for T1_fl images with 3% noise, bias  
field A, 3 different rf levels and for GM. 
 Parameters Images 
    rf20 rf40 rf100 
Uncorrected    0.7641 0.7086 0.5742 
N3 a b c    
 0.1 2 4 0.7561 0.7564 0.7297 
 0.3 2 4 0.7349 0.7365 0.7414 
 0.15 2 2 0.7579 0.7192 0.5786 
 0.15 2 4 0.7688 0.7505 0.7451 
FSL  d c    
algorithm  2 20 0.6980 0.7368 0.7451 
  3 10 0.6883 0.7491 0.7343 
  3 20 0.7632 0.7753 0.7629 
  3 30 0.7884 0.7801 0.7524 
  4 20 0.8009 0.7745 0.7188 
SPM   c    
algorithm   60 0.7577 0.7615 0.7441 
   90 0.7771 0.8061 0.8061 
PABIC   c    
   2 0.7811 0.7247 0.6797 
   3 0.7709 0.7492 0.6878 
Backgrounds: no background = worse than the uncorrected im-
age, █ = better than the uncorrected image, █ = best value for 
this algorithm, bold = best value 
Parameters: a = shrink factor; b = number of fitting levels, c = 
full width at half maximum, d = number of classes 
 
 
Table 3. Dice coefficient for T1_IR images with 3% noise, bias  
field A, 3 different rf levels and for GM. 
 Parameters Images 
    rf20 rf40 rf100 
Uncorrected    0.8003 0.7891 0.7004 
N3 a b c    
 0.1 2 4 0.8046 0.8048 0.7769 
 0.3 2 4 0.8039 0.8041 0.7948 
 0.15 2 2 0.8055 0.7916 0.7046 
 0.15 2 4 0.8022 0.8056 0.7925 
FSL  d c    
algorithm  2 20 0.7655 0.7679 0.7728 
  3 10 0.8002 0.8001 0.7905 
  3 20 0.8033 0.8037 0.8009 
  3 30 0.8048 0.8051 0.8004 
  4 20 0.8040 0.8043 0.7897 
SPM   c    
algorithm   60 0.8031 0.8033 0.8033 
   90 0.8047 0.7784 0.7651 
PABIC   c    
   2 0.8013 0.8010 0.7806 
   3 0.7998 0.7934 0.7637 
Backgrounds: no background = worse than the uncorrected im-
age, █ = better than the uncorrected image, █ = best value for 
this algorithm, bold = best value 
Parameters: a = shrink factor; b = number of fitting levels, c = 
full width at half maximum, d = number of classes 
 
Table 4. Dice coefficient for T1_fl images with 3% noise, bias  
field B, 3 different rf levels and for WM 
 Parameters Images 
    rf20 rf40 rf100 
Uncorrected    0.8297 0.7847 0.6772 
N3 a b c    
 0.1 2 4 0.8215 0.8266 0.8077 
 0.3 2 4 0.8027 0.8028 0.8120 
 0.15 2 2 0.8341 0.7931 0.6808 
 0.15 2 4 0.8239 0.8128 0.8022 
FSL  d c    
algorithm  2 20 0.8016 0.8067 0.8128 
  3 10 0.8203 0.8087 0.7928 
  3 20 0.8396 0.8363 0.8157 
  3 30 0.8443 0.8402 0.8009 
  4 20 0.8424 0.8373 0.7734 
SPM   c    
algorithm   60 0.8250 0.8276 0.8302 
   90 0.8577 0.8575 0.8553 
PABIC   c    
   2 0.8419 0.7995 0.7578 
   3 0.8306 0.8203 0.7360 
Backgrounds: no background = worse than the uncorrected im-
age, █ = better than the uncorrected image, █ = best value for 
this algorithm, bold = best value 
Parameters: a = shrink factor; b = number of fitting levels, c = 




Table 5. Dice coefficient for T1_IR images with 3% noise, bias  
field B, 3 different rf levels and for WM 
 Parameters Images 
    rf20 rf40 rf100 
Uncorrected    0.8532 0.8456 0.7617 
N3 a b c    
 0.1 2 4 0.8573 0.8569 0.8233 
 0.3 2 4 0.8574 0.8575 0.8486 
 0.15 2 2 0.8543 0.8476 0.7650 
 0.15 2 4 0.8579 0.8574 0.8417 
FSL  d c    
algorithm  2 20 0.8306 0.8340 0.8352 
  3 10 0.8544 0.8546 0.8392 
  3 20 0.8565 0.8566 0.8498 
  3 30 0.8578 0.8579 0.8479 
  4 20 0.8565 0.8564 0.8304 
SPM   c    
algorithm   60 0.8566 0.8568 0.8553 
   90 0.8430 0.8440 0.8423 
PABIC   c    
   2 0.8546 0.8547 0.8315 
   3 0.8547 0.8521 0.8154 
Backgrounds: no background = worse than the uncorrected im-
age, █ = better than the uncorrected image, █ = best value for 
this algorithm, bold = best value 
Parameters: a = shrink factor; b = number of fitting levels, c = 
full width at half maximum, d = number of classes 
 
Table 6. Dice coefficient for T1_fl images with 9% noise, bias  
field A, 3 different rf levels and for GM 
 Parameters Images 
    rf20 rf40 rf100 
Uncorrected    0.6275 0.6180 0.5539 
N3 a b c    
 0.1 2 4 0.6102 0.6170 0.6074 
 0.3 2 4 0.6016 0.6063 0.6023 
 0.15 2 2 0.6280 0.6199 0.5570 
 0.15 2 4 0.6077 0.6119 0.6092 
FSL  d c    
algorithm  2 20 0.5825 0.5862 0.5942 
  3 10 0.5543 0.5560 0.5636 
  3 20 0.5949 0.5991 0.6061 
  3 30 0.6106 0.6164 0.6190 
  4 20 0.6059 0.6110 0.6089 
SPM   c    
algorithm   60 0.5976 0.6021 0.6038 
   90 0.6941 0.7003 0.7026 
PABIC   c    
   2 0.6162 0.6253 0.5918 
   3 0.6051 0.6065 0.5814 
Backgrounds: no background = worse than the uncorrected im-
age, █ = better than the uncorrected image, █ = best value for 
this algorithm, bold = best value 
Parameters: a = shrink factor; b = number of fitting levels, c = 
full width at half maximum, d = number of classes 
 
 Figure 1. ROC space considering the sensitivity and specificity 
of the segmentation of the GM in the T1_IR image, with 3% 
noise, B bias field and 40% inhomogeneity. 
 
 
Table 6 shows the influence of a higher noise lev-
el in the correction and segmentation of GM in a 
T1_fl image. 
In each figure1 we represent the ROC points for 
the four algorithms and the best relation between the 
sensitivity and specificity (point closer to the coor-
dinates (0,1) is marked with a circle). An example of 
a Roc space is shown in Figure 1. 
4 DISCUSSION 
It can be observed that the IIH corrections improve 
the subsequent segmentation of most images. 
In the N3 algorithm, it is unclear what are the pa-
rameters which allow for higher Dice coefficients, 
and it works well for higher rf’s. N3 is the algorithm 
that appears to deal better with images that have 
high noise levels and/or high rf. For the IR image 
the best parameters seem to be a FWHM of 0.15, 
with shrink factor of 2 and fitting levels of 4. For the 
T1_fl image the parameters are not so clear. Some 
other experiences showed that a higher fitting level 
gives a worse segmentation and it was also observed 
that using a greater shrink factor, e.g. 4,  the results 
do not vary much and the time necessary for correc-
tion decreases. 
In FSL the parameters that allow a greater Dice 
coefficient, are number of classes equal to 3, and for 
a rf20 and rf40 a FWHM of 30mm, whereas for a 
rf100 a 20mm FWHM is better. This occurs because 
the variation is more abrupt for higher rf values and 
a smaller FWHM fits those cases better. 
The IIH correction algorithm present on SPM is 
considered to be the most regular of the algorithms. 
The best parameter for T1_fl images is to use a 
FWHM of 90mm, and for the T1_IR images is to 
use a FWHM of 60mm. A FWHM of 30mm was al-
so used, but the results of the segmentations show it 
is worse than for the uncorrected image. 
The analysis of the PABIC and SPM is quite li-
mited, since we only have change two parameters. 
However, it can be observed that for rf20 the use of 
2 classes is adequate for T1_fl images, while the use 
of 3 classes is adequate for T1_IR images. For high-
er rf’s, the opposite happens 
It can be seen that the algorithm used for the 
segmentation does not perform as well in 9% noise 
images. However, the correction algorithms still fail 
to improve segmentation. An analysis of the coeffi-
cient of variation is likely to provide better answers. 
With the analysis of the Table 7 it is possible to 
say that the increase of the Dice coefficients with the 
corrections is statistically significant for most of the 
correction methods, sigma lower than 0.05. 
A typical problem of segmentation methods was 
observed: a higher sensitivity corresponds normally 
to a lower specificity and vice versa. However, ob-
serving the ROC space it is possible to find the best 
relationship, and often this relationship corresponds 
to a higher Dice coefficient.  
Table 7. Sigma values of the tests of within-subjects contrasts 
(ANOVA test) of the Dice Coefficients. 
 Parameters Images  
    T1 fl  T1 IR  
    GM WM GM WM 
N3 a b c     
 0.1 2 4 0.024 0.048 0.012 0.008 
 0.3 2 4 0.095 0.229 0.021 0.018 
 0.15 2 2 0.007 0.03 7E-05 2E-04 
 0.15 2 4 0.027 0.633 0.016 0.341 
FSL  d c     
algorithm  2 20 0.18 0.453 0.883 0.96 
  3 10 0.227 0.746 0.386 0.558 
  3 20 0.018 0.048 0.055 0.066 
  3 30 0.005 0.012 0.023 0.023 
  4 20 0.004 0.012 0.029 0.036 
SPM   c     
algorithm   60 0.038 0.048 0.044 0.044 
   90 4E-04 3E-04 0.656 0.887 
PABIC   c     
   2 0.012 0.043 0.326 0.34 
   3 0.019 0.060 0.012 0.683 
Parameters: a = shrink factor; b = number of fitting levels, c = full 
width at half maximum, d = number of classes 
5 CONCLUSION 
It is unquestionable that the IIH corrections improve 
the segmentation of MRI brain images, especially 
for higher rf, as long as the noise level is not too 
high. However it was not found an IIH correction 
algorithm or set of parameters that performs well for 
all analyzed images. Besides that, it can be said that 
the algorithm that shows to be the most stable and 
offers the best evaluation parameters for the majority 
of images is the one present on SPM8 software. 
With these results we reinforce the utility and the 
need of using a preprocessing method for IIH cor-
rection, before applying a segmentation algorithm. 
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