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4On thesis
This thesis consists of two parts.
Part I is an introduction to the fractional Brownian motion and to the
included articles. In Section 1 we consider briefly the (early) history of the
fractional Brownian motion. In sections 2 and 3 we study some of its basic
properties and provide some proofs. Regarding the proofs the author claims
no originality. Indeed, they are mostly gathered from the existing literature.
In sections 4 to 7 we recall some less elementary facts about the fractional
Brownian motion that serve as background to the articles [a], [c] and [d]. The
included articles are summarised in Section 8. Finally, Section 9 contains an
errata of the articles.
Part II consists of the articles themselves:
[a] Sottinen, T. (2001) Fractional Brownian motion, random walks and
binary market models. Finance Stoch. 5, no. 3, 343–355.
[b] Kozachenko, Yu., Vasylyk, O. and Sottinen, T. (2002) Path Space
Large Deviations of a Large Buffer with Gaussian Input Traffic.
Queueing Systems 42, no. 2, 113–129.
[c] Sottinen, T. (2002) On Gaussian processes equivalent in law to frac-
tional Brownian motion. University of Helsinki, Department of Math-
ematics, Preprint 328, 17 p. (submitted to Journal of Theoretical
Probability)
[d] Sottinen, T. and Valkeila, E. (2002) On arbitrage and replication in
the Fractional Black–Scholes pricing model. University of Helsinki,
Department of Mathematics, Preprint 335, 13 p. (submitted to Sta-
tistics and Decisions, under revision)
51. Story of process we nowadays call fractional Brownian
motion
The fractional Brownian motion is a generalisation of the more well-known
process of Brownian motion. It is a centred Gaussian process with stationary
increments. However, the increments of the fractional Brownian motion are
not independent, except in the standard Brownian case. The dependence
structure of the increments is modeled by a parameter H ∈ (0, 1), viz. the
covariance function R = RH of the fractional Brownian motion is
R(t, s) =
1
2
(
t2H + s2H − |t− s|2H) ,
where t, s ≥ 0.
The fractional Brownian motion was originally introduced by Kolmogorov
[28], already in 1940. He was interested in modeling turbulence (see Kol-
mogorov [29], or Shiryaev [51] for more details of Kolmogorov’s studies con-
nected to turbulence). Kolmogorov did not use the name “fractional Brown-
ian motion”. He called the process “Wiener spiral”. Kolmogorov studied the
fractional Brownian motion within a Hilbert space framework and deduced its
covariance function from a scaling property that we now call self-similarity.
On early works connected to fractional Brownian motion we would like to
mention Hunt [25]. He was interested in almost sure convergence of random
Fourier series and the modulus of continuity of such series. He also considered
random Fourier transformations and their continuity properties. In his work
the fractional Brownian motion was implicitly introduced as a Fourier–Wiener
transformation of a power function (nowadays we would call this a spectral
representation of the fractional Brownian motion). Hunt proved results con-
cerning a Ho¨lder-type modulus of continuity of the fractional Brownian mo-
tion.
Let us also note that Le´vy [31] considered a process that is similar to the
fractional Brownian motion. He introduced a process that is obtained from the
standard Brownian motion as a fractional integral in the Riemann–Liouville
sense. Although this process shares many of the (path) properties of the
fractional Brownian motion it does not have stationary increments. This
process is sometimes called the “Le´vy fractional Brownian motion” or the
“Riemann–Liouville process”.
Yaglom [55] was interested in generalising the spectral theory of stationary
processes to processes from a more general class. In particular, he was inter-
ested in linear extrapolation and linear filtering. Yaglom studied processes
with “random stationary n th increments”. In his work the fractional Brow-
nian motion was considered as an example of a process with stationary first
increments. It was defined through its spectral density.
Lamperti [30] studied semi-stable processes (which we nowadays call self-
similar processes). The fractional Brownian motion appears implicitly in his
work as an example of a Gaussian semi-stable process. Lamperti noted that
the fractional Brownian motion cannot be Markovian, except in the standard
6Brownian case. He showed that every self-similar process can be obtained
from a stationary process and vice versa by a time-change transformation.
Also, Lamperti proved a “fundamental limit theorem” stating that every non-
degenerate self-similar process can be understood as a time-scale limit of a
stochastic process.
Molchan and Golosov [36] studied the derivative of fractional Brownian
motion using generalised stochastic processes (in the sense of Gel’fand–Ito).
They called this derivative a “Gaussian stationary process with asymptotic
power spectrum” (nowadays it is called fractional Gaussian noise or fractional
white noise). Molchan and Golosov found a finite interval representation
for the fractional Brownian motion with respect to the standard one (the
more well-known Mandelbrot–Van Ness representation requires integration
from minus infinity). In [36] there is also a reverse representation, i.e. a
finite interval integral representation of the standard Brownian motion with
respect to the fractional one. Molchan and Golosov noted the connection of
these integral representations to deterministic fractional calculus. They also
pointed out how one obtains the Girsanov theorem and prediction formulas
for the fractional Brownian motion by using the integral representation.
The name “fractional Brownian motion” comes from the influential paper
by Mandelbrot and Van Ness [34]. They defined the fractional Brownian mo-
tion as a fractional integral with respect to the standard one (whence the
name). The notation for the index H and the current parametrisation with
range (0, 1) are due to Mandelbrot and Van Ness also. The parameter H is
called the Hurst index after an English hydrologist who studied the memory
of Nile River maxima in connection of designing water reservoirs [26]. Man-
delbrot and Van Ness considered an approximation of the fractional Gaussian
noise by smoothing the fractional Brownian motion. They also studied simple
interpolation and extrapolation of the smoothed fractional Gaussian noise and
fractional Brownian motion.
Recently the fractional Brownian motion has found its way to many appli-
cations. It (and its further generalisations) has been studied in connection
to financial time series, fluctuations in solids, hydrology, telecommunications
and generation of artificial landscapes, just to mention few. Besides of these
potential applications the study of the fractional Brownian motion is moti-
vated from the fact that it is one of the simplest processes that is neighter a
semimartingale nor a Markov process.
2. Fractional Brownian motion, self-similarity and long-range
dependence
We define the fractional Brownian motion by its scaling property and dis-
cuss some basic properties of the process. A longer introduction to fractional
Brownian motion can be found in the book by Samorodnitsky and Taqqu [49],
Chapter 7.2 (which is surprising given the name of the book), or in a recent
book by Embrechts and Maejima [21].
7Definition 2.1. A process X = (Xt)t≥0 is H -self-similar if
(Xat)t≥0
d
= (aHXt)t≥0
for all a > 0, where d means equality in distributions. The parameter H > 0
is called the Hurst index.
One might want to consider a seemingly more general notion of self-
similarity, viz.
(Xat)t≥0
d
= (bXt)t≥0 (2.1)
for some b depending on a. However, from (2.1) it follows that
b(a1a2)Xt
d
= Xa1a2t
d
= b(a1)b(a2)Xt.
Therefore, if X is non-trivial it follows that
b(a1a2) = b(a1)b(a2).
If, in addition, the process X is stochastically continuous at 0 it follows that
b(a) ≤ 1 for a < 1. Consequently, b(a) = aH for some H ≥ 0. Furthermore,
if H = 0 then from the stochastic continuity of X at 0 it follows that X is
trivial. Indeed, for any ε > 0 and a > 0 we have
P(|Xt −X0| > ε) = P(|Xt/a −X0| > ε)
= lim
a→∞
P(|Xt/a −X0| > ε)
= 0.
Thus the power scaling with H > 0 in Definition 2.1 is indeed natural.
If X is a square integrable H -self-similar process it follows that
VarXt = Var t
HX1 = t
2HVarX1.
Assume further that X has stationary increments, zero mean and is nor-
malised so that VarX1 = 1. Then we see that the covariance function RH
of X must be
RH(t, s) =
1
2
(
t2H + s2H − |t− s|2H) . (2.2)
Of course, RH might not be a proper covariance function for all H > 0, i.e.
the process X might not exist. Indeed, suppose that H > 1. Then
lim
n→∞
Corr(X1, Xn −Xn−1) = ∞,
which is impossible.
If H ∈ (0, 1] then the corresponding process exists as the following lemma
(taken from Samorodnitsky and Taqqu [49]) shows.
8Lemma 2.2. The function RH is non-negative definite if H ∈ (0, 1].
Proof. Let t1, . . . , tn ≥ 0 and u1, . . . , un ∈ R. We want to show that
n∑
i=1
n∑
j=1
RH(ti, tj)uiuj ≥ 0.
Set t0 := 0 and add a value u0 := −
∑n
i=1 ui. Then
∑n
i=0 ui = 0 and
n∑
i=1
n∑
j=1
(
t2Hi + t
2H
j − |ti − tj|2H
)
uiuj = −
n∑
i=0
n∑
j=0
|ti − tj|2Huiuj.
Since for any ε > 0 we have
n∑
i=0
n∑
j=0
e−ε|ti−tj |
2H
uiuj =
n∑
i=0
n∑
j=0
(
e−ε|ti−tj |
2H − 1
)
uiuj
= −ε
n∑
i=0
∑
j=0
|ti − tj|2Huiuj + o(ε)
as ε tends to zero it is sufficient to show that
n∑
i=0
n∑
j=0
e−ε|ti−tj |
2H
uiuj ≥ 0.
But this follows from the fact that the mapping θ 7→ e−ε|θ|2H is a characteristic
function for H ∈ (0, 1]. ¤
Any non-negative definite function defines a unique zero mean Gaussian
process. Thus, we can define the fractional Brownian motion to be the zero
mean Gaussian process with covariance function RH where H ∈ (0, 1]. How-
ever, for H = 1
E (Xt − tX1)2 = EX2t − 2tEXtX1 + t2EX21
= (t2 − 2t · t+ t2)EX21
= 0.
So Xt = tX1 almost surely which is hardly interesting. Thus we shall exclude
the case H = 1.
Definition 2.3. The fractional Brownian motion Z with Hurst index H ∈
(0, 1) is the unique zero mean H -self-similar Gaussian process with stationary
increments and EZ21 = 1. Equivalently, it is the zero mean Gaussian process
with covariance function (2.2).
9Besides the self-similarity there is another property that makes the frac-
tional Brownian motion a suitable model for many applications.
Definition 2.4. A stationary sequence (Xn)n∈N of random variables is said to
exhibit long-range dependence if the autocorrelation function ρ(n) = EX0Xn
decays so slowly that
∞∑
n=1
ρ(n) = ∞.
If ρ decays exponentially, i.e. ρ(n) ∼ rn as n tends to infinity, then the
stationary sequence (Xn)n∈N exhibits short-range dependence.
Actually there are many slightly different definitions for the long-range de-
pendence. For details we refer to Beran [7].
Definition 2.5. The stationary sequence (Yn)n∈N where
Yn := Zn+1 − Zn
and Z is a fractional Brownian motion with Hurst index H is called the
fractional Gaussian noise with Hurst index H.
Figure 1. Simulated sample paths of a fractional Gaussian
noise with Hurst indices H = .1 (left), H = .5 (middle) and
H = .9 (right). The simulation was done by using the Condi-
tionalised Random Midpoint Displacement method (and soft-
ware) of Norros et al. [40].
The autocorrelation function ρ = ρH of the fractional Gaussian noise with
H 6= 1
2
satisfies
ρ(n) ∼ H(2H−1)n2H−2
as n tends to infinity. Therefore, if H > 1
2
then the increments of the cor-
responding fractional Brownian motion are positively correlated and exhibit
the long-range dependence property. The case H < 1
2
corresponds to nega-
tively correlated increments and the short-range dependence. When H = 1
2
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the fractional Brownian motion is the standard Brownian motion, so it has
independent increments.
Let us further illustrate the dependence structure of the fractional Brownian
motion.
Proposition 2.6. The fractional Brownian motion with Hurst index H is a
Markov process if and only if H = 1
2
.
Proof. It is well-known (cf. Kallenberg [27], Proposition 11.7) that a Gaussian
process with covariance R is Markovian if and only if
R(s, u) =
R(s, t)R(t, u)
R(t, t)
for all s ≤ t ≤ u. It is straightforward to check that the covariance function
(2.2) satisfies the condition above if and only if H = 1
2
. ¤
In what follows we shall consider the fractional Brownian motion on com-
pact intervals, unless stated otherwise. Because of the self-similarity property
we may and shall take that interval to be [0, 1].
3. Sample paths of fractional Brownian motion
Definition 3.1. A stochastic process X = (Xt)t∈[0,1] is β -Ho¨lder continuous
if there exists a finite random variable K such that
sup
s,t∈[0,1];s6=t
|Zt − Zs|
|t− s|β ≤ K.
Proposition 3.2. The fractional Brownian motion with Hurst index H ad-
mits a version with β -Ho¨lder continuous sample paths if β < H. If β ≥ H
then the fractional Brownian motion is almost surely not β -Ho¨lder continuous
on any time interval.
Proof. The sufficiency of the condition β < H is easy to prove. Indeed, let
n ∈ N. By self-similarity and stationarity of the increments we have
E
∣∣Zt − Zs∣∣n = E ∣∣|t− s|HZ1∣∣n = |t− s|nHγn,
where γn is the nth absolute moment of a standard normal random variable.
The claim follows from this by the Kolmogorov–Chentsov criterion.
Consider the necessity of β < H. By stationarity of the increments it is
enough to consider the point t = 0. By Arcones [4] the fractional Brownian
motion satisfies the following law of the iterated logarithm:
P
(
lim sup
t↓0
Zt
tH
√
ln ln 1/t
= 1
)
= 1.
Thus Z cannot be β -Ho¨lder continuous for β ≥ H at any point t ≥ 0. ¤
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In what follows we shall always use the Ho¨lder continuous version of the
fractional Brownian motion.
Corollary 3.3. The fractional Brownian motion has almost surely nowhere
differentiable sample paths.
Proof. By stationarity of the increments it is enough to consider the time
t = 0. If Z ′0 exists then
Zs ≤ (ε+ Z ′0)s
for some positive s ≤ sε. But this implies that Z is 1 -Ho¨lder continuous at
0. This contradicts the Proposition 3.2 above. ¤
Actually the non-differentiability is not connected to the Gaussian character
of the fractional Brownian motion but follows from the self-similarity (cf. [34],
Proposition 4.2).
Figure 2. Sample paths of a fractional Brownian motion with
Hurst indices H = .25 (left), H = .5 (middle) and H = .75
(right). The simulation was done using the Conditionalised
Random Midpoint Displacement method (and software) of Nor-
ros et al. [40].
We shall introduce another notion of path regularity, the so-called p -
variation. For details of p -variation and its connection to stochastic inte-
gration we refer to Dudley and Norvaiˇsa [18, 19] and Mikosch and Norvaiˇsa
[35].
Consider partitions pi := {tk : 0 = t0 < t1 < · · · < tn = 1} of [0, 1]. Denote
by |pi| the mesh of pi, i.e. |pi| := maxtk∈pi∆tk where ∆tk := tk − tk−1. Let
f be a function over the interval [0, 1]. Then for p ∈ [1,∞)
vp(f ;pi) :=
∑
tk∈pi
|∆f(tk)|p
where ∆f(tk) := f(tk)− f(tk−1) is the p -variation of f along the partition
pi.
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Definition 3.4. Let f be a function over the interval [0, 1]. If
v0p(f) := lim|pi|→0
vp(f ;pi)
exists we say that f has finite p -variation. If
vp(f) := sup
pi
vp(f ;pi)
is finite then f has bounded p -variation. The variation index of f is
v(f) := inf {p > 0 : vp(f) <∞}
where the infimum of an empty set is ∞.
It is obvious from the definition that vp(f) ≥ v0p(f).
Definition 3.5. The Banach space Wp is the set of functions of bounded
p -variation equipped with the norm
‖f‖[p] := ‖f‖(p) + ‖f‖∞,
where ‖f‖(p) := vp(f)1/p and ‖f‖∞ := supt∈[0,1] |f(t)|.
When p = 2 the finite 2 -variation v02 coincides with the classical notion
of quadratic variation in the martingale theory. When p = 1 the bounded
1 -variation v1 is the usual bounded variation.
Ho¨lder continuity is closely related to the bounded p -variation.
Lemma 3.6. Let p ∈ [1,∞) and let f be a function over the interval [0, 1].
Then f has bounded p -variation if and only if
f = g ◦ h
where h is a bounded non-negative increasing function on [0, 1] and g is
1/p -Ho¨lder continuous function defined on [h(0), h(1)].
Proof. Consider the if part. Take h to be the identity function and suppose
that f is 1/p -Ho¨lder continuous with Ho¨lder constant K. Then for any
partition pi of the interval [0, 1] we have∑
tk∈pi
|∆f(tk)|p ≤ Kp
∑
tk∈pi
|∆tk|
1
p
·p = Kp.
So f ∈ Wp.
For the only if part suppose that f ∈ Wp. Let h(x) be the p -variation of
f on [0, x]. Then h is a bounded increasing function. Moreover
|f(x)− f(y)|p ≤ |h(x)− h(y)|
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since p -variation is subadditive with respect to intervals. Now define g on
{h(x) : x ∈ [0, 1]} by g(h(x)) := f(x) and extend it to [h(0), h(1)] by
linearity. Obviously g is 1/p -Ho¨lder continuous. ¤
For the fractional Brownian motion with Hurst index H the critical value
for p -variation is 1/H as the following lemma suggests.
Lemma 3.7. Set pin := {tk = kn : k = 1, . . . , n} and let Z be a fractional
Brownian motion with Hurst index H. Denote by γp the p th absolute moment
of a standard normal random variable. Then
lim
n→∞
vp(Z;pin) =
 ∞, if p < 1/Hγp, if p = 1/H0, if p > 1/H
where the limit is understood in the mean square sense.
Proof. By the self-similarity property we have∑
tk∈pin
|∆Ztk |p d=
∑
tk∈pin
|∆tk|pH |Zk − Zk−1|p
= npH−1
1
n
n∑
k=1
|Zk − Zk−1|p .
Now by Proposition 7.2.9 of [49] the stationary sequence (Zk −Zk−1)k∈N has
spectral density with respect to the Lebesgue measure. Therefore by Theorem
14.2.1 of [10] it is ergodic. The claim follows from this. ¤
In Lemma 3.7 the choice of the special sequence (pin)n∈N of equidistant
partitions was crucial.
Proposition 3.8. Let Z be a fractional Brownian motion with Hurst index
H. Then v0p(Z) = 0 almost surely if p > 1/H. For p < 1/H we have
vp(Z) =∞ and v0p(Z) does not exist. Moreover v(Z) = 1/H.
Proof. Denote by K the Ho¨lder constant of the fractional Brownian motion.
Let p > 1/H and let pi be a partition of [0, 1]. Then by Proposition 3.2∑
tk∈pi
|∆Ztk |p ≤
∑
tk∈pi
∣∣K|∆tk|β∣∣p
= Kp
∑
tk∈pi
|∆tk|βp
≤ Kp|pi|
∑
tk∈pi
|∆tk|βp−1
almost surely for any β < H. Letting |pi| tend to zero we see that v0p(Z) = 0
almost surely.
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Suppose then that p < 1/H. Then by Lemma 3.7 we can choose a subse-
quence (pi′n)n∈N of the sequence of equidistant partitions (pin)n∈N such that
v1/H(Z; pi
′
n) converges almost surely to γ1/H . Consequently, along this sub-
sequence we have limn→∞ vp(Z;pi′n) = ∞ almost surely. Since |pi′n| tends to
zero as n increases v0p(Z) cannot exist. This also shows that vp(Z) = ∞
almost surely for p < 1/H.
Finally since vp(Z) is finite almost surely for all p > 1/H by Lemma 3.6
and Proposition 3.2, we must have v(Z) = 1/H. ¤
Finally we are ready to prove the fact that makes stochastic integration
with respect to the fractional Brownian motion an interesting problem.
Corollary 3.9. The fractional Brownian motion with Hurst index H 6= 1
2
is
not a semimartingale.
Proof. For H < 1
2
we know by Proposition 3.8 that the fractional Brownian
motion has no quadratic variation. So it cannot be a semimartingale.
Suppose then that H > 1
2
and assume that the fractional Brownian motion
is a semimartingale with decomposition Z = M + A. Now Proposition 3.8
states that Z has zero quadratic variation. So the martingale M = Z − A
has zero quadratic variation. Since Z is continuous we know by the proper-
ties of the semimartingale decomposition that M is also continuous. But
a continuous martingale with zero quadratic variation is a constant. So
Z = A +M0 and Z must have bounded variation. This is a contradiction
since v1(Z) ≥ vp(Z) =∞ for all p < 1/H. ¤
4. Fractional calculus and integral representations of
fractional Brownian motion
The fractional Brownian motion may be considered as a fractional integral
of the white noise (the formal derivative of the standard Brownian motion). So
we take a short detour to deterministic fractional calculus. A comprehensive
treatment of the subject can be found in the book by Samko et al. [48].
For discussion on the connection between the integral representations and the
fractional calculus we refer to Pipiras and Taqqu [44, 45].
The starting point of fractional calculus is the well-known formula for the
iterated integral
∫ tn
a
· · ·
∫ t2
a
f(t1) dt1 · · · dtn−1 = 1
(n− 1)!
∫ tn
a
f(s)
(tn − s)1−n ds. (4.1)
Since (n−1)! = Γ(n) the right hand side of (4.1) makes sense for non-integer
n. Denote x± := max(±x, 0).
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Definition 4.1. Let f be a function over [0, 1] and α > 0. The integrals
Iα±f (t) :=
1
Γ(α)
∫ 1
0
f(s)
(s− t)1−α∓
ds
are called the left-sided and right-sided Riemann–Liouville fractional integrals
of order α; I0± are identity operators.
The fractional derivatives are defined by the formal solutions of the Abel
integral equations
Iα±g = f.
For the derivation see [48], Section 2.1.
Definition 4.2. Let f be a function over [0, 1] and α ∈ (0, 1). Then
Dα±f (t) :=
±1
Γ(1− α)
d
dt
∫ 1
0
f(s)
(s− t)α∓
ds.
are the left-sided and right-sided Riemann–Liouville fractional derivatives of
order α; D1± are ordinary derivative operators and D
0
± are identity operators.
If one ignores the difficulties related to divergent integrals and formally
changes the order of differentiation and integration in the definition of the
fractional derivatives one obtains that
Iα± = D
−α
± .
We shall take the above as a definition for fractional integral of negative order
and use the obvious unified notation.
Fractional integrals satisfy a semigroup property (cf. [48], Theorem 2.5).
Lemma 4.3. The composition formula
Iα±I
β
±f = I
α+β
± f
is valid in any of the following cases:
(i) β ≥ 0, α + β ≥ 0 and f ∈ L1([0, 1]),
(ii) β ≤ 0, α ≥ 0 and f ∈ I−β± L1([0, 1]),
(iii) α ≤ 0, α + β ≤ 0 and f ∈ I−α−β± L1([0, 1]).
We have a fractional integration by parts formula (cf. [48], p. 34 and p.
46).
Lemma 4.4. Suppose that α > 0. Then∫ 1
0
f(t) Iα+g (t) dt =
∫ 1
0
Iα−f (t) g(t) dt (4.2)
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is valid if f ∈ Lp([0, 1]) and g ∈ Lq([0, 1]) where 1
p
+ 1
q
≤ 1 + α and p ≥ 1,
q ≥ 1 with p 6= 1, q 6= 1 if 1
p
+ 1
q
= 1 + α. If α ∈ (−1, 0) then (4.2) holds
for f ∈ I−α− Lp([0, 1]) and g ∈ I−α+ Lq([0, 1]) with 1p + 1q ≤ 1− α.
Let us introduce fractional integrals and derivatives over the real line.
Definition 4.5. Let f be a function over R and α > 0. Then the integrals
Iα±f (t) :=
1
Γ(α)
∫ ∞
−∞
f(s)
(t− s)1−α±
ds
are called the left-sided and right-sided fractional integrals of orderα; I0± are
identity operators.
Definition 4.6. Let f be a function over R and α ∈ (0, 1). Then
Dα±f (t) := lim
ε→0
α
1− α
∫ ∞
ε
f(t)− f(t∓ s)
s1+α
ds
are the left-sided and right-sided Marchaud fractional derivatives of orderα;
D0± are identity operators and D
1
± are ordinary derivative operators.
For α ∈ (−1, 0) we shall denote
Iα± := D
−α
± .
A fractional integration by parts formula∫ ∞
−∞
f(t)Iα+g (t) dt =
∫ ∞
−∞
Iα−f (t) g(t) dt (4.3)
is valid for “sufficiently good” functions f and g (cf. [48] p. 96).
Let us consider now integral representations of the fractional Brownian
motion. Define kernels z = zH and z
∗ = z∗H on [0, 1]
2 as
z(t, s) :=
cH
((
t
s
)H− 1
2
(t− s)H− 12 − (H− 1
2
)s
1
2
−H
∫ t
s
uH−
3
2 (u− s)H− 12 du
)
,
z∗(t, s) :=
c′H
((
t
s
)H− 1
2
(t− s) 12−H − (H− 1
2
)s
1
2
−H
∫ t
s
uH−
3
2 (u− s) 12−H du
)
.
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Here cH and c
′
H are the normalising constants
cH :=
√
(2H + 1
2
)Γ(1
2
−H)
Γ(H + 1
2
)Γ(2− 2H) ,
c′H :=
Γ(H + 1
2
)Γ(2− 2H)
B(1
2
−H,H + 1
2
)
√
(2H + 1
2
)Γ(1
2
−H)
where Γ and B denote the gamma and beta functions, respectively. The
kernels z and z∗ are of Volterra type, i.e. they vanish whenever the second
argument is greater than the first one.
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Figure 3. Kernel z(1, s) with Hurst indices H = .25 (left)
and H = .75 (right).
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Figure 4. Approximative graphs of the “resolvent” kernel
z∗(1, s) with Hurst indices H = .25 (left) and H = .75 (right)
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Theorem 4.7. Let W be a standard Brownian motion. Then the process Z
defined as the Wiener integral of the kernel z = zH
Zt :=
∫ t
0
z(t, s) dWs (4.4)
is a fractional Brownian motion with Hurst index H. If Z is a fractional
Brownian motion with Hurst index H then a Brownian motion W can be
constructed as the fractional Wiener integral of the kernel z∗ = z∗H
Wt :=
∫ t
0
z∗(t, s) dZs. (4.5)
The integrals (4.4) and (4.5) can be understood in the L2(Ω) -sense as well as
in the pathwise sense as improper Riemann–Stieltjes integrals.
Representations (4.4) and (4.5) are due to Molchan and Golosov [36]. Later
they have appeared in different forms in e.g. Decreusefond and U¨stu¨nel [15],
Norros et al. [41] and Nuzman and Poor [43].
The connection to fractional calculus and the representations (4.4) and (4.5)
is the following. Consider the weighted fractional integral operators
Kf(t) := CHt
1
2
−H
(
I
H− 1
2− s
H− 1
2f(s)
)
(t),
K∗f(t) :=
1
CH
t
1
2
−H
(
I
1
2
−H
− s
H− 1
2f(s)
)
(t)
where
CH :=
√
2H(H − 1
2
)Γ(H − 1
2
)2
B(H − 1
2
, 2− 2H) .
Then we have
z(t, s) = K1[0,t](s),
z∗(t, s) = K∗1[0,t](s).
Mandelbrot and Van Ness [34] constructed the fractional Brownian motion
on the whole real line.
Theorem 4.8. Let W be the standard Brownian motion on the real line.
Then the process (Zt)t∈R defined as
Zt :=
∫ ∞
−∞
f(t, s) dWs (4.6)
where
f(t, s) := cH
(
(t− s)H−
1
2
+ − (−s)H−
1
2
+
)
,
is a fractional Brownian motion with Hurst index H.
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Representation (4.6) may also be inverted. See Pipiras and Taqqu [44] for
details.
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Figure 5. Kernel f(1, s) with Hurst indices H = .25 (left)
and H = .75 (right).
Let us end this section with heuristically justifying the name fractional
Brownian motion. The kernel f can be written as the fractional integral
f(t, s) = Γ(H+ 1
2
)cH
(
I
H− 1
2− 1[0,t]
)
(s).
Denote by Z˙ and W˙ the (non-existent) derivatives of the fractional Brownian
motion and the standard one, respectively. Let us omit the constant Γ(H+
1
2
)cH . The fractional integration by parts formula (4.3) yields
Zt =
∫ ∞
−∞
(
I
H− 1
2− 1[0,t]
)
(s)W˙s ds
=
∫ ∞
−∞
1[0,t](s)
(
I
H− 1
2
+ W˙
)
s
ds
=
∫ t
0
(
I
H− 1
2
+ W˙
)
s
ds
=
(
I
H+ 1
2
+ W˙
)
t
.
This means that a fractional Brownian motion with index H is obtained by
integrating the white noise (on the real line) H + 1
2
times. Similar heuristics
with the representation (4.4) yields
Z˙t = t
1
2
−H
(
I
H− 1
2
+ s
H− 1
2 W˙s
)
t
.
Here the white noise W˙ is given on the interval [0, 1].
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5. Wiener integrals
We consider integrals with respect to the fractional Brownian motion where
the integrand is a deterministic function. It turns out that even this most
simple form of stochastic integration involves difficulties. Indeed, Pipiras and
Taqqu [45] showed that for H > 1
2
the space of integrands that appears
naturally (see Definition 5.1 below) is not complete (in the case H ≤ 1
2
it is
complete).
Suppose that f ∈ E , i.e.
f =
n∑
k=1
ak1(tk−1,tk]
where 0 = t0 < t1 < · · · < tn = 1 and a1, . . . , an ∈ R. In this case it is
natural to set ∫ 1
0
f(t) dZt :=
n∑
k=1
ak∆Ztk .
Now integral representation (4.4) yields∫ 1
0
f(t) dZt =
∫ 1
0
Kf(t) dWt (5.1)
for any f ∈ E . Similarly, for f ∈ E , (4.5) yields∫ 1
0
f(t) dWt =
∫ 1
0
K∗f(t) dZt (5.2)
The equations (4.4) and (4.5) can be understood “ω -by-ω ”.
Since the classical Wiener integral is defined for any f ∈ L2([0, 1]), the
equality (5.1) leads to the following definition.
Definition 5.1. Set
Λ :=
{
f : Kf ∈ L2([0, 1])} .
Then for f ∈ Λ theWiener integral of f with respect to fractional Brownian
motion Z is ∫ 1
0
f(t) dZt :=
∫ 1
0
Kf (t) dWt.
The integral of Definition 5.1 can be considered as a limit of elementary
functions. Indeed, theorems 4.1 and 4.2 of Pipiras and Taqqu [45] state the
following.
Theorem 5.2. For any H ∈ (0, 1) the class of functions Λ is a linear space
with inner product
〈f, g〉Λ := 〈Kf,Kg〉L2([0,1]) .
Moreover, E is dense in Λ.
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Relations (4.4) and (4.5) together with the semigroup property of the frac-
tional integrals (Lemma 4.3) imply the following.
Lemma 5.3. The equalities
KK∗f = f = K∗Kf
hold for any f ∈ E . If H > 1
2
then the equality
K∗Kf = f
holds for any f ∈ L2([0, 1]). If H < 1
2
then, for any f ∈ L2([0, 1]),
KK∗f = f.
Lemma 5.3 cannot be extended. Indeed, Pipiras and Taqqu ([45], Lemma
5.3) showed the following.
Lemma 5.4. Let H > 1
2
. Then there exist functions f ∈ L2([0, 1]) such that
the equation
Kg = f
has no solution in g.
The idea behind Lemma 5.4 is that for H > 1
2
, K is a fractional integral
operator. Consequently, the function Kg must be “smooth”. However let
f(t) := t−αψ(t),
where ψ is the real part of the Weierstrass function
ψ∗(t) =
∞∑
n=1
2−
α
2
nei2
nt.
One can show that f does not belong to the image of K.
Let us recall the concepts of the linear space and reproducing kernel Hilbert
space of a stochastic process.
Definition 5.5. The linear space H1 of a process Z is the closure in L2(Ω)
of the random variables F of the form
F =
n∑
k=1
akZtk ,
where n ∈ N, ak ∈ R and tk ∈ [0, 1] for k = 1, . . . , n.
Definition 5.6. The reproducing kernel Hilbert space R of Z with covari-
ance function R is the closure of span{R(t, ·) : t ∈ [0, 1]} with respect to the
inner product
〈R(t, ·), R(s, ·)〉R := R(t, s).
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So H1 is the set of random variables that can be approximated in L2(Ω)
by Wiener integrals. Naturally one wants to identify any F ∈ H1 with a
single function f ∈ Λ so that
F =
∫ 1
0
f(t) dZt.
This is possible if and only if Λ is complete. Otherwise Λ is isometric to a
proper subspace of H1. The space R is complete and the mapping R(t, ·) 7→
Zt extends to an isometry between R and H1.
By Lemma 5.3 and Lemma 5.4 we have the following.
Proposition 5.7. If H ≤ 1
2
then
Λ =
{
K∗f : f ∈ L2([0, 1])} .
Moreover, the inner product space Λ is complete and hence isometric to H1.
If H > 1
2
then the inner product space Λ is not complete and hence isometric
to a proper subspace of H1.
The space R can be described in the following way (cf. Decreusefond and
U¨stu¨nel [15], Theorem 3.3 and Remark 3.1).
Proposition 5.8. A function f ∈ R if and only if it can be represented as
f(t) =
∫ t
0
z(t, s)f˜(s) ds
for some f˜ ∈ L2([0, 1]). The scalar product 〈·, ·〉R on R is given by
〈f, g〉R = 〈f˜ , g˜〉L2([0,1]).
Moreover, as a vector space
R = I
H+ 1
2
+ L
2([0, 1]).
6. Pathwise integrals
Although the fractional Brownian motion has almost surely sample paths of
unbounded variation one can define Riemann–Stieltjes integrals with respect
to it if one assumes that the integrand is smooth enough. If H > 1
2
then the
fractional Brownian motion has zero quadratic variation and there are various
ways to define the integral (cf. Dai and Heyde [12], Fo¨llmer [22] and Lin [32]).
To our knowledge there are only two approaches that are applicable for the
whole range H ∈ (0, 1), viz. the Ho¨lder approach of Za¨hle [57] based on the
fractional integration by parts formula (4.2) and the p -variation approach
introduced by Young [56] and developed in [18, 19, 35].
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Young [56] noted that the Riemann–Stieltjes integral can be extended to
functions that are “together” smooth enough in the p -variation sense.
Theorem 6.1. Let f and g be real functions over the interval [0, 1]. Suppose
that f ∈ Wp and g ∈ Wq for some p and q satisfying 1p + 1q > 1. Assume
further that g is continuous. Then the Riemann–Stieltjes integral∫ 1
0
f(t) dg(t)
exists.
Applied to the fractional Brownian motion Theorem 6.1 yields:
Theorem 6.2. Let Z be a fractional Brownian motion with Hurst index H.
Let u be a stochastic process with sample paths almost surely in Wq with some
q satisfying q < 1/(1−H). Then the integral∫ 1
0
ut dZt
exists almost surely in the Riemann–Stieltjes sense.
By Theorem 6.2 and Lemma 3.6 (some additional work is required regarding
the Ho¨lder continuity, cf. Za¨hle [57]) we have the following.
Corollary 6.3. Let Z be a fractional Brownian motion with Hurst index
H. Suppose that u is a stochastic process that has almost surely λ -Ho¨lder
continuous sample paths with some λ > 1−H. Then the integral
Ut :=
∫ t
0
us dZs (6.1)
exists almost surely as a limit of Riemann–Stieltjes sums. Furthermore, the
process U is almost surely β -Ho¨lder continuous with any β < H.
Since the pathwise integral is a Riemann–Stieltjes integral it obeys the
classical change of variables formula.
Theorem 6.4. Let Z be a fractional Brownian motion with Hurst index
H. Let F ∈ C1,1([0, 1] × R) such that for all t ∈ [0, 1] the mapping t 7→
∂F
∂x
(t, Zt) is in Wq for some q < 1/(1−H). Then for all s, t ∈ [0, 1]
F (t, Zt)− F (s, Zs) =
∫ t
s
∂F
∂x
(u, Zu) dZu +
∫ t
s
∂F
∂t
(u, Zu) du (6.2)
almost surely.
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Let us note the class of integrands is very restrictive if H ≤ 1
2
. Indeed,
suppose that u is λ -Ho¨lder continuous with some β > 1−H. Then
Ut :=
∫ t
0
us dZs
exists by Corollary 6.3. However, the iterated integral∫ t
0
Us dZs =
∫ t
0
∫ s
0
uv dZv dZs
may not exist. Indeed, consider the integral∫ 1
0
Zt dZt =
∫ 1
0
∫ t
0
dZs dZt.
If H > 1
2
then Corollary 6.3 is applicable and (6.2) yields
∫ 1
0
Zt dZt =
1
2
Z21 . (6.3)
On the other hand, for H ≤ 1
2
the pathwise integral does not exist. To see
this take a partition pi = {tk : 0 = t0 < · · · < tn = 1} and note that
|∆Ztk |2 = Ztk∆Ztk − Ztk−1∆Ztk .
Denote by Zt+ and Zt− the right and left sided limits of Z at point t,
resprectively. Then summing over tk ∈ pi and letting |pi| tend to zero we see
that if the Riemann–Stieltjes integral exists we must have
v02(Z) =
∫ 1
0
Zt+ dZt −
∫ 1
0
Zt− dZt = 0.
However, v02(Z) does not exist for H <
1
2
and in the Brownian case we have
v02(Z) = 1.
Finally let us note that unlike the Ito integral the pathwise integral is not
centred. Indeed, for H > 1
2
the equation (6.3) implies
E
∫ 1
0
Zt dZt =
1
2
.
25
7. Divergence integrals
The Wiener integral can be extended to non-deterministic integrands by us-
ing the stochastic calculus of variations, or Malliavin calculus. The extended
integral turns out to be very different from the pathwise integral. This Malli-
avin calculus approach was proposed by Decreusefond and U¨stu¨nel [15] and
was further studied e.g. by Alo`s et al. [1, 2, 3]. Let us also note that essen-
tially the same notion of integral may be obtained by using fractional white
noise analysis (cf. Duncan et al. [20] and Bender [5]).
We recall some preliminaries of Malliavin calculus. For details on the topic
we refer to Nualart [42].
Let X = (Xt)t∈[0,1] be a centred Gaussian process with covariance function
R. Suppose that X is defined in a complete probability space (Ω,F ,P)
where the σ -algebra F is generated by X. Let the Hilbert space H be
E completed with respect to the inner product
〈
1[0,t],1[0,s]
〉
H
:= R(t, s). So
the mapping 1[0,t] 7→ Xt extends to an isometry between H and H1. We
denote by X(φ) the image of φ ∈H in this isometry.
Definition 7.1. Let S be the set of random variables of the form
F = f (X(φ1), . . . , X(φn))
where f ∈ C∞b (Rn), i.e. f and all its derivatives are bounded. The Malliavin
derivative of F ∈ S is the H -valued random variable
DF :=
n∑
k=1
∂f
∂xk
(X(φ1), . . . , X(φn))φk.
The derivative operator D is a closable unbounded operator from Lp(Ω)
into Lp(Ω;H ). In a similar way, the k times iterated derivative operator Dk
maps Lp(Ω) into Lp(Ω;H ⊗k).
Definition 7.2. The domain of Dk in Lp(Ω), denoted by Dk,p, is the closure
of S with respect to the norm
‖F‖pk,p := E
(
|F |p +
k∑
j=1
‖DjF‖pH ⊗j
)
.
The divergence operator δ is introduced as the adjoint of D.
Definition 7.3. The domain of δ, Dom δ, is the set of H -valued random
variables u satisfying, for all F ∈ S ,
|E 〈DF, u〉H |2 ≤ cEF 2
where c is a constant depending on u. If u ∈ Dom δ then the divergence
δ(u) is a square integrable random variable defined by the duality relation
E δ(u)F = E 〈DF, u〉H
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for all test variables F ∈ D1,2.
Given a separable Hilbert space V one can define the spaces Dk,p(V ) of
V -valued random variables as in Definition 7.2. A basic result of Malliavin
calculus states that D1,2(H ) ⊂ Dom δ.
In the case of Brownian motion we have H = L2([0, 1]). So DF is a square
integrable stochastic process (DtF )t∈[0,1]. For φ ∈ L2([0, 1])
δ(φ) = W (φ) =
∫ 1
0
φ(t) dWt.
In general, the divergence is an extension of the Ito integral and coincides
with the stochastic integral introduced by Skorokhod [53]. Therefore, the
divergence is also called the Skorohod integral.
In what follows, D and δ refer to the derivative and divergence, respec-
tively, connected to the Brownian motion. The corresponding operators with
respect to fractional Brownian motion Z are denoted by DZ and δZ , respec-
tively. We shall also use the notation∫ t
0
us δWs := δ
(
u1[0,t]
)
.
By Section 5 we know the form of the space H for the fractional Brownian
motion: H is the completion of Λ and
〈f, g〉H = 〈Kf,Kg〉L2([0,1]).
If H ≤ 1
2
then H = Λ. For H > 1
2
the inclusion Λ ⊂H is strict.
We can represent δZ in terms of δ (cf. [2]).
Proposition 7.4. Let u be such a process that Ku ∈ Dom δ. Let Z be a
fractional Brownian motion. Then∫ t
0
us δZs := δ
Z
(
u1[0,t]
)
=
∫ t
0
(Ku)s δWs. (7.1)
Actually, we may take (7.1) as the definition. The reason why we cannot
use the Ito integral is that for non-deterministic u the process Ku in (7.1) is
measurable with respect to Ft only.
Let us note that the Skorohod integral is centred, i.e. E δZ(u) = 0.
The Ito formula for Skorokhod integrals takes the following form. For the
proof of it we refer to Bender [6].
Theorem 7.5. Suppose that F ∈ C1,2([0, 1]× R) satisfies
max
(∣∣∣F (t, x)∣∣∣, ∣∣∣∂F
∂t
(t, x)
∣∣∣, ∣∣∣∂F
∂x
(t, x)
∣∣∣, ∣∣∣∂2F
∂x2
(t, x)
∣∣∣) ≤ Ceλx2
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where C and λ are positive constants and λ < 1
4
. Let s, t ∈ [0, 1]. Then the
equation
F (t, Zt)− F (s, Zs) =
∫ t
s
∂F
∂x
(u, Zu) δZu +
∫ t
s
∂F
∂t
(u, Zu) du
+H
∫ t
s
∂2F
∂x2
(u, Zu)u
2H−1 du (7.2)
holds in L2(Ω).
Using (7.2) we see that for every H ∈ (0, 1)
∫ t
0
Zs δZs =
1
2
Z2t −
1
2
t2H
(recall that the corresponding pathwise integral does not exist for H ≤ 1
2
).
The Skorohod integral can be considered as a limit of Riemann–Stieltjes
sums if one replaced the ordinary product by the so-called Wick product.
Definition 7.6. Let ξ be a centred Gaussian random variable. Its Wick
exponential is
e¦ξ := eξ−
1
2
E ξ2 .
A random variable X ¦ Y is the Wick product of X and Y if
E (X ¦ Y )e¦W (φ) = EXe¦W (φ) · EY e¦W (φ)
for all φ ∈ L2([0, 1]).
For the proof of the following we refer to Alo´s et al. [2], Proposition 4.
Proposition 7.7. Let u be a stochastic process that is β -Ho¨lder continuous
in the norm of D1,2 with some β > |H − 1
2
|. Then
∫ 1
0
ut δZt = lim|pi|→0
∑
tk∈pi
utk−1 ¦∆Ztk
where the convergence is in L2(Ω).
Let us consider the connection between the Skorohod and pathwise integral.
We assume that H > 1
2
. Let |H | ⊂H , |H |⊗2 ⊂H ⊗2 consist of functions
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satisfying
‖f‖2|H | := H(2H−1)
∫ 1
0
∫ 1
0
|f(t)f(s)||t− s|2H−2 ds dt
< ∞,
‖f‖2|H |⊗2 := H2(2H−1)2 ×∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
|f(r, s)f(t, u)| (|r − t||s− u|)2H−2 dr ds dt du
< ∞,
respectively. Let D1,2(|H |) be the space of processes u satisfying
E
(
‖u‖2|H | + ‖DZu‖2|H |⊗2
)
< ∞.
Proposition 7.8. Let u be a stochastic process in D1,2(|H |) satisfying∫ 1
0
∫ 1
0
∣∣DZs ut∣∣ |t− s|2H−2 ds dt < ∞.
Then the pathwise Riemann–Stieltjes integral exists and∫ 1
0
ut dZt =
∫ 1
0
u1 δZt +H(2H−1)
∫ 1
0
∫ 1
0
DZs ut |t− s|2H−2 ds dt.
For the proof of Proposition 7.8 we refer to Alo´s et al. [3], Proposition 3
and Remark 1.
8. Summaries of included articles
[a] Fractional Brownian motion, random walks and binary market
models. In the classical Black–Scholes pricing model two assets are traded
continuously over the time interval [0, T ]. Denote by B the riskless asset, or
bond, and by S the risky asset, or stock. The dynamics of the assets are given
by
dBt = Btr(t) dt, (8.1)
dSt = Sta(t) dt+ Stσ dWt. (8.2)
Here r is a deterministic interest rate, σ > 0 is a constant and W is a
Brownian motion. The function a is the deterministic drift of the stock.
In some empirical studies on financial time series it has been demonstrated
that the log-returns have a long-range dependence property (cf. Mandelbrot
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[33] or Shiryaev [52]). The easiest way to implement this dependence to the
Black–Scholes model is to replace the Brownian motion in (8.2) by a fractional
one with Hurst index H > 1
2
:
dSt = Sta(t) dt+ Stσ dZt. (8.3)
The stochastic differential equation (8.3) is understood in the pathwise sense
(which is possible if H > 1
2
). The pricing model with dynamics (8.1) and
(8.3) is called the fractional Black–Scholes model.
Since the fractional Brownian motion is not a semimartingale one would
expect that the fractional Black–Scholes model admits arbitrage opportuni-
ties. Indeed, such opportunities have been constructed e.g. by Cheridito [9],
Dasgupta and Kallianpur [14], Rogers [46], Salopek [47] and Shiryaev [50]. To
better understand what gives rise to the arbitrage we consider a discrete time
(and whence a semimartingale) approximation of the fractional Black–Scholes
model a` la Cox–Ross-Rubinstein.
In the classical Cox–Ross–Rubinstein pricing model the assets are traded
on time points 0 = t
(n)
0 < t
(n)
1 < · · · < t(n)n = T. The dynamics are
B
(n)
k =
(
1 + r
(n)
k
)
B
(n)
k−1, (8.4)
S
(n)
k =
(
a
(n)
k +
(
1 + σξ
(n)
k
))
S
(n)
k−1. (8.5)
Here B
(n)
k and S
(n)
k are the values of the bond and stock, respectively, on
[t
(n)
k , t
(n)
k+1). Similarly r
(n)
k and a
(n)
k are the interest rate and the drift of the
stock, respectively, in the corresponding interval. The process ξ(n) = (ξ
(n)
k )k∈N
is a sequence of i.i.d. random variables with
P(ξ
(n)
k = −1) =
1
2
= P(ξ
(n)
k = 1).
By Donsker’s theorem the random walk
W
(n)
t :=
1√
n
bntc∑
i=1
ξ
(n)
i .
converges weakly to W (see e.g. [8]). So setting
r
(n)
k :=
1
n
r(Tk/n),
a
(n)
k :=
1
n
a(Tk/n),
it follows that (B(n), S(n)) converges weakly to (B, S) as n increases.
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To construct a fractional analogue of the Cox–Ross–Rubinstein model we
need a fractional Donsker theorem. Set
Z
(n)
t :=
∫ t
0
z(n)(t, s) dW (n)s (8.6)
where the function z(n)(t, ·) is an approximation to z(t, ·), viz.
z(n)(t, s) := n
∫ s
s− 1
n
z( bntc
n
, u) du.
The reason why we use the approximation z(n) instead of z in (8.6) is that
we want Z(n) to be a piecewise constant process, or a “disturbed” random
walk.
Theorem 1 of [a] states that for H > 1
2
the “disturbed” random walk
Z(n) converges weakly to the fractional Brownian motion. Let us also note
that, in different forms, the weak convergence to fractional Brownian motion
have been studied before by e.g. Beran [7], Cutland et al. [11], Dasgupta [13]
and Taqqu [54]. Our approximation scheme was motivated by the financial
applications.
In the fractional Cox–Ross–Rubinstein model, or fractional binary model,
the bond B(n) is given by (8.4). The stock price S(n) is given by (8.5) where
ξ
(n)
k := σ∆Z
(n)
Tk/n.
By Theorem 4 of [a] the price processes B(n) and S(n) converge weakly to
the corresponding price processes B and S of the fractional Black–Scholes
model.
By Theorem 5 of [a] the model (B(n), S(n)) admits arbitrage opportunities
if n ≥ nH . The arbitrage is due to the fact that if the stock price has had
an upward (resp. downward) run long enough it will keep on going up (resp.
down) for some time.
[b] Path space large deviations of a large buffer with Gaussian
input traffic. A teletraffic model based on fractional Brownian motion and
the corresponding storage system as introduced by Norros [38]. In this model
the storage is fed by the fractional Brownian motion Z and the output rate
is taken to be the unit. So, the normalised fractional Brownian storage V is
given by the Reich formula
Vt = sup
s≤t
(Zt − Zs − (t− s)) .
The storage process V is non-negative and stationary.
Norros [39] studied the asymptotics of the busy periods of V. In [b] we
generalise the results of [39] to a setting where the input rate is not quite the
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fractional Brownian motion, but behaves as one in the large time scales. More
specifically, the input rate Z is a centred Gaussian process with stationary
increments and variance
VarZt = L(t)|t|2H .
Here H ∈ (0, 1) and L is an even function satisfying
lim
α→±∞
L(αt)
L(α)
= 1
for all positive t, i.e. L is slowly varying at infinity. Note that if L ≡ 1 then
the process Z is the fractional Brownian motion. If
L(t) =
n∑
k=1
a2k|t|2(Hk−H1)
where 1 > H1 > · · · > Hn > 0 then Z may be considered to be a superposi-
tion of n independent input streams with different Hurst indices, i.e.
Z =
n∑
k=1
akZ
Hk
where ZHk is a fractional Brownian motion with Hurst index Hk.
We are interested in the busy periods of V, i.e. its positive excursions
around 0 (the present time) and in V0, i.e. the queue length. We study them
in the so-called large deviations framework. So we recall some preliminaries
of this machinery, for details we refer to Dembo and Zeitouni [16].
Let Ω be a separable and complete metric space. A scaled family(
v(α), X(α)
)
α>0
of Ω -valued random variables X(α), α > 0, satisfies the large deviations
principle with rate function I if for all closed F ⊂ Ω and open G ⊂ Ω we
have
lim sup
α→∞
1
v(α)
lnP
(
X(α) ∈ F) ≤ − inf
ω∈F
I(ω) and
lim inf
α→∞
1
v(α)
lnP
(
X(α) ∈ G) ≥ − inf
ω∈G
I(ω).
In our case it is natural to take Ω to be the canonical space of paths
ω : R→ R satisfying
ω(0) = 0 and lim
t→±∞
|ω(t)|
1 + |t| = 0
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equipped with the norm
‖ω‖Ω := sup
t∈R
ω(t)
1 + |t| .
Let Z be the coordinate process, i.e. Zt(ω) := ω(t). Then the generalised
Schilder theorem (cf. Deuschel and Stroock [17], Theorem 3.4.12) states that
the scaled fractional Brownian motion Z(α) := α−1/2Z satisfies the large
deviations principle in Ω with scale v(α) = α and rate function
I(ω) =
{
1
2
‖ω‖2R if ω ∈ R,
∞ otherwise.
Here R is the reproducing kernel Hilbert space of the fractional Brownian
motion.
Let us denote
Z
(α)
t :=
1
αH
√
L(α)
Zαt
and
v(α) :=
α2−2H
L(α)
.
In article [b] we show that under some “metric entropy” conditions on L the
processes Z(α) converge weakly in Ω to the fractional Brownian motion and
that the scaled family (
1√
v(α)
Z(α), v(α)
)
α>0
satisfies the large deviations principle in Ω with the same rate function as
the fractional Brownian motion. As a consequence we obtain a result similar
to that of Norros [39], viz.
lim
T→∞
L(T )
T 2−2H
lnP(Z ∈ KT ) = − inf
ω∈K1
I(ω).
Here KT is the busy period of V at zero that is strictly longer than T. Also
for the queue length Qx := {V0 > x} we have
lim
x→∞
L(x)
x2−2H
lnP(Z ∈ Qx) = − inf
ω∈Q1
I(ω).
The constants inf{I(ω) : ω ∈ K1} and inf{I(ω) : ω ∈ Q1} are the same as in
the fractional Brownian case, but the scale v depends on L.
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[c] On Gaussian processes equivalent in law to fractional Brownian
motion. The classical Hitsuda representation theorem (cf. Hida and Hitsuda
[23]) states that a Gaussian process W˜ is equivalent in law to a standard
Brownian motion if and only if it can be represented as
W˜t = Wt −
∫ t
0
∫ s
0
k(s, u) dWu ds−
∫ t
0
a(s) ds (8.7)
for some Volterra kernel k ∈ L2([0, 1]2) and some function a ∈ L2([0, 1]).
The Brownian motion W in (8.7) is constructed from W˜ by
Wt = W˜t −
∫ t
0
∫ s
0
r(s, u)(dW˜u − a(u) du) ds−
∫ t
0
a(s) ds. (8.8)
Here r is the resolvent kernel of k.
In [c] we study to which extend representations similar to (8.7) and (8.8)
hold for fractional Brownian motion. In particular, we study processes of the
form
Z˜t = Zt −
∫ t
0
f(t, s) dZs − A(t) (8.9)
where Z is a fractional Brownian motion.
The slightly different form on (8.9) to (8.7) is due to the form on the repro-
ducing kernel Hilbert space of the fractional Brownian motion (cf. Proposition
5.8). The difference is that (in addition to the Wiener integral) in (8.7) there
is an ordinary integral and in (8.9) one has a H + 1
2
-fractional integral.
The space of Wiener integrands with respect to the fractional Brownian
motion with Hurst index H > 1
2
is incomplete. It follows that in this case
there are Gaussian processes that are equivalent in law to the fractional Brow-
nian motion but do not admit a representation (8.9). In the case H ≤ 1
2
all
Gaussian processes equivalent in law to the fractional Brownian motion can
be represented in the form (8.9). In any case, Theorem 1 of [c] gives necessary
and sufficient conditions on the kernel f and the function A in (8.9) under
which the process Z˜ is equivalent in law to the fractional Brownian motion.
The conditions are in terms of the operators K and K∗ (cf. Section 4). We
also show how one constructs the fractional Brownian motion Z in (8.9) from
the process Z˜ by using Wiener integration and resolvent kernels.
We also consider briefly the Radon–Nikodym derivative of Z˜ with respect
to Z.
As an application of the fractional Hitsuda representation (8.9) we consider
a special kind of Gaussian equation
ζt =
∫ t
0
z(t, s)β(s, ζ) ds+ Zt. (8.10)
Here z is the kernel that transforms the standard Brownian motion into a
fractional one, Z is a fractional Brownian motion and β is a non-anticipative
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functional. Theorem 2 of [c] states that under some integrability conditions
of β the equation (8.10) has a Gaussian weak solution if and only if β is of
the form
β(t, ω) =
∫ t
0
k(t, u) dω∗(u).
Here k ∈ L2([0, 1]2) and
ω∗(t) =
∫ t
0
z∗(t, s) dω(s)
where z∗ is the kernel transforming the fractional Brownian motion into a
standard one. If the Hurst index of the fractional Brownian motion in (8.10)
satisfies H ≤ 1
2
then the functional β can be represented as a “Wiener”
integral
β(t, ω) =
∫ t
0
f(t, s) dω(s).
The kernel f is obtained from the kernel k as
f(t, s) = K∗k(t, ·) (s).
In any case, if a Gaussian weak solution exists then so does a strong one and
the latter is unique.
[d] On arbitrage and replication in the fractional Black–Scholes
pricing model. Article [d] continues the theme of fractional Black–Scholes
model and arbitrage studied in [a].
It has been proposed that the arbitrage in the fractional Black–Scholes
model is due to the use of Riemann–Stieltjes integrals and would vanish if
one uses Skorohod integrals and Wick products instead (cf. Hu and Øksendal
[24]). Unfortunately, Skorohod integrals do not allow economical interpre-
tation. In [d] we study the connection between the Skorohod self-financing
and Riemann–Stieltjes self-financing conditions. In particular, we give an
economical interpretation of the proposed arbitrage-free model in terms of
Riemann–Stieltjes integrals.
Let the (discounted) stock price be given either by the Riemann–Stieltjes
equation
dSt = Sta
RS(t) dt+ Stσ dZ˜t (8.11)
or by the (Wick–Ito–)Skorohod equation
δSt = Sta
WIS(t) dt+ Stσ δZ˜t. (8.12)
Here Z˜ is a fractional Brownian motion under the real world probability
measure P. Using the Riemann–Stieltjes Ito formula (6.2) and the Skorohod
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Ito formula (7.2) to (8.11) and (8.12), respectively, we obtain the solutions
St = S0 exp
(∫ t
0
aRS(s) ds+ σZ˜t
)
,
St = S0 exp
(∫ t
0
(
aWIS(s)− σ2Hs2H−1) ds+ σZ˜t) .
Consequently, equations (8.11) and (8.12) define the same model if (and only
if)
aRS(t) = aWIS(t)− σ2Ht2H−1.
In the fractional Black–Scholes model there is no equivalent martingale mea-
sure. There is, however, a unique equivalent measure Q such that the solution
to (8.11) or (8.12) is the geometric fractional Brownian motion
St := S0e
Zt− 12 t2H , (8.13)
where Z is a Q -fractional Brownian motion. Here we have taken σ = 1.
For the Girsanov formula and the corresponding change of measure we refer
to Norros et al. [41] in the Riemann–Stieltjes case and to Bender [6] in the
Skorohod case.
Since the questions of arbitrage and replication are invariant under an equiv-
alent change of measure we shall assume the model (8.13), i.e.
dSt = St dZ˜t − StHt2H−1 dt,
δSt = St δZ˜t.
Let u be a trading strategy, i.e. ut indicates the number of the shares of
the stock owned by an investor at time t. Let vt denote the bank account.
The value Vt(u) of the strategy at time t is of course
Vt(u) = utSt + vt
(it would be silly to use Wick products here). In the classical sense the strategy
u is self-financing if the pathwise equation
dVt(u) = ut dSt (8.14)
holds. Using the Skorohod integral one can introduce a different self-financing
condition, viz.
δVt(u) = ut δSt. (8.15)
When u satisfies (8.15) we call it pseudo self-financing and denote the cor-
responding wealth process by V WIS(u). If u satisfies the classical condition
(8.14) we denote the corresponding wealth by V RS(u).
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Using Proposition 7.8 we obtain Theorem 1 of [d] connecting the two self-
financing conditions, viz.
V RST (u)− V WIST (u) = H(2H−1)
∫ T
0
St
∫ T
0
DZs ut |t− s|2H−2 ds dt.
For Markovian strategies ut = γ(t, St) Corollary 1 of [d] states that
V RST (γ)− V WIST (γ) = H
∫ t
0
∂γ
∂x
(t, St)S
2
t t
2H−1 dt. (8.16)
With the pseudo self-financing condition one uses Skorohod integrals and
can thus imitate the classical Ito calculus. In particular, with this way of cal-
culating the fractional Black–Scholes model is free of arbitrage. This freedom
of arbitrage follows basically from the fact that the Skorohod integrals are
centred. As for replication consider a Markovian claim fT = fT (ST ). Now
V WIST (
∂γ
∂x
) = γ(T, ST )−
∫ T
0
(
∂γ
∂t
(t, St) +HS
2
t t
2H−1∂
2γ
∂x2
(t, St)
)
dt.
So if γ satisfies the fractional Black–Scholes differential equation
∂γ
∂t
(t, x) = −Hx2t2H−1∂
2γ
∂x2
(t, x)
with the boundary condition γ(T, x) = fT (x) then
∂γ
∂x
replicates the claim
fT . Moreover, γ(0, S0) is the corresponding fair price. Note however that by
(8.16) this Skorohod replication is actually a super replication in the Riemann–
Stieltjes sense if the claim fT is convex.
9. Errata
Most (hopefully) of the typos and more serious mistakes of the included
articles are collected here. In articles [c] and [d] the page numbers refer to the
original preprints.
[a] Fractional Brownian motion, random walks and binary market
models.
1. Page 346: The Riemann-sum argument to (4) in the proof of Theorem 1
of [a] is inaccurate since the kernel z is singular. For the accurate proof we
refer to Nieminen [37].
2. Page 349: The last equation in the last equation array should be
= P(sup
t≤T
|∆Zt| ≥ 1
2
).
3. Page 350: The line ending “...Since ∆Z
(1,n)
t <
1
2
the” should be “...Since
|∆Z(1,n)t | < 12 the”
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[b] Path Space Large Deviations of a Large Buffer with Gaussian
Input Traffic.
1. Page 121: In Remark 2.11 we assume that all the constant ak of Example
2.10 are non-zero.
2. Page 127: The last two lines of the first equation array should be
= P
(
sup
t≤0
(√
L(x)
x1−H
Z
(x)
t − t
)
≥ 1
)
= P
(√
L(x)
x1−H
Z(x) ∈ Q1
)
.
[c] On Gaussian prcoesses equivalent in law to fractional Brownian
motion.
1. Page 1: Line ending “...Any Gaussian process Z˜ = (Z˜t)t∈[0,1] ” should be
“...Any centred Gaussian process Z˜ = (Z˜t)t∈[0,1] ”
2. Page 2: The Brownian motion W in the first line is not the same as in
Equation (1.1). The Brownian motion W in Equation (1.1) is constructed
from W˜ by Equation (1.2). Similar confusion may be seen throughout the
paper, i.e. the process Z is not given: Z˜ is given and a fractional Brownian
motion Z is constructed from it.
3. Page 6: The definition of K∗ should be
K∗f (t) :=
1
c3
(
I−α− s
αf(s)
)
(t)
[d] On arbitrage and replication in the fractional Black–Scholes
pricing model.
1. Page 2: In the p -variation integral it is also assumed that f and g have
no common discontinuities.
2. Page 2: In last line “ p < 1/H ” should be “ p > 1/H ”.
3. Page 4: Line ending “...Here c is a constant depending on F. ” should be
“...Here c is a constant depending on u. ”
4. Page 5: Growth condition in Proposition 2 should be
max
(∣∣∣F (t, x)∣∣∣, ∣∣∣∂F
∂t
(t, x)
∣∣∣, ∣∣∣∂F
∂x
(t, x)
∣∣∣, ∣∣∣∂2F
∂x2
(t, x)
∣∣∣) ≤ Ceλx2
5. Page 5: Before equation line
dSt = St dWt
there should be “taking σ = 1”.
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6. Page 6: Before equation line
St := S0e
Zt− 12 t2H
there should be “taking σ = 1”.
7. Page 7: The lines starting “for he wealth...” should be “for the wealth
Vt(u) = utSt + vt
of a trading portfotio u. Here v is the (discounted) bank account.”
8. Page 7: The fifth equation should be
EQV
WIS
T (u) = V
WIS
0 (u) = u0S0 + v0
9. Page 7: In equation after the equation (5.2) the variable of integration
should be s ( t is the upper limit).
10. Page 8: In Theorem 1 the formula should be
V RST (u)− V WIST (u) = H(2H−1)
∫ T
0
St
∫ T
0
Dsut |t− s|2H−2 ds dt.
11. Page 8: The initial value V0(u) = u0S0+ v0 should be added to the right
hand side of formulas (5.5) and (5.6).
12. Page 9: In Corollary 1 the formula should be
V RST (γ)− V WIST (γ) = H
∫ T
0
∂γ
∂x
(t, St)S
2
t t
2H−1 dt.
13. Page 10: The fourth line in the first equation array should be
= F (T, ZT )−
∫ T
0
(
∂F
∂t
(t, Zt) +Ht
2H−1∂
2F
∂x2
(t, Zt)
)
dt
14. Page 11: Line starting “Let us consider Delta -hedging...” should be
“Let us consider ∆ -hedging...”
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