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COHOMOLOGICAL OPERATORS ON QUOTIENTS BY EXACT
ZERO DIVISORS
ANDREW WINDLE
Abstract. Let S be a commutative ring, x, y ∈ S a pair of exact zero divi-
sors, and R = S/(x). Let F be a complex of free R-modules. In this paper
we explicitly compute cohomological operators of R over S by constructing
endomorphisms of F . We consider some properties of these cohomological op-
erators, as well as provide an example in which these cohomological operators
act non-trivially.
1. Introduction
Let R be a commutative ring, and M , N a pair of R-modules. Whenever R is
realized as the quotient S/I ∼= R of another commutative ring S, the graded R-
module ExtR(M,N) acquires the extra structure of a graded module overHH(R/S),
the derived Hochschild cohomology ring of R over S. In particular, each element
of HH(R/S) induces what we call a cohomological operator on R-modules; that is,
it induces a family of elements gM ∈ Ext
d
R(M,M), where d is the degree of the
element, for each R-module M . These elements are compatible in the following
sense: if we consider the action of gM and gN on h ∈ ExtR(M,N), we have that
gN · h = (−1)
|h|dh · gM .
The only case where cohomology operators are well understood is in the case when
I is a complete intersection ideal.
The first attempt to study R-modules through cohomological operators was done
by Gulliksen [Gul74]. When I is generated by a regular sequence, he showed that if
ExtS(M,N) is finitely generated in each cohomological degree (for instance, when
M and N are finitely generated S-modules) and ExtnS(M,N) = 0 for n ≫ 0,
then ExtR(M,N) is a finitely generated module over the ring R[χ1, · · ·χc] where
each χj is of cohomological degree 2. The ring R[χ1, · · · , χc] is sometimes re-
ferred to as the ring of cohomological operators of R over S, since in this case
HH(R/S) ∼= R[χ1, · · · , χc]. This case of cohomological operators has been studied
from a variety of perspectives, including [Meh76], [Eis80], [Avr89]. The work of
Avramov and Sun [AS98] shows that these various constructions of cohomological
operators have similar actions on ExtR(M,N) and Tor
R(M,N), differing by at most
a sign. Using these various developments of cohomological operators, results such
as the development of complete intersection dimension [AGP97], support varieties
for complete intersection rings [AB00], and a structure theory for free resolutions
over complete intersections [EP16] were generated.
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In this paper, we consider the next simplest case for cohomological operators:
when R is a quotient of S by a member of an exact pair of zero divisors. We
construct explict cohomology operators of degree 2 and 3 and establish some of
their properties. In a future paper, we will show these operators really do arise
from the action of HH(R/S).
Definition 1.1. Let S be a commutative ring. We say that two elements (x, y) ∈ S
form an exact pair of zero divisors if annS(x) = (y) and annS(y) = (x). Equiv-
alently, two elements (x, y) form an exact pair of zero divisors if the unbounded
complex
· · ·
x
→ S
y
→ S
x
→ S
y
→ S
x
→ · · ·
is an exact sequence. When referring to a single element from the pair, we call that
element an exact zero divisor.
Our goal is to consider the following construction, which we outline here and
provide below:
Construction Outline. Let S be a commutative ring, (x, y) a pair of exact zero
divisors in S, and define R := S/(x). Let (F, dF ) be a complex of free R-modules.
(1) Choose an arbitrary lifting of the complex F to a sequence of maps of free
S-modules, denoted (F˜ , d˜). The maps d˜2 need not be zero (see definition
2.1 below).
(2) For a choice of (F˜ , d˜) there exists a degree −2 S-linear mapping ψ˜ : F˜ → F˜
such that xψ˜ = d˜2.
(3) For a choice of ψ˜, there exists a degree −3 S-linear mapping ϕ˜ : F˜ → F˜
such that d˜ ◦ ψ˜ − ψ˜ ◦ d˜ = yϕ˜.
Define ϕ := ϕ˜⊗S R and ψz := z(ψ˜ ⊗S R) for all z ∈ annR(y).
We prove the following theorem over the course of the next two sections.
Theorem 1.2. Let S be a commutative ring, (x, y) a pair of exact zero divisors in
S, and define R := S/(x). Let (F, dF ) be a complex of free R-modules. Using the
notation above, ϕ and ψz are degree −3 and −2 chain maps such that:
(1) The chain maps are independent of all choices made, up to homotopy.
(2) The construction is natural, up to homotopy, for maps of chain complexes.
(3) The maps ϕ, ψz commute, up to homotopy, for all z ∈ annR(y).
(4) The maps ψz, ψz′ commute exactly for all z, z
′ ∈ annR(y).
(5) 2ϕ2 is homotopic to the zero map.
Remark 1.3. In Proposition 4.1, we provide an example in which the chain maps
of the theorem above are not homotopic to the zero map.
We call the collection of chain maps above cohomological operators of R over S.
The following corollary follows immediately from the theorem:
Corollary 1.4. Let M be an R module with free resolution FM . There exist degree
3 and 2 elements of ExtR(M,M) arising from the theorem applied to FM that are
independent of all choices made and commute exactly. If
1
2
∈ S, these elements
generate a graded commutative subring of ExtR(M,M).
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Remark 1.5. We suspect that the actions of ExtR(M,M) and ExtR(N,N) on
ExtR(M,N) and Tor
R(M,N) are compatible up to the appropriate sign, but do
not prove that in this paper.
Remark 1.6. In the case that x = y, we recover a special case of Eisenbud’s con-
struction in [Eis80, §1], since in this setting I/I2 is free as an R-module.
In section 2, we provide the details of the construction outlined before the the-
orem and show that ϕ and ψz are chain maps. We provide additional properties
of the cohomological operators in the case that S is a graded ring and x, y are
homogeneous elements of S. Section 3 contains the proof of Theorem 1.2. Finally,
in section 4 we provide an example where ϕ and ψz are not homotopic to the zero
map.
2. Construction of Cohomology Operators
Definition 2.1. A lifting of a complex (F, dF ) of free R-modules is any choice of
free S-modules and maps (F˜ , d˜) such that F˜j ⊗S R = Fj and d˜j ⊗S R = dj for all
j. The definition does not assume that d˜2 = 0.
Construction. Let (F, dF ) be a homologically indexed complex of free R-modules.
Choose an arbitrary lifting (F˜ , d˜) of the complex (F, dF ). We can concretely de-
scribe the lifting process in the following way for complexes of finitely generated
free modules: for each free R-module, replace that module with a free S-module
of the same rank. By choosing bases, represent each map dFi with a matrix having
entries in R. For each of those entries, choose a lifting of them to the ring S. The
maps d˜i are represented by the matrices with the lifted entries to S.
Since F is a complex, dFi−1 ◦ d
F
i = 0 for all i, but the same cannot be said for d˜.
Instead, since F˜⊗SR = F , the compositions d˜i−1◦ d˜i are congruent to 0 modulo x.
Using that each of the F˜i is a free S-module, and that the multiplication by x
mapping F˜i−2
·x
→ xF˜i−2 is surjective, there exists a (non-unique) map of homological
degree−2 which we denote by ψ˜i : F˜i → F˜i−2 such that xψ˜i = d˜i−1◦d˜i. As before, in
the case that each Fi is a finitely generated free module, we can even more explicitly
describe the situation: the entries of the matrices representing d˜i−1 ◦ d˜i must all be
divisible by the element x ∈ S, since tensoring with R these compositions become
zero. Therefore, the entries of ψ˜i can be chosen to be elements of S which when
multiplied by x give the appropriate entries of d˜i−1 ◦ d˜i. We denote the collection of
chosen maps by ψ˜ := {ψ˜i}i∈Z. To simplify notation, as is done with the differentials
of a complex, we sometimes use ψ˜ to represent a single map in the collection by
suppressing subscripts. We will use the collection ψ˜ to find a family of degree 2
cohomological operators.
Suppressing all sub and superscripts, we have that
x(d˜ψ˜ − ψ˜d˜) = d˜(xψ˜)− (xψ˜)d˜ = d˜3 − d˜3 = 0.
Therefore, we see that the element x annihilates the map d˜ψ˜ − ψ˜d˜. Using that
annS(x) = (y), that each of the F˜i is a free S-module, and that F˜i−3
·y
→ yF˜i−3 is a
surjection, there exists a (non-unique) homological degree −3 map ϕ˜i : F˜i → F˜i−3
such that d˜ψ˜ − ψ˜d˜ = yϕ˜ for all appropriate choices of indices. Again, we can
describe the possible choices for the matrix representations of ϕ˜ in the case that F
is a complex of finitely generated free modules: the entries of ϕ˜ are any element of
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S which when multiplied by y gives the appropriate entry of d˜ψ˜ − ψ˜d˜. We denote
the collection of chosen maps by ϕ˜ := {ϕ˜i}i∈Z and simplify notation by suppressing
subscripts where helpful. We will use ϕ˜ to find a degree 3 cohomological operator.
Let z ∈ annR(y). Define ψz := z · (ψ˜ ⊗S R) := {z · (ψ˜i ⊗S R)}i∈Z and ϕ :=
ϕ˜⊗S R := {ϕ˜i ⊗S R}i∈Z.
Proposition 2.2. In the outlined construction above, for any complex of free R-
modules F , the maps ϕ and ψz are chain maps for all z ∈ annR(y).
Proof. Let z ∈ annR(y) ⊂ R. Using that d˜ψ˜−ψ˜d˜ = yϕ˜ and that multiplication by z
commutes with all maps, by tensoring with R we have that d(ψz)−(ψz)d = zyϕ = 0,
making ψz a degree −2 chain map on F .
For the following we use the notation [f, g] := f ◦ g − (−1)|f ||g|g ◦ f to simplify
computations.
To see that ϕ is a chain map of degree −3, since ψ˜ has even degree, we have:
[d˜, [d˜, ψ˜]] = [d˜, yϕ˜] = y[d˜, ϕ˜].
On the other hand, we also have
[d˜, [d˜, ψ˜]] = [d˜, d˜ψ˜−ψ˜d˜] = d˜(d˜ψ˜−ψ˜d˜)+(d˜ψ˜−ψ˜d˜)d˜ = d˜2ψ˜−d˜ψ˜d˜+d˜ψ˜d˜−ψ˜d˜2 = xψ˜2−xψ˜2 = 0.
Putting these together, we have that 0 = y[d˜, ϕ˜], and so this commutator is an-
nihilated by the element y. Therefore, by the same arguments as before, since
annS(y) = (x), all of the S-modules F˜i are free, and the mapping F˜i−4
·x
→ xF˜i−4 is
surjective for all i, there is a (non-unique) homological degree −4 map ρ˜ such that
[d˜, ϕ˜] = xρ˜, or d˜ϕ˜+ ϕ˜d˜ = xρ˜. Tensoring with R, we have that dϕ+ϕd = 0, making
ϕ a degree −3 chain map on F .

2.1. Graded Construction of Cohomology Operators. In this subsection, let
S be a Z-graded ring. We restrict our study of exact zero divisors to homogeneous
elements x, y and complexes of graded free modules (F, dF ) over the graded ring
R = S/(x). In this setting, we obtain further information about the cohomological
operators from the main section.
Definition 2.3. A homogeneous lifting of the complex (F, dF ) is any choice of
graded free S-modules and internal degree zero maps (F˜ , d˜) such that F˜j⊗SR = Fj
and d˜j ⊗S R = dj for all j.
First, we adjust the construction from the main section to fit within the graded
setting:
Construction Outline. Let S be a Z-graded ring, (x, y) a pair of homogeneous
exact zero divisors in S, and define R := S/(x). Let (F, dF ) be a complex of graded
free R-modules.
(1) Choose an arbitrary homogeneous lifting of the complex F to S, denoted
(F˜ , d˜).
(2) For a choice of (F˜ , d˜) there exists a S-linear mapping ψ˜ : F˜ → F˜ of internal
degree −deg(x) and homological degree −2 such that xψ˜ = d˜2.
(3) For any given choice of ψ˜, there exists a S-linear mapping ϕ˜ : F˜ → F˜ of
internal degree −(deg(x) + deg(y)) and homological degree −3 such that
d˜ ◦ ψ˜ − ψ˜ ◦ d˜ = yϕ˜.
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Define ϕ := ϕ˜⊗R and ψz := z(ψ˜ ⊗R) for all homogeneous z ∈ annR(y).
Proposition 2.4. Let S, R, and F be as defined as above. Let z ∈ annR(y)
be homogeneous. Then ψz is a chain map of internal degree deg(z) + deg(ψ) =
deg(z)− deg(x) and ϕ is a chain map of internal degree −(deg(y) + deg(x)).
Construction/Proof of Proposition. Consider a complex of graded free R-
modules
F : · · · → Fi+1
di+1
→ Fi
di→ Fi−1 → · · ·
where each di is an internal degree zero module homomorphism: that is, deg(t) =
deg(di(t)) for all homogeneous t ∈ Fi, for all i ≥ 0.
As in the previous section, we can choose a homogeneous lifting to a sequence
of S-modules which we denote by F˜ with mappings d˜. Since d˜2 ≡ 0 mod x, there
is a homogeneous homological degree −2 map ψ˜ satisfying the equation xψ˜ = d˜2.
Since we have chosen d˜ to be an internal degree zero map, we must have that the
internal degree of the mapping ψ˜ is −deg(x). It follows that we also have that
deg(ψ) = −deg(x).
Following the same procedure as in the main section, we can also define a ho-
mogeneous map ϕ˜ satisfying the equation yϕ˜ = d˜ψ˜ − ψ˜d˜. This mapping is of
homological degree −3. Since the internal degree of d˜ is zero and the internal de-
gree of ψ˜ is −deg(x), we have that deg(yϕ˜) = deg(y) + deg(ϕ˜) = −deg(x), and so
as a consequence, deg(ϕ) = −(deg(x) + deg(y)).
In the graded examples that we consider in section 5, we will use the internal
degrees of these maps to make computations easier.
3. Properties of Cohomology Operators
The cohomological operators we built in the previous section depended upon
several choices: we chose a lifting of the complex F , and made choices for both ψ˜ and
ϕ˜. We now show that the cohomological operators ϕ and ψz are well-defined up to
homotopy for all z ∈ annR(y). When considering the actions of the classes of these
operators in homology, this makes the action completely well-defined regardless of
any choices made. We additionally will show that any two cohomological operators
commute up to homotopy, and that the map 2ϕ2 is homotopic to zero.
The following proposition is similar to [Eis80, 1.3] for cohomological operators
in the case that I is generated by a regular sequence:
Proposition 3.1. Let (F, d) and (G, d′) be two complexes of finitely generated free
R-modules, f : F → G a homological degree k morphism of complexes. Let F˜ , ψ˜, ϕ˜
be chosen as in section 3 from the complex F . Let G˜, ψ˜′, ϕ˜′ be chosen as in section
3 from the complex G. Then ψ′z ◦f is homotopic to f ◦ψz and ϕ
′ ◦f is homotopic to
(−1)kf ◦ϕ. Moreover, in the graded case, if f is a homogeneous map of complexes,
then up to homogeneous homotopy the cohomological operators commute with f .
Proof. Since f : F → G is a homomorphism of complexes of homological degree k,
we have that d′f − (−1)kfd = 0. Choose a sequence of maps θ˜j : F˜j → G˜j+k−1
so that d˜′f˜ − (−1)kf˜ d˜ = xθ˜ for all appropriately chosen indices. Rearranging, we
have that d˜′f˜ = (−1)kf˜ d˜+ xθ˜, and f˜ d˜ = (−1)kd˜′f˜ − (−1)kxθ˜, which we will use in
future computations. We start by showing that ψ′z ◦ f is homotopic to f ◦ ψz. We
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have that
xf˜ ψ˜ = f˜(xψ˜)
= f˜ d˜2 = [(−1)kd˜′f˜ − (−1)kxθ˜]d˜
= (−1)kd˜′f˜ d˜− (−1)kxθ˜d˜
= (−1)kd˜′[(−1)kd˜′f˜ − (−1)kxθ˜]− (−1)kxθ˜d˜
= d˜′
2
f˜ − xd˜′θ˜ − (−1)kxθ˜d˜
= xψ˜′f˜ − xd˜′θ˜ − (−1)kxθ˜d˜.
Rearranging the equality, we have that
x(f˜ ψ˜ − ψ˜′f˜ + d˜′θ˜ + (−1)kθ˜d˜) = 0,
so following the same procedure as in the proof of Proposition 2.2, there is a degree
k − 2 map ϑ such that
f˜ ψ˜ − ψ˜′f˜ + d˜′θ˜ + (−1)kθ˜d˜ = yϑ˜.
Therefore, we have that
f˜ ψ˜ = ψ˜′f˜ + d˜′(−θ˜)− (−1)k−1(−θ˜)d˜+ yϑ˜.
Alternatively, we can write
ψ˜′f˜ = f˜ ψ˜ + d˜′θ˜ + (−1)kθ˜d˜− yϑ˜.
We will need both forms of this equation for future computations as well. Tensoring
this equality with R, we have that
fψ − ψ′f = d′(−θ)− (−1)k−1(−θ)d+ yϑ.
Let z ∈ annR(y). Multiplying by z, we get that
f(ψz)− (ψ
′
z)f = d
′(−zθ)− (−1)k−1(−zθ)d,
and thus f ◦ (ψz) is homotopic to (ψ
′
z) ◦ f .
To show that ϕ′ ◦ f is homotopic to (−1)kf ◦ ϕ, consider the following:
yϕ˜′f˜ = [d˜′ψ˜′ − ψ˜′d˜′]f˜
= d˜′ψ˜′f˜ − ψ˜′[xθ˜ + (−1)kf˜ d˜]
= d˜′[f˜ ψ˜ + d˜′θ˜ + (−1)kθ˜d˜− yϑ˜]− xψ˜′θ˜ − (−1)k[f˜ ψ˜ + d˜′θ˜ + (−1)kθ˜d˜− yϑ˜]d˜
= [xθ˜ + (−1)kf˜ d˜]ψ˜ + xψ˜′θ˜ − yd˜′ϑ˜− xψ˜′θ˜ − (−1)kf˜ ψ˜d˜− xθ˜ψ˜ + (−1)kyϑ˜d˜
= (−1)k[f˜(d˜ψ˜ − ψ˜d˜)]− yd˜′ϑ˜+ (−1)kyϑ˜d˜
= (−1)kf˜(yϕ˜)− yd˜′ϑ˜+ (−1)kyϑ˜d˜
By rearranging, we have that
y[ϕ˜′f˜ − (−1)kf˜ ϕ˜+ d˜′ϑ˜− (−1)kϑ˜d˜] = 0,
and so by the same technique as in the proof of Proposition 2.2
ϕ˜′f˜ − (−1)kf˜ ϕ˜+ d˜′ϑ˜− (−1)kϑ˜d˜ = xΥ˜
for some degree k − 3 mapping Υ˜. Tensoring with R, we obtain the equation
ϕ′f − (−1)kfϕ = d′(−ϑ)− (−1)k−2(−ϑ)d.
This shows that ϕ′ ◦ f is homotopic to (−1)kf ◦ ϕ, as wanted.
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By assuming that f is a homogeneous map, following the same arguments pro-
vided above one can see that the homotopies θ and ϑ are also homogeneous.

Corollary 3.2. Let z ∈ annR(y). The cohomological operators ψz and ϕ are inde-
pendent of all choices made, up to homotopy. In the graded case, for homogeneous
z ∈ annR(y), the cohomological operators are independent of all choices made up
to homogeneous homotopy.
Proof. In Proposition 3.1, take G = F and let f = idF . This shows that for any
two choices of liftings F˜ , F˜ ′ and choices of maps ψ˜, ψ˜′, ϕ˜, and ϕ˜′, the map ψz is
homotopic to ψ′z and ϕ is homotopic to ϕ
′. The graded case follows immediately
from the graded cases of 3.1 as well. 
Corollary 3.3. The cohomological operators constructed in section three commute
with each other up to homotopy. That is, for any elements z, z′ ∈ annR(y) we have
that ψz ◦ ψz′ = ψz′ ◦ ψz and ψz ◦ ϕ is homotopic to ϕ ◦ ψz. Furthermore, 2ϕ
2 is
homotopic to 0. In the graded case, for z, z′ homogeneous, these operators commute
up to homogeneous homotopy.
Proof. It is clear that any two of the degree 2 cohomological operators commute
directly with one another, since ψz ◦ ψz′ = z · z
′ψ2 = z′ · zψ2 = ψz′ ◦ ψz. For the
remaining two facts we again apply Proposition 3.1. Take G = F and let f = ψz.
Then we have that ψz ◦ ϕ is homotopic to ϕ ◦ ψz . Likewise, if we take G = F and
let f = ϕ, then we have that ϕ ◦ ϕ+ ϕ ◦ ϕ = 2ϕ2 is homotopic to 0. 
Corollary 3.4. Let M be an R-module, and let FM , F
′
M be two free resolutions
of M . Let z ∈ annR(y), cls(ψz) and cls(ϕ) be the classes in homology of the
cohomological operators constructed from FM , and cls(ψ
′
z), cls(ϕ
′) be the classes in
homology of the cohomological operators constructed from F ′M . Then cls(ψz) =
cls(ψ′z) and cls(ϕ) = cls(ϕ
′) in ExtR(M,M).
Proof. Let f : FM → F
′
M be a homotopy equivalence between the two free resolu-
tions of M . Then there exists a second homotopy equivalence g : F ′M → FM such
that f ◦ g is homotopic to the identity on F ′M and g ◦ f is homotopic to the iden-
tity on FM . We can compute ExtR(M,M) through H
•HomR(FM , FM ) or through
H•HomR(F
′
M , F
′
M ). The isomorphism between these sends cls(α) to cls(g◦α◦f) for
all α ∈ HomR(F
′
M , F
′
M ). We know by Proposition 3.1 that ψ
′
z ◦ f is homotopic to
f ◦ψz and ϕ
′◦f is homotopic to f ◦ϕ. By composing with g on the left, in homology,
we have that cls(ψz) is equal to cls(g ◦ ψ
′
z ◦ f) and cls(ϕ) is equal to cls(g ◦ ϕ
′ ◦ f).
Therefore, under the isomorphism of ExtR(M,M), we identify cls(ψz) and cls(ψ
′
z)
and identify cls(ϕ) with cls(ϕ′). 
We end the section by noting that the contents of Theorem 1.2 have now been
proven: Proposition 2.2 shows us that for all z ∈ annR(y), the maps ψz and φ are
chain maps. Part 2 of the theorem is shown in Proposition 3.1. Part 1 is shown in
Corollary 3.2, and parts 3, 4, and 5 are shown in Corollary 3.3.
4. An Example of Non-Vanishing Cohomology Operators
In this section, we use the graded cohomological operators from section 3 to
produce an example where some of the cohomological operators constructed are
not homotopic to zero.
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Proposition 4.1. Let S = Q[x, y, z, w, t]/(x4, y4, w4, z4, x2y2, y2w2, z2w2, xt, zt, wt).
The elements f = x2+y2+z2+w2 and g = x2+y2−z2−w2 form an exact pair of
zero divisors in S. Put R = S/(f). Then t ∈ annR(g), and the operators ϕ and ψt
are not homotopic to the zero map on the minimal R-free resolution of M = R/(y).
In other words, the elements cls(ϕ) and cls(ψt) of ExtR(M,M) are non-zero.
The proof of Proposition 4.1 will make up the remainder of this section.
Using computer algebra software such as Macaulay2, one can verify that annS(f) =
(g) and annS(g) = (f), making the elements an exact pair of zero divisors.
To see that the cohomological operators developed in the previous sections act
non-trivially, we resolve the R-module R/(y). The start of the minimal graded free
resolution of R/(y) is given by:
· · · → R(−4)4 ⊕R(−5)6 ⊕ R(−6)6
d3→ R(−3)⊕R(−4)3
d2→ R(−1)
d1→ R→ 0
where the differentials can be expressed using the following matrices:
d1 = [y], d2 = [yt yw
2 yz2 y3]
d3 =


w z y x 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 t 0 0 y 0 0 w2 z2 0 0 0 0
0 0 0 0 0 t 0 0 y 0 0 0 w2 0 z2 0
0 0 0 0 0 0 t 0 0 y 0 0 0 w2 0 z2


We start by lifting the R- free resolution to a sequence of S-module maps. Since
the operators are independent of the choice of lifting, take d˜1, d˜2, d˜3 to be the same
matrices as d1, d2, d3, with elements regarded as being in S instead of in R.
We have that
d˜1 ◦ d˜2 = [y
2t 0 y2z2 0].
The construction from section 1 of the chapter tells us that the entries of this matrix
should be divisible by the element f = x2+y2+z2+w2, and the other factor forms
one choice of entries for the matrix ψ˜2. Using the relations in the ring S, we see
that
ψ˜2 = [t 0 z
2 − x2 + w2 0]
is one such choice, and that d˜1 ◦ d˜2 = fψ˜2, as wanted.
We also have that
d˜2 ◦ d˜3 = [0 0 y
2t 0 0 0 y3t 0 y2z2 0 0 0 0 0 0 y3z2].
Using the same arguments as for the previously considered composition, we have
ψ˜3 = [0 0 t 0 0 0 yt 0 z
2−x2+w2 0 0 0 0 0 0 y(z2−x2+w2)].
Using the now computed first two non-zero maps in ψ˜, we can compute the first
non-zero map in ϕ˜.
The results from section 3 guarantee that the difference d˜1 ◦ ψ˜3 − ψ˜2 ◦ d˜3 must
be represented by a matrix in which every entry is divisible by the element g =
x2 + y2 − z2 − w2.
First, by direct computation, we have that d˜1 ◦ ψ˜3− ψ˜2 ◦ d˜3 is represented by the
matrix
[0 0 0 0 0 0 y2t 0 0 0 0 0 x2w2 0 z2x2 y2z2].
Using the relations in S, we see that each of these elements is divisible by g and
one choice for the entries of ϕ˜3 is the following matrix:
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[0 0 0 0 0 0 t 0 0 0 0 0 w2 0 y2 + z2 − y2].
By taking the tensor product with R, we obtain maps ψ2, ψ3, ϕ3 which have the
same entries as before, except regarded as elements of R instead of S.
Lemma 4.2. The degree three cohomological operator ϕ is not homotopic to zero
on the resolution of R/(y).
Proof. It is enough to show that ϕ3 is not homotopic to the zero map on the
resolution of R/(y).
By way of contradiction, suppose there is a homotopy θ with maps θ2 : R(−3)⊕
R(−4)3 → R and θ3 : R(−4)
4⊕R(−5)6⊕R(−6)6 → R(−1) such that d1θ3+θ2d3 =
ϕ3. Represent the homotopy maps with matrices:
θ3 = [a1 · · · a16] and θ2 = [b1 b2 b3 b4].
We know that the differentials have internal degree zero, and that the mapping
ϕ has internal degree −4, since deg(f) = 2 = deg(g). Therefore, the maps θ2, θ3
must each have internal degree −4 as well. This gives us a restriction on the
elements ai and bj above: We know that θ2 : R(−3) ⊕ R(−4)
3 → R, and so
we must have that b1 = 0 and that |bj | = 0 for j = 2, 3, 4. Likewise, we have
that θ3 : R(−4)
4 ⊕ R(−5)6 ⊕ R(−6)6 → R(−1). Therefore, we must have that
a1 = a2 = a3 = a4 = 0, |ai| = 0 for 5 ≤ i ≤ 10 and |ai| = 1 for 11 ≤ i ≤ 16.
Equating the entries of the matrices d1θ3 + θ2d3 and ϕ3, we must find solutions
to the system of equations
ya7 + b4t = t
ya13 + b3w
2 = w2
ya15 + b3z
2 = y2 + z2
ya16 + b4z
2 = −y2.
Using the degree considerations above, and the fact that a Q-basis of R1 is given
by the elements {x, y, z, w, t}, we have that a7 = 0 and b4 = 1 by considering the
first equation.
Now consider the last equation. We have that ya16 + z
2 = −y2. By using the
relation x2+y2+z2+w2 = 0 in R, we can replace this equation with ya16 = x
2+w2.
Now, aQ-basis ofR2 is given by the set of monomials {x
2, y2, w2, t2, xy, xz, xw, yz, yw, zw, yt}
We know that a16 is a degree 1 element of R, so we can rewrite this equation as
y(c1x+ c2y+ c3z+ c4w+ c5t) = x
2 +w2 using the basis for R1 found above. Thus,
after rearranging this equation, we have that c1yx + c2y
2 + c3yz + c4yw + c5yt −
x2 − w2 = 0, for which no solution exists.
Therefore, there is no homotopy θ that will make ϕ homotopic to the zero oper-
ator.

We now consider the degree 2 cohomological operators of R over S. Again, using
software such as Macaulay 2, one can compute the annihilator of g in R. We have
that annR(g) = (t, y
2, z2, w2).
Lemma 4.3. The degree 2 cohomological operator ψt is not homotopic to zero on
the free resolution of R/(y).
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Proof. As before, it suffices to show that (ψt)2 is not homotopic to the zero map.
Now, by way of contradiction, suppose that there is a homotopy κ with component
maps κ1, κ2 such that d1κ2 + κ1d2 = (ψt)2.
Represent the maps with matrices κ1 = [k1] and κ2 = [l1 l2 l3 l4]. Since
the internal degrees of the differentials are zero and the internal degree of ψt is
deg(t) + deg(ψ) = 1 + −2 = −1, we must have that the internal degrees of these
maps are also −1. Now, we have that κ1 : R(−1) → R, so |k1| = 0. We also
have that κ2 : R(−3) ⊕ R(−4)
3 → R(−1). So we have that |l1| = 1 and that
|li| = 2 for i = 2, 3, 4. Now, equating the coefficients of the matrices d1κ2 + κ1d2
and (ψt)2, we have that k1yt + yl1 = t
2. Replacing l1 with an arbitrary element
of R1 and rearranging, we have that k1yt+ y(c1x + c2y + c3z + c4w + c5t) − t
2 =
(k1 + c5)yt + c1xy + c2y
2 + c3yz + c4yw − t
2 = 0. Again using the Q-basis of R2
found above, there are no solutions to this equation. Therefore, no such homotopy
exists. 
By combining the previous two lemmas, we have shown that Proposition 4.1
holds.
5. Further Directions
It can be proven that the cohomological operators described in Theorem 2.2
above arise from the canonical action of derived Hochschild cohomology of R over
S in the case that S is a characteristic zero ring. The techniques involved in showing
this include the use of S-linear maps known as acyclic twisting cochains.
Theorem 5.1. If S is a commutative ring of characteristic zero containing a pair of
exact zero divisors (x, y), and R := S/(x), then the derived Hochschild cohomology
of R over S is given by:
HHj(R/S) =


R j = 0
0 j = 1, j < 0
annR(y) · γ
j/2 j even , j ≥ 2
R/(y) · γ(
j−3
2
)η j odd , j ≥ 3
The ring structure, inherited as a quotient of a subring of R[γ, η], is given in the
following way: If z, z′ ∈ annR(y), then (zγ
k)(z′γi) = zz′γi+j. If p ∈ R/(y),
z ∈ annR(y) ⊂ R, then (zγ
k)(pγiη) = zpγi+kη, where zp is the action of z ∈ R on
p ∈ R/(y). For p, q ∈ R/(y), (pγiη)(qγkη) = pqγi+kη2 = 0.
Moreover, ifM,N are R-modules, for zγ ∈ HH2(R/S), the action on ExtR(M,N)
coincides with the action by ψz as in Theorem 1.2. Furthermore, the action of
η ∈ HH3(R/S) coincides with the action by ϕ.
For details, see [Win17].
There are still a great deal of questions that would be interesting to answer
about the cohomological operators above. For instance, under what conditions
(on the ring, module, exact zero divisor) do the cohomological operators vanish?
Are there classes of rings (or modules) under which the operators are always non-
vanishing? In particular, if S is a complete intersection ring, then R is also a
complete intersection [And85]. As such, both S and R, when thought of as quotients
of some regular ring Q, have cohomological operators over Q. Do the cohomological
operators of R over S provide any new cohomological information?
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Finally, in [AS98], the many different ways of computing cohomological operators
on quotients by a regular sequence are compared and shown to provide the same
action up to sign. It would be of interest to determine if these cohomological
operators can similarly be constructed in alternative ways, and if so, if their actions
agree up to sign, as in the regular sequence case.
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