Abstract-This paper describes speech signal modeling techniques which are suited to high performance and robust isolated word recognition. In this study, a speech recognition system is presented, specifically an isolated spoken Malay word recognizer which uses spontaneous and formally speeches collected from Parliament of Malaysia. Currently the vocabulary is limited to 25 words that can be pronounced exactly as it written and controls the distribution of the vocalic segments. The speech segmentation task is achieved by adopted energy based parameter and zero crossing rate measure with modification to better locates the beginning and ending points of speech from the spoken words. The training and recognition processes are realized by using Multi-layer Perceptron (MLP) Neural Networks with two-layer network configurations that are trained with stochastic error back-propagation to adjust its weights and biases after presentation of every training data. The Melfrequency Cepstral Coefficients (MFCCs) has been chosen as speech extraction approach from each segmented utterance as characteristic features for the word recognizer. Recognition results showed that the performance of the two-layer networks increased as the numbers of hidden neurons increased. The best network structures average classification rate is 84.731% with (150-25) configuration. Implementation results also showed that the conjugate gradient (CG) algorithm was more accurate and reliable than the Levenberg-Marquardt (LM) algorithm for the network complexities and data size considered in this study.
INTRODUCTION
There has been a growing attention in the use of speech recognition for teaching of pronunciation, speech therapy and researches. In the last 30 years, researchers from areas of psychology, linguistics, electrical engineering and computer science have been working on this issue [1] .
Various methods have been developed to classify and recognize the speech sounds. Multi-layer Perceptron [2] [3] [4] , Hidden Markov Models [5] [6] [7] , Recurrent Neural Network [8, 9] and Dynamic Time Warping [10] [11] [12] are some common methods applied to recognize the speech signal.
Neural network has been selected in this study and has many advantages compared to other methods of speech recognizers. It is a non linear computation method that can approximate non linear dynamic system. Secondly, it is robust to noise. Finally, it has ability to learn [13] [14] [15] . Thus, the ability of the neural network in recognizing isolated spoken Malay utterances in a speaker-independent manner is investigated in this paper. A lot of researches have been carried out in adult speech recognition of Malay language [10, [16] [17] [18] . This study uses the Malay language, which is a branch of the Austronesian (Malayo-Polynesian) language family. It has been spoken as a native language by more than 33,000,000 persons distributed over the Malay Peninsula, Sumatra, Borneo, and numerous smaller islands of the area and widely used in Malaysia and Indonesia as a second language [19] .
Experiments are conducted to determine the optimal performance of the different configurations of two-layer neural networks to recognize spoken Malay utterances. The direction of this study, are composed into several sections, where Section II, will explain the Malay speech materials. The details of the methods and implementation of the methods will be described in Section III. Section IV describes the results and discussion on the experimental of the endpoint detection approaches. Lastly, the section is ended with conclusions in Section V, respectively.
II. SPEECH COLLECTION
All experiments are conducted on the whole hansard document of Malaysian House of Parliament that consists of spoken Malay speeches. Hansard document is the daily record of the words spoken in the hearings of parliamentary committees. The document comprises of live video and audio recorded speeches that consists of interruption and disturbances of speakers and noisy environment due to its natural way and spontaneous speaking styles during the session. Parliament of Malaysia consists of different background of speakers (Malay/Bumiputera, Chinese and Indian) that forming from different states elected from single-member constituencies drawn based on population in a general election that is held every five years. We determine the most frequently words used during eight hours of one day Parliament session.
After analysis, the quantitative information shows that only 50 words that most commonly used by the speakers with more than 25 repetitions. The selection of 50 words are the root words that formed by joining one or two syllables, that can be pronounced exactly as it is written and can controls the distribution of the Malay language vocalic segments. However, the vocabulary used in this study consisted of 25 words as given in Table I , due to different selection according to their groups of syllable structure with maximum ten repetitions and spoken by ten speakers. Thus, the speech data set consists of 2500 utterances of isolated Malay spoken words. As a results, the total size of training set was 1250 and the remaining data were assigned for testing or recognition phase. For the experiments, all the audio files were digitized at a sampling rate of 8 kHz, where the frame size is 128 kbps, the upper level energy is -10dB and the lower level energy is -20dB. All the signals data will be converting into a form that is suitable for further computer processing and analysis through a series of process that involves preprocessing stage including noise elimination, framing, windowing and the speech endpoint detection process. 
III. METHODS AND IMPLEMENTATION
In speech signal processing, the digitized speech signals are converted into parametric coefficients before they are used in the speech recognition. In order to analyze speech signals, first, the speech is divided into short segments. We adopted popular and widely used endpoint detection algorithms, namely Shorttime Energy (STE) and Zero Crossing Rate (ZCR) and modified these algorithms to improve the performance of the traditional methods. Then, the segmented speech will be converted to the compact parametric representation for further process and recognition. In this paper, Mel-Frequency Cepstral Coefficients (MFCC) is used to extract the speech features to the parametric coefficients.
A. Endpoint Detection
The problem of locating the endpoints of an utterance in a speech signal is a major problem for speech recognizer. Efficiency of accurate endpoint detection has significant and direct effect on the performance of the entire recognition system [20] . In practice, the process of accurate endpoint detection is not stable and many recognition faults or misclassifications that can be traced back to poor endpoint detection [21] . A popular and conventional method for endpoint detection of speech signal was first published by Rabiner and Sambur [20] . The short-time energy (STE) and zero-crossing rate (ZCR) algorithms of speech signals have been extensively used to detect the endpoints of an utterance since then and promising of increased accuracy rate [22] . We adopted STE and ZCR algorithms and modified to better locate the beginning and the termination of speech from the Parliamentary data. This is a two-step search algorithm where the STE for a coarse search is first used. The, ZCR fine-tunes the coarse boundaries expanding forward and backward. The ZCR measure applied in the second search helps to detect lowenergy phonemes at the beginning or end of the word, especially when dealing with weak fricative (/f/, /th/, /h/), plosive bursts (/p/, /t/, /k/) or final nasals (/m/, /n/, /ng/). The absolute short-time energy is being chosen as a parameter in short-time energy endpoint detection algorithm due to its simple implementation and efficiency [21] . Therefore, the short-time absolute energy and zero crossing rate can be computed as:
The mean and standard deviation of the short-time energy and zero crossing measures are first computed during the first 50 ms of recording, assuming there is only background noise in that interval. An upper and lower threshold (T u and T l ) for the short-time energy and another threshold for the zero crossing (T zc ) measures are based on these statistics and experimental findings as follows:
where, N is the frame length, STE and ZCR stand for short-time energy and zero crossing rate, respectively. Fig. 1 shows STE and ZCR measures for a typical utterance of the word /DENGAN/ from one male speaker. 
B. Mel-frequency Cepstral Coefficients (MFCC)
In broad sense, feature extraction aims for data reduction by converting the input signal into a compact set of parameters while preserving spectral or temporal characteristics of the speech signal information. In this study, Mel-Frequency Cepstral Coefficients (MFCC) has been chosen as speech features approach. The MFCC were first used for a speech recognition system with a dynamic-time warping algorithm (DTW) in a study by Davis and Mermelstein in 1980 [23] . Their study revealed the fact that MFCCs outperform any other parametric representation such as Linear Predictive Coding (LPC) coefficients and Real Cepstrum (RC) coefficients. Since then, MFCC have become the most popular features due to the sensitivity of the low order cepstral coefficients to overall spectral slop and the sensitivity properties of the high-order cepstral coefficient [10] . The block diagram of feature extraction procedures using MFCC is shown in Fig. 2 : Figure 2 . The MFCC computation as a block diagram [24] First, the spectral magnitude (or energy) of a speech signal or a frame of the speech signal s(n) is calculated as:
where S(k) is the N-point discrete Fourier transform (DFT) of the speech signal or a frame of the speech signal:
The spectral energy, |S(k)| 2 can also be used in Equation (9) instead of the spectral magnitude.
Next, the energy in each critical band is obtained by applying the conceptual triangular windows to the spectral magnitude in Equation (9):
where J is the total number of triangular filters, h j (i), used. Finally, MFCCs are calculated as:
where n is the number of MFCCs to be obtained, generally 8 to 14 [25] .
The first coefficient c s (0) represents the average power in the speech signal. However, c s (0) is not often used in recognition applications since the average power varies considerably depending on the recording channel. The coefficients c s (n) give increasingly finer spectral details for each n > 1 [25] .
Experimental results demonstrate that 14 coefficients, excluding the first coefficient, were sufficient to represent the spoken data and selected as feature vectors for classification stage of the recognizer. The choice of 14 MFCCs due to the coefficients become negligibly small when the order of index number increases.
C. Multi-layer Perceptron (MLP)
Multi-layer neural networks with the backpropagation algorithm are used in this speech recognition study to recognize 25 isolated spoken Malay utterances in a speakerindependent manner. Three different structures of a two-layer feedforward neural network with one hidden and one output layer were implemented. The three structures considered in this study use same inputs, target assignments, activation functions, output layer structure, network parameters, and differ only in the learning functions and hidden neurons in the hidden layers.
The two-layer feedforward network structures, in the output layer have 25 neurons, each of which corresponds to one word in the vocabulary due to the vocabulary chosen for this study that has only 25 words. For the classification purpose, each word is assumed to correspond to a class, and each word belongs to its respective class is labeled with an integer number from 1 to 25. The number of input layer will be calculated through the experiments by multiplying the cepstral order with the total frame number as below: 
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The numbers of hidden neurons in the hidden layers were varied in each trial for the structures of multi-layer networks in order to evaluate their performance. However, the number of hidden neuron cannot be too many, otherwise, it cannot obtain convergence. If the number is too small, recognition error will be large. One rough guideline for choosing the number of hidden neuron in many problems is the Geometric Pyramid Rule (GPR) is expressed by the following equation [26] : HNN=(Input number * Output number) 1/2 (15) We experimentally selected 50, 100 and 150 hidden neurons number in the hidden layer for the purpose of implementation. Therefore, the two-layer networks employed for this study are denoted as (50-25), (100-25) and (150-25). Fig. 3 , illustrates the architecture of (150-25) configuration. The hyperbolic tangent sigmoid function (tansig) was selected as the activation function for the hidden neurons, as it provides the necessary nonlinearities in the network to solve the classification problem. The log sigmoid function (logsig) was used for the neurons at the output layer in order to restrict the network outputs to the interval [ 0 , 1].
Network outputs are continuous between zero and one, as the logsig function is used in the output layer. In order to achieve 1-of-n coding, network outputs were converted to zeros and ones by passing them through a simple maximum detector which assigns one to the maximum output value and zero to the rest.
Two techniques have been chosen to speed-up the convergence of the backpropagation algorithm, which are conjugate gradient (CG) descent algorithm and LevenbergMarquardt (LM) algorithm. However, CG algorithm was selected as the main backpropagation learning function instead of the LM algorithm because the CG approach is computationally much faster and led to better classification results. One of the multi-layer network configurations, namely the (150-25) network, was also tested with the LM scheme to compare the results of the LM scheme with those obtained with the CG scheme. The various network structures considered in this study are listed in Table II below:   TABLE II 
IV. RESULTS AND DISCUSSIONS
The word recognition results obtained with the different multi-layer neural network structures considered are presented in this section. Table III shows the overall average classification rates for both the training and testing sets, and the 95% confidence intervals for the average classification rates for the testing sets obtained after 10 iterations with each network structure considered in the study. Results show that overall average classification rates increase for two-layer network structures as the number of neurons in the hidden layers increases. The best network structures average classification rates are obtained with the (150-25) configuration with 84.731%. Results in Table III also show the performance difference between the networks trained using the CG or the LM scheme. The network trained using the CG algorithm yields 3.5% higher recognition result than that obtained with the LM algorithm on the same network (150-25) configuration. Results also show that 95% confidence interval (CI) for the LM scheme is the largest of all CIs obtained with MFCCs as input features in this study, which makes the network configuration obtained with the LM scheme much less desirable. V.
CONCLUSIONS
In conclusion, the study shows that a simple feedforward back propagation configuration can be used for isolated spoken Malay word recognition problem, given a sufficient number of neurons in the hidden layers and MFCCs are selected as input features. The recognition performance of the multi-layer networks gradually increases as the number of hidden neurons in the hidden layers increases for two-layer network configurations. Implementation results also shows that the conjugate gradient algorithm led to more accurate and reliable network configuration than the Levenberg-Marquardt algorithm did for the network complexities and data size considered in this study. Finally, we believe that there are still a wide variety of issues that can be addressed in order to build a robust and reliable speech recognizer in the future.
