Introduction
A wide range of digital analysis and signal processing [16] procedures inherently rely on methods for reconstructing 15 a continuous underlying signal from a set of sampled corrupted values. These values are usually uniformly sampled, since the measures come from systematic observations. Kernels are essential tools in this context, since they are used in 17 reconstruction, impulse response modeling, resampling, interpolation, linear or non-linear transformations, stochastic or band-pass filtering, etc. In digital signal processing, kernels are mainly used to derive discrete algorithms from 19 a continuous representation. Within most applications, a kernel can be seen as a weighted neighborhood ensuring a smooth interplay between continuous and discrete domains. They can be visualized as bumps that can be shifted to any 21 location of the signal domain, so as to absorb or spread the information contained in the signal. They are often bounded, monomodal and symmetric. In this paper, the kernels will be defined on a domain , subset of R p , for p ∈ N. 23 Digital signal derivation [15, 3, 5 ] is a typical example of such an application. The classical finite differences method usually fails to perform the estimation of the derivative of the signal, especially with a noisy signal. The kernel-based 25 method consists of computing the sampled derivative of an estimation of the continuous signal. This estimation is obtained by convolving the original discrete signal with a continuous kernel, chosen to lower the impact of both 27 acquisition noise and quantization effect. The implementation of such a method simply consists of convolving the original sampled signal with the derivative of the chosen kernel, which is also a kernel. 29
Most of the kernels used in signal processing are summative kernels, or linear combinations of summative kernels. A summative kernel is a positive function, the integral of which equals 1. For instance, splines [32] are summative 31 kernels, the derivatives of which are linear combinations of splines. Note that any given monomodal maxitive kernel , defined on , can be the basis for a family of maxitive kernels tuned 1 by a location-scale parameter = (m, ), with m a translation factor and its bandwidth. Any element of this family is obtained, for m ∈ and > 0, by 3 sequence of maxitive distributions whose graphs become thin and peak around = m. The Kronecker function is defined by m ( ) = 1 for = m and 0 otherwise. The convergence is a modified uniform convergence, similar to the 9 convergence in distributions (see [26] and Theorem 5). Indeed it also involves a product of functions, but here the sup replaces the integral of the convergence in distributions. 11 A possibility distribution has a relevant meaning in the scope of uncertainty theories. induces a possibility measure, noted , computed in this way: 21
which verifies the maxitivity axiom for possibility distributions defined on an infinite domain [19] : 23
The value (A) can be interpreted as a degree of possibility for a realization of the underlying uncertain phenomenon 25 to fall in A. As stated in [34, 4, 9] , a possibility measure is one particular case of upper probability, a notion introduced by Walley [33] . Note that we can obtain the possibility distribution from its measure on singletons by
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Construction of possibility distributions from orderings 1
The notion of degree is parallel to the notion of ordering. Indeed, every element, whose degree of appropriateness to a concept is given, can be ordered in a numerical scale. Conversely, every concept, according to which elements may 3 be ordered, induces degrees of appropriateness of these elements to this concept. To take the example of mammals, an elephant can be thought of as being more a mammal than a duck-billed platypus, because the latter lays eggs, which is 5 not a feature of mammals. When the underlying concept depends on numerical values, as for instance the concept of "tall" depends on height, it is more sensible and natural to build a numerical scale of degrees from the ordering induced 7 by the heights. Therefore, any ordering on alternatives (the of ) numerically scaled by non-normalized degrees
can induce a fuzzy subset, whose membership function is a set of degrees on the alternatives. To comply with possibility theory, these non-normalized degrees d induce a set function D(A) = sup ∈A d( ), ∀A ⊆ , which is not normalized 11
either. For consistency of this ordering approach with the possibilistic interpretation of D, it is natural to assume that the degree of possibility that any realization of the uncertain phenomenon will fall in is 1, i.e. that the post-normalized 13 possibility measure, noted , fulfils the maxitivity property (1), which is equivalent to ( ) = 1. A simple procedure for achieving this normalization consists of dividing all the degrees d by
This normalization is also consistent when interpreting as a maxitive kernel, i.e. the weighted neighborhood of a location. Indeed, the mode is a set of locations 17 fully in accordance with the concept represented by the neighborhood. In a more formal way, for a set of alternatives ∈ , a preference ordering is equivalent to a possibility 19 distribution by
21
Preferring one alternative to another is equivalent to saying that one alternative is more possible than another.
Possibility and non-specificity 23
First, the concept of specificity already exposed in the literature [35, 8] of fuzzy sets and possibility theories should be remembered. Specificity is the ability for a fuzzy neighborhood to be concentrated on a set of minimal length (in the 25 sense of the Lebesgue measure of this set). Measures of specificity effectively capture the idea of how close a fuzzy set is to a singleton. The Kronecker function at any given location of is the most specific possibility distribution, 27 whereas the vacuous possibility distribution on , which equals 1 on , is the least specific distribution. The first part of this remark, associated with Theorem 2, leads to noting that, for a family of maxitive kernels ( m ) >0 , given for 29 any m ∈ , the specificity of m increases when − → 0, since this family tends to the Kronecker function. The continuous generalization of the cardinality of a fuzzy subset F, whose membership function is F ( ) = ( ), 31 ∀ , is defined by the following expression:
This is a natural measure of its non-specificity.
Note that when is interpreted as a maxitive kernel, its cardinality is a natural measure of its non-resolution power. 35
Summative kernels and probability distributions
What is called a summative kernel, in this paper, is a probability distribution. As for a maxitive kernel, it can be 37 considered as a weighted neighborhood, dispersing or collecting information around a given location, called the mode.
The mode can be a singleton or a set. Furthermore, the extent of this neighborhood is delimited by its support. 39 Definition 4. Summative kernels are R + -valued functions defined on a domain , verifying the summativity property The mode of a summative kernel , noted Mode( ), are the values at which attains its maximum value. Its support 1 is given by Supp( ) = { ∈ / ( ) > 0}.
Note that any given monomodal summative kernel , can be the basis for a family of summative kernels tuned by a 3 location-scale parameter = (m, ), with m a translation factor and > 0 its bandwidth. Any element of this family is obtained by 5 Fig. 2 consists of five summative kernels 0 of the family that has for its basic kernel the Epanechnikov kernel Fig. 2 is in agreement with Theorem 5 (see [26] ) which tells us that the Dirac delta m (which is a distribution 9 [26] ) is the limit, in the sense of distributions, of a sequence of functions whose graphs become thin and tall, peaking around = m. The Dirac delta, often referred to as the unit impulse function, has the value of +∞ for = m and the 11 value 0 elsewhere. As a probability distribution, has a relevant meaning in the scope of uncertainty theories. It induces a probability 17 measure, noted P, computed in this way
19 which verifies the Kolmogorov additivity axiom, which says that for any countable sequence of pairwise disjoint events (A n ) n>0 ⊆ , 21
The value P (A) can be interpreted as a degree of probability for a realization of the underlying uncertain phenomenon 23 to fall in A.
Construction of probability distributions from orderings 25
In the same way that a possibility distribution can be obtained from a preference ordering on the alternatives, a probability distribution can be obtained from a preference ordering on the alternatives. In this sense, preferring 27 one alternative to another is equivalent to saying that one alternative is more probable than another. of this preference ordering approach with the probabilistic interpretation of D, it is natural to assume that the degree of probability that any realization of the uncertain phenomenon will fall in is 1, i.e. that the post-normalized probability 5 measure, noted P, fulfils the summativity property (7), which is equivalent to P ( ) = 1. A simple procedure for achieving this normalization consists of dividing all the degrees d by
post-normalization degree of probability is
In a more formal way, for a set of alternatives ∈ , a preference ordering is equivalent to a probability 9 distribution by
The preference ordering based on the probability distribution has not the same meaning as the preference ordering based on the possibility distribution . It is the same as saying that a probability distribution is not 13 the same as a possibility distribution [10] . Their semantics are different. Therefore, passing from one model (or one ordering) to another via their respective normalization is not sensible. In other words, it is not meaningful to build 15 a possibility distribution from a probabilistic preference ordering; nor, conversely, to build a probability distribution from a possibilistic preference ordering. 17
Probability and non-specificity
First, the concept of specificity for a probability distribution is close to the specificity concept for a possibility 19 distribution (see Section 2.3). Specificity is the ability, for a summative kernel or a probability distribution, to be concentrated on a set of minimal length (in the sense of the Lebesgue measure of this set). Measures of specificity 21
should effectively capture the idea of how close a summative kernel is to a Dirac delta. The Dirac delta, at any given location of , is the most specific probability distribution, whereas the uniform probability distribution on , which 23 equals 1/ ( ) on , should be the least specific distribution. is the Lebesgue measure defined on the Borel subsets of . The first part of this remark, associated with Theorem 5, leads to noting that, for a family of summative kernels 25 ( m ) >0 , given for any m ∈ , the specificity of m increases when − → 0, since this family tends to the Dirac delta. We aim at defining, for summative kernels, an index of non-specificity reflecting its non-resolution power, in a way 27 that is as natural as cardinality is an index of non-specificity for a maxitive kernel. As mentioned in the introductory part of this paper, no such index has been defined in this manner in the literature. However, since a summative kernel 29 is a probability distribution, classical probability distribution information indices could be used as non-specificity indices. In 1948, Shannon introduced a measure of information for probability distribution known as entropy [28] . For 31 a probability distribution defined on a infinite set of alternatives , the Shannon entropy is defined by This index is the unique solution of a set of axioms that may be found in [17] , including the axioms of sub-35 additivity and expansibility. The axiom of sub-additivity says that the amount of information in a joint probability distribution cannot be greater than the sum of the amounts of information in the associated marginal probabilities. The 37 expansibility axiom claims that expanding the set of alternatives with another alternative not supported by evidence, i.e. with probability 0, must not affect the amount of information. Rényi [23, 24] was probably the first to consider 39 natural modifications in postulates of Shannon leading to non-Shannon entropies. The paper of Morales et al. [18] is a very useful survey of such non-Shannon indices. 41
Sometimes the variance of (a random variable associated with) a probability distribution is also considered as a measure of non-specificity. Variance, which measures the average distance between observations of the underlying 43 uncertain phenomenon, is an index of dispersion for potential observations. For a probability distribution defined on 45 a infinite set of alternatives , the variance is defined by 1
Here is a simple example to illustrate the fact that the variance does not measure the specificity. 3 Fig. 3 consists of two summative kernels, or probability distributions, 1 and 2 . Each one is a mixture of two Epanechnikov distributions with = 0.01 defining the same weighted neighborhoods around two modes. For 1 , the 5 modes are {−0.95, 0.95}. For 2 , the modes are {−0.05, 0.05}. Therefore, both 1 and 2 have concentration sets with the same length, since they both peak around two modes in the same way. Thus, they should have the same specificity 7
index. The variance of 1 being greater than the variance of 2 , variance cannot be considered as a good specificity index. Actually, variance measures the dispersion of potential observations of probability distributions. 9
Granularity
Natural ordering of the alternatives based on confidence intervals 11
In the frequentist interpretation of probability, a confidence interval with confidence level is an event (or a measurable set) of such that the degree of probability, for any realization of the underlying uncertain phenomenon to fall in it, 13 equals . In the framework of a subjective interpretation of probabilities, these intervals are named credible intervals. It is the key of the non-specificity index that we propose to capture the non-resolution power of a summative kernel. 15 The specificity of a summative kernel can be locally observed for a given degree. Fig. 4 consists of two summative kernels 1 and 2 , qualitatively drawn, such that 2 is more specific than 1 . For a given level , there are many 17 confidence intervals. So as to compare the local specificity of two probability distributions, the smallest confidence interval, in the sense of its Lebesgue measure, should be considered. This is called the most specific confidence 19 interval. It is A for 1 and B for 2 . Since (B) < (A), it seems natural to observe the specificity of a summative kernel, for a degree , by looking at the length of its most specific confidence interval. Therefore, a global index of 21 specificity should aggregate the observed specificities over the degrees . In order to define this global specificity index, it will be easier to look at these confidence intervals in another 23 direction, i.e. not by considering confidence intervals ranged by confidence level, but by looking at confidence intervals obtained from the elements of . They are defined, for all of , by 25
I is a confidence interval with confidence level P (I ). The set of all intervals (I ) ∈ enables an ordering on the 27 alternatives of by significance, weight and contribution to measurement of the specificity of . Indeed, the more specific I is (i.e. the smallest with respect to the Lebesgue measure), the more significant is in quantifying the 29 specificity of . Fig. 5 qualitatively illustrates this proposition. Each figure shows two confidence intervals, I 1 and I 2 , of the summative kernel seen as a probability distribution. I 2 is more specific than I 1 , therefore 2 should be 31 more significant in the computation of the specificity index of than 1 . Note that (I ) ∈ are nested sets. Indeed, for any 1 and 2 of , such that
by definition (14) . Therefore, if I 1 is more specific than I 2 , then (I 1 ) < (I 2 ), then I 1 ⊆ I 2 , and therefore P (I 1 ) < P (I 2 ). This remark leads to a natural preorder on the alternatives of , according to their significance, 3
for computing a specificity index of . This ordering, that we will note sp , is given by
It is equivalent to
The sp preorder on the alternatives of is based on probability distribution but is different from . Coupled with the construction procedure of a possibility distribution based on an order as summarized by expression (5), sp 9 naturally leads to the construction of a possibility distribution ← from , which has for possibility degrees:
11
In a more formal way, sp ⇔ ← . This construction of a possibility distribution ← , instead of a probability distribution, is natural, since the normalization is made in the construction. Indeed 13
Obtaining this possibility distribution ← is the first step for defining granularity of a summative kernel. ← is 15 the distribution which rearranges information concerning the specificity weights of the alternatives of in an ordered way. ← will be called the possibility distribution for specificity of . 17
Note that the possibility distribution obtained is exactly the solution of the probability/possibility transformation of Dubois and Prade [12, 6, 11] . Consistency between transformation components is an obvious first requirement for proper definitions of transfor-1 mations between a probability distribution and a possibility distribution . It postulates that any event A ⊆ must have a higher degree of possibility than degree of probability, i.e
. (A) P (A). It was first termed consistency by 3
Zadeh [36] , and is close to the notion of coherence in the imprecise probability theory of Walley, where the domain is discrete. 5
The preservation of the preference ordering can be defined in this way: an element 1 preferred to an element 2 in probability should be preferred in possibility. Formally,
2 , when and are respectively the probability and the possibility distribution associated with P and . Within this principle, equally probable elements do not need to be equally possible. Note that
When only the two previous principles are fulfilled, the transformation results in a set of possibility distributions 11 instead of a unique possibility distribution.
Maximal specificity results in the choice of the possibility distribution having minimal cardinality. The possibility 13 distribution fulfilling these principles is exactly the possibility distribution for specificity of , given by expression (16). 15 Dubois [6] , proposed another transformation, that we note [ ] and which is called the subjective transformation, Q1 because it is generally preferred to ← in a subjective context. This is the converse transformation of the pignistic 17 transformation defined by Smets [31, 13, 12] , which turns a possibility measure into a probability measure P, which is the center of gravity of M( ). The subjective transformation is defined here for a finite universe by 19 Definition 6. Let be a probability distribution defined on . The possibility distribution [ ] , defined on , obtained by the subjective transformation of , is defined by 21 
29 Table 1 is a non-exhaustive list of symmetric summative kernels, commonly used in signal processing applications, associated with their transformed maxitive kernels. 31 The first column contains function u, which is the negative part of the basic summative kernel . While is even: Table 1 Common kernel transformations The second column contains function v, which is the negative part of the maxitive kernel ← . With being even, 1
← is even and therefore: 
From Table 1 , we can also retrieve and its associated maxitive kernels ← and [ ] : 7
The summative kernel, m , whose mode is on m , and its transformed maxitive kernels ← m and [ m ] , are given by 
Granularity
The key idea, in defining granularity as a non-specificity index for a summative kernel , is the conjecture that the 11 cardinality of ← reflects the non-specificity of . In the converse sense, the specificity of probability distribution can be quantified by measuring the specificity of ← . 13
In order to justify this conjecture, consider Fig. 7 . For a given level , the alternatives x, with weights of specificity ← (x) greater than , form I , the -cut of ← : {x ∈ / ← (x) }. Because of the definition of ← , such a 15
set can be identified with a set of the form given by expression (14):
The non-specificity index we propose is based on the idea that a summative kernel 2 is more specific than a summative kernel 1 , if most of the I ( 2 ) are smaller than the I ( 1 ). Since the I ( ) are the -cuts 3 of ← , it is natural to measure the global specificity of by using a specificity measure of ← . This constructive characterization of the specificity of a summative kernel leads us to define our index of non-specificity, that we call 5 granularity, in the following way:
Definition 8. Let be a summative kernel. The granularity of , noted ( ), equals the cardinality of the possibility 7 distribution ← :
This implies an ordering on probability distributions: Definition 9. Let 1 and 2 be summative kernels defined on , then 1 is said to be more granulated than 2 
where the function x → (x) is strictly concave on (0, 1). Note that the function x → −x log(x) is strictly con-19 cave, which warrants the use of the term generalized entropy, since the Shannon entropy is defined by
Theorem 10. If a probability vector p is less peaked than a probability vector q, then (p) (q), and if strictly less peaked, then (p) > (q). 23
In other words, the ordering based on the entropy is a refinement of the relative peakedness ordering. These remarks, as transposed to continuous probabilities and restricted to the Shannon entropy, bring some meaning 25 to the definition of granularity. Indeed, it could be translated by the following conjecture: 
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Adaptation of summative kernels in signal and image processing 1
Summative kernels in signal and image processing
In signal processing, one key procedure is the modeling of the acquisition of a real continuous signal by a sensor. One 3 of the most common ways of performing this modeling is to associate a summative kernel with the impulse response of the sensor. As a converse problem, a wide range of signal analysis procedures inherently rely on the existence of 5 methods for reconstructing a continuous signal from a set of uniformly sampled corrupted values obtained by acquiring a signal. This reconstruction procedure can also be achieved by the use of a summative kernel. 7
Most of the summative kernels used in signal processing are monomodal, symmetric, bounded and separable. For a summative kernel defined on an p-dimensional space , separable means that it can be decomposed into a product of 9 p summative kernels defined on the p marginal spaces. This is typically used to reduce the complexity of kernel-based algorithms. Table 2 offers a non-exhaustive list of such common kernels. 11
Sampling, acquisition modeling
Ideally, sensor acquisition at a location is modeled by a rectangular or crisp window which computes the average 13 signal in a neighborhood of with radius . Note that can be considered as the bandwidth of an averaging summative
. Thus, r is assumed to be the impulse response of the sensor. The ideal measured signal, 15 noted S and defined on , is obtained by convolving the physical signal s with this averaging filter r ,
This assumption of an averaging summative kernel is obviously naive, since such devices or sensors are seldom found in nature. Generally speaking, a sensor can be assimilated with an accumulator, that stores the information, or signal s, 19 in a neighborhood of with radius , thus providing the accumulation of the signal, i.e. a signal S proportional to the average of the signal s at over . However, no real sensor works in this way, while physical accumulation generally 21 involves capacity effects which tend to smooth its impulse response. Thus, a relaxed or generalized model is usually preferred, consisting of replacing the averaging summative kernel 23 r by a smoother summative kernel , which is more in accordance with sensor modeling. The role of the summative kernel is to model the absorption of information contained in the underlying continuous physical signal around a given 25 location. Then expression (30) becomes:
27
According to this model, a discrete signal can be seen as the values of the observed signal S at regularly (or possibly irregularly) distributed locations ( i ) i=1,...,n of . We will restrict ourselves to the usual regularly distributed sampling, 29
i.e. i = 1 + ih, where h is the sampling step. given by S i = S( i ).
Reconstruction, interpolation 3
Reconstruction can be presented as a reverse process, consisting of reconstructing a continuous signal, notedŜ, from its discrete observations (S i ) i=1,. ..,n . 5
Such a reconstruction mechanism can also be achieved by the use of summative kernels. In this case, the role of the summative kernel is to disperse or spread information contained in discrete observations, or measures, around them. 7 Let be the interpolation or reconstruction summative kernel with bandwidth .
Definition 13. Reconstruction of the continuous signalŜ from the sampled signal (S i ) i=1,...,n , which is defined at the 9 locations ( i ) i=1,...,n of , is given, for all in , bŷ
This reconstruction is an interpolation if ∀i ∈ {1, . . . , n},Ŝ( i ) = S i .
What is the adaptation of summative kernels? 13
The adaptation between two summative kernels 1 , and deriving the adaptation relation from this relation, i.e. 17
Two different approaches can be considered depending on the meaning of what is called the "behavior" of a summative 19 kernel in a given application. The first adaptation methodology consists of identifying behavior indices of the summative kernels. The second consists of optimizing the asymptotic behavior of Parzen Rosenblatt density estimators, which 21 use the summative kernels involved in the adaptation. This simultaneous optimality gives rise to an explicit relation between the estimators, enabling the adaption of their asymptotic behavior. 23
Granularity adaptation
The granularity adaptation between two summative kernels 1 and 2 is based on the equalizing of their granularities. 25 The principle of this method is simple and intuitive: as the granularity index of a kernel reflects its non-resolution power (i.e. its ability to collect or spread information), the equalizing of the granularities of two kernels leads to a very natural 27 adaptation of their behavior in applications where they can be seen as weighted neighborhoods ensuring smooth interplay between continuous and discrete domains. 29
The construction of an adaptation relation of the form (33), involving granularity, requires a preliminary theorem. Let be the granularity of the basic summative kernel , i.e. = ( 1 ). 31 Theorem 14. For any summative kernel ,
33 The granularity adaptation coefficient simply requires values of the basic granularities 1 and 2 of the summative kernels 1 and 2 . Table 2 offers a list of the granularities of common basic summative kernels, thus facilitating the 9 recovery of the granularity adaptation coefficient. For example, the adaptation coefficient between the triangular kernel T and the Epanechnikov kernel E is given by
Entropy adaptation
Shannon entropy adaptation is based on the identification of the Shannon entropies of summative kernels 1 and 2 13 involved in the adaptation. This is exactly the same principle as that of granularity adaptation. The construction of an adaptation relation of the form (33) , involving the Shannon entropy, requires a preliminary 15 theorem. Let h be the Shannon entropy of the basic summative kernel , i.e. h = H ( 1 ).
Theorem 16. For any summative kernel , 17
As previously mentioned, we say that two kernels 1   1   and 2   2 are entropy adapted if H (
). Because of 21 Theorem 16, this equation leads to log( 1 ) + h 1 = log( 2 ) + h 2 and therefore:
The entropy adaptation relation is The entropy adaptation coefficient simply requires values of the basic entropies h 1 and h 2 of the summative kernels 1 and 2 . Table 2 offers a list of the entropies of common basic summative kernels, thus facilitating the recovery of 29 the entropy adaptation coefficient. For example, the entropy adaptation coefficient between the triangular kernel T and the Epanechnikov kernel E is given by
AMISE adaptation
The AMISE approach [30] belongs to the second family of adaptations. In fact, the ability of a summative kernel to 33 collect information is used in the so-called Parzen Rosenblatt [20, 25] density estimator f . The probability density
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function f, describing a random variable X on , is estimated by using a sample of N independent and identically 1 distributed observations (X 1 , . . . , X N ) of X, and a summative kernel .
The asymptotic behavior of the Parzen Rosenblatt density estimator can be characterized by an upper bound of the L 2 -error (also called the Mean Integrated Squared Error) between the density estimator f and the underlying density 5 function f of the random variable X, given 
Note that there is no one-to-one correspondence between and its associated optimal bandwidth * . Indeed, * 11 depends not only on f, the density to estimate and N, the number of observations, but also on , the kernel chosen for the estimation. 13 The AMISE adaptation involves computation of the ratio of the two optimal bandwidths * 1 and * 2 , obtained in the same estimation conditions (i.e. the same underlying function f and the same number of observations N) from 1 and 15 2 . This ratio is noted as
17 which depends neither on f nor on N.
The AMISE adaptation relation is 19 1 . This is, however, a shortcoming of this method which is applied to the whole bandwidth range, whereas it is fully 23 valid only for the optimal bandwidth. Table 2 presents a comparison of the granularity index and the Shannon entropy index h for nine common continuous summative kernels . The entropy indices are sorted by increasing order. This order is the same as the 27 granularity index order. This suggests that Theorem 10 is also verified for continuous probability distributions. Table  3 presents the adaptation coefficients of three summative kernels to the uniform kernel. The second column presents 29 the AMISE adaptation coefficients [30], computed with expression (42). The third column presents the granularity adaptation coefficients computed with expression (35) . The fourth column presents the entropy adaptation coefficients 31 computed with expression (38). The three adaptation coefficients are quite close and seem to go in the same direction, i.e.
Comparisons of adaptation coefficients and indices 25
In the next section, we propose experiments based on these adaptations 33 to highlight the fact that granularity properly measures the non-resolution power of the summative kernels used in common signal processing applications. 35
Experiments
We carried out numerous experiments on applications using the summative kernels: filtering, impulse response 37 modeling, image decimation. We present here some results concerning image filtering and sensor modeling. 
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Experimental comparison between adaptation methods in signal filtering 1
This experiment concerns adaptation comparison in a filtering context. As an illustrative experiment, we propose to filter a 3200 × 3200 satellite image using four different summative kernels: Gaussian, Uniform, Epanechnikov and 3
Triweight. This satellite image, depicted in Fig. 8 , was provided by the Institut Géographique National (IGN) and represents a part of the Bouches-du-Rhône. The sampling step is taken as a unit, i.e. h = 1. 5
The images resulting from the filtering are compared when the bandwidths of the four summative kernels are adapted with AMISE, entropy and granularity adaptations. The comparison has also been effected with no adaptation. Fig. 9  7 shows the mean of the L 2 -distances between the filtered images for different values of the bandwidth of the uniform kernel. The values of the bandwidths of the other summative kernels are obtained using the adaptation relations (36), 9
(39) and (43). The comparison was performed on the central part of the filtered images to avoid side effects. As a preliminary trivial remark, any adaptation is better than no adaptation, whatever the chosen method. Using 11 the worst adaptation method will, on average, provide a mean L 2 -distance that is 20 times smaller than the mean L 2 -distance obtained without adaptation. This result is not shown in Fig. 9 , because it could lower the informativity of 13 the plotting. When the bandwidths are quite small ( U 10), the filtered images are not smooth enough for the filters to provide 15 equivalent results (see . In this case, adaptation with AMISE provides a better result (i.e. the images are closer) than granularity adaptation. Conversely, when the adapted bandwidth exceeds this value, the filtering is 17 strong enough to clear the main details from the satellite image (see , and the dissimilarities between the different results are stabilized. In this last case, granularity adaptation provides a better result than AMISE adaptation. 19 Therefore, since filtering consists of removing details, granularity adaptation seems to be more appropriate in this kind of application. 21 Now, when comparing granularity adaptation to Shannon adaptation, the same remarks are valid with a lower threshold ( U < 4). Therefore, granularity adaptation seems to be more appropriate than entropy adaptation in image 23
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Gra nulosit y adap t at ion filtering. Actually, entropy adaptation does not seem to be a proper adaptation method in such a context: the distance 1 between the filtered adapted images tends to increase as increases. Note that, in this kind of discrete filtering application, the spreading and collecting properties of a summative kernel 3 can hardly be differentiated. In fact, the filtered value of a discrete signal at a given location with a given kernel can be thought of either as the spreading, with this kernel, of all the sampled values evaluated at the considered location, or 5 as the collecting of all sampled values in the weighted neighborhood defined by the kernel at the considered location. Therefore, regarding filtering application, the spreading and collecting abilities of a given summative kernel can be 7 sought as dual properties. In this kind of application, the number of sampled values that the filter absorbs or spreads depends on the bandwidth 1 of the summative kernel. Remember that the sampling step is h = 1. A uniform kernel-based filter, with a bandwidth of 5, will act on 11 × 11 pixels. More generally, a uniform kernel-based filter, with a bandwidth U , will act on 3 2 U + 1 × 2 U + 1 pixels. Therefore, the uniform filter acts on sets of pixels whose cardinality increases with the bandwidth. This property is also consistent with other summative kernels. Since, for large bandwidths, granularity 1 adaptation is better than other adaptation methods, the granularity index can be seen as a good marker of the absorption or spreading abilities of a summative kernel, and therefore is a good index of non-resolution power. 
Experimental comparison between adaptation methods in continuous discrete interplay 1
The property we aim to highlight, within this experiment, is the ability of the granularity index to characterize the absorption capability of a summative kernel. This experiment consists of simulating the behavior of one detector of a 3 nuclear imaging device [14] . Such a detector is designed to count the photons emitted in a certain direction during a given period. A complete device is made up of several detectors. Each one is associated with a collecting direction. 5
The proportion of photons detected by a sensor over the complete number of detected photons is the signature of the density of radioactivity in the direction associated with the sensor. The density of radioactivity detected in a certain 7 direction is known to be ruled by a Poisson process, and depends not only on the measured density of radioactivity but also on N, the total number of detected photons, and on , the impulse response of the sensor. 9
In this experiment, the radioactive zone is supposed to be approximately punctual, which means that it is assumed to be symmetrically distributed. We perform this experiment by modeling this radioactive zone by a centered uniform 11 distribution on [−50, 50]. We suppose that all the photons emitted by this active zone are detected by the device, and we focus on the density of photons detected by one of the detectors. 13 We compute the detected density when modeling the impulse response of this sensor by the four summative kernels used in the previous experiment: Uniform, Epanechnikov, Triweight and Gaussian, with adapted bandwidths. This 15 computation is made for U ranging from 0 to 20 and for a number of emitted photons ranging from 1 to 1000. We compute the L 2 -distance between the densities obtained with the four presented summative kernels when using 17 different adaptation methods and, also, with no adaptation. Then, we compute the mean of the L 2 -distances obtained over 100 different experimental data sets. 19 As a first remark, whatever U and N, granularity adaptation is better than no adaptation. Fig. 16 shows the difference, noted d NG , between the average distance with no adaptation and the average distance with granularity adaptation. The 21 results obtained for the other adaptation methods are similar, and therefore not plotted here. Fig. 17 shows the difference, noted d AG , between the average distance with AMISE adaptation and the average 23 distance with granularity adaptation. For most of the parameters U and N, the granularity adaptation is better than the AMISE adaptation method, except for some pairs (N, U ), with small N and small U . 25 Fig. 18 shows the difference, noted d EG , between the average distance with entropy adaptation and the average distance with granularity adaptation. Whatever U and N, the granularity adaptation is better than the entropy adaptation method. 27 Since this experiment uses the absorption property of the summative kernels, we can conclude that the granularity better 1 captures the ability of a summative kernel to absorb information than the entropy does.
Conclusion 3
In a digital signal processing context, summative kernels are widely used either to model the impulse response of a sensor, or to ensure a smooth interplay between continuous and discrete domains. In such a context, it is of practical 5 importance to be able to use an index that characterizes the behavior of a summative kernel in different applications. When a kernel is used to model the impulse response of a sensor, one of the characteristics of practical importance 7 to be derived from the kernel is the resolution power of the sensor. This resolution power is usually defined as being inversely proportional to the minimal distance between two measured features that can be separated by using the 9 measured signal. When modeling the measurement by a uniform kernel defined on an interval, this minimal distance is directly proportional to the length of the interval. Since this length is, by definition, the granularity of a uniform kernel, 11 it seems straightforward to conjecture that the granularity of any summative kernel associated with the impulse response of a sensor is a marker of its non-resolution power. Granularity can thus be seen as an index reflecting non-resolution 13 power, i.e. the ability of a summative kernel to spread or collect information in the usual signal processing applications. Note that the Shannon entropy index is not consistent with this definition of a non-resolution power index, since the 15 Shannon entropy index of a uniform kernel defined on an interval tends to −∞ as its length tends to 0. A key step in our definition of granularity is to conjecture that the (non-)resolution power of a summative kernel and the 1 (non-)specificity of a probability distribution are dual properties. In fact, we define the granularity of a summative kernel as an index characterizing its non-specificity, considering this summative kernel as being a probability distribution. 3
This specificity is the ability, for a probability distribution, to be concentrated on a set of minimal Lebesgue measure. Birnbaum [1] , by means of the peakedness index, defined a non-specificity measure that has been studied by Dubois 5 and Hüllermeier [7] . It has been observed that the construction of the peakedness is based on the probability/possibility transformation of Dubois and Prade [12] . It appears that granularity is simply the peakedness index of Birnbaum, 7 defined for continuous probability distributions.
The numerous experiments we carried on highlighted the fact that, when two summative kernels with different shapes 9 have the same granularity, their behavior in typical kernel-based signal processing applications are quite close, and, moreover, closer than two summative kernels having the same Shannon index. For adaptation purposes, the AMISE 11 adaptation method derived from the Parzen-Rosenblatt kernel-based density estimation may also be considered. In fact, in applications where few data are involved, this adaptation sometimes seems to work better than the granularity-based 13 adaptation. However, even if the AMISE adaptation can be useful in comparing summative kernels, it seems difficult to derive a direct, useful, non-resolution index from the adaptation coefficients. It should still be an interesting research 15 track to follow. Among numerous possible uses, our new index could also yield new criteria for finding the optimal shape of a 17 summative kernel for a particular application. Moreover, due to the separability property of Theorem 14, the use of such criteria could lead to very simple methods, and to computationally low-cost algorithms. One could also consider 19 directly inferring the non-resolution power of a sensor by applying the probability/possibility transformation directly to the experimental data collected when the sensor is measuring a known pattern. Finally, since a maxitive kernel can 21 be viewed as representing the family of the summative kernels with lower or equal granularity, it sounds sensible to consider a new way of performing signal processing based on replacing summative kernels by maxitive kernels in the 23 usual applications. 
