For a wide class of weights, a systematic investigation of the convergence-divergence behavior of Lagrange interpolation is initiated. A system of nodes with optimal Lebesgue constant is found, and for Hermite weights an exact lower estimate of the norm of projection operators is given. In the same spirit, the case of Hermite-Fej6r interpolation is also considered.
INTRODUCTION
Pointwise estimates of the error of Lagrange interpolation on the real line are scarce and not quite satisfactory. Perhaps the most significant is Freud's [3] 1969 result on the roots of Hermite polynomials for functions being uniformly continuous on R. Results of Nevai [11, 12] should also be mentioned. The characteristic of these results is either the restriction of the range of error estimate to a finite interval, and/or severe growth restrictions at infinity on the function (like in Freud's theorem). As Nevai En(f)w "= inf IIw(f-P)II 0 as n --+ cxz,
where Fin is the set of polynomials of degree at most n, and II-II denotes the supremum norm over R.
Xn be an arbitrary set of (pairwise different) nodes and n ,n, X) "= f (Xk)lk(,n, X) IIw(f L(f, A:, x))ll < En-1 (f)w(1 A" X(n)w).
Under different structural properties on the function, we have a considerable knowledge of the behavior of the quantity En-1 (f)w (see e.g. the recent survey paper [8] of D. S. Lubinsky) . Thus what remains to be investigated is the Lebesgue constant ) (A'n)w.
THE LEBESGUE CONSTANT OF SOME SPECIAL SYSTEMS OF NODES
In general, the weight w and nodes Xn are chosen independently. However, if
we expect a reasonable upper estimate for the Lebesgue constant X (2(n)w then we have to assume some connection between the two data. The most natural assumption, as we shall see, is that Xn is the set of roots of the orthogonal polynomials with respect to the weight w2. Quite surprisingly, it will turn out that for a wide class of weights, this is not an optimal choice with respect to the order of magnitude of )(Xn)w. Therefore we shall construct another system of nodes to achieve this optimal order. (w W).
Our purpose in this section is to define a system of nodes such that the corresponding Lebesgue constant is of smaller order. Let x0 >_ 0 denote a point such that IPn(Xo)lw(xo) IlPnWll (7) (we will see that xo # 0). 
The proof of Theorem 1 is divided into a series of lemmas. First we recall (cf. e.g. Mhaskar (In this section we will use the shorthand notation an, since the weight w will be the same everywhere.) (In what follows, cl, c2 will denote constants independent of n, but possibly depending on w.)
Proof By Corollary 1.4 in Levin-Lubinsky [5] we have for all n 6 No The right hand side inequality in (9) follows from (7) and (8 
Ik an n (Xk)an 
This together with (20) proves the lemma. Now we are in the position to prove the lower estimate in (6) . We have by Lemma 2, (7), (10) and (21) )(lgn, xo)w >_ Ipn(xo)lw(xo) > c7 Illanlllwo e-X2 ey2/2w(y) pk(x)pl(y) dy Cl610gn.
(29) In order to prove these corollaries, we have to show that the stated expressions (27) and (29) are indeed the norms ofthe corresponding operators defined in the sense of (26). First, note that by (28) the integral in (29) exists. Then, on the one hand, the expressions in the middle of (27) and (29) are easily seen to be majorized by the corresponding norms on the left hand sides, by using e-Xx h n (x) dx > n(n 1)
Substituting these values in (31) we get the lemma. In analogy with the finite interval case, we are interested in the following
problem: under what conditions on Wl, WE, A'n will the relation
hold.
The reader will at once notice that, compared to the Lagrange interpolation, 
where ao 1 and ak, k > 1 are the M-R-S numbers associated with w.
Remarks 1. The parameter m < 2n 1 is arbitrary, and has to be chosen optimally. It is readily seen that if m tends to infinity sufficiently slowly then we have convergence in (37). In the particular case w(x) e-Ixl", En(f)to O(n -) ( 2. Since II(X) <__ Wl(X) __< W2(X) __< 2(X) (X E l), our theorem is stronger than the quoted result ofLubinsky [6] (namely, it holds for a wider class of functions, with a larger weight in the error estimate).
Proof of Theorem 3. Let m _< 2n 1, and let qm Fire be a polynomial such that
Ilwl (x)[f (x) qm(X)ll < Ilwa(x)[f(x) qm(X)ll < Ilwa(f-qm)ll--Em(f)w2. 
