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ABSTRACT 
Military conflicts are shifting from jungles and deserts to 
cities. This is because terrorists, insurgents, and 
guerillas find these areas provide a rich target 
environment and good hideouts. With the use of UAVs, urban 
threats can be tracked and targeted effectively. However, 
in an urban environment where there is little or no GPS 
signals and many obstacles, navigation of UAVs is a major 
challenge. Multiple UAVs can be employed to share sensor 
information to counter these challenges and to perform 
Intelligence, Surveillance, and Reconnaissance (ISR) 
missions with greater ground coverage and better success 
rates. 
This thesis explored the various types of UAVs 
deployed for urban operations and investigated the trends 
of the UAVs in terms of their parameters such as weight, 
altitude, speed, and sensor suite. The challenges and 
requirements for interoperability of multi-UAV operations 
in urban environments were also discussed. 
A direct-method-based control system for multiple UAV 
collaboration and obstacle collision avoidance was 
proposed. The UAVs were able to share and integrate their 
sensors’ information for joint cooperation. A dynamic model 
was developed for the simulation testing of the algorithm. 
Following that, physical experiment was carried out in an 
indoor environment on Quanser QBall-X4 UAV to evaluate the 
results. 
 vi
THIS PAGE INTENTIONALLY LEFT BLANK 
 vii
TABLE OF CONTENTS 
I.  BACKGROUND ..............................................1 
A.  GENERAL ............................................1 
B.  URBAN ENVIRONMENT UAVS .............................3 
1.  Qube UAS ......................................4 
2.  SQ-4 ..........................................4 
3.  Draganflyer X6 ................................5 
4.  Shrike UAV ....................................6 
5.  Ghost UAV .....................................6 
6.  Aeryon Scout ..................................7 
7.  RQ-16A T-Hawk .................................8 
8.  Specifications Study ..........................8 
C.  SENSOR INTEGRATION ................................13 
1.  Sensor Hardware Integration ..................14 
2.  Sensor Software Integration ..................15 
3.  UAV Relays ...................................15 
II.  SYSTEMS ENGINEERING CONSIDERATIONS .....................17 





B.  STAKEHOLDERS AND NEEDS ANALYSIS ...................24 
1.  Stakeholders Identification ..................24 
2.  Needs Analysis ...............................25 
C.  CONCEPT OF OPERATIONS .............................25 
D.  FUNCTIONAL ANALYSIS ...............................27 
E.  INTEROPERABILITY CHALLENGES .......................29 
F.  RISKS .............................................30 
G.  PROBLEM FORMULATION ...............................36 
1.  Types of Urban Operations ....................36 
2.  Thesis Design Scenario .......................37 
III.  MODELING ...............................................41 
A.  QUADROTOR DYNAMICS ................................41 
1.  Coordinate Frames ............................41 
2.  Assumptions ..................................43 
3.  Model ........................................43 
B.  SENSOR DATA PROCESSING ............................46 
1.  HiQ Data Acquisition Card / Gumstix 
Processor ....................................47 
2.  Sensors ......................................48 
3.  Functional flow ..............................52 
 viii
IV.  DIRECT METHOD BASED CONTROL STRATEGY ...................57 
A.  INTRODUCTION ......................................57 
B.  ARCHITECTURE OF CONTROLLER ........................59 
C.  TRAJECTORY OPTIMIZATION ...........................60 
1.  Defining a Reference Trajectory ..............60 
2.  Time and Space Decoupling ....................63 
3.  Inverse Dynamics .............................65 
4.  Cost Function ................................66 
V.  RESEARCH SCENARIO AND EXPERIMENT RESULTS ...............69 
A.  INTRODUCTION ......................................69 
B.  APPROACH ..........................................69 
C.  SCENARIO 1 - SINGLE UAV MISSION ...................70 
1.  Scenario Parameters ..........................70 
2.  Results ......................................71 
D.  SCENARIO 2 – MULTIPLE UAVS MISSION ................75 
1.  Scenario Parameters ..........................75 
2.  Results ......................................75 




A.  PROCEDURE FOR OPTITRACK CAMERA SYSTEM CALIBRATION .83 
B.  PROCEDURE FOR STARTING UP QBALL SYSTEM IN BULLARD 
LAB ...............................................85 
LIST OF REFERENCES ..........................................93 
INITIAL DISTRIBUTION LIST ...................................97 
 
 ix
LIST OF FIGURES 
  Qube UAS by Aerovironment. From [7]..............4 Figure 1.
  SQ-4 by Middlesex University. From [8]...........4 Figure 2.
  Draganflyer X6 by Dragonfly Innovations Inc. Figure 3.
From [9].........................................5 
  Shrike by Aerovironment. From [10]...............6 Figure 4.
  Ghost by IAI. From [11]..........................6 Figure 5.
  Aeryon Scout by Aeryon Labs Inc. From [12].......7 Figure 6.
  RQ-16A T-Hawk by Honeywell. From [13]............8 Figure 7.
  Segmentation of UAVs in terms of endurance. Figure 8.
After [2].......................................10 
  Weight vs endurance of quadrotors...............11 Figure 9.
  Power and energy density for various power Figure 10.
sources. From [17]..............................12 
  PicoSTAR by SELEX Galileo. From [14]............14 Figure 11.
  Urban terrain in military context. From [23]....18 Figure 12.
  Context diagram for ISR operations in an urban Figure 13.
environment.....................................20 
  Concept of operations...........................27 Figure 14.
  Functional decomposition........................28 Figure 15.
  Global risk matrix..............................31 Figure 16.
  Kinetic energy vs. probability of fatality. Figure 17.
From [28].......................................35 
  The four main categories of urban operations. Figure 18.
After [29]......................................37 
  Scenario location...............................38 Figure 19.
  Mapping from actual map environment to lab Figure 20.
environment.....................................39 
  Quanser Qball X-4 UAV. After [30]...............41 Figure 21.
  Optitrack system coordinate frame...............42 Figure 22.
  Quadrotor schematic. From [24]..................44 Figure 23.
  System overview of Quanser unmanned systems Figure 24.
laboratory setup. From [31].....................47 
  Sonar sensor....................................49 Figure 25.
  Reflectors on the UAV...........................50 Figure 26.
  V100:R2 infrared camera.........................51 Figure 27.
  Capture volume from Optitrack system............52 Figure 28.
  Physical decomposition of the lab setup.........53 Figure 29.
  EFFBD of operating QBall UAV, view 1............55 Figure 30.
  EFFBD of operating QBall UAV, view 2 and 3......56 Figure 31.
  Direct method flow. From [41]...................58 Figure 32.
  Architecture of direct method control for Figure 33.
quadrotor. After [24]...........................59 
 x
  Trajectory from simulation result for scenario Figure 34.
1...............................................72 
  Speed factor(lambda) and speed for scenario 1...73 Figure 35.
  Trajectory from actual flight result for Figure 36.
scenario 1......................................74 
  Euler angles from actual flight result for Figure 37.
scenario 1......................................74 
  Trajectory from simulation result for scenario Figure 38.
2...............................................76 
  Speed factor(lambda) and speed for scenario 2...77 Figure 39.
  Trajectory from actual flight result for Figure 40.
scenario 2......................................77 
  UAV A euler angles from actual flight result Figure 41.
for scenario 2..................................78 
  UAV B euler angles from actual flight result Figure 42.
for scenario 2..................................78 
 xi
LIST OF TABLES 
Table 1.  Urban Terrain Zone (UTZ). From [5]...............2 
Table 2.  Specifications of urban environment UAVs.........9 
Table 3.  Comparison of operations in urban and other 
environments. From [23].........................23 
Table 4.  Likelihood description..........................32 
Table 5.  Consequences description........................32 
Table 6.  Risk matrix for risks (b) and (c)...............33 
Table 7.  Kinetic energy of various objects. From [27]....35 
Table 8.  Varied parameters for scenario 1................72 
Table 9.  Varied parameters for scenario 2................76 
 
 xii
THIS PAGE INTENTIONALLY LEFT BLANK 
 xiii
LIST OF ACRONYMS AND ABBREVIATIONS 
EFFBD Enhanced functional flow block diagram 
EMMI  Energy, Matter, Material and Information 
EO/IR Electro-optic / Infra-red 
GCS  Ground control station 
GPS  Global positioning systems 
GNC  Guidance, navigation and control 
IDVD  Inverse Dynamics in Virtual Domain 
IED   Improvised explosive device 
ISR  Intelligence, surveillance, and reconnaissance 
LED  Light Emitting Diode 
LOS  Line of sight 
MTOW  Maximum Take-Off Weight 
NED  North-East-Down 
PL  Payload 
ROE  Rules of engagement 
UAV  Unmanned aerial vehicle 
UGV  Unmanned ground vehicle 
UO   Urban operations 
UTZ  Urban terrain zone 
VTOL  Vertical take-off/land 
UxVs  Unmanned Aerial, Surface and Ground Vehicles 
 xiv
THIS PAGE INTENTIONALLY LEFT BLANK 
 xv
EXECUTIVE SUMMARY 
This thesis explored the requirements of a collaborative 
ISR mission performed in an urban environment which poses 
severe challenges in communication and navigation with its 
complex and congested environment. Furthermore, various 
boundaries (political, social, economic, and physical) and 
stakeholders are involved in the operation of such a 
system. A concept of operation is presented with an 
emphasis on meeting the stakeholders’ needs and discussing 
the key challenges that may be faced in the 
interoperability of such system.  
In order to achieve higher autonomy with minimal user 
input to the system, a control approach is recommended in 
this thesis. Using the Inverse Dynamic in Virtual Domain 
(IDVD) method to generate quasi-optimal trajectory that 
allows real-time control for cooperation of multiple UxVs, 
the user just needs to key in the flight time, along with 
the initial and final points of the UAV, to fly. The 
algorithms will then generate a quasi-optimal feasible 
trajectory for the UxVs. This reduces the load for the 
operator and provides a more robust control algorithm for 
the UxVs. 
Finally, this algorithm was tested in a laboratory 
environment to demonstrate the capability, and the results 
were plotted and shown in this paper. 
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I. BACKGROUND  
A. GENERAL 
There is a trend of demographic transition occurring 
in the developing world. The world’s urban population is 
increasing four times as fast as its rural population. By 
2025, two-thirds of the Earth’s population is projected to 
live in urban areas, and 90 percent of the growth will be 
in the developing world [1]. Therefore, the needs of 
military systems are changing to focus upon urban warfare 
or urban operations (UO). The shifting of traditional 
warfare from the field to the urban environment drives 
significant changes in military strategies, particularly 
the technological development of military systems.  
Intelligence, surveillance, and reconnaissance (ISR) 
operations are of great importance in urban warfare. In 
order to mitigate the risk in these complex and dynamic 
environments, an organized military force will attempt to 
understand as much about its environment as it can, in 
order to make well-informed decisions and comply with the 
rules of engagement by identifying their opposing threats. 
This is known as situation awareness [2]. This capability 
can be achieved by deploying unmanned systems with sensing 
and communication payloads. However, in urban environments, 
conventional systems may not be able to meet mission 
objectives due to the complex nature of the environment.  
A city is more than just a physical environment. There 
are also political, economic, social, and psychological 
constraints in the urban environment [3]. The physical 
constraints involve both natural and man-made structures. 
 2
They pose a major hurdle for a conventional unmanned system 
to perform its ISR missions. Most of the systems rely on 
radio-frequency sensors and will suffer from interference 
with other signals, or with themselves, due to multipath 
propagation effects [2]. The lines of sight are short in 
these environments and the GPS is often unable to work most 
of the time as it cannot see the minimum number of four 
satellites. 
Singapore is a country with a typical urban 
environment. Based on a study carried out in Singapore by a 
team of career officers from the armed forces [4] on 
combined unmanned air and ground vehicles operations in the 
Singapore urban environment, the environment can be 
classified into five types of zones as shown in Table 1. 
This classification is based on tactical considerations for 
fire support, maneuver, cover/concealment, and 
command/control. 
UTZ Descriptions 
Type A Dense, quasi random construction (e.g., CBD) 
Type B Close, orderly blocks (e.g., pre-WWII shop houses) 
Type C Dispersed residential areas (e.g., landed housing 
estates) 
Type D High-rise areas (e.g., HDB housing estates) 
Type E Industrial/ transportation areas (e.g., Jurong 
island) 
Table 1.   Urban Terrain Zone (UTZ). From [5]. 
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In order to develop situational awareness in an urban 
environment, multiple unmanned vehicles can be used in a 
collaborative manner to counter these problems and acquire 
timely information on the environment for the urban warfare 
commandants. As highlighted by [6], unmanned vehicles can 
continuously meet the operator’s requirements and needs 
during or before the battle. It is expected that they will 
become an indispensable support element for a wide range of 
battles in the future.  
In [6], a comparison was made to evaluate the type of 
unmanned vehicles that are most suitable for each type of 
mission. The pros and cons were discussed with regard to 
use of a quadrotor and fixed-wing unmanned aircrafts. The 
fixed-wing UAV is limited by its inability to fly low and 
hover, requiring a take-off and landing distance 
requirement, as compared to a quadrotor which has a complex 
design but offers better mobility and lower endurance. 
Since an urban environment has limitations in its air 
space, this poses a challenge for fixed-wing UAVs to be 
able to fly at a safe altitude and spot the target. Thus, 
quadrotor UAVs are explored in the following section which 
focuses on the various UAVs being deployed in urban 
environments. 
B. URBAN ENVIRONMENT UAVS 
Various types of UAVs catered for the urban 
environment have been developed over the years. This 
section will discuss these UAVs and compare their 
performance. 
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1. Qube UAS 
  
 Qube UAS by Aerovironment. From [7]. Figure 1.  
The Qube UAS is a rugged and reliable small UAS 
primarily used for public safety purposes. This system can 
be easily stored in the trunk of a car and assembled within 
five minutes. It provides real-time video transmission to 
the operator and is able to carry out missions such as 
searching for suspects or missing persons, standoff or 
hostage situations, accident or crime scenes, fire-fighting 




 SQ-4 by Middlesex University. From [8]. Figure 2.  
A team of engineers from Middlesex University 
developed the UK’s first lightweight outdoor flying UAV 
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which can fit in a soldier’s backpack. This UAV is a 
remotely controlled vehicle which provides real-time 
footage to goggles worn by the operator. It is able to 
hover quietly and perch on objects while performing 
persistent surveillance over an area [8]. 
3. Draganflyer X6 
 
 Draganflyer X6 by Dragonfly Innovations Inc. Figure 3.  
From [9]. 
The Draganflyer X6 is small enough to fly indoors and 
has a unique design to maximize thrust which helps reduce 
the sound output to only 60 decibels. It is transported in 
a soft shell pack with a military grade backpack. The UAV 
provides real-time video as well as telemetry to the 
operator. The system allows multiple interchangeable camera 
modules which includes a thermal imaging camera [9]. It 
also applies the same concept as SQ-4 with the use of video 
goggles and a remote controller to control the UAV. 
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4. Shrike UAV 
 
 Shrike by Aerovironment. From [10]. Figure 4.  
The Shrike VTOL system is designed for front-line day 
or night ISR missions. It is able to operate in hover-and-
stare or perch-and-stare modes while transmitting real-time 
information to the common ground control station (GCS) via 
a digital data link. It weighs about 2.27 kg and is able to 
hover up to 40 minutes. It also has the ability to perch in 
discrete locations, from which it can transmit for several 
hours before returning back to base [10]. 
5. Ghost UAV 
 
 Ghost by IAI. From [11]. Figure 5.  
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Ghost UAV, developed by Israel’s IAI Malat, is a 
rotary mini-UAV system designed for special operations in 
dense, mountainous, or urban terrain. It is able to carry 
up to 600 grams of payload and is packed in a suitcase 
carried by a single soldier. It also has the ability to 
operate non-line-of-sight missions. The UAV is able to 
perform automatic take-off and landing, and operates with 
EO/IR payloads [11]. 
6. Aeryon Scout 
 
 Aeryon Scout by Aeryon Labs Inc. From [12]. Figure 6.  
Aeryon Scout, developed in Canada by Aeryon Labs Inc 
is an all-weather UAV equipped with a gyro-stabilized 
payload. It requires no launch equipment and enables fixed 
hover for precise observation for covert operations. It 
provides simple, touchscreen, waypoint-planning controls 
for the operator and therefore requires minimal training 
for soldiers [12]. 
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7. RQ-16A T-Hawk 
 
 RQ-16A T-Hawk by Honeywell. From [13]. Figure 7.  
RQ-16A T-Hawk is a ducted-fan VTOL micro-UAV suitable 
for backpack deployment and single-person operation. This 
UAV is in operational service in the United States and acts 
as a good force multiplier for operations in the Iraq war 
[14]. This UAV is lightweight and is coupled with a 
ruggedized control station. Real-time video is transmitted 
to the control station to provide support for ISR missions. 
8. Specifications Study 
Table 2 was generated from research performed to 
compare the specifications of various types of urban 
environment UAVs. There were few similarities among the 
various UAVs, as discussed. These UAVs usually operate on 
battery instead of gasoline engines, since they generate 
less noise. However, this reduces the endurance of the 
UAVs. This flaw can be overcome by having perch capability 
where the VTOL UAV is able to land and perform persistent 
surveillance on an area. The typical speed is around 35–55 
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kilometers per hour and has an operating altitude ranging 
from 120 to 3000 meters. As the UAV is generally operated 
by either a single person (or at most two operators), the 
weight of the UAV has to be light. The range of weight is 

















QUBE 2.5 ? 40 (with PL) ? 1 152.4 




1.5 500 20 (w/o PL) 50 0.5 2438 
Shrike 2.5   40 55 5 ? 
Ghost 4 500 30 35 4 ? 
Aeryon 
Scout 1.3 400 25 50 3 500 
RQ-16A 
T-Hawk 7.9 500 50 74 10 3048 
Table 2.   Specifications of urban environment UAVs 
Figure 8 shows the segmentation of the UAVs in terms 
of their weight and endurance. Urban Environment UAVs 
generally requires least amount of weight due to the nature 
of the operation and the limitation of a quadrotor. A 
typical urban operation has to be swift and therefore does 
not require long endurance. A quadrotor is usually limited 
in its weight capacity as it trades off its high 
maneuverability. In some cases such as search and rescue or 




endurance may be required. Thus, there is a capability gap 
of having an UAV with high maneuverability to fly in urban 
terrain with long endurance. 
 
 Segmentation of UAVs in terms of endurance. Figure 8.  
After [2]. 
Figure 9 shows a plot of the weight vs endurance of 
the UAVs based on Table 2. It is desirable for the UAV to 
be on the upper left corner of the plot with low weight and 
high endurance. The less weight the UAV, the more portable 
the UAV is and it also indirectly increases the endurance 
of the UAV. There are 3 main contributors to the weight of 
the UAV namely frame, sensors and battery.  
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 Weight vs endurance of quadrotors Figure 9.  
Taking an urban environment UAV, Spreading Wings 
S800 [15], for analysis as it has available information on 
the weight distribution of the UAV. The overall mass and 
weight ratio of the various components of the UAV can be 
calculated as shown: 























The frame includes the ESC, motor engine and propeller 
of the UAV. With the comparison of the weight distribution, 
sensor (or payload) requires the most weight, followed by 
the battery. Thus, by miniaturizing the sensor and battery 
of the UAV without affecting the performance of the power 
will improve the endurance of the UAV. A company named 
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LaserMotive has developed a wireless power technology 
solution that is able to extend the battery life of UAV by 
using lasers. A demonstration was carried out in 2010 with 
Pelican Quadrotor equipped with a light 5-minute 
battery and was continuously powered with laser for 
12.5 hours [16]. Figure 10 shows a comparison of specific 
power and energy density for various power sources. Laser 
power has excellent energy density and power density as 
compared to the other power sources. The only limitations 
are line of sight and range with this choice of power. 
 
 Power and energy density for various power Figure 10.  
sources. From [17]. 
Sensors require most of the weight capacity in an 
urban environment UAV. Tradeoff between the performance of 
the sensor and weight is often required in the selection of 
sensor. With higher performance of sensor such as 
stabilized EO/IR gimbaled camera may require 2.8Kg to 5Kg, 
whereas a simple digital camera’s weight ranges from 100g 
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to 300g. Thus, the choice of the sensor varies with the 
application and mission of the UAV. 
C. SENSOR INTEGRATION  
In order for UAVs to navigate in the complex urban 
environment, they must be equipped with multiple sensors 
and robust control algorithms to control the UAVs, and 
operate in them in a network-centric manner to perform the 
mission effectively. The U.S Department of Defense defines 
an unmanned aircraft as an aircraft or balloon that does 
not carry a human operator and is capable of flight under 
remote control or autonomous programming. An unmanned 
aircraft system is also defined as that system whose 
components include the necessary equipment, network, and 
personnel to control an unmanned aircraft [13]. By 
employing multiple UAVs and sharing sensor information, 
greater coverage can be achieved efficiently and higher 
success rates can be achieved. 
One of the primary functions of a UAV is to collect 
data and provide information to the user. A UAV system 
typically includes a Ground Control Station (GCS) which 
controls and commands the UAV. The GCS can be a mobile 
station or a fixed station. It collects data from the UAV 
and translates it into useful information for the operator. 
In order to transmit data to the GCS, the UAV must carry 
sensors and payloads to collect the data. A typical UAV 
(specifically, a quadrotor) sensors suite consists of a 3-
axis gyroscope, a 3-axis accelerometer, a 3-axis 
magnetometer, pressure sensors, a sonar sensor, a GPS unit 
and a payload. Besides the sensors, the Guidance, 
Navigation, and Control (GNC) algorithms are required to 
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provide the necessary autonomy for the UAV and data fusion. 
There are two main sensor integration sources involved: 
hardware and software. Besides the physical sensor 
integration within the UAVs, communication is crucial in 
passing the sensor information between the UAVs and the 
control station as well as knowing the positions of 
friendly UAVs. By employing medium altitude or high 
altitude UAVs to relay communications, the system can offer 
line-of-sight (or near line-of-sight) links to control 
stations via the UAVs, or even links to commercial 
satellites that are over the horizon from ground-based 
jammers [3]. 
1. Sensor Hardware Integration 
The hardware has a physical integration which includes 
sharing of processor hardware, power supplies and aperture 
integration [14]. Future sensor payloads will be combining 
various functions of payloads to create a more robust and 
higher performance sub-system. For instance, SELEX Galileo 
has developed the PicoSTAR featuring compact design and a 
fully integrated RF and EO sensor payload. This payload 
delivers radar, electronic surveillance, and electronic 
attack and communication functions.  
 
 PicoSTAR by SELEX Galileo. From [14]. Figure 11.  
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2. Sensor Software Integration 
Sensors software integration, in this context, refers 
to a sensor data fusion which can be achieved by either 
gathering sensor data from different sensors or receiving 
sensor data from multiple UAVs and combining them into 
improved data. At Ohio State University, research was 
conducted to perform layered data fusion from multi-UAV 
sensing. The work involved applying an information-
theoretic cost function and cooperative optimization method 
on multiple mini-UAV sensing. This layered data fusion 
technique was applied on a single video registration, a 
video registration with a reference image, and the 
alignment of two video sequences [18].  
Another method suggested by Professors Oleg Yakimenko 
and Gerard Leng to perform continuous surveillance of a 
target in an urban environment is to use multiple fixed-
wing UAVs with a formation flight control algorithm [5]. In 
order to track a target, an unobstructed line of sight is 
required with the UAV. However, there may be cases where 
the geometry of the visible region or constraints on the 
sensor motion (e.g., limited azimuth angle of the payload, 
turn radius of the UAV) results in one UAV being unable to 
track the target. Therefore, the cooperative deployment of 
UAVs can be implemented to overcome this problem. 
3. UAV Relays 
Much research has been carried out over the years 
search for methods to relay communications over the air. As 
suggested by [19], a project was carried out to determine 
the suitable placement of relay UAVs through one or more 
intermediate relay UAVs passing information to base 
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stations. Similar research was carried out by [20], which 
takes into account mission-specific quality measures and 
the number of UAVs allocated to relay communication. In 
[21], a method for planning a route for a relay UAV, given 
the known route of the surveillance UAV, was proposed. This 
method assures communication at certain time points and 
suggests a valid relay UAV route as a solution to the 
problem. 
Northrop Grumman developed a system called the 
Battlefield Airborne Communication Node (BACN), which is 
installed onto the Global Hawk UAV and provides a 
persistent gateway in the sky that receives, bridges, and 
distributes communication among all participants in a 
battle [22]. It provides real-time information flow between 
similar and dissimilar tactical data links in both line-of-
sight, and beyond line-of-sight, situations.  
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II. SYSTEMS ENGINEERING CONSIDERATIONS 
A. PROBLEM DEFINITION 
As discussed in the background section, there is a 
global trend of increasing urban population as more 
developing countries are evolving. Terrorists can easily 
hide themselves in the complex and dynamic urban 
environment and find opportunities to strike major blows in 
these areas. This poses a problem for both the military and 
government in countering this type of attack. Thus, 
intelligence gathering becomes an important function for 
urban warfare.  
Besides terrorism, natural disasters in cities have 
also claimed many lives, and as the technology advances 
more sophisticated systems are being deployed for search 
and rescue missions. These systems had not only helped to 
save many lives, but have also brought the importance of 
technology in this area into focus, along with the risk 
mitigation benefits that the systems are able to provide. 
1. Boundaries 
Operating unmanned systems in an urban environment 
presents challenges related to physical, political, 
economic, social, and psychological boundaries. The 
physical boundaries include physical entities in the 
environment: buildings, roads, highways, ports, rails, 
airports, subways, and sewage lines [23]. Figure 12 




warfare. These structures present issues for communications 
with various systems due to multi-propagation effects and 
line-of-sight issues.  
As for the political boundaries, there are legal norms 
and restrictive rules of engagement (ROE) that the country 
has to adhere to in order to satisfy public and diplomatic 
pressures. According to [3], the international law of war 
can be reduced to the following key concepts: military 
necessity, humanity, proportionality, and distinction (or 
discrimination). These are factors that military personnel 
have to consider while the enemies (terrorists for example) 
do not need to concern themselves with these factors. They 
can disguise themselves as civilians in the cities. 
 
 
 Urban terrain in military context. Figure 12.  
From [23]. 
With regard to economic factors, a large amount of 
resources is needed to develop a system capable of 
operating in an urban terrain. This capability will be 
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required in countries with large urban populations that 
also possess the economic power to develop sufficient 
capability to operate these systems in urban areas. The 
prospects of economic prosperity may fall significantly in 
the event of conflicts; and it is the duty of civilians not 
the military to restore this prosperity. However, the 
military is responsible for creating security conditions 
that make growth and development possible [23]. 
From a social aspect, language barriers may be an 
issue while providing foreign humanitarian aid during 
disasters or war. The system interfaces may communicate 
with unknown languages or with friendly forces that require 
translators, which can cause delays.  
Due to the high population density in urban areas, the 
fear experienced by civilians can be as deadly as a 
stampede or the blockage of evacuation channels that could 
take place in the event of a crisis. The trust of the 
people or general public needed to support the operation of 
unmanned systems remains highly doubtful. It will take time 
for the technology to prove itself; as the technology 
matures, people will start to appreciate, trust, and 
embrace it.   
Within these boundaries, the human factor is a key 
aspect to be considered. Human system integration should be 
considered prior to the design of these systems. This 
includes personnel safety while operating the systems and 
mitigation measures required if the unmanned systems fail 
(to avoid, endangering people in the area). Training the 
users for proficiency in the system is crucial so as to 
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prevent any misuse of the system which may cause hazards or 
the possibility of failing the mission.  
Logistics is another key area to focus on. The 
availability of the unmanned systems contributes largely  
to the success of the mission. This factor can be measured 
by how fast the unmanned system can be deployed upon 
mission activation, the downtime of the system, and the 
turnaround time of the system. 
The context diagram shown in Figure 13 illustrates a 
summary of the boundaries.  
 
 
 Context diagram for ISR operations in an Figure 13.  
urban environment 
2. Limitations 
The most challenging issue operating an unmanned 
system in a very dense urban environment (such as UTZ Type 
A and B) is having very limited LOS with the satellites and 
Unmanned ISR 
























control station. This results in difficulty with control 
and navigation of the unmanned system due to poor or no 
signals from the satellites, as well as intermittent 
feedback from the unmanned systems to the control station. 
There are multiple radio wave transmitting all around the 
buildings. Besides the multiple radio waves sources, the 
walls of the buildings can cause the signals of the various 
unmanned systems operating to weaken due to multipath 
propagation effects. 
There is an unlimited set of obstacles to be 
considered in an urban environment: they are always 
changing, dynamic, and can be of any form. The unmanned 
system has to be robust enough to adapt to the environment. 
Data about the environment that is both sufficient and up-
to-date is required prior to the operation. The flight path 
of UAVs in the environment is highly likely to be along the 
flight paths used by commercial planes. Therefore, in order 
for the UAVs to carry out their mission, they have to 
operate within a certain altitude range.  
Technology limitations can also be a factor in 
developing suitable unmanned systems for the urban 
environment. There may be requirements and system 
engineering analysis performed to develop a system which is 
able to fill the capability gap for the urban environment 
surveillance mission, but if the technology has not yet 
advanced sufficiently, the system cannot be developed. 
3. Constraints 
One of the greatest concerns is clearing the airspace 
to fly UAVs in an urban environment. This is due to the 
safety concerns of deploying UAVs in a crowded environment 
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with the possibility that the vehicle may drop from the sky 
and endanger people in the area. There may be a need to 
evacuate personnel from the area for a mission. This would 
involve the public as well as the commercial companies in 
the area. Strong resistance to evacuation may occur. Thus, 
besides proper process and procedures for the evacuation 
being ready and in place, the duration of the operation has 
to be as swift as possible. 
The rules of engagement and government regulations 
play a part in setting the constraints of the system. 
Depending on the type of mission or situation, the mission 
commander has to react accordingly, since civilian safety 
is of top priority. Secondary considerations are the 
minimizing of collateral and environmental damage. Thus, 
the design of the system has to take into account these 
rules and regulations. 
Based on a table created by [23], engaging or 
operating in an urban environment has the greatest 
challenges based upon the following: number of civilians, 
infrastructure, environment, rules of engagement, ranges, 
avenues of approach, freedom of movement, communication 
restrictions and logistic requirements. This assessment 
compares the urban aspects with those in the desert, 







Aspect Urban Desert Jungle Mountain
Number of civilians High Low Low Low 
Amount of valuable 
infrastructure 




Yes No Some Yes 
Restrictive rules of 
engagement 




Short Long Short Medium 
Avenues of approach Many Many Few Few 
Freedom of vehicular 
movement and maneuver 






Logistics requirements High High High Medium 
Table 3.   Comparison of operations in urban and other 
environments. From [23]. 
4. Scope 
The aim of this thesis is to develop a solution for an 
urban environment ISR unmanned system. The scope is to 
cover an ISR mission, as these types of missions are 
considered one of the keys to overall mission success and 
are expected to continue to grow in the near future with 
the use of unmanned systems. The urban environment setting 
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defines the boundaries that the system must look at in the 
solution space and develop a network-centric solution to 
provide the capability of operating ISR missions within an 
urban terrain. This environment poses many challenges, as 
discussed in the earlier sections, such as: limited ranges, 
a dynamic environment, and a large number of civilians, as 
well as logistics requirements and communication 
restrictions. Certain risks are also identified, such as 
human safety and the acceptance of unmanned systems by the 
general public. These risks must be taken in account in the 
near future as unmanned systems prove their maturity and 
capability. 
B. STAKEHOLDERS AND NEEDS ANALYSIS 
1. Stakeholders Identification 
A number of stakeholders can be identified that are 
involved in the system. They can be classified as one of 
two types: key stakeholders or general stakeholders. The 
key stakeholders of the system are primarily the users, 
designers, and policy makers. These key stakeholders are 
identified as: the government, who will set the policies, 
rules, and regulations of operating unmanned systems (and 
also the standards for the urban environment, such as the 
height limits of buildings, road width, etc.); 
users/operators can include either the police or military, 
depending on the nature of the mission (whether the mission 
is one of public safety or urban warfare). General 
stakeholders are any others who may be indirectly involved 
in the operation of the system. General stakeholders 
include the civilians or general public, as well as 
commercial companies.  
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2. Needs Analysis 
Well-informed decisions are of high importance in 
urban warfare, which brings ISR capability into focus. 
There are four main categories of urban operation missions: 
Law enforcement, emergency measures, fire, and tactical 
surveillance. These missions will be discussed in more 
detail in a later section. There is also the desire to have 
higher autonomy, so as to reduce the number of operators 
and minimize human interventions. The various operational 
capabilities based on the perspectives of the stakeholders 
for ISR are identified as follows [23]: 
 Visualize the operational environment 
 Provide situational awareness 
 Process intelligence and disseminate it to 
operating forces in real time 
 Provide timely intelligence and information to 
support decision making 
From these identified operational capabilities 
identified, an overarching capability need statement is 
derived as follows: “complex urban environment with limited 
protection capabilities need timely intelligence to counter 
asymmetric threats.” 
C. CONCEPT OF OPERATIONS 
To summarize the previous discussion, the system 
should be able to provide a solution to meet the specified 
capability requirements. Figure 14 illustrates the system 
solution for providing the capability for ISR missions in 
an urban terrain. A central control station takes up the 
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role of a central coordinating and decision-making process. 
This central control station will only need to communicate 
with the relay UAV to the respective vehicle ground 
stations (which includes the UGV and the mission UAVs or 
Quadrotors). The central control station will be remote 
from the vehicle ground stations and is usually not within 
line of sight. The operators of the vehicle ground stations 
will provide the mission area, most recent map data, flight 
altitude, arrival schedule, type, and number of UAVs to 
control from the ground station and control these UAVs 
within close proximity around the mission area. From this 
information, the ground station performs resources 
allocation and calculates the locations of the waypoints 
based on the UAV’s camera field of view and altitude. It 
then sends the waypoints to the UAVs to scan the area. The 
UAVs are equipped with a real-time trajectory generation 
based on the direct method of calculus of variations [24] 
which are capable of performing dynamic retargeting and 
obstacle avoidance as needed. Due to the dynamic 
environment, the map data may not always be reliable, and 
this control method allows the UAV to perform avoidance of 
obstacle or friendly UAVs that it spots in its camera. The 
relay UAV is used to relay communication from the mission 
UAVs and UGVs to the vehicle ground station and central 
control station as well as providing GPS information to the 
mission UAVs [25]. Since UAVs move much faster, they are 
deployed to scan the area first. Once the target/IED is 




 Concept of operations Figure 14.  
D. FUNCTIONAL ANALYSIS 
Based on the operational capabilities identified by 
the stakeholders and the operational concepts developed, a 
list of key functions is derived as follows: 
 Provide centralized mission command and control 
 Integrate sensor data to produce sensible 
information 
 Detect and identify a target 
 Avoid obstacles and friendly UAVs 
 Real-time telemetry and video 
 Assure real-time telemetry and video streaming 
 28
 Provide communication between the central control 
station and vehicle ground station 
 Provide communication between relay UAVs and the 
central control station and mission UAVs 
 Provide a means to neutralize target 
 Provide command and control over mission UAVs 
 Maneuver around urban terrain 
From the list of functions derived, three main 
functions can be identified as: “to communicate,” “to 
detect and identify target” and “to maneuver around an 
urban terrain.” These functions are decomposed into a 
hierarchy chart as shown in Figure 15. 
 
 
 Functional decomposition Figure 15.  
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E. INTEROPERABILITY CHALLENGES 
Interoperability is defined as the ability to 
synergistically operate in the execution of assigned tasks 
and exchange information and services directly between 
systems and users [13]. In systems that operate 
collaborative ISR missions in an urban environment, the 
system is comprised of a ‘system of systems.’ The 
integration of one system with another system brings about 
challenges such as joint operations, joint 
interoperability, and the dimensions of distributed command 
and controls [26]. Based on the concept of operations, 
there are at least five systems requiring interoperable 
with one another. They can be identified as the central 
control station, the relay UAV, the mission UAVs, the UGVs 
and the operator control stations. The interoperability of 
these systems and processes requires three key factors: 
connectivity, coupling, and cohesion [26].  
Connectivity is defined as the interaction, or the 
facilitation of interaction between objects or processes 
[26]. These systems can be intermediate nodes; as long as 
they have inter-connectivity, they possess the pre-
requisites for interoperability. The systems must be 
connected with common data link communication. In order to 
overcome the LOS issues with the operation team (mission 
UAVs/UGVs and operator control stations), they will be 
communicating with the relay UAV to the common control 
station.  
Coupling is defined as the degree of dependency 
between objects or between processes, and cohesion is 
defined as the degree to which the objects or processes 
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relate to each other [26]. These two factors are important 
as they “perform” the interoperability of the system. 
Coupling refers to the systems being able to acquire the 
correct EMMI (Energy, Matter, Material and Information) 
[26] in a timely and meaningful fashion. Cohesion refers to 
the ability of the system to carry out the intended design 
and action desired. For instance, the commander of the 
operation can be at the central command station directing 
orders to the operators at the urban terrain using the UAV 
relays. Connectivity has to first be available in order for 
these commands to be transmitted to the operators. Coupling 
comes to play when these orders arrive to the operator 
accurately and within the specified time interval. Cohesion 
will depend on whether the operators carry out the mission 
which the commanders ordered them to perform. This same 
logic applies to the operators and the mission vehicles.  
Other interoperability challenges that must be 
considered include the mission requirements, standards such 
as the communication protocols in urban environment, and 
operating in the national air space. 
F. RISKS 
Risk as defined in the aviation is the likelihood of a 
hazard causing an undesirable incident combined with the 
severity of the incident [27]. The most severe incident 
involves either death of injury to persons. With the focus 
of this type of hazards, three major aggregate risk 
categories are listed as [27]: 
a. Death or injury of persons on board subject 
aircraft, resulting from a mishap, 
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b. Death or injury of persons on board another 
aircraft, resulting from a mid-air or surface 
collision between two or more aircraft/ground 
vehicles, 
c. Death or injury of persons on the ground (not in 
an aircraft or vehicle involved with a collision) 
resulting from a mishap or collision. 
In this context, the focus is on unmanned aircraft. 
Thus, the first risk is eliminated as there will be no one 
on board of the aircraft.  
Considering the second and third risks of mid-air 
collision and collision of person on the ground, a global 
risk matrix is used to assess the risks involved as shown 
in Figure 16. 
 
 
 Global risk matrix Figure 16.  
The definitions for the likelihood and consequences 














‐ High Risk, prevention or 
mitigation plan needed 
‐ Moderate Risk, 
mitigation plan needed 
‐ Low Risk, understands 
the risk and anticipate 
how to handle 
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Table 4.   Likelihood description 
Table 5.   Consequences description 
The remaining two risks that could occur are 
summarized into Table 6 with the addition of mitigated 
courses of action, root cause and the severity of the risk 










5 / Nearly Certain Risk events are imminent and cannot be avoided 
under current conditions – incapable process 
4 / Highly Likely Expects risk events and most of them are likely 
to occur – incapable process
3 / Likely Anticipates risk events but may not avoid them –
marginally capable process
2 / Unlikely Usually avoided or resolved risk events in 
similar cases – capable process
1 / Remote Effectively avoid or resolve risk events using 




5 / Catastrophic Risk events that results in death of persons 
4 / Serious Injury Causes serious injuries to the persons 
3 / Minor Injury Causes minor injuries to the persons 
2 / Create 
commotion 
Events that develop fears and results in 
commotion to the persons 




L C Risk 
Rating







































2 3 Low 
Table 6.   Risk matrix for risks (b) and (c) 
This risk of mid-air collisions could occur when the 
UAV either loses its flight control or the operator loses 
sight of the UAV or other aircraft. This could result in 
death of person if the UAV collide with another manned 
aircraft. This thesis focuses on tackling this problem by 
developing a control algorithm that is able to avoid other 
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aircrafts and obstacles and therefore reducing the 
likelihood of it occurring. In order to reduce the 
consequences, smaller UAVs can be used. From [27], an 
aircraft is designed to withstand a bird strike. So if the 
UAV is able to design to be small enough that the 
consequences would be no worse than a bird strike, the risk 
consequence will be reduced significantly. Thus, the risk 
rating with the mitigation will be dropped to “Low” from 
the initial assessment of “Medium” risk. 
The risk of the UAVs crashing onto the ground and 
colliding on the people has a risk rating of “Medium.” This 
is due to the high consequence rating as the result can be 
catastrophic. This consequence can be mitigated by 
establishing design standards of UAVs to have a flight 
termination capability that will reduce the risk of injury 
to people on the ground. For instance, an airbag/parachute 
can be deployed to land the UAV, in the event of loss of 
flight control. Another method can have design standards to 
build the UAV such that it poises minimal risk to people on 
the ground even if they are directly struck by the 
aircraft. In [27], this scenario is compared with non-
aircraft objects such as baseball or golf ball that could 
prove to be lethal if they struck on a human, but yet they 
are acceptable in the society. A comparison was made 
between the lethality between various objects with kinetic 



























95 170 40 35 60 25 200 
Kinetic 
Energy (J) 
128 131 69 81 326 567 99714 
Table 7.   Kinetic energy of various objects. From [27]. 
 
 Kinetic energy vs. probability of fatality. Figure 17.  
From [28]. 
As shown, both the baseball and golf ball could 
produce kinetic energy that would be over 50% of the time, 
whereas small UAVs such as WASP or DraganFlyer X4 could 
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result only 10% of the time that could cause lethality if 
they hit an unprotected human at full speed. Therefore, 
with reduction in the size of the UAVs and better designs 
with safety considerations in mind, these measures can 
mitigate the risks of collisions with people on the ground. 
G. PROBLEM FORMULATION 
One of the key problems in the functions specified is 
how to provide UAVs with the ability to avoid obstacles and 
friendly UAVs. In [24], a direct method of calculus of 
variations was suggested by exploiting the inverse dynamics 
of a vehicle in the virtual domain (IDVD). In this thesis, 
the method will be applied on a Quadrotor UAV from Quanser 
named QBall-X4 in an indoor environment. 
1. Types of Urban Operations 
From [29], the four main categories of urban 
operations can be extracted. Figure 18 segregate these 
missions and break them down further into sub-missions from 
these four categories. 
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 The four main categories of urban Figure 18.  
operations. After [29]. 
2. Thesis Design Scenario 
There is a suspected Improvised Explosive Device (IED) 
planted within a vicinity of an urban area in Singapore (as 
shown in Figure 19). There are three buildings situated 
around this area. Two UAVs (equipped with an IED detection 
sensor) will be deployed to scan the area for the location 
of the IED and transmit the location to a UGV which is 
capable of disarming an IED. Prior mapping of the area has 
already been performed and the terrain of the area is known 




 Crime Scene 
 Crowd Control 
 Explosive Disposal 
Unit 
 Search and Rescue 
 Traffic Congestion 
 Emergency Response 
Team
Emergency Measures
 Disaster response 
such as flood, 
earthquake etc.
Fire
 Fire damage 
assessment 
 Fire scene 
 Fire investigation 
 HAZMAT Operations 
Tactical Surveillance 








 Scenario location Figure 19.  
A topographic view of the mission area was taken from 
Google Earth and this map data is scaled down by 80 times 
to the lab environment as shown in Figure 20. In order to 
optimally search for the IED, UAV A will begin its search 
from one end of the area and UAV B will start its search 
from the other end of the area. Waypoints were generated 
automatically by the GCS based on the camera field of view 
of the UAVs. Optimal trajectory generation in real-time is 





 Mapping from actual map environment to lab Figure 20.  
environment 
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III. MODELING 
A. QUADROTOR DYNAMICS 
The dynamic and kinematic modeling of a quadrotor is 
presented in this section. Figure 21 shows a quadrotor 
developed by Quanser Inc. There are a total of four Qball 
UAVs at the Naval Postgraduate School and these UAVs are 
provided with a good experimental test-bed with a 
protective cage to prevent damage. The UAV is equipped with 
basic autopilot and manual control software, communication 
and interfaces, which makes the platform a good tool for 
concept demonstration. 
 
 Quanser Qball X-4 UAV. After [30]. Figure 21.  
1. Coordinate Frames 
There are three types of coordinate frames used in 










and Earth-Fixed inertial frame U. Figure 21 shows the body-
fixed coordinate frame of the UAV where the frame is 
attached to the center of mass of the quadrotor and rotates 
with the vehicle. The x axis of the frame is along the axis 
of the two opposing propellers and pointing towards the 
front of the vehicle. The y axis points to the left side of 
the vehicle, and z axis points upwards. The right-hand rule 
is used to determine the direction of the euler angles of 
the vehicle. A positive roll direction is counterclockwise 
about the x axis when facing the quadrotor. This rule 
dictates the same for pitch and yaw direction. A sticker is 
pasted on the front of the vehicle frame to indicate the x 
axis of the vehicle.  
The coordinate frame used by the Optitrack system 
(which serves as positioning tracking system for the UAVs) 
is fixed on the ground at the center of the indoor lab. 
More details of the system will be discussed in a later 
section. Figure 22 shows the coordinate frame in the lab. 
 






The x axis points towards the left of the lab from the 
control station and z axis points away from the control 
station. Y axis is pointing upwards from the ground. Note 
that within the UAV Simulink models, the direction of x and 
z axes are inverted to match the commands given to the 
UAVs.  
In the derivation of the dynamics modeling, the earth-
fixed inertial frame U is used. The coordinate frame is of 
North-East-Down (NED), with the origin at an arbitrary 
ground point, and it is chosen to be the quadrotor take-off 
point.  
2. Assumptions 
Several justifiable assumptions are made to simplify 
the modeling of the complex dynamics of the quadrotor: 
 The Earth is flat and not rotating. 
 Constant acceleration of 9.81 m/s2 due to gravity. 
 The quadrotor is a rigid body that does not flex. 
 Drag forces are ignored. (Since the speed of the 
experiment is low, drag forces are negligible). 
 Pitch and roll angles of the Quadrotor throughout 
the flight are small. 
3. Model 
The quadrotor is controlled by independently varying 
the speed of four rotors. By changing the torque and thrust 
of the rotors, different thrust, roll, pitch, and yaw 
moments are generated to control the UAV. Figure 23 shows 
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the schematic of a quadrotor and the numbering of the 
rotors, as well as the directions of the torque and thrust 
of each. 
 
 Quadrotor schematic. From [24]. Figure 23.  
Let iu , iv , and i  be the four controls in the body 
frame, normalized torque, and normalized thrust for the ith 
rotor, respectively, where i = 1,…,4. Based on [24], a 
total normalized thrust in the body frame is given by: 
  1 1 2 3 4 ;u         (1) 
A roll moment can be achieved by varying the left and 
right rotor speeds: 
  2 4 3 ;u l     (2) 
A pitch moment can be generated by varying the front 
and back rotor speeds: 
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  3 1 2 ;u l     (3)  
The yaw moment can be obtained from the difference in 
the counterclockwise and clockwise normalized torques of 
each rotor: 
  4 3 4 1 2u v v v v     (4) 
By introducing a twelve-state vector of 
 , , , , , , , , , , , Tx x y z x y z               (5) 
where  , , Tx y z  is the translational position of the 
quadrotor center of gravity in the NED frame and  , , T   is 
the attitude vector comprised of roll, pitch, and yaw angle 
respectively between  , ,x y z  and the body frame. The desired 
outputs of the system are the translational position and 
the yaw angle. Thus, by defining the control vector u from 
the total normalized thrust and second derivatives of the 
Euler angles, and developing the equations of motion by 
using the rotational matrix, the complete set of equations 












































The three controls in the body frame can be derived by 
applying the rotational matrix from the relationship 
between the body rates and the Euler rates. Differentiating 
this relationship (and with an assumption of small rates) 
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B. SENSOR DATA PROCESSING 
Figure 24 shows the system overview of the Quanser 





 System overview of Quanser unmanned systems Figure 24.  
laboratory setup. From [31]. 
The ground control station is equipped with 
Matlab/Simulink and Optitrack Tool software. 
Matlab/Simulink software is used for developing the 
algorithms, control, and communication for the unmanned 
vehicles. The Optitrack tool is used to perform calibration 
of the cameras for the localization system. The UAVs and 
UGVs are equipped with a HiQ data acquisition card and 
Gumstix processor to perform communications with the ground 
control station and perform the autopilot function. 
1. HiQ Data Acquisition Card / Gumstix Processor 
These two important components of the system comprise 
the “brain” of the unmanned vehicles. They provide the 
states of the vehicle and telemetry back to the ground 
control station and to Gumstix. The Gumstix performs the 
autopilot functions from the codes downloaded from the host 


















computer and processes the inputs from the sensors. The 
input/output of the HiQ data acquisition card consists of 
the following [31]: 
 10 PWM outputs (servo motor outputs) 
 3‐axis gyroscope, range configurable for ±75°/s, 
±150°/s, or ±300°/s, resolution 0.01832°/s/LSB at 
a range setting of ±75°/s 
 3‐axis accelerometer, resolution 2.522 mg/LSB 
 10 analog inputs, 12‐bit, +3.3V 
 3‐axis magnetometer, 0.76923 mGa/LSB 
 4 Maxbotix sonar inputs, 1 inch resolution 
 Serial GPS input 
 8 channel RF receiver input 
 USB input for on‐board camera (up to 9fps) 
 2 pressure sensors, absolute and relative 
pressure 
 Input power 10‐20V 
2. Sensors 
There are several sensors installed in QBall UAV. The 
installed magnetometer has an accuracy of 0.5 mGa/LSB, but 
was determined to be unreliable due to the magnetic field 
generated from the electrical wires within the lab [30]. 
Therefore, the main sensors to control the attitude of the 
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UAV are a 3-axis gyroscope and accelerometer. The 
accelerometer has a resolution of 3.33 mg/LSB and the 
gyroscope is reconfigurable for +/-75°/s, ±150°/s, or 
±300°/s with a resolution of 0.125°/s/LSB at a setting of 
±75°/s [32].  
Due to the compact indoor lab environment, there is a 
need to fly with precise height control. The pressure 
sensors are not able to produce such accuracy and 
therefore, sonar sensor is used to control the height. The 
sonar used for the UAV is Maxbotix XL-Maxsonar EZ3, which 
is capable of measuring altitudes between 20 cm and 765 cm 
with 1 cm resolution [32]. Since the sensor is located at 
the bottom of the protective cage (shown in Figure 25), 
correction of the readings is required to offset it to the 
center of mass of the UAV. This is done by correcting it 
with the height difference between the sonar sensor 
location and center of gravity with the pitch and roll 
readings of the gyroscope and accelerometer. 
 
 
 Sonar sensor Figure 25.  
Due to the testing of the UAV in an indoor 
environment, GPS is unavailable. Therefore, the setup 
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includes a localization system with infrared cameras from 
Optitrack to provide precise locations of the UAVs and 
UGVs. The position data is transmitted through an USB 
connection to the ground control station which will then 
relay the data over an ad-hoc wireless connection to the 
UAVs/UGVs. The Optitrack camera system captures an infrared 
signature from multiple light emitting diodes (LEDs) or 
reflectors fixed on the UAVs as shown in Figure 26.  
 
 
 Reflectors on the UAV Figure 26.  
The Optitrack system developed by Natural Point makes 
use of infrared cameras to track the positions of the UAV 
on the attached LEDs. The system consists of 11 cameras 
mounted around the lab. The Optitrack vision system has the 
following features [31]: 
 Up to 16 cameras can be connected and configured 
for single or multiple capture volumes 
 Capture volumes up to 400 square feet 
 Single point tracking for up to 80 markers, or 10 
rigid-body objects 
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 Typical calibration time is under 5 minutes 
 Position accuracy in the order of mm under 
typical conditions 
 USB 2.0 connectivity to ground station PC 
 Up to 100 fps tracking 
Figure 27 shows the model of the infrared camera used 
in the lab. Each camera has a field of view of 46 degrees 
and a resolution of 640x480 pixels at a frame rate of 100 
frames-per-second. The cameras were mounted approximately 
10 feet from the ground to provide the maximum capture 
volume as shown in Figure 28. This maximum capture volume 
will depict the flight boundary for the UAV to fly within 
the lab environment. 
 
 
 V100:R2 infrared camera Figure 27.  
The Optitrack system comes with software called 
“Optitrack Tool” which provides the user interface for 
system camera calibration. A calibration procedure created 
specifically for use in the lab at Naval Postgraduate 
School can be found in the Appendix. 
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 Capture volume from Optitrack system Figure 28.  
The capture volume reflects the ability of locating 
the UAV position with 3 cameras. This constrains the flying 
boundary of the UAV into the rectangular box of 2.5m by 
3.5m as shown in Figure 28. This flying boundary will be 
incorporated in the penalty function for the implementation 
of the direct method. 
3. Functional flow 
The architecture design of the Q-Ball control 
environment is performed using CORE software to generate 
the functional flow of the system, as well as other 












for use in student experiments, its architectural design is 
based on these experimental needs. Figure 29 shows the 
physical decomposition or Systems View 4a (Systems 
Functionality View) of the lab setup. The system consists 
of six primary system components: QBall UAV, control 
station, Optitrack system, battery charging station, tools, 
and landing mat. Each of the system components is further 
decomposed into their subsystem components. 
 
 Physical decomposition of the lab setup Figure 29.  
An enhanced functional flow block diagram (EFFBD) of 
the operation of the system is shown in Figure 30–31. The 
first process is to charge up the batteries with the 
charging station. This is followed by starting up the 
Optitrack system. The flow is then broken into a path for 
each of the three main systems: the QBall UAV, the Control 
Station, and the Optitrack System. The process then 
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involves starting the system, performing communication 
between these systems, and then the flight of the UAV. 
Lastly, the data analysis is carried out by extracting the 




The procedures for starting up the systems and downloading the software to the UAVs 
and setting up the multiple UAVs are created specifically for the use in the Bullard lab. 












IV. DIRECT METHOD BASED CONTROL STRATEGY 
A. INTRODUCTION 
There is an increasing need to reduce human 
involvement in the control of unmanned systems in order to 
minimize operator fatigue and error in the field. In an 
urban operation, the need for human intervention increases 
since way-point navigation does not work and the only 
option available is manual control [33]. This method of 
control requires more than three persons to operate one 
vehicle, due to the limited LOS and dynamic obstacles of 
the environment. In order to achieve full autonomy, a 
controller must generate optimal or near-optimal trajectory 
to perform this type of mission. There are several well-
known optimization software packages, such as: OTIS, SOCS, 
DIRCOL, and DIDO. References [34], [35], [36] and [37] 
suggested the problem could be solved relatively quickly, 
but the solution involves hundreds and thousands of varied 
parameters. Therefore, an optimal real-time solution may 
not be possible. There is a need to simplify the problem or 
use numerical algorithms to provide near-optimal rather 
than optimal solutions in real time [6]. Direct methods 
have been used since the 60s using Professor Tarenko’s 
ideas, whose research helped engineers develop algorithms 
real-time and on-board for near-optimal (quasi-optimal) 
trajectories for combat vehicles and missiles [38], [39], 
[40].  
In this paper, the proposed implementation method is 
the direct method of calculus of variations in exploiting 
the inverse dynamics of a vehicle in the virtual domain 
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(IDVD). This method is based on inverting the dynamics by 
making use of the differential flatness (a property of a 
system), and derives a set of parameters to control the 
vehicle using the virtual domain [24]. It only requires a 
few varied parameters and minimal computational power to 
generate quasi-optimal trajectories capable of respecting 
the vehicle constraints as well as avoiding collisions. 
Figure 32 illustrates the flow of the direct method in 
generating the trajectory. 
 
 Direct method flow. From [41]. Figure 32.  
The following sections will focus on the key steps in 




B. ARCHITECTURE OF CONTROLLER 
Figure 33 shows the general architecture of the 
suggested control. The architecture of the controller 
consists of two main loops. The method allows real-time 
trajectory regeneration during the mission. This enables 
the UAVs’ control to be more robust and adapt to different 
scenarios. For instance, a new quasi-optimal trajectory is 
generated when the mission objective changes during flight, 
or there are large discrepancies between the current state 
and the suggested path due to disturbances, or even when 
the UAV spots an obstacle with its camera. Depending on the 
mission and hardware on-board, this trajectory generation 
loop updates every 10 to 100s.   
 
 Architecture of direct method control for Figure 33.  














0.01Hz – 0.1Hz 
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The inner loop is the traditional control of the UAV; 
it employs the LQR controller to monitor the trajectory. 
The interpolator generates samples of the reference 
trajectory at the frequency rate and passes the commands to 
the controller. The LQR controller then corrects the UAV 
with appropriate control commands, and also counters any 
disturbances encountered. This loop runs with a much faster 
rate of 0.005s.  
C. TRAJECTORY OPTIMIZATION 
1. Defining a Reference Trajectory 
One of the key ideas behind the inverse dynamics in 
the virtual domain (IDVD) method is that it allows 
decoupling time and space optimization by creating a 
reference trajectory which is independent of any time 
derivative constraints. This is done by employing a virtual 
variable “τ” as the independent variable in 
parameterizations as opposed to time of say a path 
length [41]. This variable varies between 0 and some finite 
value τf, where τf is considered as one of the varied 
parameters of the trajectory optimization problem. Once the 
optimal trajectory is found in the virtual domain it is 
then mapped from the virtual domain back to the time domain 
by using a variable speed factor as explained later. 
Depending on a particular task (and vehicle dynamics) 
the IDVD method can make use of different parameterizations 
approximating three Cartesian coordinates of a moving 
object. The order of parameterization, or in other words 
the number of terms or coefficients is determined by the 
number of initial and final conditions that need to be 
satisfied. To be more specific, if we want to satisfy up to 
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the second-order derivative constraints on the both ends of 
a trajectory, we cannot use anything less than the 5th-
order parameterization, otherwise we will simply not have 
enough terms. If in the latter case we choose a higher-
order approximation we could use these extra terms 
(parameters) to expand the class of the trajectories we 
could choose from. In the latter example, it would be 
natural to increase the order of approximation to 7 and use 
the third-order derivatives (jerks) at the both ends as 
additional varied parameters. 
The easiest way would be to model quadrotor’s maneuver 
trajectory as a polynomial function. Each of the three 
coordinates in this case would be represented by an Nth 
order polynomial in the form of 
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Following the problem formulation, the trajectory has 
to have smooth transition in its initial and final 
position, speed and controls (accelerations). Hence they 
are specified (given). By introducing the third-order 
derivative as a varied parameter N becomes equal to 7. The 
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 (9) 
(Equation (9) applies similarly for y and z coordinates.) 
Alternatively, a trajectory parameterization can rely 
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(here 1f   ). In this case the unknown coefficients of 
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(11) 
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Combining (8) and (10) yields even a better (for our 
particular case) parameterization that benefits from both 
monomial and trigonometric terms 
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 (13) 
2. Time and Space Decoupling 
As shown in [41], using time as an independent 
variable leads to a disaster: 
   2 2 2 2 2 2( ) ( ) ( ) ( ) ( )x y zV t x t y t z t P t P t P           (14) 
This means that each candidate trajectory has a unique 
unalterable speed profile. 
In order to be able to vary a speed profile along a 
predetermined path, i.e., decouple the trajectory from the 
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speed profile, an argument τ must be used to later connect 
to time through the speed factor: 
   d
dt
    (15) 
By utilizing this speed factor, the speed profile can 
be varied along the same trajectory by changing the speed 
factor [41]: 
 2 2 2( ) ( ) ( ) ( ) ( )x y zV P P P           (16) 
We may have the initial and final value of   set to 
one (it simply rescales the virtual arc length f ) and the 
1st order derivative set to zero (for smooth departure and 
arrival). Then, following the previous discussion, to 
increase the flexibility of the speed reference profile, 
the 2nd order derivatives of the speed factor can be used as 
extra varied parameters. This requires a 5th-order 
parameterization. Following [6] and employing a polynomial 
of the form of (8) we resolve for the corresponding 
coefficients utilizing algebraic equations, similar to 
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 (17) 
Thus the speed profile can be computed as:  
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 2 2 2( ) ( ) ( ) ( ) ( )x y zV P P P P          (18) 
3. Inverse Dynamics 
In order to determine the controls for the vehicle, 
inverse dynamics of the system are needed. By using the 
differential flatness property of the system, the inverse 
dynamics of the vehicle can be derived. From the definition 
of [42], differential flatness is the property of a system, 
such that all of its states and controls can be expressed 
in terms of the output vector and its derivatives. 
The state vector can be expressed as a function of the 
output vector, and its derivatives as in [24]: 
 arctan x
g z
     
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  (19) 
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The derivatives of Eqs. 19 and 20 yield: 
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 (22) 
It should be noted that despite of the fact that the 
model is developed for three-dimensional scenarios, due to 
a limited operational area (low ceiling), we enforce a 
vertical coordinate to be constant (utilizing a separate 
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altitude-hold controller) and therefore the vertical 
coordinate and its derivatives play no role in further 
simulations. 
4. Cost Function 
The cost function is a quantitative measure of the 
optimality of the trajectory [24]. It is the sum of the 
running costs of not meeting the constraints. From the 
perspective of a single quadrotor, the key constraints are 
arrival times, vehicle constraints (which are the maximum 
roll and pitch angles), and the obstacle constraints. Based 
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 (23) 
where w1, w2, w3 and w4 are weighting factors that can 
be tuned to control for each individual penalty, and where 
tdesired, tend, ϕmax, ϕthreshold, θmax, θthreshold, dthreshold,Obs, dmin,Obs 
are, respectively: desired arrival time entered by the 
user, end time of the maneuver, maximum roll in the 
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maneuver, roll limit of the controller, maximum pitch in 
the maneuver, pitch limit of the controller, allowable 
distance from the obstacle, and the minimum distance from 
the obstacle in the maneuver.  
In the case of multiple UAVs, the same cost function, 
augmented with an additional constraint of keeping spatial 
separation between them, can be used to generate a 
trajectory for each UAV. In practice such a trajectory will 
be generated onboard of each UAV, i.e., in a decentralized 
manner. In the lab implementation we chose to do a 
centralized trajectory optimization, i.e., producing 
trajectories for all UAVs simultaneously within a single 
optimization routine. Due to the limited space available in 
the lab, we only consider two UAVs operating at the same 
height above the floor. The combined cost function J for 
both UAVs (UAV A and UAV B) is then as shown: 
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V. RESEARCH SCENARIO AND EXPERIMENT RESULTS 
A. INTRODUCTION 
The direct method, as discussed in the previous 
section, was validated and verified with a series of 
simulation tests and experiments run in the lab. This 
section shall discuss the results from the simulation runs 
and the actual experiment trials in the lab. 
B. APPROACH 
Due to the limited area and duration of the flight, 
the trajectory is computed only once on the ground station 
and fed to the quadrotors through the wireless connection. 
Prior to the actual experiment, the direct method 
simulation model was conducted to check the varied 
parameters and the states computed. This check ensures that 
all the constraints (the flight time, attitude limits and 
collision distance) are within the intended design. All the 
simulation runs and computation of the actual flight 
trajectories are performed on a desktop PC with an Intel 
Core i7 2.79 GHz processor and 8GB of RAM running Matlab 
version 7.13.0.564 (2011b) and QUARC blockset version 
2.2.1. 
The candidate trajectory generation model based on the 
algorithms described in Section IVc was developed in the 
Simulink modeling environment. This model was then called 
by the optimization routine at each iteration. The 
unconstrained gradient-based function fminunc was used to 
perform optimization. Obviously, such a design is not 
optimal from the standpoint of minimizing a CPU time 
required to find an optimal trajectory (besides computation 
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relies on the interpretative environment of MATLAB anyway). 
However, from the educational standpoint this is a good 
design because it allows student with little programming 
skills to quickly modify the trajectory optimization 
problem to fit his/her mission objectives. For the real-
time implementation the optimization piece should be 
converted to executable code and incorporated into the main 
Qball control routine. 
The same constraints are applied for all of the 
scenarios as follows: 
 Maximum roll and pitch angle < +/- 0.2 radians 
 Distance from obstacle > 0.8 m, where the 
obstacle has a radius of 0.2m. 0.5 m is the 
clearance for the radius of the quadrotor and 0.1 
is a safety clearance for disturbances. 
 Flight boundary is constrained by the space of 
the lab which is given as (-1.5 < X < 2) m and (-
1.5 < Y < 1) m. 
Due to the limitation in space in the laboratory, the 
full scenario was not able to be performed. The full 
scenario was broken into two portions to demonstrate the 
capability with Scenario 1 on single UAV avoiding an 
obstacle and Scenario 2 on two UAVs avoiding themselves as 
well as an obstacle.  
C. SCENARIO 1 - SINGLE UAV MISSION 
1. Scenario Parameters 
This scenario illustrates a single UAV flight where 
there is an obstacle in its flight path. With the initial 
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and final conditions and the desired time of flight input 
into the direct method model, a quasi-optimal trajectory 
was generated that routes the UAV to avoid the obstacle. 
The initial and terminal boundary conditions are:     



























































Zero initial and final velocities and accelerations 
were used due to the fact of limited space. In actual 
operation, these parameters are the transiting velocities 
and accelerations during flight. 
2. Results 
The CPU elapsed time taken to generate the trajectory 
was 32.6354 seconds and the varied parameters computed were 











Varied Parameter Value 
i 0.0098 
f 0.0098 
ix  -0.01 
iy  -0.0131 
fx  -0.01 
fy  0.0131 
f  0.0304 
Table 8.   Varied parameters for scenario 1 
Figure 34 shows a trajectory plot from the simulation 
results. The UAV was flying from the bottom of the area to 
the top and avoiding the obstacle at the center. The yellow 
circle depicts the avoidance boundary for the UAV and the 
red square is the obstacle. Figure 35 illustrates the speed 
profile of the UAV. 
 
 
 Trajectory from simulation result for Figure 34.  
scenario 1 















0.5m for quadrotor 
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 Speed factor(lambda) and speed for Figure 35.  
scenario 1 
The actual experiment was conducted using a QBall UAV 
and the results for the trajectories, Euler angles and 
velocities were plotted as shown in Figure 36 and 37. 
Previous experiments performed with a correction on the 
Optitrack feedback with pitch and roll compensation causes 
a bias to the UAV flight profile. By modifying the codes to 
take in feedback directly from Optitrack readings improved 
the path following control. 



























 Trajectory from actual flight result for Figure 36.  
scenario 1 
 
 Euler angles from actual flight result for Figure 37.  
scenario 1 











































As evident from the results, the feasible path 
generated by the direct method proved to be collision free. 
A safety margin was needed to allow for disturbances that 
may experience during the flight.  
D. SCENARIO 2 – MULTIPLE UAVS MISSION 
1. Scenario Parameters 
In this scenario, two UAVs (UAV A and UAV B) were used 
to illustrate a mission where both UAVs have to fly past 
each other, and at the same time, avoid an obstacle. This 
tests the algorithm with regard to the ability to create a 
trajectory that is able to generate a feasible path, and 
yet does not take too much time and computing power. The 



































































































































The CPU elapsed time for generating the trajectory was 
76.9085 seconds. The varied parameters computed are 





UAV A - Varied 
Parameter 
Value UAV B - Varied 
Parameter 
Value 
,i A  0.01 ,i B  0.01 
,f A  0.01 ,f B  0.01 
,i Ax  -0.015 ,i Bx  0.015 
,i Ay   0.0107 ,i By   -0.0107 
,f Ax  -0.015 ,f Bx  0.015 
,f Ay   -0.0107 ,f By   0.0107 
,f A  0.0316 ,f B  0.0316 
Table 9.   Varied parameters for scenario 2 
As shown by the simulation results in Figures 38–39, 
the algorithm was able to generate a feasible path which 
altered the trajectory to avoid the obstacle and prevented 
both UAVs from colliding into each other.  
 
 Trajectory from simulation result for Figure 38.  
scenario 2 




















 Speed factor(lambda) and speed for Figure 39.  
scenario 2 
This trajectory was tested in an actual flight 
experiment with two QBall UAVs (UAV A and UAV B) and the 
results are plotted as shown in Figure 40 – 42. 
 
 Trajectory from actual flight result for Figure 40.  
scenario 2 























































 UAV A euler angles from actual flight result Figure 41.  
for scenario 2 
 
 UAV B euler angles from actual flight result Figure 42.  
for scenario 2 





















































From the results, both UAVs are able to avoid the 
obstacle and at the same time, avoid colliding into each 
other. Although there is some latency in the controls for 
both UAVs, there is a sufficient safety margin for the UAVs 
to fly and avoid colliding into the obstacle. 
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VI. CONCLUSIONS AND RECOMMENDATIONS 
A. CONCLUSIONS 
The major challenges of operating in an urban terrain, 
where the environment contains both dynamic obstacles and 
LOS issues (which increase the difficulty of operating 
unmanned systems), was highlighted in this paper. This 
paper also addressed the need to have greater autonomy so 
as to reduce the number of operators, as well as the 
importance of having unmanned systems that can carry out 
missions in the urban terrain. 
By applying a systems engineering approach to address 
the problem, several solutions are recommended in this 
paper. A concept of operations was demonstrated in the 
paper to provide a high-level perspective of the system’s 
operation of collaborative ISR missions using multiple UxVs 
capable of dynamic reconfigurations (required due to the 
complex environment of urban terrain).  
By applying the direct method using IDVD, the UAVs are 
capable of performing non-centralized guidance and control 
by generating quasi-optimal trajectories for obstacle 
avoidance and dynamic UAV avoidance on a real-time scale. 
The results obtained from an indoor experiment with Quanser 
QBall quadrotor aircraft. These developed algorithms can 
now be further transferred to outdoor vehicles to be tested 





The recommendations for future work applying for this 
thesis are: 
 Incorporate the use of dynamic switches to call 
models to control multiple systems instead of 
opening different models. 
 Experiment with multiple UAVS and UGVs in a 
larger scale either in an outdoor environment or 
in a larger laboratory. 
 Use the camera to detect the distance between the 
UAV and the obstacle and perform the direct 
method of dynamic reconfiguration. 
 Develop an intuitive user interface for the 
control station to control multiple UxVs with the 
use of direct methods that allow the user to 





Some of the images in this appendix are too wide or 
bleeding into the left or right margins. Ensure each image 
fits inside left and right margin. 
A. PROCEDURE FOR OPTITRACK CAMERA SYSTEM CALIBRATION 
 
1. Open software: Desktop > Tracking Tools. 
2. Click on Perform Camera Calibration. 
3. Under “Solver Options” on the right-hand task pane, 
select Quality > Very High. 
4. On the top screen, click on the icon “Block visible 
markers.”  
5. On the right-hand task pane, click on “Start Wanding.” 
Use the wand stick and sway “Figure of 8.” Make sure 
that all cameras have sufficient data points. The 
screen should look similar to the one shown below. 
 
6. Click “Calculate” on right-hand task pane. Wait till 
the “Ready to Apply” sign appear. 
7. Click “Apply Result” on right-hand task pane. 
This box will turn 




8. “Apply” and Save the file in Libraries > Documents > 
OptiTrack. (.cal file) 
9. This will bring up the Ground Plane Calibration 
screen. 
10. Use the L-shaped tool and set it on the pink box 




11. Save the file with the same name as Step 8 by 
clicking “Set Ground Plane.” 
12. Place 12 reflectors around the area. The 12 
reflectors can either four Qballs or mix of Qballs and 
reflector balls. This is required to gather four 
Qballs trackables’ locations. 
13. Select three reflectors that belong to the Qball 
at the pink box and click on “Create from Selection.” 
This should form “Trackable 1.” 
 
Remarks: 
 Use the scroll wheel to zoom in and out 




 Hold on to the scroll wheel to move around the 
screen 
14. Repeat the same for the other reflectors. A total 
of four Trackables will be created. 
15. Set the top reflector of the Qball as the Pivot 
point by left-clicking on the point. Then, right-click 
and “Set Trackable Pivot Point.” 
16. Go to File > Save Trackables.  
Exit the software. 
 
B. PROCEDURE FOR STARTING UP QBALL SYSTEM IN BULLARD LAB 
 
1. Make sure that the batteries are fully charged. 
2. Strap 2 batteries on QBall. 
3. Place QBall on the Pink mat with orange rod (X-axis) 
pointing towards the workstation. 
4. Check that the wireless dongle is connected. 
5. Open the models. Libraries > Documents > Chris > 
QBall-X4 v3 > Contollers > QBall-X4 >  
i) Host_Joystick_TYPE_A_Optitrack_4Trackables.mdl 
ii) Qball_x4_Base_v3.mdl 
6. Go to Model (i), double-click the block “OptiTrack 
Measurements,” then double-click block “OptiTrack 
Trackables.”  
7. A dialog box as shown below appears. Under Calibration 
File > Select the .”cal” calibration file generated 
from the Optitrack camera calibration performed. 
Repeat for Trackables definition file for .”tra” file. 




8. Connect the batteries and switch on the system. There 
will be consistent “Beep” sounds. 
9. Go back to Model (i), click on “Incremental Build” to 
build the C-codes into the desktop.  
 
10. Click on wireless on the desktop pane and connect 
to the wireless network “GSAH.” (May need to wait 
a moment for the network to appear) 
 
11. Click on “Connect to Target” and followed by 
“Start real-time code.” 
 
12. Check that the joystick is connected by checking 
on the scope for Joystick. 
13. Check that the QBall is connected by moving the 




14. Double-click the block “Joystick from host,” and 
then “Stream Client.” A dialog box (as shown 
below) should appear. 
 
15. Check that the URI tcpip address should 
synchronize to the computer IP address. This can 
be verified by Start > “Under Search: type cmd” 
then press “Enter.” Type ipconfig and check the 
IPv4 Address. 
16. Go to Model (ii) and go to QUARC > Options on the 
menu list. The dialog as shown below appear: 
  
 
17. Check that the arguments ip address matches the 
QBall. There is a sticker on QBall rod to 
indicate the IP address of it. 
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18. Click on “incremental build.” Wait for the 
compilation of the codes and the transferring of 
them to QBall. It will take about 5 minutes. 
19. Click on “Connect to Target” and then “Start 
real-time code” to run Model (ii). The “Beep” 
sounds stop. 
20. Start the QBall by moving the joystick’s throttle 
stick up to more than 50% to start the UAV. 
21. UAV perform the flight plan. 
22. Move the joystick’s throttle stick down to land 
the UAV. 
23. In case of emergency, press the stop simulation 
button to terminate. 
24. Switch off the system and unplug the batteries. 
25. Charge the batteries if need be. 
 
 89
For Multiple UAVs run 
1. Make sure that the batteries are fully charged. 
2. Strap two batteries on each QBall. 
3. Place QBalls on the mat with orange rod (X-axis) 
pointing towards the workstation. 
4. Check that the wireless dongle is connected. 




6. Go to Model (i), double-click the block “OptiTrack 
Measurements,” then double-click block “OptiTrack 
Trackables.”  
7. A dialog box (as shown below) appears. Under 
Calibration File > Select the .”cal” calibration file 
generated from the Optitrack camera calibration 
performed. Repeat for Trackables definition file 
for .”tra” file. Details can be referred to 
“Procedures for Calibration Optitrack Camera.docx.” 
 
8. Connect the batteries and switch on the system. There 
will be consistent “Beep” sounds. 
9. Go back to Model (i), click on “Incremental Build” to 
build the C-codes into the desktop.  
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10. Click on wireless on the desktop pane and connect 
to the wireless network “GSAH.” (May need to wait 
a moment for the network to appear). 
 





12. Check that the joystick is connected by checking 
on the scope for Joystick. 
13. Check that the QBall is connected by moving the 
QBall and checking the scope for “x,y,z 1” and 
“x,y,z 2.” The red line representing the 






14. Double-click the block “Joystick from host” and 
then “Stream Client.” A dialog box (as shown 
below) should appear. 
 
15. Check that the URI tcpip address should 
synchronize to the computer IP address. This can 
be verified by Start > “Under Search: type cmd” 
then press “Enter.” Type ipconfig and check the 
IPv4 Address. 
16. Load “commands_for_scen2_.mat” from the 
directory.  
17. On Model (ii) and (iii), go to QUARC > Options on 




18. Check that the arguments ip address matches the 
QBalls. There is a sticker on QBall rod to 
indicate the IP address of it. 
19. Click on “Incremental build” for Model (ii) and 
(iii). This will take about 5–10 minutes. 
20. Click on “Connect to Target” for both models. 
21. Before starting the codes, check that Model (i) 
is running. Otherwise, connect and run Model (i). 
22. Click on “Start real-time code” for both models. 
23. Start the QBalls by moving the joystick’s 
throttle stick up to more than 50% to start the 
UAV. 
24. UAV perform the flight plan. 
25. Move the joystick’s throttle stick down to land 
the UAV. 
26. In case of emergency, press the stop simulation 
button to terminate. 
27. Switch off the system and unplug the batteries. 
28. Charge the batteries if need be. 
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