Abstract. This note was prepared for a lecture given at Kyoto University (RIMS Workshop: "The State of the Art in Numerical Analysis: Theory, Methods, and Applications", November 8-10, 2017). That lecture described the variational analysis of the discontinuous Galerkin time-stepping method for parabolic equations based on an earlier paper by the author [24] . I also presented the Banach-Nečas-Babuška (BNB) Theorem or the Babuška-LaxMilgram (BLM) Theorem as the key theorem of our analysis. For proof of the BNB theorem, it is useful to introduce the minimum modulus of operators by T. Kato. This note presents a review of the proofs of Closed Range Theorem and BNB Theorem following the idea of Kato. Moreover, I present an application to BNB theorem to parabolic equations. The well-posedness is proved by BNB theorem. This note is not an original research paper. It includes no new results. This is a revised manuscript and several incorrect descriptions in the original version are fixed.
Notation
All functions and function spaces in this note are real-valued. Letting X be a Banach space with the norm denoted as · X , then the dual space of X, say, the set of all linear bounded functional defined on X is denoted by X . For ϕ ∈ X , we write ϕ(x) = ϕ, x X ,X = x, ϕ X ,X and call it the duality pairing between X and X. The norm of X is defined as
It is well known that X forms a Banach space equipped with the norm · X . Letting Y be a (possibly another) Banach space, the set of all bounded bilinear forms on X × Y is designated as B(X, Y ). That is, if b ∈ B(X, Y ), then b(·, y) is a linear functional on X for a fixed y ∈ Y , then b(x, ·) is a linear functional on Y for a fixed x ∈ X, and
For a subset M of X, we set M ⊥ = {f ∈ X | f, x X ,X = 0 (∀x ∈ M )}, which is called the annihilator of M . The space M ⊥ is a closed subspace of X . We write dist X (x, M ) = inf z∈M x − z X (x ∈ X).
Let T be an operator from X into Y with its domain D(T ) 
Then, for any L ∈ V , there exists a unique u ∈ V such that a(u, w) = L, w V ,V (∀w ∈ V ).
This theorem was presented in [15, theorem 2.1]; the special case was presented earlier in [26] . It is interesting that the main aim of [15] is to resolve higher order parabolic equations by Hille-Yosida's semigroup theory. It is described in [15] that
The following theorem is a mild generalization of the Fréchet-Riesz Theorem on the representation of bounded linear functionals in Hilbert space.
[page 168] The condition (4) is usually called the coercivity condition. If W = V , then (4) implies (3); Theorem 7 is a corollary of Theorem 1.
Theorem 1 has a long history.
• 
implies (i) for the Hilbert case, where Z denotes a Banach space such that W ⊂ Z (algebraically and topologically). See also [19] . I infer that Nečas noticed the part "(ii) ⇒ (i)". for the Banach case, where A denotes the dual operator of A; see (6) for the definition.
• In 1971, Babuška [ (Ω), where Ω ⊂ R n is a bounded smooth domain, 1 < p, q < ∞,
The proof could be applied to the general reflexive Banach spaces V and W . It is noteworthy that [25] is essentially an English translation of his dissertation in 1968.
• • I could find no explicit reference to the part "(ii) ⇔ (iii)". However, it is known among specialists.
As for the naming of Theorem 1, I follow conventions in [10] .
1.2. Operator version of Theorem 1. To elucidate Theorem 1 more deeply, it is useful to reformulate it using operators. Below, supposing that V , W , and a are those described in Theorem 1, unless otherwise stated explicitly, then we introduce 2 However, I was unable to find where proof of the theorem was given in [20] . A ∈ L(V, W ) as
Then, (i) of Theorem 1 is interpreted as "the operator A : V → W is bijective". The dual (adjoint) operator A : W → V of A is defined as
Then we have A ∈ L(W, V ). We introduce
which we will call the minimum modulus of operators (see Definition 21) . Because
Consequently, Theorem 1 is equivalent to the following theorem in view of (5).
Theorem 8. Letting V be a Banach space and letting W be a reflexive Banach space, then for any A ∈ L(V, W ), the following (i)-(iii) are equivalent:
In those expressions, A ∈ L(W, V ) denotes the dual operator of A defined as (6).
As explained clearly in [10, §A.2], the proof of Theorem 8 is an application of 
Therefore, µ(A) = µ(A ) is nothing but the standard fact of 
and γ(A ) = inf
instead of µ(A) and µ(A ). Following Kato [14] , we call this quantity γ(A) the reduced minimum modulus of A (see Definition 21) . Indeed, we can prove:
Particularly R(A) is closed if and only if R(A ) is closed. This is a part of Closed Range Theorem. These are classical results by Kato [13] . The main objective of [13] is to develop the perturbation theory for eigenvalue problems of linear operators. To accomplish this main objective, Kato studied γ(A) and gave the proof of Closed Range Theorem for closed (possibly unbounded) operators. Kato's proof of [13] was later generalized in [14] . A simple explanation can be found in [5] .
It is noteworthy that the introduction of γ(A) was not originally Kato's idea. Many researchers have introduced the same quantity. However, Kato realized the importance of this quantity and developed his theory using it as a key tool. R. G.
Bartle stated in Mathematical Review that
The author introduces a constant γ(A), called the lower bound of A, which is defined to be the supremum of all numbers γ ≥ 0 such that Ax ≥ γ x , x ∈ D(A), wherex is the coset x + N (A) and x denotes the usual factor space norm in X/N (A). Others have considered this constant before [see the reviewer's note, Ann. Acad. Sci. Fenn. Ser A. I. no. 257 (1958); MR0104172], but this reviewer is not aware of any previous systematic use of γ(A).
[MR0107819]
I believe that Kato's proof includes an idea full of suggestion for the study of numerical analysis and that it is worthy of study for researchers of numerical analysis.
1.4. Application of Theorem 1. Nečas originally established Theorem 1, the part "(iii)⇒(i)" to deduce the well-posedness (the unique existence of a solution with a priori estimate) of higher-order elliptic equations in weighted Sobolev spaces. However, Theorem 1 plays a crucial role in the theory of the finite element method. Pioneering work was done for error analysis of elliptic problems (see [1] , [2] ). Moreover, active applications for the mixed finite element method are well-known: see [7] , [4] and [10] for systematic study. Another important application is the wellposedness of parabolic equations (see [10, §6] for example). Although this later application is apparently unfamiliar, it is actually useful for studying the discontinuous Galerkin time-stepping method, as reported recently in [24] .
1.5. Purpose and contents. This note has a dual purpose. The first is to review Kato's proof of Closed Range Theorem using γ(A) and to state the proof of Theorems 1 and 8. The second is to present the proof of the well-posedness of parabolic equations using Theorem 1. To clarify the variational characteristics of the method of analysis, we consider abstract evolution equations of parabolic type, where the coefficient might depend on the time.
The contents of this note are the following:
Kato's minimum modulus of operators 4.
Proof of Theorems 1 and 8 5.
Application to evolution equations of parabolic type A.
Proof of " (22) ⇒ (24)" B.
Comments on the revised version This note was prepared for the lecture given at Kyoto University (RIMS Workshop: "The State of the Art in Numerical Analysis: Theory, Methods, and Applications", November [8] [9] [10] 2017 ). This note is not an original research paper and includes no new results. This is a revised manuscript and several incorrect descriptions in the original version are fixed.
Preliminaries
We recall two fundamental results, Closed Graph Theorem and Hahn-Banach Theorem together with their consequences. Throughout this section, X and Y are assumed to be Banach spaces.
then we have T ∈ L(X, Y ).
An operator T satisfying (7) is called a closed operator and x D(T ) is called the graph norm of T . Closed Graph Theorem is also described as "a closed linear operator from X into Y with D(T ) = X is bounded". Because X and Y are Banach spaces, (7) is equivalent to
A bounded operator is a closed operator; (7) and (8) are satisfied for T ∈ L(X, Y ). In fact, x X and x D(T ) are equivalent norms of X, because
Let us consider a linear operator T : X → Y such that N (T ) = {0}. Then, the inverse operator
as just mentioned above. In other words, R(T ) is a closed set in Y if T −1 is bounded. On the other hand, if R(T ) is closed, (9) is satisfied. Therefore, we can apply Closed Graph Theorem to conclude that T −1 ∈ L(R(T ), X). As a result, we obtain the following lemma. Lemma 12 (Hahn-Banach Theorem). Let E be a vector space and let p be a functional on E such that
Suppose that G is a subspace (linear subset) of E and that g is a functional on G satisfying g(x) ≤ p(x) (x ∈ G). Then, there exists a functionalg on E, which is called the extension of g into E, such thatg
We present some useful results.
Lemma 13. Let M be a subspace of X. Then, every g ∈ M admits an extensioñ g ∈ X such that g X = g M .
Proof. Apply Hahn-Banach Theorem with p(x) = g G x X .
Lemma 14. For a subspace M of X, we have
Proof. Letting f ∈ X , and introducing the restriction
Lemma 15. Let C be an open convex subset with 0 ∈ C of X. Supposing that x 0 ∈ X and x 0 ∈ C, then there exists a ϕ ∈ X such that ϕ, x 0 X ,X = 1 and ϕ, x X ,X < 1 for x ∈ C.
Proof. Setting G = {tx 0 | t ∈ R}, we introduce a functional g on G as
We recall that the gauge of C is given as
and that it satisfies the following:
Then, it is apparent that
Indeed, it is trivial if x = tx 0 with t ≤ 0. If x = tx 0 with t > 0, then α −1 tx 0 ∈ C implies α > t because t x 0 with t ≥ 1 cannot belong to C. Therefore, (12) follows. According to Hahn-Banach Theorem, there exists a functional ϕ defined on X such that ϕ(x) = g(x) for x ∈ G and ϕ(x) ≤ p(x) for x ∈ X. Using (11a),
Consequently, we have ϕ ∈ X . Moreover, we have ϕ(x 0 ) = ϕ, x 0 X ,X = 1 and
We recall the proof of (11) to emphasize that C must be open and convex.
Proof of (11a). Because C is an open set, an r > 0 exists such that
Proof of (11b). First, let x ∈ C. Small ε > 0 exists such that
Proof of (11d). We apply (11b) and (11c). Letting ε > 0 be arbitrary, then we have x/(p(x) + ε) ∈ C and y/(p(y)
Lemma 16. Let M be a closed convex subset with 0 ∈ M of X. Supposing that x 0 ∈ X and x 0 ∈ M , then there exists a ϕ ∈ X such that ϕ,
which is an open convex subset not containing x 0 .
Lemma 17. Letting M be a subspace of X and supposing that x 0 ∈ X and x 0 ∈ M with d = dist X (x 0 , M ) > 0, then there exists a ϕ ∈ X such that ϕ, x 0 X ,X = 1, ϕ, x X ,X = 0 for x ∈ M and ϕ X ≤ 1/d.
Remark 18.
We actually have ϕ X = 1/d.
Proof of Lemma 17. We introduce M 0 = {tx 0 + y | t ∈ R, y ∈ M }. This M 0 is a subspace of X. Writing x ∈ M 0 as x = tx 0 + y with t ∈ R and y ∈ M , we have
In fact, t −1 x X = x 0 + t −1 y X ≥ d if t = 0 whereas (13) is trivial if t = 0. At this stage, we introduce a functional g on M 0 by
By (13), we have g ∈ M 0 and g M 0 ≤ 1/d. This g can be extended to X preserving the bound. The extension is denoted by ϕ. Then, it is apparent that ϕ( 
Kato's minimum modulus of operators
Letting V and W be Banach spaces as in §1, and noting particularly that W is reflexive, supposing that we are given A ∈ L(V, W ), then the dual operator
If A is considered as an operator from V to W , the reflexivity of W is not necessary in the following discussion. See Remark 34.
The following lemma is well known.
Lemma 20. We have
(W needs not to be reflexive.)
Proof of (14a). Let w ∈ N (A ) ⊂ W . For any v ∈ V , we have Av, w W ,W = v, A w V ,V = 0, which gives that w ∈ R(A)
⊥ can be shown similarly.
Proof of (14b). In fact, it is exactly the same as the previous proof.
Proof of (14c). Letting f ∈ R(A ) ⊂ V , where f is expressed as f = A w with w ∈ W , then for any v ∈ N (A), we have v,
Proof of (14d). It is exactly the same as the previous proof.
Relations R(A ) = N (A) ⊥ and R(A) = N (A ) ⊥ are not always true because, for example, N (A) ⊥ is always closed but R(A ) need not be closed. To derive the opposite inclusions to (14c) and (14d), we require some deeper consideration. We will use the quotient (factor) spacẽ
which is a Banach space equipped with the norm
By consideration of this notion for v − 0 ∈ v − N (A), we have
We introduce a linear operatorÃ :Ṽ → W by setting
The operatorÃ is bounded and
Therefore, the inverseÃ −1 exists, where D(Ã −1 ) = R(Ã). In view of Closed Graph Theorem (see Lemma 10 and Remark 11),Ã −1 is bounded if and only if R(Ã) is closed. That is, we have
Motivated by the observation above, we can present the following definition.
Definition 21. The minimum modulus of an operator T from a Banach space X to another Banach space Y is defined as
The reduced minimum modulus of T is defined as
, whereX denotes the quotient spaceX = X/N (T ).
Remark 22. It is noteworthy that γ(T ) = ∞ if and only if
Remark 23. The quantity γ(T ) was introduced into [13, §3.2] and called the lowerbound of T . Actually, γ(T ) was called the reduced minimum modulus of M in [14, §IV.5]; it is described in [14] that the naming follows [11] , where µ(T ) was defined.
It is apparent that
;
Putting (16), (17) , and (20) Example 27. We give an example of A whose range R(A) is not a closed set. Let V = W = L 2 (I) with I = (0, 1). We introduce A ∈ L(V, W ) by
(Verify that A is actually a bounded linear operator of V → W .) We consider f ∈ W defined as
Then, we have f ∈ R(A). Indeed, if there is a u 0 ∈ V such that Au 0 = f , this u 0 must satisfy 1 − tu 0 = 0 a.e. t ∈ I. The "candidate" is given as u 0 = 1/t; however, u 0 = 1/t cannot belong to V . Next, for ε > 0, we consider f ε ∈ W and u ε ∈ V defined as
Then, we have Au ε = f ε and, hence, f ε ∈ R(A). Moreover, we have f ∈ R(A), because f ε − f W → 0 as ε → ∞. Those imply that R(A) = R(A). Therefore, R(A) is not closed. (In the similar way, we can prove that W = R(A).)
On the other hand, because N (A) = {0}, we estimate as
which implies γ(A) = 0.
The following theorem plays a key role below.
Theorem 28 ([13, Lemma 334]). We have γ(A) = γ(A ).

Particularly R(A) is closed if and only if R(A ) is closed.
Proof. For abbreviation, we write γ = γ(A) and γ = γ(A ).
Step 1. We prove that γ ≥ γ. If γ = ∞, then we have Av = 0 for all v ∈ V . Therefore, 0 = Av, w W ,W = v, A w V ,V for all v ∈ V and w ∈ W , which implies A w = 0 for all w ∈ W . Consequently, γ = ∞. Therefore, we might assume that 0 < γ < ∞, because γ ≥ γ might be readily apparent if γ = 0. Letting w ∈ W , then R(A) is closed by theorem 24. Therefore, we can apply Lemmas 20 and 14
This, together with (15) , implies that
Therefore, for a sufficiently small ε > 0, f ∈ R(A) exists such that | f, w W ,W | ≥ (1 − ε) f W w W . f admits the representation f = Av ∈ R(A) with v ∈ V . Therefore, we deduce
These inequalities remain valid if v is replaced by v − g for any g ∈ N (A). Consequently, we have
Therefore, we obtain γ ≥ (1 − ε)γ.
Letting ε ↓ 0, we deduce γ ≥ γ.
Step 2. (a) We prove the opposite inequality γ ≤ γ. Because the inequality is trivial if γ = 0, we assume that γ > 0. In general, we write B X (r) to express the open ball in a Banach space X with center 0 and radius r > 0; B X (r) = {x ∈ X | x X < r}.
To this purpose, we prove that
In view of Lemma 16, there exists an η ∈ (W ) such that
Because W is reflexive, there exists a w ∈ W such that
By considering −f instead of f , we have
Letting 0 = v ∈ V and 0 < ε < 1 and settingv = (1 − ε)v/ v V ∈ B V (1), then by substituting f = Av, we obtain
Consequently,
We can apply (21) to obtain
We know that A w V ≥ γ w W for any w ∈ W . Combining these, we have f 0 W ≥ γ , which completes the proof of (23). (c) The inclusion (22) implies that
This is verified by a standard argument; we will mention the detail in Appendix A. At this stage, letting 0 = v ∈ V and letting 0 < ε < 1, we set v
where α = Av W /((1 − ε)γ ). This gives that
Because ε is arbitrary, we infer γ ṽ Ṽ ≤ Av W , which implies that γ ≥ γ . This completes the proof of Theorem 28.
Using this theorem, we can prove the following results.
Proof. Letting f ∈ N (A ) ⊥ , then we prove f ∈ R(A) by presenting a contradiction: assume f ∈ R(A). Because R(A ) is closed, R(A) is also closed in view of Theorem 28. Therefore, we have d = dist W (f, R(A)) > 0 and can apply Lemma 17. Consequently, there exists an η ∈ (W ) such that
By the second identity of (25), we have 0 = Av, w W ,W = v, A w V ,V for any v ∈ V , which implies that A w = 0. Therefore w ∈ N (A ). Because f ∈ N (A ) ⊥ , f, w W ,W = 0. However, this contradicts to the first equality of (25) .
Proof. Letting f ∈ N (A) ⊥ , then we introduce a linear functional φ f on R = R(A) by setting φ f (Av) = f, v V ,V for v ∈ V , which is possible because f, v V ,V = 0 for v ∈ N (A). The functional φ f is bounded. In fact, we have
and v might be replaced by v − g with any g ∈ N (A). Consequently,
Because W is reflexive, there exists a w ∈ W such that φ f , ψ (W ) ,W = ψ, w W ,W (∀ψ ∈ W ).
Summing up, we deduce
This relation implies the expression f = A w: f ∈ R(A ). Now, we can prove the following well-known result called Closed Range Theorem.
Corollary 31. The following (i)-(iv) are equivalent:
Proof. Remark 34. In this section, we considered A ∈ L(V, W ) with the intention of applying results to the proof of Theorems 1 and 8. However, if we consider a linear densely defined closed operator T from a Banach space X to a Banach space Y , we can prove the following results in exactly the same way. In particular, Y needs not to be reflexive.
• R(T ) is closed if and only if γ(T ) > 0.
• γ(T ) = γ(T ).
• The following (i)-(iv) are equivalent:
Proof of Theorems 1 and 8
It suffices to state the proof of Theorem 8 because Theorems 1 and 8 are equivalent through the relation (5).
Proof of Theorem 8, the part "(i) ⇔ (iii)".
A: bijective
(by (19) , (18) Proof of Theorem 8, the part "(ii) ⇔ (iii)".
Application to evolution equations of parabolic type
In this section, we present an application of Theorem 1 to evolution equations of parabolic type.
5.1. Example. We start with a concrete example. Letting J = (0, T ) with T > 0, and supposing that Ω is a Lipschitz domain in R d , d ≥ 1, we consider the initialboundary value problem
where ν, b, c, F and u 0 are given functions. Several frameworks and methods are used to establish the well-posedness (the unique existence of a solution with a priori estimate) of (26):
• Semigroup method ( [22] for example); • Variational method: Galerkin method based on compactness theorems ( [8] and [27] for example); • Variational method: Operator method ( [16] for example).
As described, we present another variational method. To this end, we first derive a weak formulation of (26) . For the time being, those ν, b, c, F and u 0 are assumed to be suitably smooth as well as a solution u. Set
Multiplying both sides of (26a) by v ∈ D, integrating it in x ∈ Ω and t ∈ J and using the boundary condition (26b), we obtain
We introduce
and ·, · = ·, · V ,V = the duality pairing between V and V .
Moreover, set
We make the following assumptions:
Using (28a), (28b), (28c) and Poincaré inequality
one can prove that there exist positive constants M and α which depend only on
Therefore, for a.e. t ∈ J, we can introduce a linear operator
However, the initial condition (26c) is interpreted as
At this stage, we introduce the following function spaces:
H , where
It is noteworthy that D is dense in Y 1 . We can state the weak formulation of (26) as follows. Assuming
we find u ∈ X such that
where u denotes du(t)/dt. Alternatively, (31) is expressed formally as
Remark 35. In (30), f ∈ L 2 (J; V ) is guaranteed by assuming F ∈ L 2 (J; H). Moreover, u(0) ∈ H is well-defined; see Lemma 36. 5.2. Problem. We consider more general settings. Letting H and V be (real) Hilbert spaces such that V ⊂ H is dense with the continuous injection, then the inner product and norms are denoted as (·, ·) = (·, ·) H , (·, ·) V , · = · H and · V . The topological dual spaces H and V are denoted, respectively, by H and V . As usual, we identify H with H and consider the triple V ⊂ H ⊂ V . Moreover, ·, · = ·, · V ,V denotes duality pairing between V and V . Consider function spaces X , Y 1 and Y as presented above.
Supposing that, for a.e. t ∈ J, we are given a linear operator A(t) of V → V satisfying (29), where M and α are positive constants independent of t ∈ J. Without loss of generality, we assume that α ≤ 1 ≤ M . Given (30), we consider the abstract evolution equation of parabolic type (31).
The following result is called the trace theorem (see [8, Lemma 36. There exists a positive constant C Tr,T depending only on T such that
In other words, the space X is embedded continuously in the set of H-valued continuous functions on J. Particularly, u(0) ∈ H in (31) is well-defined.
The main result of this section is the following result, which is often called the Lions Theorem.
Theorem 37. Given (30), problem (31) admits a unique solution u ∈ X that satisfies
where C denotes a positive constant depending only on M and α.
To prove this theorem, it suffices to verify the following:
Subsequently, we can apply Theorem 1 to conclude a unique existence of the solution u. Moreover, the a priori estimate (32) is a readily obtainable consequence of (33b).
5.3.
Proof of Theorem 37. We use the following auxiliary results. By virtue of (29), A(t) is invertible for a.e. t ∈ J. Moreover, we have the following.
(ii) g, A(t) −1 g ≥ α M 2 g V for all g ∈ V and a.e. t ∈ J.
, we obtain the desired inequality.
We introduce an alternate norm of X as
Lemma 39. Two norms · X and ||| · ||| X are equivalent in X . In particular, α w X ≤ |||w||| X ≤ C max w X for w ∈ X , where
Proof. For w ∈ X , we calculate as
The following lemma can be found in [8 Lemma 40. For w, v ∈ X , we have
Now we can state the following proof.
Proof of (33a). We apply the Cauchy-Schwarz inequality and Lemma 39 to obtain Proof of (33b). Let u ∈ X be arbitrary. Set Moreover, B(u, v) = Choosingw = v 1 (T ) and using (35), we obtain v 1 (T ) = 0. At this stage, substituting w = v 1 for (36) and using (29b) and (34b), then we have
This result implies that v 1 = 0, which completes the proof.
Remark 41. The case u 0 = 0 is described explicitly in [10] .
Appendix A. Proof of " (22) ⇒ (24)"
We prove a more general lemma described below. 
Recall that B Y (r) = {y ∈ Y | y Y < r} and T B X (1) denotes the closure of T B X (1) = {T x ∈ Y | x ∈ B X (1)} in Y . To show the lemma, we apply a standard argument usually used to prove Open Mapping Theorem or Closed Graph Theorem.
Proof. Assume that (37) is satisfied. Let σ > 0 be arbitrary. For the time being, we admit that B Y (r) ⊂ T B X (1 + σ).
Then, for any 0 < r < r, choosing σ = r/r − 1 > 0, we have B Y (r ) = r r B Y (r) ⊂ r r T B X (1 + σ) = T B X (1).
The relation (38) is a readily obtainable consequence of this relation. We now verify that (39) is true; we will show that, for any y ∈ B Y (r), there exists an x ∈ B X (1 + σ) satisfying T x = y.
As just remarked above, (37) gives
for any λ > 0. Set ε = σ/(2 + σ) < 1. According to (37), there is a y 0 ∈ T B X (1) satisfying y − y 0 Y < εr. That is, there is a ξ 0 ∈ B X (1) satisfying y − T ξ 0 Y < εr.
Then, we apply (40) with λ = ε. Because y − T ξ 0 ∈ B Y (εr), there is a ξ 1 ∈ B X (ε) satisfying y − T ξ 0 − T ξ 1 X < ε 2 r.
Proceeding in this way, we can construct a sequence {ξ n } n≥0 in X with the properties y − T ξ 0 − T ξ 1 − · · · − T ξ n Y < ε n+1 r, ξ n X < ε n .
If we set x n = ξ 0 + ξ 1 + · · · + ξ n , we have
Therefore, there exists an x ∈ X satisfying x n → x in X as n → ∞. Moreover, we have y − T x n Y < ε n+1 r → 0 as n → ∞. This implies that T x = y because T is closed. Finally,
therefore, we have x ∈ B X (1 + σ). This completes the proof of (39).
Appendix B. Comments on the revised version 
