explicitly given, but is derived from an enabling relation on events. This makes such event structures a little hard to visualize, and one may wonder whether a more manageable notion could be devised. Moreover, unlike prime event structures, it is not clear if stable event structures correspond to a class of Petri nets, in the sense of NPW81].
Flow event structures were proposed in BC88] as an intermediate between prime event structures and stable event structures, suitable both for graphical representation and for an easy de nition of process operators. Among these operators the critical one is the parallel product. A \parallel product" can be de ned easily on ow event structures. The problem is that it may not be a categorical one. This is unsettling, because if a \product" is not categorical, we are left to wonder what it is. The aim of this note is to show that, for ow event structures satisfying a particular constraint { which is preserved by usual process operators { the product is indeed categorical. We mention in passing that ow event structures do have a direct connection with a class of Petri nets, as shown by Boudol in Bou90] . These nets { called ow nets { are strictly more general than occurrence nets: they may have cycles in the ow relation although they are still \semantically" acyclic.
Like stable event structures, ow event structures determine the same class of domains as prime event structures (cf again Bou90]). Thus for any construction on ow (or stable) event structures one may obtain a corresponding construction on prime event structures, by passing through their domains of con gurations. In fact, direct de nitions of parallel product on prime event structures { although rather complicated { have been given explicitly by Goltz 2 Flow event structures and product Flow event structures are a direct generalisation of prime event structures (we refer to NPW81] for the de nition of prime event structures) where the con ict relation is not inherited and the partial ordering of causality is replaced by a local ow relation on events. Intuitively, the ow relation represents an immediate causality between two events. However, since events may occur in di erent ways (as in stable event structures) any causal dependency is merely \possible", and makes sense only within computations. A simple way of understanding the ow relation is by analogy with Petri nets: a ow between two events in an event structure corresponds to the presence of a condition between the events in a net. This point is illustrated by the example after the following basic de nition.
De nition 2.1 (Flow event structures) A ow event structure is a triple S = (E; # ; )
where:
E is a denumerable set of events, # (E E) is a symmetric con ict relation, and (E E) is an irre exive ow relation.
It should be clear that any prime event structure S = (E; # ; ) is a ow event structure (with given by the strict ordering <). Note that the ow relation is not required to be transitive, nor its closure to be acyclic. Also, the con ict relation is not assumed to be irre exive. This means that there may be self-con icting or inconsistent events, and we will see that these are essential for de ning some constructions on ow event structures { namely restriction and specialised parallel products like CCS parallel composition. Inconsistent events also play a crucial role in Boudol's constructions between ow event structures and ow nets Bou90].
The following is an example of a ow event structure, together with the \correspond-ing" Petri net. In drawings, we represent e e 0 by a directed arc e ?! e 0 and # by a dotted line. Self-con icts will be represented by dotted circles around events. This example (which typically arises when modelling CCS communication) exhibits both a con uence after con ict, and a case where the ow is essentially not transitive: the events e 0 and e 3 are indeed causally related if e 1 occurs, but they are independent if e 2 occurs. In other words, e 0 and e 3 are in a di erent relation depending on the computation where they are considered. For more examples of ow event structures we refer the reader to BC88].
We shall now formalise this notion of computation or con guration for ow event structures. A con guration is a set of events having occurred at some stage of evolution of a process. Since ow event structures are rather general, the de nition of con guration is slightly more elaborated than for prime event structures. Let Con S be the set of con ictfree (consistent) sets of events: X 2 Con S i 8e; e 0 2 X; :(e # e 0 ). Obviously, an event e is inconsistent (e # e) if and only if feg 6 2 Con S . For a subset X of E, let X be the restriction of the ow relation to X and X = def X be the preordering generated by X . For simplicity, we consider here only nite con gurations { see BC88] for a more general treatment of con gurations.
De nition 2.2 (Con gurations) Let S = (E; # ; ) be a ow event structure. A ( nite) con guration of S is a nite subset X of E such that:
1. X is con ict-free: X 2 Con S , 2. X is left-closed up to con icts: e 0 e 2 X & e 0 6 2 X =) 9 e 00 2 X : e 0 # e 00 e, and 3. X has no causality cycles: the relation X is an ordering.
The rst two conditions are essentially the same as for prime event structures: condition 2) is adapted to account for the more general, non-hereditary, con ict relation. It states that any event appears in a con guration with a \complete" set of causes. Condition 3) ensures that any event in a con guration is actually reachable at some stage of computation. Note that an inconsistent event cannot appear in a con guration. So for example the structure e e 0 has only the trivial con guration ;. The set of ( nite) con gurations of a ow event structure S will be denoted by F(S).
We have seen that prime event structures are a subclass of ow event structures. In turn, any ow event structure S = (E; # ; ) may be described as a stable event structure G S = (E; # 0 ;`S) such that F(G S ) = F(S). This is explained in BC88, Bou90]. We recall here brie y the de nition of G S .
The enabling relation`S P(E) E is de ned as follows. Say that \e is a condition for e 0 " when e e 0 . Then F`S e holds whenever F is a maximal set of non-con icting conditions for e, that is:
e 0 2 F ) e 0 e F feg is consistent : 8e 0 ; e 00 2 F feg : :(e 0 # e 00 ) F is closed under non-con icting conditions for e : e 0 e & e 0 = 2 F ) 9 e 00 2 F s:t: e 0 # e 00 e Note that since F feg must be consistent w.r.t. #, an event e which is inconsistent in S will have no enabling set in G S . Then the con ict # 0 is just the irre exive restriction of #, that is # 0 = # ? Id, where Id is the identity relation on events. It is easy to see that the structure G S = (E; # 0 ;`S) obtained in this way is a stable event structure in the sense of Winskel, with`S being the minimal enabling.
On the other hand a stable event structure cannot always be represented as a ow event structure (cf again Bou90]). Hence ow event structures are strictly included between prime and stable event structures.
We shall now de ne the parallel product on ow event structures. We use Winskel's notation * for unde ned values of partial functions and write e __ e 0 for the re exive closure of #, that is e __ e 0 () def (e # e 0 or e = e 0 ). Here and in what follows, an assertion f(e) R f(e 0 ) { where f is a partial function on events and R 2 f ; # ; =g { will imply that both f(e) and f(e 0 ) are de ned. We shall mostly write fe for f(e).
De nition 2.3 (Parallel product) Let S 0 = (E 0 ; # 0 ; 0 ) and S 1 = (E 1 ; # 1 ; 1 ) be ow event structures. Their parallel product (S 0 S 1 ) is the event structure S = (E; # ; ) de ned by:
i) E = def (E 0 E 1 ) = def f(e 0 ; ) j e 0 2 E 0 g f( ; e 1 ) j e 1 2 E 1 g f(e 0 ; e 1 ) j e 0 2 E 0 & e 1 2 E 1 g,
ii) e __ e 0 () ( 0 e __ 0 e 0 ) or ( 1 e __ 1 e 0 ),
iii) e # e () ( 0 e # 0 e) or ( 1 e # 1 e), and iv) e e 0 () ( 0 e 0 e 0 ) or ( 1 e 1 e 0 ).
where the projections i : E ?! E i are given by i (x 0 ; x 1 ) = x i ; for i = 0; 1.
Condition iii) explicitly deal with self-con icts. It states that the product inherits selfcon icts from its components, and never introduces any new ones.
We now need the notion of a morphism to de ne a category of ow event structures. The intuition for morphisms is relatively well-understood, and it is similar to that of Winskel for stable event structures. A morphism f : E 0 ?! E 1 on ow event structures expresses the synchronisation of an event e 2 E 0 with the event f(e). Condition i) says that two distinct events e; e 0 can synchronise with a common event f(e) only when they are in con ict, which makes sure that this kind of synchronisation can never happen in a computation. Condition ii) says that the partial function f preserves consistency: a morphism does not create new con icts. In particular, it ensures that morphisms do not create new self-con icts: if fe # fe, this is always because e # e. Condition iii) says a morphism preserves causality, as well.
De nition 2.4 (Morphisms) Let
It needs an explanation why condition iv) is explicitly required here, because for stable event structures, this property follows from similar conditions to i) ??iii). Suppose X is a con guration of S 0 . Clearly, f(X) remains con ict-free. However, to prove that f(X) is left-closed up to con icts, we need to show
Unfortunately, the given condition for f(X) does not in general translate into a similar condition for X for us to apply the corresponding property of X, because may not be in the image f(E 0 ). We do get the above iv), though, if we require that f is down-onto:
which is weaker than iv). Since this is not the main concern of this paper, we do not speculate further on it here. It is now easy to establish the following:
Fact 2.5 Flow event structures with morphisms form a category with the composition of partial functions as composition and the identity functions as identity morphisms.
It is natural to expect that the product construction S 0 S 1 introduced earlier is indeed the product in the categorical sense. Unfortunately, this is not the case, as shown by the following counterexample. should not occur unless some event involving e 00 0 has occurred. (One might try to modify the notion of con gurations to accommodate this situation, but that will unlikely lead us anywhere because the de nition of con gurations is well justi ed.) The problem arises with the particular form of the structure on the left-hand side: such a structure will be called a triangle in the rest of the paper. Formally, a triangle is a structure with three distinct events e 0 ; e 1 ; e 2 such that e 0 # e 1 e 2 and e 0 is not related to e 2 . We will show that in structures generated by usual process constructors such triangles never occur in isolation, but are always \saturated " by other events. These additional events will precisely prevent sets like X in the example above to be admitted as con gurations.
For two distinct events e; e 0 we write e e 0 for (e # e 0 or e e 0 or e 0 e). In drawings we shall represent by an undirected arc. The structures we shall consider are those satisfying the following structural property:
Axiom : e 0 # e 1 e 2 & e 0 6 e 2 ) 9 e 3 : (e 1 # e 3 e 2 ) & (8e # e 3 : e 1 __ e e 2 ). This axiom says that if an event e 0 is in con ict with event e 1 , which is a cause for another event, e 2 , then in the case that e 0 is not related to e 2 by either con ict or causal dependency, there must be some event e 3 in con ict with e 1 , while at the same time being a cause for e 2 . Moreover, any other event in con ict with e 3 must be in con ict with e 1 and, at the same time, be causally related to e 2 . The very rough intuition is that when a problematic situation such as the one pictured on the left hand side of the previous diagram occurs, then there is a pivotal event, e 3 , such that any event in con ict with it must provide the \missing links" for the problematic situation. We show that for structures satisfying our de nition yields the desired product construction. Proposition 2.6 Let S 0 ; S 1 be ow event structures satisfying axiom . Then (S 0 S 1 ) is the categorical product of S 0 and S 1 .
Proof: Notation: events of S will be denoted by e; e 0 etc. and events of S i by e i ; e 0 i . Also, we shall write fe for f(e), and fe # to mean that fe is de ned. 1) We rst show that the projections i are morphisms. Conditions i); ii) and iii) are obviously satis ed. Thus we only have to prove that the i 's preserve con gurations.
Consider for example 0 : E ?! E 0 . Let X 2 F(S); we want to show that 0 (X) 2 F(S 0 ).
It is obvious that 0 (X) is con ict-free, since 0 e # 0 e 0 would imply e # e 0 in X. We show that 0 (X) is consistently left-closed. Let e 2 X; e 0 0 e & e 0 = 2 0 (X). Then (e 0 ; ) e and(e 0 ; ) = 2 X. Since X is a con guration, there exists e 0 2 X s. and thus e 0 0 # 0 e 00 . By axiom again, we have 0 e 00 0 e and 0 e 00 __ e 0 . Clearly 0 e 00 6 = e 0 , since e 0 = 2 0 (X). Also, from e; e 00 2 X and e 00 e, it follows that 0 e 00 0 e.
It is clear that there are no loops in 0 (X), since these would be inherited in X. We have thus proved that projections are morphisms.
2) Second, we must show that (S 0 S 1 ) is canonical, i.e. that for any diagram: Similarly, the case where e = e 0 immediately implies e # e 0 .
It remains to check that preserves con gurations. Let X 2 F( S). We want to show that (X) = def f( 0 e; 1 e) j e 2 Xg 2 F(S 0 S 1 ). Again, it is obvious that (X) is con ict-free.
We show that (X) is consistently left-closed. Let k = (k 0 ; k 1 ) ( 0 e; 1 e) for some e 2 X and k = 2 (X). Finally it is clear that there are no loops in (X), since these would be re ected in X. 2
We show now that the parallel product preserves axiom . The idea is that for any triangle e 0 # e 1 e 2 introduced by the product, the source e 1 of the triangle is a compound event, which inherits its causality relation to e 2 from some atomic component e 3 . This event e 3 is precisely the one which is required by axiom .
Proposition 2.7 Let S 0 ; S 1 be ow event structures satisfying axiom . Then the structure (S 0 S 1 ) satis es .
Proof. Suppose there is a triangle e 0 # e 1 e 2 ; e 0 6 e 2 in (S 0 S 1 ). We want to prove that axiom is satis ed. Since e 1 e 2 it must be ( 0 e 1 0 e 2 ) or ( 1 e 1 1 e 2 ).
Assume 0 e 1 0 e 2 . Since e 0 6 e 2 we have 0 e 0 6 0 e 2 and thus 0 e 0 6 = 0 e 1 . There are then three cases left for e 0 # e 1 :
1. 1 e 0 = 1 e 1 , 2. 0 e 0 # 0 e 1 , 3. 1 e 0 # 1 e 1 .
Case 1: 1 e 0 = 1 e 1 . We want to show that the triangle: e 0 # e 1 e 2 satis es axiom . Take ( 0 e 1 ; ) as a candidate for e 3 in the axiom. Certainly ( 0 e 1 ; ) e 2 and ( 0 e 1 ; ) # e 1 . Thus either ( 0 e 1 ; ) ful ls axiom or 9e # ( 0 e 1 ; ) for which (e 6 e 2 ) or :(e __ e 1 ). Now it cannot be :(e __ e 1 ) since e # ( 0 e 1 ; ) implies 0 e __ 0 e 1 . Then it must be e 6 e 2 , which implies 0 e 6 0 e 2 . We have now a triangle 0 e # 0 e 1 0 e 2 in S 0 . By axiom , there exists e 3 2 E 0 s. Case 3: 1 e 0 # 1 e 1 . Take again ( 0 e 1 ; ) as a candidate for e 3 in . We have now ( 0 e 1 ; ) e 2 and ( 0 e 1 ; ) # e 1 . Now either ( 0 e 1 ; ) ful ls axiom , or 9e # ( 0 e 1 ; ) for which (e 6 e 2 ) or :(e __ e 1 ). From e # ( 0 e 1 ; ) it follows that 0 e __ 0 e 1 and thus e # e 1 . Then it must be e 6 e 2 , whence 0 e 6 0 e 2 . Again we have a tri- 
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Another important operation on ow event structures is restriction. The standard construction for restriction, as it features in CCS and in Winskel treatment of event structures, operates by removing all events of a given set. In fact, this construction may a ect quite drastically the structure of a process, and, not surprisingly, it does not preserve property The de nition of restriction proposed in BC88] for ow event structures is actually a di erent one, which makes use of self-con icting { or inconsistent { events. More precisely, restriction of a ow event structure to a set of events E 0 is modelled by rendering inconsistent all events not belonging to E 0 .
De nition 2.8 (Restriction) Let S = (E; #; ) be a ow event structure and E 0 E.
The restriction of S to E 0 is the structure S j n E 0 = (E; # 0 ; ) where: where the triangle is still saturated (like before the restriction) as required by axiom .
3 Interpreting constructs with ow event structures
Flow event structures are well-suited to model languages like CCS. Moreover, all CCS operators turn out to preserve property , thus we are sure to obtain the categorical product construction. A complete de nition of CCS operators on ow event structures may be found in BC88]. Here we shall just give a reformulation of CCS parallel composition as a restricted parallel product. Languages like CCS are parameterized on a set of actions L. To model processes in these languages one uses event structures labelled on this set of actions. The synchronization discipline of the language { which actions may combine together into a synchronization action { is expressed by a synchronization algebra on the labels Win82].
We use here a variant of Winskel's de nition of synchronisation algebra, which seems more convenient for our purposes. We de ne a synchronization algebra on a set of labels L to be of the form (L; ; !) with just one special element ! 2 L. Here is a commutative and associative operation on L, used to yield labels for pairs of events, namely: l(x; y) = def l(x) l(y). The role of ! is twofold:
-The label ! is used for pairs of events (x; y) which represent forbidden synchronisations. Such events must not occur in the parallel composition, and we express this fact by the axiom: l(x; y) = ! =) (x; y) is inconsistent.
-Also, ! is used to label the component of an asynchrony pair { where one of the components is { i.e. the labelling function l is extended by the convention l( ) = !. We recall that is not a real event, but just a notational device (and thus will never occur in the set of events E of an event structure). Then an asynchrony pair of the form ( ; e) or (e; ) is allowed in the product if and only if l(e) ! 6 = !.
This motivates the following de nition:
De nition 3.1 An L-labelled ow event structure is a structure S = (E; # ; ; l ) where (E; # ; ) is a ow event structure and l : E ?! L is a labelling function over a set L of labels such that ! 2 L and l(e) = ! =) e # e.
Note that while all !-labelled events are inconsistent, there may still be inconsistent events whose label is di erent from !.
The operations of product and restriction are extended to labelled structures in the obvious way. In the product (S 0 S 1 ) the label of an event e is de ned to be l 0 ( 0 (e)) l 1 ( 1 (e)). The rst clause needs a little explanation. If the ! is already the label of an inconsistent event (e.g. a forbidden synchronisation within a component), it may seem puzzling that x ! = x rather then x ! = !. However in this case the event labelled x ! is made inconsistent by the de nition of product, and thus its label does not really matter. We have now the following:
De nition 3.2 (CCS product) Let S 0 = (E 0 ; # 0 ; 0 ; l 0 ) and S 1 = (E 1 ; # 1 ; 1 ; l 1 ) be labelled ow event structures. Their parallel composition in CCS, noted (S 0 k S 1 ), is the labelled event structure (S 0 S 1 ) j n (L ? f!g).
It should be clear that the parallel composition operator k preserves axiom , since it is de ned in terms of general product and restriction. Also, one may easily convince oneself that property is preserved by CCS operators like pre xing and nondeterministic sum (we refer to BC88] for de nition ). Hence the ow event structure semantics for CCS is compatible with a categorical one.
Conclusions
It is worth noting that the triangle con guration which makes the product fail to be categorical is a rather particular one, where the con ict # does not coincide with the semantical con ict # F given by: e # F e 0 ()6 9 con guration X s. Here the restriction introduces a self-con ict a #a while the semantical con icts a #b and b #b are left implicit.
We remark that a function space construction can be introduced on ow event structures, so as to give a representation of stable functions on the domains determined by these structures. One can nd an example which shows that function space does not preserve property . This is not suggesting a weakness of , though, because the consideration of the stable function space leads to a very di erent category{the morphisms are di erent. However, with respect to the category considered in this paper, it is not known if is also necessary for obtaining a categorical product.
