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Abstract. We give two simple methods for obtaining two new classes
of automata for which Cˇerny´ Conjecture holds. In the first one we
presume the concept of merging states and the Cˇerny´ theorem on the
upper bound for the minimal synchronizing word’s (MSW) length. The
second one relies on the analogue Pin’s theorem and the notion of an
automata product. In both methods we show how to prove (for certain
classes of automata) the square upper bound on MSW length using
theorems which give only the cubic upper bound.
1. Introduction
In this paper two new classes of automata for which Cˇerny´ Conjecture
holds are introduced. We give two simple methods for obtaining these classes.
It is interesting that we use Cˇerny´ and Pin theorems, which give the cubic
upper bound on the minimal synchronizing word’s length, for proving square
of such upper bound for certain classes of automata.
In Section 2 we give the basic definitions and we introduce Cˇerny´ Con-
jecture. We also give two main theorems (of Cˇerny´ and of Pin) which will
be used throughout this paper. Section 3 is devoted to the concept of merg-
ing states. This notion will be used in Section 4 to obtain the first class of
automata fulfilling Cˇerny´ Conjecture. In Section 5 we describe shortly the
36
concept of an automata product and we apply the Pin theorem to obtain the
second class of automata for which Cˇerny´ Conjecture holds.
2. Synchronization. Cˇerny´ Conjecture
We define an automaton as a triple A = (Q,A, δ), where Q is a finite set
of states, A is a finite alphabet and δ : Q×A→ Q is a function transforming
states. It can be extended on the free monoid A∗ and the set of subsets of Q:
δ(P, ε) = P, δ(P, aw) =
⋃
p∈P
{δ(δ(p, a), w)}, a ∈ A, w ∈ A∗, P ⊆ Q,
where ε is an empty word of length 0.
Definition 1. We say that w ∈ A∗ is a synchronizing word for
A = (Q,A, δ) if |δ(Q,w)| = 1.
An automaton which admits a synchronizing word is called a synchro-
nizing automaton.
The following proposition is straightforward.
Proposition 1. If w synchronizes A = (Q,A, δ), then for each u, v ∈ A∗
the word uwv also synchronizes A.
Therefore a very natural question arises: what is the shortest synchroniz-
ing word for a given automaton? If w is a synchronizing word and there is
no shorter one, w is called the minimal synchronizing word (MSW). We
denote by m(A) the length of MSW for A. If A is not synchronizing we put
m(A) =∞.
Conjecture 1. (Cˇerny´, 1964) Let A = (Q,A, δ) be a synchronizing
automaton such that |Q| = n. Then
m(A) ≤ (n− 1)2.
Cˇerny´ Conjecture was stated in 1964 and is still open. In [4] Jan Cˇerny´
proved that for each n > 1 there exists a n-state automaton which possesses
the minimal synchronizing word of length (n − 1)2, therefore obtaining the
upper bound from the conjecture. Such automata are so-called Cˇerny´ au-
tomata.
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The conjecture seems to be only a nice combinatorial puzzle, but in fact
it has many important applications in the industry (part orienters), biocom-
puting (the reset problem), network theory etc. Therefore the problem is of
general interest. There are some polynomial algorithms which find possibly
short synchronizing words but the problem of finding the minimal synchro-
nizing word is NP-complete. The reader is referred to [1, 3, 9, 11] for more
details on the role of the synchronization problem and to [7, 16, 17, 22], where
the polynomial algorithms and the proof of NP-completeness can be found.
Cˇerny´ Conjecture turned out to be true for some special cases (see for
example [1, 2, 5, 6, 7, 8, 20, 22]) but in general case it is still open.
The best known upper bound for m(A) is cubic. In the following we will
use two theorems concerning this bound:
Theorem 1. (Cˇerny´, 1971) Let A = (Q,A, δ) be a synchronizing automa-
ton such that |Q| = n. Then
m(A) ≤
1
3
n3 −
3
2
n2 +
25
6
n− 4.
Theorem 2. [Pin, 1983; Kljachko, Rystsov, Spivak, 1987] Let A =
(Q,A, δ) be a synchronizing automaton such that |Q| = n. Then
m(A) ≤
n3 − n
6
.
The proof of Theorem 1 can be found in [5] and of Theorem 2 in [13, 10].
We will adapt it in Section 4.
Although the bound from Theorem 2 is the best known upper bound, in
Section 4 we use Theorem 1, because it is much more easy to adapt the proof
of the Cˇerny´ theorem to our proof. Nevertheless, the method from Section
4 still allows us to obtain the class of automata for which Cˇerny´ Conjecture
holds.
3. Merging states
In this section we introduce the notion of merging states and merging
systems. We define the automaton type and we prove our ‘type-depended’
version of Theorem 1.
Let us denote by δ−1a (q) the set of states entering q with letter a:
δ−1a (q) = {p ∈ Q : δ(p, a) = q}.
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Definition 2. Let A = (Q,A, δ) be an automaton. State q ∈ Q is a
merging state of degree k for a ∈ A if |δ−1a (q)| = k.
Notice that it is possible for a state to be of degree 0 for some a ∈ A.
A merging state of degree greater than 1 will be called a proper merging
state.
Let q be a merging state of degree k > 0 for a. The nonempty set
P = δ−1a (q) is called the merging system (for a, of q and of degree k). We
also say that q is the merging state for P . Note that two situations can take
place: either q ∈ δ−1a (q) (a so-called internal merging state) or q 6∈ δ
−1
a (q) (an
external merging state). In [14] these situations were distinguished, but it is
not necessary for our considerations.
For a given letter each state can be a merging state only for one merging
system (see Propositions 2 and 3). In the following we assume that merging
systems are considered for a fixed letter a ∈ A. We also assume that all
automata are deterministic, strongly connected and complete.
Let A = (Q,A, δ), where |Q| = n, |A| = m. Let us introduce the notation
describing all merging systems in A:
Definition 3. Let A has λit merging systems of degree t for ai,
i = 1, 2, ..., |A| = m. Let ki be the maximal degree of a merging system
for ai. Then we describe such an automaton in the following way:
A ∼ [1λ
1
1 ...k1
λ1
k1 ]a1 [1
λm
1 ...km
λm
km ]am
and we call the right side of ∼ a merging type of A.
We use the following convention: if there are not any proper merging
systems for a given letter then this part of notation will be omitted. This
convention is used if the number n of states is known. For example, using
the convention, we will write [23 32 41] instead of [13 23 32 41]a[1
19]b for some
19-state automaton.
The following propositions are true for each a ∈ A. The first one shows
that each state belongs exactly to one merging system; the second one de-
scribes the relation between a transition function and merging systems.
Proposition 2. If the merging type for the letter a in n-state automaton
A = (Q,A, δ) is [1λ1 ...kλk ]a, then
∑k
i=1 i · λi = |Q| = n.
Proposition 3. Let A = (Q,A, δ) be of type [1λ1 ...kλk ]a for letter a.
Then |Q| − |δ(Q, a)| =
∑k
i=2(i− 1)λi.
The propositions are straightforward so we omit the proofs.
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Example 1. Consider 4-state automaton A described in Fig. 1. We
have A ∼ [1221]a[1
221]b. Using the convention described above we can write
A ∼ [2][2].
q0
q1
q2
q3
b
a,b
b
a,b
a
a
Fig. 1. An automaton of type [1221]a[1
221]b
The concept of merging states was used in [15], where the numerical
experiments concerning the relations between the automaton type and the
length of MSW were performed. During these computations the first example
of a 5-state NC-automaton (A5) was found.
1 It was possible thanks to the
concept of merging states and distinguishing between internal and external
merging states.
4. Method I: merging states
Modifying Theorem 1 by introducing the relation between the shortest
synchronizing word and the type of the automaton, we obtain the following
theorem (for the sake of simplicity we state it for a two-element alphabet).
Theorem 3. Let A = (Q,A, δ) ∼ [1α1 ...kαk ]a[1
β1 ...kβk ]b, a, b ∈ A, let
α =
∑k
i=1 αi and let |δ(Q, a)| ≤ |δ(Q, b)|. Then
m(A) ≤
1
2
n(n− 1)(α − 1)− (α− 1)T − (
α3
6
+
α2
2
−
11α
3
+ 2),
1A n-state NC-automaton is an automaton which does not contain a n-state Cˇerny´
automaton as its subautomaton. There are no 5-state NC-automata over a binary alphabet.
Automaton A5 was found over a 3-letter alphabet. This result reveals the role of an
alphabet size in the synchronization problem.
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where
T =
1
2
(
k∑
j=2
j2αj − (n− α1)).
Proof. Let A = (Q,A, δ) be a n-state automaton. For each k = 2, ..., n
we compute the upper bound on the length dk of the minimal synchro-
nizing word synchronizing an arbitrary k-element subset of Q. The value
Dn =
∑n
k=2 dk is the desired upper bound on the MSW for an arbitrary
n-state synchronizing automaton.
Let us assume that the automaton is of the type [2]. We will generalize
the case for an arbitrary type in the last part of the proof, but first let us
recall the proof of the Cˇerny´ theorem which holds for this special case.
Let Pk be the k-element subset of Q. A is synchronizing, so there must
exist two states x, y ∈ Pk and the word wk = a
1
k...a
m
k , a
i
k ∈ A such that
|δ({x, y}, wk)| = 1 (that is, wk synchronizes x and y). What is the minimal
length of wk for arbitrary Pk? Let {x0, y0} = {x, y} and let
{xi, yi} = {δ(x, a
1
k ...a
i
k), δ(y, a
1
k ...a
i
k)}. Using consecutive letters of wk states
x0, y0 will be transformed info successive pairs of states {x1, y1}, {x2, y2},...,
{xm−1, ym−1} and finally xm = ym, so the set {xm, ym} is in fact a singleton.
Notice that ∀1 ≤ i ≤ m−1 {xi, yi} 6∈ Pk. Contrary, if for some j {xj , yj} ∈ Pk
we could put {x0, y0} = {xj , yj} and the minimal synchronizing word would
be aj+1k ...a
m
k – a contradiction with the minimality of wk.
Let P ik = δ(Pk , a
1
k...a
i
k) (we define P
0
k = Pk). Consider the set P
1
k . It must
differ from Pk in at least one element. This element can form a pair with
each of the remaining k − 1 elements from P 1k , so we have next k − 1 pairs
which cannot be used in the next steps as a pair {xj , yj}. Contrary, if {xj , yj}
is such a pair, then the word a1ka
j+1
k ...a
m
k is synchronizing – a contradiction
with minimality of wk.
After two steps we used two pairs: {x0, y0} and {x1, y1} and we know that
from remaining
(
n
2
)
− 2 pairs of states we cannot use
(
k
2
)
− 1 + ((k − 1)− 1)
of them. Therefore, the minimal length dk of the word synchronizing a k-
element subset of Q is bounded by the following value:
dk ≤
(
n
2
)
−
(
k
2
)
− k + 3.
The sum
∑k
j=2 dj of the dk values defined above is the upper bound from
Theorem 1.
We will now consider the general case. Let us assume that
A ∼ [1α1 ...kαk ]a[1
β1 ...lβl ]b, a, b ∈ A.
Let α =
∑k
i=1 αi and let |δ(Q, a)| ≤ |δ(Q, b)|. Notice that j, the index of
dj , can be one of the following values: n, α, α− 1, ..., 3, 2. After transforming
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Q with a the value of index j can vary from 2 to α. Let us assume that
we transformed Q with a. Now, being in α-element set Pα, consider the
worst case: in both sets Pα and δ(Pα, w
1
α) there is no pair of states from
any of merging systems. Therefore, after first two steps we cannot use not
only
(
j
2
)
− 1 + ((j − 1) − 1), but also
∑k
j=2 αj
(
j
2
)
pairs of states. So we can
bound dj :
dj ≤
(
n
2
)
−
(
j
2
)
− j + 3− (T − 1) =
(
n
2
)
−
(
j
2
)
− j + 4− T,
where
T =
k∑
j=2
αj
(
j
2
)
=
1
2
(
k∑
j=2
j2αj − (n− α1)).
Now, taking
∑n
j=2 dj we have
m(A) ≤
n∑
j=2
dj =
=
n∑
j=2
(
n
2
)
−
(
j
2
)
− j + 3− (T − 1)
=
1
2
n(n− 1)(α − 1)− (α− 1)T − (
α3
6
+
α2
2
−
11α
3
+ 2),
where
T =
1
2
(
k∑
j=2
j2αj − (n− α1)).

For some automata Theorem 3 gives better upper bound than Pin theo-
rem:
Theorem 4. Let n-state automaton A be of type [3
n
3 ]. Then
m(A) ≤
13
81
n3 −
7
6
n2 +
55
18
n− 2.
In table we give the exemplary results for some number of states. In
the successive rows there are: numbers of states, upper bounds from Cˇerny´
Conjecture, Cˇerny´ theorem, Pin theorem and Theorem 4. Note that for this
automaton type Theorem 4 gives better results than Pin theorem, despite the
fact that Theorem 3 was derived from Cˇerny´ theorem, which gives a little
worse upper bound than Pin theorem.
From Tab. 1 we have that for each 9-state automaton A of type [33] we
have m(A) ≤ 48 < (9− 1)2, so the following proposition is true.
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Tab. 1. Upper bounds for automata of type [3
n
3 ]
n 3 6 9 12 15 18 21
(n− 1)2 4 25 64 121 196 289 400
Cˇerny´ 4 39 155 406 846 1529 2509
Pin 4 35 120 286 560 969 1540
Th. 12 1 9 48 144 323 611 1034
Proposition 4. For each 9-state automaton A ∼ [33] Cˇerny´ Conjecture
holds.
5. Method II: product automata
In this section we introduce the new class of automata for which Cˇerny´
Conjecture holds. We use here the notion of product automata.
Definition 4. Let A = (Q1, A, δ1) and B = (Q2, A, δ2) be two automata.
A product automaton for A and B is an automaton A×B = (Q,A, δ), where:
• Q = Q1 ×Q2,
• δ((p, q), a) = (δ1(p, a), δ2(q, a)), p ∈ Q1, q ∈ Q2, a ∈ A.
Notice, that A × B need not to be strongly connected, even if A and B
are. One can check it taking for example A = B.
Let A = (Q1, A, δ1) and B = (Q2, A, δ2) be two automata and let A×B =
(Q,A, δ) be their product. If |Q1| = n and |Q2| = m, then it is clear that
|Q| = mn.
Lemma 1 describes the relation between the synchronizing property of a
product automaton and the same property for automata being the compo-
nents of this product.
Lemma 1. Let A × B = (Q, δ,A) be a product automaton for
A = (Q1, A, δ1) and B = (Q2, A, δ2). Then
A× B ∈ Syn(|Q1||Q2|)⇐⇒ A ∈ Syn(|Q1|) ∧ B ∈ Syn(|Q2|).
Proof (⇐=). Let w1 ∈ M(A), w2 ∈ M(B). We will show that w1w2 and
w2w1 synchronize A× B.
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From the assumption we have that w1 synchronizes Q1, so we can put
δ1(Q1, w1) = p0. Notice that δ(Q1×Q2, w1) is a set consisting of the pairs of
the form (p, q), where p = p0. Let R = δ(Q2, w1). Because B is synchronized
by w2, we only need to synchronize the set R and we can do it with the same
word w2. We have:
δ(Q1 ×Q2, w1w2) = {(p, q) : p = δ(Q1, w1w2), q = δ(Q2, w1w2)}
= {(p, q) : p = δ(p0, w2), q = δ(R,w2)}
= {(p∗, q∗)},
where p∗ = δ(p0, w2), q∗ = δ(R,w2). We have |δ(Q1 × Q2, w1w2)| = 1 and
w1w2 synchronizes A× B. For the word w2w1 the proof is similar.
(=⇒) A product automaton is a synchronizing one. Let w be its minimal
synchronizing word.
Define T1(v) = {p : (p, q) ∈ δ(Q, v)}, T2(v) = {q : (p, q) ∈ δ(Q, v)}. From
the assumption we have |T1(w)| = 1 and |T2(w)| = 1, so w is a synchronizing
word for both A and B. 
Lemma 2. If m(A) = m and m(B) = n, then m(A× B) ≤ m+ n. 
The inequality in Lemma 2 comes from the fact that MSW for a product
automaton can be shorter than the length of concatenation of MSWs for A
and B. This is illustrated by two following examples.
Example 2. If a word w is a minimal synchronizing word for both A and
B, then MSW for A× B equals w.
Example 3. If MSW for B is a subword of MSW for A, then MSW for
the product automaton is the same as MSW for A.
Consider now n1-state synchronizing automaton A, n2-state synchroniz-
ing automaton B and n-state product automaton C = A× B. From Lemma
1 we have that C is synchronizing and we have n = n1n2. Moreover, from
Lemma 2 we have m(C) ≤ n1 + n2.
Let us now introduce the condition for A and B, which, if fulfilled, will
guarantee that MSW for C = A×B does not exceed (n− 1)2. For each such
automata Cˇerny´ Conjecture for their product automaton holds.
Assume n1 ≥ n2. From a Pin theorem (Theorem 2) we have
m(A) ≤
n31 − n1
6
, m(B) ≤
n32 − n2
6
, (1)
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therefore the following inequality holds:
m(C) ≤ m(A) +m(B) ≤
n31 + n
3
2 − n1 − n2
6
. (2)
We want C to fulfill Cˇerny´ Conjecture, so there must be
n31 + n
3
2 − n1 − n2
6
≤ (n− 1)2. (3)
Expanding and rearranging all components (3) transforms into
f(n1, n2) = 6n
2
1n
2
2 − n
3
1 − n
3
2 − 12n1n2 + n1 + n2 + 6 ≥ 0. (4)
We assumed n1 ≥ n2, so (4) can be evaluated as follows:
f(n1, n2) = 6n
2
1n
2
2 − n
3
1 − n
3
2 − 12n1n2 + n1 + n2 + 6
≥ 6n21n
2
2 − 2n
3
1 − 12n
2
1 + n1 + n2 + 6
≥ 6n21n
2
2 − 2n
3
1 − 12n
2
2
= n21(6n
2
2 − 2n1 − 12).
Because n1 > 0, we have 6n
2
2 − 2n1 − 12 ≥ 0 and the last is equivalent to
n2 ≥
√
n1 + 6
3
. (5)
We have proved the following
Theorem 5. If n1-state automaton A and n2-state automaton B are
synchronizing and
√
n1+6
3
≤ n2 ≤ n1, then the length of MSW for n-state
product automaton A× B is not greater than (n− 1)2, so Cˇerny´ Conjecture
for A× B holds. 
Theorem 5 introduces a new class of automata (being a subclass of prod-
uct automata) for which Cˇerny´ Conjecture is true.
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