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Abstract. Given an automorphism φ : G → G of an infinite group G, one has the
twisted conjugation action of G on itself given by g.x = gxφ(g−1). The orbits of this
action are the φ-twisted conjugacy classes. The Reidemeister number R(φ) is the number
of φ-twisted conjugacy classes in G. One says that G has the R∞-property if R(φ) is
infinite for every automorphism of G. We show that the groups G = GLn(R),SLn(R)
have the R∞-property when R = F [t] for n ≥ 2, R = F [t, t−1] for n ≥ 3 where F is a
subfield of F¯p. We also show that GL2(Fq[t, t−1]) has the R∞-property.
1. Introduction
Given an endomorphism φ : G → G of a group G, one has the φ-twisted conjugacy
action of G on itself defined by g.x = gxφ(g−1). The orbits of this action are called
the φ-twisted conjugacy classes. The cardinality of the orbit space R(φ) is called the
Reidemeister number of φ and is denoted R(φ). When the orbit space is infinite we write
R(φ) = ∞. One says that G has the R∞-property if R(φ) = ∞ for every automorphism
φ of G.
The notion of Reidemeister number originated in Nielsen fixed point theory. The
problem of determining which groups have the R∞-property was first formally posed
by Felshtyn and Hill [3]. Since then many classes of groups have been classified according
to whether or not they have the R∞ property. In this paper we address this question for
the class of general and special linear groups over polynomial and Laurent polynomial al-
gebras over a field F which is a subfield of the algebraic closure of Fp. The same question
for linear groups over fields of characteristic zero was considered by Nasybullov [15], [16]
and Felshtyn and Nasybullov [4] culminating in the result that a Chevally group of clas-
sical type over an algebraically closed field F of characteristic zero has the R∞-property
if and only if F has finite transcendence degree over Q.
Note that the group SLn(Fq[t]) is a lattice in SLn(Fq((t−1))) for all n ≥ 2. Also,
SLn(Fq[t, t−1]), when embedded diagonally, is an irreducible lattice in SLn(Fq((t−1))) ×
SLn(Fq((t))) for all n ≥ 2. It was shown in [13] that any irreducible lattice in a con-
nected non-compact semisimple real Lie group with finite centre has the R∞-property.
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2 O. MITRA AND P. SANKARAN
The present work may be viewed as a first step in classifying, according to the R∞-
property, lattices in semisimple connected algebraic groups over local fields of positive
characteristics.
Throughout this paper, we shall denote by R either the polynomial algebra F [t] in one
indeterminate or the Laurent polynomial algebra F [t, t−1] where F is a subfield of F¯p, the
algebraic closure of the field Fp, p a prime. Let q = pe, e ≥ 1. The main results of this
paper are the following.
Theorem 1.1. Let F be a subfield of F¯p and let G = GLn(R), SLn(R) where R =
F [t] or F [t, t−1]. Then G has the R∞-property in the following cases: (i) n ≥ 3, (ii)
GL2(F [t]), SL2(F [t]) and GL2(Fq[t, t−1]).
Theorem 1.2. Let R = F [t] or F [t, t−1] where F is a field contained in F¯p. Let n ≥ 3.
Suppose that H is a subgroup of G = GLn(R) that contains SLn(R). Then H has the
R∞-property.
Theorem 1.1(i) and Theorem 1.2 are proved in §4. The special case of Theorem 1.1(i)
when F is a finite field is established in §3. The proof when n = 2 is given for the
polynomial algebra in §6 and the Laurent polynomial algebra in §7.
Roughly, there are three main steps in the proofs, namely, (1) to have a description
of an arbitrary automorphism θ of the group G under consideration in terms of ‘known’
automorphisms, (2) find a convenient representative automorphism φ within outer auto-
morphism class [φ] of G or after restricting to a convenient characteristic subgroup of G,
(3) build a suitable sequence of elements gk ∈ G, k ≥ 1, which are in pairwise distinct
φ-twisted conjugacy classes of G. It turns out that, when F is a finite field and n ≥ 3,
it is possible to choose φ so that it is of finite order at least after restricting it to certain
characteristic subgroups of G. The main difficulty with the group SL2(Fq[t, t−1]), which
is left out of Theorem 1.1(ii) is that we do not know a description of its automorphisms
that would allow us to choose convenient representatives for each outer automorphism.
Our proof of Theorem 1.1 relies heavily on some classical results concerning general
and special linear groups over integral domains, namely: (i) the description, due to O.
T. O’Meara [17], of the automorphisms of G = SLn(R),GLn(R), n ≥ 3, which is valid for
any integral domain R that is not a field, (ii) the group SLn(R), n ≥ 2, is perfect (with
a small number of exceptions) and is generated by elementary matrices when R is a Eu-
clidean domain, (see [19]), (iii) the amalgamated free product structure of SL2(F [t]) and
SL2(F [t, t
−1]) due to Nagao [14]; see also [20]. The case n = 2 is significantly different from
the case n ≥ 3 and requires a different approach. It uses standard and well-known facts
concerning subgroups of an amalgamated free product from combinatorial group theory
and uses the length function associated to a natural generating set for such groups. As for
the automorphism group of GL2(F [t]), Reiner [18] constructed ‘non-standard’ automor-
phisms, referred to here as Reiner automorphisms, and described a set of generators of
Aut(GL2(F [t])). We partially extend his results to the case of SL2(F [t]) and obtain a set
of representatives for the elements of its outer automorphisms. A crucial step in the proof
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is Lemma 6.1. In the case of GL2(Fq[t, t−1]), it turns out that the outer automorphism
group is finite. See Theorem 7.6. In the more general case of GL2(F [t, t
−1]), we do not
have a convenient description of its outer automorphism group.
E. Jabara [9, Theorem C] has shown that a finitely generated linear group that admits
a finite order automorphism φ with finite Reidemeister number is necessarily virtually
solvable. His proof makes use of the deep work of Hrushovski, Kropholler, Lubotzky, and
Shalev [8]. Jabara’s result implies that R(φ) =∞ whenever the outer automorphism class
of φ ∈ Aut(G) admits a representative which has finite order whenever G = GLn(R) or
SLn(R) is finitely generated. So, an alternative approach to proving Theorem 1.1(i) for F
a finite field would be to use Jabara’s result combined with the work of O’Meara. However,
one still has to handle outer automorphisms which are not known to be of finite order in
order to derive the R∞-property of G. When F is infinite, the groups SLn(R),GLn(R) are
not finitely generated. In case of SL2(F [t]),GL2(F [t]), the outer automorphism groups
have plenty of nontorsion elements arising from Reiner automorphisms, even when F is a
finite field.
2. Some basic results on twisted conjugacy
Let φ : G→ G be an automorphism of a group G. We shall denote by [x]φ the φ-twisted
conjugacy class of x and by R(φ) the set of all φ-twisted conjugacy classes in G.
We collect here some basic results concerning twisted conjugacy and the R∞-property
which are relevant for our purposes. Let G be an infinite group (not necessarily finitely
generated) and let K ⊂ G be a normal subgroup. Let η : G → H be the canonical
quotient map where H = G/K. Suppose that φ : G → G is an automorphism such
that φ(K) = K so that we have the following diagram in which the rows are exact and
isomorphisms φ′, φ¯ are defined by φ:
1 → K → G → H → 1
↓ φ′ ↓ φ ↓ φ¯
1 → K → G → H → 1
(1)
Any φ-twisted conjugacy class in G maps into a φ¯-twisted conjugacy class in H. Also,
any φ′-twisted conjugacy class in K is contained in a φ-twisted conjugacy class of G.
Moreover, if H is finite, then any φ-twisted conjugacy class contains at most o(H) many
distinct φ′-twisted conjugacy classes of K. So, if R(φ′) = ∞, then R(φ) = ∞. See [12,
Lemma 2.2] and its proof. We summarise these results as a lemma.
We recall that a subgroup K of G is characteristic in G if every automorphism of G
restricts to an automorphism of K.
Lemma 2.1. Suppose that φ : G→ G is an automorphism of an infinite group such that
the rows in (1) are exact and the homomorphisms φ′, φ¯ are isomorphisms. Then:
(i) If R(φ¯) = ∞, then R(φ) = ∞. In particular, if K is characteristic in G, then G has
the R∞-property if H does.
(ii) Suppose that H is finite. Then R(φ) = ∞ if R(φ′) = ∞. In particular, if K is
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characteristic and has finite index in G, then G has the R∞-property if K does. 
The following lemma is well-known and can be found, for example, in [5, §3].
Let g ∈ G and let ιg : G→ G denote the inner automorphism x 7→ gxg−1. If φ : G→ G
is any automorphism, then there exists a bijection R(ιg ◦ φ)→ R(φ) defined as [x]ιg◦φ 7→
[xg]φ. Therefore R(φ) =∞ if and only if R(φ ◦ ιg) =∞.
Lemma 2.2. Suppose that G has infinitely many distinct (usual) conjugacy classes. Then
G has the R∞-property if R(φ) =∞ for all φ ∈ S where S ⊂ Aut(G) is a transversal for
the quotient Aut(G)→ Out(G), the outer automorphism group of G. 
Remark 2.3. Examples of groups which satisfy the hypothesis of the lemma are the
infinite groups which are residually finite. (Cf. [12, Proposition 2.4].) So, by [11], the
lemma is applicable if G is an infinite, finitely generated subgroup of a linear group over
a field. For any infinite ring R, the groups SLn(R),GLn(R) are readily seen to have
infinitely many conjugacy classes. For example, for any x ∈ R, the block diagonal matrix
B(x) := diag(A(x), In−2) where A(x) =
(
1+x x
1 1
) ∈ SL2(A) has trace 2 + x and so the
B(x), x ∈ R are in pairwise distinct conjugacy classes. The same is true of any subgroup
H ⊂ GLn(R) that contains SLn(R).
The following lemma can be proved along the same lines as [5, Lemma 3.4] or [6,
Lemma 2.3].
Lemma 2.4. Let θ : G → G be a finite order automorphism. Let r = o(θ). (i) Suppose
that [x]θ = [y]θ. Then
∏
0≤j<r θ
j(x) and
∏
0≤j<r θ
j(y) are conjugates in G. (ii) Suppose
that x, y ∈ Fix(θ) and that [x]θ = [y]θ. Then xr and yr are conjugates in G.
3. Automorphisms of GLn(R) and SLn(R)
In this section we recall some properties of the groups SLn(R) and GLn(R) as well as
their automorphisms where R equals either the polynomial algebra F [t] or the Laurent
polynomial algebra F [t, t−1] over a field F of characteristic p > 0. Here we do not assume
that F is a subfield of F¯p.
Let En(R) ⊂ GLn(R) denote the subgroup generated by the elementary matrices
eij(λ), λ ∈ R, 1 ≤ i, j ≤ n, i 6= j. By definition, eij(λ) is the matrix whose diagonal
entries are 1, the (i, j)-th entry is λ and all other entries are zero.
One has the obvious inclusions En(R) ⊂ SLn(R) ⊂ GLn(R). As R is a Euclidean
domain, we have En(R) = SLn(R) for n ≥ 2; see [19, Theorem 2.3.2]. When n ≥ 3, we
also have En(R) = [En(R), En(R)]; this follows from the observation that the commutator
[eik(x), ekj(1)] equals eij(x) ∀x ∈ R if i, j, k are all distinct. It follows that SLn(R) is
perfect when n ≥ 3 and that SLn(R) equals the derived group [GLn(R),GLn(R)]. Of
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course, SL2(R) = GL2(R) when R = F2[t] (since R× is trivial). The following lemma is
perhaps well-known. We give a detailed proof for the sake of completeness.
Lemma 3.1. Let R = F [t] or F [t, t−1]. We assume that F is of characteristic p > 0.
(i) Let n ≥ 3 or F contains a subfield Fq with q ≥ 4. Then SLn(R) is perfect and equals
[GLn(R),GLn(R)].
(ii) If F = F3, then SL2(R) = [GL2(R),GL2(R)] and SL2(R) is not perfect.
(iii) Let F = F2. If R = F2[t], then SL2(R) = GL2(R) and is not perfect. If R = F2[t, t−1],
then SL2(R)/[GL2(R),GL2(R)] ∼= Z/2Z and GL2(R)/[GL2(R),GL2(R)] ∼= Z× Z/2Z.
(iv) SLn(R) is characteristic in GLn(R) for all n ≥ 2.
Proof. (i) From the discussion preceding the lemma, we need only consider the case
n = 2. Let δ(λ, µ) :=
(
λ
µ
)
, λ, µ ∈ R× and let x ∈ R Note that the commuta-
tor [δ(λ, λ−1), e12(x)] = e12((λ2 − 1)x) belongs to [SL2(R), SL2(R)]. Our hypothesis
guarantees that F contains a subfield Fq with q ≥ 4. We choose a generator λ of
F×q so that u := λ2 − 1 6= 0. Replacing x in the above by x1 := ux, we see that
e12(ux1) = e12(u
2x) ∈ [SL2(R), SL2(R)]. Since u has finite order, repeating this process
leads to e12(x) ∈ [SL2(R), SL2(R)] ∀x ∈ R. Similarly e21(x) ∈ [SL2(R), SL2(R)]. There-
fore E2(R) ⊂ [SL2(R), SL2(R)]. Since E2(R) = SL2(R) and [GL2(R),GL2(R)] ⊂ SL2(R),
the assertion holds.
(ii) For any x ∈ F = F3 and x ∈ R, we have [δ(−1, 1), e12(x)] = e12(x) ∈ [GL2(F ),GL2(F )].
Similarly e21(x) ∈ [GL2(R),GL2(R)]. It follows that SL2(R) = E2(R) ⊂ [GL2(R),GL2(R)] ⊂
SL2(R). So we must have [GL2(R),GL2(R)] = SL2(R) as asserted. To see that SL2(R) is
not perfect, we observe that the surjection R→ F3 defined by t 7→ 1 induces a surjection
SL2(R)→ SL2(F3). Since SL2(F3) is not perfect, neither is SL2(R).
(iii) Let R = F2[t] or F2[t, t−1]. Denote by N the subgroup [GL2(R),GL2(R)] ⊂ SL2(R).
We shall write g ∼ h to mean that gN = hN in SL2(R)/N . Let η : R → F2 be algebra
homomorphism defined by t 7→ 1. Since the induced homomorphism SL2(R) → SL2(F2)
is a surjection, we see that η(N) equals the commutator subgroup of SL2(F2) ∼= S3. (Here
S3 is the permutation group.) Hence s :=
(
0 1
1 0
)
is not in N , moreover s ∼ b for any
element b ∈ SL2(F2) of order 2. In particular s ∼ e12(1).
Let R = F2[t, t−1]. We see that [δ(t, 1), s] = δ(t, t−1) ∈ N , e12(x) ∼ se12(x)s−1 =
e21(x) ∀x ∈ R. So SL2(R)/N = U(R)/N ∩ U(R) where U(R) ∼= R stands for 2 × 2-
unipotent upper triangular matrices over R. Since [δ(t, 1), e12(x)] = e12((1 + t)x) ∀x ∈ R
we see that SL2(R)/N is a quotient of the abelian group R¯ = R/J ∼= F2 where J is the
ideal R(1 + t). We have a surjective homomorphism SL2(R) → SL2(R¯) ∼= S3 induced
by the canonical quotient map R → R¯ = F2. Since S3/[S3, S3] ∼= Z/2Z, we must have
SL2(R)/N = U(R¯) ∼= R¯ ∼= Z/2Z. The assertion about GL2(R)/[GL2(R),GL2(R)] now
follows readily using the fact that SL2(R) is the kernel of the determinant GL2(R) →
R× = 〈t〉 ∼= Z.
(iv) The only value of q left out by (i) and (ii) is q = 2. Since SL2(R) = GL2(R)
when R = F2[t], we need only consider the case R = F2[t, t−1]. Using (iii) we see that
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SL2(R) is inverse image of the torsion subgroup by the natural quotient map GL2(R)→
GL2(R)/[GL2(R),GL2(R)]. Hence SL2(R) is characteristic in GL2(R). 
The following proposition will not be used in the sequel. It is included here for the sake
of completeness.
Proposition 3.2. . Let A = Fp[t], p = 2, 3, and let G = SL2(A). Then the abelianization
Gab = G/[G,G] is isomorphic to (Z/pZ)∞.
Proof. One has an isomorphism SL2(A) = G0 ∗B B(A) where G = SL2(Fp), B equals
the group of all upper triangular matrices in G and B0 = B ∩ G0. This is a special
case of a more general result due to Nagao [14]. See also [20]. Clearly Gab is the same
as the abelianization of Gab0 ∗B0 Bab where the amalgamation is via the homomorphisms
i : B0 → Gab0 and j : B0 → Bab.
When p = 2, G0 ∼= S3, Gab0 ∼= Z/2Z, Bab = B. Moreover i : B0 → Gab0 is an isomor-
phism, j : B0 → B is indeed the inclusion. Thus Gab ∼= B0 ∗B0 B = B ∼= (Z/2Z)∞.
Now let p = 3. Then −I2 = [
(
1−1
)
,
(
1 1
1 −1
)
] ∈ [G0, G0]. So Gab = (G/Z)ab, where
Z is the center of G. Now the group G/Z = PSL2(A) is the amalgamated free product
PSL2(F3) ∗B¯0 B¯ where B¯ = B/Z, B¯0 = B0/Z. The group PSL2(F3) is isomorphic to
the alternating group A4 with abelianization Z/3Z. Again i : B¯0 → PSL2(F3)ab is an
isomorphism and j : B¯0 → B¯ is a monomorphism. Therefore Gab ∼= PSL2(A)ab = B¯ ∼=
(Z/3Z)∞ as in the case p = 2. 
3.1. Theorem of O’Meara. Let n ≥ 3 and let G = SLn(R) or GLn(R) where R is any
(commutative) integral domain which is not a field. An automorphism φ : G→ G is called
standard if it is in the subgroup generated by the following three types of automorphisms:
(i) Conjugation by g ∈ GLn(R), denoted ιg : G→ G, defined as x 7→ gxg−1. It is inner if
g ∈ G.
(ii) Automorphisms of G induced by automorphisms of the ring R. We make no distinction
in the notation between the automorphism of the ring R and the induced automorphism
of G.
(iii) Automorphisms which are homotheties. Recall that a homomoprhism µ = µχ : G→
G is a homothety if there is a character χ : G → R× such that µχ(x) = χ(x)x. Since
x, χ(x)x ∈ G, it follows that χ(x)In ∈ G. Being a scalar matrix, χ(x)In belongs to the
centre of G. Whenever the group G is perfect, any homothety of G is the identity. In
particular, if n ≥ 3, any homothety is the identity automorphism when G = SLn(R).
A homothety µχ fails to to be injective if and only if there exists a central element
z = zIn ∈ G other than In such that χ(z) = z−1.
(iv) when n ≥ 3, the contragradient automorphism  : G→ G defined as x 7→ tx−1, ∀x ∈
G.
O. T. O’Meara [17] has shown that for any integral domain R which is not a field, any
automorphism of G is standard, provided n ≥ 3.
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Theorem 3.3. (O’Meara [17]) Let R be an integral domain which is not a field and let
G = GLn(R) or SLn(R) where n ≥ 3. Then any automorphism φ : G → G can be
expressed as follows:
φ = µχ ◦ ρ ◦ ιg or φ = µχ ◦ ρ ◦ ιg ◦ 
where µχ is a homothety automorphism corresponding to a character χ : G → R×, g ∈
GLn(R), ρ : G → G is induced by a ring automorphism denoted by the same symbol
ρ : R→ R and  is the contragradient x 7→ tx−1.
3.2. Commutation relations. We have the following commutation relations:
(i) ρ ◦ ιg = ιρ(g) ◦ ρ,
(ii)  ◦ ρ = ρ ◦ ,
(iii)  ◦ ιg = ι(g) ◦ ,
(iv) µχ ◦ ρ = ρ ◦ µη where η = ρ−10 ◦ χ ◦ ρ : G → R×. Here ρ0 : R× → R× is defined by
ρ : R→ R.
(v) µ−χ ◦  =  ◦ µχ◦ where −χ(g) = χ(g)−1 ∀g ∈ G.
3.3. Ring automorphisms. . We shall assume that R is one of the rings F [t], F [t, t−1]
where F is a subfield of F¯p. An automorphisms ρ : R→ R restricts to an automorphism
of F . Note that for any x ∈ F , ρ(x) = xpr for some r ≥ 1 where the value of r may
depend on x. Also ρ(t) = atε + b where a, b,∈ Fq ⊂ F with q = pe for some e ≥ 1, a 6= 0,
b = 0 if t−1 ∈ R, ε ∈ {1,−1} with ε = 1 if R = F [t]. When R = F [t], it is readily seen
that Aut(R) = Aff(R)oΦ where Φ = Aut(F ) and Aff(R) denotes the group of F -algebra
automorphism of R defined by t 7→ at + b, a ∈ F×, b ∈ F . The group Φ is a finite cyclic
group generated by x → xp if F is finite. When F ⊂ F¯p is infinite, it is the projective
limit of {Aut(E)} where E varies over finite subfields of F .
The automorphisms of R = F [t, t−1] are obtained can be factored as ρ0 ◦ ρ1 where
ρ1(t) = t and ρ0 is an F -algebra automorphism such that ρ0(t) = λt
ε where λ ∈ F×, ε ∈
{1,−1}. It is readily seen that Aut(R) ∼= (F× o Φ)× Z/2Z where Φ = Aut(F ).
When F = Fq, the group Aut(R) is finite in both cases R = Fq[t],Fq[t, t−1] and hence
the automorphisms of the group GLn(R), SLn(R) induced by any ring automorphism is
also of finite order. Let ρ : R → R be any automorphism. Suppose that ρ(t) = atε + b
where ε ∈ {1,−1}, a ∈ F×, b ∈ F . It is understood that b = 0 when R = F [t, t−1] and
that ε = 1 when R = F [t]. Since a Frobenius automorphism stabilizes finite subfields of
F , it follows that Fq[t] (resp. Fq[t, t−1]) is mapped to itself by ρ provided a, b ∈ Fq ⊂ F .
Let s ∈ R be the product ∏α∈F×q ,β∈Fq(αt + β) = ∏γ∈Fq(t + γ)q−1 when R = F [t] and
s = tq−1 + t1−q when R = F [t, t−1]. Then ρ(s) = s. Also, Fp ⊂ Fq is fixed under
all Frobenius automorphisms. It follows that the polynomial algebra Fp[s] ⊂ R is fixed
under ρ in each of the cases R = F [t], F [t, t−1].
Define S to be Fp[s] ⊂ R. Then GLn(S) ⊂ GLn(R), SLn(S) ⊂ SLn(R) are element-wise
fixed under every automorphism induced by ring automorphism of R.
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3.4. Homothety automorphism. Let R = F [t] or F [t, t−1] where F ⊂ F¯p. We will
assume that f n ≥ 3. Then SLn(R) is perfect (by Lemma 3.1) and so it has no non-trivial
character. Consequently, any homothety automorphism of SLn(R) is trivial.
Now consider GLn(R), n ≥ 3, where R = F [t, t−1] and µ = µχ a homothety auto-
morphism of GLn(R) correspoding to a character χ : GLn(R) → R× = F× × 〈t〉. We
claim that Im(χ) ⊂ F×. To see this, we suppose that χ(a) = λtk for some a ∈ GLn(R)
and k ≥ 1. Note that GLn(R) = SLn(R).H where the subgroup H ∼= R× consisting
of diagonal matrices h(α) = diag(1, . . . , 1, α) with α ∈ R×. Since SLn(R) is perfect as
n ≥ 3, we see that χ is trivial on SLn(R). So, we may assume that a = h(α) ∈ H with
α = α0.t
c, c 6= 0. This implies that χ(h(t)) = λtm for some m 6= 0 and λ ∈ F×. Since
SLn(R) is characteristic in GLn(R), we have the following commuting diagram with exact
rows in which µ′, µ¯ are automorphisms defined by µ:
1 → SLn(R) → GLn(R) det→ R× → 1
µ′ ↓ ↓ µ ↓ µ¯
1 → SLn(R) → GLn(R) det→ R× → 1
We have µ¯ det(h(t)) = µ¯(t) = γt±1 for some γ ∈ F×. The commutativity of the above dia-
gram leads to γt±1 = µ¯(det(h(t))) = det(µ(h(t))) = det(χ(h(t)).h(t)) = det(λtmIn). det(h(t)) =
λn.tmn+1. It follows that γ = λn and mn + 1 = ±1. Since n ≥ 3, we conclude that
Im(χ) ⊂ F×.
As a consequence, we have the following
Corollary 3.4. Let n ≥ 3 and R = F [t], F [t, t−1] where F ⊂ F¯p.
(i) Any outer automorphism of SLn(R) is represented by one of the following automor-
phisms:
(a) ρ : SLn(R)→ SLn(R) induced by an Fp-algebra automorphism ρ of R or ρ◦, where
 is the contragradient automorphism. These are of finite order when F is finite.
(b) ιh(α) ◦ ρ, ιh(α) ◦ ρ ◦ , α ∈ R× where h(α) = diag(1, . . . , 1, α) ∈ GLn(R). It is of finite
order when α ∈ F×.
(ii) Any outer automorphism of GLn(R) is represented by one of the following automor-
phisms:
(a) an automorphism ρ, induced by an automorphism of R or ρ ◦  where  is the con-
tragradient automorphism. These are of finite order when F = Fq.
(b) µχ ◦ ρ, µχ ◦ ρ ◦ , where χ is a suitable character χ : GLn(R)→ F×. 
Remark 3.5. . When R = Fq[t], the subgroup SLn(R) ⊂ GLn(R) is a finite index
characteristic subgroup. Moreover any character on GLn(R) is trivial on SLn(R) if n ≥ 3.
When R = Fq[t, t−1] and µχ is a homothety automorphism associated to a character χ,
then Im(χ) ⊂ F×q . So, ker(χ) is a finite index subgroup of GLn(R) on which µχ restricts
to the identity. When n ≥ 3, χ is trivial on SLn(R) since SLn(R) is perfect. It follows
that µχ restricts to the identity on SLn(R).
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3.5. Proof of Theorem 1.1(i) for F a finite field and n ≥ 3. We shall now prove
Theorem 1.1(i) when F = Fq and n ≥ 3. The more general case when F ⊂ F¯p will be
established in §4.1. In order to emphasise this restriction we shall use A instead of R to
denote the ring Fq[t] or Fq[t, t−1].
In the case when A = Fq[t], the group SLn(A) has finite index in GLn(A). Thus, if
φ ∈ Aut(SLn(A)) is the restriction of an automorphism φ˜ of GLn(A), then R(φ) = ∞ if
and only if R(φ˜) =∞ by Lemma 2.1 and Lemma 3.1(iv).
Since the groups G = G(A) = GLn(A), SLn(A) have infinitely many (usual) conjugacy
classes, it suffices to show that R(φ) = ∞ for a set S of representatives of the outer
automorphisms of G. We take S to be as in Corollary 3.4.
Consider the automorphism ρ : G → G induced by a ring automorphism ρ : A → A.
Let S = Fp[s] ⊂ A be as in §3.3. Then S is contained in the subring Fix(ρ) ⊂ A and the
group G(S) ⊂ G(A) is element-wise fixed by ρ.
Set xm = e12(s
m)e21(−sm) ∈ SL2(S) so that xm =
(
1−s2m sm
−sm 1
)
. We observe that ρ(xm) =
xm = e12(s
m)(e12(s
m)) and that the xm satisfy the polynomial X
2 + (s2m−2)X+ I2 = 0.
We regard xm as also as an element of SLn(S) by identifying it with the block diagonal
matrix δ(xm, In−2). These elements will be shown to be in pairwise distinct φ-twisted
conjugacy classes for many automorphisms of G. The following lemma will play a crucial
role in our proof.
Lemma 3.6. Let A = Fq[t],Fq[t, t−1]. Fix r ≥ 1. The elements xm = e12(sm)e21(−sm),∈
SLn(A),m ≥ 1, are such that tr(xrm) are pairwise distinct.
Proof. Set x :=
(
1−u2 u
−u 1
) ∈ GL2(Fp[u]). We see that tr(x) = 2− u2, tr(x2) = 2− 4u2 + u4.
As the characteristic polynomial of x is X2 − (2 − u2)X + 1, we obtain the relation
tr(xr) = (2− u2)tr(xr−1)− tr(xr−2) for any r ≥ 3. It follows by induction that tr(xr) is a
polynomial in u of degree 2r with leading coefficient (−1)r ∈ Fp.
The last assertion still holds when x is viewed as an element of GLn(Fp[u]), n ≥ 3.
Applying this to the elements xm ∈ GLn(A) defined above, tr(xrm) ∈ S = Fp[s] ⊂ A is a
polynomial in s of degree 2rm. Hence tr(xrm),m ≥ 1, are pairwise distinct. 
We are now ready to prove Theorem 1.1(i) when F is a finite field.
Proof. The proof will depend on the type of automorphism as listed in Corollary 3.4. We
consider both G = GLn(A), SLn(A) with A = Fq[t],Fq[t, t−1] simultaneously whenever
feasible. The symbol ρ will always denote an automorphism of G induced by a ring
automorphism of A, , the contragradient, ιg, the conjugation induced by a g ∈ GLn(A),
etc.
Type ρ: Note that xm ∈ Fix(ρ). Taking r = o(ρ) in Lemma 3.6, we see, by Lemma 2.4,
that the xrm,m ≥ 1, are in pairwise distinct ρ-twisted conjugacy classes and so R(ρ) =∞.
We consider, next, an automorphism θ =  or ρ ◦ . We shall show that e12(sm), e12(sk)
are not in the same θ-twisted conjugacy class if k 6= m by using Lemma 2.4.
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Type : When θ = , it has order 2. We have xm = e12(s
m).(e12(s
m)), and since
tr(xm) 6= tr(xk), applying Lemma 2.4 we see that [e12(sm)]θ 6= [e12(sk)]θ. Hence R() =∞.
Type ρ ◦ : When θ = ρ ◦ , it has order 2r where r = o(ρ). Since ρ and  commute,
θj(e12(s
m)) = jρj(e12(s
m)) = j(e12(s
m)) equals e12(s
m) or e21(−sm) depending on if j is
even or odd respectively. It follows that
∏
0≤j<2r θ
j(e12(s
m)) = (e12(s
m)e21(−sm))r = xrm.
Since tr(xrm) 6= tr(xrk) when k 6= m, we see that [e12(sm)]θ 6= [e12(sk)]θ if m 6= k. So
R(ρ ◦ ) =∞.
Type θ = µχ ◦ ρ, µχ ◦ ρ ◦ : These types are relevant only for G = GLn(A). When
A = Fq[t] we set K := SLn(A), which is of finite index in GLn(Fq[t]). Note that, in view
of Lemma 2.1, R(ρ|K) =∞ as R(ρ) =∞.
Now assume that A = Fq[t, t−1]. Let θ = µχ ◦ ρ and let r = o(ρ). We claim that the
elements xrm ∈ SLn(A),m ≥ 1, are in pairwise distinct θ-twisted conjugacy classes. To
see this, note that since µχ restricts to the identity on SLn(A) as observed in Remark
3.5, xm ∈ Fix(θ). Suppose that xk = zxmθ(z−1) for some z ∈ GLn(A). Note that
θ(z−1) = ρ(z−1).u where u := χ(ρ(z−1))In. Since Im(χ) ⊂ F×q , we see that u is a scalar
matrix in GLn(Fq).
Thus xk = zxmρ(z
−1).u. Since u is in the centre of GLn(A) we obtain that for any j ≥ 1,
applying θ repeatedly, we obtain that for any j ≥ 0, xk = θj(xk) = ρj(z)xmρj+1(z−1).uj
for a suitable scalar matrix uj in GLn(Fq). Setting r := o(ρ), we are lead to the equation
xrk = zx
r
mz
−1.v for some scalar matrix v ∈ GLn(Fq). Taking trace on both sides we obtain
that tr(xrk) = v.tr(x
r
m) ∈ Fq[s]. This is a contradiction to Lemma 3.6 as the degree of
tr(xrj) as a polynomial in s equals 2jr. This shows that R(µχ ◦ ρ) =∞.
The proof that R(µχ ◦ ρ ◦ ) =∞ uses e12(sm) ∈ ker(χ) and is similar to the proof for
the type ρ ◦ , just as the above proof for µχ ◦ ρ parallels the proof for type ρ.
This completes the proof that GLn(A) has the R∞-property for n ≥ 3.
It remains to consider the case of automorphisms of SLn(A) as in Corollary (i)(b).
Type ιh: We begin by considering ιh where h = h(a) = diag(In−1, a), a ∈ A×. Since
n ≥ 3, we see that xm, viewed as an element of GLn(A), is fixed by ιh. The automorphism
ιh is of finite order if a ∈ F×q . Otherwise it is of infinite order. (The latter possibility
occurs only when A = Fq[t, t−1] in which case Lemma 2.4 is not applicable. ) In any
case, suppose that for two distinct integers k,m, and for some z ∈ G we have xm =
z.xk.ιh(z
−1) = zxkhz−1h−1. Then xmh and xkh are conjugates. On the other hand
tr(xmh) = n − 3 + a + tr(xm) and and so tr(xmh) = tr(xkh) implies tr(xk) = tr(xm)
contradicting Lemma 3.6. This shows that R(ιh) =∞.
Type ιh ◦ ρ: Next consider an automorphism φ of SLn(A) of the form φ = ιh ◦ ρ with
h = h(a) ∈ H with a ∈ A× as in Corollary 3.4(ii). Suppose that k and m and distinct but
xk = zxmφ(z
−1) = zxmhρ(z−1)h−1. So xkh and xmh are ρ-twisted conjugates. We apply
Lemma 2.4(i) to ρ. Setting r = o(ρ) we obtain,
∏
0≤j<r ρ
j(xkh) and
∏
0≤j<r ρ
j(xmh) are
conjugates. Since xk and ρ
j(h) = h(ρj(a)) commute, we obtain that
∏
0≤j<r ρ
j(xkh) =
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xrk.h(
∏
ρj(a)) and the same holds when k is replaced by m. Taking trace leads to tr(xrk) =
tr(xrm), contradicting Lemma 3.6.
Type ιh ◦ ρ ◦ : Finally, it remains to consider automorphisms of SLn(A) the form
ψ := ιh ◦ ρ ◦  with h = h(a), a ∈ A×, as in Corollary 2.4. We assert that e12(sm),m ≥ 1,
are in pairwise distinct ψ-twisted conjugacy classes. Suppose not. Then there exist
distinct positive integers k,m such that e12(s
m) = ze12(s
k)ψ(z−1). Therefore e12(sk)h
and e12(s
m)h are ρ ◦ -twisted conjugates. This implies, by Lemma 2.4, that vk :=∏
0≤j<2r θ
j(e12(s
k)h) and vm :=
∏
0≤j<2r θ
j(e12(s
m)h) are conjugates, where θ = ρ ◦ ,
r = o(ρ). As in Step ρ ◦ , using (h) = h−1, and e12(u), h, ρ(h), pairwise commute, we
obtain vk = x
r
k.
∏
0≤j<r ρ
2j(h)
∏
0<j≤r ρ
2j−1(h−1) = xrkh(b) where b ∈ A× depends only
on r = o(ρ) and not on k—actually, b ∈ F×q , but this is not relevant here. Since vk, vm
are conjugates, we get tr(vk) = tr(vm) which implies that tr(x
r
m) = tr(x
r
k), contradicting
Lemma 3.6. This shows that R(ψ) =∞, completing the proof. 
4. Proofs of Theorem 1.1(i) and Theorem 1.2
Let F ⊂ F¯p be an infinite subfield and let R = F [t] or F [t, t−1]. The following are the
main results of this paper when n ≥ 3.
4.1. Proof of Theorem 1.1. (i) Let R = F [t] or F [t, t−1] and let G denote one of the
groups GLn(R), SLn(R), n ≥ 3. The proof of Theorem 1.1(i) is similar to the respective
cases when the ring is Fq[t],Fq[t, t−1] and in fact may be reduced to these cases. For this
reason we shall omit the details. Since n ≥ 3, O’Meara’s theorem is applicable, and so
we have that any outer automorphism is represented by an automorphism φ as follows:
(i) When G = GLn(R), φ = µχ ◦ ρ, µχ ◦ ρ ◦  where ρ is an automorphism induced by
an Fp-algebra automorphism of R,  is the contragradient automorphism and µχ is the
homothety g 7→ χ(g).g associated to a character χ : G→ R×.
(ii) When G = SLn(R), φ = ιh ◦ ρ, ιh ◦ ρ ◦  where h ∈ GLn(R) with ρ,  as in (i). In fact
we need only take h to be a diagonal matrix h(a) := δ(In−1, a), a ∈ R×.
Any automorphism ρ of R is an Fp-algebra automorphism. Since R× = F× or F××〈t〉,
according as R = F [t] or F [t, t−1], it is readily seen that ρ restricts to an automorphism
of F and sends t to αtε + β for some ε ∈ {1,−1}, α ∈ F×, β ∈ F where β = 0 when
R = F [t, t−1] and ε = 1 when R = F [t]. We choose q = pe such that α, β ∈ Fq ⊂ F .
As in §3.3, ρ(s) = s where s = ∏γ∈Fq(t + γ) when R = F [t] and s = tq−1 + t1−q when
R = F [t, t−1]. Hence Fp[s] ⊂ Fix(ρ) ⊂ R.
Note that since F ⊂ F¯p, any subfield of F is a normal extension of Fp. So any auto-
morphism of F stabilises all its subfields. By our choice of q, if Fq ⊂ F` ⊂ F , we see that
R` := F`[t] ⊂ F [t] (resp. R` := F`[t, t−1] ⊂ F [t, t−1]) is stable by ρ. Consequently, the
groups G` := GLn(R`), SLn(R`) are also stable by ρ. We note that G is the union of the
groups G`.
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Since n ≥ 3, the group SLn(R) is perfect, it follows that any character χ : GLn(R) →
R× is determined by its restriction to the subgroup H consisting of diagonal matrices
h(a) = δ(In−1, a), a ∈ R×. In particular, if a ∈ F×q , then χ(h(a)) ∈ F×q . If χ is a
character that yields a homothety automorphism µχ, then the same argument as in §3.4
for GLn(Fq[t, t−1]) shows that Im(χ) ⊂ F× ⊂ R× even when R = F [t, t−1].
4.2. Proof of Theorem 1.1(i). After these preliminary observations, we are now ready
to prove Theorem 1.1 for n ≥ 3.
Proof of Theorem 1.1(i). As observed already, with notations as above, we need only
consider the automorphisms φ = ρ, ρ ◦ , µχ ◦ ρ, µχ ◦ ρ ◦  when G = GLn(R), and, when
G = SLn(R), the automorphisms φ = ιh ◦ ρ, ιh ◦ ρ ◦  where h = h(a) = δ(In−1, a), a ∈ R×.
Let ρ(t) = αtε + β with α, β ∈ Fq for some q where α 6= 0, ε ∈ {1,−1} with ε = 1 when
R is the polynomial algebra and β = 0 when R is the Laurent polynomial algebra.
Let xm = e12(s
m).e21(−sm) ∈ Gq = GLn(Rq),m ≥ 1, be as in Lemma 3.6 where
Rq = Fq[t],Fq[t, t−1] according as R = F [t], F [t, t−1] respectively. Then xm ∈ Fix(ρ).
Suppose that there exists an element z ∈ G such that xk = zxmρ(z−1) with k 6= m. There
exists ` = qd = pde a sufficiently large power of q such that F` ⊂ F and xk, xm, z ∈ G`.
Then ρN |G` = id where N := de. This implies, by Lemma 2.4 that xNm and xNk are
conjugates in G`. This contradicts Lemma 3.6 and we conclude that R(ρ) = ∞. The
proof for ρ ◦  is similar to the proof of the corresponding type of automorphism in
Theorem 1.1 for n ≥ 3 given in §3.5.
Now let φ = µχ ◦ ρ. Note that µχ restricts to the identity on SLn(R). In particular,
φ(xm) = ρ(xm) = xm where xm = e12(s
m).e21(−sm) ∈ Fix(ρ) ∩ Gq. Suppose that xk ∼φ
xm for some k 6= m. Let z ∈ G such that xk = zxmφ(z−1) = zxmρ(z−1).uIn where
u = χ(ρ(z−1)) ∈ F×. Then there exists an ` = qd = pde for a sufficiently large d so that
z ∈ G`. Then ρde|G` = id. Applying φ repeatedly to both sides of this equation and using
φ(xk) = ρ(xk) = xk, φ(xm) = xm we obtain xk = ρ
j(z)xmρ
j+1(z−1).ujIn for j ≥ 1 for
suitable uj ∈ F×. Multiplying these equations in order for 0 ≤ j < de and using the fact
that ρde(z−1) = z−1 we obtain that xdek = zx
de
mz
−1.vIn for some v ∈ F×. Taking trace on
both sides we get tr(xdek ) = v.tr(x
de
m). This is a contradiction since v ∈ F and the degrees
of traces of xdek , x
de
m as polynomials in s are 2kde, 2mde respectively which are unequals as
k 6= m. Hence we conclude that R(φ) =∞ in this case.
The proof is similar when φ = µχ ◦ ρ ◦ . This completes the proof when G = GLn(R).
When G = SLn(R), we need to show that R(φ) = ∞ when φ = ιh ◦ ρ, ιh ◦ ρ ◦  where
h = h(a) = δ(In−1, a), a ∈ R×. We choose q = pe so that ρ restricts to Gq and hence to
G` for all ` = q
r. The rest of the proof is as in the proof of Theorem 1.1 for n ≥ 3 for the
automorphisms of SLn(R`) of the corresponding types, given in §3.5. The details are left
to the reader. 
4.3. Proof of Theorem 1.2. Let R = F [t] or F [t, t−1] where F is a subfield of F¯p.
Let ρ : R → R be any ring automorphism. As noted earlier, ρ(t) = αtε + β for some
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ε ∈ {1,−1} and α, β ∈ F where β = 0 if R is the Laurent polynomial algebra and ε = 1
if R is the polynomial algebra. Note that α, β are in a finite subfield Fq of F .
There is a bijective correspondence between subgroups of R× and subgroups of G :=
GLn(R) that contain SLn(R) where D ⊂ R× corresponds to H = H(D) = {g ∈ G |
det(g) ∈ D}. We shall denote by D0 the torsion subgroup of D ⊂ R× and by H0 ⊂ H =
H(D) the subgroup that corresponds to D0. Note that H0 is characteristic in H. When
R = F [t], H = H0, and, when R = F [t, t
−1], H/H0 ∼= D/D0 is a subgroup of 〈t〉 ∼= Z.
Note that D0 ⊂ F× is finite when F is. Assume that F ⊂ F¯p is infinite. For each finite
subfield Fpr ⊂ F , we set D0,r = D0 ∩F×pr . Then D0 = ∪D0,r, and, setting H0,r = H(D0,r),
we have H0 = ∪H0,r. The group SLn(R) has finite index in H0,r and so it follows that
H0,r has the R∞-property. Although each H0,r ⊂ H0 is characteristic, its index in H0 is
in general is not finite. As a first step towards the proof of Theorem 1.2, we establish the
following.
Lemma 4.1. We keep the above notations. Let R = F [t], F [t, t−1] where F ⊂ F¯p is any
subfield. Then H0 has the R∞-property.
Proof. If F = Fq, then D0 is finite and so SLn(R) is a finite index characteristic subgroup
of H0. Hence H0 has the R∞-property by Theorem 2.1.
Suppose that F ⊂ F¯p is infinite. Let θ : H0 → H0 be any automorphism and let θ′, its
restriction to SLn(R). We may replace θ by ιg ◦ θ for a suitable g ∈ SLn(R) if necessary
so that θ′ is one of the following types: ιh ◦ ρ, ιh ◦ ρ ◦  where h = h(a) = det(In−1, a)
for a suitable a = a0t
l, a0 ∈ F where l = 0 when R = F [t] and ρ is induced by a ring
automorphism ρ : R→ R. Suppose that ρ(t) = αtε + β where α, β ∈ F and ε ∈ {1,−1}.
It is understood that ε = 1 when R = F [t] and β = 0 when R = F [t, t−1]. By choosing
q = pe to be a large enough power of p, we may assume that α, β, a0 ∈ Fq so that θ′
stabilizes SLn(Rq) where Rq = Fq[t],Fq[t, t−1] according as R = F [t], F [t, t−1] respectively.
We proceed as in the proof of Theorem 1.1 using the elements xk, e12(s) ∈ SLn(Rq), k ≥ 1,
with entries in Fp[s] ⊂ Fix(ρ) to deduce that R(θ) = ∞. We sketch a proof in the case
when θ′ = ιh ◦ ρ.
Suppose that xk = zxmθ(z
−1) for some z ∈ H0. Write z = y.h(c) where y ∈ SLn(R)
and c = det(z) ∈ F×. Since SLn−1(F ) ⊂ SLn(F ) is stable by θ′ = ιh ◦ ρ, and since h(c) is
in the centralizer of SLn−1(F ), we see that θ(h(c)) is also in the centralizer of SLn−1(F ). It
follows that for each j ≥ 1, we have θj(h(c)) = h(cj) for some cj ∈ R×. Since h(cj) ∈ H0,
cj ∈ F×. Choose d ≥ 1 so that c ∈ F×qd . It follows that cj ∈ Fqd for all j. We shall
repeatedly use the fact that the h(cj) commutes with xk and xm for all j to show that
xNk h(u) = y(x
N
mh(v))y
−1 for suitable elementsu, v ∈ Fqd where N is positive integer such
that ρN restricts to the identify on SLn(Rqd).
Substituting z = yh(c) and using θ′ = ιh.ρ on SLn(F ) in the equation xk = zxmθ(z−1)
leads to xk = yxmh(c)h(c
−1
1 )θ
′(y−1) = yxmh(c)h(c−11 )hρ(y)h
−1. Hence xkh = yxmh.h(c)h(c−11 )ρ(y
−1) =
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y(xmh)h0ρ(y
−1), where h0 = h(cc−11 ). Applying ρ
j we obtain
xkρ
j(h) = ρj(y)(xmρ
j(h))ρj(h0)ρ
j+1(y−1).
Now, using the fact that ρN = id on SLn(Rqd) where N = 2de and taking product (in
order) of these equations for 0 ≤ j < N we obtain
xNk .(
∏
0≤j<N
ρj(h)) = y(xm.
∏
0≤j<N
ρj(h.h0))y
−1.
Thus, we obtain xNk .h(u) = yxmh(v)y
−1 for appropriate elements u, v ∈ F×
qd
. Taking trace
on both sides we obtain
tr(xNk ) + (n− 3) + u = tr(xNm) + (n− 3) + v.
This contradicts Lemma 3.6 as k 6= m by assumption. Hence R(θ) =∞, completing the
proof. 
We shall now prove Theorem 1.2.
Proof of Theorem 1.2. Let D = {det(g) ∈ R× | g ∈ H} so that H = H(D). By the above
lemma, H0 := H(D0) has the R∞-property where D0 is the torsion subgroup of D. So
we may assume that D 6= D0. This implies that R = F [t, t−1] and that D¯ := D/D0 ∼= Z
generated by an element αtl for some l ≥ 1 and α ∈ F×q ⊂ F for some q = pe.
Since H0 is characteristic in H, any automorphisms φ : H → H induces an automor-
phism φ¯ : D¯ → D¯. If φ¯(αtl) = αtl, then R(φ¯) =∞ which implies that R(φ) =∞.
So suppose that φ¯(αtl) = α−1t−l. Let φ0 denote the restriction of φ to H0 and let φ′ be
the restriction to SLn(R). Replacing φ by ιg ◦ φ for a suitable g ∈ SLn(R) if necessary,
we may (and do) assume that φ′ is one of the following types: ιh ◦ ρ, ιh ◦ ρ ◦  where
h = h(a) = δ(In−1, a) for some a ∈ R×. There are two cases to consider depending on the
type of φ′. In each case the proof is similar to the proof of Theorem 3.5. We will sketch
a proof in the case φ′ = ιh ◦ ρ.
Consider the elements xk = e12(s
k)e21(−sk) ∈ SLn(Fq[t, t−1]), k ≥ 1, where s = t(q−1) +
t(1−q). Suppose that, for some k 6= m, we have xk = zxmφ(z−1) for some z ∈ H. Taking
determinant on both sides we obtain that det(z) = det(φ(z)). Since φ¯ on D¯ is not the
identity map, we must have det(z) ∈ D0 and so z ∈ H0. This is a contradiction since we
showed in the proof of Lemma 4.1 that the xj’s are in pairwise distict φ0-twisted conjugacy
classes. 
We end this section with the following remark.
Remark 4.2. Let F be an algebraically closed field of characateristic p > 0. Lang [10]
has shown that if ρ : G → G a Frobenius endomorphism g 7→ gq where q = pe, then the
Lang map L : G → G defined as L(z) = z−1.ρ(z) is surjective. (Lang’s result is more
general. See also [21].) The Frobenius endomorphism is an isomorphism of the underlying
abstract group G, although it is not an isomorphism of algebraic varieties. This shows,
in particular, that GLn(F ), SLn(F ) do not have the R∞-property. In fact, as has been
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observed already by Felshtyn and Nasybullov [4], the Lang-Steinberg theorem implies that
any semisimple connected linear algebraic group G(F ) fails to have the R∞-property.
5. Automorphisms of GL2(F [t]),SL2(F [t])
Let F ⊂ F¯p be a subfield. In the case G = GL2(F [t]), Reiner [18] showed that there
are non-standard automorphisms. Specifically, let U ⊂ G be the subgroup consisting
of all unipotent upper triangular matrices over F [t]. Thus U is naturally isomorphic to
the Fp-vector space F [t] where
(
1 x
0 1
) ∈ U corresponds to x ∈ F [t]. Suppose that ν is
any F -vector space isomorphism of U ∼= F [t] which restricts to identity on degree-zero
polynomials F.1. Then Reiner showed that ν extends to a unique automorphism, also
denoted ν : GL2(F [t])→ GL2(F ), which restricts to the identity on GL2(F ) ⊂ GL2(F [t]).
We call such an automorphism a Reiner automorphisms. It turns out that the standard
automorphisms, together with the Reiner automorphisms, generate the full automorphism
group ofG. See [18, §3]. This result follows essentially from Lemma 5.1 below and Lemmas
5.2 and 5.3 in §5.2. Our proof uses the result of Nagao that G splits as an amalgamated
free product. (See [14] and also [20].) We will also obtain a set of generators for the
automorphism group of SL2(F [t]).
5.1. Splitting of GL2(F [t]) and SL2(F [t]). Let B ⊂ G = GL2(F [t]) denote the sub-
group of all upper triangular matrices and let G0 = GL2(F ) and set B0 := B ∩ G0.
Nagao has shown that G = G0 ∗B0 B. It follows that, writing G1 := SL2(F ), B1 =
B0 ∩G1, B1(F [t]) = B ∩ SL2(F [t]), we have SL2(F [t]) = G1 ∗B1 B1(F [t]).
When R = F [t, t−1], SL2(R) is an amalgamated free product SL2(F [t]) ∗B G1 where
G1 ∼= SL2(F [t]) equals ιg(t)(SL2(F [t])) where g(t) is the diagonal matrix g(t) = diag(1, t)
and B ⊂ SL2(F [t]) equals {
(
a b
c d
) ∈ SL2(F [t]) | t|c}. See [20, §1.6, Chapter II].
The following Lemma will be needed in the sequel.
Lemma 5.1. With the above notations, suppose that φ : G → G is an automorphism
where G = GL2(F [t]) or SL2(F [t]). Then there exists a g ∈ G such that
(i) φ(GL2(F )) (resp. φ(SL2(F ))) equals
gGL2(F ) (resp.
gSL2(F )) ,
(ii) φ(B) = hB (resp. φ(B1) =
hB1) for some h ∈ gG0 (resp. h ∈ gG1).
Proof. . We shall consider only the case of G = GL2(F [t]), the proof for SL2(F [t]) being
analogous.
(i) For any finite subfield Fq of F , we see that φ(GL2(Fq)) is contained in a conjugate
of one of the two factors GL2(F ) or B by [20]. It is easily seen that φ(GL2(Fq)) does
not embed in B and so we obtain that GL2(Fq) embeds in gGL2(F ) for some g ∈ G
that possibly depends on q. If F itself is finite, then we may take Fq to be F and we
are done. So assume that F ⊂ F¯p is not finite. Consider F` ⊂ F , an extension field of
Fq. We need only show that φ(GL2(F`)) is contained in the same conjugate gG0 of G0.
Equivalently, we assume that φ(GL2(Fq)) ⊂ G0 and show that φ(GL2(F`)) ⊂ G0. Suppose
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that φ(GL2(F`)) ⊂ hG0, where h /∈ G0. Now hG0 ∩ G0 contains φ(GL2(Fq)). We shall
presently show that hG0 ∩ G0 is contained in a conjugate of B0. This is a contradiction
since GL2(Fq) does not embed in B0.
It remains to show that hG0 ∩G0 is contained in a conjugate of B0. Let x ∈ G0 ∩ hG0
and write x = hx0h
−1, for some x0 ∈ G0. If x0 ∈ B0, then x ∈ hB0. So assume that for
some x ∈ G0 ∩ hG0, we have x = hx0h−1 with x0 ∈ G0 \ B0. Since x, x0 ∈ G0 \ B0 and
since h /∈ G0, by the normal form theorem [11, Theorem 2.6, Chapter IV] we see that the
element x−1hx0h−1 is not the trivial element, again a contradiction, which establishes our
claim.
(ii) Replacing φ by ιg ◦ φ with g ∈ G as in (i), we may (and do) assume that φ(G0) =
G0. Moreover, since φ(e12(1)) is an element of order p, it is conjugate in G0 to an
element of U0 := U ∩ G0. Again we may assume that v := φ(e12(1)) ∈ U0. Set u :=
φ(e12(t)). Now ZG(u) = φ(ZG(e12(t))) = φ(ZG(e12(1))) = ZG(v) = ZU where ZG(x)
denotes the centralizer of x in G and Z denotes the centre of G. On the other hand
ZG(u) = φ(ZG(e12(t))) = φ(ZU). Therefore φ(ZU) = ZU . It follows that φ(U) = U and,
since B = NG(U) the normalizer of U , we see that φ(B) = B. 
5.2. Automorphisms of GL2(F [t]),SL2(F [t]). Let R = F [t]. We begin by describing
the automorphism groups of B ⊂ GL2(R) and B1(R) = B ∩ SL2(R). Let H denote the
diagonal subgroup of B and H1 that of B1(A). Then B = HU,B1(R) = H1U . Under the
identification U ∼= R, the conjugation action of H on U corresponds to the action of H
on R given by h.x = λµ−1x where h = diag(λ, µ) ∈ H. The action of H1 on R is obtained
by restricting the H action.
Let α be an automorphism of the abelian group R. Then α is an Fp-vector space
automorphism. It extends to an automorphism of B which is identity on H if and only
if, for all x ∈ R, we have α(h.x) = h.α(x), i.e, α(λµ−1x) = λµ−1α(x). Taking µ = 1 we
see that the latter condition is equivalent to α being F -linear.
Similarly α extends to an automorphism of B1(R) fixing H1 element-wise if and only
if α(λ2x) = λ2α(x) ∀x ∈ F [t],∀λ ∈ F . When p = 2, the square map λ 7→ λ2 is an
automorphism of F and so the condition on α is equivalent to the F -linearity of α.
Suppose that p is an odd prime. Since the image S of the square map is a subgroup of
index 2 in F×, it is easy to see that the subgroup F×p is contained in S if and only if
F contains Fp2 . More generally, S contains F×q if and only if Fq2 is a subfield of F . Let
F ′ ⊂ F be the Fp-subalgebra generated by S. Then F ′ is a subfield (since F ′ is an integral
domain and any element a ∈ F ′ is in a finite field of contained in F ′). The degree of F
over F ′ is at most 2. In fact, the degree equals 2 precisely when S contains F×p and, for
some q = pe, Fq is contained in F but Fq2 is not.
Any abelian group isomorphism of R = F [t] that satisfies α(sx) = sα(x) is an F ′-linear
isomorphism. This is because α is automatically Fp-linear and, writing λ = u.s ∈ F ′ with
u ∈ Fp, s ∈ S, we have α(λx) = uα(sx) = usα(x) = λα(x) for all x ∈ R. The following
lemma is thus established.
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Lemma 5.2. Let R = F [t]. We keep the above notations. An automorphism α of the
abelian group U ∼= F [t] extends to an automorphism of B (resp. B1(R)) that restricts to
the identity on H (resp. H1) if and only if α is F -linear (resp. F
′-linear). 
Suppose that α : B → B is automorphism as in the above lemma. Then it restricts
to the identity on B0 if α(
(
1 1
0 1
)
) =
(
1 1
0 1
)
. However, if α : B1(R) → B1(R) is an au-
tomorphism as in the above lemma, then it restricts to the identity on B1 if and only
if α(
(
1 λ
0 1
)
) =
(
1 λ
0 1
)
for all λ ∈ F ⊂ R. Any automorphism of B that restricts to the
identity on B0 extends to a unique automorphism of G which is identity on G0, in view
of the amalgamated free product structure G = G0 ∗B0 B. These are the Reiner automor-
phisms of G. Analogous statement for automorphisms of B1(R) holds and we refer to the
resulting automorphisms of SL2(R) as the Reiner automorphisms of SL2(R).
Lemma 5.3. Let R = F [t] and let G = GL2(R) or SL2(R). Let φ : G → G be any
automorphism. Then there exists a y ∈ G such that the automorphism ψ := ιy−1 ◦ φ has
the following properties:
(i) ψ(G0) = G0 (resp. ψ(G1) = G1),
(ii) ψ(B) = B (resp. ψ(B1(R)) = B1(R)),
(iii) ψ(B0) = B0 (resp. ψ(B1) = B1).
Proof. This is an immediate corollary of Lemma 5.1. In fact, the proof already established
(i) and (ii). The third assertion follows since B0 = G0 ∩ B1 in the case of GL2(F [t]) and
B1 = G1 ∩B1(F [t]). 
The automorphisms of G(R) in a more general setting where R is a GE2 rings have
been studied extensively by P. M. Cohn [2] and the cases we have considered here are
subsumed in the general theory.
6. The groups GL2(F [t]),SL2(F [t])
We begin by recalling the normal form for elements of an amalgamated free product
G = Γ0 ∗Λ Γ1. This involves choices of right coset representatives S0, S1 for the canonical
projections Γi → Γi/Λ, where we assume that the trivial element 1 ∈ Si, i = 0, 1. The
normal form theorem asserts that every element γ ∈ Γ has a unique expression γ =
ux1 · · ·xk where u ∈ Λ, xi ∈ Sj \ {1}, ∀i with j ∈ {0, 1} and two successive factors
xi, xi+1 do not belong to the same Sj.
1 However, for our purposes, a weaker version
of the normal form will suffice. It says that any element γ ∈ G \ Λ can be expressed
as γ = x1 · · ·xk with each xi ∈ Γj \ Λ for some j = 0, 1, and no two successive factors
xi, xi+1, 1 ≤ i < k, belong the the same Γj. Any two such expressions of the same element
γ differs by replacing xi, xi+1 by xihi, h
−1
i xi+1 where hi ∈ Λ, 1 ≤ i < k. We will call any
1To be precise, the normal form of an element is a sequence (u, x1, . . . , xk) rather than an expression.
We will not make this distinction as the sequence that engenders the expression will be clear from the
context.
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such expression weakly reduced. If γ ∈ Λ, γ 6= 1, then its (weakly) reduced expression
is γ = γ. Any two weakly reduced expressions have the same length. The length l(γ)
of an element γ ∈ G is the length of any of its weakly reduced expression and we set
l(1) := 0. Note that l(ab) ≤ l(a) + l(b) and equality holds if in some weakly reduced
expressions of a, b, the last term of a and the first term of b do not belong to the same
Γj. Also l(ac) = l(ca) = l(a) if c ∈ Λ, a /∈ Λ. We refer the reader to [11],[20] for a detailed
exposition on the normal form.
We need the following lemma.
Lemma 6.1. Let G = Γ0 ∗Λ Γ1 where we assume that Λ 6= Γi, i = 0, 1. Let k,m ≥ 2,
with m even. Suppose that z = u1 · · ·uk, w = vk · · · v1, x = a1 · · · am are weakly reduced
expressions where uk, vk ∈ Γ0. Then either l(zxw) = m or l(zxw) is odd.
Proof. Set Γ′i = Γi \ Λ, i = 0, 1. Our hypotheses that k ≥ 2 and uk, vk belong to the
same factor Γ0 implies that implies that uj, vj ∈ Γ′0 if j ≡ k mod 2 and uj, vj ∈ Γ′1 if
j ≡ k + 1 mod 2. Also, since m is even, exactly one of a1, am belongs to Γ′0; we assume
that am ∈ Γ′0, the proof in the other case being similar. Then y1 := amvk ∈ Γ0. If y1 ∈ Γ′0,
then xw = a1 · · · am−1y1vk−1 · · · v1 is a weakly reduced expression of length m − 1 + k.
Since uk ∈ Γ′0, a1 ∈ Γ′1, we have l(zxw) = l(z) + l(xw) = 2k + m − 1. This proves our
assertion in this case.
So assume that y1 ∈ Λ. Then the subexpression y2 := am−1y1vk−1 ∈ Γ1. If y2 /∈ Λ, then
l(za1 · · · am−2y2) = k+ (m− 1) and so l(zxw) = k+m− 1 + (k− 2) which is odd, proving
our assertion in this case.
Let ` = min{k,m}. In general, we define yj, 1 ≤ j ≤ max{`, k} inductively to be a
subexpression of zxw = u1 . . . uka1 . . . amvk . . . v1 as follows (where a0 = 1 = v0):
yj+1 =
 am−jyjvk−j, 1 ≤ j ≤ `− 1,am−kyk, if j = k ≤ m,uk−j+myjvk−j, if m ≤ j ≤ k.
By our assumption y1 ∈ Λ. We let i ≤ max{k, l} be the largest integer such that
yj ∈ Λ ∀j ≤ i.
First suppose that i < `. Then yi+1 ∈ Γ′r, vk−i−1 ∈ Γ′1−r for some r. So za1 . . . am−i−1yi+1
is a weakly reduced expression of length k+(m−i). Since zxw = za1 . . . am−i−1yi+1vk−i−1 . . . v1
and since vk−i−1 /∈ Γr, we have l(zxw) = k+ (m− i) + (k− i− 1) = 2k+m− 2i+ 1 which
is odd.
Next let i = k = `. If k < m, then yk+1 = am−kyk ∈ Γ′0 and we have zxw =
za1 . . . am−k−1yk+1 is a weakly reduced expression of length k + m − k = m. If k = m,
then we have zxw = u1 . . . uk−1(ukyk) has length k = m.
Finally, let ` = m < i ≤ k. Since m is even, uk−i+m, vk−i ∈ Γ′r for a suitable r
and yi+1 = uk−i+myivk−i ∈ Γ′r. So zxw = u1 . . . uk−i+m−1yi+1vk−i−1 . . . v1 is a reduced
expression of length 2k − 2i+m− 1 which is odd, completing the proof. 
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Corollary 6.2. Let G be as in Lemma 6.1. If ψ : G→ G is an automorphism such that
ψ(Γi) = Γi, i = 0, 1. Then R(ψ) =∞.
Proof. Our hypothesis on ψ yields that ψ(Λ) = Λ. Choose elements gi ∈ Γ′i, i = 0, 1. Let
xr = (g0g1)
r. Then l(xr) = 2r.
We claim that xr, r ≥ 1, are in pairwise distinct ψ-twisted conjugacy classes. Suppose
that xr ∼ψ xs for some r 6= s and we shall arrive at a contradiction.
Since xr ∼ψ xs, there exists an element z ∈ G such that xs = zxrψ(z−1). Suppose
that z ∈ Γi for some i. First consider the case when z ∈ Λ. Then ψ(z−1) ∈ Λ. Then
2s = l(xs) = l(zxψ(z
−1)) = l(zx) = l(x) = 2r a contradiction since s 6= r. So assume
that z ∈ Γi \ Λ. We suppose that i = 0, the case i = 1 is handled analogously. Now
l(zxrψ(z
−1) = 2r + 1 when zg0 ∈ Γ0 \ Λ or l(zxrψ(z−1)) = 2r when zg0 ∈ Λ. In either
case zxrψ(z
−1) 6= xs as their lengths are not equal.
Suppose that z /∈ Γi. Then k := l(z) ≥ 2. Let z = z1 · · · zk be a weakly reduced
expression. In view of our hypothesis on ψ we have ψ(Γ′j) = Γ
′
j and so w := ψ(z
−1) =
wkwk−1 · · ·w1 is a weakly reduced expression where wj := ψ(z−1j ). Also, for the same
reason, z1, w1 ∈ Γ′j for some j. Therefore, by Lemma 6.1, we conclude that l(zxrw) is
odd. Since l(xs) = 2s is even we again get a contradiction. This establishes our claim
and we conclude that R(ψ) =∞. 
We shall now prove Theorem 1.1 GL2(F [t]), and SL2(F [t])
Proof of Theorem 1.1 for GL2(F [t], SL2(F [t]). Let R = F [t] and let G = GL2(R) or
SL2(R). Then G is an amalgamated free product Γ0 ∗Λ Γ1 where, using the notation of
§5.1, we have Γ0 = G0 = GL2(F ),Γ1 = B,Λ = B0 when G = GL2(R) and Γ0 = SL2(F ),
Γ1 = B1(R), Λ = B1, when G = SL2(R).
The groups GL2(R), SL2(R) have infinitely many usual conjugacy classes as noted in
Remark 2.3. Therefore to show the R∞-property for G, it suffices to show that R(ψ) =∞
for a complete set of coset representatives of Out(G) by Lemma 2.2. Lemma 5.3 shows that
given any automorphism φ of G, its class [φ] ∈ Out(G) is represented by an automorphism
ψ such that ψ(Γi) = Γi. Thus the hypotheses of Lemma 6.1 hold and so applying Corollary
6.2 to ψ we see that R(ψ) =∞. This completes the proof. 
7. The case of GL2(Fq[t, t−1])
Throughout this section A denotes the Laurent polynomial algebra Fq[t, t−1]. We begin
by showing that every outer automorphism of G := GL2(A) is represented by an auto-
morphism of G that has finite order. We then compute the fixed subgroup of such a
representatives of each outer automorphism and apply Lemma 2.4 to conclude that it has
infinite Reidemeister number.
7.1. Finite generation GL2(A). Recall from [20, Chapter II, §1.4] the action of GL2(K)
on the tree X where K is a local field with a discrete valuation ν. The vertices of the
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tree are equivalence classes of O-lattices in V = K2 where O = Oν is the local ring
{x ∈ K | ν(x) ≥ 0} and two lattices L,L′ ∈ V are equivalent if there exists an x ∈ K×
such that L′ = xL. A pair of vertices Λ,Λ′ form an edge ΛΛ′ of X if there are O-
lattices L,L′ representing Λ,Λ′ such that L′ ⊂ L and L/L′ ∼= O/piO, where pi ∈ O is a
uniformizer. (That is, pi is a generator of the maximal ideal {x ∈ O | ν(x) > 0}.)
In our context, we have K = Fq(t) and ν to be ν(a/b) = ord0(a)− ord0(b), a, b ∈ Fq[t]
where ord0 is the order of vanishing of the polynomial at 0. Then A ⊂ K is dense in
K. We consider the restricted action of G = GL2(A) on X. The G = GL2(A) action
on X has fundamental domain e = vv′ where v, v′ may be taken to be the classes of
L,L′ respectively where L = Oe1 + Oe2 and L′ = Oe1 + Ote1. Then conjugation by
h :=
(
0 1
t 0
) ∈ GL2(A) interchangess v and v′ so that h.e = e although h.v = v′, h.v′ = v.
However, when restricted to the subgroup SL2(A), the action on X is without inversion—
an element g ∈ SL2(A) stabilizes an edge of X if and only if its vertices are fixed. The
edge e = vv′ is also the fundamental domain for the SL2(A) action on X. This leads to the
description of SL2(A) as an amalgamated free product: SL2(A) = SL2(Fq[t])∗B′ τSL2(Fq[t])
where B′ = {( a bc d ) ∈ SL2(Fq[t]) | a, b, c, d ∈ Fq[t], t|c}.
We also need to consider the subgroup G0 ⊂ G defined as the kernel of the homo-
morphism G → Z defined as g 7→ ν(det(g)). Note that GL2(Fq[t]), SL2(A) ⊂ G0. The
group also G0 acts on X without inversion and the stabilizers of v, v′ are the equal to the
stabilizers of L,L′ respectively by [20, Chapter II, §1.3, Lemma 1]. So G0v = GL2(Fq[t])
and G0v′ =
τG0v. This leads to the description G
0 = G0v ∗B0 G0v′ where B0 = G0v ∩ τG0v′ . See
[20, Ch. II, §1.4, Theorem 3].
Observe that since SL2(A) is characteristic in GL2(A), the group G
0 is characteristic
in G. Also, as had already been noted in §5.1, GL2(Fq[t]) = GL2(Fq) ∗B0 B1 where
B1 = B(Fq[t]) is the group of upper triangular matrices in G1 := GL2(Fq[t]) and B0 =
B1 ∩GL2(Fq). We set G0 = GL2(Fq) and B0 = B1 ∩G0 . We shall denote by T the group
of all diagonal matrices in G. We set T0 := T ∩ G0, U0 := U ∩ G0. Denoting by B the
group of all upper triangular matrices in G, we have B = T.U . Set u :=
(
0 1
1 0
) ∈ G0.
We note that B− := uB (resp. U− = uU) is the group of all lower triangular matrices in
(resp. unipotent lower triangular matrices) in G and uT = T .
The notation introduced above will be in force for the rest of §7.
Lemma 7.1. The group G = GL2(Fq[t, t−1]) is generated by GL2(Fq) ∪ {δ(t, 1)}.
Proof. Let H = gp〈G0, τ〉 ⊂ G where τ = δ(1, t). Since u =
(
0 1
1 0
) ∈ G0 we see that
uδ(t, 1)u = δ(1, t) ∈ H. So T ⊂ H. Since δ(λtk, 1)e12(1)δ(λ−1t−k, 1) = e12(λtk), we see
that e12(λt
k) ∈ H ∀λ ∈ F×q ,∀k ∈ Z. As U is isomorphic to the additive group of A, in
view of the relation e12(x)e12(y) = e12(x + y) we see that U ⊂ H. So B = T.U ⊂ H.
Thus H contains the subgroup generated by B,G0. It follows that SL2(Fq[t])—and hence
τSL2(Fq[t])—are contained in H. Therefore SL2(A) ⊂ H since SL2(A) is an amalgam of
SL2(Fq[t]) and τSL2(Fq[t]). As G is generated by SL2(A) and T , we conclude that H = G.
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Alternatively, since A is a Euclidean domain, G equals the group generated by the
diagonal matrices and the elementary matrices eij(a), i 6= j, a ∈ A. (See [19, Theorem
2.3.2].) The observation that H contains T and all the elementary matrices implies that
H = G. 
7.2. Automorphisms of GL2(A). We keep the notations of §7.1 From Lemma 7.1 we
see that any automorphism of G = GL2(A) is determined by its values on G0 ∪ {δ(t, 1)}.
We shall show that the outer automorphism group of G is isomorphic to certain subgroup
of T0 o (Z2 × Z2 ×Out(G0)).
Let Φ0 ⊂ Aut(G0) denote the group of all Frobenius automorphisms of G0. Elements of
Φ0 are induced by the automorphisms of Fq and we have Φ0 ∼= Ze where q = pe. It is well-
known that any outer automorphism of G0 is represented by a Frobenius automorphism
ρ ∈ Φ0 or by ρ◦ where  is the contragradient automorphism. More precisely, the natural
quotient Aut(G0) → Out(G0) restricted to Φ0 × Z2 where the Z2 factor is generated by
, is an isomorphism. We shall denote by Φ˜0 the subgroup of Aut(G0) generated by
Φ0 ∪ {ε}. Similarly, Φ, Φ˜ ⊂ Aut(G) are the group of Frobenius automorphisms of G and
the subgroup generated by Φ∪{ε} respectively. Of course Φ ∼= Φ0, Φ˜ ∼= Φ˜0 via restriction
to G0.
We begin by showing that any outer automorphism is represented by an automorphism
that stabilises G0.
Lemma 7.2. Let θ : G→ G be any automorphism. Then there exists a g ∈ G such that
φ = ιg ◦ θ stabilises G0.
Proof. Let H = θ(G0).
Since G0 is characteristic in G and since G0 = GL2(Fq) ⊂ G0 it follows that θ(G0) is
contained in G0. Since G0 is finite, it follows that θ(G0) is conjugate in G
0 to a subgroup
in one of the two factors G0v = GL2(Fq[t]) or G0v′ = τGL2(Fq[t]). Since τ ∈ G, we see that
the two factors are conjugates in G. Therefore we have an x ∈ G such that ιx ◦ θ(G0) is
contained in G0v = GL2(Fq[t]).
We set ψ := ιx ◦ θ.
As noted in §5.1, GL2(Fq[t]) is an amalgamated free product G0∗B0B1; see [20, Chapter
II, §1.6, Theorem 6]. Any finite subgroup in GL2(Fq[t]) is contained in a conjugate of either
GL2(Fq) or B1. So there exists an y ∈ GL2(Fq[t]) such that ψ(G0) ⊂ yG0 or ψ(G0) ⊂ yB1.
But B1 ∼= (F×q )2 n Fq[t] has no subgroup of order q(q − 1)2(q + 1) = o(G0) except when
q = 3. When q = 3, B1 has no element of order 4 whereas
(
0 1−1 0
) ∈ G0 has order 4. So
B1 does not contain a copy of G0 and we must have, ψ(G0) ⊂ yG0. Taking g = y−1x and
φ := ιy−1 ◦ ψ = ιg ◦ θ, the lemma follows. 
Next we show that an automorphism φ of G as in Lemma 7.2 can be composed with ιg
for some g ∈ G0 so that resulting automorphism stabilises T .
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Lemma 7.3. Suppose that φ : G → G is an automorphism that stabilises G0. Then
there exists an h ∈ G0 such that ψ(T ) = T where ψ = ιh ◦ φ. Moreover ψ(U±) = U± or
ψ(U±) = U∓ according as ψ0 := ψ|G0 = ρ ∈ Φ0 or ψ0 = ρ ◦ , where U+ = U (resp. U−)
denotes the subgroup of all unipotent upper (resp. lower) triangular matrices in G.
Proof. Denote by φ0 ∈ Aut(G0) defined by φ. It is known that any outer automorphism
of G0 is represented by a Frobenius automorphism ρ or ρ ◦  where  is the contragradient
g 7→ tg−1; see [1, p. 13]. So we can find an h ∈ G0 such that, with ψ := ιh ◦ φ, we have
ψ0 = ρ or ψ0 = ρ ◦ .
We claim that ψ stabilises T . Let U0 ⊂ G0 be the subgroup of all unipotent upper
triangular matrices. When ψ0 = ρ ∈ Φ0, we have φ(U0) = U0. Since the centraliser
of U0 in G equals ZU , we must have ψ(ZU) = ZU . Here, and in what follows, Z
denotes the centre of G. Since U ∼= A consists precisely of all elements of ZU of order
p, it follows that ψ(U) = U . Similarly, we have ψ(U−) = U−. Since normaliser of
U (resp. U−) in G equals B, the subgroup of upper triangular matrices in G (resp.
B−, the subgroup of lower triangular matrices in G), it follows that ψ(B) = B and
ψ(B−) = B−. When ψ0 = ρ ◦ , we have ψ(U0) = U0−. By similar arguments as
before, we have ψ(B) = B− and ψ(B−) = B. It follows that in both the cases we have,
T = B ∩B− = ψ(B) ∩ ψ(B−) = ψ(B ∩B−) = ψ(T ). 
Let φ ∈ Aut(G). Since φ(Z) = Z, we must have δ(t, t) = δ(λtε, λtε) with λ ∈ F×q , ε ∈
{1,−1}. Suppose that φ(T ) = T . Then φ(T0) = T0. Let φ(δ(t, 1)) = hδ(ta, tb) where
h = δ(α, β) ∈ T0 and a, b ∈ Z. We claim that:
(i) exactly one of a, b is zero and that the non-zero one equals ε,
(ii) αβ = λ.
Since SL2(A) is characteristic in GL2(A), we see that φ induces an automorphism φ¯ on
the quotient GL2(A)/SL2(A) ∼= F×q × 〈t〉 and we have φ¯(det(g)) = det(φ(g)). Therefore
det(δ(t, 1)) = t implies that a + b ∈ {1,−1}. Also since φ induces an automorphism of
T/Z we must have a−b ∈ {1,−1}. Thus we have a = 0, b ∈ {1,−1} or b = 0, a ∈ {1,−1}.
Since uδ(t, 1)u = δ(1, t), we have δ(t, t) = uδ(t, 1)uδ(t, 1). Using the fact u normalises
T and that u2 = 1, we see that φ(u) =
(
0 c
1/c 0
) ∈ G for some c ∈ A×. So φ(δ(1, t)) =
δ(βtb, αta).
It follows that (λtε, λtε) = φ(δ(t, t)) = φ(δ(1, t)δ(t, 1)) = αβta+bI. Hence a + b =
ε, αβ = λ. Since a− b = ±1, our claim follows.
Definition 7.4. Let φ : G → G be an automorphism such that φ stabilises T . Let h ∈
T0, ε ∈ {1,−1}. We say that φ is of type (h, ε, 1) (resp. (h, ε, u)) if φ(δ(t, 1)) = hδ(tε, 1)
(resp. φ(δ(t, 1)) = h.δ(1, tε) = h.uδ(tε, 1)).
Since G0 ∪ {δ(t, 1)} generates G, it is clear that there is at most one automorphism φ
of a given type (h, ε, ui), i ∈ {0, 1} and prescribed φ0 := φ|G0 .
Lemma 7.5. Every outer automorphism of GL2(A) is represented by a unique automor-
phism φ such that
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(i) φ(T ) = T, φ(G0) = G0,
(ii) φ0 = φ|G0 ∈ Φ˜0, the subgroup of automorphisms of G0 generated by the contragradient
and the Frobenius automorphisms,
(iii) φ is of type (h, ε, ui) for some h ∈ T0, ε ∈ {1,−1}, i ∈ {0, 1}, and,
(iv) φ ∈ Aut(G) has finite order.
Proof. By Lemma 7.2 and Lemma 7.3, given any automorphism θ, there exists an element
x ∈ G such that φ := ιx ◦ θ stabilises G0, T .
Since Out(G0) ∼= Φ˜0, replacing φ by ιg ◦ φ with a suitable g ∈ G0 if necessary, we may
(and do) assume that φ0 := φ|G0 ∈ Φ˜0. Thus, we have φ0 equals ρ or ρ ◦  where ρ is a
Frobenius automorphism and  is contragradient. This proves (i) and (ii).
Since φ(δ(t, 1)) ∈ T , we have φ(δ(t, 1)) = δ(αtε, β) = hδ(tε, 1) or δ(α, βtε) = hδ(1, tε)
for some h = (α, β) ∈ T0, ε ∈ {1,−1}. Thus, φ is of type (h, ε, 1) in the former case while
it is of type (h, ε, u) in the latter. This proves (iii).
The uniqueness of φ follows from the fact that G is generated by G0 ∪ {δ(t, 1)}.
It remains to show that o(φ) is finite. Note that the type of φ2 is (v, 1, 1) for some
v ∈ T0. Since φ is of finite order if and only if φ2 is, we assume, without loss of generality,
that the type of φ is (v, 1, 1). Thus φ(δ(t, 1)) = vδ(t, 1) where v ∈ T0.
First we show that φm(δ(t, 1)) = δ(t, 1) for some m. Set v0 := v and vj := φ
j(v0) =
φ(vj−1) ∈ T0, j ≥ 1. Let r be the order of φ|T0 . Setting ν0 :=
∏
0≤j<r vj we obtain that
φ(ν0) = ν0.
A simple calculation leads to φr(δ(t, 1)) = (
∏
0≤j<r vj)δ(t, 1) = ν0δ(t, 1). Applying
φ once again we obtain that φr+1(δ(t, 1)) = φ(ν0δ(t, 1)) = ν
2
0δ(t, 1)). By induction,
φr+s−1(δ(t, 1)) = νs0δ(t, 1). Taking m = (r + q − 2) we obtain that φm(δ(t, 1)) =
νq−10 δ(t, 1) = δ(t, 1).
Let o(φ0) = k where φ0 = φ|G0 . Let n = km where m is such that φm(δ(t, 1)) = δ(t, 1).
Fix generators x1, . . . , xr of G0. Since G0 ∪ {δ(t, 1)} generates G, any element g ∈ G
has an expression as a word g = ω(x1, · · · , xr, δ(t, 1)). Applying φn, we see that φn(g) =
φn(ω(x1, · · · , xr, δ(t, 1))) = ω(φn(x1), · · · , φn(xr), φn(δ(t, 1))) = ω(x1, · · · , xr, δ(t, 1)) = g.
Hence φn = id. 
Let Γ ⊂ Aut(G) be the set of all automorphisms of φ ∈ G which stabilise G0 and T
and further satisfying the condition that φ0 = φ|G0 ∈ Φ˜.
We shall now show that Out(G) as a subgroup of an explicitly described finite group
in terms of type and Out(G0).
Suppose that φ, ψ are automorphisms of G which stabilise G0 and T . Suppose that
(h, ε, ui), (g, η, uj) are the types of φ and ψ respectively. Let φ0 = φ|G0 and ψ0 = ψ|G0 .
Then ψ ◦φ stabilises G0, T and (ψ ◦φ)0 = ψ0 ◦φ0. Also, ψ ◦φ is of type (x, η, ui+j) where
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x ∈ T0 is seen to be as follows by a straightforward computation:
x =

gψ0(h) if (ε, i) = (1, 0),
g−1ψ0(h) if (ε, i) = (−1, 0),
ugψ0(h) if (ε, i) = (1, 1),
ug−1ψ0(h) if (ε, i) = (−1, 1).
. (1)
We consider the action of Z2 × Z2 on T0 where the action of the first factor is given
inversion and the second by conjugation by u. Also, the group Out(G0), identified to
the group generated by the contragradient and the Frobenius automorphisms, acts on T0.
These two actions commute and yield an action of Z2 × Z2 × Out(G0) on T0. We define
Γ to be the resulting semi direct product T0 o (Z2 × Z2 ×Out(G0)). Explicitly,
(g, η, uj;ψ0).(h, ε, u
i;φ0) = (x, ηε, u
i+j;ψ0 ◦ φ0) (2)
where x is given by Equation (1).
Theorem 7.6. The group Out(GL2(A)) is isomorphic to a subgroup of Γ = T0 o (Z2 ×
Z2 ×Out(GL2(Fq)).
Proof. As observed in Lemma 7.2, any subgroup of G isomorphic to G0 is conjugate to
G0. Also, by the above lemma, every outer automorphism of G is represented by an
automorphism that maps G0 to itself. Suppose that φ, ψ ∈ Aut(G) stabilise G0 and that
ψ = ιg ◦ φ with g ∈ G. Then ιg(G0) = G0 and ψ0 = ιg ◦ φ0. Although g may not be
in G0, we claim that ψ0 = ιh ◦ φ0 for some h ∈ G0. To see this, consider the projection
r : G → G0 induced by the Fq-algebra homomorphism A → Fq defined by t 7→ 1. Then
r restricts to the identity on G0. So, setting h = r(g) we have ψ0 = ιh ◦ φ0. We have a
well-defined map Ψ1 : Out(G)→ Out(G0) obtained as [φ] 7→ [φ0] where φ is as in Lemma
7.5. It is clear that Ψ1 is a homomorphism.
Next let Ψ0 : Out(G)→ T0o(Z2×Z2) be the map [φ] 7→ (h, ε, ui) where φ as in Lemma
7.5 and is of type (h, ε, ui). The uniqueness part of the lemma implies that this is a well-
defined map. By Equation (2), Ψ : Out(G)→ Γ, defined as [φ] 7→ (Ψ0([φ]),Ψ1([φ])), is a
well-defined homomorphism of groups.
Since G0 ∪ {δ(t, 1)} generates G and since [φ0] ∈ Out(G0) uniquely determines φ0 in
the subgroup Φ˜0 of Aut(G0), there is at most one outer automorphism of G that maps to
a given element of Γ. This shows that Ψ is a monomorphism. 
Remark 7.7. It is not clear to us whether Ψ is surjective. When h = (α, 1) ∈ T0 and
φ0 = ρ (resp. ρ ◦ ) and h = δ(λ, 1) with λ ∈ F×q , then we may take φ to be induced by
an Fp-algebra automorphism which is the Frobenius automorphism ρ on Fq and sends t to
λtε. Then we see that Ψ([φ]) = (h, ε, 1, [φ0]) ∈ Γ.
7.3. Fixed subgroup of automorphisms of GL2(A) stabilising G0 and T . Suppose
that φ ∈ Aut(G) stabilises G0 and T . Furthermore, assume that φ0 = φ|G0 = ρ, a
Frobenius automorphism. We will show that GL2(Fp[s]) is contained in Fix(φ) where
s = tq−1 + t1−q.
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We will only give the details when φ is of type (h, ε, ui) with ε = −1. The arguments
are similar in the case ε = 1.
We begin with the elementary observation that GL2(Fp) is fixed by φ0 = ρ. In partic-
ular, e12(1) and e21(1) are fixed by φ irrespective of the type of φ.
Case (i) : Suppose that φ is of type (h,−1, 1).
Since for x ∈ T0, xq−1 = I we have φ(δ(t(q−1)k, 1)) = h(q−1)kδ(t(1−q)k, 1) = δ(t(1−q)k, 1)
for all k ∈ Z. Setting ek := δ(t(q−1)k, 1).e12(1).δ(t(1−q)k, 1) = e12(t(q−1)k) for k ∈ Z, we
obtain that
φ(ek) = φ(δ(t
(q−1)k, 1).e12(1).φ(δ(t(1−q)k, 1)) = e12(t(1−q)k) = e−k.
So eke−k = e12(t(q−1)k+ t(1−q)k) ∈ Fix(φ) for all k ∈ Z. Set s = tq−1 + t1−q. As Fp[s] equals
the Fp-span of 1, t(q−1)k+ t(1−q)k, k ≥ 1, we see that U(Fp[s]) is contained in Fix(φ). Since,
as observed already, GL2(Fp) ⊂ Fix(φ), it follows by Nagao’s theorem (recalled in §5.1)
that GL2(Fp[s]) ⊂ Fix(φ).
Case (ii) : Suppose that φ is of type (h,−1, u). We have φ(δ(t(q−1)k, 1)) = δ(1, t(1−q)k)
and φ(δ(t(1−q)k, 1)) = δ(1, t(q−1)k) for all k ∈ Z. Hence, for any k ∈ Z, we obtain that
φ(ek) = φ(δ(t
(q−1)k, 1)).e12(1).φ(δ(t(1−q)k, 1)) = e12(t(q−1)k) = ek.
As in Case (i), we see the that GL2(Fp[s]) ⊂ Fix(φ) where s = tq−1 + t1−q. In fact in
this case we obtain that the groups GL2(Fp[tq−1]),GL2(Fp[t1−q]) and hence the subgroup
generated by them, are contained in Fix(φ).
Remark 7.8. Suppose that φ0 = ρ ◦ . Then the fixed subgroup of φ does not contain
any non-diagonal upper (or lower) triangular matices. In particular, it does not contain
a subgroup of the form SL2(R) for any subring R ⊂ A.
We have for all k ∈ Z,
φ(δ(tk(q−1), 1)) =
{
δ(tk(1−q), 1) if φ is of type (h,−1, 1),
δ(1, tk(1−q)) if φ is of type (h,−1, u).
Since φ(e12(1)) = e21(−1) and φ(e21(1)) = e12(−1), we obtain that φ(ek) equals (e′−k)−1
or (e′k)
−1 according as φ is of type (h,−1, 1) or (h,−1, u) respectively. So, in both case,
φ(eke−k) = (e′ke
′
−k)
−1. Similarly φ(e′ke
′
−k) = (eke−k)
−1. Since k ∈ Z is arbitrary, this
implies that φ(e12(s
k)) = e21(s
k)−1 = e21(−sk) and φ(e21(sk)) = e12(−sk) for all k ≥ 1,
where s = tq−1 + t1−q.
7.4. Proof of Theorem 1.1 for GL2(Fq[t, t−1]). We are now ready to prove Theorem
1.1 for G = GL2(A) where A = Fq[t, t−1].
Proof. Let ψ : G → G be any automorphism of G = GL2(A) where A = Fq[t, t−1]. Since
R(ψ) = R(φ) if φ and ψ represent the same outer automorphism of G, we need only show
that R(φ) =∞ where φ is an automorphism as in Lemma 7.5.
Suppose that φ is of type (h, ε, ui), ε ∈ {1,−1}, i ∈ {0, 1}, h ∈ T0. There are two cases
to consider depending on the value of ε.
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Let ε = 1. The subgroup K := {g ∈ G | det(g) ∈ F×q } = gp〈SL2(A), λI | λ ∈
F×q 〉 is characteristic in GL2(A) and G/K ∼= Z generated by δ(t, 1)K. Denote by φ¯ the
automorphism of G/K induced by φ. Then φ¯ induces the identity on G/K. So R(φ¯) =∞
and therefore R(φ) =∞ by Lemma 2.1.
Suppose that ε = −1. There are two cases to consider depending on whether φ0 equals
ρ or ρ ◦ . We use the notations of §7.3.
Case (i) : φ0 = ρ, a Frobenius automorphism.
With notations as in §7.3, set xm := e12(sm)e21(−sm) ∈ Fix(φ). Then by Lemma 3.6,
we see that for a fixed k ≥ 1, the xkm are in pairwise distinct conjugacy classes in G.
Taking k = o(φ), it follows from Lemma 2.4 that the xm are in pairwise distinct φ-twisted
conjugacy classes of G.
Case (ii) : φ0 = ρ ◦ .
We claim that the elements e12(s
m),m ≥ 1, are in pairwise distinct φ-twisted conjugacy
classes. The proof of the claim is exactly as in Case ρ◦  in §3.5. Let r = o(φ). As seen in
Remark 7.8,
∏
0≤j<2r φ
j(e12(s
m)) = (e12(s
m).e21(−sm))r. Setting xm := e12(sm).e21(−sm),
it was shown in Lemma 3.6 that {tr(xrm)}m≥1 are pariwise distinct. Hence, by Lemma
2.4(i), the e12(s
m),m ≥ 1, are in pairwise distinct φ-twisted conjugacy classes. 
Remark 7.9. Cohn [2, p. 6] has pointed out that if R is a polynomial algebra over Fq
in countably many indeterminates, then GL2(R) is isomorphic to GL2(Fq[t]). Hence the
R∞-property holds for GLn(R) for n = 2. When n ≥ 3 the R∞-property is unknown even
for R = Fq[t1, t2].
We end this paper with the following questions.
(1) Let R = F [t], or F [t, t−1] where F ⊂ F¯p and let I be a nonzero ideal in R. Determine
whether the congruent subgroup GLn(R, I) (resp. SLn(R, I)), n ≥ 2, defined as the kernel
of the natural homomorphism GLn(R)→ GLn(R/I) (resp. SLn(R)→ SLn(R/I)) has the
R∞-property.
(2). Let A be a the ring obtained fromR (as in (1)) by inverting finitely many irreducible
polynomials. Determine whether GLn(A), resp. SLn(A), n ≥ 2, has the R∞-property.
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