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Abstract
In classical mechanics, the system of two coupled harmonic oscillators is
shown to possess the symmetry of the Lorentz group O(3, 3) applicable to
a six-dimensional space consisting of three space-like and three time-like co-
ordinates, or SL(4, r) in the four-dimensional phase space consisting of two
position and two momentum variables. In quantum mechanics, the symme-
try is reduced to that of O(3, 2) or Sp(4), which is a subgroup of O(3, 3) or
SL(4, r) respectively. It is shown that among the six Sp(4)-like subgroups,
only one possesses the symmetry which can be translated into the group of
unitary transformations in quantum mechanics. In quantum mechanics, there
is the lower bound in the size of phase space for each mode determined by
the uncertainty principle while there are no restriction on the phase-space
size in classical mechanics. This is the reason why the symmetry is smaller in
quantum mechanics.
I. INTRODUCTION
For two coupled harmonic oscillators, there is a tendency to believe that the problem
is completely and thoroughly understood at the level of Goldstein’s textbook on classical
mechanics [1] and that no further studies are necessary. We start this paper with the
following prejudices.
(a) The group O(3, 3) or SL(4, r) is only of mathematical interest, and does not appear
to possess any relevance to the physical world, although the fifteen Dirac matrices in
the Majorana representation constitute the generators of O(3, 3) [2,3].
(b) The transition from classical to quantum mechanics of this oscillator system is trivial
once the problem is brought to a diagonal form with the appropriate normal modes.
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(c) The diagonalization requires only a rotation, and no other transformations are neces-
sary.
It is known but not widely known that the diagonalization requires squeeze transfor-
mations in addition to the rotation [4–6]. This means that the diagonalization process in
classical mechanics is a symplectic transformation. It is also known that symplectic trans-
formations perform linear canonical transformations in classical mechanics which can be
translated into unitary transformations in quantum mechanics [4,5,7].
In this paper, we are interested in the size of phase space. In classical mechanics, the
size can grow or shrink. We shall show first in this paper that, in classical mechanics, the
symmetry group for the two-coupled harmonic oscillators becomes SL(4, r) which is locally
isomorphic to O(3, 3). This group is not symplectic but has a number of symplectic sub-
groups which are locally isomorphic to O(3, 2) or O(2, 3). This conclusion is quite different
from our earlier contention that the O(3, 2) will solve all the problems for the two-mode
oscillator system [8].
Let us translate the above mathematics into the language of physics. In quantum me-
chanics, the size of phase space is allowed to grow resulting in an increased entropy, but it
cannot shrink beyond the limit imposed by the uncertainty principle [7]. If we apply this
principle to each of the normal modes, only the O(3, 2) symmetry is carried into quantum
mechanics.
It is known also that not all the transformations in quantum mechanics are unitary, and
the expansion of phase space has its well-defined place in the quantum world [9–12]. The
problem is the shrinking of phase space. In the system of two coupled oscillators, the phase
space expansion in one mode means the shrinking phase space in the other mode. While we
do not provide a complete solution to the problem, we can give a precise statement of the
issue in this paper.
The coupled oscillator problem is covered in freshman physics. It stays with us in
many different forms because it provides the mathematical basis for many soluble models in
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physics, including the Lee model in quantum field theory [13,14], the Bogoliubov transfor-
mation in superconductivity [15–17], relativistic models of elementary particles [7,18], and
squeezed states of light [2,19–21]. In this paper, in addition to the above-mentioned sym-
metry reduction in quantum mechanics, we shall show that the symmetry consideration of
the two coupled oscillators leads to the fifteen Dirac matrices.
In Sec. II, we construct transformation matrices for the coupled oscillator problem in
classical mechanics. In Sec. III, we show that the Sp(4) symmetry is not enough for full
understanding of two coupled oscillators in classical mechanics, and that the group SL(4, r)
is needed. It is pointed out that SL(4, r) transformations are not always canonical, and we
need non-canonical transformations to deal with the classical oscillator problem. In Sec. IV,
we study in detail the local isomorphism between the group SL(4, r) and O(3, 3), and use
this isomorphism to construct the Sp(4) subgroups of SL(4, r). It is like constructing the
O(3, 2)-like subgroups of O(3, 3). In Sec. V, it is noted that there are three O(3, 2)-like and
three O(2, 3)-like subgroups in O(3, 3). There are therefore six Sp(4) subgroups in SL(4, r).
It is then shown that one of them is canonical for a given phase-space coordinate system,
and the remaining five are not.
II. CONSTRUCTION OF THE SP (4) SYMMETRY GROUP FROM TWO
COUPLED OSCILLATORS
Let us consider a system of two coupled harmonic oscillators. The Hamiltonian for this
system is
H =
1
2
{
1
m 1
p21 +
1
m2
p22 + A
′x21 +B
′x22 + C
′x1x2
}
. (2.1)
where
A′ > 0, B′ > 0, 4A′B′ − C ′2 > 0. (2.2)
By making scale changes of x1 and x2 to (m1/m2)
1/4x1 and (m2/m1)
1/4x2 respectively, it is
possible to make a canonical transformation of the above Hamiltonian to the form [7,22]
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H =
1
2m
{
p21 + p
2
2
}
+
1
2
{
Ax21 +Bx
2
2 + Cx1x2
}
, (2.3)
with m = (m1m2)
1/2. We can decouple this Hamiltonian by making the coordinate trans-
formation:

 y1
y2

 =

 cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)



x1
x2

 . (2.4)
Under this rotation, the kinetic energy portion of the Hamiltonian in Eq.(2.3) remains
invariant. Thus we can achieve the decoupling by diagonalizing the potential energy. Indeed,
the system becomes diagonal if the angle α becomes
tanα =
C
B − A. (2.5)
This diagonalization procedure is well known.
As we did in Ref. [8], we introduce the new parameters K and η defined as
K =
√
AB − C2/4, exp (−2η) = A+B +
√
(A− B)2 + C2√
4AB − C2 , (2.6)
in addition to the rotation angle α. In terms of this new set of variables, A,B and C take
the form
A = K
(
e2η cos2
α
2
+ e−2η sin2
α
2
)
,
B = K
(
e2η sin2
α
2
+ e−2η cos2
α
2
)
,
C = K
(
e−2η − e2η
)
sinα. (2.7)
the Hamiltonian can be written as
H =
1
2m
{
q21 + q
2
2
}
+
K
2
{
e2ηy21 + e
−2ηy22
}
, (2.8)
where y1 and y2 are defined in Eq.(2.4), and
 q1
q2

 =

 cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)



 p1
p2

 . (2.9)
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This form will be our starting point. The above rotation together with that of Eq.(2.4) is
generated by S3.
If we measure the coordinate variable in units of (mK)1/4, and use (mK)−1/4 for the
momentum variables, the Hamiltonian takes the form
H =
1
2
eη
(
e−ηq21 + e
ηy21
)
+
1
2
e−η
(
eηq22 + e
−ηy22
)
, (2.10)
where the Hamiltonian is measured in units of ω =
√
K/m. If η = 0, the system becomes
decoupled, and the Hamiltonian becomes
H =
1
2
(
p21 + x
2
1
)
+
1
2
(
p22 + x
2
2
)
. (2.11)
In this paper, we are interested in the transformation of this decoupled Hamiltonian into
the most general form given in Eq.(2.10).
It is important to note that the Hamiltonian of Eq.(2.11) cannot be obtained from
Eq.(2.10) by a canonical transformation. For this reason, the Hamiltonian of the form
H ′ =
1
2
(
e−ηq21 + e
ηy21
)
+
1
2
(
eηq22 + e
−ηy22
)
(2.12)
may play an important role in our discussion. This Hamiltonian can be transformed into the
decoupled form of Eq.(2.11) through a canonical transformation. We will eventually have
to face the problem of transforming the above form to H of Eq.(2.10), and we shall do this
in Sec. III.
In this section, we are interested in transformations which will bring the uncoupled
Hamiltonian of Eq.(2.11) to H ′. For the two uncoupled oscillators, we can start with the
coordinate system:
(η1, η2, η3, η4) = (x1, p1, x2, p2) . (2.13)
This coordinate system is different from the traditional coordinate system where the coor-
dinate variables are ordered as (x1, x2, p1, p2). This unconventional coordinate system does
not change the physics or mathematics of the problem, but is convenient for studying the
uncoupled system as well as expanding and shrinking phase spaces.
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Since the two oscillators are independent, it is possible to perform linear canonical trans-
formations on each coordinate separately. The canonical transformation in the first coordi-
nate system is generated by
A1 =
1
2

σ2 0
0 0

 , B1 = i
2

σ3 0
0 0

 , C1 = i
2

σ1 0
0 0

 . (2.14)
These generators satisfy the Lie algebra:
[A1, B1] = iC1, [B1, C1] = −iA1, [C1, A1] = iB1. (2.15)
It is also well known that this set of commutation relations is identical to that for the (2+1)-
dimensional Lorentz group. Linear canonical transformations on the second coordinate are
generated by
A2 =
1
2

 0 0
0 σ2

 , B2 = i
2

 0 0
0 σ3

 , C2 = i
2

 0 0
0 σ1

 . (2.16)
These generators also satisfy the Lie algebra of Eq.(2.15). We are interested here in con-
structing the symmetry group for the coupled oscillators by soldering two Sp(2) groups
generated by A1, B1, C1 and A2, B2, C2 respectively.
It will be more convenient to use the linear combinations:
A+ = A1 + A2, B+ = B1 +B2, C+ = C1 + C2,
A− = A1 − A2, B− = B1 − B2, C− = C1 − C2, (2.17)
These matrices take the form
A+ =
1
2

σ2 0
0 σ2

 , B+ = i
2

 σ3 0
0 σ3

 , C+ = i
2

σ1 0
0 σ1

 ,
A− =
1
2

σ2 0
0 −σ2

 , B− = i
2

σ3 0
0 −σ3

 , C− = i
2

σ1 0
0 −σ1

 . (2.18)
The sets (A+, B+, C+) and (A+, B−, C−) satisfy the Lie algebra of Eq.(2.15). The same is
true for (A−, B+, C−) and (A−, B−, C+).
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Next, let us couple the oscillators through a rotation generated by
A0 =
i
2

 0 −I
I 0

 . (2.19)
In view of the fact that the first two coordinate variables are for the phase space of the
first oscillator, and the third and fourth are for the second oscillator, this matrix generates
parallel rotations in the (x1, x2) and (p1, p2) coordinates. As the coordinates (x1, x2) are
coupled through a two-by-two matrix, the coordinate (p1, p2) are coupled through the same
two-by-two matrix.
Then, A0 commutes with A+, B+, C+, and the following commutation relations generate
new operators A3, B3 and C3:
[A0, A−] = iA3, [A0, B−] = iB3, [A0, C−] = iC3, (2.20)
where
A3 =
1
2

 0 σ2
σ2 0

 , B3 = i
2

 0 σ3
σ3 0

 , C3 = i
2

 0 σ1
σ1 0

 . (2.21)
In this section, we started with the generators of the symmetry groups for two indepen-
dent oscillators. They are A1, B1, C1 and A2, B2, C2. We then introduced A0 which generates
coupling of two oscillators. This processes produced three additional generators A3, B3, C3.
It is remarkable that C3, B3 and A+ form the set of generators for another Sp(2) group.
They satisfy the commutation relations
[B3, C3] = −iA+, [C3, A+] = iB3, [A+, B3] = iC3. (2.22)
The same can be said about the sets A+, B1, C1 and A+, B2, C2. These Sp(2)-like groups are
associated with the coupling of the two oscillators.
III. CANONICAL AND NON-CANONICAL TRANSFORMATIONS IN
CLASSICAL MECHANICS
For a dynamical system consisting of two pairs of canonical variables x1, p1 and x2, p2,
we have introduced the coordinate system (η1, η2, η3, η4) defined in Eq.(2.13).
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The transformation of the variables from ηi to ξi is canonical if
MJM˜ = J, (3.1)
where
Mij =
∂
∂ηj
ξi,
and
J =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0


. (3.2)
This form of the J matrix appears different from the traditional literature, because we are
using the new coordinate system. In order to avoid possible confusion and to maintain
continuity with our earlier publications, we give in the Appendix the expressions for the
J matrix and the ten generators of the Sp(4) group in the traditional coordinate system.
There are four rotation generators and six squeeze generators in this group.
In this new coordinate system, the rotation generators take the form
L1 =
−1
2

 0 σ2
σ2 0

 , L2 = i
2

 0 −I
I 0

 ,
L3 =
−1
2

 σ2 0
0 −σ2

 , S3 = 1
2

σ2 0
0 σ2

 . (3.3)
The squeeze generators become
K1 =
i
2

σ1 0
0 −σ1

 , K2 = i
2

 σ3 0
0 σ3

 , K3 = − i
2

 0 σ1
σ1 0

 ,
Q1 =
i
2

−σ3 0
0 σ3

 , Q2 = i
2

σ1 0
0 σ1

 , Q3 = i
2

 0 σ3
σ3 0

 . (3.4)
There are now ten generators. They form the Lie algebra for the Sp(4) group:
[Li, Lj ] = iǫijkLk, [Li, S3] = 0,
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[Li, Kj] = iǫijkKk, [Li, Qj ] = iǫijkQk,
[Ki, Kj] = [Qi, Qj] = −iǫijkLk, [Ki, Qj] = −iδijS3,
[Ki, S3] = −iQi, [Qi, S3] = iKi. (3.5)
Indeed, these matrices can be identified with the ten matrices introduced in Sec.II in the
following manner.
A+ = S3, A− = −L3, A3 = −L1, A0 = L2,
B+ = K2, B− = −Q1, B3 = Q3,
C+ = Q2, C− = K1, C3 = −K3. (3.6)
In Sec. II, we started with the Sp(2) symmetry for each of the oscillator, and introduced
the parallel rotation to couple the system. It is interesting to note that this process leads to
the Sp(4) symmetry.
We have chosen the non-traditional phase space coordinate system given in Eq.(2.13) in
order to study the coupling more effectively. The A0 matrix given in Eq.(2.19) generates the
coupling of two phase spaces by rotation. Within this coordinate system, we are interested
in relative adjustments of the sizes of the two phase spaces. Indeed, in order to transform
the Hamiltonian of Eq.(2.12) to that of Eq.(2.10), we have to expand one phase space while
contracting the other. For this purpose, we need the generators of the form
G3 =
i
2

 I 0
0 −I

 . (3.7)
This matrix generates scale transformations in phase space. The transformation leads to a
radial expansion of the phase space of the first coordinate [23] and contracts the phase space
of the second coordinate. What is the physical significance of this operation? The expansion
of phase space leads to an increase in uncertainty and entropy. Mathematically speaking,
the contraction of the second coordinate should cause a decrease in uncertainty and entropy.
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Can this happen? The answer is clearly No, because it will violate the uncertainty principle.
This question will be addressed in future publications.
In the meantime, let us study what happens when the matrix G3 is introduced into the
set of matrices given in Eq.(3.3) and Eq.(3.4). It commutes with S3, L3, K1, K2, Q1, and Q2.
However, its commutators with the rest of the matrices produce four more generators:
[G3, L1] = iG2, [G3, L2] = −iG1, [G3, K3] = iS2, [G3, Q3] = −iS1, (3.8)
with
G1 =
i
2

 0 I
I 0

 , G2 = 1
2

 0 −σ2
σ2 0

 ,
S1 =
−i
2

 0 −σ3
σ3 0

 , S2 = i
2

 0 −σ1
σ1 0

 . (3.9)
If we take into account the above five generators in addition to the ten generators of Sp(4),
there are fifteen generators. These generators satisfy the following set of commutation
relations.
[Li, Lj ] = iǫijkLk, [Si, Sj] = iǫijkSk, [Li, Sj ] = 0,
[Li, Kj] = iǫijkKk, [Li, Qj ] = iǫijkQk, [Li, Gj] = iǫijkGk,
[Ki, Kj] = [Qi, Qj] = [Qi, Qj] = −iǫijkLk,
[Ki, Qj] = −iδijS3, [Qi, Gj] = −iδijS1, [Gi, Kj ] = −iδijS2.
[Ki, S3] = −iQi, [Qi, S3] = iKi, [Gi, S3] = 0,
[Ki, S1] = 0, [Qi, S1] = −iGi, [Gi, S1] = iQi,
[Ki, S2] = iGi, [Qi, S2] = 0, [Gi, S2] = −iKi. (3.10)
Indeed, the ten Sp(4) generators together with the five new generators form the Lie
algebra for the group SL(4, r). This group is known to be locally isomorphic to the Lorentz
group O(3, 3) with three space variables and three time variables. This means that we
can study the symmetry of the two coupled oscillators with this high-dimensional Lorentz
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group. It is also known that the fifteen Dirac matrices in the Majorana form can serve as
the generators of SL(4, r). Thus, the coupled oscillator can also serve as a model for the
Dirac matrices. Indeed, this higher-dimensional group could lead to a much richer picture
of symmetry than is known today. In the meantime, let us study the local isomorphism
between O(3, 3) and SL(4, r).
IV. LOCAL ISOMORPHISM BETWEEN O(3, 3) AND SL(4,R)
In Secs. II and III, we constructed the fifteen generators of the group SL(4, r) from the
coupled oscillator system. In this section, we write down the generators of the O(3, 3) group
and confirm that O(3, 3) is locally isomorphic to SL(4, r). One immediate advantage is to
use this isomorphism to construct Sp(4)-like subgroups of SL(4, r).
In the Lorentz group O(3, 1), there are three rotation generators and three boost gen-
erators. In O(3, 2), there are three rotation generators for the three space-like coordinates,
and one rotation generator for the two time-like coordinates. We can make boosts along
the three different space-like directions with respect to each time-like variable. There are
therefore two sets of three boost generators for this system with two time-like variables. In
this manner, we have studied effectively the Sp(2) subgroups of the group Sp(4). It was
interesting to note that there are three O(1, 2) subgroups with one space-like and two time-
like variables. This is translated into the three corresponding Sp(2) subgroups in Sp(4).
The algebraic property of these O(1, 2) like subgroups is the same as those for O(2, 1)-like
subgroups.
In the present case of O(3, 3), there are now three time-like coordinates. For this three-
dimensional space, there are three rotation generators, and there are three sets of boost
generators. We should not forget the three rotation generators operating in the three-
dimensional space-like space. This is one convenient way to classify the six rotation and nine
boost generators in the O(3, 3) as well as in the SL(4, r) group where the boost operators
become squeeze operators.
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With these points in mind, we introduce a six-dimensional space with three space-like
variables x, y, z and three time-like variables s, t, u. These variables can be ordered as
(x, y, z, s, t, u), and transformations can be performed by six-by-six matrices.
Let us start with the O(3, 2) subgroup which was discussed in our earlier papers. The
transformations operate in the five-dimensional subspace (x, y, z, s, t). We can still write
six-by-six matrices for the generators of this group with zero elements on both sixth rows
and columns. Then according to Ref. [8], the generators take the form
L1 =


0 0 0 0 0 0
0 0 −i 0 0 0
0 i 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, L2 =


0 0 i 0 0 0
0 0 0 0 0 0
−i 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


,
L3 =


0 −i 0 0 0 0
i 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


. (4.1)
The Lorentz boosts in the subspace of (x, y, z, t) are generated by
K1 =


0 0 0 i 0 0
0 0 0 0 0 0
0 0 0 0 0 0
i 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, K2 =


0 0 0 0 0 0
0 0 0 i 0 0
0 0 0 0 0 0
0 i 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


,
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K3 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 i 0 0
0 0 i 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


. (4.2)
These three boost generators, together with the rotation generators of Eq.(4.1), form
the Lie algebra for the Lorentz group applicable to the four-dimensional Minkowski space
of (x, y, z, t). The same is true for the space of (x, y, z, s) with the boost generators:
Q1 =


0 0 0 0 i 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
i 0 0 0 0 0
0 0 0 0 0 0


, Q2 =


0 0 0 0 0 0
0 0 0 0 i 0
0 0 0 0 0 0
0 0 0 0 0 0
0 i 0 0 0 0
0 0 0 0 0 0


,
Q3 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 i 0
0 0 0 0 0 0
0 0 i 0 0 0
0 0 0 0 0 0


. (4.3)
The above two Lorentz groups have nine generators. If we attempt to form a closed set of
commutation relations, we end up with an additional
S3 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −i 0
0 0 0 i 0 0
0 0 0 0 0 0


, (4.4)
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which will generate rotations in the two-dimensional space of s and t. These ten generators
form a closed set of commutations relations.
According to the commutation relations given in Sec. III, we can construct two more
rotation generators:
S1 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −i
0 0 0 0 i 0


, S2 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 i
0 0 0 0 0 0
0 0 0 −i 0 0


, (4.5)
which, together with S3, satisfy the Lie algebra for the three-dimensional rotation group. In
addition, there are three additional boost generators:
G1 =


0 0 0 0 0 i
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
i 0 0 0 0 0


, G2 =


0 0 0 0 0 0
0 0 0 0 0 i
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 i 0 0 0 0


,
G3 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 i
0 0 0 0 0 0
0 0 0 0 0 0
0 0 i 0 0 0


. (4.6)
These generators satisfy the commutation relations given in Sec. III, and this confirms
the local isomorphism between O(3, 3) and SL(4, r) which we constructed in this paper from
the coupled oscillators.
Let us now go back to the J matrix of Eq.(3.2). This J matrix is proportional to S3
which is one of the rotation operators applicable to three time-like coordinates. This means
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that S1 and S2 can also play their respective roles as the J matrix. If S1 is proportional to
the J matrix, the O(3, 2) subgroup operates in the five dimensional space of (x, y, z, t, u). If
we use S2, the subspace is (x, y, z, s, u).
Because there are three time-like coordinates, there are three O(2, 3) subgroups. In these
cases, each one of the rotation generators L1, L2, and L3 can serve as the J matrix. If L2
is chosen, for instance, the five-dimensional subspace is (x, z, s, t, u). The corresponding
Sp(4)-like subgroup is discussed in detail in the Appendix.
It has been known for sometime that the fifteen Dirac matrices can serve as the generators
of the group locally isomorphic to O(3, 3) [2]. In his recent paper [3], Lee showed that the
generators of SL(4, r) indeed constitute the Dirac matrices in the Majorana representation.
Thus, we have shown in this paper that the system of two coupled oscillators can serve as a
mechanical model for the Dirac matrices.
V. QUANTUM MECHANICS OF COUPLED OSCILLATORS
We had to construct the O(3, 3)-like symmetry group in order to transform the Hamil-
tonian of two uncoupled identical oscillators given in Eq.(2.11) to the Hamiltonian H ′ of
Eq.(2.12) and then into the Hamiltonian H of Eq.(2.10). The ground-state wave function
for the two uncoupled oscillators takes the form
ψ0(x1, x2) =
1√
π
exp
{
−1
2
(x21 + x
2
2)
}
. (5.1)
We do not have to explain in this paper how to construct wave functions for excited states.
Our problem is how to transform the above wave function into
ψ0(x1, x2) =
1√
π
exp
{
−1
2
(eηy21 + e
−ηy22)
}
, (5.2)
which is the ground-state wave function for the Hamiltonian H ′ of Eq.(2.12). In terms of
the x1 and x2 variables, this wave function can be written as
ψ(x1, x2) =
1√
π
exp
{
−1
2
[
eη(x1 cos
α
2
− x2 sin α
2
)2
16
+e−η(x1 sin
α
2
+ x2 cos
α
2
)2
]}
. (5.3)
It has been shown that there exists a unitary transformation which changes the ground-state
wave function of Eq.(5.1) to the above form [24]. In general, unitary transformations are
generated by the differential operators [2]:
Lˆ1 =
1
2
(
a†1a2 + a
†
2a1
)
, Lˆ2 =
1
2i
(
a†1a2 − a†2a1
)
,
Lˆ3 =
1
2
(
a†1a1 − a†2a2
)
, Sˆ3 =
1
2
(
a†1a1 + a2a
†
2
)
,
Kˆ1 = −1
4
(
a†1a
†
1 + a1a1 − a†2a†2 − a2a2
)
,
Kˆ2 =
i
4
(
a†1a
†
1 − a1a1 + a†2a†2 − a2a2
)
,
Kˆ3 =
1
2
(
a†1a
†
2 + a1a2
)
,
Qˆ1 = − i
4
(
a†1a
†
1 − a1a1 − a†2a†2 + a2a2
)
,
Qˆ2 = −1
4
(
a†1a
†
1 + a1a1 + a
†
2a
†
2 + a2a2
)
,
Qˆ3 =
i
2
(
a†1a
†
2 − a1a2
)
. (5.4)
where a† and a are the step-up and step-down operators applicable to harmonic oscillator
wave functions. These operators satisfy the Lie algebra for the Sp(4) group in Eq.(3.5), and
there is a one-to-one correspondence between the hatted operators in this section and the
unhatted operators in Sec. III.
Next, we are led to the question of whether there is a transformation in quantum mechan-
ics which corresponds to the transformation of H ′ of Eq.(2.12) into H of Eq.(2.10). It was
noted in Sec. III that this transformation is non-canonical. At the present time, we do not
know how to translate non-canonical transformations into the language of the Schro¨dinger
picture of quantum mechanics where only unitary transformations are allowed. We are thus
unable add five more hatted operators to the above list of ten generators.
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Under these circumstances, the best we can do is to use the same wave function for both
H and H ′ with different expressions for the eigenvalues. For H , the energy eigenvalues are
En1,n2 = n1 + n2 + 1, (5.5)
where n1 and n2 are the excitation numbers for the first and second modes respectively. On
the other hand, the eigenvalues for H ′ are
En1,n2 = e
ηn1 + e
−ηn2 + 1. (5.6)
On the other hand, there is a provision for nonunitary transformations in the density
matrix formulation of quantum mechanics [9,25]. One way to deal with this problem for the
present case is to use the Wigner phase space picture of quantum mechanics [26].
For two-mode problems, the Wigner function is defined as [7]
W (x1, x2; p1, p2) =
(
1
π
)2 ∫
exp {−2i(p1y1 + p2y2)}
× ψ∗(x1 + y1, x2 + y2)ψ(x1 − y1, x2 − y2)dy1dy2. (5.7)
The Wigner function corresponding to the oscillator wave function of Eq.(5.2) is
W (x1, x2; p1, p2) =
(
1
π
)2
exp
{
−eη(x1 cos α
2
− x2 sin α
2
)2
−e−η(x1 sin α
2
+ x2 cos
α
2
)2 − e−η(p1 cos α
2
− p2 sin α
2
)2
−eη(p1 sin α
2
+ p2 cos
α
2
)2
}
. (5.8)
Indeed, the Wigner function is defined over the four-dimensional phase space of
(x1, p1, x2, p2) just as in the case of classical mechanics. The unitary transformations gen-
erated by the operators of Eq.(5.4) are translated into linear canonical transformations of
the Wigner function [24]. The canonical transformations are generated by the differential
operators [7]:
L1 = +
i
2
{(
x1
∂
∂p2
− p2 ∂
∂x1
)
+
(
x2
∂
∂p1
− p1 ∂
∂x2
)}
,
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L2 = − i
2
{(
x1
∂
∂x2
− x2 ∂
∂x1
)
+
(
p1
∂
∂p2
− p2 ∂
∂p1
)}
,
L3 = +
i
2
{(
x1
∂
∂p1
− p1 ∂
∂x1
)
−
(
x2
∂
∂p2
− p2 ∂
∂x2
)}
,
S3 = − i
2
{(
x1
∂
∂p1
− p1 ∂
∂x1
)
+
(
x2
∂
∂p2
− p2 ∂
∂x2
)}
, (5.9)
and
K1 = − i
2
{(
x1
∂
∂p1
+ p1
∂
∂x1
)
−
(
x2
∂
∂p2
+ p2
∂
∂x2
)}
,
K2 = − i
2
{(
x1
∂
∂x1
− p1 ∂
∂p1
)
+
(
x2
∂
∂x2
− p2 ∂
∂p2
)}
,
K3 = +
i
2
{(
x1
∂
∂p2
+ p2
∂
∂x1
)
+
(
x2
∂
∂p1
+ p1
∂
∂x2
)}
,
Q1 = +
i
2
{(
x1
∂
∂x1
− p1 ∂
∂p1
)
−
(
x2
∂
∂x2
− p2 ∂
∂p2
)}
,
Q2 = − i
2
{(
x1
∂
∂p1
+ p1
∂
∂x1
)
+
(
x2
∂
∂p2
+ p2
∂
∂x2
)}
,
Q3 = − i
2
{(
x2
∂
∂x1
+ x1
∂
∂x2
)
−
(
p2
∂
∂p1
+ p1
∂
∂p2
)}
. (5.10)
These differential operators are the same as their matrix counterparts given in Sec. III.
Unlike the case of the Schro¨dinger picture, it is possible to add five noncanonical gener-
ators to the above list. They are
S1 = +
i
2
{(
x1
∂
∂x2
− x2 ∂
∂x1
)
−
(
p1
∂
∂p2
− p2 ∂
∂p1
)}
,
S2 = − i
2
{(
x1
∂
∂p2
− p2 ∂
∂x1
)
+
(
x2
∂
∂p1
− p1 ∂
∂x2
)}
, (5.11)
as well as three additional squeeze operators:
G1 = − i
2
{(
x1
∂
∂x2
+ x2
∂
∂x1
)
+
(
p1
∂
∂p2
+ p2
∂
∂p1
)}
,
G2 =
i
2
{(
x1
∂
∂p2
+ p2
∂
∂x1
)
−
(
x2
∂
∂p1
+ p1
∂
∂x2
)}
,
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G3 = − i
2
{(
x1
∂
∂x1
+ p1
∂
∂p1
)
+
(
x2
∂
∂p1
+ p1
∂
∂x2
)}
. (5.12)
These five generators perform well defined operations on the Wigner function from the
mathematical point of view. However, the question is whether these additional generators
are acceptable in the present form of quantum mechanics.
In order to answer this question, let us note that the uncertainty principle in the phase-
space picture of quantum mechanics is stated in terms of the minimum area in phase space for
a given pair of conjugate variables. The minimum area is determined by Planck’s constant.
Thus we are allowed to expand the phase space, but are not allowed to contract it. With
this point in mind, let us go back to G3 of Eq.(3.7), which generates transformations which
simultaneously expand one phase space and contract the other. Thus, the G3 generator is
not acceptable in quantum mechanics even though it generates well-defined mathematical
transformations of the Wigner function.
Unlike the matrix generators, the form of differential operators applicable to the four-
dimensional phase space is invariant under reordering of the coordinate variables. Of course,
there are six different ways to choose ten generators from fifteen to construct the O(3, 2)-like
subgroups. Thus However, only one of them can be accommodated in the present form of
quantum mechanics. The rotation generators S1, S2 and the squeeze generators G1, G2, G3
cannot generate meaningful transformations in quantum mechanics. The question of whether
they are useful in the quantum world remains as an interesting future problem.
In this paper, we started with one of the most elementary physical systems, and noted
that it leads to one of the most sophisticated symmetry problems in physics. It is remarkable
that the differential operators given in this Section can serve as Dirac matrices. These
operators generate geometric transformations in a four-dimensional space. Indeed many
attempts have been made in the past to give geometric interpretations of the Dirac matrices,
and the present paper is not likely to be the last one.
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APPENDIX: GENERATORS OF SP(4) IN THE TRADITIONAL NOTATION
This Appendix has two different purposes. First, in order to maintain continuity, we
give the expressions for the generators for canonical transformations used in the traditional
literature including our own papers where the phase-space coordinates are (x1, x2, p1, p2).
Second, we point that they do not generate canonical transformations in the new coordinate
system we introduced in Sec. III.
For a dynamical system consisting of two pairs of canonical variables x1, p1 and x2, p2,
we can use the coordinate variables defined as
(η1, η2, η3, η4) = (x1, x2, p1, p2) . (A1)
Then the transformation of the variables from ηi to ξi is canonical if
MJM˜ = J, (A2)
where
Mij =
∂
∂ηj
ξi,
and
J =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


.
We used this coordinate system in our earlier papers, and the transformation from the
coordinate system of Eq.(2.13) to this coordinate system is straight-forward. The generators
of the SP (4) group are
L1 =
i
2

 0 σ1
−σ1 0

 , L2 = 1
2

σ2 0
0 σ2

 ,
L3 =
i
2

 0 σ3
−σ3 0

 , S3 = i
2

 0 −I
I 0

 . (A3)
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The following six symmetric generators anticommute with J.
K1 =
i
2

 0 σ3
σ3 0

 , K2 = i
2

 I 0
0 −I

 , K3 = − i
2

 0 σ1
σ1 0

 ,
and
Q1 =
i
2

−σ3 0
0 σ3

 , Q2 = i
2

 0 I
I 0

 , Q3 = i
2

σ1 0
0 −σ1

 . (A4)
These generators satisfy the set of commutation relations for Sp(4) given in Sec. III :
[Li, Lj] = iǫijkLk, [Li, Kj] = iǫijkKk, [Ki, Kj] = [Qi, Qj ] = −iǫijkLk,
[Li, S3] = 0, [Ki, Qj] = −iδijS3,
[Li, Qj ] = iǫijkQk, [Ki, S3] = −iQi, [Qi, S3] = iKi. (A5)
These generators indeed satisfy the Lie algebra for the Sp(4) group. However, the above
J matrix is different from the J matrix of Eq.(3.2), and the above set of generators is different
from the set given in Eqs. (3.3) and (3.4). This means that the above generators form a
Sp(4)-like subgroup different from the one discussed in Secs. III and IV.
In the new coordinate system, the above J matrix is proportional to L2. The remaining
rotation generators are S1, S2, S3, and the boost generators are K3, Q3, G3 and K1, Q1, G1.
This Sp(4) subgroup is like one of the three O(2, 3)-like subgroup of O(3, 3). Because the
operators G3 and G1 are noncanonical, this is not a canonical subgroup.
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