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1 INTRODUCTION
The name Boehmians is used to describe a space of objects that are defined as
equivalence classes of pairs of sequences (xn, ϕn) where xn ∈ X , some nonempty
set, and ϕn ∈ G, a commutative semigroup acting on X . If X is equipped with
a topology or sequential convergence, then it is usually assumed that ϕnx→ x
as n → ∞. In applications to generalized functions, X is usually a space of
functions and G is a semigroup of “test” functions acting on X by convolution.
In the case of the basic space of Boehmians [7], X is the space of continuous
functions on RN and G is the convolution semigroup of smooth functions with
compact support. These Boehmians are basically global objects. Boehmians on
open subsets of RN were introduced in [5]. The relationship between Boehmians
on RN and Boehmians on open subsets of RN is not completely understood.
Some related questions are discussed in [8].
In this note we show that Boehmians on RN constitute a sheaf, a mathemat-
ical structure used to organize local information over open sets in a topological
space. It is our hope that this will lead to a better understanding of the relation-
ship between Boehmians on RN and Boehmians on open subsets of RN . The
structure of a sheaf should enable us to use new tools to attack some unsolved
fundamental problems concerning Boehmians in RN discussed in [8]. This work
was inspired by discussions with Joseph Brennan.
∗The first author is partially supported by NSF Grant DMS 0649159.
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In the next section we introduce some notation and definitions that the
reader must be familiar with to define the Boehmians over RN . We continue
with some lemmas and theorems that prove a gluing property for Boehmians
over two open sets. In the last section we extend this gluing property to the
gluing property of sheaves, and show that the Boehmians do in fact constitute
a sheaf.
2 PRELIMINARIES
If K is a compact subset of an open set U ⊆ RN , we write K ⋐ U . We denote
by Bε(x) the ball of radius ε centered at x and by Bε the ball centered at the
origin. For U ⊆ RN , we denote
U+ε = U +Bε =
⋃
x∈U
Bε(x) and U
−ε =
(
U∁ +Bε
)∁
,
where A∁ denotes the complement of A.
It is possible that U−ε is empty even if U is not empty. While this does not
create any real problems, we will always implicitly assume that ε is such that
U−ε is not empty.
We denote by C (U) the space of all continuous functions on some U ⊆ RN
and define supp(f) = {x ∈ RN : f(x) 6= 0}, where S denotes the closure of the
set S ⊆ RN . D(RN ), or simply D , denotes the space of test functions, that is,
smooth functions with compact support. By Do(R
N ), or simply Do, we mean
the collection of all ϕ ∈ D(RN ) such that ϕ ≥ 0 and
∫
ϕ = 1. For ϕ ∈ D we
define
s(ϕ) = inf{ε > 0 : supp(ϕ) ⊂ Bε}.
A sequence ϕ1, ϕ2, · · · ∈ Do is called a delta sequence if s(ϕn) → 0 as n → ∞.
We denote the set of all delta sequences by ∆.
For any A,B ⊆ RN we denote d(A,B) = inf{‖x− y‖ : x ∈ A, y ∈ B}, where
‖x− y‖ is the Euclidean distance between x and y.
If f is a function defined on U ⊆ RN , we will define ‖f‖U to be the essential
supremum of f on U , or ‖f |U‖∞. We will also use the L
1-norm, denoted by
‖f‖1 =
∫
RN
|f |.
The convolution of f ∈ C (RN ) with a test function ϕ ∈ D(RN ) will be
indicated by f ∗ ϕ and defined as
(f ∗ ϕ)(x) =
∫
RN
f(y)ϕ(x− y)dy =
∫
RN
f(x− y)ϕ(y)dy.
In the case f is a function defined on an open subset U ⊆ RN , we adopt the
convention that f(s)ϕ(s) = 0 whenever ϕ(s) = 0, even if f is not defined at s.
Note that, if f ∈ C (U) and s(ϕ) = ε, then f ∗ ϕ is defined on U−ε.
If a sequence of functions fn is convergent to f uniformly on a set S, we will
write fn ⇒ f on S.
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Lemma 1. If K ⋐ RN , f ∈ C (K), ϕ ∈ D , and s(ϕ) < ε, then
‖f ∗ ϕ‖K−ε ≤ ‖f‖K ‖ϕ‖1.
Corollary 1. Let ϕ ∈ Do and s(ϕ) < ε for some ε > 0. If a sequence of
continuous functions fn ⇒ 0 on K ⋐ R
N , then fn ∗ ϕ⇒ 0 on K−ε.
Theorem 1. If (ϕn) ∈ ∆ and
∑
∞
n=1 s(ϕn) <∞, then the sequence
ψn = ϕ1 ∗ ϕ2 ∗ . . . ∗ ϕn
is convergent uniformly on RN to a function ψ ∈ D such that s(ψ) ≤
∑
∞
n=1 s(ϕn).
The limit of the sequence ψn will be denoted by ϕ1 ∗ ϕ2 ∗ . . ..
Proof. See [5].
If U ⊆ RN , K ⋐ U , (ϕn) ∈ ∆, and f ∈ C (U), then (f ∗ ϕn) is a sequence
of functions of which only a finite number of elements can be not defined on all
of K. This situation arises often in what follows in this paper. We are going to
ignore this fact and say, for example, the sequence of functions (f ∗ϕn) converges
uniformly on K instead of saying something like there exists an n0 ∈ N such
that the sequence of functions (f ∗ ϕn), for n > n0, converges uniformly on K.
The following lemma is an example of such a situation.
Lemma 2. Let U ⊆ RN and K ⋐ U . If f ∈ C (U) and (ϕn) ∈ ∆, then
‖f − f ∗ ϕn‖K → 0.
Proof. Let ε > 0 be such that K+ε ⊆ U and let η > 0. Since K+ε is compact, f
is uniformly continuous on K+ε and there is a δ > 0 such that |f(x)− f(y)| < η
whenever x, y ∈ K+ε and ‖x−y‖ < δ. Without loss of generality, we can assume
that δ < ε. Let n0 be such that s(ϕn) < δ for all n > n0. Note that, for n > n0,
x ∈ K and y ∈ Bs(ϕn) ensures that x − y ∈ K
+ε and |x − (x − y)| < δ. Thus,
for n > n0, we have
‖f − f ∗ ϕn‖K = sup
x∈K
∣∣∣∣∣∣∣
f(x)−
∫
Bs(ϕn)
f(x− y)ϕn(y)dy
∣∣∣∣∣∣∣
= sup
x∈K
∣∣∣∣∣∣∣
f(x)
∫
Bs(ϕn)
ϕn(y)dy −
∫
Bs(ϕn)
f(x− y)ϕn(y)dy
∣∣∣∣∣∣∣
= sup
x∈K
∣∣∣∣∣∣∣
∫
Bs(ϕn)
(f(x)− f(x− y))ϕn(y)dy
∣∣∣∣∣∣∣
≤ sup
x∈K
∫
Bs(ϕn)
|f(x)− f(x− y)| |ϕn(y)| dy
< η ‖ϕn‖1 = η.
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Corollary 2. Let U be an open subset of RN and let (fn) be a uniformly con-
vergent sequence of functions on K ⋐ U . If (ϕn) ∈ ∆ and s(ϕn) < ε for all n,
then (fn − fn ∗ ϕn)⇒ 0 on K−ε.
Proof. If fn ⇒ f on K, then
‖fn ∗ ϕn − fn‖K−ε ≤ ‖fn ∗ ϕn − f ∗ ϕn‖K−ε + ‖f ∗ ϕn − fn‖K−ε
≤ ‖(fn − f) ∗ ϕn‖K−ε + ‖f ∗ ϕn − f‖K−ε + ‖f − fn‖K−ε
≤ ‖fn − f‖K + ‖f ∗ ϕn − f‖K−ε + ‖f − fn‖K−ε → 0,
by Lemma 1 and Lemma 2.
3 BOEHMIANS ON OPEN SETS
In this section we describe the construction of Boehmians on open subsets of RN .
They are defined as equivalence classes of fundamental sequences of continuous
functions.
Definition 1. Let U ⊆ RN be an open set and let fn ∈ C (U), for n ∈ N. We
say that the sequence (fn) is a fundamental sequence if for every K ⋐ U there
is (δn) ∈ ∆ such that, for every m ∈ N, the sequence (fn ∗ δm) is uniformly
convergent on K as n → ∞ . The set of all fundamental sequences on U will
be denoted by A (U).
If (fn), (gn) ∈ A (U), we write (fn) ∼ (gn) when for every K ⋐ U there is
(ϕn) ∈ ∆ such that, for each m, (fn − gn) ∗ ϕm ⇒ 0 on K as n→∞.
Lemma 3. ∼ is an equivalence relation.
Proof. We will show that ∼ is transitive. Let (fn), (gn), (hn) ∈ A (U) and
let K ⋐ U . There are (ϕn), (ψn) ∈ ∆ such that (fn − gn) ∗ ϕm ⇒ 0 and
(gn − hn) ∗ ψm ⇒ 0 on K as n → ∞ for every m. Let δn = ϕn ∗ ψn. Then
(δn) ∈ ∆ and, for any m,
(fn − hn) ∗ δm = (fn − gn) ∗ ϕm ∗ ψm + (gn − hn) ∗ ψm ∗ ϕm ⇒ 0
on K, by Corollary 1. Therefore, (fn) ∼ (hn).
By the Boehmians on U we mean the equivalence classes of A (U) with
respect to ∼. The equivalence class of (fn) ∈ A (U) will be denoted by [(fn)].
The space of all Boehmians on U will be denoted by B(U), that is, B(U) =
A (U)/ ∼.
Note that for any function f ∈ C (U), the constant sequence (f) is funda-
mental in U . As such, there is a well defined inclusion B(U) → C (U) where a
continuous function f is mapped to the equivalence class [(f)] ∈ B(U). Sup-
pose we have a Boehmian F ∈ B(U) and a continuous function f ∈ C (U).
If (f) ∼ (fn) for every (fn) ∈ F , then we will write that F = f on U or
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F ∈ C (U) (though this is a slight abuse of notation). Similarly, we will write
C (U) ⊂ B(U).
While a Boehmian on a closed set is not defined, we will sometimes write
F ∈ C (K) for K a compact set. In this case we mean that there is U ⊃ K and
f ∈ C (U) such that F = f on U .
Definition 2. For [(fn)], [(gn)] ∈ B(U) and r ∈ R we define:
Theorem 2. B(U) is a vector space over R with the addition and scalar mul-
tiplication defined as
[(fn)] + [(gn)] = [(fn + gn)] and r[(fn)] = [(rfn)].
Proof. We show that addition and scalar multiplication of Boehmians are well
defined. For (fn), (f
′
n) ∈ [(fn)] and (gn), (g
′
n) ∈ [(gn)] and any K ⋐ U , we have
(ϕn), (ψn) ∈ ∆ such that (fn − f
′
n) ∗ ϕm ⇒ 0 and (gn − g
′
n) ∗ ψm ⇒ 0 on K
for each m. Choosing m′ large enough (equivalently, s(ϕm′) small enough) such
that ((fn + gn)− (f ′n + g
′
n)) ∗ (ϕm ∗ ψm) is defined on K for every m ≥ m
′, we
construct the delta sequence (ϕm′+n ∗ ψm′+n) such that
‖((fn + gn)− (f
′
n + g
′
n)) ∗ (ϕm′+k ∗ ψm′+k)‖K
= ‖(fn − f
′
n + gn − g
′
n) ∗ (ϕm′+k ∗ ψm′+k)‖K
≤ ‖(fn − f
′
n) ∗ (ϕm′+k ∗ ψm′+k)‖K + ‖(gn − g
′
n) ∗ (ϕm′+k ∗ ψm′+k)‖K ,
which converges to zero for every k by Corollary 1. Thus (fn + gn) ∼ (f ′n + g
′
n),
so the addition is well defined. For scalar multiplication, it is sufficient to note
that r(fn ∗ ϕm) = (rfn ∗ ϕm).
4 A GLUING PROPERTY
By the restriction of a Boehmian F ∈ B(U) to an open set V ⊆ U , we mean
F |V = [(fn|V )]. It is clear that this is well defined.
In this section we show that if U, V ⊂ RN are open, U ∩ V 6= ∅, F ∈ B(U),
G ∈ B(V ), and F |U∩V = G|U∩V , then there is a Boehmian H ∈ B(U ∪ V )
such that H |U = F and H |V = G. First we prove several technical lemmas.
Lemma 4. Let U ⊆ RN be an open set, ε > 0, ϕ ∈ Do, and s(ϕ) < ε.
(i) If (fn) ∈ A (U), then (fn ∗ ϕ) ∈ A (U−ε).
(ii) If (fn) ∼ (gn) in A (U), then (fn ∗ ϕ) ∼ (gn ∗ ϕ) in A (U−ε).
(iii) If [(fm)] ∈ B(U), then [(fm ∗ ϕ)] ∈ B(U−ε).
Proof. Let (fn) ∈ A (U) and let K ⋐ U−ε. Then K+ε ⋐ U , so there exists
(δn) ∈ ∆ such that (fn ∗ δm) converges uniformly on K+ε as n→∞, for every
m ∈ N. Since s(ϕ) < ε, (fn ∗ δm ∗ ϕ) is well defined on K for all m,n ∈ N.
Moreover, by Lemma 1, for everym ∈ N the sequence (fn∗δm)∗ϕ = (fn∗ϕ)∗δm
is uniformly convergent on K. Hence (fn ∗ ϕ) ∈ A (U−ε), so (i) is shown.
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If (fn) ∼ (gn) in A (U), then there is a (δn) ∈ ∆ such that, for each m ∈ N,
(fn − gn) ∗ δm ⇒ 0 on K+ε as n → ∞. Hence, for every m ∈ N, (fn ∗ ϕ −
gn ∗ ϕ) ∗ δm = ((fn − gn) ∗ δm) ∗ ϕ ⇒ 0 on K as n → ∞, again by Lemma 1.
Consequently, (fn ∗ ϕ) ∼ (gn ∗ ϕ) in A (U−ε), which shows (ii).
Item (iii) is a direct consequence of (i) and (ii).
Corollary 3. Let U ⊆ RN be open, F ∈ B(U), ε > 0, ϕ ∈ Do, and s(ϕ) < ε.
If (fn) ∈ F , then F ∗ ϕ = [(fn ∗ ϕ)] is well defined as a Boehmian on U−ε.
Lemma 5. Let U ⊆ RN . If F = [(fn)] ∈ B(U) and K ⋐ U , then there exists
a ψ ∈ Do such that F ∗ ψ ∈ C (K) and (fn ∗ ψ)⇒ F ∗ ψ on K.
Proof. Let K ⋐ U . We show that there is ψ ∈ Do such that (fn ∗ ψ) converges
uniformly on K and that its limit can be identified with F ∗ ψ on an open
set containing K. Take an ε > 0 such that K1 = K+ε ⋐ U . Since (fn) is
fundamental, there is (ϕn) ∈ ∆ such that, for each m ∈ N, (fn ∗ ϕm) converges
uniformly on K1 as n → ∞. Without loss of generality, we can assume that
s(ϕn) < ε/2 for all n. Let ψ = ϕ1 and let g be the uniform limit of (fn ∗ ψ)
on K1. By Corollary 1, for every m, (fn ∗ ψ − g) ∗ ϕm ⇒ 0 on K+
ε
2 . Hence,
(fn ∗ ψ) ∼ (g) on K+
ε
2 . Consequently, F ∗ ψ = [g] as elements of B(K+
ε
2 ) and
we have F ∗ ψ = g on K.
Lemma 6. Let U ⊆ RN be open, F ∈ B(U), ε > 0, ϕ ∈ Do, and s(ϕ) < ε.
Then (F ∗ ϕ)|U−ε = F |U ∗ ϕ on U
−ε.
Lemma 7. Let U ⊆ RN be open and let F ∈ B(U). For every ε > 0 there is a
ϕ ∈ Do such that F ∗ ϕ ∈ C (U−ε).
Proof. If U−ε is bounded, then we can choose K such that U−ε ⊂ K ⋐ U and
then use Lemma 5. If U−ε is unbounded, then there exists a sequence of open
sets Un such that U
−ε ⊆
⋃
∞
n=1 Un ⊆ U , Un ⋐ U for every n ∈ N, and for each
x ∈ U−ε there is an n ∈ N such that B ε
2
(x) ⊆ Un. By Lemma 5, for every
n there is a ϕn ∈ Do such that s(ϕn) <
ε
2n+1 and F ∗ ϕn ∈ C (Un). Define
ϕ = ϕ1 ∗ ϕ2 ∗ . . .. Then ϕ ∈ Do and s(ϕ) <
∑
ε
2n+1 =
ε
2 , by Theorem 1. To
show continuity of F ∗ ϕ in U−ε consider an arbitrary x ∈ U−ε. Then x ∈ Un,
for some n, and F ∗ϕn is continuous at x. Since s(ϕ1∗. . .∗ϕn−1∗ϕn+1∗. . .) <
ε
2 ,
the convolution F ∗ ϕ = (F ∗ ϕn) ∗ (ϕ1 ∗ . . . ∗ ϕn−1 ∗ ϕn+1 ∗ . . .) is well defined
on Un and hence is continuous at x.
Lemma 8. Let U and V be open sets in RN with a non-empty intersection W .
If F ∈ B(U), G ∈ B(V ), and F |W = G|W , then for any ε > 0 there exists
(δn) ∈ ∆ such that the following two conditions hold for every n ∈ N:
(i) F ∗ δn ∈ C (U−ε) and G ∗ δn ∈ C (V −ε),
(ii) F ∗ δn = G ∗ δn on W−ε = U−ε ∩ V −ε.
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Proof. (i) Let ε > 0. If εn =
ε
2n , then (U
−εn) is an increasing sequence of sets
such that
⋃
n∈N U
−εn = U . By Lemma 7, there exists a sequence ϕn ∈ Do
such that F ∗ϕn ∈ C (U−εn) and s(ϕn) < εn. Similarly, there exists a sequence
ψn ∈ Do such that G ∗ ψn ∈ C (V −εn) and s(ψn) < εn. Let δn = ϕn ∗ ψn. For
each n, F ∗ δn = F ∗ ϕn ∗ ψn is a continuous function on U
−ε. Similarly, G ∗ δn
is a continuous function on V −ε.
(ii) Let f∗m = F ∗ δm and g
∗
m = G∗ δm. By Corollary 3, for any (fn) ∈ F and
(gn) ∈ G, (fn ∗ δm) ∼ {f∗m, f
∗
m, f
∗
m . . .} on U
−ε and (gn ∗ δm) ∼ {g∗m, g
∗
m, g
∗
m . . .}
on V −ε. We must show then that (fn ∗ δm) ∼ (gn ∗ δm) onW−ε for each m. Let
K ⋐W−ε and fixm ∈ N. Since K+ε ⋐W and F = G onW , there is a sequence
(ωn) ∈ ∆ such that ‖((fn − gn) ∗ ωk)‖K+ε → 0 for each k, as n → ∞. Note,
(fn ∗δm−gn ∗δm)∗ωk = ((fn−gn)∗δm)∗ωk is defined on K since (fn−gn)∗ωk
is defined on K+ε and ε > s(δ1) ≥ s(δi) for all i. So ‖(fn − gn) ∗ δm ∗ ωk‖K → 0
by Lemma 1. So (f∗m) ∼ (fn ∗ δm) ∼ (gn ∗ δm) ∼ (g
∗
m). Hence (f
∗
m) ∼ (g
∗
m) for
each m. However, both are constant sequences, so f∗m = g
∗
m for every m.
Lemma 9. Suppose (fn) is a fundamental sequence on an open set U ⊆ RN
and (gn) is a sequence of continuous functions on the same set. Assume that for
every K ⋐ U there exists (ϕn) ∈ ∆ such that for each m ∈ N, (fn−gn)∗ϕm ⇒ 0
on K as n→∞. Then (gn) is fundamental on U and (gn) ∼ (fn).
Proof. Choose K ⋐ U . As (fn) is fundamental, there exists (δn) ∈ ∆ such that
‖(fn − fm) ∗ δk‖K → 0 for all k ∈ N as n,m→∞. Since there exists (ϕn) ∈ ∆
such that ‖(fn − gn) ∗ ϕk‖K → 0 for each k, for any k we have the following:
‖(gn − gm) ∗ ϕk ∗ δk‖K ≤‖(gn − fn) ∗ ϕk ∗ δk‖K + ‖(fn − fm) ∗ ϕk ∗ δk‖K
+ ‖(fm − gm) ∗ ϕk ∗ δk‖K .
Each term of the above sum goes to zero by Lemma 1, hence (gn) is fundamental
on U . Clearly, (gn) ∼ (fn).
Lemma 10. Let U ⊆ RN be open and let (Un) be an increasing sequence of open
sets such that
⋃
n∈N Un = U and Un ⋐ Un+1 for each n ∈ N. If F ∈ B(U), then
there exists (ϕn) ∈ ∆ such that F ∗ ϕn ∈ C (Un) for each n ∈ N. If (gn) is any
sequence of continuous extensions of (F ∗ ϕn) to U , then (gn) is fundamental
and [(gn)] = F .
Proof. There exists (ϕn) ∈ ∆ such that F ∗ ϕn ∈ C (Un) for each n ∈ N by
Lemma 7. Let (gn) be a sequence of continuous extensions of (F ∗ϕn) to U and
let F = [(fn)]. If K ⋐ U , then there is an m ∈ N such that K ⊂ Um. Note
that gn = F ∗ ϕn on Um+1 for every n > m. Moreover, there is (δn) ∈ ∆ and
functions hk ∈ C (Um) such that, for every k, fn ∗ δk ⇒ hk on Um as n → ∞.
By Lemma 5, hk = F ∗ δk on Um. Let ε > 0 be such that K+ε ⊂ Um. Now, for
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all n > m and all k such that s(δk) < ε we have
‖(gn − fn) ∗ δk‖K = ‖gn ∗ δk − fn ∗ δk‖K
≤ ‖F ∗ δk ∗ ϕn − hk‖K + ‖hk − fn ∗ δk‖K
= ‖hk ∗ ϕn − hk‖K + ‖hk − fn ∗ δk‖K → 0.
Hence, by Lemma 9, (gn) is fundamental on U and (gn) ∼ (fn).
Theorem 3. Let U and V be open sets in RN with a non-empty intersection
W . If F ∈ B(U), G ∈ B(V ), and F = G on W , then there is a Boehmian
H ∈ B(U ∪ V ) such that H |U = F and H |V = G.
Proof. By Lemma 8, there exist εn → 0 and (δn) ∈ ∆ such that, for each n ∈ N,
we have s(δn) < εn, F ∗δn ∈ C (U−εn+1), G∗δn ∈ C (V −εn+1), and F ∗δn = G∗δn
on U−εn+1 ∩V −εn+1 =W−εn+1 . Without loss of generality, we can assume that
both (εn) and s(δn) are decreasing sequences. Define a sequence of functions
(hn) on U
−εn ∪ V −εn by:
hn(x) =
{
F ∗ δn if x ∈ U
−εn
G ∗ δn if x ∈ V −εn
Let (h˜n) be the sequence of continuous extensions of (hn) from U
−εn ∪ V −εn
to U ∪ V . First we show that (h˜n) is a fundamental sequence on U ∪ V . Let
K ⋐ U ∪ V and let n0 ∈ N be such that K ⋐ U−εn ∪ V −εn for n > n0. Let
K1 and K2 be compact subsets of U ∪ V such that K1 ⋐ U−εn , K2 ⋐ V −εn ,
and K1 ∪ K2 = K. For each n > n0, let fn be a continuous extension of
F ∗ δn from U−εn to U and let gn be a continuous extension of G ∗ δn from
V −εn to V . Note that, by Lemma 10, (fn) is a fundamental sequence on U and
(gn) is fundamental sequence on V . Let η1 = d(K1, U
∁) and η2 = d(K2, V
∁).
There exists a sequence (ϕn) ∈ ∆ such that, for each m, (fn ∗ ϕm) is uniformly
convergent on K1 +B η1
2
as n→∞. Similarly, there exists (ψn) ∈ ∆ such that,
for each m, (gn ∗ψm) is uniformly convergent on K2 +B η2
2
. Then, by Lemma 1,
the sequences (fn ∗ϕm ∗ψm) and (gn ∗ψm ∗ϕm) are uniformly convergent on K1
and K2, respectively. Since, for sufficiently largem, h˜n∗ϕm ∗ψm = fn ∗ϕm∗ψm
on K1 and h˜n ∗ ψm ∗ ϕm = gn ∗ ψm ∗ ϕm on K2, h˜n ∗ ψm ∗ ϕm is uniformly
convergent on K. Conseqently, (h˜n) is a fundamental sequence on U ∪ V . Let
H = [(h˜n)].
If K ⋐ U , then there exists n1 such that K ⊂ U−εn ∪ V −εn for all n > n1.
Then, for n > n1, h˜n = fn on K. By Lemma 10, [(h˜n|U )] = F . Similarly,
H |V = G.
Corollary 4. Suppose {Ui}ni=1 is a finite collection of open sets in R
N and
{Fi}ni=1 is a collection of Boehmians such that Fi ∈ B(Ui) and Fi|Ui∩Uj =
Fj |Ui∩Uj . If we define U = ∪
n
i=1Ui then there is a Boehmian F ∈ B(U) such
that F |Ui = Fi for i = 1, . . . , n.
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5 A SHEAF OF BOEHMIANS
With Theorem 3 in hand, it can be shown that Boehmians are a sheaf. In
general, a sheaf is a way of organizing data over open sets of a topological space.
It is a construction which has found useful applications in complex variables,
algebraic geometry, and algebraic and differential topology [9]. To say that some
set can be considered a sheaf over a topological space, it must first be a presheaf.
That is to say that the set must have a well defined idea of local behavior and
restriction. For the space of Boehmians B(RN ), it has been done in [5]. More
explicitly:
Theorem 4 (Presheaf). The set of Boehmians B(RN ) constitutes a presheaf
over RN , that is
(i) For each open U ⊆ RN , there exists the space of Boehmians B(U) asso-
ciated to U and
(ii) For all open U, V ⊆ RN , if V ⊆ U , then there there exist restriction maps
ρV,U : B(U)→ B(V ) such that ρV,V : B(V )→ B(V ) is the identity map,
and for open W ⊆ V ⊆ U , ρW,V ◦ ρV,U = ρW,U .
The reader familiar with category theory will notice that a presheaf is noth-
ing more than a contravariant functor from the category of open sets over a space
(with inclusion morphisms) to another appropriately chosen category where the
morphisms are restriction maps. If we have the presheaf property, then we can
say that the Boehmians are a sheaf given certain other conditions. The following
are the conditions for being a sheaf, as explicated in [9]:
(a) Let {Uα} be a family of open sets in RN and U =
⋃
Uα. If F,G ∈ B(U)
are such that F |Uα = G|Uα for each α, then F = G.
(b) Let {Uα} be a family of open sets in RN and U =
⋃
Uα. If there are
Boehmians Fα ∈ B(Uα) such that Fα|Uα∩Uβ = Fβ |Uα∩Uβ for every α, β,
then there exists F ∈ B(U) such that F |Uα = Fα.
We will show that Boehmians satisfy these conditions. For (a) we will use
the following lemma.
Lemma 11. Let {Uα} be a family of open sets in RN and U =
⋃
Uα. If
(fn) ∼ (0) on Uα for each α then (fn) ∼ (0) on U .
Proof. Let K ⋐ U . Then there are Uα1 , . . . , Uαi such that K ⋐ Uα1 ∪ . . .∪Uαi .
Moreover, there are K1, . . . ,Ki such that Kj ⋐ Uαj for 1 ≤ j ≤ i and K =
K1 ∪ . . . ∪ Ki. Let ε = min{d(Kj , U∁j ) : 1 ≤ j ≤ i}. By the assumption, for
each j there exists (ϕjn) ∈ ∆ such that s(ϕ
j
n) <
ε
i
for all n, and for every m,∥∥fn ∗ ϕjm∥∥Kj → 0 as n → ∞. Let ϕn = ϕ1n ∗ . . . ∗ ϕin. From [5], we have that
(ϕn) ∈ ∆ and s(ϕn) < ε for each n. And, for every m and every Kj we have
that ‖fn ∗ ϕm‖Kj → 0 since fn ∗ ϕm = (fn ∗ ϕ
j
m) ∗ (ϕ
1
m . . . ϕ
j−1
m ∗ ϕ
j+1
m . . . ϕ
i
m).
So (fn) ∼ (0) on U .
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Lemma 12. Let {Un} be a countable family of open sets in RN and let U =⋃
Un. If Fn ∈ B(Un) and Fm|Um∩Un = Fn|Um∩Un for every m,n ∈ N, then
there exists F ∈ B(U) such that F |Un = Fn for all n ∈ N.
Proof. Define Vk =
⋃k
i=1 Ui and G1 = F1. By Theorem 3, for all k > 1 there
exist Boehmians Gk ∈ B(VK) such that Gk+1|Vk = Gk.
Let (εn) be a decreasing sequence of real numbers such that εn → 0. By
Lemma 7, there exists a sequence (ϕn) ∈ ∆ such that s(ϕn) < εn and Gn ∗ϕn ∈
C (V −εnn ). Let, for each n ∈ N, gn be a continuous extension of Gn∗ϕn to U . We
claim that (gn) is fundamental on U and [(gn)]|Uk = Fk for every k. Let K ⋐ U .
Let n1 be such that K ⋐ V
−εn1
n1 and let n2 be such that s(ϕn) < d(K, (V
−εn1
n1 )
∁)
for all n > n2. If W = V
−εn1
n1 and n0 = max{n1, n2}, then by Lemma 6 and the
construction of Gn, for each n > n0 we have
gn|W = (Gn ∗ ϕn)|W = Gn|Vn1 ∗ ϕn = Gn1 ∗ ϕn
on K. By Lemma 10, (gn|W ) is fundamental on Vn1 , so there exists (ψn) ∈ ∆
such that gn|V −εn2n2
∗ ψm converges uniformly on K for each m. Since K is an
arbitrary compact subset of U , this shows that (gn) is fundamental on U .
To show that [(gn)]|Uk = Fk for every k, we will show that for fixed k, some
(fn) ∈ Fk and any K ⋐ Uk, there is (ψn) ∈ ∆ such that (gn|Uk − fn) ∗ ψm ⇒ 0
for each fixed m . We choose n0 such that gn = Gn ∗ϕn on Uk and that s(ϕn) <
d(K, (Uk)
∁) for every n ≥ n0. By Lemma 6 and the fact that Gk|Uk = Fk, we
have (Gn ∗ ϕn) |
U
−εn0
k
= Fk ∗ ϕn on U
−εn0
k . Hence, for each n,
gn|U−εn
k
= (Gn ∗ ϕn) |U−εn
k
= Fk ∗ ϕn
on U
−εn0
k . Let, for every n, hn be a continuous extension of gn|U−εn
k
to Uk.
Again by Lemma 10, hn = Fk. Since hn = gn on K for n > n0, for any
(ψn) ∈ ∆, (hn − gn) ∗ ψm ⇒ 0 on K for every m.
Theorem 5. The space of Boehmians over RN is a sheaf.
Proof. It suffices to show properties (a) and (b). Property (a) follows from
Lemma 11. For the second property, we assume that {Uα}α∈I is a open cover
of U . Let {Uαn} be a countable subcover of {Uα}. Then, by Lemma 12, there
is a Boehmian F ∈ B(U) such that F |Uαn = Fαn for every n. We must show
that F |Uα = Fα for every α. Let α ∈ I and let Vn = Uα ∩ Uαn . Without loss
of generality we may assume that Vn 6= ∅. Then Fα|Vn = Fn|Vn for all n. Since
F |Uαn = Fαn , we have F |Vn = Fn|Vn = Fα|Vn for all n. By (a), we conclude
F |Uα = Fα.
6 Fundamental and Cauchy sequences
In this paper we have used a space of Boehmians constructed by taking equiva-
lence classes of fundamental sequences. A similar construction is used in previ-
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ous papers by P. Mikusin´ski which uses equivalence classes of Cauchy sequences.
This difference has some technical consequences, but we will show that the con-
structed spaces of Boehmians are isomorphic.
Boehmians on open subsets of RN were introduced in [5] with the idea of
∆-convergence.
Definition 3 (∆-Convergence). A sequence of functions fn ∈ C (U) is ∆-
convergent to f ∈ C (U), denoted by fn
∆
−→ f , if for each K ⋐ U there exists
(δn) ∈ ∆ such that (f − fn) ∗ δn ⇒ 0 on K as n→∞.
It is then shown that C (U), endowed with ∆-convergence, is a linear metric
space. The space of Boehmians on U is defined as the completion of C (U)
with respect to ∆-convergence. We will denote this space of Boehmians by
B0(U). The equivalence class of a Cauchy sequence (fn) will be denoted [(fn)]∆.
Note, if (fn) and (gn) are such that for each K ⋐ U there is a (δn) so that
(fn − gn) ∗ δn → 0 as n → ∞, then (fn) and (gn) are members of the same
equivalence class in B0(U).
Definition 4 (∆-Cauchy). For an open set U ⊆ R and a sequence of functions
fn ∈ C (U), we say that (fn) is ∆-Cauchy if for all increasing sequences of
natural numbers (pn) and (qn), and for every K ⋐ U , there exists (ϕn) ∈ ∆
such that ‖(fpn − fqn) ∗ ϕn‖K → 0.
In other words, (fn) is ∆-Cauchy if fpn − fqn
∆
−→ 0 for all increasing se-
quences of natural numbers (pn) and (qn). It is clear that if a sequence of
functions in C (U) is ∆-Cauchy then it is a member of some Boehmian in B0(U).
A second type of convergence considered in [5] is δ-convergence.
Definition 5 (δ-convergence). A sequence of functions fn ∈ C (U) is δ-convergent
to zero, denoted by fn
δ
−→ 0, if for each K ⋐ U there exists (δn) ∈ ∆ such that
‖fn ∗ δm‖K → 0 as n→∞ for eachm ∈ N. If (fn−f)
δ
−→ 0, we write fn
δ
−→ f .
Definition 6 (δ-Cauchy). A sequence of functions fn ∈ C (U) is called a ∆-
Cauchy sequence if for all increasing sequences of natural numbers (pn) and (qn)
we have fpn − fqn
δ
−→ 0.
Note that two fundamental sequences (fn) and (gn) are equivalent if fn −
gn
δ
−→ 0 and a sequence (fn) is δ-Cauchy if and only if it is a fundamental
sequence. We see that our construction of Boehmians as A / ∼ is the completion
of the space endowed with δ-convergence. Following are some important lemmas
from [5] about the relationship between δ-convergence and ∆-convergence.
Lemma 13. fn
δ
−→ f implies fn
∆
−→ f .
Lemma 14. If fn
∆
−→ f , then there exists a subsequence (fpn) of (fn) such
that fpn
δ
−→ f .
First we show that there is a surjection from B0(U) to B(U).
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Corollary 5. For every equivalence class [(fn)]δ ∈ B(U), there is a class
[(gn)]∆ ∈ B0(U) such that [(fn)]δ ⊆ [(gn)]∆.
Proof. Consider [(fn)]δ ∈ B(U). Since every element of [(fn)]δ is a fundamental
sequence, for any increasing sequences of natural numbers (pn) and (qn) we have
fpn − fqn
δ
−→ 0. By Lemma 13, fpn − fqn
∆
−→ 0. Thus, (fn) is ∆-Cauchy,
and so [(fn)]∆ exists. Additionally, for any other (gn) ∈ [(fn)]δ, we have that
fn − gn
δ
−→ 0, so fn − gn
∆
−→ 0. Thus, (gn) ∈ [(fn)]∆.
Now we show that each class of ∆-sequences contains a unique class of δ-
sequences. Let (Kj) be a sequence of compact subsets of an open subset U ⊆ RN
such that
(i)
⋃
∞
j=1Kj = U,
(ii) Kj ⊂ Kj+1 for j ∈ N,
(iii) d(Kj+1, U
∁) < 12d(Kj , U
∁) for j ∈ N and
(iv) d(K1, U
∁) < 12 .
For a continuous function f on U , we define
Pj(f) = inf{‖f ∗ ϕ‖Kj : ϕ ∈ Do and s(ϕ) < d(Kj , U
∁)}.
Theorem 6. Let U ∈ RN be an open set and let fn ∈ C (U) for n ∈ N. Then
fn
∆
−→ 0 if and only if for each j ∈ N, Pj(fn)→ 0 as n→∞.
Proof. See [5].
Lemma 15. Let U ⊆ RN be an open set and let (Kj) be a sequence of compact
subset of U satisfying conditions (i)-(iv) above. If (fn) is ∆-Cauchy, then there
is a subsequence c of (fn), such that for every n there are εn ≥ 0 and ϕn ∈ Do
such that
(1)
∑
∞
i=1 εi <∞,
(2) s(ϕn) < εn,
(3) (fpn+1 − fpn) ∗ ϕn ∈ C (Kn),
(4) ‖(fpn+1 − fpn) ∗ ϕn‖Kn+1 <
1
2n .
Moreover, the sequence (fpn) is fundamental.
Proof. Let (εj) be a sequence such that εj < d(Kj , U
∁) for every j. By (iii)
and (iv) above,
∑
∞
i=1 εi <
∑
∞
i=1
1
2i < ∞. Thus the sequence (εj) meets the
first condition. Since (fn) is ∆-Cauchy, we have from Theorem 6 that for every
k, Pk(fn − fm) → 0 as m,n → ∞. Thus, for ε1 there exists p1 ∈ N such that
for every m,n ≥ p1, P1(fn − fm) < ε1. This implies that there is a function
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ϕ1 ∈ Do with s(ϕ1) < ε1 and ‖(fn − fm) ∗ ϕ1‖K2 < ε1 <
1
2 for every m,n ≥ p1.
As we have Pk(fn−fm)→ 0 for every k, we can find pk ∈ N in a similar fashion
for every k. That is, we can find a pk > pk−1 such that there is a ϕk ∈ Do with
s(ϕk) < εk and ‖(fn − fm) ∗ ϕk‖Kk ≤ εk for every m,n ≥ pk. By this process,
for every n we select ϕn such that s(ϕn) < εn, meeting the second condition.
For the third, note that for any n, fpn+1 − fpn is a continuous function defined
on U and s(ϕn) < εn < d(Kn, U
∁), so (fpn+1 − fpn) ∗ ϕn is defined on Kn
and is continuous. Note that εk <
εk−1
2 and ε1 <
1
2 , so εk <
1
2k
. Thus, since
‖(fn−fm)∗ϕk‖Kk ≤ εk for everym,n ≥ pk, we have ‖(fpn+1−fpn)∗ϕn‖Kn <
1
2n
for each n. Note that the sequence (ϕn) as defined above is a delta sequence
since s(ϕn) < εn → 0.
Now we show that the sequence (fpn) is fundamental. Let K ⋐ U . Then
K ⊆ Kj for some j. Let δn = ϕn ∗ ϕn+1 ∗ . . . and, for l > n,
ψln = ϕn ∗ ϕn+1 ∗ . . . ∗ ϕl−1 ∗ ϕl+1 ∗ . . . .
From [5] we know that (δn), (ψ
l
n) ∈ ∆, and s(ψ
l
n) < s(δn) <
1
2n−1 for any l (since
s(ϕn) <
1
2n and s(δn) ≤
∑
∞
i=n ϕi). We claim that for every fixed k, (fpn ∗ δk)
converges uniformly on Kj as n→∞. As (fpn ∗ δk) is a sequence of continuous
functions on Kj for large enough k, this is equivalent to showing that (fpn ∗ δk)
is Cauchy on Kj with respect to uniform convergence. This is done as follows,
where we assume, without loss of generality that j < k < m < n and k is large
enough so that (fpn − fpm) ∗ δk is defined on Kj :
‖(fpn − fpm) ∗ δk‖Kj =
∥∥∥∥∥
n∑
i=m+1
(fpi − fpi−1) ∗ δk
∥∥∥∥∥
Kj
≤
n∑
i=m+1
∥∥(fpi − fpi−1) ∗ δk∥∥Kj
=
n∑
i=m+1
∥∥(fpi − fpi−1) ∗ ϕi−1 ∗ ψi−1k ∥∥Kj
≤
n∑
i=m+1
∥∥(fpi − fpi−1) ∗ ϕi−1∥∥Ki−1
∥∥ψi−1k ∥∥1
=
n∑
i=m+1
∥∥(fpi − fpi−1) ∗ ϕi−1∥∥Ki−1
<
n∑
i=m+1
1
2i−1
→ 0.
Corollary 6. For each [(gn)]∆ ∈ B0(U), there is a unique [(fn)]δ ∈ B(U) such
that [(fn)]δ ⊆ [(gn)]∆.
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Proof. By Lemma 15, for every (fn) ∈ [(gn)]∆, there is a subsequence (fpn)
such that (fpn) is fundamental. By Lemma 13, [(fpn)]δ ⊂ [(gn)]∆. To show
uniqueness, suppose [(fn)]δ, [(hn)]δ ⊆ [(gn)]∆. Then (fn − hn)
∆
−→ 0 and there
are subsequences (fqn) and (hqn) of (fn) and (gn), respectively, such that (fqn−
hqn)
δ
−→ 0. But then (hqn) ∈ [(fn)]δ. Now, since (fqn − fn)
δ
−→ 0 and (hqn −
hn)
δ
−→ 0, we have (hn) ∈ [(fn)]δ. Hence [(fn)]δ = [(hn)]δ.
Corollaries 5 and 6 imply that there is a one-to-one correspondence be-
tween equivalence classes of fundamental sequences and equivalence classes of
∆-Cauchy sequences.
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