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Аннотация. Рассматривается задача оптимального управления линейной дискретной системой с неизвестными 
ограниченными возмущениями, которую требуется за конечное время перевести с гарантией на терминальное мно- 
жество, обеспечивая при этом минимум гарантированного значения заданного критерия качества. Определяется 
оптимальная стратегия управления с замыканием, где под замыканием понимается учет информации об одном буду- 
щем состоянии объекта; предлагается эффективный алгоритм ее построения. 
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Abstract. This paper deals with an optimal control problem for a linear discrete system subject to unknown bounded dis-
turbances with the control goal being to steer the system with guarantees to a given target set while minimizing a given cost 
function. We define an optimal control strategy with one correction time instant, meaning taking into account information 
about one future state of the object, and propose an efficient numerical method for constructing it. 
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Введение. Задачи оптимального управления динамическими системами, подверженными 
действию неизвестных ограниченных возмущений, для которых требуется получить гарантиро-
ванный результат (перевести систему на заданное целевое множество независимо от реализации 
возмущения, обеспечить минимальное значение критерия при наихудшей неопределенности), 
рассматриваются в литературе с конца 1960-х годов [1–3].
Современный этап развития теории гарантированного оптимального управления связан с те-
орией управления по прогнозирующей модели (Model Predictive Control, МРС) [4] и ее разделом, 
посвященным робастным подходам МРС [5; 6]. Методы MPC разработаны для решения раз-
личных задач теории управления, в частности задач стабилизации. Они опираются на решение 
в ходе конкретного процесса управления в каждый текущий момент времени прогнозирующей 
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задачи оптимального управления на конечном промежутке времени с начальным состоянием, 
совпадающим с текущим состоянием процесса. Значение оптимального управления в началь-
ный момент времени подается на вход системы, и в следующий момент процесс повторяется для 
нового состояния. Результатом применения описанного алгоритма является обратная связь, при 
ряде предположений о параметрах прогнозирующих задач обеспечивающая асимптотическую 
устойчивость замкнутой системы.
В робастных методах MPC формирование обратной связи на основе оптимальных гарантиру-
ющих программных решений, использующих информацию только о текущей позиции процесса 
управления, считается неэффективным. Прогнозирующие задачи оптимального управления не-
обходимо формулировать в терминах построения оптимальных стратегий [5; 6], учитывающих 
зависимость управляющих воздействий от информации не только о текущих, но и о будущих 
позициях процесса управления. Поскольку задачи оптимального управления решаются в режи-
ме реального времени, актуальны формулировки прогнозирующих задач, допускающие эффек-
тивное с вычислительной точки зрения построение оптимальных стратегий.
Настоящее сообщение следует идеям работ [7–9], в которых стратегия управления определя-
ется в предположении о возможности измерения состояний объекта и коррекции управляющих 
воздействий в один будущий момент времени. Основное отличие от работ [7–9] – вид критерия 
качества. Он задается функционалом из [6], что позволяет непосредственно применять результа-
ты настоящего сообщения в алгоритмах MPC. Кроме того, рассматривается дискретная система 
управления.
Постановка задачи. Оптимальная гарантирующая программа. Рассмотрим дискретную 
линейную систему с возмущением
 ( 1) ( ) ( ) ( ),x t Ax t Bu t Mw t+ = + +  0(0) ,x x=   0,1, , 1,t T= … -  (1)
где ( ) nx t ∈  – состояние; ( ) ru t U∈ ⊂   – значение управления; ( ) pw t W∈ ⊂   – неизвестное воз- 
мущение в момент времени t; A ∈ Rn×n, B ∈ Rn×r, M ∈ Rn×p – заданные матрицы; { :rU u u ∞= ∈ ≤   
max},w≤  max{ : },
pW w w w∞= ∈ ≤  где max .ii
z z∞ =  Для траектории системы (1) с допустимым 
управлением ( ) ( ( ) , 0,1, , 1)u u t U t T⋅ = ∈ = -  и возможным возмущением ( ) ( ( ) ,w w t W t⋅ = ∈ =  
0,1, , 1)T= -  будем использовать обозначение 0( | , ( ), ( )),x t x u w⋅ ⋅  0,1, ..., .t T=
Целями управления системой (1) являются: 
1) ее перевод с гарантией на заданное терминальное множество { : };nTX x Hx g= ∈ ≤  




( ) max ( ( ) ( ) ) ( ) ,
T
w t
J u Qx t Ru t Px T
-




где H ∈ Rm×n, mg∈  таковы, что TX  – компакт; ,, n nQ P ×∈  R ∈ Rr×r. Критерий качества (2) вы-
бран как в [6] с целью последующего использования результатов в теории MPC. 
О п р е д е л е н и е  1.  Гарантирующей программой управления называется такое допусти-
мое управление ( ),u ⋅  что при любой реализации возможного возмущения ( )w ⋅  соответствующая 
траектория 0( | , ( ), ( )),x t x u w⋅ ⋅   0,1, , ,t T= …  системы (1) в момент времени T попадает на терми-
нальное множество: 0( | , ( ), ( ) ,) Tx T x u w X⋅ ⋅ ∈  ( ) ,w t W∀ ∈   0,1, , 1.t T= … -
О п р е д е л е н и е  2.  Гарантирующая программа управления 0 ( )u ⋅  называется оптималь-
ной, если она доставляет минимум критерию качества (2): 0( ) min ( ),J u J u=  где минимум ищет-
ся среди всех гарантирующих программ.
Отметим, что максимизируемая в (2) функция является выпуклой, а переменная оптимизации 
( )w ⋅  принадлежит множеству ,W W× ×  которое является гиперкубом в RT×p. Максимум функ-
ции (2) на гиперкубе достигается в одной или нескольких его вершинах, поэтому введем соответ-
ствующие обозначения: V – множество всех вершин гиперкуба :W W× ×  {1, 2, ..., | |}L V=  – мно-
жество индексов; ( ) ( (0), (1), ..., ( 1))l l l lw w w w T⋅ = -  – l-ая вершина гиперкуба (l-ое экстремальное 
возмущение); ;l L∈  0 0( | , ( )) ( | , ( ), ( )),l lx t x u x t x u w⋅ = ⋅ ⋅  0,1, ..., ;t T=  0 0 0( | , ( )) ( | , ( ), 0),x t x u x t x u⋅ = ⋅  
0,1, ..., ,t T=  – траектория номинальной системы, соответствующей (1):
0 0( 1) ( ) ( ),x t Ax t Bu t+ = +  0 0(0) ,x x=  0,1, ..., 1.t T= -
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Следуя [6; 7], задачу построения оптимальной гарантирующей программы можно свести 
к следующей детерминированной (без возмущения) задаче:
 
( )1) 0 0( 0 | , ( ) | , (min max ( )( ,) ( ) )
T l l
u l L t
Qx t Rux t Px Tu x u
-





0 0|( )( ) ,,x uHx T g⋅ ≤ - γ  ( ) ,u t U∈  0,1, , 1,t T= … -







w h A M
-
=
′γ = ∑  – оценка наихудшей реализации возмущения; ih′ – 
i-я строка матрицы H.
Задача (3) в свою очередь сводится [10] к задаче линейного программирования:
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≤ - γ -∑
где ± и  используются для сокращения записи и означают учет неравенства как со знаком «+», 
так и со знаком «–»; ( ) ,lx tε ∈  0,1, , ,t T= …  ;l L∈  ( ) ,u tε ∈  0,1, , 1;t T= … -  (1,1 ., ,1) nn ′= … ∈1 
Оптимальная стратегия управления. Известно [8; 9], что оптимальная гарантирующая 
программа недооценивает потенциальные возможности системы управления, поскольку не учи-
тывает возможность поступления информации о ее поведении в будущем. Такую возможность 
учтем, определив стратегию управления с одним моментом замыкания. Далее считаем, что мо-
мент замыкания 1 {1, 2, , 1}T T∈ … -  выбран до начала процесса управления.
Пусть 0 1{0,1, , 1},T∆ = … -  1 1 1{ , 1, , 1}.T T T∆ = + … -  Для промежутков управления 0∆  и 1∆  опре- 
делим: ( ) ( ( ) , ),k k ku u t U t⋅ = ∈ ∈∆  ( ) ( ( ) , )k k kw w t W t⋅ = ∈ ∈∆  – управление и возмущение на k-ом 
промежутке, 0,1;k =  { ( ) : ( ) , }k k k kU u u t U t= ⋅ ∈ ∈∆  – множество доступных управлений, определен- 
ных на k-ом промежутке; { ( ) : ,( })  k k k kW w w W tt= ⋅ ∈ ∈∆  – множество возможных возмущений на 
k-ом промежутке; 1 0 0 1 0 0 0 0 0| ( ) | (( , ) { : ( , ) ( ) (, ), }) ,nX T x u x x x T x u w w W⋅ ⋅ ⋅ ⋅= ∈ = ∈   1 1( | , ))(X T x u ⋅ =   
1 1 1 1 1{ : ( | , ( ), ( ) ( )), }nx x x T x u w w W⋅ ⋅ ⋅= ∈ = ∈   – множества возможных состояний в моменты вре- 
мени Т1 и T, где ( | , ( ), ,( ))k k kx t x u w⋅ ⋅  ,kt∈∆  – траектория системы (1) с начальным условием 
0(0)x x=  или 1 1( )x T x=  под действием управления ( )ku ⋅  и возмущения ( ).kw ⋅
Следуя работам [8; 9], будем считать, что до начала процесса управления известно, что в мо-
мент Т1 можно будет 
1) измерить текущее состояние объекта управления 1 1 0 0 0( , ( ), ( ))| ;x x T x u w= ⋅ ⋅  
2) выбрать новое управление 1 1 1( ) ( | )u u x⋅ = ⋅  на интервале 1∆  с учетом измеренного 1.x
С учетом 1), 2) будем искать решение рассматриваемой задачи в виде стратегии управления 
(с моментом замыкания Т1)
1 0 0 1 1 1 1 0 0 0{ | ; | , ( , | )( ) ( ) ,) | }(u x u x x X T x u x∈ ⋅π = ⋅ ⋅
где 0 0 00 0| ( ) ( ( ), );( )u x u u t t⋅ = ⋅ = ∈∆  1 1 1 1 1| ( ( |( ), );)u x u t x t⋅ = ∈∆  1 1 0 0 0( ,| ( )| ).x X T x u x∈ ⋅
Программу управления 0 0( | )u x⋅  в составе 1π  будем называть начальной программой.
Траекторию системы управления (1), соответствующую стратегии 1π  и некоторому возмуще-
нию ( ),w ⋅  определим как последовательное решение двух систем [8; 9]:
0 0 0 0,( 1) ( ) ( ) ( ), ,(0)x t Ax t Bu t Mw t x x t+ = + + = ∈∆
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1 1 1 1 1 0 0 0 1( ) ( ),( 1) ( ) | ( ) ( ) ( | , ( ), ( )), .x t Ax t Bu t x T Mw x T x T x u w tt+ = + + = ⋅ ⋅ ∈∆
Для определения допустимой стратегии управления рассмотрим сначала промежуток управ-
ления 1,∆  а затем 0.∆  На промежутке 1∆  первая цель управления состоит в переводе системы на 
терминальное множество .TX  Попадание на него должно быть выполнено с гарантией, т. е. при 
всех возможных возмущениях 1 1( ) .w W⋅ ∈  Таким образом, при фиксированном 1x  на 1∆  необходи-
мо найти гарантирующую программу управления 1 1 1( | ) ,u x U⋅ ∈  которая обеспечит включение
 1 1 1( | , ( | )) .TX T x u x X⋅ ⊆  (4)
На промежутке 0∆  управление 0 ( )u ⋅  должно быть таким, чтобы для любой точки 1x  множе-
ства 1 0 0( | , ( ))X T x u ⋅  существовала гарантирующая программа управления 1 1( | ).u x⋅  Таким обра-
зом, получим
О п р е д е л е н и е  3.  Стратегия 1π  называется допустимой стратегией управления, если
1 1 1 1 1 0 0,( | , ( | )) ( , ( )| ) .TX T x u x X x X T x u⋅ ⊆ ∀ ∈ ⋅
Для определения оптимальной стратегии управления 01π  снова последовательно рассмотрим 
промежутки 1∆  и 0.∆  На промежутке 1∆  для некоторого состояния 1x  задача управления заключа-




1 1 1 1 1
1 1 1 1 1 1 1 1 1
( ) ( )
( ) min max ( | , ( ), ( )) ( ) ( | , ( ), ( ))
u U w W t
J x Qx t x u w Ru t Px T x u w∞ ∞ ∞⋅ ∈ ⋅ ∈ ∈∆









при условии (4). Если задача (4)–(5) не имеет решения, полагаем 11( ) .xJ = +∞
Далее считаем, что непусто множество 1 1 1 1{ : ( ) }X x J x= < +∞  и существует 0 )( ,u ⋅  обеспечи-
вающее включение 1 0 0 1( )( , .| )X T x u X⋅ ⊆  Это означает, что существует допустимая стратегия 
управления 01 0 0 1 1 1 1 0 0 0{ ( | ); ( | ), |( , ( | ))}.u x u x x X T x u x= ⋅ ∈ ⋅π ⋅  Качество этой стратегии оценивает-





1 0 0 0 0 0 0| , ( ), (( ) max ( ) ( )) ( | , ( ), (( ))) .
w W t
V Qx t x u w x uR t T wu J x∞ ∞⋅ ∈ ∈∆
π ⋅ ⋅ ⋅ ⋅= + +∑
О п р е д е л е н и е  4.  Допустимая стратегия управления
 
0 0 0 0
1 0 0 1 1 1 1 0 0 0{ | ; | , (( ) ( ) | ( ), | )},u x u x x X T x u x= ⋅ ⋅ ∈ ⋅π  (6)
называется оптимальной, если 01 1( ) min ( ),V Vπ = π  где минимум ищется среди всех допустимых 
стратегий. Программа управления 00 0( )|u x⋅  – оптимальная начальная программа.




0 0 0 0 0
0
1 0 1 1
( ) ( )
( ) min max ( ( )) ( ) ( )
u U w W t





0 0( 1) ( ) ( ) ( ),x t Ax t Bu t Mw t+ = + +  0(0) ,x x=  0 ,t∈∆  1 1 0 0( )  ) ., (x T X w W∈ ∀ ∈⋅
Подытожим проведенные построения. Стратегия управления (6) оптимальна, если 00 0( )|u x⋅  – 
решение задачи (7), 01 1( | )u x⋅  – решения задач (5) для состояний 01 1 0 0 0 ( | , ( | )).x X T x u x∈ ⋅
Отметим, что из задачи (7) следует, что качество оптимальной стратегии 01π  вычисляется как
( )
}




( ) ( )( ) ( )
1 1
( ) min max min max ( | , ( | ), ( )) ( | )
( | , ( | ), ( )) ,
ku U u Uw W w W
k k k k k k
k t
Qx t x u x w Ru t x
Px T
V
x u x w
∞ ∞⋅ ∈ ⋅ ∈⋅ ∈ ⋅ ∈ = ∈∆
∞




тогда как качество оптимальной гарантирующей программы 0 ( )u t  находится из
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( )
}
0 0 1 1 10 0 1
0







( ) min min max ( | , ( ), ( )) ( )




u U u U w
k k
k tW w W
Qx t x u w Ru t
P
u




=⋅ ∈ ⋅ ∈ ⋅ ∈∆∈ ⋅ ∈
∞




Таким образом, принимая во внимание неравенство минимакс, можно заключить что 0 01( ) ( ),V J uπ ≤  
т. е. использование оптимальной стратегии даже с одним моментом замыкания может улучшить 
гарантированное значение критерия качества по сравнению с тем, которое дает применение опти- 
мальной гарантирующей программы.
Сведение задачи (7) к задаче линейного программирования. До начала процесса управле-
ния необходимо знать лишь оптимальную начальную программу 00 0|( ).u x⋅  Оптимальные гаран-
тирующие программы 01 1( | )u x⋅  заранее не строятся, а вычисляются в момент замыкания 1,T  когда 
будет измерено текущее состояние 1( ).x T  Цель дальнейшего изложения – эффективное вычисле-
ние оптимальной начальной программы 00 0|( ).u x⋅
Задачу (7) запишем в эквивалентном виде (см. [9; 10])
 
( )
0 0 0 0 0,
0
1 0
( ) ( )
( ) min max ( ) ( )
u U w W t
V Qx t Ru t∞ ∞⋅ ∈ ⋅a ∈ ∈∆




0 0 0 0
1 1 1 1 1 1 0 0
( 1) ( ) ( ) ( ), ( , ,0)
( ) ( ) { : ( ) } , ) .(
x t Ax t Bu t Mw t x x t
x T X x X J x w W
+ = + + = ∈∆
∈ a = ∈ ≤ a ∀ ⋅ ∈
Центральный результат данного сообщения – аппроксимация задачи (8) задачей линейного 
программирования. 
Пусть mina  – минимальное значение ,a  при котором 1( )X a  непусто, max 1 1max ( ),J xa =  1 1.x X∈  
При фиксированном значении min max[ , ],a∈ a a  множество 1( )X a  для дискретной системы (1) – 
многогранник. Будем аппроксимировать 1( )X a  внешним многогранником 1 1 1 1( ) { :a = ∈ ≤n PX x x  
≤ ( )},ag  где матрица 1P  со строками ,nip ∈  1 1, 2,  ,,i m= …   1,ip =  выбрана независящей от па-
раметра ,a  1( ,  1, 2, ,  )) ) :( (ig g i m= = …a a
 1 1 1( ) max ( ).,i ig x xp X∈′a = a  (9)
Выбирая достаточно большое количество нормалей ,ip  1 1, 2,  ,,i m= …  можно достаточно хо-
рошо аппроксимировать множество 1( )X a  при любом min max[ , ].a∈ a a
Задача (9) – задача линейного программирования, зависящая от параметра .a  Тогда, согласно 
[11], функция ( ),ig a  min max[ , ],a∈ a a  – вогнутая, кусочно-линейная. Для нее с использованием 
результатов параметрического линейного программирования [11; 12] может быть найдено раз- 
биение отрезка min max[ , ]a a  на области линейности функции ( ).ig a  
Далее будем считать, что указанное разбиение найдено для всех ,ip  11, 2, ,, i m= …  в резуль-










 11, , , i m= …  1, , .k K= …  В силу вогнутости функции ( ),ig a  для каждого i имеют 
место неравенства 1.i ik kq q +≥  Тогда для некоторого a из промежутка ( ) ( ) 1[ , )k ka a +a a  имеет место 
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где 1 ,(  ) k kk +ω a = a -a  1, , ( ) 1;k k= … a -  ( )
( ) ; ( ) kk aaω a = a -a ,( ) 0kω a =    ( ) 1, , .k k K= a + …
Пусть 11 m KQ ×∈  – матрица, элементами которой являются ,kiq  11 1( ( ), 2, , ).1,ig g i m= a = …  
Следуя рассуждениям [9], в задаче (8) заменим переменную оптимизации a∈ на переменную 
,Kω∈  10 ,k kk +≤ ω ≤ a -a  1, , ,k K= …  1 ,
K
kk=a = ω∑  а включение 1 1( ) ( )x T X∈ a  – на включение 
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Окончательно задача, аппроксимирующая задачу (8), принимает вид
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Для эффективного численного решения задача (10) сводится к задаче линейного программи-
рования
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1
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Отметим, что процедура аппроксимации задачи (8) задачей (10) (построение матриц 1 1, ,P Q  
значений ka ) может оказаться достаточно трудоемкой. В то же время этот этап является подго-
товительным и не зависит от начального состояния 0.x  Это означает, что в алгоритме управле-
ния по прогнозирующей модели трудоемкость решения зависит только от трудоемкости реше-
ния задачи линейного программирования (11).
Заключение. В сообщении исследована задача построения оптимальной стратегии с одним 
моментом замыкания в задаче минимизации гарантированного значения критерия качества вида 
[6] на траекториях линейной дискретной системой с неизвестными ограниченными возмущени-
ями. Показано, как рассматриваемая задача сводится к задаче линейного программирования, что 
делает метод построения оптимальной стратегии сравнимым по трудоемкости с вычислением 
оптимальной гарантирующей программы.
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