Global search for localised modes in scalar and vector nonlinear
  Schr\"odinger-type equations by Alfimov, G. L. et al.
ar
X
iv
:1
80
9.
00
48
4v
2 
 [n
lin
.PS
]  
15
 M
ar 
20
19
Global search for localised modes in scalar and vector nonlinear
Schro¨dinger-type equations
G.L. Alfimova,b, I.V. Barashenkovc,d,e, A.P. Fedotova, V.V. Smirnova, D. A. Zezyulinf
aNational Research University of Electronic Technology MIET, Zelenograd, Moscow 124498, Russia
bInstitute of Mathematics with Computer Center, Ufa Scientific Center, Russian Academy of Sciences,
Chernyshevskii str. 112, Ufa 450008, Russia
cJoint Institute for Nuclear Research, Dubna 141980, Russia
d Department of Mathematics, University of Cape Town, Rondebosch 7701, South Africa
eDepartment of Physics, University of Bath, Claverton Down, Bath BA2 7AY, UK
fITMO University, St. Petersburg 197101, Russia
Abstract
We present a new approach for search of coexisting classes of localised modes admitted by the repulsive
(defocusing) scalar or vector nonlinear Schro¨dinger-type equations. The approach is based on the obser-
vation that generic solutions of the corresponding stationary system have singularities at finite points on
the real axis. We start with establishing conditions on the initial data of the associated Cauchy problem
that guarantee the formation of a singularity. Making use of these sufficient conditions, we identify
the bounded, nonsingular, solutions — and then classify them according to their asymptotic behaviour.
To determine the bounded solutions, a properly chosen space of initial data is scanned numerically.
Due to asymptotic or symmetry considerations, we can limit ourselves to a one- or two-dimensional
space. For each set of initial conditions we compute the distances X± to the nearest forward and
backward singularities; large X+ or X− indicate the proximity to a bounded solution. We illustrate
our method with the Gross-Pitaevskii equation with a PT -symmetric complex potential, a system of
coupled Gross-Pitaevskii equations with real potentials, and the Lugiato-Lefever equation with normal
dispersion.
Keywords: nonlinear mode, soliton, blow up, defocusing nonlinear Schro¨dinger equation,
Gross-Pitaevskii equation, Lugiato-Lefever equation
1. Introduction
The aim of this paper is to formulate a new approach to the determination of localised solutions
of the nonlinear Schro¨dinger-type systems. The method is particularly efficient in situations where
localised solutions are not unique; it aims at finding all solutions coexisting for a given set of parameter
values. The new approach applies to a broad variety of scalar and vector equations, autonomous or not.
We start with providing several examples of physical significance.
1. The Gross-Pitaevskii equation,
iψt + ψxx − V (x)ψ − |ψ|2ψ = 0, (1)
describes the ground state of the quantum system of identical bosons in the mean field approximation
[1]. Equation (1) is written in its dimensionless form, and corresponds to the elongated (“cigar-shaped”)
condensate with repulsive interparticle interactions. In (1), V (x) = V1(x) + iV2(x) is a complex-valued
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function whose real part V1(x) represents the confining potential. The imaginary part V2(x) accounts
for the injection and elimination of atoms in the condensate in the region where V2(x) is positive and
negative, respectively.
Assuming a steady state solution of the form ψ(x, t) = e−iµtu(x), equation (1) reduces to a nonlinear
ordinary differential equation
uxx + (µ− V (x))u − |u|2u = 0. (2)
It is well-known that even in the case of a real potential V (x) = V1(x) (parabolic or periodic) and real
amplitude u(x), equation (2) can describe numerous nonlinear structures. These include bright and
dark solitons [2, 4, 3, 5, 6, 7, 8, 9, 10, 11, 15], nonlinear periodic structures [8, 12], domain walls [13],
gap waves [14] and even more complex multi-soliton structures that can be classified by means of some
coding procedure [17].
The situation becomes even more involved when the potential V (x) is complex. One of the notable
realisations here is concerned with condensates in parity-time (PT )-symmetric potentials [18, 19, 20, 21].
In this case V1(x) is an even function, i.e., V1(−x) = V1(x) and V2(x) is odd, V2(−x) = −V2(x). Another
area where equation (1) with a PT -symmetric potential finds applications, is nonlinear optics. In optics,
V (x) describes the complex-valued refractive index of a defocusing waveguide, where domains with
positive and negative imaginary part of V (x) correspond to gain and loss of energy, respectively [22].
A wide variety of optical potentials has been considered, see e.g. [23, 24, 25, 26, 27, 28] for particular
examples and [21, 29, 30] for recent reviews.
Decomposing u(x) into its real and imaginary parts, u(x) = u1(x)+ iu2(x), we write (2) as a system
u1,xx + (µ− V1(x))u1 + V2(x)u2 −
(
u21 + u
2
2
)
u1 = 0, (3)
u2,xx − V2(x)u1 + (µ− V1(x))u2 −
(
u21 + u
2
2
)
u2 = 0. (4)
Complete description of all coexisting localised modes described by (3)-(4) is a complex problem that
generically remains unsolved.
2. The dynamics of a mixture of two Bose-Einstein condensates (without the injection or elimination
of atoms) is described by the coupled Gross-Pitaevskii equations
iψ1,t + ψ1,xx − V (x)ψ1 − (β11|ψ1|2 + β12|ψ2|2)ψ1 = 0, (5)
iψ2,t + ψ2,xx − V (x)ψ2 − (β12|ψ1|2 + β22|ψ2|2)ψ2 = 0. (6)
(See, e.g. the recent review [31]). Here ψ1,2(x, t) are the macroscopic wavefunctions of the condensates,
βmn characterize the inter-atomic collisions, and the real function V (x) describes the trap potential.
The generalisation to the case of three or more condensates is straightforward.
It is worth noting that equations (5)-(6) emerge in the optical context as well. In optics, this system
describes the propagation of two light beams in the presence of cross-phase modulation [32].
The list of known localised solutions of this system comprises the nodeless vector solitons (aka ground
states or bright-bright solitons) [73, 72, 68]; their dark-bright [75, 76, 71, 65, 66], dark-dark [67, 77, 78],
and dark-antidark [74] counterparts, as well as localised solutions with more complex structure [68].
One of the applications of the system (5)-(6) is to the description of the miscibility-immiscibility
transition (MIT) in a binary Bose–Einstein condensate. As the inter-species coefficient β12 is increased
through a critical value, the mixed components separate. A simple qualitative estimate for the threshold
is β12 =
√
β11β22 [79, 70] — although this expression is known not to be exact [69].
The substitution ψ1,2(x, t) = e
−iµ1,2tu1,2(x) with real u1,2(x), takes (5)-(6) to the following system:
u1,xx + (µ1 − V (x))u1 − (β11u21 + β12u22)u1 = 0, (7)
u2,xx + (µ2 − V (x))u2 − (β12u21 + β22u22)u2 = 0. (8)
2
The MIT transition corresponds to the symmetry-breaking bifurcation of its ground state solution. In
order to seek for new localised solutions and study bifurcations of the known ones, it is useful to have
a global picture of the phase space of the system (7)-(8) at a given set of parameter values. This global
view should include all nonlinear modes determined so far.
3. The externally driven nonlinear Schro¨dinger equation (also known as the Lugiato-Lefever equa-
tion),
iψt +
1
2
ψxx − ψ ± |ψ|2ψ = −iγψ + h, (9)
arises as an amplitude equation for an optical pulse in the pumped ring resonator [42]. Here ψ(x, t)
is a complex amplitude of the field in the resonator, while γ and h stand for the damping coefficient
and pumping amplitude, respectively. The studies of the Lugiato-Lefever equation were boosted by the
discovery of the frequency combs associated with the Kerr temporal solitons (see e.g. [45, 46, 47]). The
frequency combs are of the utmost importance for the metrology applications [43, 44].
Equation (9) is written in its dimensionless form. The control parameters γ and h are real; the
negative and positive sign in front of the cubic term corresponds to the case of normal and anomalous
dispersion, respectively. Assuming that the field is stationary and decomposing ψ(x) = u1(x) + iu2(x),
equation (9) is cast in the form
1
2
u1,xx + u1 − γu2 ±
(
u21 + u
2
2
)
u1 − h = 0, (10)
1
2
u2,xx + γu1 + u2 ±
(
u21 + u
2
2
)
u2 = 0. (11)
A variety of solutions of (10)-(11) have been reported in literature. These include bright and dark solitons
[55, 56, 57, 58, 59, 47, 52, 53] as well as periodic structures [49, 50]. For particular values of the control
parameters, there are kinks interpolating between different flat backgrounds [52, 53]. As a parameter
is varied, a bright soliton may transform into a kink-antikink pair [53, 51], with the transformation
involving the snaking mechanism [64]. Heteroclinic connections between a periodic solution and a flat
background were found in the case of the anomalous dispersion [49] and it was conjectured [52] that
no such connections exist in the case of the normal dispersion. (In what follows we argue that the
connections of the above type do exist in some parameter range).
Equations (2), (7)-(8) and (9) admit a common vector formulation:
uxx +A(x)u −B(u,u;x)u+ h(x) = 0. (12)
Here u(x) is an n-component real vector of unknowns, u(x) = col (u1(x), . . . , un(x)); A(x) is an n× n
real matrix-valued function of x; B(a,b;x) is a diagonal n×n real matrix where the entries Bk,k(a,b;x),
k = 1, . . . , n, are bilinear forms of n-component vectors a and b, with the coefficients dependent on x;
h(x) is an n-component real vector-function. In this study we focus on soliton solutions of (12). These
are localised solutions satisfying the boundary conditions
u(x)→ u− as x→ −∞, u(x)→ u+ as x→ +∞, (13)
where u± are constant vectors.
Typically, a numerical search for soliton solutions involves an iterative algorithm with some initial
guess for the form of the soliton. Since the system (12) is nonlinear, it is not a priori obvious whether
the resulting solution is unique, and if not — how to set up initial guesses leading to other solutions
coexisting for the same set of parameters. A method providing a global view of all coexising solitons
would therefore be of great help.
In this paper, we formulate a variant of the shooting method aimed to give a comprehensive de-
scription of the full set of localised solutions of the system (12) with the defocusing nonlinearity. The
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method is based on the observation that, under some physically meaningful assumptions about the
coefficients and potential functions of the system (12), most of its solutions become infinite at a finite
x. We formulate conditions that allow one to recognise a singular solution before it blows up. Using
these conditions we estimate the distance to the singularities X± and seek for bounded solutions in the
vicinity of solutions with “anomalously large” X±. The set of bounded solutions contains, in particular,
all solitons — that is, localised solutions with the boundary conditions (13).
The paper is organised as follows. The basics of our method are outlined in Section 2. We demon-
strate that the singular behaviour is generic for equations in the class (12), formulate sufficient conditions
for the blow-up and establish an upper bound for the distance to the singularity. In Sections 3,4 and
5 the method is exemplified by the PT -symmetric complex Gross-Pitaevskii equation (1), the system
(5)-(6) of two real Gross-Pitaevskii equations, and the Lugiato-Lefever equation (9). Section 6 concludes
the paper with a summary and discussion.
2. The method
2.1. Singular solutions
A simple example of an equation with the required properties is
uxx − u3 = 0. (14)
This is a particular case of the Emden-Fowler equation [33]. It results by setting u(x) ≡ u(x), A(x) ≡ 0,
B(u, u;x) ≡ u2, and h ≡ 0 in the system (12) with n = 1. The general solution of (14) is a union of two
bi-parametric families,
ua(x) = ±
√
2A dn
(
A(x− x˜); 2−1/2)
sn
(
A(x− x˜); 2−1/2) (15)
and
ub(x) = ±
√
2A sn
(
A(x − x˜); 2−1/2) dn (A(x − x˜); 2−1/2)
cn
(
A(x− x˜); 2−1/2) , (16)
where A > 0, x˜ is real and cn, sn, dn are the Jacobi elliptic functions. An additional one-parameter
family arises by sending A→ 0 in (15),
u0(x) = ±
√
2
x− x˜ , (17)
while sending A→ 0 in (16) produces the trivial solution u = 0.
Since the denominator in the expressions for ua,b,0(x) has zeros, none of the solutions (15), (16) or
(17) is free from singularities. (The only nonsingular solution is u(x) = 0.) The ingredient in (14) that
is responsible for the blow-up of solutions, is the repulsive (defocusing) nonlinear term −u3. Indeed, any
solution of the linear equation uxx = 0 or the equation with the attractive (focusing) term +u
3 exists
globally in the whole real axis x ∈ R.
The singular solutions continue to prevail if we consider the following well-researched generalisation
of the Emden-Fowler equation:
uxx − p(x)|u|βsgn(u) = 0. (18)
The singular solutions are typical for the case p(x) > 0, β > 1. (See [34], Theorem 20.30.)
Another generalisation is given by the equation
uxx + (µ− V (x))u − u3 = 0, µ ∈ R, (19)
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with several classes of real V (x). As in the previous examples, most of the solutions of (19) with
the initial conditions set at some x = x0, blow up on the real line. In the case of the parabolic and
infinite double-well potentials V (x), the singular behavior of solutions to (19) was exploited to classify
all localised bounded modes coexisting for the given µ [15]. In the case of the periodic potentials, the
blowing up solutions are also generic [16]. This fact gives rise to the classification of nonlinear structures
in terms of bi-infinite symbolic sequences [17, 16, 39].
2.2. Blow-up in the system (12): sufficient conditions
In fact, the singular behaviour is generic even in a vector situation, with a broad class of nonlinear
terms in the system (12). The blow-up can be guaranteed if the initial condition of the corresponding
Cauchy problem is simply “large enough”. The following proposition makes this notion precise.
Proposition 1. Assume the following.
(i) A(x) is a continuous matrix function defined on x ∈ R+, and there exists a constant α1 ∈ R such
that for any x ∈ R+ and any y ∈ Rn,
(A(x)y,y) ≤ α1
2
‖y‖2. (20)
Hereafter ‖y‖2 = (y,y).
(ii) Any entry Bk,k(y,y;x), k = 1, . . . , n, of the diagonal matrix B(y,y;x) is a positive definite
quadratic form of y. Moreover, Bk,k(y,y;x), k = 1, . . . , n, is a continuous function of x, defined
in x ∈ R+ for any y ∈ Rn, and there exists a constant α2 > 0 such that for any x ∈ R+, any
k = 1, . . . , n, and any y ∈ Rn,
Bk,k(y,y;x) ≥ α2
2
‖y‖2. (21)
(iii) h(x) is a continuous function of x defined on x ∈ R+, and there exists a constant H0 > 0 such
that for any x ∈ R+,
‖h(x)‖2 ≤ H0. (22)
Then the solution of the Cauchy problem for Eq. (12) with initial data u(0) = u0, ux(0) = u
′
0 such
that
‖u0‖2 > 1
2α2
(
α1 + 1 + 2
√
(α1 + 1)2 + 4α2H0
)
, (23)
(u0,u
′
0) ≥ 0, (24)
blows up, i.e. limx→x˜ ‖u(x)‖ = +∞ for some x˜ ∈ R+. Moreover, 0 < x˜ ≤ D where
D =
√
2π√
2α2‖u0‖2 − α1 − 1
. (25)
The proof of Proposition 1 is relegated to Appendix A.
Four comments are in order.
1. Proposition 1 states that, under certain conditions on A(x), B(y,y;x) and h(x), x ∈ R+, the
solution of the system (12) with initial conditions at x = 0 has a singularity within the positive D-
neighbourhood of x = 0. If the assumptions (i)-(iii) are met by the coefficient matrices A˜(x) = A(−x),
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B˜(y,y;x) = B(y,y;−x) and vector h˜(x) = h(−x), with x ∈ R+, a singularity is guaranteed to occur
within the negative D-neighbourhood.
2. The initial conditions for the Cauchy problem in Proposition 1 are set at x = 0. However, by
shifting x → x + x+ the initial conditions can be imposed at any point x = x+. Then Proposition 1
guarantees the presence of singularities of the solution in the positive D-neighbourhood of x = x+.
3. When h(x) ≡ 0 the estimations of Proposition 1 can be specified. Namely, if the condition (24)
holds together with
‖u0‖2 ≥ max
(
α1
2α2
;
3α1
2α2
)
, (26)
(instead of (23)) then the estimation 0 < x˜ ≤ D for the blow-up point holds with
D =
√
2π√
2α2‖u0‖2 − α1
, (27)
instead of (25).
4. The assumptions of Proposition 1 are satisfied by a number of physically relevant models, see the
sections 3, 4 and 5.
2.3. Numerical approach
Any solution of the system (12) is uniquely determined by 2n initial conditions imposed at some
point x = x0:
uk(x0) = Ck, uk,x(x0) = C
′
k, k = 1, . . . , n. (28)
LetX+(x0;C1, C
′
1, . . . , Cn, C
′
n) be the coordinate of the singularity of the solution to the Cauchy problem
(12), (28) located to the right of x0. Similarly, letX
−(x0;C1, C
′
1, . . . , Cn, C
′
n) be defined as the coordinate
of the singularity to the left of x0. If the solution of the Cauchy problem exists in the whole semi-infinite
interval (x0,+∞), we write
X+(x0;C1, C
′
1, . . . , Cn, C
′
n) = +∞. (29)
Similarly, if the solution exists in the whole semiaxis (−∞;x0), we let
X−(x0;C1, C
′
1, . . . , Cn, C
′
n) = −∞. (30)
The definition of the functions X± is illustrated in Fig. 1.
Our aim is to detect points in the space Ck, C
′
k k = 1, . . . , n, where equations (29) and (30) hold
true — that is, detect the initial conditions for which the solution exists on the whole real line. Note
that the validity of (29) and (30) does not yet imply that u(x) is a soliton solution of Eq. (12). One
still needs to check whether the boundary conditions (13) are satisfied.
In order to compute numerically X+ for initial data Ck, C
′
k k = 1, . . . , n we choose the value M
large enough, such that
√
2π√
2α2M2 − α1 − 1
< δx
where δx is a small tolerance value chosen beforehand. For a given set of Ck and C
′
k, k = 1, . . . , n,
we solve the Cauchy problem (12), (28) along the x-line. Let x reach a point x+ where the solution
satisfies the conditions (u(x+),u′(x+)) ≥ 0 and ‖u(x+)‖2 ≥M2. Then according to Proposition 1, x+
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Figure 1: Definition of the functions X± in the case where the system (12) has a single component (n = 1).
approximates the position of the singularity X+ up to the error δx. In a similar manner the value of
X− can be computed.
Then the approach can be sketched in general as follows. Introduce a fine grid in the space of
parameters Ck, C
′
k, k = 1, . . . , n. For each point of the grid we compute the values X
±. If at some node
of the grid the values of X± are “anomalously large”, we repeat the procedure on a finer grid in the
vicinity of this node. Repeating in such a way we can locate the initial data Ck, C
′
k, k = 1, . . . , n that
correspond to the bounded solution.
Evidently, the scanning in the space of parameters Ck, C
′
k, k = 1, . . . , n with large n is a computa-
tionally costly exercise. However, the dimension of the space may be reduced by noting a symmetry of
the nonlinear mode or using its asymptotic behaviour at infinity.
(a) Symmetry-based reduction. The former approach can be exemplified by the Gross-Pitaevski
equation (2) with a PT -symmetric potential V ∗(−x) = V (x). It is known that all soliton solutions
supported by a generic potential of this type have to be PT symmetric [21]. This implies that while
studying the system (3)-(4) one can impose the conditions u1,x(0) = 0 and u2(0) = 0 and analyze
functions of two arguments rather than four: X−(0;C1, 0, 0, C
′
2) and X
+(0;C1, 0, 0, C
′
2). Plotting the
function X+(0;C1, 0, 0, C
′
2) over (C1, C
′
2)-plane we identify the initial values corresponding to the infinite
interval of existence of the solution to the Cauchy problem. (On the other hand, we do not need to
plot the function X− since its graph obtains from the graph of X+ by a mere reflection X → −X ,
C′2 → −C′2.) Once the solutions existing over the entire real line have been identified, their asymptotic
behaviours as x→ ±∞ should be further examined to select solitons.
(b) Asymptotic reduction. An alternative approach is suitable for solutions of the system (12) ap-
proaching the equilibrium state u+ as x → +∞ (or the equilibrium state u− as x → −∞). In the
phase space of the dynamical system generated by equations (12), the corresponding trajectories lie on
the stable/unstable manifold of this equilibrium state. Accordingly, we can restrict ourselves to the
evaluation of the function X− (or X+) just on that manifold. If the dimension of the stable manifold
is much smaller than 2n, this reduction will simplify the analysis quite considerably.
To illustrate this idea, we consider the linearisation of the system (12) about the equilibrium state
u+:
vxx = Lv. (31)
Here L = L(x) is an n × n real matrix. Assume that the equation (31) has m linearly independent
solutions v+1 (x), ...,v
+
m(x) satisfying v
+
i → 0 as x → +∞ and m < 2n. Any solution of the vector
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equation (12) approaching u+ as x→∞, can be approximated by
u(x) ≈ u+ + C1v+1 (x) + . . .+ Cmv+m(x), (32)
ux(x) ≈ C1v+1,x(x) + . . .+ Cmv+m,x(x). (33)
Here C1, . . . , Cm are real coefficients. We examine the solution of the system (12) with the initial condi-
tions (32)-(33) imposed at a point x = x0 with a large x0 > 0. When m = 1, one can plot the function
X−(x0;C1) over an interval −L < C1 < L. When m = 2, the function X−(x0;C1, C2) can be plotted
over a box −L < C1, C2 < L. The objective is to determine the values of the coefficients C1, . . . , Cm
giving rise to “anomalously” large negative X−. These values correspond to large (potentially infinite)
intervals of existence of the solution of the Cauchy problem. The resulting set of solutions should then
be classified into (a) solitons and (b) nonlocalised bounded modes, such as periodic and quasiperiodic
structures, flat-periodic connections etc.
3. The PT -symmetric Gross–Pitaevskii equation
In this and the next two sections, our method is illustrated by several systems of physical sig-
nificance. We start with the PT -symmetric Gross-Pitaevskii equation. The stationary states of the
Gross-Pitaevskii model satisfy the system (3)-(4). The system (3)-(4) belongs to the general class (12)
with u(x) = col (u1(x), u2(x)) and
A(x) =
(
µ− V1(x) −V2(x)
V2(x) µ− V1(x)
)
, B(u,u;x) =
(
u21 + u
2
2 0
0 u21 + u
2
2
)
.
If V1(x) is bounded from below, the assumptions of Proposition 1 are met, with
α1 = 2
(
µ−min
x∈R
V1(x)
)
, α2 = 2.
According to (26), solutions of the system (3)-(4) with the initial conditions set at x = x+ and satisfying
u21(x
+) + u22(x
+) ≡ |u(x+)|2 ≥ 3
2
(
µ−min
x∈R
V1(x)
)
; (34)
u1(x
+)u1,x(x
+) + u2(x
+)u2,x(x
+) ≡ 1
2
d|u(x)|2
dx
∣∣∣∣
x=x+
≥ 0, (35)
blow up. The coordinate of the blow-up point X+ is estimated as
x+ < X+ < x+ +
√
2π√
2α2|u(x+)|2 − α1
. (36)
We exemplify our approach for PT -symmetric harmonic oscillator defined by
V (x) = (x− ia)2, (37)
where a is a real parameter. In this case, α1 = 2(µ + a
2). Two versions of the approach mentioned in
Section 2.3 are applicable.
3.1. Symmetry-based approach
The harmonic potential is generic in the sense that it only supports PT -symmetric solutions. These
have even u1(x) and odd u2(x); consequently, u1,x(0) = 0 and u2(0) = 0. The PT -symmetric solutions
are characterised by the initial data u1(0) = C1 and u2,x(0) = C
′
2. (See the discussion in Sec. 2.3).
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Figure 2: A numerical plot of the function X+(0;C1, 0, 0, C′2) for the stationary Gross-Pitaevskii equation (2) with the
PT -symmetric parabolic potential V (x) = (x− ia)2. In this plot, µ = 4 and a = 0.25. The coordinates on the horizontal
plane are C1 = u1(0) and C′2 = u2,x(0). The bounded solutions corresponding to the peaks marked (a) and (b) are shown
in Fig. 3.
A numerically generated plot of the function X+(0;C1, 0, 0, C
′
2) for a = 0.25 and µ = 4 is presented
in Fig. 2. In order to obtain this figure, the subset (−2.1, 2.1)×(−4, 4) of the plane (C1, C′2) was sampled
with small enough increments in C1 and C
′
2. (Specifically, we used ∆C1 = ∆C
′
2 = 0.004). The Cauchy
problem was solved using a Runge-Kutta routine with the step size ∆x = 0.01. The numerical value
of X+(0;C1, 0, 0, C
′
2) was computed by detecting the point on the real axis where the absolute value of
u(x) exceeded a large enough valueM chosen beforehand. Specifically, we tookM = 104; in view of the
bound (36) the resulting value of X+ is accurate to within δx ∼ 10−2. No further accuracy improvement
is possible without the Runge-Kutta stepsize reduction.
In the plot shown in Fig. 2, five separate peaks are clearly distinguishable. One of these corresponds
to the trivial solution u(x) ≡ 0 while the other four peaks correspond to localised nonlinear modes.
The nontrivial solutions form two pairs symmetric with respect to the origin on the (C1, C
′
2)-plane:
X+(0;C1, 0, 0, C
′
2) = X
+(0;−C1, 0, 0,−C′2). This symmetry stems from the invariance of the equation
(2) under the transformation u → −u. Accordingly, the parameter sets (C1, C′2) and (−C1,−C′2) can
be regarded equivalent.
The coordinates of a peak of X+(0;C1, 0, 0, C
′
2) provide an estimate for the location of the cor-
responding bounded solution. Once an approximate location of the peak is known, one can scan its
neighbourhood with smaller step sizes ∆x, ∆C1, ∆C
′
2 so as to determine the location more accurately.
The resulting values of C1 and C
′
2 are then used to compute the bounded solution. The solutions
associated with two nonequivalent peaks in Fig. 2 are shown in Fig. 3.
3.2. Asymptotics-based approach
An alternative approach to localised solutions of the equation (2) with the oscillator potential (37)
exploits the asymptotic behaviour of the solution rather than its symmetry. Instead of assuming that
the nonlinear mode is PT symmetric, we require it to be localized,
lim
x→∞
u(x) = lim
x→−∞
u(x) = 0. (38)
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Figure 3: The nonlinear modes associated with two nonequivalent peaks in Fig. 2. The panel (a) shows the mode with
C1 = 0.479 and C′2 = 1.972 and panel (b) plots the solution with C1 = 1.860 and C
′
2
= 0.999. The black and blue curves
describe u1(x) and u2(x), respectively.
Due to boundary condition (38) the asymptotics of u(x) at x→ ±∞ is determined by the linearised
equation
uxx +
(
µ− (x− ia)2)u = 0
Then the behaviour of u(x) at x→ −∞ is described by the asymptotic of the parabolic cylinder functions
[81]
u(x) ≈ Cz(µ−1)/2e−z2/2, z = x− ia, x→ −∞, (39)
where C is a constant and a the parameter of the potential (37). We impose the initial condition at the
point x = x0, with a large negative x0. The value of u(x0) is set to (39) and the value of ux(x0) to the
dominant term in the derivative of (39):
u(x0) = Cz
(µ−1)/2
0 exp
(
−z
2
0
2
)
, ux(x0) = −Cz(µ+1)/20 exp
(
−z
2
0
2
)
, z0 = x0 − ia. (40)
In view of the U(1) symmetry of the stationary Gross-Pitaevskii equation (2), it is sufficient to consider
only real positive C. Indeed, the solution u corresponding to a complex C = |C|eiφ is related to the
solution with C real positive by the phase rotation u→ ue−iφ.
For a generic C > 0, the solution with the initial conditions (40) blows up at some finite point
X+ = X+(x0;C). Thus the search for localised nonlinear modes reduces to finding the special values
of C in (40) that produce solutions remaining bounded on the entire line.
In our numerics we used x0 = −5. Figure 4 shows the numerically generated dependencies X+(x0;C)
with µ = 4 and twenty-one equidistant values of a between 0 and 1. Each curve with a far enough from
1 features two separate spikes. The analysis of the shapes of the corresponding solutions u(x) confirms
that each pair of spikes does represent a pair of nonequivalent localised PT -symmetric modes. (We
have already determined these modes in the previous subsection using the symmetry approach.) As a
is increased, the two spikes (two modes) merge and disappear.
We note that these modes have been well documented in earlier literature; see [28, 20].
4. The coupled Gross-Pitaevskii equations
Our second example is the system of coupled Gross-Pitaevskii equations (5)-(6). This system also
can be cast into the form (12) with
A(x) =
(
µ1 − V (x) 0
0 µ2 − V (x)
)
, B(u,u;x) =
(
β11u
2
1 + β12u
2
2 0
0 β12u
2
1 + β22u
2
2
)
.
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Figure 4: Plots of the function X+(x0;C) for the stationary Gross-Pitaevskii equation (2) with µ = 4 and PT -symmetric
parabolic potential V (x) = (x− ia)2. Here x0 = −5 and a ranges from 0 to 1.
The problem that we address using our approach, can be formulated as follows. Let the parameters
β11, β12, β22 and µ1,2 be assigned certain values. For this particular choice of parameters, provide a
global description of the set of all localised solutions of the system (7)-(8).
For illustrative purposes we take the harmonic trapping potential: V (x) = x2. Normalising the
coefficients β11 and β22 to unity, we assume that the remaining parameters satisfy β12 = β, µ1 = µ2 = µ.
The system (7)-(8) verifies the assumptions of Proposition 1 with α1 = 2µ and α2 = max(2, 2β).
Consider a class of solutions S− defined by their behaviour at the left infinity:
u1,2(x)→ 0, x→ −∞.
The full asymptotic behaviour, as x → −∞, of any solution in S− is straightforward from the linear
part of the system (7)-(8):
u1,2(x) = |x| 12 (µ−1)e−x
2/2 (C1,2 + o(1)) , (41)
where C1,2 are real constants. Conversely, for any choice of real C1 and C2, there is a unique solution
of (7)-(8) with the behaviour (41) [80].
Typically, solutions from S− blow up at a finite point. We introduce the function X+(C1, C2) that
returns the point of blow up for the solution (u1(x), u2(x)) in S
−, parametrised by the pair (C1, C2). A
plot of the function X+(C1, C2) can be obtained by scanning a portion of the plane (C1, C2), with µ and
β being kept fixed. Since the system (7)-(8) is invariant under u1(x) → −u1(x) and u2(x) → −u2(x),
only the quadrant C1,2 ≥ 0 needs to be scanned.
Our numerical study proceeded by introducing a radial grid in the (C1, C2) plane. Having picked
a large negative x0, we solved numerically the Cauchy problem with the initial data (41) applied at
x = x0 for each point of this grid.
According to Proposition 1 and comment 3 after this, we would terminate the numerical run once
the condition (24)
u1(x)u1,x(x) + u2(x)u2,x(x) > 0
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Figure 5: The function X+(C1, C2) for µ = 4 and β = 0.4. The scanned area is C21 + C
2
2
< 9 with C1 ≥ 0 and C2 ≥ 0.
The insets sketch the solutions corresponding to the peaks of the function. The upper and lower profiles pertain to u1(x)
and u2(x), respectively.
was satisfied and u21(x) + u
2
2(x) exceeded a large positive threshold M2,
M2 > max
(
µ
α2
;
3µ
α2
)
,
chosen beforehand. The corresponding value of x, x = x+, gives an approximation for the blow up point
X+(C1, C2). The error of the approximation is bounded by equation (27):
|x+ −X+(C1, C2)| ≤
√
2π√
2α2M2 − 2µ
.
The values of |x0| and M were chosen so large that any further increase of these parameters did not
have any visible effect on the resulting plot of X+(C1, C2).
A typical graph of the function X+(C1, C2) is in Fig. 5. The following comments are in order.
1. The peak at C1 = C2 = 0 corresponds to the trivial solution u1(x) = u2(x) ≡ 0 of the system
(7)-(8). The two pairs of peaks on the C1 and C2 axes correspond to solutions with one of the two
components equal to zero. For instance, the peaks on the C1-line correspond to solutions with u2(x) ≡ 0
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and u1(x) = U(x), where U(x) solves the equation
Uxx + (µ− x2)U − U3 = 0. (42)
One of these solutions is even and nodeless (the bright soliton), and the second one is odd and has
exactly one node at x = 0 (the dark soliton). We call these solitons the single-component solitons and
mark them (B, 0) and (D, 0). The peaks on the C2-line correspond to the single-component solitons
(0, B) and (0, D). These solutions are sketched in the insets to Fig. 5.
2. The two peaks on the bisector line C1 = C2 correspond to solutions with u1(x) = u2(x) = U(x),
where U(x) satisfies
Uxx + (µ− x2)U − (1 + β)U3 = 0.
These solutions can be labelled as the bright-bright and dark-dark solitons and denoted (B,B) and
(D,D), respectively. The components of the (B,B) soliton are even functions of x and those of the
(D,D) soliton are odd.
3. There are two peaks that do not belong to any of the above-mentioned cases. These can be clas-
sified as mixed states of dark-bright or bright-dark type and labelled as (D,B) and (B,D), respectively.
4. Refining the grid and expanding the scanned area does not reveal any new peaks in the graph. We
accept this as numerical evidence of the nonexistence of any additional soliton solutions with C1 > 0 and
C2 > 0 for the given values of µ and β. The localised modes with negative C1, C2 or both, are related
to those discussed above by reflections u1 → −u1 and u2 → −u2. For example, the mixed state (B,D)
gives rise to three solutions with negative C1, C2 or both. These will be denoted (−B,D), (B,−D) and
(−B,−D).
Using our method, we track bifurcations of the solitons occurring as β > 0 is varied while µ is kept
constant. It is convenient to illustrate these bifurcations using just the positive quadrant of the (C1, C2)
plane; see Fig. 6. The peaks corresponding to the soliton states are marked by red dots. As β is changed,
the solitons undergo the following transformations.
a) When β = 0 (Fig. 6(a)) the equations are uncoupled. There are four nonequivalent single-
component solitons (marked by circles on the C1 and C2 axes): (B, 0), (D, 0), (0, B) and (0, D). Also
there are four mixed states (B,B), (B,D), (D,B) and (D,D).
b) As β is increased (Fig. 6(b-c)), the points that mark the (B,D) and (D,B) states move toward
the C1 and C2 axes, respectively. Once the parameter β has reached β1 ≈ 0.47, the solution (B,D) is
absorbed by the single-component state (B, 0) and the (D,B) is absorbed by (0, B) (see the diagram 7,
panel a). Note that the symmetric states (B,−D) and (−D,B) are also absorbed by (B, 0) and (0, B);
therefore the bifurcations are of the pitchfork type here.
c) Six soliton states (B, 0), (D, 0), (0, B), (0, D), (B,B), (D,D) persist in the interval β1 ≤ β < 1.
No other localised solutions were found in this range of β.
d) At the point β = 1, the system possesses an additional continuous symmetry. If (U(x), 0) is a
solution of the equation (42), the vector function (U(x) cosϕ,U(x) sinϕ) with 0 ≤ ϕ < 2π satisfies the
system (7)-(8). This degeneracy explains the diagram in Fig. 6(d) where the pairs of (C1, C2) pertaining
to localised states form two circular arcs. The arc of the smaller radius connects the (0, D) and (D, 0)
states, whereas the longer arc connects (0, B) to (B, 0).
e) When β is in the range 1 < β < β2, with β2 ≈ 1.74, we have the same six soliton states
again: (B, 0), (D, 0), (0, B), (0, D), (B,B), and (D,D). [See Fig. 6(e)]. A symmetry-breaking pitchfork
bifurcation occurs as β goes through β2. Here, two asymmetric states (B+, B−) and (B−, B+) branch
off from the (B,B) solution [Fig. 6(f)]. The emerging states are related to each other by the inversion
x → −x supplemented by the transposition u1 → u2, u2 → u1 (see Fig.7, panel b). This bifurcation
corresponds to the MIT transition and has been widely discussed in the literature.
f) As β is raised further, the (C1, C2)-points for the asymmetric states (B+, B−) and (B−, B+) move
closer to the C1 and C2 axes — but never reach them. The eight soliton states persist until the next
bifurcation point β = β3, with β3 ≈ 5.77 [Fig. 6(g)].
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Figure 6: Points on the parameter plane pertaining to the soliton solutions (marked by red dots). Here µ = 4 and
0 ≤ β ≤ 10. (A) β = 0; (B) β = 0.2; (C) β ≈ β1, (D) β = 1; (E) β = 1.5; (F) β ≈ β2; (G) β = 5.5; (H) β ≈ β3; (I) β ≈ β4.
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Figure 7: The schematics of the soliton bifurcations in the system (7)-(8) with µ = 4 and 0 < β < 10. The upper and
lower profiles correspond to u1(x) and u2(x), respectively.
g) On passing through β = β3 a new pitchfork bifurcation takes place. Here, two pairs of dark-bright
solitons with small bright components B˜ branch off from the single-component dark solitons (D, 0) and
(0, D) [Fig.6(h)]. The pair detaching from the (D, 0) has opposite lower components; we denote these
states (D,±B˜), see Fig.7, panel c. The pair bifurcating from the (0, D) comprises solitons with opposite
upper components: (±B˜,D). See Fig. 6(i).
h) One more pitchfork bifurcation occurs as β passes through β4 ≈ 8.59. Here, two states branch
off from the (B,B) solution. The new states that we denote by (Bˆ, Bˇ) and (Bˇ, Bˆ), are related by
permutation: u1 → u2, u2 → u1. Both of their components are even and the solutions are of the
bright-bright variety, see Fig.7, panel d.
Thus, our approach allows us to classify all solitons with µ = 4 and track their bifurcations in the
interval 0 ≤ β ≤ 10. The bifurcations are summarised in Fig. 7. It is fitting to note that the bifurcation
sequence for the (B,B) solitons is well protocoled in the literature. (See e.g. Fig. 11 in [68]). On the
other hand, the homotopy connection between the (B,D) and (B, 0) states (and its symmetric (D,B)
to (0, B) counterpart), to the best of our knowledge, have not been reported before. Neither we have
been not aware about the pitchfork bifurcations of the (D, 0) and (0, D).
5. The Lugiato-Lefever equation
Our third example is the externally driven damped nonlinear Schro¨dinger equation — equation (9).
For the stationary states ψ = u1(x) + iu2(x), the equation can be written as
1
2
u1,xx + u1 ± u1(u21 + u22) = γu2 + h, (43)
1
2
u2,xx + u2 ± u2(u21 + u22) = −γu1. (44)
The negative and positive signs in front of the nonlinearity correspond to normal and anomalous dis-
persion, respectively.
In the four-dimensional phase space with coordinates (u1, u
′
1, u2, u
′
2) equations (43)-(44) generate a
reversible dynamical system. (The system is conservative if γ = 0; otherwise, to the best our knowledge,
it does not have any first integral.) Homogeneous solutions — often referred to as the flat backgrounds
— correspond to equilibria of the dynamical system, and periodic solutions correspond to its closed
orbits. Solutions that are asymptotic to the same respectively different backgrounds as x → +∞ and
x→ −∞, represent homoclinic respectively heteroclinic orbits. There is a great body of work devoted to
the closed orbits as well as homoclinic and heteroclinic solutions in reversible systems, see [60, 62, 63, 64].
Methods for the determination of such trajectories are also well documented [61].
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In the case of the normal dispersion, the system
1
2
u1,xx + u1 − u1(u21 + u22) = γu2 + h, (45)
1
2
u2,xx + u2 − u2(u21 + u22) = −γu1 (46)
satisfies the assumptions of Proposition 1 of section 2.2. In this case α1 = α2 = 4, and H0 = 4h
2, so
that if
|u(x−)|2 ≥ 1
8
(
5 + 2
√
25 + 64h2
)
;
d|u(x)|2
dx
∣∣∣∣
x=x−
≥ 0,
the solution of the Cauchy problem with the initial conditions at x = x− blows up at some point within
the left D-neighbourhood of x = x− where
D =
√
2π√
8|u(x−)|2 − 5 .
The homogeneous solutions of (45)-(46) are u1(x) ≡ U1, u2(x) ≡ U2 where the constants U1,2 satisfy
the algebraic system
U1 − U1(U21 + U22 ) = γU2 + h (47)
U2 − U2(U21 + U22 ) = −γU1. (48)
Depending on the values of γ and h, the system (47)-(48) may have one or three roots [56, 57]. The
type of the equilibrium is determined by the eigenvalues Λ1,2 of the linearisation matrix
L =
(
L11 L12
L21 L22
)
,
where
L11 = 6U
2
1 + 2U
2
2 − 2, L12 = 2γ + 4U1U2;
L21 = −2γ + 4U1U2, L22 = 6U22 + 2U21 − 2.
Since the dynamical system (43)-(44) is reversible, it may have four types of equilibria. (i) If the
eigenvalues are both real and positive, the equilibrium is classified as a saddle. (ii) Real negative Λ1,2
corespond to an elliptic point. (iii) Two real eigenvalues of the opposite sign define a saddle-center. (iv)
Finally, an equilibrium with the complex conjugate eigenvalues, is a saddle-focus. Fig. 8 divides the
(γ, h)-plane into four parameter regions according to the number of equilibria and their types.
Generic localised solutions of (43)-(44) are asymptotic to the flat backgrounds of the saddle and
saddle-focus types. To illustrate our method, we restrict ourselves to the case of the saddle-focus and
denote Λ,Λ the associated pair of complex eigenvalues of L.
In the vicinity of the saddle-focus equilibrium, there exist a local 2D stable manifold, W s, and a
local 2D unstable manifold, Wu. We parametrise trajectories on W s as follows. Let Im Λ > 0 and
define λ = α+ iβ, with α, β > 0, such that Λ = λ2. The asymptotic behaviour of a solution of (43)-(44)
that tends to (U1;U2) as x→ +∞ is
u1(x)− U1 ≈ −ǫL12e−αx cos(β(x − ϕ)); (49)
u2(x)− U2 ≈ ǫ|L11 − Λ|e−αx cos(β(x − ϕ)− ψ). (50)
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Figure 8: Four types of equilibrium states on the plane of control parameters. There is a single equilibrium (single flat
background) in the green- and peach-tinted regions. The equilibrium is a saddle (marked S) in the green domain and
saddle-focus (SF ) in the peach-coloured area. In each of the pink and blue domains, there are three coexisting flat
backgrounds. The blue region harbours a saddle (S), saddle-center (SC) and saddle-focus (SF ) while in the pink area,
the three equilibria are a saddle, saddle-center and elliptic point (marked E).
Here ψ = arg (L11 − Λ) while 0 ≤ ϕ < 2π and ǫ > 0 are free parameters.
Consider the Cauchy problem for the system (43)-(44) with the initial data on W s:
u1(0) = U1 − ǫL12 cosβϕ; (51)
u1,x(0) = ǫL12|λ| cos(βϕ + θ); (52)
u2(0) = U2 + ǫ|L11 − Λ| cos(βϕ+ ψ); (53)
u2,x(0) = −ǫ|L11 − Λ||λ| cos(βϕ + ψ + θ), (54)
where θ = arg λ and ǫ is a fixed positive value that has to be taken small enough. In (51)-(54) we have
used the translation invariance to set the initial condition at x = 0. Since ǫ is fixed, the parameter ϕ
defines the trajectory on W s uniquely. See Fig. 9.
Let X− denote the coordinate of the singularity of the solution with the asymptotic behaviour (49)-
(50) as x → +∞. Clearly, X− depends on the parameter ϕ. (See the schematic in Fig. 9.) The graph
of the function X−(ϕ) for 0 ≤ ϕ < 2π is constructed by solving the system (43)-(44) in negative x, with
the initial data (51)-(54). The value of X− is approximated by the coordinate of the point on the real
axis where |u(x)| exceeds a threshold M set beforehand. The accuracy of this approximation is given
by D in equation (25).
We now present results of the computations for h = 0.2 and three values of γ.
5.1. The case h = 0.2, γ = 0.1.
The function X−(ϕ) is depicted in Fig. 10. A coarse sampling of the interval 0 ≤ ϕ < 2π reveals a
single well; see panel (a). Panel (b) zooms in on the fine structure of that well. Here, one can discern
numerous dips representing bounded solutions. Some of these solutions are illustrated in Fig. 11.
Several remarks are in order here.
1. Figure 10(b) gives only a rough idea of the fine structure of the well that is extremely complex.
According to [63], the existence of the primary homoclinic orbit implies the existence of infinitely many
homoclinic orbits that make n ≥ 2 loops in the vicinity of the primary orbit. These orbits correspond
to bound states of solitons located some distance away from each other. This means that there are
infinitely many dips that should be discernible by a sufficiently dense sampling.
2. Fig. 11 displays the Cauchy-problem solutions corresponding to some of the dips in Fig. 10(b).
Most of these solutions blow up a certain distance away from the initial point. However this distance
is large; hence Fig. 11 gives a fairly accurate description of the bounded solutions that remain close to
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Figure 9: The left panel illustrates the stable manifold W s of the equilibrium (shaded). The trajectories that flow into
the equilibrium as x → ∞ are parametrized by the angle ϕ, 0 ≤ ϕ < 2pi. The right panel sketches the position of the
singularity of the trajectory with the parameter ϕ in the negative-x line. The function X−(ϕ) was evaluated by solving
the initial-value problem numerically.
Figure 10: The function X−(ϕ) for h = 0.2 and γ = 0.1. In the left panel, the interval 0 ≤ ϕ < 2pi is sampled at a low
resolution. The right panel zooms in on the neighbourhood of the well in the left panel. Solutions corresponding to the
dips marked by letters are shown in Fig 11. The only solution that does not blow up in our computation corresponds to
the dip marked f .
18
Figure 11: Solutions of the system (45)-(46) corresponding to the “dips” of the graph of X−(ϕ) in Fig. 10(b). The panel
(a) displays the solution corresponding to the dip marked a in Fig. 10(b); the panel (b) shows the solution marked b, and
so on. Plotted is |u| =
√
u2
1
+ u2
2
. The computations were run until |u| reached 104. The solution in (a) is the fundamental
soliton; panels (b)-(d) show bound states of fundamental solitons. Panel (f) depicts a heteroclinic connection between the
saddle-focus equilibrium and a periodic orbit while panel (e) features a solution consisting of two such connections.
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the blowing-up solution over a long x interval. (The former can be determined by the fine-tuning of
ϕ; see remark 4 below.) In particular, panel (a) of Fig. 11 gives an idea of the fundamental soliton of
Eqs. (45)-(46). Panels (b)-(d) show a bound state of two fundamental solitons, with varied separation.
(The existence of the bound states is due to the general argument in [63]; these solutions of the Lugiato-
Lefever equation with normal dispersion have been reported in [52, 53]). Another type of localised mode
— more precisely, a solution that remains close to such a mode — appears in panel (e). This solution
deserves a special comment; see remark 5 below.
3. Panel (f) displays a heteroclinic connection between the saddle-focus equilibrium and a periodic
orbit. This solution is novel. Although periodic solutions of the Lugiato-Lefever equation were reported
in the literature [50], the connections between the flat and periodic solutions were only found in the
equation with anomalous dispersion [49]. (In fact the heteroclinic connections of the said type were
conjectured not to exist in the case of the normal dispersion [52].)
4. Even though generic solutions of the initial-value problem (43)-(44), (51)-(54) are unbounded, this
one-parameter family does contain solitons and their complexes. The corresponding special parameter
values can be determined in an algorithmic way.
Indeed, since the system is reversible, all trajectories that pass through the symmetry plane S =
{u′1 = u′2 = 0} are symmetric. This means that the solution (u1(x), u2(x)) satisfying
u1(x)→ U1, u2(x)→ U2, as x→ +∞
and
u1,x(x
∗) = u2,x(x
∗) = 0
for some x = x∗, has to satisfy
u1(x)→ U1, u2(x)→ U2, as x→ −∞
as well. This observation suggests the following symmetrisation algorithm.
Let ϕ be fixed and u1(0), u1,x(0), u2(0), u2,x(0) given by (51)-(54). We order zeros x
∗
n of the function
u1,x(x), n = 0, 1, . . ., so that
. . . < x∗3 < x
∗
2 < x
∗
1 < 0
and define
Wn(ϕ) = u2,x(x
∗
n), n = 1, 2, . . .
Roots of the function Wn(ϕ) lying in the neighbourhood of a “dip” of the function X
−(ϕ) correspond
to soliton solutions of the Lugiato-Lefever equation (45)-(46). These roots can be determined by the
bisection method. Some profiles of soliton solutions obtained by this symmetrisation procedure are
displayed in Fig. 12.
5. The heteroclinic connection between a periodic solution and the saddle-focus equilibrium gives
rise to novel localised states with “locked” oscillations. A solution of this type is shown in Fig. 12
(d). This solution has been obtained by the symmetrisation procedure in the neighbourhood of the
heteroclinic connection. (The above structure bears some similarity to the “truncated Bloch waves” of
the Gross-Pitaevskii equation with a periodic potential [54].)
5.2. The case h = 0.2, γ = 0.17.
The function X−(ϕ) with h = 0.2, γ = 0.17 has just one narrow dip; see Fig. 13 (a). Our numerical
resolution was insufficient to discern any internal structure of this dip. The initial-value problem solution
with the largest negative value of X−(ϕ) that we were able to reach, is shown in Fig. 13 (b). Making use
of the symmetrisation algorithm in the neighbourhood of this solution we construct a localised nonlinear
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Figure 12: Soliton solutions of the system (45)-(46) computed by means of the symmetrisation procedure. Here h = 0.2,
γ = 0.1; the displayed quantity is |u| =
√
u2
1
+ u2
2
. (a): the fundamental soliton; (b)-(c): two-soliton complexes with
different intersoliton separation distances; (d): a localised state with “locked” oscillations formed by two flat-periodic
connections.
mode (Fig. 13 (c)). This soliton can be interpreted as a kink-antikink pair, where each of the kink and
antikink connect the saddle and saddle-focus equilibria. Localised solutions of this type as well as the
transition from the fundamental soliton to the kink-antikink pair by means of the “snaking” scenario,
were discussed in [53].
5.3. The case h = 0.2, γ = 0.4.
The function X−(ϕ) with h = 0.2, γ = 0.4 is shown in Fig. 14. As it does not feature any dips, we
conclude that no bounded solutions exist in this case. As γ is increased, the function X−(ϕ) flattens out
so that for large γ it is nearly a constant. This observation suggests that no soliton solutions asymptotic
to the saddle-focus equilibrium exist for large values of γ.
A more detailed study of the novel nonlinear modes of the Lugiato-Lefever equation will be presented
in a forthcoming publication.
6. Concluding remarks
In this paper, we have described a method for the numerical search and computation of localised
solutions to a family of scalar or vector Schro¨dinger-type equations with the defocusing nonlinearity.
Our method makes use of the fact that most of the solutions to the system (12) blow up a finite distance
away from the initial point on the real line. It is, effectively, a procedure for the filtering out of the
singular solutions. The procedure relies on a set of sufficient conditions for the blow up and an expression
for an upper bound on the distance to the singularity. The sufficient conditions and the upper bound
are derived in this paper.
Unlike iterative methods, our approach does not require any a priori details on the shape of solution
that we seek to determine. As a result, the method is global : by scanning a sufficiently large domain in
the space of initial values, we can obtain a comprehensive description of the set of coexisting localised
modes. Its additional advantage is that it is capable of establishing the nonexistence of regular solutions
to the boundary-value problem in question. If the nonlinear system does not have any localised modes,
the method yields a “numerical evidence” of this fact.
We have illustrated our method with three examples. First, we used it to reproduce several results
from literature on localised modes in the nonlinear Schro¨dinger equation with a complex-valued PT -
symmetric potential. Second, we applied the new approach to a system of coupled Gross-Pitaevskii
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Figure 13: (a): The function X−(ϕ) for h = 0.2 and γ = 0.17. (b): The solution corresponding to the lowest value of
X−(ϕ) in panel (a) that we were able to reach. (c): A soliton obtained by means of the symmetrisation procedure in the
neighbourhood of the solution in panel (b).
Figure 14: The function X−(ϕ) for h = 0.2 and γ = 0.4.
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equations. Here, we have determined all coexisting soliton solutions in a chosen parameter range and
tracked their bifurcations as the coupling parameter is varied. The third example concerned the Lugiato-
Lefever equation with normal dispersion. In the latter case the method produces some novel solutions in
addition to structures described in the literature. The new solutions include the heteroclinic connection
between a periodic orbit and equilibrium state as well as a sequence of localised solutions consisting of
several periods of oscillation connected to the equilibrium state on either side.
We close the paper by mentioning several theoretical and practical aspects of the method that deserve
further investigation.
First, it would be instructive to fully understand properties of the functions X± that play the central
role in the elimination of singular solutions. Under what conditions are these functions (a) well defined,
(b) continuous, (c) differentiable, and (d) monotonic? Some results for particular cases can be found in
[34, 35, 36, 37, 38].
Second, one should try to loosen the conditions (21) on the nonlinear term that guarantee the
formation of a singularity. The result of [82] may be used to generalise the conditions (21) beyond the
cubic defocusing nonlinearities. On the other hand, equations that have neither focusing nor defocusing
nonlinearity but exhibit blowing up are not unheard of in the literature. For instance, most of the
solutions to the equation
uxx + µu− P (x)u3 = 0, (55)
where P (x) is a real function with alternating sign, develop a singularity at a finite point in R [40, 41].
With regard to the system (5)-(6), this suggests that our method may remain effective even for a much
wider class of nonlinearities.
Finally, the present formulation of our approach confines it to the one-dimensional geometry. The
method does not admit a straightforward generalisation to systems of the form (12) with uxx replaced
with ∆u. However it may be possible to extend it to quasi-one-dimensional situations, in particular to
the radially-symmetric solutions in two and three dimensions.
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Appendix A. Proof of Proposition 1 in Section 2.1
Having taken the dot product of equation (12) with u,
(uxx,u) + (A(x)u,u) − (B(u,u;x)u,u) + (h(x),u) = 0,
we make use of (20)–(22) and the inequalities
(uxx,u) =
1
2
(u,u)xx − (ux,ux) ≤ 1
2
(‖u‖2)xx,
(h(x),u) ≤ 1
2
(‖h(x)‖2 + ‖u‖2) ,
to obtain
(‖u‖2)xx ≥ − (α1 + 1) ‖u‖2 + α2‖u‖4 −H0. (A.1)
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Consider an auxiliary scalar equation
vxx = −(α1 + 1)v + α2v2 −H0. (A.2)
Eq. (A.2) has two homogeneous solutions:
v˜1 =
1
2α2
(
α1 + 1−
√
(α1 + 1)2 + 4α2H0
)
≤ 0,
v˜2 =
1
2α2
(
α1 + 1 +
√
(α1 + 1)2 + 4α2H0
)
≥ 0.
The solution of (A.2) with initial data v(0) = v0, vx(0) = v
′
0 ≥ 0 can be written in the implicit form
x =
∫ v
v0
√
3dξ√
2α2(ξ3 − v30)− 3(α1 + 1)(ξ2 − v20)− 6H0(ξ − v0) + 3(v′0)2
. (A.3)
When v0 > v˜2, the denominator in (A.3) has no roots between v0 and infinity. Then, the integral (A.3)
converges for v = ∞. This implies that any solution of (A.2) with initial conditions v(0) > v˜2 and
vx(0) ≥ 0 blows up at some finite point x = x1 > 0. The coordinate of the singularity x = x1 results by
setting v =∞ in the upper limit of the integral:
x1 =
∫ ∞
v0
√
3dξ√
2α2(ξ3 − v30)− 3(α1 + 1)(ξ2 − v20)− 6H0(ξ − v0) + 3(v′0)2
. (A.4)
The integral (A.4) can be bounded from above by dropping the nonnegative term 3(v′0)
2 in the denom-
inator. Making the substitution ξ − v0 = η2, we obtain the upper bound:
0 < x1 ≤
∫ ∞
0
2
√
3dη√
2α2η4 + (6α2v0 − 3α1 − 3)η2 + 6[α2v20 − (α1 + 1)v0 −H0]
. (A.5)
Returning to the inequality (A.1) we consider the equation (A.2) with the initial data
v(0) = ‖u0‖2, vx(0) = d‖u(x)‖
2
dx
∣∣∣∣
x=0
≡ 2(u0,u′0).
The right-hand side of Eq. (A.2) is a monotonically nondecreasing function of v in the region
v > v⋆ ≡ α1 + 1
2α2
.
Since v˜2 > v
⋆, this implies that the right-hand side is nondecreasing for v > v˜2. The Comparison
Theorem ([48], chapter III, §11, the supplement) guarantees then that ‖u(x)‖ ≥ v(x) on any interval
I ⊂ R+ where the solutions u(x) and v(x) are defined. This means that the solution u(x) with the
initial conditions
‖u0‖ > v˜2, (u0,u′0) ≥ 0
blows up at some x˜, where 0 < x˜ < x1.
It is straightforward to check that if v0 satisfies
v0 >
1
2α2
(
α1 + 1 + 2
√
(α1 + 1)2 + 4α2H0
)
,
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the quartic under the radical in (A.5) admits a simple lower bound:
2α2η
4 + (6α2v0 − 3α1 − 3)η2 + 6
[
α2v
2
0 − (α1 + 1)v0 −H0
] ≥ 2α2 (η2 + γ2)2 . (A.6)
Here
γ =
√
3
4α2
(2α2v0 − α1 − 1).
The lower bound for the denominator in (A.5) translates into an upper bound for the integral:
0 < x1 <
√
6
α2
∫ ∞
0
dη
η2 + γ2
=
√
2π√
2α2v0 − α1 − 1
.
This establishes the statement of Proposition 1.
In particular case, if h(x) ≡ 0, inequality (A.1) can be replaced by
(‖u‖2)xx ≥ −α1‖u‖2 + α2‖u‖4.
Consider instead of (A.2) the auxiliary equation
vxx = −α1v + α2v2.
Then the formulas (27) and (26) follow from the Comparison Theorem in the same way as it was for
(23) and (25). 
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