Introduction
Recently there has been much interest in constructing analog circuits to simulate mathematical programming problems. This concept was first proposed by Dennis ([11) , and later studied by Stern ([2] ([51) introduced a linear programming neural network which had both inverting and noninverting outputs for each node. They showed that the state of the network evolved in such a way that the energy function of the network is monotonically nonincreasing with time. Kennedy and Chua ([68) The components of the gradient of E have the form
We will now see how the circuits on the left of Fig. 1 are used to generate the components of the gradient of the penalty term needed for the circuits on the right.
The function e, in Fig. 1 , relates the current through a nonlinear resistor to the voltage across it, and is defined by
where c > 0 is the weight of the penalty function.
Thus from the circuit depicted in Fig. 1 , we have basic parts. The circuits on the left are used to generate the penalty function for the given constraints. At steady state, the circuits on the right correspond to the first order necessary conditions for a local minimizer of the unconstrained objective function that the value of c is not well defined, since it varies depending on the value of the constraint g1(x). Thus it would seem intractable to analyze the circuit implementation utilizing the penalty method with P2(x) as the penalty function. In order to see which model would be more appropriate to use we will examine the dynamnies of the previously proposed network ( [7] ) keeping in mind the threshold nature of the variables
Therefore, the clrcuit corresponds to solving the unconstrained problem using the exact penalty function P1(x) and c = -b. Since our circuit utilizes a smooth approximation of the exact penalty function, the resulting solution will closely approximate that of the original constrained problem provided that the weight c is sufficiently large. for solving
In the above circuit, a, j, and '? are design parameters. We assume that a > y. Applying Kirchhoff's current law to the circuits on the right side of [7] . It was then shown that the proposed network would act first to decrease the exact penalty function before considering the objective function.
Some practical implementation iues such as the effects of circuit nonlinearities on the solutions of the optimization problems were discussed.
