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Abstract
In this paper we introduce an approximation method for model reduction of large-scale
dynamical systems. This is a projection which combines aspects of the SVD and Krylov based
reduction methods. This projection can be efficiently computed using tools from numerical
analysis, namely the rational Krylov method for the Krylov side of the projection and a low-
rank Smith type iteration to solve a Lyapunov equation for the SVD side of the projection. For
discrete time systems, the proposed approach is based on the least squares fit of the (r + 1)th
column of a Hankel matrix to the preceding r columns, where r is the order of the reduced
system. The reduced system is asymptotically stable, matches the first r Markov parameters of
the full order model and minimizes a weightedH2 error. The method is also generalized for
moment matching at arbitrary interpolation points. Application to continuous time systems is
achieved via the bilinear transformation. Numerical examples prove the effectiveness of the
approach. The proposed method is significant because it combines guaranteed stability and
moment matching, together with an optimization criterion.
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1. Introduction
A large number of physical phenomena, such as electric circuits, heat transfer
through various media, wave propagation, vibration suppression of bridges, and flex-
ible beams, are modeled by linear dynamical systems. Direct numerical simulation
of these mathematical models has been a successful means for studying the underly-
ing complex physical phenomena. In the sequel we will be interested in linear time
invariant (LTI) systems which are described in state space form:
 :
{
σx(t) = Ax(t) + b u(t)
y(t) = c x(t) + d u(t) ⇔  :=
[
A b
c d
]
, (1.1)
where A ∈ Rn×n, b ∈ Rn, cT ∈ Rn, d ∈ R, and σ denotes the shift or the deriva-
tive operator depending on whether we are dealing with discrete or continuous time
systems. In (1.1), x(t) ∈ Rn is the state, u(t) ∈ R is the input, and y(t) ∈ R is the
output of . The transfer function G(s) of  is given by G(s) = c(sI − A)−1b + d.
Although the results apply equally to multi-input-multi-output (MIMO) systems, for
simplicity we will consider only single-input-single-output (SISO) systems.
In many applications, such as circuit simulation, or time dependent PDE control
problems (see [5] for more examples), n is quite large. In these large-scale settings,
the system dimension makes the computations infeasible due to memory, time limi-
tations and ill-conditioning, which is the basic motivation for model reduction. The
goal of model reduction is, then, to produce a lower dimensional system that has
approximately the same response characteristics as the original system, with reduced
storage requirements and evaluation time. The resulting reduced model might be
used to replace the original system in a simulation or to develop a low dimensional
controller suitable for real time applications.
This paper focuses on the following model reduction problem. Given the linear
dynamical system  in (1.1), find a reduced order system r
r :
{
ξ˙ (t) = Arξ(t) + bru(t)
yr (t) = crξ(t) + dru(t) ⇔ r :=
[
Ar br
cr dr
]
, (1.2)
where Ar ∈ Rr×r , br ∈ Rr , cTr ∈ Rr , dr ∈ R, with r  n such that the following
properties are satisfied:
1. The approximation error ‖y − yr‖ is small, and there exists a global error bound.
2. System properties, like stability, are preserved.
3. The procedure is computationally efficient.
Moreover, the reduced order models r will be constructed by projection. In other
words, we will construct matrices V ∈ Rn×r and Z ∈ Rn×r with ZTV = Ir such that
r : Ar = ZTAV, br = ZTb, cr = cV, dr = d. (1.3)
Notice that VZT is an oblique projector.
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Model reduction methods can be classified into three categories:
(a) Singular value decomposition (SVD) based methods,
(b) Krylov (moment matching) based methods, and
(c) SVD-Krylov based methods.
The key ingredients of the SVD based methods are the Hankel singular values,
which are the singular values of the so-called Hankel operator associated with the
system . In SVD based model reduction, Hankel singular values play the same
role as that of the singular values in the approximation of constant matrices. One
of the most common approaches in this category is Balanced Model Reduction first
introduced by Mullis and Roberts [26] and later by Moore [25] in the systems and
control literature. To apply balanced reduction, by simultaneously diagonalizing cer-
tain system gramians, first the system is transformed to a basis where the states
which are difficult to reach are simultaneously difficult to observe. Then, the reduced
model is obtained by truncating the states which have this property. Two other related
approaches in this category are Hankel Norm Approximation [15] and Balanced
Singular Perturbation Approximation [22,24]. When applied to stable systems, these
three approaches preserve stability and provide bounds on the approximation error,
i.e., meet goals 1. and 2. above. Despite these nice system theoretic properties, for
large-scale settings, SVD based methods are expensive to implement because they
require dense matrix factorizations; the resulting computational complexity is O(n3)
and the storage requirements are O(n2). For efficient implementations of balancing
related model reduction algorithms, see [19, 34–39].
Krylov based model reduction methods are based on matching the so-called mo-
ments of the original transfer function around selected frequencies. The kth, k  0,
moment of a system at σ ∈ C is given by the kth derivative of the transfer function at
σ . Then the moment matching problem consists in finding a reduced order model that
matches a certain number of moments of the original model at the selected frequencies.
The Lanczos [23] and Arnoldi [8] procedures, and the rational Krylov method [17]
belong to this category of model reduction. Krylov based methods are numerically
reliable, can be implemented iteratively, and therefore can be applied to systems of
high order. The number of computations is reduced to O(n2r) ( to O(nr) if the matrix
A is sparse) and the storage requirement toO(nr); hence goal 3. of the model reduction
problem is met. But unlike the SVD based methods, stability is not guaranteed and
there exists no a priori computable global error bounds for the approximation error.
Stability can be obtained via restarting [16,32], however in this case exact moment
matching is lost. Moreover, recently in [18,20], a global error expression has been
obtained for the Lanczos procedure.
The current research trend in the area of model reduction is to connect SVD
and Krylov based approximation methods; see, for example, [21,33,29,14,19]. These
methods aim at combining the theoretical features of the SVD based methods such
as stability and global error bounds, with the efficient numerical implementation of
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the moment matching based methods. In this paper we present a model reduction
method which achieves these goals. It is a projection method where the projection
depends both on Krylov subspaces and on the system gramians. Hence the approach
is a combination of the SVD and Krylov based methods, and aims to retain the best
features of each.
For a SISO discrete time system, the approach is based on the least squares fit
of the (r + 1)th column of Hankel matrix to the preceding r columns. The method
guarantees stability. Moreover, the reduced model matches the first r Markov para-
meters of the full order model and minimizes a weightedH2 error. It turns out that the
approach is related to Prony’s method [30,27], used in signal processing for infinite
impulse response (IIR) filter design. We also generalize this approach to moment
matching at arbitrary interpolation points. Application to continuous time systems
is achieved by means of the bilinear transformation. The proposed method proves
efficient, retains stability and matches some moments.
The rest of the paper is organized as follows. First, we review the balanced model
reduction method, an SVD based method, and the rational Krylov method, a Krylov
based method, in Sections 2.1 and 2.2, respectively. Section 3 introduces the proposed
method for discrete-time systems followed by the continuous-time case in Section 4.
Large-scale implementation issues are discussed in Section 5. Section 6 presents a
comparison with the SVD and Krylov based methods. Three numerical examples are
presented in Section 7 followed by the conclusions in Section 8.
In the sequel, we will assume that the full order model  in (1.1) is asymptotically
stable1 and minimal; i.e., the pairs (A, b) and (c, A) are, respectively, reachable and
observable.
2. Overview of basic model reduction methods
2.1. Balanced reduction: an SVD-based method
In this section, we review the balanced model reduction method for SISO contin-
uous-time dynamical systems.
Let  be the SISO continuous time model in (1.1). Closely related to this system
are two continuous-time Lyapunov equations:
AP+PAT + bbT = 0, ATQ+ QA + cTc = 0. (2.1)
Under the assumptions that  is asymptotically stable and minimal, it is well
known that the above equations have unique symmetric positive definite solutions
P, Q ∈ Rn×n, called the reachability and observability gramians, respectively. The
1 A continuous-time system  is called asymptotically stable if (λi (A)) < 0 where (λ) denotes the
real part of λ. Similarly, a discrete-time system  is called asymptotically stable if ρ(A) < 1 where ρ(A)
denotes the spectral radius of A.
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square roots of the eigenvalues of the productPQ are the singular values of the Hankel
operator associated with  and are called Hankel singular values σi() of the system
:
σi() =
√
λi(PQ).
In many cases, the eigenvalues ofP,Q as well as the Hankel singular values σi()
decay rapidly. This phenomenon is explained to a large extent in [6]. This observation
leads to model reduction by truncation.
The minimal and asymptotically stable system  is called balanced if
P = Q =  = diag(σ1Im1 , σ2Im2 , . . . , σqImq ),
where q is the number of distinct Hankel singular values, σ1 > σ2 > · · · > σq > 0,
mi , i = 1, . . . , q are the multiplicities of σi and m1 + m2 + · · · + mq = n. It follows
from the above definition that balancing amounts to the simultaneous diagonalization
of the two positive definite matricesP and Q. The balanced system has the property
that the states which are difficult to reach, i.e. require a large input energy to reach,
are simultaneously difficult to observe, i.e. yield small observation energy. The states
which have this property correspond to small Hankel singular values. Hence a reduced
model is simply obtained by truncating these states from the balanced system.
However in large-scale settings balancing the whole system  and then truncating
is numerically inefficient and can be ill-conditioned. Instead below we will refer to
an implementation of balanced reduction which directly obtains a reduced balanced
system without balancing the whole system.
Let P = UUT and Q = LLT. This is always possible since both P and Q are
symmetric positive definite matrices. The matrices U and L are called square roots of
the gramiansP andQ respectively. LetUTL = ZSY T be the singular value decompo-
sition (SVD). It is easy to show that the singular values of UTL are indeed the Hankel
singular values, hence we have UTL = ZY T where  = diag(σ1Im1 , σ2Im2 , . . . ,
σqImq ). Let 1 = diag(σ1Im1 , σ2Im2 , . . . , σkImk ), k < q, r := m1 + · · · + mk , and
define
W1 := LY1−1/21 and V1 := UZ1−1/21 ,
where Z1 and Y1 are composed of the leading r columns of Z and Y, respectively. It
is easy to check that WT1 V1 = Ir and hence that V1WT1 is an oblique projector. We
obtain a reduced model of order r by projection as follows:
r : Ar = WT1 AV1, br = WT1 b, cr = cV1, dr = d. (2.2)
Noting that PW1 = V11 and QV1 = W11 gives
WT1 (AP+PAT + bbT)W1 = Ar1 + 1ATr + brbTr ,
V T1 (A
TQ+ QA + cTc)V1 = ATr 1 + 1Ar + cTr cr .
Thus, the reduced model is balanced and asymptotically stable (due to the Lyapunov
inertia theorem) for any k  q. As mentioned earlier, the formulas above
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provide a numerically stable scheme for computing the reduced order model based
on a numerically stable scheme for computing the square roots U and L directly in
upper triangular and lower triangular form, respectively. It is important to truncate Z,
, Y to Z1, 1, Y1 prior to forming W1 or V1. It is also important to avoid formulas
involving inversion of L or U as these matrices are typically ill-conditioned due to
the decay of the eigenvalues of the gramians.
The reduced system r defined by (2.2) is asymptotically stable, and the error
system satisfies the followingH∞ error bound:
‖− r‖H∞  2(σk+1 + · · · + σq). (2.3)
For details, see [5,42]. The above result states that if the neglected Hankel singular
values are small, andr are guaranteed to be close. Note that (2.3) is an a priori error
bound. Hence given an error tolerance, one can decide how many states to truncate
before computing the reduced model. However, the computational complexity of this
method is O(n3) and the storage requirements are O(n2).
2.2. Moment matching and the rational Krylov method
In this section, we review the second class of model reduction methods, i.e. Krylov
based (moment matching) methods.
Given the full-order model  as in (1.1), we expand the transfer function G(s) =
c(sI − A)−1b + d about a point σ ∈ C in the complex plane which is not a pole
of :
G(s) = c(σI − A − (σ − s)I )−1b + d
= c(I − (σI − A)−1(σ − s))−1(σI − A)−1b + d
= η(0)σ + η(1)σ (σ − s) + η(2)σ (σ − s)2 + η(3)σ (σ − s)3 + · · ·
=
∑∞
j=0η
(j)
σ (σ − s)j .
η
(j)
σ is called the j th moment of  about σ for j  0, and is given by
η
(0)
σ = c(σI − A)−1b + d, and η(j)σ = c(σI − A)−(j+1)b,
for j = 1, 2, . . . if σ /= ∞
η(0) = d, and η(j) = cAj−1b,
for j = 1, 2, . . . if σ = ∞.
(2.4)
The moment matching approximation problem consists in finding a reduced order
model r with transfer function
Gr(s) = ηˆ(0)σ + ηˆ(1)σ (σ − s) + ηˆ(2)σ (σ − s)2 + ηˆ(3)σ (σ − s)3 + · · ·
such that for an appropriate k there holds
η(j)σ = ηˆ(j)σ , j = 0, 1, 2, . . . , k. (2.5)
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For the special case where σ = ∞, the moments are called Markov parameters and
the corresponding moment matching problem is the problem of partial realization;
for the solution of this problem, see [1,3]. Importantly, this problem can be solved
in a recursive and numerically reliable way, by means of the Lanczos and Arnoldi
procedures. In general for an arbitrary σ ∈ C, this becomes the rational interpolation
problem, see for example [2]. In this case rational Lanczos/Arnoldi procedures give a
numerically efficient solution. The Padé via Lanczos method of [11], which exploits
the connection between the Lanczos procedure and the Padé approximation [9], is
the leading effort for this case. For the multi-point rational interpolation problem, the
solution is given by the rational Krylov method of Ruhe [31]. In this case one matches
the moments of the transfer function at selected frequencies and therefore a better
approximation of the transfer function over a broader frequency range is obtained.
We would like to note that the Krylov based methods match moments without ever
computing them. This is important since the computations of moments is usually
ill-conditioned.
2.2.1. Multi-point rational interpolation by Krylov projection methods
In the multi-point rational interpolation problem by projection, the goal is to find
matrices V ∈ Rn×r and Z ∈ Rn×r with ZTV = Ir so that the reduced system r
is obtained by projection as in (1.3) and matches the moments of  at the selected
interpolation points , i.e. (2.5) holds. Multi-point rational interpolation by projection
was first proposed by Skelton et al. in [10,41,40]. Grimme [17] showed how one can
obtain the required projection by Krylov methods.
Next we will show how one can achieve this goal by Krylov projection methods
where the matrices V and Z span unions of certain Krylov spaces. First, for a matrix
F ∈ Cn×n and a vector g ∈ Cn, we define the Krylov space of index j:
Kj (F, g) := Im ([g Fg F 2g · · ·Fj−1g]) (2.6)
The following theorem is presented in [17]. It shows how to construct the matrices
V and Z as the span of a union of certain Krylov subspaces so that the multi-point
rational interpolation problem by Krylov projection is solved:
Theorem 2.1. If
K⋃
k=1
Kbk
(
(σkI − A)−1, (σkI − A)−1b
)
⊆V = Im (V ) (2.7)
and
K⋃
k=1
Kck
(
(σkI − A)−T , (σkI − A)−T cT
)
⊆Z = Im (Z) (2.8)
where ZTV = I and σk are chosen such that the matrices σkI − A are invertible,
k ∈ {1, . . . , K}, then the moments of  and r satisfy
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η(j)σ = ηˆ(j)σ , for jk = 0, 1, . . . , bk + ck − 1 and k = 1, 2, . . . , K. (2.9)
Theorem 2.1 states that for moment matching based model reduction all one has
to do is to construct full-rank matrices V and Z with Im (V ) and Im (Z) satisfying
(2.7) and (2.8) respectively. Efficient implementations of the rational Krylov method
can be found in [17].
If one uses only one sided projection, the following corollary results.
Corollary 2.1. If
K⋃
k=1
Kbk
(
(σkI − A)−1, (σkI − A)−1b
)
⊆V = Im (V ), (2.10)
Z is any left-inverse of V, i.e. ZTV = I, and σk are chosen such that the matrices
σkI − A are invertible, k ∈ {1, . . . , K}, then the moments of  and r satisfy
η(j)σ = ηˆ(j)σ , for jk = 0, 1, 2, . . . , bk − 1 and k = 1, 2, . . . , K. (2.11)
Unlike the SVD based methods, such as balanced reduction, for the Krylov based
methods, stability of the reduced model is not guaranteed and no a priori error bound
exists. However, the methods are numerically reliable and can be implemented itera-
tively; see, for example, [17,23,8,12,13] for efficient implementations of the Krylov
based methods. They reduce the computational cost toO(n2r) ( toO(nr) if the matrix
A is sparse) and the storage requirements to O(nr).
The rational Krylov method has proven to be very efficient for model reduction,
see [17,12,13] and references therein. But it has the drawback that the selection of
interpolation points is a difficult task since it is an ad-hoc process. For a discussion
on the choice of the interpolation points, see [18]. This issue will be further analyzed
in Example 7.3 in a comparison to the proposed method.
3. Model reduction through least-squares: an SVD-Krylov based approach
Recently much research has been done to obtain model reduction algorithms which
connect SVD and Krylov based methods; see, for example, [19,21,33,29,14]. These
methods aim at combining the theoretical features of the SVD based methods such
as stability and global error bound, with the efficient numerical implementation of
moment matching based methods. This section introduces a model reduction method
which achieves these goals. It is a projection method where the projection depends
both on Krylov subspaces and on the system gramians. Hence the approach is a
combination of the SVD and Krylov based methods, and aims to retain the best
features of each. For discrete time systems, it is based on the least squares fit of the
(r + 1)th column of Hankel matrix to the preceding r columns. The reduced system
preserves stability and matches the first r Markov parameters of the full order model
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(FOM). The application to continuous time is achieved by making use of the bilinear
transformation.
The approach has connections with Prony’s method [30,27], used for infinite
impulse response (IIR) filter design in signal processing. In 1790, Prony derived
a special formulation to analyze elastic properties of gases which resulted in linear
equations. Later, a more general form of Prony’s method was applied to digital filter
design. In the sequel, we will review Prony’s method based on the discussion by Parks
and Burrus [27].
Given a reduced order r, the motivation behind the algorithm is to approximately
match K > 2r moments in a somehow optimal way rather than exactly matching 2r
moments as done in Krylov based methods.
We would like to note that when applied to model reduction of dynamical sys-
tems, Prony’s method in general does not guarantee stability and requires explicit
computation of the moments. However by letting K → ∞, we obtain a model reduc-
tion algorithm by projection which avoids the explicit computation of the moments,
matches the first r Markov parameters, guarantees asymptotic stability, and minimizes
a weightedH2 error. We also generalize the approach to moment matching at arbitrary
interpolation points.
3.1. Least-squares model reduction in discrete-time
Given is the SISO discrete time system  =
[
A b
c d
]
, where A ∈ Rn×n, b ∈ Rn,
cT ∈ Rn, and d ∈ R. We assume that  is asymptotically stable and minimal.
It is well known that an rth order Padé approximant [9] matches the first 2r Markov
parameters exactly. However, no general statement can be made about how well the
remaining Markov parameters are matched. The method we propose below, matches
the first r Markov parameters exactly, and all of the remaining ones approximately
in a (weighted) least-squares sense. Hence we do expect a good match even for the
higher order Markov parameters.
First some definitions are in order. The Hankel matrixH, the infinite reachability
matrix R and the infinite observability matrix O corresponding to the system  are:
H :=

η1 η2 η3 · · ·
η2 η3 η4 · · ·
η3 η4 η5 · · ·
...
...
...
.
.
.
 , R :=
[
b Ab · · · Ar−1b · · ·] ,
O := [cT ATcT · · · (AT)r−1cT · · ·]T ,
where ηi := cAi−1b is the ith Markov parameter. It readily follows that
H = OR. (3.1)
LetHr and hr+1 be, respectively, the first r columns and the (r + 1)th column of
the Hankel matrixH:
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Hr =

η1 η2 · · · ηr
η2 η3 · · · ηr+1
...
...
...
ηr ηr+1 · · · η2r−1
...
...
...
 ,hr+1 =

ηr+1
ηr+2
...
η2r
...
 . (3.2)
Also, denote by Rr , the reachability matrix of index r, i.e.,
Rr := [b Ab · · · Ar−1b].
From the above definitions follows
Hr =H
[
Ir
0
]
= OR
[
Ir
0
]

⇒Hr = ORr ,
and
hr+1 =Her+1 = ORer+1 
⇒ hr+1 = OArb.
Then, the proposed approximation is obtained by computing the least squares fit of
the (r + 1)th column hr+1 ofH to the preceding r columns ofHr ; in other words
HrxLS = hr+1 + eLS
where eLS is the least squares error. Recall that in discrete-time, the observability
gramian is the solution to the Stein equation
ATQA + cTc = Q, (3.3)
and satisfies
Q = OTO.
Hence it follows that the solution xLS is given by
xLS = (HTrHr )−1HTr hr+1 = (RTr QRr )−1RTr QArb.
The characteristic polynomial of the reduced system is
χLS(z) = [1 z · · · zr ]
[−xLS
1
]
. (3.4)
The reduced model LS is, then, obtained by projection as follows:
LS =
[
ZTAV ZTb
cV d
]
, where ZT = (RTr QRr )−1RTr Q and V = Rr .
(3.5)
Remark 3.1. It is clear from (3.5) that the least squares solution reduces to obtaining
the two matrices Z and V so that Im (Z) = Im (QRr ) and Im (V ) = Im (Rr ). Im (V )
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is the rth Krylov subspace of A and b, i.e., Im (V ) =Kr (A,B). Hence V reflects the
moment matching side of the algorithm. On the other hand, Z contains the observability
gramian Q. So, Z reflects the SVD-based side of the algorithm.
Proposition 3.1. The least squares solution LS is independent of the original real-
ization of ; in other words, LS is unique.
Proof. Let T, det(T ) /= 0 be a similarity transformation of , and let A˜, b˜, c˜, d˜ be
the realization of  in the transformed basis, i.e.,
A˜ = TAT −1, b˜ = T b, c˜ = cT −1, and d˜ = d.
For this realization, the reachability matrix R˜r of index r and the observability gramian
Q˜ are easily computed as
R˜r = TRr , Q˜ = T −TQT −1.
Plugging these relationships into the formula for Z˜ and V˜ from (3.5) yields
Z˜T = (RTr QRr )−1RTr QT −1 = ZTT −1 and V˜ = TRr = T V.
Therefore, the reduced order model ˜LS of the transformed realization is given by
˜LS =
[
Z˜TA˜V˜ Z˜Tb˜
c˜V d˜
]
=
[
ZTT −1TAT −1T V ZTT −1T b
cT −1T V d
]
= LS.
Hence, a state-space transformation of  yields the same reduced system. This con-
cludes the proof. 
Theorem 3.1 ([7], Least-squares model reduction). The least squares solution LS
matches the first r Markov parameters of  and is asymptotically stable.
Proof. The first part of the result immediately follows by construction of the solution
as in (3.5) with V = Rr and the one sided projection result as discussed in Corollary
2.1. To prove the second part, i.e., asymptotic stability of LS , we first show that
LS is stable: It follows from Proposition 3.1 that, without loss of generality, we
can take Q = I . Thus from (3.5), we obtain Z = V where V spans the image of
Rr , V
TV = Ir and ALS = V TAV . Recall that the observability gramian Q satis-
fies ATQA + cTc = Q. Since Q = I , it follows that ATA  In. Multiplying this by
V T and V, respectively, from left and right, one gets V TATAV  Ir , which in turn
yields AVV TAT  In. Multiplying the final inequality, once more, by V T and V,
respectively, from left and right, we get
V TAV︸ ︷︷ ︸
ALS
V TATV︸ ︷︷ ︸
ATLS
= ALSATLS  I.
This shows stability, i.e., |λi(ALS)|  1. This means that ALS may have poles on the
unit circle. To prove that this is not the case, we first complete the columns of V to
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a unitary matrix: U = [V S], where UUT = UTU = In. Then ATA + cTc = In is
equivalent to UTATUUTAU + UTcTcU = In. Written explicitly, the last equation
yields [
Ir
In−r
]
−
[
V TATV V TATS
STATV STATS
] [
V TAV V TAS
STAV STAS
]
=
[
V TcTcV V TcTcS
STcTcV STcTcS
]
.
The (1,1) block of this equation yields
Ir − V TATVV TAV − V TATSSTAV = V TcTcV . (3.6)
Now assume that ALS has a pole on the unit circle, i.e., there exits an x ∈ Rr such
that
ALSx = V TAV x = λx where |λ| = 1.
Multiplying (3.6) with xT on the left and with x on the right yields
xTV TATSSTAV x + xTV TcTcV x = ‖STAV x‖2 + ‖cV x‖2 = 0.
This implies cV x = 0 and STAV x = 0. Now let y := AV x. Then
UTy =
[
V T
ST
]
y =
[
λx
0
]
⇒ y = UUTy = [V S]
[
λx
0
]
⇒ y = λV x.
Hence Vx is an eigenvector of A with |λ| = 1 and is in the null space of c. This is
a contradiction to the observability of the pair (c, A). Therefore, the reduced system
LS is asymptotically stable. 
Let xLS = [α0 · · ·αr−1]T. Since the characteristic polynomial of LS is given by
χLS as in (3.4) and LS matches the first r Markov parameters of  as shown in
Theorem 3.1 above, the reduced system LS has the following form:
LS =
[
ALS bLS
cLS d
]
=

0 0 · · · 0 α0 1
1 0 · · · 0 α1 0
...
...
.
.
.
...
...
...
0 0 · · · 0 αr−2 0
0 0 · · · 1 αr−1 0
η1 η2 · · · ηr−1 ηr d

. (3.7)
Remark 3.2. As stated in the above proof, one can assume Q = I . In this case the
least-squares approximation becomes the Arnoldi procedure [8,4] for (A, b). How-
ever, transforming  to the state-space realization where Q = I requires taking the
complete Cholesky factorization of the gramian Q, and inverting. In the large-scale
setting, this is a hard task to accomplish and one will not pursue it unlessQ has special
structure, and the computations are well-conditioned.
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3.1.1. Error analysis
This section presents an analysis of the error resulting from model reduction by
the least-squares method. It will be shown that LS as in (3.5) is obtained by solving
a weightedH2 optimization problem.
Before stating the main result of this section, some definitions are in order: Let the
least-squares solution LS in (3.7) have the impulse response hLS(n) and the transfer
function
HLS(z) = BLS(z)
ALS(z)
= b0 + b1z
−1 + · · · + brz−r
1 + a1z−1 + · · · + arz−r .
Define
aLS(n) := an for n = 0, . . . , r with a0 = 1. (3.8)
Similarly, let ˆ be any rth order approximation to  with the impulse response
hˆ(n) satisfying hˆ(n) = h(n) for n = 0, . . . , r , and the transfer function
Hˆ (z) = Bˆ(z)
Aˆ(z)
= bˆ0 + bˆ1z
−1 + · · · + bˆr z−r
1 + aˆ1z−1 + · · · + aˆr z−r .
Define
aˆ(n) := aˆn for n = 0, . . . , r with aˆ0 = 1.
The next result shows that the least-squares model reduction method minimizes
theH2 norm of the weighted error system Hwe := Aˆ(z)(H(z) − Hˆ (z)).
Lemma 3.1. Given the above set-up, there holds
aLS(n) = arg min
aˆ(n)
‖aˆ(n) (h(n) − hˆ(n))‖2, (3.9)
or equivalently,
ALS(z) = arg min
Aˆ(z)
‖Aˆ(z)(H(z) − Hˆ (z))‖H2 , (3.10)
where () denotes the convolution operator.
Proof. A proof can be found in Section 3.3.1.
Lemma 3.1 shows that the reduced modelLS is the optimal solution of a weighted
H2 minimization problem. This also means that besides exactly matching the first
r Markov parameters, LS approximately matches the higher order moments in a
weighted least-squares sense.
In view of Theorem 3.1 and Lemma 3.1, the proposed method combines the fol-
lowing aspects of SVD and Krylov methods:
1. LS matches the the first r Markov parameters;
2. LS is guaranteed to be stable;
3. LS minimizes a weightedH2 error norm.
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3.2. Moment matching at arbitrary interpolation points
The least-squares solution LS matches the first r Markov parameters of , hence
yields a better approximation around high frequencies. However one would like to
interpolate the original model at various points in oder to achieve a better approxima-
tion over a broader frequency range. This goal can be easily achieved by a modification
of the matrix V in (3.5).
Instead of letting V = Rr , given L interpolation points σ1, . . . , σL with multiplic-
ities βk , k = 1, . . . , L, let V span the union of Krylov subspaces corresponding to
these points, that is,
Im (V ) =
L⋃
k=1
Kβk
(
(σkI − A)−1, (σkI − A)−1b
)
, (3.11)
where Kj (F, g) := Im ([g Fg F 2g · · · Fj−1g]) is the j th Krylov subspace of F
and g. We know how to construct V in (3.11) in a numerically efficient way using the
rational Krylov method. To reflect the fact that V spans a rational Krylov subspace,
we will call the resulting method the Rational Least-Squares Method and the corre-
sponding reduced model, denoted by RL, the Rational Least-Squares Approximant.
The following lemma holds:
Lemma 3.2. Given the discrete-time system  =
[
A b
c d
]
, the L interpolation
points σ1, . . . , σL with multiplicities βk, k = 1, . . . , L, let V satisfy (3.11). Let the
rational least-squares approximant RL be constructed as follows:
RL =
[
ARL bRL
cRL dRL
]
=
[
ZTAV ZTb
cV d
]
, (3.12)
where
ZT = (V TQV )−1V TQ and Im (V )=
L⋃
k=1
Kβk
(
(σkI −A)−1, (σkI −A)−1b
)
.
(3.13)
Then RL is asymptotically stable and matches βk moments of  at σk for k =
1, . . . , L, i.e.,
c(σkI − A)−1b + d = cRL(σkI − ARL)−1bRL + dRL and (3.14)
c(σkI − A)−(jk+1)b = cRL(σkI − ARL)−(jk+1)bRL for jk = 1, . . . , βk − 1,
(3.15)
for k = 1, . . . , L.
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Proof. The asymptotic stability of RL follows from the asymptotic stability of LS .
Notice that the proof of Theorem 3.1 does not depend on whether V spans the image of
the reachability matrix Rr or the rational Krylov subspace (3.11), and consequently
RL is asymptotically stable. The moment matching property is a direct consequence
of the one sided projection result as discussed in Corollary 2.1. 
3.3. Prony’s method
In this section we briefly review Prony’s method, and present its connection to the
least-squares model reduction method introduced in Section 3.1.
The goal in Prony’s Method is to design a system (digital filter) with a prescribed
time-domain response h(n) for n = 1, . . . , K + 1. Let the transfer function of the
to-be-modeled filter be
H(z) = B(z)
A(z)
= b0 + b1z
−1 + · · · + bMz−M
1 + a1z−1 + · · · + aNz−N , (3.16)
where M  N . It is well known that the impulse response h(n) is related to H(z) by
the z-transform
H(z) =
∞∑
n=0
h(n)z−n.
One can rewrite (3.16) as B(z) = H(z)A(z), which is simply the z-transform of
the convolution. Using the given first K + 1 terms of the impulse response, we can
write this convolution in matrix form as
b0
b1
b2
...
bM
0
...
0

︸ ︷︷ ︸
=:b¯
=

h0 0 0 · · · 0
h1 h0 0
h2 h1 h0
...
.
.
.
...
hM h0
...
hK hK−N

︸ ︷︷ ︸
=:H

1
a1
a2
...
aN

︸ ︷︷ ︸
=:a¯
. (3.17)
One can uncouple the computations of an, for n = 1, . . . , N and bn, for n =
0, . . . ,M , by partitioning b¯, H and a¯ as follows:[
b
0
]
=
[
H1
h21 H2
] [
1
a
]
, (3.18)
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where
b =

b0
b1
...
bM
 ∈ RM+1, a =

a1
a2
...
aN
 ∈ RN, h21 =

hM+1
hM+2
...
hK
 ∈ RK−M,
H1 ∈ R(M+1)×(N+1), and H2 ∈ R(K−M)×(N). Then one obtains two sets of equations:
h21 = −H2a (3.19)
b = H1a¯. (3.20)
First (3.19) must be solved for a and then b is obtained from (3.20). Hence, the
computations of the coefficients a and b are decoupled.
If K = M + N , H2 is square. If H2 is not singular, a unique solution a to (3.19)
is computed and a unique b is obtained from (3.20). Note that there are M + N + 1
unknowns and the same number of impulse response coefficients are matched. It
is obvious that this is the Padé approximation [9] of a dynamical system, where one
simply matches the first M + N + 1 Markov parameters of the underlying dynamical
system. However, we would like to note that for large-scale settings, Padé approxi-
mation is never computed this way. The connection between moment matching and
Krylov subspace projection allows us to match the moments without computing them
as discussed in Section 2.2. If H2 is singular, then (3.19) has many solutions and h(n)
can be generated by a lower order system. This amounts to computing a minimal
realization of a non-minimal system.
As stated earlier in Section 3.1, the problem with Padé approximation, i.e., exactly
matching the first K + 1 terms of h(n), is that it says nothing about interpolation for
n > K . Hence, to control h(n) over a larger range, Prony’s method tries to approx-
imately match h(n) for n > K in a somehow optimal way. Towards this goal, let
K > M + N . It is obvious that in this case (3.19) and (3.20) cannot be solved exactly.
Hence, introduce an error term e =
[
e1
e2
]
in (3.18) as
[
b
0
]
+
[
e1
e2
]
=
[
H1
h21 H2
] [
1
a
]
= Ha¯. (3.21)
(3.21) leads to the two sets of equations:
b + e1 = H1a¯ (3.22)
e2 = h21 + H2a (3.23)
A least-squares solution of (3.23) gives a. By plugging this a value into (3.22),
an exact solution for b is obtained from (3.22), i.e., e1 = 0. Let hˆ(n) denote the
impulse response of the resulting approximate system obtained by Prony’s method.
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Then e1 = 0 implies that the approximate impulse response hˆ(n) matches the desired
impulse response h(n) for n = 0, . . . ,M . However, for n > M , there exists no exact
matching.
Let ε(n) denote the length-(K + 1) solution error between the desired impulse
response h(n) and the approximate impulse response hˆ(n), i.e.,
ε(n) = h(n) − hˆ(n) for n = 0, . . . , K.
Then it can be easily shown that the equation error e of Prony’s method is a
weighted version of the absolute error ε, namely[
e1
e2
]
= e = Acε = Ac
[
ε1
ε2
]
(3.24)
where
Ac =

1
a1 1
...
.
.
.
.
.
.
aN · · · a1 1
aN · · · a1 1
.
.
.
.
.
.
aN · · · a1 1

∈ R(K+1)×(K+1). (3.25)
In other words, Ac is the (K + 1) × (K + 1) convolution matrix composed of the
coefficients of a(n). As discussed above, by construction, we know that e1 = ε1 = 0,
i.e. h(n) = hˆ(n) for n = 0, . . . ,M . Based on this observation (3.24) can be written
as
e2 = Acε2,
where Ac is the leading (K − M) × (K − M) submatrix of Ac. Hence Prony’s
method minimizes a weighted version of the error norm.
3.3.1. Connection to least-squares model reduction
Let the least-squares approximantLS as defined in (3.5) have order r. Then, there
holds: N = M = r . Also, because of the fact that the D-term of the reduced model
is the same as the D-term of , one has b0 = d where b0 is given in (3.16).
Since, for a discrete time system , the ith Markov parameter is the ith ele-
ment of the impulse response of h(n), by applying Prony’s method to the impulse
response h(n) of , one matches the first r Markov parameters of  exactly, and the
following K − r ones approximately in the least-square sense, where K > 2r . How-
ever, the main disadvantage is that unlike Padé approximation via Krylov projection,
where the moments are matched without being computed, Prony’s method requires
the explicit computation and usage of the moments. To get an rth order model with
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K > 2r in Prony’s method, one will need to compute the first K Markov parame-
ters and use them in the solution of the resulting least-squares problem. However,
such an approach will fail in large-scale settings. Indeed avoiding the computation
of moments [11] is the main motivation of Krylov based methods, such as Padé
via Lanczos. The least-squares model reduction method avoids these ill-conditioned
computations of the Markov parameters by letting K → ∞. This information is
contained in the observability gramian Q. Hence as already mentioned, one obtains
an rth order reduced model which matches the first r Markov parameters exactly, and
the remaining higher order ones approximately in a (weighted) least-squares sense
without explicitly computing them.
Furthermore, the stability result does not hold for Prony’s method in general.
However, by letting K = ∞, in addition to avoiding explicit computation of the
moments, we guarantee asymptotic stability in the least-squares model reduction.
Finally, as Lemma 3.1 presents, K = ∞ results in a minimization of a weighted
H2 error norm.
In summary, by letting K → ∞, we have obtained a generalization of Prony’s
method, with main attributes:
1. no explicit computation of the Markov parameters;
2. guaranteed stability;
3. minimization of a weightedH2 error norm.
Having presented the connection between Prony’s method and the least-squares
model reduction method, we are now ready to give a proof of Lemma 3.1.
Proof of Lemma 3.1. Since we have K = ∞ in our least-squares method, it is clear
from (3.24) and the definition of Ac in (3.25) that the error e of Prony’s method
is obtained as the convolution of the filter aLS(n) with the absolute error ε(n) =
h(n) − hLS(n). In the frequency domain, one has
E(z) = ALS(z)(H(z) − HLS(z)).
Then, from the definition of theH2 norm and Parseval’s theorem it follows that
‖e‖22 = ‖E(z)‖2H2 .
Recall that Prony’s method minimizes ‖e‖22 over all possible solutions Hˆ (z) with
e1 = 0. This observation leads to the desired result. 
4. Least-squares model reduction in continuous time
In this section, we will examine how to apply the least-squares method of the
previous section to model reduction of continuous-time systems. As expected, the
bilinear transformation is the key towards this goal.
308 S. Gugercin, A.C. Antoulas / Linear Algebra and its Applications 415 (2006) 290–321
4.1. Bilinear transformation between continuous and discrete time systems
The bilinear transformation is a spectral transformation w : C → C of the type
w : s → z = 1 + s
1 − s , (4.1)
which maps the open left-half plane onto the open unit disc, i.e.
if (s) < 0 
⇒ |z| =
∣∣∣∣1 + s1 − s
∣∣∣∣ < 1. (4.2)
The transfer function Hd(z) of a discrete-time system obtained via bilinear transfor-
mation of a continuous time system Hc(s) is given by
Hd(z) = Hc
(
z − 1
z + 1
)
. (4.3)
Due to (4.2), if Hc(s) is asymptotically stable, then so is Hd(z), i.e., the bilinear
transformation preserves stability. The inverse bilinear transformation is defined by
w−1 : z → s = z − 1
z + 1 , (4.4)
and maps the open unit disc onto the left half plane. Hc(s) is obtained from Hd(z)
via inverse bilinear transformation as
Hc(s) = Hd
(
1 + s
1 − s
)
. (4.5)
Like the bilinear transformation, the inverse bilinear transformation preserves stability
as well.
Let the discrete-time system d =
[
Ad Bd
Cd Dd
]
and the continuous time system
c =
[
Ac Bc
Cc Dc
]
be obtained from each other via the (inverse) bilinear transforma-
tion. The following relationships hold true:
Ac,Bc, Cc,Dc
z= 1+s1−s−→

Ad = (I + Ac)(I − Ac)−1
Bd =
√
2(I − Ac)−1Bc
Cd =
√
2Cc(I − Ac)−1
Dd = Dc + Cc(I − Ac)−1Bc
(4.6)
Ac = (Ad + I )−1(Ad − I )
Bc =
√
2(Ad + I )−1Bd
Cc =
√
2Cd(Ad + I )−1
Dc = Dd − Cd(Ad + I )−1Bd

s= z−1
z+1← Ad,Bd, Cd,Dd. (4.7)
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4.2. Least-squares reduction in the continuous time case
Given the continuous time system , the goal is to find a reduced order model r ,
via (rational) least-squares reduction, which interpolates atσk , with multiplicitiesβk
for k = 1, . . . , L. This problem can be solved using Rational Least Squares Reduction
via the Bilinear Transformation as explained below. It is based on the following
observation. Let Hd(z) be obtained from Hc(s) via the bilinear transformation. Then
Hc(σ) = Hd
(
1 + σ
1 − σ
)
.
Algorithm 4.1 (Continuous time least-squares model reduction )
1. First apply a bilinear transformation to  to obtain the discrete time model d .
2. Apply the rational least squares method of Section 3.2 to d at the interpolation
points ςk = 1+σk1−σk with the multiplicities βk for k = 1, . . . , L. LetRL denote the
reduced model.
3. Apply an inverse bilinear transformation to RL to obtain the continuous time
reduced model r .
The following lemma summarizes the important properties of the above algorithm.
Lemma 4.1 Given an asymptotically stable continuous time system  =
[
A b
c d
]
and the interpolation points σk with multiplicities βk and σk /= 1 for k = 1, . . . , L,
letr be obtained by continuous time rational least-squares reduction as in Algorithm
4.1. Then r =
[
Ar br
cr dr
]
is asymptotically stable and matches the first βk moments
of  at σk, for k = 1, . . . , L, i.e.,
c(σkI − A)−1b + d = cr(σkI − Ar)−1br + dr , and (4.8)
c(σkI − A)−(jk+1)b = cr(σkI − Ar)−(jk+1)br , for jk = 1, . . . , βk − 1,
(4.9)
for k = 1, . . . , L.
Proof The asymptotic stability directly follows from the fact that both the dis-
crete time rational least squares reduction and the bilinear transformation preserve
asymptotic stability. To prove the moment matching property, we proceed as follows:
Let Hc(s), Hr(s), Hd(z) and HRL(z), denote the transfer functions of,
respectively, , r , d and RL. From the rational least-squares method in discrete-
time, we have
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djHd
dzj
∣∣∣∣
z= 1+σk1−σk
= d
jHRL
dzj
∣∣∣∣
z= 1+σk1−σk
for j = 0, . . . , bk − 1. (4.10)
It follows from the equalities
Hc(s) = Hd
(
1 + s
1 − s
)
and Hr(s) = HRL
(
1 + s
1 − s
)
(4.11)
and from (4.10) for j = 0 that Hc(σk) = Hr(σk). Hence,r matches the first moment
at σk . To prove the result for higher order moments, we differentiate the equalities in
(4.11). The first-order derivatives yield
dHc
ds
= dHd
dα
dα
ds
and
dHr
ds
= dHRL
dα
dα
ds
, (4.12)
whereα = 1+s1−s . Note that since σk /= 1, the derivatives ofα are well defined. Plugging
s = σk into these relationships together with (4.10) for j = 1 leads to
dHc
ds
∣∣∣∣
s=σk
= dHRL
dz
∣∣∣∣
s=σk
. (4.13)
Therefore, r matches the second moment of  at σk . The result for higher order
moments follows similarly. 
Some remarks are in order:
Remark 4.1
(1) Because of the bilinear transformation, the D-term of the continuous time least
squares approximation does not need to be the same as that of the original model.
However, by choosing one of the interpolation point σj = ∞, one can guarantee
that  and r has the same D-term.
(2) Lemma 4.1 excludes the case σk = 1. However, if required, one can easily match
the moments at σk = 1 by making use of a generalized bilinear transformation
z = µ+s
µ−s where µ > 0 with µ /= 1. In this case the interpolation points in discrete
time are given by ςk = µ+σkµ−σk .(3) Both the discrete-time and continuous-time rational least-square methods per-
form well as many examples show in Section 7. We believe that the method is
important for model reduction as it is a combination of SVD based and Krylov
based methods, guarantees stability and matches moments at the same time. One
remaining issue is to establish an error bound.
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5. Implementation issues in large-scale settings
In this section, we discuss the difficulties that might be encountered in large-
scale settings and propose remedies to overcome them. We will first discuss the
discrete-time problem in Section 5.1 followed by the continuous time case in Section
5.2.
5.1. Large-scale discrete time implementations
It is clear from (3.5) that the least-squares reduction problem amounts to the
computation of two full-rank matrices V and Z such that
Im (V ) = Im (Rr ) and Im (Z) = Im (QRr) with ZTV = Ir . (5.1)
The image of V spans a Krylov subspace and we know how to construct it for
large-scale settings, see Section 2.2. The real concern is to obtain the observabil-
ity gramian Q. It is well known that computing a full-rank Q exactly is an ill-
conditioned problem in large-scale settings; see, for example, [19,28,5] and the
references therein. Therefore, we will replace the exact gramian Q with a low-rank
approximation Q˜. To achieve this goal, we propose to use low-rank Smith (LR-Smith)
type methods, which have proven to be effective for this purpose, such as the LR-
Smith Method of Penzl [28] or the Modified LR-Smith Method of Gugercin et al.
[19].
Even though Q is approximated by a low-rank approximation Q˜, the matrix V in
(3.5) is not affected because it does not depend on Q. Hence only the matrix Z is
modified. Let us denote this modified matrix by Z˜, i.e.,
Z˜T := (RTr Q˜Rr )−1RTr Q˜. (5.2)
5.1.1. Low-rank version and the update of (5.2) based on the low-rank Smith iterate
Although the formula (5.2) uses Q˜ in the dense form and consequently needs O(n2)
storage, by using a low-rank Smith method, we will avoid storing an n × n matrix. In
the LR-Smith’s method [28,19], we never compute Q˜ explicitly, instead we compute
and store only a low-rank Cholesky factorY ∈ Rn×k such that Q˜ = YY T approximates
the full-rank gramianQ, where k is the number of steps taken in the LR-Smith iteration.
Based on this observation, Z˜ in (5.2) can be written as
Z˜T = (RTr Q˜Rr )−1RTr Q˜ = (RTr Y︸︷︷︸
:=
Y TRr )
−1RTr YY T = (T)−1Y T,
where  ∈ Rr×k . This way, we never compute and store a dense n × n matrix explic-
itly. Only a low-rank n × k matrix Y is stored.
Now assume that Q is approximated by a k step LR-Smith iteration, and due to a
slow convergence in the Smith’s method, k steps were not enough to approximate the
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gramian Q. Hence, the goal is to go one step further to the (k + 1)th step in the LR-
Smith iteration, and update Z˜ as well as the reduced order model using the information
from the kth step. Let Q˜k and Q˜k+1 denote the approximate gramians obtained by k and
k + 1 step LR-Smith iterations, respectively. Recall that Q solves the Stein equation
ATQA + cTc = Q. It follows from the implementation of the LR-Smith method that
(see [28,19]) Q˜k and Q˜k+1 satisfy
Q˜k+1 = Q˜k + (AT)kcTcAk.
Hence, one obtains
RTr Q˜k+1Rr = RTr Q˜kRr +RTr (AT)kcTcAkRr . (5.3)
This final equality reveals that the multiplication RTr Q˜k+1Rr , and consequently
Z˜ can be iteratively obtained. Therefore, in order to update Z˜ for the (k + 1)th step
Smith iterate Q˜k+1, one needs to compute only the latter part of the last equation. The
iteratively computed RTr Q˜k+1Rr in (5.3) and Z˜ can be used to obtain the updated
reduced model. We finally note that even though (5.3) is formulated in the dense case,
a low-rank implementation directly follows from the discussion above.
5.2. Implementation issues for the continuous time problem
For continuous time systems, in addition to the implementation issues discussed
in Section 5.1 above, there is the additional difficulty arising from the bilinear trans-
formation. The question is how to apply the bilinear transformation for large-scale
problems. We note that the inverse bilinear transformation (4.7) to obtain the final
reduced order continuous time system is not a problem since the order is already
reduced. Hence it is enough to discuss the bilinear transformation (4.6) from the
full-order continuous time model to the full-order discrete-time model.
The best way to overcome the numerical problems associated with this transfor-
mation is to never apply it explicitly, in other words Ad , Bd , Cd and Dd in (4.6) are
never explicitly computed. Instead, triangular solvers are employed to compute the
operations, such as multiplications, associated with these four matrices. Note that
only one shift is applied and consequently only one LU decomposition needs to be
computed. Since A will be sparse in most cases, one can deal with the problem easily
using a sparse direct factorization.
Another important observation is that in order to obtain Q by means of a Smith
iteration, application of the bilinear transformation is necessary (see [28,19,29]).
We conclude that the bilinear transformation does not introduce significant addi-
tional numerical complexity. Especially for sparse systems, the transformation can be
efficiently applied without explicitly computing the transformed state-space matrices.
Remark 5.1. We would like to note that as in the case of approximate balanced
truncation [19,28], stability of the reduced system is not always guaranteed when
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one uses approximate low-rank gramians. However, this does not seem to be a
difficulty in practice; we obtained a stable reduced system for each of our com-
putational examples where we used the Modified LR-Smith Method of [19].
6. Comparison with SVD and Krylov based methods
SVD-based methods, such as balanced reduction, are likely to yield reduced order
models which yield globally good approximations, i.e. they match the original model
over the whole frequency range. This can be seen from the fact that there exist upper
bounds for the H∞ norm of the error system. This property of the SVD methods
is due to explicit usage of the system gramians P and Q which carry the global
information. On the contrary, Krylov based methods do not use the system gramians,
hence do not include any global information in the underlying projection. They contain
local information through moment matching. Therefore, even though Krylov methods
result in better local approximants than SVD based methods, their global behavior is
usually poorer. Consequently in most cases, the H∞ norm of the error for Krylov
based methods is much higher than that of the SVD based methods. However, when
the interpolation points are chosen appropriately, this difference can get smaller, and
furthermore theH2 performance of both approaches can be comparable (even better
in some cases), see [18,20] where the interpolation points are chosen as the mirror
images of the poles of .
The least-squares method is a combination of these two approaches. At the cost
of reducing the number of moments matched by half, global information via the
usage of Q is added (or equivalently, at the cost of removing the global information
contained inP, some moments are matched.) Hence, the proposed method obviously
lies between the other two approaches. We expect it to behave better locally than
SVD-based methods, and to behave better globally than Krylov based methods. We
also expect the least-squares method to yield lower H2 and H∞ error norms than
Krylov based methods. These heuristics are examined through several examples in
Section 7.
7. Examples on least-squares model reduction
The goal of the first two examples in this section is to compare the least-squares
reduction method with the balanced reduction, an SVD-based method, and the rational
Krylov method, a Krylov based method. The third example is devoted to a more
detailed comparison only with the rational Krylov method. All three examples are con-
tinuous time examples and hence we apply Rational Least-Squares Method via Bilin-
ear transformation. However, to simplify wording, we only use the term Least-Squares
Method.
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7.1. Building model
The full order model is a building (Los Angeles University Hospital) with 8 floors
each of which has 3 degrees of freedom, namely displacements in x and y directions,
and rotation. Hence we have 24 variables with the following type of second order
differential equation describing the dynamics of the system:
Mq¨(t) + Dq˙(t) + Kq(t) = vu(t) (7.1)
where u(t) is the input. (7.1) can be put into state-space form by defining x =
[qT q˙T]T:
x˙(t) =
[
0 I
−M−1K −M−1D
]
x(t) +
[
0
M−1v
]
u(t)
We are interested in the motion in the first coordinate q1(t), and hence, we choose
v = [1 0 · · · 0]T and the output y(t) = q˙1(t) = x25(t). The state-space model has
order 48, and is single input and single output. We reduced the order of the system
to r = 12 by using (i) the Least Squares method (LS), (ii) Balanced reduction (BR)
and (iii) the Rational Krylov Method (RK). We denote by LS , BR , and RK , the
reduced order models (ROM) obtained by, respectively, LS, BR and RK. Moreover
 denotes the full order model (FOM). The 6 interpolation points for LS and RK
are chosen as σ1,2 = ±3 , σ3,4 = ±10 and σ5,6 = ±13 . While RK matches 2
moments at each σi , LS matches only 1.
Fig. 1(a) and (b) depict the sigma plots of the reduced and error systems, respec-
tively. The error plot, Fig. 1(b), reveals that over the selected interpolation points,RK
outperforms the other two. This is expected because RK matches two moments at
each point, while LS matches only one and BR has none. However, we note that
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Fig. 1. The amplitude Bode plot of (a) the reduced systems and (b) the error systems of Building Model
using LS, BR, and RK.
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Table 1
H2 andH∞ errors for the Building Example using LS,
BR, and RK
− LS − BR − RK
H∞ 1.16 × 10−1 1.03 × 10−1 3.15 × 10−1
H2 2.06 × 10−1 1.65 × 10−1 3.38 × 10−1
for the parts whereRK is better, the errors inBR and especially inLS are small as
well. Moreover, notice that for the more important parts of the frequency response, i.e.
the parts with bigger ‖G(w)‖ values, the performance ofRK is poorer compared to
those of BR and LS . This is because of the fact that although RK works only with
local information, BR and LS use the global information contained in the gramians
P and Q, and only in Q respectively.
The normalizedH2 andH∞ errors are tabulated in Table 1. Even though BR is
the best in terms of both error criteria, we note that LS performs very closely to BR.
Specifically, the H∞ norms of the errors are almost equal. Also, LS outperforms
RK.
Regarding the local behavior of LS and RK, the results reveal that even though
the number of moments matched is reduced to half, the local performance of LS
is comparable to that of RK. While the error is of the order of O(10−7) for RK
around σi , it is of the order of O(10−5) for LS, which is satisfactory. Recall that with
this trade-off, we guarantee stability, which is a global property. Even though not as
good, the global behavior of LS is close to that of BR. This is the price we need
to pay for solving only one Lyapunov equation, instead of two. We conclude that
the performance of LS lies between SVD and Krylov based methods: it has a better
global performance than Krylov based methods and a better local performance than
SVD based methods.
7.2. Penzl’s model
This example is from [29]. The FOM is a dynamical system of order 1006. The
state-space matrices are given by
A =

A1
A2
A3
A4
 , A1 = [ −1 100−100 −1
]
,
A2 =
[ −1 200
−200 −1
]
, A3 =
[ −1 400
−400 −1
]
,
A4 = diag(−1, . . . ,−1000), bT = c = [10 · · · 10︸ ︷︷ ︸
6
1 · · · 1︸ ︷︷ ︸
1000
].
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Fig. 2. The amplitude Bode plot of (a) the reduced systems and (b) the error systems of Penzl’s Model
using LS, BR, and RK.
We reduce the order to r = 13 using LS, BR, and RK;LS ,BR , andRK denote
the corresponding ROM’s. The interpolation points are chosen as σ1,2 = 1 ± 100 ,
σ3,4 = 1 ± 200 , σ5,6 = 1 ± 400 and σ7 = 0. This choice follows from the sigma
plot of the FOM in Fig. 2(a).
The sigma plots of the ROM and the error models are shown, respectively, in Fig.
2(a) and (b). As in the previous example, although RK locally outperforms LS ,
LS yields a better behavior globally. Again, LS performs closely to BR . BR is
clearly better over ω = [1, 90] rad/s. But note that the error in RK is also small over
this interval while the magnitude of the FOM is around 102.
Table 2 tabulates theH∞ andH2 norms of the error systems. BR is the best and
RK is the worst while LS lies between as expected.
7.3. CD player model
This section is devoted to a detailed comparison between LS and RK. The com-
parison will be done using a full order model (FOM) which describes the dynamics
of a portable CD player, is of order 120, and single-input single-output. We will try
3 different sets of interpolation points and reduce the order to r = 12 in each case.
The goal is to illustrate that (1) the choice of the interpolation points in LS is not as
Table 2
H2 andH∞ errors for the Penzl’s Model using LS, BR,
and RK
− LS − BR − RK
H∞ 1.48 × 10−4 2.82 × 10−5 2.18 × 10−3
H2 5.46 × 10−4 7.95 × 10−5 1.58 × 10−3
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Fig. 3. The amplitude Bode plot of (a) the reduced systems and (b) the error system of CD Player Model
using LS and RK with σ1 = 0 and σ2 = ∞.
hard as in the rational Krylov case, and (2) the guaranteed stability of LS together
with the local moment matching property yields a good match for all frequencies.
First we choose σ1 = 0 and σ2 = ∞. From the sigma plot of the FOM in Fig. 3(a)
it is clear that this is not a good choice since we totally exclude the peaks around
ω = 300 rad/s. However, we do this on purpose to see how LS behaves. The sigma
plots of the resulting approximants and the corresponding error models are shown,
respectively, in Fig. 3(a) and (b). As the figures illustrate, RK misses the peaks
around ω = 300 rad/s. However LS is able to reproduce this part. It is clear that
over all, LS outperforms RK . We note that RK is unstable. Hence, we just list the
relativeH∞ norms of the error systems in Table 3.
Next, we choose logarithmically spaced six interpolation points between 10−1
and 106 . Fig. 4(a) and (b) depict the sigma plots of the ROM and error models,
respectively. Even though RK seems to be a better approximation than previously,
we note that it is unstable. RK catches the peak around ω = 300 rad/s, but misses
the ripple around ω = [104, 105] rad/s.LS also misses this ripple, but behaves better
than RK . TheH∞ norms of the error models are tabulated in Table 3. LS is better
than RK by more than one order of magnitude.
Finally, considering the frequency response characteristics of the FOM , we choose
σ1 = ∞ and σ2 = 200. The sigma plots of the ROM’s and the error models are shown
in Fig. 5(a) and (b). LS is a perfect match to . RK also behaves much better than
Table 3
H2 andH∞ errors of CD Player using LS, and RK
σ1 = 0, σ2 = ∞ σi = logspace(−1,5,6)
‖− LS‖H∞ 2.79 × 10−1 6.93 × 10−2
‖− RK‖H∞ 9.96 × 10−1 7.44 × 10−1
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Fig. 4. The amplitude Bode plot of (a) the reduced systems and (b) the error system of CD Player Model
using LS and RK with σi = logspace(−1,5,6).
previously, however there is a mismatch in the low frequency range. Again even
though σ = 0 is not an interpolation point, LS has no problem with matching the
FOM over this range. The error plot Fig. 5(b) illustrates that LS is superior to RK .
For this example, RK is stable. Hence, we can compute the H2 norm of the error
besides theH∞ norm. These numbers are shown in Table 4 below. The error norms
indicate that LS is a better global approximant.
The overall conclusion is that the choice of interpolation points is not as crucial
as in the rational Krylov case. This is due to the use of the observability gramian
Q. Also, the approximant seems to have a good fit over all frequencies rather than
only locally. Besides matching around the interpolation points, one excepts matching
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Fig. 5. The amplitude Bode plot of (a) the reduced systems and (b) the error system of CD Player Model
using LS and RK with σ1 = ∞ and σ2 = 200.
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Table 4
H2 andH∞ errors of CD Player using LS,
and RK
H∞ H2
− LS 2.07 × 10−2 2.24 × 10−2
− RK 4.35 × 10−1 3.60 × 10−1
over frequencies which are not interpolation points. Finally, the least-squares method
yields lowerH∞ andH2 error norms than the rational Krylov method.
8. Conclusions
Numerical simulation of dynamical systems has been a successful means for study-
ing complex physical phenomena. However, in many applications, the system dimen-
sion is quite large which makes these simulations unfeasible due to memory, and/or
time limitations and ill-conditioning. The remedy is model reduction. The goal is to
produce a lower dimensional system that will have approximately the same response
as the original model to any input, but will reduce the amount of computations.
Towards this goal, in this paper we have introduced an approximation method for
model reduction of large-scale dynamical systems. The method is a projection which
combines the SVD and Krylov based reduction methods. In addition to having nice
system theoretic properties, such as both guaranteed stability and moment matching,
the method lends itself to the usage of efficient numerical techniques. The Krylov
side of the underlying projection can be computed using the rational Krylov method.
The SVD side of the projection depends on the observability gramian Q. In our
simulations, for the cases in which computing the exactQ becomes ill-conditioned, we
have used the Modified LR-Smith Method of [19] and exploited the underlying low-
rank structure. We would like to note that one does not need to obtain (or approximate)
Q explicitly, what is needed is Im (QV ), see (3.5). An option here is to project the Stein
equation ATQA + CTC = Q using V which results in ATQVH + CTN = QV + E,
where H ∈ Rr×r , N ∈ Rn×r and E is the error term. Then an iterative subspace
iteration might be used to compute QV directly rather than computing Q explicitly.
This issue is currently under investigation.
Through three numerical examples, the proposed method has been compared with
balanced reduction and the rational Krylov method. The examples illustrate that the
approach shows a better local performance than balanced reduction and a better
global performance than the rational Krylov method. Also, the H∞ and H2 error
norms are less than those of the rational Krylov method. The examples also show
that the choice of interpolation points is much easier than for the rational Krylov
method. The proposed method is significant because it contains guaranteed stability
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and moment matching; together with an optimization criterion by combining SVD
and Krylov-based methods.
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