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WEAKLY NONLINEAR GEOMETRIC OPTICS
FOR HYPERBOLIC SYSTEMS OF CONSERVATION LAWS
GUI-QIANG CHEN WEI XIANG YONGQIAN ZHANG
Abstract. We present a new approach to analyze the validation of weakly nonlinear geometric
optics for entropy solutions of nonlinear hyperbolic systems of conservation laws whose eigen-
values are allowed to have constant multiplicity and corresponding characteristic fields to be
linearly degenerate. The approach is based on our careful construction of more accurate auxil-
iary approximation to weakly nonlinear geometric optics, the properties of wave front-tracking
approximate solutions, the behavior of solutions to the approximate asymptotic equations, and
the standard semigroup estimates. To illustrate this approach more clearly, we focus first on the
Cauchy problem for the hyperbolic systems with compact support initial data of small bounded
variation and establish that the L1−estimate between the entropy solution and the geometric
optics expansion function is bounded by O(ε2), independent of the time variable. This implies
that the simpler geometric optics expansion functions can be employed to study the behavior
of general entropy solutions to hyperbolic systems of conservation laws. Finally, we extend the
results to the case with non-compact support initial data of bounded variation.
1. Introduction
We are concerned with weakly nonlinear geometric optics for entropy solutions of the following
hyperbolic system of conservation laws:{
∂tU + ∂xF (U) = 0, U ∈ R
n,
U |t=0 = U
0 + εU1(x),
(1.1)
where F : Rn → Rn is a smooth function. The Jacobian matrix ∇F = ∇UF (U) is diagonalizable
at any point U ∈ Rn and has n real eigenvalues such that any eigenvalue has constant multiplicity.
Without loss of generality, we assume that
λ1(U) < · · · < λm(U) < λm+1(U) ≡ · · · ≡ λm+p(U)
△
= λ(U) < λm+p+1(U) < · · · < λn(U),
(1.2)
where 1 ≤ m ≤ n − 1, 1 ≤ p ≤ n − m, and the corresponding left and right eigenvectors
{lj(U)}
n
j=1 and {rk(U)}
n
k=1 satisfy
lj(U)∇F (U) = λjlj(U), ∇F (U) rk(U) = λk(U)rk(U), lj(U) · rk(U) = δjk. (1.3)
Here δjk is the Kronecker delta satisfying δjj = 1 and δjk = 0 when j 6= k. When p = 1, the
system in (1.1) is strictly hyperbolic. In addition, we assume that each characteristic field is
either genuinely nonlinear or linearly degenerate, that is, either of the following holds:
∇Uλj(U) · rj(U) ≡ 1 or ∇Uλj(U) · rj(U) ≡ 0 for all U ∈ R
n, j = 1, · · · , n. (1.4)
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A prototype of such hyperbolic systems is the full steady Euler equations for supersonic ideal
gases in R2 with the following form for x ∈ R2:

∇x · (ρv) = 0,
∇x · (ρv ⊗ v) +∇p = 0,
∇x · ((
1
2ρ|v|
2 + γpγ−1 )v) = 0,
where ρ is the density, v = (v1, v2) the fluid velocity, and p the pressure. The notation a ⊗ b
denotes the tensor product of the vectors a and b.
Set U = (ρv1, ρv1v, ρv1(
1
2 |v|
2 + γp(γ−1)ρ )). When v1 6= 0, the vector
(ρv2, ρv2v, ρv2(
1
2
|v|2 +
γp
(γ − 1)ρ
))
can be expressed as a vector function F (U) of U . Then the system can be written into the form
in (1.1) with (t, x) = (x1, x2). By direct calculation, we find that the eigenvalues of this system
are
λ0 =
v2
v1
(repeated), λ± =
v1v2 ± c
√
|v|2 − c2
v21 − c
2
,
and the corresponding eigenvectors are r01, r02, and r±. Then
r± · ∇λ± 6= 0 for all |v| > c,
r0j · ∇λ0 ≡ 0 for j = 1, 2.
Thus, the two characteristic fields corresponding to λ± are genuinely nonlinear, while the other
two fields corresponding to λ0 are linearly degenerate.
An asymptotic geometric optics expansion is of the following form:
U ε(t, x) = U0 + ε V ε(t, x),
where U0 is a constant background state in (1.1). By a formal derivation of the expansion of
weakly nonlinear geometric optics for conservation laws (cf. DiPerna-Majda [9]), the expansion
is expected to be
U(t, x) = U0 + ε
n∑
j=1
σ(j)(εt, x− λj(U
0)t)rj(U
0) + o(ε),
and the functions σ(j)(τ, y) satisfy a decoupled system of scalar conservation laws:
∂τσ
(j) + b0j∂y(σ
(j))2 = 0, 1 ≤ j ≤ n,
with the coefficients
b0j =
1
2
lj(U
0) · ∇2UF (U
0)(rj(U
0), rj(U
0)) =
1
2
rj(U
0) · ∇Uλ(U
0).
Then the genuinely nonlinear condition from (1.4) implies that b0j =
1
2 6= 0 which yields that
equation (1.5) is the inviscid Burgers equation:
∂τσ
(j) +
1
2
∂y(σ
(j))2 = 0, (1.5)
while the linearly degenerate condition implies that b0j = 0 which yields a linear equation
∂τσ
(j) ≡ 0. (1.6)
We define
U εw(t, x) = U
0 + ε
n∑
j=1
σ(j)(εt, x − λj(U
0)t)rj(U
0). (1.7)
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Then the much simpler function U εw can be used to study the behavior of general entropy
solutions of nonlinear hyperbolic system of conservation laws, provided that the convergence
can be rigorously verified.
An approach has been introduced in Chen-Christoforou-Zhang [2, 3], based on the results
presented in Bressan [1], to compare the solutions of two different systems, which requires that
one of them is the standard Riemann semigroup (SRS) while the other is only a global entropy
solution with bounded variation obtained by the front tracking method. Let D ⊂ L1(R;Rn) be
a closed domain. A map S : D× [0,∞[7−→ D is a SRS generated by system (1.1) if the following
three conditions hold (cf. [1]):
• Semigroup property: For every U¯ ∈ D and t, s ≥ 0,
S0U¯ = U¯ , StSsU¯ = St+sU¯ ; (1.8)
• Lipschitz continuity: There exist constants L1 and L2 such that, for all U¯ , V¯ ∈ D and
s, t ≥ 0,
‖StU¯ − SsV¯ ‖L1 ≤ L1‖U¯ − V¯ ‖L1 + L2|t− s|; (1.9)
• Consistency with the Riemann solver: For any piecewise constant initial data U¯ ∈
D, there exists δ > 0 such that, for all t ∈ [0, δ], the trajectory U(t, ·) = StU¯(·) coincides
with the solution of the Cauchy problem (1.1) obtained by piecing together the standard
solutions for the Riemann problems determined by the jumps of U¯ .
Following [2, 3], in this paper, the general entropy solution U(t, x) of the Cauchy problem
(1.1) under consideration is the SRS, which can be constructed by the front tracking method
(cf. [13]), and the entropy solution for the corresponding asymptotic scalar equation (1.5) is
constructed by polygonal approximations, first introduced in Dafermos [7], with initial data:
σ(j)(0, y) = lj(U
0) · U1(y), 1 ≤ j ≤ n. (1.10)
We establish the L1-estimate between U(t, x) and U εw(t, x) by using both the properties of the
wave-front tracking algorithm and the standard error formula (cf. [1]):
‖STW (0)−W (T )‖L1 ≤ L
∫ T
0
lim inf
h→0+
‖ShW (τ)−W (τ + h)‖L1
h
dτ, (1.11)
where L is the Lipschitz constant of the semigroup St, and W (t) is any Lipschitz continuous
map defined on [0, T ]. One of our objectives here is to develop a new approach to provide a
rigorous mathematical proof of the following theorem.
Theorem 1.1. (Main Theorem). Let F (U) ∈ C2(Rn;Rn), and let U1(x) be an arbitrary
function of bounded variation with compact support. Assume that each eigenvalue of the hyper-
bolic system in (1.1) has constant multiplicity and its corresponding characteristic field is either
genuinely nonlinear or linearly degenerate. Consider an entropy solution U ε(t, x) of the Cauchy
problem (1.1), which is a SRS, and the weakly nonlinear geometric optics expansion function
U εw(t, x) defined by (1.5)–(1.7) and (1.10). Then there exists ε0 > 0 such that, for all t > 0 and
ε ∈ (0, ε0],
‖U ε(t, ·)− U εw(t, ·)‖L1 ≤ C ε
2, (1.12)
for some C > 0 independent of ε and t.
We remark here that this result allows the eigenvalues of the n × n hyperbolic system in
(1.1) to have constant multiplicity and the corresponding characteristic fields to be linearly
degenerate, which answers the open problem posed by Majda in [14]. In particular, for the n×n
system in (1.1), we obtain that the L1−estimate between the entropy solution and the geometric
optics expansion function is bounded by O(ε2) that is independent of t ∈ [0,∞).
The proof of Theorem 1.1 is based on our following observation: For a genuinely nonlinear
system with initial data of compact support, the waves of different families in the solution will be
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separated each other. This enables us to follow Majda-Rosaales [15] and use the front tracking
method. We introduce an auxiliary approximate function V ǫw by adding higher order term of U
ǫ
w
to (1.7) as
V εw = U
0 + ε
n∑
j=1
σ(j)(εt, x− λj(U
0)t)rj(U
0) +
ε2
2
n∑
j
(
σ(j)(εt, x − λj(U
0)t)
)2
(rj(U
0) · ∇)rj(U
0)
(1.13)
and its corresponding more accurate auxiliary approximate function:
V εν = U
0 + ε
∑
j
σ(j)ν (εt, x− λj(U
0)t)rj(U
0)
+
ε2
2
∑
j∈N
(
σ(j)ν (εt, x− λj(U
0)t)
)2
(rj(U
0) · ∇)rj(U
0)
+ε2
∑
ji∈L
E(j)ν (x− λj(U
0)(t− T0)), (1.14)
where j ∈ N means that the corresponding j−th characteristic field is genuinely nonlinear,
while ji ∈ L means that the corresponding characteristic field is linearly degenerate and all {ji}
together constitute the j-th characteristic field; Furthermore, σ
(j)
ν is given in §2.2 and E
(j)
ν is
defined in §5. The novelty here is that the new correction terms are introduced to deal with
the contact discontinuities. With this key observation, then our approach is to prove the L1–
distance between this auxiliary function and the general entropy solution to system (1.1) with
the same initial data is O(1)ε2, and finally to employ the L1–stability of solutions with respect
to initial data to establish Theorem 1.1. The complete proof of Theorem 1.1 will be given in
§4 and §5. This provides an alternative approach to deal with nonlinear geometric optics for
hyperbolic systems of conservation laws in (1.1).
As an example of further applications of this approach, we extend the result to the case when
the initial data has non-compact support.
Theorem 1.2. Let F (U) ∈ C2(Rn;Rn) and U1(x) ∈ BV (R;Rn)∩L1(R;Rn). Assume that each
real eigenvalue of the hyperbolic system in (1.1) has constant multiplicity and its corresponding
characteristic field is either genuinely nonlinear or linearly degenerate. Consider an entropy
solution U ε(t, x) of the Cauchy problem (1.1), which is the SRS, and the weakly nonlinear geo-
metric optics expansion U εw(t, x) defined by (1.7). Then
sup
0≤t≤T0/ε
‖U ε(t, ·)− U εw(t, ·)‖L1 = o(ε) when ε→ 0. (1.15)
For related earlier results in this direction, we refer the reader to DiPerna-Majda [9] for an
order of O(εt2) for the case of periodic initial data and the same estimate (1.12) for initial
data with compact support for 2 × 2 genuinely nonlinear and strictly hyperbolic systems of
conservation laws. For general strictly hyperbolic systems with some kind of periodic properties
of the initial data for which the resonance phenomena occur, Schochet [16] proved the L1-
estimate of order o(ε2t); and Cheverry [6] dealt with more general initial data and proved that,
for all t ≥ 0,
‖Uε(t, ·)−mε(t, ·)‖L1(K) = o(ε) for any fixed compact set K ⋐ R,
where mε is the corresponding geometric optics expansion. Both of their results allow the
characteristic fields to be linearly degenerate, but require the hyperbolic system in (1.1) to be
strictly hyperbolic. We also refer the reader to Chen-Junca-Rascke [4], Cheverry [5], Gue`s [10],
Hunter-Majda-Rosales [11], Joly-Me´tivier-Rauch [12], Majda-Rosales [15], and the references
cited therein for related results. For classical results on the front tracking method and hyperbolic
systems of conservation laws, see Bressan [1] and Dafermos [8].
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2. Front Tracking Schemes and Standard Riemann Semigroups
In this section, we analyze entropy solutions of hyperbolic systems of conservation laws and
front tracking algorithms for scalar equations for subsequent development.
2.1. Existence and Stability of Entropy Solutions. Consider the Riemann problem of
system (1.1) with the following initial data:
U(0, x) =
{
U+, x > 0,
U−, x < 0,
(2.1)
where U± are constant vectors. Based on the results in [13], we have
Lemma 2.1. Assume that F (U) satisfies the same assumptions as in Theorem 1.1. Then, for
every compact set K ⋐ Ω, there exists δ > 0 such that, whenever U− ∈ K, |U+ − U−| ≤ δ,
the Riemann problem above has a unique entropy solution, which consists of n− p+ 2 constant
states, denoted by Ui (i = 0, 1, · · · ,m,m + p, · · · , n), and n − p + 1 elementary waves (shock
or rarefaction waves corresponding to the genuinely nonlinear characteristic fields, or contact
discontinuities to the linear degenerate fields). Moreover, there exists a unique small parameter
vector (β1, · · · , βn) such that
U0 = U−, Un = U+ = Ψ(U−; β1, · · · , βn),
Ui = ψi(Ui−1;βi), i = 0, 1, · · · ,m,m+ p+ 1, · · · , n,
(2.2)
and
Um+p = ψ(Um; βm+1, · · · , βm+p), (2.3)
where ψi,ψ, and Ψ are smooth functions with respect to the respective parameter vectors and
satisfy
ψi(U−; 0) = U−,
∂ψi
∂βi
(U−; 0) = ri(U−), i = 0, 1, · · · ,m,m+ p+ 1, · · · , n,
∂ψ
∂βj
∈ Ker
(
λ(U)I −∇F (U)
)
, j = m+ 1, · · · ,m+ p, (2.4)
ψ(U−; 0, · · · , 0) = U−,
∂ψ
∂βj
(U−; 0, · · · , 0) = rj(U−), j = m+ 1, · · · ,m+ p.
From Lemma 2.1, one can follow the approach in [1] and [17] to obtain the existence and
stability of the unique entropy solution that is the standard Riemann semigroup (SRS).
Lemma 2.2 (Existence and Stability of SRS). Assume that F (U) satisfies the same assumptions
as in Theorem 1.1. Then there is a suitably small δ0 > 0 such that, given any U¯ ∈ L
1(R; Rn) with
TV (U¯) < δ0, there exists an entropy solution U(t, x) = St(x) by the wave-front tracking method
or the Glimm scheme. The map S : [0,∞[×D 7−→ D satisfies that, for all U¯ , V¯ ∈ D, s, t ≥ 0,
S0U¯ = U¯ , StSsU¯ = St+sU¯ , (2.5)
‖StU¯ − SsV¯ ‖L1 ≤ L1 ‖U¯ − V¯ ‖L1 + L2 |t− s| for some constants L1 and L2, (2.6)
such that the solution is a SRS. Furthermore, for any other SRS S˜ : D˜ × [0,∞[7−→ D˜, defined
on a domain D˜ ⊃ D, we have
S˜tU¯ = StU¯ for any U¯ ∈ D, t ≥ 0.
In Lemma 2.2, the domain D is defined by the Glimm functional; see the definition in [1]
(Chapter 7, pp. 151).
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2.2. The Wave-Front Tracking Scheme for Scaler Equations. We adopt the following
scheme and related results from [1]; also see [7] for the details. For our problem, we assume
that the scalar flux function f is a convex function. For fixed integer ν ≥ 1, we consider the
piecewise constant initial data u¯ taking values within the discrete set 2−νZ
.
= {2−νj : j integer}
and define fν to be the piecewise affine function that coincides with f at all nodes 2
−νj with j
integer:
fν(s) =
s− 2−ν
2−ν
f(2−ν(j + 1)) +
2−ν(j + 1)− s
2−ν
f(2−νj), s ∈ [2−νj, 2−ν(j + 1)].
For the scheme, we consider the Cauchy problem:
∂tu+ ∂xfν(u) = 0 (2.7)
with initial data u¯. First we consider the Riemann problem with initial data u¯ as in (2.1) and
u± ∈ 2
−ν
Z to obtain the following solutions:
• Case 1. u− < u+: We define the increasing sequence of jump speeds as
λl =
fν(wl)− fν(wl−1)
wl − wl−1
, l = 1, · · · , q,
where {wi}
q
i=1 are the jump points of fν and satisfy w0
.
= u− < w1 < · · · < wq
.
= u+.
Then we can obtain an entropy solution of the above Riemann problem (2.7) and (2.1)
as follows:
w(t, x) :=


u− if x < λ1t,
wl if λlt < x < λl+1t, 1 ≤ l ≤ q − 1,
u+ if x > λqt.
(2.8)
• Case 2. u− > u+: In this case, we define the shock speed as
λ =
fν(u+)− fν(u−)
u+ − u−
.
Thus, we can also obtain an entropy solution as the previous case:
w(t, x) :=
{
u− if x < λt,
u+ if x > λt.
(2.9)
Next, consider a more general Cauchy problem for (2.7) with piecewise constant initial data u¯,
taking values within the set 2−νZ. We can construct the solution by solving the corresponding
Riemann problems so that the total number of interactions is finite and the solution can be
prolonged for all t ≥ 0. For these solutions uν(t, x), we have the following properties:
TV (uν(t, ·)) ≤ TV (u¯), ‖uν(t, ·)‖L∞ ≤ ||u¯||L∞ for any t ≥ 0, (2.10)
‖uν(t, ·)− uν(t
′, ·)‖L1 ≤ LTV (u¯) |t− t
′| for any t, t′ ≥ 0, (2.11)
where L is the Lipschitz constant such that
|f(w)− f(w′)| ≤ L|w −w′| for any w,w′ ∈ [−M,M ].
Then, using Helly’s theorem, we obtain an entropy solution u = u(t, x) defined for all t ≥ 0 by
compactness, with
TV (u(t, ·)) ≤ TV (u¯), ‖u(t, ·)‖L∞ ≤ ‖u¯‖L∞ for any t ≥ 0. (2.12)
We remark here that, since the scalar flux function in our case in §3– §6 is quadratic, the
front-tracking algorithm could be applied directly. However, we adopt the piecewise-linear ap-
proximation in our analysis in §3–§6 so that it is more convenient to compare the solutions to
present our approach.
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3. Comparison of the Riemann Solvers
In this section we compare the Riemann solvers to system (1.1) and the geometric optics
expansion defined by (1.7) with the same initial data. From now on, we denote λ0j = λj(U
0)
and r0j = rj(U
0) through the paper.
3.1. Comparison for the Genuinely Nonlinear Case. First, we consider some properties
of approximate solutions to the Burgers equation.
Lemma 3.1. For some 1 ≤ k ≤ n, assume that, for fixed ν, σ
(k)
ν (τ, y) is an approximate solution
to the inviscid Burgers equation:
∂τw +
1
2
∂y(w
2) = 0,
constructed by the front tracking method. At the jump point (τ0, y0), suppose that σ
(k)
ν− =
σ
(k)
ν (τ0, y0−), σ
(k)
ν+ = σ
(k)
ν (τ0, y0+), σ
(k)
ν+ = σ
(k)
ν− + σ, and (t0, x0) = (
τ0
ε , y + λ
0
k
τ0
ε ) is the cor-
responding point in the (t, x)-coordinates to the point (τ0, y0). Then
(i) If σ < 0, the slope of the discontinuity line of solutions to the inviscid Burgers equation
in the (t, x)–coordinates is
S˙B(t,x)(σ) = λ
0
k + σ
(k)
ν−ε+
σ
2
ε; (3.1)
(ii) If σ > 0, then σ = (σ
(k)
ν+ − σ
(k)
ν−) 2
−ν , and the slope of the discontinuity line of solutions
to the inviscid Burgers equation in the (t, x)–coordinates is
λ
(k)
B(t,x)(σ) = λ
0
k + σ
(k)
ν−ε+
σ
2
ε. (3.2)
Proof. First, we deduce from §2.2 that the slope of the discontinuity line of solutions to the
inviscid Burgers equation in the (τ, y)–coordinates is
y′(τ) = σ
(k)
ν− +
σ
2
from the Rankine-Hugoniot condition when σ < 0, and
y′(τ) = σ
(k)
ν− +
σ
2
from (2.8) when σ > 0. Using the fact that, if (t, x) is a point on the discontinuity line with the
corresponding point (τ, y) in the (τ, y)-coordinates, we have{
y = x− λ0kt,
τ = εt,
and


S˙B(t,x)(σ) =
x−x0
t−t0
, σ < 0,
λ
(k)
B(t,x)(σ) =
x−x0
t−t0
, σ > 0.
This completes the proof. 
Next, we consider the Riemann problem to system (1.1) with the corresponding initial data:
U |t=t0 = U
0 + ε
n∑
j=1
σ(j)ν (εt0, x− λ
0
j t0) r
0
j . (3.3)
Lemma 3.2. Assume that F (U) satisfies all the assumptions as in Theorem 1.1, the k-th char-
acteristic field is genuinely nonlinear, and σ
(k)
ν has a jump point as Lemma 3.1. Let (t0, x0)
be the corresponding point to (τ0, y0), U
ε
± = U
0 + ε
∑n
j=1 σ
(j)
ν±r
0
j , and U
ε
+ = Φ(U
ε
−;β1, · · · , βn),
where σ
(j)
ν+ = σ
(j)
ν− are constant valued functions near (τ0, y0) when j 6= k. Then we have
βj(σ, ε) = σεδjk +O(1)σ(max
j
|σ
(j)
ν−|+ σ) ε
2,
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where δjk is the Kronecker delta.
Proof. Let θ = εσ. From the definition, U ε+ = U
ε
− + θr
0
k. Then
Φ(U ε−;β1, · · · , βn)− U
ε
− = θr
0
k.
If θ = 0, we deduce from Φ(U ε−;β1, · · · , βn) = U
ε
− that βj |θ=0 = 0. We differentiate both sides
of the above equation with respect to θ to obtain∑
j
∂Φ
∂βj
∂βj
∂θ
= r0k,
From Lemma 2.1, we know
∂Φ
∂βj
∣∣∣∣
θ=0
=
∂Φ
∂βj
∣∣∣∣
β=0
= rk(U
ε
−).
Then we find
∑
j
∂Φ
∂βj
∣∣∣∣∣∣
θ=0
∂βj
∂θ
∣∣∣∣
θ=0
= r0k
= rk(U
ε
− − ε
n∑
j=1
σ
(j)
ν−r
0
j )
= rk(U
ε
−)− ε
n∑
j=1
(r0j · ∇)rk(U
ε
−)σ
(j)
ν− +O(1)ε
2
= rk(U
ε
−) +O(1)max
j
|σ
(j)
ν−| ε. (3.4)
Taking the dot product both sides of (3.4) with lj(U
ε
−), we obtain
∂βj
∂θ
∣∣∣∣
θ=0
= δjk +O(1)max
j
|σ
(j)
ν−| ε.
Then we have
βj(θ, ε) = δjkθ +O(1)max
j
|σ
(j)
ν−|θε+O(1)θ
2
= δjkσε+O(1)σ
(
max
j
|σ
(j)
ν−|+ σ
)
ε2.
This completes the proof. 
With Lemmas 3.1–3.2, we have
Proposition 3.1. Assume that F (U) satisfies the assumptions as in Theorem 1.1, the k-th
characteristic field is genuinely nonlinear, σ
(k)
ν is a piecewise constant function as Lemma 3.1
and has a jump point at (τ0, y0), (t0, x0) is the corresponding point, and (τ0, y0) is not a jump
point of σ
(j)
ν for j 6= k. Then, for every λˆ > 2max|U |≤M λk(U) with M being the maximum of
the solution for (1.1), if h is sufficiently small, we have∫
x0−λˆh<x<x0+λˆh
|Sh(U
ε
w,ν(t0, ·)) − U
ε
w,ν(t0 + h, x)|dx ≤ Cσ(σ +max
j
|σ
(j)
ν−|)hε
2, (3.5)
where
U εw(t, x) := U
0 + ε
n∑
j=1
σ(j)ν (εt, x− λ
0
j t) r
0
j ,
and C > 0 is a constant independent of ε and t.
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Proof. First, we consider the case σ < 0. Then, from Lemma 3.2, we obtain that βk < 0 when ε
sufficiently small. Thus, the k-th wave is a shock. From Lemma 2.1 and the Rankine-Hugoniot
condition, we have
S˙(βk)
∣∣∣
βk=0
= λk(Uk−1),
∂S˙(βk)
∂βk
∣∣∣∣∣
βk=0
=
1
2
(rk · ∇)λk(Uk−1),
where S˙(βk) is the shock speed of the k-th shock with respect to βk, and Uk−1 is defined as in
Lemma 2.1. Therefore, if U− = U
ǫ
w,ν− and U+ = U
ǫ
w,ν+, we have
S˙(βk) = λk(Uk−1) +
1
2βk +O(1)β
2
= λk(U−) +
1
2βk +O(1)β
2 +O(1)σ(σ +maxj |σ
(j)
ν− |) ε
2,
by using Lemmas 2.1 and 3.2 and the following estimate:
|Uk−1 − U−| ≤
∑
j<k
|Uj − Uj−1| ≤ C
∑
j<k
|βj | = Cσ(max
j
|σ
(j)
ν−|+ σ) ε
2. (3.6)
Using Lemma 3.2, we have
S˙(βk) = λk(U−) +
1
2
σε+O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
ε2
= λk(U−) +
1
2
σε+O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
ε2,
Then we have
S˙(βk)− S˙B(t,x)(σ)
= λk(U−) +
1
2σε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2 −
(
λ0k + σ
(k)
ν−ε+
σ
2 ε
)
= λk(U−)− λ
0
k −
1
2σ
(k)
ν−ε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= ε
∑
j 6=k σ
(j)
ν− +O(1)σmaxj
(
|σ
(j)
ν−|
2
)
ε2 +O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= O(1)maxj |σ
(j)
ν−| ε.
As shown in Figure 1, with estimate (3.6), and
|Uk − U+| ≤
∑
j≥k
|Uj − Uj+1| ≤ C
∑
j>k
|βj | = Cσ
(
max
j
|σ
(j)
ν−|+ σ
)
ε2, (3.7)
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we have
∫
x0−λˆh<x<x0+λˆh
|Sh(U
ε
w,ν(t0, ·))− U
ε
w,ν(t0 + h, x)|dx
=
∫
x0−λˆh<x<x0+λˆh
|U(t0 + h, x)− U
0 −
n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j (t0 + h))r
0
j |dx
=
( ∫ min{S˙k ,S˙B(t,x)}h
x0−λˆh
+
∫ x0+λˆh
max{S˙k,S˙B(t,x)}h
)
×
×
∣∣U(t0 + h, x)− U0 − n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j (t0 + h))r
0
j
∣∣dx
+
∫ max{S˙k ,S˙B(t,x)}h
min{S˙k ,S˙B(t,x)}h
|U(t0 + h, x) − U
0 −
n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j(t0 + h))r
0
j |dx
= O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
λˆhε2 +O(1)σmax
j
|σ
(j)
ν−|hε
2
= O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
hε2.
Figure 1. Comparison for the genuinely nonlinear case: shock wave
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Figure 2. Comparison for the genuinely nonlinear case: rarefaction wave
We now consider the case σ > 0. As for the case σ < 0, we obtain that βk > 0 when ε
sufficiently small. Then the k-th wave is a rarefaction wave. From Lemmas 2.1 and 3.2, we have
λk(Uk−1) = λk(U−) +O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
ε2,
λk(Uk) = λk(U+) +O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
ε2,
λk(Uk) = λk(Uk−1) + βk +O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
ε2
= λk(U−) +
1
2
σε+O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
ε2.
These yield
λk(Uk)− λk(Uk−1) =
1
2
σε+O(1)σ
(
σ +max
j
|σ
(j)
ν−|)
)
ε2 = O(1)σε,
λk(Uk)− λ
(k)
B(t,x)(σ)
= λk(U−) +
1
2σε− λ
0
k − σ
(k)
ν−ε−
σ
2 ε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= λk(U
0 + ε
∑n
j=1 σ
(j)
ν−r
0
j )− λ
0
k − σ
(k)
ν−ε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= O(1)ε
∑
j 6=k(rj · ∇)λ
0
kσ
(j)
ν− +O(1)σε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= O(1)
(
σ +maxj |σ
(j)
ν−|
)
ε,
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and
λk(Uk−1)− λ
(k)
B(t,x)(σ)
= λk(U−)− λ
0
k − σ
(k)
ν−ε−
σ
2 ε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= λk(U
0 + ε
∑n
j=1 σ
(j)
ν−r
0
j)− λ
0
k − σ
(k)
ν−ε−
σ
2 ε+O(1)σ
(
σ +maxj |σ
(j)
ν−|
)
ε2
= O(1)
(
σ +maxj |σ
(j)
ν−|
)
ε,
where we have used the above estimates and the properties of the centered rarefaction waves:
U(t, x) =


U− if
x
t < λk(U−),
U+ if
x
t > λk(U−),
Rk(σ)(U−) if
x
t = λk(Rk(σ)(U−)) ∈ [λk(U−), λk(U+)],
when U± are connected by the k-rarefaction curve, and Rk(σ)(U−) is a smooth function for σ
and U−.
As shown in Figure 2, similar to the case σ < 0, we have∫
x0−λˆh<x<x0+λˆh
|Sh(U
ε
w,ν(t0, ·)) − U
ε
w,ν(t0 + h, x)|dx
=
∫
x0−λˆh<x<x0+λˆh
∣∣U(t0 + h, x) − U0 − n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j(t0 + h))r
0
j
∣∣dx
=
∫ min{λk(Uk−1),λ(k)B(t,x)}
x0−λˆh
∣∣U(t0 + h, x)− U0 − n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j(t0 + h))r
0
j
∣∣dx
+
∫ x0+λˆh
max{λk(Uk),λ
(k)
B(t,x)
}
∣∣U(t0 + h, x) − U0 − n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j(t0 + h))r
0
j
∣∣dx
+
∫ max{λk(Uk),λ(k)B(t,x)}
min{λk(Uk−1),λ
(k)
B(t,x)
}
|U(t0 + h, x)− U
0 −
n∑
j=0
σ(j)ν (ε(t0 + h), x− λ
0
j (t0 + h))r
0
j |dx
= O(1)σ
(
σ +max
j
|σ
(j)
ν−|
)
λˆhε2 +O(1)σmax
j
|σ
(j)
ν−|hε
2
= O(1)σ(σ +max
j
|σ
(j)
ν−|)hε
2.
This completes the proof. 
3.2. Comparison for the Linearly Degenerate or Constant Multiplicity Case. In this
case, we first show that the characteristic fields whose eigenvalue has constant multiplicity, bigger
than one, must be linearly degenerate.
Lemma 3.3. Assume that F (U) satisfies the assumptions in Theorem 1.1, and λm+1(U) ≡
· · · ≡ λm+p(U) for p > 1. Then the characteristic fields of λm+1(U), · · · , λm+p(U) must be
linearly degenerate.
Proof. Assume that λm+1(U) ≡ · · · ≡ λm+p(U) = λ(U), and the corresponding eigenvectors
rm+1(U), · · · , rm+p(U) are linearly independent. Performing rj ·∇ to both sides of the equation
∇F (U) rk(U) = λk(U)rk(U), we have
∇2F (rk(U), rj(U)) +∇F (rj(U) · ∇)rk(U) = (rj(U) · ∇)λk(U) rk(U) + λk(U)(rj(U) · ∇)rk(U),
(3.8)
where j, k ∈ {m+ 1, · · · ,m+ p} and j 6= k.
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Taking the dot product on both sides of (3.8) with lj from the left and using the fact that
lj · rk = δjk, we have
lj(U) · ∇
2F (rk(U), rj(U)) + λj(U) lj(U) · (rj(U) · ∇)rk(U) = λk(U) lj(U) · (rj(U) · ∇)rk(U),
which implies
lj(U) · ∇
2F (rk(U), rj(U)) ≡ 0 if j 6= k.
Next, taking the dot product on both sides of (3.8) with lk from the left and using the fact that
lj · rk = δjk, we have
lk(U) · ∇
2F (rk(U), rj(U)) + λk(U)lk(U) · (rj(U) · ∇)rk(U)
= λk(U)lk(U) · (rj(U) · ∇)rk(U) + (rk(U) · ∇)λk(U),
which implies
rk(U) · ∇λk(U) = lk(U) · ∇
2F (rk(U), rj(U)) ≡ 0.
This completes the proof. 
Now we consider the kth-characteristic field whose eigenvalue has constant multiplicity for
m+ 1 ≤ k ≤ m+ p in (1.2). In this case, the corresponding scalar case is quite simple, and the
equations are reduced to be ∂τσ
(k)
ν ≡ 0. Thus, σ
(k)
ν (τ, y) is a piecewise function and
σ(k)ν (τ, y) =


σ
(k)
ν+ if y > y0,
σ
(k)
ν− if y ≤ y0.
Then the slope of the discontinuity line in the (t, x)–coordinates is
λ
(k)
B(t,x)(σ) =
x− x0
t− t0
=
y + (λ0kτ)/ε − y0 − (λ
0
kτ0)/ε
τ/ε− τ0/ε
= ε
y − y0
τ − τ0
+ λ0k = λ
0
k. (3.9)
Next, we consider the Riemann problem to system (1.1) with the corresponding initial data
(3.3) as before. We obtain
Lemma 3.4. Assume that F (U) satisfies all the assumptions in Theorem 1.1, m+1 ≤ k ≤ m+p
as in (1.2), σ
(k)
ν has a jump at (τ0, y0), and σ
(k)
ν+ = σ
(k)
ν− + σ. Let (t0, x0) be the corresponding
point to (τ0, y0), U
ε
± = U
0 + ε
∑n
j=1 σ
(j)
ν±r
0
j , and U
ε
+ = Φ(U
ε
−;β1, · · · , βn). Then we have
βj(σ, ε) = δjkσε+O(1)σ
(
max
j
|σ
(j)
ν−|+ σ
)
ε2.
Proof. Let θ = εσ. From the definition, U ε+ = U
ε
− + θr
0
j , that is,
Φ(U ε−;β1, · · · , βn)− U− = θr
0
j . (3.10)
If θ = 0, we deduce from Φ(U ε−;β1, · · · , βn) = U− that βj |θ=0 = 0. We differentiate both sides
of (3.10) with respect to θ to obtain
∑
j
∂Φ
∂βj
∂βj
∂θ = r
0
k. From Lemma 2.1, we know
∂Φ
∂βj
∣∣∣
θ=0
=
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∂Φ
∂βj
∣∣∣
β=0
= rj(U
ε
−). Thus, we have
∑
j
∂Φ
∂βj
∣∣∣
θ=0
∂βj
∂θ
∣∣∣
θ=0
= r0k
= rk(U
ε
− − ε
n∑
j=1
σ
(j)
ν−r
0
j )
= rk(U
ε
−)− ε
n∑
j=1
(r0j · ∇)rk(U
ε
−)σ
(j)
ν− +O(1)ε
2
= rk(U
ε
−) +O(1)max
j
|σ
(j)
ν−| ε. (3.11)
Then we take the dot product on both sides of (3.11) with lj(U
ε
−) to obtain
∂βj
∂θ
∣∣∣∣
θ=0
= δjk +O(1)max
j
|σ
(j)
ν−|ε,
and then
βj(θ, ε) = δjkθ +O(1)max
j
|σ
(j)
ν−|θε+O(1)θ
2
= δjkσε+O(1)σ
(
max
j
|σ
(j)
ν−|+ σ
)
ε2.
This completes the proof. 
With Lemmas 3.3–3.4, we have
Proposition 3.2. Assume that F (U) satisfies the assumptions in Theorem 1.1, either the k-th
characteristic field is linearly degenerate or its eigenvalue has constant multiplicity, σ
(k)
ν is a
piecewise constant function which satisfies σ
(k)
ν+ = σ
(k)
ν− + σ and has a jump point at (τ0, y0),
(t0, x0) is the corresponding point, and (τ0, y0) is not a jump point of σ
(j)
ν for j 6= k. Then,
for every λˆ > 2max|u|≤M λk(u) with M being the maximum of the solution to (1.1), if h is
sufficiently small, we have∫
x0−λˆh<x<x0+λˆh
∣∣Sh(U εw,ν(t0, ·))− U εw,ν(t0 + h, ·)∣∣dx ≤ Cσ(σ +max
j
|σ
(j)
ν−|
)
hε2,
where U εw,ν is defined in Lemma 3.1, and C > 0 is a constant independent of h and ε.
Proof. The proof of this lemma is similar to the one for Lemma 3.1, especially for the shock case.
The only change is about the shock speed S˙(βk). This can be calculated directly as follows:
S˙(βk) = λk(Uk−1) = λk(U−) +O(1)σ
(
σ +max
j
|σ(j)ν− |
)
ε2 = λ0k +O(1)max
j
|σ
(j)
ν−| ε,
and then
S˙(βk)− S˙B(t,x)(σ) = λ
0
k +O(1)max
j
|σ
(j)
ν−| ε− λ
0
k
= O(1)max
j
|σ
(j)
ν−| ε.
With this, we can obtain the desired estimate. 
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4. Proof of Theorem 1.1, Part I: 0 ≤ t ≤ T0
We now prove Theorem 1.1 when t ∈ [0, T0], where T0 is defined as follows: Since supp(σ
(j)
∣∣
τ=0
)
is a compact set for each j (due to the compactness of the support of U1) and the speed λ0k 6= λ
0
j
for k 6= j, there exists T0 > 0, independent of ε ∈ (0, ε0], such that, for t ≥ T0, the compact sets
Kj(t) = {x ∈ R : σ
j(εt, x− λ0j t) 6= 0}, j = 1, 2, · · · , n,
are disjoint, that is, for t ≥ T0,
Kj(t) ∩Kk(t) = φ if j 6= k.
In order to establish Theorem 1.1 for 0 ≤ t ≤ T0, a technical lemma is stated here to restrict
the integral interval for the semigroup estimates to be finite.
Lemma 4.1. Let S : D × [0,∞) 7→ D be the semigroup generated by system (1.1), and let λˆ
be an upper bound for all the wave speeds, where F (U) satisfies all the assumptions in Theorem
1.1. Given any interval I0 := [a, b], define
It := [a+ λˆt, b− λˆt], t <
b− a
2λˆ
.
Then, for every Lipschitz continuous map W : [0, T ] 7→ D,
‖W (t)− StW (0)‖L1(It) ≤ L
∫ t
0
{
lim inf
h→0+
‖W (τ + h)− ShW (τ)‖L1(Iτ+h)
h
}
dτ. (4.1)
Proof. First, for every U¯ , V¯ ∈ D and t ≥ 0, we have∫ b−λˆt
a+λˆt
|StU¯(x)− StV¯ (x)|dx ≤ L
∫ b
a
|U¯ (x)− V¯ (x)|dx.
This can be obtained by using the following facts:
(i) If two initial conditions U¯ , V¯ ∈ D coincide on (a, b), then StU¯(x) = StV¯ (x) for all x ∈
(a+ λˆt, b− λˆt);
(ii) If U¯ ∈ D, then U¯ χ[a,b] ∈ D.
With this estimate, the other steps for the proof is the same as the ones for (1.11) in [1]
(Theorem 2.9). 
Now we prove Theorem 1.1 for 0 ≤ t ≤ T0.
Proof of Theorem 1.1 for 0 ≤ t ≤ T0. We divide the proof into three steps. The constant
C > 0 below is a universal bound independent of the parameters (j, ν, ε, τ, t, J) in the proof.
Step 1. Approximation by piecewise constant functions. Since U1 ∈ BV , we can construct
piecewise constant functions σ
(j)
ν (0, y), which satisfy
TV (σ
(j)
ν (0, ·)) ≤ TV (σ(j)(0, ·)),
‖σ
(j)
ν (0, ·) − σ(j)(0, ·)‖∞ + ‖σ
(j)
ν (0, ·) − σ(j)(0, ·)‖L1 ≤ ε,
where σ(j)(0, y) = lj(U
0) · U1(y). Then
TV (σ(j)ν (0, ·)) ≤ TV (σ
(j)(0, ·)) ≤ C TV (U1)
and
‖σ(j)ν (0, ·)‖L∞ ≤ 2‖σ
(j)(0, ·)‖L∞ ≤ C‖U
1(·)‖L∞ .
In addition, the jump points of each σ
(j)
ν are finite, and the range of those functions is
contained in the set 2−νZ, for some fixed integer ν. For this initial data, we can construct an
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approximate solution σ
(j)
ν (τ, y) by the method introduced in §2.2. Then the solution σ
(j)
ν (τ, y)
satisfies
TV (σ(j)ν (τ, ·)) ≤ C TV (σ
(j)
ν (0, ·)) ≤ C TV (U
1(·)), (4.2)
‖σ(j)ν (τ, ·)‖L∞ ≤ C ‖σ
(j)
ν (0, ·)‖L∞ ≤ C‖U
1(·)‖L∞ , (4.3)
‖σ(j)ν (τ, ·) − σ
(j)
ν (s, ·)‖L1 ≤ L|τ − s|. (4.4)
Then, from Helly’s theorem, for every τ , there exists a subsequence of functions (still denoted
as) σ
(j)
ν (τ, y) so that
σ(j)ν (τ, y) −→ σ
(j)
τ (y) for a.e. y ∈ R,
and
‖σ(j)τ (·)‖L∞ ≤ C‖U
1(·)‖L∞ , TV (σ
(j)
τ (·)) ≤ C TV (U
1(·)).
By standard argument, there exists a subsequence σ
(j)
νj such that σ
(j)
νj (τ, ·)→ σ
(j)(τ, ·) pointwise,
which is also in L1loc(R;R
n), at every rational time τ > 0. Define
σ(j)(τ, y) = lim
m→∞
σ(j)(τm, y),
where τm is a rational time and τm → τ . Then, by continuity of time in (4.4), we conclude that
σ
(j)
νj → σ
(j) in L1loc([0,∞) × R;R
n), and σ(j) satisfies∫ ∞
−∞
|σ(j)(τ, y)− σ(j)(s, y)|dy ≤ L|τ − s| for all τ, s ≥ 0,
TV (σ(j)(τ, ·)) ≤ C TV (U1), ‖σ(j)(τ, ·)‖L∞ ≤ C‖U
1(·)‖L∞ for all τ ≥ 0.
Step 2. Estimate of the term ‖ShU
ε
w,ν(t, ·) − U
ε
w,ν(t + h, ·)‖L1(I) for h small enough, where
I := [a, b],
U εw,ν(t, x) = U
0 + ε
n∑
j=1
σ(j)ν (εt, x− λ
0
j t)r
0
j ,
and (t, x) is not a point of interaction of σ
(j)
ν (εt, x− λ0j t) for all x ∈ R and j = 1, · · · , n.
First, consider the case that (t, x0) is a jump point of one and only one function of
{
σ
(j)
ν (τ, y)
}n
j=1
,
say σ
(j)
ν (τ, y). From §3, we can derive the following estimate:
‖Sh(U
ε
w,ν(t, ·)) − U
ε
w,ν(t+ h, ·)‖L1(I) ≤ C
∣∣σ(j)ν+ − σ(j)ν−∣∣(max
j
|σ
(j)
ν−|+max
j
|σ
(j)
ν+|)hε
2, (4.5)
where σ
(j)
ν± := limx→x0± σ
(j)
ν (εt, x − λ0j t), when h is so small that there is no interaction, and I
contains only the wave fronts generated at point (t, x0).
We now consider the general case. Without loss of generality, assume that (t, x0) is a jump
point of σ
(j)
ν and σ
(k)
ν .
Claim. Assume that F (U) satisfies all the assumptions in Theorem 1.1, j and k are two
distinct integers, (τ0, y0) is a jump point of and only of σ
(j)
ν and σ
(k)
ν . Let
σ
(j)
ν± = limy→y0±
σ(j)ν (τ0, y)
and
σ
(k)
ν± = limy→y0±
σ(k)ν (τ0, y),
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(t0, x0) is the corresponding point to (τ0, y0),
U ε± = U
0 + ε
n∑
j=1
σ(j)ν±r
0
j , U
ε
+ = Φ(U
ε
−;β1, · · · , βn).
Then we have
βm =
(
δmj |σ
(j)
ν+ − σ
(j)
ν−|+ δmk|σ
(k)
ν+ − σ
(k)
ν−|
)
ε
+O(1)(|σ
(j)
ν+ − σ
(j)
ν−|+ |σ
(k)
ν+ − σ
(k)
ν−|)(max
j
|σ
(j)
ν−|+max
j
|σ
(j)
ν+|) ε
2.
This property can be proved by combining the properties in the proof of Lemma 3.2 and the
ideas for the proof of Lemma 3.4. We omit the details.
With this, we can show
‖Sh(U
ε
w,ν(t, ·)) − U
ε
w,ν(t+ h, ·)‖L1(I)
≤ C
(
|σ
(j)
ν+ − σ
(j)
ν−|+ |σ
(k)
ν+ − σ
(k)
ν−|
)
(max
j
|σ
(j)
ν−|+max
j
|σ
(j)
ν+|)hε
2, (4.6)
when h is so small that there is no interaction and I contains only the wave fronts generated at
the point (t, x0). The proof is similar to the one in Propositions 3.1 and 3.2; the difference here
is that we should divide the interval into three parts: the additional part is near the jth-wave.
Thus, we estimate not only S˙(βk) − S˙B(t,x)(σ) or λk(Uk) − λ
(k)
B(t,x)(σ) as in Proposition 3.1 or
3.2, but also S˙(βj)− S˙B(t,x)(σ) or λj(Uj)− λ
(j)
B(t,x)(σ).
With (4.5) and (4.6), we can derive an estimate for arbitrary finite interval I by dividing
the interval into some subintervals, every one of which contains only one jump point. Since the
number of these subsets is finite, we can sum together to obtain
‖Sh(U
ε
w,ν(t, ·)) − U
ε
w,ν(t+ h, ·)‖L1(I) ≤ C
n∑
j=1
TV(t,x)∈{t}×I(σ
(j)
ν (εt, y))max
j
|σ(j)ν |hε
2, (4.7)
where (τ, y) = (εt, x− λ0j t).
Step 3. Completion of the proof. For an arbitrary finite interval J = [a, b], let I = [a −
λˆt, b + λˆt]. Then, from the definition in Lemma 4.1, we have It = J . For any initial data
U1(x) ∈ BV ∩ L1, σ(j) and U εw(t, x) are defined from (1.5), (1.7), and (1.10). Then, following
Step 1, we construct piecewise constant functions σ
(j)
ν (τ, y) so that
‖U ε(t, ·)− U εw(t, ·)‖L1(J) ≤ ‖U
ε(t, ·)− U εν (t, ·)‖L1(J) + ‖U
ε
w(t, ·) − U
ε
w,ν(t, ·)‖L1(J)
+‖U εν (t, ·)− U
ε
w,ν(t, ·)‖L1(J)
= I1 + I2 + I3.
For I1, from Lemma 2.2,
I1 = ‖St(U
0 + εU1(·))− St(U
0 + ε
n∑
j=1
σ(j)ν (0, ·)r
0
j )‖L1(J) (4.8)
≤ L‖U0 + εU1(·)−
(
U0 + ε
n∑
j=1
σ(j)ν (0, ·)r
0
j
)
‖L1 (4.9)
≤ C
n∑
j=1
‖σ(j)(0, ·) − σ(j)ν (0, ·)‖L1 . (4.10)
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Hence, I1 → 0 when ν →∞.
For I2, it is reduced to estimate ‖σ
(j)
ν (τ, ·) − σ(j)(τ, ·)‖L1(J). From Step 1, we can select a
rational time sequence {τm}
∞
m=1 and a subsequence (still denoted) {ν} such that τm → τ when
m→∞ and, for all m, σ
(j)
ν (τm, y)→ σ
(j)(τm, y) for a.e. y ∈ R, when ν →∞. Then
‖σ(j)ν (τm, ·)− σ
(j)(τm, ·)‖L1(J) → 0 when ν →∞.
Using the Lipschitz continuity (1.9), we obtain that I2 → 0 when ν →∞.
For I3, from Lemma 4.1, we obtain
I3 = ‖U
ε
ν (t, ·) − U
ε
w,ν(t, ·)‖L1(It)
≤ L
∫ t
0
lim inf
h→0+
‖U εw,ν(s+ h, ·)− Sh(U
ε
w,ν(s, ·))‖L1(Is+h)
h
ds
≤ L
∫ t
0
lim inf
h→0+
Cε2h
∑n
j=1 TV (σ
(j)
ν (εs, ·))maxj ||σ
(j)
ν (εs, ·)||∞
h
ds
≤ Cε2
∫ t
0
(
TV (U1)
)2
ds
= C
(
TV (U1)
)2
tε2,
where we have used the fact that TV (σ
(j)
ν (εt, ·)) ≤ C TV (σ
(j)
ν (0, ·)) for all t > 0. With these
three estimates together, passing limit ν →∞, we obtain that, for any arbitrary finite interval
J := [a, b],
‖U ε(t, ·)− U εw(t, ·)‖L1(J) ≤ C
(
TV (U1)
)2
tε2.
Finally, let a→ −∞ and b→∞, we have
‖U ε(t, ·) − U εw(t, ·)‖L1 ≤ C
(
TV (U1)
)2
tε2. (4.11)
Therefore, for 0 ≤ t ≤ T0, we obtain
‖U ε(t, ·)− U εw(t, ·)‖L1 ≤ C T0ε
2. (4.12)

As a direct corollary, we conclude
Corollary 4.1. Assume that F satisfies the assumptions in Theorem 1.1, and U1 ∈ BV ∩
L1(R;Rn) (not necessarily with compact support). Consider an entropy solution U ε(t, x) of
(1.1), which is the SRS, and the weakly nonlinear geometric optics expansion U εw(t, x) defined
by (1.5), (1.7), and (1.10). Then there exists ε0 > 0 such that, when ε ∈ (0, ε0], we have
‖U ε(t, ·)− U εw(t, ·)‖L1 ≤ Ctε
2 for some constant C > 0 independent of ε and t. (4.13)
However, estimate (4.13) is not really strong enough to justify the weakly nonlinear geometric
optics approximation as noted in Schochet [16]. In §6, we further develop the approach to
improve (4.13) into the stronger error estimate (1.15) in Theorem 1.2, which is strong enough
indeed to justify the approximation even for the case when U1 ∈ BV ∩ L1(R;Rn) without
compact support.
5. Proof of Theorem 1.1, Part II: t ≥ T0.
Notice from §4 that, when t ≥ T0, the compact sets Kj(t), j = 1, 2, · · · , n, are disjoint:
Kj(t) ∩Kk(t) = φ if j 6= k.
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In this section, we give a careful calculation based on this and complete the proof of Theorem
1.1. The constant C > 0 below is the universal constant, independent of (ε, ν, h, t, τ) in the
proof.
We first refine expansion (1.7) or (3.3) by the following corresponding approximation:
V εν = U
0 + ε
∑
j
σ(j)ν (εt, x− λ
0
j t)r
0
j +
ε2
2
∑
j∈N
(
σ(j)ν (εt, x − λ
0
j t)
)2
(r0j · ∇)r
0
j
+ε2
∑
ji∈L
E(j)ν (x− λ
0
j (t− T0)), (5.1)
where j ∈ N means that the corresponding j−th characteristic field is genuinely nonlinear,
while ji ∈ L means that the corresponding characteristic field is linearly degenerate and all {ji}
together constitute the j-th characteristic field. Furthermore,
E(j)ν =
1
ε2
(
W (j)ν − U0 − εσ
(j)
ν r
0
j
)
,
and W
(j)
ν is defined as follows. First set [a, b] := suppxσ
(j)(εT0, x− λ
0
jT0) and let xji ∈ [a, b) be
a point at which σ
(j)
ν (εT0, x − λ
0
jT0) has a jump. Denote the set of these jump points together
by Jj and then define the piecewise constant function W
(j)
ν with the same jump points in Jj .
At each jump point xji ∈ Jj , if
ε(σ
(ji)
ν+ − σ
(ji)
ν− )r
0
k = Φ(β1, · · ·, βn), (5.2)
and the multiplicity of the j-th characteristic field is m, then the difference of W
(j)
ν at this jump
point is defined by
W
(j)
ν+ −W
(j)
ν− := Φ(0, · · ·, 0, βj1 , · · ·βjm , 0, · · ·, 0). (5.3)
For the point x < a or x > b, we define W
(j)
ν = U0. Then we have the property that Kj(t) =
suppx{W
(j)
ν (x−λ0j (t−T0))−U
0}. From the proof of Lemma 5.5 later, we will see that the error
term satisfies that |E
(j)
ν | ≤ C.
Now we consider the case j ∈ N . As the bootstraps in §3, we have the following lemma.
Lemma 5.1. Suppose that the assumptions in Lemma 3.2 hold. Let
V εν± := U
0 + εσ
(k)
ν±r
0
k +
ε2
2
(
σ
(k)
ν±
)2
(r0k · ∇)r
0
k
with Φ(V εν−;β1, · · ·, βn) = V
ε
ν+. Then we have
βj = σεδkj +O(1)ǫ
3
(
(σ
(k)
ν−)
2σ + σ
(k)
ν−σ
2 + σ3
)
, (5.4)
where σ = σ
(k)
ν+ − σ
(k)
ν−, and δkj is the Kronecker delta.
Proof. Let θ = εσ. Then
V εν+ − V
ε
ν− = θr
0
k +
θ2
2
(r0k · ∇)r
0
k + εθσ
(k)
ν−(r
0
k · ∇)r
0
k.
Thus we have the following equation:
Φ(V εν−; β1, · · ·, βn) = V
ε
ν− + θr
0
k +
(θ2
2
+ εθσ
(k)
ν−
)
(r0k · ∇)r
0
k. (5.5)
Clearly, by the implicit function theorem, we obtain a unique solution (β1, · · · , βn)(θ) of (5.5)
such that βj(0) = 0, j = 1, · · · , n.
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Differentiating (5.5) with respect to θ and then letting θ = 0, we have∑
j
∂Φ(V εν−; β1, · · ·, βn)
∂βj
∂βj
∂θ
∣∣
θ=0
= r0k + εσ
(k)
ν−(r
0
k · ∇)r
0
k + θ(r
0
k · ∇)r
0
k
∣∣
θ=0
. (5.6)
Since Ki ∩Kj = φ if i 6= j, we find that σ
iσj = 0 if i 6= j. Using this fact to calculate (5.6), we
have ∑
j
∂Φ
∂βj
∂βj
∂θ
∣∣
θ=0
=
∑
j
rj(V
ε
ν−)
∂βj
∂θ
∣∣
θ=0
= rk(V
ε
−) +O(1)(σ
(k)
ν−)
2ε2,
which yields
∂βj
∂θ
∣∣
θ=0
= δij +O(1)(σ
(k)
ν−)
2ε2. (5.7)
Next, taking twice derivatives on both sides of (5.5) with respect to θ and then letting θ = 0,
then ∑
i,j
∂2Φ
∂βi∂βj
∂βi
∂θ
∂βj
∂θ
∣∣
θ=0
+
∑
j
∂Φ
∂βj
∂2β
∂θ2
∣∣
θ=0
= (r0k · ∇)r
0
k.
Thus, we have
(rk(V
ε
ν−) · ∇)rk(V
ε
ν−) +O(1)(σ
(k)
ν−)
2ε2 +
∑
j
rj(V
ε
ν−)
∂2βj
∂θ2
∣∣
θ=0
= (r0k · ∇)r
0
k.
Noting that (rk(V
ε
ν−) · ∇)rk(V
ε
ν−) = (r
0
k · ∇)rk(U
0) +O(1)σ
(k)
ν−ε, we obtain
∂2βj
∂θ2
∣∣
θ=0
= O(1)σ
(k)
ν−ε. (5.8)
Combining (5.7)–(5.8) with the Taylor expansion, we finally have
βj(θ) =βj(0) +
∂βj
∂θ
∣∣
θ=0
θ +
∂2βj
∂θ2
∣∣
θ=0
θ2 +O(1)θ3
=σεδkj +O(1)
(
(σkν−)
2σ + σ
(k)
ν−σ
2 + σ3
)
ε3.
This completes the proof. 
With this better estimate, as in §3, we further have
Lemma 5.2. Suppose that the assumptions in Theorem 1.1 hold. Then there exists h0 > 0 such
that, when h ∈ (0, h0], for t ≥ T0, we have∫
x0−λˆh<x<x0+λˆh
|Sh(V
ε
ν (t0, x))− V
ε
ν (t0 + h, x)|dx
≤ C(max |σkν−|)
2|σ|hε3 +C2−ν |σ|hε2.
Proof. We divide the proof into two cases.
Case 1 (shock case): σ < 0. In this case, by Lemma 5.1, βk < 0. Denote Sk the k-shock
speed of βk in the (t, x)–coordinates and Vk = Φ(V
ε
ν−; β1, · · ·, βk, 0, · · ·, 0). Then
Sk = λk(Vk−1) +
1
2
βk +O(1)|βk|
2 = λ0k + σ
(k)
ν−ε+
1
2
σε+O(1)(σ2 + ε|σ|) ε2.
On the other hand, the shock speed of the Burgers equation of σk in the (t, x)–coordinates is
SBk = λ
0
k + σ
(k)
ν−ε+
1
2
σε.
Then
Sk − SBk = O(1)(σ
2 + |σ||σ
(k)
ν− |)ε
2.
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Meanwhile, with the fact that |Vk−1 − Vn|+ |Vk − V0| = O(1)|σ|ε, we deduce the core estimate
for the shock case:
|Sk − SBk|
(
|Vk−1 − V
ǫ
ν+|+ |Vk − V
ε
ν−|
)
= O(1)
(
|σ|3 + |σ|2|σ
(k)
ν−|
)
ε3.
Then, with this estimate in hand, following the bootstrap in the proof of Proposition 3.1 step
by step, using the results in Lemma 5.1, and performing cumbersome calculations, we have∫
x0−λˆh<x<x0+λˆh
|Sh(V
ε
ν (t, x))− V
ε
ν (t+ h, x)|dx ≤ C(max |σ
k
ν−|)
2|σ|hε3. (5.9)
Case 2 (rarefaction case): σ > 0. From the scheme for the scalar equation in §2.2, or by
Lemma 3.1, we conclude that the strength of discontinuity satisfies the following property:
σ ≤ C 2−ν .
First, from Lemma 3.1, the speed of rarefaction front of the Burgers equation in the (t, x)–
coordinates is
λ
(k)
B = λ
0
k + σ
(k)
ν−ε+
1
2
σε.
On the other hand, the speed of characteristics is
λk(Vk−1) = λk(V
ε
ν−) +O(1)
(
(σ
(k)
ν−)
2σ + σ
(k)
ν−σ
2 + σ3
)
ε3,
λk(Vk) = λk(V
ε
ν+) +O(1)
(
(σ
(k)
ν−)
2σ + σ
(k)
ν−σ
2 + σ3
)
ε3,
λk(Vk)− λk(Vk−1) = O(1)σε +O(1)
(
(σ
(k)
ν−)
2σ + σ
(k)
ν−σ
2 + σ3
)
ε3.
Thus, by following exactly the proof of Proposition 3.1, direct computation yields that∫
x0−λˆh<x<x0+λˆh
|Sh(V
ε
ν (t0, x))− V
ε
ν (t0 + h, x)|dx ≤ Cσ
2hε2 ≤ C2−ν |σ|hε2. (5.10)
Combining (5.9) with (5.10), we arrive at the result. 
Next, consider the linearly degenerate case, namely, {ji}
m
i=1 ⊂ L. By construction, all the
values of W
(j)
ν lie on the curve Sj(U0), i.e. the integral surface of the vector-fields spanned by
rji passing through U0, while λ
0
j is the speed. Here W
(j)
ν is introduced below (5.1) to replace
U0 + ε
∑m
i=1 σ
(ji)
ν r0ji . Thus, W
(j)
ν is exactly a Riemann solution. Then we have
Lemma 5.3. Suppose that the assumptions in Theorem 1.1 hold. Then there exists h0 > 0 such
that, when h ∈ (0, h0], for t ≥ T0, we have∫
x0−λˆh<x<x0+λˆh
|Sh(V
ε
ν (t, x))− V
ε
ν (t+ h, x)|dx = 0.
With Lemmas 5.2 and 5.3 in hand, summing up the above estimates and using (1.11), we
have
Lemma 5.4. Suppose that the assumptions in Theorem 1.1 hold. Then
‖S(t− T0)V
ε(T0)− V
ε(t)‖L1(R) ≤ C ε
2 when t ≥ T0.
Proof. We first use the standard error formula (1.11) and then let h small enough such that
S(h)V ǫν is the solution obtained by piecing together the standard entropy solutions of the Rie-
mann problems determined by the jumps of V ǫν . Then we can use Lemmas 5.2 and 5.3 to
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obtain
‖S(t− T0)V
ε
ν (T0)− V
ε
ν (t)‖L1
≤ L
∫ t
T0
lim inf
h→0+
‖S(h)V εν (z)− V
ε
ν (z + h)‖L1
h
dz
≤ L
∫ t
T0
lim inf
h→0+
∑
σ |S(h)V
ε
ν (z) − V
ε
ν (z + h)|
h
dz
≤ O(1)
(∫ max{T0, ε−1}
T0
+
∫ t
max{T0, ε−1}
)(
ε3
∑
k∈N
(
TV (σ(k)ν (εz))
)3
+ ε22−ν
∑
k∈N
TV (σ(k)ν )
)
dz,
where
∑
σ is the sum of all the jumps at t = z + h with jump strength σ. Then, passing the
limit ν →∞, we have
‖S(t− T0)V
ε(T0)− V
ε(t)‖L1 ≤ C
(
ε2 + ε3/2
∫ t
ε−1
dz
z3/2
)
≤ Cε2,
where we have used the fact that, for genuinely nonlinear scalar conservation laws, if the initial
data u0 has compact support and satisfies ‖u0‖∞ ≤M , then the solution u(t, x) satisfies
TV
(
u(t, ·)
)
≤ C t−
1
2 ,
where the constant C depends only on u0. This completes the proof. 
Since the estimates for the auxiliary function have been established, we are now at the stage
to consider the estimates for the geometric optic expansion function U εw.
Lemma 5.5. Suppose that the assumptions in Theorem 1.1 hold. Then
‖S(t− T0)U
ε
w(T0)− U
ε
w(t)‖L1(R) ≤ C ε
2 when t ≥ T0.
Proof. This is in fact a simple corollary of Lemma 5.4. Notice that
U εw,ν(t) =V
ε
ν (t)−
1
2
ε2
∑
j∈N
(
σ(j)(εt, x− λ0j t)
)2
(r0j · ∇)r
0
j
− ε2
∑
ji∈L
E(j)ν (x− λ
0
j (t− T0)).
From Lemma 3.4 and the fact that the discontinuities of W
(j)
ν and U0+ε
∑m
i=1 σ
(ji)
ν r0ji share the
same speed λ0j , we notice that, for any x ∈ Kj(T0), x− λ
0
j (t− T0) ∈ Kj(t) and
σ(ji)ν (εt, x− λ
0
jT0 − λ
0
j (t− T0)) = σ
(ji)
ν (εT0, x− λ
0
jT0),
W (j)ν (x− λ
0
j (t− T0)) =W
(j)
ν (x).
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Thus, we have
|E(j)ν (x− λ
0
j (t− T0))|
=
1
ε2
|U0 + ε
m∑
i=1
σ(ji)ν (εT0, x− λ
0
jT0)r
0
ji −W
(j)
ν (x)|
≤
1
ε2
∑
σi∈Jj
|Φ(0, · · ·, 0, βj1(σi), · · ·, βjm(σi), 0, · · ·, 0)− Φ(β1(σi), · · ·, βn(σi))|
≤
1
ε2
∑
σi∈Jj , k 6=ji
C |βk(σi)|
≤
∑
σi∈Jj
C |σi| ≤ C,
where σi ∈ Jj means that there is a jump point of σ
(ji)
ν at which the strength is σi.
Thus, by Lemma 2.2,
‖S(t− T0)U
ε
w,ν(T0)− U
ε
w,ν(t)‖L1
≤ ‖S(t− T0)U
ε
w,ν(T0)− S(t− T0)V
ε
ν (T0)‖L1 + ‖S(t− T0)V
ε
ν (T0)− V
ε
ν (t)‖L1
+ ‖V εν (t)− U
ε
w,ν(t)‖L1
≤ L‖V εν (T0)− U
ε
w,ν(T0)‖L1(R) + ‖S(t− T0)V
ε
ν (T0)− V
ε
ν (t)‖L1 + ‖V
ε
ν (t)− U
ε
w,ν(t)‖L1
≤ ‖S(t− T0)V
ε
ν (T0)− V
ε
ν (t)‖L1 + C ε
2
∑
j∈N
‖σ(j)ν (εT0, · − λ
0
jT0)‖L∞‖σ
(j)
ν (εT0, · − λ
0
jT0)‖L1
+ C ε2
∑
j∈N
‖σ(j)ν (εt, · − λ
0
j t)‖L∞‖σ
(j)
ν (εt, · − λ
0
j t)‖L1 + C ε
2
∑
j∈L
|suppxσ
(j)
ν |
≤ ‖S(t− T0)V
ε
ν (T0)− V
ε
ν (t)‖L1 + Cε
2.
Then, passing the limit ν →∞ and using Lemma 5.4, we have
‖S(t− T0)U
ε
w(T0)− U
ε
w(t)‖L1 ≤ C ε
2,
which completes the proof. 
With Lemmas 5.1–5.5, we can now complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Notice that
‖S(t)U εw(0) − U
ε
w(t)‖L1
≤ ‖S(t)U εw(0) − S(t− T0)U
ε
w(T0)‖L1 + ‖S(t− T0)U
ε
w(T0)− U
ε
w(t)‖L1
= I1 + I2.
Using (4.12) in §4, we have
I1 ≤ ‖S(t− T0)S(T0)U
ε
w(0) − S(t− T0)U
ε
w(T0)‖L1
≤ L‖S(T0)U
ε
w(0)− U
ε
w(T0)‖L1
≤ C T0ε
2.
By Lemma 5.5,
I2 ≤ C ε
2.
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Therefore, we conclude
‖U ε(t, ·)− U εw(t, ·)‖L1 ≤ C ε
2.
This completes the proof. 
6. Proof of Theorem 1.2.
Following the approach developed in §3–§5, we can extend the result even for BV ∩L1 initial
data, Theorem 1.2.
We first define the error terms Eν(t, x) for each time t. For any jump point x of σ
(k)
ν (εt, x−
λ0kt), the jump of Eν at x is
Eν(t, x+)− Eν(t, x−) =
∑
j 6=k
σ(j)ν (εt, x− λ
0
j t)(σ
(k)
ν+ − σ
(k)
ν−)(r
0
j · ∇)r
0
k
+
1
2
(
(σ
(k)
ν+)
2 − (σ
(k)
ν−)
2
)
(r0k · ∇)r
0
k. (6.1)
From the properties of σ(j)(εt, x − λ0j t), we know that Eν(t, ·) ∈ L
1(R;Rn) ∩ BV (R;Rn)
and, near the jump point (t, x), the speed of discontinuity of Eν(t, x) is the same as the one of
σ
(k)
ν (εt, x − λ0kt). In order to use the standard Riemann semigroup, we need to show that the
error terms Eν(t, ·) are Lipschitz-continuous with respect to t. Indeed, we have
‖Eν(t, ·)− Eν(s, ·)‖L1
= O(1)||σ(j)ν ||∞(t− s) · [maximum speed] · [total strength of all wave-fronts of σ
j
ν(εs, ·)]
≤ C(t− s)
for some constant C independent on ν. Then, as before, we modify expansion (1.7) by the
following corresponding approximation:
V εν = U
0 + ε
∑
j
σ(j)ν (εt, x− λ
0
j t)r
0
j + Eν(t, x)ε
2. (6.2)
Then, as the bootstraps in §5, we first have the following lemma.
Lemma 6.1. Suppose that the assumptions in Theorem 1.2 hold and, at point x, σ(k)(εt, x−λt)
has a jump. Let
V εν± := U
0 + εσ
(k)
ν±r
0
k + Eν±(t, x)ε
2
with Φ(V εν−;β1, · · ·, βn) = V
ε
ν+. Then
βj = σεδkj +O(1)ǫ
3
∑
i
(
(σ
(i)
ν−)
2σ + σ
(i)
ν−σ
2 + σ3
)
, (6.3)
where σ = σ
(k)
ν+ − σ
(k)
ν−, and δkj is the Kronecker delta.
Proof. Let θ = εσ. Then
V εν+ − V
ε
ν− = θr
0
k +
θ2
2
(r0k · ∇)r
0
k + εθ
∑
j
σ
(j)
ν−(r
0
j · ∇)r
0
k.
Thus, we have the following equation:
Φ(V εν−; β1, · · ·, βn) = V
ε
ν− + θr
0
k +
θ2
2
(r0k · ∇)r
0
k + εθ
∑
j
σ
(j)
ν−(r
0
j · ∇)r
0
k. (6.4)
Clearly, by the implicit function theorem, there exists a unique solution (β1, · · · , βn)(θ) of (6.4)
such that βj(0) = 0, j = 1, · · · , n.
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Differentiating (6.4) with respect to θ and letting θ = 0, we have∑
j
∂Φ(V εν−; β1, · · ·, βn)
∂βj
∂βj
∂θ
∣∣∣
θ=0
= r0k +
∑
j
εσ
(j)
ν−(r
0
j · ∇)r
0
k + θ(r
0
k · ∇)r
0
k
∣∣
θ=0
. (6.5)
Notice that r0k+ε
∑
j σ
(j)
ν−(r
0
j ·∇)r
0
k = rj(V
ε
ν−)+O(1)ε
∑
j |σ
(j)
ν−|. Then we obtain from (6.5) that∑
j
∂Φ
∂βj
∂βj
∂θ
∣∣∣
θ=0
=
∑
j
rj(V
ε
ν−)
∂βj
∂θ
∣∣
θ=0
= rk(V
ε
−) +O(1)ε
2
∑
j
(σ
(j)
ν−)
2,
which yields
∂βj
∂θ
∣∣∣
θ=0
= δkj +O(1)ε
2
∑
i
(σ
(i)
ν−)
2.
Next, takeing the twice derivatives on (6.4) with respect to θ and letting θ = 0 yield∑
i,j
∂2Φ
∂βi∂βj
∂βi
∂θ
∂βj
∂θ
∣∣∣
θ=0
+
∑
j
∂Φ
∂βj
∂2β
∂θ2
∣∣∣
θ=0
= (rk · ∇)r
0
k.
Thus, we have
(rk · ∇)rk(V
ε
ν−) +O(1)ε
2
∑
i
(σ
(i)
ν−)
2 +
∑
j
rj(V
ε
ν−)
∂2βj
∂θ2
∣∣∣
θ=0
= (rk · ∇)r
0
k.
Noticing that (rk(V
ε
ν−) · ∇)rk(V
ε
ν−) = (r
0
k · ∇)r
0
k +O(1)εσ
(k)
ν− , we have
∂2βj
∂θ2
∣∣∣
θ=0
= O(1)ε
∑
i
σ
(i)
ν−.
With all of these formulas above, by the Taylor expansion, we finally have
βj(θ) =βj(0) +
∂βj
∂θ
∣∣
θ=0
θ +
∂2βj
∂θ2
∣∣
θ=0
θ2 +O(1)θ3
=σεδkj +O(1)ε
3
∑
i
(
(σiν−)
2σ + σ
(i)
ν−σ
2 + σ3
)
.
It completes the proof of this lemma. 
With this better estimate, as in §5, we have
Lemma 6.2. Suppose that the assumptions in Theorem 1.2 hold, and the jump strength of σ
(k)
ν
is σk. Then there exists h0 > 0 such that, when 0 < h ≤ h0, we have∫
x0−λˆh<x<x0+λˆh
|Sh(V
ε
ν (t0, x))− V
ε
ν (t0 + h, x)|dx
≤ C
∑
λ0j 6=λ
0
k
|σ
(j)
ν−||σk|hε
2 +C
(∑
j
|σ
(j)
ν−|
)2
|σk|hε
3 + C2−ν |σk|hε
2.
Proof. The proof is divided into three cases: the contact discontinuity case, rarefaction case,
and shock case.
For the rarefaction case, the proof is the same as the one in §5, which needs use the crucial
property of the wave strength in the scheme that σ ≤ C2−ν . Thus, it suffices to consider the
other two cases.
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Consider σk < 0 for the shock. By Lemma 6.1, βk < 0. Denote Sk the k-shock speed of βk
in the (t, x)–coordinates and Vk = Φ(V
ε
ν−; β1, · · ·, βk, 0, · · ·, 0). Then
Sk = λk(Vk−1) +
1
2
βk +O(1)|βk |
2
= λ0k + εσ
(k)
ν− +
σkε
2
+O(1)ε
∑
j 6=k
σ
(j)
ν− +O(1)ε
2(σ2k + ε|σk|).
On the other hand, the shock speed of the Burgers equation of σ
(k)
ν in the (t, x)–coordinates is
SBk = λ
0
k + σ
(k)
ν−ε+
1
2
σkε.
Then
Sk − SBk = O(1)ε
∑
j 6=k
|σ
(j)
ν−|+O(1)(σ
2
k + |σk||σ
(k)
ν−|)ε
2.
Meanwhile, with the fact that |Vk−1 − Vn|+ |Vk − V0| = O(1)|σk|ε, we deduce the core estimate
for this case:
|Sk − SBk|
(
|Vk−1 − V
ǫ
ν+|+ |Vk − V
ε
ν−|
)
= O(1)ε2
∑
j 6=k
|σ
(j)
ν−||σk|+O(1)(|σk|
3 + |σk|
2|σ
(k)
ν−|)ε
3.
Consider the case of contact discontinuity whose corresponding characteristic field has con-
stant multiplicity: rj · ∇λk ≡ 0 if λj = λk. Then the kth-shock speed Sk of βk in the (t, x)–
coordinates is
Sk = λk(Vk−1) = λ
0
k +O(1)ε
∑
λ0j 6=λ
0
k
σ
(j)
ν−.
On the other hand, the shock speed of the Burgers equation of σk in the (t, x)–coordinates is
SBk = λ
0
k.
Then we can obtain the same core estimate for this case as for the shock case. With these
estimates in hand, following the bootstrap in §5 step by step, we have∫
x0−λˆh<x<x0+λˆh
|Sh(V
ε
ν (t0, x))− V
ε
ν (t0 + h, x)|dx
≤ C
∑
λ0j 6=λ
0
k
|σ
(j)
ν−||σk|hε
2 + C
(∑
j
|σ
(j)
ν−|
)2
|σk|hε
3.
Finally, combining this inequality with the inequality from the rarefaction wave case, we
completes the proof. 
Then, summing up the above estimates, we have
Lemma 6.3. Suppose that the assumptions in Theorem 1.2 hold. Then, for t > 0, we have
‖S(t)V εν (0)− V
ε
ν (t)‖L1(R)
≤ C (εt+ 2−νt)ε2 + Cε2
∫ t
0
∑
k
(
∑
x∈Jk(s)
∑
λ0j 6=λ
0
k
|σ(j)ν (εs, x− λjs)||σk(x)|)ds,
where x ∈ Jk(s) means that, at the point (εs, x − λks), σ
(k)
ν has a jump with the corresponding
jump strength σk(x).
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This can be achieved by first using the standard semigroup error formula (1.11), then letting
h small enough such that S(h)V ǫν is the solution obtained by piecing together the standard
entropy solutions of the Riemann problems determined by the jumps of V ǫν , and finally using
Lemma 6.2.
Since the estimates for the auxiliary function have been established, we are now at the stage
to consider the estimates for the geometric optic expansion function U εw.
Lemma 6.4. Suppose that the assumptions in Theorem 1.2 hold. Let Im = (m,m+ 2). Then,
for t > 0, we have
‖S(t)U εw(0) − U
ε
w(t)‖L1(R)
≤ C(ε2 + ε3t) + Cε2
∫ t
0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)‖L∞(Im)TVx∈Im
(
σ(k)
)
ds.
Proof. This is a simple corollary of Lemma 6.3. Notice that
U εw,ν(t, x) = V
ε
ν (t, x)− Eν(t, x)ε
2,
and that Eν(t, ·) ∈ BV (R;R
n) ∩ L1(R;Rn). Thus, by Lemma 2.2, we have
‖S(t)U εw,ν(0) − U
ε
w,ν(t)‖L1(R)
≤ ‖S(t)U εw,ν(0) − S(t)V
ε
ν (0)‖L1(R) + ‖S(t)V
ε
ν (0) − V
ε
ν (t)‖L1(R)
+‖V εν (t)− U
ε
w,ν(t)‖L1(R)
≤ L‖V εν (0) − U
ε
w,ν(0)‖L1(R) + C (εt+ 2
−νt)ε2 + ‖V εν (t)− U
ε
w,ν(t)‖L1(R)
+Cε2
∫ t
0
∑
k
( ∑
x∈Jk(s)
∑
λ0j 6=λ
0
k
|σ(j)ν (εs, x− λjs)||σk(x)|
)
ds
≤ C (1 + εt+ 2−ν(t− T0))ε
2 + Cε2
∫ t
0
∑
k
( ∑
x∈Jk(s)
∑
λ0j 6=λ
0
k
|σ(j)ν (εs, x− λjs)||σk(x)|
)
ds.
Then, passing the limit ν →∞, we have
‖S(t)U εw(0) − U
ε
w(t)‖L1(R) ≤ C(ε
2 + ε3t) + Cε2
∫ t
0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)‖L∞(Im)TVx∈Im
(
σ(k)
)
ds,
which completes the proof. 
With Lemmas 6.1–6.4, we now prove Theorem 1.2.
Proof of Theorem 1.2. It suffices to prove
lim
ε→0
sup
0≤t≤T0/ε
ε
∫ t
0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)‖L∞(Im)TVx∈Im
(
σ(k)
)
ds→ 0,
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where Im = (m,m+ 2). Let τ = εs. Then
lim
ε→0
sup
0≤t≤T0/ε
ε
∫ t
0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)‖L∞(Im)TVx∈Im
(
σ(k)
)
ds
≤ lim
ε→0
ε
∫ T0/ε
0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)‖L∞(Im)TVx∈Im
(
σ(k)
)
ds
= lim
ε→0
∫ T0
0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)(τ, · −
λ0j
ε
τ)‖L∞(Im)TVx∈Im
(
σ(k)(τ, · −
λ0k
ε
τ)
)
dτ.
Since σj(τ, y) ∈ BV ∩ L1 and λ0j 6= λ
0
k, then, for any given τ ∈ (0, T0) and any 1 ≤ j ≤ n, we
have
lim
y→±∞
σ(j)(τ, y) = 0, lim
y→∞
TV(−∞,−y)∪(y,∞)(σ
(j)) = 0.
Then, for any ǫ1 > 0, there exists a constantMj > 0 such that, for any |y| > Mj , |σ
(j)(τ, y)| ≤ ǫ1.
Next, let ε > 0 small enough such that, for any λ0j 6= λ
0
k,
TV
(−Mj−2+
λ0
j
−λ0
k
ε
τ,−Mj+2+
λ0
j
−λ0
k
ε
τ)
(
σ(τ, ·)
)
≤ ǫ1.
Thus, for any ε > 0 small enough, set
J(j, τ, ε) := {m ∈ Z
∣∣ Im ⊂ (−∞,−Mj + λ0j
ε
τ) ∪ (Mj +
λ0j
ε
τ,∞)}.
Then we have∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)(τ, · −
λ0j
ε
τ)‖L∞(Im)TVx∈Im(σ
(k)
(
τ, · −
λ0k
ε
τ)
)
=
∑
λ0j 6=λ
0
k
∑
m∈J(j,τ,ε)
‖σ(j)(τ, · −
λ0j
ε
τ)‖L∞(Im)TVx∈Im
(
σ(k)(τ, · −
λ0k
ε
τ)
)
+
∑
λ0j 6=λ
0
k
∑
m∈(J(j,τ,ε))c
‖σ(j)(τ, · −
λ0j
ε
τ)‖L∞(Im)TVx∈Im
(
σ(k)(τ, · −
λ0k
ε
τ)
)
≤ 2
∑
λ0j 6=λ
0
k
‖σ(j)(τ, ·)‖L∞((−∞,−Mj)∪(Mj ,∞))TV
(
σ(k)(τ, ·)
)
+ 2
∑
λ0j 6=λ
0
k
‖σ(j)(τ, ·)‖L∞TV
(−Mj−2+
λ0
j
−λ0
k
ε
τ,−Mj+2+
λ0
j
−λ0
k
ε
τ)
(
σ(k)(τ, ·)
)
≤ 2nTV
(
σ(k)(0, ·)
)
ǫ1 + 2
∑
j
‖σ(j)‖L∞ ǫ1.
Thus, we obtain that, for any τ ∈ (0, T0),
lim
ε→0
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)(τ, · −
λ0j
ε
τ)‖L∞(Im)TVx∈Im
(
σ(k)(τ, x−
λ0k
ε
τ)
)
= 0.
Meanwhile, let
G(τ) := C(n)max
j
‖σ(j)(τ, ·)‖L∞ max
j
TV
(
σ(j)(τ, ·)
)
≤ C(n)‖U1(·)‖L∞TV
(
U1(·)
)
,
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where the constant C(n) depends only on the dimension n. Then
∑
m∈Z
∑
λ0j 6=λ
0
k
‖σ(j)(τ, · −
λ0j
ε
τ)‖L∞(Im)TVx∈Im
(
σ(k)(τ, x−
λ0k
ε
τ)
)
≤ G(τ).
Notice that ∫ T0
0
G(τ)dτ ≤ C(n)T0‖U
1(·)‖∞TV
(
U1(·)
)
<∞.
Then, by the dominant convergence theorem, we have
lim
ε→0
∫ T0
0
∑
m∈Z
∑
λ0j 6=λ
0
k
||σ(j)(τ, · −
λ0j
ε
τ)||L∞(Im)TVx∈Im
(
σ(k)(τ, x−
λ0k
ε
τ)
)
dτ → 0.
Therefore, we conclude
sup
0≤t≤T0/ε
‖U ε(t, ·) − U εw(t, ·)‖L1 = o(ε) when ε→ 0.
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