Robust H∞ control for linear Markovian jump systems with unknown nonlinearities  by Boukas, El Kebir et al.
J. Math. Anal. Appl. 282 (2003) 241–255
www.elsevier.com/locate/jmaa
Robust H∞ control for linear Markovian jump
systems with unknown nonlinearities
El Kebir Boukas,a,1 Peng Shi,b,∗,2 and Sing Kiong Nguang c
a Mechanical Engineering Department, École Polytechnique de Montréal, PO Box 6079, Station “Centerville,”
Montréal, PQ H3C 3A7, Canada
b Land Operations Division, Defence Science and Technology Organisation, PO Box 1500,
Edinburgh, SA 5111, Australia
c Department of Electrical and Electronic Engineering, The University of Auckland, Private Bag 92019,
Auckland, New Zealand
Received 4 June 2002
Submitted by C.T. Leondes
Abstract
This paper studies the problem of stochastic stability and disturbance attenuation for a class of
linear continuous-time uncertain systems with Markovian jumping parameters. The uncertainties are
assumed to be nonlinear and state, control and external disturbance dependent. A sufficient condi-
tion is provided to solve the above problem. An H∞ controller is designed such that the resulting
closed-loop system is stochastically stable and has a disturbance attenuation γ for all admissible
uncertainties. It is shown that the control law is in terms of the solutions of a set of coupled Riccati
inequalities. A numerical example is included to demonstrate the potential of the proposed technique.
 2003 Elsevier Science (USA). All rights reserved.
Keywords: H∞ control; Markovian jump parameter; Riccati inequality; Stochastic stability; Uncertainty
* Corresponding author.
E-mail addresses: boukas@meca.polymtl.ca (E.K. Boukas), peng.shi@dsto.defence.gov.au (P. Shi),
sk.nguang@auckland.ac.nz (S.K. Nguang).
1 Research of E.K. Boukas was supported by the Natural Sciences and Engineering Research Council of
Canada under Grants OGP0036444.
2 P. Shi was in Centre for Industrial and Applicable Mathematics, University of South Australia.0022-247X/03/$ – see front matter  2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-247X(03)00144-6
242 E.K. Boukas et al. / J. Math. Anal. Appl. 282 (2003) 241–2551. Introduction
The important problem in control system synthesis is the design of a controller such
that the closed-loop system is internally stochastically stable and the effect of the distur-
bance input signals on some desired output signals is attenuated. This problem has been
extensively studied for linear systems, see, for example, [6,12] and references therein. For
nonlinear systems we refer the reader to [1,9,14,19].
The class of systems with Markovian jump parameters represents an interesting class of
systems that we can use to model a variety of physical systems. This class of systems has
two components in the state vector. The first one which varies continuously is referred to
be the continuous state of the system and the second one which varies discretely is referred
to be the mode of the system. This kind of systems has been widely used, for instance,
manufacturing systems [20] and communication systems [15] and references therein.
Systems with Markovian jumping parameters has been initially introduced by Krasovs-
kii and Lidskii [13] in which the framework of this class of systems is stated. Since then the
research on this field has been dramatically developed for the last three decades. Among
them, we quote [5,11,15] and the references therein. Linear systems with Markovian jump-
ing parameters has been extensively studied. Now, a great number of results are available
to be used to control physical systems. For some representative prior work on this general
topic, we refer the reader to [11,22]. Recently, H∞ control problem for linear continuous-
time systems with Markovian jumping parameters has been addressed in the work of [7,
17,22,26]. However, to the best of our knowledge, to date, the problem on the stochas-
tic stability and stochastic stabilizability of nonlinear systems have not been drawn much
attention yet.
In this paper, we deal with the robust stochastic stabilizability and disturbance attenu-
ation for a class of linear continuous-time systems with Markovian jumping parameters.
The system under consideration has a linear nominal part with an unknown nonlinearity.
The first part of the uncertainties is assumed to be norm bounded and satisfy the matching
condition. The second part is a function of a norm bounded external disturbance. The third
component of the uncertainty is state and mode dependent and normed bounded. Via Ric-
cati equation approach, a controller is designed such that the closed-loop uncertain system
is stochastically stable and has a disturbance attenuation γ for all admissible uncertainties
and unknown nonlinearities. It is shown that the above problem can be solved if a set of
coupled Riccati-like inequalities has symmetric positive definite solutions.
The paper is organized as follows. In Section 2, the problem is formulated and some
preliminary results are recalled. In Section 3, a sufficient condition is proposed under which
the closed-loop uncertain system is robustly stable with H∞-norm bound γ . In Section 4,
a numerical example is given to show the usefulness of the proposed results.
Notation. The notations in this paper are fairly standard. n and n×m denote, respec-
tively, the n-dimensional Euclidean space and the set of all n×m real matrices.
The superscript “T” denotes the transpose and the notationX  Y (respectively,X > Y )
where X and Y are symmetric matrices, means that X−Y is positive semidefinite (respec-
tively, positive definite). I is the identity matrix with appropriate dimension. E{·} denotes
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for the space of square integrable vector functions over the interval [0, T ]. ‖ · ‖ will refer
to either the Euclidean vector norm or the matrix norm which is the operator norm induced
by the standard vector norm. ‖ · ‖2 stands for the norm in L2[0, T ], while E‖ · ‖ denotes
the norm in L2((Ω,F ,P ), [0, T ]). (Ω,F ,P ) is a probability space. λmin(A) stands for
the minimal eigenvalue of the matrix A.
2. Problem statement
Let us assume that the class of systems we consider in this paper be described by the
following nonlinear differential equations:
x˙(t)=A(r(t))x(t)+B(r(t))u(t)+ F (x(t), u(t), r(t),w(t), t),
x(0)= x0, r(0)= r0, (2.1)
z(t)= C(r(t))x(t), (2.2)
where x(t) ∈ Rn is the state vector of the system at time t , u(t) ∈ Rm is the con-
trol input of the system, w(t) ∈ Rm is the bounded disturbance belonging to L2[0,∞),
z(t) ∈Rp is the penalty variable related to some performance cost, and r(t) is a continuous-
time Markov process taking values in a finite state space denoted by S = {1,2, . . . , s};
F(x(t), r(t),w(t), t) ∈ Rn is the system uncertainty; A(r(t)), B(r(t)), and C(r(t)) are
given constant matrices for each value of r(t) in S; x(0)= x0 and r(0)= r0 are, respec-
tively, the initial values of the state and the mode at time t = 0.
The evolution of the stochastic process {r(t), t  0} that determines the mode of the
system at each time t is assumed to be described by the following probability transitions:
P
[
r(t + h)= β | r(t)= α]= {qαβh+ o(h) if α = β,1+ qασh+ o(h) otherwise, (2.3)
with qαβ  0 for all α = β and qαα =−∑β∈S, β =α qαβ for all α ∈ S , and limh→0 o(h)h = 0.
Remark 2.1. System (2.1)–(2.3) can be used to model many physical systems in which
the nominal part describes the linearization of the real physical system and the uncertain
term F(x(t), u(t), r(t),w(t), t) represents the different errors and uncertainties, like the
linearization errors, the external disturbance, etc. The presence of the stochastic parameter
r(t) in the model can be justified by the fact that the real system can have many operating
points that depend on the state of the system.
Remark 2.2. Note that system (2.1)–(2.3) is a hybrid system in which one state x(t) takes
values continuously and another “state” r(t) takes values discretely. This kind of system
can be used to represent many important physical systems subject to random failures and
structure changes, such as electric power systems, control systems of a solar thermal central
receiver, communications systems, aircraft flight control, and manufacturing systems; see,
for example, [2,3] and references therein.
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the system, attenuates the effect of the external disturbance, and guarantees its robustness.
We are also interested in the conditions under which this will be true.
Let x(t, x0, r0) denote the trajectory of the state x(t) from the initial state (x0, r0).
We introduce the following stochastic stability and stochastic stabilizability concepts for
continuous-time nonlinear systems with Markovian jumping parameters.
Definition 2.1. For system (2.1) with u(t) ≡ 0 and F(x(t), r(t),w(t), t) ≡ 0, for all
r(t) ∈ S , the equilibrium point 0 is stochastically stable, if for every initial state (x0, r0),
E
{ ∞∫
0
∥∥x(t, x0, r0)∥∥2
}
dt <∞ (2.4)
holds.
Definition 2.2. We say that system (2.1) is stochastically stabilizable, if for every ini-
tial state (x0, r0), there exists a feedback control law u(t)= −k(x(t), r(t)), such that the
closed-loop system
x˙(t)=A(r(t))x(t)−B(r(t))k(r(t), x(t))+ F (x(t),−k(x(t), r(t)), r(t),w(t), t)
is stochastically stable for all admissible uncertainty (it will be stated in Assumptions 2.1,
2.2 and 2.4) F(x(t),−k(x(t), r(t)), r(t),w(t), t).
Definition 2.3. Consider system (2.1)–(2.3). Given γ > 0, the mapping from w(t) to z(t)
is said to have L2-gain less than or equal to γ if for all initial state x0, x0 <∞, mode r0,
and fixed control law u(t),
E
[ T∫
0
∥∥z(t)∥∥2 dt
]
 γ 2
T∫
0
∥∥w(t)∥∥2 dt (2.5)
holds for all T  0 and for all admissible uncertainties.
Associated with system (2.1)–(2.3), if inequality (2.5) holds, this systems is also said
to be dissipative (with respect to the supply rate E‖z(t)‖2 − γ 2‖w(t)‖2), for the concept
of dissipative of deterministic system, much progress has been made since the work of
Willems [27].
Definition 2.4. Given γ > 0, system (2.1)–(2.3) is said to be stochastically stable with
disturbance attenuation γ for T →∞, if it is stochastically stable and dissipative, i.e.,
inequality (2.5) holds.
Definition 2.5. Given γ > 0, system (2.1) is said to be dissipative with respect to the supply
rate ‖z(t)‖2 − γ 2‖w(t)‖2 if for all T > 0, we have
E
[ T∫ (∥∥z(s)∥∥2 − γ 2∥∥w(s)∥∥2)ds
]
 0. (2.6)0
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(2.1)–(2.3) if it satisfies v(0, r0)= 0, v(x(t), r(t)) 0 for all r0, x(t), and r(t), and
E
[ t1∫
t0
∥∥z(s)∥∥2 ds
]
− γ 2
t1∫
t0
∥∥w(s)∥∥2 ds  v(x(t0), r(t0))− v(x(t1), r(t1)) (2.7)
along any trajectory of system (2.1)–(2.3) for all t1  t0 and all w(·) ∈L2[t0, t1].
In connection to system (2.1)–(2.3), we have the following lemma which establishes the
links between the concepts of dissipativity and storage function.
Lemma 2.1. System (2.1)–(2.3) is dissipative if there exists a storage function for this
system.
Proof. It can be worked out via a similar technique as that used in [8] for deterministic
version without jump parameters. The details are omitted. ✷
In the following assumptions, we will give the structure of the uncertainties and the
required hypothesis for the rest of the paper.
Assumption 2.1. Let us assume that the system uncertainty F(x(t), u(t), r(t),w(t), t) is
given by
F
(
x(t), u(t), r(t),w(t), t
)=∆A(x(t), r(t), t)x(t)+∆B(x(t), r(t), t)u(t)
+B1
(
r(t)
)
w(t)+B(r(t))f (x(t), r(t), t), (2.8)
where ∆A(x(t), r(t), t) and ∆B(x(t), r(t), t) are matrix functions representing the sys-
tem uncertainties in the matrices A(r(t)) and B(r(t)), respectively, B1(r(t)) is a constant
known matrix for each value of r(t) in S and f (x(t), r(t), t) is an m× 1 vector represent-
ing the nonlinear uncertainties in the autonomous part of the system.
The following assumption is introduced for uncertainties∆A(x(t), r(t), t) and∆B(x(t),
r(t), t).
Assumption 2.2. Let D(r(t)) and E(r(t)) be two known real constant matrices for each
value of r(t) in S . Let us assume that the uncertainties ∆A(x(t), r(t), t) and ∆B(x(t),
r(t), t) have the following forms:
∆A
(
x(t), r(t), t
)=D(r(t))G(x(t), r(t), t)E(r(t)), (2.9)
∆B
(
x(t), r(t), t
)= B(r(t))J (x(t), r(t), t), (2.10)
where G(x(t), r(t), t) and J (x(t), r(t), t) are Carathéodory matrix3 functions bounded by
3 A function V : Rn×S×R is called Carathéodory if (i) V (z, r(t), ·) is Lebesgue measurable for each z ∈Rn
and for any r(t) = i ∈ S ; (ii) V (· , r(t), t) is continuous for each t ∈ R and for any r(t) = i ∈ S ; (iii) for each
compact set U ⊂Rn×S×R, there exists a Lebesgue integrable function mu(t) such that ‖V (z, r(t), t)‖mu(t)
for all (z, r(t), t) ∈ U .
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(
x(t), r(t), t
)
G
(
x(t), r(t), t
)
 η0I, (2.11)
max
(x(t),r(t),t )∈Rn×S×R
∥∥J (x(t), r(t), t)∥∥ η1, (2.12)
where η0  0 and 0 η1 < 1 are two known constant scalars.
Remark 2.3. The parameter uncertainty structure as in (2.9) is an extension of the so-called
“matching condition” of (2.10), which has been widely used in the problems of robust
control and robust filtering of uncertain systems (see, e.g., [18,21–25,28] and references
therein) and many practical systems possess parameter uncertainties which can be either
exactly modeled, or overbounded by (2.10). The matrices D(r(t)) and E(r(t)) specify
how the uncertain parameters in G(x(t), r(t), t) affects the nominal matrices of system
(2.1)–(2.2).
Assumption 2.3. Let us assume that the nominal system (with ∆A(x(t), r(t), t), ∆B(x(t),
r(t), t), and f (x(t), r(t), t) all set to zero) is stochastically stabilizable.
Assumption 2.4. There exists a positive Carathéodory function ρ(x(t), r(t), t) such that
‖f (x(t), r(t), t)‖  ρ(x(t), r(t), t) for all (x(t), r(t), t) ∈ Rn × S × R, where ‖ · ‖ de-
notes the Euclidean norm. Also, ρ(0, r(t), t)= 0 and limt→∞ ρ(x(t), r(t), t) <∞ for all
(x(t), r(t)) ∈Rn × S .
Before ending this section, let us recall the following inequality which will be used in
the proof of our main result.
Lemma 2.2 [18]. Given matrices H , F , and E of appropriate dimensions with FFT  αI ,
where α > 0. Then for any ε > 0, we have
HFE +ETFTHT  εαHHT + 1
ε
ETE.
3. Robust stabilization
Let us now return to the optimization problem we formulated in Section 2. Our goal in
this section is to design a control law for the corresponding uncertain system (2.1)–(2.3)
under the previous assumptions that robustly stabilizes the system and rejects the effect of
the disturbance w(t).
Theorem 3.1. Consider system (2.1)–(2.3) and given a scalar γ > 0. If there exist a set
of ε(i) > 0, i = 1,2, . . . , s, and a set of symmetric and positive-definite matrices Q(i),
i = 1,2, . . . , s, such that the algebraic Riccati inequality
AT
(
r(t)
)
P
(
r(t)
)+ P (r(t))A(r(t))+∑
β∈S
qr(t)βP (β)
+ P (r(t))[ε(r(t))η0D(r(t))DT(r(t))
− 2B(r(t))BT(r(t))+ γ−2B1(r(t))BT1 (r(t))]P (r(t))
+ 1 ET(r(t))E(r(t))+CT(r(t))C(r(t))+Q(r(t)) 0 (3.1)
ε(r(t))
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controller u(t) such that
A(v)(x(t), r(t),w(t))=Av(v)(x(t), r(t))+ ∥∥z(t)∥∥2 − γ 2∥∥w(t)∥∥2  0, (3.2)
where Av(v)(x(t), r(t)) is the infinitesimal operator of the function v(x(t), r(t), t) =
xT(t)P (r(t))x(t) and its expression is given by
Av(v)
(
x(t), r(t)
)= xT(t)[[A(r(t))+∆A(x(t), r(t), t)]TP (r(t))]x(t)
+ xT(t)[P (r(t))[A(r(t))+∆A(x(t), r(t), t)]]x(t)
+ 2xT(t)P (r(t))[B(r(t))+∆B(x(t), r(t), t)]u(t)
+ 2xT(t)P (r(t))B1(r(t))w(t)
+ 2xT(t)P (r(t))B(r(t))f (x(t), r(t), t)
+
∑
β∈S
qr(t)βP (β). (3.3)
Moreover, a suitable controller can be chosen as
u(t)=−K(r(t))x(t)− 1
1− η1Φ
(
x(t), r(t), t
)
, (3.4)
where Φ(x(t), r(t), t) and K(r(t)) are given by
Φ
(
x(t), r(t), t
)= K(r(t))x(t)[ρ(x, r(t), t)+ η1‖K(r(t))x(t)‖]2‖K(r(t))x(t)‖[ρ(x, r(t), t)+ η1‖K(r(t))x(t)‖] + ε7‖x‖2 ,
(3.5)
K
(
r(t)
)= BT(r(t))P (r(t)), (3.6)
where η1 is given by Eq. (2.12) and ε7 is a positive scalar satisfying
0 < ε7 <
λmin[Q(r(t))]
2
. (3.7)
Proof. The proof essentially follows a similar line to the proof of a result in the work of
Nguang [16] for nonlinear systems without jump parameters. Let us assume that the Riccati
equation (3.1) has a solution P = (P (1), . . . ,P (s)) which is symmetric and positive-
definite for some given ε = (ε(1), . . . , ε(s)) > 0 and Q = (Q(1), . . . ,Q(s)) symmetric
and positive-definite. Let v(x(t), r(t))= xT(t)P (r(t))x(t) be a candidate Lyapunov func-
tion for system (2.1)–(2.3) with the control law given by Eq. (3.4).
We need to show that
A(v)(x(t), r(t),w(t))=Av(v)(x(t), r(t))+ ∥∥z(t)∥∥2 − γ 2∥∥w(t)∥∥2  0, (3.8)
where Av(v)(x(t), r(t),w(t)) is given by (3.3).
By substituting the control law u(t) given in Eq. (3.4), one has the following expression
for Av(x(t), r(t),w(t)):
Av(v)
(
x(t), r(t)
)= f1(x(t), r(t), t)+ f2(x(t), r(t), t)+ f3(x(t), r(t), t)
− zT(t)z(t)+ γ 2wT(t)w(t), (3.9)
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f1
(
x(t), r(t), t
)= xT(t)[[A(r(t))+∆A(x(t), r(t), t)]TP (r(t))]x(t)
+ xT[P (r(t))[A(r(t))+∆A(x(t), r(t), t)]]x(t)
+ γ 2xT(t)P (r(t))B1(r(t))BT1 (r(t))P (r(t))x(t)
+ xT(t)CT(r(t))C(r(t))x(t)
− 2xT(t)P (r(t))B(r(t))K(r(t))x(t)+∑
β∈S
qr(t)βP (β),
f2
(
x(t), r(t), t
)=−2xT(t)P (r(t))[[B(r(t))+∆B(x(t), r(t), t)]
× 1
1− η1Φ
(
x(t), r(t), t
)]
− 2xT(t)P (r(t))[∆B(x(t), r(t), t)K(r(t))x(t)
−B(r(t))f (x(t), r(t), t)],
f3
(
x(t), r(t), t
)=−γ 2[w(t)− γ−2BT1 (r(t))P (r(t))x(t)]T
× [w(t)− γ−2BT1 (r(t))P (r(t))x(t)].
Note that the term f3(x(t), r(t), t) is always nonpositive for any x(t) and r(t). To ver-
ify our result in this theorem, it suffices to show that the terms f1(x(t), r(t), t) and
f2(x(t), r(t), t) are also nonpositive.
For the term f1(x(t), r(t), t) by Lemma 2.2, one obtains
xT(t)P
(
r(t)
)
∆A
(
x(t), r(t), t
)
x(t)+ xT∆AT(x(t), r(t), t)P (r(t))x(t)
= xT(t)P (r(t))D(r(t))G(x(t), r(t), t)E(r(t))x(t)
+ xTET(r(t))GT(x(t), r(t), t)DT(r(t))P (r(t))x(t)
 xT(t)
[
ε
(
r(t)
)
η0P
(
r(t)
)
D
(
r(t)
)
DT
(
r(t)
)
P
(
r(t)
)
+ 1
ε(r(t))
ET
(
r(t)
)
E
(
r(t)
)]
x(t). (3.10)
Substituting (3.1) into f1(x(t), r(t), t), one has
f1
(
x(t), r(t), t
)= xT(t)[[A(r(t))+∆A(x(t), r(t), t)]TP (r(t))]x(t)
+ xT(t)[P (r(t))[A(r(t))+∆A(x(t), r(t), t)]]x(t)
+ γ 2xT(t)P (r(t))B1(r(t))BT1 (r(t))P (r(t))x(t)
+ xT(t)CT(r(t))C(r(t))x(t)
− 2xT(t)P (r(t))B(r(t))K(r(t))x(t)+∑
β∈S
qr(t)βP (β)
 xT(t)
[
AT
(
r(t)
)
P
(
r(t)
)+P (r(t))A(r(t))]x(t)
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− 2xT(t)[P (r(t))B(r(t))BT(r(t))P (r(t))]x(t)
+ xT(t)
[
1
ε(r(t))
ET
(
r(t)
)
E1
(
r(t)
)
+ γ−2P (r(t))B1(r(t))BT1 (r(t))P (r(t))
]
x(t)
+ xT(t)
[
CT
(
r(t)
)
C
(
r(t)
)+∑
β∈S
qr(t)βP (β)
]
x(t). (3.11)
Bearing in mind inequality (3.1), it follows that
f1
(
x(t), r(t), t
)
−xT(t)Q(r(t))x(t). (3.12)
For the term f2(x(t), r(t), t), by using Assumption 2.2, we have
f2
(
x(t), r(t), t
)
=−2xT(t)P (r(t))[[B(r(t))+∆B(x(t), r(t), t)] 1
1− η1Φ
(
x(t), r(t), t
)]
− 2xT(t)P (r(t))[∆B(x(t), r(t), t)K(r(t))x(t)−B(r(t))f (x(t), r(t), t)]
=−2xT(t)P (r(t))B(r(t))[I + J (x(t), r(t), t)] 1
1− η1Φ
(
x(t), r(t), t
)
− 2xT(t)P (r(t))B(r(t))[J (x(t), r(t), t)K(r(t))x(t)− f (x(t), r(t), t)]
−2xT(t)P (r(t))B(r(t))Φ(x(t), r(t), t)
− 2xT(t)P (r(t))B(r(t))[J (x(t), r(t), t)K(r(t))x(t)− f (x(t), r(t), t)].
(3.13)
By substituting the function Φ(x(t), r(t), t) from (3.4) into (3.13), together with the tech-
nique employed in [16], one has
f2
(
x(t), r(t), t
)
 2xT(t)P
(
r(t)
)
B
(
r(t)
)[
f
(
x(t), r(t), t
)− J (x(t), r(t), t)K(r(t))x(t)]
− ‖K(r(t))x(t)‖
2[ρ(x(t), r(t), t)+ η1‖K(r(t))x(t)‖]2
‖K(r(t))x(t)‖[ρ(x(t), r(t), t)+ η1‖K(r(t))x(t)‖] + ε7‖x(t)‖2
 2
{∥∥K(r(t))x(t)∥∥[ρ(x(t), r(t), t)+ η1∥∥K(r(t))x(t)∥∥]}
− 2
{ ‖K(r(t))x(t)‖2[ρ(x(t), r(t), t)+ η1‖K(r(t))x(t)‖]2
‖K(r(t))x(t)‖[ρ(x(t), r(t), t)+ η1‖K(r(t))x(t)‖] + ε7‖x(t)‖2
}
= 2
{ ‖K(r(t))x(t)‖2[ρ(x(t), r(t), t)+ η1‖K(r(t))x(t)‖]2
‖K(r(t))x(t)‖[ρ(x(t), r(t), t)+ η1‖K(r(t))x(t)‖] + ε7‖x(t)‖2
}
 2ε7
∥∥x(t)∥∥2. (3.14)
Using now the different bounds of (3.12) and (3.14) on the functions f1(x(t), r(t), t),
f2(x(t), r(t), t), respectively, and taking into account of the nonpositiveness of f3(x(t),
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Av(v)
(
x(t), r(t)
)
−xT(t)Q(r(t))x(t)+ 2ε7xT(t)x(t)− zT(t)z(t)+ γ 2wT(t)w(t)
=−zT(t)z(t)+ γ 2wT(t)w(t)− xT(t)[Q(r(t))− 2ε7I]x(t). (3.15)
Substituting (3.15) into A(v)(x(t), r(t), t) yields
A(v)(x(t), r(t),w(t))−xT(t)[Q(r(t))− 2ε7I]x(t). (3.16)
By the assumption of ε7 in (3.7), inequality (3.16) is nonpositive for all x(t), which com-
pletes the proof. ✷
The following lemma gives a sufficient condition for the dissipativity of system (2.1)–
(2.3).
Lemma 3.1. System (2.1)–(2.3) is dissipative if there exists a nonnegative function
v(x(t), r(t)) = xT(t)P (r(t))x(t), r(t) ∈ S , such that A(v)(x(t), r(t),w(t))  0 for all
x(t) ∈ Rn, r(t) ∈ S and w(t) ∈ L2[0, T ], where A(v)(x(t), r(t),w(t)) is as in (3.2) of
Theorem 3.1.
Proof. It can be proven along the same line as in [27], together with now the random jump
parameter r(t) being taken into account. ✷
By Theorem 3.1 and Lemma 3.1, we have the following result.
Theorem 3.2. Consider system (2.1)–(2.3) and given a scalar γ > 0. If all the conditions
in Theorem 3.1 are true, then system (2.1)–(2.3) is robustly dissipative, that is, the mapping
from w(t) to z(t) has a L2-gain less than or equal to γ for all T > 0, w(·) ∈L2(0, T ], and
for all admissible parameter uncertainties.
Our last result in this paper reads as follows.
Theorem 3.3. Consider system (2.1)–(2.3) and given a scalar γ > 0. The system is sto-
chastically stabilizable with disturbance attenuation γ , if all the conditions in Theorem 3.1
are true. Moreover, a suitable state feedback control law is given by (3.4) in Theorem 3.1.
Proof. Under the conditions of Theorem 3.1, the statement of the uncertain system (2.1)–
(2.3) has a disturbance attenuation γ can be guaranteed by Theorem 3.2. The rest of the
proof will be focused on showing the stochastically stability of system (2.1)–(2.3).
By the assumption of ε7 in (3.7) of Theorem 3.1, we may define
V (x, r,w)= E
[ T∫
xT(t)x(t) dt
]
− αγ 2
T∫
wT(t)w(t) dt, (3.17)0 0
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α = 1
λmin[Q(r(t))− 2ε7I ] .
From (3.15) and taking (3.3) into account, by integrating this inequality from 0 to T and
taking the mathematical expectation on both sides, one has for all admissible uncertainties
E
[ T∫
0
Av
(
x(t), r(t)
)
dt
]
 E
{ T∫
0
[−zT(t)z(t)+ γ 2wT(t)w(t)− xT(t)[Q(r(t))− 2ε7I]x(t)]dt
}
. (3.18)
Note that (see, for example, [10])
E
[ T∫
0
Av
(
x(t), r(t)
)
dt
]
= E[xT(T )P (r(T ))x(T )− xT(0)P (r(0))x(0)]. (3.19)
Substituting (3.19) into (3.18), one obtains
E
{ T∫
0
[−γ 2wT(t)w(t)+ zT(t)z(t)]dt
}
 E
{ T∫
0
−xT(t)[Q(r(t))− 2ε7I]x(t) dt
− xT(T )P (r(T ))x(T )+ xT(0)P (r(0))x(0)
}
. (3.20)
By (3.20), we have from (3.17) that
V (x, r,w)
= E
[ T∫
0
xT(t)x(t) dt
]
− αγ 2
T∫
0
wT(t)w(t) dt
= E
{ T∫
0
[
xT(t)x(t)+ α[−γ 2wT(t)w(t)+ zT(t)z(t)]− αzT(t)z(t)]dt
}
 E
{ T∫
0
[
xT(t)x(t)− α[xT(t)[Q(r(t))− 2ε∗I]x(t)+ zT(t)z(t)]]dt
}
− α E[xT(T )P (r(T ))x(T )− xT(0)P (r(0))x(0)]
252 E.K. Boukas et al. / J. Math. Anal. Appl. 282 (2003) 241–255 E
{ T∫
0
xT(t)
(
I − α[Q(r(t))− 2ε∗I])x(t) dt + αxT(0)P (r(0))x(0)
}
< α E
[
xT(0)P
(
r(0)
)
x(0)
]
, (3.21)
which implies that
E
{ T∫
0
xT(t)x(t) dt
}
< γ 2
T∫
0
wT(t)w(t) dt + αE[xT(0)P (r(0))x(0)]. (3.22)
Taking limit on both sides of (3.22) as T →∞, one has
E lim
T→∞
{ T∫
0
xT(t)x(t) dt
}
 lim
T→∞γ
2
T∫
0
wT(t)w(t) dt
+ αE[xT(0)P (r(0))x(0)]<∞,
which implies that system (2.1) is stochastically stable for all admissible parameter uncer-
tainties, and the proof ends. ✷
Remark 3.1. Theorem 3.3 presents a sufficient condition for the robust stochastic stability
and dissipativity of uncertain system (2.1)–(2.3), which is in terms of a set of coupled
Riccati equations. Note that this condition may be conservative due to the use of upper
bounds of G(x(t), r(t), t) and J (x(t), r(t), t). But this conservativeness can be improved
by a appropriate selection of ε(r(t)), r(t) ∈ S , discussed in [4].
Remark 3.2. Note that controller (3.4) designed in Theorem 3.1 is mode-dependent that
may not be suitable to use in some real environments. We may obtain a sufficient condition
for uncertain system (2.1)–(2.3) to be stochastically stable with L2-gain less than or equal
to γ via a mode-independent controller by requiring that (3.1) is satisfied with P(i), i =
1,2, . . . , s, that all equal to the same matrix P . We note that in such case the control law
is independent of the transition probability matrix (qij ), so we expect this condition to be
quite conservative.
4. A numerical example
To show the usefulness of our model, let us consider a production system consisting of
one machine producing one item. Let the Markov process r(t) has two modes, i.e., S =
{1,2}, and let its dynamics be described by the following nonlinear differential equations:
x˙(t)=A(r(t))x(t)+B1w+B2u+B2f (x1, x2, r(t)), z(t)= Cx(t) (4.1)
with the transition matrix
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[−0.1 0.1
0.5 −0.5
]
,
A(1)=
[
0 1
−1 −1
]
, A(2)=
[
0 1
−1 1
]
,
B1 = [0 0.1]T, B2 = [1 1]T, C = [0 5],∣∣f (x(t),1)∣∣ x22 (t), ∣∣f (x(t),2)∣∣ x42(t). (4.2)
Let γ = 1 and ε7 = 0.01. Then two solutions P(i) > 0, i = 1,2, to (3.1) are
P(1)=
[
5.2502 −1.6133
−1.6133 2.7456
]
, P (2)=
[
38.4880 −30.1085
−30.1085 27.7918
]
with
Q(1)=
[
1.6502 2.8938
2.8938 7.4200
]
, Q(2)=
[
21.5929 −10.9766
−10.9766 11.4652
]
.
Hence, a suitable controller is
u(t)=−K(r(t))x(t)−Φ(x(t), r(t), t), (4.3)
where Φ(x(t), r(t), t) and K(r(t)) are given by
Φ
(
x(t), r(t), t
)= K(r(t))x(t)ρ2(x, r(t), t)‖K(r(t))x(t)‖ρ(x, r(t), t)+ ε7‖x‖2 , (4.4)
K
(
r(t)
)= BT2 P (r(t)) (4.5)
with
ρ(x,1, t)= x22(t), ρ(x,2, t)= x42(t).
For the disturbance input given in Fig. 1, the ratio of the energy of z to the energy of ω of
system (4.1) with (4.3) is given in Fig. 2.
Fig. 1. The history of the disturbance input.
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Remark 4.1. From Fig. 2 we can see that after 200 seconds the ratio of the energy of z to
the energy of ω of system (4.1) with (4.3) tends to a constant value which is about 0.1. So
the L2 gain from ω to z is about
√
0.1= 0.316, which is less than the prescribed value 1.
5. Conclusion
In this paper, we investigated the problem of robust H∞ control for a class of nonlinear
continuous-time systems with both parametric uncertainties and Markovian jumping para-
meters. We designed a controller such that the uncertain system can be robustly stabilizable
and a given disturbance attenuation can be achieved for all admissible uncertainties and un-
known nonlinearities. We showed that this problem can be resolved via Riccati equation
approach.
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