Jain's iterative rounding method and its variants give the best approximation guarantees known for many problems in the area of network design. The method has been applied to the mincost k-connected spanning subgraph problem, see [5, 6, 1] , but the approximation guarantees given by the method are weak. We construct a family of examples such that the standard LP relaxation has an extreme point solution with infinity norm ≤ Ω(1)/ √ k, thus showing that the standard iterative rounding method cannot achieve an approximation guarantee better than Ω( √ k).
Introduction
Jain's iterative rounding method [10] works as follows. Formulate the problem as an integer program whose right-hand side is given by a so-called requirement function f . Then solve the LP (linear programming) relaxation to find a basic (extreme point) optimum solution x. Pick an edge e * of highest value and add it to the solution subgraph H (initially, E(H) is empty). Then update the LP and the integer program, since the variable x e * is implicitly fixed at value 1. The resulting LP is the same as the LP for the "reduced" problem where the edge e * is pre-selected for H. Under appropriate conditions on the requirement function f , the problem turns out to be self reducible, i.e., the essential properties of the original problem are preserved in the reduced problem. Iteratively solve the reduced problem. Jain [10] applied this method to the survivable network design problem (SNDP), and proved that it achieves an approximation guarantee of 2 provided that the requirement function f is weakly supermodular.
Frank and Jordan [8] gave a setpair formulation for some problems in network design. A setpair (W t , W h ) consists of two disjoint node sets W t and W h . Each setpair (W t , W h ) is assigned an nonnegative, integer requirement f (W t , W h ). The goal is to find a minimum-cost subgraph H that satisfies the requirement of every setpair, i.e., for each setpair (W t , W h ), H should have at least f (W t , W h ) edges that have one end-node in W t and the other end-node in W h .
The mincost k-connected spanning subgraph problem can be formulated via setpairs. We focus on a standard integer programming formulation and its LP relaxation, see below. In the last few years, a series of improved approximation guarantees have been obtained for the problem, see [1, 11, 4, 12] . Our main contribution is a family of examples such that the standard LP relaxation has an extremepoint solution with infinity norm ≤ Ω(1)/ √ k. The existence of such examples has been claimed in [1] , but no justification has been presented till now.
The analysis of the standard iterative rounding method is based on proving a guarantee for every iteration; in more detail, the approximation guarantee of the method is given by a lower bound on the infinity norm of an extreme-point solution that holds for every iteration. Our example applies in the first iteration of the method, and shows that the approximation guarantee implied by that iteration is ≥ Ω( √ k). It seems that the example can be trivially modified so that it applies in any one arbitrary iteration of the method. Thus, in a formal sense, our example shows that the standard iterative rounding method cannot achieve an approximation guarantee better than Ω( √ k). This raises the intriguing possibility of modifying the iterative rounding method to circumvent the obstacles presented by our example.
The overall construction is somewhat complicated. Rather than giving a compact presentation that may be hard to decipher, we give a longer presentation with some redundancy that may be easier to comprehend. The construction starts with a so-called "base graph" G 0 = (V, E 0 ) that is k-connected. There is a set of augmenting edges F used to increase the connectivity to k +1. The LP solution x in our construction assigns a fractional value ≤ Ω(1)/ √ k to each edge in F . We describe the set F in two stages, first without so-called breakpoints, and then we give the actual set F using breakpoints.
Our notation is as follows. Let G = (V, E) be a graph. A setpair is an ordered pair of node sets W = (W t , W h ), where W t ⊆ V is called the tail and W h ⊆ V is called the head. We denote the set of all setpairs by S. Let e ∈ E be an edge in G. We say that e and W are incident (or W is incident to e) if e has one end node in W t and has its other end node in W h . We also say that e covers W . For a setpair W , we denote the set of edges covering W by δ(W ). Given a real-valued vector on the edges, x ∈ E , and a subset F of E, we use x(F ) to denote e∈F x e . In particular, x(δ(W )) denotes {x e | e ∈ δ(W )}.
Let U be a subset of nodes. We define the neighborhood of U as Γ(U ) = {v ∈ U : uv ∈ E, u ∈ U }. For a subset U of nodes, let ξ(U ) = V \ (U ∪ Γ(U )) denote the node-complement of U . We define two paths to be openly disjoint if any node common to both paths is an end node of both paths. We relax some of the standard notation for the sake of readability. Thus, if H denotes a subgraph, then we may also use H to denote the node set V (H) of the subgraph.
In the mincost k-connected spanning subgraph problem, we are given a graph G together with a nonnegative cost function on the edges of G. The goal is to pick a set of edges with minimum cost such that the picked edges and their incident nodes form a k-connected spanning subgraph of G. (A graph is called k-connected if it has at least k +1 nodes, and the deletion of any set of k −1 nodes leaves a connected graph. Alternatively, for any two nodes u and v, there exist k openly disjoint paths from u to v.) We formulate the problem as an integer program by means of an integer-valued requirement function f on the setpairs. For a setpair W , we define f (W ) = k − (|V | − |W t ∪ W h |); informally speaking, f (W ) gives the deficiency of W , the minimum number of edges from W t to W h required by k openly disjoint paths from a node in W t to a node in W h . We focus on the linear programming relaxation of the integer program. The LP has a variable x e for each edge e ∈ E. As usual, x indicates the set of picked edges in a solution, i.e., the incidence vector χ F of a set of picked edges F ⊆ E gives a solution x = χ F of the LP as well as the integer program provided that F and its incident nodes form a k-connected spanning subgraph of G. (In more detail, for F ⊆ E we use χ F to denote the vector in {0, 1} E that has χ F (e) = 1 iff the edge e is in F .)
Our main result is the following:
, where p ≥ 2 is an integer. Then there exists a graph G = (V, E) such that SetPair-LP has an extreme point x such that max e∈E
2 Extreme point example
Our construction: the base graph
Our construction is based on a construction by Ravi and Williamson [13] . See Figure 1 for an illustration.
First, we construct an (undirected) graph G 0 = (V, E 0 ) that we call the base graph. Let p ≥ 2 be an integer. The base graph is constructed such that its connectivity is k = 4p(p − 1). We use L to denote k/2, thus L = 2p(p − 1). Table 1 summarizes the parameters for our construction. • Our construction uses p copies of a particular subgraph that we call a column; the columns are indexed 1, 2, . . . , p. Moreover, there is a clique of size ≥ 2L + 2 = k + 2 that we call the central clique, denoted C * ; it is disjoint from the columns but there are some edges between every column and the central clique.
• A column in our construction consists of L + 1 disjoint cliques with sizes 1, 2L, 2L − 1, 2L − 2, . . . , L + 1. Consider the column indexed by j. We denote the L + 1 cliques in it by C i,j , i = 0, 1, . . . , L, where C 0,j consists of a single node, and for i = 1, . . . , L, C i,j is a clique on 2L + 1 − i nodes. Moreover, the edge set of a complete bipartite graph is placed between every pair of consecutive cliques C i,j and C i+1,j for i = 0, . . . , L − 1, and also between C L,j and C * . We use v j to denote the single node in the clique C 0,j , ∀j = 1, . . . , p and we call these nodes the v-nodes. These nodes have a special purpose in the construction. Also, for each clique C i,j , we pick an arbitrary node and call it the designated node of C i,j . We also pick a node of C * and call it the designated node of the central clique; we denote this node by r * .
Complete bipartite graph between the central clique and each clique CL,j Figure 1 : The base graph G 0 = (V, E 0 ).
• Finally, we add L nodes that we denote by w 1 , w 2 , . . . , w L ; these nodes are disjoint from the nodes in the columns and C * . We call these nodes the w-nodes, and these nodes have a special purpose in the construction. For each i = 1, . . . , L, the node w i is incident to k edges; p of these edges have their other ends at the designated nodes of the cliques C i,j for j = 1, . . . , p; the remaining k − p edges incident to w i have their other ends at distinct nodes of C * excluding r * . We assume that each w-node is adjacent to the same set of k − p nodes of C * . Note that r * is not adjacent to any w-node.
Thus for a fixed i, each node w i is adjacent to the set of p designated nodes of C i,1 , . . . , C i,p . For a fixed i = 1, . . . , L, we take the i-th row of the base graph to be the subgraph induced by the node w i and the cliques C i,j for j = 1, . . . , p.
By an interior node we mean a node that is not a v-node, or a w-node, or a node of C * . In other words, an interior node is a node of
This completes the construction of the base graph.
Our proof is given in the Appendix.
Augmenting edges, preliminary version
Our construction uses a set of augmenting edges. These are the edges that may be added to the base graph G 0 = (V, E 0 ) to make it (k + 1)-node connected. We describe the set of augmenting edges in two stages. This subsection has a preliminary description. In the next subsection, we apply some modifications to get the actual set of augmenting edges for our construction.
The augmenting edge set, preliminary version. The figure on the left shows the edges incident to the jth column, and the figure on the right shows the edges incident to two consecutive rows.
In this subsection, we use F to denote the set of augmenting edges. We have two types of edges in F . The edges of the first type are called long edges and they are useful for covering the v-nodes. The edges of the second type are called short edges, and they are useful for covering the w-nodes.
• Long edges: For each j = 1, . . . , p and node v j , we add (p − 1) edges from v j to the designated node r * of C * .
• Short edges: For each i = 0, . . . , L − 1, we add an edge between w (i+1) and the designated node of each of the cliques C i,1 , C i,2 , . . . , C i,p ; thus there are p edges between w (i+1) and the p cliques on the i-th row of the base graph. Note that C 0,j = {v j } (j = 1, . . . , p), so there is a short edge between the node w 1 and each of the v-nodes.
This completes the description of the edges in F . See Figure 2 for an illustration.
The next result shows that we need a capacity of only 1 p on each edge in F for augmenting the connectivity by 1. The following LP is obtained by relaxing an integer programming formulation of the problem of augmenting the connectivity of the base graph to k+1 by using the edges in F . The LP has a variable x e for each edge e ∈ F , thus x ∈ F . There are no LP variables for the edges of the base graph G 0 = (V, E 0 ). Informally speaking, each edge in E 0 contributes a value of 1 to the constraints of (Setpair-LP); formally, we have the constraints:
where the two terms on the left-hand side account for the contribution of the edges in F and E 0 , respectively, and the right-hand side gives the requirement for (k + 1)-connectivity for the augmented graph.
(Augmenting-LP) min e∈F c e x e subject to x(δ(W ))
The proof is given in the Appendix.
Augmenting edges, final version
To prove Theorem 1.1, we need to construct a family of tight setpairs and a set of augmenting edges F such that the incidence matrix (of these setpairs and edges) has full row rank. The set of edges F given in the previous subsection is not appropriate for this purpose. In this subsection, we describe how to modify the set F to get a set F that is appropriate for Theorem 1.1.
For each j = 1, . . . , p and node v j , we replace each of the (p − 1) long edges incident to v j by a pair of long edges. We also modify some of the short edges.
Consider any column j = 1, 2, . . . , p. Our construction uses (p − 1) special row indices that we call the breakpoints of the column. The breakpoints of the jth column are given by the (p − 1) consecutive odd row indices = 2(p − 1)(j − 1) + 1, 2(p − 1)(j − 1) + 3, . . . , 2(p − 1)(j − 1) + 2p − 3. For each of these breakpoint , we add a pair of long edges.
Pair of long edges for breakpoint :
1. The first long edge (of the pair) is between v j and a non-designated node of the clique C +2,j .
There is one exceptional case for the last breakpoint of the last column, and we discuss it below.
2. The second long edge (of the pair) is between a non-designated node of the clique C ,j and r * .
Short edges: Consider a column j, j = 1, . . . , p. For i = 0, . . . , L − 1, if i is a breakpoint of column j, then we place a short edge between w i+1 and r * . Otherwise, if i is not a breakpoint of column j, then we place a short edge between w i+1 and a node of C i,j . The choice of the node of C i,j depends on i, and we have two cases:
then we place a short edge between w i+1 and a non-designated node of C i,j ; otherwise, if (i − 1) is not a breakpoint then we place a short edge between w i+1 and the designated node of C i,j . If both i and i − 1 are not breakpoints, then observe that either i <
As mentioned above, one exceptional case comes up in the definition of the pairs of long edges. This is the case for the last breakpoint of the last column, thus we have j = p and breakpoint = 2(p − 1)p − 1 = L − 1. Then the first long edge for this pair appears to be ill-defined, since the edge is between v p and a node of C +2,p = C L+1,p , but there is no such clique in the base graph. To avoid this difficulty, we take r * to be the end node of the first long edge. (Informally speaking, we are taking C * to be C L+1,p .) Moreover, This exception needs special handling in the proof of Claim 2.3.
This completes the description of the edges in F . See Figure 3 for an illustration.
The augmenting edge set, final version. The figure shows the augmenting edges incident to an arbitrary column.
Claim 2.3 Consider the graph
Rank of the incidence matrix
In this subsection, we first define a family of tight setpairs for the feasible solution x defined in Claim 2.3. Next, we show that the incidence matrix of these tight setpairs and the edges in F has full rank. This shows that x is an extreme-point solution of Augmenting-LP, and thus completes the proof of Theorem 1.1.
A family of tight setpairs:
Throughout this section, the notation for node-complement refers to the base graph
The word "column" may mean either a column of a matrix or a column of the base graph; the context will resolve the ambiguity. Similarly, the word "row" may mean either a row of a matrix or a row of the base graph.
Consider a column j = 1, . . . , p. Recall that each column consists of a single node v j together with a sequence of L cliques Figure 4 : An illustration of the tight setpairs (W i+1 , ξ(W i+1 )) and (S i,j , ξ(S i,j )) for i = 0, . . . , L − 1 and fixed j. The tail of each of these 2L setpairs is indicated by a circle or oval, but the heads are not indicated.
contains v j and the nodes of the first i (nontrivial) cliques of the j-th column. Each set S i,j defines a setpair (S i,j , ξ(S i,j )); for ease of notation, we may use S i,j to denote this setpair. Thus, we have L setpairs for each column. Also for each node
; again, we may use W i to denote this setpair. Thus, we have pL setpairs of the form S i,j , and L setpairs of the form W i , for a total of (p + 1)L setpairs. Let L denote the set of all these setpairs. See Figure 4 for an illustration. Claim 2.4 Let x be the feasible solution given in Claim 2.3. Then, the setpairs in L are tight, that is, for each W ∈ L, we have x (δ(W )) = 1.
the neighbourhood of w i in the base graph, consists of k −p nodes of C * and the designated nodes from each of the cliques C i,j , j = 1, . . . , p. There are p augmenting edges incident to the setpair, namely, the p short edges incident to w i ; thus |δ(W i , ξ(W i )) ∩ F | = p; moreover, x (δ(W i , ξ(W i ))) = 1 because each augmenting edge e has x e = 1 p . Next, consider any setpair (S i,j , ξ(S i,j )), i = 0, . . . , L − 1 and j = 1, . . . , p. Note that Γ(S i,j ), the neighbourhood of S i,j in the base graph, consists of k nodes, namely, {w 1 , . . . , w i } ∪ C (i+1),j . We claim that each such setpair is covered by exactly p augmenting edges, either p long edges, or p − 1 long edges and one short edge. As above, this claim implies that the setpair is tight.
Consider any column j and the -th pair of long edges in the column, for = 1, . . . , p − 1; let β( ) denote the associated breakpoint (thus β( ) = 2(p − 1)(j − 1) + 2 − 1). It can be seen that the setpair (S β( ),j , ξ(S β( ),j )) is covered by both long edges of the pair, and each of the other setpairs (S i,j , ξ(S i,j )),
is covered by exactly one of the long edges of the pair. (To verify this, recall that Γ(S 0,j ) = Γ({v j }) = C 1,j , and Γ(S i,j ) = C i+1,j {w 1 , . . . , w i } for i = 1, . . . , L − 1.) Hence, for each i = 0, . . . , L − 1, if i is a breakpoint of column j, then the setpair (S i,j , ξ(S i,j )) is covered by p long edges, otherwise, the setpair is covered by p − 1 long edges (one long edge from each of the p − 1 pairs). Moreover, if i is a breakpoint of column j, then the setpair (S i,j , ξ(S i,j )) is covered by none of the short edges, otherwise, the setpair is covered by one short edge, namely, the short edge between C i,j and w i+1 . Our claim follows, and thus we have proved that the setpair (S i,j , ξ(S i,j )) is tight.
The incidence matrix:
Consider the incidence matrix B of setpairs in L and edges in F . The rows of B are labeled by the setpairs of L, and the columns are labeled by the edges of F . Let W ∈ L and e ∈ F . The entry of B corresponding to the pair (W, e) is given by:
To see this, consider the setpairs in L first. As noted above, we have pL setpairs of the form S i,j and L setpairs of the form W i . The rows of B are partitioned into two parts; in the illustration of B (see below), the first part is above the double horizontal line, and the second part is below that line. The first part corresponds to the setpairs of the form S i,j , and the second part corresponds to the setpairs of the form W i . Now consider the augmenting edges. The base graph has p columns, and there are 2(p − 1) long edges in each column; moreover, there are p short edges per w-node. In total, there are 2(p − 1)p + pL = L + pL = (p + 1)L augmenting edges. The columns of B are also partitioned into two parts; in the illustration of B, the first part is to the left of the double vertical line, and the second part is to the right of that line. The first part corresponds to the L = 2(p − 1)p long edges, and the second part corresponds to the pL short edges.
We show below that the rows and columns of the matrix B can be indexed such that B has the following structure:
where I L×L denotes the L × L identity matrix, and 0 denotes a matrix of zeros of the appropriate dimension. The matrices Q j and I j are described below.
In order to describe the indexing of the rows and columns of B, it is convenient to partition the rows and columns into a few blocks, and then describe the indexing with respect to the blocks.
The rows of the first part of B (above the double horizontal line) are partitioned into p blocks corresponding to the p columns of the base graph. The jth block, for j = 1, . . . , p, has L rows for the L setpairs S 0,j , S 1,j , . . . , S L−1,j , and these L rows are indexed in the natural order, i.e., the ith row for the setpair S i−1,j . The rows of the second part of B (below the double horizontal line) form one block that has L rows for the L setpairs W 1 , W 2 , . . . , W L ; these L rows are indexed in the natural order, i.e., the ith row for the setpair W i .
The matrix-columns of the first part of B (to the left of the double vertical line) are partitioned into p blocks corresponding to the p columns of the base graph. The jth block, for j = 1, . . . , p, has 2(p − 1) matrix-columns for the (p − 1) pairs of long edges incident to the jth column of the base graph, and these 2(p − 1) matrix-columns are indexed in the natural order, i.e., the (2 − 1)th and 2 th matrix-columns are for the first and second long edge of the pair of long edges corresponding to the th breakpoint, = 1, . . . , p − 1. The matrix-columns of the second part of B (to the right of the double vertical line) are partitioned into p blocks corresponding to the p columns of the base graph. The jth block, for j = 1, . . . , p, has L matrix-columns for the L short edges associated with the jth column of the base graph, and these L matrix-columns are indexed in the natural order, i.e., the ith matrix-column for the short edge that is associated with the jth column of the base graph and is incident to w i . Recall from Section 2.3 that for each i = 0, . . . , L − 1, there is a short edge associated with the jth column of the base graph. If i is not a breakpoint, then the associated short edge has one end in S i,j and the other end in W i+1 . If i is a breakpoint, then the associated short edge has one end at r * and the other end in W i+1 . Thus the matrix-column for a short edge either has two nonzeros (a 1 for the incident setpair of the form W i and another 1 for the incident setpair of the form S i−1,j ) or has one nonzero (a short edge associated with a breakpoint has a single 1 for the incident setpair of the form W i ). Whenever we refer to breakpoint indices with respect to B or a submatrix of B, then we add an offset of 1 to these indices to account for the fact that the indices of the rows of a matrix start with 1 whereas the indices of the rows of the base graph start with 0.
Consider the j-th column of the base graph, for any j = 1, . . . , p. This column is associated with the matrix Q j , and the matrix has L rows corresponding to the L setpairs of the form S i,j , and it has 2(p−1) columns corresponding to the (p − 1) pairs of long edges. Let h denote 2(p − 1)(j − 1) + 2; note that h is determined by j. For each = 1, . . . , (p − 1), recall that there is a pair of long edges corresponding to the -th breakpoint; the -th breakpoint has the index 2(p − 1)(j − 1) + 2 − 1 = h + 2 − 3. The first long edge (of the -th pair of long edges) has end nodes at v j and C h+2 −1,j , and covers the setpairs S 0,j , . . . , S h+2 −3,j . The second long edge (of the pair) has end nodes at r * and C h+2 −3,j , and covers the setpairs S h+2 −3,j , . . . , S L−1,j . Hence, for each = 1, . . . , (p − 1), the columns 2 − 1 and 2 of Q j are given by the vectors e 1 + e 2 + . . . + e h+2 −2 and e h+2 −2 + e h+2 −1 + . . . + e L , respectively. See Figure 5 for an illustration. Thus, we have
The matrix I j has L rows and L columns; the rows of I j correspond to the rows of Q j and both sets of rows correspond to the setpairs S i,j , i = 0, . . . , L − 1; each column of I j corresponds to a short edge incident to a w-node. Recall that a short edge connects w i+1 and a node of C i,j provided i is not a breakpoint of column j (of the base graph), for each i = 0, 1, . . . , L − 1. The matrix I j is a diagonal matrix whose (i, i)-entry is 0 if i is the index of a breakpoint, and the entry is 1 otherwise. See Figure 5 for an illustration.
The following claim completes the proof of Theorem 1.1.
Claim 2.5
The matrix B has full rank.
Recall from Section 2.3 that an exceptional case arises for the last column p of the base graph, and the pair of long edges associated with the last breakpoint of p, namely, L − 1. No special handling is needed for this exceptional case either in the definition of the matrix B or in the proof of Claim 2.5. 
Conclusions
We constructed a family of examples of the mincost k-connected spanning subgraph problem such that the standard LP relaxation has an extreme point solution with infinity norm ≤ Ω(1)/ √ k. The number of nodes in our construction is Θ(p 5 ) = Θ(k 2.5 ). The example applies for the special case of the problem where a k-connected spanning subgraph of the input graph is given, and the goal is to find a mincost set of edges whose addition increases the connectivity to k + 1. The family of tight setpairs used in our proof has the following property: if we take the smaller of the head and the tail for each setpair, then we get a laminar family of sets. 
Appendix: Proofs of claims
This Appendix has the proofs of the claims from Section 2.
Proof: We prove that G 0 is k-connected by using a standard k-connectivity algorithm, see [2, 3] : First, pick k nodes and prove that there are k openly disjoint paths between every two of them. We say that these k nodes have been successfully "scanned." Then we scan the remaining nodes in some order; if all the nodes can be successfully scanned, then G 0 is k-connected. To scan one of the remaining nodes z, we construct a k-fan from z to the set of nodes that have been already scanned. A k-fan from a node z to a set of nodes U, z ∈ U means a set of k openly disjoint paths, where each path starts at z and ends at a node of U , and moreover, z is the only node that occurs in two or more of these paths. See Even [2] and Even and Tarjan [3] , for a proof of correctness and further details.
For the sake of convenience, we allow some informality in the following discussion. In particular, when we say that a path P is in column j, we mean that all the interior nodes of P are in column j; thus, one or both end-nodes of P may not be in the column.
See Figure 6 for an illustration.
To pick the initial set of k nodes, we exclude r * from the central clique C * , and pick any k of the remaining nodes; let r 1 , . . . , r k denote the picked nodes. Since C * has order ≥ 2L + 2, it contains ≥ k = 2L openly disjoint paths between any two of its nodes. Thus the initial set of k nodes has the required property.
We scan the remaining nodes in the following order: Proof: We prove that G is fractionally (k + 1)-connected using an argument similar to the one in the proof of Claim 2.1.
A fractional |U |-fan from a node z to a set of nodes U, z ∈ U , means a flow of value |U | between z and U such that the flow transiting via each node has value ≤ 1 and the flow terminating at each node has value ≤ 1. More formally, a fractional |U |-fan from z to U is defined in the associated directed graph, where each undirected node v is replaced by a pair of nodes v in , v out with a unit-capacity arc (v in , v out ), and each undirected edge uv is replaced by a pair of arcs (u out , v in ), (v out , u in ) of infinite capacity; the fan refers to a flow of value |U | with a single source z out and a sink at each node u in , ∀u ∈ U ; the flow on an arc need not be integral, but note that the value of the flow transiting via any node, namely, the flow on any arc (v in , v out ), is ≤ 1; the existence of such a fan certifies that there exits no node cut of cardinality < |U | whose deletion separates z from U (i.e., results in two different connected components such that one contains z and the other contains some node of U ).
We take the initial set of k + 1 nodes to be a set of k + 1 nodes from C * that includes r * ; we may use r (k+1) to denote r * and we denote the initial set of nodes by r 1 , . . . , r (k+1) . Since C * has order ≥ 2L + 2 = k + 2, it clearly contains ≥ k + 1 openly disjoint paths between any two of its nodes. Thus the initial set of k + 1 nodes has the required property.
We scan the remaining nodes in the following order:
1. Central clique: Let u be a node of C * , where u ∈ r 1 , . . . , r (k+1) . Clearly, the central clique contains a (k + 1)-fan from u to r 1 , . . . , r (k+1) .
Augmenting path in the undirected graph.
Augmenting path in the associated directed graph. 2. w-nodes: Consider any i = 1, . . . , L and the node w i . We start with the k-fan from w i to {r 1 , . . . , r k } constructed in the proof of Claim 2.1. Then we add p paths from w i to r * = r (k+1) such that each of these paths has a flow of value 1/p. We call these the fractional paths. Moreover, the fractional paths are openly disjoint (only the end nodes w i and r * are common), and each integral path (from w i to an r , = 1, . . . , k) has only the node w i in common with any other path. Each of the fractional paths has length 3 + L − i, starts with a short edge from w i to a node of C (i−1),j , and uses one node from each of the cliques
. . , C L,j . Thus each column contains two disjoint subpaths of the fractional (k + 1)-fan, an integral path and a fractional path.
3. v-nodes: For any j = 1, . . . , p and the node v j , we construct a fractional (k + 1)-fan from v j . We start by constructing an (integral) k-fan from v j to {w 1 , . . . , w L } {r 1 , . . . , r L } in the base graph G 0 = (V, E 0 ). This k-fan is similar to the k-fan constructed for the interior nodes in the proof of Claim 2.1. We construct two L-fans that have no nodes in common except v j ; the first L-fan is from v j to {r 1 , . . . , r L }; each path in this L-fan has length 1 + L and uses exactly one node of C i,j for i = 1, 2, . . . , L; the second L-fan is from v j to the nodes w 1 , w 2 , . . . , w L ; each of these L paths uses one node from each of the cliques "lying between" v j and the w-node.
Then we add p paths from v j to r * = r (k+1) such that each of these paths has a flow of value 1/p. Moreover, the fractional paths are openly disjoint (only the end nodes v j and r * are common).
More formally, we focus on the associated directed graph and construct a flow of value k + 1 between v j and {w 1 , . . . , w L } {r 1 , . . . , r L , r * } such that the value of the flow transiting via any node is ≤ 1. We construct the flow of value k + 1 by starting with the integral flow of value k (given by the k-fan), and then sending a flow of value 1/p on p augmenting paths. We take p − 1 of the augmenting paths to be the paths of length one given by the long edges between v j and r * . The last augmenting path P * has length 2L + 1 and is incident to all of the wnodes and all of the cliques C 1,j , C 2,j , . . . , C L,j . In the undirected graph G , the path P * has the form v j , w 1 ,
. . , C L,j , respectively (for ease of notation, we use u i rather than u i,j for the designated node of C i,j ). For the sake of notational convenience, we denote augmenting paths by their node sequence in the undirected graph, rather than in the associated directed graph.
See Figure 7 for an illustration of the last augmenting path in the graph, as well as in the associated directed graph.
4. Interior nodes: Consider any clique C i,j , i = 1, . . . , L, and any node u in it. To scan u, we first construct a k-fan from u to {w 1 , . . . , w L } {r 1 , . . . , r L }, in a similar way to the proof of Claim 2.1. Next, we connect u by a path of length i to v j that is disjoint from the nodes of the above k-fan, except for the node u; this path is easily constructed, since the cliques C 1,j , C 2,j , . . . , C i−1,j have cardinalities of 2L, 2L − 1, . . . , 2L + 2 − i and are incident to 1, 2, . . . , i − 1 openly-disjoint paths of the k-fan. Adding this path to the k-fan gives a (k + 1)-fan to a set of k + 1 already scanned nodes. Observe that this (k + 1)-fan is contained in the base graph G 0 = (V, E 0 ), that is, it does not use any augmenting edge.
The vector given by x (e) = 1 p , ∀e ∈ F is a solution for Augmenting-LP.
Proof:
The proof is similar to the proof of Claim 2.2. Here, we only mention the changes needed to complete the proof. We start with k + 1 nodes from C * , including the node r * , and we denote these nodes by r 1 , r 2 , . . . , r k , r (k+1) = r * . The base graph G 0 = (V, E 0 ) has ≥ k + 1 openly disjoint paths between any two of these nodes.
We scan the remaining nodes in the same order as in the proof of Claim 2.2. The scanning procedure is almost the same for all of the nodes except for the v-nodes. The scanning procedure for the v-nodes needs to be modified, because the construction of the fractional (k +1)-fans is different; in the previous construction, we used the (p − 1) long edges incident to a v-node, but those edges are not present in F . The modifications are discussed below.
The scanning procedure is the same for the nodes of the central clique, the interior nodes, and all the w-nodes, except for nodes w i such that i − 1 is a breakpoint of some column j = 1, . . . , p. Let w i be such an exceptional node. Note that w i has one short edge to r * , so a flow of value 1 p can be sent directly to r * via this short edge. The remaining flow of value p−1 p can be sent to r * via the remaining (p − 1) short edges incident to w i as described in the proof of Claim 2.2.
Consider a node v j , j = 1, . . . , p, and its fractional (k + 1)-fan to {w 1 , . . . , w L } {r 1 , . . . , r L , r * }. We start with an (integral) k-fan from v j to {w 1 , . . . , w L } {r 1 , . . . , r L } as in the proof of Claim 2.2. This k-fan contains an L-fan from v j to the L nodes r 1 , . . . , r L of C * . We impose the following requirement on this L-fan:
There is a pathP contained in the L-fan from v j to C * such that for each pair among the p − 1 pairs of long edges associated with the column j,P contains both interior nodes incident to the pair of long edges. Moreover,P contains all the non-designated nodes of the cliques C i,j , i = 1, . . . , L that are incident to short edges. (Recall from Section 2.3 that there is a short edge between a non-designated node of C i,j and w i+1 iff i is not a breakpoint and i − 1 is a breakpoint.) This requirement is easily satisfied since each path from v j to C * in the L-fan can use one arbitrary non-designated node of each of the cliques C i,j , i = 1, . . . , L. We assume thatP is the path of the L-fan from v j to r 1 . Moreover, we may view the k-fan from v j to {w 1 , . . . , w L } {r 1 , . . . , r L } as an integral flow; the pathP carries one unit of this flow.
We augment the integral flow (of value k = 2L) by sending a flow of value 1 p via each of the (p − 1) pairs of long edges. Consider a pair of long edges, and let u and u denote the interior nodes incident to the two long edges; assume that the row index of u is less than that of u . We send a flow of value 1 p from v j to u via the first long edge, next we push back the same amount of flow from u to u along the pathP , and finally, we send the same amount of flow from u to r * via the second long edge. Similarly, we send a flow of value 1 p from r * to v j using each of the (p − 1) pairs of long edges in column j. (An exceptional case is discussed below.)
Finally, we send a flow of value 1 p from v j to r * via the short edges, similarly to the proof of Claim 2.2. We have to modify the construction in Claim 2.2, because F has no edge between w (i+1) and C i,j if i is a breakpoint. We modify the augmenting path P * = v j , w 1 , u 1 , w 2 , u 2 , . . . , w L−1 , u L−1 , w L , u L , r * used in the proof of Claim 2.2 to give another augmenting path P * * . (Note that P * and P * * denote corresponding paths of G = (V, E 0 ∪ F ) and G = (V, E 0 ∪ F ); moreover, recall that u 1 , . . . , u L denote the designated nodes of C 1,j , . . . , C L,j .) For each of the breakpoints in column j except the last breakpoint, we replace the subpath w , u , w +1 , u +1 , w +2 of P * by the subpath w , u , q +1 , w +2 , where q +1 denotes the node of C +1,j in the pathP . Recall that we send a flow of value 1 p on the pair of long edges associated with the breakpoint , and in this process we push back a flow of value 1 p through a node ofP that is in C +1,j ; in fact, this is the node q +1 ; thus, it can be seen that the net flow transiting via q +1 is ≤ 1. All of the edges in the subpath are available to send the flow: we push back flow on the edge u , w of the base graph; the edge u , q +1 is a (so far) unused edge of the base graph; the edge q +1 , w +2 is a (so far) unused short edge.
Recall from Section 2.3 that an exceptional case arises for the last column p of the base graph, and the pair of long edges associated with the last breakpoint of p, namely, L − 1. Then we take the first long edge of the pair to be the edge v p , r * , and the second long edge of the pair to be an edge between a non-designated node of C L−1,p and r * . The flow of value 1 p for this pair of long edges is sent directly on the first edge; the second edge is not used here. Instead, the second edge is used for the flow of value 1 p sent via the short edges from v p to r * . We take the last part of the fractional augmenting path P * * in column p to be Proof: We show that using elementary column operations the matrix B can be transformed into a lower triangular matrix with non-zero diagonal entries. We assume that the parameter p in the construction is an integer ≥ 2. Although the proof holds for p = 2, some of the formulas given below (e.g., for Λ j ) apply only for p ≥ 3. For the sake of notational convenience, we allow some informality in what follows. In particular, we may use the same symbol (e.g., Q j , I j , B) to denote a matrix as well as its updated version after applying elementary column operations.
Initially, before we apply any column operations, recall that
where L = 2(p − 1)p; thus, B has (p + 1)L rows and the same number of columns; the left part of B (to the left of the vertical double line) has L columns, and the right part of B has pL columns. Moreover, recall that We apply elementary column operations in two stage. In the first stage, for each j = 1, . . . , p, we make all entries of Q j zero and transform I j into the identity matrix. These operations introduce some nonzero entries into the submatrix Λ. In the second stage, we use elementary column operations to transform Λ to a lower triangular matrix with non-zero diagonal entries. The final matrix has the following form; the matrix in the bottom right corner is not relevant in the analysis.
By swapping the first column with the second column of this matrix, we get a lower triangular matrix with non-zero diagonal entries, and this completes the proof.
Note that the indices of the breakpoints in the j-th column are h, h+2, h+4, . . . , h+ 2(p − 2), where h = 2(p − 1)(j − 1) + 2. First, we apply the following 2(p − 2) elementary column operations to each matrix Q j . We subtract the (i + 2)-th column from the i-th column, for each i = 2, 4, . . . , 2(p−2), in this order. Next, we subtract the i-th column from the (i+2)-column, for each i = 2(p − 2) − 1, . . . , 3, 1, in this order. These operations do not change other submatrices of B. After applying these operations, we get the following matrix; see Figure 9 for an illustration.
Q
(1) j = (f h , e h + e h+1 , e h+1 + e h+2 , e h+2 + e h+3 , . . . , e h+2p−5 + e h+2p−4 , 1 L − f h+2p−5 ) = (e h−1 + e h , e h + e h+1 |e h+1 + e h+2 , e h+2 + e h+3 | . . . |e h+2p−5 + e h+2p−4 , e h+2p−4 + e h+2p−3 )
Next, by subtracting the columns of the matrix I j from the columns of the current matrix Q j , we can make all of the entries in Q j zero except the entries on the rows corresponding to the breakpoints; see Figure 9 for an illustration. After applying these operations we get the following matrix.
(2) j = (e h , e h |e h+2 , e h+2 | . . . |e h+2p−4 , e h+2p−4 )
These operations will change the submatrix Λ in the bottom left corner of B. We partition the columns of Λ into p blocks, denoted Λ 1 , . . . , Λ p , where each block consists of 2(p − 1) consecutive columns. Thus Λ = (Λ 1 , Λ 2 , . . . , Λ p ).
After applying the above operations, it can be seen that the matrix Λ
j . To see this, observe that we change an entry in the i-th row of Q j from α to β by Finally, we swap the column indexed by 2 with the column of I j corresponding to the -th breakpoint, for = 1, 2, . . . , (p − 1). These operations make all entries of Q j zero, and they transform the matrix I j into the identity matrix. The matrix Λ (3) j is changed to the following matrix; see Figure 10 for an illustration. Λ (4) j = (e h+1 − e h−1 , e h |e h+3 − e h+1 , e h+2 | . . . |e h+2p−3 − e h+2p−5 , e h+2p−4 ) + (−f h−2 , 0, . . . , 0, 1 L − f h+2p−3 , 0)
• Second stage: While describing this stage, we use the term diagonal to mean the diagonal of the matrix Λ. Thus for a submatrix Λ j or for a column of Λ, the diagonal refers to the entries of the diagonal of Λ restricted to that submatrix or column. Note that all nonzero entries in Λ j are below or on the diagonal, except for entries in the first column; the first column has −1 on all rows above and including the diagonal. To make Λ lower triangular, we apply some elementary column operations on the first column of each Λ j . We do this in two steps.
In the first step, we subtract the first column of Λ j from the first column of Λ j+1 , starting from j = (p − 1) down to j = 1. This removes many consecutive −1 entries, and leaves only 2p − 3 non-zero entries above the diagonal in the first column of each Λ j for j = 2, . . . , p.
In the second step, for each j = 1, . . . , p − 1, we change the remaining nonzero entries above the diagonal in Λ j+1 to zeros by using the columns of Λ j . The same elementary column operations are applied for all Λ j . Sequentially, consider j = 1, . . . , p − 1 and assume that Λ j has no non-zero entry above the diagonal. (Note that Λ 1 has no non-zero entry above the diagonal.) First, we take each even-indexed column of Λ j and add it to the first column of Λ j+1 . After this, there remain p − 2 non-zero entries above the diagonal in the first column of Λ j+1 ; note that the entry just above the diagonal is −2. Then we apply p − 2 elementary column operations to replace the remaining p − 2 non-zero entries above the diagonal by zeros, and in the process the diagonal entry becomes −p. In more detail, for each = 1, 2, . . . , p − 2 in sequence, we multiply the (2 + 1)-th column of Λ j by −( + 1) and add the result to the first column of Λ j+1 . To verify this, observe that for = 1, 2, . . . , p−3, the (2 +1)-th column of Λ j is given by e h+2 +1 −e h+2 −1 , and the (2p − 3)-th column is given by e h+2p−3 − e h+2p−5 + (1 L − f h+2p−3 ), hence, (by induction) the topmost non-zero entry in the first column of Λ j+1 is −( + 1) just before we apply the -th of these p − 2 column operations.
Thus, the matrix Λ is transformed into a lower triangular matrix with non-zero diagonal entries.
This completes the proof of Claim 2.5, and shows that B has full rank.
