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We study a dynamical phase transition in optical bistable systems subject to a time-periodic
driving field. The phase transition occurs in the structure of limit cycle as a function of the frequency
of the driving field. In the thermodynamic limit, a single limit cycle is divided into two separated
limit cycles at the transition point. In finite-size systems, however, there is always a single limit cycle
due to the quantum tunneling effect. We use a Floquet dissipative map, which is a time-evolution
operator over one period in a dynamics given by a quantum master equation, and discuss the decay
rate of relaxation dynamics into the limit cycle based on the dominant eigenvalue of the map. We
found that the decay rate exhibits qualitatively different system-size dependence before and after
the phase transition, and it shows a finite-size scaling of spinodal phenomena around the transition
point. The present work provides a systematic way of studying dynamical phase transition observed
in time-periodically driven open systems in terms of the Floquet dissipative map.
I. INTRODUCTION
With the progressive advances in quantum technolo-
gies, it becomes important to understand quantum many-
body systems subject to a time-periodic driving and in
contact with a dissipative environment [1–3]. The time
evolution of a system coupled to environment can be de-
scribed by a quantum master equation [4, 5]. The system
is usually relaxed to a time-periodic state with a period
of the driving due to the dissipation. The periodic state
is an analog of the limit cycle in classical systems.
The dynamical phase transition in structures of the
limit cycles appears in bistable systems. The optical
bistability has been found in cavity systems with an ex-
ternal laser field [6–11]. As a function of laser intensity,
there is a finite interval with bistability of a high trans-
mission state (HTS) and a low transmission state (LTS).
When the intensity of the input laser is time-periodically
modulated beyond the bistable regime, the response of
the system is qualitatively different depending on the pe-
riod of the modulation. For a slow modulation, the sys-
tem stays in a different stable state depending on whether
the laser intensity is increasing or decreasing. Thus, the
∗Electronic address: tatsuhiko.shirai@aoni.waseda.jp
system has a large limit cycle including the HTS and
the LTS. On the other hand, for a fast modulation, the
limit cycle of the trajectory is kept in either the HTS
or the LTS because there is no sufficient time for mak-
ing the transition between the states. Thus there exist
two separated limit cycles. The analogous situation in
classical systems was discussed in Ising models with a
time-periodically oscillating magnetic field [12–14].
In the present study, we show that the Floquet dissi-
pative map is useful to characterize the above mentioned
phase transition. The Floquet dissipative map is given by
a time-evolution operator of the quantum master equa-
tion [2], and it characterizes the limit cycle and the decay
rate of the relaxation dynamics. In the study of finite
systems, there is always a single limit cycle, because the
quantum tunneling between the HTS and the LTS causes
the mixing of them to a hybridized state. However, the
transition point is estimated by looking at the system-
size dependence of the decay rate as a function of the pe-
riod of the driving field. The decay rate is exponentially
small for a fast modulation, while it is finite for a slow
modulation. Around the transition point, the decay rate
exhibits the finite-size scaling, which is consistent with
the one of classical (conventional) spinodal phenomenon.
Two separated limit cycles appear in the thermodynamic
limit, which we study by a mean-field (MF) analysis.
The composition of this paper is given as follows.
Sec. II gives a brief review of the Floquet dissipative map.
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2Sec. III explains the model of cavity systems. Sec. IV pro-
vides an analysis of the phase transition in the structure
of the limit cycle by using the Floquet dissipative map.
Sec. V concludes the paper with a future direction.
II. FLOQUET DISSIPATIVE MAP
In this section, we give a brief review of the Floquet
dissipative map [2] in order to fix the notation. We con-
sider a system which is subject to a time-periodic driving
and in contact with environmental systems. We denote
Hˆ(t) and ρ the Hamiltonian and the reduced density ma-
trix of the system of interest, respectively. The dynamics
of ρ is assumed to obey the Lindblad equation [15],
dρ
dt
=L(t)ρ = −i[Hˆ(t), ρ] +Dρ,
Dρ =
d∑
a=1
γa
[
2LˆaρLˆ
†
a − {Lˆ†aLˆa, ρ}
]
,
(1)
where [·, ·] and {·, ·} are the commutator and the anti-
commutator, respectively. We set ~ = 1. The Hamilto-
nian has a period of T ;
Hˆ(t) = Hˆ(t+ T ). (2)
The dissipator D is given by Lindblad operators
{Lˆa}a={1,··· ,d} and the dissipation strength denoted by
{γa}a={1,··· ,d}. Here, we assume that each environmen-
tal system labeled by an index a is independent with
each other. The superoperator L(t) is referred to as the
Liouville operator, and it has the same period as the
Hamiltonian, i.e. L(t) = L(t+ T ).
The dissipative Floquet map F is defined by the time-
evolution operator over one period,
F := T exp
(∫ T
0
L(t)dt
)
, (3)
where T is the time-ordering operator. Owing to the time
periodicity of L(t), the state of the system at t = nT
(n ∈ N0) is described by
ρ(nT ) =T exp
(∫ nT
0
L(t)dt
)
ρ(0),
=
[
T exp
(∫ T
0
L(t)dt
)]n
ρ(0) = Fnρ(0). (4)
In this way, the dissipative Floquet map describes the
stroboscopic dynamics. We denote eigenvalues and eigen-
modes of F by {λm} and {ρm}, respectively. The eigen-
values of F are ordered as
1 = λ0 ≥ |λ1| ≥ · · · . (5)
Note that λ0 = 1, which represents the stationary state
of the dissipative Floquet map F .
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FIG. 1: (color online) Demonstration of convergence to a
limit cycle: (a) Time evolution of Sz(t) in the system [Eq. (8)]
(dashed line). The red squares denote the value of Sz(nT )
where n ∈ N0. The limit cycle is depicted by red solid line. (b)
The stroboscopic dynamics of Sz(nT ). Inset: The absolute
value of the difference between Sz(nT ) and SzL(0) is depicted
as a function of n. The black line is a guide to show the
damped oscillation with the decay rate γL.
The trajectory of limit cycle is obtained using the
eigenmode ρ0 as
OL(t) :=
1
Trρ0
Tr
[
OˆT exp
(∫ t
0
L(τ)dτ
)
ρ0
]
, (6)
where Oˆ is an operator. Here, OL(t) is the periodic func-
tion with period T . The decay rate to the limit cycle is
defined by λ1 as
γL := − 1
T
Re(log λ1). (7)
As a demonstration, we consider a simple generic
model, i.e. a 1/2-spin system with a static magnetic field
hz and time-periodically oscillating magnetic field hx(t).
3The Hamiltonian and the Lindblad operator are given by{
Hˆ(t) =hzSˆz + hx(t)Sˆx,
Lˆ1 =Sˆ
−,
(8)
respectively, where
hx(t) = h0 + hex sin
(
2pi
t
T
)
. (9)
Here, ~S = {Sˆx, Sˆy, Sˆz} are the spin-1/2 operators and
Sˆ− := Sˆx − iSˆy.
Figure 1(a) depicts the time evolution of Sz(t) :=
TrSˆzρ(t) for the parameters (hz, h0, hex, γ1, T ) =
(1, 0.5, 0.1, 0.05, 6). The initial state is set as the down-
spin state, i.e. ρ(0) = |↓〉 〈↓|, where Sˆz |↓〉 = −1/2 |↓〉.
The system is relaxed to a limit cycle. The limit cycle
is drawn by a red closed trajectory, which is obtained by
Eq. (6).
When the dynamics is observed at stroboscopic times
t = nT [red squares in Fig. 1(a)], convergence is clearly
observed. Figure 1(b) shows the approach of Sz(nT ) to
the limiting value SzL(0). It exhibits a damped oscillation
with the decay rate γL [see inset of Fig. 1(b)]. The decay
rate obtained by Eq. (7) is γL ' 0.356T−1.
III. MODEL
Next, we study the system exhibiting the optical bista-
bility. The optical bistablity has been observed in a cav-
ity system in the presence of an external driving field.
The Hamiltonian of the cavity system is divided into a
static part and a driven part,
Hˆ(t) = Hˆ0 + Hˆex(t). (10)
For the static part, we adopt the Dicke model [16], which
was introduced to describe the coupling between an en-
semble of N atoms and a single cavity mode,
Hˆ0 = ωphaˆ
†aˆ+ωa
N∑
i=1
Sˆzi +g(aˆ
†− aˆ)
N∑
i=1
(Sˆ+i − Sˆ−i ). (11)
Here, ωph is the resonance frequency of cavity mode and
aˆ and aˆ† are the annihilation and creation operators of
bosons, respectively. Each atom is regarded as a two-
level atom, and described using the 1/2-spin operators
~Si = {Sˆxi , Sˆyi , Sˆzi } and Sˆ±i := Sˆxi ±iSˆyi . The up-spin state
and down-spin state correspond to the excited state and
the ground state of the atom, respectively. The energy
gap between the two states is denoted by ωa. The inter-
action between photons and atoms is given by the third
term in Eq. (11). The coefficient g is the strength of the
interaction. For the driven part of the Hamiltonian, we
adopt the following form [17]:
Hˆex(t) = iξ(t)(aˆ
†e−iωext − aˆeiωext), (12)
where the cavity mode is pumped by the external driv-
ing field with amplitude ξ(t) and frequency ωex. In the
present work, we suppose that the driving frequency is
the same as both the energy of a cavity photon and a
two-level atom, namely,
ω := ωex = ωph = ωa, (13)
where we set ω as a unit of energy.
We adopt the rotating wave approximation (RWA) to
simplify the form of the Hamiltonian, H(t). For this pur-
pose, we introduce a rotating frame defined by a unitary
operator,
Uˆ(t) = exp
[
−iωt
(
N∑
i=1
Sˆzi + aˆ
†aˆ
)]
. (14)
The Hamiltonian in the rotating frame reads
HˆR(t) =Uˆ
†(t)
(
Hˆ(t)− i ∂
∂t
)
Uˆ(t),
=− g
N∑
i=1
(aˆ†Sˆ−i + aˆSˆ
+
i ) + iξ(t)(aˆ
† − aˆ)
+ g
N∑
i=1
(aˆ†Sˆ+i e
2iωt + aˆSˆ−i e
−2iωt). (15)
In the RWA, we drop the last term in Eq. (15). The RWA
is valid when the energy scale of the driving field is much
larger than other energy scales, ω  (g, ξ(t), ξ˙(t)/ξ(t)).
This condition is not satisfied in the ultra-strong cou-
pling regime, g ∼ ω [18], and/or strong driving field,
ξ ∼ ω [19], but it gives a qualitatively correct description
in the parameter regime for the optical bistability. Then,
the Hamiltonian in the rotating frame is given by
HˆR(t) = −g
N∑
i=1
(aˆ†Sˆ−i + aˆSˆ
+
i ) + iξ(t)(aˆ
† − aˆ). (16)
In the cavity system, the main sources of dissipation
are (i) spontaneous emission of each atom from the ex-
cited state to the ground state and (ii) loss of photons
from the cavity mode. The dynamics of the dissipative
system can be modeled by a quantum master equation
in the Lindblad form [4, 15],
dρ
dt
= −i[HˆR(t), ρ] +Daρ+Dphρ, (17)
Daρ := γ
N∑
i=1
(
2Sˆ−i ρSˆ
+
i − {Sˆ+i Sˆ−i , ρ}
)
,
Dphρ := κ
(
2aˆρaˆ† − {aˆ†aˆ, ρ}) , (18)
where ρ is the density matrix of the cavity system. The
dissipation effects (i) and (ii) are described by the dissipa-
tors Da and Dph, respectively. The dissipation strengths
are denoted by γ and κ, respectively.
4The system has dynamical variables of photons and
spins. We may study the system directly. However, in the
present work, we adopt the so-called adiabatic approxi-
mation to study systems with large number of atoms. In
the adiabatic approximation, we eliminate the degrees of
the freedom of photons, and obtain the Lindblad equa-
tion consisting of only atoms [20] (see [21] for the detailed
derivation),
dρa
d(γt)
=L(t)ρa := −iΩ(t)
N∑
i=1
[Sˆxi , ρa] +Dρa,
Dρa :=2C
N
N∑
i,j
(
2Sˆ−i ρaSˆ
+
j − {Sˆ+i Sˆ−j , ρa}
)
+
N∑
i=1
(
2Sˆ−i ρaSˆ
+
i − {Sˆ+i Sˆ−i , ρa}
)
,
(19)
where ρa := Trphotonρ. Here, C and Ω(t) are referred to
as the cavity cooperativity parameter [22] and the Rabi
frequency, respectively, and are given by
C =
Ng2
2κγ
,
Ω(t) =
2gξ(t)
κγ
.
(20)
The adiabatic approximation is valid when the timescale
for the photon loss is much faster than other timescales,
i.e., κ  (γ, g, ξ(t)). This regime is referred to as the
bad-cavity limit of cavity quantum electrodynamics.
In the present study, we solve the dynamics governed
by the quantum master equation, Eq. (19). To do it
numerically, it is necessary to express L(t) as a matrix.
Naively, the number of elements in L(t) increases expo-
nentially with N , which gives a strong restriction on N
in the numerical simulation, s.t. N <∼ 15. However,
the present model has a symmetry under exchange of
atoms. It has been known that this symmetry reduces
the number of non-zero elements in L(t) to the order of
N3 [20, 23–25]. In this work, we made use of this prop-
erty and performed simulations up to N ' 100.
We study the dynamic response of the optical bistable
systems to a time-periodic modulation. It is known that
for the present model the MF analysis gives the exact re-
sult in the thermodynamic limit [26], i.e. N →∞ (more
precisely, N → ∞ keeping C and Ω(t) to be constant).
For a system with constant Ω, the optical bistability ap-
pears when C > 4 in the interval Ω ∈ (Ωl,Ωu) [25];
Ωl =
√
(C2 + 10C − 2)− C1/2(C − 4)3/2,
Ωu =
√
(C2 + 10C − 2) + C1/2(C − 4)3/2.
(21)
In the present study, we set C = 50, and thus (Ωl,Ωu) =
(28.1, 72.1). We consider a sinusoidal modulation of the
driving amplitude ξ(t), leading from Eq. (20) to the ex-
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FIG. 2: (color online) T -dependences of the decay rates γL
for different values of N . Inset: the decay rate γL as a function
of N . The black solid line denotes the slope estimated by the
power-law scaling at the transition point T = Tc.
pression as
Ω(t) = Ω0 + Ωex sin
(
2pi
t
T
)
. (22)
The Rabi frequency oscillates around Ω0 with the ampli-
tude Ωex and the period T . Here, we set (Ω0,Ωex) =
(60, 40). Thus, the oscillation center is within the
bistable regime, namely, Ω0 ∈ (Ωl,Ωu), but the max-
imum and the minimal values of Ω(t) are out of the
bistable regime; Ω0 + Ωex > Ωu and Ω0 − Ωex < Ωl.
IV. RESULT
In this section, using the Floquet dissipative map intro-
duced in Sec. II, we study the dynamical phase transition
in the cavity system. This section is divided into three
parts. First, we show the presence of phase transition by
looking at the system-size dependence of the decay rate.
Next, we focus on the scaling behavior around the tran-
sition point. Finally, we discuss the phase transition in
the thermodynamic limit with MF theory.
A. Phase transition in terms of the decay rate
The value of decay rates carries information about
phase transitions not only in equilibrium systems [27] but
also in non-equilibrium systems [28]. In this subsection,
we show that it is also true for the present system.
In Fig. 2, we plot T -dependences of the decay rates γL
for different values of N . We find a qualitatively different
regions for the system-size dependence of γL as a function
of the period T . The decay rate becomes exponentially
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FIG. 3: (color online) Stroboscopic dynamics for various
values of N at T = 0.06γ−1. The timescale of the system
being in a metastable state is longer with increasing N from
N = 50 to N = 100. The horizontal dashed line gives the
value of one of the limit cycles in the MF analysis.
small with the size for small T , while it converges to a
finite value for large T .
The transition point can be estimated by looking at
N -dependences of the decay rate γL (inset of Fig. 2).
At the transition point Tc, γL shows a power-law scaling
with N . Namely, γL as a function of N changes from
concave to convex in the log-log plot. In the figure, we
find that γL is concave at T = 0.06γ
−1, while it is convex
at T = 0.18γ−1. There exists a transition point between
T = 0.06γ−1 and T = 0.18γ−1, but it is difficult from our
numerical data to give a good estimate of Tc due to the
limitation of system size. So, we evaluate the transition
point Tc from the MF analysis, which gives exact results
for the present model in the thermodynamic limit (see
the subsection C). We draw the power-law scaling of γL
at the transition point by black solid line in the figure
(see the following subsection B).
The small decay rate for T < Tc implies the ex-
istence of a long-lived metastable state. For exam-
ple, at T = 0.06γ−1 and N = 70, the decay rate is
γL ' 3 × 10−3γ, i.e. the relaxation time is estimated
as γ−1L = 3 × 102γ−1 ' 5 × 103T . In order to show this
extremely slow relaxation, we calculate the time evolu-
tion of spin expectation values,
~m(t) = (mx(t),my(t),mz(t)) :=
1
N
N∑
i=1
Tr~Siρa(t). (23)
We set the initial state as a spin-down state, i.e.
(mx(0),my(0),mz(0)) = (0, 0,−0.5). Figure 3 depicts
mz(nT ) as a function of n, which gives the strobo-
scopic dynamics of mz(t), for various system sizes at
T = 0.06γ−1. The horizontal dashed line gives the value
of mz(nT ) of one of the limit cycles in the MF analysis.
We find three time regimes denoted by I, II, and III. In the
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FIG. 4: (color online) Trajectories of mz(t) at N = 70 and
T = 0.06γ−1 in each time domain I, II, III, and IV (Limit
cycle): I. 0 ≤ t ≤ 10T , II. 100T ≤ t ≤ 110T , III. 4000T ≤ t ≤
4010T . The limit cycles in MF analysis are shown by dashed
lines.
first time regime I, the system is relaxed to a metastable
state. Here, there is no system-size dependence. In the
second time regime II, the value of mz(nT ) is almost un-
changed, which implies that the system keeps staying in
the metastable state. The lifetime of the metastable state
increases with N . The metastable state becomes one of
the limit cycles in the limit N → ∞ (i.e. in the MF
analysis). The MF dynamics will be given explicitly in
the next figure. In the third time regime III, the system
escapes from the metastable state. It it noted that the
figure is depicted in log-scale on x-axis, and thus the es-
cape rate is extremely low. The escape rate is given by
the decay rate shown in Fig. 2.
In Figs. 4, we plot by red solid lines the trajectories of
mz(t) at N = 70 and T = 0.06γ−1 in each time regime,
I, II, III, and the limit cycle IV. In each figure, we plot
the trajectories of limit cycles in MF analysis (MF limit
cycles) by black dashed lines. In the first time regime
I (0 ≤ t ≤ 10T ), the trajectory of mz(t) starting from
mz(0) = −0.5 approaches one of the MF limit cycles.
In the second time regime II (100 ≤ t ≤ 110T ), where
the system is in the metastable state, the trajectory of
mz(t) is close to one of the MF limit cycles. In the third
time regime III (4000 ≤ t ≤ 4010T ), the trajectory is
away from the metastable state. Owing to the extremely
small decay rate, the trajectory during 10 periods seems
to be unchanged in figure. Finally, the system reaches a
limit cycle (see IV in figure). It is noted that there is a
single limit cycle, and it is different from both of the limit
cycles in the MF analysis. This is because the quantum
tunneling between the two MF limit cycles causes the
mixing of them to a hybridized one.
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FIG. 5: (color online) Scaling plot of γL. All the data collapse
well to a scaling function, especially for large values of N . The
transition point Tc is determined by the MF theory.
B. Scaling behavior
In this subsection, we analyze the scaling behavior of
γL around the transition point. In statistical mechanics,
the scaling exponent of the decay rate is called dynami-
cal exponent. In equilibrium systems, the exponent de-
termines the universality class to which a model belongs.
It is of interest to understand whether the universality
class is extended to the present non-equilibrium model.
The argument in the subsection IV A on the emer-
gence of the metastable state reminds us the spinodal
phenomenon. Thus, we assumed the scaling form of the
spinodal phenomenon [29, 30];
γLN
1/3 = f(N2/3(T − Tc)) for T ' Tc, (24)
where f(·) is a scaling function. Here, the transition
point Tc is determined by the MF theory (see the follow-
ing subsection C). In Fig. 5, all the data collapse well to
a scaling function, especially for large values of N , i.e.
the data for N = 70 and N = 80 fall on a single line in
the scaling plot. From the scaling form, we obtain
γL ∼ (Tc − T )1/2 as N →∞, (25)
and, at the transition point,
γL ∼ N−1/3 at T = Tc, (26)
which is depicted in the inset of Fig. 2 by black solid line.
C. Thermodynamic limit N →∞
Finally, we present a MF analysis for the limit cycle
and the decay rate of the model, Eq. (19), corresponding
to the thermodynamic limit N →∞. In the MF analysis,
the density matrix is given by the product state, that is,
ρa = ⊗Ni=1ρMF, (27)
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FIG. 6: (color online) Trajectories of limit cycles in the
MF analysis as a function of Ω for different values of T : (a)
T = 0.12γ−1 < Tc, and (b) T = 0.14γ−1 > Tc.
where it is assumed that each atom is in the same state.
In the MF approximation, the time evolution is given by
dmxMF
d(γt)
=(4CmzMF − 1)mxMF,
dmyMF
d(γt)
=− Ω(t)mzMF + (4CmzMF − 1)myMF,
dmzMF
d(γt)
=Ω(t)myMF − 4C[(mxMF)2 + (myMF)2]
− 2(mzMF + 1/2),
(28)
where ~mMF = (m
x
MF,m
y
MF,m
z
MF) := Tr
~S1ρMF. After a
sufficiently long time, the system is relaxed to a limit
cycle with a period T
~mMF,L(t) := lim
n→∞ ~mMF(t+ nT ). (29)
We found a phase transition in the structure of the
limit cycle. For short period (T = 0.12γ−1) [see
Fig. 6(a)], the system exhibits two limit cycles. It is again
noted that the separation of the limit cycles appears only
in the thermodynamic limit. On the other hand, for long
period (T = 0.14γ−1) [Fig. 6(b)], there is only one limit
cycle.
We also perform a linear analysis of the mean-field
equation to study the relaxation dynamics to the limit
cycle. First, we apply a perturbation to the limit cycle
and set it as an initial state,
~mMF(0) = ~mMF,L(0) + δ~eα, (30)
where {~eα}α={x,y,z} is a unit vector in α-direction and δ
is the perturbation strength. Then, ~mMF(t) is obtained
in the integration of the MF dynamics, Eq. (28). The
state after one period can be expanded around ~mMF,L(0)
as
~mMF(T ) = ~mMF,L(0) + δT
∑
β={x,y,z}
Vαβ~eβ +O((δT )
2),
(31)
where Vαβ are the linear response coefficients. If we re-
gard {Vαβ} as matrix elements of V , the matrix V has
three eigenvalues denoted by {vi}i={1,2,3}. The real part
of each eigenvalue is non-positive and its absolute value
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FIG. 7: (color online) (a) The decay rates to the limit cycle
around mz ' 0. The dashed line denotes the value of T where
the relaxation dynamics changes from damping oscillation to
over damping. (b) The decay rate to the limit cycle around
mz ' −0.4, which approaches zero at T = Tc. Inset: magni-
fication of data around T <∼ Tc. Full curve is a fitting of the
dependence |Re(v1)| with a power law, |Re(v1)| ∼ (Tc − T )α
where α = 0.50.
describes the decay rate of the corresponding eigenmode.
The decay rates |Re(vi)| are provided for each limit cy-
cle. Namely, there are six decay rates for a fast driving
[e.g. Fig. 6(a)], while there are three decay rates for a
slow driving [e.g. Fig. 6(b)].
In Fig. 7, we plot the T -dependences of the decay rates
|Re(vi)|. Figure 7(a) shows the rate of decay to the limit
cycle oscillating around mz ' 0. For T < 0.114γ−1,
there is a pair of complex conjugate eigenvalues. But
for T > 0.114γ−1, all the eigenvalues are real. Namely,
the relaxation dynamics changes from a damping oscil-
lation to over damping with increasing T . Figure 7(b)
shows one of the decay rates to the limit cycle around
mz ' −0.4, which is denoted by |Re(v1)|. In the figure,
the other two decay rates are not depicted because they
are much larger than |Re(v1)|. The decay rate |Re(v1)|
approaches to zero at the transition point T = Tc. The
estimated value of Tc is Tc ' 0.13171γ−1. We also mea-
sured the scaling exponent for the decay rate around
T <∼ Tc;
|Re(v1)| ∼ (Tc − T )α, (32)
where α ' 0.50 [see inset of Fig. 7(b)]. This is consis-
tent with the one obtained by the finite-size scaling [see
Eq. (25)].
V. SUMMARY AND DISCUSSION
We studied the dynamical responses of optical bistable
systems to a time-periodic modulation of input driving
AC field, and showed a phase transition in the struc-
ture of limit cycle as a function of the period of the
driving field. We provided a systematic way of studying
the phase transition in terms of the Floquet dissipative
map. We showed that the decay rate, which is given by
the dominant eigenvalue of the map, is useful to charac-
terize the phase transition. The system-size dependence
of the decay rate qualitatively changes at the transition
point (Fig. 2), and the decay rate exhibits the scaling law
of the spinodal phenomenon around the transition point
(Fig. 5).
In the present work, the system was always relaxed
to a time-periodic state with the period of the driving
field. However using other set of parameters, at least
of the MF level, the system can show different types of
long-time asymptotic states such as period doubling and
chaos. The characterization of the phase transition be-
tween the periodic state and the non-periodic states in
terms of the Floquet dissipative map are directions for
future work.
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