This article presents a modelling of the formation of spanwise vorticity in the turbulent streaks of the oblique bands and spots of transitional plane Couette flow. A functional model is designed to mimic the coherent flow in the streaks. The control parameters of the model are extracted from Direct Numerical Simulations (DNS) statistical data. A Reynolds stress is proposed to study the effect on the instability of this additional force maintaining the baseflow. Local (quasi-parallel) temporal stability analysis is performed on that model to investigate the linear development of the spanwise vorticity. Results show that average profiles, even if they have an inflection, are stable: the shear layers inside the velocity streaks are responsible for the vorticity formation. Emphasis is put on the convective or absolute nature of the instability, depending on the location in the band. This shows that a transition from a convective to an absolute instability occurs in the zone in between fully turbulent and laminar flow. The group velocity of the most unstable modes compare well to the advection velocity of spanwise vorticity measured in DNS. This investigation is completed by the global (non-parallel) stability analysis of a typical band case. Eventually, the possible cycles of sustainment of localised low Reynolds number turbulence of shear flows are discussed in the light of these results.
Introduction
In its route toward turbulence, plane Couette flow (PCF), the flow between two parallel moving planes ( Fig. 1 (a) ), displays laminar-turbulent coexistence. This coexistence takes the form of stationary oblique bands in the range of Reynolds number R ∈ [325; 415] ( Fig. 1 (b,c) ), where R = hU/ν, with h the half gap, U the velocity of the planes, and ν the kinematic viscosity. Under The Reynolds number R g = 325, turbulence is not globally sustained. Above the Reynolds number R t = 415, turbulence invades the whole domain. The bands correspond to a sinusoidal modulation of low Reynolds number turbulence [1, 3, 2, 4] . In a larger range of Reynolds number, the growing or meta-stable turbulent spots are a time-dependent form of oblique laminar-turbulent coexistence [5] . Unlike the self-sustaining of turbulence in fully turbulent zones, the mechanisms responsible for the cohabitation of laminar and turbulent flow are still under investigation by mean of modelling [6, 7] or DNS [8, 9, 10] . It is all the more intriguing that one can see turbulence entirely collapse at R 415 in small domains [11] . Meanwhile turbulence is able to sustain itself at smaller and smaller R as the size L x × L z of the domain is increased [12] . The value R g is reached only when the system is large enough so that oblique bands manifest themselves [13, 12] .
DNS of Hagen-Poiseuille Pipe Flow (PPF) [8, 9] and PCF [10, 14] recently brought a streamwise shear instability into attention. The phenomenon is reported in plane Poiseuille flow as well [15] . It was shown via DNS of PPF that the secondary instability of the streaks occurred in the trailing edge of puff and slugs. This secondary instability led to azimuthal vorticity. The vortices are advected upstream, toward developed turbulence in the case of low Reynolds number metastable puffs ; or downstream toward the laminar region, in the case of high Reynolds number expending slugs. A lagrangian method was used to compute the speed of coherent structures in laminar-turbulent interfaces of puffs in pipe flow by Holzner et al. [22] . This confirmed the less technical earlier measurements [8, 9] . Shimizu & Kida argued that the developed instability fed back on the turbulent puff, which in turn regenerate the velocity streaks, thus creating a cycle of sustainment of the puff [8] . Duguet et al. studied the phenomenon at several Reynolds numbers and related the velocity of vortices relatively to the turbulent region to the growth and recess of turbulence region [9] . In the case of PCF, part 1 showed that the wall normal shear layers found inside the streaks developed into rolls, identified by their spanwise vorticity ω z [10] . Besides, it showed that said rolls are advected either along the band at the velocity of the wall normal averaged large scale flow or toward the laminar zone where they are dissipated.
In order to understand the formation of vorticity, Shimizu & Kida [8] and Duguet et al. [9] referred to the local instability of a two dimensional shear layer [16, 17] . Indeed, the assumption of a frozen shear layer or frozen corrugation undergoing an instability has been very efficient in the former studies of breakdown of velocity streaks [18, 20, 19] . However they made no systematic study of the advection velocity of the perturbations. A parametric study, as a function of the position in the modulated laminar-turbulent coexistence, is necessary in order to model the modulated advection velocity measured in DNS [10] . A specific study is further justified by the fact that PCF has a spanwise extension and that the vorticity can be advected in both spanwise and streamwise directions.
In order to understand the development of the shear layers of the streaks into spanwise vorticity and its advection, we turn to linear stability analysis. This type of approach is justified since numerous studies showed that the velocity streaks remained coherent over long periods of time and that their evolution was well described by linear analysis [18, 20, 19, 10] . Moreover, the scale separation in PCF between the wavelength of bands [10] and spots [21, 14] (≃ 50 gaps) and the typical length scale of the perturbation to the velocity streaks (a few gaps), calls for a quasi-parallel (or local) study of the instability [24, 23] . The computation of group velocities is central to that framework. It determines the convective or absolute nature of the instability, and therefore if and where the perturbations are advected. The non-parallel (or global) stability analysis, which considers the whole band, is the final stage of such approaches.
One needs to determine the baseflow for such an analysis. This raises two questions because this baseflow is not the simple solution of a steady Navier-Stokes problem. Firstly, one must extract the characteristics of the baseflow from DNS. This is typically done by using a functional wall normal dependance deriving from average data, and determine the distribution of control parameters from DNS data [25, 20] . Said parameters yield a baseflow from the profiles averaged in time and along the diagonal direction of the band. Indeed, these parameters take into account the spanwise corrugation and the turbulent fluctuations. Secondly, one may have to take into account a Reynolds stress force maintaining the velocity streaks [25] as well as the slow spatial evolution of the baseflow [26] . In that matter, the study of the convective to absolute transition in the wake of a cylinder and of the self oscillating structure that ensued can enlighten us. Such a transition can occur in a local study of the wall normal shear layer of velocity streaks. In both cases, one has to sample the velocity profile. The studies of the wake flow showed that the local and the global analyses, without stress and using a baseflow sampled from DNS, reproduced numerical and experimental results very well [27, 26, 28] . However, some cases are not as simple [28] . It is not unreasonable to construct our baseflow from DNS samples, however, the effect of such a force must be tested before including or neglecting it in a systematical study.
In order to investigate the secondary instability, the article is organised as follow: The first section ( § 2) is concerned with the description of the model of the turbulent baseflow ( § 2.2, 2.3), based on sampling of DNS data ( § 2.4). The section also describes a model of Reynolds stress ( § 2.5). The second section ( § 3) describes the framework of linear stability analysis used here ( § 3.1) and our numerical procedure ( § 3.2). The results of the analysis are presented in the next section ( § 4). Local one component analysis is presented first ( § 4.1), then local two component analysis ( § 4.2), and eventually the global analysis ( § 4.3). In the conclusion ( § 5), the results are summed up and put back in the context of the turbulent-laminar cohabitation, and the possibility of self-sustaining processes of laminar-turbulent cohabitation is discussed.
modelling 2.1 Notations
Plane Couette flow is the flow between two parallel moving plates, moving at speed ±U e x at positions y = ±h ( Fig. 1  (a) ). We used a dimensionless version of the problem in order to simplify comparisons between configurations. The lengths are made dimensionless by h, the velocities by U and the time by h/U . The spanwise direction is termed z. The oblique bands ( Fig. 1 (b,c) ) lead to the introduction of an additional diagonal direction z ′ parallel to the band. Note that the properties of the velocity streaks are statistically invariant along that direction [3] : in y, z ′ planes, one finds only pseudo-laminar flow, turbulent flow (Fig. 2 ) or intermediate flow [10] (sometimes called overhanging [29] ).
Using the kinematic viscosity ν, the Reynolds number of the flow is R = hU/ν. Together with the sizes L x and L z ( Fig. 1 (a) ) it controls the state of the turbulent flow. Note that in all our DNS, the in plane boundary conditions are periodic: L x and L z are therefore the wavelength of the band. (Fig. 1 (b,c)) 
Long wavelength streamwise flow
We first present a description of the modulation of turbulence focusing on the intermediate (or overhanging [29] ) zone between laminar and turbulent flow. In that part of the flow, turbulent flow is found for y > 0 (resp. y < 0) while laminar flow is found for y < 0 (resp. y > 0). Describing the large-scale flow is fundamental in order to determine the type of profile to be used in the stability analysis and the streamwise dependence of the global flow. This first description is averaged in the z ′ direction and does not include the small spanwise length-scale (≃ 2h) of the velocity streaks as well as the turbulent fluctuations. We use data sampled in DNS of plane Couette flow in a domain of size L x = 110, L z = 72, at Reynolds number R = 370, in the middle of the existence range of the bands. The DNS is performed using the Channeflow code by J. Gibson [30] with a resolution sufficient to give reliable quantitative results (N x,z /L x,z = 4, N y = 27) [31, 32] . The procedure to obtain statistically steady bands is the same as in part 1: wall turbulence is obtained at R = 500, the Reynolds number is decreased to R = 370, and the flow is allowed to evolve long enough for the band to stabilise [10] .
A Fourier transform of the streamwise velocity field v x is performed at each wall normal position y. The results are very similar to the profiles computed by Barkley & Tuckerman in a tilted domain [3] . The modes of wavenumbers (k x , k z ) = (0, 0) and (1, ±1) describe the large scale modulation. In our case, only the modes 0 and 1, 1 exist ( Fig. 1  (b,c) ). The fundamental mode (1, 1) is denotedv(y) ≡ v x (k x = 1, y, k z = 1). They wrote the large scale modulation V xṼ
with ̟ a phase. We rewrite this velocity field so that the functions of y correspond to V x in the intermediate zones.
We first use the complex formulation of the Fourier transform. The phase φ(y) ≡ arg(v(y)) of the mode 1, 1 is displayed in figure 3 (a). One typically has φ(y) = φ 1 if y < 0 and φ(y) = φ 2 if y > 0. The phase φ 1 at y = −1 is used as a reference and set to zero. The phase difference ψ = φ 2 − φ 1 is extracted. It yields the spatial shift of all quantities between the y < 0 and y > 0 part of the flow, in particular the one leading to the intermediate regions. Focusing on the two intermediate regions, this is rewritten using ψ
with v the spatial average (or mode 0, 0) and v p,n which describe the typical profile in the intermediate regions: v p > 0 for y < 0, v p = 0 for y > 0 and v n < 0 for y > 0 and v n = 0 for y < 0. Beware that there is a global position shift with respect of description Eq. (1) (̟ = 0). The relation between the complex 1, 1 Fourier modev and this description isv
The two profilesv p,n are then computed by inverting this equation. They are displayed in figure 3 (b). The profiles verify v ∝v p +v n ( figure 3 (b) ) and the centro-symmetry v p (y) = −v n (−y) [3, 14] . The long wavelength dependence can therefore be rewritteñ
Numerical data show that ψ ≃ π/2. Meanwhile, the global shift with respect to the description of Eq. (1) is approximately ̟ ≃ −π/4. This procedure extracts the average flow in the intermediate zone, similarly to the conditional average performed in part 1 [10] . This emphasises the fact that the average large scale flow can be written with a linear combination of only one wall normal profile, symmetry operations and a modulation of amplitude. This fact has been pointed out for the average velocity profiles in spots [14] . In fact, higher wave number modes (for instance k x = 0, 1, and large k z modes, Fig. 3 (c)) can also be described by a linear combination of such functions. These modes are typically those involved in the spanwise modulation of the velocity streaks at wavelength λ z = O(h).
functional model
We construct a baseflow which mimics the profilesv p,n . Former studies showed several important parameters of the velocity streaks: amplitude, shear layer thickness and position of the maximum [18, 20, 25] . We choose the formulation
An hyperbolic tangent dependence is chosen to represent the shear layer around y = 0. The parameters d and d
′ represent the inverse of the shear layer thickness at y = 0. They are the two control parameters of these profiles. Note that these functions are not derived from first principles. Instead, they are an educated guess. They will be used in a normalised form, so that the prefactor that multiplies them directly gives the value of their maximum. Using this simple formulation, the profiles v p,n can be fitted with very few parameters whose meaning is clear. We first demonstrate the effect of varying a, b, d and d The baseflow, including the laminar PCF contribution is written
Parameters of that model will be sampled from DNS. Hereafter, we will term ah 1 the flow, with its amplitude a, and bh 2 , the backflow, with its amplitude b. Eventually, one can compute the wall normal average ofV x 1 2
This will be of interest when we compare the group velocity of the instability to the wall normal average of the flow.
Sampling the parameters of the baseflow
In order to perform the stability analysis on realistic profiles, we must sample the parameters of the functional model from the DNS. For that matter we use the fact that for each x position, the statistical state of the streaks is invariant along the diagonal z ′ direction. We will therefore need only one distributions of a, b, d, d ′ at each position x. These parameters come in distributions and not as single values because, however frozen or slowly evolving the turbulent streaks are, there are still fluctuations from one position z ′ to another. In order to perform the sampling, we use the following method. The oblique turbulent bands are obtained in DNS by our procedure. We use L x × L z = 110 × 72, R = 370. The velocity field is integrated over a duration T = 25h/U a duration long enough to smooth out the various irregularities, but short enough to keep the spanwise modulation of the flow. Indeed part one showed that the flow remained sinusoidal and coherent in the z ′ direction for averaging durations of more than 100h/U [10] , while Barkley & Tuckerman showed that a duration of 2000h/U was necessary to completely average out the small-scale modulation [3] . Then, at each x position, the function ah 
′ , demonstrating the presence or lack of a backflow, the changes in amplitude a and the changes in inverse shear layer thickness d.(b) Examples of base flow velocity v x for parameters, compared to v p,n : (a = 0.14, 
A model of Reynolds stress
In this section we propose a model of Reynolds stress which accounts for the force that maintains the slow variation of the profiles with x. Indeed, the slow non-parallel profiles are not maintained by a force known a priori that is taken in the steady Navier-Stokes equations. It is the result of the turbulent activity: the self sustaining process and additional feedback mechanisms [8] . It should account for the fact that the slowly evolving baseflow sees the viscosity
the inability of eddy viscosity to balance profiles of the type of v p,n , as well as the shortcomings of k − ω type models of closure [33] calls for an ad hoc type of modeling. We propose here a model of Reynolds stress which is adapted to the profiles and the regime of Reynolds number. We Start from the fact that the base flow is balanced mainly by advection by the large scale flow and streamwise vortices. One can propose a stress of the type Σ(y)V x , with Σ deriving fromV x (2π)/L x + ω x , ω x representing the streamwise vortices. Using this multiplicative scalar assumes that the stress is "diagonal". Then Σ(y) verifies at each location in the flow
The stress Σ(y) is determined numerically: for each profileV x , Σ is the function of y which minimises the left hand side. 
Long wavelength spanwise flow
We eventually move to the modeling of the spanwise flow. Since the effect of the streamwise vortices is taken into account in the Reynolds stress, we only need to model the large scale flow, notedV z . For that matter, we use the same type of profile as was used to model the flow in the velocity streaks (Eq. (5)): earlier studies showed that streamwise and spanwise profiles were very similar [3, 14] . One then only needs to determine the streamwise modulation of amplitude and the values of inverse shear layer thickness necessary. The inverse shear layer thickness d, d
′ and the parameters s 1,2 determining the position of the maximum are extracted from average profiles found in the region intermediate between laminar and turbulent flow (Fig. 4 (c) ). The profiles are computed by the same method as the vorticity profiles of part 1: we use a laminar/turbulent discrimination that allows us to determine the position x, z corresponding to pseudo-laminar flow, turbulent flow and to the two intermediate regions [10] Our analysis can be applied to several configurations of laminar-turbulent coexistence of plane Couette flow which display different configurations of the spanwise large scale flow. The simplest case is that of the oblique bands. The spanwise large scale flow is sinusoidal, and we can perform the same type of rewriting of the result of Barkley & Tuckerman [3] , putting the stress on the flow in the intermediate area (like in equation 4)
This leads to a spanwise large scale flow well described by h 1 or h 2 alone in the intermediate regions.
The case of the expanding spots can be considered [14] . Below R t , the spots have a steady band configuration at long time, and they are described by the former model. Meanwhile, above R t (and below R t at short time), there is a quadrupolar flow around the spot. The velocity profiles of that quadrupolar flow are well described by the functions h 1,2 , and our analysis can be applied to the study of the advection of small scale perturbations around the spot [21] . The study of a linear perturbation to slowly expanding structures implies some subtleties [40] , however, the linear study of a frozen baseflow can give a reliable first step to understand the problem.
Eventually, one can consider the case of plane Couette flow disturbed by a purely spanwise wire [39, 44] . In that case the laminar-turbulent coexistence displays a purely spanwise front with no spanwise large-scale flow. Linear study of the laminar baseflow around the wire showed that it became unstable after R was increased above a subcritical bifurcation threshold. However, like the case of the bands, there is no information on the sustainment mechanism of the laminar-turbulent structure. The study of that case can bring insight. It is modeled by our streamwise baseflow withV z = 0.
3 Linear stability problem
Framework
In this section, we detail the linear stability problems that we solve in order to study the formation of spanwise vorticity. We start with the case of the local (or quasi-parallel) study of a baseflow representing a location of the bands or the spots, with two components (V x ,V z ). The three component perturbation is denominated u. We use the Orr-Sommerfeld-Squire system in which the perturbation to the frozen velocity streaks is described by the wall normal component of the vorticity η = ∂ z u x − ∂ x u z and the wall normal component of the velocity u y
with boundary conditions
See Schmid & Henningson for a derivation and a general discussion [23] .
Using a Fourier decomposition in streamwise and spanwise decomposition, both perturbations are of the type
and
c.c. denoting the complex conjugate. They are the eigenmodes of our eigenvalue problem. We perform a temporal stability analysis: the wavenumbers k x and k z are taken as parameters and the growth rate σ and frequency ω are the eigenvalues
with L the linear operator of equations (11, 12) . The group velocity (c x , c z ) = (dω/dk x , dω/dk z ) will be computed numerically, by finite differences, once the dispersion relation ω(k x , k z ) is known. This calculation is a fundamental step in local stability analyses. Due to our quasi-parallel approximation, small values of k x and k z have no physical relevance. The wavevector of the band is approximately 2π/L x ≃ 0.05, a lower boundary for our analysis can be taken at k = 0.1.
The case of a one-component baseflow is the main interest of this article. It allows one to discuss the effect of the Reynolds stress, and the absolute or convective nature of the instability very simply. Besides, it models the case of plane Couette flow disturbed by a wire. It is described by the Orr-Sommerfeld equation (11) in whichV z = 0
with the same boundary conditions
. We use a perturbation of the form
A is the eigenmode and σ and ω are the eigenvalue. Again, the lower values of k have no physical relevance. Taking into account our model of Reynolds stress, one can arrive at an equivalent to the Orr-Sommerfeld for u y equation. One replacesV x ∂ x byV x ∂ x + Σ in Navier-Stokes equations and performs the operations leading to the Orr-Sommerfeld equation. This leads to
The stress modeled by Σ appears in two terms: one impacting mainly the group velocity and one impacting mainly the growth rate. A computation of both terms show that the first one is small relative to its classical Orr-Sommerfeld counterparts, while the other one is not negligible. One can therefore expect that only the growth rate will be notably modified.
The case of global stability analysis with a two component baseflowV x ,V y is eventually considered. The corresponding Orr-Sommerfeld equation can be derived and yields for the streamfunction ψ
Note thatV x depends on x, and that a second componentV y is necessary to maintain incompressibility. The eigenmode is a function of x and y. It is decomposed on Fourier modes in the streamwise direction.
Numerical procedure
The numerical procedure uses two bases of orthonormal polynomial fitting the boundary conditions 13 and 19. It has been used for low-order modeling of the transition, or a simple description of the rolls in part 1 [10] . It has also been used in an attempt to obtain a numerical model of wall normal turbulence with lowered numerical cost [34] . This description originates from the study of thermal convection [35] . This procedure allows a simple implementation of boundary conditions and quick convergence. Further details on this type of numerical approach can be found in the literature [36, 38] . The basis {g k } is used for u y and φ: both the functions and their first derivative go to zero at y = ±1. The basis {f l } is used for η: this function goes to zero at y = ±1. The first two normalised polynomials of each basis are
The next functions can be written as
The polynomials P k and Q l are determined via a Gram-Schmidt orthonormalisation process (see [37] for instance). These polynomials correspond to 2, 2 (for Q l ) and 4, 4 (for P k ) Jacobi polynomials [36] multiplied respectively by (1 − y 2 ) and (1 − y 2 ) 2 . However, the formulation obtained from the Gram-Schmid process is more tractable. The first polynomials of both bases can be seen in figure 6 .
A Galerkin truncation at order n for u y and n ′ for η is used to obtained the algebraic eigenvalue problem. The functionÂ(y) andĈ(y) are then developed and truncated
whileB(y) is developed and truncated
Following the Galerkin Procedure, the equation 11 and 18 are integrated against {g k } and the equation 12 is integrated against {g k }, (k ≤ n) and {f k } (k ≤ n ′ ). The integrals up to order n are computed using collocation points and the [36] . The roots of the polynomial g 2n+2 are the collocation points when integrating g polynomials. They are denoted by {y g k }. In the same manner, the roots of the polynomial f 2n ′ +2 are the collocation points when integrating f polynomials. They are denoted by {y f l }. The corresponding weights {ρ g k } and {ρ f l } are determined for exact polynomial integration [36] . They are the solution of the systems
.
Convergence of the method was checked on a hyperbolic tangent profile with walls, for various shear layer thicknesses [38] . The growth rate is the most sensitive on resolution. In our range of Reynolds numbers, precise results are obtained for n 15. The number of modes used for precise results in the study is n = n ′ = 24.
Linear stability analysis
This section explores the characteristics of the instability. The one-component local case is considered first, to present the main mechanisms of the instability, and a comparison with the phenomenological study. The convective/absolute character of the instability is considered on that case. We then move to the local two components case, to explore the effect of the spanwise sweep. Eventually a global case is considered, for qualitative insight and comparison with the local study.
One-component base flow, effect of shape
This case is described by Orr-Sommerfeld equation (18) . Temporal linear stability is performed. Two typical cases are considered in the first subsection, to illustrate the features of the instability. A parametric study, including the effect of the Reynolds number, is performed in the second subsection.
General properties
The examples of profiles studied here correspond to the typical intermediate intermediate zone figure 5, (a,b) ). They illustrates the main characteristics of the two dimensional instability. In both cases, the analysis is performed with and without our model of Reynolds stress to explore its effects. Fig. 7 (a) ). Both are of order 1 and increase as one enters the turbulent zone, in agreement with the DNS. The quasi-parallel approximation is self-consistent, since both wavenumbers are much larger than that of the band. Eventually, we compare the results of the analysis with and without stress. One can see that the Reynolds stress can increase or decrease the growth rate, depending on the situation, however, neither the stability, nor the position of the maximum is changed
The maximum of σ(k) is denoted σ m . It is found at ±k c . It is displayed vs the Reynolds number in figure 7 (b). Only the a z = 0 plot is of interest at this point: the three curves are discussed together in the next section. Viscosity stabilises the base flow for the smaller values of R. The growth rate σ then crosses 0 at R s ∼ 200, the threshold Reynolds number of the instability, reaches a maximum at R m ∼ 400, then decreases toward a plateau value at larger R. It reaches the inviscid regime, which is outside of the range of Reynolds number of interest. The Reynolds stress has a weak effect on σ m (R), it is not displayed here.
In order to discuss the advection of the perturbations, we turn to the group velocity. In the framework of absolute and convective instabilities [24] , one can ask two questions. Firstly: in the longtime limit, is the linear response going to grow where it appeared (absolutely unstable) or be advected away (convectively unstable) ? Secondly: if it is advected, at what speed does the corresponding wavepacket move ?
In order to answer the first question, one needs to compute the growth rate at the zero of the group velocity. This particular growth rate is denoted σ 0 . This choice follows the study of the linear impulse response problem, which yields the Green function of the problem G(x, t) [24] . All linear initial value problems can indeed be written as a convolution of this Green function. In the long time limit, G can be calculated using a saddle point approximation. This calculation depends on the ray x/t = cte we are considering, and it yields that G grows or decays like exp(σ x/t t). Then, in order to determine whether the instability is absolute, one need to consider the saddle point calculation in which we assume that the perturbation remains at x = 0 ⇔ x/t = 0 (where the impulse originally was), which gives the zero group velocity condition. In order to consider the growth rate alone, one can then use the Briggs-Bers criterion, which uses the properties of the complex dispersion relation ω(k). The locus of the zero group velocity corresponds to pinch point of the k + and k − branches of σ to determine the position of that point in the complex plane. This is applied to our two examples without ( Fig. 8 (a) ) and with ( Fig. 8 (b) ) backflow. The growth rate σ 0 is negative in the case without backflow, that case is convectively unstable, whereas σ 0 is positive in the case with backflow, that case is absolutely unstable. A computation at a = 0 and b = 0.7 shows that the convective Vs. absolute nature of the instability is unchanged.
In order to answer the second question, one need to compute the group velocity c x at σ m . It is found on the real axis ( Fig. 7 (c) ). In the convectively unstable case of b = 0, one finds c x ≃ 0.3, which is slightly larger than the wall normal average ofV x of order 0.28 (Eq. 8). A computation at a = 0 and b = 0.7 shows that the sign of c x is opposite, while the absolute value is the same. Eventually, we note that, as expected from the qualitative analysis of equation 21, the use of a Reynolds stress impacts the group velocity very weakly. A normalised eigenmode (real and imaginary parts, u y and u x ) is plotted vs y in figure 9 (a,b) . The y derivative of this eigenmode, corresponding to the unstable streamwise component u x ∝ i∂ y u y /k is displayed in figure 9 (b) . There is a dominant part and smaller sinusoidal part dephased by π/2. The dominant part is of most interest here. In the first part of this article, it has been shown that the departure to the velocity streaks which lead to spanwise vorticity was well describe by f 1 (Fig. 6 (b) ), in the case of u x , and g 0 (Fig. 6 (a) ), in the case of u y . This is perfectly consistent with the results of the linear analysis: the real part of the unstable eigenmode u y (which is the largest) is well described by g 0 (Fig. 9 (a) ), while the dominant part of the corresponding u x is well described by f 1 (Fig. 9 (b) ). The presence of a backflow b = 0.2 does not change qualitatively the shape of the eigenmodes. Quantitatively, their spatial scale of variation are smaller. There maxima are shifted toward the y > 0 part of the flow.
Parametric dependence
The threshold Reynolds number R s , defined in the former section (Fig. 7 (b) ), is displayed in colour levels figure (Fig. 5 (a) ). Note that both formulations of the Fjørtoft criterion include either V or V ′ , and therefore the laminar baseflow y or its derivative 1 (respectively). The inviscid necessary criterion for stability therefore imposes conditions on the relative amplitude a and b beside of the shape of the profile. Unless viscous instabilities of Tollmien-Schlichting (TS) type occur, the instability is expected to occur inside the area where the criteria are valid (black area). The TS instability is certainly not expected in Couette flow. Moreover, the presence of velocity streaks strongly reduces the TS instability [41] . The area indicated by the Fjørtoft inviscid necessary criterion as stable is strictly included in the stable area. The instability only develops for values of the parameters for which an inviscid instability is allowed. This confirms that it is of the Kelvin-Helmholtz type. The laminar flow causes the baseflow to be stable in an area much larger than that predicted by the Rayleigh criterion. Without the laminar baseflow, the profiles introduced in equation 5 or extracted from the DNS (Fig. 3) would be unstable for all a. It would only necessitate an inflection point to exist, i.e. an inverse of shear layer thickness d 0.5.
The averaged profiles, found in equation 4 correspond to small values of a and d. One finds approximately for this type of profiles a 0.3 and d 2. This range of parameters a, d is in the middle of the stable area ( Fig. 5 (a), Fig. 10  (a) ). This confirms that the phenomenon observed in DNS is not an instability of an average profile. Values of d found in the flow (Fig. 5 (b) ) are approximately bounded by d 4.5. Given this bound the amplitude a has to be large enough for the profile to be unstable ( Fig. 10 (a) ). One finds a 0.5. This range of value of a corresponds to the maximal value found in the flow ( figure 5 (b) ). These values are only found in the core of the velocity streaks ( Fig. 2  (a), Fig. 5 (b) ), as discussed in section 2.4.
A systematic investigation of the effect of the backflow on σ m and σ 0 is performed by exploring the b, d ′ parameter plane. This study is performed for the Reynolds number R ranging from R = 200 to R = 550. This range contains the bands [2, 10] , the low Reynolds number spots [14] and excited turbulence [39] . The amplitude and inverse shear layer thickness have the same value as before, a = 0.7, d = 3.9. The sign of σ m and σ 0 is computed as a function of b and d ′ for each Reynolds number. The range of parameters for which the flow is unstable at a given Reynolds number is displayed in the colour levels of figure 11 . Each colour level delimits the zone of the space of parameters inside which the flow is unstable, at the corresponding Reynolds number. White corresponds to no instability. Figure 11 (a) indicates whether the baseflow is unstable at a given Reynolds number. Figure 11 Fig. 11 (b) ). For the largest values of backflow amplitude, the flow is stabilised again. However, situations where a ≃ b are less likely to occur, even in the turbulent zone. Decreasing the Reynolds number reduces the range of parameter for which the flow is unstable. The convective instability disappears below R ≃ 200. The flow is no more unstable without backflow. The flow can be absolutely unstable down to an even smaller Reynolds numbers R 150. This requires a backflow and a small enough shear layer thickness.
For a given value of a, there is a minimum value of b, depending weakly on R, for which absolute instability can occur. Since the baseflow is the sum of the laminar baseflow, the flow and the backflow, one cannot factor out the amplitude a of the flow and study a normalise case. As a consequence, the minimal value b(a) for which an absolute instability can occur cannot be expressed as a ratio. Note however that this is the equivalent of the minimum ratio backflow/flow b/a necessary for an absolute instability to happen in unbounded flows (see [24] and references therein).
Eventually, we systematically explore the two regimes of the optimum wavenumber k c as a function of the amplitude of the backflow b. When there is little to no backflow (small b), k c is nearly constant k c ≃ 0.5 ( Fig. 11 (c), Fig. 7 (a) ). As b is increased, k c has sharp increase. The optimum wavenumber reaches a regime where is grows continuously with b. For smaller values of d ′ the flow is stabilised as b is increases, which can lead to no maximum at all for σ(k). This generalises the distinction found in the previous section between intermediate and turbulent area in term of wavelength.
Two components base flowV x ,V z
This case is described by Orr-Sommerfeld-Squire equations (11) and (12) . The same approach as the one-component case is followed here. The main characteristics are presented on a typical case in the first subsection, then a parametric study is conducted.
General properties
The case investigated is that of a typical intermediate zone. The eigenvalue problem is solved for a typical case without backflow (a = 0.7, d = 3.9 at R = 300, b = 0): The effect of this parameter on the spanwise sweep is discussed in the next section. The parameters forV z are found by fitting the DNS results with our model function (a z = 0.08 and d z = 1.8, see Fig. 4 (c) ).
The growth rate and the group velocities are computed for these parameters. Their colour levels are displayed as functions of wavenumbers k x , k z in figure 12 . The most unstable mode is an eigenmode of the Orr-Sommerfeld equation. Squire equation is not necessary for the modal stability analysis of this system. This rules out three dimensional effects other than advection at the linear order.
The area for which the background flow is unstable appears in light yellow and white in figure 12 (a) . Along the k x axis, the one-component behaviour (V z = 0) is approximately found (see figure 7 (a) for comparison) . The flow is unstable for a given range of wavevectors −0.5 k z 0.5: it is stabilised by viscosity at larger wavenumbers k z . The spanwise baseflow, although unstable by itself does not manage to destabilise the streamwise baseflow. As detailed in the former section, this is an effect of the plane Couette baseflow. This can be seen in figure 7 (b) .
The spanwise component of the baseflowV z has a moderate effect on c x : the behaviour is approximately unchanged when compared to the one component base flow case (Fig. 7 (c) ). Its effect is comparable to that of a spanwise sweep in boundary layers. Colour levels of group velocity c z are displayed in figure 12 (b) . It ranges from −0.1 to 0.1 in that zone of the spectrum, one finds c z ∼ 0.03 at σ m , which compares well to the average of the spanwise baseflow V z dy = 0.032.
Parametric dependence
We first study the dependence of σ m (R) on a z . Three values are chosen ( Fig. 7 (b) ). For the lowest values of R, the maximum growth rate is not changed by much as a z is increased. The threshold Reynolds number is unchanged by the spanwise baseflow. The systematic dependence of the group velocity c z on the spanwise baseflow is studied. The amplitudes a z and b z are varied from 0 to 0.07 in two typical test cases. The first one corresponds to a x = 0.7, b x = 0, there is no streamwise backflow. The second one to a x = 0.7 and b x = 0.35, there is a streamwise backflow. This tests the effect of a spanwise baseflow centred in the upper half (the lower half case is symmetrical) of the flow as well as a case with a backflow.
The colour levels of the group velocity of the most unstable mode are displayed in figure 13 . Like c x , the value of group velocity c z is approximately given by the wall normal average of the spanwise baseflow. Indeed, we find −0.028 ≤ y dyV z ≤ 0.028. However, one can see an effect ofV x : the streamwise background flow is responsible of an dissymmetry of c z as function of a z and b z . If b x = 0, the spanwise group velocity c z takes positive values even for some values of b z > a z , that is to say, even if the wall normal average ofV z is slightly below zero ( figure 13 (a) ). If the wall normal average ofV z is well below zero, then c z is negative. Increasing b x changes this: c z can be negative for a large part of the space parameter ( figure 13 (b) ). This means that c z is more sensitive to the values taken byV z for y > 0 ifV x is nonzero in that part of the flow.
Global stability analysis
We eventually take into account the full streamwise dependance of the velocity streaks in the bands. The problem is considered for qualitative insight on the shape of spectra and modes. No systematic study is performed in this article.
Procedure
The eigenvalue problem derives from equation as to have ∂ xVx + ∂ yVy ≃ 0. This models the non parallel dependence of the flow. An example ofV x in displayed in figure 14 (a).
Results
The analysis is performed for one examples of parameters, at R = 350, in the middle of the turbulent band existance range. The typical shape of the eigenmodes can be seen in figure 14 (b) . The shape of the most unstable eigenmode depends very little on R. The real and imaginary part have the same envelope. Their modulation are in phase quadrature (like sine and a cosine functions). A zero for one part corresponds to an extremum for the other. The mode is non zero in an area corresponding to the turbulent zone (95 ≤ x ≤ 110, 0 ≤ x ≤ 15, remember that the flow is periodical in x figure 14 (b) ), that is to say in a zone of the flow where a v x < 0 and a v x > 0 are superimposed (and shifted by the laminar baseflow). In the framework of the local stability analysis, this region corresponds to a zone where the absolute instability is found (Fig. 11) . In that region, the wavelength of the modulation is comparable to the most unstable wavelength found in the local analysis and the wavelength of perturbations found in the DNS of part 1 [10] . The spectrum for this case is displayed in figure 15 . On finds a positive growth rate, while a negative one is expected: the band as a oscillating large scale coherent structure should be globally stable [28] . The non-trivial structure, the band, should be stable. The source of this discrepancy is unknown. This could result from the necessity of Reynolds stress in global analysis or from the shortcoming of the analysis on a flow in which oscillations are averaged out [28] .
The frequencies are of order 0.2, the same order as in the local analysis. Unlike the Hopf bifurcations mentioned here [27, 26] , where the shedding frequency is systematically measured, a comparison to the DNS to validate this order of magnitude is difficult.
Conclusion

Summary
This article proposed a linear modeling of the spanwise vorticity formation observed in the velocity streaks of the oblique laminar-turbulent bands of transitional plane Couette flow. Section 2 contained the preliminary steps of the linear stability analysis: it identified the baseflows on which the analysis would be performed, and how they depend on the streamwise coordinate ( § 2.2, § 2.4). In particular it proposed a functional form for the baseflow profile, with a few parameters (amplitude, inverse shear layer thickness, § 2.3). It was shown that tuning the parameters would place the analysis in the turbulent zone, the laminar zone, the zones intermediates between laminar and turbulent Section 4 contains the linear stability analyses. The formalism of local stability analysis (see [24] for a reference) was first used to analyse two case typical respectively of the inside of the turbulent band and of the zone intermediate between turbulent and laminar zones ( § 4.1). This section contained the basis of the main finding of the article: the profile found in a velocity streak inside the turbulent zone is absolutely unstable. Meanwhile the one found in a velocity streak inside the intermediate zone is convectively unstable. In that case the group velocity of the mode unstable wavevector is approximately equal to the wall normal average of the baseflow (as found in DNS [10] ) and the perturbation is pushed toward the turbulent zone. The next two subsections scan the parameter space and generalise this finding: there is a convective to absolute transition as one increased the amplitude of the backflow, that is to say if one travels from the intermediate zone to the turbulent zone. The velocity amplitude and shear layer thickness required for the baseflow to be unstable correspond to the inside of the velocity streak and not to an average profile. This instability occurs in a range of Reynolds number which include that of existence of the bands. Adding a spanwise component to the baseflow only leads to a a spanwise component to the group velocity. Eventually, a global stability analysis is performed which is partially consistent with these findings.
The model and the various configurations of Plane Couette flow
One can use the results on the parametric analysis of of the component baseflow ( § 4.1) along with information on where these parameters are typically found in the flow ( § 2.4) in order to construct a sketch including the laminar zone, the intermediate zones and the turbulent zone and indicating where the flow is stable, convectively unstable and absolutely unstable (Fig. 16 (a) ). In particular, we use the sampled amplitude of the flow a and backflow b as a function of the streamwise position ( Fig. 5 (a) ) in regard with the information on whether the flow is stable as a function of flow amplitude a (Fig. 10) , and how the amplitude of the backflow b modifies this stability (Fig. 11 (a) ) and how b can make the flow absolutely unstable (Fig. 11 (b) ). We will only consider one half of the flow (0 ≤ x ≤ 55 Fig. 5 (a) ), the other half only corresponds to an inversion of the role of a and b. We also only consider reasonable amplitudes of the inverse shear layer thickness (d, d
′ ≥ 3). One can see that in the laminar zone 0 ≤ x ≤ 15, one finds a, b ≤ 0.5 ( Fig. 5  (a) ), and the baseflow is stable no matter what (Fig. 10) , as reported on the sketch (Fig. 16 (a) ). In the intermediate zone 15 ≤ x ≤ 40 ( Fig. 5 (a) ), a is large enough for the flow to be unstable, while b 0.2 is small enough so that the flow is convectively unstable, but not absolutely unstable in the range of Reynolds number of existence of the bands 320 R 420 ( Fig. 11 (a,b) ). Eventually, in the turbulent zone, 40 ≤ x ≤ 55, one can see that a and b are large ( Fig. 5 (a) ), so that one is fully in the range of parameter where the flow is absolutely unstable (Fig. 10 (b) ). One can then reconstruct the second part of the flow by inverting the roles of a and b, and obtain the full sketch ( Fig. 16 (a) ).
Using the results of section 4.2, where a two component baseflow (V x ,V z ) was considered, one can also create a sketch of the direction of the two component group velocity (c x , c z ) depending on the zone of the flow (laminar, intermediate or turbulent). In that section, it was shown that one had c z ≃ V z dy, moreover section 4.1 showed that we also had c x ≃ V x dy. This means that we can draw the same sketch as figure 9 of [10] , but in the intermediate and turbulent zone only. This indicates us that that the perturbations arising in the intermediate zone are advected along the band, as was found in direct numerical simulation.
Discussion
The results on PCF can be discussed in view of the sustaining cycle of metastable puffs proposed by Shimizu & Kida [8] . They noted that the turbulence inside the puff creates unstable profiles in the trailing edge. These profiles evolved in a manner similar to a Kelvin-Helmholtz instability of a vorticity sheet to create azimuthal vorticity [8, 9] . In the meta-stable puff regime, this vorticity is advected toward the puff [9, 8] . They argued that the vorticity reaching the puff excites turbulence and closes the cycle, however, they did not propose a framework in which to place this cycle. The results from direct numerical simulations (part 1 [10] ) confirmed that a similar vorticity formation could be found in PCF and pushed the processing further, in particular by measuring the advection velocity as a function of streamwise position. The present study shows that a stability analysis similar to the one performed by Shimizu & Kida could explain spanwise vorticity formation. Again, it pushed their approach further by performing a local stability analysis for different baseflow, representing different streamwise positions going from the laminar zone to the turbulent zone. By uncovering a convective to absolute transition, the present study showed that an explanation of the type proposed by Shimizu & Kida and Duguet et al. [8, 9] could possibly be rephrased in the well known quantitative framework of self-oscillating modes. It is very likely that a study such as this one could be transposed to pipe flow.
In the case of PCF, an hypothetical cycle is proposed in figure 16 (c). Three stages are proposed. The description starts from the self sustaining process (SSP) of turbulence has been studied and described in DNS, models [18] and experiments [39] . The streaks give the unstable profiles while the streaks streamwise vortices yield, after averaging, the large scale flow around the spots and bands (arrow 1). This article and the phenomenological studies focus on the second arrow of the cycle [10] . The velocity streaks are unstable and spanwise vorticity is created. The large scale flow is responsible for the advection of that vorticity along the band. The absolute/convective transition of this instability as one enters the coherent structure of the band draws a parallel between the sustainment of the weakly turbulent band and the sustainment of self-oscillating structures and their transition to turbulence [24] . It is very likely that the classical streaks instability undergoes such a convective/absolute transition as well [18] , which brings more weight to this type of scenario. However, this part of the cycle (third arrow) is more qualitative and remains to be quantitatively explained. Approaches such as the study of wave/mean flow interaction, common in geophysical fluid dynamics, could bring some insight on this stage of the cycle [45] . Indeed, they aim at explaining and computing the value of Reynolds stress felt by the flow at large scale based on the rather irregular waves created and advected at small scale. This calls for detailed non-linear analysis of the interaction of these two instability modes in the "swept" context of plain Couette flow. The case of plane Couette flow perturbed by a wire, which is not swept, is probably closer to fed back self-oscillating structures [39] .
The stability analysis showed that this mechanism functioned in a range of Reynolds number which largely included that of existence of the turbulent bands. This means that it can contribute to the sustainment of the bands. It is more than likely that the mechanisms for laminar hole formation are solely responsible for the appearance of laminar holes as R is decreased below R t . Meanwhile, a competition between a sustainment mechanism of the band such as the one described here and hole formation at low Reynolds numbers could be used to explain that bands maintain themselves up to R g . This could be done in a manner similar to what has been done to explain spot expansion or retraction [11] . This could also be done from another point of view, i.e., that of simplified models (chaotic or stochastic) of such flows [6, 7] . This behaviour is generally termed Spatiotemporal intermittency and results from the competition between local transient chaos and contamination from neighbours regenerating this chaos, as it is the case here. Then, knowing the direction and celerity of advection tells which symmetry and which advection should be favoured. The identification of the creation of vorticity shows another source of noise (or local chaos), besides of the streaks/vortices interaction usually involved. These results could be used to improve existing models. In particular, the fact that this sustainment mechanism involves the direction of advection of perturbations by a large scale flow could be used to explain the sustainment of turbulence in an oblique shape. These scenarios, together with possible explanation on the distance between two bands and description of the failure of turbulence [42, 43] move toward a better understanding of the intriguing oblique band regime.
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