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A NOTE ON A LOCAL ERGODIC THEOREM FOR AN INFINITE
TOWER OF COVERINGS.
RYOKICHI TANAKA
Abstract. This is a note on a local ergodic theorem for a symmetric exclusion
process defined on an infinite tower of coverings, which is associated with a finitely
generated residually finite amenable group.
1. Introduction
The hydrodynamic limit is one of the main frameworks to understand scaling
limit of interacting particle systems in order to capture the relation between micro-
scopic and macroscopic phenomena in statistical physics. There have been studied
a number of models such as exclusion processes (e.g., [4] and [9]), the stochastic
Ginzburg-Landau model (e.g., [5]), a chain of anharmonic oscillators [13] and sto-
chastic energy exchange models [14]. See also [8] and [16] for a background of this
problem and its history. While a large number of studies have been devoted to
understand stochastic models on the one-dimensional or the d-dimensional discrete
torus and their scaling limits, several attempts have been made to generalise the
underlying graphs to the ones with rich geometric structure. For example, Jara has
studied a zero-range process on the Sierpinski gasket [6] and obtained a nonlinear
heat equation which the limit of density empirical measure satisfies. The author gave
a unified framework to discuss exclusion processes on a general class of graphs and
obtained the hydrodynamic limit result for crystal lattices [17]. Recently, Sasada
has given a unified and simplified approach to obtain the hydrodynamic limit for
an important class of exclusion processes, so-called of non-gradient type, in gen-
eral settings [15]. Although it is tempting to study a number of stochastic models
on general underlying graphs from viewpoint of physics, the attempts made so far
depend on the models and also on the structure of graphs. This note proposes a
possible approach to unify these generalisations on crystal lattices and self-similar
graphs, and gives a local ergodic theorem for exclusion processes for a step toward
to obtain the scaling limit.
In group theory, there is a remarkable class of groups which have been studied
in the context of dynamical systems. Bartholdi, Grigorchuk and Nekrashevych de-
scribed a number of self-similar (fractal) sets as the scaling limits of finite graphs
associated with group actions [1]. They showed that a class of Julia sets and the
Sierpinski gasket can be obtained as the scaling limits of Schreier graphs of some
groups. See also [7] for another (yet related) construction of such a limit. These
examples appear as groups acting on rooted trees, and a sequence of Schreier graphs
is associated with the action on tree ([12] for a general background on this topic).
Here we discuss the simplest case, an infinite tower of coverings associated with
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those kind of groups (Section 2.1). The group we consider is finitely generated, in-
finite, residually finite amenable (see Section 2.1 for the definition). We define an
exclusion process on each finite covering graph, and take a limit as the size of graphs
goes to infinity.
A limit theorem we are considering is a local ergodic theorem which describes
local equilibrium states of particle systems. The theorem is also referred as the
replacement lemma, e.g., in [8] and [17], and enables us to replace a local average of
number of particles by a global average after a large enough time. There involves
an ergodic theoretic argument to exchange the space average and the time average.
In the hydrodynamic limit, this theorem has a role to describe several different local
equilibrium states, and to verify the derivation of a (possibly non-linear) partial
differential equation by pasting together those states. Here we formulate a local
ergodic theorem by using a notion of local function bundle introduced in [17], and
show it in the form of super exponential estimate (Theorem 2.1). The proof is based
on the entropy method due to [5] and also [10]. In order to obtain the scaling limit
result, one has to describe a limiting space, which we will not discuss in this note.
The problem we discuss here is the first step before taking the scaling limit. It would
be interesting to complete the second step and to obtain the hydrodynamic limit.
The organisation of this note is the following. In Section 2, we introduce the
setting and examples of infinite tower of coverings, define exclusion processes and
formulate a local ergodic theorem (Theorem 2.1). In Section 3, we show Theorem
2.1 and also prove auxiliary results: the one-block estimate (Theorem 3.2) and the
two-blocks estimate (Theorem 3.3).
2. Notation and results
2.1. Groups and associated infinite towers of coverings. Let Γ = 〈S〉 be
a finitely generated group, where S is a finite symmetric set of generators, i.e.,
S = S−1. Throughout this note Γ is an infinite group. We assume that Γ is
residually finite, i.e., there is a descending sequence of finite index normal subgroups
{Γi}∞i=0 such that Γi ⊳ Γ with [Γ : Γi] <∞ for each i, and
⋂∞
i=1 Γi = {id}. We also
assume that Γ is amenable, i.e., there exists a sequence of finite subsets {Fi}∞i=0 of
Γ such that limi→∞ |∂SFi|/|Fi| = 0 where ∂SFi := FiS \Fi. We call such a sequence
{Fi}∞i=0 a Følner sequence and each Fi a Følner set. Henceforth we fix some finite
generating set S in Γ and denote by |x|Γ the corresponding word norm of x in Γ,
i.e., the minimum number of elements in S to obtain x.
Example 2.1.
(i) The group of integers Z. We can take S = {−1, 1} as a finite symmetric set
of generators. Considering the subgroups Γi := 2
i
Z for positive integers i,
one can check that the group is residually finite. The sets Fi := [−i, i] ⊂ Z
gives a Følner sequence. In the same way, Zd(d ≥ 1) is also residually finite
and amenable.
(ii) Grigorchuck group. Grigorchuck group is residually finite and a subsequence
of balls forms a Følner sequence since it has subexponential volume growth.
(See, e.g., Chapter 6 in [3].)
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(iii) Basilica group. Basilica group is realized as a finitely generated subgroup in
the automorphism group of the binary tree, and this implies that the group
is residually finite. The group is also amenable as proved in [2].
LetX = (V,E) be a Cayley graph of Γ associated with S, i.e., the set of vertices V
is Γ, and the set of oriented edges E := {(x, xs) ∈ Γ×Γ : s ∈ S}. Here we consider
the Cayley graph as an oriented graph where both possibilities of orientation are
included, i.e., if e ∈ E, then its reversed edge e ∈ E. Denote the origin of e by
oe and the terminus by te. The group Γ acts on X from the left hand side freely
and vertex transitively. The quotient graph X0 := Γ\X consists of one vertex and
(oriented) loop edges. We use the graph distance d in X , and denote by B(x, r) the
ball in V centred at x with radius r. Abusing the notation, we denote the graph
distance by d in other graphs as well.
Remark 2.1. We can extend our results to quasi-transitive graphs, i.e., Γ acts on
X with a finite number of orbits. If Γ = Zd, the quasi-transitive graph X is called
a crystal lattice ([11] and [17]).
Let {Γi}∞i=0 be a descending sequence of normal subgroups such that Γi ⊳ Γ and
[Γ : Γi] < ∞ for each i, and
⋂∞
i=1 Γi = {id}. For each i, define the quotient finite
graph Xi := Γi\X . Each Xi is a finite graph since Γi is a finite index subgroup
of Γ. Here Γ/Γi acts on Xi freely and vertex transitively, where Γ/Γi is a finite
group. Then we have an infinite tower of coverings of finite graphs: Xi → X0 for
i = 1, 2, . . . .
Let us define a particle system on X . Define the configuration space by Z :=
{0, 1}V , and denote each configuration by η := {ηx}x∈V . The action of Γ lifts on Z
naturally, by setting (ση)z := ησ−1z for σ ∈ Γ, η ∈ Z and z ∈ V . In the same way,
for each quotient finite graph Xm = (Vm, Em) = Γm\X , we define a configuration
space Zm := {0, 1}Vm. The action of Γ/Γm on Xm lifts on Zm as above. Here we
define a local function bundle, which is defined on the product space of the state
space V and the configuration space Z. This is used to formulate our local ergodic
theorem.
Definition 2.1. A Γ-invariant local function bundle for vertices is a function f :
V × Z → R such that:
• There exists r ≥ 0 such that for every x ∈ V , the function fx : Z → R
depends only on {ηz}z∈B(x,r).
• For every σ ∈ Γ, x ∈ V, η ∈ Z, it holds that f(σx, ση) = f(x, η).
In a similar way, a Γ-invariant local function bundle for edges is a function f :
E × Z → R such that:
• There exists r ≥ 0 such that for every e ∈ E, the function fe : Z → R
depends only on {ηz}z∈B(oe,r)∪B(te,r).
• For all σ ∈ Γ, e ∈ E, η ∈ Z, it holds that f(σe, ση) = f(e, η).
Example 2.2.
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(i) For x ∈ V , if we define fx(η) := ηx, then f is a Γ-invariant local function
bundle for vertices. In this case, for each x ∈ V , the function fx depends
only on a configuration on x. The f is Γ-invariant by definition.
(ii) For x ∈ V , if we define fx(η) :=
∏
e∈Ex ηte, where Ex := {e ∈ E : oe = x},
then f is a Γ-invariant local function bundle for vertices.
(iii) For e ∈ E, if we define fe(η) := ηoe+ηte, then f is a Γ-invariant local function
bundle for edges.
(iv) For e ∈ E, if we define fe(η) :=
∏
e′∈Eoe ηte′ +
∏
e′∈Ete ηte′ + c, where c > 0,
then f is a Γ-invariant local function bundle for edges and satisfies f(e, η) ≥ c
for all e ∈ E, η ∈ Z.
Let {Fi}∞i=1 be a Følner sequence for Γ. For a Γ-invariant local function bundle
for vertices f : V × Z → R, we define a local average associated with {Fi}∞i=1. For
x ∈ V and Fi, let
fx,i :=
1
|Fi|
∑
σ∈Fi
fσx.
Note that f ·,i is again a Γ-invariant local function bundle.
Let us introduce a local average on a Følner set controlled by its size. For a non
negative real number K, we define
b(K) := max{i : Fi ⊆ B(o,K)},
i.e., b(K) is the largest number L such that all Fi, i = 1, . . . , L are included in the
ball centred at o with radius K. Note that b(K) is non-decreasing and goes to ∞
as K goes to ∞. We also consider a local average of the following type:
fx,b(K) :=
1
|Fb(K)|
∑
σ∈Fb(K)
fσx.
Fix a distinguished vertex o ∈ V . Now Γ acts on V transitively, so every vertex
x can be written in the form x = γo for some γ ∈ Γ. For every m ≥ 1, denote by
the same character o ∈ Vm, the image of o via the covering map X → Xm. For
σ ∈ Γ, denote by σ ∈ Γ/Γm the image of σ via the canonical surjection. Since f is
Γ-invariant, the Γ-invariant local function bundles f for vertices and edges induce
functions on Vm × Zm, and Em × Zm respectively, they are Γ/Γm-invariant under
the diagonal action for each m. We also use the same character for these induced
ones.
2.2. Particle systems. Assume that Zm and Z are equipped with the prodiscrete
topology, i.e., the product of discrete topology. Denote by P(Zm) and by P(Z) the
spaces of Borel probability measures on Zm and on Z, respectively. We also define
the (1/2)-Bernoulli measures νm on Zm and ν on Z, as the direct product of the
(1/2)-Bernoulli measures on {0, 1}.
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Let us define the symmetric exclusion process on X . For a configuration η ∈ Z
and an edge e ∈ E, define by ηe a configuration exchanging states on oe and te, i.e.,
ηez :=

ηte z = oe,
ηoe z = te,
ηz otherwise,
for z ∈ V . Note that ηe = ηe. Furthermore, for a function F on Z and e ∈ E, we
define pieF (η) := F (η
e) − F (η). We also define the corresponding ones for η ∈ Zm
and e ∈ Em in the same way. The symmetric exclusion process on X is defined in
terms of a Γ-invariant local function bundle for edges. We call a Γ-invariant local
function bundle c : E × Z → R is a jump rate if it satisfies the following properties:
• (symmetric) c(e, η) = c(e, η) and c(e, η) = c(e, ηe) for all e ∈ E, η ∈ Z.
• (non-degenerate) There exists a positive constant c0 such that c0 ≤ c(e, η)
for all e ∈ E, η ∈ Z.
Define the generator of a symmetric exclusion process by the operator Lm : L
2(Zm, νm)→
L2(Zm, νm),
LmF (η) :=
∑
e∈Em
c(e, η)pieF (η),
for F ∈ L2(Zm, νm).
We consider a family of exclusion processes on an infinite tower of coverings.
Each process on a covering graph Xm is speeded up by some time scaling factor
tm. Suppose that {tm}∞m=1 is an increasing sequence of positive numbers: t1 < t2 <
· · · < tm → ∞ with the condition
√
tm ≤ 2diamXm, where diamXm denotes the
diameter of Xm.
Consider the continuous time Markov chain generated by Lm speeded up by tm.
Fix an arbitrary time T > 0 and denote by D([0, T ], Zm) the space of paths being
right continuous and having left limits. For a probability measure µm on Zm, we
define by Pm the distribution on D([0, T ], Zm) of the continuous time Markov chain
ηm(t) generated by tmLm with the initial measure µm.
For 0 ≤ ρ ≤ 1, denote by νρ the ρ-Bernoulli measure on Z, that is the direct
product of the ρ-Bernoulli measures on {0, 1}. We define a global average of a Γ-
invariant local function bundle f : V ×Z → R by 〈fo〉(ρ) := Eνρ [fo] the expectation
of the function fo : Z → R with respect to νρ.
The following estimate enables us to approximate a global average of a local
function bundle by a local average of one under a suitable time-space average. This
estimate is referred as a local ergodic theorem, which we show in the super expo-
nential estimate.
Theorem 2.1. Fix T > 0. For every Γ-invariant local function bundles f : V ×Z →
R and every δ > 0,
lim
i→∞
lim sup
ε→0
lim sup
m→∞
1
[Γ : Γm]
logPm
(
1
[Γ : Γm]
∫ T
0
Vo,m,ε,i(η(t))dt ≥ δ
)
= −∞
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where
Vo,m,ε,i(η) =
∑
σ∈Γ/Γm
∣∣fσo,i(η)− 〈fo〉 (ησo,b(ε√tm))∣∣ .
Here we remark that this theorem generalises [17][Theorem 4.1] for crystal lattices.
3. Proof of Theorem 2.1
The super exponential estimate for Pm is reduced to P
eq
m which is the distribution
of continuous time Markov chain generated by tmLm with the initial measure the
(1/2)-Bernoulli measure νm, i.e., an equilibrium measure. Indeed, for every mea-
surable set A ⊂ D([0, T ], Zm), Pm(A) ≤ 2[Γ:Γm]Peqm(A) and the factor 2[Γ:Γm] does
not contribute to the super exponential estimate. (Note that [Γ : Γm] = |Vm|.)
Moreover, the super exponential estimate Theorem 2.1 is reduced to the following
theorem.
For µ ∈ P(Zm), define the Dirichlet form for ϕ := dµ/dνm by
Im(µ) := −
∫
Zm
√
ϕLm
√
ϕdνm,
which is also equal to (1/2)
∫
Zm
∑
e∈Em c(e, η)
(
pie
√
ϕ
)2
dνm. For every C > 0, we
define the subset of P(Zm) by
Pm,C :=
{
µ ∈ P(Zm) : µ is Γ/Γm-invariant and Im(µ) ≤ C [Γ : Γm]
tm
}
.
Theorem 3.1. For every C > 0, it holds that
lim
i→∞
lim sup
ε→0
lim sup
m→∞
sup
µ∈Pm,C
Eµ
∣∣fo,i − 〈fo〉(ηo,b(ε√tm))∣∣ = 0.
First, we see how to deduce Theorem 2.1 from Theorem 3.1.
Proof of Theorem 2.1. As we observe, it suffices to prove the required estimate for
P
eq
m . Recall that Vo,m,ε,i(η) =
∑
σ∈Γ/Γm
∣∣fσo,i(η)− 〈fo〉 (ησo,b(ε√tm))∣∣.
By the Chebychev inequality, for all a > 0 and for all δ > 0,
P
eq
m
(
1
[Γ : Γm]
∫ T
0
Vo,m,ε,i(η(t))dt ≥ δ
)
≤ Eeqm exp
(
a
∫ T
0
Vo,m,ε,i(η(t))dt− aδ[Γ : Γm]
)
.
For all a > 0, we consider the operator
tmLm + aVo,m,ε,i : L
2(Zm, νm)→ L2(Zm, νm),
which is self-adjoint for all a > 0 by the definition of Lm. Denote by λo,m,ε,i(a)
the largest eigenvalue of tmLm + aVo,m,ε,i. By the Feynmann-Kac formula (e.g.,
[8][Lemma 7.2, Appendix 1]),
E
eq
m exp
(
a
∫ T
0
Vo,m,ε,idt
)
≤ exp Tλo,m,ε,i(a).
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Therefore it suffices to show that for all a > 0,
lim
i→∞
lim sup
ε→0
lim sup
m→∞
1
[Γ : Γm]
λo,m,ε,i(a) = 0. (3.1)
Indeed, by using (3.1), we have that
lim
i→∞
lim sup
ε→0
lim sup
m→∞
1
[Γ : Γm]
log Peqm
(
1
[Γ : Γm]
∫ T
0
Vo,m,ε,i(η(t))dt ≥ δ
)
≤ −aδ.
Taking a→∞, we obtain Theorem 2.1.
It remains to prove (3.1). By the variational principle, the largest eigenvalue
λo,m,ε,i(a) can be expressed in the following form:
λo,m,ε,i(a) := sup
µ∈P(Zm)
{
a
∫
Zm
Vo,m,ε,idµ− tmIm(µ)
}
.
It is enough to consider only the case when a
∫
Zm
Vo,m,ε,idµ ≥ tmIm(µ) for some
µ ∈ P(Zm). For µ ∈ P(Zm), we deduce by µ the average of µ by the Γ/Γm-action,
that is,
µ :=
1
[Γ : Γm]
∑
σ∈Γ/Γm
µ ◦ σ.
Here µ is a Γ/Γm-invariant probability measure. Now we have that
1
[Γ : Γm]
∫
Zm
Vo,m,ε,idµ = Eµ
∣∣f o,i − 〈fo〉(ηo,b(ε√tm))∣∣ .
There exists a constant C(f) > 0 depending only on f such that
Vo,m,ε,i ≤ C(f)[Γ : Γm].
By the convexity of Im,
Im(µ) ≤ 1
[Γ : Γm]
∑
σ∈Γ/Γm
Im(µ ◦ σ),
and since Im is Γ/Γm-invariant, we have that
Im(µ) ≤ aC(f) [Γ : Γm]
tm
.
When we denote by Pm,aC(f) the set of probability measures µ which is Γ/Γm-
invariant with Im(µ) ≤ aC(f)[Γ : Γm]/tm, then
1
[Γ : Γm]
λo,m,ε,i(a) ≤ a sup
µ∈Pm,aC(f)
Eµ
∣∣f o,i − 〈fo〉(ηo,b(ε√tm))∣∣ .
Hence (3.1) follows from Theorem 3.1. 
Henceforth we often identify a probability measure on Zm with the one on Z by
the periodic extension: Let pim : V → Vm be the covering map induced by the Γ-
action. Define a periodic inclusion ιm : Zm → Z by (ιmη)z := ηpim(z), η ∈ Zm, z ∈ V .
We identify µ on Zm with its push forward by ιm, which is a periodic extension of
µ on Z. Conversely, we identify a Γm-invariant probability measure on Z with the
one on Zm in a natural way.
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Theorem 3.1 follows the one-block estimate (Theorem 3.2) and the two-blocks
estimate (Theorem 3.3). First, we prove the one-block estimate.
Theorem 3.2 (The one-block estimate). For every Γ-invariant local function bundle
f : V × Z → R and for every C > 0, it holds that
lim
i→∞
lim sup
m→∞
sup
µ∈Pm,C
Eµ
∣∣f o,i − 〈fo〉(ηo,i)∣∣ = 0.
We discuss a restricted region in X and define the corresponding Dirichlet form.
Let Λ = (VΛ, EΛ) be a subgraph of X . Define the restricted configuration space by
ZΛ := {0, 1}VΛ, and the (1/2)-Bernoulli measure νΛ on ZΛ by the direct product of
the (1/2)-Bernoulli measures on {0, 1}.
In our setting, Γ acts on X vertex transitively, thus o ∈ V is a fundamental
domain in V . We can choose a fundamental domain E0 in E as the set of those
edges; oe or te = o. We use the same notation E0 for the image of E0 on Xm via
the covering map. Define the operator on L2(ZΛ, νΛ) by
L◦Λ :=
1
2
∑
e∈EΛ
pie.
For µ ∈ P(Z), we denote by µ|Λ the restriction of µ on ZΛ, that is, defined by taking
the average outside of Λ. Set ϕΛ := dµ|Λ/dνΛ the density of µ|Λ. The corresponding
Dirichlet form of
√
ϕΛ is
I◦Λ(µ) := −
∫
ZΛ
√
ϕΛL
◦
Λ
√
ϕΛdνΛ.
Proof of Theorem 3.2. Define a subgraph Λ of X by setting VΛ := B(o,K) and
EΛ := {e ∈ E : oe, te ∈ VΛ}. For every µ ∈ Pm,C , by the convexity of the Dirichlet
form and by the (Γ/Γm)-invariance of µ and νm, we have
I◦Λ(µ) =
1
2
∑
e∈EΛ
∫
ZΛ
(pie
√
ϕΛ)
2dνΛ
≤ 1
2
∑
e∈EΛ
∫
Zm
(pie
√
ϕ)2dνm
≤ 1
2
∑
σ∈Γ/Γm,|σ|Γ≤K
∑
e∈σE0
∫
Zm
(pie
√
ϕ)2dνm
=
1
2
|BΓ(K)|
∑
e∈E0
∫
Zm
(pie
√
ϕ)2dνm,
where in the last term BΓ(K) denotes the ball of radius K in Γ about id in Γ by
the word norm | · |Γ. On the other hand in the same way, we have that
Im(µ) = [Γ : Γm](1/2)
∑
e∈E0
∫
Zm
c(e, η)(pie
√
ϕ)2dνm. (3.2)
A NOTE ON A LOCAL ERGODIC THEOREM FOR AN INFINITE TOWER OF COVERINGS. 9
By the uniformly boundedness of c(e, η) ≥ c0 > 0 (the non-degeneracy of c(·, ·)), it
holds that
I◦Λ(µ) ≤
|BΓ(K)|
c0[Γ : Γm]
Im(µ).
Since µ satisfies Im(µ) ≤ C[Γ : Γm]/tm, we have that I◦Λ(µ) ≤ CK/tm → 0 as
m → ∞, where CK is a constant depending only on K. The space of probability
measures P(Z) is compact with the weak topology. Thus, every sequence {µi}∞i=1 in
P(Z) has a convergence subsequence. Let A ⊂ P(Z) be the set of all limit points of
{µi}∞i=1 in P(Z). By the above argument, we have that I◦Λ(µ) = 0 for every µ ∈ A.
We obtain that µ|Λ(ηe) = µ|Λ(η) for all e ∈ EΛ and all η ∈ ZΛ since
I◦Λ(µ) = (1/2)
∑
e∈EΛ
∑
η∈ZΛ
(pie
√
µ|Λ(η))2 = 0.
This holds for every Λ with radius K and implies that random variables {ηx}x∈V
are exchangeable under µ. By the de Finetti theorem, there exists a probability
measure λ on [0, 1] such that µ =
∫ 1
0
νρλ(dρ), where νρ is the ρ-Bernoulli measure
on Z. Then we have
lim sup
m→∞
sup
µ∈Pm,C
Eµ
∣∣f o,i − 〈fo〉(ηo,i)∣∣ ≤ sup
µ∈A
Eµ
∣∣f o,i − 〈fo〉(ηo,i)∣∣
≤ sup
ρ∈[0,1]
Eνρ
∣∣f o,i − 〈fo〉(ηo,i)∣∣ .
Therefore, it is enough to show that limi→∞ supρ∈[0,1] Eνρ
∣∣f o,i − 〈fo〉(ηo,i)∣∣ = 0. Since
f is a Γ-invariant local function bundle, there exists L ≥ 0 such that fo : Z → R
depends only on {ηz : d(o, z) ≤ L} and there exists a constant C(f) > 0 depending
only on f such that
Eνρ
∣∣f o,i − Eνρ [fo,i]∣∣2 ≤ C(f)CL/|Fi| → 0 (3.3)
as i→∞, where CL is a constant depending only on L. Here we have that 〈fo〉(ρ) =
Eνρ [f o,i] since f is Γ-invariant. Since 〈fo〉(ρ) is a polynomial with respect to ρ, in
particular, uniformly continuous on [0, 1], it holds that
sup
ρ∈[0,1]
Eνρ
∣∣〈fo〉(ηo,i)− 〈fo〉(ρ)∣∣→ 0, i→∞.
By the triangular inequality,
sup
ρ∈[0,1]
Eνρ
∣∣fo,i − 〈fo〉(ηo,i)∣∣
≤ sup
ρ∈[0,1]
Eνρ
∣∣f o,i − 〈fo〉(ρ)∣∣ + sup
ρ∈[0,1]
Eνρ
∣∣〈fo〉(ρ)− 〈fo〉(ηo,i)∣∣→ 0, i→∞.
This concludes that limi→∞ lim supm→∞ supµ∈Pm,C Eµ
∣∣fo,i − 〈fo〉(ηo,i)∣∣ = 0. 
Next, we prove the two-blocks estimate.
Theorem 3.3 (The two-blocks estimate). For every C > 0, it holds that
lim
i→∞
lim sup
ε→0
lim sup
L→∞
lim sup
m→∞
sup
σ∈Γs.t.L<|σ|≤ε√tm
sup
µ∈Pm,C
Eµ
∣∣ηo,i − ησo,i∣∣ = 0.
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We introduce the following notions: Denote by P(Z×Z) the space of probability
measures on Z × Z. For σ ∈ Γ, define σˆ : Z → Z × Z by σˆ(η) := (η, σ−1η). For
µ ∈ P(Z), denote by σˆµ ∈ P(Z ×Z) the push forward by σˆ, i.e., σˆµ := µ ◦ σˆ−1. We
define the subset Aε,L in P(Z ×Z) as the set of all limit points of {σˆµ : L < |σ| ≤
ε
√
tm, µ ∈ Pm,C} as m→∞, and the subset Aε in P(Z × Z) as the set of all limit
points of Aε,L as L→∞.
Then we have that:
lim sup
L→∞
lim sup
m→∞
sup
σ∈Γs.t.L<|σ|≤ε√tm
sup
µ∈Pm,C
∫
(η,η′)∈Z×Z
∣∣ηo,i − η′o,i∣∣ (σˆµ)(dηdη′)
≤ sup
µ∈Aε
∫
(η,η′)∈Z×Z
∣∣ηo,i − η′o,i∣∣µ(dηdη′).
As in the proof of the one block estimate, we introduce a subgraph Λ in X , by
setting VΛ := B(o,K), EΛ := {e ∈ E : oe, te ∈ VΛ} and consider the generator L◦Λ
on L2(Z, ν) by
L◦Λ =
1
2
∑
e∈EΛ
pie.
Then let us define the two generators on L2(Z × Z, ν ⊗ ν) and the corresponding
Dirichlet forms. First, we define the generator on L2(Z × Z, ν ⊗ ν) by L◦Λ ⊗ 1 +
1 ⊗ L◦Λ. For µ ∈ P(Z × Z), denote by µ|Λ×Λ the restriction of µ on ZΛ × ZΛ,
i.e., µ|Λ×Λ(η, η′) := µ({(η˜, η˜′) : η˜|Λ = η, η˜′|Λ = η′}) for (η, η′) ∈ ZΛ × ZΛ. The
corresponding Dirichlet form of
√
ϕΛ×Λ, where ϕΛ×Λ := dµ|Λ×Λ/dνΛ ⊗ νΛ is defined
by
I◦Λ×Λ(µ) := −
∫
ZΛ×ZΛ
√
ϕΛ×Λ(L◦Λ ⊗ 1 + 1⊗ L◦Λ)
√
ϕΛ×ΛdνΛ ⊗ νΛ.
Second, we define the generator on L2(Z×Z, ν⊗ν) in the following way: For (x, y) ∈
V × V and (η, η′) ∈ Z × Z, we construct a new configuration (η, η′)(x,y) ∈ Z × Z
by setting (η′y, ηx) on (x, y), (η
′
x, ηy) on (y, x) and keeping unchanged otherwise. For
F ∈ L2(Z×Z, ν⊗ν), (x, y) ∈ V×V , define pix,yF ((η, η′)) = F ((η, η′)(x,y))−F ((η, η′)).
Define the generator L◦o,o on L
2(Z × Z, ν ⊗ ν) by
L◦o,o := pio,o,
and the corresponding Dirichlet form of
√
ϕΛ×Λ by
I
(o,o)
Λ×Λ(µ) := −
∫
ZΛ×ZΛ
√
ϕΛ×ΛL◦o,o
√
ϕΛ×ΛdνΛ ⊗ νΛ.
Then we use the following lemma. The proof appears in Lemma 4.2 in [17], so
we omit it.
Lemma 3.1. For all F ∈ L2(Zm, νm) and all σ ∈ Γ/Γm, it holds that∫
Zm
(pio,σoF )
2dνm ≤ 4d(o, σo)2
∑
e∈E0
∫
Zm
(pieF )
2dνm.
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For any constant C˜ > 0, let
Aε,C˜ := {µ ∈ P(Z × Z) : I◦Λ×Λ(µ) = 0, I(o,o)Λ×Λ(µ) ≤ C˜ε2}.
Then we have the following lemma.
Lemma 3.2. There exists a constant C˜ > 0 such that Aε ⊂ Aε,C˜.
Proof. Recall that a subgraph Λ = (VΛ, EΛ) of X is defined by VΛ := B(o,K) and
EΛ := {e ∈ E : oe, te ∈ VΛ}. Here we regard Xm as a suitable fundamental domain
in X by the Γm-action. Take large enough L, and m for the diameter of Λ so that
for all σ with L < |σ|, VΛ∩σVΛ = ∅, for all σ with L < |σ| ≤ ε
√
tm, VΛ∩σVΛ ⊂ Xm.
Notice that
√
tm ≤ 2diamXm.
For given (η, η′) ∈ ZΛ × ZΛ, we define η˜ ∈ ZΛ∪σΛ by η˜|Λ = η, σ−1η˜|Λ = η′. Then
(σˆµ)|Λ×Λ(η, η′) = µ|Λ∪σΛ(η˜). By using the generator L◦Λ∪σΛ on L2(Z, ν), we have
that I◦Λ×Λ(σˆµ) = I
◦
Λ∪σΛ(µ). For every µ ∈ Pm,C as in the previous section by using
(3.2), and by the convexity of the Dirichlet form and the (Γ/Γm)-invariance of µ
and νm, we have that
I◦Λ×Λ(σˆµ) = I
◦
Λ∪σΛ(µ) ≤
|BΓ(K)|
2co[Γ : Γm]
Im(µ) ≤ C |BΓ(K)|
2c0tm
→ 0,
as m → ∞. Therefore I◦Λ×Λ(µL) = 0 for all µL ∈ Aε,L, and I◦Λ×Λ(µ˜) = 0 for all
µ˜ ∈ Aε by the continuity of I◦Λ×Λ. Furthermore, by the convexity of the Dirichlet
form,
I
(o,o)
Λ×Λ(σˆµ) =
1
2
∫
ZΛ∪σΛ
pio,σo
√
dµ|Λ∪σΛ
dνΛ∪σΛ
2 dνΛ∪σΛ ≤ 1
2
∫
Zm
(
pio,σo
√
dµ
dνm
)2
dνm.
By Lemma 3.1, the (Γ/Γm)-invariance of µ ∈ Pm,C and (3.2),∫
Zm
(
pio,σo
√
dµ
dνm
)2
dνm ≤ 4d(o, σo)2
∑
e∈E0
∫
Zm
(
pie
√
dµ
dνm
)2
dνm
≤ 4d(o, σo)2 2
c0[Γ : Γm]
Im(µ).
Since d(o, σo) ≤ |σ|Γ, we have that for σ ∈ Γ with L < |σ| ≤ ε
√
tm
I
(o,o)
Λ×Λ(σˆµ) ≤
1
2
· 4(ε√tm)2 2
[Γ : Γm]
C
c0
[Γ : Γm]
tm
=
4C
c0
ε2.
Define C˜ := 4C/c0. By the continuity of I
(o,o)
Λ×Λ, we have that I
(o,o)
Λ×Λ(µ˜) ≤ C˜ε2 for all
µ˜ ∈ Aε. This implies that Aε ⊂ Aε,C˜. 
Proof of Theorem 3.3. Let A0 be the set of all limit points of Aε,C˜ as ε → 0. It
holds that I◦Λ×Λ(µ˜0) = 0 and I
(o,o)
Λ×Λ(µ˜0) = 0 for all µ˜0 ∈ A0 on each Λ. This shows
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that the random variables {(ηx, η′y)}x,y∈V are exchangeable on Z × Z under µ˜0. By
the de Finetti theorem, there exists a probability measure λ on [0, 1] such that
µ˜0 =
∫
[0,1]
νρ ⊗ νρλ(dρ).
In the proof of Theorem 3.2 (3.3), we have
lim
i→∞
sup
ρ∈[0,1]
Eνρ
∣∣ηo,i − ρ∣∣2 = 0.
Then
sup
µ˜0∈A0
Eµ˜0
∣∣ηo,i − η′o,i∣∣ ≤ sup
ρ∈[0,1]
Eνρ⊗νρ
∣∣ηo,i − η′o,i∣∣ ≤ 2 sup
ρ∈[0,1]
Eνρ
∣∣ηo,i − ρ∣∣→ 0,
as i→∞. Here we used the triangular inequality in the last inequality. By Lemma
3.2, we have that Aε ⊂ Aε,C˜ for some C˜ > 0,
lim sup
ε→0
lim sup
L→∞
lim sup
m→∞
sup
σ∈Γs.t.L<|σ|≤ε√tm
sup
µ∈Pm,C
Eµ
∣∣ηo,i − ησo,i∣∣
≤ lim sup
ε→0
sup
µ˜∈Aε
Eµ˜
∣∣ηo,i − η′o,i∣∣
≤ lim sup
ε→0
sup
µ˜∈A
ε,C˜
Eµ˜
∣∣ηo,i − η′o,i∣∣
≤ sup
µ˜0∈A0
Eµ˜0
∣∣ηo,i − η′o,i∣∣→ 0,
as i→∞. This proves the theorem. 
Proof of Theorem 3.1. For η ∈ Z, the following uniform estimates hold:∣∣∣∣∣∣ηo,b(ε√tm) − 1∣∣Fb(ε√tm)∣∣
∑
σ∈Fb(ε√tm)
ησo,i
∣∣∣∣∣∣ ≤ C(Fi)
∣∣∂SFb(ε√tm)∣∣∣∣Fb(ε√tm)∣∣ , (3.4)
where C(Fi) is a constant depending only on Fi, and
∣∣∣∣∣∣ 1∣∣Fb(ε√tm)∣∣
∑
σ∈Fb(ε√tm)
ησo,i −
1∣∣Fb(ε√tm)∣∣
∑
σ∈Fb(ε√tm)\BΓ(L)
ησo,i
∣∣∣∣∣∣ ≤ |BΓ(L)|∣∣Fb(ε√tm)∣∣ . (3.5)
By the triangular inequality, (3.4) and (3.5), we have that
∣∣∣∣∣∣ηo,b(ε√tm) − 1∣∣Fb(ε√tm) \BΓ(L)∣∣
∑
σ∈Fb(ε√tm)\BΓ(L)
ησo,i
∣∣∣∣∣∣ ≤ C(Fi)
∣∣∂SFb(ε√tm)∣∣∣∣Fb(ε√tm)∣∣ + 2 |BΓ(L)|∣∣Fb(ε√tm)∣∣ ,
where the last terms go to 0 as m → ∞, since a Følner sequence satisfies that
|∂SFb(ε√tm)|/|Fb(ε√tm)| → 0 as m→∞.
A NOTE ON A LOCAL ERGODIC THEOREM FOR AN INFINITE TOWER OF COVERINGS.13
For every µ ∈ Pm,C , we have that
Eµ
∣∣ηo,i − ηo,b(ε√tm)∣∣ ≤ Eµ
∣∣∣∣∣∣ηo,i − 1∣∣Fb(ε√tm) \BΓ(L)∣∣
∑
σ∈Fb(ε√tm)\BΓ(L)
ησo,i
∣∣∣∣∣∣ + om,
where om → 0 as m→∞. The last term is bounded by
1∣∣Fb(ε√tm) \BΓ(L)∣∣
∑
σ∈Fb(ε√tm)\BΓ(L)
Eµ
∣∣ηo,i − ησo,i∣∣ ≤ sup
σ∈Fb(ε√tm)\BΓ(L)
Eµ
∣∣ηo,i − ησo,i∣∣
≤ sup
σ∈Γs.t.L<|σ|Γ≤ε
√
tm
sup
µ∈Pm,C
Eµ
∣∣ηo,i − ησo,i∣∣ .
By Theorem 3.3, it holds that
lim
i→∞
lim sup
ε→0
lim sup
m→∞
sup
µ∈Pm,C
Eµ
∣∣ηo,i − ηo,b(ε√tm)∣∣ = 0.
Since for every Γ-periodic local function bundle f : V ×Z → R, the function 〈fo〉(·)
is uniformly continuous on [0, 1],
lim
i→∞
lim sup
ε→0
lim sup
m→∞
sup
µ∈Pm,C
Eµ
∣∣〈fo〉(ηo,i)− 〈fo〉(ηo,b(ε√tm))∣∣ = 0.
By Theorem 3.2 and the triangular inequality, we conclude that
lim
i→∞
lim sup
ε→0
lim sup
m→∞
sup
µ∈Pm,C
Eµ
∣∣fo,i − 〈fo〉(ηo,b(ε√tm))∣∣ = 0,
and this completes the proof. 
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