I. Introduction
One of the issues in computer vision is human body pose estimation. One of fundamental problem in Human Computer Interaction, is determining the 3D human body pose that provide information for machine about action and intent of a human. Human body pose estimation has many applications like robotics, controlling, security and so on. Human pose estimation is the problem of estimating the position of humans in images, or more exactly the positionand orientation of the individual body parts. This isn't possible to estimate the position and orientation of all bones of the skeleton. So a simplified skeleton model is assumed.
A usual approach in the field of pose estimation is probabilistic estimation that most models fit into this formalism like part based model. Pictorial structures is a part based model that in human pose estimation parts can be represent as limbs or joints. In limb based model, each part corresponded to a limb which could translate and rotate in 3D but in joint based model, the parts could only depend on the translation of the joints but not the rotation. Limb based model and joint based model has been shown in figure 1. Pictorial structures represent the state of the art for 2D human pose estimation. They work well at dealing with complicated backgrounds. Also pictorial structures are good for general object detection in 2D. After all, pictorial structures haven't been applied as much for 3D pose estimation of humans. In this paper we focus on using pictorial structures in 3D human pose estimation. Pictorial structures will be introduced in section 2. Then, the analysis of the recent methods performed about the 3D human pose estimation using the pictorial structures model would be explained in section 3. Finally, Section 4 presents the conclusion of the paper.
II. Pictorial Structures Model
Fischler and Elschlager introduced the pictorial structures model in 1973 (Fischler and Elschlager, 1973) . They discretized the search space and found the globally optimal solution by using dynamic programming. Pictorial structures became more popular when Felzenszwalb and Huttenlocher realized how to make the inference even more efficient using the general distance transform. (Felzenszwalb and Huttenlocher, 2012) (Felzenszwalb and Huttenlocher, 2000) Using Felzenszwalb (Felzenszwalb and Huttenlocher, 2005) has stated the concept of energy for a graph in pictorial structures model and introduces total energy of a pictorial structure utilized for recognizing the objects of an image by equation 1.
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Total energy in this model is obtained by summation of unary and pairwise terms. Unary terms are related to energy of each parts singly. Pairwise terms are defined among the adjacent parts in graph. represents the unary energy of each i part of the object placed in . ~ shows parts of the object with places adjacent to each other and ( , ) shows the amount of energy of this adjacent parts. N is the total number of parts which the object has been divided into them. In order to achieve the most efficient possible model for the object, it is necessary to look for the place of each part by minimizing the energy relation above. In other words, relation 2 is used.
Where = ( 1 , … , ) and it is a vector which indicates all parts of the object. * demonstrates the most efficient value of L.
The energy minimization problem is equivalent to finding the maximum a posteriori estimate of the object configuration given an observed image. The statistical formulation can be applied to learn the parameters of a model. Actually, all model parameters can be learned from a few training data using maximum likelihood estimation. The statistical framework gives a way of finding several good matches of a model to an image rather than finding just the best one. It can be obtained by sampling object configuration from their posterior probability distribution given an observed image. Equation 3 present the statistical formulation of pictorial structures model.
Assume that is set of parameters that define an object model, is the image needed as observations and L specifies the configuration of the object. ( | , ) indicates the likelihood of seeing a certain image given that an object is at some location.
( | ) is the prior probability that an object is at a specific location. According to Bayes' rule, equation 3 is for the posterior probability ( | , ).
Parameters of this problem in pictorial structures model is defined as = ( , , ) where = ( 1 , … . ) is the object parts appearance parameters, E defines the edges among the parts in graph connected to each other, and c indicates these adjacent parts c = { |( , ) ∈ }.
Likelihood of seeing an image given that the configuration of object is product of the individual likelihoods that equation 4 showed it.
Prior probability is furnishedby a tree-structured Markov random field with edge set E.
Posterior probability is also obtained through equation 6.
In relation 2, = − log ( | , ), is a match costmeasuring how part matches the image data at location and , = − log ( , | ) is a deformation cost measuring how the locations and agree with the prior model.
III. The Analysis And Comparison of 3D Human Body Pose Estimation Methods Using Pictorial Structures
We introduce human body pose estimation and pictorial structures model in previous section. This section explain several recent methods for 3D human body pose estimation that they used pictorial structures model. Magnus Burenius presented one type of pictorial structures generalized with limb-based model and modelled limitations of human body and considering prior probability for the translation and rotation of each part of the body in order to reduce the search space . He considered the following model for the human body. He furnished appearance likelihood of each part of the body in each image view using a simple 2D detector which utilizes Histogram of Oriented Gradient (HOG). Then, the 3D likelihood of parts appearance is obtained by assumed that 2D likelihood of each view is independent. Burenius assumed the parts are connected in a tree graph and the pose of part n only depends on the pose of its parent ( ):
In the above equation, = , which ∈ ⊂ ℝ 3 is translation of the n-th part ( is search space relating to translation), ∈ ⊂ (3)is rotation of the n-th part ( is search space relating to rotation), and = ( 1 , … , ) . The joint distribution of all parts then factorizes as:
Observation vector of each part (denote by ) in C views has been shown by = ( 1 , … , ) and supposing that various views are independent, equation 9 would be stated. Burenius used skeleton model for prior probability | ( ) ( | ( ) ). In this model, translation-and rotation of each part of the body can be recursively furnished using its parent in tree model. and are rotation and translation of the n-th part.
( ) and ( ) are the parent rotation and translation. ∆ and ∆ are local rotation and translation of the n-th part in terms of its parent.
is a constant and it is equal to distance of the n-th part from its parent. As a result, Assuming that the person is fixed when obtaining joints pose then the local translations during the time is constant. In order to estimate the body state, the translation and rotation of root and the local rotation of the other joints should be furnished. Burenius assumedthat the prior probability of local rotation is uniform. He reduces the complexity of algorithm from (| | 2 ) = |Ω | 2 × |Ω | 2 to |Ω | × |Ω | 2 .
The symmetric appearance of corresponding left and right body parts is difficult to handle for pictorial structure. So after obtaining * , by using equation 11, Burenius performed the algorithm two more times for Kazemi used a random forest classifier for obtaining the variation in appearance of body parts in2D images. The result of these 2D part detectors provided the 2D part likelihoods and then aggregated across views toobtain the 3D part likelihoods.For resolving the ambiguity in determining symmetric parts introduced a latent variable into his model which represents the correspondenceof joints across theviews and at inference time he optimized for both the best pose and the best values of this latent variable. Figure 3 In 2013, Sikandar Amin argued that the search complexity can be reduce considerably by formulating the 3D inference problem as a joint inference over 2D projections of the pose in each of the camera views. So he applied the 2D pictorial structure models and estimated the 2D pose then the 3D pose is obtained by triangulation. (Amin et al, 2013) .
He introduced pairwise correspondence and appearance terms defined between pair of images. The factor encodes the constraint that part locations in each view should agree on the same 3D position. The factor encodes the color and shape of the body part seen from multiple viewpoints. Dependency on the camera setup in order to learn pairwise appearance terms is the main weakness of his method.
He extend his approach to a mixture of pictorial structures models by clustering the training data and learning a separate model for each cluster. Figure 4 showed overview of Amin method In his pictorial structure, the unary termsare computed from the confidence of the 2D part-based detectors and reprojection error of the joint of the corresponding body parts. For modelling occlusions and resolving geometrical ambiguities proposed the part length and visibility unary terms. Human body prior represent the relation between the body parts and learned from one camera setup but works it with any other setup. Human body prior got the pairwise terms. So, this way in comparison to Amin waythatthe pairwise termsis independent of the camera setup. He introduced an extra pairwise collision termsto forbid collisions of symmetric body in 3D.
Assume that = [ , ] is a variable correspondence to i-th part of the body, is 3-D position of the i-th part beginning, and is ending position of this part the global coordinate system. Each variable gets value from Λ sample space. Furthermore, = 1 , … , determines the overall body configuration. Belagiannis computes the posterior probability through equation 15.
In this relation, is the observations furnished from the images and is the body configuration which should be furnished.
is the partition function, are the edges that representthe kinematic constraints between the body parts, and are the edges that represent the collision between symmetric parts. , is related to confidence of detection, , isreprojection error and , is visibility of body part in multi-view and , is body part length. Kinematic constraints on the translation is , and on rotation is , .
, is used to prevent the symmetric parts collision with each other.
In most of the articles in this field, Percentage of Correctly EstimatedPart (PCP) factor has been utilized for evaluating pose estimation accuracy. Suppose that and are the beginning and ending of the n-th part available through ground truth data set. is the beginning and is the ending of this part furnished by estimation method.In PCPevaluation, a part is declared correctly estimated if: Table1: Theresults of Burenius methodfor poseestimation to real images from 20 different frames. PCP scores in % with = 0.5and = 0.2 (in blue) are used to measure performance of pose estimation using 1, 2 or 3 cameras. First only impose view and skeleton constraints, then add intersection constraints for the lower legs .
Table2:
The PCP scores, for each camera in BelagiannismethodandBurenius method (Belagiannis, 2014a ).
Kazemi reported 3D PCP result in his method while supposing = 0.5 that shown in table 3. Table 3 : The 3D PCP scores in Kazemi method (Kazemi et al, 2013) IV. Conclusion human body poseestimation is one of the common issues in machine vision and various methods have been presented for that so far which a category of them has used pictorial structures model and reached high accuracy for this problem. The majority of these approaches have been presented for 2D human body pose estimation. Generalization of pictorial structures to 3D is difficult due to freedom degrees' increase. In this paper, several methods which have a distinctive look toward the issue of 3Dhuman body pose estimation by pictorial structures have been studied and pros and cons of each of them have been stated and reported PCP scores for evaluation.
