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Abstract
In this paper, motivated by the study of optimal control problems for infinite dimensional
systems with endpoint state constraints, we introduce the notion of finite codimensional (ex-
act/approximate) controllability. Some equivalent criteria on the finite codimensional control-
lability are presented. In particular, the finite codimensional exact controllability is reduced
to deriving a G˚arding type inequality for the adjoint system, which is new for many evolu-
tion equations. This inequality can be verified for some concrete problems (and hence applied
to the corresponding optimal control problems), say the wave equations with both time and
space dependent potentials. Moreover, under some mild assumptions, we show that the finite
codimensional exact controllability of this sort of wave equations is equivalent to the classical
geometric control condition.
Key Words. Finite codimensional controllability, finite codimensionality, optimal control, end-
point state constraint, Pontryagin type maximum principle.
AMS subject classifications. 93B05, 49J20, 93B07, 49K20, 35Q93.
1 Introduction
It is well known that control theory was founded by N. Wiener in 1948 ([44]). After that, this theory
was greatly extended to various complicated setting and widely used in sciences and technologies.
Particularly, after the seminal works [5, 6, 25, 37, 38], rapid development of mathematical control
theory (for both deterministic and stochastic systems but this paper will focus only on deterministic
ones) began in the 1960s (e.g., [4, 9, 10, 11, 13, 16, 18, 20, 22, 24, 31, 32, 33, 40, 41, 42, 45, 46, 47]
and rich references cited therein). Usually, in terms of the so-called state-space technique, people
describe the considered control system as a suitable state equation.
Roughly speaking, “control” means that one hopes to change the dynamics of the involved
system, by means of a suitable way. In our opinion, there are two (most, in some sense) fundamental
issues in control theory, i.e., feasibility and optimality, which we shall explain more below.
The first fundamental issue is feasibility, or in the terminology of control theory, controllability,
which means that, one can find at least one way to achieve a goal. More precisely, for simplicity,
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Research Funds for the Central Universities under grant 2412015BJ011, and by PCSIRT under grant IRT 15R53.
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let us consider the following controlled system governed by a linear ordinary differential equation:{
yt(t) = Ay(t) +Bu(t), t > 0,
y(0) = y0.
(1.1)
In (1.1), A ∈ Rn×n, B ∈ Rn×m (n,m ∈ N), y(·) is the state variable, u(·) is the control variable, and
R
n and Rm are the state space and control space, respectively. The system (1.1) is called exactly
controllable (at time T > 0) if for any initial state y0 ∈ Rn and any final state y1 ∈ Rn, there is a
control u(·) ∈ L2(0, T ;Rm) such that the solution y(·) to (1.1) satisfies
y(T ) = y1. (1.2)
The above definition of controllability can be easily extended to abstract evolution equations.
In the general setting, it may happen that the requirement (1.2) has to be relaxed in one way or
another. This leads to the approximate controllability, null controllability, partial controllability,
and finite codimensional exact/approximate controllability (to be introduced in this paper), etc.
Also, the above B can be unbounded for general controlled systems.
Clearly, the above controllability problem can be viewed as another equation problem, in which
both y(·) and u(·) are unknowns. Namely, instead of viewing u(·) as a control variable, we may
simply regard it as another unknown variable. Nevertheless, the resulting equation problem is def-
initely ill-posed. Indeed, none of existence, uniqueness and continuous dependence of this equation
problem is guaranteed. This is the main difficulty in the study of many controllability problems
(both theoretically and numerically).
Controllability is strongly related to (or in some situation, even equivalent to) other important
issues in control theory, say observability, stabilization and so on. One can find numerous literatures
on these topics (see [1, 2, 4, 7, 8, 10, 11, 12, 20, 22, 23, 25, 27, 26, 28, 33, 40, 41, 42, 45, 46, 47] and
rich references therein).
The second fundamental issue is optimality, or in the terminology of control theory, optimal
control, which means that people are expected to find the best way, in some sense, to achieve their
goal. As an example, we fix y0, y1 ∈ lRn. It is easy to see that, if there exists a control u(·) such
that the solution y(·) to (1.1) satisfies (1.2), then very often one may find another control verifying
the same conditions. Naturally, one hopes to find the “best” control fulfilling these conditions.
To be more precisely, we fix a suitable function f0(·, ·, ·) : [0, T ] × Rn × Rm → R, and denote
by Uad the set of controls u(·) ∈ L2(0, T ;Rm) so that the solution y(·) to (1.1) satisfies (1.2) and
f0(·, y(·), u(·)) ∈ L1(0, T ). A typical optimal control problem for the system (1.1) is to find a
u¯(·) ∈ Uad, called an optimal control, which minimizes the following functional over Uad:
J(u(·)) =
∫ T
0
f0(t, y(t), u(t))dt.
The above formulation of optimal control problem can be easily extended to more general
setting, in particular for the case that the controls take values in a more general set (instead of
R
m), say any metric space, which does not need to enjoy any linearity or convexity structure.
Optimal control problems are strongly related to the classical calculus of variations and opti-
mization theory. Nevertheless, since the control set may be quite general, the classical variation
technique cannot be applied to optimal control problems directly, especially in the case that the
state space is infinite dimensional. Various optimal control problems are extensively studied in the
literatures (e.g., [5, 6, 9, 13, 16, 18, 24, 30, 32, 37, 38, 43] and rich references cited therein).
Clearly, the study of controllability problems is a basis to investigate further optimal control
problems. Indeed, the usual nonempty assumption on the set of feasible/admissible control-state
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pairs (for optimal control problems) is actually a controllability condition. Nevertheless, in the
previous literatures, it seems that the studies of controllability and optimal control problems are
almost independent. Two typical exceptions that we know are the following:
1) In [23], some techniques from optimal control theory are employed to derive the observability
estimate and null controllability for parabolic type equations.
2) In [43], some techniques developed in the study of controllability and observability problems
are adopted to solve several time optimal control problems.
In our opinion, now it is the time to solve controllability and optimal control problems as a
whole, at least in some sense and to some extend, though they are two different control issues.
This is by no means an easy task. Actually, for many concrete problems, it is highly nontrivial
to verify the above mentioned assumption that the set of feasible/admissible control-state pairs is
nonempty.
The main purpose of this paper is to provide a new link between controllability and optimal
control problems in infinite dimensions. Our work is motivated by the study of optimal control
problems for abstract evolution equations with endpoint state constraints. In [17, 29, 30], in order
to guarantee the nontriviality of Lagrange type multipliers in the corresponding Pontryagin type
maximum principle, a finite codimensionality condition is introduced. However, it is usually very
difficult to verify this condition directly except for some very special cases. Because of this, we
shall reformulate this condition as a class of new controllability notion, i.e. finite codimensional
exact controllability.
A key contribution in this work is to reduce further the above mentioned finite codimensional
exact controllability to a suitable a priori estimate for the underlying adjoint system (see the
estimate (3.13) for the equation (3.4)). We remark that, in some sense, the inequality (3.13) can be
regarded as a G˚arding type inequality, which concerns the lower bound of a bilinear form induced by
a linear elliptic (pseudo-)differential operator. To see this, let us recall below the classical G˚arding
inequality (e.g., [21, Section 5 of Chapter X] for more details and more general results). Let Ω
be a bounded domain in lRn with a smooth boundary ∂Ω, and let L be a uniformly linear elliptic
differential operator of order 2k (for some positive integer k) with smooth coefficients, i.e., there
exists a constant s0 > 0 such that
ℓ(x, ξ) ≥ s0|ξ|2k, ∀ (x, ξ) ∈ Ω× lRn,
where ℓ is the symbol of L. Then there exist two constants C0 > 0 and C1 ≥ 0 such that
C0|v|2Hk(Ω) ≤ 〈Lv, v〉H−k(Ω),Hk0 (Ω) + C1|v|
2
L2(Ω), ∀ v ∈ Hk0 (Ω). (1.3)
Clearly, both (3.13) and (1.3) have an extra term, that is, |GφT |X and |v|2L2(Ω), respectively. It is
easy to observe that these two terms are accordingly compact with respect to the ones in the left
hand sides of the corresponding estimates. Hence, we may call (3.13) a G˚arding type inequality
for the evolution equation (3.4). This inequality can be verified for some concrete problems, say
the wave equations with both time and space dependent potentials (see Subsection 6.1). Though
the later result (which seems not available in the previous literatures) might be known for some
experts in the field of micro-local analysis, nobody knows how to use it. Interestingly, in this work
we shall give its application in optimal control problems. Moreover, under some mild assumptions,
we shall show that the finite codimensional exact controllability of this sort of wave equations is
equivalent to the celebrated geometric control condition (introduced in the papers [3, 4]) for the
classical wave equation.
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In this work, in order to present the key idea in the simplest way, we shall not pursue the
full technical generality. It deserves mentioning that the method and technique developed in this
paper can be employed to handle many other problems. Especially, our finite codimensionality
technique can be applied to solve some interesting problems in optimization, calculus of variations
and stochastic control, and even gives new results for some finite dimensional optimal control
problems under state constraints (see our forthcoming paper [34] for more details).
The rest of this paper is organized as follows. Section 2 is of preliminary nature, in which we
present some notations, notions and simple results. In Section 3, some equivalent criteria for the
finite codimensional exact controllability are given. Section 4 is devoted to a characterization of
the finite codimensional approximate controllability. In Section 5, the finite codimensional control-
lability is applied to study some optimal control problems with state constraints. In Section 6, two
examples are given. Finally, in Appendix, we prove a technical result used in this paper.
2 Notations, notions and some preliminary results
To begin with, we introduce some notations. Let Y and U be two reflexive Banach spaces. For
a Banach space Z, denote by L(Z;Y ) the set of all bounded linear operators from Z to Y , and
write it L(Y ) for short when Z = Y . For any operator P ∈ L(Z;Y ), write P ∗ for its adjoint
operator. Denote by Y ′ the dual space of Y ; by D the closure of a subset D of Y ; by spanD
the closed subspace spanned by D; and by coD the convex closed hull of D. For two subsets
D1 and D2 of Y , set D1 − D2 =
{
y ∈ Y ∣∣ y = y1 − y2 for some y1 ∈ D1 and y2 ∈ D2} and
D1 \ D2 =
{
y ∈ Y ∣∣ y ∈ D1 and y /∈ D2}. Let T > 0, p ∈ (1,∞], Up = Lp(0, T ;U) and i be the
usual imaginary unit.
Consider the following linear control system:{
yt(t) = Ay(t) + F (t)y(t) +B(t)u(t), t ∈ (0, T ],
y(0) = y0,
(2.1)
where u(·) ∈ Up is the control variable and y(·) is the state variable, y0 ∈ Y , A : D(A) ⊆ Y → Y
generates a C0-semigroup on Y , F (·) ∈ L∞(0, T ;L(Y )), and B(·) ∈ L∞(0, T ;L(U ;Y )). Obviously,
A+ F (·) generates an evolution operator S(·, ·) on Y . For any T > 0, y0 ∈ Y and u(·) ∈ Up, (2.1)
admits a mild solution y(·) = y(·; y0, u(·)) ∈ C([0, T ];Y ), and
y(t) = y(t; y0, u(·)) = S(t, 0)y0 +
∫ t
0
S(t, s)B(s)u(s)ds, ∀ t ∈ [0, T ].
Define the reachable set R(T ; y0) of (2.1) at time T with the initial value y0 as follows:
R(T ; y0) =
{
y(T ; y0, u(·)) ∈ Y
∣∣∣ y(·) is the mild solution to (2.1) with some u(·) ∈ Up}.
Next, let us recall the notions of finite codimensional subspace and finite codimensionality (e.g.,
[31]).
Definition 2.1 A linear subspace Y0 of Y is called finite codimensional, if there exist an m ∈ lN
and linearly independent y1, y2, · · · , ym ∈ Y \ Y0 such that span
{
Y0, y1, y2, · · · , ym
}
= Y.
Definition 2.2 A subset D of Y is called finite codimensional in Y , if
(H1) There exists a y0 ∈ coD, such that span
{
D − y0
}
is a finite codimensional subspace of Y ;
and
(H2) co
(
D − y0
)
has at least an interior point in this subspace.
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Now, we introduce two notions of finite codimensional controllability.
Definition 2.3 The system (2.1) is called finite codimensional exactly (resp., approximately) con-
trollable at time T , if R(T ; 0)) (resp., R(T ; 0) is a finite codimensional subspace of Y .
Remark 2.1 Recall that (2.1) is exactly (resp., approximately) controllable at time T , if R(T ; 0) =
Y (resp., R(T ; 0) = Y ). Therefore, the finite codimensional exact (resp., approximate) controllabil-
ity defined in Definition 2.3 is clearly weaker than the usual exact (resp., approximate) controllability
for linear systems.
Remark 2.2 In general, the finite codimensional exact controllability cannot be reduced to the
usual exact controllability problem. Indeed, this is possible only for the special case that A+F (t) in
(2.1) has an invariant subspace, which is finite codimensional in Y and independent of t ∈ [0, T ].
As mentioned before, the notion of finite codimensional controllability is motivated by the study
of some optimal control problems for infinite dimensional systems with endpoint state constraints.
It is well known that Pontryagin’s maximum principle is one of the milestones in optimal control
theory. As a necessary condition of optimal controls, for very general finite dimensional systems,
Pontryagin type maximum principle was established in [38]. Nevertheless, surprisingly, it fails for
infinite dimensional systems if there is no further assumption (see [15]). This leads to that for quite
a long time, Pontryagin type maximum principle had been studied only for evolution equations
without terminal state constraints. Until 1980s, by assuming the finite codimensionality of some
subset in state spaces, Pontryagin type maximum principles on optimal control problems for infinite
dimensional systems with endpoint constraints and general control domains were established in
[17, 29, 30]. In the following, we present an optimal control problem with state constraints and
recall how to use the finite codimentionality in deriving Pontryagin type maximum principle.
Consider the following evolution equation on Y :
yt(t) = Ay(t) + f(t, y(t), u(t)), t ∈ (0, T ], (2.2)
where u(·) is the control variable and y(·) is the state variable. Assume that f : [0, T ]×Y ×U → Y
satisfies certain conditions (to be given later), such that for any y(0) ∈ Y and u(·) ∈ Up, (2.2)
admits a mild solution y(·) = y(·; y(0), u(·)) ∈ C([0, T ];Y ). Also, let U˜ be a nonempty subset of U ,
and S be a closed and convex subset of Y × Y . Put
U [0, T ] =
{
u(·) ∈ Up
∣∣∣ u : (0, T )→ U˜ is measurable},
Uad =
{
u(·) ∈ U [0, T ]
∣∣∣ the mild solution y(·) to (2.2) satisfies (y(0), y(T )) ∈ S},
Aad =
{(
u(·), y(·)) ∈ Uad × C([0, T ];Y ) ∣∣∣ y is the mild solution to (2.2)}.
Write
J
(
u(·), y(·)) = ∫ T
0
f0(t, y(t), u(t))dt,
where f0 : [0, T ]× Y ×U → lR satisfies certain conditions (to be specified in the sequel), such that
for any u(·) ∈ U [0, T ], y(0) ∈ Y and the corresponding mild solution y(·) to (2.2), f0(·, y(·), u(·)) ∈
L1(0, T ).
Consider the following optimal control problem for the system (2.2):
(P) Find a pair (u(·), y(·)) ∈ Aad, such that J(u(·), y(·)) = inf
(u(·),y(·))∈Aad
J(u(·), y(·)).
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Such a (u(·), y(·)) is called an optimal pair. As a necessary condition for optimal pairs, Pontryagin
type maximum principle is stated as follows.
Pontryagin type maximum principle: Assume that (u¯(·), y¯(·)) is an optimal pair. Then there
exists a pair (ψ0, ψ(·)) ∈ lR× C([0, T ];Y ′), such that(
ψ0, ψ(·)) 6= (0, 0), (2.3)
ψt(t) = −A∗ψ(t)− fy(t, y¯(t), u¯(t))∗ψ(t)− ψ0f0y (t, y¯(t), u¯(t)), a.e. t ∈ (0, T ), (2.4)
〈ψ(0), y0 − y¯(0)〉Y ′,Y − 〈ψ(T ), y1 − y¯(T )〉Y ′,Y ≤ 0, ∀ (y0, y1) ∈ S, (2.5)
H
(
t, y¯(t), u¯(t), ψ0, ψ(t)
)
= max
u∈U˜
H
(
t, y¯(t), u, ψ0, ψ(t)
)
, a.e. t ∈ (0, T ), (2.6)
where A∗ is the adjoint operator of A, and
H(t, y, u, ψ0, ψ) = ψ0f0(t, y, u) + 〈ψ, f(t, y, u)〉Y ′,Y ,
∀ (t, y, u, ψ0, ψ) ∈ [0, T ]× Y × U˜ × lR× Y ′.
(2.3) is key in Pontryagin type maximum principle. Indeed, if it fails, then ψ0 = 0 and ψ(t) = 0
for all t ∈ [0, T ]. Hence, (2.5) and (2.6) are trivial, since they are then simply “0 ≤ 0” and “0 = 0”,
respectively.
In order to ensure (2.3), the finite codimensionality of a suitable set was introduced. More
precisely, consider the following system:{
ξt(t) = Aξ(t) + fy(t, y¯(t), u¯(t))ξ(t) + f(t, y¯(t), u(t)) − f(t, y¯(t), u¯(t)), t ∈ (0, T ],
ξ(0) = 0,
(2.7)
and the homogenous equation:{
ηt(t) = Aη(t) + fy(t, y¯(t), u¯(t))η(t), t ∈ (0, T ],
η(0) = y0,
(2.8)
for y0 ∈ Y . Put
R =
{
ξ(T ) ∈ Y
∣∣∣ ξ(·) is the mild solution to (2.7) with some u(·) ∈ U [0, T ]}
and
Q =
{
y1 − η(T ) ∈ Y
∣∣∣ η(·) is the mild solution to (2.8) and (y0, y1) ∈ S},
and introduce the condition:
(H) R−Q is finite codimensional in Y.
It was proved in [31, Chapter 4] that, if the condition (H) holds, the optimal pair (u¯(·), y¯(·)) in the
optimal control problem (P) satisfies Pontryagin type maximum principle, i.e., (2.3)-(2.6) hold.
The proof is based on the following known result.
Lemma 2.1 ([31,Lemma 3.6 on Page 142]) If M is finite codimensional in Y , then for any
{fj}∞j=1 ⊆ Y ′ satisfying the following two conditions:
(1) |fj|Y ′ ≥ δ for a positive constant δ and fj → f weakly∗ in Y ′, as j →∞; and
(2) There exist positive constants ǫj, such that lim
j→∞
ǫj = 0 and 〈 fj, x 〉Y ′,Y ≥ −ǫj, ∀ x ∈M ,
it holds that f 6= 0.
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Lemma 2.1 means that, under some mild assumptions, the finite codimensionality on M is
sufficient to guarantee the weak limit point of a sequence to be nonzero in an infinite dimensional
space. This is the reason why (2.3) holds in Pontryagin type maximum principle. On the other
hand, this condition is also necessary, at least when Y is a Hilbert space and M is a linear closed
subspace. In fact, we have the following result.
Proposition 2.1 Suppose that M is a linear closed subspace of a Hilbert space Y . Then M is
finite codimensional, if and only if for any {fj}∞j=1 ⊆ Y satisfying the conditions (1)-(2) in Lemma
2.1, it holds that f 6= 0.
Proof. By Lemma 2.1, we only need to prove the sufficiency. If M is not finite codimensional,
then there exists a subspace Y0 = span{e1, e2, · · · } of Y , such that M ⊕ Y0 = Y . Also, |ej |Y = 1
for any j ∈ lN and {ej}∞j=1 is pairwise orthogonal. Choose fj = ej , δ = 1 and ǫj = 1/j. Then
|fj|Y = 1, (fj , x)Y = 0 ≥ −1/j for any x ∈M and lim
j→∞
ǫj = 0. Notice that
ej → eˆ weakly in Y with |eˆ|Y ≤ 1.
Since
∞∑
j=1
(ej , x)Y <∞ for any x ∈ Y , lim
j→∞
(ej , x)Y = 0, which implies that eˆ = 0. This contradicts
the assumptions on {fj}∞j=1 and therefore, M is finite codimensional in Y .
Remark 2.3 Proposition 2.1 indicates that the finite codimensionality seems closely related to the
weak convergence method and existence of nontrivial solutions for partial differential equations. We
shall study its applications in this respect in a future work.
Usually, unless Q is finite codimensional in Y , it is quite difficult to verify the condition (H)
directly, even for some simple linear systems. For example, if S = {y0}×B1 for a given y0 ∈ Y and
the unit ball B1 of Y , then (H) holds trivially. But when S = {(y0, y1)} with y0, y1 ∈ Y , it seems
not easy to check this condition, since the set R is the reachable set of some system with control
constraints. As we mentioned before, the motivation of this paper is to introduce a new method
to verify the finite codimensionality condition appeared in optimal control problems. A little more
precisely, first, the condition (H) is reduced to a finite codimensional exact controllability problem,
as introduced in Definition 2.3. Then, by a duality argument, such a controllability problem is
transformed into a suitable a priori estimate, called weak observability estimate (compared to the
usual observability estimate), for its adjoint system, which is more easily verified or proved false,
at least for some nontrivial examples (see Propositions 6.2 and 6.4).
3 Finite codimensional exact controllability
In this section, some equivalent results on finite codimensional exact controllability are established.
First, consider the following linear control system:{
yt(t) = Ay(t) + F (t)y(t) +B(t)u(t), t ∈ (0, T ],
y(0) = 0,
(3.1)
where A, F (·) and B(·) are the same as those in (2.1). Assume that
(A) U˜ is a nonempty bounded subset of Up and co U˜ has at least an interior point.
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Set
M =
{
y(T ) ∈ Y
∣∣∣ y is the mild solution to (3.1) with some u(·) ∈ U˜}. (3.2)
Then it is easy to check that
spanM =
{
y(T ) ∈ Y
∣∣∣ y is the mild solution to (3.1) with some u(·) ∈ Up},
coM =
{
y(T ) ∈ Y
∣∣∣ y is the mild solution to (3.1) with some u(·) ∈ co U˜}. (3.3)
Also, we recall a known result on finite codimensional subspace.
Lemma 3.1 ([31,Proposition 3.2 on Page 138]) Assume that Y0 is a linear subspace of Y . Then
Y0 is finite codimensional in Y , if and only if there exist finitely many bounded linear functionals
{fj}mj=1 ⊆ Y ′, such that Y0 =
m⋂
j=1
ker{fj}.
The first result of this section is stated as follows.
Theorem 3.1 Suppose that (A) holds. Then the following two assertions are equivalent:
(1) The system (3.1) is finite codimensional exactly controllable in Y .
(2) The set M (in (3.2)) is finite codimensional in Y .
Proof. Without loss of generality, we assume that 0 is an interior point of co U˜ . Otherwise, if
u0 6= 0 is an interior point of co U˜ , it suffices to replace U˜ and M , respectively, by U˜ − u0 and
M − y(T ;u0) with y(·;u0) being the mild solution to (3.1) associated to u = u0. Hence, there is an
r0 > 0, such that
{
u(·) ∈ Up
∣∣ |u|Up ≤ r0} ⊆ co U˜ and 0 ∈M.
First, we prove that (1) implies (2). For any n ∈ lN, set
Nn =
{
y(T ) ∈ Y
∣∣∣ y is the mild solution to (3.1) with some u(·) ∈ Up satisfying |u|Up ≤ nr0}.
Then N1 ⊆ coM and
⋃
n∈lN
Nn = R(T ; 0). By (1) and (3.3), R(T ; 0) = R(T ; 0) = spanM is a finite
codimensional subspace of Y . Also, by the Baire category theorem, there exists an n˜ ∈ lN, such
that Nn˜ = Nn˜ has at least an interior point y˜ ∈ spanM . Then y˜
n˜
is an interior point of coM in
spanM . Hence, by Definition 2.2, M is finite codimensional in Y .
On the other hand, we prove that (2) implies (1). Notice that coM ⊆ R(T ; 0). By (H2) in
Definition 2.2, coM has at least an interior point in the subspace spanM = R(T ; 0). Hence, R(T ; 0)
also has an interior point in R(T ; 0). Since R(T ; 0) and R(T ; 0) are two linear subspaces of Y and
R(T ; 0) is dense in R(T ; 0), it follows that R(T ; 0) = R(T ; 0). Also, by (H1) in Definition 2.2,
R(T ; 0)=spanM is finite codimensional in Y . Hence, (1) holds.
Next, by a duality technique, we prove that the finite codimensional exact controllability of (3.1)
is equivalent to a suitable observability estimate for the following equation (or adjoint system):{
φt(t) = −A∗φ(t)− F (t)∗φ(t), t ∈ (0, T ],
φ(T ) = φT ,
(3.4)
where φT ∈ Y ′. Set p′ = p/(p− 1) for p ∈ (1,∞), and p′ = 1 for p =∞. In what follows, C is used
to denote a generic positive constant, which may change from line to line in the sequel.
The second result of this section is as follows.
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Theorem 3.2 The following two assertions are equivalent:
(1) The system (3.1) is finite codimensional exactly controllable in Y .
(2) There exists a finite codimensional subspace Y˜ of Y ′, such that any solution φ to (3.4) satisfies
|φT |Y ′ ≤ C|B(·)∗φ|Lp′ (0,T ;U ′), ∀φT ∈ Y˜ . (3.5)
Proof. First, we prove that (2) implies (1). The proof is divided into four parts.
Step 1. In this step, we prove that the following subspace Y1 of Y is finite dimensional:
Y1 =
{
x ∈ Y ∣∣ 〈f, x〉Y ′,Y = 0, ∀f ∈ Y˜ },
where Y˜ is the subspace given in (2).
Let the codimension of Y˜ be k1. If Y1 is an infinite dimensional space, then there is a linear
subspace Y 01 of Y1, whose dimension is k1 + 1. Let {x1, · · · , xk1+1} ⊆ Y be a basis of Y 01 . By the
Hahn-Banach theorem, one can find {f1, · · · , fk1+1} ⊆ Y ′, such that for 1 ≤ k, j ≤ k1 + 1,
〈fk, xj〉Y ′,Y =
{
1 for k = j,
0 for k 6= j.
It follows that {f1, · · · , fk1+1} are linearly independent in Y ′. Hence, the dimension of the subspace
span
{
f1, · · · , fk1+1
}
is k1 + 1. Since for any j = 1, · · · , k1 + 1, xj ∈ Y1 and 〈fj , xj〉Y ′,Y = 1 6= 0,
by the definition of Y1, we get that fj /∈ Y˜ (j = 1, · · · , k1 + 1). This contradicts the fact that the
codimension of Y˜ is k1. Hence, Y1 is finite dimensional and denote by k2 its dimension.
Step 2. In this step, we prove that for any yT ∈ Y , there is a control u ∈ Up, such that the
corresponding solution y(·;u) to (3.1) satisfies
y(T ;u)− yT ∈ Y1. (3.6)
Write K =
{
B(·)∗φ ∈ Lp′(0, T ;U ′)
∣∣∣ φ is the mild solution to (3.4) with φT ∈ Y˜ } and define
a linear functional ℓ on K as ℓ
(
B(·)∗φ) = 〈φT , yT 〉Y ′,Y . It follows from (3.5) that ℓ is a bounded
linear functional on K. Moreover, |ℓ|L(K;lR) ≤ C|yT |Y . Hence, by the Hahn-Banach theorem, ℓ can
be extended to be a bounded linear functional on Lp
′
(0, T ;U ′). This implies that there is a u ∈ Up,
such that
〈φT , yT 〉Y ′,Y =
∫ T
0
〈B(t)∗φ, u(t)〉U ′,U dt, ∀ φT ∈ Y˜ (3.7)
and
|u|Up ≤ C|yT |Y . (3.8)
For this control u ∈ Up and the corresponding solution y(·;u) of (3.1), by (3.1) and (3.4), it is easy
to show that
〈φT , y(T ;u)〉Y ′,Y =
∫ T
0
〈
B(t)∗φ, u(t)
〉
U ′,U
dt, ∀φT ∈ Y˜ ,
which, together with (3.7), implies that
〈φT , y(T ;u)− yT 〉Y ′,Y = 0, ∀φT ∈ Y˜ .
This deduces (3.6).
Step 3. In this step, we prove that for the system (3.1), R(T ; 0) is a closed subspace of Y .
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Let PY1 be the projection operator from Y to the subspace Y1. Since Y1 is finite dimensional,
PY1 is well defined and a bounded linear operator on Y . Then for the identity operator I on
Y , R(T ; 0) = PY1R(T ; 0) ⊕ (I − PY1)R(T ; 0). Since PY1R(T ; 0) is finite dimensional, it is closed.
Furthermore, the linear subspace (I − PY1)R(T ; 0) is also closed in Y . Indeed, for any {yjT }∞j=1 ⊆
(I−PY1)R(T ; 0) satisfying that lim
j→∞
yjT = ŷT ∈ Y , similar to (3.8) and (3.6), there exists a sequence
of controls {ûj}∞j=1 ⊆ Up, such that
|ûj |Up ≤ C|yjT |Y , (3.9)
and for the corresponding mild solution ŷj(·) = y(·; ûj) to (3.1), ŷj(T ) − yjT ∈ Y1. Therefore,
(I − PY1)ŷj(T ) = yjT . By (3.9), there exist a subsequence of {ûj}∞j=1 (still denoted by itself) and
û ∈ Up, such that as j →∞,{
ûj → û weakly in Up, for p ∈ (1,∞);
ûj → û weakly∗ in U∞, for p =∞.
Denote by ŷ the mild solution to (3.1) associated to û ∈ Up. Then it is easy to show that as j →∞,
ŷj(T ) converges weakly to ŷ(T ), and hence, (I−PY1)ŷj(T ) converges weakly to (I−PY1)ŷ(T ). Since
yjT converges strongly to ŷT in Y and (I− PY1)ŷj(T ) = yjT , it holds that (I − PY1)ŷ(T ) = ŷT . This
implies that ŷT ∈ (I − PY1)R(T ; 0). Therefore, (I − PY1)R(T ; 0) is a closed subspace of Y . So is
R(T ; 0).
Step 4. In this step, we prove that the codimension of the closed subspace R(T ; 0) is not greater
than the dimension k2 of Y1.
Otherwise, there exist linearly independent x1, · · · , xk2+1 ∈ Y , such that for any x˜j ∈ R(T ; 0)
(j = 1, · · · , k2 + 1),
x˜1 − x1, · · · , x˜k2+1 − xk2+1 are linearly independent. (3.10)
By (3.8) and (3.6), there are controls uj ∈ Up (j = 1, · · · , k2+1), such that the corresponding mild
solutions yj(·) = y(·;uj) to (3.1) satisfies that yj(T )−xj ∈ Y1, for j = 1, · · · , k2+1. Meanwhile, it
follows from (3.10) that y1(T )−x1, · · · , yk2+1(T )−xk2+1 are linearly independent. This contradicts
the fact that the dimension of Y1 is k2. Therefore, the codimension of R(T ; 0) is finite and the
assertion (1) holds.
Next, we prove that (1) implies (2). Assume the codimension of R(T ; 0) is k3 for the sys-
tem (3.1). Then there is a linear subspace Y2 of Y , whose dimension is k3, such that Y =
span
{
Y2, R(T ; 0)
}
. Let {x1, · · · , xk3} be a basis of Y2. Then for any xj (j = 1, · · · , k3), there
exists an x′′j ∈ Y ′′, such that 〈x′′j , f〉Y ′′,Y ′ = 〈f, xj〉Y ′,Y , for any f ∈ Y ′. Set Y˜ =
k3⋂
j=1
ker{x′′j }. Then
by Lemma 3.1, Y˜ is a finite codimensional subspace of Y ′. Also, for any y1T ∈ Y2 and φT ∈ Y˜ ,
〈φT , y1T 〉Y ′,Y = 0. (3.11)
Now, we prove that (3.5) holds for the above subspace Y˜ of Y ′. If (3.5) fails, then there exists a
sequence
{
φjT
}∞
j=1
of Y˜ , such that the solution φj to (3.4) with the final datum φj(T ) = φ
j
T satisfies
|B(·)∗φj |Lp′ (0,T ;U ′) <
1
j
|φjT |Y ′ , ∀ j ∈ lN.
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Let φ˜jT =
√
j
φjT
|φjT |Y ′
. Then for the mild solution φ˜j to (3.4) with the final datum φ˜j(T ) = φ˜
j
T , it
holds that
|φ˜jT |Y ′ =
√
j and |B(·)∗φ˜j|Lp′ (0,T ;U ′) <
1√
j
. (3.12)
By (3.1) and (3.4), for any y2T ∈ R(T ; 0), one can find a control v(·) ∈ Up, such that
〈φ˜jT , y2T 〉Y ′,Y =
∫ T
0
〈
B(t)∗φ˜j , v(t)
〉
U ′,U
dt.
This, together with (3.11) and (3.12), implies that for any yT = y
1
T + y
2
T ∈ Y ,
{〈φ˜jT , yT 〉Y ′,Y }∞j=1
is uniformly bounded. Hence,
{
φ˜jT
}∞
j=1
is uniformly bounded in Y ′, but this contradicts (3.12).
Hence, (3.5) holds for any φT ∈ Y˜ .
In general, it is hard to find the finite codimensional subspace Y˜ of Y ′ in the assertion (2)
of Theorem 3.2. Hence, we give another equivalent criterion for the finite codimensional exact
controllability, where a priori estimate holds on the whole space Y ′.
Theorem 3.3 The following two assertions are equivalent:
(1) There is a compact operator G from Y ′ to a Banach space X, such that any solution φ to (3.4)
satisfies
|φT |Y ′ ≤ C
(|B(·)∗φ|Lp′ (0,T ;U ′) + |GφT |X), ∀ φT ∈ Y ′. (3.13)
(2) There is a finite codimensional subspace Y˜ of Y ′, such that any solution φ to (3.4) satisfies
|φT |Y ′ ≤ C|B(·)∗φ|Lp′ (0,T ;U ′), ∀ φT ∈ Y˜ . (3.14)
Proof. First, we prove that (1) implies (2). The proof is divided into three parts.
Step 1. In this step, we prove that the following subspace E of Y ′ is finite dimensional:
E =
{
φT ∈ Y ′
∣∣∣ the corresponding mild solution φ to (3.4) satisfies that B(·)∗φ = 0}.
Indeed, let {φjT }∞j=1 ⊆ E with |φjT |Y ′ = 1 for every j ∈ lN. Then there exist a φ˜T ∈ Y ′ and
subsequence of {φjT }∞j=1 (still denoted by itself), such that
φjT → φ˜T weakly∗ in Y ′, as j → +∞.
Hence, lim
j→∞
GφjT = Gφ˜T in X. This, together with (3.13), implies that {φjT }∞j=1 is strongly conver-
gent in Y ′ and therefore, E is a finite dimensional space.
Step 2. We find a suitable φˆT ∈ E with φˆT 6= 0, by assuming the following (3.15) fails.
Denote by PE the projection operator from Y
′ to the subspace E . Since E is finite dimensional,
PE is well defined and a bounded linear operator. In the following, we prove that
|φT |Y ′ ≤ C|B(·)∗φ|Lp′ (0,T ;U ′), for all φT ∈ (I− PE)Y ′, (3.15)
where I denotes the identity operator on Y ′ and φ is the mild solution to (3.4) with the terminal
value φT . Otherwise, there exists a sequence {φT,j}∞j=1 of (I − PE)Y ′ with |φT,j|Y ′ = 1 for any
j ∈ lN, such that the solution φj to (3.4) with the final datum φj(T ) = φT,j satisfies
|B(·)∗φj |Lp′ (0,T ;U ′) <
1
j
. (3.16)
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Then there exist a φˆT ∈ Y ′ and subsequence of {φT,j}∞j=1 (still denoted by itself), such that
φT,j → φˆT weakly∗ in Y ′, as j → +∞.
By (3.16), one has that B(·)∗φˆ = 0, where φˆ is the mild solution to (3.4) with the final datum
φˆ(T ) = φˆT . This implies that φˆT ∈ E . Also,
lim
j→∞
GφT,j = GφˆT in X. (3.17)
It follows from (3.13) that |φT,j|Y ′ ≤ C
(|B(·)∗φj |Lp′(0,T ;U ′) + |GφT,j|X). Hence, by (3.16), for any
j > 2C, one has that |GφT,j |X ≥ 1
2C
, which, together with (3.17), indicates that φˆT 6= 0.
Step 3. In this step, we prove that φˆT ∈ (I− PE)Y ′.
By (3.13), for the above {φT,j}∞j=1 ⊆ (I− PE)Y ′,
|φT,n − φT,m|Y ′
≤ C
(
|B(·)∗φn −B(·)∗φm|Lp′ (0,T ;U ′) + |GφT,n −GφT,m|X
)
≤ C
( 1
n
+
1
m
+ |GφT,n −GφT,m|X
)
, for any m,n ∈ lN,
which implies that {φT,j}∞j=1 is a Cauchy sequence in Y ′. Since (I−PE)Y ′ is closed, φˆT ∈ (I−PE)Y ′.
This contradicts the fact that φˆT ∈ E and φˆT 6= 0. Hence, (3.14) holds, provided that φT belongs
to the finite codimensional subspace Y˜ = (I− PE)Y ′.
Next, we prove that (2) implies (1). Assume that there is a finite dimensional subspace Y3
of Y ′, such that Y ′ = span{Y˜ , Y3}. Denote by PY3 and PY˜ the projections from Y ′ to Y3 and Y˜ ,
respectively. Also, for any φT ∈ Y ′, denote by F(φT ) the associated solution φ to (3.4). Then by
(3.14), for any φT ∈ Y ′, it holds that
|φT |Y ′ ≤ |PY3φT |Y ′ + |PY˜ φT |Y ′ ≤ |PY3φT |Y ′ + C
∣∣B(·)∗F(P
Y˜
φT )
∣∣
Lp′ (0,T ;U ′)
≤ C(|PY3φT |Y ′ + ∣∣B(·)∗F(PY3φT )∣∣Lp′(0,T ;U ′))+C∣∣B(·)∗φ∣∣Lp′(0,T ;U ′). (3.18)
Define a linear operator:
G : Y ′ → Y ′ × Lp′(0, T ;U ′), G(φT ) =
(
PY3φT , B(·)∗F(PY3φT )
)
, ∀ φT ∈ Y ′.
Since PY3 is compact, G is also compact from Y
′ to the Banach space X = Y ′ × Lp′(0, T ;U ′) and
therefore, (3.13) follows from (3.18).
4 Finite codimensional approximate controllability
This section is devoted to a characterization of the finite codimensional approximate controllability.
The main result of this section is stated as follows.
Theorem 4.1 Suppose that (A) holds. Then the following three assertions are equivalent:
(1) The system (3.1) is finite codimensional approximately controllable in Y .
(2) spanM (in (3.3)) is a finite codimensional subspace of Y .
(3) There is a finite dimensional subspace Ŷ of Y ′, such that for any solution φ to (3.4),
B(·)∗φ = 0, if and only if φT ∈ Ŷ .
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Proof. First, by Definition 2.3 and (3.3), it is obvious that (1) and (2) are equivalent.
Next, we prove that (2) implies (3). Define a linear operator L : Up → Y as L(u(·)) =
y(T ;u), ∀u(·) ∈ Up, where y(·;u) is the mild solution to (3.1) associated to u. Denote by R(L) the
range of the operator L. Then L is a bounded linear operator and spanM = R(L). Therefore, (2)
means that R(L) is a finite codimensional subspace of Y . Also, it is easy to show that the adjoint
operator L∗ : Y ′ → (Up)′ of L is L∗(φT ) = B(·)∗φ, where φ is the mild solution to (3.4) associated
to φT ∈ Y ′. Since
ker(L∗) =
(R(L))⊥ △= {g ∈ Y ′ ∣∣ 〈g, x〉Y ′,Y = 0, ∀ x ∈ R(L)},
it suffices to show that
(R(L))⊥ is finite dimensional.
Since R(L) is finite codimensional in Y , there exists a finite dimensional subspace Y0 of Y ,
such that Y0 ⊕ R(L) = Y . Denote by m0 and lPY0 the dimension of Y0 and the projection
operator from Y to Y0, respectively. Since Y0 is finite dimensional, PY0 is well defined and a
bounded linear operator. If
(R(L))⊥ is infinite dimensional in Y ′, there exist linearly indepen-
dent f1, f2, · · · , fm0+1 ∈
(R(L))⊥. For the above given fj (j = 1, · · · ,m0 + 1), define a bounded
linear functional f˜j on Y0 as the limitation of fj on Y0. Since f˜j ∈ Y ′0 (j = 1, · · · ,m0 + 1), the
dimension of span {f˜1, · · · , f˜m0+1} is not larger than m0. Hence, there exists a nonzero vector
(a1, · · · , am0+1)⊤ ∈ lRm0+1, such that
m0+1∑
j=1
aj f˜j(x) = 0, ∀ x ∈ Y0. Notice that for any x ∈ Y ,
m0+1∑
j=1
ajfj(x) =
m0+1∑
j=1
ajfj
(
PY0x+ (I− PY0)x
)
=
m0+1∑
j=1
ajfj(PY0x) =
m0+1∑
j=1
aj f˜j(PY0x) = 0.
This implies that
m0+1∑
j=1
ajfj = 0 in Y
′. This contradicts the linear independence of f1, · · · , fm0+1.
Finally, we prove that (3) implies (2). By (3), ker(L∗) =
(R(L))⊥ is finite dimensional in Y ′.
Assume that its dimension is m1. If R(L) is not finite codimensional, then there exist xj /∈ R(L)
(j = 1, · · · ,m1 + 1), which are linearly independent in Y . Let Y1 = span {x1, · · · , xm1+1} ⊕ R(L).
Then Y1 is closed and for any x ∈ Y1, there exists a vector (a1,x, · · · , am1+1,x)⊤ ∈ lRm1+1, such that
x =
m1+1∑
j=1
aj,xxj + x˜ for some x˜ ∈ R(L). Define a functional gj (j = 1, · · · ,m1+1) on Y1 as follows:
gj(x) = aj,x, ∀ x =
m1+1∑
j=1
aj,xxj + x˜ ∈ Y1.
It is obvious that gj is linear and bounded. By the Hahn-Banach theorem, gj has an extension
g˜j ∈ Y ′, such that gj(x) = g˜j(x) for all x ∈ R(L). Hence, {g˜j}m1+1j=1 ⊆
(R(L))⊥ and g˜1, · · · , g˜m1+1
are linearly independent in Y ′. This contradicts the fact that the dimension of
(R(L))⊥ is m1.
Furthermore, suppose that the equation (3.4) satisfies the following forward uniqueness:
(U) For any solution φ to (3.4), if φ(0) = 0, then φ(·) = 0 in [0, T ].
Then, it is easy to show the following equivalence result.
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Corollary 4.1 Assume that (U) holds. Then the following two assertions are equivalent:
(1) There is a finite dimensional subspace Ŷ of Y ′, such that for any solution φ to (3.4),
B(·)∗φ = 0, if and only if φT ∈ Ŷ .
(2) There is a finite dimensional subspace Ŷ of Y ′, such that for any solution φ to (3.4),
B(·)∗φ = 0, if and only if φ(0) ∈ Ŷ .
5 Applications to optimal control problems with state constraints
In this section, as applications of results on the finite codimensional exact controllability in Sec-
tion 3, we study the finite codimensionality (H) for the optimal control problem (P) with state
constraints in Section 2.
In the following, suppose that (u(·), y(·)) is an optimal pair of the optimal control problem (P).
We will study its necessary conditions in two different cases.
Case 1. The optimal control problem (P) without control constraints.
First, we give the following hypotheses:
(A11) Let f : [0, T ] × Y × U → Y and f0 : [0, T ] × Y × U → lR be strongly measurable with
respect to t in (0, T ), and continuously Fre´chet differentiable with respect to (y, u) in Y × U
with f(t, ·, ·), fy(t, ·, ·), fu(t, ·, ·), f0(t, ·, ·), f0y (t, ·, ·) and f0u(t, ·, ·) being continuous. Moreover, for
any u(·) ∈ U2 and y(·) ∈ C([0, T ];Y ),
fy(·, y(·), u(·)) ∈ L1(0, T ;L(Y )), f0y (·, y(·), u(·)) ∈ L1(0, T ;Y ′), f0(·, y(·), u(·)) ∈ L1(0, T ),
fu(·, y(·), u(·)) ∈ L2(0, T ;L(U ;Y )) and f0u(·, y(·), u(·)) ∈ L2(0, T ;U ′).
(A12) p = 2 and U˜ = U .
Under the above assumptions, U [0, T ] = U2 = L2(0, T ;U). For any T > 0, y0 ∈ Y and u(·) ∈ U2,
(2.2) admits a mild solution y(·) = y(·; y0, u) ∈ C([0, T ];Y ) corresponding to the initial value y0
and the control u. Also, we write J(y0, u(·)) = J(u(·), y(·)).
Consider the following linear control system:{
ξ˜t(t) = Aξ˜(t) + fy(t, y(t), u(t))ξ˜(t) + fu(t, y(t), u(t))v(t), t ∈ (0, T ],
ξ˜(0) = y0,
(5.1)
where v(·) ∈ U2 and set
M1 =
{
ξ˜(T )− y1 ∈ Y
∣∣∣ ξ˜ is the solution to (5.1) with some v(·) ∈ U2 satisfying that |v|U2 ≤ 1
and (y0, y1) ∈ S
}
.
Further, let ψ1 be the mild solution to the following equation:{
ψ1,t(t) = −A∗ψ1(t)− ψ01f0y (t, y(t), u(t))− fy(t, y(t), u(t))∗ψ1(t), t ∈ (0, T ],
ψ1(T ) = ψ
1
T ,
(5.2)
where (ψ01 , ψ
1
T ) ∈ lR× Y ′. Then, similar to [31], using a convex variation technique, we can derive
a necessary condition for the optimal pair (u(·), y(·)) as follows.
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Proposition 5.1 Assume that (A11) and (A12) hold, and M1 is finite codimensional in Y .
Then there exists a pair (ψ01 , ψ
1
T ) ∈ lR × Y ′, such that for the corresponding solution ψ1 to (5.2),
(ψ01 , ψ1(·)) 6= (0, 0) and
fu(t, y(t), u(t))
∗ψ1(t) + ψ
0
1f
0
u(t, y(t), u(t)) = 0, a.e. t ∈ (0, T ). (5.3)
Proof. The proof is divided into four steps.
Step 1. For any ε > 0, y0 ∈ Y and u(·) ∈ U2, set Jˆ(y0, u(·)) = J(y0, u(·)) − J(y0, u(·)) and
Jε(y0, u(·)) =
{[
dS(y0, y(T ; y0, u))
]2
+
[
Jˆ(y0, u(·)) + ε
]2}1/2
,
where y0 = y(0) and dS(y0, y1) = inf
(y0,y1)∈S
[|y0 − y0|2 + |y1 − y1|2]1/2. Then Jε(·, ·) is continuous on
Y × U2 and
Jε(y0, u(·)) = ε ≤ inf
(y0,u(·))∈Y×U2
Jε(y0, u(·)) + ε.
By the Ekeland variational principle, there exists a pair (yε0, uε(·)) ∈ Y × U2, such that
Jε(y
ε
0, uε(·)) ≤ Jε(y0, u(·)), |yε0 − y0|Y + |uε(·)− u(·)|U2 ≤
√
ε,
and
−√ε[|yε0 − y0|Y + |uε(·) − v(·)|U2 ] ≤ Jε(y0, v(·)) − Jε(yε0, uε(·)), ∀ (y0, v(·)) ∈ Y × U2. (5.4)
Step 2. Set yε(·) = y(·; yε0, uε) and for any ρ > 0, ν ∈ Y and v(·) ∈ U2, write uρε(·) = uε(·) +
ρv(·), yε,ρ0 = yε0 + ρν, yρε(·) = y(·; yε,ρ0 , uρε),
zε(·) = lim
ρ→0
yρε(·)− yε(·)
ρ
and z0ε = lim
ρ→0
Jˆ(yε,ρ0 , u
ρ
ε(·)) − Jˆ(yε0, uε(·))
ρ
.
Then it is easy to check that zε(·) and z0ε , respectively, satisfy that{
zε,t(t) = Azε(t) + fy(t, yε(t), uε(t))zε(t) + fu(t, yε(t), uε(t))v(t), t ∈ (0, T ],
zε(0) = ν,
and
z0ε =
∫ T
0
[
〈f0y (t, yε(t), uε(t)), zε(t)〉Y ′,Y + 〈f0u(t, yε(t), uε(t)), v(t)〉U ′ ,U
]
dt.
Furthermore, by the definition of Jε(·, ·), as ρ→ 0,
Jε(y
ε,ρ
0 , u
ρ
ε(·)) − Jε(yε0, uε(·))
ρ
→ z0εψ01,ε + 〈ψ11,ε, ν〉Y ′,Y + 〈ψ21,ε, zε(T )〉Y ′,Y , (5.5)
where
ψ01,ε =
Jˆ(yε0, uε(·)) + ε
Jε(y
ε
0, uε(·))
, ψ11,ε =
dS(y
ε
0, yε(T ))aε
Jε(y
ε
0, uε(·))
and ψ21,ε =
dS(y
ε
0, yε(T ))bε
Jε(y
ε
0, uε(·))
with |aε|2Y ′ + |bε|2Y ′ = 1, |ψ01,ε|2 + |ψ11,ε|2Y ′ + |ψ21,ε|2Y ′ = 1, and
〈aε, y0 − yε0〉Y ′,Y + 〈bε, y1 − yε(T )〉Y ′,Y ≤ 0, for any (y0, y1) ∈ S. (5.6)
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On the other hand, by (5.4),
Jε(y
ε,ρ
0 , u
ρ
ε(·)) − Jε(yε0, uε(·)) ≥ −
√
ερ
(|ν|Y + |v(·)|U2). (5.7)
(5.5) and (5.7) imply that for any ε > 0,
−√ε[|ν|Y + |v(·)|U2] ≤ z0εψ01,ε + 〈ψ11,ε, ν〉Y ′,Y + 〈ψ21,ε, zε(T )〉Y ′,Y . (5.8)
Step 3. Without loss of generality, we assume that as ε → 0, ψ11,ε → ψ11 weakly∗ in Y ′, ψ21,ε →
ψ1T weakly
∗ in Y ′, ψ01,ε → ψ01 in lR, z0ε → z0 in lR, and sup
t∈[0,T ]
|zε(t)− z(t)|Y → 0. Then by (5.8),
z0ψ01 + 〈ψ11 , ν〉Y ′,Y + 〈ψ1T , z(T )〉Y ′,Y ≥ 0, for any (ν, v(·)) ∈ Y × U2, (5.9)
where z0 and z(·) satisfy, respectively, that
z0 =
∫ T
0
[
〈f0y (t, y(t), u(t)), z(t)〉Y ′,Y + 〈f0u(t, y(t), u(t)), v(t)〉U ′ ,U
]
dt
and {
zt(t) = Az(t) + fy(t, y(t), u(t))z(t) + fu(t, y(t), u(t))v(t), t ∈ (0, T ],
z(0) = ν.
(5.10)
On the other hand, let ψ1 be the solution to (5.2) associated to the above (ψ
0
1 , ψ
1
T ) ∈ lR× Y ′.
By (5.2), (5.9) and (5.10), choose ν = 0 and it is easy to find that∫ T
0
[
〈ψ01f0u(t, y(t), u(t)), v(t)〉Y ′,Y + 〈fu(t, y(t), u(t))∗ψ1, v(t)〉Y ′,Y
]
dt = 0, ∀ v(·) ∈ U2.
This implies the necessary condition (5.3).
Step 4. The finite codimensionality of M1 is given to guarantee that (ψ
0
1 , ψ1(·)) 6= (0, 0). Indeed,
if ψ01 = 0, there exists a δ0 > 0, such that for sufficiently small ε > 0, |ψ11,ε|2Y ′ + |ψ21,ε|2Y ′ ≥ δ0. Also,
by (5.8) and (5.6), it follows that for any (ν, v(·)) ∈ Y × U2 with |ν|Y ≤ 1 and |v(·)|U2 ≤ 1,
〈ψ11,ε, ν − y0 + y0〉Y ′,Y + 〈ψ21,ε, z(T )− y1 + y(T )〉Y ′,Y
≥ −√ε[|ν|Y + |v(·)|U2]+ ψ01,εz0 + ψ01,ε(z0 − z0ε )− 〈ψ11,ε, y0 − y0〉Y ′,Y
−〈ψ21,ε, y1 − y(T )〉Y ′,Y + 〈ψ21,ε, z(T )− zε(T )〉Y ′,Y
≥ −2√ε− |ψ01,εz0| − |z0 − z0ε | − |yε0 − y0|Y − |yε(T )− y(T )|Y − |zε(T )− z(T )|Y
△
= −δε → 0, as ε→ 0.
Then, by Proposition 3.5 and Lemma 3.6 in [31], if M1 is finite codimensional in Y , (ψ
0
1 , ψ
1
1 , ψ
1
T ) 6=
(0, 0, 0). This implies that (ψ01 , ψ1(·)) is nontrivial, since ψ11 = −ψ1(0).
In the following, we study the finite codimensionality of the set M1 under fixed endpoint con-
straints. Set S =
{
(y0, y1)
}
, where y0, y1 ∈ Y are arbitrarily given. Then the solution ξ˜ to (5.1)
can be rewritten as ξ˜ = z1 + η1, where z1 and η1 solve, respectively, that{
z1,t(t) = Az1(t) + fy(t, y(t), u(t))z1(t) + fu(t, y(t), u(t))v(t), t ∈ (0, T ],
z1(0) = 0,
(5.11)
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and {
η1,t(t) = Aη1(t) + fy(t, y(t), u(t))η1(t), t ∈ (0, T ],
η1(0) = y
0.
(5.12)
Set
M2 =
{
z1(T ) ∈ Y
∣∣∣ z1 is the solution to (5.11) with some v(·) ∈ U2 satisfying |v|U2 ≤ 1}. (5.13)
Then M1 =M2 +
{
η1(T )− y1
}
and therefore, M1 is finite codimensional in Y , if and only if M2 is
finite codimensional in Y .
By Theorems 3.1-3.3, one has the following equivalent assertions on the finite codimensionality
of M2.
Corollary 5.1 The following assertions are equivalent:
(1) The system (5.11) is finite codimensional exactly controllable in Y .
(2) There is a finite codimensional subspace Y˜ ⊆ Y ′, such that any solution φ to the equation:{
φt(t) = −A∗φ(t)− fy(t, y(t), u(t))∗φ(t), t ∈ (0, T ],
φ(T ) = φT ,
(5.14)
satisfies that
|φT |Y ′ ≤ C|fu(·, y(·), u(·))∗φ|L2(0,T ;U ′), ∀φT ∈ Y˜ .
(3) There is a compact operator G from Y ′ to a Banach space X, such that any solution φ to (5.14)
satisfies that
|φT |Y ′ ≤ C
(|fu(·, y(·), u(·))∗φ|L2(0,T ;U ′) + |GφT |X), ∀φT ∈ Y ′. (5.15)
(4) The set M2 (defined in (5.13)) is finite codimensional in Y .
Case 2. The optimal control problem (P) with certain control constraint.
First, we give the following hypothesis:
(A21) Let f : [0, T ] × Y × U˜ → Y and f0 : [0, T ] × Y × U˜ → lR satisfy that f and f0 are strongly
measurable with respect to t in (0, T ), and continuously Fre´chet differentiable with respect to y
in Y with f(t, ·, ·), fy(t, ·, ·), f0(t, ·, ·) and f0y (t, ·, ·) being continous, respectively. Moreover, there
exists a positive constant L, such that for any (t, y, u) ∈ [0, T ] × Y × U˜ ,
|fy(t, y, u)|L(Y ) + |f0y (t, y, u)|Y ′ + |f(t, 0, u)|Y + |f0(t, 0, u)| ≤ L.
(A22) For any (t, y, u) ∈ [0, T ]× Y × U˜ , f(t, y, u) = f1(t, y) +B(t)u with B ∈ L∞(0, T ;L(U ;Y )).
(A23) p =∞, U˜ ⊆ U is a bounded set and co U˜ has at least an interior point in U .
Under the above assumptions, U [0, T ] =
{
u ∈ L∞(0, T ;U)
∣∣∣ u : (0, T ) → U˜ is measurable}, and
for any T > 0, y(0) ∈ Y and u(·) ∈ U [0, T ], (2.2) admits a mild solution y(·) ∈ C([0, T ];Y ) and
f0(·, y(·), u(·)) ∈ L1(0, T ). Also, the assumptions (H1) and (H2) on Page 130 in [31] hold.
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Consider the following linear system:{
ξ̂t(t) = Aξ̂(t) + f1,y(t, y(t))ξ̂(t) +B(t)[v(t)− u(t)], t ∈ (0, T ],
ξ̂(0) = y0,
(5.16)
where v ∈ U [0, T ] and set
M3 =
{
ξ̂(T )− y1 ∈ Y
∣∣∣ ξ̂ is the solution to (5.16) with some v(·) ∈ U [0, T ] and (y0, y1) ∈ S}.
By Theorem 1.6 on Page 135 in [31], if M3 is finite codimensional in Y , then the optimal pair
(u(·), y(·)) for the optimal control problem (P) satisfies Pontryagin type maximum principle, that
is, there exists a nontrivial pair (ψ02 , ψ2(·)) ∈ lR× C([0, T ];Y ′), such that{
ψ2,t(t) = −A∗ψ2(t)− ψ02f0y (t, y(t), u(t))− f1,y(t, y(t))∗ψ2(t), t ∈ (0, T ],
ψ2(T ) ∈ Y ′,
and H(t, y(t), u(t), ψ02 , ψ2(t)) = max
u∈U˜
H(t, y(t), u, ψ02 , ψ2(t)), a.e. t ∈ (0, T ), where
H(t, y, u, ψ0, ψ) = ψ0f0(t, y, u) + 〈ψ, f(t, y, u)〉Y ′,Y , ∀ (t, y, u, ψ0, ψ) ∈ [0, T ]× Y × U˜ × lR× Y ′.
In the rest of this section, we study the finite codimensionality of M3 with fixed endpoint
constraints. Set S =
{
(y0, y1)
}
with y0, y1 ∈ Y arbitrarily given. Then the solution ξ̂ to (5.16) can
be rewritten as ξ̂ = z2 + η2, where z2 and η2 satisfy, respectively, that{
z2,t(t) = Az2(t) + f1,y(t, y(t))z2(t) +B(t)v(t), t ∈ (0, T ],
z2(0) = 0,
(5.17)
and {
η2,t(t) = Aη2(t) + f1,y(t, y(t))η2(t)−B(t)u(t), t ∈ (0, T ],
η2(0) = y
0.
Set
M4 =
{
z2(T ) ∈ Y
∣∣∣ z2 is the solution to (5.17) with some v(·) ∈ U [0, T ]}. (5.18)
Then M3 =M4 +
{
η2(T )− y1
}
and therefore, M3 is finite codimensional in Y , if and only if M4 is
finite codimensional in Y . Moreover, write
U˜ = U [0, T ] = {u ∈ U∞ ∣∣∣ u : (0, T )→ U˜ is measurable}.
By (A23), U˜ is a bounded subset of U∞ and co U˜ has at least an interior point in U∞.
By Theorems 3.1-3.3, one has the following result on the finite codimensionality of M4.
Corollary 5.2 The following assertions are equivalent:
(1) The system (5.17) is finite codimensional exactly controllable in Y .
(2) There is a finite codimensional subspace Y˜ ⊆ Y ′, such that any solution φ to the equation{
φt(t) = −A∗φ(t)− f1,y(t, y(t))∗φ(t), t ∈ (0, T ],
φ(T ) = φT ,
(5.19)
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satisfies that
|φT |Y ′ ≤ C|B(·)∗φ|L1(0,T ;U ′), ∀φT ∈ Y˜ . (5.20)
(3) There is a compact operator G from Y ′ to a Banach space X, such that any solution φ to (5.19)
satisfies that
|φT |Y ′ ≤ C
(|B(·)∗φ|L1(0,T ;U ′) + |GφT |X), ∀φT ∈ Y ′.
(4) The set M4 (defined in (5.18)) is finite codimensional in Y .
Remark 5.1 Similar to the proofs of [48, Theorem1.1] and Theorem 3.2 in this paper, one can get
a weaker criterion than the estimate (5.20). Indeed, (5.20) is true, if and only if there is a finite
codimensional subspace Y˜ ⊆ Y ′ such that for any solution φ to (5.19), it holds that
|φT |Y ′ ≤ C|B(·)∗φ|L2(0,T ;U ′), ∀ φT ∈ Y˜ .
6 Two examples
In this section, two examples on linear quadratic control (LQ for short) problems with fixed endpoint
constraints for wave and heat equations are presented, respectively. By the finite codimensional ex-
act controllability and its equivalent assertions introduced in this paper, the finite codimensionality
of the sets appeared in these optimal control problems will be verified very easily.
6.1 Example 1. An LQ problem for wave equations
1) Formulation of problem
Recall that Ω ⊂ lRn is a bounded domain with a C∞ boundary ∂Ω. Put Q = Ω × (0, T ) and
Σ = ∂Ω× (0, T ). Assume that ω is a nonempty open subset of Ω. Denote by χω the characteristic
function of ω. Consider the following wave equation:
ytt −∆y + a(x, t)y = χωu in Q,
y = 0 on Σ,
y(0) = y0, yt(0) = y1 in Ω,
(6.1)
where u ∈ L2(Q) is the control variable and (y, yt) is the state variable, (y0, y1) ∈ H10 (Ω)× L2(Ω)
is an initial value, and a(·) ∈ L∞(Q). For a given (y0, y1) ∈ H10 (Ω)× L2(Ω), set
Uad =
{
u(·) ∈ L2(Q)
∣∣∣ the solution y to (6.1) satisfies that (y(T ), yt(T )) = (y0, y1)}
and
J(u(·)) = 1
2
∫
Q
[
q(x, t)|y(x, t)|2 + r(x, t)|u(x, t)|2]dxdt,
where y(·) is the solution to (6.1) associated to u(·), and q, r ∈ L∞(Q) are given functions.
Assume that (u(·), y(·)) is an optimal pair of the optimal control problem:
J(u(·)) = inf
u(·)∈Uad
J(u(·)),
and set
M5 =
{
(y(T ), yt(T )) ∈ H10 (Ω)× L2(Ω)
∣∣∣ y is the solution to (6.1) with (y0, y1) = (0, 0),
and some u(·) ∈ L2(Q) satisfying |u|L2(Q) ≤ 1
}
.
(6.2)
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Consider the following equation:
ψtt −∆ψ + a(x, t)ψ − ψ0q(x, t)y(x, t) = 0 in Q,
ψ = 0 on Σ,
ψ(T ) = ψ1, ψt(T ) = ψ2 in Ω,
(6.3)
where ψ0 ∈ lR and (ψ1, ψ2) ∈ L2(Ω) × H−1(Ω). It is easy to check that (A11) and (A12) in
Proposition 5.1 hold. Hence, one has the following result.
Proposition 6.1 If M5 is finite codimensional in H
1
0 (Ω)×L2(Ω), then there exist (ψ0, ψ1, ψ2) ∈
lR× L2(Ω)×H−1(Ω), such that for the corresponding solution ψ to (6.3), (ψ0, ψ(·)) 6= (0, 0) and
ψ0r(x, t)u(x, t) + χωψ(x, t) = 0, a.e. (x, t) ∈ Q.
2) The geometric control condition and finite codimensionality
In this part, under some mild assumptions, we prove that the set M5 (in Proposition 6.1) is
finite codimensional in H10 (Ω)× L2(Ω), if and only if the geometric control condition for (Ω, ω, T )
in (6.1) holds. To begin with, let us recall some related definitions on this condition (see [4] and
also [14, 19, 26, 35] for more details and related results).
Definition 6.1 (1) For a wave operator W = ∂tt−∆, a null bicharacteristic (t(·), xˆ(·), τ(·), p(·)) :
lR→ lR2(n+1) is defined to be a solution to the system:{
ts(s) = 2τ(s), xˆs(s) = −2p(s),
τs(s) = 0, ps(s) = 0,
(6.4)
with t(0) = 0, τ(0) = 1/2, xˆ(0) = xˆ0 ∈ lRn and p(0) = p0 ∈ lRn satisfying that |p0| = 1/2.
(t(·), xˆ(·), p(·)) is called a ray of W .
(2) For any T > 0 and open set Ω of lRn, (t(·), xˆ(·), p(·)) : [0, T ] → Ω× lRn with xˆ(0), xˆ(T ) ∈ Ω is
called a generalized ray of W in Ω, if there exists a partition 0 = s0 < s1 < · · · < sm = T for an
m ∈ lN, such that for any j = 0, 1, · · · ,m− 1, (xˆ(s), p(s))∣∣
sj≤s≤sj+1
= (xˆj(s), pj(s)) satisfies (6.4),
xˆ(sk) ∈ ∂Ω (k = 1, 2, · · · ,m− 1), and the following law of geometric optics holds:
pk+1(sk) = p
k(sk)− 2ν(xˆk(sk))⊤pk(sk)ν(xˆk(sk)),
where ν(x) denotes the unit outer normal vector on x ∈ ∂Ω. sk is called the k-th reflected instant
of this generalized ray. A generalized ray is denoted by
{
(t, xˆj(t), pj(t))
∣∣ t ∈ [sj, sj+1]}m−1j=0 .
(3) (Ω, ω, T ) in (6.1) is called to satisfy the geometric control condition, if for any generalized
ray
{
(t(s), xˆj(s), pj(s))
∣∣ s ∈ [sj , sj+1]}m−1j=0 of W in Ω, there are a j ∈ {0, 1, · · · ,m − 1} and
s0 ∈ [sj , sj+1], such that xˆj(s0) ∈ ω.
Remark 6.1 It is easy to show that a null bicharacteristics of W is a straight line in lR2(n+1).
Noting that t(s) ≡ s, in the rest of this paper, we simply denote by {(t, xˆ(t), p(t)) ∣∣ t ∈ [0, T ]} the
generalized ray.
In order to prove thatM5 is finite codimensional in H
1
0 (Ω)×L2(Ω) (in Proposition 6.1), consider
the following backward wave equation:
φtt −∆φ+ a(x, t)φ = 0 in Q,
φ = 0 on Σ,
φ(T ) = φ1, φt(T ) = φ2 in Ω,
(6.5)
where (φ1, φ2) ∈ L2(Ω)×H−1(Ω). By Corollary 5.1, we have the following result.
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Proposition 6.2 If (Ω, ω, T ) satisfies the geometric control condition, then M5 (defined in (6.2))
is finite codimensional in H10 (Ω)× L2(Ω).
Proof. First, denote by φ the solution to (6.5) and set φ = ξ1 + ξ2, where ξj (j = 1, 2) satisfy
ξ1,tt −∆ξ1 = 0 in Q,
ξ1 = 0 on Σ,
ξ1(T ) = φ1, ξ1,t(T ) = φ2 in Ω,
and 
ξ2,tt −∆ξ2 + a(x, t)φ = 0 in Q,
ξ2 = 0 on Σ,
ξ2(T ) = 0, ξ2,t(T ) = 0 in Ω.
(6.6)
Define operators G1, G2 and G3 as follows:
G1 : L
2(Ω)×H−1(Ω)→ L2(Q), G1(φ1, φ2) = φ, ∀(φ1, φ2) ∈ L2(Ω)×H−1(Ω),
where φ is the solution to (6.5) with the initial value (φ1, φ2);
G2 : L
2(Q)→ L∞(0, T ;H10 (Ω)) ∩W 1,∞(0, T ;L2(Ω)), G2(φ) = ξ2,
where ξ2 is the solution to (6.6) associated to φ ∈ L2(Q); and
G3 : L
∞(0, T ;H10 (Ω)) ∩W 1,∞(0, T ;L2(Ω))→ L2(Q), G3(ξ2) = ξ2.
Let G = G3G2G1. Then G : L
2(Ω)×H−1(Ω)→ L2(Q), G(φ1, φ2) = ξ2.
By the well-posedness results of wave equations, G is a compact operator. Since (Ω, ω, T ) fulfills
the geometric control condition, by [3], we have that
|(φ1, φ2)|2L2(Ω)×H−1(Ω) ≤ C
∫ T
0
∫
ω
ξ21dxdt, ∀ (φ1, φ2) ∈ L2(Ω)×H−1(Ω).
It follows that
|(φ1, φ2)|2L2(Ω)×H−1(Ω) ≤ C
∫ T
0
∫
ω
(φ2 + ξ22)dxdt ≤ C|χωφ|2L2(Q) + C|G(φ1, φ2)|2L2(Q).
Take Y ′ = L2(Ω) ×H−1(Ω) and X = L2(Q) in (5.15), and note that fu(·, y(·), u(·))∗φ = χωφ, by
Corollary 5.1, M5 (defined in (6.2)) is finite codimensional in H
1
0 (Ω)× L2(Ω).
Remark 6.2 By Theorem 3.1, the result in Proposition 6.2 implies that under the geometric control
condition, the wave equation (6.1) is finite codimensional exactly controllable. Note that under the
same condition, the exact controllability of this wave equation is still open. However, it is rather
easy to show the weaker finite codimensional controllability, while this controllability is enough for
us to study the optimal control problem with constraints.
Next, we prove that, under some mild assumptions, if the geometric control condition fails, the
system (6.1) is not finite codimensional exactly controllable any more. Hence, the finite codimen-
sionality of M5 fails in this case.
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Proposition 6.3 Assume that there is a generalized ray
{
(t, xˆj(t), pj(t))
∣∣ t ∈ [sj, sj+1]}m−1j=0 of W
in Ω, such that
(1) it does not meet ω, i.e., xj(t) 6∈ ω, for any j ∈ {0, 1, · · · ,m− 1} and t ∈ [sj , sj+1]; and
(2) it always meets ∂Ω transversally, i.e., ν(xˆk(sk))
⊤pk(sk) 6= 0, ∀ k ∈ {1, 2, · · · ,m− 1}, where sk
is the k-th reflected instant of this generalized ray.
Then the system (6.1) is not finite codimensional exactly controllable.
By Theorem 3.2, the finite codimensional exact controllability of the system (6.1) may be
reduced to a suitable observability estimate (3.5) for solutions φ to (6.5). Let φˆ(x, t) = φ(x, T − t).
Then it is easy to check that φˆ(·) solves
φˆtt −∆φˆ+ aˆ(x, t)φˆ = 0 in Q,
φˆ = 0 on Σ,
φˆ(0) = φ1, φˆt(0) = φ2 in Ω,
(6.7)
where aˆ(x, t) = a(x, T − t) and (φ1, φ2) ∈ L2(Ω) × H−1(Ω). Also, the observability estimate for
solutions φ to (6.5) is equivalent to the following one for solutions φˆ to (6.7):
|(φ1, φ2)|L2(Ω)×H−1(Ω) ≤ C|φˆ|L2(0,T ;L2(ω)), ∀ (φ1, φ2) ∈ M̂, (6.8)
where M̂ is a finite codimensional subspace of L2(Ω)×H−1(Ω).
As preliminaries to prove Proposition 6.3, some lemmas are given in order. First, consider the
following wave equation:
ϕtt −∆ϕ+
∫ t
0
aˆ(x, s)ϕs(x, s)ds = 0 in Q,
ϕ = 0 on Σ,
ϕ(0) = ϕ1, ϕt(0) = ϕ2 in Ω,
(6.9)
where (ϕ1, ϕ2) ∈ H10 (Ω) × L2(Ω). Then the observability estimate (6.8) for solutions φˆ to (6.7)
implies a suitable estimate for solutions ϕ to (6.9) (Notice that conversely, it may be untrue).
Lemma 6.1 If any solution φˆ to the equation (6.7) satisfies (6.8), then there exists a finite codi-
mensional subspace M6 of H
1
0 (Ω)× L2(Ω), such that solutions ϕ to (6.9) satisfy
|(ϕ1, ϕ2)|H1
0
(Ω)×L2(Ω) ≤ C|ϕt|L2(0,T ;L2(ω)), ∀ (ϕ1, ϕ2) ∈M6. (6.10)
Proof. For arbitrarily given (ϕ1, ϕ2) ∈ H10 (Ω)×L2(Ω), let ϕ be the corresponding solution to (6.9).
Set φˆ = ϕt. Then φˆ solves (6.7) with the initial value (φˆ(0), φˆt(0)) = (ϕ2,∆ϕ1) ∈ L2(Ω)×H−1(Ω).
By the assumption, there exists a finite dimensional subspace M6 of L
2(Ω) × H−1(Ω), such that
L2(Ω)×H−1(Ω) =M6 ⊕ M̂ , and for any (ϕ2,∆ϕ1) ∈ M̂ , it holds that
|(ϕ2,∆ϕ1)|L2(Ω)×H−1(Ω) ≤ C|ϕt|L2(0,T ;L2(ω)). (6.11)
Denote by A be the Laplacian operator with homogeneous Dirichlet boundary condition. Set
M7 =
{
(ϕ1, ϕ2) ∈ H10 (Ω)× L2(Ω)
∣∣∣ ϕ2 = φˆ1, ϕ1 = (−A)−1φˆ2 for some (φˆ1, φˆ2) ∈ M̂}.
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and
M8 =
{
(ϕ1, ϕ2) ∈ H10 (Ω)× L2(Ω)
∣∣∣ ϕ2 = φˆ1, ϕ1 = (−A)−1φˆ2 for some (φˆ1, φˆ2) ∈M6}
Then by (6.11), it is clear that (6.10) holds. Also, M8 is finite dimensional and H
1
0 (Ω)× L2(Ω) =
M7 ⊕M8. The proof is completed.
Further, a priori estimate for a compact operator is presented.
Lemma 6.2 Assume that G is a compact operator from H10 (Ω) × L2(Ω) to itself. Then for any
δ > 0, there is a positive constant C such that
|G(ϕ1, ϕ2)|H1
0
(Ω)×L2(Ω)
≤ δ|(ϕ1, ϕ2)|H1
0
(Ω)×L2(Ω) +C|(ϕ1, ϕ2)|L2(Ω)×H−1(Ω), ∀ (ϕ1, ϕ2) ∈ H10 (Ω)× L2(Ω).
(6.12)
Proof. Assume that (6.12) fails. Then there exist δ0 > 0 and a sequence {(ϕ1,n, ϕ2,n)}∞n=1 in
H10 (Ω)× L2(Ω), such that for any n ∈ lN,
∣∣G(ϕ1,n, ϕ2,n)∣∣H1
0
(Ω)×L2(Ω)
= 1,∣∣(ϕ1,n, ϕ2,n)∣∣H1
0
(Ω)×L2(Ω)
≤ 1
δ0
,
|(ϕ1,n, ϕ2,n)|L2(Ω)×H−1(Ω) ≤
1
n
.
(6.13)
Hence, there exist a subsequence of {(ϕ1,n, ϕ2,n)}∞n=1 (still denoted by itself) and (ϕ1, ϕ2) ∈ H10 (Ω)×
L2(Ω), such that
(ϕ1,n, ϕ2,n)→ (ϕ1, ϕ2) weakly in H10 (Ω)× L2(Ω) as n→ +∞.
Since the embedding from H10 (Ω)× L2(Ω) to L2(Ω)×H−1(Ω) is compact, then
lim
n→∞
(ϕ1,n, ϕ2,n) = (ϕ1, ϕ2) weakly in L
2(Ω)×H−1(Ω).
This, together with the third inequality in (6.13), deduces that (ϕ1, ϕ2) = (0, 0). Noting that G is
compact, we obtain that
lim
n→∞
G(ϕ1,n, ϕ2,n) = G(ϕ1, ϕ2) in H
1
0 (Ω)× L2(Ω),
which implies that |G(ϕ1, ϕ2)|H1
0
(Ω)×L2(Ω) = 1. It contradicts that (ϕ1, ϕ2) = (0, 0). Hence, (6.12)
holds.
Further, we construct a family of solutions to the equation (6.9).
Lemma 6.3 Suppose that all assumptions in Proposition 6.3 hold and aˆ ∈ L∞(0, T ;W 1,∞(Ω)).
Then there exist a family of solutions {ϕε}ε>0 to (6.9), and positive constants c1 and c2, independent
of |∇aˆ|L∞(Q), such that for any 0 < ε < 1,
|ϕε,t(·, 0)|L2(Ω) ≥ c1,
|ϕε,t(·, 0)|L2(Ω) ≤ c2, |ϕε(·, 0)|H1
0
(Ω) ≤ c2,
|ϕε|H1(0,T ;L2(ω)) = (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε1/2),
|ϕε(·, 0)|L2(Ω) + |ϕε,t(·, 0)|H−1(Ω) = O(ε1/2),
(6.14)
where O(εα) denotes a function of order εα for α > 0.
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The proof of Lemma 6.3 is similar to that of Theorem 7.1 in [19]. We shall only give its sketch in
Appendix for completeness.
Now, we are in a position to prove Proposition 6.3.
Proof of Proposition 6.3. Assume that the system (6.1) is finite codimensional exactly control-
lable. Then by Theorem 3.2 and Lemma 6.1, there are a finite dimensional subspace M8 and finite
codimensional subspace M7 of H
1
0 (Ω)× L2(Ω), such that H10 (Ω)× L2(Ω) =M8 ⊕M7, and for any
(ϕ1, ϕ2) ∈ M7, the corresponding solution ϕ to the equation (6.9) satisfies (6.10). Denote by PM8
the projection from H10 (Ω)× L2(Ω) to M8. Then for any (ϕ1, ϕ2) ∈ H10 (Ω)× L2(Ω), it holds that
|(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω)
= |(ϕ1, ϕ2)− PM8(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω) + |PM8(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω)
≤ C|ϕˆt|2L2(0,T ;L2(ω)) + |PM8(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω)
≤ C|ϕt|2L2(0,T ;L2(ω)) + C|ϕˇt|2L2(0,T ;L2(ω)) + |PM8(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω)
≤ C(|ϕt|2L2(0,T ;L2(ω)) + |PM8(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω)
)
,
(6.15)
where ϕˆ and ϕˇ are the solutions to the equation (6.9), respectively, with the initial values (ϕ1, ϕ2)−
PM8(ϕ1, ϕ2) and PM8(ϕ1, ϕ2).
Since PM8 is compact, by Lemma 6.2, for any ρ > 0,
|PM8(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω) ≤ ρ|(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω) + C|(ϕ1, ϕ2)|2L2(Ω)×H−1(Ω).
This, together with (6.15), implies that
|(ϕ1, ϕ2)|2H1
0
(Ω)×L2(Ω)
≤ C|ϕt|2L2(0,T ;L2(ω)) + C|(ϕ1, ϕ2)|2L2(Ω)×H−1(Ω). (6.16)
For aˆ(·) ∈ L∞(Q) and any ρ > 0, there exists a function aρ(·) ∈ L∞(0, T ;W 1,∞(Ω)), such that
|aρ − aˆ|L2(Q) < ρ and |aρ|L∞(Q) ≤ C, where C is independent of ρ. For any ε > 0, by Lemma 6.3,
there exist (ϕρε,1, ϕ
ρ
ε,2) ∈ H10 (Ω)×L2(Ω), such that the solution ϕρε(·) to (6.9) with aˆ(·) = aρ(·) and
(ϕ1, ϕ2) = (ϕ
ρ
ε,1, ϕ
ρ
ε,2) satisfies the conclusions in (6.14). More precisely,
|ϕρε,t(·, 0)|L2(Ω) ≥ c1,
|ϕρε,t(·, 0)|L2(Ω) ≤ c2, |ϕρε(·, 0)|H1
0
(Ω) ≤ c2,
|ϕρε |H1(0,T ;L2(ω)) = (|aρ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε1/2),
|ϕρε(·, 0)|L2(Ω) + |ϕρε,t(·, 0)|H−1(Ω) = O(ε1/2),
where c1 and c2 are independent of ρ and ε. Denote by ψ
ρ
ε (·) the solution to (6.9) with aˆ(·) ∈ L∞(Q)
and (ϕ1, ϕ2) = (ϕ
ρ
ε,1, ϕ
ρ
ε,2). Set z
ρ
ε (·) = ϕρε(·)− ψρε (·). Then zρε (·) satisfies
zρε,tt −∆zρε +
∫ t
0
aρ(x, s)z
ρ
ε,s(x, s)ds =
∫ t
0
[a˜(x, s)− aρ(x, s)]ψρε,s(x, s)ds in Q,
zρε = 0 on Σ,
zρε (0) = 0, z
ρ
ε,t(0) = 0 in Ω,
and
|zρε |H1(0,T ;L2(ω)) ≤ Cρ|ψρε,t|L2(Q) ≤ Cρ(|ϕρε,1|H10 (Ω) + |ϕ
ρ
ε,2|L2(Ω)) ≤ Cc2ρ.
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Hence,
|ψρε |H1(0,T ;L2(ω)) ≤ Cc2ρ+ C(|aρ|L∞(0,T ;W 1,∞(Ω)) + 1)ε1/2.
By (6.16), it follows that
c1 ≤ Cc2ρ+ C(|aρ|L∞(0,T ;W 1,∞(Ω)) + 1)ε1/2 + Cε1/2.
Take ρ > 0 sufficiently small, such that Cc2ρ < c1/2. Then, choose ε > 0 small enough, such that
C(|aρ|L∞(0,T ;W 1,∞(Ω)) + 1)ε1/2 + Cε1/2 < c1/2. This leads to a contradiction. Hence, the system
(6.1) is not finite codimensional exactly controllable.
6.2 Example 2. An LQ problem for heat equations
Consider the following heat equation:
yt −∆y = χωu in Q,
y = 0 on Σ,
y(0) = y0 in Ω,
(6.17)
where u ∈ L2(Q) is the control variable, y is the state variable and y0 ∈ L2(Ω) is an initial value.
Set
Uad =
{
u(·) ∈ L2(Q)
∣∣ the solution y of (6.17) satisfies that y(T ) = 0}
and
J(u(·)) = 1
2
∫
Q
[
q(x, t)|y(x, t)|2 + r(x, t)|u(x, t)|2]dxdt,
where y(·) is the solution to (6.17) associated to u(·), and q, r ∈ L∞(Q) are given functions. Assume
that (u(·), y(·)) is an optimal pair of the optimal control problem:
J(u(·)) = inf
u(·)∈Uad
J(u(·)).
Write
M9 =
{
y(T ) ∈ L2(Ω)
∣∣∣ y is the solution to (6.17) with y0 = 0 and v ∈ L2(Q) : |v|L2(Q) ≤ 1}.
Then similar to the argument of Proposition 6.1, in order to guarantee (2.3) in Pontryagin type
maximum principle to hold, it is required to check if the set M9 is finite codimensional. By
Corollary 5.1 and a contradiction argument, it is easy to check the following negative result on the
finite codimensionality for the heat equation.
Proposition 6.4 For any Ω, ω and T > 0, M9 is not finite codimensional in L
2(Ω).
Proof. By Corollary 5.1, it suffices to prove that (5.15) fails for the following heat equation:
φt +∆φ = 0 in Q,
φ = 0 on Σ,
φ(T ) = φT in Ω,
(6.18)
with φT ∈ L2(Ω). In (5.15), take U ′ = Y ′ = L2(Ω) and notice that fu(·, y(·), u(·))∗φ = χωφ.
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Assume that {φj}∞j=1 are the solutions to (6.18) corresponding to terminal values {φjT }∞j=1 ⊆
L2(Ω) with |φjT |L2(Ω) = 1. Then there are a subsequence of {φjT }∞j=1 (still denoted by itself) and
φT ∈ L2(Ω), such that as j →∞,
φjT → φT weakly in L2(Ω), φj → φ in L2(Q) and G(φjT )→ G(φT ) in X, (6.19)
where φ is the solution to (6.18) associated to φT and G is a compact operator from L
2(Ω) to a
Banach space X. If (5.15) is true, then for any j ∈ lN,
|φjT |L2(Ω) ≤ C
(|φj |L2(Q) + |GφjT |X).
By (6.19), this implies lim
j→∞
φjT = φT in L
2(Ω), which leads to a contradiction. Therefore, the set
M9 is not finite codimensional in L
2(Ω).
Proposition 6.4 indicates that the finite codimensionality of M9 fails for an LQ problem of heat
equations with fixed endpoint constraints. Hence, the non-triviality of the Lagrange type multiplier
cannot be established by the method introduced in this paper.
7 Appendix
This section is devoted to proving Lemma 6.3.
Proof of Lemma 6.3. We shall borrow some ideas from [19, 36, 39]. The proof is divided into
four steps.
Step 1. We construct highly concentrated approximate solutions to the hyperbolic equation:
ϕtt −∆ϕ+ F (ϕ) = 0 in lRn × [−T, T ], (7.1)
where F (ϕ) =
∫ t
0
aˆ(x, s)ϕs(x, s)ds and aˆ ∈ L∞(0, T ;W 1,∞(lRn)).
Given a generalized ray (xˆ(·), p(·)) of the wave operatorW , for any ε ∈ (0, 1), construct a family
of approximate solutions φε to the equation (7.1) as
φε(x, t) = ε
1−n
4 c(t)eiψ(x,t)/ε + ε2−
n
4
∫ t
0
A(s)eiψ(x,s)/εds, (7.2)
with
ψ(x, t) = p⊤(t)[x− xˆ(t)] + 1
2
[
x− xˆ(t)]⊤M(t)[x− xˆ(t)],
whereM(t) is a complex symmetric matrix with positive definite imaginary part. The construction
of approximate solutions φε means an appropriate choice of c(·), M(·) and A(·).
Notice that in the subsequent estimates, we are only concerned with the dependence of constants
on |∇aˆ|L∞(Q), rather than |aˆ|L∞(Q).
By (7.2) and a direct computation, it is easy to check that
φε,tt −∆φε + F (φε) = ε2−
n
4 r1 + ε
1−n
4 r2 + ε
−n
4 r3 + ε
−1−n
4 r4, (7.3)
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where 
r1 = At(t)e
iψ(x,t)/ε +
∫ t
0
aˆ(x, s)A(s)eiψ(x,s)/εds,
r2 = ctt(t)e
iψ(x,t)/ε + iψt(x, t)A(t)e
iψ(x,t)/ε
+
∫ t
0
aˆ(x, s)cs(s)e
iψ(x,s)/εds− i
∫ t
0
A(s)∆ψ(x, s)eiψ(x,s)/εds,
r3 = i
[
2ct(t)ψt(x, t) + c(t)(Wψ)(x, t)
]
eiψ(x,t)/ε
+
∫ t
0
A(s)|∇ψ(x, s)|2eiψ(x,s)/εds+ i
∫ t
0
aˆ(x, s)c(s)ψs(x, s)e
iψ(x,s)/εds,
r4 = c(t)
[∇ψ(x, t) · ∇ψ(x, t)− ψ2t (x, t)]eiψ(x,t)/ε.
(7.4)
By [19, 36], one first may choose an M(·) ∈ C2([−T, T ]; lCn×n) with M(0) =M0, such that
∇ψ(x, t) · ∇ψ(x, t)− ψ2t (x, t) = O(|x− xˆ(t)|3), as x→ xˆ(t), ∀ t ∈ [−T, T ]. (7.5)
This implies that
|r4(·, t)|L2(lRn) = O(ε
n
4
+ 3
2 ), uniformly for a.e. t ∈ (−T, T ). (7.6)
Also, one can choose a c(·) ∈ C([−T, T ]; lC \ {0})⋂W 2,∞((−T, T ) \ {0}) with c(0) = c0, such
that 2ct(t)ψt(x, t) + c(t)(Wψ)(x, t) = O(|x − xˆ(t)|), as x → xˆ(t). Meanwhile, one chooses A(s) =
2ic(s)aˆ(xˆ(s), s). Then
A(t)|∇ψ(x, t)|2 + ic(t)aˆ(x, t)ψt(x, t) = |aˆ|L∞(0,T ;W 1,∞(lRn))O(|x− xˆ(t)|) as x→ xˆ(t),
and
|r3(·, t)|L2(lRn) = (|aˆ|L∞(0,T ;W 1,∞(lRn)) + 1)O(ε
n
4
+ 1
2 ), uniformly for a.e. t ∈ (−T, T ). (7.7)
Further, it is easy to check that
|r1(·, t)|L2(lRn) = |r2(·, t)|L2(lRn) = O(ε
n
4 ), uniformly for a.e. t ∈ (−T, T ). (7.8)
By [19, Lemma 3.4] and the definition of φε, for any t ∈ [−T, T ] and a positive constant c2,
|φε(·, t)|L2(lRn) = O(ε) and |φε,t(·, 0)|L2(lRn), |φε(·, 0)|H1
0
(lRn) ≤ c2. (7.9)
Similar to arguments in [19], by (7.3)-(7.9), one can easily get the following results:
1) {φε}ε>0 given in (7.2) is a sequence of approximate solutions to (7.1) in the sense that
esssup
t∈(−T,T )
|(Wφε)(·, t) + F (φε)(·, t)|L2(lRn) = (|aˆ|L∞(0,T ;W 1,∞(lRn)) + 1)O(ε
1
2 ), as ε→ 0.
2) The initial energy of φε is bounded below, i.e., |φε,t(·, 0)|L2(lRn) ≥ c1 for a positive constant c1,
independent of ε, and |φε(·, 0)|L2(lRn) = O(ε), as ε→ 0.
3) The energy of φε is polynomially small off the generalized ray (xˆ(·), p(·)):
esssup
t∈(−T,T )
∫
lRn\B
ε1/4
(xˆ(t))
(|φε,t(x, t)|2 + |φε(x, t)|2 + |∇φε(x, t)|2) dx = O(ε2), as ε→ 0.
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Here and hereafter, for any κ ⊆ lRn and δ > 0, set Bδ(κ) =
{
x ∈ lRn ∣∣ |x−x′| < δ for some x′ ∈ κ}.
Furthermore, we claim that
|φε,t(·, 0)|H−1(lRn) = O(ε
1
2 ), as ε→ 0. (7.10)
Indeed, by (7.9),
|∇φε(·, 0)|H−1(lRn) ≤ |φε(·, 0)|L2(lRn) = O(ε).
By (7.5), we get that
ψ2t (x, 0) = ∇ψ(x, 0) · ∇ψ(x, 0) +O(|x− xˆ(0)|3), as x→ xˆ(0).
Hence,
|ψt(x, 0)|2 − |∇ψ(x, 0)|2 = O(|x− xˆ(0)|3), as x→ xˆ(0). (7.11)
Therefore, by the definition of φε and [19, Lemma 3.4],
|φε,t(·, 0)|H−1(lRn) =
∣∣ε1−n4 ct(0)eiψ(·,0)/ε + ε−n4 c(0)iψt(·, 0)eiψ(·,0)/ε + ε2−n4A(0)eiψ(·,0)/ε∣∣H−1(lRn)
≤ ∣∣ε1−n4 ct(0)eiψ(·,0)/ε∣∣L2(lRn) + ∣∣ε−n4 c(0)iψt(·, 0)eiψ(·,0)/ε∣∣H−1(lRn) + ∣∣ε2−n4A(0)eiψ(·,0)/ε∣∣L2(lRn)
≤ O(ε) +
∣∣∣ε−n4 ∣∣c(0)ψt(·, 0)eiψ(·,0)/ε∣∣− ∣∣ε−n4 c(0)eiψ(·,0)/ε∇ψ(·, 0)∣∣∣∣∣
L2(lRn)
+ |∇φε(·, 0)|H−1(lRn)
≤ O(ε) +
∣∣∣ε−n4 |c(0)|(|ψt(·, 0)| − ∣∣∇ψ(·, 0)∣∣)|eiψ(·,0)/ε|∣∣∣
L2(lRn)
.
Now, it is sufficient to estimate the last term in the above inequality. Set
Aε =
{
x ∈ lRn
∣∣∣ |ψt(x, 0)| + ∣∣∇ψ(x, 0)∣∣ ≤ ε}.
Then ∣∣∣ε−n4 |c(0)|(|ψt(·, 0)| − ∣∣∇ψ(·, 0)∣∣)|eiψ(·,0)/ε|∣∣∣2
L2(lRn)
= ε−
n
2 |c(0)|2
∫
Aε
(|ψt(x, 0)| − ∣∣∇ψ(x, 0)∣∣)2|e2iψ(x,0)/ε|dx
+ε−
n
2 |c(0)|2
∫
lRn\Aε
(|ψt(x, 0)| − ∣∣∇ψ(x, 0)∣∣)2|e2iψ(x,0)/ε|dx
≤ ε2−n2 |c(0)|2
∫
Aε
|e2iψ(x,0)/ε|dx
+ε−2−
n
2 |c(0)|2
∫
lRn\Aε
(|ψt(x, 0)|2 − ∣∣∇ψ(x, 0)∣∣2)2|e2iψ(x,0)/ε|dx.
(7.12)
It is easy to show that
ε2−
n
2 |c(0)|2
∫
Aε
|e2iψ(x,0)/ε|dx ≤ ε2−n2 |c(0)|2
∫
lRn
|e2iψ(x,0)/ε|dx = O(ε2). (7.13)
Also, by (7.11), we find that
(|∇ψ(x, 0)|2 − |ψt(x, 0)|2)2 = O(|x− xˆ(0)|6), as x→ xˆ(0).
Hence, by [19, Lemma 3.4] again,
ε−2−
n
2 |c(0)|2
∫
lRn\Aε
(|ψt(x, 0)|2 − ∣∣∇ψ(x, 0)∣∣2)2|e2iψ(x,0)/ε|dx
≤ ε−2−n2 |c(0)|2
∫
lRn
(|ψt(x, 0)|2 − ∣∣∇ψ(x, 0)∣∣2)2|e2iψ(x,0)/ε|dx = ε−2−n2O(ε3+n2 ) = O(ε). (7.14)
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By (7.12)-(7.14), we get the desired estimate (7.10).
Step 2. We construct highly concentrated approximate solutions to the hyperbolic equation in a
bounded domain. Consider the following hyperbolic equation:{
ϕtt −∆ϕ+ F (ϕ) = 0 in Q,
ϕ = 0 on Σ.
(7.15)
Assume that (xˆ−(·), p−(·)) is a generalized ray of W starting from xˆ−(0) ∈ Ω and arriving
x0 = xˆ
−(t0) ∈ ∂Ω. By Step 1, one can construct a family of approximate solutions {φ−ε }ε>0 to
the first equation of (7.15). However, φ−ε may not satisfy the homogeneous Dirichlet boundary
condition on Σ. To solve this problem, we superpose φ−ε with another approximate solution φ
+
ε .
The latter is constructed from a ray (xˆ+(·), p+(·)), which reflects (xˆ−(·), p−(·)) at the boundary ∂Ω.
The key point is to select an approximate solution φ+ε concentrated in a small neighborhood of the
reflected ray (xˆ+(·), p+(·)), such that φ−ε + φ+ε satisfies approximately the homogeneous Dirichlet
boundary condition.
Choose (xˆ+(·), p+(·)), such that{
xˆ+t (t) = −2p+(t), p+t (t) = 0,
xˆ+(t0) = x0, p
+(t0) = p
−(t0)− 2ν⊤(x0)p−(t0)ν(x0).
Assume that p−(·) is transversal to the boundary ∂Ω at the time t0, i.e., [p−(t0)]⊤ν(x0) 6= 0. Denote
by t1 > 0 the instant, when the reflected ray arrives at ∂Ω, i.e., xˆ
+(t1) ∈ ∂Ω. For any T ∗ ∈ (t0, t1),
choose a cut-off function ̺− ∈ C∞0 (lRn+1), which equals to 1 identically in a neighborhood of the
set
{
(t, xˆ−(t))
∣∣ t ∈ [0, t0]} with supp ̺− ⊆ B(T ∗−t0)/4{(t, xˆ−(t)) ∣∣ t ∈ [0, t0]}. Then by Step 1, we
may construct approximate solutions to (7.1) as follows:
φ−ε (x, t) = ε
1−n/4̺−(x, t)c−(t)eiψ
−(x,t)/ε,
where
ψ−(x, t) = [p−(t)]⊤[x− xˆ−(t)] + 1
2
[
x− xˆ−(t)]⊤M−(t)[x− xˆ−(t)]
and M−(t) is a complex symmetric matrix with positive definite imaginary part.
Next, we construct another approximate solution to (7.1) as follows:
φ+ε (x, t) = ε
1−n
4 ̺+(x, t)c+(t)eiψ
+(x,t)/ε, (7.16)
which is concentrated in a small neighborhood of the reflected ray (xˆ+(·), p+(·)), such that
|φ−ε + φ+ε |H1(∂Ω×(0,T ∗)) = O(ε1/2). (7.17)
In (7.16), ̺+ ∈ C∞0 (lRn+1) is a cut-off function, which identically equals to 1 in a neighborhood of
the set
{
(t, xˆ+(t))
∣∣ t ∈ [t0, T1]}, such that supp ̺+ ⊆ Bmin{t0,T1−T ∗}/4{(t, xˆ+(t)) ∣∣ t ∈ [t0, T1]}, and
ψ+(t, x) = [p+(t)]⊤[x− xˆ+(t)] + 1
2
[
x− xˆ+(t)]⊤M+(t)[x− xˆ+(t)].
HereM+(·) and c+(·) are determined in a similar way in Step 1. The only difference is that c+(t0) =
−c−(t0). Also,M+(t) is determined by its initialM+(t0) and the reflected ray (xˆ+(·), p+(·)). Similar
to the choices in [19, 36], it is easy to check that (7.17) holds.
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Step 3. We construct approximate solutions {Φε}ε>0 to (7.15), such that the energies of them are
concentrated in a neighborhood of a generalized ray
{
(t, xˆj(t), pj(t))
∣∣ t ∈ [sj, sj+1]}m−1j=0 . To this
end, choose a cut-off function ̺1 ∈ C∞0 (lRn+1), which identically equals to 1 in a neighborhood of{
(t, xˆ1(t))
∣∣ t ∈ [0, s1]} with supp̺1 ⊆ B(s2−s1)/4{(t, xˆ1(t)) ∣∣ t ∈ [0, s1]}. By Step 2, we can find a
function φ1ε(x, t) = ε
1−n/4̺1(x, t)c1(t)e
iψ1(x,t)/ε, such that
esssup
t∈(0,s1)
∣∣(Wφ1ε)(·, t) + F (φ1ε)(·, t)∣∣L2(Ω) = (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε 12 ),
|φ1ε,t(·, 0)|L2(Ω) ≥ c1, |φ1ε,t(·, 0)|L2(Ω), |φ1ε(·, 0)|H1
0
(Ω) ≤ c2,
|φ1ε(·, 0)|L2(Ω) + |φ1ε,t(·, 0)|H−1(Ω) = O(ε1/2),
|φ1ε|H1(0,T ;L2(ω)) + |φ1ε|H1(−T,0;L2(ω)) = O(ε
1
2 ).
Next, choose a cut-off function ̺2 ∈ C∞0 (lRn+1), which identically equals to 1 in a neighborhood
of
{
(t, xˆ2(t))
∣∣ t ∈ [s1, s2]} with supp̺2 ⊆ Bmin{s1,s3−s2}/4{(t, xˆ2(t)) ∣∣ t ∈ [s1, s2]}. By Step 2, we
can find a φ2ε(x, t) = ε
1−n/4̺2(x, t)c2(t)e
iψ2(x,t)/ε, such that for S ∈ (0, s2),
esssup
t∈(s1,s2)
∣∣(Wφ2ε)(·, t) + F (φ2ε)(·, t)∣∣L2(Ω) = (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε 12 ),
|φ1ε + φ2ε|H1(∂Ω×(0,S)) + |φ1ε + φ2ε|H1(∂Ω×(−T,0)) = O(ε
1
2 ),
|φ2ε|H1(0,T ;L2(ω)) + |φ2ε|H1(−T,0;L2(ω)) = O(ε
1
2 ).
Further, for j = 3, · · · ,m, choose a cut-off function ̺j ∈ C∞0 (lRn+1), which identically equals to 1 in
a neighborhood of
{
(t, xˆj(t))
∣∣ t ∈ [sj−1, sj ]} with supp̺j ⊆ Bmin{sj−1−sj−2,sj+1−sj}/4{(t, xj(t)) ∣∣ t ∈
[sj−1, sj]
}
. Similarly, we can find a φjε(x, t) = ε1−n/4̺j(x, t)cj(t)eiψ
j (x,t)/ε, such that
esssup
t∈(sj−1,sj)
∣∣(Wφjε)(·, t) + F (φjε)(·, t)∣∣L2(Ω) = (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε 12 ),
|φj−1ε + φjε|H1(∂Ω×(0,S)) + |φj−1ε + φjε|H1(∂Ω×(−T,0)) = O(ε
1
2 ),
|φjε|H1(0,T ;L2(ω)) + |φjε|H1(−T,0;L2(ω)) = O(ε
1
2 ),
for S ∈ (0, sj), if j = 3, · · · ,m− 1, and S ∈ (0, T ], if j = m.
Now, write Φε =
m∑
j=1
φjε. Then it is easy to show that

esssup
t∈(0,T )
|(WΦε)(·, t) + F (Φε)(·, t)|L2(Ω) = (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε
1
2 ),
|Φε|H1(∂Ω×(0,T )) + |Φε|H1(∂Ω×(−T,0)) = O(ε
1
2 ),
|Φε,t(·, 0)|L2(Ω) ≥ c1, |Φε,t(·, 0)|L2(Ω), |Φε(·, 0)|H1
0
(Ω) ≤ c2,
|Φε(·, 0)|L2(Ω) + |Φε,t(·, 0)|H−1(Ω) = O(ε
1
2 ),
|Φε|H1(0,T ;L2(ω)) + |Φε|H1(−T,0;L2(ω)) = O(ε
1
2 ).
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Set Φ˜ε(x, t) = Φε(x, t) + Φε(x,−t), for (x, t) ∈ Q. Then {Φ˜ε}ε>0 satisfies
esssup
t∈(0,T )
∣∣∣(W Φ˜ε)(·, t) + F (Φ˜ε)(·, t)∣∣∣
L2(Ω)
= (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε
1
2 ),
|Φ˜ε|H1(∂Ω×(0,T )) = O(ε
1
2 ),
|Φ˜ε,t(·, 0)|L2(Ω) ≥ c1, |Φ˜ε,t(·, 0)|L2(Ω) |Φ˜ε(·, 0)|H1
0
(Ω) ≤ c2,
|Φ˜ε(·, 0)|L2(Ω) + |Φ˜ε,t(·, 0)|H−1(Ω) = O(ε
1
2 ),
|Φ˜ε|H1(0,T ;L2(ω)) = O(ε
1
2 ).
(7.18)
Step 4. We construct a family of solutions {φε}ε>0 to (7.15). To this aim, let φε = Φ˜ε+ vε, where
vε solves 
Wvε + F (vε) = −W Φ˜ε − F (Φ˜ε) in Q,
vε = −Φ˜ε on Σ,
vε(x, 0) = 0, vε,t(x, 0) = 0 in Ω.
It is easy to see that
max
t∈[0,T ]
|(vε(·, t), vε,t(·, t))|H1(Ω)×L2(Ω) ≤ C
(|W Φ˜ε + F (Φ˜ε)|L1(0,T ;L2(Ω)) + |Φ˜ε|H1(∂Ω×(0,T ))).
This, together with the first two conclusions in (7.18), implies that
max
t∈[0,T ]
|(vε(·, t), vε,t(·, t))|H1(Ω)×L2(Ω) ≤ C(|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)ε
1
2 . (7.19)
By (7.18) and (7.19), we get that
|φε,t(·, 0)|L2(Ω) ≥ c1, |φε,t(·, 0)|L2(Ω), |φε(·, 0)|H1
0
(Ω) ≤ c2,
|φε(·, 0)|L2(Ω) + |φε,t(·, 0)|H−1(Ω) = O(ε
1
2 ),
|φε|H1(0,T ;L2(ω)) = (|aˆ|L∞(0,T ;W 1,∞(Ω)) + 1)O(ε
1
2 ).
Hence, {φε}ε>0 are the desired family of solutions in Lemma 6.3.
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