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The resonant interaction of the φ4 kink with a periodic PT -symmetric perturbation is observed
in the frame of the continuum model and with the help of a two degree of freedom collective
variable model derived in PRA 89, 010102(R). When the kink interacts with the perturbation, the
kink’s internal mode is excited with the amplitude varying in time quasiperiodically. The maximal
value of the amplitude was found to grow when the kink velocity is such that it travels one period
of perturbation in nearly one period of the kink’s internal mode. It is also found that the kink’s
translational and vibrational modes are coupled in a way that an increase in the kink’s internal mode
amplitude results in a decrease in kink velocity. The results obtained with the collective variable
method are in a good qualitative agreement with the numerical simulations for the continuummodel.
The results of the present study suggest that kink dynamics in open systems with balanced gain
and loss can have new features in comparison with the case of conservative systems.
PACS numbers: 05.45.Yv, 11.10.Lm, 45.50.Tn
I. INTRODUCTION
In physics, resonance is a ubiquitous phenomenon. At
resonant frequencies, small periodic driving forces have
the ability to produce large amplitude oscillations be-
cause the system gradually accumulates vibrational en-
ergy, given a pathway of exchange between intrinsic vi-
bration and external drive. Resonance effects have been
investigated for wave scattering processes in different
branches of physics [1].
A widely studied example of resonance effects has been
explored in the realm of (non-integrable) field theoretic
models such as nonlinear Klein-Gordon partial differen-
tial equations in the context of their soliton dynamics.
Such effects are often related to the feature that the
kinks (topological excitations) in non-integrable Klein-
Gordon models can support vibrational internal modes
(IM) [2–5] and that the energy exchange between the
kink’s translational and vibrational modes is possible [6–
14]. For the φ4, φ6, and φ8 equations the multibounce
resonances in the kink-antikink collisions have been ob-
served and have been attributed to the energy exchange
between kink translational and vibrational modes [6–
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10, 12–14]. Similar effects are also possible in the φ6
model in the absence of the kink’s IM due to the exis-
tence of bound states in the spectrum of small oscilla-
tions about a combined kink-antikink configuration [15];
interestingly, such features were also present in the case
of the parametrically modified sine-Gordon equation de-
spite the potential absence of IMs in that case as well [4].
In the context of IM considerations, however, it is also
timely and relevant to mention that recent works have
disputed the validity and quantitative accuracy of such
collective coordinate models [16]. When more than two
Klein-Gordon kinks collide, the multibounce resonances
and fractal soliton scattering are possible due to the ra-
diationless energy exchange between the kinks in near-
separatrix collisions [17–19]. Vibrational impurity modes
in the φ4 and sine-Gordon equations can also result in
multibounce resonances in the kink-impurity interactions
[20–22]. Kink dynamics in spatially modulated φ4 model,
φtt−φxx+[1+ǫ sin(κx)](φ3−φ) = 0, have been analysed
revealing the four types of kink behavior depending on
its velocity: (i) small-amplitude wave radiation at high
velocities, (ii) strong resonant beating in the kink ve-
locity at somewhat smaller velocities, (iii) propagation
of the kink with almost periodic velocity oscillations at
even smaller velocities, and (iv) trapping at very low ve-
locities [23]. Note that in the above mentioned works the
energy conserving systems have been analysed.
Very often the resonant soliton dynamics are observed
in the Klein-Gordon models perturbed by ac external
driving combined with damping, i.e., in the open systems
with energy gain and loss. The most typical example is
2the φ4 equation φtt−φxx+φ3−φ = −γφt+ǫ sin(ωt+δ0),
with the damping constant γ and harmonic ac force
of small amplitude ǫ, frequency ω, and initial phase
δ0. In the context of this model, in the damped case,
the strongest resonance has been found at half the fre-
quency of the kink’s IM [24]. The sine-Gordon model
with spatiotemporal perturbations, φtt − φxx + sinφ =
−γφt+F (x, t) either with some spatially inhomogeneous
forces F (x) or with spatiotemporal inhomogeneous forces
F (x, t), also manifests interesting kink dynamics [25].
The influence of the IM on the soliton ratchet mobility
has been investigated for the driven and damped double
sine-Gordon equation φtt − φxx = −dU/dφ− γφt + f(t),
with U = (1−cosφ)+(λ/2)(1−cos2φ), λ is a parameter,
and f(t) = ǫ1 sin(ωt+ δ1) + ǫ2 sin(2ωt+ δ2) [26]. In this
case, the kink’s IM constantly radiates its energy. The
compensation of the radiation losses of the kink’s IM by
the resonant driving of the kink has been demonstrated
for the model (φtt−φxx)/2+γφt− [1+ǫ cos(ωt)]φ+φ3 =
0 [27]. The ratchet effect of a sine-Gordon kink has
been investigated in the absence of any external force
while the symmetry of the field potential at every time
instant is maintained. This was done for the model
φtt − φxx + γφt + U ′(φ, t) = 0 with the time-dependent
potential U(φ, t) = 1 − cos[φ + θη(t)], where θ is the
amplitude of the periodic function η(t) having zero time
average [28].
Recently, Bender and co-authors have offered a class
of open systems described by non-Hermitian Hamiltoni-
ans possessing real spectra under the parity-time (PT )
symmetry condition, where parity-time means spatial re-
flection and time reversal [29, 30]. Such open physical
systems with balanced gain and loss have now been real-
ized experimentally in optics [31–35], electronic circuits
[36–38], and mechanical systems [39]. This intense line
of research activity has recently been summarized in two
comprehensive reviews [34, 35].
The Klein-Gordon field with a PT -symmetric local-
ized perturbation describing a defect with balanced gain
and (viscous) loss has been recently introduced by one of
the authors [40]. Scattering of the kink from a spatially
localized PT -symmetric defect was recently investigated
in the φ4 model [41, 42]. The effect of the kink’s IM is
also discussed in these papers. It was demonstrated that
if a kink hits the defect from the gain side, a noticeable
IM is excited, while for the kink coming from the oppo-
site direction the mode excitation is much weaker. The
interaction of the moving kinks and breathers with the
spatially localized PT -symmetric perturbation was also
investigated in the realm of the sine-Gordon field [43].
Several new soliton-defect interaction scenarios were ob-
served such as the kink passing/being trapped depend-
ing on whether the kink comes from the gain or loss side
of the impurity, merger of the kink-antikink pair into
a breather, and splitting of the breather into a kink-
antikink pair. In [41], it has been shown that if the kink
interacts with a PT -symmetric defect, one may expect
a significant IM excitation. An intriguing question that
we intend to explore herein is what happens if a moving
φ4 kink interacts with a periodic PT -symmetric pertur-
bation ? In the following we will see that at certain kink
velocities there exists a resonance effect in which case the
maximal amplitude of the kink’s IM increases consider-
ably.
The outline of the paper is as follows. In Sec. II the
simulation setup is described. We report on the numeri-
cal results presenting the interaction of the kinks with the
periodic PT -symmetric perturbation in Sec. III. A collec-
tive variable approach is developed and used in Sec. IV.
Our conclusions are given in Sec. V.
II. SIMULATION SETUP
In this section we introduce the spatially localized pe-
riodic PT -symmetric inhomogeneity into the φ4 field,
present the approximate solution to the unperturbed φ4
model describing a moving kink bearing the kink’s IM,
and derive the resonance condition for the kink’s IM in-
teracting with the periodic inhomogeneity.
A. The model
We study the modified φ4 equation [40]
∂2φ
∂t2
− ∂
2φ
∂x2
− 2φ(1 − φ2) = γ(x)∂φ
∂t
, (1)
where φ(x, t) is the unknown scalar field and
γ(x) = ǫ sin(βx), (2)
where ǫ is the amplitude and β defines the spatial period
of the perturbation term,
λ =
2π
β
. (3)
Note that γ(−x) = −γ(x). Under this condition equa-
tion (1) is PT -symmetric, i.e., it preserves its form un-
der the change x 7→ −x and t 7→ −t. From the phys-
ical standpoint Eq. (1) describes an open system with
(periodically) balanced gain and loss. In the loss (gain)
regions γ(x) < 0 (> 0).
For ǫ = 0, Eq. (1) is the non-integrable φ4 equation
with the following exact moving kink solution
φK(x, t) = ± tanh(δk(x− x0 − Vkt)), (4)
where
δk =
1√
1− V 2k
, (5)
Vk is the kink velocity and x0 is the kink initial position.
In Fig. 1(a) the kink solution Eq. (4) is shown for the
initial position x0 = 0 and velocity Vk = 0. In (b) the
function γ(x) given by Eq. (2) is plotted for the amplitude
ǫ = 0.08 and two different periods corresponding to β =
2.5 (blue line) and β = 6.0 (black line).
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FIG. 1: Setting the stage: the coherent structure and the
gain-loss “terrain” in which it moves. (a) Static kink solution
Eq. (4) to the non-perturbed φ4 equation (ǫ = 0) for x0 = 0
and velocity Vk = 0. The definition of the inverse kink width,
W , is shown. (b) The perturbation term Eq. (2) for ǫ = 0.08
and β = 2.5 (blue line) and β = 6.0 (black line).
B. Kink’s internal mode
It is well-known that the φ4 kink possesses a long-lived
IM in the linearization around the kink [44]. In the Ap-
pendix we demonstrate that the kink bearing an IM of
amplitude A≪ 1 can be approximately presented in the
form
φA(x, t) = ± tanh(δk(x − x0 − Vkt))
+A cos
{√
3δk[t− Vk(x− x0)]
}
sinh(δk(x− x0 − Vkt))
cosh2(δk(x− x0 − Vkt))
±A2 cos
{
2
√
3δk[t− Vk(x− x0)]
}
Φ2(δk(x − x0 − Vkt))
+O(A3),
(6)
where Φ2 is a solution to Eq. (A.8).
To reveal the physical meaning of the IM, we calculate
∂φA/∂x at the kink center, i.e., at x = 0. The result
reads
W :=
∂φA
∂x
∣∣∣
x=0
= δk
(
1 +A cos
{√
3
δk
[t− Vk(x− x0)]
})
,
(7)
where the small term proportional to A2 was dropped.
One can regard W as characterizing the inverse kink
width [see Fig. 1(a)], which in the absence of the IM (for
A = 0) is constant in time,
W0 = δk, (8)
and increases with the kink velocity (the kink width char-
acterized by 1/W decreases with kink velocity). When
the IM is excited, the inverse kink width oscillates near
W0 with the amplitude
a = Aδk, (9)
and frequency
ω =
√
3
δk
, (10)
which depend on the kink velocity, Vk.
C. Numerical scheme
To integrate Eq. (1) numerically, the mesh xn = nh
is introduced, where h is the lattice spacing,
n = 0,±1,±2,... and the following discrete version
of the equation is proposed
d2φn
dt2
− 1
h2
(φn−1 − 2φn + φn+1)
+
1
12h2
(φn−2 − 4φn−1 + 6φn − 4φn+1 + φn+2)
−2φn(1− φ2n)− γn
dφn
dt
= 0, (11)
in which φn = φ(nh, t) and γn = γ(nh). This discretiza-
tion method is fourth order accurate in space. The equa-
tions of motion Eq. (11) were integrated with respect to
the temporal variable using an explicit scheme with the
accuracy of O(τ4) and the time step τ . The simulations
were conducted for h = 0.05 and τ = 0.005.
In the present study most of the simulations are carried
out for the perturbation amplitude ǫ = 0.08. Only in
Sec. III C the effect of the perturbation amplitude ǫ is
considered.
D. Kink’s kinetic energy
For the further discussion it is important to analyse
kinetic energy of the kink moving with velocity Vk and
bearing internal vibrational mode. For this we calculate
time evolution of the kink’s kinetic energy
K =
1
2
∫ ∞
−∞
(
∂φ
∂t
)2
dx. (12)
For setting initial conditions Eq. (6) without the term
proportional to A2 is used. Here we analyze kink’s kinetic
energy for the unperturbed φ4 model (ǫ = 0).
In Fig. 2 kinetic energy of the kink bearing IM with
the amplitude A = 0.1 is shown as the function of time
for different kink velocities: (a) Vk = 0, (b) Vk = 0.1,
(c) Vk = 0.2, (d) Vk = 0.3, and (e) Vk = 0.4. Time
is normalized by the kink’s internal mode period T =
2π/ω = 2πδk/
√
3. It can be seen that in (a), for standing
kink, K(t) is a periodic function with the period equal
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FIG. 2: Kinetic energy of the kink bearing kink’s internal
mode of amplitude A = 0.1 as the function of time for (a) Vk =
0, (b) Vk = 0.1, (c) Vk = 0.2, (d) Vk = 0.3, and (e) Vk = 0.4.
Time is normalized by the kink’s internal mode period T .
Case of unperturbed φ4 model (ǫ = 0).
to T/2, i.e., to the half of the kink’s IM period. However
for Vk > 0 period of K(t) is equal to T . Importantly,
there is a critical value of kink velocity Vk below which
K(t) has two maxima within T , while above this critical
velocity it has only one maximum. For the chosen kink’s
IM amplitude of A = 0.1 critical velocity is equal to
0.29, so that the K(t) dependence shown in (d) is for the
velocity slightly above the critical value.
The critical velocity increases with the kink’s IM am-
plitude A. Thus, for A = 0.15 it is equal to 0.32, for
A = 0.2 it is 0.34 and for A = 0.25 it is 0.35. The
resonances observed in the present work happen for the
above-critical kink velocities, when K(t) has one maxi-
mum within T , and the reason for that is explained in
Sec. II E.
E. Resonance condition
A perturbation of the “dashpot” type considered in
this work is sensitive to ∂φ/∂t and thus, the effect of the
perturbation should be maximal when the kinetic energy
of the kink is maximal. In the absence of perturbation, a
kink bearing an excited IM demonstrates two maxima of
its kinetic energy within one IM period if it moves with
a small velocity. For relatively large kink velocity there
is only one maximum of the kinetic energy within one
period of IM. We now proceed to derive the resonance
condition for the fast kinks.
The kink moving with the velocity Vk travels one pe-
riod of the sinusoidal perturbation in time t = λ/Vk =
2π/(βVk). The (unperturbed) motion of the kink’s cen-
ter is described by the formula x = x0+Vkt. For such x,
the cosine in the second term in (6) can be rewritten as
cos(
√
3δk[t− Vk(x− x0)]) =A cos(
√
3δk[t− V 2k t])
=A cos
(√
3
δk
t
)
Hence, the period of the kink’s IM is T = 2πδk/
√
3.
Letting t = T we obtain the resonance condition β =√
3/(Vkδk), from which, taking into account Eq. (5),
β =
√
3(1− V 2k )
Vk
, (13)
or
Vk =
√
3
3 + β2
. (14)
I.e., under this condition, the kink’s traversing of the
gain-loss “terrain” occurs on the same time scale as its
intrinsic IM oscillation, hence enabling the energy ex-
change between the two processes.
For slow kinks bearing IM there are two maxima of
kinetic energy within one IM period and the resonance
condition should be derived from 2t = T . In this case
Eq. (13) transforms to β = 2
√
3δk/Vk. But for slow
kinks (Vk ≪ 1) from these considerations, one has β ≈
2
√
3/Vk ≫ 1. The resonance condition can be satisfied
only in the case of the period of the perturbative function
being much less than the kink width. Obviously, the
resonance effect will be weak in this case because the
kink will spread over the region with many alternating
positive and negative damping regions.
III. NUMERICAL RESULTS
In this Section, we firstly consider the unperturbed φ4
equation (ǫ = 0) and verify the accuracy of the ansatz of
Eq. (6), where appropriate, omitting A2 term for simplic-
ity. To do so, we excite kink’s IM with the ansatz param-
eters Vk and A and find numerically actual kink velocity
V k and kink’s IM amplitude a. Then, the kink dynam-
ics is studied numerically in the full model of Eq. (1).
Finally, the effect of the perturbation amplitude ǫ is an-
alyzed.
A. Kink’s internal mode parameters in the
unperturbed φ4 model
We use the ansatz of Eq. (6) (not taking into account
the A2 term) with the parameters Vk and A for setting
initial conditions of a moving kink bearing an excited IM.
Then we integrate numerically the unperturbed φ4 equa-
tion (ǫ = 0) and find the time evolution of the inverse
kink width, W (t). One example of such a curve is pre-
sented in Fig. 3(a) for Vk = 0.6, A = 0.25. It can be
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FIG. 3: Characteristics of the kink’s internal mode in the
unperturbed φ4 equation. (a) The kink’s inverse width as a
function of time for the following parameters of the ansatz in
Eq. (6): Vk = 0.6, A = 0.25. (b) Variation of the values of the
average inverse width and of the IM frequency as a function
of the speed V k; (c) deviation of the kink speed numerically
identified from the corresponding theoretically prescribed one
as a function of initial speed. Finally, (d) shows the devia-
tion of the IM amplitude from the corresponding prescribed
value thereof. See also the discussion in the text about these
deviations.
seen that W oscillates almost periodically near the value
W 0 with the amplitude a and period T (or frequency
ω = 2π/T ). These quantities were calculated as the av-
eraged values within the time domain 100 < t < 200. We
also calculate the actual kink velocity V k, which is not
equal exactly to the set value Vk due to approximate na-
ture of the ansatz Eq. (6); the latter is less adequate the
larger the excitation of the IM. The numerically found pa-
rameters are compared with the theoretically predicted
parameters given by Eqs. (8)-(10).
In Fig. 3(b), symbols show W 0 (triangles) and ω (cir-
cles) as functions of V k. The solid lines give the predicted
dependencies, namely Eq. (8) and Eq. (10), respectively.
A good coincidence between numerical and predicted val-
ues can be seen. Thus, the ansatz of Eq. (6), even without
the A2 term, predicts with a good accuracy the depen-
dence of the IM frequency and width on the kink velocity.
Panel (c) of Fig. 3 shows the relative difference between
the set kink velocity Vk and the actual kink velocity V k
as a function of Vk. For small Vk the difference is about
4%, while for larger velocities it increases up to 7% within
the considered range of Vk.
In Fig. 3(d) the relative difference between numerically
found and predicted by Eq. (9) values of the kink’s IM
oscillation amplitude is shown as a function of the set
kink velocity Vk. For Vk 6 0.6 the difference is within
5% and it grows rapidly for larger kink velocities.
We note that the above described deviation of the ac-
tual kink’s IM parameters from the set values is not
due to the inaccuracy of the numerical integration of
the equations Eq. (11), but due to the inaccuracy of the
ansatz Eq. (6) where, as it was mentioned, the A2 term
was not taken into account.
Overall, we conclude that the ansatz of Eq. (6), even
without the quadratic correction, produces good initial
conditions for the kink’s IM in a wide range of kink ve-
locities (except for the large speed relativistic limit).
B. Kink interacting with periodic PT -symmetric
perturbation
The full model of Eqs. (1)–(2) is considered for the
perturbation amplitude ǫ = 0.08 and different values of
the parameter β. Initially we do not excite the kink’s
IM and use the ansatz of Eq. (4) to boost the kink with
the velocity Vk. Then the time evolution of the inverse
kink width, W (t), and kink velocity, Vk(t), are analyzed
in the course of the numerical integration.
Typical examples of the curves for W (t) are given in
Fig. 4 for β = 3 and initial kink velocities (a) Vk = 0.47,
(b) Vk = 0.51, and (c) Vk = 0.53. Horizontal red lines
show the corresponding values of W0 calculated from
Eq. (8). It can be seen that the kink inverse width oscil-
lates in time around W0 and the amplitude of the oscil-
lation, which is the kink’s IM amplitude, changes in time
quasi-periodically. The maximal value of the amplitude,
amax, is found within 0 6 t 6 400. The value of amax
strongly depends on the kink velocity. The dependencies
of amax on the kink velocity are presented in Fig. 5 for β
varying from 2.5 to 6.0 with the step of 0.5. Vertical lines
show the resonance values of Vk found for each value of β
from Eq. (14). A sharp increase of amax is found to take
place near the predicted values of the resonant velocities.
This clearly suggests that the kink’s IM resonantly draws
a maximal amount of energy from the gain-loss environ-
ment on which it moves when its frequency coincides with
that of its periodic motion through a cell of the periodic
domain.
Our next step is to check if there is any energy ex-
change between the kink translational motion and the
kink’s IM. In Fig. 6 we plot the time evolution of (a)
the inverse kink width, (b) the IM amplitude, and (c)
the kink velocity, for β = 3 and initial kink velocity
Vk = 0.5. The horizontal red line in (a) shows the value
of W0. Remarkably, when the IM amplitude increases
the kink velocity decreases and thus, the kink transla-
tional and vibrational modes are coupled. Of course,
this is also expected from the fundamental underlying
premise of [8–12], since it is this exchange of energy be-
tween translational and vibrational which is responsible
for the excitation of the IM in kink collision events (and
ultimately its resonance with the continuous spectrum
modes).
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FIG. 4: Time evolution of the inverse kink width W (t) for
β = 3 and initial kink velocities (a) Vk = 0.47, (b) Vk = 0.51,
and (c) Vk = 0.53. The kink’s IM was not excited at t = 0.
Horizontal red lines show the corresponding values of (average
inverse kink width) W0.
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FIG. 5: Dependence of the maximal IM amplitude as the
function of kink velocity for different values of β from 2.5 to 6
with the step of 0.5. The perturbation amplitude is ǫ = 0.08.
The vertical lines show the resonant velocities predicted from
Eq. (14).
C. Effect of the perturbation amplitude ǫ
We calculate maximal kink’s IM amplitude as a func-
tion of Vk for various values of the perturbation param-
eter ǫ. The simulations are done for β = 5.5, for which
the resonance kink velocity is expected at Vk = 0.3 [see
Eq. (14)] and for β = 3 with the expected resonance peak
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FIG. 6: Time evolution of (a) the inverse kink width, (b) the
IM amplitude [envelope of the function in (a)], and (c) the
kink velocity, for β = 3 and initial kink velocity Vk = 0.5.
The horizontal red line in (a) shows the value of W0.
at Vk = 0.5. The results are shown in Fig. 7, where the
values of ǫ are indicated for each curve. In (a), (a’) the
case of β = 5.5 is shown, while in (b), (b’) the results for
β = 3 are presented. In (a) and (b) amax is shown, but in
(a’) and (b’) we present the normalized quantity amax/ǫ.
It can be seen that for relatively small amax (roughly, for
amax < 0.2) the effect of perturbation is proportional to
ǫ. This is so because the normalized curves in (a’) al-
most merge and so do the normalized curves in (b’) in
the off-resonance regions. On the other hand, close to the
resonance in the case of β = 3, the maximal amplitude
is amax > 0.2 and the effect of ǫ becomes nonlinear, as
the value of amax first increases with ǫ linearly and then
demonstrates saturation.
A general trend, which can be realized from Fig. 7, is
that a decrease in the perturbation parameter ǫ results
in the approaching of the resonant peaks to the values
predicted from Eq. (14) and shown by the vertical dashed
lines.
IV. COLLECTIVE COORDINATE METHOD
In this section, to gain further insights on the full nu-
merical results, we will compare those obtained for the
continuum system of Eq. (1) with the collective coordi-
nate method developed in [40]. The φ4 kink is effectively
described as a two degree of freedom (dof) particle: the
two dof’s are the kink coordinate X(t), which takes into
account the kink’s translational mode, and the kink in-
verse width a(t). These can be extracted from the fol-
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FIG. 7: Maximal kink’s IM amplitude as a function of kink
initial velocity for (a) β = 5.5 and (b) β = 3 and for differ-
ent values of the perturbation parameter ǫ (indicated for each
curve). In (a’) and (b’) amax shown in (a) and (b), respec-
tively, is normalized to ǫ. Predicted by Eq. (14) values of the
resonant velocities are shown by the vertical dashed lines.
lowing equations [40]
MX¨ =
∫ ∞
−∞
(φ′K + aS
′)[(φ′K + aS
′)X˙ − a˙S]γ(x)dx,(15)
a¨ = −ω2a+
∫ ∞
−∞
S[−(φ′K + aS′)X˙ + a˙S]γ(x)dx. (16)
Here S(x − X0) =
√
3/2 tanh(x − X0)sech(x − X0) is
the kink’s shape mode. The first equation is related to
the kink’s translational mode and the latter is associ-
ated with the IM of the φ4 kink. These equations yield
the general form of the nonconservative forcing including
the coupling between the modes. Notice, however, that
these equations have been derived in [40] for the case
of sufficiently low (i.e., non-relativistic) speeds. Below
we present the results of numerical solution for the two
degree of freedom model of Eqs. (15)-(16).
In Fig. 8, we plot the kink inverse width as a function
of time. The kink moves with the initial velocity (a)
Vk = 0.47, (b) Vk = 0.48, (c) Vk = 0.5 and (d) Vk = 0.52
interacting with the perturbation characterized by the
parameters ǫ = 0.08 and β = 3. According to Eq. (14),
for this choice of β, the resonant kink velocity is equal to
1/2. Indeed, for kink velocities near the resonant velocity
a noticeable increase of the maximal IM amplitude can
be seen. This is in excellent qualitative agreement with
the results obtained for the continuum model.
In Fig. 9 we plot the maximal amplitude of the kink’s
IM as a function of the kink initial velocity for different
values of β from 2.5 to 6.0 with the step of 0.5. The
results are obtained with the collective variable method
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FIG. 8: Results for the collective variable method of Eqs. (15)
and (16). Time evolution of the kink inverse width as a re-
sult of the kink interaction with the periodic PT -symmetric
perturbation. The kink initial velocity is (a) Vk = 0.47 (b)
Vk = 0.48 (c) Vk = 0.5 and (d) Vk = 0.52. The perturbation
parameters are ǫ = 0.08 and β = 3.
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FIG. 9: Collective variable results for Eqs. (15) and (16).
Maximal kink’s IM amplitude as the function of kink initial
velocity for different values of β. The perturbation ampli-
tude is ǫ = 0.08. Vertical lines show the resonant velocities
predicted from Eq. (14).
of Eqs. (15) and (16). The vertical lines show the reso-
nance velocities found from Eq. (14) for the correspond-
ing values of β. It can be seen that for a kink velocity
close to the resonance velocity the maximal kink’s IM
amplitude sharply increases. These results are in very
good qualitative agreement with numerical simulations
of the continuum model (see Fig. 5). At the quantitative
level, however, the collective coordinate method under-
estimates the values of amax (cf. Fig. 5 and Fig. 9). This
is likely related to the fact that the collective coordinate
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FIG. 10: Collective variable results for Eqs. (15) and (16).
(a) Kink’s inverse width as the function of time for the kink
initial velocity V = 0.5. (b) Kink velocity as the function of
time. The perturbation parameters are ǫ = 0.08 and β = 3.
model of Eqs. (15) and (16) does not take into account
the relativistic effects, in particular, the velocity depen-
dence via the δk factor in the form of the kink, as well
as of the IM frequency given by Eq. (10). It would be
a particularly interesting and relevant task to derive the
relativistic corrections of such equations of motion and to
examine their quantitative features in comparison with
the full field-theoretic model results. However, given the
unraveling of the physical nature of the relevant reso-
nances, and the qualitative capturing of all the relevant
phenomenology by the reduced model, we deem this task
to be outside the scope of the present work.
Finally, we examine if the collective variable model pre-
dicts the energy exchange between the kink translational
and oscillation modes as was found in frame of the con-
tinuum model (see Fig. 6). In Fig. 10 we plot (a) the
kink’s IM amplitude as a function of time for V = 0.5
and (b) the kink velocity as a function of time. The per-
turbation parameters are ǫ = 0.08 and β = 3. Very good
qualitative agreement can be seen with the results for the
continuum model. The kink velocity decreases when the
IM amplitude increases, so that the kink translational
and oscillation modes are coupled, as expected and as
discussed previously. In fact, the collective coordinate
equations (15)-(16) in some sense render this coupling
explicit via their terms involving both X˙ (and φK) and
a (and S).
V. CONCLUSIONS
The interaction of moving φ4 kinks with periodic PT -
symmetric perturbations was investigated numerically. It
has been shown that the kink’s IM can be excited with a
time-dependent amplitude. The kink inverse width varies
in time quasiperiodically, with the maximal amplitude
depending on the kink velocity. The maximal IM am-
plitude sharply increases when the kink velocity is such
that it propagates over one period of the gain-loss terrain
in about one period of kink’s IM oscillation. This reso-
nant effect is clearly seen for the kinks having sufficiently
large velocity, Vk > 0.25. The explanation of this reso-
nance effect is as follows. When the IM is excited, the
kink kinetic energy oscillates in time having two maxima
within one period of IM in the case of small kink veloc-
ity and only one maximum if the velocity is relatively
large. The periodic in space perturbation considered in
this work is of the dashpot type with alternating regions
of positive and negative damping proportional to ∂φ/∂t.
This means that the effect of the perturbation is max-
imal when kink’s kinetic energy is maximal. Thus, for
slowly moving kinks one can expect to observe the reso-
nance effect when the kink velocity is such that it travels
two periods of the perturbative function in one IM pe-
riod. In this case the period of the perturbative function
should be much smaller than the kink width and the ef-
fect becomes very weak. For the kinks with relatively
large speed, in order to observe the resonance, the pe-
riod of the perturbed function should be comparable to
or even larger than the kink width, and the resonance
takes place when the kink travels one period of this func-
tion in one IM cycle.
The results of numerical simulations for the continuum
perturbed φ4 model have been compared to the results of
the collective coordinate method that takes into account
not only the kink’s translational but also its vibrational
degrees of freedom [40]. It has been shown that this
theoretical approximation qualitatively predicts all ma-
jor effects observed for the continuum model. While the
collective coordinate method is not quantitatively accu-
rate, it is expected that a variant thereof incorporating
relativistic effects is more likely to be. The latter would
be an interesting direction for future study.
We conclude that the periodic PT -symmetric pertur-
bation gives new opportunities in the manipulation of the
kink dynamics. Particularly, one can control the kink’s
IM amplitude by varying the parameters of the perturba-
tion function and the kink velocity. Presumably, such fea-
tures are of broader physical interest and relevance than
the specifics of our φ4 example. In light of the recent real-
ization of optical solitons in PT -symmetric lattices [45],
it would be interesting to extend relevant notions to non-
linear Schro¨dinger classes of models, especially since re-
cent work has developed non-conservative variational ap-
proximations in the latter context [46]. These directions
are currently under investigation and will be reported in
future publications.
9Appendix: Kink’s internal mode
We consider Eq. (1) for γ = 0. Its kink solution (4)
depends on the special variable y := δk(x−x0−V t). We
introduce one more variable as τ := δk(t − V (x − x0)).
Then we see that by passing from variables (x, t) to (y, τ)
we have
φtt − φxx = φττ − φyy (A.1)
(i.e., this is the Lorentz invariance) and this change of
variables thus preserves the first two terms in equation
(1) with γ = 0. Then, it can be rewritten as
φττ − φyy − 2φ(1− φ2) = 0, (A.2)
while the kink solution becomes φK(y) = tanh y. At the
next step we want to construct an approximate solution
to (A.2) in the form
φA(y, τ) = ±φK(y)+Aφ1(y, τ)±A2φ2(y, τ)+. . . , (A.3)
where A is assumed to be a small real parameter, and φ1,
φ2 are some functions to be determined. By approximate
solution we mean the following:
1. The expansion (A.3) is an asymptotic one, i.e., each
next term is smaller by order the previous. In particular,
it means that functions φ1, φ2 are to be bounded.
2. By substituting the ansatz (A.3) into (A.2) we
should get an error of order O(A3) for small A.
The latter condition leads us to the equations for φ1,
φ2. Namely, substituting (A.3) into (A.2) and writing
then a power series expansion w.r.t. A, we obtain:
A
(
φ1ττ − φ1yy − 2(1− 3φ2K)φ1
)
+A2
(
φ2ττ − φ2yy − 2(1− 3φ2K)φ2 − 6φKφ21
)
= O(A3),
and therefore,
φ1ττ − φ1yy − 2(1− 3φ2K)φ1 = 0, (A.4)
φ2ττ − φ2yy − 2(1− 3φ2K)φ2 = 6φKφ21. (A.5)
We seek special solutions to the above equations by sep-
aration of variables:
φ1(y, τ) = e
iωkτΦ1(y), φ2(y, τ) = e
2iωkτΦ2(y),
where ωk is some constant. Then equation (A.4) becomes(
− d
2
dy2
+ 6 tanh2 y
)
Φ1 = (ω
2
k + 2)Φ1
and since tanh2 y = 1− cosh−2 y, we finally have(
− d
2
dy2
− 6
cosh2 y
)
Φ1 = (ω
2
k − 4)Φ1. (A.6)
Equation (A.5) yields
(
− d
2
dy2
− 6
cosh2 y
)
Φ2 = (4ω
2
k − 4)Φ2 + 6Φ21φK(y).
(A.7)
Equation (A.6) is the eigenvalue equation for the op-
erator
H := − d
2
dy2
− 6
cosh2 y
in L2(R).
Its essential spectrum is [0,+∞) and the equation
(
− d
2
dy2
− 6
cosh2 y
)
Φ = 0 in R
has the only bounded solution
Φ(y) =
cosh(2y)− 2
cosh(2y) + 1
.
This solution has two zeroes and it means that opera-
tor H has two eigenvalues below the essential spectrum.
By straightforward calculations one can check that these
eigenvalues are −1 and −4, namely,
(
− d
2
dy2
− 6
cosh2 y
)
Ψ1 = −4Ψ1, Ψ1 := 1
cosh2 y
,
(
− d
2
dy2
− 6
cosh2 y
)
Ψ2 = −Ψ2, Ψ2 := sinh y
cosh2 y
.
If we choose Φ1 = Ψ1 as a solution to (A.5), it leads
us to w = 0 and this is not the solution with the IM.
If we choose ωk > 4, then equation (A.6) has a bounded
solution. However, as one can check, then equation (A.7)
has no bounded solution. This is why we choose Φ1 = Ψ2
and constant ωk is non-zero: ωk =
√
3. Then for Φ2 we
obtain the equation
(
− d
2
dy2
− 6
cosh2 y
− 8
)
Φ2 =
6 sinh2 y
cosh5 y
. (A.8)
Unfortunately, we can not solve it in elementary func-
tions. Nevertheless, this is an inhomogeneous linear sec-
ond order ordinary differential equations and its solution
can be written by the method of variation of coefficients
in terms of the fundamental system of solutions. Thanks
to the well-known WKB estimates, these solutions be-
have at infinity as e±i
√
8y and it implies that equation
(A.8) has a bounded solution.
The final form of ansatz (A.3) expressed in variables
(x, t) is as follows:
φA(x, τ) = ± tanh δk(x− x0 − Vkt)
+Aei
√
3δk[t−Vk(x−x0)] sinh δk(x− x0 − Vkt)
cosh2 δk(x− x0 − Vkt)
±A2e2i
√
3δk[t−Vk(x−x0)]Φ2[δk(x− x0 − Vkt)]
+ . . . ,
(A.9)
where Φ2 is a solution to equation (A.8). As an approx-
imate solution to Eq. (1), one should take either real or
imaginary part of Eq.(A.9).
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