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On torus homeomorphisms whose rotation set is
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Pablo Da´valos
Abstract
We prove that for a homeomorphism f˜ : T2 → T2 in the homotopy
class of the identity and with a lift f : R2 → R2 whose rotation set ρ(f)
is an interval, either every rational point in ρ(f) is realized by a periodic
orbit, or the dynamics of f˜ is annular, in the sense that there exists a
periodic, essential, annular set for f˜ . In the latter case we also give a
qualitative description of the dynamics.
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1 Introduction.
In [Poi52], Poincare´ defined the rotation number for circle homeomorphisms,
and he showed it to be a topological invariant carrying dynamical information.
For a circle homeomorphism f˜ with a lift f : R → R, the rotation number of
f , denoted ρ(f), is rational if an only if f has periodic points, and is irrational
if and only if there exists a model for the dynamics of f˜ , in the sense that f˜ is
semi-conjugate to the irrational rotation x 7→ x+ ρ(f) mod 1.
In [MZ89] Misiurewicz and Ziemian generalize the concept of the rotation
number for homeomorphisms of Tn, for any n ∈ N. For a torus homeomorphism
f˜ : Tn → Tn, the rotation set of some lift f : Rn → Rn, denoted ρ(f), is defined
as the set of accumulation points of sequences of the form{
fmi(xi)− xi
mi
}
i∈N
where mi →∞ and xi ∈ Rn. The set ρ(f) is a compact subset of Rn, and in the
case n = 2 it is also convex. In [MZ89], and in many other subsequent articles
it is studied the relation between the rotation set and the dynamics of f˜ (see
for example [MZ91], [LM91], [Fra88],[Fra89],[KK08], [J0¨9], etc.). A lot more is
known in the case that n = 2 thanks to the theory of surface homeomorphisms,
like Brouwer theory, Thurston’s classification theory, etc. For this reason, we
will restrict ourselves to the case n = 2.
A basic question, making an analogy with the theory of the circle, is whether
there are periodic points associated to points with rational coordinates in ρ(f).
This problem has been extensively studied. For a point v ∈ ρ(f)∩Q2, expressed
in the form v = (p1/q, p2/q) with gcd(p1, p2, q) = 1, we say that v is realized by
a periodic orbit of f˜ if there exists x ∈ R2 such that
fq(x) = x+ (p1, p2).
In [Fra88], Franks proved that rational extremal points in the rotation set are
realized by periodic orbits, and in [Fra89] he proved that rational points in the
interior1 of the rotation set are also realized by periodic orbits. In the case that
ρ(f) is an interval, it is not true that rational points are always realized by
periodic orbits. However, in [Fra95] and [KK08], are given sufficient conditions
under which, if ρ(f) is an interval, every rational point in ρ(f) is realized by a
periodic orbit.
1with respect to the topology of R2.
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A second basic question is whether there are dynamical models associated
to certain rotation sets. Unfortunately, this is not always the case. An example
of this are the pseudo-rotations, that is, homeomorphisms whose rotation set is
reduced to a single point, called rotation vector. There are examples of pseudo-
rotations with the same rotation vector, but with very different behavior. The
simplest example of a pseudo-rotation is a translation Tv : x 7→ x+ v mod Z2.
Unlike the case of the circle, one may have that the deviations
D(x, n) = |fn(x)− x− nv|
are unbounded, and this allows to create examples of pseudorotations with
exotic properties, like Lebesgue weak-mixing [Fay02], topological expansive-type
properties [KK09], etc. Therefore, in the case that the rotation set is reduced
to a point, there seems not to be models for the dynamics associated to the
rotation set.
In this work, we study the case that the rotation set is an interval. Suppose
that f˜ is a torus homeomorphism with a lift f : R2 → R2 whose rotation set is
an interval of the form {0} × I, with 0 ∈ int I (the simplest example of such a
homeomorphism is the twist (x, y) 7→ (x, y+ sin(2pix)) mod Z2). As above, we
could wonder if the horizontal deviations
D1(x, n) = |fn(x)1 − x1|
can be unbounded, and in this way construct examples with qualitatively differ-
ent dynamics. We will show that if ρ(f) = {0} × I, then, either every rational
point in ρ(f) is realized by a periodic orbit, or deviations D1(x, n) are uniformly
bounded in x and n. With this, we will obtain the following, for the case that
ρ(f) is any interval:
If ρ(f) is an interval, then either every rational point in ρ(f) is realized by a
periodic orbit, or there exists a ‘model’ for the dynamics.
A precise meaning of a ‘model’ for the dynamics is given in Theorems A
and B. The simplest example of a homeomorphism with rational points in the
rotation set not realized by a periodic orbit is a skew product f˜ of a Morse-Smale
circle homeomorphism (with fixed points), and a twist torus homeomorphism, as
illustrated in Fig. 1a. This example has a lift f : R2 → R2 with ρ(f) = [−pi, pi],
and any rational point contained in ρ(f) is not realized by a periodic orbit, since
f˜ has no periodic points.
One could try to modify this example, replacing the two invariant circles
C1 and C2 by two non-connected invariant sets K1 and K2, so that orbits can
pass through in hopes to obtain unbounded horizontal displacements D1(x, n),
but still having ρ(f) = {0} × I (see Fig. 1b). However, we will see that this is
not possible; indeed, our main theorem implies that such a modification always
leads to max |pr1(ρ(f))| > 0.
In Theorem A we deal with the particular case that ρ(f) is a vertical interval
containing the origin in its interior, and the origin is not realized by a periodic
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Figure 1: (a) f˜(x, y) = (ϕ(x), y + pi sin(2pix)), with ϕ : S1 → S1 Morse-Smale.
(b) a tentative to obtain unbounded horizontal displacements D1(x, n).
orbit, and in Theorem C we deal with the case that ρ(f) is a general interval. In
Theorem A we prove that the horizontal displacements D1(x, n) are uniformly
bounded, and to prove this we will show there exists an invariant vertical ‘wall’,
that is, an invariant, annular, essential and vertical set for f˜ . By an annular set
we mean a nested intersection of compact annuli Ai ⊂ T2 such that the inclusion
Ai+1 ↪→ Ai is a homotopy equivalence, and by essential and vertical we mean
that the annuli Ai are homotopic to the annulus {x ∈ T2 : 0 ≤ x1 ≤ 1/2}.
This ‘wall’ will also have the property of being a semi-attractor, which we now
define:
Definition 1.1. An annular, essential set A ⊂ T2 is a semi-attractor for a
homeomorphism h : T2 → T2 if A is h-invariant and there exist two simple,
closed, essential curves γ1, γ2 ⊂ T2 disjoint from A and such that:
• ω(x, h) ⊂ A for all x ∈ γ1, and
• either ω(y, h) ⊂ A for all y ∈ γ2 or α(y, h) ⊂ A for all y ∈ γ2
We say that a curve γ ⊂ T2 is free forever for f˜ if f˜n(γ) ∩ γ = ∅ for all
n ∈ Z. A closed curve γ ⊂ T2 is vertical if it is homotopic to a straight vertical
circle. Also, if γ1, γ2 ⊂ T2 are vertical and disjoint curves, [γ1, γ2] ⊂ T2 denotes
the closed annulus whose ‘left’ border component is γ1 and whose ‘right’ border
component is γ2 (for precise definitions see Section 2). By last, we denote by
Ω(f˜) the non-wandering set of f˜ , that is, the set of points x ∈ T2 such that for
every neighborhood V of x, there is n > 0 such that f˜n(V ) ∩ V 6= ∅.
We now state our main theorem.
Theorem A. Let f˜ be a homeomorphism of T2 homotopic to the identity with
a lift f : R2 → R2 such that:
• ρ(f) = {0} × I, where I is a non-degenerate interval containing 0 in its
interior, and
• (0, 0) ∈ ρ(f) is not realized by a periodic orbit.
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Then, there exists a finite family {l˜i}r−1i=0 , r ≥ 2, of curves in T2 which are
simple, closed, vertical, and pairwise dijoint, and with the following properties.
If
Θi :=
⋂
n∈Z
f˜n
(
[l˜i, l˜i+1]
)
for i ∈ Z/rZ,
then,
1. at least one of the sets Θi is an annular, essential, f˜ -invariant set which
is a semi-attractor,
2. the curves l˜0, l˜1, . . . , l˜r−1 are free forever for f˜ ,
3. there is  > 0 such that ρ(Θi, f) is contained either in {0} × (,∞), or in
{0} × (−∞,−), and
4. Ω(f˜) ⊂ ∪Θi, (see Fig. 2).
Figure 2: The sets Θi and the curves l˜i. At least one of the Θi must be annular
and essential.
Remark 1.2. If the cardinality r of the family {l˜i}r−1i=0 is minimal such that
it satisfies the conclusion of Theorem A, then the sets Θi rotate alternatively
‘upwards’ and ‘downwards’.
For a definition of the rotation sets ρ(Θi, f) see Section 3.1. In Theorem A,
the curves l˜i decompose the dynamics in a way similar to a filtration. If a point,
under iteration by f˜ , leaves an annulus [l˜i, l˜i+1], it never enters that annulus
again, and if a point enters an annulus [l˜i0 , l˜i0+1] containing an essential set Θi0 ,
then it remains in that annulus forever.
Furthermore, we have that the dynamical decomposition given by Theorem
A is essentially unique:
Addendum B. Let f˜ and f be as in Theorem A. Let {li}r−1i=0 , and {l′i}r
′−1
i=0 be
two families of simple, closed, vertical and pairwise disjoint curves in T2, and
suppose that both families satisfy the conslusion of Theorem A. Suppose also
that the cardinalities r and r′ are minimal with respect to this property.
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Then, if we denote
Θi =
⋂
n∈Z
f˜n ([li, li+1]) for i ∈ Z/rZ, and
Θ′i =
⋂
n∈Z
f˜n
(
[l′i, l
′
i+1]
)
for i ∈ Z/r′Z,
we have that {Θi}r
′−1
i=0 = {Θ′i}r−1i=0 .
As a corollary of Theorem A and Addendum C we will obtain the following
theorem, dealing with the case that the rotation set is a general interval.
Theorem C. Let f˜ : T2 → T2 be a homeomorphism homotopic to the identity
with a lift f : R2 → R2 whose rotation set is an interval.
Then, either every rational point in the rotation set is realized by a periodic
orbit, or there is k ∈ N such that f˜k is topologically conjugate to a homeomor-
phism within the hypotheses of Theorem A. In the latter case:
• there exists a simple, closed, essential curve in T2 that is free forever for
f˜ ,
• there exists an annular, essential set A in T2 that is periodic for f˜ , and
• if q is the minimal period of A, the sets A, f˜(A), . . . , f˜q−1(A) are pairwise
disjoint.
Remark 1.3. We would like to emphasize that the main novelty in Theorem
A is the existence of an annular essential set, which is invariant for f˜ . The dy-
namical decomposition given by Theorem A without the existence of an annular,
essential, f˜ -invariant set is obtained in Section 5, and it combines the techniques
from a theorem of Le Calvez (Theorem 5.1) with standard techniques from er-
godic theory, like Atkinson’s Lemma 3.19. The existence of a curve that is free
forever for f˜ is also a novelty, but by the mentioned techniques it is equivalent
to the existence of the annular essential f˜ -invariant set.
Remark 1.4. In Theorem A from [KK08] it is proved that, if ρ(f) is an interval
and there is a rational point in ρ(f) that is not realized by a periodic orbit, then
for all n ∈ N there is a simple, closed, essential curve disjoint from its first n
iterates. Theorem C in this article generalizes that result, showing that there is
actually a (simple, closed, essential) curve that is free forever.
We do not know if the property of the displacements D1(x, n) being uni-
formly bounded is also present in the case that all the rational points in the
rotation set are realized by periodic orbits:
Question 1.5. If f˜ : T2 → T2 is a homeomorphism with a lift f : R2 → R2
such that ρ(f) is an interval of the form {0}×I, then, are the deviations D1(x, n)
uniformly bounded?
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This work is organized as follows. In section 3 we introduce the preliminary
theory used in the proof of Theorem A, which is mainly the following: the rota-
tion set for homeomorphisms of T2 and some results related to it, the Brouwer
theory for planar homeomorphisms developed by Patrice Le Calvez, and Atkin-
son’s Lemma from ergodic theory. In section 4 we prove Theorem C assuming
Theorem A. The proof of Theorem A is divided in sections 5 and 6, and the
proof of Addendum B is given in section 7.
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2 Notations.
By pr1,pr2 : R
2 → R, we will denote the projections to the first and second
coordinate, respectively. Also, if x ∈ R2, x1 and x2 will denote pr1(x) and
pr2(x), respectively.
For the circle S1 = R/Z, and the two-torus T2 = R2/Z2, denote by pi, pi′
and pi′′ the canonical projections
R2
pi→ R× S1 pi
′′
→ T2, and pi′ = pi′′ ◦ pi.
For a set A ⊂ R, the diameter of A is diam(A) = supx,y∈A |x − y|. For
A ⊂ R2, the horizontal diameter of A is diam1(A) = diam(pr1(A)), and the
vertical diameter of A is diam2(A) = diam(pr2(A)).
For a set A ⊂ R2 and x ∈ R2, denote d(x,A) = infy∈A |y − x|. For x ∈ R2
and r > 0, denote Br(x) = {y ∈ R2 : |y − x| < r}, and for A ⊂ R2, denote
Br(A) = {x ∈ R2 : d(x,A) < r}.
We will denote also by d(·, ·) the metric in T2 or in R× S1 induced by the
euclidean metric in R2.
Define T1, T2 : R
2 → R2 to be the translations T1 : (x1, x2) 7→ (x1 + 1, x2),
T2 : (x1, x2) 7→ (x1, x2 + 1). Also, T1 will denote the translation in R × S1,
T1 : (x1, x2) 7→ (x1 + 1, x2).
By a curve γ : I → R2, depending on the context, we mean either γ or
Im(γ) ⊂ R2. By an arc, we mean a compact injective curve, and if α is an arc,
α˙ denotes the curve α without its endpoints. A line ` is a proper embedding
` : R → R2. By Shoenflies’ Theorem ([Cai51]), given a line ` there exists an
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orientation preserving homeomorphism h of R2 such that h ◦ `(t) = (0, t), for
all t ∈ R. Then, the open half-plane h−1((0,∞) × R) is independent of h,
and we call it the right of `, and denote it by R(`). Analogously, we define
L(`) = h−1((−∞, 0) × R) the open half-plane to the left of `. The sets R(`)
and L(`) denote the closures of R(`) and L(`), respectively.
Let γ : S1 → R2 be a closed curve, and x ∈ R2 \ γ. By Ind(γ, x) we will
denote the degree of the map S1 → S1 given by t 7→ γ(t)− x/‖γ(t)− x‖, and it
will be called the index of γ with respect to x.
By ` ≺ `′ we will mean ` ⊂ L(`′).
A closed curve γ in T2 or in R× S1 is essential if it is not homotopic to a
point, and we say that γ is vertical if γ is freely homotopic to a curve of the
form cβ, where c ∈ {1,−1} and β(t) = (0, t). A curve γ in T2 (or in R × S1)
is free for f : T2 → T2 (f : R × S1 → R × S1) if it is simple and closed, and
f(γ) ∩ γ = ∅, and we say it is free forever for f if γ is disjoint from all its
iterates by f .
If `, `′ are two lines in R2, we define (`, `′) = R(`) ∩ L(`′), and [`, `′] =
R(`) ∩ L(`). Similarly we define (`, `′] = R(`) ∩ L(`′) and [`, `′) = R(`) ∩ L(`′).
If γ and γ′ are two disjoint, simple, closed and vertical curves in T2, we define
the topological annuli (γ, γ′) ⊂ T2 and [γ, γ′] ⊂ T2 in the following way. Let
γ˜ ⊂ R2 be any lift of γ, and let γ˜′ be the first lift of γ′ to the right of γ˜, that
is, γ˜′ is the lift of γ′ with γ˜ ≺ γ˜′ ≺ T1(γ˜). Orient γ˜ and γ˜′ as going upwards.
Define then (γ, γ′) = pi′((γ˜, γ˜′)) and [γ, γ′] = pi′([γ˜, γ˜′]). In a similar way, if
γ and γ′ are disjoint, simple, closed and vertical curves in R × S1, we define
(γ, γ′) ⊂ R× S1 and [γ, γ′] ⊂ R× S1.
Let M be either T2 or in R × S1. A topological (open or closed) annulus
B contained in M is essential if the inclusion B ↪→ M induces a non trivial
map pi1(B)→ pi1(M). A set A ⊂ M is annular if it is a nested intersection of
topological compact annuli Ai, such that for each i, the inclusion Ai+1 ↪→ Ai
is a homotopy equivalence. An annular set is said to be essential if the Ai are
essential annuli, and A is called vertical if the Ai are homotopic to the vertical
annulus {0 ≤ x ≤ 1/2} × S1 ⊂ T2.
For a map f : X → X, where X is any metric space, we define an -chain
for f as a finite sequence (xi)
i1
i=0 ⊂ X, with i1 ≥ 2, such that d(xi+1, f(xi)) < 
for all 0 ≤ i < i1. An -chain {xi}i1i=0 is periodic if x0 = xi1 . A point x ∈ X
is chain recurrent for f if for all  > 0 there exists a periodic -chain {xi}ni=0
for f with x0 = xn = x. The chain recurrent set, denoted by CR(f), is the
set of chain recurrent points for f .
3 Preliminaries.
3.1 The rotation set.
Denote by Homeo(T2) the set of homeomorphisms of T2, and by Homeo∗(T2)
the elements of Homeo(T2) which are homotopic to the identity. Let f˜ ∈
Homeo∗(T2) and let f : R2 → R2 be a lift of f˜ .
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Definition 3.1 ([MZ89]). The rotation set of f is defined as
ρ(f) =
∞⋂
m=1
cl
( ∞⋃
n=m
{
fn(x)− x
n
: x ∈ R2
})
⊂ R2.
The rotation set of a point x ∈ R2 is defined by
ρ(x, f) =
∞⋂
m=1
cl
{
fn(x)− x
n
: n > m
}
.
If the above set consists of a single point v ∈ R2, we call v the rotation vector
of x. If Λ ⊂ T2 is a compact f˜ -invariant set, we define the rotation set of Λ as
ρ(Λ, f) =
∞⋂
m=1
cl
( ∞⋃
n=m
{
fn(x)− x
n
: x ∈ pi′−1(Λ)
})
⊂ R2.
Remark 3.2. One can easily verify that the sets ρ(f) and ρ(Λ, f) in Definition
3.1 are compact.
Remark 3.3. It is easy to see that for integers n,m1,m2,
ρ(Tm11 T
m2
2 f
n) = nρ(f) + (m1,m2).
Then, the rotation set of any other lift of f˜ is an integer translate of ρ(f), and
we can talk of the ‘rotation set of f˜ ’ if we keep in mind that it is defined modulo
Z2.
Theorem 3.4 ([MZ89]). Let f˜ : T2 → T2 be a homeomorphism, let Λ ⊂ T2 be
a compact f˜ -invariant set, and let f : R2 → R2 be a lift of f˜ . Then the rotation
set set ρ(f) is a compact and convex, and every extremal point of ρ(f) is the
rotation vector of some point.
Given A ∈ GL(2,Z), we denote by A˜ the homeomorphism of T2 lifted by A.
If h˜ ∈ Homeo(T2), there is a unique A ∈ GL(2,Z) such that for every lift h of
h˜, the map h−A is bounded (in fact, Z2-periodic). Then h˜ is isotopic to A˜.
Lemma 3.5. Let f˜ ∈ Homeo∗(T2), A ∈ GL(2,Z) and h˜ ∈ Homeo(T2) isotopic
to A. Let f and h be lifts of f˜ and h˜ to R2. Then
ρ(hfh−1) = Aρ(f).
In particular, ρ(AfA−1) = Aρ(f).
For a proof of this lemma, see for example [KK08].
Remark 3.6. If ρ(f) is segment of rational slope, there exists A ∈ GL(2,Z)
such that Aρ(f) is a vertical segment. Indeed, if ρ(f) is a segment of slope p/q
(with p and q coprime integers), we can find x, y ∈ Z such that px + qy = 1,
and letting
A =
(
p −q
y x
)
we have that det(A) = 1, and since A(q, p) = (0, 1), Aρ(f) is vertical.
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3.1.1 The rotation set and periodic orbits.
Recall that we say that a rational point (p1/q, p2/q) ∈ ρ(f) (with gcd(p1, p2, q) =
1) is realized by a periodic orbit if there exists x ∈ R2 such that
fq(x) = x+ (p1, p2).
We mention the following realization results.
Theorem 3.7 ([Fra88]). If a rational point of ρ(f) is extremal, then it is realized
by a periodic orbit.
Theorem 3.8 ([Fra89]). Any rational point in the interior of ρ(f) is realized
by a periodic orbit.
The following theorem is stated for diffemorphisms in [Cal91], p. 106, but
its proof remains valid for homeomorphisms using the results in [Cal05] (see p.
9 of that article).
Theorem 3.9. If a rational point belongs to a line of irrational slope which
bounds a closed half-plane that contains ρ(f), then this point is realized by a
periodic orbit.
3.1.2 The rotation set and invariant measures.
For a compact f˜ -invariant set Λ ⊂ T2, we denote by Mf˜ (Λ) the family of f˜ -
invariant probability measures with support in Λ, and Mf˜ =Mf˜ (T2). Define
the displacement function φ : T2 → R2 by
φ(x˜) = f(x)− x, for x ∈ pi′−1(x˜).
This is well defined, as any two preimages of x˜ by the projection pi′ : R2 → T2
differ by an element of Z2, and f is Z2-periodic. Now, for µ ∈ Mf˜ , we define
the rotation vector of µ as
ρ(µ, f) =
∫
φdµ.
Then, we define the sets
ρmes(Λ, f) =
{
ρ(µ, f) : µ ∈Mf˜ (Λ)
}
,
and
ρerg(Λ, f) =
{
ρ(µ) : µ is ergodic for f˜ and supp(µ) ⊂ Λ
}
.
When Λ = T2 we simply write ρmes(f) and ρerg(f).
Proposition 3.10 ([MZ89]). It holds the following:
ρ(f) = ρmes(f) = conv(ρerg(f)).
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When Λ is a proper (compact, invariant) subset of T2, the set ρ(Λ, f) is not
necessarily convex (nor even connected). However, we have the following result
from the folklore, which follows from arguments analogous to those in [MZ89].
Proposition 3.11. It holds
convρ(Λ, f) = ρmes(Λ, f),
and therefore, if v ∈ R2 is an extremal point of conv ρ(Λ, f), there exists an
ergodic measure µ for f˜ with ρ(µ, f) = v and supp(µ) ⊂ Λ.
3.2 Brouwer Theory.
In [Bro12], Brouwer proved the following theorem for homeomorphisms of the
plane, known as the Brouwer Translation Theorem:
Theorem 3.12. Let h be an orientation preserving homeomorphism of R2 with-
out fixed points. Then:
1. For all point x ∈ R2 there exists a line ` passing through x such that
` ≺ h(`) and h−1(`) ≺ `.
2. There exists a cover of R2 by open invariant disks where h is conjugate to
a translation.
A line satisfying item (1) is called a Brouwer line for h. By item (2) we have
that h has no periodic points, and moreover, every point is wandering for h. The
proofs of this theorem use the Brouwer Translation Lemma, which states that
if an orientation preserving homeomorphism of the plane has no fixed points,
then it has no periodic points. In [Fra88] Franks proved the following stronger
property of non-recurrence:
Theorem 3.13 (Franks’ Lemma). Let h : R2 → R2 be an orientation preserv-
ing homeomorphism. If there exist a sequence (Ui)i∈Z/nZ of pairwise disjoint
open disks and a sequence of positive integers (mi)i∈Z/nZ such that:
• h(Ui) ∩ Ui = ∅ ∀ i ∈ Z/nZ, and,
• hmi(Ui) ∩ Ui+1 6= ∅ ∀ i ∈ Z/nZ,
then h has a fixed point.
As a corollary one obtains the following.
Theorem 3.14 ([Fra89]). Let h be an orientation preserving homeomorphism
of the plane, without fixed points and which is the lift of a homeomorphism of
T2. Then, there exists  > 0 such that there are no periodic -chains for h.
In [Cal04], Le Calvez showed the following remarkable and much stronger
version of the Brouwer Translation Theorem.
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Theorem 3.15. Let h be an orientation preserving homeomorphism of the plane
without fixed points. There exists a topological oriented foliation F of the plane
such that each leaf of F is a Brouwer line for h.
Then, in [Cal05] it is proved the following improvement of Theorem 3.15.
Theorem 3.16. Let M be a surface and (Ht)t∈[0,1] an isotopy in M joining the
identity to a homeomorphism f . For all z ∈M we define the arc γz : t 7→ Ht(z).
We suppose that f does not have any contractible fixed point z, that is, a fixed
point z such that γz is a closed curve homotopic to a point. Then there exists
an oriented topological foliation F in M and for all z ∈ M an arc positively
transverse to F joining z to f(z) that is homotopic with fixed endpoints to the
arc γz.
As an application of this theorem, we have the following proposition, which
follows essentially from Theorem 9.1 in [Cal05]. We include a sketch of the
proof.
Proposition 3.17. Let f˜ : T2 → T2 be a homeomorphism isotopic to the iden-
tity without contractible fixed points. Fix an isotopy (H˜t)t∈[0,1] in T2 between f˜
and the identity, and let F be the foliation of T2 transverse to (H˜t)t∈[0,1] given
by Theorem 3.16. Let (Ht)t∈[0,1] be the isotopy in R2 which is the lift of (H˜t)
and satisfies H0 = Id, and let f : R
2 → R2 be the lift of f˜ given by f = H1.
Let Fˆ be the lift of F to R× S1.
There exists  > 0 such that, if xˆ, yˆ ∈ R×S1, are points with lifts x, y ∈ R2
and:
• there is an -chain for f from x to x+ (0,m) for some m ∈ N, and
• there is an -chain for f from y to y + (0,−n) for some n ∈ N,
then there exists a compact leaf l ∈ Fˆ which is an essential curve that separates
xˆ from yˆ (that is, xˆ and yˆ belong to different connected components of R×S1\l).
In particular xˆ 6= yˆ.
Sketch of the Proof. Let F : R × S1 → R × S1 be the lift of f˜ such that
F ◦ pi = pi ◦ f . Let (Hˆt)t∈[0,1] be the isotopy in R × S1 between F and the
identity which is the lift of the isotopy (H˜t)t∈[0,1]. By Theorem 3.16, for every
xˆ ∈ R × S1 there exists an arc which is positively transverse to Fˆ , joins xˆ to
F (xˆ) and is homotopic with fixed extremes to the arc γxˆ :7→ Hˆt(xˆ). By this,
one can easily see that, for any xˆ ∈ R × S1 there exists  > 0 such that any
point zˆ in B(xˆ) can be joined to any point zˆ
′ in B(F (xˆ)) by an arc which is
positively transverse to Fˆ and homotopic to an arc of the form γzˆxˆγxˆγF (xˆ)zˆ′ ,
where γzˆxˆ joins zˆ to xˆ in B(xˆ) and γF (xˆ)zˆ′ joins F (xˆ) to zˆ
′ in B(F (xˆ)), and
where the product of two arcs stands for their concatenation.
As F is the lift of the homeomorphism f˜ : T2 → T2, and as T2 is compact,
there exists η > 0 such that for any point xˆ ∈ R×S1, any point in Bη(xˆ) can be
joined to any point in Bη(F (xˆ)) by an arc positively transverse to Fˆ as above.
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Also, by the continuity of F , there is 0 <  < η such that for any xˆ ∈ R×S1, if
{xˆi}ni=0 is a periodic -chain for F with xˆ0 = xˆn = xˆ, then xˆn−1 ∈ Bη(F−1(xˆ)).
Suppose then that there are xˆ, yˆ ∈ R × S1 with lifts x, y ∈ R2 such that
there is an -chain {xi}n1i=0 for f with x0 = x and xn1 = x + (0,m) for some
m ∈ N, and an -chain {yi}n2i=0 for f with y0 = y and yn2 = y+(0,−n) for some
n ∈ N. Then, we can construct a sequence of arcs (γn)n1n=1 positively transverse
to F , and such that:
• γ1 joins x0 to f(x0),
• γi joins f(xi−2) to f(xi−1) for 2 ≤ i ≤ n1 − 2,
• γn1−1 joins f(xn1−3) to f−1(x+ (0,m)), and
• γn1 joins f−1(x+ (0,m)) to x+ (0,m).
Then, letting γ = Πn1i=1γi, we have that γ is an arc positively transverse to
F joining x to x+ (0,m).
Analogously, we construct an arc β positively transverse to F and joining
y to y + (0,−n). In [Cal05] it is proved that γ and β project to disjoint (not
necessarily simple) loops γ˜, and β˜ in R×S1, and there is a connected component
U of R × S1 \ (γ˜ ∪ β˜) which is a topological essential annulus. As γ˜ and β˜
are positively transverse to Fˆ , then Fˆ is transverse to the border of U , either
inwards or outwards. By the Poincare´ Bendixon theorem, there exists a closed
essential leaf l contained in U . As the points xˆ and yˆ belong to the border of
U , l separates x from y.
3.3 Atkinson’s Lemma.
Let (X,µ) be a probabilty space, T : X → X be an ergodic transformation with
respect to µ, and φ : X → R a measurable map. We say that the pair (T, φ) is
recurrent if for any measurable set A ⊂ X of positive measure, and every  > 0
there is n > 0 such that
µ
(
A ∩ T−n(A) ∩
{
x :
n−1∑
i=0
|φ(T i(x))| < 
})
> 0.
In [Atk76] it is proved the following theorem.
Theorem 3.18. Let (X,µ) be a non-atomic probability space, T : X → X an
ergodic automorphism, and φ : X → R an integrable function. Then, the pair
(T, φ) is recurrent if and only if
∫
φdµ = 0.
From this theorem, it is not difficult to obtain the following corollary, usually
known as ‘Atkinson’s Lemma’.
Corollary 3.19. Let X be a separable metric space and µ a non-atomic Borel
probability measure in X which is ergodic with respect to a measurable transfor-
mation T : X → X. Let φ : X → R be an integrable function, with ∫ φdµ = 0.
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Then, for µ-almost every x ∈ X, there is an increasing sequence of integers ni
with
Tni(x)→ x and
∣∣∣∣∣∣
ni−1∑
j=0
φ(T j(x))
∣∣∣∣∣∣→ 0 as i→∞.
4 Proof of Theorem C from Theorem A and Ad-
dendum B.
If ρ(f) has irrational slope and contains a rational point, then by Theorem 3.9
this point is realized by a periodic orbit. Then we are left then with the case
that ρ(f) has rational slope and contains rational points.
We will prove now that if there is a rational point v ∈ ρ(f) that is not realized
by a periodic orbit, then there is a power of f˜ that is topologically conjugate to
a homeomorphism g˜ : T2 → T2 satisfying the hypotheses of Theorem A; that
is, g˜ has a lift g : R2 → R2 such that ρ(g) is a vertical interval containing the
origin in its interior, and such that (0, 0) ∈ ρ(g) is not realized by a periodic
orbit.
By Remark 3.6, there is A ∈ GL(2,Z) such that ρ(AfA−1) = Aρ(f) is
a vertical segment, containing the rational point v′ = (p1/k, p2/k) given by
v′ = Av. By Remark 3.3, if g0 = (AfA−1)k, then ρ(g0) = kρ(AfA−1), and then
ρ(g0) is a vertical interval containing the point w = kv
′ = (p1, p2) ∈ Z2. We
know that ρ(T−p11 T
−p2
2 g0) = T
−p1
1 T
−p2
2 ρ(g0), and therefore, if g = T
−p1
1 T
−p2
2 g0,
ρ(g) is a vertical interval containing the point T−p11 T
−p2
2 (w) = (0, 0). Let A˜, g˜
and g˜0 be the homeomorphisms of T
2 lifted by A, g and g0, respectively. Then
g˜ = g˜0, and as g0 = (AfA
−1)k = AfkA−1 we have that g˜ and f˜k are conjugate
by A˜.
It remains to see that (0, 0) ∈ ρ(g) is not realized by a periodic orbit for g˜.
As v ∈ ρ(f) is not realized by a periodic point of f˜ , then v′ = Av ∈ ρ(AfA−1)
is not realized by a periodic point for A˜f˜ A˜−1, and then w = kv′ = (p1, p2) ∈
ρ(g0) is not realized by a periodic point of g˜0 = A˜f˜
kA˜−1. Therefore (0, 0) =
T−p11 T
−p2
2 (w) ∈ ρ(g) is not realized by a periodic point of g˜, as we wanted.
There is an annular, essential, set A ⊂ T2 which is periodic for f˜ .
As f˜k is conjugate to a homeomorphism satisfying the hypotheses of Theorem
A, there is an annular, essential set A which is invariant for f˜k, and therefore
periodic for f˜ .
There is a simple, closed, essential curve in T2 that is free forever
for f˜ .
We saw above that f˜ is topologically conjugate to a homeomorphism f˜0 with
a lift of the form f0 = AfA
−1, with A ∈ GL(2,Z), and such that ρ(f0) is a
vertical interval. Also, we saw that there is k ∈ N such that g˜ = f˜k0 satisfies
the hypotheses of Theorem A.
Then, there is a finite family {li}r−1i=0 of vertical closed curves that are free
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forever for f˜k0 , and such that the maximal invariant set C of one of the annuli
[li, li+1] for f˜
k
0 is annular, essential and vertical. Up to taking a subfamily, we
may assume that the cardinality r of {li}ri=0 is minimal such that the conclusion
of that theorem holds. Observe that as f˜ is isotopic to the identity, f˜ i0(C) is
vertical, for every i.
Lemma 4.1. Let m ∈ N be the minimal period of C for f˜0. Then f˜ i0(C)∩C = ∅
for every 0 < i < m.
By the fact that C is annular and essential, this lemma gives us that the
complement of the orbit of C for f˜0 is a union of open annuli. That is, we have(
m−1⋃
i=0
f˜ i0(C)
)c
=
m⋃
i=0
Ui,
where the Ui are open, essential, vertical and pairwise disjoint annuli. The
minimal period of each Ui is m, and ∪li ⊂ ∪Ui. Using this, we will prove the
following.
Lemma 4.2. There is a simple, closed, essential curve γ contained in Ui0 , such
that f˜m0 (γ) ∩ γ = ∅.
Lemma 4.2 implies that there exists an essential curve that is free forever
for f˜ . To see this, let γ be as in Lemma 4.2. By the fact that f˜m0 (Ui0) = Ui0
we get that
f˜ im0 (γ) ∩ γ = ∅ for all i ∈ Z,
and as the minimal period of Ui0 is m, we then get that f˜
im+j
0 (γ)∩ f˜ im0 (γ) = ∅
for all i ∈ Z and j ∈ {0, . . . ,m − 1}. That is, γ is free forever for f˜0. As f˜0 is
conjugate to f˜ , there is also an essential curve that is free forever for f˜ , as we
wanted.
We are left with the proofs of lemmas 4.1 and 4.2.
Proof of Lemma 4.1 Recall that k ∈ N is such that f˜k0 satisfies the hypotheses
of Theorem A, the family {li}r−1i=0 is the family of curves in T2 given by that
theorem applied to f˜k0 , and the annular essential set C is the maximal invariant
set of one of the annuli [li, li+1] for f˜
k
0 .
It is easy to verify that the family {f˜0(li)}r−1i=0 also satisfies the conclusion of
Theorem A applied to f˜k0 . Therefore, if we denote
Θi =
⋂
n∈Z
f˜kn0 ([li, li+1]) for i ∈ Z/rZ, and
Θ˜i =
⋂
n∈Z
f˜kn0
(
[f˜0(li), f˜0(li+1)]
)
for i ∈ Z/rZ,
by Addendum B we have that {Θi}r−1i=0 = {Θ˜i}r−1i=0 . As Θ˜i = f˜0(Θi), this gives
us that f˜0 permutes the family {Θi}r−1i=0 . The set C is one of the sets Θi, and
then we conclude that f˜0(C) ∩ C = ∅ for 0 < i < m, as desired.
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In [KK08] it is proved the following lemma (Lemma 3.2 in that article). A
vertical line in R2 is the lift of a vertical simple closed curve in T2.
Lemma 4.3. Let h : R2 → R2 be a lift of a torus homeomorphism which is
homotopic to the identity. Let n ∈ N and suppose that ` ⊂ R2 is a vertical
Brouwer line for hn. Then, there is a vertical Brouwer line `′ for h. Also, if
S ⊂ R2 is an open set containing the curves `, h(`), . . . , hn(`), then the curve `′
can be chosen to be contained in S.
We will use Lemma 4.3 in the proof of Lemma 4.2.
Proof of Lemma 4.2 We recall that k ∈ N is such that f˜k0 satisfies the hypothe-
ses of Theorem A, and m is the minimal period for f˜0 of the annular set C.
Fix one of the curves li and denote it by L. If f˜
m
0 (L) ∩ L = ∅, then setting
γ := L the lemma follows. Otherwise, suppose that f˜m0 (L) ∩ L 6= ∅. Recall
that Ui0 is the connected component of the complement of the orbit of C that
contains L, and that f˜m(Ui0) = Ui0 . Let V be a connected component of
pi′−1(Ui0), and let F be a lift of f˜
m
0 such that F (V ) = V . Let ` ⊂ R2 be the
lift of L contained in V . As m divides k, f˜k0 (Ui0) = Ui0 , and the curve L was
chosen such that it is free forever for f˜k0 . In particular, f˜
k
0 (L) ∩ L = ∅. That
is, F k/m(`) ∩ ` = ∅. Since F fixes V , and as the curves `, F (`), . . . , F k/m(`) are
contained in V , by Lemma 4.3 there is a vertical Brouwer line Γ for F contained
in V . Let γ = pi′(Γ) ⊂ Ui0 . Then γ is a vertical circle, and f˜m0 (γ) ∩ γ = ∅,
which concludes the proof of the Lemma
To finish the proof of Theorem C, it remains the following.
If q is the minimal period of A, the sets A, f˜(A), . . . , f˜q−1(A) are
pairwise disjoint.
We showed above that f˜ is topologically conjugate to a homeomorphism f˜0 such
that there is an essential annular set C which is vertical and periodic for f˜0.
In Lemma 4.1 it was proved that, if m is the minimal period of C for f˜0, then
f˜ i0(C) ∩ C = ∅ for 0 < i < m.
This implies that, for the homeomorphism f˜ , there is an essential, annular
set A which is periodic for f˜ , with minimal period q = m, and such that
A, f˜(A), . . . , f˜q−1(A) are pairwise disjoint, as desired.
5 Proof of Theorem A, part I: construction of
the curves l˜i, and items (2), (3) and (4).
We begin by mentioning a related result for homeomorphisms of the compact
annulus by Le Calvez. For a homeomorphism F : S1×[0, 1]→ S1×[0, 1] isotopic
to the identity, the rotation set of some lift f : R× [0, 1]→ R× [0, 1] is defined
as the set of all accumulation points of sequences of the form{
fmi(xi)1 − (xi)1
mi
}
i∈N
(1)
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where mi → ∞ and xi ∈ R × [0, 1]. In this case the rotation set ρ(f) is a
compact interval I ⊂ R (possibly degenerate).
Also, if Λ ⊂ S1× [0, 1] is a compact invariant set, we can define the rotation
set of Λ, denoted ρ(Λ, f), as the set of all accumulation points of sequences of
the form (1), with mi →∞ and xi ∈ Π−1(Λ), where Π : R× [0, 1]→ S1 × [0, 1]
is the canonical projection.
The following theorem was proven for C1 diffeomorphisms in [Cal91], but
by the results of [Cal05] it is also valid for homeomorphisms (see Theorem 9.1
in that article).
Theorem 5.1. Let F : S1 × [0, 1] → S1 × [0, 1] be a homeomorphism isotopic
to the identity with a lift f : R× [0, 1]→ R× [0, 1] that has no fixed points and
whose rotation set is an interval containing 0 in its interior.
Then, there exists a finite non-empty family {γi} of essential, pairwise dis-
joint, free curves for F such that, the maximal invariant set contained between
two consecutive curves has rotation set contained either strictly to the right or
strictly to the left of 0 (see Fig. 3).
Figure 3: Illustration for Theorem 5.1. The free curves γ1 and γ2 are free for
F .
In Section 5.1 we will adapt this result for the torus case, and in this way
we will construct a family of curves satisfying item (3) from Theorem A.
5.1 Construction of the curves l˜i satisfying item (3).
We will prove the following.
Proposition 5.2. Let f˜ and f be as in Theorem A. There exists a finite family
{l˜i}r−1i=0 of pairwise disjoint, simple, closed, essential and vertical curves l˜i ⊂ T2
such that if Θi is the maximal invariant set of [l˜i, l˜i+1], then Θi is non-empty,
and ρ(Θi, f) is contained either in {0} ×R+ or in {0} ×R−.
The family {l˜i} is minimal in the sense that, for any i, if ρ(Θi, f) ⊂ {0} ×
R+ then ρ(Θi+1 mod r, f) ⊂ {0} × R−, and if ρ(Θi, f) ⊂ {0} × R− then
ρ(Θi+1 mod r, f) ⊂ {0} ×R+.
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Remark 5.3. As the sets Θi are compact, the sets ρ(Θi, f) are also compact
(see Remark 3.2). Therefore, the fact that ρ(Θi, f) is contained either in {0} ×
(0,∞) or in {0} × (−∞, 0) means actually that ρ(Θi, f) is contained either in
{0} × (,∞) or in {0} × (−∞,−), for some  > 0 and for any i. Therefore the
family {l˜i} given by Proposition 5.2 satisfies item (3) from Theorem A.
Remark 5.4. By the Brouwer Translation Lemma (see Section 3.2), the hy-
pothesis in Theorem A that (0, 0) ∈ ρ(f) is not realized by a periodic orbit is
equivalent to the fact that f has no fixed points. Therefore all the results from
Section 3.2 apply to f .
To prove Proposition 5.2 it will be convenient to work on the lift R× S1 of
T2. Recall our notation for the canonical projections:
R2
pi→ R× S1 pi
′′
→ T2, and pi′ = pi′′ ◦ pi.
We will first prove the following.
Lemma 5.5. For f˜ and f as in Theorem A, let F : R × S1 → R × S1 be the
lift of f˜ such that F ◦ pi = pi ◦ f . Then:
1. The chain recurrent set CR(F ) is not empty, and CR(F ) = Λ+ ∪ Λ−,
where Λ+ and Λ− are closed disjoint F -invariant sets such that, denoting
Λ˜± = pi′′(Λ±) ⊂ T2, we have ρ(Λ˜+, f) ⊂ {0} × (,∞) and ρ(Λ˜−, f) ⊂
{0} × (−∞,−), for some  > 0.
2. There exist simple, closed, essential curves l0 ≺ l1 ≺ · · · lr = T1(l0) on
R × S1 which are free for F , and such that they ‘separate’ Λ+ from Λ−,
that is:
(a) CR(F )
⋂∪ri=0li = ∅,
(b) for 0 ≤ i < r, the set Λi := CR(F )∩ (li, li+1) is compact, non-empty
and F -invariant,
(c) for 0 ≤ i < r, either Λi ⊂ Λ+ or Λi ⊂ Λ−, and
(d) if Λi ⊂ Λ+, then Λi+1 ⊂ Λ−, and if Λi ⊂ Λ− then Λi+1 ⊂ Λ+, for
any 0 ≤ i < r − 1 (see Fig. 4).
Proof. First we observe the following elementary fact. There exists an isotopy
(H˜t)t∈[0,1] between the identity and f˜ with the property that if (Ht) is the lift
of (H˜t) with H0 = Id, then H1 = f . To see this just observe that if (H˜
′
t)t∈[0,1]
is any isotopy between the identity and f˜ , and if (H ′t) is the lift of (H˜
′
t) with
H ′0 = Id, then H
′
1 = f + (a, b), for some a, b ∈ Z. Defining Ht = H ′t + t(−a,−b),
for t ∈ [0, 1], we have that (Ht) is an isotopy between the identity and f wich
projects to an isotopy (H˜t) on T
2 between the identity and f˜ with the desired
properties.
Now, let F be the Brouwer foliation of T2 transversal to H˜ given by Theo-
rem 3.16. Let Fˆ be the lift of F to R× S1.
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Figure 4: The sets Λi and the curves li.
Item 1.
CR(F ) is non-empty. Let φ : T2 → R2 be given by
φ(x˜) = f(x)− x,
where x ∈ R2 is any lift of x˜, and let φ1 = pr1 ◦ φ. Then
n−1∑
i=0
φ1(f˜
i(x˜)) = fn(x)1 − x1.
Let µ be any ergodic measure for f . By hypothesis,
∫
φ1dµ = ρ(µ, f)1 = 0, and
by Atkinson’s Lemma 3.19 there exists a full µ-measure set X ⊂ T2 such that
for any x˜ ∈ X and x ∈ pi′−1(x˜) we have that there is a sequence of positive
integers ni such that
f˜ni(x˜)→ x˜ and
∣∣∣∣∣∣
ni−1∑
j=0
φ1(f˜
j(x˜))
∣∣∣∣∣∣ = |fni(x)1 − x1| → 0, as i→∞.
This means that pi(x) is recurrent for F , and in particular CR(F ) 6= ∅.
Definition of Λ+ and Λ−. As f has no fixed points by hypothesis (see
Remark 5.4), by Theorem 3.14 there is 1 > 0 such that f has no periodic 1-
chains, and by Proposition 3.17 there is 2 > 0 such that, if there are xˆ, yˆ ∈
R× S1 with lifts x, y ∈ R2 such that:
• there is an 2-chain for f from x to x+ (0,m) for some m ∈ N, and
• there is an 2-chain for f from y to y + (0,−n) for some n ∈ N,
then there exists a compact leaf of Fˆ that separates xˆ from yˆ. Let 0 =
min{1, 2}.
We define Λ+ ⊂ R × S1 as the set of points xˆ ∈ CR(F ) such that, if x ∈
pi−1(xˆ), there exists an 0-chain {xi}ni=0 for f , with x0 = x and xn = x+ (0,m)
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for some m ∈ N. Analogously, we define Λ− ⊂ R × S1 as the set of points
xˆ ∈ CR(F ) such that, if x ∈ pi−1(xˆ), there exists an 0-chain {xi}ni=0 for f , with
x0 = x and xn = x+ (0,−m), for some m ∈ N.
Λ+ and Λ− are non-empty. We prove that Λ+ is non-empty; the case of
Λ− is similar. As ρ(f) is a vertical interval containing the origin in its interior,
by Proposition 3.11, there exists an ergodic measure µ with respect to f˜ with
ρ(µ)2 > 0. By Birkhoff’s Theorem, there exists a set X ⊂ T2 of full µ-measure
such that for x˜ ∈ X and x ∈ pi′−1(x˜), we have
ρ(x˜, f) = lim
n
1
n
n∑
i=0
φ(f˜ i(x˜)) =
∫
φdµ = ρ(µ, f).
By Atkinson’s Lemma 3.19, there exists a full µ-measure set X ′ ⊂ T2 such that
if x˜ ∈ X ′ and x ∈ pi′−1(x˜), there is a sequence of positive integers ni such that
f˜ni(x˜)→ x˜ and
∣∣∣∣∣∣
ni−1∑
j=0
φ1(f˜
j(x˜))
∣∣∣∣∣∣ = |fni(x)1 − x1| → 0, as i→∞.
Let y˜ ∈ X ∩ X ′ and y ∈ pi′−1(y˜). Then there is an increasing sequence of
naturals {rn}n and a sequence of integers {sn}n such that
|frn(y)− y − (0, sn)| → 0 as n→∞,
with sn/rn → ρ(y˜, f)2 = ρ(µ, f)2 > 0. Therefore limn sn =∞, and in particular
sn > 0 for n sufficiently large. If yˆ ∈ pi′′−1(y˜), then F rn(yˆ)) → yˆ as n → ∞,
and we have that yˆ is recurrent for F , and in particular yˆ ∈ CR(F ). Therefore
yˆ ∈ Λ+, and Λ+ is non-empty.
It holds CR(F ) = Λ+ ∪ Λ−. Observe that by the definition of the sets Λ+
and Λ−, we have that Λ+ ∪Λ− ⊂ CR(F ), and then we only need to prove that
CR(F ) ⊂ Λ+ ∪Λ−. Suppose by contradiction that there is xˆ ∈ CR(F ) \ (Λ+ ∪
Λ−). Then, by definition of Λ+ and Λ−, there exists an 0-chain for f starting
and ending in x, that is, a periodic 0-chain for f . By definition of 0, we have
0 ≤ 1, where 1 is the constant given by Theorem 3.14, and then that theorem
implies there is a fixed point for f , a contradiction. Therefore we must have
CR(F ) ⊂ Λ+ ∪ Λ− as we wanted.
The sets Λ+ and Λ− are disjoint and closed. We will prove that
Λ+ ∩ Λ− = ∅. As CR(F ) = Λ+ ∪ Λ− and CR(F ) is closed, this will imply
that Λ+ and Λ− are closed and disjoint. Suppose by contradiction that there is
xˆ ∈ Λ+∩Λ−. Let yˆ ∈ Λ+ and zˆ ∈ Λ−, be such that d(yˆ, xˆ) < 0/3 and d(zˆ, xˆ) <
0/3, and let {yi}n1i=0, and {zi}n2i=0 be 0/3-chains for f such that y0 ∈ pi−1(yˆ),
yn1 = y0 + (0,m1), z0 ∈ pi−1(zˆ), |z0 − y0| < 20/3 and zn2 = y0 + (0,−m2), for
some m1,m2 ∈ N. We now show that we can concatenate integer translates of
these chains {yi} and {zi} to get a periodic chain for f . For each 0 ≤ i < m2
define the 0/3-chain {yil}n1l=0 for f as the translate of {yl}n1l=0 by T im12 , that is,
yil = T
im1
2 yl, for 0 ≤ l < n1,
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and for each 0 ≤ j < m1, define the 0/3-chain {zjk}n2k=0 for f as the translate
of {zk}n2k=0 by Tm1m2−jm22 , that is,
zjk = T
m1m2−jm2
2 zk, for 0 ≤ k < n2.
Define then the 0-chain {wi}n1m2+n2m1i=0 for f as the concatenation of the chains
defined above, given by
win1+l = y
i
l , for 0 ≤ i < m2 and 0 ≤ l < n1,
wm2n1+jn2+k = z
j
k for 0 ≤ j < m1 and 0 ≤ k < n2, and
wn1m2+n2m1 = w0.
Then, {wi}n1m2+n2m1i=0 is a periodic 0-chain for f . By Theorem 3.14, f has a
fixed point, which is a contradiction. Therefore there cannot be xˆ ∈ Λ+ ∩ Λ−.
As we mentioned, this implies that Λ+ and Λ− are closed and disjoint.
Before proving that the sets Λ+ and Λ− are F -invariant and the last claim
of Item 1, we will prove Item 2 of the lemma.
Item 2.
Construction of the family {li}ri=0. By Proposition 3.17 and by the defini-
tion of the sets Λ+ and Λ−, for each x ∈ Λ+, y ∈ Λ−, there exists a compact
leaf l ∈ Fˆ that separates x from y. So, the set Fc of compact leaves of Fˆ is not
empty. The union of the compact leaves of a foliation of T2 is compact (see for
ex. [Hae62]), and as Fˆ is a lift of a foliation of T2, the set ∪Fc is closed as a
subset of R× S1 (∪Fc denotes the union of the elements of Fc). Observe that,
as the leaves of F are Brouwer lines for f , the elements of Fc are free curves for
F .
Claim: CR(F ) ∩ ∪Fc = ∅.
To see this, note that as the elements of Fc are free curves for F , the points in
∪Fc are wandering for F . As the set of wandering points does not intersect the
set of chain recurrent points, the claim follows.
This claim gives us that CR(F ) has an open cover U ′ whose elements are
the connected components of R × S1 \ ∪Fc, which are sets of the form (l, l′),
with l, l′ ∈ Fc. By definition of the sets Λ+ and Λ−, and by Proposition 3.17
we have that for any element (l, l′) of U ′,
either CR(F ) ∩ (l, l′) ⊂ Λ+, or CR(F ) ∩ (l, l′) ⊂ Λ−.
Now, fix l∗ ∈ Fc. The compact set CR(F ) ∩ [l∗, T1(l∗)] has a finite subcover
U ′′ ⊂ U ′, of the form U ′′ = {(l2i, l2i+1)}s−1i=0 . We reindex the curves li in a way
that li ≺ li+1 for 0 ≤ i < 2s − 1, and we extract from the family of compact
leaves {li}2s−1i=0 a subfamily, which we denote simply by {li}r−1i=0 , indexed in a
similar way, and which is minimal with respect to the following property: if
lr = T1(l0), then for each 0 ≤ i < r
either ∅ 6= CR(F ) ∩ (li, li+1) ⊂ Λ+, or ∅ 6= CR(F ) ∩ (li, li+1) ⊂ Λ−.
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As a consequence we have that, if for 0 ≤ i < r we define
Λi = CR(F ) ∩ (li, li+1),
then, for 0 ≤ i < r
• Λi 6= ∅, and
• if Λi ⊂ Λ+ then Λi+1 ⊂ Λ−, and if Λi ⊂ Λ− then Λi+1 ⊂ Λ+.
This concludes the construction of the family {li}r−1i=0 satisfying items (a), (c)
and (d) from Item 2 of the lemma. As the sets Λ+ and Λ− are compact and
disjoint from the curves li, the sets Λi are also compact. Since Λi 6= ∅ for all i,
to prove that {li}r−1i=0 satisfies item (b) it remains to prove that Λi is F -invariant,
for each 0 ≤ i < r.
For any 0 ≤ i < r, Λi is F -invariant. Fix i ∈ {0, . . . , r − 1}. First we
prove that F (Λi) ⊂ Λi. As CR(F ) is F -invariant and Λi = CR(F ) ∩ (li, li+1),
to show that F (Λi) ⊂ Λi it suffices to show that if x ∈ Λi then F (x) ∈ (li, li+1).
Suppose this is not true. Then there exists x0 ∈ Λi such that F (x0) /∈
(li, li+1). Without loss of generality suppose that F (x0) ∈ R(li+1). Then, as li+1
is free for F we must have that li+1 ≺ F (li+1). Let δ1 := d(li+1, F (li+1)) > 0.
By the continuity of F there is δ2 > 0 such that if d(x, li+1) < δ2, then F (x) ∈
R(li+1) and d(F (x), li+1) > δ1/2. Let δ = min{δ2, δ1/2}, and let {yi}si=0 be any
δ-chain for F with y0 = x0. Then, either y1 ∈ R(li+1) or d(y1, li+1) < δ2, and
in both cases we have F (y1) ∈ R(li+1) and d(F (y1), li+1) > δ1/2. Therefore,
y2 ∈ R(li+1), and F (y2) ∈ R(F (li+1)). Then y3 ∈ R(li+1). By induction, we
get that yn ∈ R(li+1) for all n ≥ 2. As {yi}si=0 was an arbitrary δ-chain with
y0 = x0, we then have that x0 is not δ-chain recurrent, which contradicts that
x0 ∈ Λi ⊂ CR(F ). This contradiction gives us that F (x0) must be contained
in (li, li+1), and therefore F (Λi) ⊂ Λi.
Now we prove that F−1(Λi) ⊂ Λi. Applying the arguments in last paragraph
to F−1 we get that F−1(CR(F−1) ∩ (li, li+1)) ⊂ CR(F−1) ∩ (li, li+1), and as
CR(F ) = CR(F−1) we get that F−1(Λi) ⊂ Λi.
As the choice of i was arbitrary, we conclude that for any i, Λi is F -invariant,
as we wanted. This finishes the proof of Item 2 of the lemma.
Now we proceed to the remaining part of the proof of Item 1.
The sets Λ+ and Λ− are F -invariant. We proved that for each i the set
Λi is F -invariant, and contained either in Λ
+ or in Λ−. As both Λ+ and Λ− are
contained in ∪n,iTn1 (Λi), we conclude that Λ+ and Λ− are F -invariant.
There is  > 0 such that ρ(Λ˜+, f) ⊂ {0} × (,∞), and ρ(Λ˜−, f) ⊂
{0}×(−∞,−). We will deal only with the case of ρ(Λ˜+, f); the case of ρ(Λ˜−, f)
is analogous. As Λ+ is closed and F -invariant, Λ˜± is a compact f˜ -invariant set.
Let v− the lower endpoint of conv ρ(Λ˜+, f). It suffices to prove that (v−)2 > 0.
Suppose by contradiction that (v−)2 ≤ 0. By Proposition 3.11, as v− is an
extremal point of conv ρ(Λ˜+, f), there exists an ergodic measure µ for f˜ with
ρ(µ, f) = v− and supp(µ) ⊂ Λ˜+. Let 0 be as in the definition of Λ+ and
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Λ−. As (v−)2 ≤ 0, proceeding as in the proof that Λ+ and Λ− are non-empty,
with the aid of Birkhoff’s Theorem and Atkinson’s Lemma 3.19 we find a point
x˜ ∈ supp(µ) such that
|fn(x)− x− (0,−m)| < 0
for x ∈ pi′−1(x˜) and for some n ∈ N and m ∈ N0. If m > 0 this means that
pi(x) ∈ Λ−, and therefore Λ+ ∩ Λ− 6= ∅. This is a contradiction, and then we
cannot have that m > 0. If m = 0 we have that x is 0-chain recurrent for
f , which by the definition of 0 and by Theorem 3.14 is also a contradiction.
Therefore we cannot have that (v−)2 ≤ 0, as we wanted. This finishes the proof
of Item 1, and of Lemma 5.5.
Remark 5.6. The fact that the sets Λi ⊂ (li, li+1) are non-empty and F -
invariant implies the following. If ` ⊂ R2 is a lift of li and if `′ ⊂ R2 is the lift
of li+1 such that ` ≺ `′ ≺ T1(`), then
⋂
n∈Z
fn ((`, `′)) = pi−1
(⋂
n∈Z
Fn ((li, li+1))
)
⊃ pi−1(Λi) 6= ∅.
We now are ready to prove Proposition 5.2.
Proof of Proposition 5.2. By construction, the curves l˜i = pi
′′(li) ⊂ T2 are com-
pact leaves from a foliation of T2, and therefore pairwise disjoint. As the curves
li ⊂ R × S1 are essential, and as pi′′ : R × S1 → T2 is a covering map, the
curves l˜i ⊂ T2 are also essential, and by the definition of pi′′ it is easy to see
that they are vertical. For any 0 ≤ i < r, let Θi ⊂ T2 be as in Theorem A.
Then, we observe that Θi is non-empty: if F and Λi ⊂ R×S1 are as in Lemma
5.5, then by that lemma Λi is non-empty and F -invariant, and as F lifts f˜ ,
the set pi′′(Λi) ⊂ (l˜i, l˜i+1) is non-empty and f˜ -invariant. As Θi is the maximal
invariant set in (l˜i, l˜i+1) for f˜ , ∅ 6= pi′′(Λi) ⊂ Θi.
We now prove that ρ(Θi, f) is contained either in {0} × (0,∞) or in {0} ×
(−∞, 0) for each i.
Let i ∈ {0, 1, . . . , r − 1}, and suppose first that Λi ⊂ Λ+, where Λ+ is as in
Lemma 5.5. Then we will prove that ρ(Θi, f) ⊂ {0}×(0,∞). Let v− be the lower
endpoint of the interval conv(ρ(Θi, f)). To prove that ρ(Θi, f) ⊂ {0}×(0,∞), it
suffices then to prove that (v−)2 > 0. By contradiction, suppose that (v−)2 ≤ 0.
By Proposition 3.11, we can find an ergodic measure µ with support con-
tained in Θi and with ρ(µ, f) = v
−. As in the proof in Lemma 5.5 that the sets
Λ+ and Λ− are non-empty, with the use of Atkinson’s Lemma we can find a
point x˜ ∈ supp(µ) such that for any  > 0 and x ∈ pi′−1(x˜), there is n > 0 and
m ≤ 0 such that
|fn(x)− x− (0,m)| < . (2)
Therefore if xˆ ∈ pi′′−1(x˜) ⊂ R × S1, xˆ is recurrent for F , and in particular
xˆ ∈ CR(F ). As x˜ ∈ supp(µ) ⊂ [l˜i, l˜i+1], xˆ belongs to some integer translate of
[li, li+1]. Therefore, there is an integer translate xˆ
′ of xˆ such that xˆ′ ∈ CR(F )∩
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[li, li+1] = Λi. As in (2)  > 0 can be taken arbitrarily and m ≤ 0, we have that
xˆ′ ∈ Λ−, and then Λi∩Λ− 6= ∅, which contradicts our assumption that Λi ⊂ Λ+.
Therefore we must have (v−)2 > 0, and this proves that ρ(Θi, f) ⊂ {0}×(0,∞),
as we wanted.
Similarily, if Λi ⊂ Λ− we prove that ρ(Θi, f) is contained in {0} × (−∞, 0).
The choice of i ∈ {0, . . . , r− 1} was arbitrary, and then by Remark 5.3 we have
that, for each i, either ρ(Θi, f) ⊂ {0}× (−∞,−) or ρ(Θi, f) ⊂ {0}× (,∞) for
some  > 0, and we conclude that for the family {l˜i}r−1i=0 it holds item (3) from
Theorem A
5.2 Item (1) implies items (2) and (4).
We recall that, in Theorem A, the sets Θi are the maximal invariant sets in
[l˜i, l˜i+1] for f˜ . Also, we recall items (1), (2) and (4) from that theorem.
(1) One of the sets Θi is annular, essential, vertical and a semi-attractor for
f˜ .
(2) The curves l˜i are free forever for f˜ .
(4) Ω(f˜) ⊂ ∪iΘi.
We will prove items (2) and (4) assuming it holds the following weaker
version of Item 1:
(1∗) One of the sets Θi is essential.
Remark 5.7. By the construction of the curves l˜i, if one of the sets Θi is
essential then it is necessarily annular and vertical.
(1∗)⇒ (2). Let i0 such that Θi0 is essential, and therefore annular and
vertical. Let C ⊂ R2 be a connected component of pi′−1(Θi0). Then Tn2 (C) = C
for all n, and pi′−1(Θi0) = ∪nTn1 (C). By the fact that Θi0 is annular, essential
and vertical, C is a connected set such that R2\C has two unbounded connected
components. By our hypothesis that ρ(f) = {0} × I we can easily deduce that
for each n, Tn1 (C) is f -invariant.
Let S ⊂ R2 be the f -invariant open strip bounded by C and T1(C). In
the construction of the curves l˜i, we saw that l˜i is disjoint from Θj for every
i and j. By this, and since the curves l˜i are essential, we have that for any i
there is exactly one lift `i ⊂ R2 of the curve l˜i which intersects S, and actually
`i ⊂ S. By the invariance of S we have that fn(`i) ⊂ S for all n and i, and
then fn(`i) ∩ Tm1 (`i) = ∅ for every i and for all n ∈ Z and m 6= 0. Also, by the
construction of l˜i, the lifts `i are Brouwer curves for f , and then f
n(`i)∩ `i = ∅
for every i and all n ∈ Z. We conclude that fn(`i)∩Tm1 (`i) = ∅ for every i, and
all n,m ∈ Z. This implies that the curves l˜i are free forever for f˜ , and it holds
item (2) from Theorem A.
(1∗)⇒ (4). To prove it holds item (4) we let x˜ ∈ T2 \ ∪iΘi, and we will prove
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that x˜ is wandering. Let x ∈ R2 be a lift of x˜ contained in the open strip S
defined above. By the invariance of S, we have that if B ⊂ S is a ball containing
x, then the iterates of B do not meet any integer translate of B that is outside
S, that is, fn(B) ∩ T r1 T s2 (B) = ∅ for all r 6= 0 and n, s ∈ Z. Then, to get
that x˜ is wandering for f˜ it suffices to show that there is an open ball B′ ⊂ S
containing x such that fn(B′) ∩ T r2 (B′) = ∅ for all n > 0 and r ∈ Z.
Let i1 be an integer such that x ∈ [`i1 , `i1+1]. By hypothesis, x˜ = pi′(x) /∈
Θi1 , and then there exists n0 ∈ Z such that x˜ is contained in the open annulus
bounded by f˜n0(li1) and f˜
n0+2(li1). Then, x is contained in the open strip
S′ ⊂ R2 bounded by fn0(`i1) and fn0+2(`i1). As the curve `i1 is a Brouwer
curve for f (by construction of the curves l˜i), then
fn(S′) ∩ S′ = ∅ for all n ≥ 2. (3)
Also, as the curve `i1 is a lift of a vertical curve in T
2, we have that if B′ ⊂ S′ is
an open ball containing x then T j2 (B
′) ⊂ S′ for all j ∈ Z. By this and by (3) we
have that fn(B′) ∩ T j2 (B′) = ∅ for all n ≥ 2 and j ∈ Z, and therefore there is a
ball B′′ ⊂ B′ containing x such that fn(B′′) ∩ T j2 (B′′) = ∅ for all n > 0, which
by last paragraph implies that x˜ = pi′(x) is wandering for f˜ . As x˜ ∈ T2 \ ∪iΘi
was arbitrary, we get that Ω(f˜) ⊂ ∪iΘi, and it holds item (4) from Theorem A,
as desired.
6 Proof of Theorem A, part II: proof of item
(1).
For the sake of completeness, we begin with the following remark about Theorem
A. The fact that the rotation set is a non-degenerate interval is essential in
order to obtain annular dynamics (i. e., an invariant essential annular set). To
illustrate this, we note that one can construct an example of a homeomorphism
f˜ of T2 with a lift f to R2 whose rotation set consists of a point, and such that
f has no invariant essential annular sets. We briefly outline such a construction
(for a more detailed description, see for ex. [Han89]). Let v ∈ R2 be a vector
with irrational slope, and let χ denote the constant vector field χ ≡ v in T2. For
p ∈ T2, let ψ : T2 → R be a continuous function such that ψ ≥ 0 and ψ(x) = 0
if and only if x = p. Now, let f˜ : T2 → T2 be the time-1 map of the flow given
by the vector field ψχ. We have that Fix(f˜) = {p}, and that the future orbit of
every point passes arbitrarily close of p. If ψ is chosen also to be close enough to
zero near p, one can prove that every point has rotation vector equal to (0, 0),
and then ρ(f) = (0, 0), for a lift f : R2 → R2 of f˜ . Such a lift f also has
unbounded orbits both in the horizontal and vertical direction, which impedes
the existence of any invariant annular essential set for f˜ . Other examples of
homeomorphisms whose rotation set reduces to a vector with rational slope and
have dynamics far from being annular can be found in [KT12].
We now return the proof of Theorem A.
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6.1 It suffices to prove (1∗).
We recall that in Theorem A, for each i, the set Θi is the maximal invariant set
of [l˜i, l˜i+1] for f˜ . Also, we recall item (1) from that theorem:
(1) At least one of the sets Θi is annular, essential, vertical and a semi-
attractor for f˜ .
In Section 5.2 we proved that the curves l˜i from Theorem A are free forever for
f˜ , if it holds the following:
(1∗) At least one of the sets Θi is essential.
As we mentioned in Remark 5.7, if one of the sets Θi is essential, then it is also
annular and vertical. Now, observe that if the curves l˜i are free forever for f˜ ,
and if Θi0 is essential, annular and vertical for some i0, we easily get that Θi0
must be a semi-attractor for f˜ .
Therefore, to prove item (1) from Theorem A it suffices to prove it holds
(1∗). The rest of this section will be devoted to the proof of (1∗).
6.2 Strategy and outline of the proof of (1∗).
To prove (1∗) we will work in R2 with lifts of the curves l˜i, so we start by fixing
a family of such lifts.
Definition 6.1 (The curves `i). For i ∈ N0 we define a lift `i ⊂ R2 of the
curve l˜i mod 2 in the following way. First define `0 ⊂ R2 as any lift of l˜0. Then,
define `1 as the lift of l˜1 such that `0 ≺ `1 ≺ T1(`0). Then, for i = 0, 1, and
j ∈ N we define `2j+i = T j1 `i (see Fig. 5).
In order to simplify some of the subsequent arguments, without loss of gen-
erality we make the following assumption.
Assumption 6.2. For every i, the curve li a straight, vertical line.
Strategy. The proof of (1∗) will be by contradiction. We will suppose that
none of the sets Θi is essential, and we will obtain that max |pr1(ρ(f))| > 0,
which contradicts our hypothesis that ρ(f) is an interval of the form {0} × I.
We start by noting the following.
Claim 6.3. If none of the sets Θi is essential, then there is n0 ∈ N such that
either
1. fn0(`i) ∩ `i+1 6= ∅ for all i ≥ 0, or
2. fn0(`i) ∩ `i−1 6= ∅ for all i > 0.
Proof. If there was i0 such that f
n(`i0) ∩ `i0+1 = ∅ for all n ∈ Z, then the
maximal invariant set of (`i0 , `i0+1), which is not empty (see Remark 5.6), would
be a connected set A such that pi′(A) = Θi0 is essential. Details are left to the
reader.
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Figure 5: The curves `i.
Therefore, if we assume that none of the sets Θi is essential, we are in case
1 or 2 from Claim 6.3. From now on, without loss of generality we will assume
that we are in case 1. Moreover, we may assume also that n0 = 1 (indeed, if
we get positive horizontal speed for fn0 we also get this for f). We state this
explicitly:
Assumption 6.4. It holds f(`i)∩`i+1 6= ∅ for all i ≥ 0. In particular `i ≺ f(`i)
for all i ≥ 0.
Outline of the proof of (1∗).
We will see that in each strip [`i, `i+1] there exists a family F of compact,
connected sets, with the property that
fn(F ) ⊂ [`i, `i+1] ∀F ∈ F , ∀n ≥ 0,
(cf. Definition 6.12 and Fig. 10). The sets F ∈ F will be called anchors.
Under Assumption 6.4 we will prove by induction the following:
? There exists an integer N∗ > 0 such that, for all n ≥ 0, fN∗(n+1)(`0) has
‘good’ intersection with the anchors of the n-th strip [`n, `n+1] and with
the curve `n+1.
By ‘good’ intersection we mean roughly that the curve fN∗(n+1)(`0) contains
an arc γ such that γ ⊂ [`n, `n+1], γ(0) lies in an anchor, and γ(1) ∈ `n+1 (see
Definition 6.13, and Fig. 11).
In this way, (?) gives us in particular that for all n > 0, fN∗n(`0) ∩ `n 6= ∅,
and then max pr1(ρ(f)) > 0, which is the desired contradiction. We now give
an idea of the proof of (?).
Assume that an iterate of `0 contains an arc γn−1 which has ‘good’ intersec-
tion with an anchor of [`n−1, `n] and with the curve `n, as described above. We
first sketch how we will prove there is N ′∗ > 0 such that f
N ′∗(γn−1) intersects
`n+1.
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By Proposition 5.2 and by Remark 5.3 we have that the maximal invariant
sets of the strips [`j , `j+1] move either upwards or downwards (these maxi-
mal invariant sets are non-empty, see Remark 5.6). Suppose that the maxi-
mal invariant set of [`n−1, `n] moves upwards, and that the maximal invariant
set of [`n, `n+1] moves downwards. As the arc γn−1 is such that γn−1(0) be-
longs to an anchor, and γn−1(1) ∈ `n, we have that f i(γn−1(0)) ∈ L(`n) and
f i(γn−1(1)) ∈ R(`n), for all i > 0. We will see that, as long as the iterates
f i(γn−1) of γn−1 do not intersect `n+1, they will get ‘stretched’ vertically in
[`n−1, `n+1], that is, the vertical diameter of the iterates f i(γn−1) will grow.
Moreover, we will see that this ‘stretching’ occurs in R(`n), that is, there will
be an iterate f i0(γn−1) and a subarc γ˜ of it contained in (`n, `n+1) with ‘large’
vertical diameter (see Fig. 6). On the other hand, by Assumption 6.4 there are
points pj in `n such that f(pj) ∈ `n+1. If the vertical diameter of the arc γ˜ is
large enough, we will see that γ˜ is ‘to the right’ of one of the points pj , say pj0 ,
and that γ˜ will get ‘pushed’ to the right by pj0 ; that is, f(γ˜) ⊂ f i0+1(γn−1)
will intersect `n+1 (see Fig. 6). A precise meaning of γ˜ being ‘to the right’ of a
point pj and getting ‘pushed’ to the right by it will be given in Section 6.3.
In this way we get that, if N ′∗ = i0 + 1, f
N ′∗(γn−1) intersects `n+1. However,
the arc fN
′
∗(γn−1) could have no good intersection with the anchors and `n+1
(the arc fN
′
∗(γn−1) might not even intersect the anchors of [`n, `n+1], see Fig.
7). With more work, using the fact that the iterates of fN
′
∗(γn−1) will get
‘stretched’ in R(`n), we will see that they cannot always avoid the anchors of
[`n, `n+1], and that there is N
′′
∗ > 0 such that f
N ′∗+N
′′
∗ (γn−1) does have good
intersection with the anchors of [`n, `n+1] and with `n+1. The numbers N
′
∗ and
N ′′∗ will be shown to be independent of n, and in this way we will get an integer
N∗ = N ′∗ + N
′′
∗ , independent of n, such that f
N∗(γn−1) has good intersection
with the anchors of [`n, `n+1] and with `n+1, which will give us the induction
step of (?).
6.3 Being to the right and being pushed.
In this section we make more precise the idea of an arc, or a continuum in
general, being ‘to the right’ (or ‘to the left’) of a point in the plane. Also, we
explain what we mean by a continuum being ‘pushed’ to the right (or to the
left) by a point.
The idea of a continuum being ‘to the right’ or ‘to the left’ of a point is
represented by the following properties PR and PL.
Definition 6.5. Let h˜ : T2 → T2 be a homeomorphism isotopic to the identity,
and let h : R2 → R2 be a lift of h˜. Let C ⊂ R2 be a continuum, k ∈ R+ and
p ∈ R2. We say that C satisfies the property PL(k, p) if the following hold (see
Fig. 8):
1. There exist horizontal (disjoint) straight lines r1 ≺ r2, (oriented as going
to the right) such that r1 ∩ C 6= ∅, r2 ∩ C 6= ∅, and such that the strip
(r1, r2) ⊂ R2 contains a ball of radius k centered in p.
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Figure 6: The iterates of γn−1 get ‘stretched’ in R(`n), and they get ‘pushed to
the right’ by pj0 .
2. The point p belongs to the (unique) connected component of (r1, r2) \ C
which is unbounded to the left.
Analogously, we say that C satisfies the property PR(k, p) if it holds item (1)
from property PL(k, p) and p belongs to the (unique) connected component of
(r1, r2) \ C which is unbounded to the right.
The following lemma will be an important tool in the proof of Theorem A.
It gives a meaning to the following idea: if h : R2 → R2 is a lift of a torus
homeomorphism isotopic to the identity, if C is a continuum which is ‘to the
right’ (or ‘to the left’) of a point p ∈ R2, and if C is ‘large enough’, then,
applying h, p ‘pushes C to the right (or to the left) of h(p)’.
Lemma 6.6. Let h˜ : T2 → T2 be a homeomorphism isotopic to the identity,
let h : R2 → R2 be a lift of h˜, and for x ∈ R2, denote by v(x) ⊂ R2 the vertical
straight line that passes through x. There exists k > 0 such that if a compact
connected set C ⊂ R2 satisfies PL(k, p) (resp. PR(k, p)) for some p ∈ R2,
then h(C) ∩R(v(h(p))) 6= ∅ (resp. h(C) ∩ L(v(h(p))) 6= ∅, see Fig. 8).
Proof. First observe that as h is the lift of a homeomorphism of T2, ‖h− Id‖0 <
∞. Define k = 2 ‖h− Id‖0 + 1. Suppose that C satisfies the property PL(k, p)
for some p ∈ R2 (the case of PR(k, p) is similar). Then there are two hor-
izontal straight lines r1 ≺ r2 intersecting C and such that (r1, r2) contains a
ball of radius k centered in p, and p belongs to the connected component UL
of (r1, r2) \ C which is unbounded to the left. Observe that by the definition
of k, min pr2(h(r1)) > h(p)2 > max pr2(h(r2)), and then if w is the horizontal
straight line passing through h(p), we have
w ⊂ (h(r1), h(r2)). (4)
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Figure 7: fN
′
∗(γn−1) might not intersect the anchors Fλ of [`n, `n+1], but
fN
′
∗+N
′′
∗ (γn−1) does have good intersection with the anchors and with `i+2.
Let UR be the connected component of (r1, r2) \ C which is unbounded to the
right. As ‖h− Id‖0 < ∞, h(UL) is unbounded to the left and bounded to the
right, and also h(UR) is unbounded to the right and bounded to the left.
We claim that for this choice of k, we have h(C)∩R(v(h(p))) 6= ∅. If this was
not the case, then we would have that C ∩w+ = ∅, where w+ = w ∩R(v(h(p)).
By (4), w+ ⊂ (h(r1), h(r2)), and therefore w+ is contained in h(UR). Then h(p)
belongs to h(UR), which is unbounded to the right, which contradicts the fact
that p belongs to the connected component UL of (r1, r2) \C which is bounded
to the right. We must have then that h(C) ∩ R(v(h(p))) 6= ∅, and this proves
the lemma.
Figure 8: Left: a set C satisfying property PL(k, p). Right: h(C)∩R(v(h(p))) 6=
∅.
The following lemma relates the properties PL and PR and the curves `i.
Lemma 6.7. Let i, j ∈ N and suppose that n ∈ Z is such that fn(`i) ∩ `j 6= ∅.
Then, there exists a constant K > 0 such that, if C ⊂ R2 is a continuum
contained in the open strip bounded by `i and `j and such that diam2(C) ≥ K,
then:
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• If i < j, then fn(C) ∩R(`j) 6= ∅.
• If j < i, then fn(C) ∩ L(`j) 6= ∅.
Proof. Without loss of generality suppose that n > 0. By Lemma 6.6 applied
to fn there is a constant k > 0 such that, if C is a continuum that satisfies the
property PL(k, p) (or PR(k, p)) for some p ∈ R2, then fn(C)∩R(v(fn(p))) 6= ∅
(resp., fn(C) ∩ L(v(fn(p))) 6= ∅).
We treat the case i < j, the case i > j being similar. By hypothesis fn(`i)∩
`j 6= ∅. Take x ∈ f−n(`j) ∩ `i and define K = k + 1. Suppose that C is a
continuum contained in (`i, `j) and such that diam2(C) ≥ K. Then there is
s ∈ Z such that
((T s2 (x))2 − k, (T s2 (x))2 + k) ⊂ pr2(C).
As we assumed that the lines `i are straight, and as C ⊂ R(`i), it is easy to see
that C satisfies property PL(k, x). Therefore as fn(T s2 (x)) ∈ `j , Lemma 6.6
gives us that fn(C) ∩R(`j) = fn(C) ∩R(v(fn(T s2 (x)))) 6= ∅, as we wanted.
6.4 The anchors and good intersection.
We start with some preliminary constructions.
6.4.1 The sets Li∞, R
i
∞, and Xi.
For each i ∈ N, we define the sets Li∞ and Ri∞, which in some sense are the
‘stable’ and ‘unstable’ sets (resp.) of the maximal invariant set in [`i, `i+1] for
f . Let
Ri∞ =
⋂
n∈Z
R (fn(`i)) , L
i
∞ =
⋂
n∈Z
L(f−n(`i+1)), and Xi = Li∞ ∪Ri∞
(see Fig. 9.)
By definition, the sets Ri∞, L
i
∞ and Xi are f -invariant. As we are under
Assumption 6.4, `i ≺ f(`i) for all i, and therefore we have that
Ri∞ = {x ∈ R2 : f−n(x) ∈ R(`i) ∀n ≥ 0},
and
Li∞ = {x ∈ R2 : fn(x) ∈ L(`i+1) ∀n ≥ 0},
Therefore, for each i, the set Ri∞ ∩ Li∞ is the maximal invariant set of [`i, `i+1]
for f (which is non-empty by Remark 5.6), and then
Ri∞ ∩ [`i, `i+1] = {x ∈ [`i, `i+1] : d(f−n(x), Li∞ ∩Ri∞)→ 0 as n→∞},
and
Li∞ ∩ [`i, `i+1] = {x ∈ [`i, `i+1] : d(fn(x), Li∞ ∩Ri∞)→ 0 as n→∞}.
That is, the set Li∞∩[`i, `i+1] can be thought as the ‘local stable set’ of Ri∞∩Li∞,
and Ri∞ ∩ [`i, `i+1] can be thought as the ‘local unstable set’ of Ri∞ ∩Li∞. The
following lemmas study some properties of these sets.
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Figure 9: Some examples of the sets Li∞, R
i
∞ and Xi.
Lemma 6.8. For every i ≥ 0:
1. if C is a connected component of Ri∞, then sup pr1(C) = +∞,
2. if C ′ is a connected component of Li∞, then inf pr1(C
′) = −∞, and
3. the connected components of R2 \Xi are simply connected.
Proof. Let S = R × S1 ∪ {∞} ∪ {−∞} be the two-point compactification of
R × S1, which is homeomorphic to S2, and let j : R × S1 ↪→ S be the in-
clusion. The curves pi(`i) ⊂ R × S1 are vertical circles, and then the sets
Dn := j(pi(R(f
n(`i)))) ∪ {∞}, and D′n := j(pi(L(f−n(`i)))) ∪ {−∞} are topo-
logical closed discs in S, for any n and i. Observe that
L̂i := j(pi(L
i
∞)) ∪ {−∞} =
⋂
n∈N
D′n,
and
R̂i := j(pi(R
i
∞)) ∪ {∞} =
⋂
n∈N
Dn.
As we are under Assumption 6.4, `i ≺ f(`i) for any i, and then Dn+1 ⊂ Dn for
all n. Therefore the sets L̂i and R̂i are nested intersections of topological closed
discs, and thus they are compact and connected.
Observe that, for every i, Li∞ ∩ Ri∞ = ∩n∈Zfn((`i, `i+1)). By Remark 5.6,
Li∞ ∩ Ri∞ 6= ∅, and then L̂i ∩ R̂i 6= ∅. Therefore, X̂i := j(Xi) ∪ {∞} ∪ {−∞}
is compact and connected, as it is the union of L̂i and R̂i, which are connected
32
sets with nonempty intersection.
(1). It suffices to show that, for x ∈ R̂i \{∞}, if Cx is the connected component
of R̂i \ {∞} containing x, then ∞ ∈ Cx. This result from plain topology is
known as the ‘boundary bumping theorem’, and can be found for example in
[Kur68] (Theorem 2, p. 172).
(2). The proof is analogous to (1).
(3). First note that, as X̂i is connected, then the connected components of S\X̂i
are simply connected. Now, let V be any connected component of Xci . Then
j(V ) ⊂ S is a connected component of S \ X̂i, and therefore simply connected.
As j : R2 → S \ {∞} is a homeomorphism, V must be also simply connected.
Corollary 6.9. For each i ≥ 0, the connected components of Xci ∩ (`i, `i+1) are
simply connected.
Proof. This is an easy consequence of the fact that the connected components of
the intersection of two simply connected sets in the plane are simply connected.
The following lemma is an application of Lemma 6.7.
Lemma 6.10. There exists a constant M0 such that, for any i ≥ 0, any con-
nected component of Ri∞ ∩L(`i+1) has vertical diameter less than M0, and also
any connected component of Li∞ ∩R(`i) has vertical diameter less than M0.
Proof. First we treat the case of Ri∞ ∩ L(`i+1). As we are under Assumption
6.4, we have that f−1(`i+1) ∩ `i 6= ∅ for all i ≥ 0. By Lemma 6.7, there exists
a constant K0 > 0 such that if C ⊂ R2 is a continuum contained in (`i, `i+1)
with diam2(C) > K0, then f
−1(C) ∩ L(`i) 6= ∅. Therefore, for any i ≥ 0,
any connected component C0 of R
i
∞ ∩ L(`i+1) must have vertical diameter less
than K0, because otherwise f
−1(C0) would intersect L(`i), which contradicts
the definition of Ri∞.
From a symmetric argument, we obtain that any connected component of
Li∞ ∩ R(`i) must have vertical diameter less that K0. Setting M0 = K0, the
lemma follows.
Lemma 6.11. There exists M1 > 0 such that for any i ≥ 0, any connected
component of Xci ∩ (`i, `i+1) has vertical diameter less than M1.
Proof. Let i ≥ 0, and let x ∈ Li∞ ∩ Ri∞. Let C1 and C2 be the connected
components of Ri∞ ∩ L(`i+1) and Li∞ ∩ R(`i), respectively, that contain x. By
Lemma 6.8, the connected component of Ri∞ that contains C1 is unbounded to
the right and the connected component of Li∞ that contains C2 is unbounded
to the left. By this reason, the connected set C = C1 ∪ C2 separates (`i, `i+1),
that is, (`i, `i+1) \C is not connected. Also, by Lemma 6.10, there is a constant
M0 such that diam2(Ci) ≤ M0 for i = 1, 2, and then diam2(C) ≤ 2M0. Thus,
C ∩ T 3M02 (C) = C ∩ T−3M02 (C) = ∅.
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Now, consider the set
A =
⋃
n∈Z
T 3M0n2 (C).
The connected components of (`i, `i+1) \ A have then vertical diameter less
than diam2(C) + 3M0 ≤ 5M0. As A ⊂ Xi, any connected component of Xci ∩
(`i, `i+1) is contained in a connected component of (`i, `i+1) \ A, and therefore
has diameter less than 5M0. Therefore, making M1 := 5M0, the lemma follows.
6.4.2 Definition of the anchors and good intersection.
We now are ready to make the main definitions of this section:
Definition 6.12. For any i ≥ 0, the connected components of the set
Li∞ ∩ [`i, `i+1]
will be called anchors. For a fixed i, the set Li∞ ∩ [`i, `i+1] will be refered to
as the anchors of the strip [`i, `i+1] (see Fig. 10).
By definition, for any i, the set Li∞ ∩ [`i, `i+1] is forward f -invariant, and if
a point belongs to an anchor of the strip [`i, `i+1], all its future iterates by f
remain in [`i, `i+1]. We now define good intersection of a curve with the anchors
and with one of the curves `i.
Definition 6.13. Let i ≥ 0. We say that a curve γ has good intersection with
the anchors of the strip [`i, `i+1] and with `i+1 if there is an arc γ˜ ⊂ γ such that:
• γ˜(0) lies in an anchor of [`i, `i+1],
• γ˜(1) lies in the curve `i+1, and
• γ˜(t) belongs to (Xi)c ∩ [`i, `i+1], for all 0 < t < 1 (see Fig. 11).
In this situation, we say that γ˜ realizes the good intersection.
6.5 Main Lemma.
As we mentioned at the begining of this section, our proof of item (1∗) is by
contradiction. If item (1∗) is not true then we can assume that f(`i)∩ `i+1 6= ∅
for all i ≥ 0 (Assumption 6.4), and from this we want to prove that there is
horizontal speed, namely, max pr1(ρ(f)) > 0, which contradicts our hypothesis
that ρ(f) is an interval of the form {0} × I.
As we also explained, to find horizontal speed we will see that:
? There exists an integer N∗ > 0 such that, for all n ≥ 0, fN∗(n+1)(`0) has
good intersection with the anchors of the n-th strip [`n, `n+1] and with
the curve `n+1.
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Figure 10: The anchors and their images by f .
Figure 11: Good intersection. In black are the anchors, and in gray appears the
set Ri∞ ∩ [`i, `i+1].
In particular, fN∗(n+1)(`0) intersects `n+1 for all n ≥ 0, and max pr2(ρ(f)) > 0.
The proof of (?) will be given by our Main Lemma:
Lemma 6.14 (Main Lemma). There exists N1 > 0 such that, if a curve γ has
good intersection with the anchors of the strip [`0, `1] and with the curve `1, then
fN1(γ) has good intersection with the anchors of the next strip [`1, `2] and with
the curve `2 (see Fig. 12).
6.6 The Main Lemma implies (1∗)
We begin by making the following remark. The arguments in the proof of the
Main Lemma 6.14 will automatically apply to every strip [`i, `i+1], and this will
give us that for any i ≥ 0, there is a constant N1(i) > 0 such that if an arc (γ)
has good intersection with the anchors of [`i, `i+1] and with `i+1, then f
N1(i)(γ)
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Figure 12: Illustration for the Main Lemma.
has good intersection with the anchors of [`i+1, `i+2] and with `i+2. As the
curves `i come from a finite family of closed curves in T
2, the numbers N1(i)
will have a maximum N∗1 .
With this in mind, to see that the Main Lemma implies (?), and therefore
(1∗), it suffices to show the following:
Claim 6.15. The curve f(`0) has good intersection with the anchors of [`0, `1]
and with `1.
Indeed, with this claim and the remark we just made, we get by induction
that for each n ≥ 0, fN∗1 (n+1)(`0) has good intersection with the anchors of
[`n, `n+1] and with `n+1. Setting N∗ = N∗1 , this proves (?).
Therefore, the proof of Claim 6.15 and of the Main Lemma will conclude
with the proof by contradiction of (1∗). We proceed now to the easy proof of
the claim.
Proof of Claim 6.15 We know by Lemma 6.8 that the connected components
of L0∞ are unbounded to the left, and in particular they intersect `0. That is,
there exists a point x ∈ `0 which also belongs to an anchor of [`0, `1]. On the
other hand, by Assumption 6.4 we know there is y ∈ `0 such that f(y) ∈ `1.
We claim that f(`0) has good intersection with the anchors of [`0, `1] and with
`1. To see this, let γ1 ⊂ `0 be the arc from x to y. Then, as the union of the
anchors of [`0, `1] is forward f -invariant, f(γ1) is an arc in R(`0) which goes
from an anchor of [`0, `1] to `1. Observe that as γ1 ⊂ `0 and by the definition
of R0∞,
f(γ1) ∩R0∞ = ∅. (5)
Let γ2 ⊂ γ1 be an arc which is minimal with respect to the property of having
one endpoint in an anchor of [`0, `1] and the other endpoint in `1. Then:
• γ2 is a non-degenerate arc, as L0∞ ∩ `1 = ∅ (by definition of L0∞),
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• γ2 ⊂ [`0, `1] (by the minimality of γ2), and
• γ2(t) /∈ X0 for 0 < t < 1 (by 5).
This means that f(γ1) ⊂ f(`0) has good intersection with the anchors of [`0, `1]
and with `1. This proves our claim.
6.7 Proof of Main Lemma.
We will prove first two preliminary results, namely lemmas 6.17 and 6.19.
Lemma 6.17 will be a key step in proving there is uniformity in the advance
to the right of the iterates of `0. It tells us that the points that remain under
iteration by f in a strip (`i, `i+1), must go either upwards or downwards uni-
formly. We recall that in Section 5.1 we proved that for each of the sets Θi from
Theorem A, we have either ρ(Θi, f) ⊂ {0}×R+ or ρ(Θi, f) ⊂ {0}×R−. From
now on we make the following assumption:
Assumption 6.16. It holds ρ(Θ0, f) ⊂ {0} ×R+ and ρ(Θ1, f) ⊂ {0} ×R−.
In the subsequent proofs, the complementary case ρ(Θ0, f) ⊂ {0}×R− will
be obviously symmetric.
Lemma 6.17 (Uniformity Lemma). Given m > 0 there exists N ∈ N such
that, if:
• i ∈ {0, 1},
• n ∈ Z, |n| ≥ N ,
• x ∈ (`i, `i+1) and fn(x) ∈ (`i, `i+1),
then:
• If i = 0, then fn(x)2 − x2 > m if n > 0 and x2 − fn(x)2 > m if n < 0.
• If i = 1, then x2 − fn(x)2 > m if n > 0 and fn(x)2 − x2 > m if n < 0.
Proof. We suppose the lemma does not hold, and we will find a contradiction.
We treat the case n > 0 and i = 0, the cases n < 0 and i = 1 being completely
analogous. We have then that there exists m0 > 0, and sequences {xj}j ⊂
(`0, `1), {sj}j ⊂ N, such that:
• sj →∞ as j →∞,
• fsj (xj) ∈ (`0, `1) for all j ∈ N, and
• fsj (xj)2 − (xj)2 < m0 for all j ∈ N
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Then,
lim sup
j
(fsj (xj)2 − (xj)2)/sj ≤ 0,
and there is a subsequence of {xj}j , that we denote also {xn}n, such that
lim
j
(fsj (xj)− (xj))/sj = (0, a)
for some a ≤ 0. Define the sequence of probability measures {δj}j in T2 by
δj =
δpi′(xj) + δpi′(f(xj)) + · · ·+ δpi′(fsj−1(xj))
sj
,
and let δ be an accumulation point of {δj}j in Mf˜ (T2). Then δ is f˜ -invariant,
and
ρ(δ, f) =
∫
φdδ = lim
j
∫
φd(δj) = lim
j
1
sj
(fsj (xj)− xj) = (0, a)
where φ : T2 → R2 is the displacement function defined in section 3.1.2. Also,
as supp(δ) is f˜ -invariant and is contained in [l˜0, l˜1], supp(δ) must be contained
in Θ0 (because Θ0 is the maximal invariant set of [l˜0, l˜1]). This means that
(0, a) ∈ ρ(Θ0, f), and this is a contradiction, as a ≤ 0 and by Assumption 6.16
ρ(Θ0, f) ⊂ {0} ×R+. This concludes the proof of the lemma.
As a corollary, we get that there is a maximum amount of displacement
downwards for points that remain in (`0, `1) under iteration by f .
Corollary 6.18. There exists c > 0 such that for any connected component V
of Xc0 ∩ (`0, `1), we have that:
fn(V ) ∩A−c (V ) ⊂ R(`1) for all n ≥ 0,
where A−c (V ) = {x ∈ R2 : y2 − x2 > c for all y ∈ V } (see Fig. 13).
Proof. By Lemma 6.17 there exists N0 > 0 such that if:
• n > N0, and
• x ∈ (`0, `1) and fn(x) ∈ (`0, `1),
then fn(x)2 − x2 > 0. Let V be any connected component of Xc0 ∩ (`0, `1).
Then we have that for any x ∈ V , either fn(x) ∈ R(`2) or fn(x)2 > x2, for any
n ≥ N0. Making c = N0‖f − Id‖0, the lemma follows.
Now we give our second preliminary result, which is a preliminary version
of the Main Lemma 6.14.
Lemma 6.19. There exists N2 > 0 such that for any curve γ having good
intersection with the anchors of the strip [`0, `1] and with `1, we have that f
N2(γ)
intersects `2.
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Figure 13: Illustration of Corollary 6.18. Left: The sets V and A−c (V ). Right:
fn(V ) ∩A−c (V ) ⊂ R(`1) for all n ≥ 0.
Proof. Let γ be a curve with good intersection with the anchors of [`0, `1] and
with `1. By Lemma 6.7 there is a constant K0 > 0 such that if C is a continuum
contained in (`1, `2) with diam2 ≥ K0 then f(C) ∩R(`2) 6= ∅.
By Lemma 6.11 there is M1 > 0 such that for any connected component V
of Xc0 ∩ (`0, `1), we have diam2(V ) ≤M1. By Corollary 6.18, there is c > 0 such
that for any connected component V of Xc0 ∩ (`0, `1), and for any n ≥ 0 we have
that
fn(V ) ∩A−c (V ) ⊂ R(`1), (6)
where A−c (V ) = {x ∈ R2 : z2 − x2 > c, ∀z ∈ V }. By Lemma 6.17, there exists
N0 > 0 such that:
• if x ∈ [`1, `2] then for all n ≥ N0 such that fn(x) ∈ [`1, `2] we have
x2 − fn(x)2 > M1 + c+K0, and
• if y ∈ [`0, `1] then for all n ≥ N0 such that fn(y) ∈ [`0, `1] we have
fn(y)2 − y2 > 0.
The curve γ has good intersection with the anchors of [`0, `1] and with `1,
and then γ contains an arc γ˜ that realizes the good intersection (cf. Definition
6.13). As γ˜(0) ∈ L0∞, we have fN0(γ˜(0)) ∈ (`0, `1), and by the choice of N0,
fN0(γ˜(0))2 > γ˜(0)2. (7)
We consider two cases. Either
fN0(γ˜(1)) ∈ R(`2), or fN0(γ˜(1)) ∈ L(`2).
As γ˜(0) ∈ L0∞, we have that
fN0+n(γ˜) ∩ `2 6= ∅ ∀n ≥ 0, if fN0(γ˜(1)) ∈ R(`2). (8)
Now suppose that fN0(γ˜(1)) ∈ L(`2). By the choice of N0, and as γ˜(1) ∈ `1,
γ˜(1)2 − fN0(γ˜(1))2 > M1 + c+K0. (9)
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Let V0 ⊂ R2 be the connected component of Xc0 ∩ [`0, `1] whose closure contains
γ˜. As diam2(V0) ≤M1, by (9) we have that
z2 − fN0(γ˜(1))2 > c+K0 ∀ z ∈ V0. (10)
Then, by (7) and (10), and as γ˜(0) ∈ V 0 we have
fN0(γ˜(0))2 − fN0(γ˜(1))2 ≥ c+K0. (11)
By (6), (11), and as γ˜ ⊂ V 0 we have that if C0 is the connected component of
fN0(γ˜)∩A−c (V0) that contains fN0(γ˜(1)), then C0 ⊂ R(`1) and diam2(C0) ≥ K0.
By the choice of the constantK0, f(C0)∩R(`2) 6= ∅, and then fN0+1(γ˜)∩R(`2) 6=
∅. As γ˜(0) ∈ L(`1) we conclude that
fN0+1(γ˜) ∩ `2 6= ∅, if fN0(γ˜(1)) ∈ L(`2). (12)
Combining (8) and (12), we have proved that
fN0+1(γ˜) ∩ `2 ⊂ fN0+1(γ) ∩ `2 6= ∅.
Letting N2 = N0 + 1 we have that for any curve γ within the hypotheses of
the lemma, fN2(γ) ∩ `2 6= ∅, and the lemma follows.
Now we are ready to prove the Main Lemma 6.14.
Proof of Main Lemma 6.14 Let γ be a curve with good intersection with the
anchors of [`0, `1] and with `1, and let γ˜ ⊂ γ be an arc that realizes the good
intersection (cf. Definition 6.13).
Let V be the connected component of Xc0 ∩ (`0, `1) whose closure contains
γ˜. By Lemma 6.11 there exists a constant M1 such that V has diameter less
than or equal to M1. By Corollary 6.18 there is a constant c such that
fn(γ˜) ∩A−c (V ) ⊂ R(`1) for all n ≥ 0,
where A−c (V ) = {x ∈ R2 : y2 − x2 > c for any y ∈ V }.
Let p ∈ L1∞ ∩R1∞. Let F be the anchor of [`1, `2] that contains p, and let C
be the connected component of R1∞ ∩ (`1, `2) that contains p. By Lemma 6.10
there is M0 > 0 such that diam2(F ) < M0 and diam2(C) < M0, and then
diam2(F ∪ C) < 2M0.
Let s ∈ Z be such that T s2 (F ∪ C) ⊂ A−c (V ) and T s+12 (F ∪ C) ∩ A−c (V )c 6= ∅.
Up to changing the point p for a vertical integer translate of it, we may assume
that s = 0, and then
F ∪ C ⊂ A−c (V ) and T2(F ∪ C) ∩A−c (V )c 6= ∅.
Therefore, for any z ∈ C,
z + (0, 2M0 + 1) ∈ A−c (V )c. (13)
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By Lemma 6.19 there is N2 > 0 such that f
N2(γ˜) ∩ `2 6= ∅. Let
c1 = 2M0 +M1 + c+N2‖f − Id‖0 + 1.
By Lemma 6.17, there exists N0 > 0 such that if x and f
−N0(x) are contained
in (`1, `2) then f
−N0(x)2 − x2 > c1. In particular,
f−N0(z)2 − z2 > c1 for any z ∈ R1∞ ∩ L(`2). (14)
As γ˜ ⊂ V , if y ∈ V and z ∈ fN2(γ˜), we have
z2 − y2 ≤M1 +N2 ‖f − Id‖0 . (15)
Then, by the definition of c1 and A
−
c (V ), by (13), (14) and (15), we have that
for any point z in C,
f−N0(z)2 > y2 for any y ∈ fN2(γ˜) (16)
(see Fig. 14). Remark that the constant c1 is independent of i, and therefore
the constant N0 is also independent of i.
Figure 14: If z ∈ C, then f−N0(z) is above fN2(γ˜).
Now, let β1 : (−∞, 0]→ R2 be a proper embedding such that
• β1(0) = fN2(γ˜(0)) ∈ L0∞ ⊂ L(`1),
• β1(t) ∈ L(f−N0(`1)) for all t ≤ 0, and
• −∞ < inf {β1(t)2 : t ≤ 0}.
Let β2 : [0, 1] → R2 be the arc contained in fN2(γ˜) with endpoints β1(0)
and fN2(γ˜(t∗)), where t∗ = min{t : fN2(γ˜(t)) ∈ `2}. Let β3 : [0,∞) → R2
be the curve contained in `2, starting in β
2(1) and going upwards to infinity.
Observe that the concatenation β1β2β3 is a proper (not necessarily simple) map
from R to R2 (see Fig. 15).
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Claim 6.20. The arc fN0(β2) ⊂ fN0+N2(γ˜) has good intersection with the
anchors of [`1, `2] and with `2.
Proof. By (16) and by the definition of the arcs βj , we have that f−N0(C) ∩
(β1 ∪ β2 ∪ β3) = ∅, and that for any x ∈ f−N0(C), the straight vertical ray
starting in x and going upwards to infinity does not intersect the set β1∪β2∪β3
either. Therefore the connected component D of the complement of β1∪β2∪β3
containing f−N0(C) is unbounded from above (that is, sup pr2(D) = ∞), and
by the properties of the βj it is easy to see that it is bounded from below
(inf pr2(D) > −∞). See Fig. 15.
Figure 15: The curves βj and the disk D.
As we have that f−N0(C) ⊂ D,
C ⊂ fN0(D). (17)
By the definition of the curves β1 and β3,
(fN0(β1) ∪ fN0(β3)) ∩ [`1, `2] = ∅,
and then, as ∂D ⊂ β1 ∪ β2 ∪ β3,
fN0(∂D) ∩ [`1, `2] ⊂ fN0(β2) ∩ [`1, `2]. (18)
Since fN0(β2) ⊂ fN0+N2(γ˜), by the definition of A−c (V ) ⊂ R2
fN0(β2) ∩A−c (V ) ⊂ R(`1). (19)
Recall that F and C are the connected components of L1∞ ∩ [`1, `2] and
R1∞ ∩ (`1, `2), respectively, that contain the point p defined above. By Lemma
6.8 the connected components of L1∞ and R
1
∞ that contain p are unbounded
to the left and to the right, resp. Therefore, the set F ∪ C separates the strip
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(`1, `2), that is, (`1, `2) \ (F ∪ C) has more than one connected component.
Moreover, since F ∪ C is bounded, the complement of F ∪ C in (`1, `2) has
exactly one connected component unbounded from below.
Let U be such a component. Observe that U is also bounded from above
(since F ∪C is bounded), and that U ⊂ A−c (V ). Let w be the point with lowest
second coordinate in C ∩ `2. Then, w ∈ ∂U . By (17),
w ∈ fN0(D).
Since fN0(D) is bounded from below (because D is), if w′ is a point in `2 with
w′2 < min pr2(f
N0(D)), then
w′ /∈ fN0(D),
and also w′ ∈ ∂U . Therefore w and w′ belong to different connected components
of U \ ∂fN0(D). As ∂fN0(D)∩U ⊂ fN0(β2)∩U (by (18)), there is a connected
component α of fN0(β2) ∩ U (which is a compact arc) such that w and w′
belong to different connected components of U \α. Note that as α ⊂ fN0(β2) ⊂
fN0+N2(γ˜), and as γ˜ ⊂ L(`1), by the definition of R1∞ we have that
α ∩R1∞ = ∅. (20)
Figure 16: The set U.
Claim 6.21. The arc α contains an arc α1 which has one endpoint in an anchor
of [`1, `2] and the other in `2.
Before proving Claim 6.21 we use it to finish the proof of Claim 6.20. As
the anchors of [`1, `2] are disjoint from `2, there is a non-degenerate subarc α˜ of
α1 which is minimal with respect to the property of having one endpoint in an
anchor of [`1, `2] and the other in `2. Note that α˜ ∩ R1∞ = ∅ by (20) and that
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α˜ ⊂ U . By this and by the minimality of α˜, the arc α˜ without its endpoints is
contained in (X1)
c ∩ [`1, `2].
As α˜ ⊂ α1 ⊂ fN0(β2), this means that fN0(β2) satisfies the definition of
good intersection with the anchors of [`1, `2] and with `2. This ends with the
proof of Claim 6.20.
Proof of Claim 6.21 First note that, as α is a connected component of fN0(β2)∩
U , and as the arc fN0(β2) has endpoints outside U , we have that both endpoints
of α must lie in ∂U .
Now, observe that
∂U ⊂ `1 ∪ `2 ∪ C ∪ F.
By (19), as α ⊂ fN0(β2), and as α ⊂ U ⊂ A−c (V ), we have that α ∩ `1 = ∅.
Also, by (20) and as C ⊂ R1∞, α ∩ C = ∅. Therefore
α ∩ ∂U ⊂ F ∪ `i+2. (21)
We have then three possibilities:
Case 1: One endpoint of α lies in F and the other in `2.
Case 2: Both endpoints of α lie in F .
Case 3: Both endpoints of α lie in `2.
If we are in Case 1, then the claim is proved, taking α1 = α. Suppose now
we are in Case 2, and both endpoints of α lie in F . The arc α must intersect
`2; otherwise the whole subarc of `2 from w to w
′ would belong to the same
connected component in U \α, which contradicts the definition of α. Therefore
α intersects `2 and α contains an arc α
1 with one endpoint in F and the other
in `2, which proves the claim in Case 2.
Finally, suppose we are in Case 3, and both endpoints of α lie in `2. Then
α must intersect F . To see this, note that if α∩F = ∅, then by (21) and by the
definition of w′, α does not intersect the connected set A := C∪F ∪(`1∩U)∪B,
where B is the set of points in [`1, `2] whose second coordinate is less than or
equal to w′2. As A ⊂ U \ α and w,w′ ∈ A, the points w and w′ belong to
the same connected component of U \ α, which contradicts the definition of α.
Therefore, the arc α intersects F and it contains a subarc α1 with one endpoint
in F and the other in `2, which proves the claim in Case 3.
This finishes the proof of Claim 6.21.
We now finish the proof of Main Lemma. By Claim 6.20 we have that
fN0+N2(γ˜) ⊂ fN0+N2(γ) has good intersection with the anchors of [`1, `2] and
with `2. Setting N1 = N0 +N2, the Main Lemma follows.
7 Proof of Addendum B.
We recall the statement of the addendum.
Addendum B. Let f˜ and f be as in Theorem A. Let {li}r−1i=0 , and {l′i}r
′−1
i=0 be
two families of simple, closed, vertical and pairwise disjoint curves in T2, and
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suppose that both families satisfy the conslusion of Theorem A. Suppose also
that the cardinalities r and r′ are minimal with respect to this property.
Then, if we denote
Θi =
⋂
n∈Z
f˜n ([li, li+1]) for i ∈ Z/rZ, and
Θ′i =
⋂
n∈Z
f˜n
(
[l′i, l
′
i+1]
)
for i ∈ Z/r′Z,
we have that {Θi}r
′−1
i=0 = {Θ′i}r−1i=0 .
We will work with the lift f : R2 → R2, and we start with some notations.
As in the proof of Theorem A (cf. Definition 6.1) we fix consecutive lifts `i ⊂ R2
of the curves li for 0 ≤ i < r, and consecutive lifts `′i ⊂ R2 of the curves l′i for
0 ≤ i < r′ (by consecutive we mean that `j ⊂ R(`i) if i < j, and there is no
other lift of lj contained in (`i, `j)). Also, for 0 ≤ i < r and j ∈ Z we define
`rj+i = T
j
1 (`i), and for 0 ≤ i < r′ and j ∈ Z we define `′r′j+i = T j1 (`′i). Finally,
for i ∈ Z we let Θ˜i = pi−1(Θi) ∩ (`i, `i+1), and Θ˜′i = pi−1(Θ′i) ∩ (`′i, `′i+1), where
pi : R2 → T2 denotes the cannonical projection.
The proof of the addendum will be by contradiction, and we begin with the
following lemma.
Lemma 7.1. Suppose that {Θi}r−1i=0 6= {Θ′i}r
′−1
i=0 . Then at least one of the two
following holds:
• There is i such that Θ˜i intersects both Θ˜′j and Θ˜′k, for some j 6= k.
• There is i such that Θ˜′i intersects both Θ˜j and Θ˜k, for some j 6= k.
To prove the lemma, we start with the following weaker claim.
Claim 7.2. If ∪i∈ZΘ˜i 6= ∪i∈ZΘ˜′i, then the conclusion of Lemma 7.1 holds.
Proof. Without loss of generality we assume that ∪i∈ZΘ˜i 6⊂ ∪i∈ZΘ˜′i. Let i0 and
x be such that x ∈ Θ˜i0 and x ∈ R2 \ ∪iΘ˜′i.
Let i1 be such that x ∈ [`′i1 , `′i1+1], and without loss of generality assume
i0 = i1 = 0. By the choice of x, there are iterates of x by f which do not belong
to [`′0, `
′
1]. Using the fact that the curves `
′
i are free for f , and that one of the
sets Θ′i is a vertical annular f˜ -invariant set, it is easy to see that there are n1
and i2 such that f
n(x) ∈ (`′i2 , `′i2+1) for all n ≤ n1, and that there are n2 and
i3 6= i2 such that fn(x) ∈ (`′i3 , `′i3+1) for all n ≥ n2. From this, it is also easy
to see that Θ˜0 intersects both Θ˜
′
i2
and Θ˜′i3 . Therefore the conclusion of Lemma
7.1 holds, as desired.
Proof of Lemma 7.1. Suppose that the conclusion of the lemma does not hold.
Then, for all i, the set Θ˜i intersect at most one of the sets Θ˜
′
j and the set
Θ˜′i intersects at most one of the sets Θ˜j . Also, by last claim, ∪iΘ˜i = ∪iΘ˜′i.
Therefore, for all i, Θ˜i ⊂ Θ˜′j and Θ˜′i ⊂ Θ˜k for some j and k. This easily implies
that {Θi}r−1i=0 = {Θ′i}r
′−1
i=0 , and this proves the lemma.
45
We now proceed to the proof of the addendum. Suppose that {Θi}r−1i=0 6=
{Θ′i}r
′−1
i=0 . Our objecitve from now on is to find a contradiction.
As by hypothesis the cardinalities r and r′ of the families {li} and {l′i} are
minimal in order that the conclusion of Theorem A holds, we must have that,
for any i, if ρ(Θi, f) ⊂ R+ then ρ(Θi−1, f)∪ ρ(Θi+1, f) ⊂ R−, and also for any
i, if ρ(Θi, f) ⊂ R− then ρ(Θi−1, f) ∪ ρ(Θi+1, f) ⊂ R+. The same statement
also holds for the sets Θ′i.
By last lemma, we may assume without loss of generality that there is i0
such that Θ˜′i0 intersects both Θ˜j and Θ˜k, for some j 6= k. Also, without loss
of generality, we assume that i0 = j = 0, and that ρ(Θ
′
0, f) ⊂ R+. Therefore,
ρ(Θ0, f)∪ ρ(Θk, f) ⊂ R+. Observe that by the preceding paragraph, k is even.
We will work with the case k = 2, the case k 6= 2 being analogous. We
assume therefore that Θ˜′0 intersects both Θ˜0 and Θ˜2. Observe that Θ˜1 cannot
be contained in [`′0, `
′
1] (otherwise, by the invariance of Θ˜1, we would have that
Θ˜1 ⊂ Θ˜′0, but ρ(Θ1, f) ⊂ R− and ρ(Θ′0, f) ⊂ R+). Therefore Θ˜1 ∩ [`′0, `′1]c 6= ∅.
We will assume that Θ˜1 ∩R(`′1) 6= ∅ (see Fig. 17); in the subsequent arguments
the case that Θ˜1 ∩ [`′0, `′1]c ⊂ L(`′0) will be symmetric.
Figure 17: Illustration for the assumption that Θ˜′0 intersects both Θ˜0 and Θ˜2,
and also that Θ˜1 ∩ R(`′1) 6= ∅. The sets L1∞ and R2∞ appear in gray, and the
sets Θ˜0, Θ˜1, Θ˜2 and Θ˜
′
0 are represented by the thickened points.
Let p ∈ Θ˜1 ∩ R(`′1). As the curve `′1 is free for f , we have that, either
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fn(p) ∈ R(`′1) for all n ≥ 0, or f−n(p) ∈ R(`′1) for all n ≥ 0. Without loss of
generality we will assume that we are in the first case, and then
fn(p) ∈ R(`′1) ∩ Θ˜1 ∀n ≥ 0. (22)
As the curves `′i are free for f , either f(`
′
1) ≺ `′1 or `′1 ≺ f(`′1). We will suppose
that
f(`′1) ≺ `′1, (23)
and the complementary case will follow from similar arguments (see Remark
7.5). We will further assume that for all i, the curve `i is a straight, vertical
line.
We will now define a closed curve Γ such that Ind(Γ, Tn02 (p)) 6= 0, for some
n0 ∈ Z. Let z ∈ Θ˜2 ∩ Θ˜′0. Let α1 : [0, 1] → R2 be the horizontal arc starting
in z and going to the right until the first moment of intersection with `′1. Let
α2 : [0, 1] → R2 be the arc contained in `′1 starting in α1(1) and ending in
α1(1) − (0, 1) ∈ `′1. Define α3 : [0, 1] → R2 as the horizontal arc starting in
α2(1) and going to the left until α1(0) − (0, 1). Finally, let δ1 : [0, 1] → R2 be
the straight arc from α3(1) = α1(0)− (0, 1) to α1(0), and define Γ = α1α2α3δ1
(see Fig. 17). Recall that, for a point x ∈ R2, two arcs γ1 and γ2 in R2 \ {x}
are said to be homotopic Rel(x) if there is a homotopy in R2 \ {x} from γ1 to
γ2.
Claim 7.3. There is n0 ∈ Z such that Ind(Γ, Tn02 (p)) 6= 0.
Proof. As p ∈ L(`2), as we assumed that `2 is straight, and by the definition of Γ,
we have that, for any n ∈ Z, Γ is homotopic Rel(Tn2 (p)) to the closed curve α2δ2,
where δ2 : [0, 1] → R2 is the straight arc from α2(0) to α2(1) = α2(0) − (0, 1).
Therefore, to show that Ind(Γ, Tn02 (p)) 6= 0 for some n0, it suffices to show
that Ind(α2δ2, T
n0
2 (p)) 6= 0, or equivalently, that α2 is not homotopic with fixed
endpoints Rel(Tn02 (p)) to δ2.
To see this, suppose on the contrary that α2 is homotopic with fixed end-
points Rel(Tn2 (p)) to δ2 for all n ∈ Z. Then, as Tn2 (p) ∈ L(`2) for all n, as
δ2 ⊂ R(`2), and as `′1 = ∪nTn2 α2, we get that Tn2 (p) ∈ L(`′1) for all n. However,
by definition, p belongs to R(`′1). This contradiction shows that there must be
n0 ∈ Z such that α2 is not homotopic with fixed endpoints Rel(Tn02 (p)) to δ2,
as we wanted.
Continuing with the proof of the addendum, we now define auxiliary curves
βm. Let n0 be as in last claim, let q = T
n0(p), and observe that by (22),
fn(q) ∈ R(`′1) ∩ Θ˜1 for all n ≥ 0.
For m > 0, let βm = β1β2, where β1 : [0, 1] → R2 is the horizontal straight
arc starting in fm(q) ∈ R(`′1) ∩ Θ˜1 and going to the left until the first point of
intersection with `′1, and where β2 : [0,∞)→ R2 is an injective curve contained
in `′1 such that β2(0) = β1(1) and limt→∞(β2(t))2 = −∞. Observe that as `′1 is
the lift of a vertical essential curve in T2, there is k0 > 0 such that
sup pr2(βm)− fm(q)2 < k0 for all m > 0.
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On the other hand, as q ∈ Θ˜1, and as ρ(Θ1, f) ⊂ R−,
lim
n→∞ f
n(q)2 = −∞.
Therefore, one easily verifies there is m1 > 0 such that
min pr2(Γ) > max pr2(βm) for all m ≥ m1.
Also, as α1(0) = z and α3(1) = z− (0, 1) are contained in Θ˜2, and as ρ(Θ2, f) ⊂
R+, there is m2 > 0 such that
min{fm({α1(0))2, fm(α3(1))2} > max pr2(Γ) for all m ≥ m2.
Let m0 = max{m1,m2}.
Claim 7.4. Ind(fm0(Γ), fm0(q)) = 0.
As Ind(Γ, q) = Ind(fm0(Γ), fm0(q)), this claim contradicts the fact that
Ind(Γ, q) 6= 0 given by Claim 7.3. This is the sought contradiction, and it will
finish the proof of the addendum. We are therefore left with the proof of the
claim.
Proof of Claim 7.4. Recall that, as we assumed that the curves `i are straight,
and as δ1(0) = z and δ1(1) = z − (0, 1) are contained in R(`2), we have that
δ1 ⊂ R(`2). Then δ1 ∩ L1∞ = ∅, and by the invariance of L1∞ we have
fm0(δ1) ∩ L1∞ = ∅. (24)
Let δ′ be the straight arc from fm0(δ1(0)) to fm0(δ1(1)). As `2 is straight, and
as fm0(δ1(0)), f
m0(δ1(1)) ∈ Θ˜2, we have that
δ′ ⊂ R(`2). (25)
As R2 \L1∞ is simply connected (it is a nested union of simply connected sets),
by (24), (25) and as fm0(q) ∈ Θ˜1 ⊂ L1∞, we have that fm0(δ1) is homotopic
with fixed endpoints Rel(fm0(q)) to δ′. This implies that
Ind(fm0(Γ), fm0(q)) = Ind(fm0(α1α2α3)δ
′, fm0(q)). (26)
By the choice of m0,
δ′ ∩ βm0 = ∅.
Also, as α1α2α3 ⊂ L(`′1), and as we assumed in (23) that f(`′1) ≺ `′1, we have
fm0(α1α2α3) ⊂ L(`′1), and as βm0 ⊂ R(`′1), we get that
fm0(α1α2α3) ∩ βm0 = ∅.
Therefore
fm0(α1α2α3)δ
′ ∩ βm0 = ∅.
As βm0 is unbounded and f
m0(q) ∈ βm0 , we have that fm0(q) belongs to the
unbounded component of R2 \ fm0(α1α2α3)δ′. This implies that
Ind(fm0(α1α2α3)δ
′, fm0(q)) = 0,
and by (26), this yields Ind(fm0(Γ), fm0(q)) = 0. This proves our claim.
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Remark 7.5. We worked with the assumption (23) that f(`′1) ≺ `′1. The case
`′1 ≺ f(`′1) can be treated analogously. In a similar way as we constructed the
arc α1α2α3 ⊂ L(`′1), one can construct an arc α˜ ⊂ R(`′1) with endpoints in
Θ˜1, and in a similar way as the curve βm0 ⊂ R(`′1) was constructed, one can
construct a curve β˜ ⊂ L(`′1) unbounded from above and with β(0) ∈ Θ˜2. Then,
all the arguments above work in a symmetric way to find a contradiction.
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