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Abstract 
We use the cycle join algorithm to generate de Bruijn sequences from irreducible cyclic codes. 
The number of sequences obtained by this construction is related to the cyclotomic numbers. A 
bound for the number of sequences that can be constructed is given, and we investigate some 
cases where the cyclotomic numbers are explicitly known. 
I. Introduction 
A de Bruijn sequence of order n is a binary sequence with period 2 n which contains 
all binary n-tuples. It is well known that the number of  de Bruijn sequences of order 
n is given by 22"-1-n. These sequences have many applications in coding and commu- 
nication systems. See for example Golomb [4]. Numerous algorithms for generating de 
Bruijn sequences have been described by Fredricksen [3]. 
The de Bruijn sequences are generated by nonlinear shift registers. The theory for 
nonlinear recursion is not as developed as is the theory for linear recursion. Thus 
there exists no algorithm for generating all de Bruijn sequences of a given order 
efficiently. Many of the algorithms use various combinatorial results for generating 
subsets of de Bruijn sequences. In this paper we give a link between the generation of 
de Bruijn sequences and the cyclotomic numbers. This connection provides an algebraic 
framework for studying some of these sequences not hitherto described. 
One of the tools for studying such sequences is the de Bruijn graphs, B,, which 
is a directed graph with 2 n nodes, each labeled with a unique binary n-tuple, and for 
each node T = (to, h . . . . .  t~- l )  there are edges to the two nodes (tl,t2 . . . . .  tn-l,O) and 
(tl,t2 . . . . .  tn- l ,  1). 
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Some of the algorithms for generating de Bruijn sequences are variants of the cycle 
join algorithm (CJA). We choose a function f : GF(2) n --~ GF(2) that is nonsingular, 
i.e. it can be written as 
f(so,sl . . . . .  Sn--l) = SO 0 g(S1 . . . .  ,Sn--1), 
for some function g: GF(2) "-1 --~ GF(2). If we for each node S = (so,s1 .. . . .  Sn--1) 
select the edge 
(S, (Sl, s2 . . . . .  s,-2, f (S)) ,  
we will get a decomposition of Bn into disjoint cycles, a factor. We join these cycles 
stepwise into a de Bruijn cycle by repeatedly finding two nodes S,,~, on two different 
cycles C1, Cz, respectively, satisfying 
S = (s0 ,s1  . . . . .  Sn-1), 
= (S 0 O I,S1 . . . . .  Sn--1), 
and inverting the value of 9(sl, . . . ,s,-1), thereby joining C1 and C2. 
The nodes S, S is commonly called a conjugate pair and the position of these pairs 
in a factor is important for the CJA. We are thus led to define the adjacency graph of 
a factor, which is an undirected graph where the nodes correspond to the cycles in the 
factor and there is an edge between two nodes iff they share a conjugate pair. 
Every maximal spanning tree (MST) of an adjacency graph corresponds to a de 
Bruijn sequence, since this represents a choice of adjacencies that repeatedly join two 
cycles into one ending with exactly one cycle in the de Bruijn graph. 
To count the number of MSTs of a graph, the following well-known theorem is 
used. A proof may for instance be found in [2, Ch. 16]. The theorem is occasionally 
called the BEST Theorem after de Bruijn, Ehrenfest, Smith, and Tutte. 
Theorem 1 (BEST). Given a graph G without loops with node-set {v0,vl . . . . .  VE-1}, 
and let M = (mij) be the E × E matrix in which mii equals the degree of node i, and 
mij equals ( -1 )  times the number of edges between vi and vj. Then the number of 
spanning trees of G is equal to the minor of any element of M. 
2. Irreducible codes 
A function f :  GF(2) n ~ GF(2), that is linear, i.e., 
n--I 
f (So,  S l , . . . ,Sn_ I )  = ~ hisi, 
i=0 
corresponds to a characteristic polynomial 
n--I 
h(x)  =X n + ~ hi xi, 
i=0 
in GF(2)[x]. 
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Our starting point is a feedback function f ,  whose characteristic polynomial is ir- 
reducible. From the theory of linear recurrence relations [9], we know that f will 
generate E cycles of  length e in the de Bruijn graph in addition to the cycle of length 
one, with only the node (0,0 . . . . .  0). The parameters E,e must satisfy Ee = 2 ~ - 1 and 
n is the smallest integer such that 2 n ~ I mode.  
Choose ~, fi E GF(2 ~) such that h is the minimum polynomial of fl and 
fl ~ ~E, 
where ~ is a primitive (2 ~ - 1)th root of  unity in GF(2"). We may now express :~J 
uniquely by, 
n- I  
i -0  
where 0 ~< j < 2 n - 1, since 1, fl, f12 . . . . .  fin--I is a basis for GF(2 n) considered as a 
vector space. Define the mapping 49 : GF(2 ~) ~ GF(2)" by 
49(0) = (0 ,0  . . . . .  0) ,  
49(c~ ! ) = (al,0, al+E,o . . . . .  al+(n-1)E,o), 
where the subscripts are reduced modulo 2 n - 1, 
Theorem 2. For all p,q E GF(2n), we have 49(p) + 49(q) = 49(p + q). 
Proof. The result is obvious if p = 0 or q ---- 0 or if  p ---- q. Therefore, let p = c~ k, q 
c~ / and p+q = et m. Coordinate i in 49(p)+49(q) is ak+ie,o+al+m,o. The terms in this sum 
are the first coordinates in the vector representation of ct k+~E and c~ l+iE, respectively. 
Thus, the sum is the first coordinate in the vector representation of C~k+iE + :~I+iE. But 
we have 
9( k +iE -]- 3( l+iE = o~iE ( o~ k -~- ~X l ) 
z o~iEo~ m
~m+iE 
and this is the ith coordinate in 49(p + q). Since this is valid for 0~i  < n, the result 
is proved. [] 
Corollary 1. The rnappin9 49 is one-to-one and onto. 
Proof. The result follows since 49 is a vector space homomorphism and ker(49) ---- {0}, 
i.e., 49 is an isomorphism. [] 
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Corollary 2. The n-tuples qS(0),~b(0 + 1) are a conjugate pair for all 0 E GF(2n). 
Proof. Let p = 0 and q = 0 + 1 in Theorem 2. Note that since c~ j~ = flJ, 0 <~j < n, 
we have q~(1)= (1,0,0 . . . . .  0), and the result follows immediately. [] 
3. Cyclotomy 
Given e, E, and n satisfying eE = 2 n - -  1, the cyclotomic lasses C i C GF(2 n), 0 ~< i < 
E are defined by 
Ci = {~i+jE lo<~j < e}. 
Theorem 3. Under the mapping q~ the cyclotomic lasses correspond to the cycles 
generated by f 
Proof. It is sufficient o show that the successor of ~b(c¢ k) under f is the n-tuple 
~b(Tk/~). To see this, we note that the cycles generated by f correspond to the result 
if we decimate the sequence 
ao,o ,  a l ,o ,  a2 ,0 ,  • • • ,  a2n-2 ,0 ,  ao,o, a l ,o ,  • • .  
by E, i.e., the E cycles are  (ai,o, ai+E,O . . . . .  ai+(e-l)E,O), for 0~<i <E.  E5 
The cyclotomic number (i,j)~ is defined by 
(i,j)E = #{(~, ~ + 1 ) ] ~ E Ci, ~ Jr 1 E Cj} 
for O<~i,j < E. 
Theorem 4. For a linear feedback function f as defined above, the number of edges 
between two nodes in the adjacency graph o f f  equals the corresponding cyclotomic 
number. 
Proof. According to Corollary 2, each (~, ~ + 1) pair correspond to a conjugate pair. 
[] 
The following corollary can be used to generate de Bruijn sequences from other irre- 
ducible polynomials of the same order. 
Corollary 3. The adjacency graphs from two feedback functions with corresponding 
irreducible polynomials of the same degree and period, are isomorphic. 
Proof. The result follows directly from Theorem 4. [] 
E.R. Hauoe, T. Helleseth/Discrete Mathematics 159 (1996) 143 154 147 
The following theorem was proved by Jansen et al. [6, Theorem 5]. 
Theorem 5. I f  we apply the CJA to two different linear feedback shift registers with 
nonsingular feedback functions, the resultinq de Bruijn sequences are different. 
Hence, no de Bruijn sequence can be constructed by the CJA from two different 
irreducible polynomials. 
For any factor, we can use Theorem 1 to find the number of de Bruijn sequences 
obtainable by the CJA. For feedback functions that correspond to irreducible polyno- 
mials, we can now use the theory of  cyclotomic numbers to give a lower bound for 
the number of  de Bruijn sequences that can be obtained. 
Let L be the number of  edges between two nodes Ci, Cj. From Theorem 4, we know 
that this is equal to the number of solutions of 
zi+ l =Zi, (1) 
where zi E Ci,zj E Cj. 
Let L' be the number of  solutions of  
~ixE ~- 1 = 7JYe, (2) 
where X, Y E GF(2"). 
The number L,L / are related by 
L / - 2E 
L>~- - ,  
E 2 
since each solution of  (1) gives E 2 solutions of  (2) and we have at most 2E additional 
solutions of (2) where X = 0 or Y = 0. 
Eq. (2) is a special instance of the so-called diagonal equations. Using the bound 
L r >~2 n - (E - 1)22n/2, for the number of solutions of  such equations from Lidl and 
Niederreiter [7], and defining 
2 ~ - (E - 1)22"/2 - 2E 
T = E2 , (3) 
we get 
L>~ T. 
It is now easy to prove the following theorem which gives the lower bound. 
Theorem 6. I f  T > O, the number of MSTs is bounded below by 
1 (2n- (E -1 )22n/2 -2E)  E-1 
E E 
Proof. In a complete graph of  E nodes, it is possible to choose E E-2 different MSTs. 
The theory above guarantees that for each such MST, we may in our adjacency graph 
148 E.R~ Hauge, T. Helleseth/Discrete Mathematics 159 (1996) 143 154 
choose each of the E - 1 edges in at least T ways, thereby giving the lower bound 
TE-1E ~-2. Insertion of the expression for T in Eq. (3) will now give the theorem. 
[] 
The bound is weaker when E is large compared to n. Note that E <~ 2 n/4 in order to 
have T positive. 
4. Some examples 
We will use Theorem 1 several times in this section. Knowledge of the cyclotomic 
numbers makes it sometimes possible to construct he matrix M in the theorem and 
thereby to find the number of de Bruijn sequences that can be constructed, without 
examining the adjacency graph. 
n=4 
When n = 4, there are two primitive polynomials (X 4 q-X+ 1 and X 4 +X3+ 1 ) and one 
irreducible nonprimitive polynomial: h(x) = x 4 +x  3 +x  2 +x  + 1. The latter corresponds 
to the linear feedback function f (sO,Sl,S2,S3 ) = SO (~ s! • s2 • s3, which is commonly 
denoted as the pure summing register (PSR). We let GF(24) be generated by the 
primitive element ~ satisfying 0~ 4 + ~ + 1 ---- 0. According to the procedure described 
in the previous section, we let fl = cd be a root of h(x) and express each element 
of GF(24) as a sum of powers of ft. This shown in Table 1. The PSR consists of 
three cycles of length five and one cycle of length one. Each of the cycles of length 
five corresponds to a cyclotomic class, and each node corresponds to an element in 
GF(24) according to the ~b-mapping. This is indicated in Fig. 1. Since we have that 
~b(c~ 5) = (0, 1,0, 1) and ~(~X 10) = (1, 1,0, l), the adjacency between these four-tuples 
corresponds to the equation c~ 5+ 1 = cd ° in GF(24). 
The cyclotomic numbers in this case are (0,0)3 = 0,(0,1)3 = (0,2)3 = (1, 1)3 = 
(2,2)3 =2,(1,2)3 = 1. It is now trivial to count the MSTs and find that a total of  eight 
de Bruijn sequences can be obtained from the PSR. 
n=6 
When n -- 6, we have six primitive polynomials and the following three nonprimitive 
irreducible polynomials: 
f l (X )=X6+X4+X2+x+l ,  El =3,  
f2 (x )  =x  6 +x  5 +x  4 +x  2 -~- 1, E2 = 3, 
f3 (x )  =X 6 +X 3 "l'- 1, E3 = 7. 
The first and second give each 144 de Bruijn sequences, while the third gives 55296 
de Bruijn sequences. 
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1100 
0110 
1001 
0010 01013 
  22,o,o OlOl ~, 
I011 
0111~ C1 i ~ [ ~ ~ ~  3
a[~ a[3 2 
1111 ~ > 
ll01 
Fig. 1. The cycles of length five in the PSR with the corresponding cyclotomic classes and elements in 
GF(24 ),
E=3 
In this case, the cyclotomic numbers  are explicit ly known.  F rom [10 Lemma 7] we 
know that they are g iven by 
0o = (0, 0)3 = (q - 8 + c)/9, 
01 = (0, 1)3 = (1,0)3 = (2,2)3 -~ (2q -- 4 -- C -- 9d) /18 ,  
02 = (0,2)3 = (1, 1)3 = (2,0)3 = (2q-  4 -  c + 9d) /18 ,  
03 = (1,2)3 = (2, 1)3 = (q + 1 + c) /9,  
where q is a pr ime power  such that q = eE + 1 and c, d are g iven by  4q = c 2 + 27d 2 
and c - 1 mod 3. 
In our case, we have q = 2 n, n even. The var iables c,d are then given by c = 
( -  1 )""2+12"'2+1, d = 0. This gives 
0o = (2" + ( -2 )  "/2+1 - 8)/9,  
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Table 1 
Expressing the elements in GF(2 4) as sums of powers of/3 
1 fl f12 f13 
0 0 0 0 0 
1 1 0 0 0 
c¢ 0 1 0 1 
~t 2 0 1 1 0 
:¢3 0 1 0 0 
o~ 4 ] 1 0 1 
~5 0 0 1 1 
O~ 6 0 0 1 0 
O~ 7 1 0 0 1 
o~ 8 I 1 1 0 
o~ 9 0 0 0 1 
0~ 10 1 0 1 1 
a II 0 1 1 1 
NI2 1 1 1 1 
~13 1 0 1 0 
~14 1 1 0 0 
~1 = Oz = (2 n+l - ( -2 )  n/2+l - 4)/18, 
03 = (2"+ (-2)n/2+1 + 1)/9. 
According to Theorems 4 and 1, the number of de Bruijn sequences obtainable from 
an irreducible polynomial with E = 3 is given by any minor of the matrix 
[ ~/ l+Ip2 -~tl  -~/2 ] 
-01 ~1 +¢3 -03 • (4) 
-02 -03 02 + q,3 
We immediately get the next Theorem. 
Theorem 7. The number of de Bru~in sequences that can be obtained as maximum 
spanning trees from the adjacency 9raph of a feedback function that corresponds to 
an irreducible polynomial of degree n and period (2" - 1 )/3 is 
2@(22n -- 3- 2 n -- ( - -2) n/2+l ). 
Proof. The determinant of an arbitrary of the minors of the matrix (4) is equal to 
~kl~k2 + ~bl~k3 + ~kz~b3. When we insert the expressions above, we get the result. [] 
5. The semiprimitive case 
We let Tr denote the trace function from GF(2") to GF(2), i.e., 
n--1 
Tr(x) = ~ x 2'. 
i=O 
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For the elementary properties of the trace function, the reader is referred to 
MacWilliams and Sloane [8]. The trace function is additive, i.e., Yr(x + y) = Tr(x) + 
Yr(y), for all x, y E GF(2n). Let S(x) = ( -1 )  Tr(x), then  S(x + y) = S(x)S(y). We will 
use the well-known property 
S(~z)={20 ~ i f~  =0,  
zGGV(2") if ~ ¢ 0. (5) 
To count the number of  solutions, L, of  zi + Zi + 1 = 0, zi E Ci, zj E Cj, it follows from 
(5) that 
2"L= ~ ~ ~ S( (z i+z j+ l )z ) .  
zEGF(2") ziEC, zjEC~ 
E-I  Since GF(2 n) = {0} tO Uk=0 Ck, ICi] = (2" - I)/E, and S(0) = 1, we get 
2nL z 
n~)  2 E--I 
q- ~ ~ S(z)  ~ S(ziz ) ~ S(z jz)  
k=0 zEC~ ziEC, z~CC~ 
= + ~ PkPi+kPj+k, (6) 
k=0 
where Pi = ~z~c, S(z), and indexes are taken modE. 
In the semiprimitive case, we have a feedback function corresponding to an ir- 
reducible polynomial giving E cycles of length e, where El2 l + 1 for some l and 
2t+ 112 n - 1. In this case Baumert and McEliece [1] have shown that 
P0 
( -  1 )n/2l+l (E - 1 )2 n/2 - 1 
E 
(-- 1 )n/212n/2 -- 1 
Pk= , when k= 1,2 . . . . .  E -  1, 
E 
We can now evaluate the right-hand side of  (6) for different values of i,j. In fact, 
we are only interested in the values we get when i ¢ j, since this corresponds to the 
number of edges between two different nodes in the adjacency graph. By using (6), 
we prove the next Lemma. 
Lemma 1. The number of edges between two nodes in the adjacency graph, in the 
semiprimitive case, equal ro, if one of the nodes corresponds to Co, rl otherwise, where 
ro, rl are 9iven by 
(2n - 1)2 q- 2-"(P2PI + pop21 + (E - 2)P~), 
ro -- E22n 
(2 ~ - 1 )  2 
rl - E22~ +2-" (3POP 2+(E-  3)P~). 
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Proof. I f  one of  the nodes corresponds to Co, we let i = 0 # j and solve (6) for L. 
From Theorem 4 this value of L equals r0. The simplification of  (6) follows easily 
E--1 since of  the E terms in the sum ~k=o PkPkPj+k, one is equal to p2p1 (when k -- 
0) and one is equal to PoP~ (when k = - j ) .  The rest of  the terms are equal to 
If  none of the two nodes correspond to Co, we let 0 # i ~ j # 0. The simplification 
of  (6) is similar to the previous case. This time exactly three of  the E terms in the 
x---E-1 - p sum /--,k=o t'k i+krj+k are equal to PoP 2 (when k = 0 , - i , - j ) ,  the rest of  the terms 
equal P~. We solve for L and get the value for rl in the lemma. [] 
The results in Lemma 1 are sufficient to construct he E x E matrix M = (mq) 
defined in Theorem 1. It is given by 
(E - 1)r0, 
(E - 2)rl + ro, 
mij = -ro, 
--rl, 
i= j=0,  
i = j>~l ,  
i~ j ,  i=0  or j=0 ,  
otherwise. 
As shown in the next theorem, this matrix has a particularly simple form which makes 
it easy to compute the relevant determinant. 
Theorem 8. I f  we have a feedback function correspondin9 to an irreducible polyno- 
mial 9ivin9 E cycles of length e, where El21 + 1 for some l and 2 t + 112" - 1, the 
number of de Bruijn sequences that can be constructed as MSTs in the corresponding 
adjacency 9raph equals 
ro((E- 1)rl q-r0) E-2, 
where r0, rl were defined above. 
Proof. From Theorem 1, we know that the number of  MSTs and thus the number of 
obtainable de Bruijn sequences equals the determinant of  any minor of  the matrix M, 
described above. The minor of  entry moo in M has this form 
I x --rl --rl 
--rl x --rl 
--irl --rl --rl 
• • • - -E l  ] 
• ., --~1 J , 
°.. 
where x = (E - 2)rl + ro. 
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x 
- - r l  
det - r l  
- - r l  
However,  for this (E - 1 ) x (E - 1 ) matr ix we have 
- r l  - r l  . . .  - r l  
x - - r l  . . .  - - r l  
- - r  I X • • • - - r l  
= det 
- - r l  - - r l  
x - (E0-  2)r ,  
0 
0 
. . .  X 
- - r  I - - r  1 . . .  
x+r l  0 .. 
0 x+r l  . .  
0 0 . .  
- - r ¿  
0 
0 
x+r l  
since we can subtract the first row from each of  the others, and then add to the 
first column each of  the others to get the second matrix. The determinant is equal to 
(x - (E - 2)rl  )(x + r l )E -2  = ro ( (E  - 1)r l  + ro) E-2 as stated in the theorem. [] 
A small example of  the semiprimit ive case is when n -- 6 and E = 3. In this case, 
we have l = 1(3121 + 1 and 21 + 1126 - 1), and 
( -1 )6 /21+1(3-  1)2  6/2 - -  1 
P0 = =5,  
3 
( -  1 )6 /2"126/2  - -  1 
P1 = = -3 .  
3 
The degrees of  the nodes in the adjacency graph are given by 
(2  6 - -  1)2 
r0 -- 322~ + 2-6(52 • ( -3 )  + 5 • ( -3 )2  + (3 - 2) • ( -3 )3)  = 6, 
(26 -- 1)2 
rl -- 322~ + 2-6(3 • 5 - ( -3 )  2 + (3 -- 3 ) ( -3 )  3) = 9. 
The number of  MSTs is now equal to 6 ( (3 -1 )9+6)  3-2 = 144, according to Theorem 8, 
and this agrees with our previous finding• 
In the asymptotic ase, when E is small compared to 2 n/4, the expressions for both 
r0 and rl are dominated by the first term. Thus, we get 
(2 ~ - 1)2 2" 
ro ~ r l  ~ E22n ~ ~.  
I f  we insert this in the formula from Theorem 8, (or reason as in the proof  of  Theorem 
6), we find that the number of  MTSs is approaching 
( 2n ,~E-I 
E E-2 = 2n(E-I)E -E,  
in the asymptotic ase. 
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Corollary 4. In the asymptotic ase, when E is small compared to 2 n/4, the number 
of de Bruijn sequences that can be obtained from irreducible polynomials with period 
e, is approaching 
2n(g_ l )E_  E q~((2 n -- 1) /E)  
n 
where (9 is Euler's function. 
Proof. The number of polynomials of period e for a given n equals 
~b(e) _ ~b((2 n -  1)/E) 
n n 
The result now follows from Theorems 5 and 8. [] 
6. Conclusions 
In this paper we have described a close connection between a subset of the de 
Bruijn sequences and the cyclotomic numbers. We think this is a useful observation 
since many of the difficulties inherent in the study of de Bruijn sequences lie in their 
apparent lack of algebraic structure. 
Moreover, our approach in some sense generalizes the extension of m-sequences to
de Bruijn sequences, since they are represented by primitive polynomials, while we 
consider all irreducible polynomials. 
It is also possible that the sets of de Bruijn sequences that can be generated as 
MSTs from irreducible polynomials can be further analyzed by the method given by 
Hauge and Mykkelveit [5]. It seems, however, still a long way to go before finding 
more general results that are valid for complete sets of de Bruijn sequences. 
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