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Abstract
Motion detection is an important problem in computer vision and has multiple applications
in the real world, including surveillance-related activities, gaming, and human-robot interactions. These systems need to be robust enough to handle fluctuations in light intensity
and other external factors like noise and compression artifacts. In this thesis a method
is proposed for detecting the regions of motion from a video sequence in real time. The
main idea of this work is to detect motion based on both structure and color. Structurebased detection is carried out using information from the Census Transform computed on
gradient images obtained with Sobel operators. The Census Transform characterizes local
intensity patterns in an image. Color-based detection is done using color histograms, which
allow efficient characterization without prior assumptions about color distribution in the
scene. The probabilities obtained from the gradient-based Census Transform and Color
Histograms are combined in a robust way to detect the active motion zones. Experimental
results demonstrate the effectiveness of this approach.
This thesis also presents an application for motion detection in foveal visual systems.
Foveation reduces power and bandwidth requirements in a system. But the main challenge
is to identify the region of interest that must be transmitted in high-resolution format while
maintaining the rest in low resolution. In this work this issue is addressed, by proposing
motion detection as a cue to select the region of interest in a given scene. Preliminary
results are also presented to show the successful application of this approach.
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Chapter 1
Introduction
Motion detection is one of the most important problems in computer vision. Motion detectors are commonly used as initial stages in several surveillance-related applications such as
person detection, person identification, and activity recognition. Changes in illumination,
noise, and compression artifacts make this a challenging problem. In this thesis a solution
to this problem is proposed by developing a system which can effectively handle similar
situations in real time. Of the numerous tools that exist for detecting motion hardware
devices include embedded sensors to identify the movements of objects. Cameras with
different views for recording and transmitting images can also capture and detect moving
objects. However pre-processing time required to perform detection in all these systems is
significantly more compared to the proposed solution in this thesis where extremely low
resolution image data is used as input.
Earlier detection techniques implemented by vision scientists have taken into consideration different aspects of the system, but have failed to prove one point. This involves
reducing the amount of input data to be processed in order to carry out detection at an
effective rate. The low resolution approach therefore opens up new vistas in vision science
and can also be extended to other real-time applications.

1.1

Motivation

The motivation of this thesis is to build a detector system which not only uses low resolution
image data to do the processing but is also reliable enough to handle variations in light
intensity. Specifically outdoor installations of motion capturing devices often face such
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challenges where fluctuations in weather conditions has a direct impact on the performance
of the system. However, at present no algorithm exists that can detect using low resolution
images and at the same time deal with adverse lighting conditions. So in this thesis a
light invariant, robust and efficient detection system is developed that can have manifold
applications in the real world. These are summarized as follows:
• Surveillance Activities - Automated surveillance preventing unauthorized entry of
humans, vehicles, and pedestrians in parking lots, traffic control systems or even in
banks and airports where security is an important issue.
• Human-robot Interactions - Robotics and other such Artificially Intelligent applications often require continuous monitoring of human activities to detect changes in
their behavior. Using motion to interpret changes is one of the simplest solutions in
this case.
• Gaming Systems - In 3D video games motion sensing is often required to understand
the movement of the player. This is usually deduced using embedded radio markers
broadcasting the position of the player. With new automated detection systems this
problem can be easily solved and the extra apparatus will not be required any more.

1.2

Objective

It is very easy for people to detect motion by observing changes caused in a stationary
environment. However, it is a difficult problem to solve in computer vision because in
reality the physical world is not an undisturbed stationary environment at all. In the
case of people the ability to visually detect these changes in the environment is a natural
process which is evidently not the case in a machine. Therefore the main objective in this
thesis is to construct an automated detection system which can handle such non-stationary
factors in real time. This system is based on a low level pixel by pixel approach and builds
a background model initially by gathering information from the stationary environment.
2

The primary point of interest in this thesis is that it uses very low resolution images to
build the model thereby introducing the concept of effective detection at a low price.

1.3

Research Scope

In this thesis, the problem of real time detection of moving objects using very low resolution
images is addressed. This technique is then applied for selecting regions of interest from
frames and storing that part in high resolution. This is actually achieved by simulating
the behavior of the human visual system and proves the practicality of this work in real
world applications. However this thesis does not resolve issues like dynamic updates of
the background model and multiple level resolution approaches. These are left as future
research topics. It should also be mentioned here that though different information sources
as structure and color based techniques have been successfully used to detect the regions
of motion they could be further extended to study human behavior in surveillance scenes.
However that is beyond the scope of this thesis.

1.4

Approach

There are various techniques to solve the problem of motion detection. Vision scientists
have approached this problem in multiple ways such as using Gaussian distribution to model
a pixel or developing feature set vectors for extracting important information relevant to
the process of detection. In the approach followed in this thesis an innovative technique
based on low resolution input data is adopted to solve the problem. Instead of relying on
a single source of information for building the system both structure and color based approaches are used to detect motion. Structure information is gathered from computing the
Modified Census Transform on low resolution gradient images. Since the Modified Census
Transform is invariant to light intensity changes, chance of misclassifying a pixel in varying
lighting conditions as foreground when it is actually background or vice versa are signifi-
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cantly diminished. In addition to the structure data obtained, color properties associated
with every pixel in the form of temporal histograms are also used. These histograms are
constructed without any prior information of the color distribution in the scene.
In Figure.1.1 the detection method is depicted which gathers spatial and color information from low resolution images corresponding to an input video. The focus is on detecting
motion even in the presence of external environmental factors such as illumination fluctuations. The low resolution images used to train the system are initially converted to gradient
images using Sobel operators.

Figure 1.1: Flow of the Algorithm

1.5

Implementation

OpenCV forms the research platform in this thesis which includes library functions for real
time computer vision. The library is mainly written in C, however, wrappers for C++ and
Python are often used to make it more extensible. The structure information is stored using
4

a hash table data structure where the row entries correspond to pixels in every video frame
and the column entries to values obtained from computing the Census Transform. In the
case of color a double dimensional array in implemented to store the required information.
While detecting in real time the values from the hash table and color array are combined
in an effective fashion to identify the pixels that form the foreground.

1.6

Contribution

The most important contribution of this thesis is to demonstrate the possibility of reasonable real time motion detection for video surveillance. It depends upon the combined
structure and color based approaches to identify the regions of interest. The second contribution is that it opens up new directions in low resolution imaging for detecting motion in
images that have been extracted from a regular video sequence. Such cases are only possible because this thesis introduces a new technique to the engineering motion detection
problem based on collecting information from various sources. The thesis also includes an
interpretation of low level features to solve this problem. The third contribution is demonstrates that low resolution detection can also be an effective framework for developing other
surveillance based systems as in foveation applications. Finally, it provides to the vision
community an new automated real time low resolution robust detection tool, that works
in adverse lighting conditions.

1.7

Outline

The rest of this thesis is structured as follows: Chapter 2 provides a brief overview of
the related work in the field of motion detection, explaining its important concepts and
features. In Chapter 3 that includes the main body of the thesis a detailed description of the
detection algorithm based on using different sources of information is provided. Chapter
4 demonstrates the practicality and effectiveness of the approach by applying it to several
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video based test cases. The idea is to view the classification of pixels belonging to a part
of the stationary background or non-stationary foreground and then identify the region
of motion associated with it. In the following Chapter 5 an introduction to the topic of
foveation is provided. It also elaborates on motion based selection of regions of interest
along with some preliminary results generated as first steps for developing a foveal visual
system. Chapter 6 is a conclusion to this thesis with a summary of the findings, which is
followed by an outline of future research directions.

6

Chapter 2
Previous Work on Motion Detection
Motion Detection algorithms are mainly divided into pixel-based methods and region-based
methods. In pixel based methods, temporal differencing between frames based on binary
thresholding is applied to identify the pixels that belong to the foreground. In the case
of region identification entire zones are classified together by applying structure, color, or
texture based methods. The different strategies that exist for performing real time robust
motion detection will be summarized in the following sections.

2.1

Temporal Differencing

In this method individual frames are taken into consideration. Here the difference between
consecutive frames from a single video sequence is computed to find out which pixels have
changed and fall in the category of foreground. One of the consistent problems of this
simple method is that often it is impossible to detect if there has been a change inside
detected boundaries of motion. Also, in some cases pixel connectivities are not considered
that limits the process of detection. Figure.2.1 shows an example where the differences
between consecutive frames is computed and then thresholding is applied to detect the
zone of motion. The white blob indicates the detected region of motion.
Such a differencing algorithm was implemented by Huwer et al. [HN00] where a temporal
difference method was combined with an adaptive background model subtraction scheme
to deal with lighting changes. Even though this approach offers somewhat satisfactory
results, much research is still needed to solve the motion detection problem, and thus
complementary and alternate approaches are worth investigating. Figure.2.2 shows an

7

Figure 2.1: Temporal Differencing e.g.1
example where there has not been much motion between two consecutive frames and as a
result of which there has only been a slight change in the edges signifying movement.

Figure 2.2: Temporal Differencing e.g.2

2.2

Background Modeling

In background based modeling, the traditional approach for detecting motion consists of
building a model of the background using multiple frames and then classifying each pixel in
the surveillance frame as either foreground or background. The average of all images across
a video sequence is used to generate the background model and later the pixel likelihoods
8

are computed by comparing with the average. In cases where the value is significantly
different the pixel is classified as a foreground pixel. Some such existing approaches include
Ren and Chua [RC01], who propose spatial distribution of Gaussian(SDG) models, where
motion compensation is only approximately extracted, Stauffer and Grimson [SG99], who
model each pixel as a mixture of Gaussians and uses an online approximation to update
the model and Monnet and Mittal [MMPR03], where an online method based on dynamic
scene modeling is used.
Wren et al.[WADP97] also designed a system for detecting and tracking the human
body. Here unlike the previous case the background model used a Gaussian distribution to
update the status of every pixel in the frame. The person is represented using spatial and
color information and then each time the person undergoes a change the spatial information
gets upgraded using a Kalman filter. In the next step a probabilistic model of estimation
decides whether each image pixel is a part of the background or the person. The detected
pixel is then assigned to the corresponding zone it belongs to and the background model
is again updated. The spatial information is obtained from different sources to determine
the objects contour whereas color information can be determined as a function of the color
of the person being detected.
More recently, some hybrid change detectors have been developed that combine temporal difference imaging and adaptive background estimation to detect regions of change
[HN00]. Krum et al [JKM] designed a model where a three tier algorithm is followed
and processing is done at the pixel, region and frame levels. However, in 2004, Beleznai
et al.[BFB04] came up with the idea of using difference in intensity between the actual
frame and a reference frame to represent the system with a probability distribution model.
Motion was detected using mean shift and the concept of integral images was used that
made the model highly efficient by increasing the computational speed. When detection of
clusters was required some modifications to the original model was used.

9

2.3

Optical Flow

Optical flow models are based on determining the velocity of pixels in an image in order
to identify the objects of motion. Some of the works where this technique has been used
include gradient methods where differential derivative of components are computed, subimage window method where shifts in windows for every frame is detected to calculate
displacement for the central window pixel. Even then not much motion can be estimated
because of the approximation in the constraint equation. The most well known optical flow
algorithm was introduced by Lucas and Kanade [LK81] based on frame differencing. It assumes constant flow and takes into account local spatial neighborhood around a given pixel
at any point of time. This algorithm uses combined information from different methods
like statistical methods and stochastic models. In models for detecting motion or stereo
matching techniques the algorithm works in a step down approach.
An optical flow application was developed by Elzein et al. [HSP03] in 2003 where it
was used on specific regions of the frame obtained from temporal differencing. The camera
was mounted on a vehicle and the time for collision with an object was then estimated
with respect to a reference point using velocity of flow. The objective was to detect objects
which suffer a collision with the camera. This was computed using connected components of
pixels. Later this object was segmented to be classified as a pedestrian or a non-pedestrian.

2.4

Entropy Based Models

These models assume that a pixel’s state would undergo a small change if disturbed by noise
and a larger change if disturbed due to motion. Such a state change can indicate whether
the pixel is undergoing any change due to motion or not. The idea is to use accumulating
windows to define the relationship between the pixels concerned and use color variations to
identify the entropy of the image as an energy representation. Here the higher the level of
energy the higher are the chances of that pixel being classified as undergoing motion. One
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Figure 2.3: Detection using Optical Flow Algorithm
of the main advantages of this method is that the computational cost is much lower than
other methods for detecting motion. However, all motion capturing devices work based on
the simple principle that motion objects are moving with respect to stationary background.
Since it is often impossible to remove all noise sources the accuracy obtained as a result is
much lower. Several techniques have been applied to prevent the occurrence of noise but
none are good enough to remove all sources.

2.5

Direct detection

In addition to the already stated methods there exist others that are based on their mixture
in order to solve the problem of motion detection. One such example is the work of Cutler
and Davis [CD00] that focuses on detecting periodic motion and then applying this periodic
motion to identify patterns in biological subjects. Here initially both frame differencing
and thresholding are used to detect regions of motion and then other operations are used
to obtain the set of objects that are being tracked. For detection and analysis Fourier
Transform coupled with correlation is used. To distinguish between different biological
forms such as humans and non-humans the model is slightly modified. The performance of
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the system is in real time.
In 2002, Utsumi and Tetsutani [UT02] used similar methods to detect motion in different
forms using the fact that geometric distances between various body parts of humans are the
same even though there are variations in the pixel intensities due to changes in color and
lighting conditions. Using a distance matrix to represent the distance in color distributions
they built a model corresponding to distance matrices of both humans and non humans.
The different models are then compared and found out to be quite similar in nature. So
using the slight variations in the computed models they could classify an image to be
human or non human. Another well known work worth mentioning here is that of Viola
and Jones [VJS03] who performed direct detection from images using Haar features and
classified using an ensemble of classifiers. The learning algorithm used was Adaboost and
detection was at a fast and appropriate rate.

12

Chapter 3
Solving Motion Detection
In order to achieve robust detection, a combination of information from different sources,
namely structure and color is used. The structure information is computed using the Census Transform and color information is based on generating Temporal Color Histograms.
Both of these techniques are briefly described later in this chapter. Figure.3.1 demonstrates
the working of the algorithm using these techniques. The Census Transform actually determines information about the spatial organization of the object that is detected whereas
color histograms essentially stores information with respect to the color distribution in
RGB space. Once the values corresponding to these information sources have been successfully computed for every pixel in the frames a look up table is constructed to map their
occurrences.

Figure 3.1: Working Principle
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3.1
3.1.1

Introduction
The Census Transform

The Census Transform is a non-parametric summary of local spatial structure. It was
originally proposed in [ZW94] in the context of stereo-matching and later extended and
applied to face detection in [FE04]. It has also been used for optical flow estimation
[Ste04], motion segmentation [YMAS01], and hand posture classification and recognition
under varying illumination conditions [JRS06]. The main features of this transform are
also known as structure kernels which are used to detect whether or not a pixel falls under
an edge. The structure kernels used in this paper are of size 3 × 3, however, kernels can be
of any size m × n. The kernel values are usually stored in binary string format and later
converted to decimal values that denote the actual value of the Census Transform.
In order to formalize the above concept, let us define a local spatial neighborhood of
the pixel x as N (x), with x ∈
/ N (x). The Census Transform then generates a bit string
representing which pixels in N(x) have an intensity lower than I(x). The formal definition
of the process is as follows: Let a comparison function ζ(I(x), I(x0 )) be 1 if I(x) < I(x0 )
and 0 otherwise, let ⊗ denote the concatenation operation, then the Census Transform at
N
x is defined as C(x) =
ζ(I(x), I(y)). This process is shown graphically in the Figure
3.2.

3.1.2

The Modified Census Transform

The Modified Census Transform (MCT) [FE04] is an extension of the Census Transform
first introduced by Zabih and Woodfill [ZW94]. Let (r, c) be a pixel position in image I.
Let N (r, c) be an ordered set containing the pixels in the 3 × 3 neighborhood of pixel (r, c)
in I. The MCT generates a string of nine bits representing which pixels in N (r, c) have an
intensity that is greater than the average intensity in N (r, c).
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Figure 3.2: Census Transform

N (r, c) = {(r0 , c0 )|r0 ∈ {r − 1, r, r + 1}, c0 ∈ {c − 1, c, c + 1}}
P
µI (N (r, c)) =

M CTI (r, c) =
where

L

(r0 ,c0 )∈N (r,c)

I(r0 , c0 )

9

M

ξ(I(r0 , c0 ), µI (N (r, c)))

(3.2)

(3.3)

(r0 ,c0 )∈N (r,c)

denotes concatenation and ξ is and indicator function such that:

 0 if x ≤ y
ξ(x, y) =
 1 otherwise.

3.1.3

(3.1)

(3.4)

Temporal Color Histogram

The color histogram is a compact representation of color information for every pixel in
the frame. These are flexible constructs that can be built from images in various color
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spaces, such as the R-G-B, H-S-V and L-a-b. A histogram of an image is produced first
by discretization of the colors in the image into a number of bins, and then counting the
number of image pixels in each bin. Color Histograms are used instead of any other sort of
color cluster description [HKR97, JC98, MRG99, NO99], due to their simplicity, versatility
and velocity, that are needed in tracking applications. Moreover, it has been vastly proven
its use in color object recognition by color indexing [FF95, SB91]. However, the major
shortcoming of detection using color is that it does not respond very well to changes in
illumination and noise artifacts. Figure.3.3 shows such a color space model where each of
the faces of the cube represent a different color along each of the axes.

Figure 3.3: Color Cube Model

3.2

Proposed Algorithm for Detection

The proposed algorithm mainly consists of two parts; the training procedure and the testing
procedure. In the training procedure a look up table is constructed using the background
information. Here we consider individual pixels in background video frames and then
identify their gray level and color values in the R-G-B space. The structure kernels and
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color cubes are then computed using the Census Transform and Color Histograms based
on these values. These later serve as indices in the look up table that is constructed
and the contents at those indices are counters for the number of frames that have the
same structure kernel and color cube number. The look up table is next normalized to
assign probability values at every location. In the testing phase of the algorithm these
probabilities are retrieved from the look up table and combined together to identify the
pixels that demonstrate motion. The flow chart diagram in Figure.3.4 briefly summarizes
all the sequential activities that are performed in order to do the detection.

Figure 3.4: Flow Chart

3.2.1

Training

Ternary Modified Census Transform
The modified Census Transform generates structure kernels in the 3 × 3 neighborhood but
the kernel values are based on slightly different conditions. So it has been found to be useful
in the detection of high-contrast objects, such as faces, however, when applied to regions of
uniform color it is very sensitive to noise, which makes it unreliable for motion detection.

17

To solve this problem, we proposed a base-3 census transform, where each element of the
descriptor indicates whether a pixel’s intensity is significantly higher, significantly lower,
or approximately equal to its neighborhood average. Thus the base-3 MCT is given by:



0


ξ=
1



 2

if x < y − λ
if x > y + λ

(3.5)

otherwise

where λ is a positive constant that acts as a threshold. Once the value of the Census
Transform kernel for a pixel has been computed it is used to index the occurrence of that
pixel in the look up. So for every pixel in the background frames kernel values that form
the indices of the look up table are generated. For any index in the look up the contents are
the frequencies of frames that have the same value of the structure kernel. Once the entire
lookup has been constructed from the background video the probabilities are computed
that are then used directly at the time of testing.
Color Histograms
The color probabilities are obtained in a similar fashion but using the concept of color
histograms. In this case initially the color intensities are obtained in R-G-B format and
based on these values the color cube/bin corresponding to the Red-Green-Blue values of
the pixel is determined. Since each color is quantized to 4 levels a sum total of 43 = 64
such bins are possible. Every pixel then has a corresponding counter containing 64 values
and the color cube values form the indices of the counter look up table. The contents of
the table are the number of frames that have the same counter value for that pixel.

3.2.2

Testing

The frames from the test video are used to obtain the pixel intensities in both gray level
and R-G-B color space. Then for each pixel we recompute the Census Transform. This
serves as an index in the existing look up table for the probability corresponding to that
18

Algorithm 1 Training:Structure Information
Require: Images extracted from background video sequence.
Ensure: Build background model B g .
1: for all f rame#0 to f rame#N do
2:

for all pixel#(0, 0) to pixel#(m, n) do

3:

Compute N (r, c) using Equation3.1

4:

Compute the value of µI (N (r, c)) based on N (r, c) using Equation3.2

5:

Compute ξ(x, y) using Equation3.5

6:

Compute M CTI (r, c) from ξ(x, y) using Equation3.3

7:

Increment f requency# entry in look up table where M CTI (r, c) serves as index

8:

end for

9: end for
10: Normalize look up table by changing from f requency# to prob#
NOTATION:
N (r, c) is an ordered set of pixels in 3 × 3 neighborhood of pixel (r, c) in I
L
denotes concatenation and ξ is and indicator function

pixel. In this way we use the probabilities corresponding to all pixels in any frame being
processed in real time. This procedure is depicted in Fig.3.5 that demonstrates the concept
of testing where initially the Modified Census Transform is computed for pixeli based on
its 3 × 3 neighborhood. The kernel value is used as an index for the look up table already
constructed to retrieve the required frequency. Here the value of the Census Transform is
25 that then serves as the index. The frequency 33 actually represents that for pixeli there
are 33 frames that have the same kernel value of 25.
In the case of color the same scheme is used where every pixel is split into its R-G-B color
intensities and then its color bin is computed. Then the probability corresponding to color
bin computed is retrieved from the look up table for that pixel. This generates structure
and color probabilities corresponding to every pixel in the frame. These two probability
values are then combined in an efficient way to detect the zones of active motion.
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Algorithm 2 Training:Color Information
Require: Images extracted from background video sequence.
Ensure: Build background model B g .
1: for all f rame#0 to f rame#N do
2:

for all pixel#(0, 0) to pixel#(m, n) do

3:

pixel#(r, c) in f rame#I is split into corresponding R-G-B values

4:

Identify colorcube# corresponding to that pixel based on itsR-G-B

5:

Increment f requency# entry in look up table where colorcube# serves as index

6:

end for

7: end for
8: Normalize look up table by changing from f requency# to probC#

Figure 3.5: Testing Algorithm

3.2.3

Combining Information from Color and Structure

Once the corresponding structure and color probabilities are obtained for every pixel of the
test frame the lower probability value is selected for thresholding that pixel. Based on the
value of threshold in the experiment the pixel is classified as background if the probability
20

is more than the threshold and as foreground if the probability is less than the value of the
threshold. The algorithm for the testing and classifying each pixel has been represented as
follows:
Algorithm 3 Testing:Structure and Color Information
Require: Images extracted from foreground video sequence.
Ensure: Classify pixels in foreground frames
1: for all f rame#0 to f rame#N do
2:

for all pixel#(0, 0) to pixel#(m, n) do

3:

Compute structure information using Modified Census Transform

4:

Compute color information using Temporal Color Histograms

5:

Find probability from B g given structure information

6:

Find probability from B g given color information

7:

Combine probabilities

8:

Classify pixel#(r, c) based on threshold

9:

end for

10: end for
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Chapter 4
Results and Observations
4.1

Experiments Conducted

The first set of experiments were conducted in an outdoor environment where there were
variations in light intensity. The training set is a background video consisting of 900 frames
recorded in raw format at a rate of 30 frames/sec and at a resolution of 640 × 480 pixels.
The detection method is based on initial computation of the gradient images from the
video and then determining the Census Transform information from the already computed
gradient images. Each pixel has a corresponding Census value for all the 900 frames and
the frequency of a particular Census value for that pixel is stored in the look up during the
training phase of the algorithm. Similar scenario happens for constructing the look up of
the color values where the RGB color space corresponding to every pixel is considered.

4.2

Detected Results

The testing phase of the algorithm starts after the background model using all the 900
frames has been built. Here for every pixel in the test frame the combined probability
values are looked up in real time and displayed accordingly. As a result a pixel with low
probability in the test video has a corresponding low or zero probability assigned to it. In
this case the test video has 1001 number of frames that get detected in real time and the
resultant image displays the the detected zone of motion. The frames in the test video are
also stored at a rate of 30 frames per sec and a bit rate of 705kbps. In Figure.4.1 the frames
are displayed at a resolution of 640 × 480 pixels whereas in Figure.4.2 the corresponding
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binary images depicting the stage after detection are displayed at a much lower resolution.
Here detection was carried out on a training set with exactly half of the original 640 ×
480 resolution. Similarly the resolution is decreased to one fourth of the original for the
training set used in Figure.4.3. The corresponding low resolution and detected images are
both displayed in Figure.4.3 and Figure.4.4.

Figure 4.1: Frames 70-86 from OutdoorScene1
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Figure 4.2: Detected Frames 70-86 from OutdoorScene1

4.3

Analysis of Experiments

In order to quantitatively evaluate the results of the method, each pixel is manually classified in the sequence as either foreground or background and then this classification is
compared with that provided by the algorithm. In Figure 4.5 and 4.6 the ROC curves
corresponding to four different resolution levels are depicted.
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Figure 4.3: Frames 50-58 from OutdoorScene1

4.3.1

Sensitivity to Low Resolution

This subsection examines the relationship between accuracy and resolution. Recall that
in Figures 4.5 and 4.6 the ROC curves for different resolution levels are depicted for two
outdoor scenes. Performance at 1/4th resolution is inferior to 1/16th resolution. The
higher performance at 1/16th resolution may be due to noise reduction due to averaging.
Performance at sub-sampling beyond 1/16th provides inferior performance − possibly due
to the large aggregate pixel size. This proves that decreasing resolution provides a level of
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Figure 4.4: Frames 315-323 from OutdoorScene2
noise-filtering by means of averaging pixel values, but at very low resolutions identifying
small regions of motions becomes more difficult.
Another observation made from the experiments conducted was the increase in efficiency using the low resolution approach. The execution time in milliseconds for both
experiments is tabulated in Table4.1. This is required to perform training for the dataset
corresponding to the background videos OutdoorScene1 and OutdoorScene2. From the results obtained in the two experiments it can be easily seen that the times are almost similar
with only small differences of not more than 60 milliseconds. It can also be deduced from
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Figure 4.5: ROC curves for OutdoorScene1
the different instances that the gradual lowering of the resolution resulted in the decrease
in computational time for the training datasets.
Table 4.1: Different Training Times(ms)
Resolution

Time1

Time2

1/4th

3125ms

3078ms

1/8th

3066ms

3063ms

1/16th

3041ms

3047ms

1/32th

2953ms

2969ms

Figure 4.7 illustrates a comparative analysis of ROC curves in order to understand the
variations in the nature of the curves for different test scenarios. Training Set1 is based
on OutdoorScene3 where there are more diverse changes in the weather conditions such as
wind fluctuations, lighting changes etc. whereas Training Set 2 is based on OutdoorScene1.
In the curves it is distinctly observable that the accuracy in classification has a significant
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Figure 4.6: ROC curves for OutdoorScene2
drop when the resolution is reduced to 1/4 of the original. However, Training Set 2 performs
much better than Training Set 1 because of the mentioned outdoor parameter fluctuations.
But as predicted already in the above testing scenarios the intermediate resolutions achieve
better results due to the almost redundant noise factor.

4.4

Observations

An extensive evaluation of the detection system built involves handling multi objects and
these objects cross each other in sequence of time. However, the detector system is robust
enough to handle such cases that involves multiple object detection. Also if the object
disappears behind another object that formed part of the background then the system
would stop detecting the object as desired. Another difficult case of detection would be
in cases where two objects merge as a single object or one single object splits into two
halves. But since the method is based on background modeling using feature extraction
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Figure 4.7: Comparison of ROC curves
any changes in the background would be detected as the foreground even if it involves
multiple objects. One thing has to be kept in mind however, that since the input to the
system is very low resolution images the detection is also maintained at the same level.
So often some pixels get misclassified as detected pixels. That increases the number of
false detections. A fair estimate of the percentage of misclassifications can be formed by
quantitatively analyzing the number of true positives and false positives from the curves.
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Chapter 5
Foveation
5.1

Introduction

Traditional approaches to video surveillance transmit full-frame video imagery to centralized analysis centers. Unfortunately, the large amounts of bandwidth and power required
for detection and transmission of high resolution full-field video, limit its use in deployments
for pervasive surveillance. Foveation, where specified video scene areas of high interest are
transmitted in higher resolution than the surrounding scene, is useful for reducing the
bandwidth required for high resolution surveillance.
Foveation, is inspired by the non-uniform resolution perception of the human visual system due to the non-uniform density of photoreceptor cells in the eye and offers a promising
way to deal with these problems. While traditional approaches to video surveillance utilize
full-frame imagery, which is either analyzed locally or transmitted to remote analysis centers, a foveated system can focus on providing high-resolution only in task-relevant regions
of interest in the image, thus dramatically reducing power and bandwidth requirements
and preventing data overload.
Inspired by the efficiency of foveation in biological systems, computer vision researchers
have built two types of working foveal vision prototypes. One approach consists of building
non-uniform resolution in hardware, normally trying to emulate the distribution of lightsensing elements in the human eye [TS93]. The main restriction in these systems is that
the foveal area is confined to a single fixed area in the image plane, normally the center.
Thus, taking advantage of foveation requires mounting the camera on a pan-tilt head, which
makes its operation slow and cumbersome and generates additional power requirements.
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The other approach consists of using a conventional high-resolution camera and transferring full-frame images to local memories that are sub-sampled in various ways prior to
transmission [MA06]. While a tiny fraction of sampled pixels are transmitted, the sensor
and its controller must nonetheless process full untransmitted frames, limiting savings in
power consumption. Moreover, the selection of regions of interest has not been addressed
in these works, thus it is not clear how they can be used to limit data production.
New sensors are currently being developed that will be capable of sensing of multiple
foveal areas located at arbitrary positions within an image. This will allow the exploitation
of many of the potential advantages of foveation.
A challenging problem lies in determining, from the original low-resolution image, the
location of the regions of interest where increased resolution is required. In video surveillance, motion is very useful to identify potential regions of interest. In the previous chapters
of this thesis an algorithm for robust motion detection for low resolution images is presented
using cues from structure and color. In this chapter preliminary results to develop a system
that uses the detector algorithm to identify and foveate the region of motion is presented.
The foveal system is specifically designed to work reliably at low resolutions.

5.2

Some Related Work on Foveal Techniques

Foveal vision has been used for multiple purposes some of which have been approached
by known techniques such as the Log Polar Transform, Foveal Wavelet Transform etc.
Filtering is a technique where an image of uniform resolution is foveated in such a way that
the region of interest is determined by imitating the behavior of the human eye. The log
polar transform keeps the Cartesian properties of the image intact as shown by Martinez
et al [MA06] in which a new approach for object tracking is presented.
A different kind of system adopted by several researchers is to compress the image
data especially in video formats where due to elimination of some pixels bordering the
periphery the whole image can be efficiently stored. One of the common techniques include
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the logmap method [WOBS94] where the concept of space variant image processing is used
assuming human vision to be highly space variant. Also a connectivity graph generates
the behavior of the neighbors in such image variant random sensors. In other cases such
as the multistage pixel method used by Kortum et al. [KG96] the resolution of the human
eye is also assumed to be space variant and their algorithm is based on space variant
degradation techniques. Here eye movements are also taken into account to provide the
correct alignment for high resolution part of the image to that of human vision.
Bandera and Scott [BS89] also demonstrate such an approach using foveal sensors. Arrebola, Camacho and Hernandez [ACH97] on the other hand use a shifted foveal technique
where the concept is centered around using different degrees of freedom along with higher
number of fixation points from the shifting algorithm to reduce the error rate in positioning
the fovea. In some others like [KGG99] [Kuy98] uniform grid techniques based on retinally
reconstructed images are used. The retinal images are constructed depending on the codes
generated from positions of sampling.
Geisler et al [GP98] uses multi resolution pyramid structures to code images into varying
degrees of resolution. Lee, Pattichis and Bovik [LPB98], [Lee00], [LPB01], [LPB02] use low
pass filtering to obtain the foveated images. The results are quite good because large
chunks of redundant pixels at very high resolution have been removed. Some other existing
methods include use of wavelet foveation methods like in [CY97], [cC98], [CMY99] where
the multi resolution framework introduced by Mallat is used. Apart from their work on
wavelet foveation Shapiro et al also used such techniques to develop the Embedded Zerotree
Wavelet algorithm in [Sha93].

5.3

Foveal Detection

Once all the information from the Census Transform and the Color Histograms has been
computed, the values are retrieved from the pixel look up tables for the test video. The
training for the algorithm is carried out using entire sequences of low resolution frames
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whose low level features computed using the structure and color information are stored for
later retrieval. Next, the pixels from the test video frames are used to generate the kernel
number for structural references and bin number for color information. These values are
used to compute the likelihood of each pixel to be classified as background or foreground.
After a preliminary classification is obtained using the original algorithm, we examine
the neighborhood of each pixel classified foreground (that is, presenting motion). If any of
the pixels in the 3 × 3 neighborhood surrounding a pixel originally classified as foreground
is not also a foreground pixel, then the classification of that pixel is changed to background.
This eliminates isolated false detections due to noise and also removes spurious detections
around the contours of moving objects.

Figure 5.1: Foveation in OutdoorScene1
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Figure 5.2: Foveation in OutdoorScene3

5.4

Experimental Results

A foveal camera is simulated by first capturing a video sequence in high resolution, obtaining
a low resolution sequence from it, processing all information using low resolution and then
foveating by replacing the selected low resolution pixels by the corresponding high resolution
ones from the original image. In Figure 5.1 detection is carried out using a training data
set of a video sequence which has 1680 frames in it. The video is recorded in an outdoors
environment in a parking lot. The characteristics of the input video used are enumerated
in table 5.1. Low resolution frames are generated using sampling techniques that serve as
training data for the foveal system. The various levels of training are at 160 × 120, 80 ×
60, 40 × 30, 20 × 15 pixels. The figure however, demonstrates training only at the last two
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levels of resolutions. The test data is a video with 1170 frames which is again transformed
to lower resolution data at the mentioned rates.
Table 5.1: Video Statistics
Features
Value
Resolution

640 × 480

Frame Rate

30 per sec

Date Rate

216705kbps

Compression

None

In the second training data set in Figure 5.2 the frames in the test video has 1800
frames and the same set of resolutions as before. The testing sequence is arranged to
depict different moments of time where the region of interest changes enabling the foveated
pixels to shift their zone of focus just as would be the case if one would observe the behavior
of the human eye.
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Chapter 6
Concluding Remarks
6.1

Significance of the Result

A method for detecting motion that uses color and structure information is presented.
This method extends the Census transform to achieve robust detection by the use of gradient information and a base three encoding technique. Gradient information allows more
accurate detection of the outlines of moving objects, while base-three encoding allows to
deal effectively with regions of relatively uniform color. The efficiency of the approach is
demonstrated by the fact that the entire procedure can be easily carried out in real time.
In this thesis a foveal vision system is also developed that reliably uses motion detection
to select foveal areas. Experimental results using a simulated foveal camera show that this
selection can be performed reliably. Additionally, the algorithm presented is extremely
efficient, consisting mostly of table look-up operations. While the algorithm has relatively
high memory requirements due to the need to store two look-up tables for every pixel,
the fact that only low-resolution images are processed makes its application using small
computers or even embedded hardware feasible.

6.2

Future Work

Future work will include developing a dynamic update of the background model, developing
methods for taking advantage of gradient direction information, and exploring other color
spaces. One of the other options that can be considered in this case is to implement the Lab
color space which can handle illumination changes more effectively than the standard R-G-
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B one. Also while the current system performs at two levels of resolution, additional gains
in performance can be obtained by having higher processing levels, where, for example,
vehicles, pedestrians and faces could be identified and sensed at three different levels of
resolution. The plan is to investigate how to best achieve these improvements.
Another aspect that also remains unexplored is the idea of using information sources
in addition to color and structure. As a result future work can also include combined
information from optical flow methods that can handle faster changes in intensity variations.
Again, since such situations are taken into consideration where only important parts of the
image are transmitted in high resolution for face or pedestrian detection such combined
information can single out regions of interest more effectively. While this could have been
an computationally expensive process low resolution imagery allows this to be carried out
at an effective rate.
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