Inferential estimation of kerosene dry point in refineries with varying crudes by Zhou C et al.
 Newcastle University ePrints 
 
Zhou C, Liu QY, Huang DX, Zhang J. Inferential estimation of kerosene dry 
point in refineries with varying crudes.  
Journal of Process Control 2012, 22(6), 1122-1126. 
 
Copyright: 
NOTICE: This is the authors’ version of a work that was accepted for publication in Journal of Process 
Control. Changes resulting from the publishing process, such as peer review, editing, corrections, 
structural formatting, and other quality control mechanisms may not be reflected in this document. 
Changes may have been made to this work since it was submitted for publication.  
A definitive version was subsequently published in Journal of Process Control, 22(6), July 2012  
DOI: 10.1016/j.jprocont.2012.03.011 
Always use the definitive version when citing. 
Further information on publisher website: http://www.elsevier.com/ 
Date deposited:  10th June 2014 
Version of article:  Author accepted manuscript 
 
 
This work is licensed under a Creative Commons Attribution-NonCommercial 3.0 Unported License 
 ePrints – Newcastle University ePrints 
http://eprint.ncl.ac.uk 
 
Inferential estimation of kerosene dry point in refineries 
with varying crudes 
 
Chang Zhou
a
, Qiyue Liu
a
, Dexian Huang
a,c
, Jie Zhang
b*
 
 
a
Department of Automation, Tsinghua University, Beijing 100084, China. 
b
School of Chemical Engineering and Advanced Materials, Newcastle University, 
Newcastle upon Tyne NE1 7RU, UK, E-mail: jie.zhang@newcastle.ac.uk 
c
TNList, Beijing 100084, China 
 
Abstract 
A bootstrap aggregated model approach to the estimation of product quality in refineries with 
varying crudes is proposed in this paper. The varying crudes cause the relationship between 
process variables and product quality variables to change, which makes product quality 
estimation by soft-sensors a difficult problem. The essential idea in this paper is to build an 
inferential estimation model for each type of feed oil and use an on-line feed oil classifier to 
determine the feed oil type. Bootstrap aggregated neural networks are used in developing the 
on-line feed oil classifier and a bootstrap aggregated partial least square regression model is 
developed for each data group corresponding to each type of feed crude oil. The amount of 
training data in crude oil distillation is usually small and this brings difficulties for 
classification and estimation modelling. In order to enhance model reliability and robustness, 
bootstrap aggregated models are developed. The inferential estimation results of kerosene dry 
point on both simulated data and industrial data show that the proposed method can 
significantly improve the overall inferential estimation performance. 
 
Keywords: Bootstrap aggregated model, Classifier, Data-driven models, Inferential estimation, 
Crude distillation.  
 
1.  Introduction 
Crude oil distillation is a primary process in petro-chemical industry and its operation 
determines the resource usage efficiency and economic benefits of refineries. In order to 
properly control refinery operations, it is essential that product quality measurements are 
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available. Since most of the quality indexes can hardly be measured in real-time, various 
soft-sensor methods have been proposed to estimate these indexes using measurable process 
variables and have been successfully applied in practice (Dam and Saraf, 2006; Fortuna et al., 
2007; Li et al., 1995; Zhang, 2006). As the mechanism of the relationship between the quality 
variables and the process variables is too complicated and not possible to know 
comprehensively, empirical models are often used in soft-sensor methods and have good 
performance in many applications (Kanoa and Nakagawa, 2008; Mejdell and Skogestad, 1991; 
Zhang et al., 1997). 
 
However, soft-sensing in crude oil distillation with varying feedstock remains a difficult 
problem because the relationship between the easy measured process variables and the 
difficultly measured quality variables varies with the types of crude oil processed. The types 
of crude oil change with suppliers. Even the crude oil from the same supplier may also vary in 
the hydrocarbon content. Furthermore, many refineries operate with mixed sources of crude 
oil with varying blending ratios. For different crude oil, the relationship between process 
variables and quality variables is generally different. 
 
One natural idea is to develop an inferential estimation model for each type of crude oil (each 
supplier or oil filed). But this is unpractical as crude oil from the same supplier or oil field 
may vary in the hydrocarbon content. A more practical solution is to build models 
respectively according to the type of refinery feed oil (not the crude oil that composes the 
feed oil). The blending ratio and the type of crude oil are often known and furthermore lab 
analysis of feed oil composition can be occasionally carried out, so it is possible to obtain data 
for different types of refinery feed oil. 
 
This paper proposes a multiple model based inferential estimation system integrated with 
on-line refinery feed oil classification. An inferential estimation model is developed for each 
type of refinery feed oil. A classifier is used to classify on-line data and determine the type of 
feed oil currently used and then the corresponding model is chosen to estimate the quality 
variables. Using on-line measurements of process variables, the feed crude oil is classified 
into different types, and historical process operation data are also classified into these groups. 
A bootstrap aggregated partial least square (PLS) regression model is developed for each data 
group corresponding to each type of feed crude oil. Each model has a favourable predictive 
capability upon the same type of oil but low predictive accuracy upon other types. During 
on-line operation, the feed crude oil type is first estimated from the classifier using on-line 
process measurements and then the corresponding PLS model is invoked.  
 
In the crude oil classifier development, bootstrap aggregated neural networks are used. The 
inputs to the crude oil classifier are the ratios between product and feed rates. The reason to 
use ratios instead of product flow rates is that the flow rate of feed crude oil changes during 
refinery operations, so the ratios between products and feed can reflect the oil type better. 
Since the relationship between the classifier inputs and output is nonlinear, a nonlinear model 
has to be developed using process operational data. Through bootstrap re-sampling of the 
training datasets, multiple neural network models are developed based on bootstrap 
re-sampled datasets. A bootstrap aggregated neural network shows better accuracy and 
generalization capability than a single neural network which can be trapped in a local 
minimum or over-fit the training data during network training. The overall inferential 
estimation performance of the bootstrap aggregated PLS estimator integrated with feed crude 
oil classifier gives much better performance than various single PLS estimators.  
 
The paper is organized as follows. Section 2 presents a simulated atmospheric distillation 
column in a refinery with varying feed crude oil. On-line crude oil type classification is 
presented in Section 3. Section 4 presents inferential estimation of kerosene dry point using 
bootstrap aggregated PLS models integrated with on-line crude oil classification. Section 5 
shows how this method performs on real industrial data. Some concluding remarks are given 
in Section 6. 
 
2.  A simulated atmospheric distillation column in a refinery with varying crude oil 
feed 
The techniques developed in this paper are first tested on a simulated refinery with varying 
feed crude oil. The simulation is carried out in the HYSYS environment. Fig. 1 shows a 
schematic diagram of an atmospheric distillation column which is one of the major units used 
in refineries. Crude oil contains many different types of hydrocarbon molecules and it is 
infeasible to simulate crude oil composition precisely. A set of hypothetical components are 
available in HYSYS. A type of crude oil can be approximated by using a weighted linear 
combination of these hypothetical components. By changing the combination weights, 
different types of crude oil can be simulated. In this study, three kinds of crude oil are used as 
varying feed: with more light components, with more middle components, and with more 
heavy components, each of which is simulated by setting different assay values to make 
different hypothetical components that compose the crude oil. A MATLAB programme is 
used to change the operation condition in a random way to approximate the real industrial 
process and store the simulated process data automatically. During simulation, the product 
flows are carefully set to ensure that product quality constraints are met.  
 
3.  Crude oil classification using bootstrap aggregated neural networks  
3.1 Bootstrap aggregated neural networks 
Neural networks have been shown to be capable of approximating any continuous nonlinear 
functions (Cybenko, 1989) and have been applied to nonlinear process modelling (Bhat and 
McAvoy, 1990; Bulsari, 1995). A key requirement for the successful practical implementation 
of neural network models is good model reliability and robustness. Several techniques have 
been developed to improve neural network generalisation capability, such as regularisation 
(Bishop, 1991), early stopping (Bishop, 1995), Bayesian learning (MacKay, 1992), training 
with both dynamic and static process data (Zhang, 2001), and combining multiple networks 
(Sridhar et al., 1996; Wolpert, 1992; Zhang et al., 1997). Among these techniques, combining 
multiple networks is a very promising approach to improving model predictions on unseen 
data.  
 
Fig. 2 shows a bootstrap aggregated neural network where several neural networks are 
developed to model the same relationship and are combined together. The individual networks 
are developed on data sets obtained from bootstrap re-sampling of the original training data 
(Efron, 1982). Earlier studies show that an advantage of stacked neural networks is that they 
can not only give better generalisation performance than single neural networks, but also 
provide model prediction confidence measures (Zhang, 1999). The aggregated neural network 
output is given by:  
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where f(X) is the aggregated neural network predictor, fi(X) is the ith neural network, wi is the 
aggregating weight for combining the ith neural network, n is the number of neural networks, 
and X is a vector of neural network inputs. Note that Eq(1) is for regression or predictive 
modelling. For classification, majority voting can be used as the aggregated neural network 
output. Majority voting can be implemented as Eq(2) where the median is used as the 
aggregated neural network output. 
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3.2 Feed crude oil classification 
 
Using on-line measurements of process variables, the feed crude oil is classified into one of 
the three types: with more light components, with more middle components, and with more 
heavy components. As different crude oil produces different amount of products, so the 
product flow rates have direct reflection of oil types. Since the flow rates of feed crude oil 
changes during refinery operations, the ratios between product and feed rates should better 
reflect the oil types.  
 
Fig. 3 shows the relationship between feed crude types and the ratios between products and 
feed. There are three products: kerosene, naphtha and diesel. Each coordinate axes represents 
the ratio between the flow rate of one product and the flow rate of the feed. Fig.3 indicates 
that the three ratios could be used in classifying the feed crude oil. In practical refinery 
operations, the blending rates and the type of crude oil are often known and, furthermore, lab 
analysis of crude oil composition can be occasionally carried out, so the data for building 
crude oil classification models are generally available. In this study, 2190 samples of data 
were generated from simulation. The data were divided into training data set (25%), data set 
(25%), and unseen validation data set (50%). In neural network model development, the 
network is trained on the training data and the testing data set is used for network structure 
(number of hidden neurons) determination and early stopping in training (to avoid 
over-fitting). The final developed neural network is then evaluated on the unseen validation 
data.  
 
A linear classifier was first developed and the classification accuracy on the unseen validation 
data is given in Table 1. It can be seen that the classification accuracy is not very high for the 
middle and heavy oil. This is due to the fact that the two classes are not linearly separable as 
indicated in Fig. 3. Thus a nonlinear classifier needs to be developed.  
 
For the purpose of comparison, a single neural network based classifier is also developed. The 
neural network used is a single hidden layer feedforward neural network. Hidden and output 
layer neurons use the sigmoidal activation function. The neural network has 3 inputs which 
are the ratios between the 3 products and feed. The network has 6 hidden neurons determined 
through cross validation. The network has 3 output neurons corresponding to the 3 types of 
feed crude oil. An output of 1 indicates that corresponding type of crude oil presents while an 
output of 0 indicates that corresponding type of crude oil does not present. Table 1 shows the 
classification accuracy of different classifiers. It can be seen that bootstrap aggregated neural 
network classifier gives the best classification accuracy while the linear classifier gives the 
worst performance.  
 
In order to demonstrate the robustness of bootstrap aggregated neural networks, five different 
network combination schemes listed in Table 2 were studied. The experiments were repeated 
20 times with different bootstrap re-samples generated. Fig. 4 shows the classification 
accuracy and their 95% confidence bounds. Fig. 4 clearly indicates that bootstrap aggregated 
neural networks give much accurate and reliable (with narrower confidence bounds) 
classifications. From Fig. 4, it also can be seen that the 3rd to the 5th network combination 
schemes have similar performance, both in accuracy and reliability (narrower confidence 
bounds). Thus any of the combination schemes 3 to 5 could be used. 
 
4. Inferential estimation with bootstrap aggregated PLS models 
4.1 Bootstrap aggregated PLS models 
In the practical implementation of inferential estimation models, the model robustness is the 
most important factor that has significant impact on the entire accuracy of kerosene dry point 
estimation in refineries with varying crudes. The amount of training data from a refinery is 
usually small as the kerosene dry point is infrequently measured through lab analysis. Models 
developed with limited data have the tendency to over-fit the data. The classifier may 
misclassify some data and, furthermore, the training data may not contain all the potential oil 
types in future refinery operations. 
 
Due to the strong correlations among the process variables in a distillation column, multiple 
linear regression is not appropriate in building the inferential estimation models. PLS is a 
powerful modelling technique for situations where the predictors are correlated (Geladi and 
Kowalski, 1986). The prediction performance of a PLS or PCR (principal component 
regression) model on unseen data is highly influenced by the number of latent variables or 
principal components retained in the model. The number of latent variables is typically 
selected through cross validation. The data for building a PLS model is divided into a training 
data set and a testing data set. A number of PLS models with different numbers of latent 
variables are developed on the training data and tested on the testing data set. The model 
gives the lowest errors on the testing data is considered to have the appropriate number of 
latent variables. When data for building a PLS model is limited, the selection of latent 
variables could be highly influenced by the way that the training and testing data sets are 
partitioned. This problem could be solved through using bootstrap aggregated PLS model. 
Bootstrap aggregated PCR or PLS models have been shown to be an effective way to obtain 
robust PCR or PLS models (Ahmed and Zhang, 2003).  
 
Three bootstrap aggregated PLS inferential estimation models, corresponding to the three 
types of feed crude oil, were developed. In the bootstrap aggregated PLS model, 20 
re-sampled datasets are produced through bootstrap re-sampling of the training datasets. A 
PLS model is developed on each re-sampled data set. The bootstrap aggregated PLS model is 
the average of all the 20 PLS models.  
 
The inferential estimation model uses the following 16 measured process variables as its 
inputs: top stage temperature, diesel temperature, AGO temperature, kerosene temperature, 
preheat crude flow rate, reflux temperature, feed temperature, five product and feed flow rate 
ratios, reflux ratio, and three middle draw heat ratios. These process variables have higher 
correlation with the kerosene dry point and are selected from more than 50 measured process 
variables.  
 
Simulated data were obtained using the HYSIS simulation described in Section 2. These data 
were then corrupted with random noise to represent the industrial situation where 
measurement noises always present. The number of latent variables for each PLS model is 
obtained through cross validation.  
 
For building each of the PLS models corresponding to the three types of feed crude oil, the 
data is divided into 3 sets: training data set of 50 samples, testing data set of 50 samples and 
unseen validation data set of 100 samples. The reason for using a small training data set is 
from a practical consideration that the laboratory analysis data for kerosene dry point is 
usually limited. The estimation model will be more valuable in industrial application if proved 
to perform well after being trained on small amount of training samples.  
 
4.2 Results 
For each of the 3 training data groups, a single PLS model and a bootstrap aggregated PLS 
model are developed. And the test data is classified into 3 types: light, middle and heavy. All 
the models are tested on each of the test data group. 
 
Table 3 shows the root mean squared errors (RMSE) of the developed models on the unseen 
validation data, using both single PLS and bootstrap aggregated PLS. In Table 3, models I to 
III are developed using light oil data, middle oil data, and heavy oil data respectively. The 
model type “multiple” means “bootstrap aggregated PLS model” and “single” means “single 
PLS model”.  
 
The results reveal that the idea of building models respectively on each class is proved to be 
efficient. It can be seen from Table 3 that when the models are tested on their corresponding 
data sets, much higher accuracy is obtained than the models are tested on other datasets. Table 
3 shows that when the unseen validation data and the estimation model are from the same 
type of feed oil, the estimation accuracy is much better than others. This indicates that 
different types of oil have quite different relationship between the product quality variables 
and the process variables, and the idea to build models on each class of oil is justified.  
 
When the models are applied to their corresponding types of crude oil, the bootstrap 
aggregated PLS models performs better than the single PLS models on all the 3 cases. When a 
model is used on other types of crude oil (e.g. model II used on Light dataset), the bootstrap 
aggregated PLS model still generally performs better in most cases compare to a single PLS 
model. 
 
 
5 An Industrial Application 
5.1 Comparison of the single and bootstrap aggregated classifiers 
Process data from a refinery in China is divided into 3 parts: training data group with 200 
samples, test data group with 70 samples, and unseen validation data group with 87 samples. 
The feed oil is mixed by two different types of crude oil with different blending ratios. Lab 
analysis of these crude oil shows that the blended oil can be divided into 4 classes which are 
named as Oil I to Oil IV. Note that not all different blending ratios will lead to different 
classes of crude oil. 
 
A single neural network classifier and a bootstrap aggregated neural network classifier are 
built on the training data group. To build the bootstrap aggregated neural network classifier, 
20 replications of the training data were generated through bootstrap re-sampling with 
replacement. For each replication, an RBF neural network classifier is built. The final 
bootstrap aggregated classifier is the average of all the 20 classifiers.  
 
The neural networks were trained using MATLAB Neural Network Toolbox. The inputs of 
the network are the three ratios as described in Section 3.  
 
Both the single and the bootstrap aggregated classifiers are used to classify data on the unseen 
validation data group. In order to properly evaluate the performance, the experiments were 
repeated 50 times with different seeds of the random number generator in bootstrap 
re-sampling. Table 4 shows the average classification accuracy over the 50 experiments on the 
unseen validation data. From Table 4 it can be seen that, on all the unseen validation data, the 
classification accuracy of single network is 79.1% while that of the aggregated network is 
87.2%. This means that the aggregated network classifier has 10.3% improvement over the 
single network classifier.  
 
5.2 Inferential estimation  
Using the bootstrap aggregated network as the online classifier, the test data and unseen 
validation data are then classified into 4 groups: oil I to oil IV. For every class of training data, 
a single PLS model and a bootstrap aggregated PLS model are built. The number of latent 
variables used in each PLS model is determined through cross validation.  
 
Each of the 8 models is used to tested on each of the 4 unseen validation data groups. The 
results are shown in Table 5, where “multiple” means “bootstrap aggregated PLS model” and 
“single” means “single PLS model”. Model I to model IV are respectively built from the 4 
classes of training data, and Oil Ito Oil IV are the 4 classes of test data classified by the 
bootstrap aggregated neural network classifier. 
 As Table 5 shows, the results in the diagonal of the table have much smaller RMSE than the 
others. The results in the diagonal come from the situation that the on-line data and the 
estimation model are from the same type of feed oil. And the results besides the diagonal have 
shown relative poor accuracy, which reveals different types of oil have different relationship 
between the product quality variables and the process variables. The overall results indicate 
that, in the real industrial process, the inferential models built on each class of the feedstock 
will significantly improve the estimation accuracy with varying feed oil and the solution 
proposed in this paper is proved to be effective. 
 
Another comparison is between the bootstrap aggregated PLS model and the single PLS 
model. Among the total 16 pairs of results, the bootstrap aggregated PLS model performs 
better than the single PLS model in 13 pairs, that means bootstrap aggregated PLS model has 
a chance of 81.3% to improve the estimation result. In the diagonal of the table multiple 
models are better in all the 4 cases, so bootstrap aggregated PLS model will perform 
significantly better on the whole when integrated with the on-line feed oil classifier. 
 
Besides the results in the diagonal of the table, the bootstrap aggregated PLS models give 
even more significant improvement over the single PLS models in most of the cases. The 
reason is that single PLS models might over-fit the data, which leads to poor results when the 
oil type changes. The bootstrap aggregated PLS models have weaken this problem due to 
their multiplicity-aggregated internal structure. In industry processes, it is not easy to collect 
training data that contains all types of oil and the inferential estimation model will need to 
work on data different from the training data, so a robust estimation model is in great need. 
The over-fitting problem occurs heavily especially when the amount of training data is small, 
which happens to be the common thing in the industrial application. Bootstrap aggregated 
PLS model is proved to provide robust estimation results when the crudes are varying and the 
amount of training data is small. 
 
6 Conclusions 
A bootstrap aggregated PLS model inferential estimation approach integrated with online 
crude classification is developed for kerosene dry point estimation with varying crudes. The 
basic idea of this solution is to build estimation models respectively on each type of oil, and 
choose the proper model through a classifier during on-line estimation. Bootstrap aggregation 
is used mainly to solve the problems caused by the small amount of training data, which is 
common in many industrial applications. Bootstrap aggregated neural networks are used to 
on-line classify the feed oil using the ratios between on-line measured product and feed rates, 
and gives better classification accuracy than a single neural network. A bootstrap aggregated 
PLS inferential estimation model is developed for each type of feed oil. The results 
demonstrate that, the accuracy of the models which are generated from the training data with 
the same type of the on-line data is much higher than those of other models. The bootstrap 
aggregated PLS also shows good robustness. The proposed method is tested on both 
simulated data and industrial data, and proved to be an efficient way for the estimation of 
product quality variables with varying crude. 
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 Table 1. Classification accuracy on testing data 
 
 Light Middle    Heavy    All   
Linear   100%    88.22%    97.81%    95.34%   
Single network   100%    89.04%    99.18%    96.07%   
Aggregated network   100%    90.96%    98.63%    96.53%   
 
 
 
 
Table 2. Network combination schemes 
 
1 Single neural network   
2 Median of 20 neural networks   
3 Median of 10 neural networks with better performance on training data   
4 Average of 20 neural networks   
5 Average of 10 neural networks with better performance on training data   
 
 
 
Table 3. RMSE on unseen validation data 
 
Models 
I II III 
single multiple single multiple single multiple 
Light   2.04 1.92 45.39 34.86 24.41 27.83 
Middle   6.03 4.95 2.39 2.24 13.77 12.87 
Heavy  7.75 6.06 3.59 3.70 2.24 2.13 
All 5.79 4.65 26.32 20.28 16.23 17.75 
 
  
Table 4. Average classification accuracy over 50 experiments on the unseen validation data in 
the industrial case study  
 
 Oil I Oil II Oil III Oil IV All  
Single network 71.4% 86.4% 79.3% 85.7% 79.1% 
Aggregated network 82.10% 95.50% 82.80% 85.70% 87.2% 
 
 
 
 
Table 5. RMSE on industrial unseen validation data 
 
Models 
I II III IV 
single multiple single multiple single multiple single multiple 
Oil I 1.08  1.02  2.60  1.77  2.74  1.96  3.41  2.11  
Oil II 1.70  1.66  1.39  1.22  2.35  1.96  4.81  2.28  
Oil III 1.64  1.66  1.76  1.38  1.08  0.95  6.87  4.63  
Oil IV 2.87  3.42  10.76  5.72  2.32  2.41  1.56  1.14  
All 1.59  1.68  4.00  2.35  2.37  1.86  4.48  2.75  
 
  
 
 
 
Fig. 1 A Schematic diagram of an atmospheric distillation column 
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Fig. 2 A bootstrap aggregated neural network 
 
  
 
 
Fig. 3 Relationship between feed crude types and the ratios between products and feed 
 
1 2 3 4 5
85
90
95
100
Combination schemes (on training data)
M
e
a
n
 C
la
s
s
if
ic
a
ti
o
n
 A
c
c
u
ra
c
y
 a
n
d
 9
5
%
 C
I
1 2 3 4 5
85
90
95
100
Combination schemes (on testing data)
 
 
Fig. 4 Classification accuracies and their 95% confidence bounds on training data (top) and 
unseen validaiton data (bottom) 
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