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Smooth covers of finite groups
Nicola Sambonet
Abstract
In the spirit of the homology theory where algebraic and geometric concepts
merge, we establish that a natural order preserving condition for covering
groups corresponds to having a smooth covering projections between the
relevant topological spaces.
The birth of group homology is usually referred to the work of W. Hurewicz during
the 1930s [5, 8]. More exactly, to his absolute theorem which establishes an alge-
braic relation between the homology and the homotopy groups, and to his theorem
on aspherical spaces which claims that two such spaces are homeomorphic pre-
cisely when they have isomorphic fundamental groups. The latter result suggests
that the homotopical properties of an aspherical space X are properties of its fun-
damental group pi1X , it makes sense to think about the homology of an abstract
group. With this in mind S. Eilenberg and S. MacLane, in the early 1940s, asso-
ciate to any abstract group G an aspherical complex known as a K(G, 1)-space to
evince a purely algebraic homology theory for groups. Still the initial impression
is that homology is borrowed from topology, but this erroneous idea is wiped out
in 1942 when H. Hopf discovers a formula relating homology with representation
theory [10]. So for finite groups the second homology group H2G = H2(G,Z) can
be computed by considering a free presentation of G, and in turn it is isomorphic
with the Schur multiplier which is the fundamental invariant in the theory of pro-
jective representations [11, 15]. On the other hand, representation theory pursues
the study of groups by looking at actions on modules, and looking at group actions
on topological spaces introduces homological algebra which indeed is oriented at
the study of modules. Hopf’s discovery is revolutionary as it proves that topolog-
ical actions play an important role in the theory of abstract groups. The proof of
the formula is done in terms of certain covering projections between spaces, and
this fact also permits to generalize the formula. Thus the Schur multplier finds
important implications in combinatorial group theory where geometric actions are
common [3, 17]. Interestingly, algebraic topology itself origins from the theory of
covering spaces, motivated by the study of Riemann surfaces which, despite being
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part of complex analysis, deeply involves abstract group theory as seen in the work
of L. Fuchs, F. Klein, A. Mo¨bius, and H. Poincare´ [1]. In the present manuscript
we will see how these nice geometries appear into group homology naturally with
respect to the Hopf formula. Noteworthy, representations arising from group ac-
tions on Riemann surfaces and their differential forms constitute an active area of
research [4].
We now digress to recall the algebraic counterpart of the notion of cover. Repre-
sentation theory permits to employ in the study of finite groups various techniques
of linear algebra, the theory of rings and modules, and Galois theory. In the clas-
sical situation, a representation of a finite group G is a homomorphism into some
general linear group GLn(C). An important problem asks whether it is possible to
extend to G the invariant irreducible representations of a normal subgroup N [11].
How to translate the conjugation action of G over an N -module into a linear ac-
tion is usually ambiguous and often impossible, essentially because the conjugation
action is not necessarily faithful. Thus one has to factor the relevant centralizer
in GLn(C), which in the irreducible case corresponds to the scalar matrices C×,
obtaining a projective representation ϕ : G → PGLn(C). Here all the nice above
mentioned techniques are lost since there is no more the field. Nonetheless, the ex-
tension problem is solved by reintroducing the linear structure together with some
specific constructions invented by I. Schur in 1904 [23]. The first construction is
that of the Schur multiplier, which in modern notation is the second cohomology
group with complex coefficients H2G = H2(G,C×) [15]. The second construction,
which we call the Schur construction, permits to build some finite central exten-
sion E with the property that all the projective representations of G can be lifted
to ordinary representations of E. We call such an extension a covering group, or
simply a cover, thus the fundamental theorem of the whole theory claims that
any finite group admits a cover, so this result unifies the projective and ordinary
representations. Among the covers, there are the Schur covers which stand in a
privileged position since they are precisely those of minimal order. Nonetheless
their definition depends on a choice which obstructs them from being universal
objects (with exception of the perfect groups [2]). In a paper published in 1907
Schur indicates what so far is the most efficient way to compute the multiplier,
and this corresponds to the Hopf formula we encountered above [24]. Given a free
presentation of the group under examination, the formula produces the multiplier
together with some universal extension, which however has infinite order and so
it is not a cover suitable for representation theory. Still the formula can be used
to build a Schur cover, although again this requires a choice. When direct com-
putation is out of target it is important to find alternative routes to achieve some
arithmetical information on the multiplier, usually about its rank and exponent.
This problem motivated the author to introduce a new cover, which served to
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improve many of the previously known bounds for the exponent [21, 22]. So the
unitary cover is a finite cover of minimal exponent, which is defined by means of a
universal identity arising from a natural order preserving condition. Here there is
no need of any choice, and this fact indicates that a formula affording the unitary
cover could exist, and thus it suggests to drift the focus to other families of covers.
We first focus on the Hopf formula which we adapt to include presentations by
free products of finite cyclic groups (Theorem 2.1), and in this shape the formula
yields the multiplier together with a finite cover (Theorem 2.3). This modifica-
tion dramatically simplifies the classical situation, where free groups do not suite
representation theory and, on the other hand, the Schur covers lack of univer-
sality. So we describe the explicit formula for the unitary cover (Theorem 2.5,
proved in Section 6) and we show, more generally, that the formula provides a
cover having minimal exponent provided that the presentation respects the order
of the generators (Theorem 2.6). Standing at the same point of view, we consider
presentations by Fuchsian groups which carry into the scene the algebraic notions
of smooth presentation and smooth cover, and we see that a smooth cover always
exists (Theorem 3.2).
Things becomes very interesting when, developing the topology which underlies
the theory, we discover that the above order preserving property corresponds pre-
cisely to having a local homeomorphism (Theorem 4.1). Here the relevant spaces
are cellular complexes of a rather combinatorial flavor, still they embed into com-
pact orientable surfaces in a natural way. In fact the smooth covers we introduced
above correspond precisely to having a smooth covering projection between com-
pact surfaces (Theorem 4.3). More precisely, any smooth presentation provides
a cellular decomposition, or a uniform tiling, of some compact surface. This fact
indicates a connection between the homology of finite groups and the Riemann
surfaces, Coxeter polytopes and other beautiful geometries [6, 7]. In addition, we
obtain the compact surfaces as completion of Cayley graphs, and such completions
have their own interest in combinatorics [26].
Another very interesting fact is that the new shape of the Hopf formula yields
a natural notion of growth which is absent while looking at the only Schur covers.
Therefore, profinite groups arise from the Hopf formula and we have a natural
notion of profinite cover and of profinite smooth cover. This fact offers a modern
view on the subject, which may be further developed in analogy with other con-
temporary topics [16, 19, 27]. In this direction, we show that every finite group
having non cyclic abelianization has profinite covers of infinite order (Theorem
5.2). This fact is based on a famous theorem of K. Iwasawa [12], and it extends a
characterization of p-groups having trivial multiplier due to D. L. Johnson [14].
3
1 Background
The early work of I. Schur on projective representations
In order to introduce the notion of covering group, we provide the minimal back-
ground about Schur’s theory on projective representation, referring to [11].
The first way to study a projective representation ϕ : G → PGLn(C) is to
associate it with an element of the Schur multiplier. To this aim, we consider a
section, which is a map τ : G→ GLn(C) making the diagram
G
ϕ

τ
xx♣♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
GLn(C) // PGLn(C)
commutative. The failure for τ being a homomorphism is encoded in a map
α : G × G → C× defined by the equality τ(g)τ(h) = τ(gh)α(g, h). Clearly not
any function can be found in this way, for instance, the associativity of GLn(C)
proves by computing τ(x)τ(y)τ(z) in the two possible ways that α satisfies the
identity α(x, y)α(xy, z) = α(x, yz)α(y, z). The functions satisfying this identity
are the cocycles, and Z2G = Z2(G,C×) is the group they constitute. In turn
every cocycle arises from some projective representation, and these are the pa-
rameters to be considered. Still, changing the section τ for another τ ′, we write
τ ′(g) = τ(g)ζ(g) to have a function ζ : G → C×. This corresponds to multipli-
cation of α by the coboundary δζ defined by δζ(g, h) = ζ(g)ζ(h)ζ(gh)−1, thus to
forget the choice we may factor the subgroup they constitute B2G = B2(G,C×).
Therefore, in order to classify the projective representations of a finite group G, the
fundamental invariant to consider is the second cohomology group H2(G,C×) =
Z2(G,C×)/B2(G,C×) which is called the Schur multiplier and we denote simply
by H2G.
The second way to study a projective representation is to solve the lifting
problem for ϕ, hence to determine a finite extension 1 → A→ E → G → 1, that
is to say G ≃ E/A, together with an ordinary representation ϕˆ which make the
diagram
E
pi
//
ϕˆ

G
ϕ

GLn(C) // PGLn(C)
commutative. Here the homomorphism pi is surjective and, since PGLn(C) is
the central quotient of GLn(C), there is no loss by assuming that A = ker pi is
central as well, that is to say [E,A] = 1. In analogy with what we have seen
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above, a section σ : E ← G for pi determines a cocycle γ in Z2(G,A) by the
equality σ(g)σ(h) = σ(gh)γ(g, h), and so we associate the central extension E to
the coclass [γ] in the second cohomology group H2(G,A), which of course does
not depend on the choice of σ. In this respect, there is a homomorphism
η : Aˇ = Hom(A,C×)→ H2G , η(λ) = [λ ◦ γ] (1.1)
named the standard map, determining which projective representations can be
lifted to E. Precisely, one can show that the lifting ϕˆ exists if and only if the
coclass [α] associated to ϕ belongs to the image of η and, moreover, we have an
isomorphism η(Aˇ) ≃ [E,E] ∩A. These ideas complete the picture we need of the
algebraic notion of cover.
Definition 1.1. A cover of a finite group G is a finite central extension
1→ A→ E → G→ 1 , [E,A] = 1
satisfying the following equivalent conditions:
i) every projective representation of G can be lifted to E
ii) the standard map η is surjective
iii) the subgroup [E,E] ∩A is isomorphic to H2G
If the standard map η is an isomorphism then E is a Schur cover, in this case A
is a subgroup of [E,E] isomorphic to H2G.
We introduce now the fundamental tool to produce central extensions with
the desired properties, the Schur construction, to which we return in Section 6.
This associates any given finite subgroup S of Z2G to a finite central extension
1→ Sˇ → Sˇ ∝ G→ G→ 1 in such a way that the projective representations of G
which lift are those providing a coclass represented in S. In particular, having that
B2G is a divisible finite index subgroup of Z2G and as such it is complemented,
we can write Z2G = B2G⊕ J to obtain a the Schur cover Jˇ ∝ G. Thus the lifting
problem always admits a positive solution, and this is the fundamental theorem of
the whole theory unifying projective and ordinary representations.
Theorem 1.2 (Schur 1904). Any finite group admits a Schur cover.
The Schur covers have minimal order among the covers so they stand in a
privileged position. Still a group possibly has many nonisomorphic Schur covers,
as the choice of the complement J suggests. This mark a crucial point of the
present manuscript as we will divert to other families of covers.
Also in this rich theoretical framework, in practice it can be very hard to
compute the multiplier of a given group. In a paper published in 1907 [24], Schur
indicates what so far is the most efficient way to this purpose.
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Theorem 1.3 (Schur 1907). Any presentation 1 → R → F → G → 1 of a finite
group G by a free group F provides a isomorphism
H2G ≃ [F, F ] ∩ R/[R,F ] .
Moreover, R/[F, F ] ∩ R is a free abelian group.
This formula can be read as an application of the universal property of free
groups as follows. By Theorem 1.2 we can always find a finite cover E. Since F is
free, the surjective homomorphism E → G lifts to a homomorphism F → E which
makes the diagram
F
⑦⑦
⑦
⑦
⑦
⑦
⑦
⑦
E // G
commutative. Consequently the group F/[R,F ] is a central extension of G, whose
kernel contains the desired isomorphic copy of H2G. However being an infinite
group it is not a cover and it is not suitable for representation theory. Schur
indicates a way to construct a Schur cover from the group F/[R,F ], necessarily
by making a choice. In general the Schur covers are not universal and it makes no
sense a priori to expect a closed formula for them.
The unitary cover
We observe that in any finite central extension
σ(g)o(g) =
o(g)−1∏
j=0
γ(g, gj)
where γ denotes the cocycle associated to the section σ : E ← G.
Definition 1.4. The unitary cover of a finite group G is ΓuG = (ZuG)ˇ ∝ G,
where ZuG denotes the group consisting of the cocycles which satisfy the additional
identity
o(g)−1∏
j=0
α(g, gj) = 1 , ∀g ∈ G
and are called the unitary cocycles.
In turn ZuG is a finite group and it represents the whole multiplier. It is for
this reason that the Schur construction can be used and that the resulting group
is a cover. Remarkably, we have the following:
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Theorem 1.5 (2015). The unitary cover is a cover of minimal exponent.
There are basic example in which a finite group G admits no Schur cover of
minimal exponent, indeed the Schur covers do not stand in a privileged position
at all with respect to the exponent problem. Also, the fact ZuG is defined by an
identity and not by a choice has deep consequences. Thus the unitary cover re-
spects restriction to subgroups and inflation from quotients, presenting a functorial
behavior. In particular, for any normal subgroup N of G we have that exp ΓuG
divides the product exp Γu(N) · expΓu(G/N), and this is a powerful tool to attack
the exponent problem. We also have that exp ΓuG = lcm{expG, expZuG}, and
this fact allows pointwise computation by looking at each element g and at each
value α(g, h) separately. In turn
exp ΓuG = lcm{exp Γu(〈g, h〉) | g, h ∈ G} (1.2)
and so the exponent problem is controlled by the two generated subgroups.
The Hopf formula
We recall some basic facts about the Hopf formula, referring to [5]. First of all,
Hopf’s theorem reads as follows:
Theorem 1.6 (Hopf formula 1942). Let 1→ R→ F → G→ 1 be a presentation
of any group G by a free group F . Then
H2G ≃ [F, F ] ∩R/[R,F ] .
The resemblance with Theorem 1.3 finds nowadays a deeper explanation as for
finite groups the universal coefficient theorem gives an isomorphism H2(G,C×) ≃
Hom(H2G,C×). The formula can be viewed as an early and simple case of the
Lyndon–Hochschild–Serre exact sequence: for any extension 1→ R→ F → G→ 1
the sequence
H2F → H2G→ (H1R)G → H1F → H1G→ 1 (1.3)
is exact. Here (H1R)G ≃ R/[R,F ] since the action of G over H1R is induced by
the conjugation action of F over R, and H1F ≃ F/[F, F ]. We essentially get the
Hopf formula whenever H2F = 0, which is the case of free groups.
Beside dealing with the more basic homological invariant H2G, and being valid
for infinite groups as well, the importance of Hopf’s result lies in its proof which
makes an explicit use of topology. We identify the free group F with the fundamen-
tal group pi1Y of a bouquet of circumferences Y labeled by the free generators. The
universal covering space of Y is a tree Y˜ , and we have a space Y˜ /R whose funda-
mental group is pi1(Y˜ /R) = R. It is worthy to observe, with a hint of combinatorial
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group theory, that Y˜ /R is the underlying space of the Cayley graph associated with
the given presentation. Now G can be identified with the group of deck transforma-
tion with respect to the covering projection between Y˜ /R and Y , thus the formula
is proven by means of a natural isomorphism H2G ≃ ker{H1(Y˜ /R)G → H1Y }.
2 The Hopf formula for periodic presentations
We write the Hopf formula in a generalized version, allowing a presentation by a
free product of arbitrary cyclic groups. So we let
F =
d
∗
i=1
Zmi , Zmi = 〈fi〉 ,
and call the order of the free generatorsmi = o(fi) the periods of F . By a standard
Mayer-Vietoris argument we have that H2F = 0, so reading (1.3) we obtain the
desired version of the formula.
Theorem 2.1 (Generalized Hopf formula). Let 1→ R→ F → G→ 1 be a group
presentation by a free product of cyclic groups. Then
H2G ≃ [F, F ] ∩R/[R,F ] .
In view of this formula, it is natural to consider the group E = F/[R,F ]
together with the filtration [R,F ] ≤ [F, F ]∩R ≤ R ≤ F having G and H2G among
its factors. If some of the periods are infinite, just as in the classical situation, then
F/[F, F ] is an infinite group and at the more so E is such. Therefore, focusing on
finite groups it is of interest to consider the case in which all of the periods are
finite.
Definition 2.2. A group presentation 1 → R → F → G → 1 where G is finite
and F is a free product of finite cyclic groups is a periodic presentation, and the
group E = F/[R,F ] is the periodic cover afforded by the presentation.
The fundamental fact is that the periodic covers are precisely the finite covers
which arise from the generalized Hopf formula.
Theorem 2.3. Let 1 → R → F → G → 1 be a group presentation by a free
product of cyclic groups. Then E = F/[R,F ] is a finite cover of G if and only
if the presentation is periodic, in which case |E| = |F : [F, F ]| · |[G,G]| · |H2G|.
Moreover, E is a Schur cover of G if and only if R ≤ [F, F ], and E is a p-group
if and only if G is such and all the periods are p-powers.
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Proof. We consider the filtration [R,F ] ≤ [F, F ]∩R ≤ R ≤ F and use the Noether
isomorphism R/[F, F ] ∩R ≃ [F, F ]R/[F, F ]. So
|F : [F, F ]| = |F : [F, F ]R| · |[F, F ]R : [F, F ]| = |G : [G,G]| · |R : [F, F ] ∩R| .
The condition R ≤ [F, F ] is equivalent to [F, F ] ∩ R = R, whence the above
filtration reduces to [R,F ] ≤ R ≤ F and E is a Schur cover. If G is a p-group it
is known that the multiplier is also a p-group, so that |[G,G]| · |H2G| is a p-power.
On the other hand |F/[F, F ]| =
∏
imi, and the result follows.
Dealing with finite groups remarkably simplifies computation, and it allows the
use of ordinary representation theory. Moreover, in the category of finite groups
with a fixed set of generators, the new formula carries a natural notion of growth
which we will study in Section 5. Among the periodic presentations some deserve
a major attention.
Definition 2.4. A periodic presentation is a locally unitary presentation if the
group homomorphism which maps F onto G preserves the order of the generators.
In this case, we say that E = F/[R,F ] is a locally unitary cover.
We shall prove that these covers have minimal exponent, and later we will
see that they corresponds precisely to the having a local-homeomorphism between
the relevant topological spaces. To begin with we establish the existence of a
Hopf formula for the unitary cover. To this aim we consider the Cayley periodic
presentation
1→ Ru → Fu → G→ 1 , Fu = ∗
g∈G
Zo(g) ,
where the periods are precisely the orders of the group elements and, clearly, for
each free factor Zo(g) the cyclic generators fg is mapped to g. In turn, the unitary
cover ΓuG is naturally isomorphic with the cover Eu = Fu/[Ru, Fu].
Theorem 2.5. The covers ΓuG and Eu are naturally isomorphic.
Proof. The idea is that both Eu and ΓuG share the following universal property.
We consider pairs (Γ, σ) consisting of a finite central extension which admits an
order preserving section σ : Γ ← G, and given two such (Γ, σ) and (Γ′, σ′) we
look at the group homomorphisms ϕ : Γ → Γ′ which respects the sections, that
is σ′ = ϕσ. So a pair (U, ν) is universal if it maps uniquely (U, ν) → (Γ, σ) over
each pair. Now that Eu is universal immediately follows from the universality of
free products. On the other hand, also ΓuG is universal, although to prove this is
quite technical and it is postponed to Section 6.
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For a generic locally unitary cover E some caution has to be paid since it is
not granted the existence of an order preserving section, we can say that E is not
necessarily unitary, and an easy example of this comes with the dihedral group
D8 being a locally unitary cover of Z2 × Z2. Still the above result is sufficient to
characterize these covers.
Theorem 2.6. Locally unitary covers have minimal exponent.
Proof. Given any presentation 1 → R → F → G → 1 together with a cyclic
group 〈y〉 = Zk, we write F ′ = F ∗ 〈y〉, and we extend to F ′ = F ∗ 〈y〉 the map
from F onto G by assigning any admissible value to y. In terms of the covers this
corresponds to direct summation of the same cyclic factor, hence E ′ ≃ E⊕Zk and,
in particular, expE ′ = expE whenever k divides expG. If we have a locally unitary
presentation, the above observation proves recursively that reaching F ′ = F ∗ Fu
either from F or from Fu does not increase the exponent, thus expE = expEu
which is minimal by the theorems 1.5 and 2.5.
3 Smooth covers
The reduction property (1.2) states that to determine the exponent of the unitary
cover ΓuG first we can focus to each single two generated subgroup, and then
calculate the order in Γu(〈g1, g2〉) of the elements σ(g1), σ(g2) and σ(g1)σ(g2),
where σ denotes certain canonical section. With respect to the Hopf formula,
this suggests to focus on the locally unitary presentations of two generated finite
groups. Denoting by F = 〈f1〉 ∗ 〈f2〉, the order that f3 = f1f2 acquires once it is
projected to G = F/R and to E = F/[R,F ] will give us information about the
exponent of the multiplier. Once we will move to the topological interpretation of
the above constructions, we will see that this reasoning brings into the picture the
compact orientable surfaces. In fact in this section we drift our focus to particular
Fuchsian groups, and it is for this reason the material presented is related with
the theory of covering projection between Riemann surfaces [1].
The topology motivates to consider an arbitrary number of generators, so we
introduce the finitely presented group
∆ = 〈y1, . . . , yd | y
m1
1 , . . . , y
md
d , (y1 · · · yd)
md+1 〉
where m1, . . . , md+1 are natural numbers, which we call the signature of ∆. How-
ever, by taking the uncommon direction from algebra to geometry, we slightly di-
vert from the classical terminology and the ordering of the signature will be taken
into account. We set yd+1 = y1 · · · yd and eventually write ∆ = ∆(m1, . . . , md+1).
We do not impose md+1 = 1 although we clearly have an isomorphism
∆(m1, . . . , md+1) ≃ ∆(m1, . . . , md+1, 1) (3.1)
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given by promotion of (yd+1)
−1 to the role of generator. Our interest is set on the
following definition.
Definition 3.1. Let G be a group with generating system X = (g1, . . . , gd). De-
note by gd+1 = g1 · · · gd, and assume that all the integers mi = o(gi) are finite
for i = 1, . . . , d + 1 to have, as above, a group ∆ with generators y1, . . . , yd and
signature m1, . . . , md+1. Then the short exact sequence of groups
1→ S → ∆→ G→ 1 , yi 7→ gi
is the smooth presentation associated to X , and
1→ S/[S,∆]→ ∆/[S,∆]→ G→ 1 , D = ∆/[S,∆]
is the smooth central extension associated to X .
Clearly any locally unitary presentation affords in a natural way a smooth
presentation. Precisely, for any locally unitary presentation
1→ R→ F → G→ 1 , F =
d
∗
i=1
Zmi , Zmi = 〈fi〉 , fi 7→ gi (3.2)
we have that mi = o(gi) for i = 1, . . . , d by definition, so we only have to set
gd+1 = g1 · · · gd and md+1 = o(gd+1) to obtain a smooth presentation, and we may
write ∆ = ∆(F/R) or D = D(F/R) as well. Noteworthy, in this situation the
locally unitary cover is a cyclic extension of the smooth extension. Indeed, we first
observe that ∆ is itself locally unitary presented
1→ T → F → ∆→ 1 , T = 〈(fd+1)
md+1〉F , fd+1 = f1 · · · fd (3.3)
so that we can identify D with the group F/T [R,F ]. Therefore, we have a short
exact sequence 1 → T [R,F ]/[R,F ] → E → D → 1 of cyclic kernel, being this
generated by the image of the element (fd+1)
md+1 , as we claimed.
It is natural to ask whether a smooth central extension is a cover, but in general
the answer is negative essentially because H2∆ is non necessarily trivial, thus, for
a smooth presentation, in the five terms exact sequence (1.3) H2∆ → H2G →
(H1S)G → H1∆ → H1G → 0 the first term does not vanish. One can describe
H2∆ precisely, and the homology of more general Fuchsian and generalized triangle
groups as well [9, 18]. Here we just say that in most situations H2∆ = Z and,
indeed, the general fact that H2∆ is cyclic follows easily by the Hopf formula and
the presentation (3.3). Noteworthy, for any finite group, a smooth presentation
producing a smooth cover always exists.
Theorem 3.2. Any finite group admits a smooth cover.
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Proof. Choose a locally unitary presentation as in (3.2), we consider the presen-
tation, which is also locally unitary, obtained by cloning the generators
1→ R˜→ F˜ → G→ 1 , F˜ =
d
∗
i=1
〈fi,j〉 , 〈fi,j〉 ≃ Zmi , fi,j 7→ gi .
This defines the smooth presentation
1→ S˜ → ∆˜→ G→ 1 , ∆˜ = F˜ /〈f∗〉
F˜
for f∗ = f1,1 · · · f1,m1 · · · fd,1 · · · fd,md. Since the element f∗ lies in the kernel of the
unique homomorphism F˜ → F mapping fi,j to fi, this homomorphism factorizes
through ∆˜. So the smooth central extension D˜ = ∆˜/[∆˜, S˜] maps onto E =
F/[R,F ] and it is therefore a cover.
4 Topological interpretation
The cellular 2-complex of a generating system
We say that a system of generators X = (g1, . . . , gd) of a finitely generated group
G is periodic if all the periods mi = o(gi) are positive integer. In this case we
associate G to an oriented locally finite 2-dimensional cellular complex Φ = ΦX
endowed with a natural G-action.
First, the one-dimensional skeleton of Φ is the Cayley graph associated to the
generating system X . Specifically, each element of the group G is identified with
a vertex of Φ and so, for each g and each i = 1, . . . , d, there is an oriented edge
gei linking the vertex g to the vertex ggi. The group G acts by left-multiplication
on the set of vertices Φ0 and on the set of edges Φ1, and the G-action extends by
linearity to the chain modules, so we write
Φ0 = G , ZΦ0 = ZG , Φ1 =
d
∐
i=1
Gei , ZΦ1 =
d
⊕
i=1
ZGei .
The boundary homomorphism ∂ : ZΦ1 → ZΦ0 is defined on the generators by
∂ei = gi − 1 , i = 1, . . . , d .
In order to define the faces in Φ2 and their attaching maps, we observe that for each
i = 1, . . . , d, the component Gei of Φ1 consists of oriented cycles corresponding to
the left cosets for 〈gi〉 in G, and so we fill each cycle with a polygon with mi sides,
following the orientation. The G-action on the i-th component of Φ2 corresponds
to left-multiplication on the cosets Gi = G/〈gi〉, we obtain the chain module ZΦ2
and we write
Φ2 =
d
∐
i=1
Gifi , ZΦ2 =
d
⊕
i=1
ZGifi .
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The boundary map ∂ : ZΦ2 → ZΦ1 is the unique homomorphism of G-modules
defined on the generators by
∂fi = 1iei , i = 1, . . . , d
where 1i = 1 + gi + · · · + g
mi−1
i denotes the norm element in ZG corresponding
to the cyclic subgroup 〈gi〉 of G. Therefore, the cellular 2-complex Φ associated
with the periodic generating system X provides the chain complex of G-modules
0→ ZΦ2 → ZΦ1 → ZΦ0 → 0 which in fact is
0→
d
⊕
i=1
ZGifi →
d
⊕
i=1
ZGei → ZG→ 0 .
Now we shall relate this construction to the periodic presentations and the
associated finite covers, but it is not costly to work with generic extensions. Let
1 → N → Γ → G → 1 be a group extension, non necessarily central, and denote
the projection by pi. A generating system Y = (h1, . . . , hd) of Γ determines a
generating system X = piY of G, namely X = (g1, . . . , gd) for gi = pi(hi), thus
we write (Γ, G, Y,X) once we fixed the generating systems in this way. We say
that the extension is periodic in case Y is such, and so is X , and we say that the
extension is locally unitary if, in addition, it satisfies the order preserving property
that o(hi) = o(gi) for all i = 1, . . . , d. Now, given a periodic extension we know
how to associate the respective cellular complexes and they come together with
a covering projection ΦY → ΦX . Indeed, it is easy to see that ΦX is naturally
homeomorphic to the orbit space ΦY/N . In these terms, having that (Γ, G, Y,X)
is locally unitary corresponds to the fact that the above covering projection is a
local homeomorphism, that is, every point of ΦY has an open neighborhood which
maps homeomorphically to ΦX .
Theorem 4.1. Let (Γ, G, Y,X) be a periodic extension. Then the covering pro-
jection of spaces which maps ΦY onto ΦX is a local-homeomorphism if and only
if the extension is locally unitary.
We are interested in the periodic presentations related to the Hopf formula. So
we let 1 → R → F → G → 1 be a presentation of the finite group G by a free
product of finite cyclic group F , and let E = F/[R,F ] be the finite cover associated.
In this situation we may write Φ(F ), Φ(F/R) and Φ(F/[R,F ]) implicitly assuming
that the generating systems are image of the fixed generating system of F . Here
the periods of F are the same of E, and thus the covering projection Φ(F ) →
Φ(F/[R,F ]) is always a local homeomorphism, so we have the following topological
interpretation of the locally unitary covers.
Corollary 4.2. Let 1 → R → F → G → 1 be a periodic presentation of a finite
group. Then the covering projection of spaces Φ(F/[R,F ]) → Φ(F/R) is a local
homeomorphism if and only if the cover F/[F,R] is locally unitary.
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In particular, we see that being of minimal exponent is a necessary condition
to afford a local homeomorphism between the relevant cellular complexes.
The orientable surface of a generating system
Now we associate a periodic generating system X = (g1, . . . , gd) of a finite group
G to a compact oriented surface Σ built over Φ. So we define Σ0 and Σ1 precisely
as Φ0 and Φ1, and we also attach 2-cells in Σ2 as we did for Φ2. We denote
gd+1 = g1g2 · · · gd and md+1 = o(gd+1), and we complete Σ2 by attaching 2-cells
according to the cosets Gd+1 = G/〈gd+1〉 and to the ordering of X as follows. We
fix a left transversal T for 〈gd+1〉 in G, and for each t in T we attach a polygonal
2-cell tfd+1 with d · md+1 sides. Starting at the vertex t we attach the first side
of our cell along te1 reaching tg1, then the second side along tg1e2 reaching tg1g2,
until we reach tg1g2 · · · gd = tgd+1 having attached the first d sides. We continue in
this way starting at tgd+1 and reaching t(gd+1)
2, and so on, until we have attached
all the d ·md+1 sides and returned to the initial vertex t. It is not difficult to see
that the cellular complex Σ is a surface which comes with a compatible orientation,
simply obtained by inverting the orientation of the (d + 1)-th component, which
not depends on the choice of the transversal. As before for i = 1, . . . , d but also
for i = d+ 1, the action of the group G on the component Gifi of Σ2 corresponds
to the left-multiplication action on the cosets Gi = G/〈gi〉, so we write
Σ2 =
d+1
∐
i=1
Gifi , ZΣ2 =
d+1
⊕
i=1
ZGifi .
Now the boundary homomorphism ∂ : ZΣ2 → ZΣ1 is defined as
 ∂fi = 1iei i = 1, . . . , d∂fd+1 = −1d+1(e1 + g1e2 + · · ·+ g1g2 · · · gd−1ed)
for 1i = 1+ gi + · · ·+ g
mi−1
i , here the sign of ∂fd+1 is chosen to have a compatible
orientation on Σ2. We obtain the chain complex of ZG-modules 0 → ZΣ2 →
ZΣ1 → ZΣ0 → 0 which is
0→
d+1
⊕
i=1
ZGifi →
d
⊕
i=1
ZGei → ZG→ 0 . (4.1)
It is evident that surjective homomorphisms between groups correspond to smooth
covering projections among surfaces.
Theorem 4.3. Any pair of smooth presentations 1 → S → ∆ → G → 1 and
1→ T → ∆′ → E → 1 such that E maps onto G determines a covering projection
between compact orientable surfaces Σ(∆′/T ) → Σ(∆/S). Moreover, this map is
smooth if and only if ∆ and ∆′ have the same signature.
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The most important case for us is that of a smooth extension E = ∆/[S,∆].
Corollary 4.4. Any smooth extension of a finite group induces a smooth covering
projection between compact orientable surfaces.
Looking at the surface chain modules (4.1) it is a simple counting argument to
find the arithmetic invariants of the constructed surface.
Lemma 4.5. In case the group G is finite, the oriented surface Σ is compact of
Euler characteristic
χ(∆/S) = |G|
(
d+1∑
i=1
1
mi
− d+ 1
)
and genus g(∆/S) = 1− 1
2
χ(∆/S).
These formulas are quite familiar to many, they frequently appear in topology
and in a much deeper shape in the theory of Riemann surfaces. For instance, the
above formula shows that the signatures associated to the genus one or two groups
are very restricted. The spherical groups given by the above construction are all
finite, they consists of two infinite families, namely the cyclic groups Zn and the
dihedral groups D2n, and the groups A4, S4 and A5 which occur as orientation
preserving symmetry groups of certain archimedean solids. Parabolic groups can
be collected in three classes, taking into account (3.1), according to the signatures
(2, 3, 6), (3, 3, 3), and (2, 2, 2, 2). In negative characteristic we have finite groups
acting on hyperbolic compact surfaces.
5 Growth
Is a periodic cover of a given group a proper extension? This natural question
introduces a notion of growth moving the focus to profinite groups [19]. Thus
given a periodic presentation 1→ R→ F → G→ 1 of a finite group, we consider
the surjective inverse system of periodic covers
· · · → F/[R,k+1 F ]→ F/[R,k F ]→ · · · → F/[R,F ]→ G ≃ F/R
where [R,1 F ] = [R,F ] and recursively [R,k+1 F ] = [[R,k F ], F ].
Definition 5.1. Given a periodic presentation 1 → R → F → G → 1 of a finite
group, the profinite group E∞ = lim←−
F/[R,k F ] is said to be a profinite cover of G.
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The above question is extended by asking, is E∞ an infinite group? A first
answer to both questions comes with Iwasawa’s theorem which tells us that any
free group is a residually finite p-group, for any prime p. It follows that any free
power (Zp)∗d is residually nilpotent (in fact this can be read through the proof of
the theorem [20]), and this allows us to show that finite groups with non cyclic
abelianization have non trivial periodic covers.
Theorem 5.2. If a finite group has non cyclic abelianization, then all of its peri-
odic covers are proper, and all of its profinite covers are infinite groups.
Proof. First we show that, given a free product of cyclic groups F which maps
onto a non cyclic elementary abelian p-group with kernel K, then [K,k+1 F ] is
properly contained in [K,k F ] for any k ≥ 0. To this aim, denote f1, . . . , fd the
generators of the free factors of F , and let T = 〈{fi | fi ∈ K}, {f
p
j | fj /∈ K}〉
F .
We have K = γ2(F )T , and more generally [K,k F ]T = γk+2(F )T for every k ≥ 0.
This proves the claim as F/T is isomorphic with a free product of cyclic groups
of order p, as such it is residually nilpotent by Iwasawa’s theorem, and it is an
infinite group since its abelianization is non cyclic. Now we are ready to prove
the theorem. By hypothesis G has non cyclic abelianization, so it maps onto some
non cyclic elementary abelian p-group A. Let 1→ R→ F → G→ 1 be a periodic
presentation. By composition we get a homomorphism from F onto A, and we
denote by K its kernel. Clearly R is contained in K, and as we just proved there
exists l ≥ 0 such that R ≤ [K,l F ] and R  [K,l+1 F ]. This shows that [R,F ] is
properly contained in R.
In particular, any periodic cover of a non cyclic p-group G is proper, and in
turn this statement is equivalent to Johnson’s characterization the non cyclic p-
groups with non trivial multiplier [14]. Moreover, it follows by Theorem 2.3 that
for p-groups, any p-periodic presentation, that is when all the mi’s are p-powers,
affords an inverse system consisting of p-groups and so E∞ is an infinite pro-p
group.
Clearly, a locally unitary presentation yields an inverse system of locally unitary
covers. Another remarkable fact, which also follows by Theorem 2.3, is that after
the first step any inverse system continues with Schur covers.
Corollary 5.3. In any profinite cover of a finite group, the group F/[R,k+1 F ] is
a locally unitary Schur cover of F/[R,k F ] for any k ≥ 1.
It is worthy to mention a result of N. Iwahori and H. Matsumoto, stating that
for any Schur cover Y of a finite group X , then H2Y embeds into Xab⊗H2X [13].
Therefore the growth rate of a profinite cover is somehow controlled by the first
two terms, the group G and its periodic cover E = F/[R,F ].
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Now we move to considering a smooth presentation 1→ S → ∆→ G→ 1 of a
finite group G, which provides a profinite group D∞ = lim←−
∆/[S,k ∆] associated to
an inverse system of covering projections between compact surfaces. Reading the
proof of Theorem 3.2 we see that the cloning of the generators is necessary only
at the first step to obtain a cover. Therefore it possible to extend Theorem 5.2 to
an existence theorem for smooth profinite covers.
Corollary 5.4. Any finite group has a smooth profinite cover. If the group has
non cyclic abelianization, any such cover is infinite.
We conclude by relating the above notion of growth with the affirmative so-
lution of the restricted Burnside problem, there are only a finite number of finite
groups with d generators and exponent e [27]. The two key ingredients in the proof
are the Hall–Higman reduction of the problem to the case of p-groups, and the Lie
algebras technique of A. I. Konstrikin and E. Zelmanov. Now, given a periodic
presentation 1 → R → F → G → 1, for any positive integer e divisible by the
exponent of G, one has a Burnside extension F/[R,F ]F e where F e = 〈we | w ∈ F 〉
and so an inverse system
· · · → F/[R,k+1 F ]F
e → F/[R,k F ]F
e → · · · → F/[R,F ]F e → G ≃ F/R .
Assuming the Hall–Higman reduction, the solution of the restricted Burnside prob-
lem can be rephrased as follows: the above inverse system is stationary for any
periodic presentation of any finite group.
6 A note on the Schur construction
First we establish some notation and recall some elementary facts about duality
for finite abelian groups. So for a finite abelian group A we denote its dual by
Aˇ = Hom(A,C×). The group Aˇ is isomorphic with A, although this isomorphism
requires the choice of a cyclic decomposition. On the other hand, the double dual
Aˇˇ = Hom(Aˇ,C×) already comes with a natural isomorphism
A
≃
→ Aˇˇ , a 7→ aˇ ˇ = {λ 7→ λ(a) | ∀λ ∈ Aˇ} . (6.1)
Now we let B be a subgroup of A and consider ϑ in Bˇ. It is always possible to find
ϑ0 in Aˇ satisfying (ϑ0)B = ϑ, and the assignment ϑ 7→ ϑ0B
⊥ gives an isomorphism
Bˇ ≃ Aˇ/B⊥ , B⊥ = {λ ∈ A | B ≤ ker λ} . (6.2)
The above isomorphism is natural because ϑ0B
⊥ does not depend on the choice of
ϑ0. However, also in this case it is sometimes convenient to choose two compatible
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cyclic decomposition of A and B to have an isomorphism B ≃ Aˇ/B⊥. Finally, it
is not difficult to prove that a subset Λ of Aˇ is a generating set if and only if⋂
λ∈Λ
ker λ = 1 , (6.3)
indeed, more generally, if K denotes the above intersection we get 〈Λ〉 = K⊥.
For a finite central extension 1 → A → E → G → 1, we introduced the
standard map η : A → H2G in (1.1), we already mentioned the projective repre-
sentations which can be lifted to E are those associated to coclasses in the image
of η. So the isomorphism η(Aˇ) ≃ [E,E] ∩ A is made more precise by looking at
the isomorphism (6.2) as it is possible to prove that
ker η = ([E,E] ∩ A)⊥ .
This fact requires some representation theory and can be found in [11]. If we read
carefully the definition of the standard map, we see that this is done in two steps.
First we consider a homomorphism
η˙ : Aˇ→ Z2G , η˙(λ) = λ ◦ γ (6.4)
where γ is the cocycle associated to a section σ : E ← G, and then we take η
being the composite of η˙ with the natural projection of Z2G to H2G. The map
η˙ acquire its own relevance with respect to the Schur construction which we are
going to introduce hereby. A similar technique has been employed already in the
first article on the unitary cover [21]. The Schur construction associates a given
finite subgroup S of Z2(G) to the finite central extension
1→ Sˇ → Sˇ ∝ G→ G→ 1
whose underling set is the Cartesian product of sets G× Sˇ, and multiplication is
given by the rule (g, ϑ) · (h, ψ) = (gh, ω(g, h)ϑψ) where
ω(g, h) = {α 7→ α(g, h) | ∀α ∈ S} ∈ Sˇ = Hom(S,C×) . (6.5)
The way the Schur construction relates to the standard map can be made very
precise by looking at the map η˙ relative to the canonical section g 7→ (g, 1S) which
we have just encountered in (6.4). First, it is easy to see η˙ : Sˇˇ → S corresponds
to the duality isomorphism of (6.1), and it is for this reason the image of the
standard map η consists of the coclasses represented in S.
If we now take an arbitrary finite central extension E of G together with the
relevant map η˙, and apply the Schur construction to η˙(A )ˇ, we get an extension
η˙(A )ˇˇ ∝ G. Checking the definitions we see that the term ω of (6.5), which
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describes multiplication is related by duality (6.1) to the cocycle γ and to the map
η˙ via the formula
ω(g, h)(η˙(λ)) = λ(γ(g, h)) . (6.6)
In turn η˙(A )ˇˇ ∝ G is naturally isomorphic with the subgroup of E generated by
the section σ.
Lemma 6.1. Let G be a finite group, S and T be finite subgroups of Z2G with
T ≤ S, and 1→ A→ E → G→ 1 be a finite central extension. Then
i) The group Sˇ ∝ G is generated by the set {(g, 1S) | g ∈ G}.
ii) The group Tˇ ∝ G is isomorphic to
(Sˇ ∝ G)/〈(1, λ) | λ ∈ T⊥〉 .
iii) Any section σ : E ← G together with the respective map η˙ determines an
isomorphism 〈σ(g) | g ∈ G〉 ≃ η˙(A )ˇˇ ∝ G.
Proof. Write (1, ω(g, h)) = (1, 1S) · (g, 1S) · (h, 1S) · (gh, 1S)
−1, and so this is an
element of the group 〈(g, 1S) | g ∈ G〉 for any g and h. Since⋂
{kerω(g, h) | (g, h) ∈ G×G} = 1 , kerω(g, h) = {α ∈ S | α(g, h) = 1}
by (6.3) we have that Sˇ = 〈 ω(g, h) | (g, h) ∈ G×G 〉 and (i) follows. The claim
of (ii) is an immediate application of the duality isomorphism (6.2). Now, by (i)
it follows that the generic element of η˙(A )ˇˇ ∝ G is of the form (g,
∏
i ω(gi, hi))
for suitable gi, hi and g in G. Similarly, the generic element of 〈σ(g) | g ∈ G〉 is
σ(g) ·
∏
i γ(gi, hi). Therefore, the map σ(g) ·
∏
i γ(gi, hi) 7→ (g,
∏
i ω(gi, hi)) is well
defined by (6.6), and it is an isomorphism.
We are ready to complete the proof of Theorem 2.5 where, in particular, we
evince that the natural isomorphism of ΓuG and Eu is the pairing of the generators
(g, 1u) and fgRu.
Corollary 6.2. The unitary cover is a universal unitary extension.
Proof. Wemay assume that Γ = 〈σ(G)〉 where σ denotes the given order preserving
section, so we write pi : Γ → G and A = ker pi. The assumption on σ guarantees
that η˙(Aˇ) is contained in ZuG. By Theorem 6.1 it follows that Γ is isomorphic to
η˙(A )ˇˇ ∝ G, and as well that the latter is a homomorphic image ΓuG. Checking
the definitions we see that the composite homomorphism ΓuG → Γ maps (g, 1u)
to σ(g), so ΓuG is universal.
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