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Point defects in solids promise precise measurements of various quantities. Especially magnetic
field sensing using the spin of point defects has been of great interest recently. When optical readout
of spin states is used, point defects achieve optical magnetic imaging with high spatial resolution
at ambient conditions. Here, we demonstrate that genuine optical vector magnetometry can be
realized using the silicon vacancy in SiC, which has an uncommon S=3/2 spin. To this end, we
develop and experimentally test sensing protocols based on a reference field approach combined with
multi frequency spin excitation. Our works suggest that the silicon vacancy in an industry-friendly
platform, SiC, has potential for various magnetometry applications at ambient conditions.
I. INTRODUCTION
In the past decade, quantum magnetometry based on
atomic scale defects such as the nitrogen-vacancy (NV)
centers in diamond has attracted considerable interest
since it can be utilized in various applications ranging
from material to life sciences1–6. The NV high spin sys-
tem (S=1) and its C3V symmetry allows determining not
only the field strength but also the polar angle orien-
tation of the external magnetic field7,8. The long-lived
spin states and optically detected magnetic resonance
(ODMR) have led to high sensitivity1 and when com-
bined with optical or scanning probe microscopy, optical
magnetic imaging with nanometer scale spatial resolution
has been demonstrated as well4,7,9–13.
Recently, silicon carbide (SiC) has been recognized as
an emerging quantum material potentially offering a plat-
form for room temperature wafer scale quantum tech-
nologies14–21, benefiting from advanced fabrication22–25.
Many intrinsic defects, and their optical and spin-related
properties vary depending on the polytype26. Among
them, the divacancy and silicon vacancy (VSi) in hexag-
onal and rhombic polytype SiC are known to have a
spin angular momentum S>1/215,21,26–28. It has been
recently shown that their spins are controllable and op-
tically detectable on a single spin level at both room19
and cryogenic temperature29 with a long spin coherence
time19,29,30.
High spin systems (S > 1/2) with a non-zero zero-field
splitting (ZFS) in general allow for vector magnetome-
try because spin resonance transition frequencies depend
on both strength and orientation of the applied mag-
netic field even when the Lande´ g-factor is isotropic7,31.
However, only partial orientation information can be
extracted for spin systems with uniaxial symmetry as
spin transition frequencies do not show azimuthal depen-
dence7,31. Therefore one is limited to sense only inclina-
tion or amplitude7,8,31,32. Both the NV center in dia-
mond and VSi in hexagonal polytypes, e.g. 4H- and 6H-
SiC, and a rhombic polytype, e.g. 15R-SiC, have the C3V
uniaxial symmetry, thus only allow to detect the polar
angle of the applied field7,8,31,32. The four different NV
orientations in diamond allow full reconstruction of field
vectors, but it requires one to discriminate up to 24 pos-
sible orientations since one cannot find which transition
belongs to which orientation8. In order to circumvent
this problem, one must apply reference fields8,10. The
C3V symmetry and the single preferential spin orienta-
tion of the VSi in SiC hinder genuine vector magnetome-
try since only the polar angle can be obtained31,32. How-
ever, the preferential alignment allows an unambiguous
assignment of the observed resonance transitions while
overlap of several resonance transitions from different NV
orientations33–35 adds complexity in experiments36 and
limits precision of sensing. This is a considerable ad-
vantage to cubic lattice systems such as diamond, where
only complex growth can yield a similarly unique orien-
tation37–40. Here we demonstrate that although the VSi
in 4H-SiC exhibits only a unique spin orientation with
uniaxial symmetry, all vector components of a magnetic
field can also be reconstructed by combining reference
fields with multi frequency spin excitation. Furthermore,
the ZFS of the VSi in hexagonal polytypes of SiC exhibits
a very weak temperature dependence17. These make the
VSi in SiC promising for magnetometry applications.
Below, we demonstrate how optical DC vector mag-
netometry can yield unambiguous measurement of the
vector components of a magnetic field using the VSi in
one of the hexagonal polytypes, 4H-SiC. We develop a
simple model to explain transient spin excitation and the
optical detection of spin signals. Their analysis provides
a better understanding for the underlying optical cycle
responsible for the ODMR of the VSi in 4H-SiC.
2FIG. 1. (Color online) (a) Magnetic field strength depen-
dence of the ground state spin quartet sublevels for VSi in
4H-SiC with S=3/2 when B0 is aligned to the spin orienta-
tion. 2D=70 MHz is assumed. E1, E2, E3, and E4 states
are sorted by energy eigenvalues in ascending order and cor-
respond to MS = −1/2, +1/2, −3/2, and +3/2 for |B0| < D
and MS = −3/2, −1/2, +1/2, and − 3/2 for |B0| > 2D. En-
ergy is shown in frequency unit (E = hf). Expected (b) mag-
netic field dependence and (c) polar angle dependence of the
resonance transition frequencies of the ground quartet state
for the VSi in 4H-SiC when B0||c − axis and B0 = 0.5mT,
respectively. fij is the resonance frequency between Ei and
Ej states. fij = (Ei − Ej)/h. The color scale indicates the
calculated transition probability with B1 perpendicular to the
c-axis. (d) a part of experimental setup showing the SiC sam-
ple attached to a coplanar waveguide, which was used for RF
irradiation, surrounded by three Helmholtz coil pairs. See
Ref.41 for the details of experimental methods.
II. ELECTRON SPIN RESONANCE OF
SILICON VACANCY IN SILICON CARBIDE
The VSi in 4H-SiC is a negatively charged spin 3/2
defect consisting of a vacancy on a silicon site which ex-
hibits a C3v symmetry
42, known as V2 or TV2 centers
in literature. The relevant spin Hamiltonian of the sys-
tem42,43, assuming uniaxial symmetry, is given as
H = hD[S2z − S(S + 1)/3] + gµB ~B0 · ~S (1)
where h is the Planck constant, g is the electron Lande´
g-factor, (2.00444), µB is the Bohr magneton, and ~B0
describes the external magnetic field. Coupling to nu-
clear spins is ignored since 29Si, the most abundant nu-
clear spin in SiC28,45, is diluted in our sample41. D de-
scribes the axial component of spin dipole-dipole interac-
tion. This is responsible for a splitting of ZFS = 2D be-
tween |MS| = 3/2 and |MS| = 1/2 states at a zero mag-
netic field31 as shown in Fig. 1(a). It has been suggested
that optical excitation leads to spin polarization into
the MS = ±1/2 spin sublevels of the ground state due
to spin-dependent intersystem crossing (ISC)19,32,46–49.
The fluorescence emission is brighter when the system
is in one of the MS = ±3/2 states which is the ba-
sis for optical detection of electron spin resonance19,46.
Soykal et al. recently claimed opposite: MS = ±3/2
states are preferentially occupied and fluorescence emis-
sion is brighter when theMS = ±1/2 andD is negative49.
However, we will keep the former model for convenience
as both two opposing models can explain the observed
results.
The magnetic field dependence of the energy eigenval-
ues of each spin quartet sublevel in the ground state is
shown in Fig. 1(a). There is only a single transition at
f = 2D when no magnetic field is applied, where f is the
resonance frequency. This degeneracy is lifted by an ex-
ternal magnetic field giving rise to multiple transitions.
The number of observable transitions varies depending
on the magnetic field orientation as shown in Fig. 1(b)
and (c). f42 and f31, corresponding to MS = +3/2 ↔
MS = +1/2 and MS = −1/2 ↔ MS = −3/2, respec-
tively, for |B0| < D and θ = 0, are most dominant and
well observable in every orientation31,32. f21 is also an al-
lowed transition betweenMS = +1/2 andMS = −1/2 at
θ = 0, and its strong transition probability is maintained
for large θ. However, the optically induced polarization
into MS = ±1/2 states does not induce a population dif-
ference between these two states, thus its ODMR signal
is not observable16,19,44,50. f41 and f32 are forbidden for
θ = 0 since they correspond to a ∆MS = 2 transition,
but are easily detectable when θ 6= 0 and B0 < 1mT32.
These multiple transitions will be used to realize vector
magnetometry as follows.
III. PRINCIPLE OF THE VECTOR
MAGNETOMETRY
In general, spin system magnetometery exploits the
magnetic field dependence of spin resonance transition
frequencies to reconstruct the magnetic field vector com-
ponents. This is often difficult as an observed transition
structure is not unique for an applied field8. Thus, refer-
ence fields, whose amplitude and orientation are known,
are used to extract additional information8,10. Similar to
the NV center in diamond7, one can extract the applied
field strength using a formula for S=3/2 quartet system
when an unknown magnetic field vector is applied31, for
example,
3B0 =
[
h
5gµB
{(
√
3favg + f32)
2 − f42f31 − 2(
√
3 + 1)f32favg − 2D2}
] 1
2
(2)
where favg ≡ (f31 + f42)/2 (see Fig. 1(c)). Note that
similar formulas utilizing other transitions, e.g. f41 in-
stead of f32, and a formula for cos
2θ can also be found31.
The formulas show that as long as one can find three res-
onance transitions, the applied magnetic field strength
can be explicitly determined if the ZFS is known. In or-
der to precisely determine the vector components of the
unknown stray magnetic field, whose amplitude is
∣∣∣ ~Bs
∣∣∣ =√B2s,x +B2s,y +B2s,z, (3)
three subsequent ODMR measurements with different
reference fields should be performed. If the applied ref-
erence fields are perpendicular to each other, we obtain
∣∣∣ ~Bs + ~Bref,i
∣∣∣2 = (Bs,i +Bref,i)2 +B2s,j +B2s,k (4)
with i, j, k ∈ {(x, y, z)}. Using eq.(3) and (4),
Bs,i =
∣∣∣ ~Bs + ~Bref,i
∣∣∣2 −
∣∣∣ ~Bs
∣∣∣2 −B2ref,i
2Bref,i
(5)
Therefore, all the vector components of the unknown
stray field Bs,i can be obtained explicitly.
IV. METHODS AND MATERIALS
To demonstrate proof-of-principle experiments, we
performed ODMR experiments without and with three
reference fields (see Fig. 2). The sample used in the ex-
periments was a 350µm thick 28Si enriched 4H-SiC layer
grown on a natural 4H-SiC substrate in a horizontal hot-
wall chemical vapor deposition system41. The sample was
irradiated by 2 MeV electrons with a dose of 1016cm−2
to create VSi ensembles ([VSi] ≃ 2× 1014cm−3)41. In the
ODMR experiments, the sample was excited with a 785
nm laser focused by a lens. The fluorescence light from
the sample was detected by a femtowatt Si photodiode or
APDs after a 835 nm longpass filter. ODMR measure-
ments were performed using a virtual lock-in for both
continuous-wave and pulsed ODMR41. Reference fields
were applied by three coil pairs in Helmholtz configura-
tion (see Fig. 1 (d)). The ZFS of the VSi in this sam-
ple was calibrated by measuring the maximum splitting
between two allowed transitions, f42 and f31 while ap-
plying |B0| ≫ ZFS around the c-axis (See Fig. 1(b) and
(c)). The obtained ZFS (2D) was 69.99±0.03MHz (data
not shown). All measurements were performed at room
temperature.
FIG. 2. (Color online) ODMR spectra without and with ref-
erence fields. (a) ODMR spectrum without reference fields for
which the stray magnetic field is to be determined. (b),(c),
and (d) ODMR spectra with reference fields of |B0| = 0.1mT
applied in x, y, and z directions, respectively. The red solid
lines are the Lorentzian fit functions.
V. EXPERIMENTAL RESULTS
The measured continuous-wave ODMR spectra for a
zero applied field and three reference fields of 0.1mT are
depicted in Fig. 2. One can identify four transitions cor-
responding to f41, f42, f31, and f32 in all the observed
spectra. It is, however, not possible to distinguish f42 and
f31 using a single spectrum since their positions are inter-
changed at around the magic angle (see Fig. 1(c))31. Ac-
curate field measurements are, however, still possible be-
cause only favg and f42 ·f31 are necessary to calculate the
applied magnetic field strength as seen from eq.(2). Note
that additional peaks of unknown origin appear ∼ 5MHz
below the f32 transition, which are under investigation
and beyond the scope of this report. Since only a sin-
gle transition should be observable in the absence of any
stray magnetic field, the four transitions in Fig. 2(a) ob-
tained without an applied magnetic field indicate a stray
magnetic field in the experimental environment. Apply-
ing equations (2) and (5) to these data, we obtain the
stray magnetic field vector components Bs,x = 0± 3µT,
Bs,y = −18±3µT and Bs,x = −60±2µT. These results
were confirmed using a fluxgate sensor41.
The presented method based on ODMR with
continuous-wave spin excitation is simple and allows an
accurate field vector measurement. However, since at
least three transitions need to be visible, this method
is not applicable under certain conditions. f32 and f41
4FIG. 3. (Color online) Pulsed ODMR spectra at B0 =
0.543 ± 0.003mT and θ = 3 ± 1 ◦. ODMR with (a) only a
sweep pulse, (b) an additional pi pulse resonant to f42 before
the sweep pulse, (c) two additional pi pulses resonant to f42
before and after the sweep pulse. The red solid lines are the
Lorentzian fit functions. (d) the used pulse sequences. A
600 ns long laser pulse is for optical spin polarization as an
initialization pulse. The same laser pulse is applied after the
RF pulses for optical readout. A pi pulse whose frequency (f)
is being swept from 5 MHz to 100 MHz is the sweep pulse.
Two pi pulses resonant to f42 (pi1 and pi2) are used for swap-
ping the populations. The overall length of each sequence is
approximately 4µs. (e) frequencies of the three resonant tran-
sitions including f21 obtained by the sequence used for (c) as
a function of the applied magnetic field strength. The solid
lines are the theoretical expectations. Error bars are smaller
than the symbol size.
become hardly detectable for a small polar angle31,32.
Therefore, it is necessary to find a way to detect an
additional allowed transition at f21, which is usually
not observable due to identical populations in Ms =
±1/216,19,44,50. One can create population difference be-
tween these two states by applying a π pulse, swap-
ping populations between Ms = 3/2 and Ms = 1/2 or
Ms = −1/2 and Ms = −3/250. As will be seen below,
because a single population swapping between these two
states does not allow to observe this hidden ODMR sig-
nal, we investigated a few pulse sequences based on multi
frequency spin excitation and established a rate model to
explain how one can induce optical contrast of spin sig-
nals.
The pulse sequences and resulting ODMR spectra un-
der B0 = 0.543 ± 0.003mT which was applied almost
parallel to the spin sensor (θ = 3 ± 1 ◦) are compared
in Fig. 3. Note that these values for the magnetic field
strength and orientation were extracted from Fig. 3(c)
using eq.(2) and Ref.31. These spectra exhibit additional
side-peak structures because of excitation with a broad
band rectangular RF pulse in contrast to the spectra in
Fig. 2 which were measured with continuous-wave spin
and optical excitation. When a RF pulse, whose fre-
quency was being swept from 10 to 100 MHz (sweep
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FIG. 4. (Color online) Population redistribution by pulse se-
quences. Left column: pulse sequences used for the spectra
in Fig.3 (a), (b), and (c), respectively. Right column: cor-
responding population distributions determined by each RF
pulse sequence before the readout pulse. From left to right,
when the sweep pulse is off-resonant and resonant at f21, f31,
and f42, respectively.
pulse), was used, only two allowed transitions, f42 and
f31, were visible as shown in Fig. 3(a). Then, a π pulse
between MS = 3/2 and MS = 1/2 corresponding to f42
was added before the sweep pulse in order to form a popu-
lation difference betweenMS = ±1/2 states. The missing
transition f21 was, however, very weak, and we detected
negative signals at f42 (Fig. 3(b)). When the same π
pulse was applied additionally after the sweep pulse, the
f21 transition was clearly visible with the other two tran-
sitions as well (Fig. 3(c)). In order to prove that this
transition is from f21, we monitored the magnetic field
strength dependence of the three transition frequencies
measured by the pulse sequence with two π pulses at f42
as shown in Fig. 3(e). The position of the f21 transition is
as expected from the spin Hamiltonian of eq.(1)19. Since
the detected signal sign is ambiguous in the lock-in ex-
periment51, we repeated these experiments without using
lock-in methods and could confirm this result41.
In order to explain the observed ODMR spectra in
Fig. 3, we introduce a simplified model describing the
ground state population redistributed by the used pulse
sequences as depicted in Fig. 441. We find that the change
in the fluorescence intensity by swapping populations be-
tween two states is either zero or (b − d)∆ng,0. Here d
and b are the rate related parameters of |MS | = 1/2
and |MS| = 3/2, respectively, whose difference is de-
termined by only the difference in the ISC rates, and
∆ng,0 ≡ nd,g,0 − nb,g,0, where nd,g,0 and nb,g,0 are the
initial population of a |MS| = 1/2 and |MS| = 3/2 state,
respectively. Since we assume that the |MS | = 1/2 states
are highly populated by optical polarization and fluores-
cence emission is brighter when |MS | = 3/2 are highly
occupied, b > d and ∆ng,0 > 0. See Ref.
41 for details.
When a larger population is transferred to one of the
5MS = ±3/2 states by the sweep pulse, one can see a flu-
orescence increase with respect to the off-resonance fluo-
rescence intensity by (b− d)∆ng,0, which is positive (see
Fig. 4(a)). This is consistent with the ODMR spectrum
in Fig. 3(a). When the sweep pulse follows a π pulse
at f42, one, two, and none of the MS = ±3/2 states
are highly populated at resonances by the sweep pulse
at f21, f31, and f42, respectively (see Fig. 4(b)). Since
MS = 3/2 is also highly populated when the sweep pulse
is not resonant, zero, (b− d)∆ng,0, and −(b− d)∆ng,0 at
these frequencies will be observed. This expectation is in
agreement with what we experimentally observed as in
Fig. 3(b). Therefore, additional population swapping by
a π pulse at f42 following the resonant sweep pulses will
allow to have one of the MS = ±3/2 states to be highly
populated. In contrast, only the MS = ±1/2 states
will be highly populated at off-resonance as depicted in
Fig. 4(c), thus the same positive signals, (b− d)∆ng,0, at
the three resonances will appear. This is exactly equiva-
lent to our experimental observations in Fig. 3(c). This
model can explain the signs and relative intensities of the
observed ODMR signals well and detailed explanations
can be found in Ref.41. We conclude that the presented
sequence as in Fig. 4(c) allows to observe the missing
ODMR transition, and thus DC magnetometry becomes
applicable for every orientation at the tested magnetic
field strengths.
Though we aim to present proof-of-principle experi-
ments for resolving an arbitrary magnetic field orienta-
tion, we provide discussions about the obtained sensi-
tivity and its projection when the sample and detection
methods are optimized. Note that if sensing the mag-
netic field strength is of only interest, phase detection
methods, e.g. Ramsey interferometer, can be used in-
stead which can enhance the sensitivity by many orders of
magnitude52. The sensitivity extracted from the ODMR
spectrum in Fig. 3(c) using eq.(2) and the formula for
cos2θ in ref.31 is 0.2mT/
√
Hz for the DC magnetic field
strength and 30 degree/
√
Hz for the orientation. The
number of VSi of the used sample within the focal volume
was quite small (∼ 2000) since the confocal microscope
with a high NA objective was used41. If a larger VSi
concentration, e.g. ∼ 1016 cm−348, is used, 30µT/√Hz
and 7 degree/
√
Hz can be expected with sub-wavelength
spatial resolution. Substantial enhancement can be ex-
pected when high spatial resolution is not of interest;
for example, up to 3 nT/
√
Hz and 0.002 degree/
√
Hz if
[VSi] ∼ 1016 cm−3 in a 1mm3 volume device is used.
These sensitivities can be even further enhanced if op-
timum detection methods are used. For example, a light
trapping waveguide and an optical cavity can improve the
detection efficiency by many orders of magnitude53,54.
A Hahn-echo sequence can be combined to the used se-
quence to improve the linewidth of the ODMR spectral
lines. If a free precession time of 30µs is used19,55,56,
since linewidth of∼ 10 kHz is expected, and the linewidth
in Fig.3 is ∼ 500 kHz, an order of magnitudes higher
sensitivity is expected considering reduced duty cylce as
well.
Now we discuss the dynamic range of the presented
sensing methods. For small magnetic fields, e.g. B0 <
hD/gµB, three transitions are necessary. Four transi-
tions in Fig. 2 have been successfully observed up to
0.8mT32. Thus, our methods are suitable for sub-mT
DC vector magnetometry. When B0 ∼ h2D/gµB, the
suggested methods may not be useful because of com-
plex spectra arising due to interactions among spin sub-
levels56–58. At high magnetic fields, e.g. B0 ∼ 300 mT,
two transitions f21 and f43 are well observable at ev-
ery orientation as experimentally reported17,44. The for-
bidden transitions are hardly visible in high magnetic
field ranges. Therefore, it should be further investigated
whether the missing transition between MS = ±1/2,
which was successfully observed with multi frequency ex-
citation for B0 ‖ c-axis50 can be well observed indepen-
dent on the field orientation in this field range.
VI. SUMMARY
We demonstrated DC vector magnetometry based on
ODMR of S=3/2 quartet spins of the VSi in 4H-SiC at
room temperature. ODMR scans with reference fields
realize reconstruction of all vector components of the un-
known magnetic field. We also demonstrated a pulse se-
quence based on multi frequency spin excitation as a com-
plementary protocol to make this magnetometer practi-
cal. The suggested simple rate model also provides a bet-
ter understanding for the optical cycle allowing ODMR.
With this sensing protocol, very weak temperature de-
pendence of the ZFS16 makes VSi in SiC promising for
robust magnetometer, and useful for optical magnetic
imaging in nanoscale at ambient conditions. The possi-
bility of electrically detected magnetic resonance59–61 in
the wafer scale SiC may also allow for the construction of
an integrated quantum device for vector magnetometry.
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