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CHARACTERIZATIONS OF H1∆N (R
n) AND BMO∆N (R
n) VIA WEAK
FACTORIZATIONS AND COMMUTATORS
JI LI AND BRETT D. WICK
Abstract. This paper provides a deeper study of the Hardy and BMO spaces as-
sociated to the Neumann Laplacian ∆N . For the Hardy space H
1
∆N
(Rn) (which is a
proper subspace of the classical Hardy space H1(Rn)) we demonstrate that the space
has equivalent norms in terms of Riesz transforms, maximal functions, atomic decom-
positions, and weak factorizations. While for the space BMO∆N (R
n) (which contains
the classical BMO(Rn)) we prove that it can be characterized in terms of the action of
the Riesz transforms associated to the Neumann Laplacian on L∞(Rn) functions and
in terms of the behavior of the commutator with the Riesz transforms. The results
obtained extend many of the fundamental results known for H1(Rn) and BMO(Rn).
1. Introduction and Statement of Main Results
The spaces H1(Rn) and BMO(Rn) are fundamental function spaces in harmonic anal-
ysis. The work of Fefferman and Stein, [9], provides a duality relationship between
H1(Rn) and BMO(Rn). And, further provides characterizations of these spaces in terms
of maximal functions, square functions, and Riesz transforms. While the work of Coif-
man, Rochberg and Weiss, [4], provides a connection between weak factorization of the
Hardy spaces, commutators with Riesz transforms and BMO(Rn). The main goals of this
paper are to provide similar connections for H1 and BMO spaces adapted to a particular
linear differential operator.
There is a substantial literature related to H1 and BMO spaces adapted to a linear
operator L on L2(Rn) which generates an analytic semigroup e−tL on L2(Rn) with a
kernel pt(x, y) satisfying an upper bound. That is, operators L for which the kernel of
the semigroup pt(x, y) there exists positive constants m and ǫ such that for all x, y ∈ Rn
and for all t > 0:
(1.1) |pt(x, y)| ≤ Ct
ǫ
m
(t
1
m + |x− y|)n+ǫ .
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In [1], Auscher, Duong, and McIntosh defined a Hardy space H1L(R
n) associated with
such operators L as the class of all functions f ∈ L1(Rn) for which SL(f) ∈ L1(Rn),
where SL(f) is Littlewood–Paley area function defined as follows.
(1.2) SL(f)(x) =
( ˆ ∞
0
ˆ
|y−x|<t
|Qtmf(y)|2 dydt
tn+1
) 1
2
,
with Qt = tLe
−tL. The H1L(R
n) norm of f is defined as ‖f‖H1
L
(Rn) = ‖SL(f)‖L1(Rn).
In [7, 8], Duong and Yan defined the function space BMOL(R
n) associated with an
operator L. They then go on to prove that if L has a bounded holomorphic functional
calculus on L2(Rn) and the kernel pt(x, y) of the semigroup e
−tL satisfies the upper bound
(1.1), then the space BMOL∗(R
n) is the dual space of Hardy space H1L(R
n) in which L∗
denotes the adjoint operator of L. This gives a generalization of the duality of H1(Rn)
and BMO(Rn) of Fefferman and Stein [9]. Later, the theory of function spaces associated
with operators has been developed and generalized to many other different settings, see
for example [2, 6, 11–13].
The choice of L = ∆ gives rise to the spaces to the classical spaces H1(Rn) and
BMO(Rn). While the choice of the semigroup e−tL is the Poisson semigroup e−t
√
∆ (here
m = 2), given by
e−t
√
∆f(x) =
ˆ
Rn
pt(x− y)f(y) dy, t > 0, where pt(x) = cnt
(t2 + |x|2)n+12(1.3)
yields the spaces H1√
∆
(R) and BMO√∆(R) coincide with the classical Hardy space and
BMO space, respectively (see [1] and [7]).
In [5], Deng, Duong, Sikora, and Yan further considered the comparison of BMOL(R
n)
and BMO(Rn). By considering the Neumann Laplacian L = ∆N , they obtained that
BMO(Rn) ( BMO∆N (R
n).
Recently, in [19] Yan introduced a class of HpL(R
n) for a range of p ≤ 1 by using the
Littlewood–Paley area function SL(f). In particular, Yan showed that
Hp∆N (R
n) ( Hp(Rn),
n
n+ 1
< p ≤ 1.
The main goal of this paper is to carry out a deeper study of the spaces H1∆N (R
n) and
BMO∆N(R
n). Interestingly, we show that these spaces behave in an analogous fashion
as the standard Hardy space H1(Rn) and BMO(Rn).
We first explicitly compute the Riesz transforms RN = ∇∆−
1
2
N associated to the Neu-
mann Laplacian. Because of the close connection between the Laplacian and Neumann
Laplacian, we find in Proposition 2.2 that the Riesz transforms associated to the Neu-
mann Laplacian are given by an additive perturbation of the standard Riesz transforms.
H
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Our first main result shows that, similar to the classical Hardy space, the space
H1∆N (R
n) can be characterized by the radial and non-tangential maximal functions, by
the Riesz transforms, and by atoms, all of which are defined in terms of the Neumann
Laplacian ∆N . To be more precise, we denote by H
1
∆N ,max
(Rn) the Hardy space defined
via the radial maximal function associated with ∆N , and analogously by H
1
∆N ,∗(R
n),
H1∆N ,Riesz(R
n) andH1∆N ,atom(R
n) the Hardy spaces via non-tangential maximal functions,
Riesz transforms and atoms, respectively. Then we have the following characterizations.
Theorem 1.1. Let all notation be the same as above. We have
H1∆N (R
n) = H1∆N ,max(R
n) = H1∆N ,∗(R
n) = H1∆N ,Riesz(R
n) = H1∆N ,atom(R
n)
and with equivalent norms
‖f‖H1∆N (Rn) ≈ ‖f‖H1∆N,max(Rn) ≈ ‖f‖H1∆N,Riesz(Rn) ≈ ‖f‖H1∆N,atom(Rn)
≈ ‖f+,e‖H1(Rn) + ‖f−,e‖H1(Rn).
Here f±,e is the even extension of the restriction of f from Rn±. Namely, f ∈ H1∆N (Rn)
if and only if f+,e ∈ H1(Rn) and f−,e ∈ H1(Rn).
For more details on these Hardy spaces and the norms we refer to Section 3. We also
obtain a Fefferman–Stein decomposition of BMO∆N (R
n) in terms of the action of the
Riesz transforms associated to the Neumann Laplacian on L∞(Rn) functions.
Corollary 1.2. The following are equivalent for a function b:
(i) b ∈ BMO∆N (Rn);
(ii) There exists b0, b1, . . . , bn ∈ L∞(Rn) such that b = b0 +
∑n
j=1R
∗
N,jbj, where R
∗
N,j
is the adjoint operator of RN,j.
We then further show the connection between BMO∆N (R
n), H1∆N (R
n), commutators
of functions in BMO∆N (R
n) and Riesz transforms RN relative to ∆N , and a weak fac-
torization of the space H1∆N (R
n). In particular, our second main result is the following
theorem.
Theorem 1.3. For 1 ≤ l ≤ n, let Πl(h, g) = h·R∗N,l(g)−g ·RN,l(h), where RN,l = ∂∂xl∆
− 1
2
N
is the l-th Riesz transform associated to the Neumann Laplacian and R∗N,l is the adjoint
operator of RN,l. Then for any f ∈ H1∆N (Rn) there exists sequences {λkj} ∈ ℓ1 and
functions gkj , h
k
j ∈ L∞(Rn) with compact supports such that f =
∑∞
k=1
∑∞
j=1 λ
k
j Πl(g
k
j , h
k
j ).
Moreover, we have that:
‖f‖H1∆N (Rn) ≈ inf
{ ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(Rn) ∥∥hkj∥∥L2(Rn) : f = ∞∑
k=1
∞∑
j=1
λkj Πl(gj, hj)
}
.
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We then obtain the following new characterization of BMO∆N (R
n) in terms of the
commutators with the Riesz transforms associated to ∆N .
Theorem 1.4. Suppose b ∈ ∪p≥1Lploc(Rn).
If b is in BMO∆N (R
n), then for 1 ≤ l ≤ n, the commutator
[b, RN,l](f)(x) = b(x)RN,l(f)(x)− RN,l(bf)(x)
is a bounded map on L2(Rn), with operator norm
‖[b, RN,l] : L2(Rn)→ L2(Rn)‖ ≤ C‖b‖BMO∆N(Rn).
Conversely, for 1 ≤ l ≤ n, if [b, RN,l] are bounded on L2(Rn) then b is in BMO∆N (Rn)
and ‖b‖BMO∆N (Rn) ≤ C‖[b, RN,l] : L2(Rn)→ L2(Rn)‖.
We point out that Theorem 1.3 and Theorem 1.4 can be extended to work for Lp(Rn)
when 1 < p <∞.
For 0 < α < n, the fractional operator ∆
−α/2
N of the operator ∆N is defined by
∆
−α/2
N f(x) =
1
Γ(α/2)
ˆ ∞
0
e−t∆N (f)(x)
dt
t1−α/2
.
Theorem 1.5. If b is in BMO∆N (R
n), then for 1 < α < n, the commutator
[b,∆
−α/2
N ](f)(x) = b(x)∆
−α/2
N (f)(x)−∆−α/2N (bf)(x)
is a bounded map from Lp(Rn) to Lq(Rn) with operator norm
‖[b,∆−α/2N ] : Lp(Rn)→ Lq(Rn)‖ ≤ C‖b‖BMO∆N (Rn),
where 1 < p < n
α
and 1
q
= 1
p
− α
n
.
The paper is organized as follows. In Section 2, we collect the background for the
Neumann Laplacian and the associated Riesz transforms. In Section 3 the related Hardy
and BMO spaces associated to ∆N are studied and their basic properties are collected.
In particular, we demonstrate a collection of equivalent norms for H1∆N (R
n), Theorem
3.12, and show the Fefferman-Stein decomposition of BMO∆N (R
n) holds, Corollary 1.2.
Finally, in Section 4 we provide the proof of Theorems 1.3 and 1.4. Throughout this
paper, the letter “C” will denote, possibly different, constants that are independent of
the essential variables.
2. The Neumann Laplacian and the Associated Riesz Kernels
We now recall some notation and basic facts introduced in [5, Section 2]. For any
subset A ⊂ Rn and a function f : Rn → C by f |A we denote the restriction of f to A.
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Next we set Rn+ = {(x′, xn) ∈ Rn : x′ = (x1, . . . , xn−1) ∈ Rn−1, xn > 0}. For any function
f on Rn, we set
f+ = f |Rn+ and f− = f |Rn−.
For any x = (x′, xn) ∈ Rn we set x˜ = (x′,−xn). If f is any function defined on Rn+, its
even extension defined on Rn is
fe(x) = f(x), if x ∈ Rn+; fe(x) = f(x˜), if x ∈ Rn−.(2.1)
2.1. The Neumann Laplacian. We denote by ∆n the Laplacian on R
n. Next we recall
the Neumann Laplacian on Rn+ and R
n
−.
Consider the Neumann problem on the half line (0,∞) (see [15, (7), page 59 in Section
3.1]):  wt − wxx = 0 for 0 < x <∞, 0 < t <∞,w(x, 0) = φ(x),wx(0, t) = 0.(2.2)
Denote this corresponding Laplacian by ∆1,N+ . According to [15, (7), Section 3.1], we
see that
w(x, t) = e−t∆1,N+ (φ)(x).
For n > 1, we write Rn+ = R
n−1×R+. And we define the Neumann Laplacian on Rn+ by
∆n,N+ = ∆n−1 +∆1,N+ ,
where ∆n−1 is the Laplacian on Rn−1 and ∆1,N+ is the Laplacian corresponding to (2.2).
Similarly we can define Neumann Laplacian ∆n,N− on R
n
−.
In the remainder of the paper, we skip the index n, we denote by ∆ the Laplacian
on Rn, denote the Neumann Laplacian on Rn+ by ∆N+ , and Neumann Laplacian on R
n
−
by ∆N−.
The Laplacian and Neumann Laplacian ∆N± are positive definite self-adjoint opera-
tors. By the spectral theorem one can define the semigroups generated by these operators
{exp(−t∆), t ≥ 0} and {exp(−t∆N±), t ≥ 0}. By pt(x, y), pt,∆N+ (x, y) and pt,∆N− (x, y)
we denote the heat kernels corresponding to the semigroups generated by ∆, ∆N+ and
∆N− , respectively. Then we have
pt(x, y) =
1
(4πt)
n
2
e−
|x−y|2
4t .
From the reflection method (see [15, (9), page 60 in Section 3.1]), we get
pt,∆N+ (x, y) =
1
(4πt)
n
2
e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
, x, y ∈ Rn+;
pt,∆N− (x, y) =
1
(4πt)
n
2
e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
, x, y ∈ Rn−.
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For any function f on Rn+, we have
exp(−t∆N+)f(x) = exp(−t∆)fe(x)
for all t ≥ 0 and x ∈ Rn+. Similarly, for any function f on Rn−,
exp(−t∆N−)f(x) = exp(−t∆)fe(x)
for all t ≥ 0 and x ∈ Rn−.
Now let ∆N be the uniquely determined unbounded operator acting on L
2(Rn) such
that
(∆Nf)+ = ∆N+f+ and (∆Nf)− = ∆N−f−(2.3)
for all f : Rn → R such that f+ ∈ W 1,2(Rn+) and f− ∈ W 1,2(Rn−). Then ∆N is a positive
self-adjoint operator and
(exp(−t∆N )f)+ = exp(−t∆N+)f+ and (exp(−t∆N )f)− = exp(−t∆N−)f−.
The heat kernel of exp(−t∆N ), denoted by pt,∆N (x, y), is then given as:
pt,∆N (x, y) =
1
(4πt)
n
2
e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
H(xnyn),(2.4)
where H : R→ {0, 1} is the Heaviside function given by
(2.5) H(t) = 0, if t < 0; H(t) = 1, if t ≥ 0.
Let us note that
(α) All the operators ∆,∆N+ ,∆N−, and ∆N are self-adjoint and they generate bounded
analytic positive semigroups acting on all Lp(Rn) spaces for 1 ≤ p ≤ ∞;
(β) Suppose that pt,L(x, y) is the kernel corresponding to the semigroup generated by
one of the operators L listed in (α). Then the kernel pt,L(x, y) satisfies Gaussian
bounds:
|pt,L(x, y)| ≤ C
t
n
2
e−c
|x−y|2
t ,(2.6)
for all x, y ∈ Ω, where Ω = Rn for ∆,∆N ; Ω = Rn+ for ∆N+ and Ω = Rn− for ∆N−.
Next we consider the smoothness property of the heat kernel for ∆N , ∆N+ , and ∆N−.
Proposition 2.1. Suppose that L is one of the operators ∆N+, ∆N− and ∆N . Then for
x, x′, y ∈ Rn+ (or ∈ Rn−) with |x− x′| ≤ 12 |x− y|, we have
|pt,L(x, y)− pt,L(x′, y)| ≤ C |x− x
′|
(
√
t+ |x− y|)
√
t
(
√
t+ |x− y|)n+1 ;(2.7)
symmetrically, for x, y, y′ ∈ Rn+ (or ∈ Rn−) with |y − y′| ≤ 12 |x− y|, we have
|pt,L(x, y)− pt,L(x, y′)| ≤ C |y − y
′|
(
√
t+ |x− y|)
√
t
(
√
t+ |x− y|)n+1 .(2.8)
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Proof. Suppose x, y ∈ Rn+. Then for i = 1, . . . , n− 1, we have
∂
∂xi
pt,∆N+ (x, y) = −
(xi − yi)
2t
1
(4πt)
n
2
e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
.
Moreover,
∂
∂xn
pt,∆N+ (x, y) = −
1
(4πt)
n
2
e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t
(xn − yn)
2t
+ e−
|xn+yn|
2
4t
(xn + yn)
2t
)
.
Then we obtain that∣∣∣∇xpt,∆N+ (x, y)∣∣∣2 = n−1∑
i=1
∣∣∣∣ ∂∂xi pt,∆N+ (x, y)
∣∣∣∣2 + ∣∣∣∣ ∂∂xn pt,∆N+ (x, y)
∣∣∣∣2
≤
n−1∑
i=1
(xi − yi)2
4t2
1
(4πt)n
e−
|x′−y′|2
2t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)2
+ 2
1
(4πt)n
e−
|x′−y′|2
2t
(
e−
|xn−yn|
2
4t
(xn − yn)
2t
)2
+ 2
1
(4πt)n
e−
|x′−y′|2
2t
(
e−
|xn+yn|
2
4t
(xn + yn)
2t
)2
≤ C
n∑
i=1
(xi − yi)2
t2
1
(4πt)n
e−
|x−y|2
2t + 2
1
(4πt)n
e−
|x′−y′|2
2t
(
e−
|xn+yn|
2
4t
(xn + yn)
2t
)2
≤ C |x− y|
2
t2
1
(4πt)n
e−
|x−y|2
2t + 2
1
(4πt)n
e−
|x−y|2
4t
(
e−
|xn+yn|
2
8t
(xn + yn)
2t
)2
≤ C t
(t+ |x− y|2)n+2 .
Hence, it is easy to verify that
|∇xpt,∆N+ (x, y)| ≤ C
√
t
(
√
t+ |x− y|)n+2
and similarly we can obtain that
|∇ypt,∆N+ (x, y)| ≤ C
√
t
(
√
t + |x− y|)n+2 ,
which implies that
|pt,∆N+ (x, y)− pt,∆N+ (x′, y)| ≤ C
|x− x′|
(
√
t + |x− y|)
√
t
(
√
t+ |x− y|)n+1
for x, x′, y ∈ Rn+ with |x− x′| ≤ 12 |x− y|, and
|pt,∆N+ (x, y)− pt,∆N+ (x, y′)| ≤ C
|y − y′|
(
√
t + |x− y|)
√
t
(
√
t+ |x− y|)n+1
for x, x′, y ∈ Rn+ with |y − y′| ≤ 12 |x− y|.
We can obtain similar estimates for the heat semigroup of ∆N− and ∆N . 
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2.2. The Riesz Kernels Associated to the Neumann Laplacian. A fundamental
object in our study are the Riesz transforms associated to the Neumann Laplacian.
Recall that the Riesz transforms associated to the Neumann Laplacian are given by:
RN = ∇∆−
1
2
N . We collect the formula for these kernels in the following proposition.
Proposition 2.2. Denote by RN,j(x, y) the kernel of the j-th Riesz transform
∂
∂xj
∆
− 1
2
N
of ∆N . Then for 1 ≤ j ≤ n− 1 and for x, y ∈ Rn+ we have:
RN,j(x, y) = −Cn
(
xj − yj
|x− y|n+1 +
xj − yj
(|x′ − y′|2 + |xn + yn|2)n+12
)
and
RN,n(x, y) = −Cn
(
xj − yj
|x− y|n+1 +
xn + yn
(|x′ − y′|2 + |xn + yn|2)n+12
)
,
where Cn =
Γ
(
n+1
2
)
(π)
n+1
2
.
Similar expressions also hold for RN,j(x, y), j = 1, . . . , n, when x, y ∈ Rn−.
Proof. Working from the definition of the square root of ∆N , i.e.,
∆
− 1
2
N =
1
Γ(1
2
)
ˆ ∞
0
e−t∆N
dt√
t
,
we have that for 1 ≤ j ≤ n− 1:
RN,j(x, y) =
1
Γ(1
2
)
∂
∂xj
ˆ ∞
0
pt,∆N (x, y)
dt√
t
=
1
Γ(1
2
)
∂
∂xj
(ˆ ∞
0
1
(4πt)
n
2
e−
|x−y|2
4t
dt√
t
+
ˆ ∞
0
1
(4πt)
n
2
e−
|x′−y′|2
4t e−
|xn+yn|
2
4t
dt√
t
)
= −
Γ
(
n+1
2
)
(π)
n+1
2
(
xj − yj
|x− y|n+1 +
xj − yj
(|x′ − y′|2 + |xn + yn|2)n+12
)
.
For j = n and for x, y ∈ Rn+ we again observe:
RN,n(x, y) =
√
π
2
∂
∂xn
ˆ ∞
0
pt,∆N (x, y)
dt√
t
= −
Γ
(
n+1
2
)
(π)
n+1
2
(
xn − yn
|x− y|n+1 +
xn + yn
(|x′ − y′|2 + |xn + yn|2)n+12
)
.

We next make the observation that kernels RN,j(x, y) are Caldero´n–Zygmund kernels.
Proposition 2.3. Denote by RN(x, y) the kernel of the vector of Riesz transforms
∇∆−
1
2
N . Then:
RN (x, y) =
(
RN,1(x, y), . . . , RN,n(x, y)
)
H(xnyn),(2.9)
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with H(t) the Heavyside function defined in (2.5). Moreover, we have that
|RN(x, y)| ≤ Cn 1|x− y|n ,
and
|RN(x, y)−RN (x0, y)|+ |RN(y, x)−RN (y, x0)| ≤ C |x− x0||x− y|n+1
for x, x0, y ∈ Rn+ (or x, x0, y ∈ Rn−) with |x− x0| ≤ 12 |x− y|.
Proof. We first claim that for j = 1, . . . , n, and x, y ∈ Rn+ (or x, y ∈ Rn−)
|RN,j(x, y)| ≤ Cn 1|x− y|n .
In fact, from Proposition 2.2, it is direct that for 1 ≤ j ≤ n− 1,
|xj − yj|
(|x′ − y′|2 + |xn + yn|2)n+12
≤ |xj − yj|
(|x′ − y′|2 + |xn − yn|2)n+12
≤ 1|x− y|n
and for j = n,
|xn + yn|
(|x′ − y′|2 + |xn + yn|2)n+12
≤ 1
(|x′ − y′|2 + |xn + yn|2)n2
≤ 1|x− y|n ,
where we use the fact that x, x0, y ∈ Rn+ (or x, x0, y ∈ Rn−) and hence xj + yj > |xj − yj|
for 1 ≤ j ≤ n.
Similarly, by considering the estimates for the terms ∂
∂xj
RN,j(x, y) and
∂
∂yj
RN,j(x, y),
we obtain that
|RN,j(x, y)−RN,j(x0, y)|+ |RN,j(y, x)−RN,j(y, x0)| ≤ C |x− x0||x− y|n+1
for x, x0, y ∈ Rn+ (or x, x0, y ∈ Rn−). with |x− x0| ≤ 12 |x− y|. 
2.3. The Kernels of Fractional operators Associated to the Neumann Lapla-
cian. For 0 < α < n, denote by K(x, y) the kernel of the classical fractional operator
∆−α/2, which is defined by
∆−α/2f(x) =
1
Γ(α/2)
ˆ ∞
0
e−t∆(f)(x)
dt
t1−α/2
.
We know that
K(x, y) =
Cn,α
|x− y|n−α ,
where Cn,α =
Γ(n
2
−α
2
)
Γ(α
2
)
1
π
n
2 2α
. It is well known that when b ∈ BMO(Rn), the commutator
[b,∆−α/2] is bounded from Lp(Rn) to Lq(Rn) for 1 < p < n/α and 1/q = 1/p−α/n. See
[3].
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Proposition 2.4. Denote by KN(x, y) the kernel of the fractional operator ∆
−α/2
N . Then
x, y ∈ Rn+ we have:
KN(x, y) = K(x, y) + K˜N(x, y)
with
K˜N(x, y) := Cn,α
1
(|x′ − y′|2 + |xn + yn|2)n2−α2
.
Similar expressions for KN(x, y) when x, y ∈ Rn− also hold.
Proof. For x, y ∈ Rn+, working from the fraction of the square root of ∆N we have that:
KN(x, y)
=
1
Γ(α/2)
ˆ ∞
0
pt,∆N (x, y)
dt
t1−α/2
=
1
Γ(α/2)
ˆ ∞
0
1
(4πt)
n
2
e−
|x−y|2
4t
dt
t1−α/2
+
1
Γ(α/2)
ˆ ∞
0
1
(4πt)
n
2
e−
|x′−y′|2
4t e−
|xn+yn|
2
4t
dt
t1−α/2
= Cn,α
( 1
|x− y|n−α +
1
(|x′ − y′|2 + |xn + yn|2)n2−α2
)
= K(x, y) + K˜N (x, y).
where we set
K˜N(x, y) = Cn,α
1
(|x′ − y′|2 + |xn + yn|2)n2−α2
.

3. Characterization and Properties of H1∆N (R
n) and BMO∆N (R
n)
3.1. Fundamental Properties of BMO∆N (R
n). We now recall the definition and some
fundamental properties of BMO∆N (R
n) from [5].
Define
M =
{
f ∈ L1loc(Rn) : ∃d > 0 s.t.
ˆ
Rn
|f(x)|2
1 + |x|n+d dx <∞
}
.
Definition 3.1 ([5, Definition 2.2]). We say that f ∈M is of bounded mean oscillation
associated with ∆N , abbreviated as BMO∆N (R
n), if
‖f‖BMO∆N (Rn) = sup
B(y,r)
1
|B(y, r)|
ˆ
B(y,r)
∣∣f(x)− exp(−r2∆N)f(x)∣∣ dx <∞,(3.1)
where the supremum is taken over all balls B(y, r) in Rn. The smallest bound for which
(3.1) is satisfied is then taken to be the norm of f in this space, and is denoted by
‖f‖BMO∆N (Rn).
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Definition 3.2 ([5, Definition 2.1]). A function f on Rn+ is said to be in BMOr(R
n
+) if
there exists F ∈ BMO(Rn) such that F |Rn+ = f . If f ∈ BMOr(Rn+), then we set
‖f‖BMOr(Rn+) = inf
{
‖F‖BMO(Rn) : F |Rn+ = f
}
.
Definition 3.3 ([5, Page 270]). For any function f ∈ L1loc(Rn+), define
‖f‖BMOe(Rn+) = ‖fe‖BMO(Rn),
where fe is defined in (2.1). We denote by BMOe(R
n
+) the corresponding Banach space.
Similarly we can define the spaces BMOr(R
n
−) and BMOe(R
n
−).
Proposition 3.4 ([5, Proposition 3.1]). The spaces BMOr(R
n
+) and BMOe(R
n
+) coincide,
and their norms are equivalent. Similar result holds for BMOr(R
n
−) and BMOe(R
n
−).
Proposition 3.5 ([5, Proposition 4.2]). The Neumann BMO space BMO∆N (R
n) can be
described in the following way:
BMO∆N (R
n) =
{
f ∈M : f+ ∈ BMOr(Rn+) and f− ∈ BMOr(Rn−)
}
.
As a consequence of the results from [5] listed above, we obtain that f ∈ BMO∆N (Rn)
if and only if f+,e, f−,e ∈ BMO(Rn). A final key fact that plays a role in our analysis is
the duality between BMO∆N (R
n) and H1∆N (R
n).
Proposition 3.6 ([5, Corollary 4.3]). The dual space of H1∆N (R
n) is BMO∆N (R
n).
3.2. Properties of H1∆N (R
n). In this subsection, we provide a deeper study of the space
H1(Rn).
We first provide several equivalent characterizations ofH1∆N (R
n). To do so, we need the
following definitions of the Hardy space associated to ∆N in terms of the radial maximal
function, the non-tangential maximal function, the Riesz transforms, and atoms. As one
might expect, these definitions all turn out to be equivalent as shown below in Theorem
3.12.
Definition 3.7. We define H1∆N ,max(R
n) =
{
f ∈ L1(Rn) : f+∆N ∈ L1(Rn)
}
with the norm
‖f‖H1∆N,max(Rn) = ‖f
+
∆N
‖L1(Rn), where f+∆N (x) = sup
t>0
|exp(−t2∆N)f(x)|.
Definition 3.8. We define H1∆N ,∗(R
n) =
{
f ∈ L1(Rn) : f ∗∆N ∈ L1(Rn)
}
with the norm
‖f‖H1∆N,∗(Rn) = ‖f
∗
∆N
‖L1(Rn), where f ∗∆N (x) = sup|x−y|<t |exp(−t
2∆N )f(y)|.
Definition 3.9. We define
H1∆N ,Riesz(R
n) =
{
f ∈ L1(Rn) : ∂
∂xl
∆
− 1
2
N f ∈ L1(Rn) for 1 ≤ l ≤ n
}
with the norm ‖f‖H1∆N,Riesz(Rn) = ‖f‖L1(Rn) +
∑n
l=1
∥∥∥ ∂∂xl∆− 12N f∥∥∥L1(Rn).
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Next we define the atoms for H1∆N ,max(R
n), which we adapt from a very recent result
of Song and Yan [14].
Definition 3.10. Given M ∈ N. We say that a function a(x) ∈ L∞(Rn) is an
H1∆N ,max(R
n)-atom, if there exist a function b in the domain of ∆MN and a ball B ⊂ Rn
such that
(i) a = ∆MN b;
(ii) supp ∆kNb ⊂ B, k = 0, 1, . . . ,M ;
(iii) ‖(r2B∆N )kb‖L∞(Rn) ≤ r2MB |B|−1, k = 0, 1, . . . ,M .
Definition 3.11. We say that f =
∑
j λjaj is an atomic representation of f if {λj} ∈ ℓ1,
each aj is an H
1
∆N ,max
(Rn) atom, and the sum converges in L2(Rn). Set
H˜1∆N ,atom(R
n) =
{
f ∈ L2(Rn) : f has an atomic representation}
with the norm ‖f‖H˜1∆N,atom(Rn) given by
inf
{∑
j
|λj| : f =
∑
j
λjaj is an atomic representation
}
.
The space H1∆N ,atom(R
n) is defined as the completion of H˜1∆N ,atom(R
n) with respect to this
norm.
We now collection the equivalence of all these definitions and moreover provide a link
between H1(Rn) and H1∆N (R
n).
Theorem 3.12. Let all the notation be as above. Then,
H1∆N (R
n) = H1∆N ,max(R
n) = H1∆N ,∗(R
n) = H1∆N ,Riesz(R
n) = H1∆N ,atom(R
n)
and they have equivalent norms
‖f‖H1∆N (Rn) ≈ ‖f‖H1∆N,max(Rn) ≈ ‖f‖H1∆N,Riesz(Rn) ≈ ‖f‖H1∆N,atom(Rn)
≈ ‖f+,e‖H1(Rn) + ‖f−,e‖H1(Rn).
Namely, f ∈ H1∆N (Rn) if and only if f+,e ∈ H1(Rn) and f−,e ∈ H1(Rn).
Proof. We recall that the Hardy space associated with ∆N is defined as the set of func-
tions
{
f ∈ L1(Rn) : ‖S∆N (f)‖L1(Rn) <∞
}
in the norm of ‖f‖H1∆N = ‖S∆N (f)‖L1(Rn),
where S∆N (f)(x) =
( ´∞
0
´
|y−x|<t |Qt2f(y)|2 dydttn+1
) 1
2
, and Qt2 = t
2∆N exp(−t2∆N).
We now consider the operator Qt = t∆N exp(−t∆N ) = −t ddt exp(−t∆N ) for any t > 0
(see [8, (3.5) in Section 3.1]). Then we have
Qt2f(x) = t
2∆N exp(−t2∆N)f(x) =
ˆ
Rn
− t
2
∂
∂t
pt2,∆N (x, y)f(y) dy.
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From the definition of pt,∆N (x, y), see (2.4), we have that for any x ∈ Rn+,
t2∆N exp(−t2∆N )f(x) =
ˆ
Rn+
− t
2
∂
∂t
pt2,∆N (x, y)f+(y) dy
=
ˆ
Rn
− t
2
∂
∂t
pt2(x, y)f+,e(y) dy
= t2∆exp(−t2∆)f+,e(x).
Similarly, for any x ∈ Rn−, we have t2∆N exp(−t2∆N )f(x) = t2∆exp(−t2∆)f−,e(x).
Moreover, by a change of variable,
t2∆N exp(−t2∆N)f(x) = −t2∆exp(−t2∆)f+,e(x˜) for any t > 0, x ∈ Rn+;(3.2)
t2∆N exp(−t2∆N)f(x) = −t2∆exp(−t2∆)f−,e(x˜) for any t > 0, x ∈ Rn−.
Then from (3.2) we have
S∆N (f)(x)
2 =
ˆ ∞
0
ˆ
|x−y|<t,y∈Rn+
|t2∆N exp(−t2∆N)f(y)|2 dydt
tn
+
ˆ ∞
0
ˆ
|x−y|<t,y∈Rn−
|t2∆N exp(−t2∆N )f(y)|2 dydt
tn
=
ˆ ∞
0
ˆ
|x−y|<t,y∈Rn+
|t2∆exp(−t2∆)f+,e(y)|2 dydt
tn
+
ˆ ∞
0
ˆ
|x−y|<t,y∈Rn−
|t2∆exp(−t2∆)f−,e(y)|2 dydt
tn
=
1
2
( ˆ ∞
0
ˆ
|x−y|<t
|t2∆exp(−t2∆)f+,e(y)|2 dydt
tn
+
ˆ ∞
0
ˆ
|x−y|<t
|t2∆exp(−t2∆)f−,e(y)|2 dydt
tn
)
,
which implies that S∆N (f)(x) ≤
√
2
2
(
S(f+,e)(x) + S(f−,e)(x)
)
. Conversely,
S(f+,e)(x)
2 =
ˆ ∞
0
ˆ
|x−y|<t
|t2∆exp(−t2∆)f+,e(y)|2 dydt
tn
= 2
ˆ ∞
0
ˆ
|x−y|<t,y∈Rn+
|t2∆exp(−t2∆)f+,e(y)|2dydt
tn
≤ 2S∆N (f)(x)2.
Similarly we have S(f−,e)(x)2 ≤ 2S∆N (f)(x)2. Hence, we obtain that S(f+,e)(x) +
S(f−,e)(x) ≤ 2
√
2S∆N (f)(x). As a consequence, we have
‖f‖H1∆N (Rn) =
ˆ
Rn
|S∆N (f)(x)| dx(3.3)
≈
ˆ
Rn
|S(f+,e)(x)| dx+
ˆ
Rn
|S(f−,e)(x)| dx
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= ‖f+,e‖H1(Rn) + ‖f−,e‖H1(Rn).
Next we turn to H1∆D,max(R
n). From (2.4) we can see that for any t ≥ 0 and x ∈ Rn+,
exp(−t2∆N )f(x) =
ˆ
Rn
pt2,∆N (x, y)f(y) dy =
ˆ
Rn+
pt2,∆N (x, y)f+(y) dy
=
ˆ
Rn
pt2(x, y)f+,e(y) dy = exp(−t2∆)f+,e(x).
Similarly, exp(−t2∆N)f(x) = exp(−t2∆)f−,e(x) for any t ≥ 0 and x ∈ Rn−. Thus,
sup
t>0
| exp(−t2∆N)f(x)| = sup
t>0
| exp(−t2∆)f+,e(x)| for any x ∈ Rn+;(3.4)
sup
t>0
| exp(−t2∆N)f(x)| = sup
t>0
| exp(−t2∆)f−,e(x)| for any x ∈ Rn−.
Again, by a change of variable, we have that
exp(−t2∆N )f(x) = − exp(−t2∆)f+,e(x˜) for any t > 0, x ∈ Rn+;(3.5)
exp(−t2∆N )f(x) = − exp(−t2∆)f−,e(x˜) for any t > 0, x ∈ Rn−.
Then, for any f ∈ H1∆N ,max(Rn), from (3.4) and (3.5) we can obtain that
‖f‖H1∆N,max(Rn) =
ˆ
Rn+
|f+∆N (x)| dx+
ˆ
Rn−
|f+∆N (x)| dx(3.6)
=
ˆ
Rn+
sup
t>0
| exp(−t2∆N)f(x)| dx+
ˆ
Rn−
sup
t>0
| exp(−t2∆N)f(x)|dx
=
ˆ
Rn+
sup
t>0
| exp(−t2∆)f+,e(x)| dx+
ˆ
Rn−
sup
t>0
| exp(−t2∆)f−,e(x)| dx
=
1
2
(ˆ
Rn
sup
t>0
| exp(−t2∆)f+,e(x)| dx+
ˆ
Rn
sup
t>0
| exp(−t2∆)f−,e(x)| dx
)
=
1
2
(
‖(f+,e)+‖L1(Rn) + ‖(f−,e)+‖L1(Rn)
)
=
1
2
(
‖f+,e‖H1(Rn) + ‖f−,e‖H1(Rn)
)
,
where f+(x) = sup
t>0
|pt2 ∗ f(x)| is the classical maximal function as defined in (3) in §2.4.
Thus (3.6) yields that f ∈ H1∆N ,max(Rn) if and only if f+,e ∈ H1(Rn) and f−,e ∈ H1(Rn).
We now consider the Hardy space H1∆N ,∗(R
n) via the non-tangential maximal function.
Note that
f ∗∆N (x) = sup|x−y|<t
| exp(−t2∆N )f(y)|
≤ sup
|x−y|<t,y∈Rn+
| exp(−t2∆N )f(y)|+ sup
|x−y|<t,y∈Rn−
| exp(−t2∆N)f(y)|
≤ sup
|x−y|<t,y∈Rn+
| exp(−t2∆)f+,e(y)|+ sup
|x−y|<t,y∈Rn−
| exp(−t2∆)f−,e(y)|
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≤ sup
|x−y|<t
| exp(−t2∆)f+,e(y)|+ sup
|x−y|<t
| exp(−t2∆)f−,e(y)|
= (f+,e)
∗(x) + (f−,e)∗(x),
where f ∗(x) = sup
|x−y|<t
|pt2 ∗ f(y)| is the classical non-tangential maximal function. Hence
‖f ∗∆N (x)‖L1(Rn) ≤ ‖(f+,e)∗‖L1(Rn) + ‖(f−,e)∗‖L1(Rn). Moreover, we have
(f+,e)
∗(x) = sup
|x−y|<t
| exp(−t2∆)f+,e(y)|
≤ sup
|x−y|<t,y∈Rn+
| exp(−t2∆)f+,e(y)|+ sup
|x−y|<t,y∈Rn−
| exp(−t2∆)f+,e(y)|
≤ 2 sup
|x−y|<t
| exp(−t2∆N)f(y)|
≤ 2f ∗∆N (x).
Thus, ‖(f+,e)∗‖L1(Rn) ≤ 2‖f ∗∆N‖L1(Rn). Similarly we obtain ‖(f−,e)∗‖1 ≤ 2‖f ∗∆N‖L1(Rn).
This implies that
‖f ∗∆N‖1 ≈ ‖(f+,e)∗‖L1(Rn) + ‖(f−,e)∗‖L1(Rn).(3.7)
Thus, (3.7) yields that f ∈ H1∆N ,∗(Rn) if and only if f+,e ∈ H1(Rn) and f−,e ∈ H1(Rn).
As for the Riesz transform characterization of the Hardy space H1∆N (R
n), it suffices
to note that when x ∈ Rn+,
∇∆−
1
2
N f(x) =
ˆ
Rn
KN(x, y)f(y) dy =
ˆ
Rn+
RN (x, y)f+(y) dy =
ˆ
Rn
R(x, y)f+,e(y) dy
= ∇∆− 12 f+,e(x)
and that when x ∈ Rn−,
∇∆−
1
2
N f(x) = ∇∆−
1
2 f−,e(x).
Thus, f ∈ H1∆N ,Riesz(Rn) if and only if f+,e ∈ H1(Rn) and f−,e ∈ H1(Rn).
Finally, for the atomic decomposition, in the recent paper of Song and Yan [14],
they already obtained that H1∆N ,∗(R
n) = H1∆N ,atom(R
n). See [14, Theorem 1.4] for this
fact. 
We now prove the Fefferman–Stein type representation for the space BMO∆N (R
n).
Proof of Corollary 1.2. The proof is as in [9]. Let B =
⊕n
j=0 L
1(Rn) and norm B by∑n
j=0 ‖fj‖L1(Rn). We have that B∗ =
⊕n
j=0L
∞(Rn). Let S be the subspace of B given
by
S =
{
(f, RN,1f, . . . , RN,nf) : f ∈ L1(Rn)
}
.
We have that S is a closed subspace and that f → (f, RN,1f, . . . , RN,nf) is a isometry of
H1∆N (R
n) to S. Linear functionals on S andH1∆N (R
n) can be identified in an obvious way,
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hence any continuous linear functional on H1∆N (R
n) can be extended by Hahn-Banach
to a continuous linear functional on B and can be identified with a vector of functions
(b0, b1, . . . , bn) with each bj ∈ L∞(Rn).
We use this conclusion in the following way. Let ℓ be a continuous linear functional
on H1∆N (R
n). Then by Proposition 3.6 there is a function b ∈ BMO∆N (Rn) so that:ˆ
Rn
f(x)b(x) dx = ℓ(f).
However, by the discussion above, and by restricting the extended linear functional back
to H1∆N (R
n) we have for (f, RN,1f, . . . , RN,nf) = (f0, . . . , fn):
ℓ(f) =
n∑
j=0
ˆ
Rn
fj(x)bj(x) dx.
Using the definition of the fj = RN,jf we see that:
ℓ(f) =
ˆ
Rn
f(x)
(
b0(x) +
n∑
j=1
R∗N,jbj(x)
)
dx.
This then gives the decomposition that any b ∈ BMO∆N(Rn) can be written as:
b = b0 +
n∑
j=1
R∗N,jbj
with bj ∈ L∞(Rn).
For the converse, we simply observe that from our Theorem 3.12, we obtained that
RN maps H
1
∆N
(Rn) to L1(Rn). Hence, the boundedness of the Riesz transform R∗N from
L∞(Rn) to BMO∆N (R
n) follows from duality of H1∆N (R
n) with BMO∆N (R
n). We then
have that any b that can be written as:
b = b0 +
n∑
j=1
R∗N,jbj
with bj ∈ L∞(Rn) must belong to BMO∆N (Rn). 
We next note that H1∆N (R
n) is a proper subspace of the classical H1(Rn), which was
proved by Yan in [19, Proposition 6.2] from the viewpoint of the semigroup generated
by ∆N . And we now give a direct proof and provide a specific function f which lies in
H1(Rn) but does not belong to H1∆N (R
n). A related claim is made in [5, Corollary 4.3].
Theorem 3.13 ([19, Proposition 6.2]). H1∆N (R
n) ( H1(Rn).
Proof. We first show that the containment H1∆N (R
n) ⊂ H1(Rn) holds. This follows
directly from the fact that corresponding BMO spaces norm the H1 spaces, namely
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that:
‖f‖H1∆N (Rn) ≈ sup‖b‖BMO∆N (Rn)≤1
∣∣∣〈f, b〉L2(Rn)∣∣∣ .
An identical statement holds for H1(Rn) and BMO(Rn). As shown in [5], BMO(Rn) (
BMO∆N (R
n), and so we have
‖f‖H1(Rn) ≈ sup
‖b‖BMO(Rn)≤1
∣∣∣〈f, b〉L2(Rn)∣∣∣ ≤ sup
‖b‖BMO∆N (Rn)≤1
∣∣∣〈f, b〉L2(Rn)∣∣∣ ≈ ‖f‖H1∆N (Rn) .
This gives the containment, H1∆N (R
n) ⊂ H1(Rn).
We now show that there exists a function f ∈ H1(Rn) but f 6∈ H1∆N (Rn). For the sake
of simplicity, we just consider the example in dimension 1.
Define
f(x) :=
χ[0,1](x)√
2
− χ[−1,0)(x)√
2
.
It is easy to see that f(x) is supported in [−1, 1], and ´
R
f(x) dx = 0. Moreover, we have
‖f‖L2(R) = 1.
These implies that f is an atom of H1(R), which shows that f ∈ H1(R). From the
definition of f , we obtain that f+(x) =
χ[0,1](x)√
2
, and the even extension is
f+,e(x) =
χ[−1,1](x)√
2
.
But, then it is immediate that f+,e /∈ H1(R) since
´
Rn
f+,e(x) dx 6= 0. One can also prove
this by using the equivalent definition of H1(R) via the radial maximal function.
Similarly we have these estimates for f−,e. Hence, f+,e 6∈ H1(R) and f−,e 6∈ H1(R),
which, combining the result in Theorem 3.12, implies that f 6∈ H1∆N (R). 
Finally, we provide a description of the atoms in H1∆N (R
n) that connects back to the
atom in H1(Rn).
Proposition 3.14. Suppose a(x) is an H1∆N (R
n)-atom supported in B ⊂ Rn as in
Definition 3.10. Then we have ˆ
Rn
a(x) dx = 0.(3.8)
Moreover, if B ∩ {x ∈ Rn : xn = 0} 6= ∅, we denote B+ = B ∩ Rn+ and B− = B ∩ Rn−.
Then we have ˆ
B+
a(x) dx =
ˆ
B−
a(x) dx = 0.(3.9)
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Proof. First note that from Theorem 3.13, H1∆N (R
n) ( H1(Rn). Since a(x) is an
H1∆N (R
n) atom, we have a(x) ∈ H1(Rn), and hence (3.8) holds, where we use [10, Corol-
lary 6.7.7].
Second, suppose B ∩ {x ∈ Rn : xn = 0} 6= ∅. Then we define a+(x) = a(x)|B+
and a−(x) = a(x)|B−. Since a(x) ∈ H1∆N (Rn), from Theorem 3.12 we obtain that both
a+,e(x) and a−,e(x) are in H1(Rn), which implies thatˆ
Rn
a+,e(x) dx =
ˆ
Rn
a−,e(x) dx = 0.
Next we claim that
´
Rn
a+(x)dx = 0. In fact,ˆ
Rn
a+,e(x) dx =
ˆ
Rn+
a+,e(x) dx+
ˆ
Rn−
a+,e(x) dx = 2
ˆ
Rn+
a+,e(x) dx.
Hence,
´
Rn
a+,e(x) dx = 0 implies that
´
Rn
a+(x) dx = 0, i.e.,
´
B+
a(x) dx = 0.
Similarly we obtain that
´
B−
a(x) dx = 0. Hence (3.9) holds. 
Remark 3.15. In [18], it was asked if a proper subspace of the classical Hardy space exists
in which the subspace is characterized by maximal functions. This question was answered
positively in [17]. Our result above, Theorem 3.12, also gives a proper subspace of the
classical Hardy space where the subspace is characterized by radial maximal functions as
well as non-tangential maximal functions.
4. Weak Factorization of the Hardy space H1∆N (R
n)
In this section we turn to proving Theorem 1.3. There are two parts to this Theorem,
and upper and lower bound, and we focus first on the (easier) upper bound.
Recall that, for notational simplicity, we are letting
Πl(h, g) := h · R∗N,l(g)− g · RN,l(h),
where RN,l =
∂
∂xl
∆
− 1
2
N for 1 ≤ l ≤ n. We now prove the following theorem.
Theorem 4.1. Let g, h ∈ L∞(Rn) with compact supports. Then for 1 ≤ l ≤ n,
‖Πl(h, g)‖H1∆N (Rn) ≤ C ‖g‖L2(Rn) ‖h‖L2(Rn) .
This will be an immediate corollary of the following theorem.
Theorem 4.2. If b ∈ BMO∆N (Rn), then for 1 ≤ l ≤ n, the commutator
[b, RN,l](f)(x) = b(x)RN,l(f)(x)− RN,l(bf)(x)
is a bounded map on L2(Rn), with operator norm
‖[b, RN,l] : L2(Rn)→ L2(Rn)‖ ≤ C‖b‖BMO∆N (Rn).
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Proof. Suppose b is in BMO∆N (R
n). Then according to [5, Proposition 4.2], we have
that b+,e ∈ BMO(Rn) and b−,e ∈ BMO(Rn), and moreover,
‖b‖BMO∆N (Rn) ≈ ‖b+,e‖BMO(Rn) + ‖b−,e‖BMO(Rn).
For every f ∈ L2(Rn), we have
‖[b, RN,l](f)‖2L2(Rn) =
ˆ
Rn+
[b, RN,l](f)(x)
2 dx+
ˆ
Rn−
[b, RN,l](f)(x)
2 dx =: I + II.
For the term I, note that when x ∈ Rn+, we have
[b, RN,l](f)(x) = b(x)RN,l(f)(x)−RN,l(bf)(x)
= b+,e(x)Rl(f+,e)(x)− Rl(b+,ef+,e)(x) = [b+,e, Rl](f+,e)(x),
which implies that
I =
ˆ
Rn+
[b, RN,l](f)(x)
2 dx =
ˆ
Rn+
[b+,e, Rl](f+,e)(x)
2 dx
≤
ˆ
Rn
[b+,e, Rl](f+,e)(x)
2 dx
≤ C‖b+,e‖2BMO(Rn)‖f+,e‖2L2(Rn),
where Rl is the classical l-th Riesz transform
∂
∂xl
∆−
1
2 ,
For the last estimate we use the result [4, Theorem 1], which applies since we know
from Proposition 2.9 that RN,l is a Caldero´n–Zygmund kernel. Similarly we can obtain
that
II ≤ C‖b−,e‖2BMO(Rn)‖f−,e‖2L2(Rn).
Combining the estimates for I and II above, we obtain that
‖[b, RN,l](f)‖2L2(Rn) ≤ C‖b+,e‖2BMO(Rn)‖f+,e‖2L2(Rn) + C‖b−,e‖2BMO(Rn)‖f−,e‖2L2(Rn)
≤ C‖b‖2BMO∆N(Rn)
(
‖f+,e‖2L2(Rn) + ‖f−,e‖2L2(Rn)
)
≤ C‖b‖2BMO∆N(Rn)‖f‖
2
L2(Rn),
which yields that ‖[b, RN,l] : L2(Rn)→ L2(Rn)‖ ≤ C‖b‖BMO∆N (Rn). 
Proof of Theorem 4.1. By the duality result of [5], stated in Proposition 3.6, we know
thatH1∆N (R
n)∗ = BMO∆N (R
n). A simple duality computation shows for b ∈ BMO∆N (Rn)
and for any g, h ∈ L∞(Rn) with compact supports:
〈b,Πl(g, h)〉L2(Rn) =
〈
b, R∗N,l(g)h− RN,l(h)g
〉
L2(Rn)
= 〈g, [b, RN,l]h〉L2(Rn) .
Thus, from Theorem 4.2, we obtain that∣∣∣〈b,Πl(g, h)〉L2(Rn)∣∣∣ ≤ C‖b‖BMO∆N (Rn)‖g‖L2(Rn)‖h‖L2(Rn).
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This, together with the duality of H1∆N (R
n) with BMO∆N (R
n) shows that Πl(g, h) is in
H1∆N (R
n). And then by testing Πl(g, h) against b ∈ BMO∆N (Rn) functions, we find:
‖Πl(g, h)‖H1∆N (Rn) ≈ sup‖b‖BMO∆N(Rn)≤1
∣∣∣〈Πl(g, h), b〉L2(Rn)∣∣∣
≤ C ‖g‖L2(Rn) ‖h‖L2(Rn) sup‖b‖BMO∆N (Rn)≤1
‖b‖BMO∆N (Rn)
≤ C ‖g‖L2(Rn) ‖h‖L2(Rn) .

4.1. The Lower Bound in Theorem 1.3. The proof of the lower bound is more algo-
rithmic in nature and follows a proof strategy developed by Uchiyama in [16]. We begin
with a fact that will play a prominent role in the algorithm below. It is a modification
of a related fact for the standard Hardy space H1(Rn).
Lemma 4.3. Suppose f is a function satisfying:
´
Rn
f(x) dx = 0, and |f(x)| ≤ χB(x0,1)(x)+
χB(y0,1)(x), where |x0 − y0| := M > 10. Then we have
‖f‖H1∆N (Rn) ≤ Cn logM.(4.1)
Proof. First note that
f+∆N (x) = sup
t>0
|e−t∆Nf(x)| = sup
t>0
∣∣∣∣ˆ
Rn
pt,∆N (x, y)f(y) dy
∣∣∣∣ ≤ sup
t>0
ˆ
Rn
|pt,∆N (x, y)| dy ≤ C.
Hence, we obtain thatˆ
B(x0,5)
f+∆N (x) dx+
ˆ
B(y0,5)
f+∆N (x) dx ≤ Cn.
Now it suffices to estimate ˆ
Rn\(B(x0,5)∪B(y0,5))
f+∆N (x) dx.
To see this, we write it asˆ
Rn\B(x0,2M)
f+∆N (x) dx+
ˆ
B(x0,2M)\(B(x0,5)∪B(y0,5))
f+∆N (x) dx =: I + II.
We now estimate the term I. First note that from Ho¨lder’s regularity (2.8) of the heat
kernel pt,∆N (x, y), we have
|pt,∆N (x, y)− pt,∆N (x, x0)| ≤ C
( |y − x0|√
t + |x− x0|
) √t
(
√
t + |x− x0|)n+1
for |y − x0| <
√
t. Moreover, when |y − x0| ≥
√
t, we have
|pt,∆N (x, y)− pt,∆N (x, x0)| ≤ |pt,∆N (x, y)|+ |pt,∆N (x, x0)| ≤ C
e−|x−x0|
2/ct
tn/2
+
e−|x−y|
2/ct
tn/2
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≤ C
( |y − x0|√
t
)
e−|x−x0|
2/ct
tn/2
≤ C
( |y − x0|√
t+ |x− x0|
) √
t
(
√
t+ |x− x0|)n+1
.
Now note that from the cancellation condition of f and Ho¨lder’s regularity of the heat
kernel pt(x, y) as above, we have
f+∆N (x) = sup
t>0
∣∣∣∣ˆ
Rn
[pt,∆N (x, y)− pt,∆N (x, x0)]f(y) dy
∣∣∣∣
≤ C sup
t>0
ˆ
B(x0,1)∪B(y0,1)
( |y − x0|√
t + |x− x0|
) √
t
(
√
t+ |x− x0|)n+1
dy
≤ Cn |y0 − x0||x− x0|n+1 = Cn
M
|x− x0|n+1 .
As a consequence, we obtain that
I ≤
ˆ
Rn\B(x0,2M)
Cn
M
|x− x0|n+1 dx ≤ Cn.
We now turn to the term II. Note that when x ∈ B(x0, 2M)\(B(x0, 5) ∪ B(y0, 5)),
we have∣∣∣∣ˆ
Rn
pt,∆N (x, y)f(y) dy
∣∣∣∣ ≤ ˆ
B(x0,1)
|pt,∆N (x, y)| dy +
ˆ
B(y0,1)
|pt,∆N (x, y)| dy.
When t > 1, from the size estimate of the heat kernel pt,∆N (x, y), we have∣∣∣∣ˆ
Rn
pt,∆N (x, y)f(y) dy
∣∣∣∣ ≤ C 1|x− x0|n + C 1|x− y0|n .
When t ≤ 1, similarly we obtain that∣∣∣∣ˆ
Rn
pt,∆N (x, y)f(y) dy
∣∣∣∣ ≤ C 1|x− x0|n+1 + C 1|x− y0|n+1 ≤ C 1|x− x0|n + C 1|x− y0|n .
Thus,
II ≤
ˆ
B(x0,2M)\(B(x0,5)∪B(y0,5))
f+∆N (x) dx
≤ C
ˆ
B(x0,2M)\(B(x0,5)∪B(y0,5))
1
|x− x0|n +
1
|x− y0|n dx
≤ Cn logM.
Combining all the estimates above, we obtain that
‖f‖H1∆N (Rn) = ‖f
+
∆N
‖L1(Rn) ≤ Cn logM.

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Suppose 1 ≤ l ≤ n. Ideally, given an H1∆N (Rn)-atom a, we would like to find g, h ∈
L2(Rn) such that Πl(g, h) = a pointwise. While this can’t be accomplished in general,
the Theorem below shows that it is “almost” true.
Theorem 4.4. Suppose 1 ≤ l ≤ n. For every H1∆N (Rn)-atom a(x) and for all ε > 0
there exist a large positive number M and g, h ∈ L∞(Rn) with compact supports such
that:
‖a−Πl(h, g)‖H1∆N (Rn) < ε
and ‖g‖L2(Rn) ‖h‖L2(Rn) ≤ CMn.
Proof. Let a(x) be an H1∆N (R
n)-atom, supported in B(x0, r). We first consider the
construction of the bilinear form Πl(h, g) for 1 ≤ l ≤ n − 1 and the approximation to
a(x). To begin with, for the ball B(x0, r), we now consider the following cases: Case 1:
x0,n ≥ 0; Case 2: x0,n < 0.
We first consider Case 1. To begin with, fix ε > 0. Choose M ∈ [100,∞) sufficiently
large so that logM
M
< ε. Now select y0 ∈ Rn+ in the following way: for 1 ≤ i ≤ n, choose
y0,i > 0 such that y0,i−x0,i = Mr√n , where x0,i (reps. y0,i) is the ith coordinate of x0 (reps.
y0).
Note that for this y0, it is clear that B(y0, r) ⊂ Rn+ and we have |x0 − y0| = Mr.
Moreover, for any y ∈ B(y0, r), we also have |x0 − y| > Mr2 . We set
g(x) := χB(y0,r)(x) and h(x) := −
a(x)
R∗N,lg(x0)
.(4.2)
We first claim that ∣∣R∗N,lg(x0)∣∣ ≥ CM−n, 1 ≤ l ≤ n− 1.(4.3)
In fact, for l = 1, . . . , n− 1, from Proposition 2.2, we have
R∗N,lg(x0) =
∣∣∣∣ˆ
B(y0,r)
RN,l(y, x0) dy
∣∣∣∣
= Cn
∣∣∣∣∣
ˆ
B(y0,r)
(
yl − x0,l
|x0 − y|n+1 +
yl − x0,l
(|x′0 − y′|2 + |x0,n + yn|2)
n+1
2
)
dy
∣∣∣∣∣
= Cn |yl − x0,l|
∣∣∣∣∣
ˆ
B(y0,r)
(
1
|x0 − y|n+1 +
1
(|x′0 − y′|2 + |x0,n + yn|2)
n+1
2
)
dy
∣∣∣∣∣
≥ CMr
ˆ
B(y0,r)
1
|x0 − y|n+1 dy ≥ CM
−n.
As a consequence, we get that the claim (4.3) holds.
As for Case 2, we handle it in a symmetric way as follows. Fix ε > 0. Choose
M ∈ [100,∞) sufficiently large so that logM
M
< ε. Now select y0 ∈ Rn+ in the following
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way: for 1 ≤ i ≤ n, choose y0,i > 0 such that y0,i − x0,i = −Mr√n . Note that for this y0, it
is clear that B(y0, r) ⊂ Rn− and we have |x0− y0| =Mr. Moreover, for any y ∈ B(y0, r),
we also have |x0 − y| > Mr2 . We now define the functions g and h as in (4.2), and the
following the same estimates, we can obtain that the claim (4.3) holds.
From the definitions of the functions g and h, we obtain that supp g(x) = B(y0, r)
and supp h(x) = B(x0, r). Moreover, from (4.3) we obtain that
‖g‖L2(Rn) ≈ r n2 and ‖h‖L2(Rn) = 1|RN,lg(x0)|‖a‖L2(Rn) ≤ CM
nr−
n
2 .
Hence ‖g‖L2(Rn)‖h‖L2(Rn) ≤ CMn. Now write
a(x)− (h(x)R∗N,lg(x)− g(x)RN,lh(x)) = a(x)R∗N,lg(x0)− R∗N,lg(x)R∗N,lg(x0) − g(x)RN,lh(x)
=:W1(x) +W2(x).
By definition, it is obvious that W1(x) is supported on B(x0, r) and W2(x) is supported
on B(y0, r).
We first turn to W1(x). For x ∈ B(x0, r),
|W1(x)| = |a(x)|
|R∗N,lg(x0)−R∗N,lg(x)|
R∗N,lg(x0)
≤ CMn‖a‖L∞(Rn)
ˆ
B(y0,r)
|RN,l(y, x0)− RN,l(y, x)| dy
≤ CM
n
rn
ˆ
B(y0,r)
|x− x0|
|x− y|n+1 dy
≤ C 1
Mrn
.
Hence |W1(x)| ≤ C 1MrnχB(x0,r)(x).
We next estimate W2(x). From the definition of g(x), we have
|W2(x)| = χB(y0,r)(x)|RN,lh(x)|
= χB(y0,r)(x)
1
|R∗N,lg(x0)|
∣∣∣∣ˆ
B(x0,r)
RN,l(x, y)a(y) dy
∣∣∣∣
= χB(y0,r)(x)
1
|R∗N,lg(x0)|
∣∣∣∣ˆ
B(x0,r)
RN,l(x, y)a+(y) dy
∣∣∣∣ ,
where the last equality follows from the fact that x ∈ B(y0, r) ⊂ Rn+ and from the
definition of the Riesz kernel RN(x, y) as in (2.9). Hence, from the cancellation property
of a+(y), we get
|W2(x)| = χB(y0,r)(x)
1
|R∗N,lg(x0)|
∣∣∣∣ˆ
B(x0,r)
(RN,l(x, y)− RN,l(x, x0))a+(y) dy
∣∣∣∣
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≤ CχB(y0,r)(x)Mn
ˆ
B(x0,r)
‖a‖L∞(Rn) |y − x0||x− x0|n+1 dy
≤ C
Mrn
χB(y0,r)(x).
Combining the estimates of W1 and W2, we obtain that∣∣∣a(x)− (h(x)R∗N,lg(x)− g(x)RN,lh(x)) ∣∣∣ ≤ CMrn (χB(x0,r)(x) + χB(y0,r)(x)).(4.4)
Next we point out thatˆ [
a(x)− (h(x)R∗N,lg(x)− g(x)RN,lh(x)) ]dx(4.5)
=
ˆ
a(x)dx−
ˆ (
h(x)R∗N,lg(x)− g(x)RN,lh(x)
)
dx
= 0,
since a(x) has cancellation (Proposition 3.14) and the second integral equals 0 just by
the definitions of g and h.
Then the size estimate (4.4) and the cancellation (4.5), together with Lemma 4.3,
imply that∥∥∥a(x)− (h(x)R∗N,lg(x)− g(x)RN,lh(x)) ∥∥∥
H1∆N
(Rn)
≤ C logM
M
< Cǫ.
This proves the result for 1 ≤ l ≤ n− 1.
We now consider the the bilinear form Πn(g, h) and its approximation to a(x). Again,
for the ball B(x0, r), we now consider the following cases: Case 1: x0,n ≥ 0; Case 2:
x0,n < 0.
It suffices to consider the Case 1 since the other can be handled symmetrically. In this
case, for x0 with x0,n ≥ 0, choose y0 such that y0,i − x0,i = Mr√n for i = 1, . . . , n.
We now define the functions g and h as in (4.2). This, together with Proposition 2.2,
yields
R∗N,lg(x0) =
∣∣∣∣ˆ
B(y0,r)
RN,n(y, x0) dy
∣∣∣∣
= Cn
∣∣∣∣∣
ˆ
B(y0,r)
(
yn − x0,n
|x0 − y|n+1 +
x0,n + yn
(|x′0 − y′|2 + |x0,n + yn|2)
n+1
2
)
dy
∣∣∣∣∣
≥ Cn
∣∣∣∣ˆ
B(y0,r)
yn − x0,n
|x0 − y|n+1 dy
∣∣∣∣
= Cn |yn − x0,n|
∣∣∣∣ˆ
B(y0,r)
1
|x0 − y|n+1 dy
∣∣∣∣
≥ CM−n.
Hene, we obtain that the claim (4.3) holds for these g and h.
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Now following the approximation as that for RN,l with 1 ≤ l ≤ n− 1, we obtain that∥∥∥a(x)− (h(x)R∗N,lg(x)− g(x)RN,lh(x)) ∥∥∥
H1∆N
(Rn)
≤ C logM
M
< Cǫ.(4.6)

With this approximation result, we can now prove the main Theorem 1.3, restated
below for the convenience of the reader.
Theorem 4.5. Suppose 1 ≤ l ≤ n. For any f ∈ H1∆N (Rn) there exists sequences
{λkj} ∈ ℓ1 and functions gkj , hkj ∈ L∞(Rn) with compact supports such that
f =
∞∑
k=1
∞∑
j=1
λkjΠl(g
k
j , h
k
j ).
Moreover, we have that:
‖f‖H1∆N (Rn) ≈ inf
{ ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(Rn) ∥∥hkj∥∥L2(Rn) : f = ∞∑
k=1
∞∑
j=1
λkj Πl(gj , hj)
}
.
Proof. By Theorem 4.1 we have that ‖Πl(g, h)‖H1∆N (Rn) ≤ C ‖g‖L2(Rn) ‖h‖L2(Rn), it is
immediate that we have for any representation of f =
∑∞
k=1
∑∞
j=1 λ
k
j Πl(g
k
j , h
k
j ) that
‖f‖H1∆N (Rn) ≤ C inf
{ ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(Rn) ∥∥hkj∥∥L2(Rn) : f = ∞∑
k=1
∞∑
j=1
λkj Πl(g
k
j , h
k
j )
}
.
We turn to show that the other inequality hold and that it is possible to obtain such
a decomposition for any f ∈ H1∆N (Rn). By the atomic decomposition for H1∆N (Rn),
Theorem 3.12, for any f ∈ H1∆N (Rn) we can find a sequence {λ1j} ∈ ℓ1 and sequence of
H1∆N (R
n)-atoms a1j so that f =
∑∞
j=1 λ
1
ja
1
j and
∑∞
j=1
∣∣λ1j ∣∣ ≤ C0 ‖f‖H1∆N (R).
We explicitly track the implied absolute constant C0 appearing from the atomic de-
composition since it will play a role in the convergence of the approach. Fix ε > 0 so
that εC0 < 1. Then we also have a large positive number M with
logM
M
< ǫ. We apply
Theorem 4.4 to each atom a1j . So there exists g
1
j , h
1
j ∈ L∞(Rn) with compact supports
and satisfying
∥∥g1j∥∥L2(Rn) ∥∥h1j∥∥L2(Rn) ≤ CMn and∥∥a1j −Πl(g1j , h1j)∥∥H1∆N (Rn) < ε ∀j.
Now note that we have
f =
∞∑
j=1
λ1ja
1
j =
∞∑
j=1
λ1j Πl(g
1
j , h
1
j ) +
∞∑
j=1
λ1j
(
a1j −Πl(g1j , h1j)
)
:=M1 + E1.
Observe that we have
‖E1‖H1∆N (Rn) ≤
∞∑
j=1
∣∣λ1j ∣∣ ∥∥a1j − Πl(g1j , h1j)∥∥H1∆N (Rn) ≤ ε
∞∑
j=1
∣∣λ1j ∣∣ ≤ εC0 ‖f‖H1∆N (Rn) .
26 JI LI AND BRETT D. WICK
We now iterate the construction on the function E1. Since E1 ∈ H1∆N (Rn), we can apply
the atomic decomposition in H1∆N (R
n), Theorem 3.12, to find a sequence {λ2j} ∈ ℓ1 and
a sequence of H1∆N (R
n)-atoms {a2j} so that E1 =
∑∞
j=1 λ
2
ja
2
j and
∞∑
j=1
∣∣λ2j ∣∣ ≤ C0 ‖E1‖H1∆N (Rn) ≤ εC20 ‖f‖H1∆N (Rn) .
Again, we will apply Theorem 4.4 to each atom a2j . So there exist g
2
j , h
2
j ∈ L∞(Rn)
with compact supports and satisfying
∥∥g2j∥∥L2(Rn) ∥∥h2j∥∥L2(Rn) ≤ CMn and∥∥a2j −Πl(g2j , h2j )∥∥H1∆N (Rn) < ε, ∀j.
We then have that:
E1 =
∞∑
j=1
λ2ja
2
j =
∞∑
j=1
λ2j Πl(g
2
j , h
2
j) +
∞∑
j=1
λ2j
(
a2j − Πl(g2j , h2j)
)
:= M2 + E2.
But, as before observe that
‖E2‖H1∆N (Rn) ≤
∞∑
j=1
∣∣λ2j ∣∣ ∥∥a2j −Πl(g2j , h2j)∥∥H1∆N (Rn) ≤ ε
∞∑
j=1
∣∣λ2j ∣∣ ≤ (εC0)2 ‖f‖H1∆N (Rn) .
And, this implies for f that we have:
f =
∞∑
j=1
λ1ja
1
j =
∞∑
j=1
λ1j Πl(g
1
j , h
1
j) +
∞∑
j=1
λ1j
(
a1j −Πl(g1j , h1j )
)
= M1 + E1 =M1 +M2 + E2 =
2∑
k=1
∞∑
j=1
λkj Πl(g
k
j , h
k
j ) + E2.
Repeating this construction for each 1 ≤ k ≤ K produces functions gkj , hkj ∈ L∞(Rn)
with compact supports and satisfying
∥∥gkj ∥∥L2(Rn) ∥∥hkj∥∥L2(Rn) ≤ CMn for all j, sequences
{λkj} ∈ ℓ1 with
∥∥{λkj}∥∥ℓ1 ≤ εk−1Ck0 ‖f‖H1∆N (Rn), and a function EK ∈ H1∆N (Rn) with
‖EK‖H1∆N (Rn) ≤ (εC0)
K ‖f‖H1∆N (Rn) so that
f =
K∑
k=1
∞∑
j=1
λkj Πl(g
k
j , h
k
j ) + EK .
Passing K → ∞ gives the desired decomposition of f = ∑∞k=1∑∞j=1 λkj Πl(gkj , hkj ). We
also have that:
∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ≤ ∞∑
k=1
ε−1(εC0)k ‖f‖H1∆N (Rn) =
C0
1− εC0 ‖f‖H1∆N (Rn) .

Finally, we dispense with the proof of Theorem 1.4.
H
1
∆N
AND BMO∆N VIA WEAK FACTORIZATIONS AND COMMUTATORS 27
Proof of Theorem 1.4. The upper bound in this theorem is contained in Theorem 4.1.
For the lower bound, we first note that from Theorem 3.12, H1∆N (R
n) has equivalent
characterizations via atoms, which shows that H1∆N (R
n) ∩ L∞c (Rn) is dense in H1∆N (Rn)
with respect to the H1∆N (R
n) norm, where we use L∞c (R
n) to denote the L∞ function
with compact supports.
Then using the weak factorization in Theorem 1.3 we have that for f ∈ H1∆N (Rn) ∩
L∞c (R
n),∣∣∣〈b, f〉L2(Rn)∣∣∣ ≤ ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∣∣∣〈b,Πl(gkj , hkj )〉L2(Rn)∣∣∣ = ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∣∣∣〈gkj , [b, RN,l]hkj 〉L2(Rn)∣∣∣ .
Hence we have that∣∣∣〈b, f〉L2(Rn)∣∣∣ ≤ ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥[b, RN,l](hkj )∥∥L2(Rn) ∥∥gkj ∥∥L2(Rn)
≤ ∥∥[b, RN,l] : L2(Rn)→ L2(Rn)∥∥ ∞∑
k=1
∞∑
j=1
∣∣λkj ∣∣ ∥∥gkj ∥∥L2(Rn) ∥∥hkj∥∥L2(Rn)
≤ C ∥∥[b, RN,l] : L2(Rn)→ L2(Rn)∥∥ ‖f‖H1∆N (Rn) .
By the duality between BMO∆N(R
n) and H1∆N (R
n) we have that:
‖b‖BMO∆N(Rn) ≈ sup‖f‖
H1
∆N
(Rn)
≤1
∣∣∣〈b, f〉L2(Rn)∣∣∣ ≤ C ∥∥[b, RN,l] : L2(Rn)→ L2(Rn)∥∥ .

5. The fractional integrals: proof of Theorem 1.5
Suppose b is in BMO∆N(R
n). Then according to [5, Proposition 4.2], we have that
b+,e ∈ BMO(Rn) and b−,e ∈ BMO(Rn), and moreover,
‖b‖BMO∆N(Rn) ≈ ‖b+,e‖BMO(Rn) + ‖b−,e‖BMO(Rn).
For every f ∈ Lp(Rn), we have
‖[b,∆−α/2N ](f)‖qLq(Rn) =
ˆ
Rn+
[b,∆
−α/2
N ](f)(x)
q dx+
ˆ
Rn−
[b,∆
−α/2
N ](f)(x)
q dx =: I + II.
For the term I, note that when x ∈ Rn+, we have
[b,∆
−α/2
N ](f)(x) = b(x)∆
−α/2
N (f)(x)−∆−α/2N (bf)(x)
= b+,e(x)∆
−α/2(f+,e)(x)−∆−α/2(b+,ef+,e)(x)
= [b+,e,∆
−α/2](f+,e)(x),
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which implies that
I =
ˆ
Rn+
[b,∆−α/2](f)(x)q dx =
ˆ
Rn+
[b+,e,∆
−α/2](f+,e)(x)
q dx
≤
ˆ
Rn
[b+,e,∆
−α/2](f+,e)(x)q dx
≤ C‖b+,e‖qBMO(Rn)‖f+,e‖qLp(Rn).
For the last estimate we use the result [4, Theorem 1], which applies since we know
from Proposition 2.9 that RN,l is a Caldero´n–Zygmund kernel. Similarly we can obtain
that
II ≤ C‖b−,e‖qBMO(Rn)‖f−,e‖qL2(Rn).
Combining the estimates for I and II above, we obtain that∥∥∥[b,∆−α/2N ](f)∥∥∥q
Lq(Rn)
≤ C‖b+,e‖qBMO(Rn)‖f+,e‖qLp(Rn) + C‖b−,e‖qBMO(Rn)‖f−,e‖qLp(Rn)
≤ C‖b‖qBMO∆N(Rn)
(
‖f+,e‖qLp(Rn) + ‖f−,e‖qLp(Rn)
)
≤ C‖b‖qBMO∆N(Rn)‖f‖
q
Lp(Rn),
which yields that ‖[b, RN,l] : Lp(Rn)→ Lq(Rn)‖ ≤ C‖b‖BMO∆N (Rn).
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