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Résumé
Le concept de réseau global est sans aucun doute la notion fondatrice de la prochaine
génération de systèmes de communication. Dans un futur proche, un utilisateur devra
être en mesure de conserver une excellente qualité de communication quel que soit
l’endroit où il se trouve ou se déplace, sans jamais s’apercevoir des changements
technologiques sous-jacents. En tant que marché de niche des communications, faire
partie de cette dynamique est crucial pour les communications par satellite.
Ces dernières années, de nombreuses études ont néanmoins démontré que l’intégra-
tion du segment satellite dans un contexte global est fortement handicapée par ses
caractéristiques intrinsèques. En effet, des protocoles essentiels tels que TCP qui in-
fluent fortement sur la performance moyenne pâtissent de la durée du RTT et sont
inadaptés aux communications par satellite.
La communauté satellite a donc recours depuis les années 2000 à des solutions spé-
cifiques sous la forme de TCP-PEPs (Performance Enhancement Proxy). Celles-ci
offrent de très bonnes performances mais marginalisent le lien satellite en brisant le
concept essentiel de communication de bout-en-bout, compliquant ainsi son intégra-
tion au sein d’un système multi-technologies.
Aussi, à défaut de trouver une solution conciliant intégrabilité et efficacité, le satel-
lite risque-t-il de se trouver exclu de cet ambitieux projet, et ce malgré ses nombreux
atouts.
Dans un premier temps, nous avons étudié les comportements des dernières évolutions
de TCP initiées par les principaux systèmes d’exploitation. Ceux-ci nous ont permis
de constater que des solutions bout-en-bout pertinentes, bien qu’initialement pensées
pour optimiser les réseaux terrestres, peuvent offrir des performances similaires aux
TCP-PEPs dans un environnement satellite. Toutefois, ces améliorations concernent
essentiellement les connexions longues. Les faibles performances des solutions de bout-
en-bout pour les connexions courtes, majoritaires dans l’Internet, continuent donc à
justifier l’utilisation de TCP-PEPs.
Forts de ce constat, nous nous sommes intéressés plus spécifiquement à l’optimisation
des protocoles de transport bout-en-bout pour les connexions courtes et avons proposé
un mécanisme appelé Initial Spreading qui permet une amélioration significative des
performances quel que soit le contexte.
Son concept simple vise à affranchir les débuts de connexion de leur dépendance au
RTT en émettant, dès l’établissement de la connexion, une grande quantité de seg-
ments de données. L’attention est portée sur les conséquences d’un tel envoi dans un
réseau congestionné, et alors que des solutions telles que la RFC 6928, proposée par
Google, voient leurs performances fortement détériorées dans un tel environnement,
notre mécanisme utilise un étalement précis et régulé des premiers segments envoyés
qui lui permet d’atteindre des performances remarquables.
De nombreuses simulations avec NS2 ont tout d’abord validé l’intérêt et l’efficacité
de notre mécanisme.
Un modèle mathématique des connexions courtes TCP a ensuite permis de corroborer
ces résultats et de comprendre précisément les conséquences relatives à l’émission
d’une rafale de segments (ou burst) sur la performance d’une connexion.
Finalement, nous avons implanté l’Initial Spreading dans le noyau Linux afin de le
tester dans des réseaux terrestres et satellite et montrer le bien-fondé de notre propo-
sition en environnement réel.
Nous avons alors pu affiner l’Initial Spreading au travers de nos évaluations et fi-
nalement présenter à l’IETF, sous la forme d’un “Internet Draft”, un mécanisme à
même d’améliorer de façon significative les performances des connexions TCP courtes
indépendamment du contexte considéré et de l’état du réseau.
Abstract
Undoubtedly, the idea of global network is the founding concept of the next generation
of communication systems. In the future, a user should therefore be able to maintain
an excellent quality of communication regardless of where he is or moves without
noticing the underlying technology changes. As a niche market of communications,
be part of this dynamic is crucial for satellite communications.
However, in the recent years, many studies have shown that the integration of the
satellite segment in a global context was complicated by the different characteristics
of considered technologies. In fact, some of the most important protocols such as
TCP that warranty the quality of a communication are strongly suffering from the
RTT duration and so are inadequate for the satellite link.
Since the 2000s, satellite community therefore deployed specific solutions in the form
of TCP-PEP. They offer very good performance, but marginalize the satellite link
from the others by breaking the essential concept of end-to-end communication, and
then make its integration among other technologies difficult.
Also, if a solution that enables a better integrability and efficiency is not found, the
satellite may be excluded from this ambitious project, despite its numerous strengths.
We first conducted an extensive set of studies regarding the behavior of TCP latest fla-
vors initiated by the main Operating Systems. They suggest that relevant end-to-end
solutions, designed to fit terrestrial networks, can eventually offer similar performance
in a satellite environment than the TCP-PEP solution. However, these optimisations
only improve long-lived connections. The poor performance of short-lived connec-
tions, that are a majority in the Internet, continues therefore to justify the use of
TCP-PEP.
Consequently, we focused on improving end-to-end transport protocols for short-lived
connections and proposed a mechanism called Initial Spreading that allows significant
performance improvements regardless of the context.
Its simple concept aims to overcome the RTT dependence that strongly damages
the short-lived flows by emitting a large amount of data segments just after the
connection establishment. We pay close attention to the consequences of releasing a
large group of segments (burst) in a congested network. So while solutions such as
RFC 6928, proposed by Google, see their performance sharply deteriorated in such
an environment, our mechanism ensures very good performance using an accurate
and regulated spreading of the first sent segments.
Many simulations in NS2 first allowed us to validate the usefulness and scope of our
mechanism.
A mathematical model of short-lived TCP connections then allowed us to corrob-
orate these results and to understand in an accurate way the consequences of the
transmission of bursts of segments on the average performance of a communication.
Finally, we implemented the Initial Spreading in the Linux kernel in order to test its
behavior and efficiency in terrestrial and satellite networks and show the merits of
our proposal in a real environment.
All these evaluations allowed us to refine our mechanism to significantly improve the
performance of short-lived TCP connections regardless of the context in question and
the state of the network. We finally submitted our proposal to the IETF in the form
of an “Internet Draft”.
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1 Introduction
Le concept de réseau global est sans aucun doute la notion fondatrice de la prochaine généra-
tion de systèmes de communication. Dans un futur proche, un utilisateur devra être en mesure
de conserver une excellente qualité de communication quel que soit l’endroit où il se trouve ou
se déplace, sans jamais s’apercevoir des changements technologiques sous-jacents (WiFi, réseaux
mobiles, réseaux satellite,...). En tant que marché de niche des communications, faire partie
intégrante de cette dynamique est cruciale pour les communications par satellite.
Ces dernières années, de nombreuses études ont néanmoins démontré que les caractéristiques
intrinsèques des différentes technologies compliquent l’intégration du segment satellite dans un
contexte global. Nombre de protocoles régissant la performance de la communication perdent en
effet en efficacité dès lors qu’un segment satellite est emprunté.
Aussi, malgré ses nombreux atouts et notamment sa propension à couvrir à moindre coût
des zones étendues et inaccessibles, le satellite risque-t-il de se trouver exclu de cet ambitieux
objectif et contraint à jouer les seconds rôles.
Les raisons des singularités protocolaires des communications par satel-
lite
Un des exemples flagrants de cette singularité concerne plus spécifiquement les protocoles de
bout en bout. On pense alors particulièrement aux protocoles de transport.
En effet, les contraintes des communications par satellite et notamment le très long délai
rendent inadéquats les protocoles de transport classiques tels que TCP New Reno. Ces derniers,
conçus pour assurer un service en mode connecté efficace pour les réseaux filaires à faible temps
de propagation, subissent de plein fouet l’augmentation du Round Trip Time (RTT), c’est-à-
dire du temps compris entre l’émission d’une donnée et la réception de son Accusé de Réception
(ACK). Ce RTT supérieur à 0.5 seconde, plus de 10 fois supérieur aux RTTs terrestres classiques,
affecte lourdement un grand nombre de leurs mécanismes tels que l’établissement de connexion,
le contrôle de flux ou encore la reprise sur erreur, et dégrade de façon significative leur efficacité.
La communauté “satellite” a donc eu recours dans les années 2000 à des solutions dédiées. Ces
solutions appelées TCP Performance Enhancement proxy (TCP-PEP) permettent d’atteindre
un bon niveau de performance en scindant notamment la connexion TCP de bout-en-bout afin
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d’isoler le segment satellite et de cacher ses spécificités à l’utilisateur. Les TCP-PEPs sont donc
devenus rapidement la solution de référence et sont très largement utilisés par l’ensemble des
opérateurs de télécommunication par satellite.
Pourtant, les TCP-PEPs et la rupture du principe de bout-en-bout qu’ils induisent sont à
l’origine de la difficulté à utiliser conjointement les communications par satellite et les autres
types de communications.
Quelle solution envisager?
Afin de permettre l’intégration du satellite dans la mouvance actuelle des systèmes de com-
munication, toute nouvelle proposition pour la couche transport visant à en améliorer les per-
formances sur le segment satellite doit être, dans le pire des cas, transparente pour le reste du
réseau.
Deux axes principaux de recherche se présentent alors :
– Poursuivre la piste des solutions spécifiques “satellites” de type TCP-PEPs en s’appliquant
à ce que leur utilisation ne perturbe pas le fonctionnement et l’efficacité des protocoles de
bout-en-bout actuels.
– Viser une optimisation des performances des TCPs “terrestres” classiques, en s’appuyant
sur l’étude des évolutions récentes apportées à certaines de leurs fonctions qui permettent,
comme nous le montrerons par la suite, d’approcher par moment les performances des
TCP-PEPs dans un contexte satellite.
Le point de départ de cette thèse a donc consisté à comparer les solutions “satellite” avec les
solutions “terrestres”, observant notamment les récentes et pertinentes évolutions de TCPs que
sont TCP-Compound et TCP-Cubic, afin de juger de l’écart réel de performance [2].
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Figure 1.1 – Comparaison des performances des TCPs de bout-en-bout et des TCP-PEPs
2
1. INTRODUCTION
Nous avons alors montré que ces évolutions de TCP permettaient de se passer de TCP-
PEPs pour la transmission de certaines catégories de connexions, mais n’apportaient pas encore
une réponse complète. Nous détaillerons ces résultats plus loin dans ce manuscrit mais à titre
d’illustration, la Figure 1.1 compare le temps nécessaire à la transmission d’une certaine quantité
de données, exprimée en nombre de segments, dans le cas d’une utilisation de TCP-PEPs, de
TCP New Reno, et de TCP Cubic.
Nous pouvons directement observer que :
– dans le cas de connexions longues, les nouveaux TCPs atteignent des résultats similaires à
ceux des solutions TCP-PEPs et surclassent les anciens TCPs ;
– dans le cas des connexions courtes, aucun progrès significatif ne semble avoir été fait, et
l’écart de performance entre les solutions TCP-PEPs et les solutions terrestres est inchangé
et demeure significatif.
Les enseignements sont nombreux et nous offrent une réelle base de travail. En particulier,
bien que cela ne soit pour l’instant vrai que dans le cas des connexions longues, les évolutions
protocolaires non dédiées aux satellites semblent être en mesure de rivaliser avec les solutions
spécifiques de type TCP-PEPs. Une généralisation de cette tendance permettrait à terme de se
passer de ces solutions spécifiques et donc de ne plus différencier d’un point de vue transport le
segment satellite des autres segments.
Cette possibilité aux retombées particulièrement intéressantes pour l’intégration des satellites
dans le projet de nouveaux systèmes de communication ne sera néanmoins possible qu’à travers
une optimisation des performances des TCPs classiques pour les connexions courtes.
Une faiblesse plus générale : les débuts de connexion
Nous avons alors procédé à un état de l’art des solutions visant à améliorer les débuts de
connexion. Ce dernier a révélé que les mauvaises performances des TCPs classiques pour les
connexions courtes n’étaient pas l’apanage des communications par satellite. Contrairement au
traitement des connexions longues, le début de connexion a peu évolué, et se trouve être désormais
une faiblesse majeure des solutions classiques.
Pour autant, les travaux sur l’amélioration des débuts de connexion ont été nombreux, mais
aucun des mécanismes proposés n’a réussi à obtenir l’assentiment général, étant tous reconnus
ou pressentis comme coupables de la dégradation des performances du réseau dans certains cas
de figure et en particulier dans les réseaux très chargés.
Une des idées en vogue, défendue par Google, et déjà implantée dans les systèmes d’exploita-
tion récents illustre parfaitement ce cas de figure. Elle consiste à augmenter la taille de la fenêtre
initiale de congestion (IW), et donc à émettre dès l’établissement de la connexion l’équivalent
d’une dizaine de segments sous la forme d’une unique rafale (ou burst). Cette solution agressive
permet notamment une réduction considérable du délai moyen nécessaire à la transmission de
connexions courtes lorsque le réseau n’est pas congestionné, mais voit ses performances fortement
diminuées dans le cas contraire : tous les segments du burst ayant de plus grands risques d’être
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perdus.
Initial Spreading : une solution de bout-en-bout
Forts des constats précédents, nous avons élargi notre objectif et proposé une solution qui
améliore de façon générale les performances des connexions courtes, indépendamment du support.
Nous verrons que cela permet de combler les lacunes des solutions TCPs dans le contexte satellite
et donc de s’affranchir des TCP-PEPs.
Notre proposition, intitulée Initial Spreading, vise a émettre dès le premier RTT la totalité
de la connexion courte en prenant garde de minimiser son impact sur le réseau traversé. Pour
ce faire, elle exploite 2 mécanismes a priori antagonistes dans leurs traitements des bursts :
l’augmentation de la taille de la fenêtre initiale et le mécanisme d’espacement ou Pacing, dont
l’objectif est de supprimer autant que possible les bursts.
Pour valider notre proposition, nous avons tout d’abord effectué un nombre important de
simulations qui a confirmé l’intérêt de l’Initial Spreading quel que soit le scénario envisagé [3],
montrant des bénéfices significatifs face à l’ensemble des solutions existantes.
Puis, conscients des lacunes des outils utilisés pour simuler le comportement de TCP dans
des milieux congestionnés, nous avons proposé un modèle mathématique fondé sur l’existence
d’un lien bas débit engorgé qui correspond bien à notre environnement satellitaire mais aussi à
la plupart des situations rencontrées dans l’Internet. Fondé sur une appréhension fine des bursts,
une modélisation à l’aide d’un automate probabiliste temporisé nous permet d’obtenir le délai
moyen en fonction de la taille du flux, du RTT et du pourcentage de pertes, validant ainsi nos
simulations [4] mais également nos hypothèses sur les conséquences des émissions groupées.
Finalement, nous avons implanté l’Initial Spreading dans le noyau linux. Cette phase était de
notre point de vue indispensable pour montrer le bien-fondé et la faisabilité de notre proposition
en environnement réel. L’implantation a pu ensuite être testée dans des environnements simples
en suivant les exemples pris pour la simulation et le modèle mathématique, dans le cadre de
l’émulateur OpenSand et sur de vrais satellites, ainsi que sur des réseaux filaires traditionnels.
Alors que les expérimentations sur satellite (réel ou émulé) nous ont permis d’observer la difficulté
de mise en œuvre de l’Initial Spreading ainsi que l’impact de la couche accès Digital Video
Broadcasting (DVB) sur notre mécanisme, les expérimentations sur des réseaux terrestres ont,
quant à elle, conforté nos résultats précédents et validé tout l’intérêt d’utiliser l’Initial Spreading.
Au regard des résultats obtenus, nous avons proposé notre travail à l’IETF [5] afin de statuer
sur son originalité, son attractivité et la faisabilité de son implantation auprès des différents
acteurs du monde du Transport. Nos nombreuses discussions avec les membres de l’IETF, outre
avoir confirmé l’intérêt et les attentes que pouvait susciter l’Initial Spreading, nous ont également
aidé à optimiser son implantation en utilisant les dernières évolutions logicielles du noyau Linux
et notamment en adaptant le dernier projet de Google visant à développer les capacités “réseaux”
du noyau.
Cela nous a alors permis d’affiner l’algorithme de notre mécanisme en optimisant la relation
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entre les besoins théoriques et les contraintes réelles auxquelles il devra faire face. Notre nouvelle
version de l’Initial Spreading résout notamment le problème des interactions avec les couches
basses du satellite. Nous avons ainsi pu établir que l’utilisation d’Initial Spreading en complément
des nouvelles versions de TCP offre une telle amélioration des performances dans le cas des
connexions courtes, et ce quel que soit le support, qu’elle permet notamment :
– de se passer des TCP-PEPs ;
– d’améliorer significativement les performances du réseau de façon générale.
5

2 Les protocoles de transport fiabilisés
face aux réseaux à longue distance
Depuis plus de 20 ans, les communications par satellite souffrent, dans le contexte d’une
utilisation Internet, de l’inadéquation des protocoles utilisés. Cela est d’autant plus remarquable
pour les protocoles de bout-en-bout de la couche transport qui pâtissent fortement de la durée
du RTT [6].
TCP est le protocole de transport le plus largement employé. Pensé et conçu pour les réseaux
filaires, ses performances se trouvent fortement amoindries dans un tel environnement.
Dans les prochaines sections, nous détaillerons les différents mécanismes de TCP susceptibles
d’être dégradés par le contexte satellite et évaluerons notamment leurs coûts en termes de RTTs.
2.1 Évaluation des protocoles TCPs dans le contexte
satellite
2.1.1 Description de TCP
TCP est un protocole de transport de bout-en-bout fonctionnant en mode connecté dont
l’objectif est de transmettre de manière fiable une information entre deux utilisateurs. Il utilise
le principe des fenêtres glissantes pour contrôler la performance de bout-en-bout. Le débit d’une
connexion est donc directement lié à la taille de sa fenêtre, cette dernière représentant la quantité
d’information qu’il peut émettre sans avoir à attendre de nouvel accusé de réception (ACK).
La fenêtre est appelée Initial Window (IW) lorsqu’elle est égale au nombre de segments que
l’émetteur peut envoyer dès l’établissement de la connexion, et Congestion Window (CWND)
dès lors que les accusés de réception ont fait évoluer l’IW. Par ailleurs, à tout moment, la taille
de la fenêtre de l’émetteur est égale au minimum de CWND et de Advertised Window (AWND),
cette dernière étant la capacité de la fenêtre de réception (Receiver Advertised Window (RWND))
transmise par le récepteur.
N’ayant pas ou peu d’informations sur la teneur du réseau emprunté, notamment en termes
de type de liens, débit disponible ou congestion éventuelle, TCP ne peut compter que sur les
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événements qu’ils interprètent comme des notifications de congestion pour établir le débit de la
connexion et assurer aux utilisateurs le meilleur débit instantané possible.
Le protocole TCP est spécifié par une machine à états ; le passage de l’un à l’autre est le
résultat du traitement des événements de congestion via le processus de reprise sur erreur.
Entre l’établissement et la fermeture de la connexion, le mode opératoire de TCP est séparé
en deux états principaux permettant d’assurer le contrôle de flux et de congestion :
– le début de connexion ;
– l’état stable.
La Figure 2.1 est une représentation simplifiée du diagramme d’états de TCP insistant sur
les changements d’états qui ont lieu entre l’ouverture et la fermeture d’une connexion
Etablissement de connexion
Debut de connexion
Etat stable
Fin de connexion
Echange SYN-SYN/ACK
Succès de la reprise sur erreur
Succès de la reprise sur erreur
Echec de la reprise sur erreur
Echec de la reprise sur erreur
Echange FIN-FIN/ACK
Dépassement du seuil
Figure 2.1 – Principes généraux de TCP sous forme de diagramme d’états simplifié
2.1.1.1 Établissement de connexion
L’établissement de connexion est à l’initiative de l’émetteur. Celui-ci initie un échange de
segments, sollicitant dans un premier temps l’ouverture de la connexion en envoyant un segment
SYN. Le récepteur confirmera la prise en compte de la volonté de l’émetteur en accusant réception
du segment reçu et en demandant à son tour l’ouverture de la connexion via l’émission d’un
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segment SYN/ACK. L’émetteur pourra alors entériner l’ouverture de connexion en validant le
segment reçu, mettant ainsi un terme à l’échange dit de poignée de main qui aura alors duré 1
RTT pour le client. La Figure 2.2 illustre l’établissement de la connexion.
Client 
RTT
SYN ACK
SYN, ACK Ce segment peut contenir desdonnées
Serveur
Figure 2.2 – Établissement de connexion entre 2 utilisateurs
2.1.1.2 Le début de connexion
La connexion est établie et le RTT connu, pour autant aucun autre indicateur de l’état
du réseau n’a été échangé. TCP utilise cet état et notamment le mécanisme du “Slow-Start”
pour sonder le réseau : il commence par émettre une petite quantité de données puis augmente
rapidement sa capacité d’émission jusqu’à la détection d’un événement de congestion ou au dé-
passement d’une variable appelée Slow Start Threshold (ssthresh), qui détermine si la connexion
doit continuer en Slow Start ou passer à l’état stable.
Durant le Slow Start, TCP commencera par émettre le contenu de l’IW, dont la taille est
communément fixée à 3 segments par la RFC 3390 [7], avant d’attendre les accusés de réception
des segments envoyés. Chaque ACK permettra alors à l’émetteur d’augmenter d’une unité la taille
de sa fenêtre de congestion, c’est-à-dire, du nombre potentiel de segments qu’il peut envoyer sans
attendre de nouvel accusé. L’émetteur doublera ainsi sa capacité d’émission à chaque RTT.
Le Slow Start permet ainsi d’éviter une surcharge du réseau qui serait préjudiciable non seule-
ment à la performance individuelle de la connexion mais également à la performance collective
du réseau. Cependant, il n’en reste pas moins trop conservateur dans le cas des transmissions
de connexions courtes et inadapté aux réseaux à long RTT de par sa dépendance directe à ce
paramètre. Par exemple, la transmission d’une connexion de 10 segments, représentative des ob-
jets HTTP, nécessitera au minimum 3 RTTs et donc plus d’1.5 seconde dans un environnement
satellitaire.
2.1.1.3 La reprise sur erreur
L’expiration d’une temporisation sur la non-réception d’un ACK a longtemps été le seul
moyen de détecter une perte. Cette temporisation appelée Retransmission Time Out (RTO) est
enclenchée à l’établissement de la connexion et remise à zéro chaque fois que la transmission
d’un segment est correctement validée. Sa durée importante, fixée à 3 secondes par la RFC 2988
[8], permet d’être certain que le segment attendu est bien perdu mais également de s’assurer que
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le réseau a eu le temps nécessaire pour sortir d’un état potentiel de congestion. L’expiration du
Timer entraîne alors irrémédiablement le retour dans l’état précédent avec une IW égale à 1.
Avec ce seul mécanisme de détection, aucune distinction n’est par exemple possible entre les
pertes dues à des erreurs sur le support et les pertes dues à une congestion majeure du réseau.
Toute perte résulte en une même limitation du débit de la connexion.
Depuis New Reno, la reprise sur erreur de TCP a été affinée en ajoutant des mécanismes qui
lui permettent de distinguer les raisons d’une perte afin de la traiter plus efficacement.
Ces mécanismes reposent sur un des principes de TCP qui veut que le récepteur envoie
à chaque réception de segment l’ACK du dernier segment reçu de façon ordonnée. Ainsi, la
réception d’un segment ne faisant pas numériquement suite au précédent entraîne l’émission
d’un DupACK, c’est-à-dire d’un ACK en tout point équivalent au dernier envoyé.
Fast Retransmit
Fast Retransmit utilise la réception de ces DupACKs pour statuer sur la raison de la perte. La
réception de 3 DupACKs, nombre jugé suffisant pour considérer que les segments n’arriveront
pas de façon désordonnée et que la perte n’était pas due à une congestion majeure du réseau
mais à un événement isolé, entraîne la retransmission instantanée du prochain segment attendu
par le récepteur et la transition vers l’état stable.
Fast Recovery
Ce passage à l’état stable se fait via une réduction significative de CWND afin de prévenir une
potentielle surcharge du réseau. Fast Recovery [9, 10] est alors utilisé pour diminuer l’effet de
cette réduction de la fenêtre : chacun des DupACKs reçu incrémentera la taille de CWND d’une
unité et ce jusqu’à la réception de l’accusé du segment retransmis.
Ainsi lorsqu’un segment est perdu, TCP réagit de 2 façons possibles :
– soit il est en mesure de récupérer la perte en utilisant Fast Retransmit, auquel cas il entrera
dans l’état stable ;
– soit il ne peut pas, et dans ce cas, il recommence en Slow Start après expiration du RTO.
Selective Acknowledgment (SACK)
Par ailleurs, il n’est pas rare que TCP subisse des pertes multiples dans une même fenêtre,
ce qui a pour conséquence de détériorer de façon importante sa performance. En effet, sans
mécanisme particulier, la réception des DupACKs permet à TCP de ne récupérer qu’une perte
par RTT.
Le mécanisme SACK [11] associé à une politique de retransmission sélective aide à la récupéra-
tion de pertes multiples. Le récepteur TCP ne se contente plus de renvoyer un DupACK accusant
réception du dernier segment arrivé dans l’ordre, mais envoie également à l’émetteur les segments
qu’il a correctement reçus dans un champ SACK. L’émetteur peut alors retransmettre les données
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manquantes dès réception des trois DupACKs signalant le ou les mêmes segments manquants.
Dans tous les cas, le temps minimal d’attente pour récupérer une perte est d’1 RTT, et peut
atteindre plusieurs secondes si les mécanismes de reprise sur erreur ne sont pas applicables. Il
est par ailleurs intéressant de noter que la valeur du RTO n’est pas fonction du RTT et sera
proportionnellement plus pénalisante pour les connexions à RTT court que pour celles à RTT
long.
2.1.1.4 L’état stable
L’objectif de cet état est de permettre à la connexion d’évoluer à un débit élevé, sachant
que des événements de congestion ont été détéctés [12, 13]. TCP entre dans cet état suite au
dépassement du ssthresh ou au succès du mécanisme de Fast Retransmit.
Cet état géré par des algorithmes d’évitement de congestion (CA) sujets à de nombreuses
évolutions [14, 15] est essentiel dans les performances de TCP. Ainsi, par abus de langage, les
différentes versions de TCPs portent généralement le nom de leur algorithme de CA. Récemment,
les Systèmes d’Exploitation tels que Windows et Linux ont proposé et adopté leur propre version
appelée respectivement CTCP [16] et Cubic [17], celles-ci viennent concurrencer TCP New Reno,
la version historique, mais également des solutions plus spécifiques telles que TCP Hybla [18] qui
ciblent les réseaux à long RTTs et notamment les communications par satellite.
La Figure 2.3 présente le banc de test utilisé pour observer et comparer les différents CA.
Le lien satellite est émulé par Opensand [19], une plateforme d’émulation des systèmes de télé-
communications par satellite. Nous avons utilisé le logiciel iperf entre les 2 machines Linux
d’extrémité pour engendrer le trafic.
Serveur
Terminal D'extrémité
Gateway
5 ms 5 ms250 ms
100 Mbit/s100 Mbit/s 5 Mbit/s
Lien satellite émulé
Station
Terminal
Figure 2.3 – Topologie simple utilisée pour l’évaluation des différents algorithmes de contrôle
de congestion
2.1.1.5 New Reno : l’algorithme de CA traditionnel
L’algorithme de CA de New Reno [20] est très simple, et bien que son utilisation s’amenuise,
il reste néanmoins déployé dans un grand nombre de machines.
Suite au Fast Retransmit, TCP réduit sa CWND et donc son débit de moitié, et va accroître
lentement ce dernier en incrémentant d’une unité la taille de sa fenêtre à chaque RTT, et ce,
jusqu’à la prochaine détection d’un événement de congestion.
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TCP New Reno est très conservateur : il aura en effet besoin de CWND2 RTTs pour récupérer
le débit avant réduction (CWND représentant la taille de fenêtre atteinte alors). Ses perfor-
mances seront donc totalement dépendantes du RTT avec une accélération du débit inversement
proportionnelle à la durée de ce dernier.
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Figure 2.4 – Évolution de TCP New Reno
La Figure 2.4 montre l’évolution d’une connexion utilisant New Reno sur un lien satellite
dans un environnement sans aucune congestion. Cette courbe traçant les résultats obtenus pour
une seule connexion est représentative de TCP New Reno et illustre parfaitement les différentes
phases de la connexion :
– Phase 1 : Suite à l’établissement de la connexion, le Slow Start débute et la CWND est
rapidement augmentée jusqu’à la première perte.
– Phase 2 : La première perte n’ayant pu être récupérée, la connexion repart en Slow Start
quelques secondes plus tard avec une IW unitaire, après avoir au préalable fixé la taille de
ssthresh à la moitié de la fenêtre atteinte en Phase 1.
– Phase 3 : Dès lors que la taille de le CWND atteint la valeur de ssthresh, TCP entre dans
l’état stable et utilise l’algorithme de contrôle de congestion de New Reno pour augmenter
la taille de sa fenêtre.
– Phase 4: Une nouvelle perte a lieu, mais cette dernière peut être récupérée par l’algorithme
de Fast Retransmit. Ainsi, TCP se contente de réduire sa CWND avant de repartir en état
stable.
2.1.1.6 TCP Hybla : une solution pour les longs RTTs
En réaction aux faiblesses des versions de TCPs telles que Reno et New Reno lorsqu’elles se
trouvent confrontées à un long RTT, TCP Hybla [18] a été proposé pour rendre TCP indépendant
au RTT durant la phase de contrôle de congestion et gommer ainsi les différences de performances
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de TCPs qui lui sont dues. Son objectif est en effet de permettre aux entités d’extrémité le même
débit d’émission instantané que celui d’un lien de référence ayant quelques millisecondes de RTT,
et ce quelque soit le RTT réel de la connexion.
Pour ce faire, il utilise un ensemble de procédures qui inclut notamment une augmentation
plus rapide de la taille de la CWND visant à compenser la réduction du débit provoquée par la
longueur du RTT et un espacement des segments pour atténuer les conséquences sur le réseau
de l’émission d’un nombre de segments plus important.
L’utilisation d’Hybla a montré de réelles améliorations du débit pour les communications par
satellite[21].
Néanmoins nous noterons deux défauts qui ont réduit son intérêt pour la communauté
“réseau” :
– Le RTT de référence est considéré égal à un RTT terrestre classique. Dès lors que le
RTT mesuré est inférieur ou égal à ce RTT de référence, Hybla n’a aucune conséquence.
Ainsi, Hybla est au mieux transparent pour les réseaux terrestres et ne permet donc pas
d’améliorations motivant son implantation dans les nouveaux noyaux.
– Les auteurs suggèrent l’espacement pour contrecarrer les effets liés à l’émission d’une grande
CWND dans le réseau. Nous verrons dans la partie 3.4 que cette solution fait débat et peut
avoir de sérieuses contreparties.
2.1.1.7 CTCP et Cubic : les nouveaux TCPs
Bien qu’elles soient moins affectées que les communications par satellite, les communications
terrestres subissent également la faiblesse des performances de New Reno. Ainsi, conscients des
conséquences en termes de performance du caractère trop conservateur de New Reno, les nou-
veaux algorithmes de CA tels que Cubic [17] et Compound [16, 22] vont tâcher d’approcher le
plus rapidement possible le débit maximal avant congestion, en considérant la taille de la fenêtre
atteinte lors de la détection de la perte comme un point pivot essentiel.
Ainsi les deux mécanismes coupent la progression linéaire de New Reno pour proposer une
évolution en trois étapes :
– Étape 1 : la CWND est tout d’abord réduite à 80% de la valeur précédente afin de prévenir
une éventuelle congestion, puis les deux algorithmes augmentent rapidement la taille de
leur fenêtre de façon à sonder de nouveau le réseau. Cette phase a pour but de ne plus
souffrir de pertes isolées et permet de retrouver rapidement un débit élevé dans un tel cas
de figure.
– Étape 2 : durant cette phase, les deux mécanismes font l’hypothèse que la conservation de
leur débit actuel leur permet un partage efficace et équitable de la bande passante avec
les autres utilisateurs. Le passage de la première phase à la deuxième est différent pour
les deux mécanismes. Ainsi, Cubic utilise un seuil statique égal à la valeur atteinte par
la CWND au moment de la détection de la perte, tandis que CTCP utilise un indicateur
dynamique. CTCP observe l’évolution de la mesure du RTT. Jugeant qu’une augmentation
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significative de cette durée est révélatrice d’un encombrement du réseau et donc à terme
d’une congestion, il décide alors de stopper la phase 1 pour passer à la phase 2.
– Étape 3 : après un certain temps sans détection de congestion, les deux mécanismes vont
tester si l’évolution constante et dynamique du réseau leur est favorable. Ils sondent donc à
nouveau le débit disponible en augmentant leur CWND. Cubic le fait de façon très agressive
tandis que CTCP utilise la croissance linéaire de TCP New Reno.
Parmi les nombreux avantages de ces nouveaux algorithmes, leur indépendance vis-à-vis du
RTT est à souligner et laisse présager des résultats très intéressants pour les communications
par satellite. Pour y parvenir, CTCP fonde l’évolution de sa CWND à la fois sur la détection
des pertes (”loss-based“), mais également sur l’évolution de la mesure du RTT (”delay-based“).
Ce dernier point lui permet de faire évoluer sa fenêtre indépendamment du RTT. Cubic, tout
comme New Reno, est uniquement fondé sur la détection des pertes, mais, à la différence de ce
dernier, il mesure l’évolution du temps entre les pertes pour modifier sa CWND et s’affranchir
ainsi de la dépendance vis-à-vis du RTT.
Figure 2.5 – Évolution de Cubic
Obtenue de la même façon que la Figure 2.4, la Figure 2.5 illustre les 3 phases de l’évolu-
tion de l’algorithme de congestion d’une connexion utilisant Cubic sur un lien satellite dans un
environnement sans congestion.
2.1.1.8 Comparaison des différents TCPs
Les Figure 2.4 et Figure 2.5 permettent d’observer les différences entre ces deux protocoles
dans un environnement similaire et soulignent notamment les progrès accomplis sur l’état stable.
Ainsi les nouveaux algorithmes de congestion, s’affranchissant de leur dépendance au RTT dont
l’impact sur les communications par satellite est non négligeable, permettent une amélioration
significative des performances de TCP dans cet état. La CWND moyenne avec Cubic est de 130
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segments contre 100 pour TCP New Reno, ce qui signifie une amélioration du débit de 30% avec
Cubic.
En revanche, les deux TCPs n’ayant modifié leur comportement que dans l’état stable ont des
performances identiques pour les débuts de connexions, les reprises sur erreur ou encore l’étab-
lissement de connexion. Ces phases ayant une durée proportionnelle au RTT, les performances
pour les connexions courtes continueront à pâtir fortement de sa valeur, quel que soit le CA
utilisé.
2.2 Les TCP-PEPs : une solution dédiée au satellite
Face à l’inadéquation des solutions classiques et notamment de TCP New Reno, la com-
munauté satellite a mis au point une solution spécifique, les TCP-PEPs [23], dont le but est
d’utiliser de façon optimale la bande passante disponible, et d’apporter ainsi une solution aux
dégradations liées aux propriétés inhérentes du segment satellite, en particulier leur long RTT
[2].
2.2.1 Le principe des TCP-PEPs
Le concept général des TCP-PEPs est d’isoler le lien satellite des autres parties du réseau,
en coupant la connexion de bout-en-bout en plusieurs connexions.
Pour ce faire, les TCP-PEPs utilisent deux architectures differentes :
– une solution distribuée qui utilise une combinaison de TCP-PEP serveur et TCP-PEP
client, placés aux deux extrémités du lien satellite ;
– une solution intégrée qui utilise un unique TCP-PEP placé entre la Gateway et le serveur.
Figure 2.6 – Les deux différentes architectures des TCP-PEPs
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La Figure 2.6 illustre ces différentes architectures. L’insertion de TCP-PEPs dans le réseau
revient donc à scinder en deux ou trois la connexion TCP initiale. En effet, les TCP-PEPs se
comportent comme un utilisateur TCP et accusent réception des segments reçus provenant de
l’émetteur initial, avant de les émettre à nouveau vers le destinataire à travers une nouvelle
connexion dédiée. La Figure 2.7 illustre les premiers échanges de segments qui ont lieu lorsqu’un
TCP-PEP de type intégré est utilisé.
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Figure 2.7 – Premiers échanges de segments illustrant l’utilisation d’un seul TCP-PEP
Dans la suite de l’étude, nous considérerons des TCP-PEPs distribués car ceux-ci sont plus
représentatifs du contexte qui nous intéresse : l’insertion du lien satellite dans un contexte multi-
technologies. Les principes exposés restent néanmoins valables pour les deux solutions.
2.2.2 Avantages et inconvénients des TCP-PEPs
Les avantages des TCP-PEPs
L’intérêt principal des TCP-PEPs réside dans l’amélioration significative de la performance de
la connexion via l’ajout d’un mécanisme a priori peu intrusif. En effet, l’utilisation de TCP-PEPs
ne nécessite pas de modification des piles des utilisateurs et leurs apparaît comme transparente.
L’amélioration des performances est quant à elle une conséquence directe de la séparation en
plusieurs connexions au rôle différent [24, 25].
Ainsi, en se plaçant entre l’émetteur et le lien satellite, le TCP-PEP permet de passer outre
le long RTT en accusant réception des segments émis avant qu’ils n’empruntent le lien satellite.
Le TCP-PEP peut ainsi solliciter l’émetteur pour recevoir les segments au débit qu’il souhaite
sans être contraint par la longueur du RTT.
Une fois en possession des segments à retransmettre vers le récepteur, le TCP-PEP peut le
faire de façon optimale en utilisant la connexion qui s’occupe spécifiquement du segment satellite
et permet donc d’appréhender au mieux ce lien et ses contraintes en utilisant des protocoles
adaptés. De nombreuses optimisations des TCP-PEPs existent d’ailleurs, visant à améliorer les
communications entre les TCP-PEPs en modifiant la couche transport ou ses interactions avec
les couches inférieures. Ainsi, les différents fournisseurs de TCP-PEPs améliorent le rendement
de la connexion entre les TCP-PEPs en utilisant des modifications du protocole TCP, ou en se
fondant sur des protocoles de transport différents tels que des versions modifiées d’User Datagram
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protocol (UDP), ou encore eXplicit Control Protocol (XCP) [26] mais peuvent également utiliser
des mécanismes d’interconnexion permettant notamment la gestion de la CWND en utilisant des
informations fournies par la couche 2 [27].
Finalement, l’utilisation de TCP-PEPs permet d’augmenter le débit de la connexion de la
même façon qu’une connexion locale et donc de remplir quasiment instantanément le débit du
satellite alloué à l’émetteur en garantissant une forte Qualité de Service (QdS).
Les inconvénients des TCP-PEPs
Finalement, l’utilisation des TCP-PEPs s’avére très intrusive. En effet, l’amélioration des per-
formances rendue possible par les TCP-PEPs en tronçonnant la connexion en plusieurs con-
nexions ayant des émetteurs et des destinataires différents, se fait au détriment du principe
de connexion de bout-en-bout [28], un concept fondamental des communications actuelles [28].
En brisant ce principe largement exploité par les protocoles et services des autres couches, les
TCP-PEPs détériorent ou empêchent leur bon fonctionnement.
De nombreux protocoles nécessaires à la communication sont ainsi affectés. Ceux assurant
la sécurité sont probablement parmi les plus touchés. En effet, afin de couper la connexion
pour en ouvrir de nouvelles, les TCP-PEPs ont besoin d’accéder aux informations du segment
telles que les adresses Internet Protocol (IP) ou certains champs TCP qui sont généralement
chiffrés et connus uniquement des utilisateurs d’extrémité. Cela ne peut se faire qu’au travers
d’une violation d’Internet Protocol Security (IPsec), le protocole de sécurité le plus largement
employé. Ainsi, bien que des solutions proposant une utilisation conjointe d’une nouvelle version
plus sûre du protocole IPsec et de TCP-PEPs soient régulièrement avancées [29, 30], les résultats
continuent de montrer qu’utiliser les TCP-PEPs ne permet une amélioration des performances
qu’au détriment de la sécurité.
Parallèlement à ces problèmes de sécurité, les solutions TCP-PEPs affectent également les
protocoles de mobilité tels que Mobile IP [31], notamment dans le cas des réseaux hybrides satel-
lite et terrestre avec des terminaux dual-mode, situation classique représentative des nouvelles
tendances des télécommunications. Ainsi, dans le cas de la mobilité d’un des utilisateurs qui
nécessiterait un changement du chemin, et notamment le passage d’un chemin avec lien satellite
et donc des TCP-PEPs à un chemin sans (ou réciproquement), le TCP-PEP ou l’utilisateur final
recevra des segments TCPs dont les entêtes ré-écrites par les TCP-PEPs ne correspondent pas
à ce qu’ils attendent. Ces segments sont alors irrémédiablement supprimés pour des raisons de
sécurité. La connexion TCP ne peut donc pas poursuivre de façon transparente et doit être à
nouveau initiée au prix d’une importante dégradation de la QdS.
Par ailleurs, utiliser des TCP-PEPs ajoute un coût important pour les opérateurs qui doivent
non seulement les installer, mais également les maintenir et les actualiser afin que leur utilisation
n’aille pas à l’encontre de nouvelles améliorations protocolaires. Ce problème se retrouve d’ailleurs
de façon plus générale dans l’ajout de dispositifs intermédiaires dans les réseaux. De nombreuses
études ont ainsi été menées montrant que l’insertion de telles boîtes noires dans le réseau réduit
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la marge d’optimisation des protocoles de bout-en-bout en annihilant leurs actions [32]. Dans
le cas des TCP-PEPs par exemple, nous sommes en droit de nous interroger sur leurs réactions
face à une entête TCP modifiée par l’utilisation d’une nouvelle option.
En conclusion, les TCP-PEPs ont été conçus alors que les performances des TCPs classiques
ne permettaient pas d’utiliser de façon satisfaisante les satellites, et ont parfaitement joué leur
rôle. Néanmoins, l’évolution des besoins et la volonté récente d’intégrer la technologie satellite
dans un ensemble de technologies diverses, ne sont pas compatibles avec les solutions actuelles. Il
est ainsi nécessaire de faire évoluer les solutions-types TCP-PEPs pour qu’elles n’entravent plus
le fonctionnement des protocoles de bout-en-bout, ou d’améliorer les performances des solutions
de bout-en-bouts telles que TCP.
Dans la partie suivante, nous mesurons les progrès accomplis par les nouvelles versions de
TCP depuis que les TCP-PEPs sont devenus la solution prioritaire et incontestée du marché.
Notre objectif est de pouvoir privilégier l’une des solutions précédentes.
2.3 Les TCP-PEPs faces aux solutions bout-en-bout
La Figure 2.8 représente le nombre de segments envoyés en fonction du temps pour des
connexions évoluant dans un environnement satellitaire non-congestionné et pour différents pro-
tocoles de transport. Elle a été obtenue en utilisant le même banc de test que celui représenté
par la Figure 2.3. Des TCP-PEPs commercialisés ont été ajoutés quand cela était nécessaire.
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2.3.1 Le cas des connexions courtes
La transmission d’une connexion courte, c’est-à-dire d’une connexion dont la taille est in-
férieure ou égale à une dizaine de segments, se fait avec le protocole TCP dans son état de
début de connexion. Ainsi, à l’exception d’une perte récupérée grâce au Fast Retransmit qui
provoquerait le passage à l’état stable, le slow start est le seul mécanisme utilisé. Les nouvelles
versions de TCP n’offrant pas d’améliorations notables, TCP New Reno et Cubic sont affectés
de la même façon par le long RTT.
La Figure 2.8 illustre la différence notable de performances entre les solutions de type TCP-
PEPs et les solutions de bout-en-bout. Ainsi, les TCP-PEPs permettant à la connexion de ne
pas pâtir des contraintes propres aux satellites et d’atteindre très rapidement son débit max-
imal offrent un début de connexion beaucoup plus efficace que ces autres solutions qui voient
l’augmentation de leur débit restreinte par la durée du RTT.
2.3.2 Le cas des connexions longues
Dans le cas des connexions longues, le protocole TCP évolue vraisemblablement dans son
état stable suite aux pertes rencontrées en fin de Slow Start. La différence dans l’efficacité des
algorithmes de contrôle de congestion s’exprime ici pleinement [33].
La Figure 2.8 montre que les TCP-PEPs continuent d’assurer un débit quasi-maximal, mais
également que les nouveaux TCPs représentés ici par Cubic, permettent des performances si-
milaires en étant beaucoup plus réactifs aux pertes, et beaucoup plus aggressifs dans leur CA.
Ces deux solutions surpassent nettement TCP New Reno qui reste très sévèrement affecté par la
croissance du débit inversement proportionnelle au RTT.
En conclusion, alors que les performances des premiers TCPs représentés ici par New Reno
justifiaient le développement de nouvelles solutions, les améliorations récentes apportées aux
algorithmes de contrôle de congestion ont montré qu’il est possible pour les solutions de bout-
en-bout de rivaliser avec les solutions spécifiques. Néanmoins, tant que la phase de début de
connexion ne sera pas elle aussi optimisée, la différence de performance dans le cas des connexions
courtes continuera à justifier l’utilisation des solutions de type TCP-PEPs.
2.4 Problématique
Des études récentes [34, 35] menées à grande échelle sur des données réelles ont montré que les
connexions courtes représentent 90% des communications Internet. Ainsi, transmettre de façon
optimale ces connexions n’est pas un enjeu propre à la communauté satellite mais bien un enjeu
majeur des télécommunications.
Le Slow Start est un mécanisme volontairement conservateur, conçu non pas pour transmettre
une connexion courte mais bien dans le but de sonder le réseau et éviter de créer des perturbations
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majeures. Cependant son fort coût en nombre de RTTs dégrade les performances pour l’ensemble
des technologies.
Dans la suite de ce manuscrit, nous allons désormais considérer l’amélioration des perfor-
mances pour les connexions courtes, indépendamment du support. Trouver une solution à ce
problème devrait nous permettre d’une part d’améliorer les performances de l’ensemble des con-
nexions TCPs, et d’autre part de répondre à notre problématique initiale : l’amélioration des
protocoles de transport pour les réseaux satellite.
20
3 Les pistes d’amélioration de TCP dans
le cas des connexions courtes
Dans le chapitre précédent, nous avons souligné le besoin d’amélioration des performances
de TCP dans le cas du traitement des connexions courtes. Ainsi, alors que les nouvelles versions
proposent des algorithmes de contrôle de congestion de plus en plus performants, les performances
de TCP pour les connexions courtes souffrent toujours du caractère chronophage de ses autres
mécanismes.
De nombreuses études ont été réalisées ou sont en attente de validation par les instances
de normalisation afin de proposer des solutions plus en adéquation avec l’évolution des besoins
et des tendances d’utilisation de l’Internet [36]. De fait, ces dernières ciblent l’efficacité de la
transmission des connexions de faible taille.
Dans la suite de ce chapitre, nous détaillerons les solutions proposées pour améliorer les
mécanismes de TCP autres que le CA et donnerons le gain éventuel en termes de RTT. Nous
analyserons également les possibilités d’amélioration encore inexploitées.
3.1 Des solutions apportées à chaque état de TCP
3.1.1 L’établissement de connexion
Contrairement à la fin de connexion qui se trouve sollicitée lorsque l’émetteur n’a plus de
données à émettre et n’influe donc pas sur le temps d’émission des données utiles, l’ouverture
de connexion n’est qu’une étape préalable mais toutefois indispensable à la transmission des
données par TCP. De nombreux chercheurs s’interrogent sur la possibilité d’utiliser cet échange
de poignée de main pour émettre les premières données, et ainsi économiser un RTT.
TCP Fast open
Depuis la RFC 793 [37], il est possible d’ajouter des données au segment SYN. Ces données
arrivent au récepteur qui doit toutefois attendre l’accusé de réception du segment SYN, qu’il
a émis en retour, avant de transmettre les données aux applications. Cette attente est justifiée
par la nécessité de parer à une potentielle réception dupliquée du segment SYN mais également
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par la nécessité d’empêcher les éventuelles attaques dites de Spoofing durant lesquelles un pirate
tente d’usurper l’adresse IP d’un autre utilisateur afin de pouvoir faire passer des paquets sur
un réseau sans que ceux-ci ne soient interceptés par le système de filtrage (pare-feu). Ainsi, bien
que le récepteur soit déjà en possession de l’information, celui-ci doit attendre 1 RTT avant de
pouvoir l’exploiter et l’acquitter, et donc valider le passage à l’état de début de connexion.
TCP Fast Open [38, 39] est une solution proposée pour économiser ce RTT dans le cas où
deux utilisateurs, ayant déjà préalablement établi et fermé des connexions entre eux, ouvrent
une nouvelle connexion. D’après des analyses à grande échelle de données réelles entreprises par
Google, ce cas de figure se retrouve dans 35 % des nouvelles connexions.
TCP Fast Open agit en 2 temps :
– lors du premier établissement de connexion, l’émetteur sollicite l’émission d’un jeton unique
via l’utilisation d’une option TCP ;
– lors des établissements des connexions suivantes, l’émetteur joint à son segment SYN le
jeton et les données à transmettre. Le récepteur est alors assuré de la provenance des
données et peut les utiliser sans attendre un RTT.
Ce mécanisme controversé permet l’économie d’1 RTT et annihile donc complètement l’im-
pact temporel de l’établissement de connexion dans 35% des cas. La validation de l’identité de
l’émetteur étant nécessaire afin de se prémunir d’éventuelles attaques, arriver à un gain similaire
pour le reste des connexions est un problème autrement plus complexe.
3.1.2 La reprise sur erreur
Améliorer la reprise sur erreur est particulièrement important dans le cas des connexions
courtes. En effet, alors que chaque connexion courte a un impact limité voire quasiment nul sur
la performance globale du réseau, sa performance individuelle est extrêmement dégradée par les
pertes et les mécanismes de prévention de la congestion.
La faible quantité de segments transmis réduit notablement les chances de succès du Fast
Retransmit et augmente donc les risques de devoir attendre un RTO de 3 secondes avant de
pouvoir récupérer une perte [8].
Réduction du RTO
La première solution envisagée pour réduire cet impact est la diminution du RTO. Le RTO
continue ainsi d’être calculé en fonction du RTT, mais sa valeur minimale et initiale n’est plus
considérée égale à 3 secondes mais à 1 seconde. Ce nouvel RTO est suffisant pour que le réseau
puisse se remettre d’une congestion et permet une meilleure prise en compte du RTT mesuré.
Les conséquences de cette étude ont été validées de façon empirique et cette optimisation fait
maintenant l’objet d’une RFC [40].
Early Retransmit
Le mécanisme d’Early Retransmit fait partie d’une seconde catégorie de propositions qui visent
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non plus à réduire l’impact de la non-détection d’une perte, mais à améliorer sa détection.
Early Retransmit [41] cible notamment les CWNDs faibles et est donc parfaitement enclin
à améliorer les performances des connexions courtes. Il autorise la réduction, sous certaines
conditions, du nombre de DupACKs nécessaires au déclenchement du Fast Retransmit et permet
donc de récupérer une perte et de rentrer dans l’état stable dans de nombreux cas qui auraient
alors nécessité l’attente d’un RTO et un retour dans l’état initial.
Early Retransmit utilise le nombre de segments préalablement envoyés n’ayant pas été validés
(OSEG). Lorsque ce nombre est inférieur à 4 et qu’il n’y a plus de segment en attente d’émission,
c’est-à-dire, dès lors que le nombre de DupACKs potentiels n’est pas suffisant pour récupérer
une perte éventuelle via les mécanismes classiques, TCP active l’Early Retransmit et réduit le
nombre de DupACKs nécessaires à OSEG− 1 segments.
Ainsi la perte de l’avant-dernier segment d’une connexion pourra être récupérée via le Fast
Retransmit si l’accusé du dernier segment est correctement reçu. Ce mécanisme permet donc
des gains significatifs dans le cas des connexions courtes, limitant considérablement les cas où
l’attente du RTO est nécessaire.
Tail Loss Probe
Le mécanisme de Tail loss Probe [42] est complémentaire du mécanisme d’Early Retransmit.
En effet, Tail Loss Probe permet de couvrir certains des cas où l’utilisation d’Early Retransmit
est inefficace, et notamment le cas de la perte du dernier segment envoyé qui résulte systéma-
tiquement en l’attente d’un RTO et au retour à l’état initial.
Tail Loss Probe est un mécanisme implanté au niveau de l’émetteur qui permet à une con-
nexion ne recevant pas d’ACK ni de DupACK pendant un certains temps d’émettre à nouveau
le dernier segment dont elle a reçu l’ACK. La réception de cet ACK sous forme d’un DupACK
avant l’expiration du RTO permet le déclenchement des mécanismes de reprise sur erreur et donc
la poursuite dans l’état stable.
Ne pas attendre un RTO induit un gain de temps conditionné par la taille du RTT mais
l’amélioration des performances associée à la poursuite en CA reste quoi qu’il en soit très signi-
ficative.
3.1.3 L’état de début de connexion
Lorsqu’il fait suite à l’établissement de connexion, l’état de début de connexion consiste en
l’utilisation d’un Slow Start initié avec une IW égale à 3 [7]. En revanche, dans le cas d’un retour
à l’état de début de connexion causé par l’expiration d’un RTO, le Slow Start est lancé avec une
IW de 1 segment.
Le Slow Start n’a pas pour objectif d’être performant dans la transmission de connexion
courte et privilégie un sondage progressif du réseau à une performance immédiate. Il est adapté
aux connexions longues en leur permettant une augmentation de débit progressive, ciblant un
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partage équitable de la bande passante entre les différents utilisateurs. Ainsi, la transmission des
premiers segments de la connexion est très coûteuse en nombre de RTTs.
La Table 4.1 montre le nombre de RTTs nécessaires à la transmission d’une connexion courte
en fonction de la taille de l’IW considérée.
taille du flux IW=1 IW=3 IW=10
1 segment 1 1 1
3 segments 3 2 1
10 segments 4 3 1
Tableau 3.1 – Nombre de RTTs nécessaires à la transmission d’une connexion courte
De nombreux mécanismes de démarrage rapide de TCP ont donc été proposés pour améliorer
l’efficacité des débuts de connexion et réduire la durée des connexions courtes [43, 44]. Comme
nous allons le voir, ces derniers, bien qu’ils soient efficaces dans la tâche qui leur est dévolue,
présentent tous des inconvénients majeurs qui restreignent ou empêchent leur utilisation.
Quick Start
Quick Start [45] utilise des informations explicites retournées par les routeurs rencontrés pour
adapter son débit et optimiser l’émission des données sans utiliser le Slow Start.
L’émetteur envoie une requête Quick Start dans une option IP contenant le débit d’émission
souhaité. Chaque routeur parcouru peut alors soit accepter la requête s’il juge son débit disponible
supérieur à celui demandé, soit la modifier en indiquant son débit disponible maximal, soit encore
la rejeter ou l’ignorer s’il n’a pas connaissance de Quick Start. Le résultat de la requête est
ensuite renvoyé à l’émetteur dans une option TCP et un contrôle est fait pour s’assurer que
chaque routeur a effectivement répondu à la question. Le résultat d’une requête ignorée par l’un
des routeurs ne peut pas être utilisé par l’émetteur.
?10Mb/s ? IPTCP 10Mb/s IPTCP 4Mb/s IPTCP
IP TCP 4Mb/s IP TCP 4Mb/s IP TCP 4Mb/s 
Figure 3.1 – Quick Start : Demande du débit disponible
La Figure 3.1 illustre la demande de débit initial de Quick Start et montre le cas où le second
routeur ne peut pas écouler le débit demandé.
Ce mécanisme d’interaction entre les couches 3 et 4 nécessite donc la compréhension et l’ap-
probation de l’ensemble des routeurs traversés, sinon le Slow Start classique doit être utilisé.
Cette contrainte réduit fortement les chances de déploiement et de succès de Quick Start.
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Jump Start
Jump Start utilise une estimation des données prêtes à être envoyées ainsi que du RTT afin
de disperser de façon régulière les segments tout le long de ce dernier sans utiliser le Slow Start
[46].
Ce mécanisme particulièrement efficace dans les réseaux sans congestion s’avère trop agressif
dans les environnements congestionnés. Emettre un nombre trop important de segments dans
un réseau congestionné augmente en effet la congestion et cause de sévères dégradations de
performance. Jump Start est alors responsable de performances pires que le Slow Start classique.
Augmentation de l’IW
L’augmentation de la taille de la CWND est un sujet récurrent [7, 47, 48], intimement lié à
l’évolution des tendances d’utilisation de l’Internet. Ainsi, en 2002, répondant au constat que
la majorité des objets WEB avaient alors une taille inférieure a 4kB, la RFC 3390 préconisa de
cesser l’utilisation d’une IW d’1 segment, pour passer à une IW de 3 segments. La tendance étant
à l’augmentation de la taille moyenne de l’objet WEB, la RFC 6928 [49] préconise maintenant
l’adoption d’une IW de 10 segments.
Contrairement aux mécanismes précédemment cités, l’augmentation de l’IW ne remplace pas
l’utilisation du Slow Start. L’objectif est de permettre la transmission la plus rapide possible
des connexions courtes (connexions de taille inférieure ou égale à 10 segments et 15kB), en
augmentant le nombre de segments pouvant être émis dès l’établissement de la connexion. Le
Slow Start reprend ensuite son cours normal lors de la réception des premiers ACKs.
De nombreuses études [35] ont vanté les mérites de cette légère modification qui permet
l’émission en 1 RTT de l’ensemble de la connexion courte et donc une économie pouvant aller
jusqu’à 2 RTTs (cf. laTable 4.1) dans 90% des émissions de requêtes HyperText Transfer Protocol
(HTTP), ce qui, dans l’exemple des communications par satellite, équivaut à un gain de temps de
plus d’1 seconde. Dans un environnement non congestionné, émettre l’ensemble de la connexion
de façon continue est sans conteste la solution la plus performante.
Néanmoins, de nombreux chercheurs s’inquiètent des conséquences d’un tel mécanisme dans
certains scénarios et notamment dans les cas congestionnés. A la différence de Jump Start, ce
n’est pas tant la réaction du réseau face à la quantité de données envoyées qui pose question, celle-
ci demeurant faible, mais la façon avec laquelle il va être capable d’absorber le “burst” initial,
c’est-à-dire l’émission à un débit plus élevé que le débit réel du réseau d’un nombre important
de segments. Beaucoup préconisent donc la conservation d’une IW de 3 segments [50].
Afin de mettre en évidence l’impact réel de la taille de l’IW sur un réseau congestionné, nous
avons réalisé des simulations avec Network Simulation 2 (NS2) utilisant une topologie de réseau
Dumbbell simple semblable à celle présentée par la Figure 3.2 avec un lien à 5 Mb/s constituant
un goulot d’étranglement et un RTT de 500ms avec un taux de perte de 5%. Nous présenterons
plus en détail notre banc de tests dans la partie suivante. 13 serveurs et utilisateurs terminaux
avec un débit d’émission de 20 Mb/s sont utilisés pour engendrer de la congestion et réaliser nos
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Serveur 1
Serveur n
Utilisateur 1
Routeur1
Goulot d'étranglement
Utilisateur n
Y   Mb/sx   ms
X Mb/s
x   msX Mb/s
Routeur2y ms
Figure 3.2 – Topologie “Dumbbell” utilisée dans nos simulations
tests.
La Figure 3.3 compare le temps de délivrance, c’est-à-dire le temps nécessaire à la transmis-
sion de la totalité d’un flux sans tenir compte de l’ouverture de connexion, pour 4 tailles d’IW.
Sans nous attarder sur l’allure atypique des courbes pour une IW égale à 6 et 10 segments, nous
pouvons d’ores et déjà constater que dans ce milieu congestionné, le temps de délivrance des flux
courts est meilleur avec une IW de 6 segments plutôt qu’avec une IW de 10 segments, justifiant
les craintes sur le bien-fondé de l’augmentation de l’IW.
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Figure 3.3 – Comparaison des durées de transmission des flux en fonction de l’IW
En conclusion, de nombreuses solutions ont été proposées pour palier la latence excessive
introduite par TCP durant les débuts de connexions. Néanmoins, les mécanismes de démarrage
rapide censés permettre la transmission efficace des connexions courtes pendant la phase de
début de connexion ne donnent pas satisfaction et les espoirs suscités par l’augmentation de l’IW
restent déçus.
Dans la partie suivante, nous analyserons plus finement la relation entre les bursts et le
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comportement de TCP afin de comprendre la dégradation de la performance résultant de l’aug-
mentation de l’IW.
3.2 Les bursts : acteurs majeurs des performances de TCP
La notion de rafale ou burst est très communément employée pour justifier des performances
d’une connexion TCP. On parle d’ailleurs de trafic sporadique ou “bursty traffic” pour qualifier
le comportement du trafic TCP entre deux utilisateurs.
3.2.1 les bursts et TCP
Les échanges entre extrémités TCP, conditionnés par le rythme des accusés de réception,
évoluent en créant et utilisant des bursts de nature et aux conséquences différentes. Nous allons
notamment regarder le cas de deux types de bursts différents, ceux créés par l’émission de l’IW
et ceux dus à l’émission des CWNDs.
Cas de l’émission de CWND en Slow Start
Durant le Slow Start, l’émetteur reçoit les accusés de réception au rythme du goulot d’é-
tranglement, c’est-à-dire au rythme du lien à plus faible débit, et transmet à son propre débit
deux nouveaux segments pour chaque ACK reçu dans l’ordre. En considérant le cas de figure
raisonnable où le débit du goulot d’étranglement est au moins deux fois plus faible que celui de
l’émetteur, les nouveaux segments émis le sont avec un débit deux fois supérieur au lien à plus
faible débit. Ainsi, le routeur de ce lien reçoit 2 segments dans le temps qui lui est nécessaire
pour en traiter un seul. Il doit donc ajouter à la file d’attente de son buffer le second segment
reçu afin de pouvoir finir de traiter le premier. Une CWND de W segments est donc responsable
d’une augmentation maximale de la file d’attente du buffer de W2 segments.
Par ailleurs, l’émission de la CWND n’occupant pas l’ensemble du RTT, le buffer aura le temps
de se vider avant de recevoir les nouveaux segments autorisés par les accusés de réceptions.
Cas de l’émission de l’IW
Dans le cas de l’émission de l’IW, les segments sont tous émis au débit de l’émetteur. Ainsi, en
fonction de la différence entre le débit d’émission et le débit limitant, l’émission de W segments
peut ajouter jusqu’à W − 1 segments à la file d’attente du buffer quand ce nombre ne peut
dépasser W2 segments lors de la transmission régulière de CWND.
L’augmentation de l’IW et donc du burst initial sont ainsi directement corrélées à l’impact
effectif de la connexion sur le réseau. Dans un réseau congestionné, le buffer du routeur du goulot
d’étranglement peut atteindre un fort taux d’occupation, l’augmentation de l’IW et donc du nom-
bre de segments qui grossissent sa file d’attente accroissent la probabilité de rejet des segments
et donc la probabilité de dégradation de la performance, comme illustrée par la Figure 3.3.
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3.3 Le Pacing : un mécanisme de prévention des bursts
Dans les années 2000, le Pacing a été proposé pour contrer les effets indésirables des bursts
sur les performances des réseaux [51, 52, 53].
3.3.1 Principe et objectifs du Pacing
Le principal objectif du Pacing est d’éviter l’émission de bursts autant que possible en étalant
régulièrement l’émission des segments sur le RTT. Un calcul est fait chaque RTT fondé sur la
taille de l’IW et de la CWND pour déterminer l’espacement entre deux émissions, et ce jusqu’à
ce que cet espacement soit inférieur au temps d’émission d’un segment.
Le Pacing vise à augmenter le débit de la connexion en minimisant l’impact des segments
envoyés sur le routeur du lien qui crée le goulot d’étranglement, ce qui aura pour conséquence de
limiter les pertes isolées dues aux bursts. La transmission du flux est étalée et n’engendre pas de
surcharge momentanée de la capacité de traitement du routeur. Dans l’idéal, les performances
individuelles sont améliorées par la réduction du taux de perte et les performances générales du
réseau le sont par un meilleur partage des buffers entre les différents flux en compétition.
3.3.2 Inconvénients du Pacing
Une étude a néanmoins montré que ce qui faisait en théorie la force du Pacing, était en fait
la cause d’inconvénients majeurs [1]. Cette étude a sonné le glas des ambitions de ce mécanisme.
Il nous semble important de revenir ici sur ces principaux inconvénients.
Synchronisation des flux
Dans la partie précédente nous avons montré l’évolution de la transmission d’un flux TCP
et notamment souligné le rôle prépondérant des bursts dans les pertes de segments. Ces bursts
peuvent avoir des conséquences préjudiciables sur les performances comme nous avons pu le voir
avec la Figure 3.3 mais sont paradoxalement nécessaires au bon fonctionnement de TCP. Ainsi,
TCP et notamment ses dernières versions utilisent les pertes pour étalonner leur débit et partager
le débit de façon équitable. En étalant et lissant le trafic, le Pacing réduit les pertes au minimum
et donc les indications de congestion, ce qui permet à chaque connexion d’augmenter son débit.
Finalement, le Pacing ne fait que retarder la détéction d’événement de congestion jusqu’à ce que
le réseau soit complètement saturé. La capacité d’accueil du buffer du lien bottleneck se retrouve
donc dépassée par les débits atteints par chaque connexion et tous les nouveaux segments se
retrouvent rejetés.
Ceci a de fortes implications :
– Les pertes successives dans un même flux dues à la saturation du réseau vont empêcher
le déclenchement des mécanismes de reprise sur erreur et entraîner l’attente du RTO,
pénalisant ainsi les débits individuels.
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– Les pertes de segments touchant des flux multiples vont engendrer une synchronisation des
flux : tous les flux réduiront en effet drastiquement leur débit simultanément. Le réseau
passera donc d’un état de surcharge à un état de sous-exploitation et les flux auront ten-
dance à repartir simultanément dans le même état.
La Figure 3.4 illustre les effets du Pacing à travers les performances de flux de différente taille.
Afin de pouvoir comparer l’évolution des conséquences du Pacing selon la taille des flux transmis,
les résultats des simulations ont été normalisés. Pour cela, la durée moyenne de transmission de
ces flux est divisée par une estimation de la durée idéale de délivrance d’une même taille de
flux, c’est-à-dire du temps nécessaire à une connexion pour transmettre la totalité de son flux
en évoluant en slow-start avec une IW de 3 segments jusqu’à atteindre et conserver une CWND
permettant un partage équitable de la bande passante entre les différents utilisateurs.
NS2 est utilisé pour simuler une topologie “Dumbbell” comme illustrée par la Figure 3.2
où, cette fois, 20 flux de taille variable utilisant TCP New RENO sont émis en parallèle entre
20 émetteurs et récepteurs différents situés de part et d’autre d’un goulot d’étranglement de
sorte à créer une congestion. Dès qu’un flux se termine, un nouveau flux est établi entre les
deux mêmes nœuds d’extrémité après un temps d’attente moyen d’1 seconde. Le débit du goulot
d’étranglement est 25 Mbit/s tandis que le débit des autres liens est égal à 100 Mbit/s. Le RTT
moyen est de 100ms et le buffer du routeur d’entrée du goulot d’étranglement est égal à un quart
de produit délai-bande passante. Par ailleurs, les flux sont soit tous avec Pacing soit tous sans
Pacing, de sorte à n’ajouter aucune incertitude sur l’équité du mécanisme, celle-ci étant vérifiée
ultérieurement.
Figure 3.4 – Durée normalisée de la transmission de différentes tailles de flux avec et sans
Pacing. Figure tirée de [1]
Quatre phases distinctes permettent de constater les effets du Pacing :
1. Phase 1 : Considérant des flux de taille relativement faible, les connexions, qu’elles soient
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avec ou sans Pacing, ne subissent pas de pertes et restent majoritairement en Slow Start. La
durée légèrement plus importante des flux avec Pacing est due à l’étalement des segments
sur le RTT.
2. Phase 2 : Les bursts induits par l’évolution en Slow Start des flux sans Pacing provoquent
les premières pertes et causent la sortie du Slow Start pour le passage probable à l’état
stable. Les connexions avec Pacing, non sujettes à ces pertes isolées, restent en Slow Start
et augmentent leur débit. Le Pacing permet ainsi d’atteindre momentanément de meilleures
performances.
3. Phase 3 : Les flux avec Pacing ayant continué à augmenter leur débit saturent complètement
le réseau. Ils subissent des pertes nombreuses et simultanées et recommencent tous ensemble
en Slow Start après une période d’inactivité correspondant à l’attente d’un ou plusieurs
RTOs. La taille des flux à transmettre augmentant, il est probable que la synchronisation
engendrée entraîne la répétition de la situation précédente.
4. Phase 4 : La taille très importante du flux à transmettre amoindrit les effets de synchroni-
sation, et les deux solutions tendent vers des performances similaires.
Ainsi en diminuant les pertes isolées et retardant la congestion au maximum, le Pacing réduit
sur le long terme l’indépendance des flux et donc leurs performances individuelles et collectives.
Les connexions longues sont très significativement touchées : les performances peuvent être deux
fois moindres avec que sans Pacing.
Figure 3.5 – Durée de la transmission de flux de 300 segments en fonction du pourcentage de
flux utilisant le Pacing. Figure tirée de [1]
Equité du Pacing
La Figure 3.5 montre le comportement des connexions avec et sans Pacing en fonction du
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pourcentage de chaque type de flux. Une vingtaine de flux de 300 segments sont émis en continu.
Il est évident que les connexions avec Pacing souffrent de la comparaison avec les connexions sans
Pacing. Les auteurs de l’article suggèrent qu’en étalant les segments sur la longueur du RTT dans
un environnement où les flux sans Pacing ont engendré des bursts, on augmente finalement la
probabilité qu’un des segments du flux se retrouve dans une situation de congestion momentanée
du buffer et soit donc rejeté.
Dans sa volonté de ne pas subir les bursts, le Pacing a mis de côté le fait que les pertes sont
les seuls événements à même de signaler une congestion. Ainsi, en les retardant au maximum, le
Pacing prive TCP de son moyen de régulation ce qui s’avère autrement plus préjudiciable pour
l’ensemble des connexions que quelques pertes isolées.
3.4 Conclusion de l’état de l’art
L’état de l’art effectué conjointement avec l’observation des différents protocoles et mécan-
ismes dans divers environnements nous a permis de modifier notre objectif initial. En effet,
alors qu’auparavant l’amélioration des performances des communications par satellite était notre
objectif principal, elle pourra désormais être vue comme une retombée de l’amélioration des
performances de TCP dans un contexte général.
TCP, le protocole de transport majoritairement utilisé dans les réseaux, souffre en effet de
mauvaises performances dans la transmission de connexions courtes. Dans le cas de l’Internet, ces
dernières représentent pourtant 90 % des connexions établies [35], pour un volume d’environ 40%
des données échangées. Améliorer ces performances est donc un enjeu majeur de ces dernières
années.
Pour autant, les nombreux mécanismes de démarrage rapide de TCP ayant été proposés ont
tous des défauts rendant leur démocratisation et leur utilisation à grande échelle très incertaines.
L’augmentation de l’IW, mécanisme déja communément utilisé dans les nouveaux Systèmes
d’exploitation (OS), souffre notamment de la hausse de la taille des bursts. Cette dernière semble
être responsable d’une augmentation de la probabilité de pertes associée à la réduction de l’effi-
cacité des mécanismes de reprise sur erreur, et donc d’une sévère dégradation de la performance
moyenne.
Considérant l’impact important de ces bursts sur les performances, une solution appelée
Pacing visant à empêcher autant que possible les bursts a donc été étudiée. Cette dernière montre
que l’appréhension des bursts n’est pas chose aisée, car autant leurs présences excessives en début
de connexion réduisent la performance individuelle des flux courts, autant leur disparition dégrade
incontestablement les performances à long terme.
La Figure 3.6 récapitule les différents mécanismes présentés dans cet état de l’art ainsi que
leurs domaine d’application respectif.
Dans la suite de ce manuscrit, nous proposons un mécanisme appelé Initial Spreading reposant
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sur une étude précise des bursts qui permet de s’affranchir de leurs conséquences et offrent des
améliorations significatives des performances dans le cas des connexions courtes.
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Figure 3.6 – Récapitulatif des différents protocoles ou mécanismes de la couche Transport
considérés
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4 Initial Spreading : concept et premières
simulations
4.1 Association du Pacing et d’une IW accrue
Dans le chapitre précédent, nos études du Pacing et de l’augmentation de l’IW ont souligné les
conséquences antagonistes des bursts sur la performance d’une connexion TCP. L’augmentation
de l’IW souffre ainsi de la présence de bursts tandis que le Pacing souffre de leur absence. Il est
donc tout naturel de se demander ce qui résulterait d’une combinaison des deux mécanismes.
Dans un premier temps, nous allons comparer d’un point de vue théorique les conséquences
effectives des différents mécanismes sur le routeur d’entrée du goulot d’étranglement.
Serveur
Terminal D'extrémitéGW ST
Goulot d'étranglement
10 Mbit/s
40 ms
40 Mbit/s
5 ms 40 Mbit/s5 ms
Figure 4.1 – Topologie simple utilisée pour l’évaluation de l’impact des différents mécanismes
sur l’évolution de la file d’attente
Cette évaluation faite en Matlab est fondée sur une topologie de réseau minimale à 3 liens telle
qu’illustrée par la Figure 4.1 : 1 goulot d’étranglement avec un débit à 10 Mbit/s entouré de 2
liens à 40 Mbit/s. Le RTT choisi est de 100ms. Plusieurs cas sont représentés : les cas sans Pacing
pour différentes IW, le cas du Pacing tel qu’il a été originellement conçu, c’est-à-dire associé à
un Slow Start classique débutant avec une IW d’1 segment et finalement les cas associant Pacing
et une IW de grande taille.
La Figure 4.2 illustre l’évolution du nombre maximal de segments devant être ajoutés à la
file d’attente avant de pouvoir être traités, à chaque RTT, pour une connexion unique.
Cette figure souligne les conséquences du mécanisme adopté sur l’état du buffer au fur et
à mesure qu’augmente la quantité de données envoyée. L’augmentation de la taille de l’IW a
des répercussions immédiates sur le nombre de segments à ajouter dans la file d’attente, tandis
que l’utilisation du Pacing permet l’émission et le traitement d’un grand nombre de segments
sans que ceux-ci n’aient d’incidence directe sur le remplissage du buffer. Son utilisation permet
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Figure 4.2 – Nombre de segments ajoutés dans le buffer par un flux en Slow Start
notamment de compenser une grande IW lorsque les deux mécanismes sont associés.
Dans un réseau congestionné, le buffer d’entrée du goulot d’étranglement a un fort taux
d’occupation moyen et est donc très sensible aux mécanismes TCP qui nécessitent une “bufféri-
sation” importante. Par conséquent, une IW de 10 segments, qui modifie l’état du buffer de façon
importante en nécessitant l’ajout de plusieurs segments à une file d’attente presque pleine, est
susceptible d’engendrer plus de pertes qu’une IW de 3 segments. Augmenter l’IW risque donc de
réduire la performance moyenne.
Les scénarios associant le Pacing à l’augmentation de l’IW ne souffrent pas de ces bursts
initiaux. Cependant, ces solutions risquent fortement de présenter les mêmes inconvénients que
le Pacing dans le cas des connexions longues car elles permettent une augmentation très rapide
et significative de la CWND et donc une saturation du réseau toujours plus importante et préju-
diciable.
L’utilisation combinée du Pacing et d’une augmentation de l’IW semble donc capable de ré-
soudre les défauts inhérents aux grandes IWs et devrait donc se révéler très compétitive dans le
cas de la transmission de flux courts. En revanche, il est fort probable que cette solution subisse
de plein fouet les défauts du Pacing dans le cas des connexions longues.
Les sections précédentes ne se contentent pas de mettre en exergue les faiblesses et les forces
des différents concepts, elles dessinent également le contour d’un nouveau mécanisme. Celui-
ci doit prendre en compte l’ensemble des effets des bursts pour permettre une amélioration
significative des performances de TCP dans la transmission des flux courts, quel que soit l’état
de congestion du réseau, sans pour autant dégrader la transmission des flux longs.
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4.2 Présentation de l’Initial Spreading
L’idée de base de notre mécanisme, intitulé Initial Spreading [3], est l’étalement d’une grande
IW de n segments sur le premier RTT avant de laisser TCP continuer de façon conventionnelle,
soit en Slow Start, soit dans l’état de reprise sur erreur, soit encore dans son état stable.
De façon imagée, cela revient à considérer l’émission légèrement décalée de n connexions
évoluant en Slow Start avec une IW unitaire jusqu’à l’occurrence de la première perte. Cette
dernière affecte la totalité de la connexion en déclenchant les mécanismes de reprise sur erreur et
permet une réponse efficace à la détection de l’événement de congestion. Cette image n’est pas
complètement anodine, puisque des études [35] ont par exemple montré que les navigateurs Web
les plus populaires tels qu’Internet Explorer et Firefox ouvrent régulièrement de nombreuses
connexions en parallèle afin de pallier la lenteur des mécanismes classiques et ainsi améliorer
leur durée de téléchargement. A la différence de notre proposition, cette stratégie empêche TCP
d’entrer dans son état stable [54] et finalement dégrade la performance globale du réseau.
Server
Bottleneck
Router
RTT
TS
NetworkTB
TB
Figure 4.3 – Illustration des différents temps utilisés dans le manuscrit
Dans la suite du manuscrit, TB et TS représentent respectivement le temps d’émission d’un
paquet par le routeur du goulot d’étranglement et par l’émetteur, comme illustré par la Figure 4.3.
Ces deux valeurs sont donc indépendantes de la congestion du réseau.
La Figure 4.4 montre le comportement des différents mécanismes lors de la transmission de 12
segments. La taille de l’IW est fixée à 4 segments dans les trois cas de figure proposés. TSpreading,
le temps entre l’émission de deux segments dans le cas d’une utilisation de l’Initial Spreading,
est pris égal à l’espacement régulier du Pacing. L’échange de SYN-SYN-ACK est utilisé par le
Pacing et l’initial Spreading pour mesurer le RTT et en déduire ainsi l’espacement entre deux
segments successifs, ce dernier valant alors TSpreading = RTTIW .
La Figure 4.4 illustre donc par l’exemple les trois comportements des mécanismes dans la
transmission des bursts :
– Cas d’une grande IW : l’IW est transmise en un unique burst, puis chaque ACK permet
l’émission d’un mini-burst de deux segments.
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RTT RTT/8
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Pacing
& large IW
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Spreading
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Figure 4.4 – Chronogramme représentant la transmission de 12 segments avec une IW de 4
segments en utilisant différents mécanismes
– Cas de l’association du Pacing et d’une grande IW : la totalité du flux est transmise sans
burst.
– Cas de l’Initial Spreading : l’IW est transmise sans burst, puis la réception des accusés de
réception dicte l’émission de mini-bursts de deux segments.
L’objectif de l’Initial Spreading est double :
– empêcher les bursts dans la transmission de la connexion courte afin de décorréler et mini-
miser les pertes des segments et donc d’optimiser les performances ;
– permettre la création de bursts dès le second RTT afin de ne pas être affecté par leur
absence et de pouvoir réguler le débit de la connexion grâce aux détections des événements
de congestion.
La Figure 4.5 dépeint la façon avec laquelle les différents protocoles modifient l’état de la
file d’attente du buffer du goulot d’étranglement lors d’un Slow Start initié avec une IW de 10
segments. Le scénario est le même que celui de la Figure 4.2.
La différence majeure entre le Pacing et l’Initial Spreading est la création de bursts dès le
second RTT qui vont peser sur le remplissage du buffer. Nous pensons que ces mini-bursts seront
en mesure d’endiguer les défauts du Pacing, tout en garantissant de très bonnes performances
pour les connexions courtes.
Dans la partie suivante, nous utilisons le simulateur NS2 afin de mener une première validation
empirique de notre mécanisme ainsi que de nos hypothèses sur l’impact des bursts.
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Figure 4.5 – Évolution des files d’attente pour une IW de 10 segments, avec et sans Pacing et
avec Initial Spreading
4.3 Validation Empirique par simulation
4.3.1 Banc de tests utilisé
NS2 est le simulateur de réseau le plus largement employé, mis à jour et partagé par la “com-
munauté réseau”, la plupart des dernières versions de TCP y sont implantées. Cela l’avantage
face à des simulateurs plus récents et performants tels que NS3 et OMNET.
Afin de garantir une certaine fiabilité à nos résultats, nous avons pris soin d’utiliser les
“graines” de NS2 qui nous permettent de nous assurer que chaque mécanisme est testé dans
les mêmes conditions, malgré le nombre important d’itérations effectuées. Un intervalle de con-
fiance à 95% est tracé pour chacun des points. De très nombreuses valeurs de délais et de débits
ont été considérées dans nos simulations afin d’observer le comportement d’Initial Spreading sous
différentes conditions de trafic et de charge.
Finalement, nous avons choisi d’utiliser la version Cubic de TCP pour la plupart de nos
simulations, tout en prenant garde que nos observations restent valables pour les autres versions
de TCP.
La Figure 4.6 décrit la topologie employée dans la plupart de nos simulations et expériences.
Cette dernière correspond à celle utilisée dans le chapitre précédent [1], ce qui nous permet
de nous placer dans les conditions qui ont révélé les faiblesses du Pacing et de pouvoir ainsi
confronter nos résultats.
Afin d’observer l’Initial Spreading évoluer dans un environnement congestionné mais réaliste,
nous avons pris soin de créer une congestion à partir de connexions TCP illimitées établies entre
Si et Ri avec i ∈ [13, 15]. Nous attendons alors plusieurs secondes avant de lancer les flux de
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Figure 4.6 – La topologie Dumbbell retenue dans la plupart des simulations et expériences
tests afin de laisser le temps aux 3 flux en compétition d’entrer en régime stable et ainsi de se
partager équitablement et efficacement le débit disponible. Nous avons ensuite mesuré l’effet des
différents mécanismes en fonction de la taille des connexions. Pour ce faire, nous avons lancé 12
flux d’une taille comprise entre 1 et 100 segments à des temps et intervalles sélectionnés de façon
aléatoire entre Si et Ri avec i ∈ [1, 12]. Les flux courts peuvent ainsi interagir ou non entre eux,
ce qui est assez proche de la réalité. Finalement, nous avons pu calculer le temps de délivrance
moyen pour une quantité fixée de données à transmettre.
Par ailleurs, les simulations ont été réalisées avec et sans accusés de réception retardés (Del
Ack). Nous ne présentons ici que les résultats obtenus sans l’utilisation de cette option TCP,
aucune différence notable n’ayant été observée. En effet, si l’on considère les connexions longues,
l’utilisation de Cubic diminue les effets du Del Ack, ce dernier prenant en compte l’utilisation
de cette option pour adapter l’évolution de son CA. Cela lui permet de continuer à diminuer le
nombre d’ACKs en transit tout en conservant un débit élevé. Dans le cas des connexions courtes,
il n’y a toutefois pas de réel changement dans la propagation des bursts.
4.3.2 Performance pour les flux courts
Réseau non congestionné
Dans un réseau non congestionné, l’augmentation de l’IW sans Initial Spreading garantit la
meilleure performance. Ainsi, l’émission en continu dès l’établissement de la connexion de la
totalité du flux à transmettre est la solution la plus rapide qui soit.
En introduisant l’espacement de l’IW sur le RTT, le temps de délivrance de i segments avec
une IW de n (n ≥ i) n’est plus égal à RTT+(i−1)∗TB qui est le temps de transmission minimal,
mais est égal à RTT + (i−1)∗ RTTn où n est la taille de l’IW. Utiliser l’Initial Spreading dans un
cas sans aucune congestion rallonge donc la durée totale de délivrance de (i − 1) ∗ (RTTn − TB)
secondes avec (RTTn − TB) > 0.
Ce temps supplémentaire peut varier de quelques millisecondes dans le cas des réseaux ter-
restres à faible RTT à plusieurs centaines de millisecondes dans le cas des réseaux à très long
RTT tels que les satellites. En revanche, il se réduit considérablement dès que l’IW ne suffit plus
à l’émission de la totalité du flux. Par exemple, les transmissions de 11 segments avec et sans
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Initial Spreading et une IW de 10 segments durent exactement le même temps.
RTT
RFC 6928,
IW = 10
Initial Spreading,
IW = 10
IW = 5
TS TB
TSpreading
Figure 4.7 – Chronogramme comparant la transmission de 10 segments sans congestion pour
différents mécanismes
La Figure 4.7 illustre la transmission d’un flux de 10 segments avec une IW de 10 segments
avec et sans Initial Spreading. On considère ici le cas où TB = 2 ∗ TS . L’introduction de l’es-
pacement entre les segments cause une diminution du gain apporté par l’augmentation de l’IW
et l’on se rapproche des performances des IW plus petites. Néanmoins, ce phénomène s’estompe
à mesure que la taille du flux augmente.
Ainsi, bien que les performances de l’Initial Spreading dans ce cas précis soient en deçà de
celles obtenues avec la RFC6928, elles restent néanmoins meilleures que les performances atteintes
par les protocoles actuels (RFC3390).
Réseau congestionné
Dans un réseau congestionné, le phénomène de burst affecte de façon importante les perfor-
mances. Nous avons montré précédemment que le burst induit par l’augmentation de l’IW semble
augmenter la probabilité de rejet d’un segment, et réduire l’efficacité de la transmission de la
connexion courte. L’utilisation de l’Initial Spreading a pour objectif de lisser le burst en étalant
l’émission et ainsi assurer aux segments de l’IW une indépendance des pertes.
Les figures suivantes montrent les résultats des simulations conduites afin de vérifier nos
hypothèses. Le goulot d’étranglement est fixé à 10 Mbit/s et le délai à 150ms, les autres liens
ont un délai de 5ms et un débit de 40 Mbit/s. La taille du buffer est fixée à la moitié du produit
délai-bande passante.
La Figure 4.8 illustre l’évolution de la durée moyenne de délivrance pour une taille de flux
donnée avec et sans Initial Spreading et une IW de 10 segments. Ces deux courbes permettent
de juger de l’intérêt de l’Initial Spreading.
L’interprétation des courbes peut être séparée en 3 phases distinctes :
– Phase 1 : La taille des flux varie de 1 à 10 segments. Le flux d’une taille inférieure à l’IW
est donc envoyé complètement dans le premier RTT. Les deux solutions présentent alors
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Figure 4.8 – Durée de délivrance moyenne pour une IW de 10 segments avec et sans Initial
Spreading
des comportements très différents :
– Dans le cas sans Initial Spreading, le flux est envoyé en un unique burst dont la taille
varie entre 1 et 10 segments. L’accroissement important du temps de délivrance moyen
s’explique par l’augmentation de la probabilité de perte des segments due à l’augmenta-
tion de la taille du burst initial. Les segments les plus susceptibles d’être perdus étant les
derniers segments du burst, ces pertes ne pourront vraisemblablement pas être récupérées
par l’utilisation des mécanismes de reprise et vont nécessiter l’attente d’un RTO et le
retour en Slow Start avec une IW égale à 1 segment.
– Avec l’Initial Spreading, le burst initial est lissé et un segment est émis toutes les RTT10
secondes. Le trafic de fond établi par les différentes connexions TCPs étant considéré
comme stable, ce temps apparaît suffisant pour décorréler les pertes et pouvoir considérer
que la probabilité de rejet et de succès des segments demeure ainsi constante, et plus
faible que celle des segments du burst. Ainsi, la perte d’un segment a des chances de
pouvoir être récupérée par les mécanismes de reprise car les segments émis après le
segment perdu ont une probabilité non nulle d’être correctement transmis et donner lieu
à un DupACK. Les résultats sont donc nettement meilleurs avec Initial Spreading que
sans.
– Phase 2 : La taille du flux varie de 11 à 30 segments, ce qui correspond au nombre maximal
de segments pouvant être transmis dans les 2 premiers RTTs. Une nouvelle fois, les deux
solutions conduisent à des performances très différentes :
– Sans Initial Spreading, la probabilité de pertes des segments appartenant à un burst
augmentant en fonction de la place du segment dans le burst, les accusés de réception que
l’émetteur reçoit valident probablement les premiers segments envoyés. Ainsi pour chaque
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nouvel ACK, l’émetteur, inconscient de potentielles pertes survenues sur les segments
suivants, augmente sa CWND et émet deux nouveaux segments. Ces segments sont émis
par mini-bursts de 2 segments au rythme du goulot d’étranglement et ont donc une
probabilité de succès plus importante que les segments envoyés dans le grand burst Initial.
Donc, en augmentant la taille du flux, on augmente le nombre de segments pouvant être
émis dès le deuxième RTT et de fait le nombre de potentiel DupACKs. On améliore ainsi
la probabilité de pouvoir utiliser des mécanismes de reprise sur erreur et donc de ne pas
avoir à subir les conséquences de l’attente d’un RTO.
On peut ainsi constater un phénomène non-intuitif : en moyenne, la transmission d’un
flux d’une taille supérieure à un autre peut se terminer plus rapidement si l’augmentation
du nombre de segments transmis permet l’utilisation de mécanismes de reprise sur erreur.
Ce n’est toutefois pas une solution à privilégier car elle entraîne une surcharge inutile.
– Avec l’Initial Spreading, on observe une situation inverse. En effet, chaque nouvel ACK
correctement reçu entraîne également l’émission de 2 segments, mais ces derniers, au lieu
d’avoir une meilleure probabilité de succès que les segments émis dans le burst initial,
se retrouvent à pâtir de leur émission groupée, et ont par conséquent une probabilité de
perte supérieure. Cependant, cet effet est rapidement contrebalancé par l’augmentation
du nombre de DupACKs permettant la reprise sur erreur. Lorsqu’un nombre suffisant
de segments a été transmis, la probabilité d’entrer en Fast Retransmit et Fast Recovery
permet à la durée de délivrance moyenne d’évoluer très lentement.
– Phase 3 : La taille des flux est supérieure à 30 segments. Dans les deux cas, l’entrée probable
dans la phase de CA dirige maintenant le débit moyen. Ainsi, les pentes des deux courbes
sont sensiblement les mêmes et les deux mécanismes permettent un débit similaire.
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Figure 4.9 – Conséquences de l’augmentation de l’IW sans Initial Spreading
La Figure 4.9 et la Figure 4.10 illustrent les effets des différentes tailles d’IW pour des con-
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Figure 4.10 – Comparaison de la durée moyenne de délivrance pour différentes IW avec et sans
Initial Spreading
nexions TCP avec et sans Initial Spreading.
Pour les connexions courtes (autour de 10 segments), on peut constater que l’augmentation
de l’IW sans Initial Spreading dégrade les performances moyennes, ce qui valide les explications
apportées à la figure précédente. Ainsi, la taille d’IW la plus efficace pour la transmission de 10
segments est égale à 3 dans notre scénario.
En revanche, l’Initial Spreading offre des performances très bonnes pour les grandes valeurs
de l’IW. Ainsi on peut constater que l’utilisation de l’Initial Spreading permet une réduction de
la durée de délivrance des connexions courtes de plus de 30%.
En conclusion, l’utilisation de l’Initial Spreading associée à une grande IW permet un gain
significatif dès lors que le réseau est sujet à congestion.
4.3.3 Performance pour les flux longs
Dans la partie précédente, nous avons mesuré l’intérêt de l’Initial Spreading dans le cas des
connexions courtes, ce qui revient à juger des gains relatifs à l’utilisation conjointe du Pacing
et d’une grande IW. Nous allons maintenant examiner les effets de l’Initial Spreading sur les
connexions longues afin de vérifier que notre mécanisme n’introduit pas les mêmes phénomènes
de synchronisation et de surcharge du réseau que le Pacing.
Pour ce faire, nous utilisons un scénario de simulation modifié, similaire à celui de l’article
[1]. Ainsi, alors que dans les tests précédents nous étudions la performance d’une connexion dans
un environnement déjà congestionné, nous allons maintenant émettre de façon simultanée une
quinzaine de flux de très grande taille dans un réseau vide.
La Figure 4.11 illustre les conséquences de l’émission d’un flux avec une grande IW avec et sans
Initial Spreading. Les résultats sont normalisés en utilisant la même méthode que dans la partie
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Figure 4.11 – Conséquences des effets de la synchronisation sur les flux longs avec et sans Initial
Spreading
3.3.2. L’objectif de cette normalisation est de pouvoir comparer les effets des mécanismes sur des
flux de tailles très différentes. Les résultats obtenus par simulation sont donc divisés par le temps
idéal de délivrance d’un flux de même taille. Cette estimation de la durée de délivrance idéale
correspond au temps nécessaire à la transmission d’une certaine quantité de donnée considérant
une connexion évoluant en Slow Start avec une IW de 3 segments jusqu’à atteindre une CWND
permettant un partage équitable du débit entre les flux, soit dans le cas présent, un débit stable
égal à un quinzième du débit disponible. Cette CWND est ensuite conservée jusqu’à la fin de la
transmission du flux. Ce temps est considéré comme idéal car on exploite de façon optimale le
Slow Start et l’état stable.
Les performances obtenues sont similaires pour les flux longs avec et sans Initial Spreading.
Aucun des deux mécanismes ne donne lieu à des phénomènes de synchronisation dont les flux
avec Pacing sont victimes.
Alors que l’utilisation du Pacing provoque une surcharge du réseau en différant les congestions
jusqu’à un seuil critique, la création de mini-bursts dès le second RTT permet à l’Initial spreading
d’augmenter la probabilité de détecter des événements de congestions isolés et donc de pouvoir
entrer dans la phase d’évitement de congestion. Cela permet aux différentes connexions une
évaluation et un partage précis et dynamique du réseau.
En outre, il est intéressant de noter que lorsqu’un RTO est nécessaire à la détection d’une
perte, l’Initial Spreading devient transparent contrairement au Pacing. En effet, après un RTO,
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une connexion recommence avec une IW d’un segment, donc l’Initial Spreading n’a plus aucun
effet.
4.3.4 Équité de l’Initial Spreading
Comme remarqué dans la partie 3.3.2, les performances du Pacing sont également dégradées
par la compétition avec d’autres mécanismes. A partir d’une certaine taille de CWND, l’émission
étalée des segments augmente la probabilité que l’un d’entre eux rencontre un burst, et soit donc
rejeté.
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Figure 4.12 – constat de l’équité de l’Initial Spreading
La Figure 4.12 montre les performances des différents mécanismes selon l’environnement
dans lequel ils évoluent. L’Initial Spreading ne voit pas ses propres performances dégradées par
la concurrence des autres types de connexions. Au contraire, il optimise l’utilisation du réseau et
permet donc une légère amélioration des performances des autres mécanismes.
4.3.5 Choix de la taille de l’IW
Nous avons jusqu’à présent présenté les bénéfices résultant de l’association de l’Initial Sprea-
ding et des IWs des RFC 3390 et RFC 6928 [7, 49]. Notre objectif étant l’optimisation de
l’émission des connexions courtes (taille inférieure ou égale à 10 segments), nous avons montré les
gains significatifs permis par l’utilisation de l’Initial Spreading avec une IW de 10 segments. Nous
allons maintenant juger de la possibilité d’augmenter le nombre de segments initiaux envoyés.
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Pour ce faire, nous avons mis en œuvre plusieurs jeux de simulation en faisant notamment
varier la charge et le délai du réseau.
IW=10 IW=12 IW=15
Gain moyen 35.2% 41.5 % 37 %
Gain minimal 30 % 38 % 30 %
Tableau 4.1 – Gains atteints par l’utilisation d’Initial Spreading pour l’émission de 10 segments
La Table 4.1 présente les bénéfices moyens et minimaux obtenus en utilisant l’Initial Spreading
avec des IW de 10, 12 et 15 segments pour des flux de taille inférieure ou égale à 10 segments
dans un environnement congestionné. Le gain de temps est relatif au meilleur résultat obtenu
sans Initial Spreading, c’est-à-dire à ce qui a pu être obtenu sans Initial Spreading lorsque l’IW
la mieux adaptée au niveau de congestion et à la taille du flux était sélectionnée.
Les résultats de nos tests présentés dans la Table 4.1 montrent un gain minimal significatif
de plus de 30 % mais permettent également de noter un point d’inflexion à la signification
intéressante. Ainsi les meilleurs résultats sont obtenus avec une IW de 12 segments tandis que les
IW de 10 et 15 segments permettent des résultats semblables. Une étude plus approfondie fondée
sur l’influence réelle des métriques du scénario testé nous permet d’expliquer cette inflexion en
différenciant notamment deux cas de figures :
– Dans le cas des longs délais, l’espace entre 2 segments est suffisamment important pour que
l’émission de 15 segments n’ait pas plus de conséquence que l’émission de 10. Les segments
conservent une semblable “indépendance”, et donc une même probabilité de perte.
Ainsi, en utilisant une IW de 15 segments au lieu de 10, on ne fait que réduire le temps
minimal de transmission dans le cas sans perte en espaçant les segments de RTT15 au lieu
de RTT10 . Ce comportement a été notamment vérifié dans nos tests sur les liens satellites
comme nous le reverrons dans le chapitre 6.
– Dans le cas des délais plus faibles, l’augmentation du nombre de segments émis, induisant
la réduction de l’espacement entre deux segments, est responsable de la corrélation des
pertes des segments et donc de l’augmentation du taux de perte.
Par exemple, dans le cas des tests avec un délai de quelques millisecondes, une IW de 12
segments a montré une meilleure efficacité qu’une IW de 15 segments.
Considérant les flux de taille inférieure ou égale à 10 segments, le choix de la taille de l’IW
s’apparente donc à un compromis à trouver entre le gain de temps obtenu par la réduction de
l’étalement dans le cas d’une transmission sans perte, et la potentielle dégradation due à un
espacement trop faible. L’Initial Spreading ciblant principalement les connexions courtes, il nous
semble préférable de privilégier l’option conservative et donc de retenir l’IW validée par la RFC
6928.
Toutefois, cette marge de manœuvre dans le choix de l’IW est un atout de plus au crédit
de l’Initial Spreading. En effet, si la tendance de l’augmentation de la taille moyenne des objets
WEBs se confirme, l’Initial Spreading, contrairement aux autres mécanismes, pourra alors être
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utilisé avec une IW encore supérieure et conserver une efficacité remarquable.
4.4 Conclusion de ces premières simulations
Les simulations réalisées ont donc permis d’évaluer l’intérêt de l’Initial Spreading sur les
performances de TCP. Sa mise en oeuvre permet d’augmenter la taille de l’IW quel que soit
l’état du réseau. Nos simulations ont notamment montré que l’utilisation de l’Initial Spreading
permet de conserver un niveau de performances supérieur à celui de la RFC 3390 dans les réseaux
non congestionnés, tout en offrant des gains substantiels dans les cas congestionnés.
Plus particulièrement, la confrontation de l’Initial Spreading avec les mécanismes classiques
associant Slow Start et une taille quelconque d’IW permet de constater dans le cas des réseaux
congestionnés :
– un gain de temps supérieur à 30 % pour la transmission de connexions courtes ;
– un débit au moins aussi bon pour les connexions longues ;
– l’absence avec l’Initial Spreading des défauts du Pacing (surcharge du réseau et synchroni-
sation)
En conclusion, bien que dans le cas des transmissions sans congestion, nous restions en deçà
des performances obtenues par la RFC 6928, l’utilisation de l’Initial Spreading semble en mesure
d’améliorer les connexions courtes et donc les performances de TCP. Sa simplicité en fait par
ailleurs un mécanisme aisément intégrable dans les piles modernes et laisse espèrer que l’on puisse
à terme se passer des TCP-PEPs.
Pour autant, même si l’utilisation de la simulation est un passage obligatoire dans le cycle
de développement d’un protocole, dans le cas de TCP, l’interaction entre les flux est tellement
complexe qu’il serait insuffisant de s’en contenter. De plus, lors de nos simulations, nous n’avons
pas tenu compte des interactions nombreuses avec les autres couches de la pile protocolaire.
Ces dernières, sensiblement différentes selon la technologie utilisée, peuvent avoir un impact
important sur notre mécanisme et nécessitent de plus amples analyses, notamment au travers
d’expériences réelles.
Dans la partie suivante, nous proposons un modèle mathématique qui nous permet de valider
nos hypothèses sur la compréhension des bursts et donc de valider l’intérêt de notre mécanisme
dans les réseaux congestionnés.
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5.1 Introduction
Le chapitre précédent nous a permis de constater empiriquement l’intérêt de l’Initial Sprea-
ding. Les résultats des nombreuses simulations réalisées sur un large panel de scénarios montrent
en effet un gain de performance en milieu congestionné d’au moins 30% dans la transmission des
connexions courtes, c’est-à-dire des connexions de taille inférieure ou égale à 10 segments. Ces
résultats ont ainsi corroboré nos hypothèses sur les conséquences des bursts de segments sur les
performances individuelles des connexions dans un réseau congestionné.
Pour autant, lorsqu’il s’agit d’étudier les apports d’un mécanisme sur la performance d’un
ensemble de protocoles aussi complexe que TCP, les résultats des simulations ne peuvent et ne
doivent être considérés qu’à titre indicatif afin de valider la ligne directrice. C’est pourquoi de
nombreux modèles analytiques ont été proposés ces dernières années [55, 56] afin de caractériser
les performances de TCP dans son état stable mais également en Slow Start. Peu de ces modèles
ont toutefois pour objectif de décrire précisément la transmission des flux courts [57, 58] et à
notre connaissance, aucun ne permet une analyse fine de la propagation des bursts [59, 60] pour
évaluer les performances de TCP dans ce dernier cas de figure.
Dans la suite de ce chapitre, nous proposons un modèle analytique axé sur la transmission
de flux TCP courts dans un environnement congestionné. Celui-ci s’appuie sur l’étude de la
propagation des bursts et de leurs conséquences pour décrire et tenir compte de façon exhaustive
de l’ensemble des scénarios possibles pouvant amener à la transmission d’une faible quantité de
données. Notre objectif est ainsi de modéliser la durée moyenne de délivrance d’une connexion
courte en ayant connaissance uniquement du RTT, du taux de perte moyen par segment dans le
réseau et du mécanisme de démarrage rapide de TCP employé pour la transmission du flux.
5.2 Étude des bursts
Nous avons pu voir dans les chapitres précédents qu’il est communément admis que les bursts
ont un impact significatif sur la performance d’une connexion. Pour autant, bien qu’elles soient
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souvent redoutées, les conséquences réelles du burst initial, engendré par l’IW, sur la transmission
d’un flux court demeurent relativement méconnues.
5.2.1 Définition des bursts
Dans le paragraphe 3.2 et le chapitre précédent, nous avons utilisé la notion de burst et montré
les conséquences théoriques de deux différentes sortes de burst sur la file d’attente du routeur
sans pour autant en donner une définition précise. Afin de modéliser finement leurs impacts sur
la transmission d’un flux court, nous ne pouvons toutefois plus nous contenter de définir un burst
comme une succession de segments.
Dans la littérature, la définition de burst est généralement reliée à celle de cycle (ou “round”).
Un cycle commence avec la transmission du premier segment d’une CWND et se termine par
la réception de son ACK. Les segments envoyés durant un même cycle forment alors un burst
[59, 61].
Cette définition est parfaitement adaptée à la modélisation de TCP dans son état stable
où l’échelle temporelle plus importante se prête à une caractérisation cycle par cycle de l’état
de TCP. Néanmoins, elle ne sied pas à une modélisation précise de la transmission d’un flux
court, et notamment à la prise en compte des différents mécanismes de démarrage rapide tels
que l’Initial Spreading ou l’augmentation de l’IW. En effet, cette définition ne permet pas en
l’état de distinguer les deux mécanismes du point de vue de la transmission des bursts et donc
de justifier par le modèle de la différence de performance constatée.
Pour la suite de ce manuscrit, nous allons donc considérer que l’appartenance de deux seg-
ments à un même burst est associée à l’impact que leur émission successive peut avoir sur le
réseau et non plus à des considérations de cycle. Nous faisons ainsi l’hypothèse que deux seg-
ments ne sont pas considérés comme appartenant à un même burst si l’état du buffer du routeur
du goulot d’étranglement a eu la possibilité d’évoluer entre leurs réceptions successives, et ce,
quel que soit leur cycle d’émission. Cela revient à considérer que deux segments d’une même con-
nexion arrivant dans des états de buffer “indépendants” auront leurs pertes considérées comme
non “corrélées”. Par analogie, dès lors que la probabilité de perte d’un segment est modifiée par
le précédent segment du flux, les deux segments sont considérés comme appartenant à un même
burst.
Cette hypothèse étant difficile à vérifier mathématiquement mais aussi expérimentalement,
nous adopterons dans la suite du travail la définition suivante : deux segments consécutifs d’une
même connexion TCP seront considérés comme faisant partie du même burst si l’écart entre leur
temps d’émission au niveau TCP est inférieur au temps d’émission des paquets IP correspondant
au débit du lien le plus faible qu’ils traversent. C’est donc une définition théorique puisque de
nombreux phénomènes vont se produire alors de type multiplexage, attentes aléatoires ... jusqu’à
ce qu’ils parviennent dans le buffer du routeur considéré.
Cette définition permet notamment de différencier l’émission de l’IW avec et sans Initial
Spreading et de prendre en compte les deux types de bursts dont nous avons parlé dans les
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chapitres précédents :
– le burst initial dû à l’émission de l’IW ;
– les mini-bursts induits par l’augmentation de la CWND lorsqu’elle peut se produire.
5.2.2 Étude empirique des conséquences des bursts sur un réseau con-
gestionné
Afin d’évaluer les conséquences de l’émission d’un burst initial dans un réseau congestionné,
nous avons réalisé une série d’expériences sur des machines Linux en utilisant à nouveau une
topologie Dumbbell semblable à la Figure 4.1. Le débit du goulot d’étranglement est fixé à 10
Mbit/s tandis que celui des autres liens est égal à 100 Mbit/s. Netem, un outil de contrôle du
trafic permettant d’émuler certaines caractéristiques d’un lien, est utilisé pour introduire un
délai de 50ms dans le lien du goulot d’étranglement. 8 connexions de durée infinie sont établies
en parallèle pour engendrer la congestion et créer un taux de perte moyen par segment de 5% et
un taux d’occupation moyen du buffer de 85%. Finalement, nous avons transmis des bursts de
taille variable et observé l’influence que leur taille peut avoir sur leur performance, notamment
en terme de durée moyenne de délivrance et de probabilité de perte. 100 000 itérations ont été
faites pour chaque taille de flux afin de garantir la pertinence des résultats et des intervalles de
confiance suffisamment faibles d’une valeur relative inférieure à 5% pour un niveau de confiance
de 95%.
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Figure 5.1 – Probabilité de transmettre l’intégralité de l’IW en fonction de sa taille avec et sans
burst
La Figure 5.1 trace la probabilité de transmettre sans aucune perte la totalité des segments
émis en un unique burst en fonction de sa taille. Ce résultat expérimental est alors comparé à un
modèle théorique pour lequel les pertes seraient vraiment indépendantes avec un taux de perte
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de 5%. Cette courbe théorique vaut donc simplement 1− (1− p)b où b est la taille du burst et p
le taux de perte.
Cette figure nous permet de constater que l’émission des segments en bursts a un impact
significatif sur la performance moyenne, ce dernier croissant d’ailleurs avec la taille du burst :
– Pour les flux de moins de 4 segments, les deux courbes présentent des comportements
similaires. L’émission en burst n’ajoute donc que peu de corrélation entre les pertes.
– Pour les flux plus longs, la différence entre les deux courbes est très significative, l’émission
en burst réduisant la probabilité de transmettre correctement l’ensemble des segments
d’un même burst. Ainsi, l’hypothèse d’indépendance des pertes n’est plus vérifiée et la
probabilité qu’un segment soit perdu sachant que les y segments précédents du burst auquel
il appartient ont été correctement traités par le routeur du goulot d’étranglement augmente
sensiblement avec y.
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perdu correctement transmis (X ∈ 1, 2, 3) en fonction de la place de la perte
Par ailleurs, la Figure 5.2 nous permet d’approfondir notre compréhension des conséquences
des bursts dans un milieu congestionné en illustrant la corrélation entre les pertes des segments
appartenant à un même burst. Pour ce faire, nous considérons uniquement les bursts de 10
segments émis à travers le réseau ayant souffert d’au moins une perte, et nous intéressons plus
spécifiquement aux segments du burst qui font suite au premier segment perdu. Par exemple, si
le troisième segment d’un burst est perdu, nous analysons le comportement des segments 4 à 10
(comme illustré par la Figure 5.3).
La Figure 5.2 représente alors la probabilité mesurée d’avoir 1, 2, ou 3 de ces segments
“restants” correctement transmis en fonction de la place du premier segment perdu dans le
burst.
Deux résultats principaux méritent d’être soulignés :
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segments "suivants" la première perte
Premier segment perdu du burst
2 succès parmi les 7 segments restants
Figure 5.3 – Cas où 2 des 7 segments “suivants” sont correctement transmis
– la perte d’un des segments du burst ne signifie pas forcement la perte de tous les segments
“restants” ;
– quelle que soit la position du premier segment perdu dans un burst de 10 segments, la
probabilité d’avoir 3 ou plus des segments “restants” correctement reçus est quasiment
nulle.
Ce dernier point est essentiel car il montre l’inefficacité des mécanismes de reprise classiques
lorsqu’une grande IW est utilisée pour la transmission d’un flux court. En effet, en augmentant
l’IW de sorte à pouvoir émettre la totalité du flux court en un burst unique, on augmente non
seulement le risque de subir une perte d’un des segments, mais on réduit également de façon
drastique la possibilité de récupérer cette perte via les mécanismes de reprise classiques qui
nécessitent la réception de 3 DupACKs.
En conclusion, l’utilisation de bursts dans la transmission de flux courts dégrade fortement
les performances en corrélant les pertes de segments, augmentant la probabilité de perte et en
réduisant l’efficacité des mécanismes de reprise.
5.2.3 Modélisation des bursts
Certaines modélisations de TCP attentives aux conséquences des bursts sur la performance
moyenne des connexions adoptent un modèle de burst [59, 61] appelé “bursty loss model”. Ce
modèle est régulièrement utilisé pour modéliser un burst dans un réseau dont les routeurs ont une
politique DropTail de file d’attente. Ce modèle fait l’hypothèse que tous les segments appartenant
à un même cycle ont la même probabilité d’être perdus tant qu’aucun des segments du cycle n’est
perdu, et ce, indépendemment de toute autre considération, telle que la taille de la CWND, la
position du segment dans le cycle, ou encore l’influence des autres cycles. En revanche, dès lors
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qu’un des segments du cycle est perdu, tous les segments suivants du cycle le sont également.
Le paragraphe 5.2.2 nous a permis de constater les faiblesses d’une telle hypothèse. Ainsi,
la Figure 5.1 a montré que la perte d’un segment du burst n’implique pas la perte de tous les
segments suivants, tandis que la Figure 5.2 illustre quant à elle la forte corrélation entre la place
du segment dans le burst et sa probabilité de perte.
La définition du burst que nous donnons dans le paragraphe 5.2.1, qui nous permet de consi-
dé|rer l’“indépendance” de plusieurs bursts appartenant à un même cycle en différenciant les deux
notions, réduit l’imprécision d’une telle modélisation en garantissant la corrélation des pertes des
segments appartenant à un même burst.
Dans la suite du manuscrit, nous utilisons malgré tout la modélisation précédente des bursts
à la nuance près que celle-ci n’est pas appliquée à l’ensemble du cycle mais à un burst tel que
nous l’avons défini dans le paragraphe 5.2.1.
En conservant ce modèle de burst, nous sommes conscients que l’imprécision du modèle TCP
que nous proposons va augmenter avec la taille des bursts. Notre objectif principal étant la
validation des bénéfices de l’Initial Spreading sur les flux courts, il est essentiel que notre modèle
soit précis dans la modélisation de l’émission des segments indépendants et des mini-bursts (burst
de 2 segments). Nos expériences ayant montré que la perte du premier segment d’un mini-burst
était généralement suivie de celle du second segment, nous faisons l’hypothèse que ce modèle de
burst simple répond à nos attentes en nous permettant d’une part une évaluation analytique fine
de l’Initial Spreading, et d’autre part une modélisation suffisamment précise des bursts de taille
plus importante pour que l’on puisse comparer les performances des différents mécanismes de
démarrage rapide de TCP.
5.3 Modèle analytique pour les connexions courtes TCP
L’objectif de notre modèle est d’estimer la durée de délivrance moyenne de i segments émis
avec une IW de n segments [4]. Nous nous intéressons tout particulièrement aux conséquences
des bursts sur la transmission de flux courts en réseau congestionné afin de pouvoir notamment
valider les résultats expérimentaux obtenus au chapitre précédent.
5.3.1 Hypothèses
Cette étude cible la modélisation des connexions courtes. Cela a de nombreuses répercussions
sur nos hypothèses.
Nous faisons tout d’abord l’hypothèse que tous les segments d’un même flux traversent le
réseau en parcourant le même chemin. Nous pouvons ainsi considérer que le taux de perte des
segments dits “indépendants” est le même, c’est-à-dire que deux segments n’appartenant à aucun
burst ont la même probabilité d’être perdus. De même, le RTT moyen pour la transmission d’un
segment seul est supposé fixe et connu.
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Considérant la faible taille de la connexion, nous faisons également l’hypothèse que le débit
est régulé seulement par l’émetteur via la gestion de la CWND et non par le récepteur au travers
de l’AWND.
D’autre part, dès lors qu’ils peuvent être utilisés, nous considérons que le Fast Retransmit
et le Fast Recovery associés au mécanisme SACK permettent de récupérer un faible nombre de
segments perdus. Ainsi, la réception de 3 DupACKs entraîne-t-elle la ré-émission du premier
segment perdu et chacun des nouveaux accusés de réception reçus permet ensuite la ré-émission
d’un des segments perdus. En revanche, si le nombre de DupACKs ne permet pas d’utiliser les
mécanismes de reprise, la connexion entre à nouveau en Slow Start avec une IW d’1 segment
après expiration du RTO.
Cette hypothèse nous permet de nous affranchir de la modélisation des différents algorithmes
de congestion de TCP, cet autre problème ayant été traité dans de nombreux travaux [55, 56].
La RFC 6298 [40] est utilisée pour définir le RTO utilisé. Ainsi la durée du RTO est ini-
tialement fixée à 1 seconde, puis est égale au maximum entre 1 seconde et une valeur calculée
à partir des mesures du RTT. Nous faisons l’hypothèse que la durée du RTO demeure égale à
1 seconde dans les scénarios que nous considérons. De plus, nous respectons l’implantation du
RTO préconisée par la RFC 6298 [40] et utilisons un seul timer de retransmission au niveau de
l’émetteur qui est remis à zéro à chaque fois qu’un ACK valide un nouveau segment, c’est-à-dire,
pour chaque accusé de réception qui n’est pas un DupACK.
Par ailleurs, la différence de débit entre le goulot d’étranglement et le reste du réseau a des
conséquences importantes sur l’analyse de performance. Ainsi, comme nous l’avons vu précédem-
ment, nous considérons qu’i segments appartenant au même cycle ne peuvent être émis que de
3 façons différentes :
– en un burst de i segments dans le cas de l’émission d’une IW supérieure ou égale à i sans
Initial Spreading ;
– de façon indépendante (c’est-à-dire qu’aucun des i segments n’appartient à un burst) si
l’IW supérieure ou égale à i est émise avec Initial Spreading ;
– par mini-bursts de deux segments dans les cas de figure où la réception d’un ACK dans la
phase de Slow Start engendre l’émission de deux nouveaux segments.
La Figure 5.4 montre les trois différents types de bursts considérés au travers de l’émission
de 10 segments avec et sans Initial Spreading et une IW de 5 segments.
Dans la suite, nous tenons compte des bursts en utilisant le modèle “bursty loss model”
modifié tel que nous l’avons présenté en 5.2.3.
Finalement, nous faisons l’hypothèse que les différents temps d’émission sont négligeables par
rapport aux temps de propagation. Ainsi, dans la suite du modèle, TS et TB (voir Figure 4.3)
sont considérés comme négligeables, et nous ne tenons compte que du RTT et de TSpreading qui
est égal à RTTn où n est la taille de l’IW.
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5 segments indépendants
Figure 5.4 – Illustration des différents bursts considérés par le modèle
5.3.2 Description du modèle
Afin d’évaluer les performances de la connexion TCP dans les transmissions de flux courts, on
peut en modéliser l’évolution par un automate à états finis temporisé stochastique dont l’objectif
est de décrire la transmission d’une connexion à travers l’évolution de la fenêtre de l’émetteur
(CWND ou IW), le nombre de segments restant à transmettre et la façon avec laquelle ils seront
émis (indépendamment, par mini-bursts ou en un seul large burst initial).
Chaque état correspond ainsi à la délivrance d’un certain nombre de segments avec une fenêtre
donnée (que ce soit l’IW ou la CWND) et un type de gestion des bursts particulier. Seules deux
transitions peuvent permettre un changement d’état :
– la réception de l’ensemble des accusés de réception de la fenêtre de segments émise ;
– la détection d’une erreur par l’émetteur.
Suite à chaque transition, un nouvel état est atteint qui correspond à la délivrance des seg-
ments qui doivent encore être transmis avec une CWND et un type de gestion des bursts actualisé.
Les transitions seront aléatoires et l’on déterminera les probabilités de ces transitions en fonction
des événements auxquels elles correspondent. Le temps de franchissement de la transition sera
en revanche déterministe étant données les hypothèses proposées dans le paragraphe précédent.
Cet automate permet une reproduction fidèle du comportement d’une entité TCP qui fait
effectivement évoluer sa capacité d’émission au gré des accusés de réception et des détections
d’événements de congestion. Nous allons ainsi être en mesure de suivre pas à pas l’émission
d’une connexion courte, de l’émission de l’IW avec et sans Initial Spreading jusqu’à la réception
du dernier ACK validant la transmission réussie de l’ensemble de la connexion.
La Figure 5.5 montre la correspondance entre notre modèle et les premières étapes d’un
scénario de transmission réelle des segments représentant la transmission d’une connexion de 10
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Etat Initial
10 segments à envoyer
IW = 5
Pas de burst (Initial Spreading)
Etat 2
5 segments à envoyer
CWND = 10
Mini-burst (Slow Start)
Etat 3
3 segments à envoyer
CWND = 1
Mini-burst (Slow Start)
Transition :
pas de pertes
Transition :
détection de pertes
Figure 5.5 – Correspondance entre le modèle et un scénario de transmission réelle des segments
segments avec une IW de 10 segments et l’utilisation de l’Initial Spreading. Ce dernier point
influe sur la façon dont les segments initiaux sont émis.
Nous avons donc défini deux états initiaux qui nous permettent de différencier les mécanismes
de démarrage rapide :
– Dni : i segments sont délivrés avec une IW de taille n. L’Initial Spreading n’est pas utilisé :
l’IW est donc transmise en un unique burst.
– Sni : i segments sont délivrés avec une IW de taille n. L’Initial Spreading est utilisé : l’IW
est donc transmise sans aucun burst.
Dès lors que la connexion sort de l’état initial, la différence de débit entre le goulot d’étrangle-
ment et les autres liens va entraîner un changement dans la façon dont les segments sont envoyés,
et ce, quel que soit le mécanisme de démarrage rapide de TCP employé (voir Figure 5.4). Dans
les parties précédentes, nous avons fait l’hypothèse que ces mini-bursts ont un impact important
sur la performance des connexions courtes ; ils nécessitent donc d’être modélisés précisément.
Ainsi, les états intermédiaires seront modélisés de la façon suivante :
– Bni : i segments sont délivrés avec une CWND de taille n. La CWND est transmise en
bn+12 c bursts de 2 segments.
L’état final est atteint lorsque l’ensemble des segments a été délivré.
Un couple de valeur est associé à chaque transition : la probabilité associée au passage d’un
état à un autre et le temps requis.
Finalement, nous calculons T¯ (Dni ), T¯ (Sni ) et T¯ (Bni ), les durées moyennes de délivrance des
flux de i segments avec une taille de fenêtre de n segments et une gestion particulière des bursts.
Ce temps correspond à la durée moyenne pour passer de l’état courant à l’état final.
D44 B13 B22(p1, T1) (p2, T2) (p3, T3)
3 pertes 0 perte                   0 perte
0
Figure 5.6 – Un des scénarios possibles pour transmettre D44
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Par exemple, la Figure 5.6 montre une sous-partie de l’automate correspondant à un des
scénarios possibles pour transmettre D44, c’est-à-dire, pour transmettre 4 segments sans Initial
Spreading et avec une IW de 4 segments. La première transition est l’expiration du RTO, due
à la perte de 3 des 4 segments. Les 3 segments restants ont donc à être transmis en Slow Start
avec une IW d’un segment, d’où l’entrée dans l’état B13 . La seconde transition est la réception
de l’accusé du segment émis. Ainsi, le nouvel état correspond à la délivrance de 2 segments avec
une CWND actualisée égale à 2 segments (B22). Comme aucun des deux segments transmis dans
le cycle n’est perdu, la réception des deux ACKs permet de basculer dans l’état final. Pour ce
scénario, la durée de délivrance est donc égale à T1 + T2 + T3. Considérant nos hypothèses, les
quantités Ti seront considérées comme constantes.
La Table 5.1 récapitule les différents états et les variables utilisés pour décrire le modèle :
Variables ou états Définitions
i Nombre de segments à transmettre
n Taille de la fenêtre (IW ou CWND)
Dni
Etat définissant la transmission de i segments avec une IW de n
segments sans Initial Spreading
T¯ (Dni ) Durée moyenne de délivrance de Dni
Sni
Etat définissant la transmission de i segments avec une IW de n
segments avec Initial Spreading
T¯ (Sni ) Durée moyenne de délivrance de Sni
Bni
Etat définissant la transmission de i segments avec une CWND de n
segments et des mini-bursts
T¯ (Bni ) Durée moyenne de délivrance de Bni
R le RTT moyen supposé constant
T0 le Timer de Retransmission
p la probabilité de perte pour un segment n’appartenant pas à un burst
q = 1− p la probabilité de succès pour un segment n’appartenant pas à un burst
Tableau 5.1 – Tableau récapitulatif des états et paramètres utilisés dans notre modèle
5.3.3 Initialisation
Par définition, nous pouvons écrire que :
∀i,
 D1i = S1iT¯ (D1i ) = T¯ (S1i )
car l’Initial Spreading est transparent lorsqu’il est utilisé avec une IW unitaire.
Par ailleurs, le Slow Start est utilisé avec ou sans Initial Spreading, donc à chaque accusé
de réception autre qu’un DupACK, un burst de 2 segments est envoyé. Dans le cas d’une IW
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unitaire, la réception du premier ACK entraîne l’émission de deux nouveaux segments. Cela se
traduit par :
∀i, T¯ (D1i ) = T¯ (D11)+ T¯ (B2i−1)
Considérant que T0 est doublé quand une perte n’a pas été récupérée à l’expiration du T0
enclenché à la ré-émission précédente, la durée moyenne pour transmettre un segment en fonction
de p, R et T0 est égale à :
T¯
(
D11
)
= R+ q
∞∑
i=1
pi
i∑
j=1
2j−1T0 = R+ T0
p
1−2p
Nous connaissons désormais la durée moyenne nécessaire à la transmission d’une connexion
ne contenant qu’un segment. Nous allons maintenant détailler les différents scénarios qui peuvent
permettre l’émission de 2 segments avec une IW égale à 2. La ré-émission d’un segment étant
nécessaire dans les scénarios incluant une ou plusieurs pertes, nous utiliserons alors notre calcul
précédent de T¯
(
D1i
)
.
Émission de D22
La Figure 5.7 montre les cas possibles lorsque l’Initial Spreading n’est pas utilisé et les dif-
férences que cela engendre au niveau des temps de retransmission.
0 1
ack0
1
R T0
0 1
T0
B11
0 1
ack0
R
ack1
TB
T( )
B21T( )
ack1
0 ack1
Figure 5.7 – T¯
(
D22
)
, les différents scénarios possibles
Ainsi, lors de la perte du second segment, la retransmission du segment perdu ne peut se
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faire qu’à R+T0, alors que la perte du premier segment, qui implique la perte du burst complet,
nécessite une retransmission des deux segments à T0. Dans le premier cas, T0 a été remis à zéro
par la réception du premier ACK.
D22
B11 B12
qq,R p,T0qp, R+T0
q,R
p,T0
q,R
p,T0
0
Figure 5.8 – Diagramme d’états pour D22
La Figure 5.8 donne le diagramme d’états pour D22.
D’après le diagramme d’états et la représentation des cas possibles, nous pouvons déduire
T¯
(
D22
)
et T¯
(
B22
)
, les durées moyennes de délivrance de 2 segments avec un IW de 2 segments
sans Initial Spreading et dans les états intermédiaires :
T¯
(
D22
)
= q2R+ qp(R+ T0 + T¯
(
B11
)
) + p(T0 + T¯
(
B12
)
)
T¯
(
B22
)
= T¯
(
D22
)
Émission de S22
En utilisant Initial Spreading, on espace les segments et on va considérer des pertes indépen-
dantes. Ainsi, le second segment du flux peut être transmis avec succès alors que le premier
segment a été perdu. La Figure 5.9 montre les 4 différents scénarios possibles pour S22 .
On peut ainsi en déduire T¯
(
S22
)
:
T¯
(
S22
)
= q2(R+ R2 ) + qp(R+ T0 + T¯
(
B11
)
) + pq(T0 + T¯
(
B11
)
) + p2(T0 + T¯
(
B12
)
)
Nous allons maintenant généraliser notre modèle pour n > 2 et résoudre séparément le cas
des différents mécanismes de démarrage rapide de TCP.
5.3.4 Généralisation : ∀n ≥ i ≥ 2
L’intérêt principal de l’augmentation de l’IW avec ou sans Initial Spreading réside dans la
transmission des flux courts, et notamment des flux dont la taille est inférieure ou égale à l’IW.
Dans cette partie, nous allons décrire notre modèle pour n ≥ i.
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0 1
ack0
1
R T0
0 1
T0
B11
0 1
ack0
R
ack1
T( )
ack1
R
2
2
0 1
T0
0
ack1
1 ack1
B21T( )
ack1
B11T( )
R
Figure 5.9 – T¯
(
S22
)
, les différents scénarios possibles
Cas des grandes IW sans Initial Spreading
Nous considérons maintenant le cas Dni ; les i segments sont envoyés en un unique burst que
nous modélisons par le “bursty loss model”.
Nous pouvons tout d’abord noter que :
∀n > i, T¯ (Dni ) = T¯
(
Dii
)
Suite à la première transition, l’état initial peut être décliné en i+1 états différents représen-
tants les i différents segments pouvant être affectés par la première perte et le cas sans perte.
Ainsi, en utilisant un raisonnement similaire à celui employé pour D22, on peut écrire :
T¯ (Dnn) = qnR+
n−1∑
i=1
qn−ip(R+ T0 + T¯
(
B1i
)
) + p(T0 + T¯
(
B1n
)
)
Cas des grandes IW avec Initial Spreading : cas de Snn
L’indépendance des pertes que nous supposons avec l’utilisation de l’Initial Spreading rend
la résolution du cas de Snn plus compliquée et augmente notablement le nombre de scénarios à
considérer. Snn peut ainsi être décliné en 2n différents états selon le nombre de pertes et leurs
positions dans le burst.
Comme nous avons pu le voir dans le cas de D22, la position de la première perte d’un segment
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0 1 a0
T0R
2 3 4 a1 a2 a3
R
5
4
B11T( )
ack4
Figure 5.10 – T¯
(
S55
)
, perte du cinquième segment
de l’IW conditionne le temps de retransmission. La Figure 5.10 illustre le cas de la perte du dernier
segment d’une IW égale à 5 avec Initial Spreading. T0 est finalement déclenché à R+ 3R5 .
Ainsi, à l’exception de la perte du premier segment, chaque perte ajoute un délai supplémen-
taire ∈ {R,R+Rn, ...,R+(n−1)Rn} au RTO.
Ri,n,j est introduit pour sommer ces délais additionnels lorsque j pertes surviennent parmi
les i segments transmis avec une IW de taille n, k indiquant la position de la première perte.
Ri,n,j =
i+1−j∑
k=2
(
i− k
j − 1
){
R+ (k − 2)R
n
}
T¯ (Snn) est donc égal à la somme des termes qui décrivent les scénarios pouvant amener un
changement d’état :
– le scénario idéal où le flux est transmis sans perte ;
– le scénario où toute l’IW est perdue ;
– les scénarios avec j pertes ∈ {1, .., n− 1}.
T¯ (Snn) = qn(R+ (n− 1)
R
n
) + pnT¯
(
B1n
)
+
n−1∑
j=1
qn−jpj
{(
n
j
)(
T0 + T¯
(
B1j
))
+Ri,n,j)
}
(5.1)
Snn , avec Fast Retransmit et Fast Recovery
Selon nos différentes hypothèses, B1j est envoyé lorsque 3 DupACKs ont permis d’authentifier
le segment perdu.
La Figure 5.11 représente la perte des 2 premiers segments pour S55 . Le Fast Retransmit est
déclenché à R + 4R5 . Il permet donc l’économie de T0 − 4R5 . Soit FR le gain de temps moyen
engendré par l’utilisation du Fast Retransmit, si l’on note j le nombre de pertes et x le dernier
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0 1 2 3
a0a0a0
R R
5
R
5
R
5
R
5
T0
B21T( )
0 ack1
B21T( )
Figure 5.11 – T¯
(
S55
)
, perte de 2 segments : déclenchement du Fast Retransmit après réception
de 3 DupACKs
segment perdu, nous obtenons alors :
FR =
n−3∑
x=j
(
x−1
j−1
){
T0 −(x+2)R
n
}
(5.2)
et
T¯ (Snn) = qn(R+ (n− 1)
R
n
) + pnT¯
(
B1n
)
+
n−1∑
j=1
qn−jpj
{(
n
j
)(
T0 + T¯
(
B1j
))
+Ri,n,j)
}
− FR
Cas de Sni , avec i < n
Contrairement au cas de Dni , Sni n’est pas égal à Sii . En effet, l’espacement entre deux segments
est fixé par le quotient du RTT par la taille maximale autorisée de l’IW. Ainsi, l’espacement entre
deux segments est plus important pour Sii que pour Sni lorsque i < n.
Dans le cas de Sni , le RTT est séparé en n intervalles et seuls les i premiers sont utilisés.
En utilisant l’équation (5.1), on peut définir Sni comme :
T¯ (Sni ) = qi(R+ (n− 1)
R
n
) + piT¯
(
B1i
)
+
i−1∑
j=1
qi−jpj
{(
n
j
)
(T0 + T¯
(
B1j
)
) +Ri,n,j)
}
− FR
Cas des états intermédiaires : Bni
Nous étudions maintenant le cas où n segments sont envoyés sous la forme de bn+12 c “mini-
bursts” de 2 segments.
Dans cet état intermédiaire marqué par la différence de débit entre le goulot d’étranglement
et le débit d’émission, chaque burst est considéré comme indépendant et les pertes entre les
bursts également. En revanche, la perte du premier segment du burst entraîne irrémédiablement
celle du second.
Soit Pj,n la probabilité d’avoir j pertes parmi n segments sachant que les segments sont
envoyés par bursts de 2, alors :
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Pj,n =

=
b j2 c∑
t=max(0,j−u)
{(
u
t,j−2t,u−(j−t)
)× pt(qp)j−2tq2(u−(j−t))} si n = 2u
= q × Pj,2u + p× Pj−1,2u si n = 2u+1
où t, j−2t et u−(j−t) représentent respectivement le nombre de bursts avec 2 pertes, 1 perte
et 0 perte.
Nous pouvons maintenant décrire Pj,n par 3 probabilités conditionnelles que nous définissons
en fonction du résultat de la transmission du premier des mini-bursts :
Pj,n =

PZj,n si le premier burst subit 0 perte
PXj,n si le premier burst subit 1 perte
PYj,n si le premier burst subit 2 pertes
(5.3)
En utilisant (5.3) et le même raisonnement que pour Snn , Bnn peut maintenant être défini.
Dans un premier temps, nous pouvons noter que :
∀n > i, Bni = Bii
Nous allons maintenant différencier le cas où le premier segment n’est pas perdu des autres
cas. PXj,n +PYj,n est la probabilité d’avoir j pertes parmi les n segments envoyés sachant que le
premier segment n’a pas été perdu. De la même façon que pour la Figure 5.7, cela implique que
le prochain état est atteint à R+ T0.
En revanche, avec une probabilité PZj,n , le prochain état est atteint à T0.
T¯ (Bnn) est donc égal à la somme des différentes durées de délivrance qui dépendent directe-
ment du nombre de pertes et de leurs positions.
T¯ (Bnn) = qnR+
n∑
j=1
{
(PXj,n + PYj,n)× (R+ T0 + T¯
(
B1j
)
) + PZj,n × (T0 + T¯
(
B1j
)
)
}
(5.4)
5.3.5 Généralisation : ∀i ≥ n
Notre modèle cible principalement la transmission d’un nombre de segments inférieur ou égal
à l’IW. En restreignant ainsi la portée de notre modèle, nous prenons garde à ce que ni les
mécanismes de reprise, ni les algorithmes de CA ne réduisent sa précision et donc son intérêt.
Ainsi, vu de la complexité supplémentaire nécessaire à la modélisation de Dni et Sni pour i ≥ n et
conformément à l’hypothèse précédente, nous avons décidé de ne modéliser que Bni pour i ≥ n.
La modélisation de Bni est quant à elle essentielle car ce dernier est utilisé par Dni et Sni avec
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∀i ≤ n dès lors que des pertes nécessitent la retransmission de segments de l’IW.
Bni ∀i ≥ n
Nous considérons que les n premiers segments ont été envoyés. Dans le cas sans perte, les i−n
segments restant sont envoyés en Slow-Start ; dans les autres cas, les segments perdus le sont à
l’expiration de T0 avec une CWND égale à 1.
0 1
a0
T0RTT
2 3
T2
a0
T2
1 ack3
B21T( )
Figure 5.12 – T¯
(
B34
)
, avec perte des segments 2 et 4
La Figure 5.12 dépeint un des scénarios possibles deB34 dans lequel le deuxième et le quatrième
segments sont perdus. A l’arrivée de l’ACK du premier segment, T0 est mis à jour et le quatrième
segment est envoyé. 2 ∗ TB secondes après, soit le temps correspondant à deux fois le temps
d’émission du routeur du goulot d’étranglement, l’ACK du troisième segment arrive. Comme
l’ACK du premier segment n’arrive pas avant l’expiration du timer de retransmission, on rentre
dans l’état B12 à R+ T0, avec les segments numéros 1 et 3 à retransmettre.
Lorsqu’il n’y a pas de pertes dans le premier RTT, CWND = 2 ∗ IW , tandis que dans le cas
avec perte, la position de la première perte détermine le nombre de mini-bursts de 2 segments
qui peuvent être envoyés avant de devoir attendre l’ACK du segment perdu, c’est-à-dire avant
que l’émetteur ne puisse avoir connaissance d’une perte.
Soit j le nombre de pertes dans l’IW et u le nombre de succès initiaux, M = min{i−n, 2×u}
est alors le nombre de segments en attente d’émission qui peuvent être envoyés par mini-bursts
de 2 segments dans le second RTT.
Dans la suite, nous définissons T¯
(
βni,j,M
)
comme la durée moyenne nécessaire à l’émission de
i segments avec une IW de taille n sachant que j segments ont été perdus et que le segment u+1
a été le premier segment perdu. Cela signifie que les u premiers segments ont bien été validés
dans le premier RTT, et que l’émetteur envoie ensuiteM segments dans le second RTT par mini-
bursts de 2 segments avant d’attendre pour le (u+1)ème ACK. Lorsque le timer de retransmission
expire, les n − j segments perdus dans l’IW, les t segments potentiellement perdus durant les
M retransmissions et les i− n segments qui n’ont pas encore été émis sont envoyés avec une IW
égale à 1.
T¯
(
βni,j,M
)
=
M∑
t=0
{
Pt,M×
[
R+T0 + T¯
(
B1i−(n−j)−(M−t)
) ]}
(5.5)
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Soit Pj,n,u, la probabilité d’avoir j segments perdus parmi n segments sachant que les u
premiers segments envoyés ont été validés :
Pj,n,u =
 PXj−1,n−(u+1) si u pairPYj,n−u si u impair
En utilisant (5.5), nous pouvons définir T¯ (Bni ):
T¯ (Bni ) = qn(R+ T¯
(
B2nin
)
) + pbn2 c+1(T0+T¯
(
B1i
)
)
+
n−1∑
j=1
n−j∑
u=1
{
Pj,n,u×T¯
(
βni,j,M
)
+ PYj,n(T0 + T¯
(
B1i−(n−j)
)
)
}
En utilisant Dni , Bni et Sni , nous pouvons maintenant résoudre les équations précédentes et
donc calculer la durée de délivrance moyenne nécessaire à la transmission d’une IW avec et sans
Initial Spreading.
5.4 Validation
L’objectif que nous recherchons dans ce chapitre est double :
– proposer et valider un modèle de TCP pour la transmission des flux courts qui tienne
notamment compte des différentes sortes de bursts ;
– valider grâce à ce modèle l’intérêt de l’Initial Spreading et confirmer ainsi nos résultats
obtenus par simulation.
Afin d’atteindre nos objectifs, nous avons confronté nos résultats de simulation aux estima-
tions obtenus par le modèle. Nous estimons que le recours à NS2 est pertinent pour la validation
de nos hypothèses car :
– La petite taille des flux qui nous intéressent permet d’accorder du crédit aux simulations
NS2 et de garantir la pertinence de leurs résultats. En effet, dans la majorité des transmis-
sions d’un flux court, l’algorithme de CA n’est pas utilisé, et seuls l’IW, le Slow Start et
les mécanismes de reprises affectent le résultat. Or, au contraire de Cubic, l’implantation
de ces mécanismes dans NS2 ne souffre aucune contestation.
– En utilisant NS2, nous avons pu contrôler les protocoles utilisés par la pile TCP/IP et nous
assurer ainsi que le modèle décrit les mêmes protocoles que ceux employés par les dernières
versions de NS2.
Dans la suite, nous utilisons le même banc de test que dans les chapitres précédents (Fig-
ure 4.1). Les milliers d’itérations de nos simulations nous ont permis d’obtenir un bon intervalle
de confiance ; nous l’avons représenté sur nos courbes pour un niveau de confiance de 95 %.
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5.4.1 Évaluation du modèle
Le modèle a pour objectif d’estimer le temps moyen de délivrance d’une connexion courte en
ayant connaissance du RTT moyen et du taux de perte par segment. Nous utilisons en entrée
de notre modèle le RTT moyen mesuré lors des simulations, ainsi que le taux de perte par
segment mesuré sur l’émission d’un grand nombre de segments “indépendants” dans le réseau
congestionné.
Bursts de faible taille
Notre modèle est fondé sur une appréhension précise des bursts et en particulier des différents
impacts qu’ils peuvent avoir sur la performance d’une connexion en milieu congestionné. Nous
avons ainsi pris soin d’isoler les deux principaux types de burst : les bursts initiaux et les mini-
bursts. Finalement, nous avons fait l’hypothèse que seuls les mini-bursts affectent la performance
d’un flux transmis avec Initial Spreading.
Nous allons donc évaluer en premier lieu la précision de notre modélisation des mini-bursts.
Pour cela, nous comparons les résultats de notre modèle à ceux obtenus par simulation pour la
transmission de flux courts avec une IW d’1 segment.
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Figure 5.13 – Comparaison entre le modèle et les simulations pour la transmission de flux courts
avec IW = 1 dans différents environnements
La Figure 5.13 présente une comparaison entre le temps de délivrance moyen prévu par le
modèle et le résultat des simulations pour la transmission de flux courts avec une IW égale à
1 pour divers RTTs et taux d’erreur par segment. Le modèle permet une prédiction fine des
résultats obtenus par simulation et semble valider nos hypothèses sur les bursts autres que le
burst initial et notamment sur l’évolution du trafic TCP par mini-bursts.
Nous pouvons néanmoins remarquer que les bénéfices des mécanismes de reprise sont plus
marqués sur les courbes obtenues par simulation que par le modèle. Ainsi, comme nous avons pu
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le voir dans le chapitre 4, l’utilisation de mécanismes de reprise en environnement congestionné a
pour conséquence une progression non-monotone de la durée moyenne de délivrance. Par exemple,
un flux de 7 segments qui a 4 segments transmis dans le troisième RTT a une probabilité plus
importante de récupérer une perte sans avoir à attendre un RTO qu’un flux de 5 segments n’ayant
que 2 segments émis dans le troisième RTT. La durée de délivrance moyenne pour un flux de 7
segments est donc légèrement inférieur ou sensiblement égal à celui d’un flux de 5 segments. Or
cette progression non monotone n’est pas visible dans nos prédictions.
Bursts de taille plus importante
Dans le cas de la prédiction des bursts initiaux, le modèle “bursty loss model” que nous utilisons
est moins précis. Dans la partie 5.2.3, nous avons souligné ses faiblesses. Celles-ci se retrouvent
dans la précision de notre modèle analytique et sont mis en évidence par la Figure 5.14 qui
permet de comparer les résultats prédits par le modèle à ceux mesurés par simulation dans le
cas d’une fenêtre initiale de 10 segments sans Initial Spreading.
Ainsi, on peut constater que pour les tailles de bursts inférieures à 7 segments, le fait que
le modèle de burst ne tienne pas compte de l’augmentation du taux de perte relative à la taille
du burst rend notre modélisation du flux court plus optimiste que les simulations. En revanche,
pour les tailles de bursts plus importantes, notre prédiction devient pessimiste. En effet, avec le
modèle de burst choisi, une perte entraîne forcément la perte de l’ensemble des segments suivants
du burst. Or nous avons pu constater que cette hypothèse n’était pas complètement vérifiée. Il
est donc probable que certains des segments du burst puissent être correctement transmis malgré
la perte d’un des segments, ce qui, compte tenu de la faible taille du flux a une importance forte.
En conclusion, les faiblesses du modèle de burst pris en considération dans notre modélisation
TCP affectent sa capacité à prédire précisément les comportements de la transmission des grandes
tailles de bursts. Néanmoins, notre modèle permet une très bonne précision dans le cas de la
transmission de bursts de faible taille, ce qui doit nous permettre d’estimer avec précision le
comportement de l’Initial Spreading.
5.4.2 Validation de l’Initial Spreading
Nous pouvons maintenant utiliser notre modèle pour valider les résultats obtenus avec l’Initial
Spreading.
La Figure 5.14 compare les durées moyennes de délivrance estimées par notre modèle mathé-
matique à celles obtenues par simulation dans le cas d’une transmission de flux courts avec et
sans Initial Spreading et des fenêtres initiales de 1 et 10 segments. Dans ce test, le taux moyen
d’erreur par segment a été pris égal à 6.5% et le RTT moyen était de 480ms. A nouveau, les
résultats obtenus par le modèle et par simulation sont très proches, à l’exception du cas sans
Initial Spreading.
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avec IW = 1 et IW = 10 avec et sans Initial Spreading
Le modèle confirme ainsi notre compréhension des bursts et les résultats obtenus en utilisant
l’Initial Spreading pour la transmission de flux courts avec une grande IW.
Par ailleurs, bien que la précision de notre modèle soit moins bonne dans le cas des grands
bursts, il permet néanmoins de constater l’écart de performance entre la transmission d’un flux
court avec et sans Initial Spreading dans un environnement congestionné.
Finalement, le modèle confirme que l’utilisation de l’Initial Spreading permet une meilleure
prédictibilité des performances, tout comme semblait le montrer les différences entre les intervalles
de confiance des simulations avec et sans Initial Spreading.
5.5 Conclusion
Dans ce chapitre, nous avons présenté un modèle analytique pour les connexions TCP visant
à estimer le temps de délivrance moyen de flux courts. Ce modèle est adaptatif et peut ainsi être
aisément modifié pour modéliser les futures évolutions de TCP qui ne manqueront pas d’être
standardisées (par exemple Tail Loss Probe 3.1.2 et Early Retransmit 3.1.2).
Ce modèle est focalisé sur une compréhension fine des bursts et de leurs conséquences sur la
transmission d’un flux court dans un environnement congestionné. Il prend en compte de façon
itérative les différents scénarios pouvant survenir, afin de montrer dans un premier temps l’impact
de l’augmentation de la taille du burst initial, mais aussi les bénéfices apportés par l’utilisation
de l’Initial Spreading.
Le modèle confirme ainsi que l’Initial Spreading permet l’augmentation de la taille de la
fenêtre initiale de 3 à 10 segments sans pénaliser la performance moyenne, et ce, même en milieu
congestionné.
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6 Implantation de l’Initial Spreading
Dans les chapitres précédents, nous avons proposé et évalué par simulation une solution qui
répond au besoin d’amélioration de la transmission des flux courts dans un réseau congestionné.
Notre modélisation analytique des flux TCP courts a ensuite corroboré les bons résultats obtenus
et montré que l’appréhension et le traitement fin des bursts permettent à l’Initial Spreading
d’offrir un gain de performance significatif par rapport aux autres solutions envisagées.
Néanmoins, si la simulation et la résolution analytique sont nécessaires pour dessiner les
grandes lignes d’une évolution protocolaire de TCP, il est indispensable de leur associer des
expérimentations réelles afin de leur garantir crédibilité et légitimité. En effet, de nombreux
paramètres rendent l’évaluation d’un protocole tel que TCP complexe et sujette à caution, a
fortiori dans un environnement congestionné.
Nous retiendrons notamment :
– A l’échelle du réseau :
– les nombreuses interactions entre les différentes connexions qui influent sur leurs com-
portements de façon peu prédictible ;
– les interactions avec les autres éléments du réseau tels que les routeurs dont le remplissage
des buffers affecte la performance d’une connexion ;
– l’environnement instable dans lequel évolue la connexion.
– A l’échelle du protocole :
– les interactions avec les différents protocoles de la pile ;
– le caractère évolutif du protocole TCP lui-même. En effet, comme on a pu le voir dans
les chapitres 2 et 3, TCP est issu d’un travail “collaboratif” et son comportement évolue
au gré d’ajouts et de modifications de parcelles protocolaires.
Par ailleurs, l’implantation du mécanisme elle-même peut révéler de nombreuses surprises.
Dans le cas de l’Initial Spreading, la phase d’implantation, bien que délicate, s’est de plus
avérée essentielle car elle a permis de faire progresser le mécanisme initial vers sa version finale.
Plusieurs implantations ont ainsi été nécessaires. Les premières nous ont permis de relever cer-
taines limites de notre mécanisme et de le modifier avant de pouvoir le soumettre à la communauté
“transport” de l’IETF. L’accueil favorable reçu par l’Initial Spreading ainsi que les nombreux
commentaires et conseils nous ont alors permis d’optimiser notre implantation et d’affiner notre
algorithme afin d’aboutir à la version actuelle de l’Initial Spreading.
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Alors que le chapitre suivant validera le comportement de l’Initial Spreading, ce chapitre
permet de retracer l’évolution du mécanisme, de son implantation et des tests que nous avons
menés.
6.1 Implantation de l’Initial Spreading
L’objectif de cette implantation est d’évaluer le comportement de l’Initial Spreading en envi-
ronnement réel et de confronter les résultats obtenus à ceux de nos simulations et analyses. Nous
avons néanmoins profité de cette phase de développement pour tester également le comportement
et les performances de variations protocolaires autour de l’algorithme originel. Ainsi, nous avons
notamment introduit la possibilité de décider manuellement de la durée d’espacement entre deux
émissions de segments appartenant à l’IW.
Afin de réaliser notre première implantation de l’Initial Spreading, nous avons modifié le code
de la couche TCP du noyau Linux, ajoutant un “patch” de quelques centaines de lignes qui nous
a permis de tester l’Initial Spreading tel qu’il a été présenté dans les chapitres précédents mais
également d’évaluer les conséquences d’un éventuel changement d’espacement.
Dans la suite de ce chapitre, nous présentons cette implantation. Cette partie est essentielle
car elle permet non seulement de reproduire l’Initial Spreading mais souligne également l’écart
entre la validation d’une solution par simulation et modélisation analytique et la validation en
conditions réelles.
6.1.1 Implantation fondée sur l’utilisation de jiffies
Le jiffy : une contrainte d’implantation
Un jiffy est une unité atomique de temps fixant la granularité des temporisations dans le noyau
et en particluier de TCP. Le micro-processeur se réveille ainsi à chaque jiffy pour exécuter les
instructions de la couche TCP en attente. Ce paramètre est très important dans le cas de notre
implantation car il conditionne les valeurs que l’on peut attribuer à l’espacement.
Principe général de l’implantation
Afin d’implanter le mécanisme de l’Initial Spreading, nous avons besoin de :
– calculer le RTT afin de déterminer une durée d’espacement ;
– réguler l’émission des paquets de la fenêtre initiale.
Le calcul du RTT est déjà implanté dans le noyau, il nous suffit donc de récupérer le résultat
dès qu’il a été obtenu, c’est-à-dire après réception du segment SYN/ACK.
La régulation de l’émission des segments est plus complexe et nécessite deux étapes :
– l’allocation en mémoire des paquets ;
– la transmission des segments dans la pile protocolaire, de la couche TCP à la couche IP.
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Variables d’implantation
Nous utilisons 4 variables distinctes :
– count : nombre de segments de la première fenêtre restant à allouer en mémoire. Initialisée
à la valeur de l’IW en utilisant la variable initcwnd présente dans le noyau, cette variable
est décrémentée à chaque nouvelle allocation.
– burst : nombre de segments de la première fenêtre restant à émettre. Initialisée également
à initcwnd, cette variable est décrémentée à chaque émission de paquet.
– TSpreading : valeur de l’espacement :
– Une valeur nulle correspond à l’utilisation d’un espacement proportionnel au RTT, soit
TSpreading = RTTinitcwnd ). Cela nous permet de tester l’Initial Spreading dans les mêmes
conditions que la simulation.
– Toute autre valeur correspond à la valeur en jiffies de l’espacement entre deux segments.
Nous y reviendrons dans la section suivante.
– lock : variable booléenne dont le rôle est de bloquer l’émission de segments durant les
périodes d’espacement.
Lorsque les variables count et burst sont nulles, l’Initial Spreading est inactif et la pile reprend
son comportement normal.
Nous avons également introduit d’autres variables afin de pouvoir tester différents comporte-
ments d’Initial Spreading. Ces variables sont accessibles à l’utilisateur via la commande sysctl
ou le système de fichiers virtuels /proc/sys/net/ipv4 et nous permettent entre autres de modifier
les paramètres d’étalement :
– tcp_initial_spreading : booléen permettant d’activer ou de désactiver l’Initial Spreading ;
– tcp_initial_spreading_fixed_delta : initialise TSpreading à la valeur désirée;
– tcp_initial_spreading_window_delta : permet de modifier le nombre de paquets devant être
espacés.
Finalement, ces variables sont principalement utilisées à travers 3 fonctions qui nous permet-
tent d’utiliser l’Initial Spreading :
– tcp_spreading_recalc : cette fonction permet de calculer le nombre de segments à espacer
ainsi que la durée d’espacement. Elle est appelée après réception du SYN/ACK une fois le
RTT déterminé.
– tcp_spreading_reset_timer : cette fonction relance le timer pour une durée égale à TSpreading.
Elle est appelée après l’émission d’un segment tant que l’Initial Spreading est actif.
– tcp_spreading_timer : cette fonction est appelée à l’expiration du timer et déclenche l’émis-
sion d’un nouveau segment.
Détails de l’implantation
La Figure 6.1 représente le diagramme de fonctionnement de la pile TCP. La relation que
nous avons fait figurer entre tcp_send_skb et tcp_write_xmit est essentielle car elle permet de
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contrôler l’état de la connexion (fenêtre, TSP, Nagle...) avant d’appeler tcp_transmit_skb pour
transmettre les segments à la couche IP.
Figure 6.1 – Fonctionnement de la pile TCP dans le noyau Linux
Après avoir initialisé les différentes variables et notamment le temps d’étalement, l’essentiel de
notre mécanisme consiste à vérifier l’activité de l’Initial Spreading avant l’émission d’un segment
et d’exécuter si nécessaire les actions résultantes. Nous ajoutons donc un nouveau test à la
fonction tcp_write_xmit afin de vérifier la valeur de lock, et d’appeler tcp_transmit_skb.
Dans le cas où il reste des segments à espacer, c’est-à-dire burst 6= 0, l’émission est alors
verrouillée et le timer d’étalement est réarmé. L’expiration du timer appelle la fonction
tcp_spreading_timer qui déverrouille l’émission et pousse l’envoi immédiat du segment.
6.1.2 Limite de cette implantation
Incompatibilité des mécanismes TSO/GSO, Nagle et Initial Spreading
TSO (TCP Segmentation Offload) et GSO (Generic Segmentation Offload) visent à réduire la
charge du processeur en réduisant le nombre de segments traversant la couche TCP du système.
Au lieu de faire la fragmentation dans le noyau, un segment unique de taille supérieure ou égale
à la Maximum Segment Size (MSS) est envoyé à la carte réseau – Network Interface Card (NIC)
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– ce qui réduit considérablement le nombre d’opérations effectuées par le processeur et rend le
processus de transmission plus efficace. La segmentation est ensuite effectuée par la carte réseau.
Cette dernière doit alors ajouter le bon en-tête à chacun des nouveaux segments créés.
L’utilisation de TSO/GSO annihile complètement le mécanisme de l’Initial Spreading tel que
nous l’avons implanté. L’IW est envoyée sous la forme d’un super-segment contenant l’intégralité
des données jusqu’à la carte réseau, cette dernière fragmentant le super-segment en n segments
qu’elle envoie en rafale sans tenir compte de notre volonté d’espacement.
TSO et GSO doivent donc être désactivés pour que cette implantation de l’Initial Spreading
fonctionne, l’idéal étant de limiter leur phase d’inactivité à l’émission de l’IW. En effet, durant
l’émission de l’IW, la faible quantité de données envoyées ne justifie pas leur utilisation. En
revanche, il est intéressant de les conserver lorsque TCP est dans son état stable.
L’algorithme de Nagle [62] a pour objectif d’agréger les données en retardant l’émission des
segments afin de ne pas surcharger le réseau d’en-têtes inutiles. Il est donc également incompati-
ble avec l’Initial Spreading. En revanche, le rendre inactif a moins de conséquences car son intérêt
a été fortement amoindri par l’évolution des standards de communication. A son introduction, il
ciblait notamment les segments d’1 octet de données envoyés sur le réseau.
Finalement, en implantant notre mécanisme, nous avons pu nous rendre compte de l’impact
des contraintes réelles “à l’échelle du protocole”, et notamment des nombreuses interactions avec
les autres optimisations qui peuvent diminuer voir annuler l’efficacité de l’Initial Spreading. Par
ailleurs, nous avons maintenant la possibilité de tester l’Initial Spreading dans un environnement
réel afin d’observer les conséquences des contraintes réelles “à l’échelle du réseau”. Nous étudierons
notamment le comportement de l’Initial Spreading dans un environnement congestionné.
6.2 Premiers enseignements des expérimentations en en-
vironnement réel
L’objectif de cette section n’est pas d’évaluer l’efficacité de l’Initial Spreading face aux solu-
tions concurrentes, mais d’étudier l’impact de l’environnement réel sur son comportement.
6.2.1 Comportement du mécanisme dans le cas avec congestion
La Figure 6.2 présente les résultats obtenus lors de tests réalisés en environnement réel con-
gestionné. Nous expliciterons dans le chapitre suivant le mode opératoire utilisé et analyserons
plus en détail les résultats obtenus. Nous pouvons toutefois d’ores et déjà utiliser cette figure
pour cerner les limites de notre algorithme initial.
Ainsi, alors que nous avons montré dans les chapitres précédents que le principal attrait de
l’Initial Spreading est son efficacité à transmettre des flux courts dans les réseaux congestionnés,
les premières expériences réelles que nous avons menées nous ont permis d’identifier une faiblesse
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Figure 6.2 – Comparaison des performances de différentes versions d’Initial Spreading avec la
RFC 6928 pour un délai de bout-en-bout de 42ms
potentielle de l’Initial Spreading jusqu’alors indétectable par nos simulations et analyses.
En effet, le mécanisme de l’Initial Spreading se fonde sur la mesure instantanée du RTT lors
de l’échange de SYN-SYN/ACK pour fixer l’étalement (TSpreading). Or, dans le cas d’une perte
du segment SYN, le RTT mesuré ne reflète pas le RTT réel mais le RTT additionné du RTO.
R=500ms
TSpreading = 300ms
TSpreading = 50ms
cas sans perte durant l'établissement de la connexion
cas avec perte durant l'établissement de la connexion
Segment émis avec Initial 
Spreading
1 2 3 4 5 6 7 8 9
1
ack1
Figure 6.3 – Conséquences d’une mesure erronée du RTT durant l’établissement de la connexion
sur la transmission de 20 segments
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L’utilisation de cette mesure erronée du RTT conduit l’Initial Spreading à utiliser un espace-
ment trop important entre les segments, ce qui aura pour conséquence d’annuler l’intérêt de
l’augmentation de la fenêtre initiale. En effet, comme nous pouvons le voir avec la Figure 6.3,
l’utilisation d’un TSpreading trop important réduit d’une part le nombre de segments émis durant
le premier RTT, mais également le nombre de segments qui seront émis grâce à l’Initial Spread-
ing, ce dernier n’étalant que les segments appartenant à l’IW. Les segments en rouge sur la figure
réprésentent les segments émis à l’expiration des timers dédiés à l’Initial Spreading.
On peut ainsi constater que la courbe représentant le temps de délivrance moyen pour une
connexion courte lorsque l’on utilise un TSpreading classique, c’est-à-dire TSpreading = RTTIW ,
montre des performances moins bonnes que celle représentant la RFC 6928. La qualité de la
performance moyenne de l’Initial Spreading est détériorée par les quelques cas où une perte a
lieu pendant l’établissement de la connexion. Ces cas sont pourtant peu nombreux, les segments
échangés pendant l’établissement de connexions étant beaucoup plus petits que les segments de
données et donc moins susceptibles de souffrir de la congestion.
Nos simulations ne nous ont pas permis d’identifier ce problème car l’échange SYN-SYN/ACK
n’étant pas simulé, nous utilisions en paramètre d’entrée la valeur du délai aller-retour introduit
(TAR), et non la valeur réelle du RTT. Finalement, nous testions un espacement fixe de grande
taille et occultions les potentielles pertes qui peuvent survenir lors de l’établissement de la con-
nexion.
6.2.2 Comportement du mécanisme proposé dans le cas sans conges-
tion
Les expériences précédentes ont donc montré que l’utilisation d’un TSpreading variable pro-
portionnel au RTT pouvait altérer l’efficacité de l’Initial Spreading dans les environnements
congestionnés et finalement détériorer la performance moyenne. Or, le comportement de l’Initial
Spreading en congestion était jusqu’alors son atout principal, et nous permettait d’accepter une
efficacité moindre dans les réseaux sans congestion.
Dans la section 4.3.2, nous avons ainsi mis en avant les conséquences liées à l’utilisation de
l’Initial Spreading dans les cas sans congestion. L’ajout d’espacements correspondant à la division
du RTT par l’IW peut ainsi augmenter la durée de transmission d’un flux court comparativement
à la solution sans Initial Spreading. En effet, dès lors que le flux peut être transmis en intégralité
dans le premier RTT, c’est-à-dire que le nombre i de segments à transmettre est inférieur à n la
taille de l’IW, alors l’utilisation de l’Initial Spreading ajoute une durée supplémentaire égale à
(i− 1) ∗ (RTTi − TB) secondes.
Ce temps supplémentaire est directement dépendant de la durée du RTT et peut dépasser
plusieurs centaines de millisecondes dans les pires cas. En revanche, ce délai se réduit consid-
érablement dès que la transmission du flux nécessite plus d’un RTT. Par exemple, les temps
minimaux de délivrance de 11 segments avec et sans Initial Spreading et une IW de 10 segments
sont égaux. De fait, l’utilisation de l’Initial Spreading dans les réseaux sans congestion avec une
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grande IW permet malgré tout d’obtenir des performances sensiblement meilleures que celles
obtenues avec la RFC3390 (IW = 3) dès que le flux a une taille supérieure à 3 segments. Vu
les performances obtenues en environnement congestionné, nous avions considéré cette faiblesse
comme un moindre mal.
Finalement, ces premières expérimentations réelles montrent qu’en l’état, l’implantation de
l’Initial Spreading n’atteint pas les performances escomptées pour la transmission des flux courts,
y compris en comparaison de la RFC 6928, que le réseau soit congestionné ou non. Retrouver l’ef-
ficacité et l’intérêt de l’Initial Spreading nécessite un changement dans le calcul de l’espacement,
et donc une étude approfondie des conséquences que cela peut occasionner.
6.2.3 Discussion sur TSpreading
Les paragraphes précédents ont montré la nécessité de faire évoluer l’espacement afin de
rendre notre algorithme plus performant. Une solution intuitive est d’utiliser un TSpreading fixe
de durée minimale. Pour autant, il est primordial de ne pas perdre de vue l’objectif principal de
l’espacement qui est d’éviter l’envoi de bursts de segments qui seraient massivement perdus en
cas de congestion.
Ainsi, dans les chapitres précédents, nous avons souligné les effets indésirables des bursts et
notamment du burst initial sur la performance moyenne d’une connexion courte, et proposé une
solution à même de les contrer fondée sur un étalement suffisant de l’émission des segments pour
permettre l’éclatement du burst considéré.
Le recoupement des résultats obtenus par simulation et modélisation analytique prouve que
l’espacement engendré par l’Initial Spreading permet effectivement de ne plus subir les con-
séquences des bursts. En effet, la concordance des résultats de simulations et des résultats analy-
tiques valide le fait que le temps d’étalement TSpreading utilisé dans les simulations est suffisant
pour garantir aux segments de l’IW une relative “décorrélation”. Ainsi, séparer l’émission de deux
segments d’un TSpreading égal à TARn , où n est la taille de l’IW et TAR le temps d’aller retour
minimal, leur permet de ne pas appartenir à un même burst.
Nous sommes désormais en droit de nous demander si ce temps est indispensable ou s’il est
possible d’envisager une durée d’espacement plus restreinte.
D’après la définition du burst que nous avons donnée en 5.2.1, deux segments n’appartiennent
pas à un même burst si l’état du buffer du routeur du goulot d’étranglement a eu la possibilité
d’évoluer entre leurs réceptions successives. Ainsi, une condition minimale à la “décorrélation”
des segments émis consécutivement est d’avoir un espacement suffisant pour permettre au buffer
d’évoluer entre leurs réceptions successives, c’est-à-dire qu’il ait eu le temps de vider au moins un
segment de sa file d’attente entre les 2 émissions. Finalement, cela revient à considérer comme
nous l’avons posé dans le chapitre 5 que deux segments appartiennent à un même burst s’ils
sont émis à un rythme supérieur au débit du goulot d’étranglement. Par analogie à 4.1, nous
supposons ainsi que les deux segments n’appartiennent pas à un même burst car leur réception
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est suffisamment espacée pour ne pas augmenter de façon directe la taille de la file d’attente.
Ceci revient à considérer qu’il existe une limite inférieure au temps d’étalement TSpreading
égale à TB , où TB est le temps nécessaire au routeur du goulot d’étranglement pour émettre un
segment. Le franchissement de cette limite résulte en l’émission de bursts.
Dans l’exemple du scénario simulé dans 4.3.2 où le débit du goulot d’étranglement est pris à
10 Mb/s et considérant une taille de segments de 1500 octets, le temps minimal d’espacement
serait donc égal à 1.2 ms alors que si on ne prend en compte que le RTT moyen qui vaut 320ms,
l’espacement utilisé jusqu’à présent pour une IW de 10 segments est égal à 32ms.
Faire tendre TSpreading vers sa limite basse peut donc permettre d’économiser de précieuses
millisecondes dans les réseaux sans congestion tout en préservant l’intérêt de l’Initial Spreading
dans les environnements congestionnés.
Bien évidemment, nous n’oublions pas les phénomènes de multiplexage statistique qui vont
faire qu’entre l’émission de ces paquets par la source et le passage par le goulot d’étranglement,
l’écart entre ces paquets aura pu évoluer.
6.2.4 Considérations autour de l’Initial Spreading
L’Initial Spreading a pour vocation d’améliorer les performances moyennes des connexions
TCP en proposant une modification minimale de la pile TCP. Ce dernier point est d’ailleurs
crucial car la simplicité de notre mécanisme est l’une des clés de son intérêt.
Afin de tenir compte des dernières considérations qui peuvent nuancer l’intérêt de l’Initial
Spreading, ce dernier doit être capable de tirer le meilleur parti des contraintes suivantes :
– TSpreading doit être suffisamment grand pour assurer la “non-corrélation” des segments et
de leurs pertes.
– TSpreading doit être le plus petit possible afin de ne pas ajouter de latence non nécessaire,
et notamment dans les cas sans congestion.
– TSpreading ne doit pas pâtir d’une mesure erronée du RTT durant l’établissement de la
connexion.
– L’implantation de l’Initial Spreading doit être la plus simple et légère possible afin d’être
aisément diffusable et reproductible.
Pour répondre à ces contraintes, nous introduisons le paramètre Tmax qui représente la limite
supérieure de TSpreading. Tmax a deux objectifs :
– permettre à l’Initial Spreading de ne pas être dépendant du RTT et ainsi ne plus subir les
contrecoups de longs RTT ou d’une mesure erronée du RTT ;
– assurer un espacement minimal et réduire ainsi la latence moyenne.
Le choix de Tmax résulte d’un compromis. En effet, un Tmax grand permet de “décorréler”
les pertes pour des débits de goulot d’étranglement faibles. En revanche, un Tmax petit réduit
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l’impact de l’Initial Spreading sur les réseaux non-congestionnés ayant un débit de goulot d’é-
tranglement plus élevé.
Débit minimal
considéré
Tmax adapté au
débit minimal
considéré
Latence ajoutée pour l’émission de 10 segments par
rapport à la RFC6928 si le débit réel du lien
congestionné est égal à 6 Mb/s
1 Mb/s 12ms 90ms
3 Mb/s 4ms 18ms
6 Mb/s 2ms 0ms
10 Mb/s 1.2ms création d’un burst maximal de 4 segments
100 Mb/s 0.12ms création d’un burst maximal de 9 segments
Tableau 6.1 – Conséquences du choix de Tmax pour un goulot d’étranglement avec un débit
réel de 6 Mb/s
La Table 6.1 illustre les conséquences que peuvent avoir différents Tmax sur un réseau avec
un goulot d’étranglement ayant un débit réel de 6 Mb/s. Par exemple, choisir un Tmax de 12ms
suffisant pour que l’Initial Spreading ne subisse pas les bursts lorsque le débit le plus faible est
supérieur ou égal à 1 Mb/s rajoute 90ms à l’émission de 10 segments avec une IW de 10 segments
lorsque le réseau traversé à un débit réel limitant de 6 Mb/s. En revanche, considérant le même
goulot d’étranglement, un Tmax de 1.2ms qui est idéal pour un débit de goulot d’étranglement
de 10 Mb/s, crée ici un burst de 4 segments.
Prise en compte des jiffies dans le choix de Tmax
Le choix de Tmax n’est pas uniquement conditionné par des considérations théoriques, il est
également nécessaire de prendre en compte les limites logicielles de notre implantation et notam-
ment la dépendance vis-à-vis du jiffy (voir 6.2) qui a des implications fortes sur l’émission des
segments.
0 1 jiffy 2 jiffies                3 jiffies               4 jiffies
t
Tmax
Comportement
souhaité
Comportement
réel
Figure 6.4 – Conséquences de l’utilisation de jiffy dans le choix de Tmax
La Figure 6.4 illustre les conséquences relatives au choix d’un Tmax trois fois plus faible que
le jiffy. Cela se traduit par l’émission de bursts de 3 segments à chaque jiffy. En effet, depuis la
dernière interruption, l’Initial Spreading a autorisé l’émission de 3 segments qui partent en un
unique burst à l’interruption suivante. Tmax doit donc être supérieur à la valeur d’un jiffy pour
ne pas créer de bursts.
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La valeur d’un jiffy est inversement proportionnelle à la variable HZ. HZ est définie à la
compilation du noyau et peut prendre 4 différentes valeurs : 100, 250, 300 et 1000. La valeur
définie par défaut dans la plupart des distributions courantes étant 300Hz, le jiffy permet donc
une précision des timers d’environ 3.3ms.
Finalement, la considération des jiffies fixe une nouvelle limite à la durée de Tmax et donc de
TSpreading. La Table 6.2 nous montre que pour la majorité des utilisateurs, un TSpreading d’un
jiffy correspondant à un espacement de 3.3ms permet à l’Initial Spreading de disperser les bursts
tant que le débit du goulot d’étranglement des réseaux parcourus est supérieur à 3,6 Mb/s.
Jiffy Tmax Débit minimal
1 ∼ 3.3ms 3,6 Mb/s
2 ∼ 6.6ms 1,8 Mb/s
3 ∼ 10ms 1,2 Mb/s
Tableau 6.2 – Conséquences des jiffies sur le Tmax avec HZ = 300Hz
6.2.5 Synchronisation entre connexions due aux jiffies
Outre influencer le choix de l’espacement, l’utilisation de jiffy peut avoir un véritable impact
sur l’efficacité de notre mécanisme.
L’Initial Spreading a ainsi pour objectif de limiter l’impact du burst initial en étalant son
émission. L’implantation que nous avons proposée modifie le comportement du protocole TCP
pour espacer l’émission de l’IW en émettant un segment tous les x jiffies. Les résultats obtenus
par cette implantation sont très satisfaisants dès lors que l’émetteur n’émet qu’une connexion à
la fois.
En revanche, dans les cas où l’émetteur souhaiterait émettre plusieurs connexions en paral-
lèle, l’utilisation des jiffies va réduire l’efficacité de l’Initial Spreading en recréant des bursts de
segments. En effet, à chaque jiffy, le processeur va exécuter les tâches en attente et regrouper en
un burst unique l’ensemble des segments des différentes connexions dont la date d’émission est
arrivée à échéance entre le temps présent et les x jiffies précédents.
La Figure 6.5 illustre les conséquences des jiffies pour l’émission de trois connexions en par-
allèle utilisant l’Initial Spreading avec TSpreading =1 jiffy. Bien que les dates d’émission des
segments soient suffisamment espacées pour ne pas créer de bursts dans le cas d’une émission
instantanée, la synchronisation par jiffy entraîne un regroupement des segments. On peut alors
constater que les connexions parallèles rendent impossible l’émission “indépendante” des seg-
ments par un même émetteur.
Ainsi, le comportement obtenu par simulation avec NS2, ne tenant pas compte des cycles de
processeurs, est différent de ce que l’on obtient avec notre implantation, et n’est reproductible
que dans le cas où l’émetteur se borne à émettre une connexion à la fois.
L’implantation fondée sur l’utilisation de jiffies a donc non seulement des conséquences sur le
choix de l’espacement, mais peut également entraver le bon fonctionnement de l’Initial Spreading.
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Toutefois, ce problème n’est significatif que lorsque l’utilisateur se sert de ce procédé pour
améliorer son débit en établissant plusieurs connexions parallèles simultanées avec la même en-
tité finale. Dans les autres cas de figure, l’importance est moindre car les adresses finales étant
différentes, la fonction de routage va séparer les segments et seuls les premiers routeurs traversés
seront susceptibles d’être affectés.
Connexion 1
Connexion 2
Connexion 3
Connexion 1-3
Comportement
en
simulation
Comportement
réel
0 1 jiffy 2 jiffies t
Figure 6.5 – Différence entre simulation et implantation réelle dans le cas de connexions en
parallèle
En conclusion, notre première implantation nous a permis d’affiner notre compréhension de
l’impact réel de l’Initial Spreading et de proposer des améliorations à notre algorithme initial.
Nous avons présenté l’Initial Spreading et les conséquences des différents choix d’espacement à
l’IETF et pu juger ainsi de l’intérêt qu’il suscitait auprès de ses différents membres. Les nom-
breuses discussions qui ont suivi nous ont par ailleurs aiguillé vers une solution d’implantation
capable de résoudre les problèmes dus à l’utilisation de jiffy. Cela nous a permis de raffiner notre
mécanisme.
6.3 Évolution de l’implantation et nouvel algorithme de
l’Initial Spreading
6.3.1 Implantation dans le noyau fondée sur FQ/Pacing
Les performances de notre implantation de l’Initial Spreading sont sévèrement amoindries
par les réalités logicielles telles que l’utilisation des TSO et GSO, ou encore la synchronisation
jiffy. Par exemple, l’Initial Spreading tel que nous l’avons implanté n’arrive pas à gérer les cas
où l’émetteur transmet des connexions en parallèle vers une même entité TCP de destination.
Cependant, l’Initial Spreading n’est pas le seul mécanisme d’optimisation à être affecté par ces
limites logicielles. Ces derniers temps, de très nombreux chercheurs luttant contre le phénomène
de “Bufferbloat” [63], dans l’objectif de réduire la latence ajoutée par le temps que passe chaque
segment à attendre dans les buffers des routeurs empruntés, ont été également confrontés à ces
problèmes. Ils ont alors proposé quelques solutions permettant de passer outre.
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La dernière en date (en cours de développement, mais déjà en test dans les noyaux postérieurs
à 3.11) est l’association d’un trio de mécanismes :
– le dimensionnement du TSO ;
– le Pacing ;
– l’utilisation d’un ordonnanceur au niveau de la couche réseau.
Cette solution permet d’appréhender les conséquences du TSO et de garantir une bonne
efficacité au traitement des connexions en parallèle.
Gestion du TSO
Cette solution a permis une forte évolution de la gestion du TSO. Jusqu’à présent, la taille du
super-paquet transmis via l’utilisation de TSO n’était limitée que par une quantité maximale de
données (64 KB dans la majorité des cas, soit environ 42 segments). Une IW de 10 segments (∼
15KB) était donc irrémédiablement transmise en un unique super-segment, avec les conséquences
que nous avons précédemment évoquées.
La nouvelle implantation du TSO propose un dimensionnement dynamique de la taille du
super-segment fondé sur le débit d’émission et le Pacing. Ainsi, le nouveau TSO permet de
regrouper en un super-segment l’équivalent de la transmission d’approximativement 1ms de don-
nées au débit de l’émetteur tout en tenant compte d’un potentiel espacement.
L’intérêt de cette évolution est de limiter la taille des bursts engendrés dans l’état stable de
TCP, et ce, quel que soit le débit considéré :
– dans le cas de débits faibles : la limitation temporelle est suffisante pour limiter la quantité
de donnée envoyée ;
– dans le cas de débits plus importants : la limitation temporelle n’étant plus suffisante pour
réduire la taille du burst, le Pacing a été réintroduit dans l’optique de permettre malgré
tout une régulation du burst. En effet, l’algorithme tient compte de l’espacement souhaité
entre segments ou groupements de segments pour limiter la quantité de données à émettre.
Gestion des connexions multiples en parallèle
FQ (Fair Queuing) est un ordonnanceur chargé d’organiser le flux de segments transmis par la
couche réseau. Il permet de différencier et de garder en mémoire chacune des connexions émises
afin de leur attribuer un traitement spécifique. Chaque connexion se voit attribuer sa propre file
d’attente.
Il est alors possible de jouer sur la priorité des flux mais aussi sur l’espacement entre segments
ou super-segments d’un même flux.
Par ailleurs, des timers à haute résolution sont utilisés à la place des jiffies permettant le
traitement des données toutes les microsecondes.
L’association de ces trois mécanismes ouvre de réelles perspectives dans le traitement des
données, et permet notamment une implantation simple et efficace de l’Initial Spreading.
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Implantation finale de l’Initial Spreading
Le trio de mécanismes décrit précédemment a été conçu pour améliorer l’efficacité des connex-
ions à fort débit lorsque les connexions TCP sont dans leur état stable. Pour autant, il est aisé
d’en tirer profit et de le modifier pour implanter l’Initial Spreading.
Ainsi, nous pouvons facilement ajouter une variable TSpreading qui nous permet d’étaler les
segments de l’IW en prenant toutefois garde de la mettre à zéro dès la réception du premier
ACK afin de ne pas espacer les transmissions de segments suivants. Grâce à cet espacement,
nous limitons à 1 le nombre de segments de l’IW transmis par super-segment via l’utilisation de
TSO, mais n’influençons pas le comportement de TSO pour le reste de la connexion. Finalement,
les segments des connexions parallèles ayant des traitements différenciés pourront être émis au
travers d’un minimum de bursts grâce à l’utilisation des timers à haute résolution.
6.3.2 Algorithme final de l’Initial Spreading
En se fondant sur les possibilités offertes par la nouvelle implantation, nous pouvons proposer
une dernière version de l’Initial Spreading [5] qui tient compte de l’ensemble de nos constats
précédents :
1. Le RTT est mesuré pendant l’échange de SYN-SYN/ACK.
2. Si n est la taille de l’IW, jusqu’à n segments peuvent être envoyés tous les TSpreading.
L’algorithme 1 est utilisé pour calculer TSpreading par rapport à la valeur du RTT et celle
de Tmax qui est la valeur maximale de l’espacement.
Algorithme 1 Calcul du TSpreading
Si RTTn ≤ Tmax Alors % si le RTT est faible
TSpreading = RTTn % on utilise un espacement inférieur à Tmax
Sinon % cas des grands délais ou des pertes de SYN-SYN/ACK
TSpreading = Tmax, % on utilise Tmax
Fin Si
3. Après l’émission de l’IW, TCP continue de façon régulière.
Cette nouvelle version du mécanisme résout la plupart des problèmes soulevés par nos im-
plantations et tests successifs. Ainsi, le nouveau calcul de TSpreading permet d’optimiser la per-
formance dans les réseaux avec et sans congestion, pour la plupart des débits des goulots d’é-
tranglements et des RTTs :
1. En effet, dans le cas d’un RTT faible, inférieur à IW × Tmax, TSpreading est choisi égal à
RTT
IW afin que la somme des temps d’espacement ne soit pas supérieure au RTT. Cela a des
implications différentes selon le débit du goulot d’étranglement :
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– Le débit du goulot d’étranglement est élevé et l’espacement demeure supérieur à MSSdébit :
Initial Spreading continue à être très efficace en environnement congestionné malgré
l’espacement faible, et est également très efficace dans un milieu sans congestion ; le
délai additionnel est minimal.
– Le débit du goulot d’étranglement est faible et l’espacement est inférieur à MSSdébit : l’intérêt
de l’Initial Spreading est limité par l’apparition de bursts. Toutefois, l’Initial Spreading
reste au moins aussi efficace que la RFC 6928 puisque le burst produit par l’Initial
Spreading a une taille inférieure ou égale à celui produit par la RFC 6928.
Néanmoins, considérant le phénomène de “Bufferbloat” évoqué précédemment, il est peu
probable que ce cas de figure se produise, le RTT mesuré ne pouvant être inférieur au
temps d’émission de 10 segments par le routeur du goulot d’étranglement.
2. Dans le cas d’un RTT supérieur à IW × Tmax, TSpreading est choisi égal à Tmax. Cela
limite la latence ajoutée par l’Initial Spreading, améliore son efficacité dans les cas sans
congestion et empêche les problèmes dus à une mesure de RTT erronée dans les cas con-
gestionnés. L’Initial Spreading fait ainsi preuve d’une efficacité similaire à celle constatée
lors nos simulations et expérimentations.
En conclusion, notre nouvelle proposition d’Initial Spreading semble résoudre les problèmes
relevés tout au long de ce manuscrit. Dans le chapitre suivant, nous allons nous intéresser aux
performances de l’Initial Spreading en le testant dans différents environnements réels.
Nous analyserons ainsi son comportement dans les réseaux filaires mais également dans les
réseaux satellitaires, et tâcherons de vérifier les différentes hypothèses que nous avons faites dans
ce dernier chapitre.
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7 Évaluation de l’Initial Spreading en en-
vironnement réel
Dans le chapitre précédent, nous avons modifié l’algorithme de l’Initial Spreading et proposé
une implantation qui exploite les dernières améliorations logicielles disponibles afin de tenir
compte des contraintes réelles dites “à l’échelle du protocole” et “à l’échelle du réseau” (voir 6).
Nous allons maintenant pouvoir évaluer l’Initial Spreading dans un contexte réel et finalement
valider les nombreux avantages que nos modèles analytiques et nos simulations ont laissé augurer.
7.1 Validation sur réseau filaire
Une des forces de l’Initial Spreading est de ne pas être une solution spécifique à un réseau
donné mais bien une solution bout-en-bout efficace dans un contexte global. L’amélioration des
communications pour tout type de lien, y compris le segment satellite, répond non seulement
à notre problème de départ mais offre à notre solution une visibilité et une attractivité bien
supérieures. S’il n’améliore pas les communications terrestres, un mécanisme bout-en-bout n’a
d’ailleurs que peu de chances d’être déployé, et ce, quel que soit les bénéfices qu’il apporte aux
communications par satellite.
Ainsi, avant même de nous soucier des performances de l’Initial Spreading dans un contexte
satellitaire, il est essentiel de s’assurer que notre mécanisme est également performant dans les
autres contextes, et notamment les réseaux filaires.
7.1.1 Résultats expérimentaux
La Figure 7.1 présente le banc de test que nous avons mis en œuvre pour nos expérimentations.
Le trafic provoquant la congestion est composé de 8 connexions longues. Celles-ci induisent un
taux d’occupation du buffer du goulot d’étranglement supérieur à 80% et un taux de perte de
l’ordre de 7%.
La Figure 7.2 et la Figure 7.3 comparent les performances obtenues en utilisant la RFC 6928,
l’Initial Spreading avec un TSpreading dynamique égal à RTT10 et différentes valeurs de TSpreading
statiques. Les délais utilisés pour le lien congestionné sont respectivement de 40ms et de 250ms.
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Figure 7.1 – Topologie du réseau retenue pour nos expérimentations
Chaque routeur a un débit d’émission de 10 Mb/s, alors que les serveurs et les clients ont un
débit d’émission de 100 Mb/s.
Les deux figures présentent des résultats conformes à nos attentes et valident non seulement
l’amélioration des performances obtenue grâce à l’utilisation de l’Initial Spreading, mais soulig-
nent également les progrès réalisés par la dernière version de notre mécanisme.
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Figure 7.2 – Comparaison des performances de différentes versions d’Initial Spreading avec la
RFC 6928 pour un délai de bout-en-bout de 42ms
Validation des modifications apportées à l’Initial Spreading Le principal changement
apporté au mécanisme de l’initial Spreading dans le chapitre précédent réside dans l’utilisation
d’un espacement fixe. Ce dernier a été introduit afin de limiter la latence ajoutée par l’Initial
Spreading dans les réseaux sans congestion mais également pour empêcher qu’une mesure erronée
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Figure 7.3 – Comparaison des performances de différentes versions d’Initial Spreading avec la
RFC 6928 pour un délai de bout-en-bout de 252ms
du RTT puisse détériorer les performances.
La Figure 7.2 permet de vérifier l’efficacité de l’espacement fixe. Ainsi, alors que la version
fondée sur un étalement proportionnel au RTT voit sa performance moyenne se dégrader avec la
taille du flux, et ce même lors de la transmission de connexions courtes, l’espacement fixe permet
à l’Initial Spreading de ne pas pâtir outre mesure de la congestion, et de conserver une durée de
délivrance faible et quasiment constante pour les flux de taille inférieure à l’IW.
Par ailleurs, nous avons fait l’hypothèse en 6.2.3 que la durée minimale d’espacement pour
conserver l’“indépendance” des segments est égale à TB . Les deux courbes précédentes semblent
confirmer notre hypothèse. En effet, le débit du goulot d’étranglement étant fixé à 10Mb/s, la
valeur de TB qui est égale au temps nécessaire à l’émission d’un segment par le goulot d’étran-
glement est donc de 1.2 ms (soit MSSDébit ). Or, on peut constater que les performances de l’Initial
Spreading avec un espacement fixe sont moins bonnes lorsque TSpreading, équivalent dans ce
scénario à Tmax, est inférieur à TB .
On peut d’ailleurs noter que l’utilisation d’un espacement trop important (par exemple,
Tmax = 10ms par rapport à Tmax = 4ms) nuit moins aux performances que l’utilisation d’un
espacement inférieur à TB .
Validation de l’Initial Spreading Les deux courbes précédentes nous permettent également
de constater des bénéfices importants engendrés par l’Initial Spreading. Ainsi, alors que la trans-
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mission d’un burst de plus en plus grand sans Initial Spreading augmente fortement la durée
de délivrance moyenne, confortant nos résultats obtenus par simulation (voir 4.3.2) et solution
mathématique (voir 5.4.1), l’utilisation de l’Initial Spreading permet un gain de performance
remarquable.
Par ailleurs, il est intéressant de noter que l’apport des nouveaux mécanismes cités dans le
chapitre 3 ne devrait pas changer ce constat. En effet, si l’utilisation de Tail Loss Probe 3.1.2 et
Early Retransmit 3.1.2, attendue dans un futur proche, devrait améliorer les performances des
mécanismes sans Initial Spreading en optimisant la reprise sur erreur, celles-ci continueront à
pâtir des bursts. Finalement, les performances avec Initial Spreading qui profiteront elles-aussi
de ces mécanismes resteront donc nettement supérieures.
7.1.2 Initial Spreading : un outil de lutte contre le bufferbloat
L’augmentation de la taille du buffer a longtemps été considérée comme le procédé le plus
efficace pour lutter contre la congestion et les taux de pertes élevés. Toutefois, cette solution
qui diminue effectivement le nombre de pertes en permettant aux routeurs de conserver plus de
données a pour contrepartie de rallonger le temps d’attente moyen passé par les segments dans
les files d’attente rencontrées sur leur chemin. De nombreuses études sont actuellement menées
pour permettre de lutter contre ce phénomène intitulé “bufferbloat” [63] (voir 6.3.1).
Les nouvelles versions de TCP dont nous avons parlé en 2.1.1.7 ont permis de nuancer l’impact
négatif d’une perte en améliorant la capacité de réaction du protocole. La “communauté réseau”
commence donc à cesser de craindre les pertes, intégrant le fait que TCP a besoin de celles-ci
pour se comporter efficacement.
Pour autant, comme nous avons pu le voir dans les chapitres précédents, les pertes continuent
à dégrader de façon significative les performances des connexions courtes, et la solution de facilité
consistant à opter pour un surdimensionnement des buffers est régulièrement adoptée.
La Figure 7.4 permet de constater que l’Initial Spreading peut être utilisé pour réduire la
capacité du buffer. Ainsi, si la taille du buffer continue de peser sur la latence moyenne, elle ne
semble pas avoir de conséquences sur le comportement de l’Initial Spreading. Réduire la taille
du buffer de 200 à 50 segments ne perturbe pas le bon fonctionnement de l’Initial Spreading, ce
dernier semblant toujours en mesure de permettre une transmission quasi-optimale de la fenêtre
initiale et donc de la connexion courte.
En conclusion, la nouvelle version de l’Initial Spreading est capable de s’accommoder des
contraintes réelles. Le gain constaté semble encore meilleur que celui espéré suite à nos simulations
et analyses mathématiques. L’Initial Spreading est donc en mesure de prendre le meilleur parti
de l’augmentation de l’IW et de ne pas souffrir des bursts qui contrarient la performance de la
RFC 6928.
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Figure 7.4 – Conséquences de la taille du buffer sur les performances avec et sans Initial Spread-
ing
7.2 Validation sur réseau satellite
En offrant une amélioration significative des performances sur les réseaux filaires, l’Initial
Spreading remplit une première partie de ses objectifs. En effet, la validation de l’Initial Spreading
sur les réseaux filaires était une condition sine qua non pour que l’Initial Spreading ne soit
pas juste perçu comme un mécanisme spécifique aux communications par satellite le vouant
irrémédiablement à l’anonymat.
Pour autant, la validation de notre mécanisme sur les liens filaires n’est pas un gage de succès
pour les communications par satellite. En effet, l’utilisation du lien satellite induit l’utilisation
de protocoles différents au niveau du points d’accès des satellites, et notamment de leur couche
MAC, qui peuvent avoir d’importantes répercussions sur la performance de l’Initial Spreading.
Jusqu’à présent, que ce soit dans nos simulations ou notre modèle analytique, nous n’avons
jamais tenu compte des particularités de la couche MAC des liens traversés. Les expérimentations
réelles sont donc indispensables pour statuer de l’intérêt de l’Initial Spreading dans ce type de
réseau.
La Figure 7.3 qui illustre le comportement de l’Initial Spreading lorsque le RTT est long
(∼ 500ms, soit un RTT proche de celui des liens satellite), ne tient en effet pas compte des
autres spécificités du segment satellite, et ne peut donc pas être considérée comme un indicateur
définitif de performance.
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Ainsi, afin de valider l’Initial Spreading sur des réseaux satellites et comparer ses performances
aux TCP-PEPs, nous allons utiliser une plateforme d’émulation des communications par satellite
appelée Opensand [19] permettant une représentation fidèle du comportement du lien satellite
[64], et des TCP-PEP distribués commerciallisés. Ces derniers nous garantissent un meilleur
réalisme et une plus grande fiabilité que les émulateurs de TCP-PEPs tel que PEPSAL [65]
communément utilisés par la communauté scientifique.
La Figure 7.5 décrit le banc de test utilisé pour analyser le comportement de l’Initial Spreading
sur des réseaux hybrides satellites et terrestres.
Station
terminale
PEP distribué PEP distribué 
Gateway
Figure 7.5 – Topologie du réseau employée pour nos expérimentations avec satellite
7.2.1 Impact de la couche MAC sur l’Initial Spreading
Les satellites de télécommunications européens fonctionnent essentiellement dans le cadre
des standards DVB-S (Digital Video Broadcasting - Satellite). Dans le cadre d’un raccordement
Internet, la couche MAC ressemble à celles utilisées dans les réseaux d’accès mobiles du type
WIMAX ou LTE par exemple. On aura plusieurs niveaux de qualité de service. Sur la voie
aller, on utilisera les standards DVB-S ou DVB-S2 et dans ce cadre, on aura essentiellement des
problèmes d’ordonnancement. Sur la voie retour, on pourra utiliser le standard DVB-RCS et des
mécanismes d’allocation de ressources, éventuellement dynamiques à l’aide de requêtes [66]. Dans
Opensand, c’est le couple DVB-S2/RCS qui est implanté, seule la couche physique est émulée.
Les premières expériences effectuées avec Opensand ont confirmé l’impact que peut avoir
la couche accès DVB sur les performances de l’Initial Spreading. Contrairement aux résultats
obtenus lorsque le segment satellite était représenté par un lien filaire classique à délai élevé, l’uti-
lisation de l’Initial Spreading n’a ainsi pas montré d’amélioration significative des performances
lors de nos premiers tests avec Opensand.
La couche MAC est en charge de l’ordonnancement et de l’allocation des ressources. Sa
situation entre les couches Transport et physique lui permet d’influencer les performances en
agissant sur l’émission des segments. Ainsi, selon le type de réseau considéré, les besoins du
système ou la qualité de service demandée, l’interaction de la couche MAC du point d’accès au
goulot d’étranglement (routeur ou Gateway) avec l’Initial Spreading semble affecter différemment
son efficacité.
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Cas des réseaux filaires
Dans la plupart des cas, l’ordonnancement de niveau MAC n’est pas significatif et la couche
liaison a des conséquences faibles sur le comportement de l’Initial Spreading. Les trames Eth-
ernet sont émises en continu à un débit proche de leur débit d’arrivée et ne remplissent pas de
façon significative le buffer de la couche liaison. Finalement, l’appréhension des bursts au niveau
Réseau est suffisante pour “décorréler” les pertes des segments et permettre un maximum d’effi-
cacité à l’Initial Spreading.
Les cas de la voie aller et de la voie retour sont à différencier lorsque l’on étudie les com-
munications par satellite. L’ordonnancement et la méthode d’accès différent ainsi fortement au
niveau de la couche MAC pour tenir compte des besoins et capacités de chacun.
Cas de la voie aller du lien satellite
Dans nos études nous avons considéré le standard DVB-S2 (Digital Video Broadcasting -
Satellite) avec une couche liaison GSE (Generic Stream Encapsulation) qui permet l’utilisation
de tous types d’architectures IP [67][66].
Codage 1 Codage 2
paquets IP
(taille variable)
segments GSE
(taille variable)
BBFrame
Taille constante :
la taille des données
utiles dépend du taux de codage)
segments TCP
(taille fixe)
Figure 7.6 – Encapsulations successives des paquets IP
La Figure 7.6 illustre l’encapsulation de paquets IP dans des segments GSE puis dans des
trames appelées Base Band Frames (BBFrame). Dans un premier temps, les paquets IP de taille
variable sont encapsulés dans des segments GSE également de taille variable. L’encapsulation
GSE fragmente également les paquets IP afin de s’adapter aux BBFrames sous jacentes. Une
étape de concaténation et de multiplexage est réalisée puisqu’une même BBFrame pourra con-
tenir des segments GSE émis vers différents terminaux sous réserve que l’on utilise les mêmes
couples Modulation/Codage pour leur envoyer des informations (une procédure de déclassement
est possible qui consistera à compléter des BBFrames par des segments GSE destinés à des ter-
minaux ayant de meilleures conditions de réception et qui pourront alors décoder les BBFrames).
Les techniques modernes de codage et la stabilité des canaux rendent le système Quasi Error
Free (QEF).
Le standard DVB-S2 définit 2 tailles de BBFrames, les trames longues (64800 bits codés) qui
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sont très majoritairement utilisées dans les systèmes de diffusion ou d’accès, et les trames courtes
(16200 bits codés). Le nombre de bits utiles varie en fonction du taux de codage utilisé.
16 ms 16 ms
Trames
Traitement Matériel
(FPGA, ASIC)
Trames
t
t
Emissions
(Durée d'émission 
dépend de l'ordre 
de la modulation)
            BBFrames
Traitement logiciel :
Ordonnancement Synchrone
Figure 7.7 – Différents ordonnancements niveau MAC
L’ordonnancement de niveau MAC dépend fortement de la technologie utilisée. Celles-ci in-
flueront donc réellement sur les performances de l’Initial Spreading. Nous allons détailler les
deux différentes traitements de l’ordonnancement, illustrés par la Figure 7.7 et leurs potentiels
impacts sur notre mécanisme :
1. Traitement logiciel : il s’agit du traitement le plus ancien, son utilisation est d’ailleurs vouée
à disparaître dans les années à venir. A chaque période, il sélectionne différentes trames
(modulation et codage) en fonction des conditions de propagation des utilisateurs, de leur
besoin en trafic et de la qualité de service requise ([67]).
Ce traitement résulte en un ordonnancement synchrone : le buffer de niveau liaison est
vidé d’un coup à chaque période d’ordonnancement. Une quantité importante de segments
TCP dépendant du codage de chaque BBframe mais aussi de la modulation utilisée (BPSK,
QPSK, ...) et du débit symbole de la porteuse est donc retirée du buffer MAC à chaque
période d’ordonnancement, ce qui se répercute sur le buffer de niveau IP. Par exemple, l’u-
tilisation d’une valeur typique d’une période d’ordonnancement (16ms) dans nos émulations
conduisait à vider d’un coup le buffer d’environ 13 segments TCP.
2. Traitement matériel (FPGA, ASIC) : ce traitement permet l’émission à la volée de chaque
BBframe.
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Bien que ces dernières puissent contenir plusieurs segments TCPs, le comportement des
buffers est beaucoup plus proche de celui des segments terrestres. Les grands débits générale-
ment disponibles (quelques dizaines de Mb/s) au niveau des gateways réduisent voire annu-
lent les conséquences d’un tel ordonnancement,la période moyenne d’émission des BBframes
étant en effet inférieure à Tmax.
La Figure 7.7 retrace les deux types de fonctionnement. Les flèches noires identifient les in-
stants de décision et de vidage des buffers. Les BBFrames ont une taille constante, mais les durées
d’émission figurées sur le schéma vont dépendre de l’ordre de la modulation correspondante.
Dans la suite, nous analyserons le cas de l’ordonnancement synchrone qui reste le plus préoc-
cupant.
La Figure 7.8 montre l’évolution des files d’attente de la couche liaison selon le type de réseau
utilisé.
1. Une fois complet, le buffer du lien satellite va rejeter tous les segments arrivant, y compris
les segments isolés, jusqu’à la prochaine période d’ordonnancement lors de laquelle l’envoi
des données en attente d’émission a lieu.
2. Ensuite, le buffer accepte l’ensemble des segments arrivant, y compris les grands bursts,
tant que la capacité de la file d’attente n’est pas atteinte de nouveau.
L’influence du buffer modifie donc la façon dont les pertes dues aux bursts sont “corrélées”.
Empêcher l’émission par l’émetteur de bursts au niveau TCP n’est donc plus suffisant pour
garantir aux segments une meilleure probabilité de succès.
Taille de la file d'attente
(segments)
x ms x ms
Période ordonnancement
du satellite
Période ordonnancement
du satellite
Capacité maximale de
la file d'attente
Taille de la file d'attente du rtouteur du lien terrestre
Taille de la file d'attente du routeur du lien satellite
Figure 7.8 – Évolution de la file d’attente du routeur dans les cas d’un réseau filaire et satellite
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Cas de la voie retour
Le cas de la voie retour est encore plus pénalisant pour les performances de l’Initial Spreading.
En effet, les buffers niveaux MAC sont vidés à chaque trame logique, soit approximativement
toutes les 25ms, afin de répondre au mieux aux différentes contraintes d’allocation et de gestion
des ressources (principalement dans le cas d’un accès partagé MF-TDMA).
Toutefois, les bursts de segments sont majoritairement émis par les serveurs et donc sur la
voie aller. La conséquence du tramage voie retour est donc moins importante que pour la voie
aller. Ainsi, nous avons considéré préférable de privilégier l’appréhension de la voie aller à celle
de la voie retour.
Dans la suite, les expériences sont donc réalisées sur la voie aller du segment satellite avec un
ordonnancement périodique de 16ms. Nous considérons ce cas comme le plus compliqué à gérer
par notre mécanisme pour des transmissions voie aller en raison de la taille importante de la
période d’ordonnancement.
7.2.2 Configuration de l’Initial Spreading
Le comportement de l’Initial Spreading dans un contexte satellitaire n’est donc pas unique-
ment affecté par les buffers de niveau réseau du routeur du goulot d’étranglement, mais également
par le comportement de ceux de sa couche liaison. Le paramètre le plus contraignant pour déter-
miner TSpreading cesse d’être le débit d’émission du goulot d’étranglement mais devient la période
d’ordonnancement, cette dernière étant généralement d’une durée supérieure à TB , qui représente
le temps minimal nécessaire à l’Initial Spreading pour qu’il conserve son efficacité en fonction du
débit du goulot d’étranglement.
De façon empirique, nous avons pu constater que le nombre de segments de l’IW émis par
période d’ordonnancement influe sur l’efficacité de l’Initial Spreading. Ainsi, nos tests nous ont
permis de privilégier l’émission d’un nombre maximal de segments émis par période d’ordon-
nancement inférieur ou égal à deux.
La Figure 7.9 compare les solutions avec et sans Initial Spreading avec différents TSpreading
dans le cas d’une voie aller avec un TOrdonnancement égal à 16 ms. Dans cet environnement
congestionné, on peut constater les conséquences fortes des variations de TSpreading sur l’Initial
Spreading :
1. Les courbes avec TSpreading = 12ms et TSpreading = 50ms ont une allure semblable bien que
le temps de délivrance moyen soit supérieur lorsque TSpreading est égal à 50ms. Cela tend à
valider la correspondance entre le nombre de segments émis par période d’ordonnancement
et l’efficacité de l’Initial Spreading. Ainsi, avec une période d’ordonnancement de 16ms,
un TSpreading de 12ms ou de 50ms a sensiblement la même conséquence sur le nombre de
segments émis par période d’ordonnancement, le limitant à 1 ou 2 segments. Dans les deux
cas, les segments émis ont donc une probabilité équivalente de succès et seule la latence
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ajoutée par le fait que l’on n’émet pas de segment à chaque période d’ordonnancement dans
le cas de TSpreading = 50ms semble différencier les performances.
2. La courbe avec TSpreading = 4ms montre les conséquences d’un étalement trop faible.
Ainsi, la transmission des premiers segments pâtit-elle de l’ordonnancement et les résultats
souffrent de la comparaison avec ceux sans Initial Spreading.
Finalement, nous utiliserons dans les tests suivants un TSpreading = 12ms, sachant que la
période d’ordonnancement est conservée égale à 16ms.
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Figure 7.9 – Comparaison des temps moyens de délivrance pour des connexions courtes avec et
sans Initial Spreading dans un réseau satellite ayant un délai de 280ms
7.2.3 Conclusion
S’assurer de l’efficacité de l’Initial Spreading dans un contexte satellitaire n’est pas aussi
évident que dans un contexte filaire. En effet, la couche MAC et notamment l’interaction des
buffers de niveau liaison sur l’émission des segments ajoutent de la complexité.
A l’aide de nos expériences, nous avons pu constater l’importance de la limitation du nombre
de segments émis par période d’ordonnancement. Ainsi avec un TSpreading bien choisi, l’Initial
Spreading permet des résultats significativement meilleurs que la RFC 6928. L’Initial Spreading
est donc, même dans le contexte satellitaire, un mécanisme très efficace d’optimisation bout-en-
bout de TCP.
Dans la suite, nous allons comparer les résultats obtenus avec TCP-PEP à ceux obtenus avec
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Initial Spreading afin de déterminer si l’Initial Spreading peut s’affirmer comme une solution de
bout-en-bout à même de remplacer ce type de solutions.
7.3 L’Initial Spreading face aux TCP-PEPs
7.3.1 Comparaison dans des environnements non-congestionnés
Dans le premier chapitre, nous avons mis en avant les progrès réalisés par les nouveaux TCPs
ainsi que leurs limites dans le cadre des communications par satellite. Les nouveaux algorithmes
de contrôle de congestion permettent désormais de rivaliser avec les TCP-PEPs dans le cas des
connexions longues mais sont inefficaces dans les autres cas de figure.
La Figure 7.10 fait le point sur les améliorations permises par les mécanismes de démarrage
rapide de TCP et compare la durée moyenne d’une connexion courte dans les cas d’utilisation
suivants : TCP-PEP, la RFC 3390, la RFC 6928 et finalement l’Initial Spreading dans un envi-
ronnement non congestionné.
Les résultats permettent de différencier 3 phases :
1. Cas des connexions courtes (1 à 10 segments) : la transmission d’une IW en un burst
unique continue à être la solution la plus efficace. Comparativement à la longueur du RTT,
le faible TSpreading utilisé permet à l’Initial Spreading d’obtenir des performances bien
évidement meilleures que celles de la RFC3390 mais surtout proches de celles des deux
autres mécanismes et notamment des TCP-PEPs.
2. Cas des tailles de connexions intermédiaires (10 à 1000 segments) : après la transmission
de l’IW, les solutions TCP bout-en-bout, y compris l’Initial Spreading, doivent attendre
les accusés de réception avant de pouvoir émettre de nouveaux segments, ce qui induit un
temps supplémentaire d’un RTT. En revanche, en leurrant l’émetteur sur le destinataire
final, les TCP-PEP peuvent continuer à émettre sans attendre un RTT, et ce tant que la
connexion n’est pas sujette aux pertes.
3. Cas des connexions longues (> 1000 segments) : les nouveaux algorithmes de congestion
confirment leur efficacité. Ainsi, quel que soit le mécanisme de démarrage rapide utilisé, les
nouvelles versions de TCP rivalisent avec les TCP-PEP.
Finalement, dans un environnement non congestionné, l’Initial Spreading et la RFC6928
ont des performances quasi-similaires à celles des TCP-PEP, sauf lors de la transmission de
connexions de tailles intermédiaires, quand le grand RTT des connexions par satellite continue
à dégrader les performances moyennes.
Toutefois, ce dernier cas de figure en faveur de l’utilisation de TCP-PEP demeure minoritaire
et non critique. En effet, en dehors des connexions courtes qui représentent 90% des connexions
totales, le reste du trafic correspond majoritairement à des échanges de données de très grande
taille. De plus, l’état non congestionné n’est pas prépondérant dans les réseaux fondés sur le
multiplexage statistique tels que le satellite.
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Figure 7.10 – Comparaison des 3 solutions existantes (TCP-PEP, RFC 3390, RFC 6928) avec
l’Initial Spreading dans un réseau non congestionné
Dans la section suivante, nous présentons le comportement de ces mécanismes dans des en-
vironnements congestionnés afin d’évaluer notamment la capacité des différents mécanismes à
gérer les retransmissions de segments.
7.3.2 Comparaison dans des environnements congestionnés
La Figure 7.11 compare les solutions bout-en-bout aux TCP-PEP dans les environnements
congestionnés. La congestion est une fois de plus induite par l’utilisation d’un trafic concurrent
de 6 flux de taille infinie partageant le même goulot d’étranglement.
Comme nous avons pu le voir dans les chapitres et sections précédents, l’utilisation d’une
grande fenêtre initiale dans un environnement congestionné dégrade la performance moyenne
de TCP. Les résultats montrent une nouvelle fois que dans un tel environnement, l’utilisation
d’une IW de 3 ou 10 segments offre sensiblement la même efficacité pour les connexions courtes.
L’Initial Spreading étant moins affecté par la congestion que les autres solutions bout-en-bout,
il permet des résultats autrement meilleurs et conserve un très bon niveau de performance.
Ainsi, même si nos tests ont montré que les TCP-PEP gèrent de façon très efficace la con-
gestion, l’Initial Spreading offre des résultats quasiment similaires. Les deux solutions surpassent
largement les autres solutions présentées dans le cas des connexions courtes.
Par ailleurs, en ce qui concerne les connexions plus longues, l’Initial Spreading et les TCP-
PEP ont la même faculté à gérer la congestion.
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Figure 7.11 – Comparaison des 3 solutions existantes (TCP-PEP, RFC 3390, RFC 6928) avec
l’Initial Spreading dans un réseau congestionné
En conclusion, l’Initial Spreading permet d’atteindre des performances proches de celles des
TCP-PEP tout en conservant la sémantique bout-en-bout de TCP. Les légères améliorations de
performances permises par les TCP-PEP, notamment vérifiables dans le cas sans congestion pour
les connexions de taille intermédiaire, ne semblent plus suffisantes pour justifier leur utilisation
systématique.
7.4 Quel TSpreading envisager?
Nous avons démontré la capacité de l’Initial Spreading à améliorer de façon significative la
performance des flux courts dans deux contextes distincts : les réseaux filaires et les réseaux
par satellite. L’étude comparative des comportements de l’Initial Spreading dans ces deux scé-
narios est désormais nécessaire pour configurer les paramètres de notre algorithme afin qu’il soit
performant quel que soit le réseau traversé, et ce sans nécessiter une adaptation préalable.
En ce qui concerne les réseaux filaires, nos expérimentations ont confirmé les hypothèses con-
cernant l’espacement minimal nécessaire pour garantir l’efficacité de l’Initial Spreading dans un
environnement congestionné (TB). La Table 6.1 nous donne quelques valeurs pour cet espace-
ment en fonction du débit minimal considéré. Par exemple, un Tmax de 4ms permet à l’Initial
Spreading d’être efficace pour des débits supérieurs ou égaux à 6Mb/s et n’ajoute que peu de
98
7.4. QUEL TSPREADING ENVISAGER?
latence lorsque le réseau n’est pas congestionné.
Notre étude des communications par satellite a quant à elle souligné que l’efficacité de l’Ini-
tial Spreading pour ce type de communication ne dépend pas seulement du débit du goulot
d’étranglement mais également des interactions avec la couche MAC du lien satellite. Par exem-
ple, pour des débits supérieurs ou égaux à 6Mb/s, la Figure 7.9 a montré qu’un Tmax de 4ms
n’est plus suffisant pour garantir une efficacité maximale à l’Initial Spreading. Ainsi, l’Initial
Spreading nécessite un Tmax plus élevé, de l’ordre de 10ms, pour contrer les effets de la politique
d’ordonnancement du point d’accès satellite.
Notre solution a pour vocation d’améliorer les communications filaires et les communica-
tions par satellite. Elle se distingue des autres solutions en garantissant des performances très
élevées dans la transmission des flux courts quel que soit l’environnement considéré, y compris
en environnement congestionné. Conserver cette aptitude est primordiale, nous préconisons donc
l’utilisation du plus faible Tmax qui continue à permettre à l’Initial Spreading d’offrir de bonnes
performances quel que soit le réseau rencontré et son encombrement, c’est-à-dire un Tmax égal à
10ms.
Les conséquences du choix d’un tel Tmax différent sensiblement selon la durée du RTT et
l’encombrement du réseau :
1. Cas des RTTs longs. Considérant les topologies des réseaux modernes, un RTT long se
justifie principalement par deux scénarios. L’impact de la longueur de Tmax est différent
pour chacun d’entre eux :
– Le débit du goulot d’étranglement est faible, auquel cas la valeur minimale de l’espace-
ment définit précédemment se rapproche des 10ms.
– Le réseau est fortement congestionné, auquel cas la durée de l’espacement, qu’elle soit ou
non supérieure à l’espacement minimal, n’affecte pas l’efficacité de l’Initial Spreading.
2. Cas des RTTs courts. Sauf perte d’un segment lors de l’établissement de la connexion,
TSpreading n’est plus égal à Tmax mais à RTTIW . Ainsi, l’espacement est minimal et s’adapte
à l’environnement. Si une perte survient durant la “poignée de main” initiale, TSpreading
est égal à Tmax, mais les conséquences d’un espacement important sont à relativiser par la
congestion susceptible d’avoir causé la perte du segment.
En conclusion, le choix d’un Tmax égal à 10ms permet de garantir l’efficacité de l’Initial
Spreading quel que soit le type et l’encombrement du réseau. Ce Tmax relativement conservatif
pourra sans doute être revu à la baisse dans les années à venir en tenant compte des progrès
technologiques réalisés sur les liens satellites. Pour autant, nous sommes conscients que cette
gestion des contraintes relatives aux couches basses n’est pas parfaite. Notre préoccupation pre-
mière portait sur le segment satellite et nous avons montré comment dans un tel contexte ajuster
les paramètres de l’Initial Spreading. Des travaux complémentaires pourraient être menés, en
particulier pour une meilleure interaction avec les couches basses, nous y reviendrons dans nos
perspectives.
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8 Conclusion et Perspectives
8.1 Conclusion
Tout au long de ce travail de recherche, nous avons pu constater l’influence des protocoles de
transport sur la qualité d’une communication. Ainsi, que ce soit sur des liens satellites ou ter-
restres, le protocole de transport utilisé peut faire varier du simple au double la qualité moyenne
de la performance.
Nous avons tout d’abord effectué ce constat dans un contexte satellitaire où les solutions de
transport classiques ne semblent pas en mesure de faire face aux contraintes intrinséques et sont
ainsi incapables de garantir des résultats satisfaisants. Ces dernières sont donc régulièrement
remplacées ou complétées par des accélérateurs de performance de type TCP-PEP qui offrent
une amélioration remarquable en coupant l’architecture bout-en-bout, au prix néanmoins d’une
marginalisation du segment satellite. Cet isolement est coûteux car il risque d’empêcher la com-
munauté satellite de prendre part aux efforts d’intégration des différents réseaux qui visent à
utiliser de façon transparente un ensemble de technologies compatibles.
Une première série de tests et d’expériences nous a permis de constater que le manque d’-
efficacité des solutions de bout-en-bout classiques telles que TCP dans les communications par
satellite s’étaient sensiblement réduit grâce à l’amélioration des algorithmes de contrôle de con-
gestion des nouvelles versions de TCP et notamment Cubic et Compound. Ces dernières perme-
ttent en effet d’atteindre des performances quasiment similaires à celles des TCP-PEP dès que
la taille du flux est importante en améliorant en particulier leur faculté à réagir après une perte
et en réduisant leur dépendance au RTT. Ainsi, “seules” les connexions courtes et celles de taille
intermédiaire continuent à pâtir de l’utilisation de solutions de bout-en-bout.
Ce constat ne s’applique pas uniquement au contexte satellitaire, mais s’étend à l’ensemble des
communications. En effet, la performance des flux courts continue de dépendre principalement
du protocole de slow start qui contrairement aux algorithmes d’évitement de congestion n’a pas
évolué. Certains mécanismes lui ont toutefois été associés afin d’en améliorer la performance mais
aucun d’entre eux n’a réussi à obtenir l’approbation générale, ayant tous en commun de n’être
efficaces que sur certains types ou états particuliers de réseaux, et de dégrader la performance
moyenne dans les autres configurations.
Or les flux courts, c’est-à-dire ceux dont la taille n’excède pas 15KB soit environ 10 seg-
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ments TCP, représentent plus de 90% des connexions mises en œuvre. Apporter une solution à
l’amélioration des performances des connexions courtes est donc un problème de tout premier
ordre qui peut non seulement permettre une meilleure efficacité des communications en général
mais également résoudre le problème des communications par satellite en limitant fortement
l’assujettissement aux solutions spécifiques de type TCP-PEP.
Initial Spreading est la solution que nous avons proposée pour répondre à ce problème. Ce
mécanisme de démarrage rapide des connexions TCP est fondé conjointement sur l’augmentation
de la fenêtre Initiale et sur le mécanisme de Pacing. Il a fortement évolué au cours de nos
expériences pour offrir des performances optimales quel que soit le type et l’état du réseau
emprunté. Initial Spreading s’inscrit ainsi parfaitement dans la volonté annoncée de tendre vers
un réseau de communication unique à performance élevée.
8.1.1 Poids des bursts sur la performance moyenne
Dans un premier temps, nous avons isolé les rafales (ou bursts) et démontré grâce à nom-
breuses simulations et une modélisation analytique précise des débuts de connexion TCP leurs
répercussions sur la transmission d’une connexion. En effet, si la RFC 6928, qui préconise l’util-
isation d’une IW de 10 segments afin d’émettre la totalité de 90% des connexions en un RTT,
permet d’obtenir la meilleure performance possible pour une connexion seule, elle pâtit forte-
ment de la concurrence avec d’autres flux. En environnement congestionné, le burst initial peut
ainsi détériorer la performance à un point tel qu’une connexion utilisant une IW de seulement
3 segments est susceptible d’offrir de meilleures performances qu’une connexion avec une IW de
10 segments.
Pour autant, ces bursts demeurent nécessaires au fonctionnement de TCP, en permettant
notamment un partage équitable du débit disponible entre les flux concurrents, ce qui exclut de
fait une solution telle que le Pacing.
L’Initial Spreading est issu de la compréhension fine des bursts et de leurs répercussions.
8.1.2 Initial Spreading, une réponse aux faiblesses de TCP
La dernière version de l’Initial Spreading tient compte des différentes contraintes d’utilisa-
tion en environnement réel mises en lumière par nos implantations et expérimentations succes-
sives pour fournir une solution de bout-en-bout particulièrement efficace aux problèmes évoqués
précédemment.
Ainsi, le nouvel algorithme de l’Initial Spreading lui permet de s’adapter aux caractéristiques
du réseau traversé tout en gardant à l’esprit que celles-ci ne sont que partiellement connues et
demeurent non-prévisibles. Cela lui permet notamment de se prémunir de potentielles pertes lors
de l’établissement de la connexion, tandis que sa capacité d’adaptation lui permet de minimiser
la latence ajoutée dans un environnement sans congestion tout en conservant son efficacité dans
les autres cas de figure.
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L’Initial Spreading présente les garanties suivantes :
1. Des performances notoirement supérieures à celles des autres mécanismes bout-en-bout
quel que soit le type de réseau traversé et son encombrement :
– Un gain de performance supérieur à 30% dans la transmission de flux courts en environ-
nement congestionné par rapport aux mécanismes actuels ;
– Des performances excellentes dans la transmission de flux courts dans un réseau sans
congestion.
2. Des performances proches de celles des TCP-PEP dans les communications pas satellite.
Les performances ainsi obtenues associées aux très nombreux avantages résultant de l’utili-
sation d’une solution bout-en-bout efficace sans distinction du réseau parcouru, remettent
en cause l’utilisation inconditionnelle des solutions de type TCP-PEP.
3. Et finalement, une implantation aisée qui facilite et favorise son déploiement.
8.2 Perspectives
8.2.1 Perspectives à court terme
Nous avons évoqué dans les chapitres précédents la complexité de proposer et valider une
optimisation d’un protocole tel que TCP qui voit sa performance dépendre de ses interactions
avec d’autres protocoles de la pile mais également avec les connexions concurrentes. En proposant
un large panel de simulations, modélisation analytique et expérimentations réelles, nous avons non
seulement affiné notre mécanisme afin qu’il tienne compte des répercussions de ces nombreuses
interactions, mais nous avons également assis la légitimité et la crédibilité de l’Initial Spreading.
Néanmoins, les scénarios que nous avons envisagés restent limités, par exemple par le nombre
d’utilisateurs, de flux concurrents et le nombre de segments parcourus. Afin de s’assurer de
l’efficacité de l’Initial Spreading dans l’ensemble des scénarios possibles, il serait particulièrement
intéressant de réaliser des tests à grande échelle semblables à ceux menés par Google pour
légitimer l’augmentation de l’IW [35].
Par ailleurs, nous avons mis en avant le caractère peu intrusif de l’Initial Spreading, suggérant
que cette faculté garantissait la pérennité de son utilisation. L’évaluation des performances de
l’Initial Spreading pourrait être menée dans le cadre d’une utilisation conjointe avec les optimi-
sations protocolaires présentées dans le chapitre 2.
De plus, une étude complémentaire sur l’influence de la couche MAC sur l’efficacité de l’Initial
Spreading serait également intéressante pour affiner les valeurs des paramètres tels que Tmax
qui permet de fixer la limite haute de la durée d’espacement. Il serait également intéressant
de tester notre mécanisme dans le cas d’utilisateurs terminaux connectés à d’autres types de
technologies telles que le WiFi. Les couches basses du protocole 802.11 risquent en effet de
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modifier le comportement et l’efficacité de l’Initial Spreading, et il est possible qu’il faille modifier
le Tmax proposé.
Finalement, forts des derniers résultats que nous avons eus avec l’Initial Spreading, nous
allons pouvoir modifier notre “Internet Draft” et nous rapprocher de sa standardisation.
8.2.2 Perspectives à plus long terme
La prise en compte à titre individuel de chacune des couches basses pouvant affecter le
comportement de l’Initial Spreading n’est pas une solution aisée ni une solution définitive. En
effet, ces dernières vont continuer à évoluer et de nouvelles études devront alors être menées afin
que l’Initial Spreading conserve un maximum d’efficacité.
Une solution qui nous semble très prometteuse pourrait ainsi consister à modifier la relation
entre le buffer IP et la couche MAC en utilisant les perspectives exhaltantes qu’offrent les nou-
velles techniques de gestion actives des files d’attentes mais également l’association FQ/Pacing
décrite au chapitre 6. On pourrait par exemple lisser le comportement des segments en sortie du
bloc constitué de la couche réseau et de la couche MAC, ce qui permettrait à l’Initial Spreading
de ne plus avoir à se soucier des comportements des couches basses.
Par ailleurs, ces nouvelles techniques permettent également d’envisager la généralisation de
l’utilisation de l’Initial Spreading à l’ensemble de la connexion. Ainsi, en ayant la possibilité
d’appliquer des traitements différents pour chaque flux mais également pour chaque segment d’un
même flux, il semble envisageable de trouver des algorithmes capables de limiter les conséquences
négatives des bursts tout en ne tombant pas dans les travers du Pacing.
Finalement, nous n’avons traité jusqu’à présent que des possibilités relatives à l’utilisation
des ces nouveaux mécanismes au niveau des entités d’extrémité de la connexion, c’est-à-dire
en prenant garde de ne considérer que la configuration la plus réaliste, car la plus aisément
déployable. Néanmoins, leur utilisation généralisée à l’ensemble des routeurs et combinée avec un
espacement adéquat permettant l’appréhension des bursts, peut offrir de formidables possibilités
en termes de qualité de service, permettant notamment la différenciation des flux en fonction de
leur taille, de leurs destinations, ...
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Résumé
Dans cette thèse, nous proposons un mécanisme appelé Initial Spreading qui permet une opti-
misation remarquable des performances de TCP pour les connexions de petites tailles, représen-
tant plus de 90% des connexions échangées dans l’Internet.
Cette solution est d’autant plus intéressante que pour certaines technologies telles qu’un
lien satellite, le temps d’aller retour particulièrement long est très pénalisant, et des solutions
spécifiques ont du être implantées qui empêchent l’intégration du satellite dans un système de
communication plus large.
Nous montrons que l’Initial Spreading est non seulement plus performant, mais surtout plus
général car pertinent dans toutes les situations. De plus, peu intrusif, il ne compromet aucune
des évolutions de TCP passées ou à venir.
Mots clés : TCP; Satellite ; Optimisation ; Performance; Congestion
Abstract
In this Ph.D. Thesis, we propose a mechanism called Initial Spreading that significantly
improves the TCP short-lived connexions performance, and so more than 90% of the Internet
connections.
Indeed, if regular TCP without our mechanism can be considered as efficient for terrestrial
networks, its behavior is strongly damaged by the long delay of a satellite communication. Satel-
lite community developed then some satellite specific solutions that provide good performance,
but prevent the joint use of satellite and other technologies.
We show therefore that Initial Spreading is not only more efficient than regular solutions but
enables also the use of an unique protocol whatever the context. Moreover, being non-intrusive,
it is suitable for past and future TCP evolutions.
Keywords: TCP; Satellite ; Optimisation ; Performance; Congestion
