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Abstract
We introduce inductive denitions over language expressions as a framework for
specifying tree tuple languages. Inductive denitions and their sub-classes corre-
spond naturally to classes of logic programs, and operations on tree tuple languages
correspond to the transformation of logic programs. We present an algorithm based
on unfolding and denition introduction that is able to deal with several classes of
tuple languages in a uniform way. Termination proofs for clause classes translate
directly to closure properties of tuple languages, leading to new decidability and
computability results for the latter.
1 Introduction
First-order terms and term tuples (also called tree tuples) are the basic data
structure in many areas of logic and computer science. What integers and
reals are to numeric computing, terms are to formal verication, automated
deduction, logic programming, and many other elds. Usually we are con-
fronted not just with single terms or tree tuples but with innite sets thereof
?
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when e.g. describing models in automatic deduction and logic programming,
approximating calculi, or detecting innite loops.
For theoretical and practical reasons we are interested in nite presenta-
tions of these innite sets and in ways to manipulate the nite presentations
in place of the innite sets. Typical problems to solve are

how to construct nite representations from the initial problem either stat-
ically by syntactic transformations, or dynamically by providing e.g. loop
detection mechanisms during a computation, and

how to perform operations like union or intersection on nite representations
and how to test for properties like membership or emptiness.
The main diÆculty is to nd a good balance between the expressiveness of
the chosen formalism and the tractability of the operations dened on it.
A prominent example are tree automata which dene the class of regular
tree languages (tree here means ground term). They are closed under standard
set operations like union, intersection, and complement, both the membership
and the emptiness problem are decidable, and the computational complex-
ity of these operations is low. Therefore tree automata are widely used and
have found applications in all areas mentioned above [1,13]. The drawback of
regular tree languages is their weak expressiveness, which has lead to many
extensions: tree automata with constraints [2], tree set automata [6], regular
relations [1], or synchronized languages [9,11]. Most extensions lose either
closure under some operations or the nice complexity of the operations, or
both.
The work presented in this paper grew out of the study of synchronized
languages. They were introduced in [11] to obtain nite representations of the
solutions of certain R-unication problems, and were subsequently applied
to R-disunication and one-step-rewriting [15]. Moreover, synchronized lan-
guages are able to represent the transitive closure of the relation induced by
certain process algebras with communications and so can be used for model
checking in this context [9].
Originally, synchronized languages were specied by means of Tree Tu-
ple Synchronized Grammars (TTSGs), which are regular tree grammars with
packs of productions that have to be applied at the same time. TTSGs are
able to specify non-regular tree languages, but are a bit unwieldy; therefore
grammar productions were subsequently replaced by set constraints [9]. In
general, synchronized languages do not possess the same nice properties as
regular tree language do, but they are considerably more expressive, and some
relevant sub-classes are closed under operations like join or projection which
are suÆcient for many applications.
In this paper we go beyond constraint systems and introduce inductive def-
initions over language expressions (Section 2). Language expressions specify
tuple languages by the usual set operations and by two term tuple operations,
construction and ltering. Construction builds more complicated tuples out of
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simpler ones, while ltering selects certain tuples from a language. After xing
some notations from logic programming in Section 3, we translate inductive
denitions to Horn logic and vice versa in Section 4. This translation allows
to deal with constraint systems in a uniform framework using notions and no-
tations from clause logic. Section 5 denes a rule system that transforms any
logic program into a { not necessarily nite { cs-program, the Horn-equivalent
of a constraint system. Section 6 identies several classes of programs for
which the derivation process provably terminates, leading to new decidability
results for tree tuple languages.
2 Tree Tuple Languages
Let  be a nite set of symbols with arities, and let T

denote the set of all
ground terms over . Any subset of T

n
is called an n-ary tree tuple language
over  (n-tuple language for short). Union, intersection, and Cartesian prod-
uct are denoted by [, \, and , respectively. The notation A
1
     A
k
is
shorthand for f()g (the set containing just the zero-tuple) if k = 0, for A
1
if
k = 1, and for A
1
 (A
2
     A
k
) otherwise.
A template is a ground term that additionally may contain positive integers
as constant symbols. Formally, if ! denotes the set of positive integers, then
T
[!
is the set of templates over .
3
The integers are called indices and
are used to refer to particular components of tuple languages. As usual we
denote substitutions as sets, i.e., Afs
1
7! t
1
; : : : ; s
l
7! t
l
g is obtained from A by
replacing simultaneously all occurrences of s
i
by t
i
. The arity of any object O
will be denoted by ar(O), where O may be a function or predicate symbol, a
language variable, or a language expression.
Let A be an n-tuple language, and let 2 be a k-tuple of templates with l
denoting the largest index occurring in 2. The operations construction and
ltering are dened as:
2 Æ A
def
= f2f1 7! t
1
; : : : ; l 7! t
l
g j (t
1
; : : : ; t
n+l
) 2 AT

l
g
A=2
def
= f (t
1
; : : : ; t
l
) 2 T

l
j 2f1 7! t
1
; : : : ; l 7! t
l
g 2 A g
To some extent construction and ltering are inverse to each other: if the arity
of A equals the largest index in 2, i.e. n = l, and if 2 contains all indices up
to l then (2 Æ A)=2 = A.
Example 2.1 Let  = fa=0; f=1; g=2g, A = f(a; f(a)); (f(a); a)g, and let
2 = [g(1; 3); 2] be a pair of templates. We obtain:
2 Æ A= f (g(a; t); f(a)) j t 2 T

g [ f (g(f(a); t); a) j t 2 T

g
A=2= ;
3
For the sake of notational convenience we do not distinguish between integers and the
symbols denoting them. Thus in a given context a variable i may represent a symbol when
occurring in a formal entity like a template and at the same time the corresponding integer
when occurring in a mathematical expression.
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(2 Æ A)=2= f (a; f(a); t) j t 2 T

g [ f (f(a); a; t) j t 2 T

g
To specify interesting relations like one-step rewriting or the semantics of
process algebras by term tuple languages we need some iterative or recursive
mechanism. We propose inductive denitions with subset relations over lan-
guage expressions as general framework. Let X be a set of language variables,
each supplied with an arity. The set of language expressions is dened by the
grammar
e ::=A j f()g j (e e) j (2 Æ e) j (e=2)
for language variables A and template tuples 2. An inductive denition is a
set of constraints of form A  e such that the arities of A and e coincide.
4
The languages dened by an inductive denition D are the least xed point of
the constraints. The least xed point solution of variable A, i.e. the language
associated with A, is denoted by L
D
(A).
Example 2.2 Operations on term tuples like forming sets of term tuples,
computing union, intersection, joins, projections, or testing for membership
can be expressed by proper language expressions:
f
~
t
1
; : : : ;
~
t
n
g = [
~
t
1
]Æf()g [    [ [
~
t
n
]Æf()g
e [ f = A with the constraints A  e and A  f
e \ f = (e f)=[1; : : : ; m; 1; : : : ; n] for m = n
e 1
i;j
f = (e f)=[1; : : : ; m+ j   1; i;m+ j; : : : ; m+ n  1]
e 1
i;n
f = (e f)=[1; : : : ; m+ n  1; i]

i
1
;:::;i
k
e = [i
1
; : : : ; i
k
] Æ e
~
t 2 A  (A=[
~
t] 6= ;)  (A=[
~
t] = f()g)
where
~
t;
~
t
1
; : : : ;
~
t
n
are term tuples, e and f are m- and n-ary language expres-
sions, respectively, and 1  i; i
1
; : : : ; i
k
 m, 1  j < n.
Example 2.3 Let  = fa=0; f=2g and X = fId
2
=2; Sym=2g. The constraints
Id
2
f(a; a)g [ [f(1; 3); f(2; 4)] Æ (Id
2
 Id
2
)
Sym f(a; a)g [ [f(1; 3); f(4; 2)] Æ (Sym  Sym)
dene the languages L(Id
2
) = f (t; t) j t 2 T

g and L(Sym) = f (t; t
0
) j
t 2 T

, t
0
is the symmetric tree of t g.
The languages denable by inductive denitions are exactly the recursively
enumerable tuple languages; there is a direct translation of constraints to Horn
clauses and vice versa (see below). The drawback of such expressiveness is that
properties like emptiness and membership tests get undecidable. Therefore we
restrict the formalism of inductive denitions to single out tractable subclasses.
4
The arity of a language expression is the number of components in the tuples of the
language dened by it; it can be determined in a straightforward manner since the arity of
language variables is given.
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Constraint systems (CSs) were introduced in [9] as a simplied version of
tree-tuple synchronized grammars. They can be viewed as inductive deni-
tions without lter operations. In this case all constraints can be normalized
to the form A  2 Æ (A
1
   A
k
) for language variables A;A
1
; : : : ; A
k
. For
constraint systems it is convenient to write indices as pairs of integers, i:j,
referring to the j-th component of A
i
. A constraint A  2 Æ (A
1
     A
k
)
is called

linear i no index occurs twice in 2;
5

horizontal i for any two indices i:j and i
0
:j
0
in 2, i = i
0
implies that i:j
and i
0
:j
0
occur in 2 at positions of the same depth;

regular i it is linear and for some mapping :! 7! !, each component of 2
is of the form f(i
1
:j
1
; : : : ; i
ar(f)
:j
ar(f)
), where (i
l
) = l for l = 1; : : : ; ar(f).
A CS is called linear (horizontal, regular) i all constraints have the respec-
tive property. Obviously regularity implies horizontality and, by denition,
linearity.
3 Logic Programming
We assume the reader to be familiar with the basics of logic programming,
in particular with the operational and declarative semantics of denite logic
programs (see e.g. [12]). We give a few denitions to x notation.
Let T
;V
denote the set of rst-order terms over signature  and an innite
set of rst-order variables, V . If P is an n-ary predicate symbol and t
1
; : : : ; t
n
are terms, then P (t
1
; : : : ; t
n
) is an atomic formula (atom for short). A term,
an atom or a set of atoms is called linear if no variable occurs more than
once in it. The most general (simultaneous) unier of two (tuples of) terms, s
and t, is denoted by mgu(s; t). The set of variables occurring in an object O
will be denoted by var(O), where O may be a term, an atom, or a set of terms
or atoms.
For atoms H;B
1
; : : : ; B
k
, the expression H  B
1
; : : : ; B
k
is called program
clause, with H being the head and B
1
; : : : ; B
k
the body of the clause; for k = 0
the clause is called a fact. A logic program is a nite set of program clauses.
A query is a program clause without head. Program clauses and queries are
summarized as Horn clauses.
The depth of a variable is 0, the depth of a constant is 1, and the depth
of a functional term is the maximal depth of its arguments plus 1. The depth
of an atom is the maximal depth of its arguments.
The least Herbrand model of a program P is denoted byM(P). The set
of term tuples, for which a predicate P is true inM(P), is dened as
M(P)j
P
def
= f (t
1
; : : : ; t
n
) j P (t
1
; : : : ; t
n
) 2 M(P) g :
5
In [9], this property is called non-copying.
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>
f()g; h(); fgi
>
A; h(x
1
; : : : ; x
ar(A)
); fP
A
(x
1
; : : : ; x
ar(A)
)gi
e; h(s
1
; : : : ; s
m
); Gi f ; h(t
1
; : : : ; t
n
); Hi
(e f); h(s
1
; : : : ; s
m
; t
1
; : : : ; t
n
); G [ Hi
e; h(s
1
; : : : ; s
m
); Gi
(2 Æ e); h2f1 7! s
1
; : : : ;m 7! s
m
;m+1 7!x
1
;m+2 7!x
2
; : : :g; Gi
e; h(s
1
; : : : ; s
m
); Gi
(e=2); h(x
1
; : : : ; x
l
); Gi
if l is the maximal index occurring in 2 and
 = mgu((s
1
; : : : ; s
m
);2f1 7!x
1
; : : : ; l 7!x
l
g) exists.
Table 1
Converting language expressions to clause logic
4 Inductive Denitions vs. Horn Logic
In this section we dene translations from language expressions to semantically
equivalent Horn clauses and vice versa. This enables us to discuss closure
properties and decidability issues of constraint systems in a purely clausal
setting and to use results from the areas of logic program transformations and
clausal theorem proving.
For any language variable A of arity n, let P
A
denote an n-ary predicate
symbol uniquely associated with A. The clause corresponding to a constraint
is dened as
horn(A  e)
def
=
8
<
:
fP
A
(s
1
; : : : ; s
n
) Gg if e; h(s
1
; : : : ; s
n
); Gi
fg otherwise
Relation ; is specied in Table 1; the rst-order variables x
i
introduced by
the rules are assumed to be fresh variables occurring nowhere else. For an
inductive denition D, i.e., for a set of constraints, the corresponding logic
program is dened as horn(D)
def
=
S
C2D
horn(C).
Example 4.1 Consider the following inductive denition where  = fa=0; s=1g.
X  [a; 1; 1] Æ f()g X  [s(1); 2; s(3)] ÆX
Y  [a; 1; a] Æ f()g Y  [s(4); 1; 3] Æ ((X  Y )=[1; 2; 3; 4; 1; 2])
X and Y are the languages (s
m
(a); s
n
(a); s
m+n
(a)) and (s
m
(a); s
n
(a); s
mn
(a)),
respectively. The second constraint for Y can be read as
If (s
m
(a); s
n
(a); s
m+n
(a)) 2 X, (s
k
(a); s
l
(a); s
kl
) 2 Y , s
m
(a) = s
l
(a), and
s
n
(a) = s
kl
(a), then (s
k+1
(a); s
m
(a); s
m+km
(a)) 2 Y .
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>
f()g; h(); fgi
(a; 1; 1) Æ f()g; h(a; x
1
; x
1
); fgi
>
f()g; h(); fgi
(a; 1; a) Æ f()g; h(a; x
1
; a); fgi
>
X ; h(x
1
; x
2
; x
3
); fP
X
(x
1
; x
2
; x
3
)gi
(s(1); 2; s(3)) ÆX ; h(s(x
1
); x
2
; s(x
3
)); fP
X
(x
1
; x
2
; x
3
)gi
>
X ; h(x
1
; x
2
; x
3
); fP
X
(x
1
; x
2
; x
3
)gi
>
Y ; h(x
4
; x
5
; x
6
); fP
Y
(x
4
; x
5
; x
6
)gi
XY ; h(x
1
; x
2
; x
3
; x
4
; x
5
; x
6
); fP
X
(x
1
; x
2
; x
3
); P
Y
(x
4
; x
5
; x
6
)gi
XY=[1; 2; 3; 4; 1; 2]; h(x
1
; x
2
; x
3
; x
4
; x
1
; x
2
); fP
X
(x
1
; x
2
; x
3
); P
Y
(x
4
; x
1
; x
2
)gi
[s(4); 1; 3] Æ (XY=[1; 2; 3; 4; 1; 2]); h(s(x
4
); x
1
; x
3
); fP
X
(x
1
; x
2
; x
3
); P
Y
(x
4
; x
1
; x
2
)gi
Table 2
Conversion of sample expressions to clause logic (Example 4.1)
We obtain the following Horn clauses for the inductive denition:
P
X
(a; x
1
; x
1
) P
X
(s(x
1
); x
2
; s(x
3
)) P
X
(x
1
; x
2
; x
3
)
P
Y
(a; x
1
; a) P
Y
(s(x
4
); x
1
; x
3
) P
X
(x
1
; x
2
; x
3
); P
Y
(x
4
; x
1
; x
2
)
The transformation of the language expressions to Horn logic is given in Ta-
ble 2.
For every predicate symbol P of arity n, let A
P
denote an n-ary language
variable uniquely associated with P , and let  = fx
1
7! 1; x
2
7! 2; : : :g be some
xed substitution replacing every rst-order variable by a unique positive in-
teger. The constraint corresponding to a program clause is dened as
indef(P (s
1
; s
2
; : : :) P
1
(t
11
; t
12
; : : :); P
2
(t
21
; t
22
; : : :); : : : )
def
= fA
P
 [s
1
; s
2
; : : :] Æ ((A
P
1
A
P
2
   ) = [t
11
; t
12
; : : : ; t
21
; t
22
; : : :])g
For a logic program, P, the corresponding inductive denition is dened as
indef(P)
def
=
S
C2P
indef(C). The following proposition states that inductive
denitions and logic programs are essentially the same and that the trans-
formations above preserve equivalence with respect to the generated tuple
languages.
Proposition 4.2 Let D be any inductive denition and P any logic program.
(a) L
D
(A) =M(horn(D))j
P
A
for every language variable A.
(b) M(P)j
P
= L
indef(P)
(A
P
) for every predicate symbol P .
As corollary we obtain that the tuple languages denable by inductive
denitions are exactly the recursively enumerable tuple languages.
A program clause H  B
1
; : : : ; B
k
is a cs-clause if B
1
; : : : ; B
k
is linear
and contains no function symbols, i.e., if all arguments of the B
i
are variables
82
Limet and Salzer
occurring nowhere else in the body. A cs-clause is called

linear i the head is linear;

horizontal i any two head variables that are arguments of the same body
atom occur at the same depth in the head;

regular i the head is linear and for some mapping :! 7! !, each argument
of the head is of the form f(x
1
; : : : ; x
ar(f)
), where x
i
occurs in a body atomB
j
such that (j) = i.
A logic program is a cs-program i all its clauses are cs-clauses. It is linear
(horizontal, regular) i all its clauses are. The next proposition states that the
subclasses of inductive denitions correspond to their counterparts in clause
logic.
Proposition 4.3
(a) If D is a (linear, horizontal, or regular) constraint system, then horn(D)
is a (linear, horizontal, or regular) cs-program.
(b) If P is a (linear, horizontal, or regular) cs-program then indef(P) is a
(linear, horizontal, or regular) constraint system.
5 Transforming Logic Programs to CS-Programs
This section presents two rules, unfolding and denition introduction, that
transform logic programs to equivalent cs-programs; they are particular in-
stances of rules studied in the eld of logic program transformation [14]. Typ-
ically the starting point of the transformation is a cs-program satisfying prop-
erties like linearity, and a single non-conforming clause that species e.g. the
intersection of two sets. If the transformation process terminates the resulting
cs-program represents the intersection by a cs-program of a particular kind.
The rules transform states hP;D
new
;D
done
; C
new
; C
out
i where P is a logic
program that remains unchanged, D
new
are denitions not yet unfolded, D
done
are denitions already processed but still used for simplifying clauses, C
new
are
clauses generated from denitions by unfolding, and C
out
are the cs-clauses
generated so far. Syntactically, denitions are written as clauses, but from
the semantic point of view they are equivalences. A set of denitions, D,
is compatible with P, if all predicate symbols occurring in the heads of the
denitions occur in exactly one head and nowhere else in D and P; the only
exception are tautological denitions of the form P (~x) P (~x) where P may
occur without restrictions throughout D and P. The predicate symbols in the
heads of D are called the predicate symbols dened by D. Tautological de-
nitions are convenient to trigger the transformation of the clauses dening P
without having to introduce a new predicate symbol; the alternative would be
to replace the tautology by P
0
(~x) P (~x) for some new predicate symbol P
0
.
We write S ) S
0
if S
0
is a state obtained from state S by one application of
rule unfolding or rule denition introduction (see below for their description).
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The reexive and transitive closure of ) is denoted by

). An initial state
is of the form hP;D; ;; ;; ;i where D is compatible with P; a nal state is of
the form hP; ;;D
0
; ;;P
0
i. P and D are called the input of a derivation, P
0
its
output. A derivation is called complete if its last state is a nal one.
Unfolding.
Pick a denition not yet processed, select one or more of its body atoms
(according to some selection rule), and unfold them with all matching clauses
from the input program. Formally:
hP; D
new
:
[ fL R
:
[fA
1
; : : : ; A
k
gg; D
done
; C
new
; C
out
i
hP; D
new
; D
done
[ fL R[fA
1
; : : : ; A
k
gg; C
new
[ C; C
out
i
where
C = f (L R[B
1
[    [B
k
) j H
i
 B
i
2 P for i = 1; : : : ; k such that
 = mgu((A
1
; : : : ; A
k
); (H
1
; : : : ; H
k
)) exists g
Note that as usual prior to unfolding the clauses from P have to be properly
renamed such that they share variables neither with each other nor with L 
R[ fA
1
; : : : ; A
k
g.
Denition introduction.
Pick a clause not yet processed, decompose its body into minimal variable-
disjoint components, and replace every component that is not yet a single
linear atom without function symbols by an atom that is either looked up in
the set of old denitions, or if this fails is built of a new predicate symbol and
the component variables. For every failed lookup introduce a new denition
associating the new predicate symbol with the replaced component. Formally:
hP; D
new
; D
done
; C
new
:
[ fH  B
1
:
[   
:
[B
k
g; C
out
i
hP; D
new
[ D; D
done
; C
new
; C
out
[ fH  L
1
; : : : ; L
k
gi
where B
1
; : : : ;B
k
is a maximal decomposition of B
1
[    [ B
k
into non-empty
variable-disjoint subsets,
L
i
8
<
:
L
 1
if L B
i
 2 D
done
for some variable renaming 
P
i
(x
1
; : : : ; x
n
) otherwise, with fx
1
; : : : ; x
n
g = var(B
i
)
for 1  i  k and new predicate symbols P
i
, and where D is the set of all
L
i
 B
i
such that L
i
contains a new predicate symbol.
6
Example 5.1 Let P be the cs-program
M(x; a; x) E(a) 
M(s(x); s(y); z) M(x; y; z) E(s(s(x))) E(x)
6
A substitution  is a variable renaming for a set of atoms R, if there exists a substitu-
tion 
 1
such that R
 1
= R.
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D
new
C
new
C
out
R(x; y; z) 
M(x; y; z); E(y)
U
M
R(x; a; x) E(a)
R(s(x); s(y); z) 
M(x; y; z); E(s(y))
D
E
0
 E(a)
R(s(x); s(y); z) 
M(x; y; z); E(s(y))
R(x; a; x) E
0
U
E
E
0
 
R(s(x); s(y); z) 
M(x; y; z); E(s(y))
D
R(s(x); s(y); z) 
M(x; y; z); E(s(y))
E
0
 D
R
0
(x; y; z) 
M(x; y; z); E(s(y))
R(s(x); s(y); z) 
R
0
(x; y; z)
U
E
R
0
(x; s(y); z) 
M(x; s(y); z); E(y)
D
R
00
(x; y; z) 
M(x; s(y); z); E(y)
R
0
(x; s(y); z) 
R
00
(x; y; z)
U
M
R
00
(s(x); y; z) 
M(x; y; z); E(y)
D
R
00
(s(x); y; z) 
R(x; y; z)
Table 3
Transformation of a sample program to cs-clauses (Example 5.1)
and let D = fR(x; z)  M(x; y; z); E(y)g. Predicate M denes subtraction
(minus), E evenness, and R denes all pairs of numbers with an even dif-
ference. Note that the denition is no cs-clause since its body atoms share
variables.
Table 3 gives a complete derivation starting with input P and D. We
omit D
done
since it consists just of the denitions in D
new
. Moreover, we list
denitions and clauses in columns D
new
and C
out
only once in the step that
adds them. Unfolding always selects the leftmost atom of maximal term depth.
The third column, C
out
, lists the generated cs-clauses. The last column gives
the applied rule: U
P
means unfolding the leftmost atom of maximal depth
with the clauses for predicate P , and D means denition introduction applied
to the rst clause in C
new
.
Theorem 5.2 (Correctness) Let P be a logic program and D be a set of
denitions compatible with P. If hP;D; ;; ;; ;i

) hP; ;;D
0
; ;;P
0
i, then P
0
is
a cs-program with the property thatM(P
0
)j
P
=M(P [D)j
P
for all predicate
symbols P dened by D.
Remark 5.3 For any state derivable from an initial state, D
new
[ D
done
is
compatible with P [ C
new
. This means in particular that newly introduced
predicate symbols do not occur in the bodies of denitions and clauses in D
new
,
D
done
, and C
new
.
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Remark 5.4 In general cs-programs generated by)-derivations contain un-
productive clauses, i.e., clauses that do not contribute to minimal models.
Such clauses can be removed by the following procedure. Starting with the
facts, mark each clause P (~s) Q
1
(
~
t
1
); : : : ; Q
k
(
~
t
k
) as productive and its pred-
icate symbol P as non-empty provided that all Q
i
have been marked as non-
empty before. Repeat the process until no more clauses and predicate symbols
can be marked. Clauses not marked productive can be removed without aect-
ing the semantics of the program. In fact this pruning of clauses is suÆcient to
test for emptiness of minimal models: the set of clauses is empty after removal
of unproductive clauses if and only if the minimal Herbrand model is empty.
As corollary, the emptiness problem of constraint systems is decidable.
Remark 5.5 To compute a cs-program equivalent to an arbitrary logic pro-
gram, P, let D
P
be the set of all tautologies P (~x) P (~x) such that P occurs
in P. The output of every complete derivation starting from P and D is a
cs-program equivalent to P on all its predicates.
6 Termination and Other Properties
An algorithm that is able to compute cs-programs for arbitrary programs
has to loop necessarily on certain inputs. If it would not we could use it to
decide emptiness of minimal Herbrand models for logic programs, known to
be an undecidable problem: just compute an equivalent cs-program and test
its minimal model for emptiness according to Remark 5.4 above. In fact, the
rules presented in the last section do not terminate for quite simple inputs;
take e.g. program fP (x)  P (s(x))g and denition P (x) P (x). However,
in this section we will show that the derivation process terminates for several
interesting classes. The point is that the same rules cope with all of them,
i.e., we have a uniform approach to solve various problems considered in the
area of tree tuple grammars and constraint systems.
A derivation is bound to be nite if from some point onwards no further
denitions are added to D
new
because all required denitions are already there.
To show this property for all programs of a class it is suÆcient to prove
that the variable-disjoint subsets B
i
in rule denition introduction satisfy two
conditions:

the number of atoms in B
i
is bounded;

the maximal depth of atoms in B
i
is bounded.
In this case there is only a nite number of potential B
i
's and therefore also
only a nite number of potential denitions up to variable renaming. Note
that according to Remark 5.3 the B
i
's are built over the original signature,
i.e., the number of occurring predicate symbols does not grow.
The following class is a generalization of cs-programs that allows function
symbols also in the body of clauses.
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Denition 6.1 A clause is quasi-cs, if the body is linear and for every variable
that occurs both in the body and the head, the depth of its occurrence in the
body is smaller than or equal to the depth of all occurrences in the head. A
program is quasi-cs if all its clauses are.
Every quasi-cs program can be transformed to an equivalent nite cs-
program.
Theorem 6.2 Let P be a quasi-cs program, and let D
P
be the set of all tau-
tologies P (~x) P (~x) such that P occurs in P. Any )-derivation with input
P and D
P
is nite.
Corollary 6.3 The membership test for constraint systems as well as the test
for the emptiness of linear lter operations is decidable.
A clause (or denition) H  B
1
; : : : ; B
k
is called a join-clause (or join-
denition) if it has the following properties:

The atoms H;B
1
; : : : ; B
k
are linear and do not contain function symbols.

The variables of H are among those of the body.
Join-clauses are in general no cs-clauses since the B
i
's may share variables,
i.e., the body of a join-clause need not be linear though each atom is. This
property allows to represent the intersection or join of two or more tuple
languages as join-clauses.
The next theorem shows that )-derivations can be used to compute reg-
ular cs-programs for the intersection of regular tuple languages.
Theorem 6.4 Let P be a regular cs-program, and let D be a join-denition
compatible with P. Then any complete derivation with input P and fDg that
unfolds in each unfolding step all atoms simultaneously is nite and its output
is a regular cs-program.
Corollary 6.5 Tuple languages dened by regular constraint systems are closed
under intersection and joins. A regular constraint system representing the re-
sult of the operation can be computed via )-derivations.
The closure properties of regular constraint systems are well-known facts [1].
But the corollary shows that our approach subsumes these results which one
should expect of a general framework as we claim logic programs and )-
derivations are. Moreover we can use the same algorithm for all sorts of joins
and (partial) intersections.
7 Related Work
The tight connection between set constraints and tree automata on the one
hand and logic programs on the other is quite natural and is indeed used
frequently in one way or another (see e.g. [5,16] or [1, Section 7.6]).
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More interesting parallels to our work can be found in the area of type
inference and type checking for logic programs. The type of a variable in
any programming language can be dened as the set of values the variable
may take. In logic programming this leads to types given by sets of ground
rst-order terms. Fruhwirth et al. [4] show that the types for a logic program
can be constructed and described systematically as unary-predicate programs
consisting of clauses H(t)  P
1
(t
1
); : : : ; P
n
(t
n
) where t is linear, and each t
i
is either a subterm of t, a strong superterm of t, or variable-disjoint from t.
Unfolding techniques simplify these type programs to regular unary-predicate
programs which admit type checking (i.e., membership tests). The approach
partially extends to higher-order terms [7] and AC tree automata [8].
A main dierence between type checking in logic programming and our
work is the arity of the languages and predicates considered. While we are
interested in tree tuple languages of arbitrary arity and in the interaction of tu-
ple components, types are unary languages. As a consequence our cs-programs
may contain predicates of any arity, but require linear clause bodies. Unary-
predicate symbols on the other hand are compatible with shared variables and
nested terms.
8 Conclusion
The transformation rules presented in this paper provide a uniform frame-
work to handle tree tuple languages: on the practical side we obtain a single
algorithm for computing with tree tuple languages,
7
on the theoretical side
the proof of closure properties for classes of tuple languages reduces to giving
bounds on the length and depth of the generated clauses.
Our work might also be viewed as contributing to two other elds: clausal
model building and logic program transformation. Starting from failed proof
attempts clausal model building constructs nite presentations of counter-
models like sets of atoms, and to compute with these presentations (see
e.g. [3,10]). Our algorithm transforms logic programs to cs-programs, which
are presentations of the minimal Herbrand model; operations like testing for
membership correspond to operations on models like checking the validity of
an atom. Regarding program transformations, our algorithm is an instance
of the `rules+strategy' approach [14], and the termination results constitute a
successful application of the principles of logic program transformation to the
eld of tree tuple languages.
Properties beyond those in the last sections can be proved in a similar way,
like closure properties of weakly regular relations [15]. We believe that these
results can be generalized to new classes of cs-programs corresponding to new
classes of constraint systems. Though we focused on constraint systems, our
7
A prototype implementation of the algorithm in Prolog is available from
http://www.logic.at/css/.
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approach also applies to other tree tuple formalisms like tree automata with
equality constraints. This could allow to mix dierent classes of tree tuple
languages in a single scheme.
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