(See, e.g., Goldberger (1968), p.130.) In practice, one often encounters multicollinearity funOng the explanatory variables. Then, the method of ]east squares frequently gives unreasonable estimates of the parameters, while another specification with sensible estimates would fit the data almost as well. Forcing one key parameter to a reasonable value frequently makes the others reasonable, but lowers R 2 only slightly (see, e.g., Almon (1969) ) is not in accordance with the a priori knowledge available.
A possible solution to this problem is to specify an acceptable value, e.g., bI. Then, application of least squares to the transformed model For the case we consider we can write (2.10)
where ' is a k-1) dimensional zero row vector.'
On combining 2.6), 2.9) and 2.10) one easily derives Note that Pc-< "j2 if it*1 < 1. The relative change in the 1 1 1 residual variance (E) 1 ( ; 4)/;' = (t* 1)/(n k + 1) can simply be 1 -computed by hand. The same holds for (2.14), provided that s 2 is available.
For an alternative interpretation, see the Appendix.
• For completeness we also consider the variance-covaria nce matrix of b*. We then need an expression for (X r 1 X r ) - . -giii7707] which in principle can also be computed by hand since all necessary figures are available, although this formula is somewhat less simple than (2.11) and (2.14).
POSSIBILITIES OF APPLICATION
In this section we discuss how the results of the preceding section could be applied.
Let c. be the typical element of the variance-covaria nce matrix ij -e s CVX) and Let . be defined by In case (i) valuable information is suppressed anyhow. Case (ii) is rather common nowadays. In our view it could be improved upon by either (iii) e result (2.11) can simply be computed by hand.
Anadditionalad vantageofprint ingpu is that the squared correlations 2 are equal to p. .p.. which is simpler to compute than c ./c..c . The 1j ji C. 11 jj formula fot the revised residual variance (2.15) does not require special print-out.
In the context of maximum-likelihoo d or (non-informative) Bayesian methods the same or a slightly modified procedure can be followed.
