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Solar flares release high amounts of energy into the solar system and can negatively impact earth
based systems through their effects on satellites and power systems. It is hence important to un-
derstand and forecast their occurrence. The solar flare waiting time distribution (WTD) defines the
amount of time which elapses between the occurrence of successive flares and hence provides a start-
ing point for forecasts and risk assessment. Previous research has hypothesised that the observed
WTD can be derived from a simple model which posits that flares follow a nonstationary Poisson
process. This Poissonian assumption has implications for fundamental physical theories about the
origin of flares, since it is a direct consequence of the widely studied avalanche model. However
in this paper we call the Poissonian assumption into question, by showing that the occurrence of
solar flares seems to have a substantial amount of burstiness and self-exication that continues to
exist even when controlling for the solar cycle. This leads to a strong non-Poissonian dependence
between the occurrence time of successive flares.
I. INTRODUCTION
Solar flares are high energy bursts of radiation that are
frequently emitted from the sun, and are considered to be
one of the most significant types of space weather which
can adversely affect important systems such as satellites
and radio transmissions [1, 2]. As such, it is impor-
tant to understand the physical and statistical processes
which underlie their occurrences. Much interest has fo-
cused on modelling the waiting-time distribution (WTD)
of flares, which is defined as the distribution of the time
that elapses between successive flares, i.e. p(∆i) where
∆i = ti+1 − ti and ti is the occurrence time of the ith
flare.
It is generally believed that the flare WTD seems to
follow a power-law distribution [3, 4] , although there is
disagreement as to the underlying cause. One potential
explaination is that the power-law arises due to the self-
similar nature of solar flares [5–7]. However in an impor-
tant series of papers, [3, 8, 9] argued that the power-law
distribution could also be due to flare occurrences follow-
ing a nonstationary Poisson process with the process rate
undergoing frequent change. If true, then this is a sig-
nificant finding since the resulting Poissonian statistics
result in a strong independence between the occurrence
times of successive flares with no residual clustering, and
support a non-stationary avalanche model for their ulti-
mate origin [3].
As well as its scientific interest, an improved under-
standing of solar flare occurrence times also has practical
implications. Solar flares and other extreme forms of
space weather can have a severe impact on electical de-
vices such as radios and GPS satellites [1] [2]. As such,
bullding more sophisticated occurrence models can po-
∗ gordon.ross@ed.ac.uk
tentially improve the quality of predictions and forecasts,
as well as leading to improved risk quantification [10–12].
However, despite much subsequent work that has ex-
amined the non-stationary Poisson hypothesis [13, 14],
there has only been limited attention paid to whether
this is a truly adequate model for solar flare occurrences.
In particular, the question of whether alternative mod-
els may have a higher degree of empirical support has
not received much attention, although there are excep-
tions [5]. In this paper, we argue that the high degree
of clustering in solar flare occurrence times means that
they are better modelled using a self-exciting point pro-
cess which allows for both seasonality in the background
rate of occurrences due to the 11-year solar cycle, while
also showing residual burstiness with flares occurring in
clusters. The self-exciting process we use is a type of
Hawkes process, which has previously been shown to be a
good model for many other empirical phenomena such as
tsunamis [15], hurricane landfalls [16] and even human-
made processes such as financial markets [17] [18] and
social networks [19]. Interestingly, the Hawkes process is
also widely used for modelling the occurrence of earth-
quakes, where it is known as the ETAS model [20, 21].
The fact that both earthquakes and solar flares are well-
desecribed by the same statistical process builds on pre-
vious universality results between these two seemingly
separate type of events, which was previously noted by
[22]. Our results hence call into question the assump-
tion that even a highly non-stationary Poisson process is
capable of capturing the intricacies of solar flare occur-
rences.
The rest of the paper is arranged as follows: in Sec-
tion II we describe the solar flare catalog that will be
analyzed, and in Section III we examine whether Poisson
process models can reproduce the empirically observed
waiting time distribution. Section IV explores the resid-
ual burstiness/self-excitation which is present solar flare




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































FIG. 1: Number of daily solar flares of class C or higher in the GOES catalog, for each day during the period
1985-2018.
son process models. Finally conclusions are drawn in
Section VI.
II. DATA
We analyze the soft X-ray flare catalog that collected
by the Geostationary Orbital Environmental Satellites
(GOES) between the years 1985 and 2018. This cat-
alog was previously used by [3], [5], [4] and others in
their respective studies of solar flare waiting time distri-
butions, and is available from http://hec.helio-vo.
eu/hec/hec_gui.php. We follow the procedure of [3]
and only consider flares that are class C1.0 or higher
(i.e. class C, M or X) to reduce the amount of missing
data that is caused by low magnitude flares being under-
counted during periods of solar maximum. This leaves a
total of n = 39, 754 flares in the catalog. Figure 1 plots
the number of flares that occurred each day during the
34 year observation window. It can be seen that flare
activity is strongly periodic, with a period of roughly 11
years which tracks the solar cycle [23]. Note that this
discretizatoin into the number of flares per day is only
used here for visualization; we will work in continuous
time when fitting models to the data.
Let t1, . . . , tn be the occurrence time of each flare, mea-
sured in days. Figure 2 shows the empirical density (con-
tinuous histogram) of the logarithm of the waiting times
i.e. log(ti+1 − ti), for the catalog. The best fitting Nor-
mal distribution is superimposed on top, and it can be
seen that it gives a relatively good, albeit imperfect, fit.
This implies that the waiting times ∆i have a distribu-
tion which is close to lognormal, although distinguishing
between the lognormal and power-law distributions can














FIG. 2: Empirical density of the (log) solar flare waiting
times with the best fitting Normal distribution
superimposed in red. An approximate Normal fit to the
log density implies that the waiting time distribution is
close to lognormal.
be a difficult task [24]. Fitting a power law to the data
using the standard maximum likelihood approach from
[24] yields a power law exponent of α = −2.21 for wait-
ing times above 1.2 days. A nonparametric bootstrap
[25] can be used to construct a 95% confidence interval
for this, yielding the interval α ∈ (2.16, 2.23).
3
III. POISSON PROCESS
Suppose that n events occur in the time interval [0, T ],
at times t1, . . . , tn. These events can be modelled as a
point process with intensity function λ(t) which defines
the (limiting) instantaneous probability of an event oc-
curring at each point in time. The simplest type of point
process is a homogenous Poisson process (HPP) where
λ(t) = λ is constant over time. In this case, the number
of events on each interval of length δ follows a Poisson(δλ)
distribution:




and the waiting times follow an Exponential(λ) distri-
bution [26]. The main assumption of the HPP is that
events occur uniformly over time, i.e. that each interval
of length δ will have the same expected number of events
as all other intervals of equal length, and that the events
in each interval occur independently. Such a strong as-
sumption of homogeneity is unrealistic for solar flares,
since Figure 1 shows considerable variation in the occur-
rence rate over time. To take this into account, [3] and
[8] proposed modelling λ(t) as a time-varying step func-
tion, which involves dividing [0, T ] into a union of disjoint
intervals, with λ(t) constant on each interval. Suppose
there are m such intervals and let τ1, τ2, . . . , τm−1 denote
the (unknown) points at which λ(t) changes value. This
leads to the specification:
λ(t) =

λ1 if 0 ≤ t < τ1
λ2 if τ1 ≤ t < τ2
. . .
λm if τm−1 < t
(2)
where λ, . . . , λm+1 are constants which define the value
of λ(t) on each interval. This model was shown in [3] to
give a good qualitative fit to the observed waiting time
distribution, although some discrepancies were observed.
We will refer to this approach as the change point Poisson
process (CPPP).
Given the previous Figure 1, it is questionable whether
modelling λ(t) as a step function is the most parsimo-
nious approach. Solar flare activity seems to follow a
sinusoidal pattern, as would be expected given the quasi-
periodic nature of the 11 year solar cycle. As such, we in-
stead propose modelling λ(t) as a seasonal/periodic func-
tion with a periodicity of 11 years:, which we will call the
seasonal Poisson process (SPP). Under this specification,
λ(t) will be defined as:




where D is the length of the average solar cycle over the
observed period, which we expect to be roughly equal to
11 years [23]. However since the solar cycle may not be
exactly equal to 11 years, we treat D as a free parameter
to be estimated along with the unknown A,B,C.
We hence have three possible models to describe so-
lar flare occurrence, corresponding to constant intensity,
the change point step function model, and the seasonal
model. To choose the best model we will use maximum
likelihood estimation penalized by the Bayesian Infor-
mation Criterion, which is one of the most widely used
approaches for comparing probabilistic models [27–29].
For a given intensity function λ(t) and observed data
t1, . . . , tn, the log-likelihood of a general point process is
given by [26]:







If we simply choose the model which has the highest
maximum likelihood, then models with a large number
of free parameters will be unfairly advantaged which re-
sults in over-fitting. As such it is common to penalize the
maximum likelihood based on the number of free param-
eters in the model. The most widely used penalty is the
BIC which is derived from an asymptotic approximation
to the maximum likelihood and is given by:
BIC(t1, . . . , tn|λ(t)) = LL(t1, . . . , tn|λ(t))− 0.5k log(n)
(5)
where k is the number of parameters in λ(t). For the
homogenous Poisson process k = 1 since λ is the only
parameter. The seasonal process has 4 free parameters
(A, B, C, D), while the number of free parameters in the
change point specification is equal to 2m+ 1.
Fitting the three models to the GOES solar flare data
is done by numerically maximising the likelihood/BIC
given the observed flares. For the homogenous and sea-
sonal models, this can be done using direct maximization.
The change point specification is more difficult since the
number of change points m−1 is also unknown and must
be estimated at the same time. Since there are 2n pos-
sible change point configurations, this cannot be done
by brute force optimization. Instead, we use the PELT
(Pruned Exact Linear Time) algorithm from [30] which
utilises dynamic programming to convert the optimiza-
tion problem into an O(n2) search operation which is a
computationally easy task for the solar flare data.
Figure 3 plots the solar flare catalog with the best fit-
ting change point and seasonal specifications for λ(t) su-
perimposed, which were found by maximising the BIC
for each model. Unsurprisingly, the change point ap-
proach requires a large number of segments in order to
give a good fit to the catalog. When the change point
model was fit to the data using the above approach, 376
different segments were found, with each containing an
average of 106 flares. The large number of free parame-
ters needed by the change point model reflects the fact




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































FIG. 3: Number of daily solar flares of class C or higher in the GOES catalog, for each day during the period
1985-2018. The best fitting change point Poisson process is superimposed in red, and the best fitting seasonal
specification λ(t) = A+B sin(2π/11× 365) + C cos(2π/11× 365) is superimposed in blue.














FIG. 4: The black line shows the empirical waiting time
distribution p(log(∆)) from the solar flare catalog. The
colored lines show the waiting time distributions that
correspond to the fitted homogenous Poisson process
(green), change point Poisson process (red), and
seasonal Poisson process (blue).
easily captured by a step function In contrast, the sea-
sonal approach gives a good fit to the catalog despite only
requiring 4 parameters rather than 376. The best fitting
seasonal specification was:
λ(t) = 3.30− 0.8 sin(ωt)− 3.00 cos(ωt) (6)
with a period of 4140 days (11.34 years).
Table I shows the resulting likelihoods and BICs for
each model. It can be seen that despite the very large
number of additional free parameters, the change point
specification fits the data substantially better than the
seasonal specification even after penalizating for model
complexity through the BIC. This suggests that solar
flare occurrences have more complex local structure than
can be captured by a simple seasonal specification. To
investigate futher, Figure 4 assesses whether any of the
Poisson process models are able to reproduce the empiri-
cally observed waiting time distribution. This is done by
plotting the unconditional distribution p(∆) under each
of the three fitted models. Unsurprisingly, the homoge-
nous Poisson process completely fails to reproduce the
observed waiting time distribution. The seasonal speci-
fication is a substantial improvement, however the best
match is given by the change point approach. This vali-
dates the observation from [3] that the change point ap-
proach seems to capture qualitative features of observed
flare catalogs. However the fact that so many free param-
eters (376) are needed feels unsatisfactory and suggests a
severe lack of parsimony. In the next section we will show
that a small modification to the seasonal specification
produces a model which seems to capture the observed
solar flare occurrences to an even greater degree than the







TABLE I: BIC values for each Poisson process
specification. Higher numbers indicate a better fit to
the data.
IV. SELF-EXCITATION
Regardless of which of the above specification are used
for λ(t), the basic feature of the Poisson process is that
events are indepently distributed according to λ(t). This
implies that there is no long-range dependence, bursti-
ness, or clustering in the event times. However it is
known that dependent, bursty behavior is common in
many empirically observed processes such as earthquakes
[20] [21], tsunamies [15], hurricane landfalls [16] and even
human-made processes such as financial markets [17] [18]
and social networks [19]
The Hawkes process [31] is a self-exciting point pro-
cess which has been used to model bursty ih many of the
above physical processes, and hence has some degree of
universality. When used to model earthquakes, it is com-
monly known as the ETAS model. For a general Hawkes
process, the intensity function is given by:




The function λ0(·) > 0 is known as the background
process and specifies the baseline intensity, and the func-
tion g(·) > 0 is known as the triggering kernel and is a
probability distribution that integrates to 1. The intu-
ition behind the Hawkes process is that the λ0(t) function
describes the ‘average’ behavior of the process, including
any seasonal/periodic aspects. Similar to the previous
section, it can be chosen as λ0(t) = λ to give a constant
baseline intensity, or as λ0(t) = A+B sin(ωt)+C cos(ωt)
to incorporate seasonality.
Next, the triggering kernel and scaling constant κ > 0
determine the contribution of each event previous ti to
the intensity at time t. This means that the total inten-
sity at each time t is a sum of the baseline intensity, and
an extra contribution that comes each previous event.
Typically the g(·) function is chosen to be be monotonic
decreasing and greater than zero everywhere. This im-
plies that each event causes the process intensity to tem-
porarily increase, producing local clusters of events but
that this effect fades out over time. The choice of g(·) is
application dependent and several parametric forms have
been proposed in the literature, with popular choices in-
cluding exponential decay:
g(z) = β exp(−βz) (8)
which corresponds to a short memory process where the













where the additional parameter allows for a more flexible
specification that can incorporate longer term memory.
The Hawkes process can equivalently be represented as
a branching process, as first noted by [31]. At each time
t, suppose nj events occurred prior to t. From Equation
7, the conditional intensity at time t is a linear super-
position of nj + 1 independent nonhomogenous Poisson
processes, where the first is the background process con-
tributing intensity λ0(t) and the remainder are indexed
by each of the nj previous events, each contributing in-
tensity g(t − tj) respectively. Since these processes are
independent, each event time ti can be assumed to have
been generated either by the background process λ0(·) or
by the κg(·) processes triggered by one of the previous
events.
To aid interpretation of the branching process repre-
sentation, consider the following algorithm for simulat-
ing a sequence of events from the Hawkes process on
[0, T ]: first simulate a collection of events from an nonho-
mogenous Poisson process on [0, T ] with intensity func-
tion λ0(t). Suppose n
0 events are generated and denote
these by t01, t
0
2, . . . t
0
n0 . These events are called the baseline
events. Next for each baseline event t0i , simulate events
from a further nonhomogenous Poisson process on [t0i , T ]
with intensity function κg(t−t0i ). Suppose n1 new events
are generated in total and denote these by t11, t
1
2, . . . , t
1
n1 .
For each event t1i , simulate events from a further nonho-
mogenous Poisson process on [t1i , T ] with intensity func-
tion g(t−t1i ) . Repeat this procedure with each generated
event triggering a further nonhomogenous Poisson pro-
cess until no more events are generated (which will even-




Finally, order all the n0 + n1 + . . . = n events generated
by this procedure as t1, t2, . . . , tn. The collection of gen-
erated events is then a sample from the Hawkes process
on [0, T ] with conditional intensity given in Equation 7.
V. RESULTS
We postulate the following Hawkes process as a poten-
tial generating mechanism for solar flare data:





where LN denotes the lognormal distribution from
Equation 9. The Lognormal choice for the trigger ker-
nel is motivated by Figure 2 which previously showed an
approximate Normal fit to the logarithm of the waiting
6
A = 3.20 ± 0.016, B = 0.064 ± 0.002, C = −3.08 ± 0.017
λ0 = 0.11 ± 0.004, κ = 0.89 ± 0.006, β = 1.22 ± 0.023
λ0 = 0.10 ± 0.005, κ = 0.90 ± 0.007, µ = −0.73 ± 0.023, σ = 1.22 ± 0.017
TABLE II: Parameter estimates and standard errors for the seasonal model, and Exponential/Lognormal Hawkes
processes.
times. This results in a model with only 7 free parame-
ters: the A,B,C parameters which characterise the sea-
sonal baseline intensity, the seasonal period D, and the 3
free parameters κ, µ, σ corresponding to the self-exciting
element of the Lognormal Hawkes process. Note that λ0
is not a free parameter since this model could be repa-
rameterised to remove it, by multiplying its value into
A,B and C. We have chosen to paramaterise the model
as above so that the same values of (A,B,C) can be used
as in the seasonal model, to make the resulting compari-
son more interpretable. Again, this model was fit to the
data by maximising the process likelihood function from
Equation 4. Table III shows the resulting fit for all mod-
els, with those from the previous section also included
for comparison. Note that we also considered a Hawkes








TABLE III: BIC values for each fitted model. Higher
numbers indicate a better fit to the data.
From the results, we can see that lognormal Hawkes
process provides an extremely good match to the solar
flare data. Compared to the seasonal Poisson process
which includes the sin/cos terms but no self-excitation,
the Hawkes process gives a drastically better fit. This
suggests that there is substantial local structure in solar
flare waiting times which calls the Poissonian assump-
tion into dispute. The Hawkes process also gives a bet-
ter fit to the data than the change point approach de-
spite only having 7 free parameters compared to 376.
This shows that it is capturing a substantial degree of
structure which is being missed by even such a rapidly
changing step function, suggesting that self-excitation
may be a genuine non-Poissonian aspect of solar flare
occurrences. We hence interpret these findings as cast-
ing serious doubt on the claim that solar flares can be
described by structureless Poisson processes, even with
the addition of substantial non-stationary components
through the piecewise specification of λ(t), which con-
tradicts previous claims by (e.g.) [3] that flares can be
















FIG. 5: The black line shows the distribution of the
time-rescaled residuals zi − zi−1 for the Lognormal
Hawkes process, which will be Exponential(1) if the
mdoel is correct. The red line shows the true
Exponential(1) distribution.
viewed as independent random events.
For reference, Table II shows the parameter estimates
and standard errors for the Hawkes process models,
where the standard errors were computed based on the
inverse Hessian matrix evaluated at the maximum like-
lihood estimate. Additionally, it is interesting to ask
whether the Lognormal Hawkes process gives an objec-
tively good fit to the solar flare data, rather than just
giving a relatively better fit than the other models which
were considered. For this purpose, we can perform a
standard goodness-of-fit test for point processes as de-




λ̂(s)ds where λ̂(·) is the maximum likelihood es-
timate of the point process intensity function. These zi
are known as the time-rescaled residuals, and it can be
shown that they are realisations of a homogenous Pois-
son process with unit intensity [32]. As such, the differ-
ences zi−zi−1 are independent and identically distributed
with distribtuion Exponential(1). Figure 5 plots the dis-
tribution of these zi variables for the Lognormal Hawkes
model, with the distribution of the Exponential(1) super-
imposed. It can be seen that these are extermely close,
suggesting that the simple Lognormal model is capturing
most of the factors which drive solar flare occurrences.
7









































FIG. 6: The black line shows the empirical waiting time distribution p(log(∆)) from the solar flare catalog. The
colored lines show the waiting time distributions that correspond to the fitted homogenous Poisson process (green),
change point Poisson process (red), seasonal Poisson process (blue), and Lognormal Hawkes process (purple).
To avoid over-interpretation of our findings, we do not
claim that the above Hawkes process provides a com-
plete and correct model for solar flare occurrences. There
will doubtless be many second-order corrections which
could be added into the relatively simple specification
from Equation 10. Indeed, Figure 6 shows how the wait-
ing time distribution under both the Hawkes process and
the change point model compares to the empirically ob-
served waiting times from the GOES catalog. It can be
seen that while both seem to capture the power law tails,
they do seem to over-predict the shorter waiting times.
The fact that the change point specification over-predicts
has previously been noticed by [3] and others, who spec-
ulated that it may be a result of shorter waiting times
being missed in the GOES cata due to potential missing
data caused by flares overlapping in time. Nonetheless,
the fact that such a simple model with a small number
of parameters is able to capture most of the features of
solar flare occurrences, which were previously believed
to require enormous numbers of parameters, is signifi-
cant and in our opinion points towards a substantial non-
Poissonian element. From the same plot, it can also be
seen that both the homogenous Poisson and the seasonal
Poisson models complete fail to capture the empirical dis-
tribution, with the seasonal model failing to reproduce
the power-law tails altogether.
VI. CONCLUSION
Understanding the solar flare waiting time distribution
is an important first step in forecasting the occurrence
times of large flares. It also links into questions concern-
ing the underlying physical model of solar flare produc-
tion, since physical theories such as the avalanche model
imply particular types of distributions. In this work we
have argued that the commonly used Poissonian model
for solar flares does not seem to capture the observed
features of the empirical waiting time distribution.
The periodic nature of the solar cycle means that a
non-stationary Poisson process must be used, such as one
which has sinusoidal seasonal components, or the more
commonly used change point model. But despite having
a large number of free parameters, these models seem to
give a systematically worse fit to the observed data than a
simple self-exiciting model which discards the Poissonity
assumption and allows for strong dependence between
the occurrence of successive flares. Despite having only
a small number of parameters, this self-exiciting model
provides an excellent fit to the data and seems to capture
the observed characteristics of the empirical waiting time
distribution. Since similar models are routinely used for
describing and forecasting the occurrence of other physi-
cal processes such as earthquakes and tsanumis, this also
points towards an interestating universality component
for this class of model.
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