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Resumo
O objetivo deste trabalho é analisar as perspectivas da Inteligência Artificial (IA) 
no processo de Ensino-Aprendizagem com o Computador. São observados alguns 
impactos da aplicação do Computador no processo de Ensino perante a Sociedade 
contemporânea. Foram feitas considerações sobre a concepção de ambientes de 
Ensino-Aprendizagem via redes de computadores para apoio ao Ensino de IA em 
Cursos de Graduação e Pós-graduação em Ciência da Computação e áreas afins; 
presenciais ou não. A temática escolhida é o Ensino de Redes Neurais Artificiais. É 
apresentado um protótipo, seguindo o Construtivismo, baseado no modelo teórico 
de Hipermídia como Autômata. 0  “Ensino de IA e a IA no Ensino” mostrou ser 
um a abordagem interessante para o estudo dos processos cognitivos na Ciência da 
Computação e suas aplicações.
Palavras-chave: Inteligência Artificial, Construtivismo. Ensino-Aprendizagem, 
Hipermídia, Autômata;
TO LE A R N , IN TELLIG EN T ACTIVITY: A N D  IF THIS  
IN TELLIG EN C E GOES PARTIALLY ARTIFICIAL?
Abstract
The objective of this work is to analyze the perspectives of the Artificial Intel­
ligence (AI) in the teaching/learning process with Computer. Some impacts of the 
Computer application are observed in the process of learning in the contemporary 
Society. It was accomplished some considerations about the conception of Web- 
based learning environments for AI’s Courses in the Computer Science and kindred 
areas; witness or not. The thematic chosen was teach the Neural Network concepts. 
It is presented a prototype which is inspired in the Construtivism Theory. This one 
is also based on the hypermedia theoretical model as an Automata. This approach 
is very interesting for cognitive processes study in the Computer Science and its 
applications.
Keywords: Artificial Intelligence. Construtivism. Teaching/Learning, hy­
permedia, Automata.
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Capítulo 1 
Introdução
“The potential of computer science, if fully explored 
and developed, will take us to a higher plane 
of knowledge about the world. 
Computer science will assist us in gaining a greater 
understanding of intellectual processes. 
It will enhance our knowledge of the learning process, 
the thinking process, and the reasoning process. 
Computer science will provide models and conceptual tools
for the cognitives sciences. 
Just as the physical sciences have dominated humanity’s intellectual 
endeavors during this century as researchers explored 
the nature of matter and beginning of the universe, 
today we are beginning the exploration of the intellectual 
universe of ideas, knowledge structures, and language.
I foresee significant advances continuing to be made that
will greatly alter our lives...” 
J. HOPCROFT, ACM Turing Award Lecture, 1987
1.1 Motivação
Desde os anos 40, com o advento dos computadores, existe um grande interesse na 
utilização destas máquinas no Ensino. Geralmente sua utilização, nesta área, englo­
ba práticas e exercícios, tutoriais, ferramentas de auxílio ao Ensino e simulações.
No início dos anos 60, o uso do computador expandiu-se com a primeira geração 
de programas, denominados de Instrução Programada ou (“CAL - Computer-Aided
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Learning”), que compunham uma aula com unidades instrucionais com as seguintes 
características:
• continham pequenas porções de currículo que eram sucessivamente apresenta­
das na tela e questionadas;
•  suas seqüências exatas eram determinadas por uma árvore de decisões baseadas 
em um conjunto pré-definido de respostas esperadas do aluno.
Segundo Ramirez [99] nos primeiros desenvolvimentos dos programas educacio­
nais, o instrutor tinha que programar todos os detalhes da interação. O objetivo 
era construir programas incorporando lições que eram otimizadas para cada estu­
dante. Esses programas eram denominados “eletronic page turners” ou monitores de 
práticas de exercícios.
A segunda geração dos programas educacionais é o que se conhece por sistemas 
de Instrução auxiliada por computador ou (“CAI - Computer-Aided Instruction”), 
que Carbonell [27] definiu como tendo os seguintes requisitos:
• deve ser um tutor-computador que tenha o poder indutivo da contrapartida 
humana, isto é, responder adequadamente as perguntas do aprendiz;
•  o aprendiz deve estar ativamente compromissado com o sistema educacional e 
seus interesses e problemas devem guiar o diálogo do tutorial.
A terceira geração de programas educacionais envolvem Inteligência Artificial 
(IA) e têm  sido conduzidos sobre o nome de Instrução inteligente auxiliada por com­
putador (ou “ICAI - Intelligent Computer-Aided Instruction”). Estes sistemas pos­
suem um módulo especialista em sua estrutura. Outro termo utilizado, denomina-os 
de Sistemas Tutoriais Inteligentes ou (“ITS - Intelligent Tutor System”), que utilizam 
técnicas de IA mas não necessariamente possuem um módulo especialista. Existe 
também a denominação de Aprendizado Inteligente auxiliado por computador ou 
(“ICAL - Intelligent Computer-Aided Learning”) no qual estão inseridos os sistemas 
hipertexto, onde o aprendizado se dá através de textos e gráficos, e cabe ao aprendiz 
selecionar a seqüência dos tópicos.
Na segunda metade dos anos 80, muitas pesquisas sobre aprendizagem auxiliada 
por computador voltaram-se para a utilização de ambientes hipermídias para fazer 
a interação com o aluno, isto é, combinando o hipertexto com as diversas formas de 
mídia (sons, imagens, animações gráficas, vídeos, etc.) [20] [71].
Para Ulbricht [119], [120], [118] num sistema hipermídia “ler” e “escrever” pas­
saram a ser operações novas que modificaram profundamente a maneira de pensar, 
pois desenvolveram nos alunos condutas heurísticas, flexíveis e inovadoras.
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Atualmente, pode-se definir uma quarta geração de programas educacionais com 
realizações de aprendizado via rede de computadores usando implementações de 
Realidade Virtual (RV) , Imersão Virtual (IV), que podem utilizar a VRML [82]. 
Um exemplo disto foi a edição especial da Revista IEEE Computer Graphics and 
Applications, vol.19, n.2, March/April 1999, inteiramente dedicada a VRML na 
construção de mundos virtuais.
Neste campo, muitos trabalhos têm sido feitos discutindo-se não só as possibi­
lidades tecnológicas mas as necessidades pedagógicas com a utilização de Teleco­
municações, Engenharia de Programas,1 Multimídia e IA. Um trabalho interessante 
sobre a automatização do processo de programação sobrepondo IA e Engenharia de 
Programas pode ser encontrado no trabalho de Waters [125].
No Brasil, a Sociedade Brasileira de Computação (SBC) publica a Revista Bra­
sileira de Informática na Educação (RBIE)2, considerando esta área como relevante. 
Váxios trabalhos nesta área estão sendo desenvolvidos no Brasil ao longos dos anos, 
como mostra Fernandes [41] [42]. O contato da autora do presente trabalho com 
pessoas da área de Informática na Educação, no local onde é publicado tal revista, 
assim como as experiências anteriores, como estudante e como professora universitá­
ria, interessada nas novas tecnologias de Ensino, serviram como uma forte motivação 
para o desenvolvimento deste trabalho. Tal interesse no uso e produção de progra­
mas educacionais iniciou-se em 1995 durante o Curso de Mestrado em Engenharia 
Elétrica, onde a autora desenvolveu, como parte integrante de sua Dissertação, um 
ambiente computacional para o Ensino de Projeto de Filtros Digitais no domínio 
do tempo [2] , [3], [4], [5], [6], [7] e [9]. Posteriormente, outros trabalhos foram 
desenvolvidos juntam ente com pessoas da área da Educação [8], [10], [11], [12], [28] 
e [54]. A partir de 1998, a autora direcionou suas pesquisas para a Computação 
Aplicada ao Ensino utilizando IA. Assim, a mesma considera interessante, como 
ponto de partida, a análise da utilização da IA no Ensino auxiliado por computa­
dor, o desenvolvimento de um Ambiente de Ensino-aprendizagem com a modelagem 
pertinente à IA e o Ensino utilizando-se redes de computadores. Aliando estes mo­
dernos e poderosos instrumentos da Ciência da Computação a principal motivação 
é refletir sobre a pergunta: Aprender, atividade inteligente: e se esta inteligência 
for parcialmente artificial?
1A  edição especial da Revista IEEE-Software, vol. 14, n. 6, December, 1997 é totalmente 
dedicada ao Ensino e Treinamento em Engenharia de Programas.
2URL: http: / / w w w . in f .ufsc.br/sbc  — ie /rev is ta /
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1.2 Objetivos
1.2.1 Objetivo Geral
0  objetivo geral deste trabalho é apontar as perspectivas da IA no Ensino com 
Computador.
1.2.2 Objetivos Específicos
Para atender o objetivo geral, mencionado anteriormente, são definidos os seguintes 
objetivos específicos:
•  Analisar os impactos do Computador no processo de Ensino perante a Socie­
dade;
• Observar a utilização da IA no Ensino com computador;
•  Efetuar considerações sobre a concepção de ambientes de Ensino-aprendizagem 
via rede de computadores;
•  Apresentar um modelo teórico de hipermídia baseado na Teoria de Autômatas;
•  Desenvolver um protótipo hipermídia de ambiente de Ensino-aprendizagem 
de Redes Neurais Artificiais (RNA), seguindo a filosofia Construtivista, para 
apoiar o Ensino de IA via rede de computadores em Cursos de Graduação e 
Pós-Graduação em Ciência da Computação e áreas afins, presenciais ou não.
1.3 Estrutura do trabalho
Para atender os objetivos propostos, este trabalho está estruturado conforme discri­
minado a seguir.
O Capítulo 1 apresenta as motivações e a justificativa para o desenvolvimento, 
os objetivos e a estrutura do trabalho.
No Capítulo 2 é apresentado o impacto do Computador no processo de Ensino 
perante a Sociedade. 0  objetivo é fazer uma análise sobre o que se diz “interação- 
computador-qualidade de vida” e suas amplas possibilidades para a melhoria do 
nosso ensino.
O Capítulo 3 apresenta as perspectivas da IA no Ensino. São mostrados a visão 
geral sobre IA, seus paradigmas usuais no Ensino e suas principais abordagens.
No Capítulo 4 são feitas considerações sobre a implementação de ambientes de 
Ensino-aprendizagem via rede de computadores. Esta parte do trabalho pretende
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analisar os requisitos iniciais para o desenvolvimento de um ambiente integrado para 
Ensino de IA.
0  Capítulo 5 apresenta um modelo matemático teórico de hipertexto, baseado 
na Teoria de Autômatas, e sua extensão para um sistema hipermídia para Ensino 
via rede de computadores.
0  Capítulo 6 m ostra a implementação de um sistema hipermídia como Autôm ata 
para o Ensino utilizando rede de computadores (Internet). São mostrados o grafo 
de implementação e as principais estratégias pedagógicas adotadas na concepção. A 
tem ática escolhida é o Ensino de RN A.
No Capítulo 7 são apresentadas as consideraçõs finais deste trabalho e sugestões 
para trabalhos futuros, dentre as quais o desenvolvimento de um Laboratório Virtual 
para Ensino de IA (LVIA).
Capítulo 2 
Ensino, Computador e Sociedade
“See simplicity in the complicated.”
LAO TZU
Este capítulo procura fazer uma análise do impacto do computador na Sociedade. 
Uma Sociedade aqui é entendida como uma determinada coletividade de pessoas 
interagindo de modo complexo e tendo funções distintas, podendo haver mais de 
um indivíduo com a mesma função.
0  ser humano é um dos poucos animais que desenvolveu, de modo sensível, a 
capacidade de transm itir informação de uma geração a outra de modo não hereditá­
rio. Inicialmente, foi a língua falada, depois a escrita. Esta capacidade, denominada 
Ensino, evoluiu, foi progressivamente estruturada de modo a tornar cada vez mais 
eficiente a transmissão da informação. Talvez tenha sido esta capacidade que lhe 
permitiu desenvolver “ferramentas”, cada vez mais sofisticadas, algumas para am­
pliar suas capacidades físicas: faca, motor, avião, etc.; outras para ampliar suas 
capacidades intelectuais: ábacos, réguas de cálculo, etc.
O computador é talvez a mais aperfeiçoada ferramenta que o ser humano já  cons­
truiu para contribuir na ampliação de suas capacidades intelectuais e cuja vocação 
é o armazenamento e manipulação de informação. Não é de estranhar portanto, que 
desde os primeiros dias dos computadores, tenha aparecido um grande interesse no 
uso dessas máquinas no Ensino.
Nos primeiros tempos muitos acreditavam em uma revolução total do processo 
de Ensino.
• Houve, estará havendo, haverá tal revolução ?
• Haverá assuntos mais adaptados ao Ensino usando computadores?
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• De que modo melhor usar o computador?
Outro ponto a considerar é que a rápida evolução dos conhecimentos humanos 
faz com que, diferentemente de épocas passadas, torna-se cada vez mais importante 
ensinar nas Escolas o conceito de “aprender a aprender”. Este século tem presenciado 
a uma modificação profunda de toda a preparação para a vida ativa: aumento do 
número de anos de escolaridade, criação de novas profissões e desaparecimento de 
outras levando a um sem número de problemas sociais. Chega-se ao ponto que, em 
algumas profissões (dentre as quais a Informática), a velocidade de novas descobertas 
é tal que um profissional que não se atualize diariamente, estará desatualizado logo 
depois de obter seu diploma.
0  mercado de trabalho atual está constantemente exigindo que seus profissionais 
não possuam somente a habilidade de memorizar fatos, mas também que tenham 
habilidade para aprender novos métodos e novas aptidões.
Deste estado de coisas pode-se concluir os seguintes pontos:
• Na Escola, para lutar contra a obsolescência, na impossibilidade de aprender 
o que ainda não foi inventado, os alunos devem, prioritariamente, “aprender a 
aprender”;
• Durante toda a vida deve-se ser apto a seguir uma formação contínua, capaz 
de fazer mudar mesmo de especialidade várias vezes ao longo da vida, se for 
preciso.
E aí o computador tem seu lugar: ajudando a desenvolver a capacidade de apren­
der e personalizando a transmissão de conhecimentos no processo de aprendizagem 
contínuo. E isto deve ser feito considerando que os atores do processo de Ensino exis­
tem em um determinado momento, em uma determinada Sociedade como ilustrado 
na Figura 2.1.
A instituição de Ensino tem por responsabilidade estar continuamente atento às 
mudanças na Sociedade, de modo a responder às suas necessidades. Ou seja, no pro­
cesso de Ensino é necessário observar o que a Sociedade precisa. E necessário fazer 
com que os alunos tenham condições de aprender rápido em face às mudanças tec­
nológicas. Por outro lado, os membros de um estabelecimento de Ensino são também 
membros desta Sociedade, devendo portanto ter um lugar que seja compatível com 
sua responsabilidade em formar novas gerações ou aperfeiçoar esta geração.
Com efeito, segundo Goodwing [56] as pessoas são motivadas ao uso do com­
putador por várias razões. A primeira é que há casos em que é este o único meio 
de executar uma tarefa. Tal é o caso de serviços bancários, reservas de passagens, 
etc., mas certamente não é o caso do Ensino. Outra razão, é que o computador
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Figura 2.1: Agentes de Ensino na Sociedade [17]
pode perm itir o aperfeiçoamento na realização de uma determinada tarefa. Este é o 
motivo que acredita-se set válido no caso do Ensino, tanto de “aprender a aprender” 
como na formação contínua ao longo da vida.
A ligação entre o Ensino e o computador pode ser vista em um contínuo de face­
tas, indo desde o computador sendo usado em um ambiente de Ensino-Aprendizagem 
para facilitar diversas tarefas usuais, do computador tomando parte ativa e total no 
processo. No primeiro caso o computador age como elemento de modificação de 
uma cultura. O Ensino proporcionado é dependente da modificação desta cultura 
e é já  fato corrente em muitas instituições de Ensino. Um fator importante nesta 
modificação de cultura é o fato de microcomputadores com capacidades suficientes 
para uso em tratam ento de textos, preparação de gráficos, criação de pequenas base 
de dados, planilhas, etc.
No outro extremo temos o computador tomando todas as iniciativas do processo 
de transmissão de conhecimentos, desde a apresentação do assunto até a verificação 
de conhecimentos. Em suma, o espectro de utilizações de computador no Ensino 
pode ser classificado como:
•  agente modificador do ambiente de vida do aluno;
• jogo educativo;
• aparelho de laboratório;
• enciclopédia;
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• interlocutor pedagógico.
Os jogos, popidarizados com a disseminação dos microcomputadores, produzem 
freqüentemente uma certa aprendizagem como efeito colateral. Por exemplo, um 
simulador de vôo permite introduzir noções básicas de pilotagem, outros apuram re­
flexos, outros desenvolvem memória. Um ponto alto nos jogos é a motivação, depen­
dendo do filtro do aprendiz. Um ponto baixo é que o rendimento da aprendizagem 
pode diminuir. Como aparelho de laboratório o computador permite experiências 
usando o conceito de simulação (no sentido de experiências com modelos em geral). 
Há um a grande liberdade por parte do aluno que é livre, de uma certa forma na 
escolha de suas experiências.
A linguagem LOGO [94] é um exemplo simples, em que o computador simula 
o movimento de uma tartaruga que deixa atrás de si um rastro e que se move 
obedecendo a comandos. 0  domínio das experiências é o das figuras geométricas.
O uso de enciclopédias é quando o computador atua como armazenador de co­
nhecimentos que podem ser consultados segundo as necessidades dos alunos. Pode ir 
desde uma implementação de banco de dados para consultas até um esquema capaz 
de, usando conhecimentos enciclopédicos, efetuar deduções.
0  uso como interlocutor pedagógico é o modo em que geralmente se pensa quando 
se fala em Ensino com computador e é aquele em que o computador substitui, ao 
menos durante intervalos de tempo, um ser humano. Este modo é especialmente 
útil na formação contínua após os estudos em estabelecimentos de Ensino, se bem 
que seu uso durante o Ensino formal possa ampliar suas possibilidades.
Alguns usos do computador no Ensino primário e secundário, podem ser dos 
seguintes modos:
• práticas e exercícios: é bastante usado pois os programas são geralmente sim­
ples. 0  programa apresenta exercícios e verifica se as respostas são boas;
• tutoriais;
•  ferramentas de auxílio ao Ensino;
• simulações.
Os primeiros programas educacionais foram influenciados pela teoria “behavioris- 
ta”. Neste paradigma educacional o Ensino ou instrução é um processo de estímulo- 
resposta, e existe uma grande preocupação em medir a aprendizagem [99].
0  grande aumento das necessidades educativas na Sociedade contemporânea e a 
redução dos custos dos sistemas computacionais e das telecomunicações têm levado 
ao interesse pela implementação de diversos sistemas de Ensino e aprendizagem à
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distância (no apêndice A podem ser encontrados alguns endereços na Internet sobre 
Educação à Distância). A implementação de processos de aprendizagem com a 
utilização de redes de computadores, é capaz de responder a praticamente todas as 
restrições levantadas à educação à distância tradicional (vide Ramos [100] e Rezabek 
[102]).
Em 1974, Toynbee [116] afirmava que:
... “Quase todos os grupamentos humanos sofrem no momento violentas transfor­
mações em seus costumes, idéias e instituições em virtude da ciência e da tecnologia, 
verificadas na Sociedade ocidental nos últimos três séculos e que atualmente afetam 
o mundo. Esse impacto é tal que, no momento, abala a própria Sociedade ocidental 
que deu origem à ciência e à moderna tecnologia. Uma das coisas importantes que 
aprendemos através da experiência é que é possível a adaptação às rápidas transfor­
mações”...
Como se estivesse prevendo o que viria nos anos seguintes, sobre o impacto dos 
computadores e da televisão, Toynbee [116] mesmo considerando que o computa­
dor limitava as liberdades individuais, considerava-o benéfico e transformador da 
Sociedade:
...“ Os computadores vêm conquistando o mundo a passos largos, visto responde­
rem à necessidade de manejar grandes quantidades e magnitudes, características do 
mundo atual. O computador pode manejar uma grande quantidade de informação 
com rapidez e pode colocar essa informação processada à disposição dos adminis­
tradores, gerentes e governos. Podem, ainda, organizar as relações humanas em 
grande escala, embora o preço seja a despersonalização do indivíduo. O computador 
impede o ser humano de controlar as exigências feitas a ele pelas agências privadas 
ou autoridades públicas...
... Creio que a televisão e os computadores poderiam ser instrumentos poderosos 
na promoção da docilidade necessária a um governo ditatorial mundial...”
A Sociedade tornou-se altamente dependente do computador e das redes de com­
putadores, tornando-se também mais vulnerável ao seu mal funcionamento e uso. E 
claro que as falhas e o mal uso dos sistemas computadorizados levam a problemas 
que tomam dimensões desastrosas. Estes problemas tem criado uma nova faixa de 
problemas sociais, tais como crimes de Informática, invasões de privacidade, desem­
prego tecnológico, trabalhos estressantes. Outras vezes, as falhas são usadas para 
retirar as responsabilidades humanas. E comum se ouvir expressões “foi um erro do 
computador”, “o sistema está fora do ar” para justificar problemas que poderiam ser 
evitados por humanos. Estes problemas geram expectativas boas e também ruins, 
atribuídas às rápidas mudanças tecnológicas, como por exemplo, o “Bug do Milênio” 
que tomou espaço na mídia neste final de século. O dilemas éticos da Computação
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são muito bem retratados por Tom Forester em sua obra “Computer Ethics” [47].
Hesham [40] é enfático sobre este estado de coisas para a Educação: “... in the 
past, tducaiors asked themselves if they needed t,o change. Today the question is not 
i f  but how education will reengineer itself
Dentro da Universidade pode-se ter a presença do computador, o qual deve servir 
para amplificar as capacidades (a nível de instrumentação) dos alunos, professores e 
do estabelecimento de Ensino melhorando sua interação. E o computador, usando 
a metáfora “Rodas para a mente” apresentado no “The Apple Universe Consortium” 
(Amsterdam, 1989), ampliando a capacidade de raciocínio, permitindo percorrer 
distâncias. O termo “distância” é geralmente utilizado para definir apenas o espaço 
geográfico. Mas as distâncias no Brasil são enormes, geográfica e culturalmente. 
Historicamente, desde a colonização do Brasil grandes esforços foram feitos para 
“interiorizar” o Brasil. Até mesmo a capital foi transferida do litoral para o Planalto 
Central.
Observando-se os centros de excelência educacional no Brasil nota-se que a maio­
ria está concentrada na costa brasileira ou a menos de 500 km da mesma. Talvez 
isto seja devido cio fato da dificuldade de se transpassar um relevo acidentado ou 
por motivos bem mais diversos...
E fato conhecido que em países de primeiro mundo a densidade de boas uni­
versidades corresponde, aproximadamente a uma universidade para cada milhão ou 
no máximo dois milhões de habitantes. Por exemplo, na Bélgica com cerca de dez 
milhões de habitantes ressaltam as de Liège e Gent do governo, duas católicas de 
Louvain e duas livres de Bruxelas, além de faculdades universitárias de ótima quali­
dade em Mons, Namur e Antuérpia, todas gratuitas. As universidades particulares 
são subsidiadas pelo governo e nas quais se desenvolvem pesquisas de valor. Para 
o Brasil, com seus 160 milhões de habitantes, seria altamente desejável que tivesse 
cerca de uma centena de universidades nas mesmas condições, consideradas as dife­
renças regionais, como fator diferenciando o campo de atuação das mesmas. Assim, 
é que teria pouco sentido a UFSC ser um centro de excelência em florestas tropi­
cais, da mesma forma que um laboratório de estudo de pingüins seria mal localizado 
na Universidade Federal do Pará. Estes números podem parecer exagerados para 
muitos, até mesmo para aqueles políticos ultrapassados que continuam falando de 
nosso país como “país do futuro” mas não dizem que futuro... estes que vendem 
o país e cortam verbas para o Ensino e a Pesquisa. É preciso que os centros de 
excelência educacionais existentes diminuam as distâncias (geográficas e culturais) 
entre os brasileiros e promovam a criação de outros num processo de interiorização 
que considere as diferenças regionais.
Os avanços na área da computação indicam uma tendência excepciona] para
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a universalização da Educação a baixo custo. Assim, pode-se atender o apelo da 
Sociedade na interiorização do Brasil, numa ação de combate a ignorância (geradora 
de miséria), utilizando a tecnologia das comunicações na Educação. Isto gera um 
salto de qualidade nos processos educacionais que dependem de Ensino a longa 
distância.
Grande parte das observações contrárias à utilização de modernas tecnologias na 
Educação dá-se não devido a tecnologia em si, mas pelo uso que se faz dela. Num 
contexto geral, é preciso desmitificar o computador nas Escolas, é preciso mostrar 
aos professores como utilizá-lo e saber como ampliar as suas capacidades. É preciso 
mais, é preciso valorizar o homem à máquina. Torna-se necessário aplicar métodos 
de Ensino que valorizem a construção de conhecimentos de ambos, do educador e do 
educando. Através destes preceitos pode-se distribuir, num sentido amplo e social, 
os conhecimentos.
Uma saída é tentar fazer com que os centros de excelência irradiem seus conhe­
cimentos utilizando um a “Educação a Distância” que está mais ligada em vencer as 
distâncias geográficas e culturais do que aquela na qual os estudantes não estejam 
em contato direto (plano físico) com seus professores. Uma maneira que parece ra­
zoável no processo de interiorização é levar o centro de excelência ao interior através 
de cursos fora de sede promovendo uma interação mais ampla e uma ligação entre 
as pessoas para troca de idéias e experiências conforme a realidade que a cercam.
Os cursos fora de sede geralmente constituem de parte presenciais e não presen­
ciais. Neste “Ensino distribuído” deve ser analisado que tipo de conhecimento pode 
e deve ser transmitido de modo presencial e não presencial. Os assuntos estabele­
cidos podem ser ensinados de modo não presencial mas é importante frisar que as 
atividades de pesquisa científica só podem ser ensinadas de modo presencial. Uma 
explicação para isto é que quando se aprende algum assunto, aprende-se fatos sobre 
este assunto e como manipular os conhecimentos corretamente. E necessário o de­
senvolvimento da habilidade adquirida na prática diária. Parece ser difícil ensinar a 
pesquisa sem desenvolver esta habilidade. Na maioria das vezes isto só é conseguido 
com a convivência no dia-a-dia do meio acadêmico e com as experiências durante 
anos.
Na parte não presencial deste Ensino não podem ser aplicados os mesmos mé­
todos educacionais convencionais. Algumas adaptações devem ser feitas, mudanças 
técnicas, mudanças psicológicas. Todavia, as mudanças tecnológicas são muito rá­
pidas e o educador deve se aproveitar disso para construir um ferramental de co­
municação e interação mais ampla. Sendo assim, é dever do educador aprender a 
dinâmica dos processos de Ensino-aprendizagem, buscar alternativas para suprir as 
deficiências dos sistemas de Ensino, pesquisar alternativas para eliminar os proble-
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mas oriundos e inerentes ao processo educacional, quaisquer que sejam. 0  Ensino 
via rede de computadores se enquadra neste novo paradigma de aprendizagem.
A milhares de quilômetros de distância é possível que o aluno de um curso fo­
ra de sede, efetivamente tome parte do processo de Ensino, participe ativamente 
utilizando programas educacionais que oferecem suporte ao conhecimento adquirido 
na parte presencial de seu curso. Ele pode fazer experimentações remotas, opi­
nar sobre os recursos técnicos e pedagógicos dos programas utilizados. Além disso, 
estas experimentações tom am  mais viável este processo por dois motivos: criam 
um mundo virtual que o estudante poderá explorar construindo seus conhecimen­
tos (aprendendo a aprender) e são economicamente viáveis pois as informações são 
compartilhadas.
Os ambientes de aprendizagem via rede designados e projetados para as partes 
não presenciais de cursos devem observar as características psico - pedagógicas deste 
processo de Ensino que visa diminuir as distâncias levando o conhecimento em todas 
as partes. Para se tornarem efetivos, a participação dos usuários na construção 
destes sistemas é primordial para atender as qualidades exigidas para Ensino via 
rede. Uma ótima leitura sobre os impactos psicológicos da Internet no modo de vida 
das pessoas pode ser encontrado em Costa [83].
Num contexto educacional atualizado pode-se pensar que o computador pode 
ter diferentes papéis, desde o apoio aos professores e estudantes até a geração de 
comunidades virtuais utilizando ferramentas de IA. Assim, para atender o que parece 
ser uma necessidade da Sociedade, estabeleceu-se a construção de uma ferramenta 
de Ensino de IA. O programa para Ensino de RN A, que será apresentado neste 
trabalho foi piloto, construído e reformulado ao longo dos anos com a participação 
dos estudantes, sua nova modelagem para aprendizagem via rede de computador 
será aplicada em cursos presenciais e não presenciais do CPGCC da UFSC .
Capítulo 3 
Ensino e IA
“I ’m sorry Dave; I  can’t let you do that”. 
- HAL 9000 in 2001: A Space Odissey by Arthur C. Clarke.
Ensino, Com putador e Inteligência Artificial. Como uní-los para melhor 
uso dos três? A esta pergunta não se pretende dar uma resposta concreta, e sim 
usá-la como ponto de partida para uma reflexão sobre o problema da interação 
do computador no processo de ensino e das possibilidades oferecidas pela IA para 
melhorar a qualidade deste ensino.
Quando se fala em ensinar e aprender, fala-se, de uma certa forma, em transm itir 
conhecimentos. Mas serão todos os tipos de conhecimentos da mesma natureza? 
Provavelmente não!
O conhecimento pode ser dividido em três tipos: conhecimento fatual, conheci­
mento dedutivo e conhecimento hábil (ou habilidade) [17]. 0  conhecimento fatual 
compreende os conhecimentos atômicos sobre um determinado assunto. Por exem­
plo, em geografia descritiva, o conhecimento fatual inclui o conjunto de dados sobre 
países, sobre relevo, etc. No estudo de línguas, o conhecimento do vocabulário po­
de ser considerado fatual. O conhecimento dedutivo é o conhecimento que se deve 
dispor em um determinado assunto para manipular conhecimentos fatuais. Assim 
é possível, usando conhecimentos dedutivos, a partir de um conjunto de conheci­
mentos fatuais deduzir outros conhecimentos fatuais. Pode-se ainda dizer que o 
conhecimento dedutivo permite, usando conhecimentos fatuais explícitos, explici­
tar conhecimentos que estavam sobre a forma implícita. No caso da densidade de 
população seria saber que: “para saber a densidade de população de um país divi­
da sua população por sua superfície”. No caso de uma língua estrangeira (inglês) 
um a tal regra seria: “para responder negativamente a uma frase que comece por 
“do you” basta dizer “No, I don’t ”. Ainda no caso de línguas, o conhecimento de
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regras de gramática que permitem a partir do conhecimento explícito do vocabulá­
rio formar uma frase, pode ser considerado conhecimento dedutivo. Habilidade é 
o “meta-conhecimento” (conhecimento de como usar o conhecimento) sobre o uso 
do conhecimento dedutivo. No caso de uma língua seria o conhecimento hábil de 
escrever bem. Uma boa leitura sobre Conhecimento pode ser encontrada em Barreto
[17].
0  uso do computador deve ser um meio de facilitar a aquisição destas formas de 
conhecimento e o uso de técnicas de IA pode tornar esta aquisição mais eficiente.
3.1 Origens da IA
Sowa [113] distingue os sistemas baseados em conhecimento em dois campos:
• Ciência Cognitiva que é um misto de Filosofia, Lingüística e Psicologia com 
uma forte influência da Ciência da Computação;
•  IA que é um complemento da Engenharia.
As origens da IA remontam há cerca de 2000 anos de tradição na Filosofia, na 
qual emergiram as teorias de raciocínio e aprendizado, dentro do ponto de vista de 
como a mente é constituída pela operação de um sistema físico.
Nos últimos 400 anos, os matemáticos desenvolveram Teorias de Lógica, Probabi­
lidade, Tomadas de Decisões e Computação. Da Psicologia, tem-se para investigação 
da mente humana, um a linguagem científica para expressar as teorias existentes. Da 
Lingüística, tem-se teorias de estrutura e significado da linguagem. E, finalmente, 
dentro da Ciência da Computação tem-se ferramentas para tornar a IA uma reali­
dade [106].
Sowa [113] considera Aristóteles e Leibniz como os fundadores da Ciência Cog­
nitiva e IA, respectivamente. Todo o trabalho correspondente a representação do 
conhecimento nos últimos 2300 anos podem ser vistos como uma aplicação, refina­
mento, extensão ou re-invenção do que foi desenvolvido por Aristóteles. A quanti­
ficação do conhecimento e raciocínio no trabalho Characteristica Universalis fez de 
Leibniz o primeiro proponente da IA.
Uma divisão de fases históricas da IA foi feita por Barreto [17]. É interessante 
relacionar os fatos marcantes que justificam esta divisão, como se segue. A biblio­
grafia utilizada pode ser encontrada em vários endereços mostrados no Apêndice 
A.
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Época Pré-histórica (? - 1875)
Nesta fase, havia o interesse em criar seres e mecanismos apresentando comporta­
mento inteligente. Os mitos de gregos já  incorporavam estas idéias. Nos séculos 
XV e XVI foram desenvolvidos diversos mecanismos usando mecânica de precisão 
desenvolvida nos autômatos, mecanismos baseados em teares, etc. Foram criados 
relógios e outros dispositivos de medição.
No século XVII, Descartes apud Mamroud [73] propôs que os corpos dos animais 
não são mais do que máquinas complexas. Outros pensadores da época, ofereceram 
variações e colaborações a este Mecanicismo Cartesiano.
Havia também o apelo ao sobrenatural. Em 1580, é dito que Rabbi Loew, oriundo 
de Praga, deu vida a um homem de barro [73]. Adicionalmente, místicos, adeptos 
do I  Ching e Kabala, exploravam permutações numéricas para dar significado as 
virtudes humanas. Astrólogos também procuravam explicações para as experiências 
humanas seguindo a posição dos planetas.
Em 1642, Pascal criou a primeira calculadora mecânica digital [65]. Em 1673, 
Leibniz provou que a máquina de Pascal era capaz de fazer multiplicações e divisões. 
A partir daí inicia-se uma profusão de dispositivos, e no século XVIII os brinquedos 
mecânicos tornaram-se populares, tal como o pato mecânico de Vaucanson [73].
No início do século XIX, Mary Shelley publica a história do monstro Frankenstein 
[62]. George Boole desenvolve a álgebra binária representando algumas Leis do 
Pensamento [26].
As Figuras 3.1 e 3.2 mostram Charles Babbage & Ada Byron (Lady Lovela­
ce). Ambos trabalharam em máquinas de calcular mecânicas [62]. Lady Lovelace 
pode ser considerada como a primeira programadora da história. Em 1842, Lady 
Lovelace fez a primeira referência a uma máquina inteligente no sentido atual (a má­
quina analítica de Babbage) que seria capaz de compor peças musicais de qualquer 
complexidade e extensão [17].
As maiores limitações encontradas nesta época são os aspectos construtivos de 
tais dispositivos e os insucessos dos apelos ao sobrenatural. Em 1875, o italiano 
Camilo Golgi descobre o neurônio. Posteriormente, Cajal usa o método de Golgi 
para mapear cada parte do sistema nervoso [17].
Época A ntiga (1875-1943)
Em 1917 Karel Capek [85] inventa a palavra “Robo” (em tcheco ‘robot’ significa 
tra b a lh a d o r , mas a tradução, em 1923, para o inglês manteve a palavra original). 
Nesta fase, o objetivo era, então, entender a inteligência humana. Na década de 40, 
os cientistas direcionaram seus trabalhos para a simulação do cérebro humano no
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Figura 3.1: Charles Babbage
Figura 3.2: Ada Byron - Lady Lovelace
computador como meio de entender a inteligência humana. Houve grandes avanços 
nos estudos da Psicologia (nascimento da Psicanálise) e da neurofisiologia. Estes 
avanços devem-se ao interesse no estudo do cérebro e do comportamento humano.
Em 1943, surgiu o primeiro trabalho com este enfoque, apresentado por McCullo- 
ch & P itts apud Buchanan [26]. Era um modelo matemático que tentava reproduzir 
o funcionamento de neurônios tomando como base a idéia de que um neurônio em 
um dado momento está excitado ou não excitado. Outra grande contribuição de Mc- 
Culloch & Pitts foi o artigo “A Logical Calculus of the Ideas Immanent in Nervous 
Activity” [77] que pode ser considerado como sendo os fundamentos das RN A.
0  término desta fase é marcada por este modelamento matemático do neurônio 
que é mostrado na seção 3.7.3.
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Época Romântica (1943-1956)
Na Alemanha, entre 1938 e 1941, Konrad Zuse & Helmut Schreyer (mostrados na 
Figura 3.3) construíram três versões de uma calculadora eletromecânica programá­
vel, denominados de Z1 (1938), Z2 (1939) e Z3 (1941). Z3 pode ser considerado o 
primeiro computador programável [29].
Figura 3.3: Korand Zuse & Helmut Schreyer - primeiro computador programável
Arturo Rosenblueth, Norbert Wiener [127] & Julian Bigelow cunham o termo 
Cibernética em 1943. Surge em 1948 o popular livro de Wiener com o mesmo nome 
[105],
Os modelos desta época eram inspirados na natureza e surgem os primeiros 
mecanismos imitando o funcionamento de redes de neurônios. Em 1949, Donald 
Hebb [59] propõe a “Lei de Hebb” que afirma que força da conexão sináptica entre 
os neurônios excitados simultaneamente tende a aumentar. E ainda, o objetivo é 
simular a inteligência humana em situações pré-determinadas.
Em 1950, Alan Turing (Figura 3.4) propôs o Teste de Turing (Turing’s “Com­
puting Machinery and Intelligence”) para oferecer uma definição operacional de in­
teligência que fosse satisfatória. Definiu o comportamento inteligente como a habi­
lidade de executar um desempenho em todas as tarefas cognitivas, suficientes para 
enganar um interrogador num teste no qual um computador deveria ser interrogado 
por um humano via um teletipo, ambos em locais separados. Maiores detalhes sobre 
o Teste de Turing podem ser obtidos em Barreto [17] e Russel [106].
Ainda em 1950, Claude Shannon [109] publica uma detalhada análise de jogos 
de xadrez. Iniciam-se os primeiros programas imitando comportamento inteligente. 
Em 1955, Newell, Shaw e Simon desenvolvem a primeira linguagem de IA, a “IPL- 
11” [73]. Em 1956, Newell, Shaw, e Simon criam “The Logic Theorist”, para solução 
de problemas matemáticos.
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Figura 3.4: Alan Turing - propôs o Teste de Turing
Em 1956, McCarthy, Minsky, Newell e Simon encontram-se no Dartmouth Col­
lege [76]. Desse encontro surge o termo Inteligência Artificial e origina o livro “Au­
tom ata Studies” [109] onde se tem  o primeiro artigo sobre Redes Neurais Artificiais 
(RN A).
Época Barroca (1956-1969)
Após o encontro do Dartmouth College [76], as expectativas criadas estimulam di­
versas pesquisas. Em 1957, Newell, Shaw e Simon demonstram “General Problem 
Solver” (GPS) [78]. Em 1958, McCarthy [76] introduz o LISP no MIT. Dois anos 
depois Frank Rosenblatt [104] consegue generalizar o modelo proposto por McCul- 
loch acrescentando a aprendizagem e denomina-o de Perceptron. Este possui uma 
única camada e, sucintamente, pode ser descrito como uma unidade de processa­
mento que aceita entradas multidimensionais, realiza a computação de uma função 
interna (alterável) que lhe provê a capacidade máxima de resolver apenas problemas 
linearmente separáveis.
Em 1959, Widrow e M. Hoff [39] introduzem o Adaline (elemento linear adapta- 
tivo). E em 1962 J .McCarthy muda-se para Stanford, fundando o Stanford AI Lab 
em 1963 [76]. As pesquisas continuam a se desenvolver; M. Ross Quillian introduz 
as redes semânticas como representação do conhecimento, Minsky publica “Steps 
Towards Artificial Intelligence” [78].
Em 1965, Simon entusiasmado afirma que “... perto de 1985 as máquinas serão 
capazes de fazer qualquer trabalho que o homem pode faze7}\ Todavia, Dreyfus ar­
gumenta contra a possibilidade da IA. Em 1966, Donald Michie funda o Edinburgh 
AI Lab [78].
O objetivo era expandir ao máximo as aplicações da IA tanto usando a aborda­
gem simbólica quanto a conexionista.
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Ainda no início dos anos 60 inicia-se o projeto de redes semânticas para tradução 
de linguagens (inglês-russo) pela máquina. É também fundada a primeira indústria 
de robos (“Unimation” ). Feigenbaum &; Julian Feldman publicam “Computers and 
Thought”, a primeira coleção de artigos sobre IA [73].
Em 1965, Joseph Weizenbaum (MIT) controi o Eliza, um programa interativo 
que é capaz de manter um diálogo (em inglês) sobre qualquer tópico. A versão mais 
popular deste programa im ita um psicoterapeuta rogeriano [26].
Em 1967, surge então o Sistema Especialista Dendral para análise química de 
compostos orgânicos [39].
O computador “HAL” de Arthur Clarke brilha no filme 2001 - Uma odisséia do 
espaço de Stanley Kubrick em 1968. Neste mesmo ano, tem-se o primeiro Doutor 
em “Computer Science” (Wexelblat na Universidade da Pennsylvania) e a tese de 
Alan Kay descreve o primeiro computador pessoal [85].
Um fato marcante ocorre: a publicação, em 1969, do livro “Perceptrons” de 
Minsky e Papert [79] mostrando as limitações das redes neurais no aprendizado de 
redes complexas. Isto condenou as pesquisas em redes neurais, inicia-se então a 
época das trevas ...
Época das Trevas (1969-1981)
A publicação do livro “Perceptrons” [79] provocou a separação das pesquisas de IA 
simbólica e conexionista. O livro pode ser considerado um dos primeiros estudos de 
complexidade de problemas nas redes neurais. Infelizmente, Rosenblat havia mor­
rido pouco antes e não pode defender suas idéias. Assim os fundos de pesquisas 
para esta área foram cortados. Além disso, os computadores eram usados princi­
palmente para aplicações administrativas e numéricas. Havia também interesse dos 
fabricantes de computadores em desmistificar a máquina para aumentar as vendas. 
Isto levou ao pouco interesse pela IA [17].
As aplicações reduziram-se aos laboratórios. Nos anos 70, as pesquisas da IA 
simbólica voltaram-se para os SE (SCHOLAR, MYCIN, META-DENDRAL). Um 
marco importante nesta época foi o desenvolvimento do Prolog (1972) por Alain 
Colmerauer [26].
Renascim ento (1981-1987)
No início dos anos 80, os SE tornaram-se comerciais, muitos deles com milhares de 
regras. Houve um crescimento da Lógica e a proliferação de máquinas suportando 
ferramentas para IA. Alguns poucos pesquisadores continuaram seus trabalhos em 
RNA (Grossberg, Kohonen, Widrow, Hinton) [26].
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Em 1981, Kazuhiro Fuchi anuncia o projeto japonês de quinta geração (“Japa- 
nese Fifth Generation Project”). A linguagem Prolog popularizou-se por ter sido 
escolhida para aquele projeto [73].
Em 1982, a publicação “Alvey Report” do governo britânico sobre informação 
tecnológica avançada aumenta o uso dos SE na indústria. Neste mesmo ano, John 
Hopfield ressuscita as redes neurais com seu modelo não linear [26]. Houve então o 
renascimento das pesquisas em redes neurais.
Em 1986, o trabalho de McClelland e Rumelhart “Parallel Distributed Proces­
sing” apresentando o algoritmo de retropropagação para redes multi-camadas que 
resolvia o problema do Perceptron. As empresas de RN A começam a aparecer [78]. 
Neste mesmo ano, o reconhecimento ótico de caracteres (OCR) já  era uma indústria 
de 100 milhões de dólares. Em 1987, Kohonen apresenta seu mapa de características 
(rede de Kohonen), Kosko introduz os modelos das memórias associativas (BAM). 
Ocorre a evolução da IAS e da IAC separadamente [73].
Época Contemporânea (1987 - atual)
Em 1988, Minsky e Papêrt publicam a edição revisada do livro “Perceptrons” [80]. 
Em 1992, termina o projeto japonês de Quinta geração e inicia-se o projeto japonês 
“Real World Computing”. Os sistemas de processamento de linguagem natural são 
empregados em verificadores ortográficos e gramaticais, em sistemas de busca em 
banco de dados, tornando-se comerciais. As pesquisas em IA aumentam e as RN A 
começam a ser aplicadas nos mais diversos domínios [26].
No final do anos 90, tornam-se comuns conceitos as abordagens híbridas para 
os SE utilizando RN A e sistemas nebulosos. Outras paradigmas e denominações 
para IA surgem a cada dia. Termos como Inteligência Computacional, Computação 
Evolucionária, IA Distribuída, Agentes Inteligentes. Sistemas de Descoberta do Co­
nhecimento, “Datamining”, Raciocínio Qualitativo, têm se tornado comum nas mais 
diversas áreas. As limitações destes sistemas, naturalmente, ainda são desconheci­
das...
3.2 Como é difícil definir IA ...
Em 1995, Barreto em suas aulas [15] sobre Lógica Nebulosa fazia observações sobre 
o conceito de IA, que varia de acordo com o tempo, com a época e com o contexto. 
Suas palavras são transcritas aqui:
... Há muitos séculos na Grécia, se chamava de máquina inteligente, um distri­
buidor de água, onde o indivíduo colocava uma moeda e em função do peso desta
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moeda, a quantidade de água saía. Bem mais recentemente, com a aproximação 
entre coisas biológicas e mecânicas na Cibernética, entendia-se que algo que tivesse 
“feedback” (realimentação) seria considerado inteligente.
Por volta dos anos 50, a preocupação em construir artefatos que tivessem com­
portamento inteligente, era considerado inteligente aquele que tinha a propriedade 
de manter certos valores de saída independentemente da perturbação.
No início dos anos 60, haviam muitas expectativas sobre IA, algumas delas in­
frutíferas como o projeto de tradução automática de línguas (inglês-russo) desen­
volvido pelo M IT, devido ao problema da dimensionalidade. Atualmente, jogos de 
computadores que eram alguns anos considerados de IA, hoje não são mais porque 
seu funcionamento tornou-se conhecido e estes tomaram-se operacionais.
Assim  pode-se considerar a IA como uma espécie de desejo de se reproduzir 
tarefas que diriam ser inteligentes se fossem desenvolvidas por seres naturais, porém 
não é possível fazer uma transição abrupta na consideração de coisas inteligentes e 
não inteligentes....
Barreto [17] explica que até o final dos anos 50 os computadores eram olhados 
com certa desconfiança por executarem tarefas então designadas a humanos, daí sua
■'j
denominação de cérebros eletrônicos. Todavia, no início dos anos 60 a popularização 
destas máquinas destruiu tal mito. Apesar de não manifestarem qualquer tipo de 
inteligência os computadores eram extremamente úteis em tarefas correntes e a “bur­
rice” era sua maior qualidade. Entretanto, pesquisas voltadas a dotar o computador 
de características inteligentes começaram a ter resultados significativos. Mas o ci­
dadão comum só ouviu falar em IA com o retumbante anúncio do projeto japonês de 
quinta geração (1981) que pretendia construir uma nova geração de computadores 
inteligentes.
Existe muita discussão sobre as definições da IA na literatura, dentre as quais se 
destacam:
Winston [128]: ... IA é o estudo de conceitos que permitem aos computadores 
serem inteligentes.
Shank apud Barreto [17]: ... as pessoas acreditam que dizer que algo não huma­
no é inteligente diminui os humanos, mas golfinhos, baleias, gatos e cachorros são 
inteligentes.
Haugeland apud Barreto [17]: ... IA é um novo esforço de fazer computadores 
pensarem... máquinas com mentes, no sentido completo e literal.
Kurzweil apud Russel [106]: ... é a arte da criação de máquinas que executam 
funções que requerem inteligência quando desenvolvida pelas pessoas.
Rich [103]: ...inteligência artificial é o estudo de como fazer os computadores 
realizarem coisas que, no momento as pessoas fazem melhor. Adotar esta definição
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pode condenar a IA ao insucesso, pois cada vez que for resolvido um problema ele 
deixa de ser do domínio da IA [17].
Ainda, Cherniak e McDermott apud Barreto [17] afirmam que: ... IA é o estudo 
das faculdades mentais com o uso de modelos computacionais.
Schalkoff apud Barreto [17] apresenta uma definição fria: ... um campo de estudo 
que esforça-se para explicar e emular o comportamento inteligente em termos de 
processos computacionais. Esta definição parece ser adequada para justificar os 
estudos cognitivos abordados neste trabalho como pertencentes à IA.
Russel [106] apresenta as definições organizadas em quatro categorias:
Tabela 3.1: Definições de IA segundo Russel [106]
Sistemas que pensam como humanos Sistemas que pensam racionalmente
Sistemas que agem como humanos Sistemas que agem racionalmente
Para Russel [106] o campo da IA tenta entender as entidades inteligentes mas 
diferentemente da Filosofia e da Psicologia, que também se preocupam com a inte­
ligência, a IA esforça-se para construir bem como entender as entidades inteligentes. 
Russel afirma que um sistema é dito racional se faz a coisa certa. Esta abordagem 
dita racionalista envolve uma combinação de matemática e Engenharia. Os sistemas 
que agem como humanos são ilustrados pelo Teste de Turing [106].
Segundo Russel para que o computador passe no teste ele deverá ter as seguintes 
habilidades:
•  processamento de linguagem natural: ser capaz de comunicar efetivamente em 
inglês (ou qualquer outra linguagem humana);
• representação do conhecimento: armazenar a informação antes ou durante o 
interrogatório;
•  raciocínio autônomo: usar a informação armazenada de forma a responder as 
questões do interrogador e traçar novas conclusões;
• aprendizado de máquina: adaptar-se a novas circunstâncias e detectar e ex­
trapolar padrões.
Barreto [17]: ... E  muito difícil uma definição, pois já  é mesmo difícil definir o 
que é inteligência, o que é artificial ou natural...
No contexto deste trabalho, pode-se perceber que uma definição do que é natural, 
artificial, inteligente ou não, parece ser um conceito nebuloso1...
1No sentido da Lógica Nebulosa.
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3.3 Alguns programas de Ensino utilizando IA
Atualmente existe uma grande quantidade de programas de ensino, alguns utilizando 
em maior ou menor grau de técnicas de IA. Estes programas popularizaram-se a par­
tir dos anos 60. Uma breve descrição é feita aqui, para maiores detalhes aconselha-se 
a leitura de Barr [14].
Em 1967, Suppes apud Barr [14] desenvolveu o EXCHECK para ensino de Lógica 
e Teoria dos Conjuntos. Este programa reagia às respostas dos alunos com mensa­
gens instrucionais. Pode-se dizer que foi o precursor da modelagem qualitativa pois 
representava a m atéria através de demonstrações e exemplos.
Três anos depois, Carbonell [27] desenvolveu o SCHOLAR para ensino de geo­
grafia. Utilizava a modelagem do estudante. A representação do conhecimento era 
feita por uma rede semântica.
Em 1973, foi desenvolvido o INTEGRATION. Sua principal característica é que 
integrava o conhecimento do domínio com o modelo do estudante de maneira a 
direcionar a seqüência de ensino [17].
O WHY, foi implementado em 1977 por Stevens, Collins & Goldwing apud Bar­
reto [17], usava a técnica socrática. Nesta técnica as perguntas são formuladas para 
provocar a reflexão do aprendiz sobre o assunto.
A concepção do BUGGY em 1978, fazia um modelo psicológico do aluno para 
detectar erros conceituais em cálculos aritméticos. Possuia mecanismos de aprendi­
zagem usados para aprender como o aluno resolve problemas [66].
O SOPHIE (I, II, III) ensina, através de tentativas e erro, como detectar defeitos 
em um circuito elétrico. Talvez seu maior mérito seja motivar o estudo da física 
qualitativa. Pode ser considerado pioneiro no uso da simulação [17].
WUMPUS e WEST [66] são dois jogos aos quais se incorporou um módulo para 
orientar jogadas e ensinar a jogar. Os jogos podem funcionar de modo totalm ente 
independente da parte de ensino.
O MYCIN utilizado para auxílio no diagnóstico de doenças infecciosas do sangue, 
sugere uma separação entre a base de conhecimento e o modo de manipulação do 
conhecimento [14].
O GUIDON, construído em 1979, inicialmente usando a base de conhecimentos 
do MYCIN pode, em princípio ser utilizado em outros domínios de conhecimento. 
O sistema caracteriza-se pelo uso de graus de pertinência da mesma forma usada em 
conjuntos nebulosos. Uma boa leitura sobre o GUIDON é o livro de Clancey [31] que 
aborda os aspectos construtivos de sistemas de tutoria baseados em conhecimentos.
MUMATH é um programa de solução de problemas de matemática simbólica 
tais como cálculo matricial, cálculo diferencial e integral. O programa não apresenta 
conjunto de lições mas oferece, como LOGO, um ambiente experimental, com uso
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de programa capaz de tra tar símbolos, que colabora no ensino de m atem ática [66].
O PROFCOMP no início dos anos 80 introduziu simulação e conceitos de hiper­
texto no ensino de circuitos. O SIMED integrou conceitos de hipertexto, simulação 
e IA, no ensino de medicina. Detalhes sobre estes sistemas podem ser obtidos em 
Pagano [91].
O MENO-TUTOR, de 1984, não possui nenhum domínio específico. Se preocupa 
basicamente com o módulo de ensino contendo regras pedagógicas. Este módulo é 
descrito como um conjunto de unidades de decisão organizadas em três níveis de 
planificações que vão refinando sucessivamente as ações do tutor [99].
Em 1988, surgiu o APLUSIX, para ensino de manipulação algébrica. Segue o mo­
delo clássico de ICAI, possuindo um SE baseado em regras, um módulo pedagógico, 
modelo de estudante e uma interface ergonômica [99].
O quadro 3.2 mostra outros esforços proeminentes historicamente no desenvol­
vimento de programas de ensino com IA.
Tabela 3.2: Alguns ITS históricos - adaptado de Kaplan [66]
ITS D esenvolvedor A no D om ínio palav ra-chave
DEBUGGY Burton 1982 aritmética diagnósticos
“off-line”
STEAMER Hollan 1983 projeto de navios simulação, 
modelos mentais
LMS Sleeman 1984 álgebra regras
MENO Woolf 1984 metereologia regras
pedagógicas
PROUST Johnson 1984 programação diagnose
ACTP Anderson 1984 tutor LISP modelagem
cognitiva
SIERRA Van lehn 1987 aritmética predição 
de erros
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3.4 Paradigmas formais de sistemas de Ensino com  
I A
Vários paradigmas educacionais são atualmente interpretados para desenvolver ele­
mentos formais de sistemas de Ensino com IA. De um modo geral, os modos de 
utilização da IA na construção de programas de Ensino em geral englobam:
•  modelo da matéria,
•  modelo do aluno,
•  estratégias de ensino.
Segundo Barreto [17] o modelo do aluno significa o conhecimento do que o aluno 
sabe e não sabe. Sendo o modelo do aluno uma representação dos conhecimentos 
anteriores do aluno, de suas dúvidas, de seu modo preferencial de aprender, envolve 
conhecimentos de Psicologia e Ciência Cognitiva.
O modelo da m atéria motiva estudos dependentes do assunto a transmitir. Assim 
é que para ensinar o funcionamento de um sistema físico é útil o uso da física 
qualitativa da mesma forma que para o ensino de geografia tais conceitos deixam de 
ser importantes e outros tomam seu lugar.
As estratégias de ensino são campo da didática e como tais interagem com o 
assunto a ensinar e com o modelo do aluno.
Cada um dos níveis de possibilidade de uso da IA corresponde a técnicas particu­
lares, e necessidades freqüentemente diferentes, interagindo com diversos campos de 
conhecimento. Pela interação com outros assuntos o uso da IA em ensino torna-se 
não somente um a forma mais adequada de transmissão de conhecimentos mas um 
estímulo a novas pesquisas.
Existem inúmeras variações mas, em geral, os sistemas de ensino inteligente 
auxiliados por computador possuem três módulos básicos, conforme encontrado em
Ulbricht [119]:
• módulo especialista: possui o conhecimento a ser compreendido;
•  módulo de aprendizagem: contém o histórico do aluno, seus erros e a repro­
dução do comportamento do aluno;
•  módulo tutor: contém o conhecimento necessário para listar e apresentar o 
conhecimento do módulo especialista empregando este conhecimento para efe­
tuar as estratégias didáticas.
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Observa-se na literatura que existem superposições com abordagens híbridas 
que podem combinar os diversos módulos. Nievola [84], por exemplo, apresenta a 
estrutura básica de um sistema de ensino inteligente auxiliado por computador com 
os três módulos principais anteriores, sendo o módulo de aprendizagem denominado 
“módulo estudante”. Estas divisões são mais conceituais que concretas. Nievola 
desenvolveu um sistema de ensino inteligente no qual o estudante ou médico a ser 
treinado, antes de manipülar diretamente os pacientes no serviço de atendimento de 
emergência de traumatologia, exercita seus conhecimentos em um simulador.
Em [119] Ulbricht aponta a contribuição de um simulador e de um gerador de 
exercícios na realização de um tutor inteligente voltado para a formação de oficiais 
bombeiros, que trabalham a nível de decisão. 0  processo de ensino foi decomposto 
em várias tarefas principais, como:
•  apresentação do problema ao aluno;
•  aquisição e análise da resposta;
•  evolução do nível de conhecimento;
•  encadeamento sobre uma outra situação.
Cada etapa do processo pedagógico, coloca em funcionamento um módulo par­
ticular. Assim, a apresentação do problema é feita por um simulador, a análise da 
resposta é feita por analisador, que vai submeter o resultado da avaliação ao gera­
dor de exercícios, que, em função do objetivo pedagógico fixado vai gerar um novo 
exercício.
Tarby [115] divide o projeto de sistemas tutoriais inteligentes em quatro módulos 
principais:
•  Projeto do módulo especialista: o papel deste módulo é analisar os resultados 
do aluno e transmiti-los ao módulo do professor;
• Projeto do módulo modelo de aluno, o qual é a representação computacional 
do estudante. Ele contém o conhecimento, as crenças, etc., do aluno;
•  Projeto do módulo professor. Este módulo é a representação computacional 
do professor. Um de seus papéis é o gerenciamento da seqüência das lições;
•  Projeto da interface com o usuário (GUI). A interface com o usuário é muito 
importante porque é obrigatório o uso da interface pelo estudante.
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Estes elementos requerem diversas disciplinas (Psicologia, Lingüística, Pedago­
gia, Computação, etc.) que devem ser usadas em conjunto. Muitos estudos recentes 
reforçam sua atenção no diálogo humano com o computador. O diálogo é definido 
por Tarby [115] como um conjunto de interações possíveis do estudante numa apli­
cação e a realimentação visível produzida por esta aplicação. Dois problemas ainda 
persistem atualmente neste domínio.
Primeiro é o projeto deste diálogo, e segundo, é a implementação e o gerencia­
mento deste diálogo. Num projeto de ITS encontra-se os seguintes problemas:
•  O que o estudante pode fazer?
• Quais são as maneiras possíveis para que o estudante obtenha um resultado?
•  Como deveria ser construído o ITS? Quais são os tópicos que os estudantes 
devem aprender e quais são os tópicos que eles podem descartar?
Após o projeto, torna-se necessário implementar o diálogo. Uma vez que isto é 
feito, Tarby [115] aponta que poderão surgir os seguintes problemas:
•  Como podem ser representadas as restrições das lições?
•  Como o estudante pode ser auxiliado quando necessita?
•  Como pode ser assegurado que o estudante só fará o que lhe é permitido?
Estés problemas ainda são muitos complexos pois os estudantes deverão trabalhar 
numa ampla escala de decisão para não transgredirem as restrições dos diálogos.
Muitos trabalhos estão sendo feitos no campo da Orientação a Objetos, formalis­
mos, diagramas de estado e Redes de Petri. Tarby [115] sugere modelos que tenham 
uma “lógica de uso” para processo e dados, fazendo especificações coerentes com a 
visão do usuário da aplicação (planejamento hierárquico). Trata-se de um traba­
lho interessante pois a junção dos objetos, de regras e de um motor de inferência 
para manipulação destas regras permite ao usuário o gerenciamento automático da 
aplicação através da interface.
Segundo Barreto [17] ... estamos começando. Precisamos começar bem. Para 
isso devemos refletir nas possibilidades de realização prática a curto, médio e longo 
prazo. E  tentar que as possibilidades correspondam às necessidades. Vejamos as 
necessidades e comentários quanto as possíveis realizações. Necessidade de facilitar 
a preparação da lição. Em lugar de forçar o autor a uma preparação de todos 
os detalhes da lição, desenvolver ferramentas capazes de ajudar na composição do 
material didático.
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Que bom seria se o programa orientasse na escolha das páginas da lição! Ne­
cessidade de gerar problemas adaptados ao aluno. Que bom seria se o programa, 
sentindo a personalidade e formação do aluno, pudesse sugerir problemas personali­
zados! Isso é especialmente interessante em ensino onde a componente de liberdade 
é grande. Necessidade de dar explicações sintonizadas com a necessidade do aluno.
Que bom seria se o programa omitisse explicações desnecessárias e fosse direta­
mente ao assunto! Um bom professor humano faz isso! Com a resposta a alguma 
pergunta ou com uma pergunta do aluno ele cria um modelo mental do conhecimento 
do aluno, da matéria e dá a explicação conveniente.
Trata-se de ampliar a idéia do “help” sensível ao contexto. Neste mesmo trabalho 
Barreto observa o acoplamento dos conceitos de simulação e IA :
... que bom seria se as explicações de uma simulação fossem dadas em linguagem 
natural! A interpretação dos resultados seria automática ...
Um modo de compreender um assunto é ter de explicá-lo. A s técnicas de inte­
ligência necessitam uma explicação do conhecimento. E  é assim que se pode esperar 
dos estudos para aplicações ao ensino uma melhor compreensão de todo o processo 
de aprendizado...
Uma forma mais interessante e recente de classificar tais sistemas é utilizar con­
ceitos de IA distribuída [19], assim o sistema poderá conter:
•  agente especialista: origem do conhecimento a ser transmitido, pode ser hu­
mano ou outro sistema de ensino cuja base de conhecimento é consultada;
• agente espelho do especialista: que contém o conhecimento a ser transm iti­
do, com a capacidade de responder dúvidas, reconhecer a solução errada e 
apresentar diferentes exercícios com solução comum;
•  agente estudante: geralmente um humano mas poderia ser também outro sis­
tem a de ensino;
•  agente espelho do estudante: onde são armazenadas as informações sobre o 
aluno (quantidade de compreensão do assunto, estratégia de ensino preferida, 
erros cometidos no processo de aprendizagem e estratégia utilizada para a 
resolução de problemas) e determinando o nível em que o aluno se encontra 
com relação a um conhecimento específico;
•  agente tutor: que contém as estratégias, regras e processos que orientam as 
interações do sistema com o estudante. Cabe a este módulo determinar que 
tipo de problema o aluno deve resolver num determinado momento, controlar e 
criticar o rendimento do aluno, facilitar ajuda sempre que solicitado, selecionar
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material de apoio em casos de erros e permitir ou não um determinado erro 
do aluno;
•  agente interface com o usuário: encarregado de gerar procedimentos corretos 
para o estudante, interpretar suas respostas, organizá-las e repassá-las ao sis­
tema. Para este módulo é importante resolver os problemas de compreensão 
da linguagem natural.
3.5 IA Construtivista
Vários trabalhos em IA tem  adotado a concepção Construtivista baseada nos tra­
balhos de Piaget [95],[96],[97]. Jean Piaget nasceu em 1896 em Neuchâtel na Suiça 
[60]. É conhecido como o fundador da Epistemologia Genética2. De acordo com seus 
estudos [95], a criança nasce com poucos esquemas sensório-motores (“sensorimotor 
schematas”), os quais oferecem uma estrutura para suas interações iniciais com o 
ambiente.
As primeiras experiências da criança são determinadas por estes esquemas sensório- 
motores. Ou seja, somente os eventos que podem ser assimilados3 nestes esquemas 
podem ser respondidos pela criança, portanto são limitados pela experiência.
Por meio da experiência, todavia, estes esquemas iniciais são modificados. Cada 
experiência contém elementos únicos a fim de que a estrutura cognitiva possa ser 
acomodada4.
Através desta interação com o ambiente, a estrutura cognitiva muda, permitindo 
o crescimento intelectual constante através de inúmeras experiências. Este processo 
é lento, pois um novo esquema sempre envolve o previamente existente. Desta 
maneira, o crescimento intelectual inicia com a criança respondendo reflexivamente 
ao ambiente, desenvolvendo pontos onde seja capaz de ponderar os eventos e explorar 
mentalmente os resultados possíveis.
A “interiorização”, segundo Piaget [95], resulta no desenvolvimento de operações 
que livram a criança da necessidade de lidar diretamente com o ambiente, permi­
tindo que elas façam manipulações simbólicas. O desenvolvimento das operações 
(ações interiorizadas) oferecem capacidade para criança lidar com meios altamen-
2 Epistemologia Genética é o termo utilizado para descrever o conhecimento como uma função 
da maturidade e da experiência.
3 A resposta ao ambiente físico, de acordo com as estruturas cognitivas existentes, é denominada 
assimilação. A assimilação refere-se ao “casamento” entre a estrutura cognitiva e o ambiente físico.
A assimilação pode ser equiparada ao reconhecimento.
4Modificação das estruturas cognitivas como resultado de experiências que não são assimiladas 
nas estruturas cognitivas existentes. A Acomodação pode ser equiparada ao aprendizado.
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te complexos. Ao lidar com ambientes mais complexos, elas se tornam capazes de 
desenvolver suas ações intelectuais.
O termo inteligência é usado por Piaget [100] como toda atividade adaptativa. 
Os comportamentos das crianças variam e a diferença está na estrutura cognitiva 
disponível em cada uma. Para Piaget [95], uma ação inteligente sempre tende a criar 
um equilíbrio entre o organismo e seu ambiente sob determinadas circunstâncias. O 
nome deste estado equilibrado é denominado Equilibração.
Nos estudos de Piaget [95], [96] [97] pode-se acompanhar a evolução da inte­
ligência desde de suas primeiras manifestações, observando a criança construindo 
e coordenando suas ações mentais, elaborando sua intuição espacial até atingir a 
capacidade de adaptação e criação.
Embora afirme que o desenvolvimento intelectual seja contínuo durante a infân­
cia, Piaget [97] decidiu denominar estes estágios do desenvolvimento intelectual des­
crevendo quatro grandes estágios:
1. sensório-motor: no qual a criança lida diretamente com o ambiente utilizando 
seus reflexos inatos;
2. pré-operatório: a criança inicia a formação de conceitos rudimentares;
3. operatório-concreto: a criança utiliza ações interiorizadas ou pensamentos para 
resolver seus problemas na sua experiência imediata;
4. operatório-formal: a criança pode ponderar completamente situações hipoté­
ticas.
A Teoria de Piaget [97] tem contribuído bastante no campo da Educação. Para 
Piaget, as experiências educacionais devem ser construídas em torno da estrutura 
cognitiva do estudante. Crianças de mesma idade e mesma cultura tendem a ter 
estruturas cognitivas similares, é normal que elas tenham diferentes estruturas cog­
nitivas e, portanto, requeiram diferentes tipos de materiais de aprendizagem. De 
maneira que os materiais possam ser aprendidos estes devem ser parcialmente co­
nhecidos e parcialmente desconhecidos. A parte conhecida será assimilada e a parte 
desconhecida necessitará da modificação da estrutura cognitiva da criança (acomo­
dação).
Portanto, para Piaget, a educação ótima envolve suaves mudanças nas trocas 
de experiências para o estudante a fim de que os processos duais de assimilação e 
acomodação promovam o crescimento intelectual. O professor deve conhecer o nível 
de funcionamento da estrutura cognitiva de cada estudante, de modo a criar tais 
experiências.
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Piaget e os “behavioristas” tem um ponto comum quando consideram que a 
educação deve ser um processo individualizado. Todavia, Piaget enfatiza o processo 
e não os desempenhos finais. 0  caminho para o desenvolvimento é resultado de 
estruturações e reestruturações progressivas, que ocorrem da ação do sujeito sobre 
o meio e vice-versa (ações reciprocas) [60].
Ao processo de construção do conhecimento através do desenvolvimento intelec­
tual segundo Piaget, denominou-se Construtivismo. Segundo Lorraine [110], pode-se 
ver o Construtivismo mais como um a filosofia do que um a estratégia. Em geral, é 
rejeitada a idéia de que uma estratégia particulax instrucional é inerentemente Cons- 
trutivista. Para Lorraine [110], o Construtivismo não é um a estratégia instrucional a 
ser empregada sob determinadas condições. Ao contrário, é um a filosofia ou maneira 
de ver o mundo.
Ao se adotar a filosofia construtivista pretende-se que:
• as representações mentais tenham um “status” ontológico real;
•  a  natureza do conhecimento (individualmente construído) encontre-se dentro 
da mente e não fora dela;
•  a natureza da interação humana seja cooperativa;
Os construtivistas evitam a formulação de modelos para o processo de ensino- 
aprendizado. Os modelos construtivistas não são sistemas construídos. Assim suas 
teorias se caracterizam por serem mais parciais e por implementarem tentativas, 
procurando conectar o conhecimento com a prática, de acordo com o contexto.
Esta filosofia pode ser capaz de auxiliar na adaptação de modelos tradicionais 
e estratégias instrucionais para projetar sistemas de ensino. Embora a tecnologia 
seja uma parte integrante da informática educativa, qualquer programa que pretenda 
êxito tem que enfocar as necessidades instrutivas dos estudantes, em lugar da própria 
tecnologia. Assim, é essencial considerar os fatores culturais e socio-econômicos, 
interesses e experiências, níveis educacionais e familiaridade com as ferramentas de 
Ensino utilizadas.
Em geral, o Construtivismo tende a ser mais holístico e menos mecanicista que as 
teorias tradicionais de processamento das informações. As pessoas tem percepção de 
seu mundo retirando a informação do ambiente e assimilando-as em seus esquemas 
pré-existentes e entendimentos conforme Brent [24].
Em contraste com o reducionismo da IA, o qual separa os componentes cogni­
tivos em diferentes domínios, a abordagem Piagetiana enfatiza ambos, um holismo 
considerando os domínios e os objetos. -■>
Akharas [1] discute em seu trabalho as perpectivas do Construtivismo na mo­
delagem de sistemas inteligentes. Um exemplo interessante dado neste trabalho
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relaciona-se com a aprendizagem de uma linguagem de programação. Segundo 
Akharas embora a sintaxe de um a linguagem de programação possa ser definida 
objetivamente, conhecer esta linguagem, de acordo com o Construtivismo, é trans­
formar, interpretar e desenvolver um mundo experimental através do uso desta lin­
guagem. Maiores informações sobre a Inteligência Artificial Construtivista também 
podem ser obtidos em Drescher [38], Brent [24], Ramos [100] e Wazlawick [126].
Brent [24], também acredita que no projeto de sistemas educacionais o Cons­
trutivismo é mais um a filosofia do que uma estratégia pois depende das condições 
apropriadas, que incluem:
•  natureza da realidade;
•  natureza do conhecimento;
•  natureza da interação humana com o computador;
•  natureza da ciência.
Segundo Brent [24] ...quando o mundo é visto em termos construtivistas, podemos 
desenvolver nossas tarefas de diferentes maneiras, mas estas diferenças não podem 
ser reduzidas a um conjunto discreto de regras ou técnicas...
3.6 Os Sistemas Especialistas no Ensino com com­
putador
Nos anos 60, os pesquisadores de IA, perceberam que para se ter algo de uso prático 
dever-se-ia lim itar bastante o campo de aplicação do programa IA, o qual deveria 
ter o conhecimento correspondente a um especialista humano e pudesse imitá-lo em 
seu domínio de trabalho, daí nasceu a mais importante aplicação da IA - os Sistemas 
Especialistas (SE) [17].
Existe uma estreita relação entre os SE e o ensino com computador. Ao longo 
dos anos muitos SE têm sido aplicados nos mais diversos campos para ensino e 
treinamento. O programa GUIDON, citado anteriormente, é um exemplo clássico, 
adaptado à base de conhecimentos do SE MYCIN (terapia anti-microbiana) para 
tutoria de diagnóstico médico. Maiores detalhes podem ser obtidos em Clancey [31]
A utilização de SE didáticos permite aos usuários a familiarização com situações 
simples, hipotéticas. Isto parece ser interessante na tomada de decisões quando 
surgirem situações reais. Atualmente, os SE são definidos independentemente da 
estrutura de implementação. Eles podem ser implementados através de:
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• IAS - Inteligência Artificial Simbólica (com manipulação simbólica) onde tem- 
se a separação entre motor de inferência e a base de conhecimento. Geralmente, 
deve ser usada quando o problema é bem definido, a fim de que se tenha uma 
boa idéia de como ele seria resolvido e que seja explícito o modo de achar a 
solução [17].
• IAC - Inteligência Artificial Conexionista - a implementação é feita com o 
paradigma de RNA com as topologias que se desejar, conforme Gallant [53].
Uma primeira maneira de representar o conhecimento nos SE é a utilização de 
regras do tipo:
se condição então ação ou conclusão.
Deve-se notar que a ação é uma ordem e a conclusão é uma prova. Quando se 
coloca uma regra dentro de uma base de conhecimento, por exemplo:
A=> B
Supõe-se que esta regra é verdade, pois dentro de um a base de conhecimento 
numa fórmula lógica não se tem valores tipo verdade e falso. Dentro de uma base 
de conhecimento pode-se ter várias regras.
Além desta representação pode-se construir outras representações para um pro­
blema. Muitas representações utilizam redes semânticas (relações e conceitos) num 
gráfico semântico ou os “frames” cuja idéia é colocar uma estrutura complexa que 
define toda uma situação de um determinado domínio.
Alguns SE utilizam modelos de representação do conhecimento com um Sistema 
de Produção (SP). Um SP, segundo Russel [106], pode ser definido como uma tupla:
S P  = < R , E , e 0, F >
onde R  é um conjunto de regras, E  é um conjunto de estados, eo é o estado 
inicial e F  é o conjunto de estados finais.
As regras são constituídas de um lado esquerdo (um padrão) que determina a que 
estados a regra pode ser aplicada, e um lado direito, que descreve a transformação a 
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onde:
<condição> estabelece um teste cujo resultado depende do estado atual da base 
de conhecimento. Tipicamente o teste verifica a presença ou não de certas infor­
mações na base.
<ação> altera o estado atual da base de conhecimento, adicionando, modificando 
ou removendo unidades de conhecimento presentes na base.
A base de conhecimentos geralmente é constituída de inúmeras regras utilizando 
os operadores lógicos E, OU ou NÃO. Os SE didáticos podem ser implementados 
usando qualquer uma das formas anteriores. Uma grande qualidade dos SE é se­
rem auto-explicativos e um a ajuda sensível ao contexto permite uma melhoria na 
qualidade do programa.
3.7 Abordagem Conexionista
3.7.1 Redes Neurais e Aprendizado de Máquina
As origens das RN A remontam no desejo de construir artefatos capazes de exibir 
comportamento inteligente, ou seja, na IA.
As RN A têm  sua inspiração biológica originada de um neurônio típico, formado 
basicamente por dendritos, o corpo celular e os axônios, que junto com outros neurô­
nios podem ter várias combinações com as mais variadas topologias. A idéia básica 
é sumarizada na abordagem Reducionista, reproduzindo-se com suficiente detalhe a 
suposta “máquina” biológica responsável pelo comportamento inteligente, ou seja, o 
cérebro, um comportamento inteligente emergirá do sistema [17].
Conforme mencionado anteriormente, os primeiros trabalhos nessa área iniciaram- 
se na década de 40 com a Cibernética [127], [109], [59]. A Figura 3.5 ilustra um 
esquema simplificado de um neurônio biológico típico:
Neurônio
Figura 3.5: Esquema simplificado de um neurônio biológico
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Para a compreensão do funcionamento das RN A torna-se necessário entender o 
mecanismo de atuação de sua mais forte inspiração, as células neurais naturais.
A célula neuraJ natural é composta basicamente de água. eletrólitos, proteínas, 
lipídios e carbohidratos. Sua configuração típica é dividida em duas partes: núcleo 
e citoplasma. Dividindo o meio intracelular do meio extracelular existe a membra­
na citoplasmática. A membrana citoplasmática de uma célula nervosa permite o 
transporte de eletrólitos que modificam o potencial elétrico entre as partes externas 
e internas da célula. Esta diferença de potencial provoca um trem de pulsos de 
freqüência gerado pela célula nervosa, isto é, do neurônio, através do axônio para os 
dendritos que se ligam a outras células, ante um estímulo de amplitude e duração 
definida, onde é codificada a informação e que, posteriormente, é decodificada pelos 
dendritos [58].
No interior da membrana há uma alta concentração de moléculas específicas de 
neurotransmissores. Quando a membrana é despolarizada, isto é, quando o potencial 
do citoplasma torna-se maior que o potencial de repouso, os canais da membrana 
permitem íons, como o cálcio, fluir para dentro da célula. Estes ativarão a liberação 
dos neurotransmissores, tal como a acetilcolina, constituindo-se assim a sinapse, que 
é a ligação entre a terminação axônica e os dendritos e que permite a propagação 
dos impulsos nervosos de uma célula a outra. As sinapses podem ser excitatórias ou 
inibitórias. As sinapses excitatórias, cujos neuroexcitadores são os íons sódio, per­
m item  a passagem da informação entre os neurônios e as sinapses inibitórias, cujos 
neurobloqueadores são os íons potássio, bloqueiam a atividade da célula, impedindo 
ou dificultando a passagem da informação. Maiores informações sobre as células 
neuronais podem ser obtidas em Arbib [13], Guyton [57], [58] e Moffet [81].
3.7.2 Características das RNA
As RNA, não são programadas, elas aprendem através de exemplos. Tipicamente 
é apresentado a uma rede neural um conjunto de treinamento que consiste de um 
grupo de exemplos com o quais a rede pode aprender. Estes exemplos, conhecidos 
como padrões de treinamento, são representados como vetores e são originados de 
fontes tais como imagens, sinais de voz, dados de sensores, movimentos de braços de 
robôs, dados financeiros e informações de diagnóstico. Devido a este aprendizado 
por exemplo, elas possuem um grande potencial para construção de sistemas com­
putacionais que não necessitam ser programados. Isto é uma grande vantagem em 
relação aos sistemas computacionais tradicionais.
As características gerais das RNA podem ser sumarizadas como a seguir:
•  São modelos adaptativos, treináveis;
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•  São capazes de generalização diante de informação incompleta;
•  São não lineares e podem representar domínios complexos;
•  São modelos robustos, insensíveis à falhas;
•  Possuem grande paralelismo, o que lhe conferem rapidez de processamento.
As redes neurais são paradigmas importantes para máquinas cognitivas (máqui­
nas com potencial de aquisição de conhecimentos). Elas fazem um a representação 
distribuída da informação, na forma de conexões entre um grande número de elemen­
tos simples (neurônios artificiais). Todos esses elementos realizam operacionalmente 
a  mesma função que é executar a soma ponderada de suas entradas e executar um a 
transformação não linear entre a entrada e a saída do sistema.
Assim as RN A são modelos matemáticos dos neurônios e suas interconexões 
em redes permitem a representação do processamento da informação dos neurônios 
biológicos. Estes modelos matemáticos computacionais, todavia, estão m uito longe 
da realidade biológica...
A grande premissa do conexionismo para aplicações em processamento de in­
formações e/ou IA é o fato de que se pode analisar um problema do ponto de 
vista de como o cérebro humano realiza os procedimentos de processamento da in­
formação, ativando uma série de neurônios biológicos, que interagem numa rede 
biológica através da intercomunicação dos níveis de ativação de cada elemento cons­
tituinte [17].
O sistema é treinável com informação incompleta e difusa sendo capaz de genera­
lização e associação, tarefas consideradas até há pouco tempo, puramente humanas. 
Sendo assim pode-se dizer que o paradigma das RN A é uma técnica aplicada a IA 
para representar processos cognitivos.
3.7.3 O neurônio artificial
O primeiro modelo matemático do neurônio foi proposto por McCulloch &; P itts 
[77] em 1943. Era um dispositivo binário usando entradas binárias, saídas binárias e 
um a função de ativação. Em geral, um modelo de neurônio artificial é baseado nos 
seguintes parâmetros conforme mostra a Figura 3.6 encontrada em Kasabov [67].
•  Conexões de entradas (ou entradas):
•••)
Existem pesos associados a estas conexões de entrada:
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W í , W 2, ..., w n
Uma entrada denominada “bias”, que usualmente tem valor constante 1 e é 
representada em uma entrada x0.
•  Função de entrada f  que calcula o sinal de entrada (“net”) agregado
u = /(x,w)
onde x  e w são vetores da entrada e de pesos, respectivamente.
/  é geralmente a função ponderada:
n
u = r ,  X j . w i  
i= 1
•  Uma função (ou sinal) de ativação s que calcula o nível de ativação a do 
neurônio. Portanto, a =  s(tí) .
•  Uma função de saída g que calcula o valor do sinal de saída o emitido através 
da saída (axônio) do neurônio ou seja, o =  g(a). 0  sinal de saída é geralmente 
suposto ser igual ao nível de ativação do neurônio, isto é, o =  a.
Em outras palavras, neste modelo, o corpo faz a soma ponderada do produto 
dos pesos da entrada e uma função de transferência é aplicada sobre a função de 
ativação para gerar a saída. Os pesos são a intensidade da força sináptica, e podem 
ser fixos ou treináveis, implementando as ligações entre as unidades e a intensidade 
com que o sinal é transmitido de um neurônio ao outro.
Existem diferentes tipos de funções de ativação comumente utilizadas, dentre elas 
destacam-se as funções logística, tangente hiperbólica e em degrau [67]. O neurônio 
pode ser modelado estaticamente, dinamicamente, linearmente, a tempo discreto e 
a tempo contínuo [17], [34] e [67].
A Figura 3.7 mostra o esquema simplificado de uma rede neural direta típica 
de três camadas onde se tem uma camada de entrada, uma camada oculta e uma 
camada de saída, cujos pesos são reajustados de acordo com algum algoritmo de 
aprendizado (por exemplo, o algoritmo de retropropagação ou “Backpropagation”). 
Nota-se que esta não é uma estrutura geral de uma RN A pois podem haver diferentes 
topologias. Algumas têm todos os neurônios interconectados, outras não possuem 
camada escondida ou ainda existe aquelas nas quais as camadas estão arranjadas em 
um a matriz. Maiores informações sobre as RN A e seus modelos podem ser obtidas
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Figura 3.6: Modelo de Neurônio Artificial conforme Kasabov [67]
w
Figura 3-7: Esquema de uma Rede Neural Típica
em Barreto [18], [121], [17], Dayhoff [34], Freeman [48], Golden [55], Kasabov [67] e 
Krõse [70].
As conexões entre os neurônios biológicos são adaptativas, isto significa que a 
estrutura de conexão muda dinamicamente. A maioria dos trabalhos sobre RNA 
consideram o neurônio estático. Um modelo matemático mais próximo do modelo 
biológico pode ser encontrado em Barreto [17]
Existem outras abordagens de IA tais como a Computação Evolucionária (Pro­
gramação Evolucionária, Algoritmos Genéticos e Estratégias Evolucionárias) mas 
fogem ao escopo deste trabalho. Para maiores informações aconselha-se a leitura de 
Barreto [17], Fogel [45], [46] e Holland [61].
3.8 Aprendizado das redes neurais
Um neurônio é considerado ser um elemento adaptativo. Seus pesos sinápticos são 
modificáveis dependendo do algoritmo de aprendizado. Existem vários tipos de 
algoritmos de aprendizado de redes neurais e muitos estudos tem sido feitos. O 
algoritmo de aprendizado, em si, seria a maneira de se fazer as redes aprenderem.
Por exemplo, alguns, dependendo do sinal de entrada que recebem, tem seus va­
lores de saída associados a um a resposta diante de um aprendizado supervisionado
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por uma espécie de “professor” - denominado aprendizado supervisionado. Em al­
guns casos o sinal do “professor” não está disponível e não há informação de erro que 
possa ser utilizada para correção dos pesos sinápticos, assim o neurônio modificará 
seus pesos baseado somente no sinal de entrada e/ou saída, sendo este o caso do 
aprendizado não-supervisionado.
3.8.1 Aprendizado Supervisionado
Neste caso, o “professor” indica explicitamente um comportamento bom ou ruim. 
Por exemplo, seja o caso de reconhecimento de caracteres e para simplificar seja 
reconhecer entre a letra A e a letra X.
Escolhe-se um a rede direta, com dois neurônios na camada de saída, um a ou 
várias camadas internas e um conjunto de neurônios na camada de entrada capaz 
de representar com a precisão desejada a letra em questão.
Apresentam-se estas letras sucessivamente a uma retina artificial constituída de 
um a m atriz de elementos foto-sensíveis, cada um ligado a um neurônio da rede neural 
artificial direta.
Observa-se qual dos aois neurônios de saída está mais excitado. Se for o que se 
convencionou representar a letra que for apresentada nada deve ser corrigido, caso 
contrário modifica-se os valores das conexões sinápticas no sentido de fazer a saída 
se aproximar da desejada.
Foi exatamente isto que Rosenblatt [104] fez com o seu Perceptron. Como a cada 
exemplo apresentado uma correção é introduzida depois de observar a saída da rede, 
trata-se de um caso de aprendizado supervisionado.
E x em p lo  3.8.1 Redes multi-camadas com treinamento de Retropropagação.
São redes multi-camadas com cada camada completamente conectada, anterior e 
posteriormente. São treinadas por aprendizado supervisionado utilizando o algorit­
mo de retropropagação.
O primeiro conceito de retropropagação foi introduzido na década de 70 mas foi 
apresentada por Rumelhart e McClelland em 1986 [34]. Este é o tipo de rede mais 
simples e popular. Esta rede aprende e atualiza, se oferece uma resposta errada, 
seus pesos são corrigidos e o erro é diminuído até que os resultados das respostas 
sejam os mais parecidos com os da saída desejada.
Quando é apresentado um a entrada à rede, a atualização dos valores de ativação 
propagam-se das unidades de processamento das camadas de entrada, através de 
cada camada interna, para as unidades de processamento das camadas de saída.
As unidades de saída dão a resposta da rede. Assim quando a rede corrige seus 
parâmetros internos, o mecanismo de correção começa com as unidades de saída e
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propaga-se para trás através de cada camada interna para a camada de entrada, 
portanto o termo “back-error propagation ou backpropagation” [34].
0  Perceptron foi o predecessor das redes multi-camadas com treinamento de 
retropropagação mas era limitado por ter somente duas camadas de processamento 
com somente uma camada de pesos adaptáveis. A rede multi-camadas ultrapassou a 
limitação do Perceptron porque pode adaptar duas ou mais camadas de pesos e usa 
regras de aprendizado mais sofisticadas, resolvendo assim problemas mais complexos.
0  poder da rede multi-camada com retropropagação está na habilidade de en­
candear camadas escondidas, isto é, quando duas ou mais camadas de pesos são 
ajustadas, a rede tem camadas no meio - ocultas - e cada camada oculta age como 
um a camada detectora de característica, que responde a características específicas 
do padrão de entrada.
Sendo assim, conhecendo as características do padrão, a redè multi-camada com 
algoritmo de retropropagação pode identificar características efetivas automatica­
mente [34].
3.8.2 Aprendizado Não Supervisionado
E aquele que para fazer modificações nos valores das conexões sinápticas, não usa 
as informações sobre a resposta da rede, isto é, se a  resposta está correta ou não. 
Usa-se por outro lado um esquema, tal que, para exemplos de coisas semelhantes, a 
rede responda de modo semelhante.
E x em p lo  3.8.2 Rede de Kohonen.
A rede de Kohonen é uma estrutura de duas camadas. A primeira camada é a 
de entrada e a segunda camada - denominada competitiva - é organizada em uma 
grade bi-dimensional ou em um arranjo dependente do objeto a ser mapeado /34]■
As duas camadas são completamente interconectadas, assim quando padrões de 
aprendizado são apresentados à rede, os pesos das unidades são adaptados de m a­
neira a preservar a topologia do objeto. A Figura 3.8 a seguir ilustra esta estrutura 
básica onde é mapeado o caracter “C”:
Teuvo Kohonen [34] introduziu o conceito de mapas topológicos de características 
auto-organizativas no qual a característica do objeto a ser mapeado é preservado.
A vantagem do uso da Rede de Kohonen é devido à sua tolerância em lidar 
com ruídos, dados incompletos e contraditórios, extraindo e reconhecendo padrões 
e características intrínsecas ao objeto reconhecido.




Figura 3.8: Exemplo de Rede de Kohonen
*
Capítulo 4 
Ensino x  W W W : considerações no 
projeto
aWhat is mind? No matter. 
What is matter? Never mind ... ” 
HOMER SIMPSON
Este capítulo faz uma análise dos requisitos para a criação de um ambiente 
experimental de Ensino-aprendizagem, usando as redes de computadores (Internet), 
como instrumento de apoio educacional.
4.1 A Internet
A rede de computadores mundial, Internet, possui um conjunto de documentos 
denominados “World Wide Web” (WWW), ou simplesmente Web. Um documento 
Web pode conter animações, sons, vídeos e simulações interativas.
Estes documentos hipermídia (hipertexto e seus derivados multimídia) geral­
mente são construídos usando a “hypertext markup language” (HTML) que é um 
subconjunto da “Standard Graphics Markup Language” (SGML). O acesso a Web é 
permitido através do uso de um programa navegador (“web browser”) na Internet.
Implementações mais sofisticadas podem utilizar a interação de multi-usuários 
e Realidade Virtual (RV) utilizando a “virtual reality markup language” (VRML) 
[36] (vide endereços contendo informações sobre RV e Ensino no apêndice A). A 
RV pode ser vista como um campo da simulação pois cria mundos virtuais onde são 
feitas experimentações e também como uma técnica de computação gráfica.
Como um campo da simulação, a RV pode ser utilizada quando os experimentos
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no mundo real são perigosos, impossíveis, inconvenientes e dispendiosos. Chou [30] 
observa que a aplicação da RV no ensino da Engenharia Civil reduz as dificuldades da 
análise estrutural quando os alunos simulam falhas em estruturas, o que é impossível 
no mundo real. O trabalho de Pantelidis [93] discute as razões para uso da RV no 
Ensino de Engenharia.
A RV surgiu como uma tecnologia avançada de interface, enfatizando carac­
terísticas como utilização de dispositivos multi-sensoriais, navegação em espaços 
tridimensionais, imersão no contexto da aplicação e interação em tempo real. Is­
to despertou grande interesse dos pesquisadores e usuários e uma resposta rápida 
de empresas, que estão viabilizando rapidamente esta tecnologia, através da oferta 
crescente de produtos de “hardware” e “software”.
Várias tecnologias são utilizadas para a criação de ambientes Web usando recur­
sos multimídia na Web para os propósitos educacionais. Nestes sistemas, pode-se 
obter um alto grau de interatividade com a manipulação direta dos conceitos através 
de uma grande base de dados de materiais de ensino hipermídia. Vetter [123] apre­
senta algumas diretrizes para criação destes ambientes.
O
Um estudante que usa um programa educacional em um mundo eletrônico virtual 
híbrido tem dois diferentes espaços de navegação :
•  a navegação no espaço da interface do “software”;
•  a navegação no domínio do conteúdo.
No desenvolvimento de um ambiente de Ensino via rede, além da interface com o 
estudante, os aspectos psico-pedagógicos deverão ser considerados paxa que possam 
ser inseridos convenientemente no ambiente, pois acredita-se que isto poderá tom ar 
o aprendizado mais eficaz. A utilização da IA distribuída e o paradigma de agentes 
[111] apontam como uma perspectiva interessante de ensino via rede de computa­
dores. Wang [124] apresenta uma taxonomia de agentes inteligentes que são uma 
combinação de agentes de “software” e sistemas inteligentes que devem possuir as 
seguintes propriedades:
•  autonomia - os agentes devem operar sem a intervenção humana;
•  cooperatividade - agentes devem cooperar com outros agentes;
•  reatividade - os agentes devem perceber e responder às mudanças temporais 
no ambiente;
• pró-atividade - os agentes não agem simplesmente em resposta ao seu ambiente 
mas devem tom ar iniciativas;
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•  mobilidade - os agentes devem ser capazes de moverem-se através das redes de 
computadores. Um agente em um computador deverá ser capaz de criar um 
agente em outro computador para execução. Os agentes podem ser transpor­
tados durante a execução e acumular conhecimentos e dados com eles.
Estes agentes têm  sido implementados em Java para automatização de tarefas 
na Internet. Kiniry [68] apresenta um a coletânea sobre as principais aplicações e os 
endereçoes de várias empresas comerciais que estão desenvolvendo pesquisas nesta 
área. Um exemplo destas empresas é a IBM que desenvolveu os “aglets” misto de 
“agent” com “applet” Java [63].
4.2 Ambientes de Ensino-aprendizagem
Os tradicionais sistemas CAL (“Computer-Aided Leaming”) com roteiros progra­
mados em uma linguagem qualquer trabalhavam com a instrução programada e 
falharam segundo os princípios educacionais. Com a Psicologia da  aprendizagem, a 
ênfase moveu-se para estudo da aquisição do conhecimento e como se pode produzi-lo 
para auxiliar o ensino.
Dentro da modelagem do estudante as pesquisas se direcionaram para o apren­
dizado exploratório e a descoberta do conhecimento - Construtivismo.
No modelo pedagógico (centrado no estudante) a tarefa é bastante complexa. 
Este modelo deverá conter o conhecimento necessário para tom ar decisões sobre 
quais táticas de ensino deve empregar dentre aquelas disponíveis no sistema.
As decisões e ações deste modelo são altamente dependentes dos resultados do 
processo de diagnóstico. Isto é o modelo pedagógico diagnostica as necessidades de 
aprendizagem do estudante com base nas informações de um modelo do estudante e 
na solução do professor contida em um modelo do especialista. Em geral, as decisões 
são sobre qual informação apresentar ao estudante, quando e como apresentá-la. Já 
as representações explícitas do conhecimento pedagógico proporcionam o potencial 
necessário para que o sistema consiga adaptar e melhorar suas estratégias e, também, 
para seus componentes poderem ser reutilizados em outros domínios.
A adaptação da instrução implica em uma boa escolha didática, que pode ser 
global ou local. Escolhas no nível global determinam a seqüência dos episódios 
educacionais e, por exemplo, decisões sobre a freqüência de repetições a serem uti­
lizadas. Escolhas no nível local, envolvem decisões sobre quando um a intervenção é 
necessária, se o estudante deve ou não ser interrompido em sua atividade, e o que 
pode e deve ser feito ou apresentado em algum determinado momento. Isto inclui 
orientação no desempenho das atividades, explicações dos fenômenos e processos,
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e decisões sobre quais informações serão oferecidas para reparar as deficiências dos 
estudantes.
Com relação aos sistemas tutoriais, enquanto o modelo pedagógico decide o mo­
mento e o conteúdo das ações didáticas, o modelo de interface cuida de sua forma 
final. É responsável pelo fluxo de comunicação de entrada e saída, proporcionando 
a comunicação em ambas as direções e realizando a tradução entre a representação 
interna do sistema e a linguagem de interface de maneira compreensível ao estudante.
Segundo Brofferio [25] definir, projetar e implementar um sistema de ensino 
envolve a resolução de três níveis de problemas inter-conectados: o nível tecnológico, 
o nível humano e organizacional e o nível econômico e legal.
Neste caso, o hipertexto representou um grande passo no desenvolvimento dos 
computadores na educação. Inicialmente, o hipertexto não foi visto como um  veículo 
adequado aos processos de Ensino-aprendizagem. Mas o poder de acesso a infor­
mação oferecido por tais sistemas favoreceu o projeto de ambientes de aprendizagem 
reativos e interativos, segundo Mayes [75].
Estes modelos procuravam sanar as dificuldades do diálogo dos sistemas com os 
estudantes. A hipermídia promoveu flexibilidade e um controle completo por parteO
do estudante. Com a Internet e a  utilização da linguagem HTML este potencial 
aumentou.
4.3 Ambiente Exploratório Construtivista
Na preparação de ambientes de aprendizagem, estes devem ser exploratórios, pre­
verem dificuldades que os estudantes podem ter ao testar seus conhecimentos ou 
habilidades na resolução de problemas.
De maneira a facilitar a aprendizagem e despertar a criatividade deve-se preparar 
materiais adequados e avançados dentro do contexto, sinalizando como o estudante 
pode interpretar e integrar novas informações a partir de seus conhecimentos exis­
tentes e metas de aprendizagem. A base teórica dos modelos de instrução afetam 
não só a forma como a informação é comunicada ao aluno, mas também na forma 
como o aluno entende e constrói um novo conhecimento à partir das informações 
apresentadas. Assim, as tarefas devem ser estruturadas dentro de um protocolo que 
procure engajar os estudantes.
0  ambiente exploratório está de acordo com o paradigma “Construtivista” de 
Jean Piaget [97]. A contribuição das simulações nestes sistemas se torna então 
evidente. Elas podem ajudar os estudantes a observar os efeitos dos eventos, desde 
que elas ofereçam uma expressão visual dinâmica da temporalidade de conceitos. 
Em outro nível, as simulações permitem aos estudantes manipular objetos e então
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experimentar as conseqüências das decisões que eles possam tomar. Dependendo do 
domínio, estes dados podem ser utilizados para monitorar este processo.
Pilkington [98] argumenta que ambientes de aprendizagem baseados em simu­
lações oferecem um ambiente exploratório no qual os estudantes podem testar com 
segurança seu conhecimento e habilitá-los na resolução de problemas. Entretanto, 
em domínios muito complexos os estudantes podem ter dificuldades em ter uma 
visão geral dos conceitos do sistema modelado.
Segundo Deden [35] o projeto instrucional envolve a preparação, projeto e pro­
dução de materiais de ensino mas geralmente, o processo do projeto instrucional 
resulta em diversos componentes-chave, que incluem:
•  metas e objetivos de ensino;
•  métodos e instrumentos para o progresso da aprendizagem;
•  conteúdo ou informação necessária para a alcançar os objetivos do ensino; 
mensagens a serem apresentadas;
•  interações entre atividades estudantis e interações.
Atualmente, existem duas abordagens que influenciam projetos instrucionais:
•  processamento de símbolos (“symbol-processing”);
•  conhecimento localizado (“situated cognition”).
0  processamento de símbolos é baseado no conceito de um computador exe­
cutando operações formais em símbolos. 0  conhecimento localizado é baseado no 
princípio do Construtivismo, no qual o aluno ativamente constrói uma representação 
interna do conhecimento através de interação com o material a ser aprendido.
4.4 Ferramentas, tarefas e diálogo
Segundo Pilkington [98] o desenvolvimento de ambiente computacional para apoio 
educacional envolve no mínimo três formas: ferramentas, tarefas e diálogo.
Em primeiro lugar, deve-se ter acesso a um ambiente satisfatório contendo ferra­
mentas ou recursos necessários para adquirir ou entender os conceitos do domínio. 
Em segundo lugar, a interação ativa e dinâmica oferecida pelas tarefas permitem 
aos estudantes desenvolver perícias práticas. E, em terceiro lugar, o diálogo da in­
teração com o tutor ajuda o estudante a expor as inconsistências do processo de 
aprendizagem.
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Os trabalhos de Vavassori [122] [44] apresentam uma estrutura destas ferramentas 
utilizando a abordagem de agentes de “software” para produção de um curso via Web. 
O apêndice A mostra alguns endereços relacionados à concepção de ambientes de 
Ensino na Web e a abordagem de agentes.
As ferramentas geralmente utilizadas na concepção destes cursos via rede, são:
•  Ferramentas de Configuração do Curso (FCC);
•  Ferramentas de Apoio ao Aluno (FCA);
•  Ferramentas de Suporte a Administração (FSA);
As tarefas devem ser designadas para incorporar situações as quais levem os 
estudantes a um conflito cognitivo e a  resolver tais conflitos com capacidades de 
raciocínio no domínio de desenvolvimento. Em um ambiente de aprendizagem de­
ve ser observado como os estudantes focalizam sua atenção na construção de seu 
conhecimento de maneira a  nutrir a  aprendizagem intencional. O aluno então de­
senvolve sua própria representação e a utiliza paxa construir novo conhecimento, 
num contexto baseado em seu conhecimento anterior e suas habilidades.
Todavia, os estudantes podem encontrar dificuldades na aprendizagem. Por 
exemplo, pode haver uma tendência dos estudantes em se concentrar na manipulação 
de conceitos sem entender seus princípios fundamentais, segundo Twigger [117]. 
Deve-se evitar tarefas que possam ser executadas sem demanda cognitiva. Por outro 
lado, as tarefas exigentes, que conduzem o estudante a um a alta  demanda cognitiva, 
podem ser conflitantes com o que Piaget [97] afirma sobre crescimento intelectual.
Em outras palavras, os estudantes necessitam experimentar inconsistência e con­
tradição para fazer mudanças significantes no seu modo de interpretar o mundo. Isto 
implica em que as tarefas devam ser estruturadas ou justapostas para conduzir o 
estudante a situações onde seu conhecimento atual ou protocolo de resolução de 
problemas é insuficiente. Todavia, o estudante deve não somente reconhecer a in­
consistência ou contradição mas ser capaz de raciocinar para resolver tal conflito.
Neste ponto, a interação pode ser importante porque promove o diálogo e a 
criatividade [92], [108]. Portanto, o professor deve designar não somente tarefas que 
levem o estudante ao conflito cognitivo, mas também trazer tal conflito à atenção dos 
estudantes, ajudando-os a reconhecer o que é necessário para a mudança. O professor 
pode fazer isto questionando e oferecendo interpretações alternativas. A interação 
ativa e dinâmica é fator determinante para permitir aos estudantes desenvolverem 
perícias práticas e se tornarem atentos às inconsistências do conhecimento adquirido
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O principal é que as tarefas devem ser construídas de forma a estimular o diálogo 
e a auto-crítica. A construção do próprio conhecimento é um a atividade social e não 
somente uma atividade individual. Como produzir situações criativas que permitem 
a aquisição de novas idéias?
O diálogo entre os participantes é um importante componente do ambiente de 
aprendizagem. O diálogo é ponto de referência central do pensamento de Paulo Frei­
re [49], pois através dele, acredita-se ser possível que seres humanos se transformem 
em “seres comunicativos”, podendo “atuar para transformar a realidade”.
Nesta mesma linha, o professor poderia apoiar a aprendizagem de três maneiras: 
melhorando o ambiente oferecendo ao estudante ferramentas melhores, designar ta ­
refas que visem aumentar a  qualidade das interações com tais recursos e poderia 
engajar o estudante em um diálogo que incita o compromisso ativo e reflexivo na 
compreensão das tarefas. Tal reflexão leva os estudantes a preencher lacunas na sua 
compreensão, ajudando a provocar mudanças conceituais. A combinações adequadas 
destes tipos de apoio podem melhorar a aprendizagem e a resolução de problemas.
As formas corretas de comunicação são importantes para promoção do diálogo. 
A comunicação humana é entendida como uma troca de informação que modifica 
o estado de conhecimento dos parceiros comunicantes, neste sentido, são criados 
ambientes de comunicação que permitem esta troca de informações. A comunicação 
educacional especificamente consiste de conteúdos e relações das pessoas participan­
tes no processo educacional.
Segundo Paulo Freire [49] “... O diálogo pertence à natureza do ser humano, 
enquanto ser de comunicação. 0  diálogo sela o ato de aprender, que nunca é indi­
vidual, embora tenha uma dimensão individual...”.
Para ressaltar sua importância, principalmente nos processos educacionais, segue- 
se uma breve descrição da evolução da comunicação humana.
A comunicação humana iniciou-se com o homem primitivo através dos sinais. 
Com o surgimento da comunicação oral e escrita, as sociedades foram evoluindo 
transmitindo conhecimentos e informação.
No ano 2.400 a.C. já  existia a profissão de mensageiro no Egito. Assim, pode-se 
dizer que o correio surgiu nesta época. O jornal impresso surgiu somente depois que 
houve a convergência de fatores históricos como o advento do papel, da tipografia 
e do correio. A partir do século XVI, os tipógrafos começaram a fazer espécies 
de gazetas que chamavam de relações. Com o tempo, também começaram a ser 
vendidas mais facilmente. Isso levou a uma maior tiragem e diversidade de matérias. 
Dessa forma surgiram os jornais impressos [33].
Claude Chappe construiu o primeiro telégrafo mecânico em 1790. Em 1825, 
com o surgimento do solenóide, a telegrafia teve um grande impulso e em 1884 foi
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criado o código Morse. Até o final do século XIX todos os continentes foram ligados 
telegraficamente [33].
George Claude [32] descreve aplicações da eletricidade (telégrafo e telefonia si­
multânea) antes de 1883. Neste livro, pode-se encontrar uma espécie de precursor 
do “Telex”, em 1893. Trata-se do “Téleautographe Ritchie” que usava a reprodução 
dos movimentos de uma pena à distância.
A chegada do telefone ao Brasil foi quase imediata em relação à sua invenção. 
Já  em 1877 foram instalados aparelhos no Rio de Janeiro. Apesar da reprodução de 
sons complexos, como a voz humana e música, serem possíveis de ser transmitidos 
desde o final do século passado, o advento do rádio ocorreu somente a partir da 
segunda década do século XX.
O cinema surgiu ao final do século passado, e pode-se destacar também a im­
portância do teatro, da pintura, das revistas e dos livros. Mas um a revolução dos 
meios de comunicação ocorreu foi com o advento da televisão.
A televisão foi patenteada em 1928, mas seu uso comercial iniciou em 1946. 
Chegou ao Brasil em 1950 e sua primeira transmissão colorida, em  escala restrita, 
coincidiu com os jogos de futebol das finais da Copa do Mundo, no México. Porém 
a inauguração oficial do sistema a cores ocorreu em 10 de fevereiro de 1972, com a 
transmissão da Festa da Uva em Caxias do Sul (RS) [33].
J á  os computadores, qué surgiram na década de 40, eram sistemas centraliza­
dos locais. Somente no final dos anos 60 foram conectados em rede. Os sistemas 
multimídia surgiram no início dos anos 80 permitindo a edição digital com efeitos 
de áudio e vídeo.
No início dos anos 90, ocorre a “explosão digital” com a popularização da Internet 
conectando todo o mundo. Maiores informações sobre os projetos pioneiros em redes 
de computadores podem ser encontradas em Tanenbaum [114].
Além das citadas, surgem a cada dia outras formas e meios de comunica,ção 
como a telefonia digital via satélite, TV a cabo, Internet a cabo, painéis eletrônicos, 
“pagers”, entre outros, que promovem o alcance das informações a nível mundial.
A Internet culmina todas as formas preliminares de comunicação e aum enta as 
possibilidades do armazenamento de informações e transmissão de conhecimentos. 
Por quê não usá-la adequadamente para o Ensino?
A Figura 4.1 resume a evolução dos principais meios de comunicação humana, 
aqui descrita.
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Anterior a Origem egípcia 
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Figura 4.1: Evolução da comunicação - modificada de Vavassori [122]
4.5 Ambientes Distribuídos
Partindo-se da hipótese de que através da comunicação mediada por computador o 
estudante pode construir conhecimento, surgiram diversas formas de uso das redes 
de computadores na aprendizagem.
A tecnologia de rede de computadores possibilitou a formação continuada de 
adultos - a  aprendizagem cooperativa em ambientes distribuídos1. As redes liberam 
a aprendizagem das restrições espaciais e temporais. As diferentes interações que 
um indivíduo necessita vivenciar para que ocorra a aprendizagem - interação social 
(virtual), interação com o objeto da aprendizagem, interação com o conhecimento 
estruturado e “interação” consigo mesmo - podem ocorrer em qualquer lugar e a 
qualquer momento que o aprendiz se conecte na rede.
A aprendizagem cooperativa em ambientes distribuídos é referida na literatura 
como “CSCL - Computer Supported Cooperative Learning”. No contexto da apren­
dizagem cooperativa, o ambiente deve apoiar atividades que propiciem o aprendiz 
modificar seu conhecimento. As ferramentas de suporte às transformações cogni­
tivas devem facilitar a representação e a manipulação do objeto de estudo, assim
1A Revista IEEE - Spectrum - Sharing Virtual Worlds, vol.34, n.3, March, 1997, é uma boa 
leitura sobre este assunto.
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como a comunicação e a cooperação durante a realização de uma atividade [21].
Para muitos pesquisadores a aprendizagem deve ser vista como uma forma de 
“esculturação” que ocorre em um contexto onde cada estudante relaciona-se em torno 
de uma comunidade.
0  ambiente na rede deve ser projetado para integrar mídias diferentes e como a 
informação recebida é interpretada pelo estudante depende de como ele a vê na tela. 
E isto depende de como a página Web é construída e como se organiza o conteúdo. 
Aqui são sugeridas algumas considerações para se criar um ambiente pedagógico, 
respondendo-se brevemente as seguintes perguntas:
•  o material “on-line” é didático?
Deve-se decidir se o conteúdo é satisfatório paxa um ambiente assíncrono;
•  os mecanismos são adequados?
Deve-se enfocax as exigências mínimas necessárias em lugar de características 
tecnológicas que possam diminuir a efetividade e o valor pedagógico. Um local 
(“site”) bem projetado pode ser usado como uma boa ferramenta pedagógica 
sem características-desnecessárias;
•  como ser criativo no projeto de ambientes “on-line’7 Como tirar proveito de 
ambientes de instrução já  construídos?
A escolha em adotar produtos prontos ou como colocá-los no “site” irá depender 
de quanto m aterial será posto e quanto tempo e dinheiro está disponível.
Para oferecer um ambiente de aprendizagem “on-line” existem muitos itens me­
nores para se pensar. Estes assuntos relacionam à exibição do conteúdo na tela e 
como apresentar o material de uma maneira efetivamente pedagógica. 0  “site” pode 
ser construído em HTML, que é interpretada por diferentes sistemas operacionais 
e navegadores na rede. Elaborações com RV podem se utilizar da VRML. Mas o 
principal é:
•  Testar extensivamente o “site”: Este, ainda em desenvolvimento, deve ser exa­
minado em um a grande variedade de navegadores e sistemas operacionais. Se 
existir uma aceitabilidade similar na maioria destes navegadores e sistemas 
operacionais testados, então o código foi bem escrito, em consideração às di­
ferenças inatas entre estes navegadores e sistemas operacionais;
•  Estimular a  criação de páginas simples e bem projetadas de forma a manter 
as exibições simples e consistentes. Cabeçalhos, rodapés, menus de páginas e 
todas as exibições devem estar num projeto consistente. Usar botões comandos 
e abreviações padronizados.
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Existe um grande número de modelos de “site” que podem ser combinados pa­
ra criar ambientes de aprendizagem na Web. É comum, na Web, a existência de 
modelos com listas de cada tópico contendo ligações de textos com os conteúdos 
abordados. As imagens interativas podem ser usadas para os menus de item, mas 
as imagens podem também ser seguidas por uma ligação a outro texto. Um menu 
principal pode levar a submenus com mais informações. Fishwick [43] considera os 
seguintes pontos na implementação de um “site” de aprendizagem na Internet:
•  atualização de materiais para manter o interesse dos estudantes e acompanhar 
a  tecnologia. Os próprios estudantes podem ser envolvidos nesta atividade;
•  utilização de modelos padrões para economizar tempo e prover um banco de 
diferentes modelos para vários tipos de páginas;
•  facilidade de impressão, compactação e obtenção da documentação;
•  verificação da disponibilidade da informação necessária para evitar a frustração 
dos estudantes;
O
•  consistência nos sinalizadores de informações úteis (marcadores no topo das 
páginas oferecem rápido acesso) nas páginas;
•  simplicidade e clareza das páginas: em ambientes hipertexto, estudantes po­
dem ir a toda parte e se perder também. Deve-se ter certeza que vínculos de 
hipertexto não sejam exagerados. Só devem ser usados quando forem essen­
ciais.
•  espaçamento das páginas: as páginas não devem sobrecarregar os estudantes 
com muita informação simultânea;
•  edição cuidadosa: verificações devem ser feitas quanto a linguagem utilizada, 
ortografia e gramática para evitar confusões;
•  inclusão de áudio com tons suaves (exceto quando chamar a atenção), os vídeos 
devem ser usados quando uma técnica de movimento é essencial. As imagens 
são mais efetivas. A tendência é utilizar animações Java que requerem menos 
recursos computacionais e produzem bons efeitos;
•  ferramentas de apoio à navegação.
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4.5.1 Simulações e o mundo eletrônico virtual
Segundo Barreto [15] “... simulação é a arte de experimentar com algo simples para 
se comprender algo complexo . ..” Pode-se entender que não existe um significado 
universal e preciso da palavra “simulação”.
Se simular é um arte, como traçar formalismos de conhecimento teórico para 
prover uma relação entre as tarefas dos estudantes e dos modelos de simulação, 
permitindo a resposta de perguntas do tipo “que acontece?”.
À luz dos princípios educacionais abordados anteriormente, a contribuição mais 
óbvia das simulações é que elas permitem aos estudantes (através de conceitos) 
interagir com um domínio de conhecimento. Assim, a utilização da simulação muda 
conforme o domínio da aplicação.
As simulações podem ajudar os estudantes a observar os efeitos dos eventos 
através de visualizações tornando possível o raciocínio abstrato. As simulações 
tam bém  permitem aos estudantes manipular objetos e experimentar as conseqüên­
cias das decisões. Além de adquirirem os conceitos abstratos os estudantes podem 
desenvolver tarefas atingindo metas realísticas em um domínio.
Um trabalho interessante, pelo caráter histórico, diz respeito a  simulação no en­
sino do ciclo cardíaco, que é dado em Jones [64]. Este sistema, todavia, não utilizava 
o computador e sim dispendiosos dispositivos eletro-mecânicos. Com a utilização 
do computador, todos os aparatos deste sistema atualmente são substituídos com 
facilidade e com resultado muito superior. Uma prova disso é o que se observa no 
trabalho de Kreutz [69] que disponibiliza na rede um sistema de ensino da fisiologia 
cardíaca muito interessante.
Um dos problemas dos programas de simulação é a diversidade de domínios, 
situações, condições, estratégias, etc., em que podem ser utilizados. Isto dificulta 
naturalmente a especificação de uma ferramenta para construir este tipo de progra­
mas.
A simulação via rede representa a conexão entre a Web e o campo da simulação. 
As simulações remotas podem ser enfocadas sob diversos aspectos mas, sob o aspecto 
educacional, permitem ao estudante, aprender através da exploração de um mundo 
virtual. Utilizando a metáfora de cliente-servidor, algumas partes do modelo na si­
mulação podem ser executadas em uma máquina do servidor e outras na máquina do 
usuário. Linguagens de roteiros (Perl, Java, etc.) permitem construir um programa 
de alto nível que roda o código da simulação uma vez que sejam obtidos os parâme­
tros de entrada. Muitos usuários podem rodar a simulação simultaneamente pois a 
idéia de Java e JavaScript é juntar um pedaço de código (denominado de “applet”) 
e enviá-lo para ser executado no computador do cliente. Visto da perspectiva do 
modelo, não faz diferença o número de clientes rodam a simulação simultaneamente.
CAPÍTULO 4. ENSINO X  W W W : CONSIDERAÇOES NO PROJETO 55
4.5.2 Simulação e IA
Simulação e IA têm sido utilizados já  há algum tempo. Por exemplo, Futo [52] 
oferece um a visão geral sobre IA e simulação baseada em Prolog desenvolvida há 
mais de dez anos. Exemplos de simulação de eventos discretos também podem ser 
encontrados Doukidis [37], Baudel [23] usando as linguagens de programação LISP 
(processamento de listas) e Smalltalk (orientada a objetos), respectivamente.
Diferente da análise numérica de equações diferenciais, a simulação de sistemas 
complexos não possui um fundamento conceituai e matemático bem estabelecido. 
Neste caso, a simulação qualifica e separa a representação destes sistemas com ca­
racterísticas próprias e implicações.
A representação de sistemas dinâmicos é implícita e construtiva: as relações que 
constituem as propriedades de interesse não são explicitamente codificadas em com­
ponentes simulados de subsistemas mas ao contrário, emergem tornando-se acessíveis 
à observação como resultado de efeitos coletivos de interações computadas entre seus 
subsistemas. Isto implica que deve ser necessário relacionar o conceito de emergência 
e o conceito de simulação.
As explicações dos sistemas físicos utilizando o Raciocínio Qualitativo parecem 
apontar um caminho para o desenvolvimento de Ambientes de Ensino-Aprendizagem.
Segundo Salles [107] as simulações qualitativas no computador tem um grande 
potencial para ensinar as pessoas a entenderem e interagirem com ambientes físicos. 
O pré-requisito para uso deste potencial é que estas simulações podem explicar aos 
humanos da maneira que eles compreendam. A interação entre os estudantes e os 
sistemas é guiada por um “tour” mental através de sucessivos estados da simulação. 
A cada estado da simulação diversas questões podem ser feitas. Estas questões são 
ligadas à “informação necessária” para o entendimento dos tópicos do discurso. Na 
base destes tópicos, o planejador do discurso planejará seqüências de declarações 
relacionando crenças dos estudantes e o processo do estado de discurso.
Sistemas como o SOPHIE e STEAMER, citados anteriormente, podem ser vistos 
como pioneiros na tentativa de fazer os computadores comunicarem o conhecimento 
sobre o comportamento de sistemas físicos com os estudantes [50]. Os esforços para 
isto se enquadram na área da IA conhecida como Raciocínio Qualitativo2.
As simulações qualitativas parecem ser interessantes para domínios biológicos. 
Não somente devido à inexistência de dados quantitativos, mas os modelos qua­
litativos oferecem muitas características adicionais que são importantes para os 
estudantes interagirem com a simulação. Raughunathan [101] descreve o projeto
20  raciocínio qualitativo tem ganho adeptos também em projetos de sistemas industriais, como 
mostrado em diversos trabahos na edição especial da Revista IEEE Expert, Intelligent Systems 
and Their Applications, vol.2, n. 3., May/June, 1997.
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GenSim no qual são utilizadas simulações de um sistema genético representando 
modelos, enzimaticamente catalisados por reações bioquímicas, cujos substrato in­
cluem macromoléculas com estruturas internas complexas, tais como RN A e DNA. 
Neste trabalho desenvolveu-se um modelo de conhecimento qualitativo sobre objetos 
(proteínas) e processos na biologia molecular e bioquímica.
4.6 Considerações sobre a Interface
Ao se construir ambientes de aprendizagem em “sites” da Web os aspectos da inter­
face devem ser cuidadosamente considerados. Enquanto o uso da palavra “interface” 
sugere uma discussão da interface com o usuário (gráfica ou textual), o termo aqui 
é designado como um conjunto de métodos através do qual o usuário possa interagir 
com o ambiente.
A interface não tem  somente um a importância para a entrada e a saída da infor­
mação, ela também complementa dados importantes sobre o processo de aprendiza­
gem. Algumas informações sobre a consistência visual e textual, na implementação 
de interfaces gráficas para usuários (GUI), podem ser obtidas no trabalho de Maha- 
jan [72].
4.6.1 M ódulos textuais
Para agregar um valor pedagógico, pode-se implementar o sistema na forma de um 
ambiente de aprendizagem como sendo uma coleção de pequenos módulos. Cada 
módulo pode apresentar um conceito específico, ilustrado por relações ou caracterís­
ticas próprias. Desta maneira cada parte poderá ter enfoque claro e o estudante terá 
um bom entendimento dos conceitos estudados, usando a ferramenta corretamente.
Algumas abordagens têm utilizado o conceito de agentes inteligentes para melho­
rar a produtividade de ambiente de ensino via computador [74], [75]. Um exemplo 
de estudo de comportamento do usuário final em uma implementação generalizada 
é dado por Maulsby [74].
4.6.2 Uso de gráficos
Muito tem sido dito sobre o uso de gráficos mas, pela experiência, sabe-se que os 
gráficos devem ser equilibrados com o conteúdo, usados somente quando necessário.
As imagens na Web podem tornar lento o carregamento da página e nem to­
dos os usuários tem a capacidade de visualizar todos os gráficos por limitações de 
“hardware” e conectividade.
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4.6.3 Ajuda ao usuário
A maioria dos programas educacionais na Web falham na explicação dos processos ao 
usuário. O ambiente deve conter ajuda a todas as operações efetuadas pelo usuário 
com documentação “on-line”.
Outro procedimento pode ser a colocação de exemplos elucidativos para auxiliar 
o aprendiz. Esta ajuda ao aprendiz deve ser cuidadosamente estudada. Uma boa 
opção é colocar um módulo de ajuda sensível ao texto para as questões que podem 
surgir como o manuseio do programa, a introdução de parâmetros, a verificação das 
respostas e os resultados gráficos. A produção de ligações (“links”) com páginas de 
ajuda será facilitada pela abordagem hipertexto mas deve ser observado o perigo da 
perda no espaço de informações. Nesta fase deverá ser feito um controle maior da 
navegação.
4.7 Considerações sobre a Linguagem de implemen­
tação
Um dos problemas dos programas educacionais é a diversidade de domínios, si­
tuações, condições estratégias, etc., em que podem ser utilizados. Isto dificulta 
naturalmente a especificação de um a ferramenta para construir este tipo de progra­
mas. De qualquer forma, a ferramenta para apoiar o ensino deve:
•  ser especificamente desenvolvida paxa este fim e possibilitar a construção de 
programas de simulação com diferentes tipos de modelos;
•  permitir a colocação de diversas formas de visualização variadas (gráficos, fi­
guras, ícones, etc.) e técnicas de animação diversas (embora possa haver simu­
lações sem animação, um programa animado permite uma percepção diferente 
da realidade: mais fácil, mais rápida, mais concreta, mais rica);
•  permitir a inclusão de diversas formas de interação (botões, menus, ícones, ja ­
nelas, caixas de diálogo, perguntas de escolha m últipla/resposta simples/aberta, 
etc.);
•  integrar outros meios no programa (som, imagens digitalizadas, seqüências 
animadas, seqüências de vídeo, etc.) e dados de outras ferramentas se possível;
•  ser de fácil manuseio, permitindo alterações sempre que necessário, por exem­
plo, a criação de sub-modelos em pedaços de programas para serem reutilizados 
posteriormente;
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•  ser portável, para outras máquinas, línguas e culturas, e permitir a utilização, 
individual ou em rede, e ser barata.
Apesar de muitos programas em Java serem simples animações que muitas pes­
soas adicionam a seus endereços na Internet para fazer apelos visuais, mais e mais 
aplicações orientadas a programas tem  sido desenvolvidas para resolução de proble­
mas.
Após o estudo dos aspectos pedagógicos envolvidos na construção do Ambiente 
de Ensino de RN A via rede de computadores, abordados neste capítulo, foi feita sua 




“The only way to rectify our reasonings 
is to make them as tangible as those of 
the mathematicians, so that we can find. 
our error at a glance, and when there are 
disputes among persons we can simply say,
o ‘Let us calculate ... to see who is right.’ ”
LEIBNIZ, The Art o f Discovery
Tem-se aqui uma definição teórica de Hipermídia, fundamentada na Teoria de 
Autômatas, considerando-se que isto pode aumentar o potencial destes sistemas 
quando são considerados seus aspectos dinâmicos.
5.1 Definição téorica de Hipertexto
Os trabalhos de Pagano [86], [87], [88], [89] e [90] apresentam uma definição teó­
rica de hipertexto. Segundo Pagano o hipertexto tem sido apresentado dentro da 
perspectiva teórica, como um grafo, como uma rede semântica ou como rede de 
Petri. A maioria destas abordagens não incorpora todas as características do hiper­
texto, sendo formalismos de natureza declarativa que não consideram os aspectos 
dinâmicos do hipertexto. Um modelo formal de hipertexto ou de hipermídia (o com­
putador gerencia vários meios para apresentar a informação e isto justifica porque 
as implementações de hipertexto são às vezes denominadas de hipermídia), pode 
ser fundamentado na Teoria de Autômatas, incorporando não somente os aspec­
tos declarativos do sistema (por exemplo, o diagrama de transição), mas também 
os aspectos dinâmicos (a evolução no tempo do automata em resposta a qualquer 
seqüência de entrada de dados).
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5.2 Conceitos básicos da Teoria de Autômata
Um autôm ata pode ser considerado como uma particularização de um sistema dinâ­
mico. Informalmente, pode-se dizer que o rótulo “dinâmico” tem o mesmo significado 
de “causal”: as entradas passadas influenciam o futuro mas o contrário não é ver­
dadeiro. Ou seja, a noção matemática de sistema dinâmico serve para descrever o 
fluxo de causa entre o passado e o futuro. Em um sistema dinâmico descreve-se 
um sistema como se estivesse descrevendo o mecanismo de como ele trabalha (inter­
namente), especificando como o conjunto dos estados varia com o tempo [16]. Tal 
descrição é suficiente para gerar um a definição comportamental.
D efin ição 5.2.1 Um S is tem a  D inâm ico  é o objeto matemático descrito em como:
Sd =  {T, U, í ,  Y, A, X , S, 5}
onde:
T  é o conjunto dos tempos,
é o conjunto de funções de entrada xj) G =  {tf’ >■ U},O
U é o conjunto dos valores de entradas,
Y  é o conjunto dos valores de saídas,
A é o conjunto de funções de saída A 6 A =  {A : T —> V},
X  é o conjunto dos estados,
E é a função de transição de estados S : T x T x $ - l I ,
5 é a função de saída S : T  x X  x U —* Y ,
Informalmente, a noção de sistema dinâmico corresponde a um sistema funcional 
temporal cujo estado varia com o tempo dependendo do valor da entrada. Assim, 
todos os sistemas dinâmicos são sistemas temporais e funcionais. As escolhas par­
ticulares dos conjuntos envolvidos na definição de sistema dinâmico conduzem a 
diferentes tipos de sistemas. Detalhes sobre tais sistemas podem ser obtidos em 
Barreto [16].
D efin ição  5.2.2 Um S is tem a  D inâm ico  C ontínuo  no T em po  (ou sistema contí­
nuo no tempo) é um sistema dinâmico onde:
T  é um subconjunto dos números reais,
X ,U ,Y  são subconjuntos d eR n,R rn,R p , espaço rea ln ,m ,p—dimensional,
E é um conjunto de funções diferenciáveis em relação a t.
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D efinição 5.2.3 Um S is tem a  D inâm ico  D iscre to  no T em po (ou sistema dis­
creto no tempo) é um sistema dinâmico no qual o conjunto dos tempos é um sub­
conjunto dos inteiros.
D efinição 5 .2 .4  Um S is te m a  In v a rian te  no T em po é um sistema dinâmico cuja 
função de transição £  depende de um único elemento de T  e a função de saída é 
independente de T .
É útil tom ar como um a primeira aproximação de um sistema real um modelo 
invariante no tempo ou em sistema estacionário. 0  fato de que a função de transição 
depende somente de um elemento de T , significa que o valor do estado não depende 
do tempo inicial nem do tempo considerado, mas somente do intervalo de tempo 
entre o tempo inicial e o tempo considerado. A função de saída sendo independente 
do tempo significa que para qualquer instante, estado e entrada iguais, produz-se a 
mesma saída. Se este é o caso, para qualquer tempo inicial, somente a duração do 
experimento é importante para determinar o estado e a saída em qualquer instante.
Como lidar com sistemas variantes no tempo frequentemente não é muito fácil, 
às vezes, o espaço de estádo é enriquecido com uma nova variável tempo e o sistema 
resultante não é mais um sistema variante no tempo. Então, pode-se dizer que a 
qualquer sistema variante no tempo corresponde um sistema invariante no tempo, 
no qual o tempo foi considerado como um novo elemento do conjunto dos estados, 
este o conjunto dos tempos1.
Um tipo muito usual de sistema dinâmico em Ciência da Computação é a máqui­
na de estados finitos. Informalmente, uma máquina de estados finitos é um sistema 
dinâmico onde o conjunto dos tempos é o conjunto dos inteiros, e a entrada, a saída 
e os estados são conjuntos finitos. Neste caso, os valores possíveis da entrada e 
da saída são referidos como alfabetos de entrada e saída. Sob estas simplificações, 
não é essencial indicar explicitamente o conjunto dos tempos T  nem explicitamente 
introduzir $  e A. Por outro lado, é usual declarar explicitamente um estado inicial 
correspondente ao tempo zero [16].
D efinição 5.2.5 Um Autômata (ou máquina) é descrito abstratamente como uma 
sêxtúpla [16]:
A t = { U ,Y ,X ,x 0, \ , r 1}
onde:
1 Esta equivalência entre sistemas variantes e invariantes no tempo pode parecer muito abstrata. 
Contudo, na escrita do código de simulação para sistemas variantes no tempo, ela é freqüentemente 
utilizada [16].
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U é um conjunto finito de entradas,
Y  é um conjunto finito de saídas,
X  é um conjunto de estados ou espaço de estado, 
xo €  X  é o estado inicial,
\  : U x  X  —y X  é a função de próximo estado ou função de transição,
•q : U x X  —> Y é a função de próxima saída.
D efinição 5.2.6 Um, autômata é um sistema dinâmico invariante e discreto no 
tempo. Quando o espaço de estado é um conjunto finito, o autômata é chamado de 
autômata finito .
Então, esta sêxtupla formal é interpretada como sendo uma descrição m atem ática 
de uma máquina à  qual, se no tem po t 0, estiver no estado x0 e receber um segmento 
de entrada u do tempo to ao tempo t estará no tempo t no estado X(x,u) e emitirá 
a  saída í?(x, u) [16].
E x em p lo  5.2.1 Considerando-se o autômata M:
O
M  = { U ,Y ,X ,x 0,p,S}
onde:
U =  {0,1}, conjunto de entradas,
Y  =  {a, /?, 7r}; conjunto de saídas,
X  =  {A, B, C }, conjunto de estados,
Xo, estado inicial que pode ser tanto A, B  como C, 
p : U X X  —> X , função de próximo estado,
S : U x X  Y , função de próxima saída.
Os valores das funções p e 5 são dados por:
p(0,A) = C 
p {l,A ) = A 
P(0, B) = A  
p ( l ,B )  = C 
P(0,C) = B  
p (l,C ) = C
6(0 ,A )  = (3 
£(1 ,4) =  a  
5(0, B) =  7T 
6(1 ,B ) = (3 
6(0,C) = ct 
5(1,C) =  7T
Pode-se construir a Tabela 5.1 de transição de estados p paxa autôm ata M .
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Estado presente X A A B B c C
Entrada U 0 1 0 1 0 1
Próximo estado Y C A A C B c
Próxima saída 5 P a 7r P a 7T
Tabela 5.1: Transição de estados do autôm ata M
Este autôm ata M  pode ser representado por um grafo orientado conforme ilustra 
a  Figura 5.1. Nota-se que o mesmo estado de um autôm ata pode ter um a ou mais 
saídas. Por exemplo, o estado A  do autômata M  pode ter as saídas a  ou (3. E 
ainda, dois estados diferentes, como A  e B  do autôm ata M  podem ter a mesma 
saída, como por exemplo, /3.
Figura 5.1: Grafo representando o autômata M  
Essencialmente existem dois tipos de representação em grafos.
1. A cada estado, é associado um nó do grafo (círculo) e para cada transição de 
estado associa-se os arcos (com setas). Ao lado de cada arco orientado (setas), 
são indicados: as entradas aplicadas ao estado original (início da seta) e a 
saída resultante no próximo estado (final da seta).
2. Associa-se a cada subconjunto de nós um estado. A função de saída tem por 
argumentos este subconjunto de nós e a entrada que faz o mapeamento na 
saída, que persiste, até a próxima entrada.
D efin ição  5 .2 .7  Dois autômatas que apresentam o mesmo par de segmento de en­
trada e segmento de saída são ditos equivalentes no nível comportamental.
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5.3 Hipertexto como autômata
A introdução de características dinâmicas parece aumentar as possibilidades do hi­
pertexto em ambientes de aprendizagem computadorizados, conforme demonstrados 
em Pagano [86], [87], [88], [90]. Um modelo teórico de hipertexto necessita de três 
conceitos a serem incorporados: o nó de informação, a ligação entre os nós e os 
nós de simultaneidade. Este último conceito, considerando-se que um ou mais nós 
podem ser apresentados simultaneamente na tela.
Um sistema computacional, denominado hipertexto, pode ser convenientemente 
definido como autômata:
D efinição 5.3.1 Um hipertexto Hp é descrito abstratamente como a séxtupla:
Hp = { U ,Y ,X ,x 0,p ,S }
onde:
U é o alfabeto finito de entrada,
Y  é o alfabeto finito de saída,
X  é o espaço de estado finito,
Xo € Xo C X  é o estado inicial, 
p : U x X  —»■ é a função de transição de estados,
8 : U X X  —> é a função de saída do próximo estado.
O alfabeto de entrada U do hipertexto Hp é o conjunto de valores que o usuário 
pode introduzir no sistema, através do teclado, “mouse” ou qualquer outro disposi­
tivo. As ações, como mudança de tamanho de uma janela, acionamento de botão, 
etc., geram o alfabeto de entrada.
O conceito de estado conduz ao aspecto dinâmico do hipertexto. A possibilidade 
de apresentação simultânea de nós de um hipertexto é essencialmente um a porção 
deste modelo através do conceito de estado. Se cada nó de informação é associado, 
por exemplo, com um a janela na tela do computador (uma forma possível de saída), 
então um conjunto de janelas na tela caracteriza um estado x  do hipertexto Hp.
O estado inicial x0 Ç. Xo C X  do hipertexto Hp é qualquer estado no qual o 
usuário pode começar a navegar no documento. Pode existir um ou mais estados 
iniciais (configuração de nós) dos quais, por exemplo, um pode iniciar a localização 
de uma base de dados. X0 é o conjunto de todos os estados iniciais possíveis e um 
subconjunto de todos os estados possíveis.
A função de transição pode ser referida como uma ligação (“link”) que “junta” o 
hipertexto como um todo.
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A função de transição p do hipertexto Hp é a função que conduz o sistema 
hipertexto de um estado a outro, dada uma seqüência de dados da entrada.
0  usuário poderá notar a transição de estado a outro se o conjunto de nós 
apresentados a ele em um novo estado tem valores de saída diferentes do estado 
anterior.
0  alfabeto de saída Y  de um hipertexto Hp inclui todas as formas de represen­
tação da informação que são vistas pelo usuário na tela. 0  tamanho e a forma de 
cada janela na tela, suas posições relativas, gráficos, sons, vídeo, etc., caracterizam 
um  alfabeto de saída.
A função de transição S de um hipertexto Hp é uma função que, dada um a 
seqüência de entrada e um estado, oferece a informação e sua representação na tela 
ou em qualquer outro dispositivo. As possibilidades de apresentação dependerão da 
riqueza do alfabeto de saída. A função S possui valores no alfabeto de saída, um 
conjunto de meios de apresentação que depende do estado dado e do alfabeto de 
entrada.
Se cada nó de informação é associado, por exemplo, com uma janela na tela do 
computador (uma forma possível de entrada), então um conjunto de janelas na tela 
caracteriza um estado x  do hipertexto. Pagano [91] colocou isto em termos formais 
como:
Considerando n  como um  nó, isto é, a unidade indivisível da informação. Sendo 
N  o conjunto de todos os nós existentes do documento:
N  =  { m ,n 2,...,n p}
Sendo P (N ) o conjunto de partes de N , então:
P ( i V )  =  { ^ { n 1} , { n l s n 2} , . . , i V }
O conjunto de estados ou espaço de estados X  do hipertexto Hp é igual a P {N ). 0  
estado x  € X  do hipertexto Hp é um elemento de P(N ).
De modo a ilustrar o conceito de hipertexto como um autômata, são consideradas 
duas situações (dois elementos diferentes no conjunto de tempos) que serão descritos 
a seguir e que correspondem a Figura 5.2. Este exemplo ilustra também a segunda 
representação dos grafos como mostrado na subseção 5.2.
E x em p lo  5.3.1 No lado esquerdo da Figura 5.2 são mostrados os nós 20 e 30 de 
um hipertexto qualquer. Uma entrada do tipo “acionar o mouse no nó 30” torna 
a saída conforme mostrado no lado direito da Figura 5.2. Observa-se que a saída 
mudou mas o estado não.
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Figura 5.2: Mudança de saída e inalteração de estado no hipertexto Hp
No Exemplo 5.3.1 para cada valor de tempo corresponde um  e somente um 
estado. Nesta situação, o estado do hipertexto Hv, em um determinado instante, 
é í i  =  {n2o,7^ 30} e o alfabeto de saída é y\. Isto é, y\ é a apresentação visual, o 
conjunto de janelas como visto na tela esquerda da Figura 5.2 (gráficos, tamanho, 
posição relativa, etc.).
A saída yi permanece até o tempo no qual a entrada u\ = “acionar o mouse no 
nó 30” produz a saída y2 cuja situação é dada no lado direito da Figura 5.2, onde 
a janela 30 move-se para frente. Isto significa que para o estado x \ e a entrada u\ 
a função de saída 8 conduz a saída y2 (nota-se que a posição relativa das janelas 
mudou). Todavia, neste caso, quando a entrada u\ foi aplicada no estado xi, a 
função de transição leva ao mesmo estado Xi =  {n20, ^ 30}• Pode-se atingir o mesmo 
estado com um a saída diferente devido ao fato de que a função de saída depende da 
entrada e do estado (ó : U xX  —y V)).
De acordo com Pagano [91] dois problemas podem surgir na construção e inter- 
conexão de documentos em um hipertexto. O primeiro problema é assegurar que a 
unidade de informação seja observável, isto é, que se possa determiná-la pela obser­
vação do comportamento entrada/saída do sistema. O outro problema é assegurar 
que a unidade do sistema seja atingível, ou seja, acessível pelo usuário, dado seu 
estado inicial (ponto de partida do usuário na leitura do documento). Para que um 
estado x  do hipertexto seja observável o usuário deverá navegar os estados de um 
hipertexto através do desenvolvimento de experimentos simples e perceber a tran­
sição de estado sobre o par entrada/saída. Um experimento simples poderia ser a 
entrada de um segmento de dados, através de qualquer dispositivo de entrada, e a 
observação da saída do segmento de dados, através de qualquer dispositivo de saída. 
Para dizer que todos os estados de um hipertexto são atingíveis é necessário que o 
usuário seja capaz de navegar através de todos os estados do hipertexto. A solução 
é ter um nó m apa na implementação para oferecer uma visão geral do sistema.
CAPÍTULO 5. HIPERMÍDIA: MODELO TEÓRICO  67
Figura 5.3: Representação de um hipertexto H
E x em p lo  5.3.2 Considerar o hipertexto H  representado na Figura 5.3 com o alfa­
beto de entrada U  =  {0,1}, o alfabeto de saída Y  =  {«,/?} e o conjunto de estadosO
X  =  {xj — A, x2 = B , x3 =  C}.
Se xq = B  é o estado inicial, não existe valor de entrada u para o qual partindo- 
se do estado xo =  B , possa se atingir o estado x 2 =  C. Então, diz-se que o estado 
X2 é in a tin g ív e l. Também examinando-se o hipertexto H  são encontrados estados 
não observáveis. Por exemplo, o estado Xi =  A é não observável porque dado o par 
de entrada-saída (u =  l ,y  =  j3) não se sabe se o estado anterior era x\ ou x 2. Isto 
é, a entrada u =  1 no estado xy = A  conduz a saída y — (3, a mesma saída é obtida 
para a entrada u =  1 no estado x2 =  C .
Estes conceitos são importantes no sentido de que, se dois hipertextos são equi­
valentes o usuário não pode fazer distinção entre eles, exceto em detalhes computa­
cionais. Ao se conectar nós de informação, é desejável ter um conjunto mínimo de 
ligações para que todos os estados sejam atingíveis e observáveis.
Capítulo 6 
Ensino de RNA: implementações
“What have I  learned but the proper 
use of several tools ?” 
GARY SNYDER, “What Have I  Learned”
Este capítulo m ostra a implementação de um ambiente de apoio ao Ensino de 
conceitos introdutórios de IA. A temática escolhida é o Ensino de RNA via rede 
de computadores. A modelagem segue os conceitos de hipermídia como Autôm ata 
conforme abordado no Capítulo 5.
6.1 Hipertexto x Ensino de RNA: uma primeira ex­
periência
Dada a importância do estudo das RNA e das aplicações da IA nos mais diversos 
domínios, foi criado por Almeida [8] um tutorial para ensino de conceitos introdutó­
rios sobre as RNA e suas aplicações.
Com a composição do conteúdo inspirada em notas de aulas e trabalhos científicos 
de professores e alunos do PGEEL e CPGCC da UFSC, tal tutorial foi utilizado 
como apoio acadêmico durante 4 anos. Seu ciclo de vida termina aqui quando é 
apresentada uma versão alternativa conforme será mostrado na seção 6.2.
A principal motivação para o desenvolvimento deste tutorial foi oferecer um a 
visão geral sobre as RNA. 0  programa é hipertexto, orientado a objetos, desenvol­
vido em língua portuguesa, com a ferramenta Toolbook para Windows utilizando a 
metáfora do livro eletrônico.
Organizou-se um a rede de relações entre as informações e criou-se os documentos 
que constituíram o conteúdo do hipertexto. Esta técnica de apresentação da infor-
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mação tem um interesse pedagógico importante, na formação contextuai na situação 
de trabalho conforme Pagano [91]. Todavia, a superposição de informação de forma 
não linear, os atrativos visuais, podem causar impactos mais importantes sobre o 
usuário em detrimento do próprio conteúdo. Outra consideração muito comum en­
contrada na literatura é a relacionada a perda do usuário no espaço de informações. 
A Figura 6.1 mostra a tela inicial do programa.
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Figura 6.1: Tela de abertura do programa
0  conteúdo do tutorial para Ensino de RNA aborda conceitos sobre a origem e 
o histórico das RNA, sua inspiração biológica, suas principais características e topo- 
logias, algoritmos de aprendizado e aplicações. Além das referências bibliográficas 
usuais sobre as RNA também foram ressaltadas algumas referências sobre traba­
lhos na área realizados na UFSC. Isto visava a reprodução de uma base de dados 
bibliográfica, de fácil acesso aos estudantes, para estimular a produção de novos 
trabalhos.
Os assuntos foram enfocados de maneira narrativa, com páginas nas quais o 
usuário poderia navegar livremente, mas obedecendo uma estrutura definida pelo 
autor.
Inicialmente dirigido aos alunos do PGEEL, este programa também despertou o 
interesse dos estudantes de CPGCC da UFSC. Por se tratar de um programa acadê­
mico, gratuito, de fácil manuseio, com requisição de poucos recursos computacionais 
e conteúdo abrangente, foi também divulgado entre os estudantes de graduação e 
pós-graduação de outras instituições de ensino superior brasileiras e estrangeiras.
A Figura 6.2 mostra uma tela representando a metáfora da página do livro com 
ligações para outras páginas através de botões icônicos. Neste exemplo, tem-se a 
descrição dos conceitos iniciais da Lei de Hebb [59] e informações complementares 
sobre a pessoa de Donald Hebb.
A versão atual deste programa pode rodar somente em uma única máquina ou
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Figura 6.2: Exemplo de página do livro
em rede local. Nesta parte, apresentou bom desempenho funcional e computacional. 
Quanto aos aspectos pedagógicos, mostrou ser uma boa ferramenta didática apesar 
de seus recursos limitados.
O programa foi atualizado de acordo com as críticas e sugestões solicitadas a seus 
usuários, que se dispuseram a avaliar e colaborar para sua melhoria. Atendendo às 
sugestões obtidas, e observando-se a necessidade de facilitar seu acesso e divulgação, 
este programa serviu de inspiração para a extensão do Ensino de RN A, via Web, 
conforme será abordado na seção 6.2.
6.2 Hipermídia x Ensino de RN A: usando redes de 
computadores
O tutorial de RNA abordado na seção 6.1 motivou o desenvolvimento de um protó­
tipo para ser usado na Internet, com as ferramentas atuais, para ser utilizado co­
mo apoio ao Ensino de RNA. Esta implementação foi denominada de Ambiente 
de Ensino-Aprendizagem de RNA via Rede de Computadores, adotando a filosofia 
Construtivista na sua concepção.
A implementação deste ambiente iniciou-se com a estrutura padrão, incorporan­
do modularização e mecanismos da Programação Orientada a Objetos. A linguagem 
utilizada nesta primeira parte é a HTML e inclui pequenos roteiros em Java. As 
experimentações “on-line” ainda estão em fase de desenvolvimento, pois é sabido 
que é necessário também um estudo sobre quais simulações seriam mais adequadas 
a este ambiente sem comprometer o desempenho.
O conteúdo não pode ser considerado fixo pois dependerá da dinâmica das inte­
rações entre professores e alunos dos cursos que se utilizarem desta ferramenta de
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Ensino. Salientando-se que estes cursos tanto podem praticar o Ensino presencial 
ou não. Assim, não se pode falar que o protótipo esteja pronto ou completo. Os 
testes iniciais parecem satisfatórios mas são limitados do ponto de vista do que po­
derá ser desenvolvido em conjunto com os professores, alunos da UFSC e de outras 
instituições.
Uma faceta interessante deste trabalho é que sua aplicação, em campo, deriva 
da parceria da autora com o Prof. Max Mauro D. Santos, do Curso de Ciência da 
Computação da Universidade do Vale do Rio Doce (UNIVALE), em Governador 
Valadares - M.G. Esta universidade encontra-se a mais de 1.500 km de distância 
da UFSC e este fato comprova que as distâncias geográficas podem ser diminuídas 
quando sé utiliza adequadamente as ferramentas modernas de disseminação do co­
nhecimento. Santos incentiva seus alunos a participarem da construção e utilização 
do programa [11]. Até o momento, seus alunos cooperam para desenvolvimento de 
algumas partes do sistema e ao mesmo tempo constroem o conhecimento juntam en­
te  com outros participantes da UFSC, embora estejam “fisicamente” distantes. A 
m eta, neste caso, é observar as diferenças culturais e regionais dos estudantes na 
utilização de ambientes de Ensino via rede.
Sabe-se que o desenvolvimento deste trabalho cooperativo pode ajudar na me­
lhoria não somente do próprio ambiente, mas esta integração, promove o desenvol­
vimento do país, conforme mencionado no Capítulo 2.
Quanto ao aspecto geral (que é flexível e dependente do contexto) o ambiente 
engloba:
•  uma breve descrição da ferramenta e seu manuseio com uma súmula dos tópicos 
abordados;
•  uma visão completa do material disponível, incluindo módulos tutoriais e mapa 
local mostrando sua estrutura;
•  uma lista de todas as atividades que podem ser executadas e outros recursos 
de aprendizado;
•  informações especializadas da tecnologia usada, ou seja, como manipular o 
ambiente;
•  formulários de contatos, realimentação e avaliação dos estudantes com co­
mentários para facilitar mudanças.
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6.3 Grafo da implementação e estratégias pedagó­
gicas utilizadas
Nesta seção é mostrado o grafo, conforme a Figura 6.4, do protótipo desenvolvido. 
Para a modelagem foram considerados alguns aspectos psico-pedagógicos suportados 
por teorias oriundas da Psicologia. O ambiente desenvolvido é uma extensão mais 
“elaborada” do tutorial de RN A abordado na seção 6.1. Este sistema inclui aspectos 
dinâmicos da multimídia e rede de computadores. Sua formalização é baseada no 
modelo teórico de hipertexto como autômata que foi apresentado no Capítulo 5. 
Além disso, espera-se que esta proposta possa contribuir para o desenvolvimento 
de trabalhos futuros que incorporem técnicas mais sofisticadas de IA no Ensino de 
conceitos da própria disciplina de IA.
A concepção Construtivista deste trabalho estimula a participação dos aprendi­
zes em todo ciclo de vida do programa. Assim, os participantes (alunos e professores) 
podem não somente explorar o ambiente, navegando, efetuando práticas e experi­
mentações, mas tam bém  opinar sobre conteúdo, refinar o programa, escrever códigos 
de simulação, testar e efetuar a manutenção das partes desenvolvidas ou em desen­
volvimento, no local do ambiente em aprendizagem colaborativa. Todavia, isto é 
altam ente dependente da parte presencial, ou seja dependerá da dinâmica de todo o 
processo de Ensino. Pretende-se que este seja um primeiro passo para a construção 
de um Laboratório Virtual para Ensino de IA. Uma linha se abre para trabalhos 
futuros que possam envolver até mesmo RV.
Ao entrar no ambiente um aprendiz, que já  domine bem o assunto, poderá ser 
capaz de, em cerca de 20 a 30 minutos, percorrer todo trajeto (que inicia no nó 
unidade 1 e term ina no nó unidade 8), tipo “espinha dorsal”. Neste tempo ele terá 
um a visão geral do conteúdo abordado não entrando em detalhes e nem fazendo 
experimentações. Para percorrê-lo completamente atingindo todos seus estados, 
calcula-se que ele deverá dispor de cerca de 10 horas em média, caso o assunto seja 
completamente explorado.
O “controle pedagógico” é efetuado por uma seqüência de nós. As funções do 
sistema resultante não são pré-fixadas e podem ser facilmente adaptadas de acordo 
com as necessidades de autoria ou de situações de aprendizagem necessárias. As in­
formações de alto nível tais como perguntas, manipulações de erros, comportamento 
do aprendiz, são ainda objeto de estudo.
A título de simplificação da Figura 6.4 as linhas pontilhadas mostram os arcos 
que ligam-se a outros nós (mostrados na ponta das setas). Os nós que possuem 
a mesma configuração e são funcionalmente iguais também foram omitidos. Por 
exemplo, os nós 2.2 e 4 foram omitidos porque são funcionalmente iguais ao nó 2.
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A descrição do grafo é sumarizada a seguir:
•  nó apresentação - o nó 1 apresenta o ambiente e oferece informações gerais 
sobre a autoria, objetivos, navegação, recursos, endereço. Está ligado ao nó 2 
que possui nó de detalhamento e retorno, a nó de recursos locais Lc e ao nó de 
recursos externos Ne. 0  estado inicial aro =  1. A entrada u\ = “acionar o nó 1” 
conduz como saída t/i que é a apresentação de uma página introdutória sobre 
o ambiente. E. assim, as transições de estado vão ocorrendo de acordo com o 
manuseio do ambiente pelo aprendiz.
A definição dos objetivos e  das unidades são sustentados pelas teorias de apren­
dizagem de Thomdike, Guthrie apud- Hergenhaha [60] e Skinner [112]. Na 
aprendizagem via rede, se o aprendiz não for capaz de identificar claramente 
os objetivos do contéudo abordado pode transferir seus interesses para outro 
local.
•  Mp - nó mapa - oferece um mapa. completo do ambiente. Através do nó mapa 
todos os estados são atingíveis. Este nó é muito importante para evitar que o 
aprendiz se confunda ou se perca no ambiente. Funcionalmente, acessar um nó 
m apa também pode ser comparado ao fato de.“folhear um livro rapidamente 
para ver seu conteúdo do princípio ao fim”.
•  1, ... 8 - nós unidades. Nestes nós são apresentadas as unidades com os assun­
tos diversos sobre as RN A. N a ambiente desenvolvido, tais unidades^ possuem 
ligações a nós de detalhamento, recursos internos e externos, entre outros. Em 
qualquer destes nós o aprendiz podè atingir nó de unidades e nós subtópicos 
através do nó mapa. Os nós de detalhamento não foram colocados no nó mapa 
para reduzir os recursos exigidos e oferecer um certo controle na navegação.
Skinner [112] desenvolveu o aprendizado programado. Estes conceitos foram 
aplicados durante muito tempo em sistemas de instrução programada. Muitos 
pesquisadores em Sistemas de Ensino à Distância Computadorizados afirmam 
que as redes de computadores são ambientes abertos e assíncronos que per­
mitem aos estudantes aprenderem em seu próprio ritmo. Um certo cuidado 
deve ser tomado para que o aprendiz não tenha um ritmo muito lento, ou 
muito acelerado, em relação ao seu grupo de interação. Isto é essencial pois o 
ambiente aqui considerado não é um sistema de ensino totalmente à distância.
•  2.1, ..., 7.8 - nós tópicos e subtópicos. Os nós tópicos são um a extensão dos 
nós unidades. Os nós subtópicos contêm exercícios e ligações para os nós de 
simulação.
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•  A, ... , P - nós de detalhamento de tópicos e subtópicos. Caso o aprendiz 
deseje saber um pouco mais sobre determinado tópico, poderá acessar tais nós 
que contêm informações adicionais ou mesmo ligações para nós externos na 
rede com endereços de asunto relacionados na Web. Por exemplo, um a linha 
de tempo, no nó 2.1, possui ligações que levam aos nós A, ..., P, contendo 
informações sobre pioneiros no estudo das RN A. Por exemplo^ o nó K oferece 
detalhes sobre a pessoa de Marvin Minsky na história da IA. Alguns destes nós 
podem se ligar a nós externos, como no caso de Minsky, para um nó contendo 
seus trabalhos no MIT.
A aplicaçâLo da teoria de Thorndike na educação pressupõe que o aprendizado 
procede do simples ao complexo [60]. Tratando-se de um ambiente que irá  
apoiar o Ensino de RNA em Gursos, constituídos de partes presenciais e não 
presenciais, é importante a  definiçãodo público - alvo, além da apresentação 
de conceitos gerais aos mais complexos que poderão ser incorporados com o 
tempo e a utilização do ambiente.
•  Dt - nó de detalhamento de unidade. O Dt oferece um detalhamento do nó
3. Possui ligação a nós externos da Web. Se o aprendiz quiser saber mais 
informações sobre as características gerais que não são relevantes ao assunto 
principal pode acionar o “mouse” para atingir tal nó e retornar através do nó 
de retorno Re.
Os excessos devem ser evitados. A  teoria de Hull apud Hergenhahn [60] observa 
que a sobrecarga e a fadiga cognitiva podem romper totalmente o processo de 
ensino-aprendizagem. Problemas de ordem tecnológica tais como, dificuldades 
de conexão, complexidade de recursos computacionais, mudanças tecnológicas 
regulares, entre outros, também podem contribuir para desestimular o apren­
diz. Caso ele não encontre um nó externo pode ficar frustrado. Caso hajam  
muitos nós de detalhamento, ele pode se cansar rapidamente.
•  Bb - nó de bibliografia. Os nós de bibliografia oferecem a base bibliográfica 
utilizada nos assuntos abordados. Nota-se no grafo que estes nós estão ligados 
a todos os nós unidades 2 a 8.
•  G1 - nó glossário. Como em um livro, se o aprendiz quiser saber o significado 
de alguma palavra considerada incomum ou própria da linguagem abordada, 
poderá acessar o nó G1 e retornar aos nós 2 a 8.
•  Lc - nó local. Este nó contém recursos da rede interna do INE, isto é, no servi­
dor, onde podem estar arquivos de dados, listas, acesso ao instrutor, horários 
de aulas, trabalhos, programas, páginas locais, entre outros.
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Engajar os aprendizes em grupos de discussões para que possam desenvolver 
estratégias de resolução de problemas tem suas raízes na Teoria de Tolman, 
cujas principais diretrizes podem ser encontradas em Hergenhahn [60]. A 
composição de grupos e listas de discussões nas redes facilitam esta estratégia.
•  Rc - nó recursos. Este nó pode ser ligado a diversos nós, tais como arquivos 
disponíveis (interna ou externamente), nós para listas de discussões, correio 
eletrônico, painel de horários, informações do instrutor, que deverão ser in­
corporados de acordo com as necessidades observadas. No momento, o nó 
recursos liga-se ao nó mapa, ao nó recursos locais e nós externos.
•  Mm - nó memória. O objetivo do nó memória é oferecer um mapeamento 
de nós visitados anteriormente.. Uma opção de utilização deste nó pode ser a 
colocação de marcas (“bookmarks” ) semelhantes aos livros, no qual o aprendiz 
pode deixar o sistema e quando voltar verificar onde estava. Este tipo de nó, 
assim como o nó mapa, é interessante como guia de navegação.
•  Ne - nó externo para a Web. Permite ao aprendiz obter recursos disponíveis na 
Web com ligações para mecanismos de busca, bibliotecas virtuais, repositórios 
de artigos, programas acadêmicos e de domínio público (conectores, utilitários, 
etc.), simuladores, endereços de empresas de programas comerciais e tópicos 
relacionados.
Deve-se evitar a colocação excessiva deste tipo de nó por dois motivos. Primei­
ro, o aprendiz pode dispersar-se para outros endereços da Web ou perder-se no 
espaço de informações. Segundo, alguns locais da rede podem ser ou tornar-se 
(devido a constantes atualizações) incompatíveis com o navegador utilizado, 
então os erros causados podem interferir na navegação do aprendiz.
•  P r - nó prática. O aprendiz pode praticar e testar seus conhecimentos através 
de exercícios (que contém nó erro). A prática envolve também a simulação. 
As práticas mais simples englobam opções a serem selecionadas por questões 
de simplicidade. Por exemplo, uma opção também é colocar no nó 2 ou nó 
Rc arquivos com questões para serem respondidas e enviadas ao instrutor 
individualmente ou através de um nó Fórum que poderá ser incorporado.
Em teorias como de Guthrie, Bandura, Thorndike apud Hergenhahn [60] as 
práticas causam estímulos que provocam o comportamento desejado. Em mo­
delagens comportamentais de instrução programada com fundamentos “Skin- 
nerianos” [112] a prática é utilizada como reforço e condicionamento. Na 
literatura são encontradas várias críticas a estes sistemas ao longo dos anos.
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No caso deste trabalho, observa-se que a abordagem mais adequada é a que 
permite a construção conhecimento através de experiências.
•  Er - nó erro - Serve para verificação de resposta em exercício. Ao estudar 
conceitos no nó 5, se o aprendiz não acionar um nó opção de resposta definido 
no sistema, convencionado como resposta correta será retornado ao nó 5.
Para muitas aplicações das teorias de Thorndike e Bandura apud Hergenhahn
[60] as avaliações regulares e auto-avaliação podem ser meios de verificar se o 
aprendiz absorveu o contéudo. Alguns programas de instrução programada ba­
seados em teorias comportamentais enfatizam a observação do comportamento 
do aprendiz para avaliá-lo, não considerando assim os aspectos psicológicos en­
volvidos no processo. As avaliações em um ambiente via rede de computadores 
devem ser diferentes das práticas convencionais. As práticas avaliativas, nes­
te caso, devem enfatizar mais a participação e a integração do aprendiz ao 
ambiente na rede.
Os estímulos por recompensa ou motivação foram considerados essenciais ao 
processo de aprencjizagem. Teóricos como Bandura apud Hergenhahn [60], 
Skinner [1-1-2] e Hebb [59] consideram estes estímulos sob diferentes pontos de 
vista. Hebb [59] sustenta que as características físicas do ambiente de apren­
dizado são muito importantes. Para qualquer tarefa dada e para qualquer 
estudante existe um nível ótimo de interesse que permitirá um aprendizado 
mais eficiente. Desde que este nível de interesse é controlado primariamente 
por um estímulo externo, o nível de excitação no ambiente de aprendizado de­
terminará como este se efetuará. Se existe bastante estimulação o aprendizado 
será dificultado. E se ao contrário, existir pouca estimulação o aprendizado 
também será dificultado.
Um ponto interessante na teoria de Bandura é a ênfase dada aos processos mo­
tores, processos de atenção, retenção e de motivação dos estudantes. Assim, 
observa-se que, de acordo com esta teoria, filmes, televisão, leitura, transparên­
cias e outras mídias podem ser usadas numa ampla variedade de experiências 
educacionais. Maiores detalhes sobre a Teoria de Bandura podem ser encon­
trados em Hergenhahn [60].
A utilização do Método Lúdico [54] pode ser uma estratégia alternativa, ofere­
cendo estímulos por motivação similares a alguns jogos de computador. Sabe- 
se que gráficos, animações, sons, filmes e outras mídias são formas de apre­
sentação do conteúdo estimulantes. Todavia, sabe-se que outras formas de 
estímulos devem ser considerados ao longo do processo, principalmente a coo­
peração entre os atores envolvidos no ensino-aprendizagem.
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•  Re - nó retorno simples. O aprendiz retorna ao nó anterior. Não possui 
memória. São geralmente feitos com ligações do botão de “voltar” ou com o 
próprio navegador. Sendo que este último parece ser mais interessante pois 
reduz os recursos computacionais oferecidos pela “cache” do navegador.
•  Rm - nó retorno com memória. Armazena, os caminhos percorridos e as ações 
executadas pelo aprendiz. Este tipo de nó oferece uma vantagem em relação 
ao nó de retorno simples pelo fato de que pode agir como um “marcador de 
passos”. Pode ser implementado com rotinas em Java mas em alguns sistemas 
é possível haver problemas com memória e o programa trave a máquina. Isto 
é muito comum em sistemas denominados “webmails’ [22].
•  Sm - nó simulações. O aprendiz desenvolve simulações, após atingir o nó Pr 
ou ir diretamente do nó 6.1, que aborda os principais algoritmos de apren­
dizado das RNA. As simulações disponíveis no momento são executadas por 
programas obtidos em nós Ne, com códigos já  testados em diversas máquinas.
As experimentações remotas, desenvolvidas com facilidade em linguagens de 
roteiros que utilizem a metáfora cliente - servidor, oferecem amplas possibi­
lidades na criação de ambientes exploratórios com simulações quantitativas e 
qualitativas. As simulações podem ser feitas localmente ou remotamente. O 
aprendiz pode acessar o nó Rc e obter simuladores que podem ser rodados 
localmente em horário que lhe convier, ou então pode executá-las “on-line”.
Um exemplo de nó simulação conduz o aprendiz a desenvolver simulações em 
Java com Rede de Kohonen, conforme mostrado na Figura 6.3. Neste caso, 
um a Rede de Kohonen executa o mapeamento de determinados pontos (valores 
de entrada da rede) no espaço tridimensional no menor percurso sem cruzar 
duas vezes o mesmo ponto. Este problema é similar ao clássico problema do 
Caixeiro viajante (“Travelling Salesman Problem”) (vide Barreto [17]) no qual 
deve ser encontrado o menor percurso entre um certo número de cidades, sem 
que se passe duas vezes pela mesma cidade.
Esta aplicação é baseada no trabalho de Frõlich [51] que desenvolveu classes 
em Java para componentes comuns de redes neurais e disponibilizou-as para 
uso geral. As classes utilizadas são: número de neurônios (diferentes camadas 
de neurônios que podem ser conectadas) e matriz de pesos entre duas camadas 
de neurônios.
O aprendiz executa esta experimentação em cerca de dois minutos. Uma pri­
meira análise sobre este sistema demonstrou ser satisfatória para os propósitos 
didáticos.
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Outras implementações estão sendo elaboradas para serem colocadas no am­
biente considerando fatores como simplicidade e o tempo de execução. Uma 
simulação qué seja lenta pode desestimular os estudantes e ser economicamente 
inviável.
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Figura 6.3: Exemplo de simulação na Web: Mapa de Kohonen segundo Frölich [51]
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Figura 6.4: Grafo do protótipo implementado
Capítulo 7 
Conclusões
“... Let an ultraintelligent machine be defined 
as a machine that can far surpass 
all the intelectual activities of any 
man however clever... 
Thus the first ultraintelligent machine 
is the last invention that man ever make, 
provided that the machine is docile enough 
to tell us how to keep it under control... ” 
JOHN IRVING GOOD - 1965
Hoje, o Ensino usando as tecnologias da informação participa no desenvolvi­
mento de pessoas e, portanto, das nações. Todavia, devem ser consideradas suas 
implicações, limitações, possibilidades e especificidades.
O impacto do computador no Ensino e na Sociedade é iminente. É sabido que nos 
últimos dez anos, o computador cada vez mais se toma parte integrante do dia a dia 
dos brasileiros. Mais e mais dispositivos “computadorizados” surgem diariamente. 
E só lembrar como eram certos aparelhos, veículos, telefones e até mesmo o próprio 
computador. Mas uma pergunta se faz: como eram as Escolas? Como eram os 
métodos de Ensino? Eles mudaram diante de tanta novidade?
Estas mudanças tecnológicas conduzem a adoção do “aprender a aprender” num 
contexto global. Outro conceito surge na vida diária: a inteligência, que embora 
seja difícil de definir está sendo divulgada por toda parte. São anunciados carros 
inteligentes, rodovias inteligentes, controladores inteligentes, aparelhos de ax condi­
cionado inteligente, fornos de microondas inteligentes, e assim por diante, até um 
comercial de cosmético na TV faz alusão a uma proteína inteligente (que age sele­
tivamente na pele). Enfim tudo parece poder ser inteligente. A inteligência parece
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ter sido banalizada, ou então o conceito que se tem feito dela...
Aprender, atividade inteligente: e se esta inteligência for parcialmente artificial?
Esta é a questão exposta no título deste trabalho, não querendo simplificar o 
conceito de inteligência humana ou exaltar o conceito da inteligência de dispositivos 
não humanos. Apenas observando, na ótica da Ciência da Computação, que é 
possível agregar a inteligência humana e a inteligência de máquina no processo de 
Ensino-aprendizagem de humanos. Sem antropocentrismos e fobias tecnológicas mas 
considerando o que foi exposto anteriormente e observando os seguintes pontos;
•  0  computador até o momento é a ferramenta mais poderosa que o homem já  
inventou e pode apoiar na ampliação de suas capacidades intelectuais;
•  A IA é um a espécie de desejo de se reproduzir tarefas que diriam ser inteligentes 
se fossem desenvolvidas por seres naturais, porém não é possível fazer uma 
transição abrupta na consideração de coisas inteligentes e não inteligentes.,.
•  A IA é um  campo de estudo que esforça-se paxa explicar e emular o compor­
tamento inteligente em termos de processos computacionais.
O mercado de trabalho atual está constantemente exigindo que seus profissio­
nais não possuam somente a habilidade de memorizar fatos, mas também que te­
nham habilidade para aprender novos métodos e novas aptidões. 0  computador 
age como modificador de uma cultura e o Ensino proporcionado é dependente da 
modificação desta cultura. O grande aumento das necessidades educacionais na So­
ciedade contemporânea e a redução dos custos dos sistemas computacionais e das 
telecomunicações pode permitir o intercâmbio do conhecimento dentro dos centros 
de excelecência, predominantemente costeiros, para a parte interior do Brasil.
Além das implementações ditas “clássicas” do computador no Ensino, tem-se 
atualmente as realizações de aprendizado na Internet via redes de computadores. 
A Internet oferece um ambiente de informação compartilhada com potencial para 
sistemas educacionais de diversos níveis de instrução. Também dentre suas inúmeras 
aplicações gerais, a IA tem-se mostrado uma poderosa ferramenta de Ensino. Por 
quê não ensiná-la utilizando suas próprias técnicas? E mais, por quê não ensiná-la 
utilizando a Internet que revolucionou a comunicação humana?
A utilização do ensino via computador com abordagens da IA pode ser um a for­
m a de diversificar os instrumentos de apoio do ambiente e atendendo às necessidades 
pedagógicas e tecnológicas em questão. Um ponto central de sistemas de ensino con­
siderados inteligentes para suporte ao aprendizado é sua adaptação às experiências 
requisitadas pelos estudantes. Vários paradigmas educacionais são atualmente in­
terpretados para desenvolver elementos formais de sistemas baseados em raciocínio 
e decisão.
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Os estudos sobre as teorias da aprendizagem são altamente relevantes para o 
desenvolvimento de sistemas de apoio educacional. Embora a tecnologia seja parte 
integrante da Informática Educativa, qualquer programa educacional que pretenda 
êxito, deverá enfocar as necessidades pedagógicas, sobrepostas à própria tecnologia. 
E tam bém  essencial considerar os fatores culturais e sócio-econômicos, interesses 
e experiências, níveis educacionais e familiaridade com os instrumentos utilizados 
pelos aprendizes.
Estas filosofias educacionais são geralmente interpretadas para oferecer os ele­
mentos formais de projetos de sistemas inteligentes. Um dos princípios dessa for­
malização é que as experiências educacionais promovidas por estes sistemas devem 
adaptar-se ao aprendiz em cada momento. Como resultado, muitos planejamentos 
instrucionais são concebidos com mecanismos computacionais que desenvolvem es­
tas adaptações. Nestes sistemas, baseados mais em objetivos do que na natureza do 
conhecimento e seu significado, geralmente envolvem o segmento de uma seqüência 
de passos para gerarem as ações de adaptação. Em contraste com estes sistemas a 
abordagem Construtivista, que foi considerada no desenvolvimento deste trabalho, 
para a aprendizagem supõe que o conhecimento não pode ser objetivamente definidoO
mas construído individualmente pelos aprendizes através de mundos experimentais.
A hipermídia permite relacionar os assuntos de muitas maneiras, onde os apren­
dizes tam bém  podem visualizar suas experiências. Existem numerosos problemas 
nestes sistemas, que, todavia, tem sido reduzidos. Um modelo teórico de hipermídia 
baseado na teoria de autôm ata inclui aspectos dinâmicos nestes sistemas e ampliam 
suas capacidades facilitando a criação de um ambiente exploratório onde o aprendiz 
pode construir seu conhecimento.
As idéias e metodologias da modelagem, da simulação e da IA tem sido com­
binadas a fim de que o computador possa ser uma ferramenta avançada para a 
modelagem dos sistemas físicos e do raciocínio que se tem sobre eles. Historicamen­
te, a IA e simulação desenvolveram-se em linhas diferentes, mas pesquisas recentes 
têm combinado estas abordagens em uma variedade de áreas. Uma área bastan­
te promissora é a utilização de simulação qualitativa para o Ensino utilizando IA. 
A simulação qualitativa está relacionada com declarações qualitativas que se faz a 
respeito da dinâmica de um sistema. Ela fornece uma descrição simbólica a respei­
to deste sistema, de uma maneira mais natural. Na IA existem diversos trabalhos 
que comprovam que em muitos casos a simulação qualitativa é superior a simulação 
quantitativa. Do ponto de vista da modelagem ela oferece a possibilidade de se saber 
algo^a respeito do sistema antes dos valores quantitativos serem medidos ou esti­
mados, ou quando o modelo é complexo demais para possuir uma solução analítica. 
Pode-se dizer que as simulações qualitativas e quantitativas são complementares. A
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escolha de qual abordagem utilizar dependerá do domínio a ser estudado.
Este trabalho discutiu sobre os requisitos necessários para o projeto de um  am­
biente de Ensino via rede de computadores (Internet). Foi mostrado que os aspectos 
construtivos deste ambiente necessitam incorporar características pedagógicas mais 
adequadas. Através de um modelo teórico de hipermídia como autômata, conceitos 
pertinentes à IA, as possibilidades pedagógicas aumentam. O que pareceu ser um 
bom começo é o estudo da própria IA e suas possibilidadesr a fim de que desenvol­
vimentos futuros de um  Laboratório Virtual para Ensino de IA incorporem além 
dos aspectos psico-pedagógicos e dinâmicos de um sistema hipermídia em rede de 
computadores como autômata, as interações e técnicas de IA com simulações qua­
litativas. Para isso, a  temática escolhida foi o Ensino das RNA. Então chega-se a 
conclusão que a atividade inteligente no Ensino pode sim, ser parcialmente artificial.
No âmbito do Ensino de RNA via Web, não foi encontrado, até o momento, 
nenhum relato de trabalho similar, em nenhuma instituição de Ensino brasileira. 
Além disso, a aplicação em campo na UNIVALE, observando as diferenças regionais 
entre os estudantes* parece favorecer o que se chama de “difusão do conhecimento” 
que está sendo irradiado pela UFSC, uma das melhores universidades do Brasil. ÉO
uma experiência inovadora para o CPGGC, isto significa que a contribuição deste 
trabalho é relevante não só em termos tecnológicos mas também em termos sociais.
Glossário
“links”: vínculos, conexões. Nas páginas da Web, um vínculo (“link”) de hipertexto, 
um botão ou trecho destacado do texto que, ao ser selecionado, remete o leitor 
a  um a outra página.
“o n -line”: 1.Conectado na rede em um dado momento; 2. Disponível para solici­
tações de rede; 3. Termo que designa uma pessoa que está participando de um 
bate-papo (“chat”).
“s ite ”: Um local na Internet que permite algum tipo de acesso remoto, ta l como 
FTP, Telnet, etc.
“W ebm ails”: Serviço no qual o usuário acessa contas de correio eletrônico em en­
dereço com o próprio navegador em um endereço na Web.
A g en te : um programa de área de trabalho ou de rede que desenvolve uma série de 
tarefas sem intervenção humana.
C ib e rn é tic a : Termo criado por Wiener [127], derivado da palavra grega Kuberne- 
tes, que significa “piloto”, “timoneiro” ou “governador”. A Cibernética envolve 
teoria da informação, desenvolvimento de computadores, autômatos e teorias 
de métodos científicos para o estudo da comunicação, controle e tratam ento 
das informações.
C o n ec tiv id ad e : 0  termo geralmente refere-se às redes de comunicação ou a comu­
nicação entre terminais.
F T P : “File Transfer Protocol”. É o protocolo de transferência de arquivos da In­
ternet. Um exemplo é o protocolo TC P/IP  para transferência de arquivos da 
Internet, entre quaisquer plataformas.
G U I: Um ambiente ou sistema operacional que mostra na tela do computador re­
presentações gráficas como ícones, símbolos, janelas de opções ou escolha, etc.
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In te rface  ergonôm ica: Procedimentos, códigos e protocolos que habilitam uma 
melhor interação homem-máquina. De modo simplista, a Ergonomia é a ciên­
cia que estuda as técnicas para melhoria da interação homem-máquina.
Jav a : Originada do navegador de WWW da Sun Mycrosystems que pode executar 
pequenos programas diretamente das páginas Web, escrita em linguagem Java.
L O G O : E um a linguagem de programação, interpretada, que favorece a aprendi­
zagem por exploração e descoberta. Foi concebida por Papert [94].
M ecan ism o  d e  busca: Termo que designa programas, interfaces ou ferramentas 
que facilitam o processo de busca de informações específicas em um banco 
de dados, documento ou outra fonte, geralmente através da especificação de 
palavras-chave a serem encontradas.
M enu: Uma lista de opções disponíveis a um usuário. As opções podem geralmente 
ser escolhidas com a ajuda do “mouse” ou outro dispositivo de indicação ou 
mesmo através de digitação do número do item desejado.
O
R ea lid ad e  V ir tu a l: Uma realidade artificial que projeta o usuário dentro de um 
espaço tridimensional gerado pelo computador.
S e rv id o r ou  “se rv é r”: Um aplicativo de rede ou computador que fornece infor­
mações ou outros recursos a aplicativos clientes que se conectam a ele. Em 
redes convencionais o termo servidor geralmente se refere a um computador; 
no caso de aplicativos cliente-servidor da Internet, normalmente se refere a um 
programa. Muitos recursos da Internet são fornecidos por servidores: servido­
res de arquivos (“file servers”), de correio (“e-mail”), Web, FTP, etc.)
U R L : “Uniform Resource Locator” - Padronização de endereço localizado na Inter­
net.
V ir tu a l: Dito de algo que existe somente em “software”, não fisicamente.
V R M L : É uma linguagem de programação padrão, desenvolvida pela Silicon Gra­
phics Inc., para simplificar a representação de objetos tridimensionais na In­
ternet.
W eb brow ser: Programa que acessa e recebe informações na WWW. Ex: Netsca­
pe.
Apêndice A 
Endereços relacionados na Web
Agentes
•  “Agents Project”:
http  : /  j www.pcug.org.au/~kauer/projectf m ain.htm
•  “The Agent Society”: http : / f www.agent.org
•  “MIT Media Lab’s Software Agents Group”:
http : / /agen ts.www.media.m it.edu/groups/agents
•  “Agent Specification”:
h ttp : I jdrogo.cselt.stet.it/fip a /sp ec /httoc.htm
•  “Intelligent Agents”:
http : j  j www.doc.mm u.ac.uk/ST A F F jm ike/ker95 jker95  — htm l.h tm l
•  “Foundation for Intelligent Physical Agents (FIPA)”: 
http : / /d rogo.cselt.stet.it/fip a
•  “Generic framework for developing agents in Java”: 
http : / f www.opengroup.org/RI/java/m oa
•  “University of Michigan’s Distributed Intelligent Agents Group”: 
http : f  fai.eecs.umich.edu/diag/homepage.html
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Educação a Distância
•  “Noções de Educação a Distância”:
h t tp : l l www.ibase.org.br/~inedlivonio.html
•  “The Evolution of Distance Learning”:
http  : //sq zm lA .u s t.h k /distance/ evolution — distance — learning.htm l
•  “Institute for Distance Education”:
http  : w w w .dev.um uc.edu/ide/m od/m enu.htm l
•  “Issues in Distance Learning”:
http  : / /  www .cudenver.edu/public/ education/edschool/issues.html
Ensino na Web
•  “The World Lecture Hall”: http : / / www.utexas.edu/world/lecture
•  “Computer-Supported Intentional Learning Environments:” 
http : //csile.oise.on.ca/dem o.htm l
•  “LearningSpace”: http : / / w w w.lotus.com /hom e/nsf/tabs/learnspace
•  “Study Web”:http : / f www.studyweb.com
•  “Using a Web site to facilitate the learning process: a college professor’s expe­
rience:”
http : / /leahi.kcc.hawaii.edu/org/tcc_conf97/p res/gravelle.html
•  “Adapting teaching strategies in intelligent tutoring systems”: 
http : //advelearn.lrdc.pitt.edu/its — arc/papers/ woods .html
• “AulaNet”: h ttp : / /au lanet.les.in f.puc—rio.br/aulanet/
•  “Curso de Filtragem Digital de Sinais Biomédicos”: 
http  : / / w w w .in f.u fsc .brjm a fa / fdsb.htm l
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Inteligência Artificial
•  “Intro to AF’: http  : / / tqd.advanced.org/2705/
•  “AI - Education”: h t t p : f  f  www.cis.temple.edufuga i/  ugai95.html
•  “AI Virtual Library”: http : f  f www.cs.reading.ac.ukf peoplefdw cfai.h tm l
•  “AI Programming”:
http : / / www.am azon.com /exec/obidos / 1S  B  N  =  0898596092/6276—3025864— 
072092
•  “Java and AF:
http : f f  www. cyberus.ca/~rehan/ Java A I  .html
•  “AI Java Applets”:
http  : / / ww w.cis.tem ple.edu/ugai/ javadem os.htm l
•  “Artificial Life”: 0
http : / / m itpress.m it.edu /journal — hom e.tcllissn  =  10645462
•  “Laboratório de Sistemas de Conhecimento - CPGCC”: 
http : / / w w w .lsc.in f.u fsc .br
•  AI History
http : / l www.cs.pHt.edu/~peterson/html/ bbhist.html
Realidade Virtual
•  “A conceptual basis for educational applications of virtual reality”:
http : / / www.hitl.Washington.edu/ projects/ education/ w inn / w inn—i?—93— 
9.txt
•  “Virtual Environments Technology Lab”: http : / / www.vetl.uh.edu/
•  “SEG Virtual Museum”: http : seg.org/m u seu m /V M
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