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Abstract
The bandwidthB(G) of a graphG is the minimum of the quantity max{|f (u)−f (v)| : uv ∈ E(G)} taken over all injective integer
numberings f of G. The corona of two graphs G and H, written as G ◦H , is the graph obtained by taking one copy of G and |V (G)|
copies of H, and then joining the ith vertex of G to every vertex in the ith copy of H. In this paper, we investigate the bandwidth of the
corona of two graphs. For a graphG, we denote the connectivity ofG by (G). LetG be a graph on n vertices withB(G)=(G)=k2
and let H be a graph of order m. Let c, p and q be three integers satisfying 1ck − 1 and n − 1 = pk + q (1qk). We deﬁne
hi = (2k − 1)m+ (k − i)((2k − 1)m/i+ 1)+ 1 for i = 1, 2, . . . , k and b=max{(n(m+ 1)− qm− 1)/(p+ 2), (n(m+ 1)+
k − q − 1)/(p + 3)}. Then, among other results, we prove that
B(G ◦ H) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
k(m + 1) if nk(2k − 1)m + k + 1(=h1 + 1) and mk − 1,
k(m + 1) − c if hc+1 + 1nhc and mk − 1,
b if n(2k − 1)m + 1(=hk) and m2,
k if n2k and m = 1.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider ﬁnite undirected graphs without loops or multiple edges. Let G be a graph with vertex set V (G) and
edge set E(G). For two vertices u, v ∈ V (G), let dG(u, v) denote the distance between u and v in G, and let D(G)
denote the diameter of G. We write (G) for the connectivity of a graph G. We denote the path, the cycle and the
complete graph on n vertices by Pn, Cn and Kn, respectively. Let Km,n denote the complete bipartite graph. We denote
the kth power of a graph G by Gk .
Let G be a graph on n vertices. A one-to-one mapping f : V (G) → Z is called a numbering of G, where Z stands
for the set of all integers. If f (V (G)) = {1, 2, . . . , n}, then f is called a proper numbering of G. The bandwidth of a
numbering f of G, denoted by Bf (G), is the maximum difference between f (u) and f (v) when uv runs over all edges
of G, namely,
Bf (G) = max{|f (u) − f (v)| : uv ∈ E(G)}.
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The bandwidth of G is deﬁned to be the minimum of Bf (G) over all numberings f of G, and is denoted as B(G), i.e.,
B(G) = min{Bf (G) : f is a numbering of G}.
For instance, B(P kn )= k (nk + 1), B(Ckn)= 2k (n2k + 1), B(Kn)= n− 1 and B(Km,n)= m/2 + n− 1 where
mn (see [1,3,6]). A numbering f of G is called a bandwidth numbering of G when Bf (G) = B(G). We remark that
the bandwidth of a graph G is achieved by a proper numbering of G. The following propositions are useful in proofs.
Proposition 1 (Chinn et al. [1]). Let G be a graph and let f be a numbering of G. Then
Bf (G)dG(u, v) |f (u) − f (v)| for u, v ∈ V (G).
Proposition 2 (Chinn et al. [1]). For a connected graph G,
B(G)




The bandwidth problem for graphs arises from sparse matrix computation, coding theory and circuit layout of VLSI
designs. Papadimitriou [7] proved that the problem of determining the bandwidth of a graph is NP-complete, and Garey
et al. [4] showed that it remains NP-complete even if graphs are restricted to trees with maximum degree 3. Many
studies have been done towards ﬁnding the bandwidth of speciﬁc classes of graphs (see [1,3,6]). In this paper, we
investigate the bandwidth of the corona of two graphs.
The corona of two graphs G and H, written asG◦H , is the graph whose vertex set is V (G)∪⋃x∈V (G)V (Hx), where
Hx is a copy of H for x ∈ V (G), and edge set is E(G) ∪⋃x∈V (G)E(Hx) ∪ {xy : x ∈ V (G), y ∈ V (Hx)}. Note that
the corona is not commutative. Moreover, we remark that, by Proposition 2, for a connected graph G with |V (G)|2,
B(G ◦ H)








The following upper bound for the bandwidth of the corona of two graphs is known.
Proposition 3 (Chinn et al. [1]). For any two graphs G and H,
B(G ◦ H)B(G)(|V (H)| + 1).
There are some results on the bandwidth of the corona of certain graphs.
Proposition 4 (Chinn et al. [2]). Let G and H be two graphs on n and m vertices, respectively:
(i) B(Kn ◦ H) = (n(m + 1) − 1)/3 for n3 and m2.
(ii) B(Pn ◦ H) = max{(n(m + 1) − 1)/(n + 1), B(H) + 1}.
(iii) B(Cn ◦ mK1) = 2(m + 1) if n6m + 3.
(iv) B(K1,n−1 ◦ K1) = (2n − 1)/4.
(v) B(G ◦ K1) max{n/2, B(G)}. Moreover, if B(G)n/2, then B(G ◦ K1) = B(G).
We study the bandwidth of the corona of two graphs, and get the following theorems.
Theorem 1. Let G be a k-connected graph on n vertices and let H be a graph of order m. Let c be an integer with
1ck. If n(2k − 1)m + (k − c)((2k − 1)m/c + 1) + 2 and mk − 1, then
B(G ◦ H)k(m + 1) − c + 1.
Theorem 2. Let G be a graph on n vertices with B(G) = k2 and let H be a graph of order m. Let c be an integer
satisfying 1ck − 1. If n(2k − 1)m + (k − c)((2k − 1)m/c + 1) + 1 and mk − 1, then
B(G ◦ H)k(m + 1) − c.
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Theorem 3. Let G be a k-connected graph on n vertices and let H be a graph of order m. Let p and q be two integers
with n − 1 = pk + q (1qk). If m2, then
B(G ◦ H) max
{⌈









Theorem 4. Let G be a graph on n vertices with B(G) = k2 and let H be a graph of order m. Let p and q be two
integers satisfying n − 1 = pk + q (1qk). If n(2k − 1)m + 1 and m2, then
B(G ◦ H) max
{⌈









From Theorems 1–4 and Propositions 3 and 4(v), we obtain the following theorem.
Theorem 5. Let G be a graph on n vertices with B(G) = (G) = k2 and let H be a graph of order m. Let c, p and
q be three integers satisfying 1ck − 1 and n− 1=pk + q (1qk).We deﬁne hi = (2k − 1)m+ (k − i)((2k −
1)m/i+1)+1 for i =1, 2, . . . , k and b=max{(n(m+1)−qm−1)/(p+2), (n(m+1)+ k−q −1)/(p+3)}.
Then
B(G ◦ H) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
k(m + 1) if nk(2k − 1)m + k + 1(=h1 + 1) and mk − 1,
k(m + 1) − c if hc+1 + 1nhc and mk − 1,
b if n(2k − 1)m + 1(=hk) and m2,
k if n2k and m = 1.
Remark 1. Let G be a graph on n vertices. Then B(G) = min{k : G ⊆ P kn } (see [1,3]). Therefore, B(G) = (G) = k
if and only if G ⊆ P kn and (G)= k. For instance, B(P kn )= (P kn )= k (nk + 1), B(Ckn)= (Ckn)= 2k (n2k + 1)
and B(Kk × Pn) = (Kk × Pn) = k (n2), where G × H is the cartesian product of two graphs G and H (see [5]).
Moreover, we have the following.
Proposition 5. For any graph G, there are inﬁnitely many graphs H such that H contains G as an induced subgraph
and B(H) = (H).
Proof. Let n = |V (G)| and let m be a positive integer. Let G1,Gm+2 be two copies of Kn and let G2,G3, . . . ,Gm+1
be m copies of G. Write V (Gi) = {xi,1, xi,2, . . . , xi,n}. We deﬁne a graph Hm as follows:












{xi,j xi+1,l : l = 1, 2, . . . , j}.
Fig. 1 illustrates a graph H3 when G=K4. We can verify that |V (Hm)| = (m+ 2)n+ 1, (Hm)= n and Hm contains
G as an induced subgraph. Consider a proper numbering f of Hm such that f (x0) = 1 and f (xi,j ) = (i − 1)n + j + 1
for i = 1, 2, . . . , m + 2 and j = 1, 2, . . . , n (see Fig. 1). Then we obtain n = (Hm)B(Hm)Bf (Hm) = n and it
follows that B(Hm) = (Hm) = n. 
By setting k = 2 in Theorem 5, we have the following corollary.
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Fig. 1.
Corollary 1. Let G be a graph on n vertices with B(G) = (G) = 2 and let H be a graph of order m. Then
B(G ◦ H) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
2(m + 1) if n6m + 3,⌈
2(n − 1)(m + 1)
n + 2
⌉
if 4n6m + 2 and n is even,
⌈
2n(m + 1) − 2
n + 3
⌉
if 3n6m + 1 and n is odd.
Remark 2. Chinn et al. [2] claimed that B(Cn ◦mK1)=(n(m+ 1)− 1)/(n/2+ 2) if n6m+ 2. However, their
proof was incorrect.
This paper consists of ﬁve sections. In Sections 2, 3, 4 and 5, we prove Theorems 1, 2, 3 and 4, respectively.
2. Proof of Theorem 1
Let G be a graph and let v be a vertex of G. Let NG(v) denote the neighborhood of v in G. Let N(i)G (v) denote







G (v). We denote the eccentricity of v in G by eG(v), i.e., eG(v)= max{dG(v, u) : u ∈ V (G)}. For
a subset S of V (G), let G[S] denote the graph induced by S in G. The neighborhood NG(S) of a subset S of V (G) is
the set of all vertices v ∈ V (G) − S such that v is adjacent to at least one vertex in S. A fan consists of k + 1 vertices
v0, v1, v2, . . . , vk and k vertex-disjoint (except at v0) paths from v0 to v1, v2, . . . , vk . We call the vertex v0 the center
of the fan. Let F(k, r) be the fan where all k paths have length r. First, we show the following lemma.
Lemma 1. Let H be a graph onm vertices. Let k, c, r and  be four integers satisfying 1ck and r=(2k−1)m/c=
((2k−1)m−)/c (0c−1).We deﬁne a graphF ′ with vertex setV (F(k, r)◦H)∪{v′1, v′2, . . . , v′k−c++1} and with
edge setE(F(k, r)◦H)∪⋃k−c++1i=1 {viv′i} (see Fig. 2). Let f be a proper numbering of F ′ such that f−1(1) ∈ V (Hv0),
where v0 is the center of F(k, r). If mk − 1, then Bf (F ′)k(m + 1) − c + 1.
Proof. By way of contradiction, we assume that Bf (F ′)k(m + 1) − c. Let n = |V (F ′)| = (kr + 1)(m + 1) +
k − c +  + 1 and let xi = f−1(i) for i = 1, 2, . . . , n. Note that 1k − c + 1k − c +  + 1k, x1 ∈ V (Hv0) and
eF ′(x1)=r+2. Let Y ={xn−km, xn−km+1, . . . , xn}.We remark that |Y |=n−(n−km)+1=km+1. FromProposition 1,
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Fig. 2.
for all y ∈ Y ,
dF ′(x1, y)
|f (x1) − f (y)|
Bf (F ′)
 n − km − 1
k(m + 1) − c
= ((kr + 1)(m + 1) + k − c +  + 1) − km − 1
k(m + 1) − c
= r + cr + m + k − c +  − km + 1
k(m + 1) − c
= r + ((2k − 1)m − ) + m + k − c +  − km + 1
k(m + 1) − c
= r + k(m + 1) − c + 1
k(m + 1) − c = r + 1 +
1
k(m + 1) − c .
Hence by eF ′(x1) = r + 2, we have
dF ′(x1, y) = r + 2 for all y ∈ Y . (2.1)
Let ui be the adjacent vertex of v0 on the (v0, vi)-path in F(k, r), and let Pi be the (ui, vi)-path in F(k, r) for
i = 1, 2, . . . , k. Let Qi =F ′[V (Pi)∪⋃u∈V (Pi)V (Hu)∪{v′i}] for i = 1, 2, . . . , k− c+ + 1, and let Qj =F ′[V (Pj )∪⋃
v∈V (Pj )V (Hv)] for j = k − c +  + 2, . . . , k. Note that from (2.1) and |V (Qi) ∩ V (r+2)F ′ (x1)|m + 1, we obtain|V (Qi) ∩ Y |m + 1 for i = 1, 2, . . . , k. Therefore, if V (Qj ) ∩ Y = ∅ for some j, then
km + 1 = |Y | =
k∑
i=1
|V (Qi) ∩ Y |(k − 1)(m + 1) = km + (k − 1) − mkm
since mk − 1. From this contradiction, we may assume that
V (Qi) ∩ Y = ∅ for i = 1, 2, . . . , k. (2.2)
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Let Z = {x1, x2, . . . , xkm+1}. By Proposition 1, for all y ∈ Y and z ∈ Z,
dF ′(y, z)
|f (y) − f (z)|
Bf (F ′)
 n − km − (km + 1)
k(m + 1) − c = r +
k − c + 1
k(m + 1) − c > r
since (n − km − 1)/(k(m + 1) − c) = r + 1 + 1/(k(m + 1) − c) and kc. Hence, we obtain dF ′(y, z)r + 1 for
all y ∈ Y and z ∈ Z. Moreover, by (2.1) and (2.2), we have (V (Qi) ∩ Z) ⊆ V (Hui ) for i = 1, 2, . . . , k. Furthermore,
from Proposition 1, for all z ∈ Z,
dF ′(xn, z)
|f (xn) − f (z)|
Bf (F ′)
 n − (km + 1)
k(m + 1) − c = r + 1 +
1
k(m + 1) − c .
Therefore, we get dF ′(xn, z)r + 2 for all z ∈ Z. Suppose that xn ∈ V (Qj ) (j ∈ {1, 2, . . . , k}). Then, we obtain
V (Qj ) ∩ Z = ∅ and v0 /∈Z. Thus, we have
km + 1 = |Z| = |V (Hv0) ∩ Z| +
∑
i =j
|V (Qi) ∩ Z|
 |V (Hv0)| +
∑
i =j
|V (Hui )| = m + (k − 1)m = km.
This contradiction completes the proof of Lemma 1. 
We are now ready to prove Theorem 1. Let  = G ◦ H . Note that |V ()| = n(m + 1). Let f be a proper bandwidth
numbering of and let xi=f−1(i) for i=1, 2, . . . , n(m+1). Let r and  be two integers satisfying r=(2k−1)m/c=
((2k−1)m− )/c (0c−1). We remark that n(2k−1)m+ (k−c)((2k−1)m/c+1)+2=kr+k−c+ +2.
Claim 2.1. If |N(r+2) (x1)|(kr + 2)(m + 1) + k − c + , then B()k(m + 1) − c + 1.
Proof. Because |N(r+2) (x1)|(kr +2)(m+1)+ k− c+ , there exists a vertex y ∈ V () such that d(x1, y)r +2
and f (y)(kr + 2)(m + 1) + k − c + . Therefore, by Proposition 1,
B() |f (x1) − f (y)|
d(x1, y)
 (kr + 2)(m + 1) + k − c +  − 1
r + 2
= k(m + 1) − c + m − k + c + 1
r + 2 k(m + 1) − c +
1
r + 2
since mk − 1 and c1. Hence, we get B()k(m + 1) − c + 1. 
Claim 2.2. If either e(x1)r + 2 or x1 ∈ V (G), then B()k(m + 1) − c + 1.
Proof. If e(x1)r + 2, then |N(r+2) (x1)| = n(m+ 1)(kr + k − c+ + 2)(m+ 1)> (kr + 2)(m+ 1)+ k − c+ ,
since nkr + k − c + + 2. Hence, by Claim 2.1, we may assume that e(x1)r + 3. Moreover if x1 ∈ V (G), then
|N(r+2) (x1)|(k(r+1)+1)(m+1)+1=(kr+2)(m+1)+(k−1)(m+1)+1(kr+2)(m+1)+(k−c+)(m+1)+1,
since G is k-connected and e(x1)r + 3. Therefore, by Claim 2.1, we get B()k(m + 1) − c + 1. 
By Claim 2.2, we may assume that e(x1)r + 3 and x1 /∈V (G). Let Xi = {y ∈ V (G) : d(x1, y) = i} for
i = 1, 2, . . . , e(x1) − 1. We remark that |X1| = 1 and |Xi |k for i = 2, 3, . . . , e(x1) − 2, since x1 /∈V (G) and G
is k-connected. If e(x1) = r + 3 and |Xr+2|k − c + , then we have |N(r+2) (x1)| = n(m + 1) − |Xr+2|m(kr +
k − c + + 2)(m + 1) − (k − c + )m = (kr + 2)(m + 1) + k − c + . Therefore, by Claim 2.1, we may assume that
either e(x1)r + 4 or |Xr+2|k − c +  + 1, and hence we get
|Xr+2| min{k, k − c +  + 1} = k − c +  + 1 (2.3)
since G is a k-connected graph and 0c − 1. Furthermore, if |Xj |k + 1 for some j ∈ {2, 3, . . . , r + 1}, then
we obtain |N(r+2) (x1)| = (
∑r+1
i=1 |Xi |)(m + 1) + |Xr+2|(kr + 2)(m + 1) + k − c +  + 1. Thus, from Claim 2.1,
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we may assume that
|Xi | = k for i = 2, 3, . . . , r + 1. (2.4)
Claim 2.3. Let A be a non-empty subset of Xi with |A| |Xi+1| (2 ir + 1). Then, there is a complete matching
from A to Xi+1.
Proof. Let S be a non-empty subset of A. If |S|> |NG(S) ∩ Xi+1|, then (Xi − S) ∪ (NG(S) ∩ Xi+1) is a cutset of G
and |(Xi − S) ∪ (NG(S) ∩ Xi+1)|< |Xi | = k, which contradicts that G is a k-connected graph. Therefore, we obtain
that |S| |NG(S) ∩ Xi+1| for all non-empty subsets S of A. Thus by Hall’s theorem, we get this claim. 
Let ′ = [N(r+2) (x1)]. From (2.3), (2.4) and Claim 2.3, ′ contains F ′ as a subgraph, where F ′ is deﬁned as the
graph in Lemma 1. Let f ′ be the numbering of ′ such that f ′(x)= f (x) for all x ∈ V (′). Note that f ′(x1)= 1. We
can show that there is a proper numbering g of F ′ such that Bf ′(′)Bg(F ′) and g−1(1) ∈ V (Hv0), where v0 is the
center of F(k, r). Then, by Lemma 1, we get
B()Bf ′(′)Bg(F ′)k(m + 1) − c + 1.
3. Proof of Theorem 2
Let n′ = (2k−1)m+ (k−c)((2k−1)m/c+1)+1. We remark thatG ⊆ P k
n′ , sinceB(G)=k and |V (G)|=nn′.
Therefore, we have B(G ◦ H)B(P k
n′ ◦ H). In order to prove Theorem 2, we show that B(P kn′ ◦ H)k(m + 1) − c.
Let V (P k
n′)= {v1, v2, . . . , vn′ }, E(P kn′)= {vivj : 1 |i − j |k}, =P kn′ ◦H and = k(m+ 1)− c. We consider a
proper numbering f of  deﬁned as follows:
f (v1) =  + 1 = k(m + 1) − c + 1,
f (vi) = f (vi−1) + m for i = 2, 3, . . . , k + 1,
f (vj ) =
{
f (vj−1) + m + 1 if k + 2jn′ and j ≡ 2, 3, . . . , k − c + 1 (mod k),




f (V (Hvi )) = {1, 2, . . . , n′(m + 1)} − {f (v1), f (v2), . . . , f (vn′)}
(f (x)<f (y) if x ∈ V (Hvi ), y ∈ V (Hvj ) and i < j).
We remark that by the deﬁnition of f,
|f (vi) − f (vj )|(k − c)(m + 1) + cm = k(m + 1) − c =  if |i − j |k
and
|f (x) − f (y)|m<  if x, y ∈ V (Hvi ) for i = 1, 2, . . . , n′.
Hence, in order to prove B(), it remains only to show that |f (vi) − f (x)| if x ∈ V (Hvi ) for each i.
Let ai=min{f (x) : x ∈ V (Hvi )} and bi=max{f (y) : y ∈ V (Hvi )} for i=1, 2, . . . , n′. Fromf (v1)=k(m+1)−c+1,
mk − 1 and 1ck − 1, we have km + 2f (v1)(k + 1)m + 1, and hence
ai = (i − 1)m + 1 for i = 1, 2, . . . , k + 1,
bj = jm for j = 1, 2, . . . , k,
bk+1 =
{
(k + 1)m if c = 1 and m = k − 1,
(k + 1)m + 1 otherwise
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and
ak+1 <f (v1)< ak+2. (3.1)
Therefore, by f (vi) = f (v1) + (i − 1)m =  + (i − 1)m + 1 for i = 1, 2, . . . , k + 1, we obtain
f (vi) − ai =  and 0<f (vi) − bi − m + 1 for i = 1, 2, . . . , k + 1. (3.2)
Let r and  be two integers satisfying r = (2k − 1)m/c = ((2k − 1)m − )/c (0c − 1). Then we can write
n′ = kr + k − c +  + 1. We remark that k − ck − c + k − 1. Therefore, by the deﬁnition of f, we have
f (vn′) = f (v1) +
k+1∑
i=2
(f (vi) − f (vi−1)) +
kr+1∑
j=k+2
(f (vj ) − f (vj−1)) +
n′∑
j=kr+2
(f (vj ) − f (vj−1))
= (k(m + 1) − c + 1) + km + (r − 1)((k − c)(m + 1) + cm) + ((k − c)(m + 1) + m)
= (kr + k − c + )(m + 1) + km − cr −  + 1
= (kr + k − c + )(m + 1) + km − ((2k − 1)m − ) −  + 1
= (kr + k − c +  + 1)(m + 1) − km
= n′(m + 1) − km,
and it follows that
ai = n′(m + 1) − (n′ − i + 1)m + 1 = n′ + (i − 1)m + 1,
bi = n′(m + 1) − (n′ − i)m = n′ + im for i = n′ − k + 1, n′ − k + 2, . . . , n′
and
bn′−k < f (vn′)< an′−k+1. (3.3)
Hence, by f (vi)f (vn′)−(n′−i)m=(n′(m+1)−km)−(n′−i)m=n′+(i−k)m for i=n′−k+1, n′−k+2, . . . , n′,
we get that if n′ − k + 1 in′, then
f (vi) − bif (vi) − ai(n′ + (i − k)m) − (n′ + (i − 1)m + 1) = (−k + 1)m − 1< 0. (3.4)
Claim 3.1. f (vi) − bi −  for i = n′ − k + 1, n′ − k + 2, . . . , n′.
Proof. We divide our proof into three cases depending upon the value of i.
Case 1: n′− in′. By the deﬁnition of f, f (vi)=f (vn′)−(n′−i)m=(n′(m+1)−km)−(n′−i)m=n′+(i−k)m.
Therefore, we have f (vi) − bi = −km> − .
Case 2: n′ − (k − c + ) in′ − (+ 1). From the deﬁnition of f, f (vi) = f (vn′) − m − (n′ − − i)(m + 1) =
(n′(m + 1) − km) − (n′ − i)(m + 1) + = −km + i(m + 1) + . Hence, we get f (vi) − bi = −km + i − n′ +  −
km + (n′ − (k − c + )) − n′ +  = −(k(m + 1) − c) = −.
Case 3: n′ − k+1 in′ − (k− c+ +1). In this case, we have f (vi)=f (vn′)− (k− c)(m+1)− (n′ − (k− c)−
i)m=(n′(m+1)−km)−(n′− i)m−k+c=n′+ im−k(m+1)+c. Thus, we obtain f (vi)−bi =−k(m+1)+c=−.

From (3.4) and Claim 3.1, we get
0>f (vi) − aif (vi) − bi −  for i = n′ − k + 1, n′ − k + 2, . . . , n′. (3.5)
Furthermore by (3.1), (3.3) and f (vi+1)− f (vi)=m or m+ 1 for i = 1, 2, . . . , n′ − 1, we have aj+1 − aj m+ 1
and bj+1 − bj m + 1 for j = k + 1, k + 2, . . . , n′ − k. Hence, for j = k + 1, k + 2, . . . , n′ − k, we obtain
f (vj ) − aj (f (vj+1) − (m + 1)) − (aj+1 − (m + 1)) = f (vj+1) − aj+1, (3.6)
f (vj ) − bj (f (vj+1) − (m + 1)) − (bj+1 − (m + 1)) = f (vj+1) − bj+1. (3.7)
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Therefore, from (3.2), (3.5)–(3.7), we get
 = f (vk+1) − ak+1f (vk+2) − ak+2 · · · f (vn′−k+1) − an′−k+1 − , (3.8)
f (vk+1) − bk+1f (vk+2) − bk+2 · · · f (vn′−k+1) − bn′−k+1 − . (3.9)
Thus, by (3.2), (3.5), (3.8) and (3.9), we obtain that if x ∈ V (Hvi ), then
|f (vi) − f (x)| max{|f (vi) − ai |, |f (vi) − bi |} for i = 1, 2, . . . , n′
and we have B(G ◦ H)B(P k
n′ ◦ H) = k(m + 1) − c.
4. Proof of Theorem 3
Let  = G ◦ H and let f be a proper bandwidth numbering of . As G is a k-connected graph on n vertices and
n−1=pk+q (1qk), we obtain D()=D(G)+2(p+1)+2=p+3 and |V (p+3) (x)|qm for all x ∈ V ().
Hence, there exist two vertices x, y ∈ V () such that f (x)=n(m+1), f (y)qm+1 and d(x, y)p+2. Therefore,
by Proposition 1,
B()









Next we show that B()(n(m+1)+ k−q −1)/(p+3). Let z,w ∈ V () with f (z)=1 and f (w)=n(m+1).
If d(z, w)p + 2, then by Proposition 1 and m2,
B()














Hence, by D()p + 3, we may assume that d(z, w) = p + 3, and it follows that z,w /∈V (G). Let u, v ∈ V (G)
such that z ∈ V (Hu) and w ∈ V (Hv). Note that dG(u, v)= p + 1 =D(G) and 1 |V (p+1)G (u)|q, since d(z, w)=
p + 3 and G is a k-connected graph of order pk + q + 1 (1qk). Therefore, as G is k-connected, we have
|V (p)G (u) ∩ NG(v)|k − q + 1. Suppose that there exist two distinct vertices s, t ∈ (V (p)G (u) ∩ NG(v)) such that|f (u)−f (s)|= |f (u)−f (t)|. Then, we have f (u)= (f (s)+f (t))/2, and this implies that |f (u)−f (v)|= |(f (s)+
f (t))/2 − f (v)| 12 (|f (s)− f (v)| + |f (t)− f (v)|) 12 (2B()− 1), since sv, tv ∈ E(G) and, if both differences are
B(), then f (v)= (f (s)+ f (t))/2 = f (u), which is a contradiction. Hence, we get |f (u)− f (v)|B()− 1, and it
follows that |f (z)−f (w)| |f (z)−f (u)|+|f (u)−f (v)|+|f (v)−f (w)|B()+(B()−1)+B()=3B()−1.
Therefore, from m2, we obtain
B()














Thus, we may assume that |f (u)−f (s)| = |f (u)−f (t)| for all s, t ∈ (V (p)G (u)∩NG(v))with s = t . By Proposition 1,
we have |f (u)−f (s)|B()d(u, s)=pB() for all s ∈ (V (p)G (u)∩NG(v)).Moreover, from |V (p)G (u)∩NG(v)|k−
q + 1, there exists a vertex t ∈ (V (p)G (u) ∩ NG(v)) such that |f (u) − f (t)|pB() − k + q. Hence, we get
|f (z) − f (w)| |f (z) − f (u)| + |f (u) − f (t)| + |f (t) − f (v)| + |f (v) − f (w)|
B() + (pB() − k + q) + B() + B() = (p + 3)B() − k + q,
and it follows that
B()
⌈
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5. Proof of Theorem 4
Weargue as in the proof of Theorem 2. Let =max{(n(m+1)−qm−1)/(p+2), (n(m+1)+k−q−1)/(p+3)}.
In order to prove Theorem 4, we only show that B(P kn ◦H), since G ⊆ P kn and B(G ◦H)B(P kn ◦H). Note that
by B(G) = k, we have nk + 1, and hence either p1 or q = k.
Let V (P kn ) = {v1, v2, . . . , vn} and E(P kn ) = {vivj : 1 |i − j |k}. From n(2k − 1)m + 1,
km − n(m + 1) − qm − 1
p + 2 =
(p + 2)km − (pk + q + 1)(m + 1) + qm + 1
p + 2
= (2k − 1)m − (pk + q)
p + 2 =
(2k − 1)m − (n − 1)
p + 2 0
and
km − n(m + 1) + k − q − 1
p + 3
= (p + 3)km − (pk + q + 1)(m + 1) − k + q + 1
p + 3 =
k(3m − 1) − m(q + 1) − pk
p + 3
= k(3m − 1) − m(q + 1) − (n − q − 1)
p + 3 =
k(3m − 1) − (m − 1)(q + 1) − n
p + 3
 k(3m − 1) − (m − 1)(k + 1) − n
p + 3 =
(2k − 1)m + 1 − n
p + 3 0.
Therefore we have km. Moreover, by m2 and either p1 or q = k,
n(m + 1) + k − q − 1
p + 3 − (m + k − 2)
= (pk + q + 1)(m + 1) + k − q − 1 − (p + 3)(m + k − 2)
p + 3
= (pk − p + q − 2)m − 2(k − p − 3)
p + 3
 2(pk − p + q − 2) − 2(k − p − 3)
p + 3 =
2((p − 1)k + q + 1)
p + 3 > 0.
Hence, we obtain (n(m+ 1)+ k− q − 1)/(p+ 3)m+ k− 1, and it follows that m+ k− 1. Let c be an integer
satisfying (k − c)m + c(k − c + 1)m + c − 1. From m + k − 1km, we may assume that 1ck − 1.
We consider a numbering f of P kn ◦ H deﬁned as follows:




f (vi−1) + m if 2 in and i ≡ 2, 3, . . . , k − c + 1 (mod k),
f (vi−1) +  − (k − c)m − c + 1 if 2 in and i ≡ k − c + 2 (mod k),




f (V (Hvi )) = {1, 2, . . . , n(m + 1) − } − {f (v1), f (v2), . . . , f (vn)}
(f (x)<f (y) if x ∈ V (Hvi ), y ∈ V (Hvj ) and (i < j),
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where = |{f (vi) : 1 in and f (vi)>n(m+ 1)}|. Note that by (k − c)m+ c(k − c + 1)m+ c − 1, we have
1 − (k − c)m − c + 1m. Moreover, by the deﬁnition of f,
|f (vi) − f (vj )|(k − c)m + ( − (k − c)m − c + 1) + (c − 1) =  if |i − j |k
and
|f (x) − f (y)|m + cm + k − 1 if x, y ∈ V (Hvi ) for i = 1, 2, . . . , n.
Therefore, in order to prove B(P kn ◦ H), it sufﬁces to show that |f (vi) − f (x)| if x ∈ V (Hvi ) for each i. We
remark that by f (v1) =  + 1, m + k − 1km and k2,
m + 2f (v1)km + 1, (5.1)
and from the deﬁnition of f,
f (vn) =
{
(p + 1) + qm + 1 if qk − c,
(p + 2) − k + q + 1 if qk − c + 1. (5.2)
Let ai = min{f (x) : x ∈ V (Hvi )} and bi = max{f (y) : y ∈ V (Hvi )} for i = 1, 2, . . . , n. Note that ai < bi for each
i, since m2. From (5.1), we have a1 = 1, b1 = m, and hence
f (v1) − a1 = ( + 1) − 1 = , (5.3)
f (v1) − b1 = ( + 1) − m< . (5.4)
Claim 5.1. f (vn) − an >f (vn) − bn − .
Proof. By an <bn, we have f (vn)− an >f (vn)− bn. Next we show that f (vn)− bn − . We divide our proof into
two cases depending upon the value of q.
Case 1: qk − c. By (5.2) and bnn(m+ 1), we have f (vn)− bn(p+ 1)+ qm+ 1− n(m+ 1). If (p+ 1)+
qm + 1 − n(m + 1)< − , then <(n(m + 1) − qm − 1)/(p + 2), which contradicts the deﬁnition of . Therefore,
we get (p + 1) + qm + 1 − n(m + 1) − , and hence f (vn) − bn − .
Case 2: qk − c + 1. From (5.2) and bnn(m + 1), we obtain f (vn) − bn(p + 2) − k + q + 1 − n(m + 1).
If (p + 2)− k + q + 1 − n(m + 1)< − , then <(n(m + 1) + k − q − 1)/(p + 3). This is a contradiction, since
(n(m + 1) + k − q − 1)/(p + 3). Hence, we have (p + 2)− k + q + 1 − n(m + 1) − , and it follows that
f (vn) − bn − . 
From f (vi+1)−f (vi) max{m, −(k−c)m−c+1, 1}=m, ai+1−aim and bi+1−bim for i=1, 2, . . . , n−1,
we get
f (vi) − ai(f (vi+1) − m) − (ai+1 − m) = f (vi+1) − ai+1, (5.5)
f (vi) − bi(f (vi+1) − m) − (bi+1 − m) = f (vi+1) − bi+1. (5.6)
Therefore by (5.3)–(5.6) and Claim 5.1, we have
 = f (v1) − a1f (v2) − a2 · · · f (vn) − an > − ,
>f (v1) − b1f (v2) − b2 · · · f (vn) − bn − .
Thus, we obtain that if x ∈ V (Hvi ), then
|f (vi) − f (x)| max{|f (vi) − ai |, |f (vi) − bi |} for i = 1, 2, . . . , n
which completes the proof of Theorem 4.
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