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Abstract
We construct an unsupervised learning model that achieves nonlinear disentan-
glement of underlying factors of variation in naturalistic videos. Previous work
suggests that representations can be disentangled if all but a few factors in the
environment stay constant at any point in time. As a result, algorithms proposed
for this problem have only been tested on carefully constructed datasets with this
exact property, leaving it unclear whether they will transfer to natural scenes. Here
we provide evidence that objects in segmented natural movies undergo transitions
that are typically small in magnitude with occasional large jumps, which is charac-
teristic of a temporally sparse distribution. We leverage this finding and present
SlowVAE, a model for unsupervised representation learning that uses a sparse prior
on temporally adjacent observations to disentangle generative factors without any
assumptions on the number of changing factors. We provide a proof of identifi-
ability and show that the model reliably learns disentangled representations on
several established benchmark datasets, often surpassing the current state-of-the-art.
We additionally demonstrate transferability towards video datasets with natural
dynamics, Natural Sprites and KITTI Masks, which we contribute as benchmarks
for guiding disentanglement research towards more natural data domains.
1 Introduction
An intuitive approach to natural scene understanding is to decompose a scene into its underlying
factors of variation [1]. This framing assumes that a visual representation of the world can be
constructed via a generative process that receives factors of variation as input and produces natural
signals as output. Although not true in the literal sense, this point of view is justified by the fact that
our world is composed of distinct entities that can vary independently, but with regularity imposed by
physics.
A long-standing goal in blind source separation and independent component analysis (ICA) [2–6]
is to utilize such regularities to uncover the underlying factors of variation. Recently, unsupervised
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approaches towards this goal have largely been based on Variational Autoencoders (VAEs) [7] and
have assumed that the data is independent and identically distributed (i.i.d.) [8]. Nonlinear methods
that make this i.i.d. assumption have been proven to be non-identifiable [4], which means a set of
possible solutions may all appear equally valid to the model, while only one identifies the true factors
of variation. Previous attempts to avoid non-identifiability either require some form of supervision in
practice [9–11], or are unsuited to model sparse transitions in natural scenes [9, 12, 13].
We contribute SlowVAE, a more parsimonious, unsupervised solution to nonlinear disentanglement.
As opposed to requiring knowledge of the changing factors [9, 11] or having to infer the number of
changes [10], we can prove our method’s identifiability using only the assumption of sparse transitions
in natural scenes [14–16]. We further confirm this assumption with measurements from large-scale,
natural, unstructured YouTube [17, 18] and KITTI [19–21] video annotations. We leverage this
information to create novel datasets where the latent transitions between frames follow natural scene
statistics, providing a benchmark to evaluate the practical capabilities of models in uncovering the
true latent factors of variation in the presence of realistic dynamics. In summary:
• We present a set of video datasets that are increasingly more natural using measurements
from natural scenes.
• We provide evidence that natural generative factors undergo sparse changes across time,
which we exploit by extending the VAE framework with a sparse temporal prior.
• We provide theoretical justification for our model by proving that it is identifiable assuming
temporal sparsity.
• We demonstrate improved disentanglement over previous models using quantitative metric
evaluation across several datasets as well as visualizations of the learned manifolds.
2 Background
Disentangled representation learning [1] has its roots in blind source separation [2] and shares
goals with many fields, such as inverse graphics [22, 23] and developing models of invariant neural
computation [24, 25]. A disentangled representation would be valuable for a wide variety of machine
learning applications, including sample efficiency for downstream tasks [8, 26], fairness [27, 28]
and interpretability [1, 29, 30]. Since there is no agreed upon definition of disentanglement in the
literature, we adopt two common measurable criteria: i) each encoding element represents a single
generative factor and ii) the values of generative factors are trivially decodable from the encoding
[31, 32]. ICA [33] provides an identifiable solution for disentangling data mixed via linear generators
and non-Gaussian factors, but identifiability for nonlinear generators is impossible to achieve without
additional constraints [4]. Nonetheless, the bottom-up approach of starting with a nonlinear generator
that produces well-controlled data has led to considerable achievements in understanding nonlinear
disentanglement in VAEs [29, 34–36], consolidating ideas from neural computation and machine
learning [9], and seeking a principled definition of disentanglement [4, 32, 37, 38]. The motivation
of our method and dataset contributions is to enable unsupervised disentanglement learning in more
naturalistic scenarios.
Methods The fact that physical processes bind generative factors in temporally adjacent natural
video segments has been thoroughly explored for learning in neural networks [14, 24, 39–41].
Recently, Hyvärinen and colleagues [12, 13, 42] showed that a solution to the non-identifiability of
nonlinear ICA can be found by assuming that generative factors are conditioned on an additional
observed variable, such as past states or the time index itself. This contribution was generalized by
Khemakhem et al. [9] past the nonlinear ICA domain to any consistent parameter estimation method
for deep latent-variable models, including the VAE framework. However, in their experiments they
assume a semi-supervised setting by utilizing a label indicating the generating factor as their observed
conditioning variable. Another branch of work considered learning disentangled representations from
pairs of observations with uniform transition probabilities applied to a few factors of variation, while
keeping the other factors fixed [10, 11, 43].
We propose a method that uses time information in the form of an L1-sparse temporal prior, which
is motivated by the natural scene measurements presented below as well as by previous work [14–
16, 44]. Such a prior would intuitively allow for sharp changes in some latent factors, while most
other factors remain unchanged between adjacent time-points. Almost all similar methods are variants
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Figure 1: Statistics of Natural Transitions. Distribution over transitions for horizontal (∆x) and
vertical (∆y) position as well as mask/object size (∆area) for both datasets. Red lines indicate fits
of generalized Laplace distributions (equation (2)) and α is the shape value estimate.
of slow feature analysis [24], which measure slowness in terms of the Euclidean (i.e. L2, or log
Gaussian) distance between temporally adjacent encodings. An L1 temporal prior has previously
only been used in deep auto-encoder frameworks applied to semi-supervised tasks [45, 46], and was
mentioned in [16], which used an L2 prior, but claimed that an L1 prior performed similarly on their
task. Inspired by Hyvärinen et al. [12, 42], we only assume that the latent factors are temporally
dependent, thus avoiding assuming knowledge of the number of factors where the two observations
differ [11], which Locatello et al. [10] estimate during evaluation. We build on previous theory [9, 10]
to provide a novel identifiability proof for our model under mild conditions. Reminiscent of linear
ICA, we show analytically that identifiability up to a permutation hinges on non-Gaussian, sparse
transitions across time. Together with our finding of highly leptokurtic transition distributions in
natural data, we show that temporal sparse coding can serve as a parsimonious model for unsupervised
nonlinear disentanglement2.
Datasets The disentanglement library (DisLib) benchmark provided by Locatello et al. [8] has
become an important model comparison resource by compiling datasets (dSprites [47], Cars3D [48],
SmallNORB [49], Shapes3D [50], MPI3D [51]), metrics, and methods commonly used in the
literature. All DisLib datasets are limited in that the data generating process is independent and
identically distributed (i.i.d.) and all generative factors are assumed to be discrete. In the real world,
however, almost all generative factors are continuous and exhibit structured temporal variation. In a
follow-up study, Locatello et al. [10] proposed combining pairs of images such that only k factors
change, where k ∈ U{1, D − 1} and D denotes the number of ground-truth factors (we refer to
this data as LOC). We offer an alternative extension, contributing datasets augmented with natural
continuous generative factors using measurements from large-scale, natural, unstructured videos. We
evaluate using the metrics provided by DisLib and the Mean Correlation Coefficient, an additional
metric common in the nonlinear ICA literature that allows for continuous variables (see Appendix B).
3 Natural Data
In order to construct our dataset and to inform our model prior, we extract segmentation masks from
YouTube-VOS [17, 18] and KITTI-MOTS [19–21]. All analysis details are included in Appendix D.
To inform our model prior, we compute statistics on measured transitions of area and position for
object masks from YouTube-VOS and KITTI-MOTS. We visualize the distribution of transitions
in Figure 1, where the red lines indicate generalized Laplacian (equation (2)) fits. A shape value
of α = 0.5 for these distributions corresponds to a kurtosis of 20. We see empirically that all
distributions of temporal transitions are highly sparse.
From these measurements, we construct a progression of increasingly complex and more natural
datasets (see summary below and details in Appendix C.3). Unlike the LOC data [10], for all of these
datasets the object categories never change across transitions – reflecting natural object permanence.
Laplace Transitions (LAP) is a procedure for constructing image pairs from DisLib datasets. For
each ground-truth factor, the first value in the pair is chosen i.i.d. from the dataset and the second
is chosen by weighting nearby factor values using Laplace distributed probabilities. If all factors
remain constant (no transition), then the sample is rejected because the pair would not result in any
temporal learning signal. Natural Sprites consists of pairs of sprite images. For a given image pair,
the position and scale of the sprite objects are set using measured values from adjacent time points
for natural objects in YouTube-VOS. The sprite shapes are simple, like dSprites, and fixed for a
2Learning from videos without labels, such as in slow feature analysis, is usually considered unsupervised.
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given pair. The sprite orientations are fixed for the pair and are sampled uniformly from the same
distribution as was used for dSprites. We also consider a discretized version of the dataset to evaluate
standard DisLib metrics (see Appendix C.3.3 for details). KITTI Masks is composed of pedestrian
segmentation masks from an autonomous driving vision benchmark KITTI-MOTS [19–21], with
natural shapes and continuous natural transitions.
4 Generative Model
In the previous section we saw that generative factors of natural videos have sparse temporal
transitions. To mimic this process, we assume temporally adjacent input pairs (xt−1,xt) coming
from a nonlinear generator that maps factors to images x = g(z), where pairs of generative factors
form a Markov chain:
p(zt, zt−1) = p(zt|zt−1)p(zt−1). (1)
Assume the observed data (xt,xt−1) comes from the following generative process:
x = g(z), p(zt−1) =
d∏
i=1
p(zt−1,i),
p(zt|zt−1) =
d∏
i=1
αλ
2Γ(1/α)
exp−(λ|zt,i − zt−1,i|)α,
(2)
where p(zt−1) is a factorized Gaussian prior N (0, I) (as in [7]) and p(zt|zt−1) is a factorized
generalized Laplace distribution [52, 53] with shape parameter α, which determines the shape and
especially the kurtosis of the function3. Intuitively, smaller α implies larger kurtosis and sparser
temporal transitions of the generative factors (special cases are Gaussian, α = 2, and Laplacian,
α = 1). Critically, for our proof we assume α < 2 to ensure that temporal transitions are sparse. Like
Locatello et al. [10], we assume that noise is modeled indirectly as a latent variable and is manifested
through the generator g.
The main difference to Khemakhem et al. [9] is the form of the conditional prior p(zt|zt−1). They
assume that the conditional posterior is part of the exponential family, but this does not include
Laplacian conditionals. It is important to note that even though the exponential family contains the
Laplace distribution with fixed mean as its member, this does not allow [9] to model sparse transitions.
Khemakhem et al. [9] assume that the natural parameters of the exponential family distribution are
conditioned on zt−1, meaning that only the scale and not the mean of the Laplace prior for zt can be
modulated by the previous time step, thus not allowing for sparse transition probabilities.
4.1 Slow Variational Autoencoder
Figure 2: SlowVAE illustration. The prior
and posterior for a two-dimensional latent
space. Left to right: Normal prior for t − 1,
posterior for t− 1, conditional Laplace prior
for t, and posterior for t. The blue cross in
the right three plots indicates the mean of the
posterior for t− 1.
We build upon the framework of VAEs because of
their efficiency in estimating a variational approxi-
mation to the ground truth posterior of a deep latent
variable model [7]. The standard VAE objective as-
sumes i.i.d. data and a standard normal prior with
diagonal covariance on the learned latent representa-
tions z ∼ N (0, I). To extend this to sequences, we
assume the same functional form for our model prior
as in equation (1) and (2).
Importantly, the posterior of our model is independent
across time steps. Specifically,
q(zt, zt−1|xt,xt−1) = q(zt|xt) q(zt−1|xt−1)
q(z|x) =
d∏
i=1
1
σi(x)
√
2pi
exp
(
−1
2
(zi − µi(x))2
σ2i (x)
)
,
(3)
3For a stationary stochastic process, p(zt−1) represents the instantaneous marginal distribution and
p(zt|zt−1) the transition distribution. In case of an autoregressive process with non-Gaussian innovations
with finite variance, it follows from the central limit theorem that the marginal distribution converges to a
Gaussian in the limit of large λ.
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where µi(x) and σ2i (x) are the input-dependent mean and variance of our model’s posterior. We
visualize this combination of priors and posteriors in Fig. 2.
The VAE learns a variational approximation to the true posterior by maximizing a lower bound on
the log-likelihood of the empirical data distribution D
Ext−1,xt∼D[log p(xt−1,xt)] ≥
Ext−1,xt∼D[Eq(zt,zt−1|xt,xt−1)[log p(xt−1,xt, zt−1, zt)− log q(zt, zt−1|xt,xt−1)]].
(4)
For this, we need to compute the Kullback-Leibler divergence (KL) between the variational posterior
and prior, which becomes (cf. Appendix A.2)
DKL(q(zt, zt−1|xt,xt−1)|p(zt, zt−1)) =DKL(q(zt−1|xt−1)|p(zt−1))
+ Eq(zt−1|xt−1)[DKL(q(zt|xt)|p(zt|zt−1))].
(5)
Thus, for a given pair of inputs (xt,xt−1), the full ELBO can be written as
L(xt,xt−1) =Eq(zt,zt−1|xt,xt−1)[log p(xt,xt−1|zt, zt−1)]−DKL(q(zt−1|xt−1)|p(zt−1))
− γ Eq(zt−1|xt−1)[DKL(q(zt|xt)|p(zt|zt−1))],
(6)
where γ is a regularization term for the sparsity prior, analogous to β in β-VAEs [29]. The
first term on the right-hand side is the log-likelihood (i.e. the negative reconstruction error, with
p(xt,xt−1|zt, zt−1) parameterized by the decoder of the VAE), the second term is the KL to a normal
prior as in the standard VAE and the last term is an expectation of the KL between the posterior
at time step t and the conditional prior p(zt|zt−1). The expectation in the last term is taken over
samples from the posterior at the previous time step q(zt−1|xt−1). We observe that taking the mean
µ(xt−1) as a single sample is sufficient (analogous to the log-likelihood that is typically evaluated at
a single sample from the posterior).
Figure 3: Proof illustration. Connected
points indicate pairs of samples for the
generative model (left) and for an entan-
gled learned model (right). The relation
means inequality in distribution.
In practice, we need to choose α, λ, and γ. For the latter
two, we can perform a random search for hyperparame-
ters, as we discuss below. For the former, a parsimonious
choice would be α = 1, corresponding to a Laplace prior
on the first temporal derivative of the latent code. For
natural data, a value of α = 0.5 would provide a better
fit to Fig. 1, but a Laplace prior also achieves the goal
of breaking the general rotation symmetry by having an
optimum for axis-aligned representations, which is a re-
quirement for identifiability. Therefore, we chose α = 1
for this study. We derive a closed-form expression of the
resulting KL in Appendix A.2.
4.2 Identifiability Result
Theorem 1 For a ground-truth (g∗, λ∗, α∗) and a learned (g, λ, α) model as defined in equation (2),
if the functions g∗ and g are injective and differentiable almost everywhere, λ∗ = λ, α∗ = α < 2 (i.e.
there is no model misspecification) and the distributions of pairs of images generated from the priors
z∗ ∼ p∗(z) and z ∼ p(z) are matched (g∗(z∗t−1), g∗(z∗t )) = (g(zt−1), g(zt)) almost everywhere,
then g = g∗ ◦ σ, where σ is a permutation with sign flipping.
The formal proof is provided in Appendix A.1. This result implies that if the temporal changes
of ground-truth factors are sparse, then the only generator consistent with the observations is the
ground-truth one (up to a permutation and sign flips). The main idea behind the proof is to represent g
as g∗ ◦h and note that if h were not a permutation, then the distributions ((g∗ ◦h)(zt−1), (g∗ ◦h)(zt))
and (g∗(z∗t−1), g
∗(z∗t )) would not match, due to the injectivity of g
∗.
Fig. 3 illustrates why the model defined in equation (2) has a unique generator. The crucial point
is that we consider pairs of images, which differ effectively in only a few factors of variation due
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Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP
β-VAE (i.i.d.) 82.3 66.0 10.2 18.6 82.2 4.9
Ada-ML-VAE (LOC) 89.6 70.1 11.5 29.4 89.7 3.6
Ada-GVAE (LOC) 92.3 84.7 26.6 47.9 91.3 7.4
SlowVAE (LOC) 90.4 (3.3) 81.35 (7.6) 35.7 (8.3) 52.1 (6.5) 87.6 (2.0) 5.1 (1.4)
SlowVAE (LAP) 100.0 (0.0) 98.32 (2.5) 27.8 (7.9) 65.3 (3.1) 97.0 (1.5) 6.1 (2.6)
Table 1: DSprites. Median and absolute deviation (a.d.) metric scores across 10 random seeds (first
three rows are from [10]). Results for additional datasets and metrics are in Appendix D.
to the sparse prior (α < 2). The 2D latent representations of such pairs are shown as blue points
connected by lines. If the function h were not a permutation, it would map these latent points into a
configuration in which many of the connecting lines are not parallel to one of the axes. However, the
ground-truth generator, g∗, should still map this transformed latent space to the observed pairs of
images differing in a few factors of variation, which contradicts it being injective. Moreover, Fig. 3
also illustrates that a rotationally symmetric Gaussian prior (α = 2) on the transitions in either the
generative or the learned model would make the problem non-identifiable. Similar to linear ICA, but
in the temporal domain, we therefore have to assume that the transitions of generative factors across
time be non-Gaussian.
5 Experiments
We evaluate models using the DisLib implementation for the following supervised metrics: Be-
taVAE [29]; FactorVAE [50]; Mutual Information Gap (MIG, [36]); Disentanglement, Compactness,
and Informativeness (DCI [Disentanglement], [32]); Modularity [31]; and Separated Attribute Pre-
dictability (SAP, [54]) (see Appendix B for additional details). None of the DisLib metrics support
ground-truth labels with continuous variation, which is required for evaluation on the continuous
Natural Sprites and KITTI Masks datasets. To reconcile this, we measure the Mean Correlation
Coefficient (MCC), a standard metric in the ICA literature [12] that is applicable to continuous
variables. We report mean and standard deviation across 10 random seeds and bold-face significant
(independent T-test, p < 0.05) improvements between models in all tables, except Tables 1 and 2
where we need to compare to the median values reported in [10].
To find the best hyperparameters for the conditional prior regularization and the prior rate, we perform
a random search over γ ∈ [1, 16] and λ ∈ [1, 10] and compute the recently proposed unsupervised
disentanglement ranking (UDR) scores for unsupervised model selection [55]. We notice that the
optimal values are close to γ = 10 and λ = 6 on most datasets, so we use these values for all
experiments. We leave it open to future work to find optimal values for specific datasets (which a
practitioner can do with UDR), but note that it is a strong benefit of our approach that it works well
with the same parameters across 13 datasets (counting different versions such as LAP and LOC),
addressing a concern posed in [8]. Additional details on model selection and training can be found in
Appendix C.2. For all visualizations, we pick the models with the highest disentanglement scores
(see Appendix D).
5.1 Results on DisLib Benchmarks
Model (Data) SN Cars3D Shapes3D MPI3D
β-VAE (i.i.d.) 21.4 8.8 22.0 7.2
Ada-ML-VAE (LOC) 31.1 14.7 50.9 24.1
Ada-GVAE (LOC) 25.6 15.0 56.2 28.4
SlowVAE (LOC) 23.2 (1.9) 15.5 (1.4) 66.4 (5.9) 33.1 (1.2)
SlowVAE (LAP) 25.4 (0.6) 9.8 (1.4) 62.9 (3.4) 29.6 (1.1)
Table 2: DisLib Benchmarks. Median (a.d.) MIG scores across 10 random
seeds (first three rows are from [10]). SN refers to SmallNORB.
We show the perfor-
mance of all models
on all metrics on the
canonical benchmark
dataset dSprites [47] in
Table 1. The conclu-
sions of our analyses
generalize to the other
datasets, which we re-
port in Appendix D.
The models are trained on datasets which differ in the structure of their temporal transitions: β-VAE
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Figure 4: DSprites Latent Representations: (Top) shows absolute MCC between generative and
model factors (rows are rearranged for maximal correlation on the main diagonal). The columns
correspond to (shape, scale, rotation, x/y-position) and the values correspond to percent correlation.
A more diagonal structure in the upper half corresponds to a better one-to-one mapping between
generative and latent factors. (Bottom) shows individual latent dimensions (y-axis) over the matched
generative factors (x-axis). Colors encode shapes: heart/yellow, ellipse/turquoise and square/purple.
is trained on non-temporal i.i.d. images; the models from [10] (Ada-ML-VAE and Ada-GVAE) are
trained on image pairs where only k factors differ, as described in section 2 (LOC); and we show
performance for SlowVAE trained on LOC as well as image pairs with sparse transitions that match
the assumed prior (LAP). We do not evaluate MCC on the models of [10], as they are not released.
We observe that SlowVAE models outperform the unsupervised baselines as well as the previous
state of the art in nearly all metrics.
In Table 2, we report MIG scores across all datasets. In summary, we observe that SlowVAE trained
on LOC outperforms the previous state of the art [10] in four out of the five benchmark datasets, with
large gains especially on dSprites, Shapes3D and MPI3D. We note that the two datasets where we
see the smallest performance differences (SmallNORB, Cars3D) have significantly more discrete
categories (50, 183) than the other datasets (3− 6). We suspect that the discrepancy can be attributed
to these categorical variables, which do not have topological structure and might require different
modeling approaches in future work.
Next, we visually compare the encodings for all model types compiled in DisLib. In our quantitative
evaluation, we chose β-VAE as a representative model because the others perform similarly with
regards to the quantitative metrics [8]. However, in Fig. 4 we observe that the different modeling
assumptions result in differences in representation quality. To construct the visuals, we first compute
the sorted correlation coefficient matrix between the latents and generative factors, which we visualize
in the top row. The correlation matrix is sorted via linear sum assignment such that each ground-
truth factor is associated with the latent variable with highest correlation. Each row of scatter plots
corresponds to an individual generative factor. In each subplot, the horizontal axis indicates the
ground truth value, the vertical axis indicates the corresponding latent value, and the colors indicate
object shape. These plots aid in understanding how each ground-truth factor is encoded in the latent
space in a way that is more informative than exclusively visualizing latent traversals or embeddings of
pairs of latent units [43, 56–58]. For example, in the third row, we observe that SlowVAE trained on
LOC shows three sinusoidal oscillations with equal phase, but frequencies ∼ ω, 2ω, and 4ω, which
correspond to the three distinct rotational symmetries of the shapes: heart, ellipse and square.
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Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP MCC
β-VAE 78.1 (3.0) 60.6 (6.0) 4.6 (1.9) 10.3 (1.8) 87.8 (2.3) 2.1 (1.0) 41.7 (3.4)
SlowVAE 82.6 (2.2) 76.2 (4.8) 11.7 (5.0) 18.9 (5.5) 88.1 (3.6) 4.4 (2.3) 52.6 (4.1)
Table 3: Discrete Natural Sprites. Mean (s.d.) performance levels over 10 random seeds. Best
models with statistical significance (p < 0.05) are indicated in bold.
Model (Data) MCC
β-VAE (C) 42.6 (4.7)
SlowVAE (C) 49.1 (4.0)
Table 4: Continuous Natural Sprites.
Mean (s.d.) over 10 random seeds.
Model (frame separation) MCC
β-VAE 62.7 (7.1)
SlowVAE (∆ t=1) 66.1 (4.5)
SlowVAE (∆ t=5) 79.6 (5.8)
Table 5: KITTI Masks. Mean (s.d.) over 10
random seeds.
Figure 5: KITTI Masks. (Left) MCC correlation matrix of the top 3 latents corresponding to
y-position, x-position and scale. (Right) Images produced by varying the SlowVAE (∆t = 5) latent
unit that corresponds to the corresponding row in the MCC matrix.
5.2 Results on Natural Datasets
For discrete natural sprites, we observe that SlowVAE performs significantly better than β-VAE
(β = 8, selected via UDR) on all metrics (Table 3). For continuous natural sprites, we observe
again that SlowVAE outperforms β-VAE (Table 4). On the KITTI Masks dataset, one source of
variation in the data source is the parameter that determines the temporal distance between sampled
frames (Table 5). We run two settings (∆t = 1, ∆t = 5) and observe that the benefit of temporal
information is more apparent at ∆t = 5. This links to recent work by Tschannen et al. [59], who
show that temporal separation between frame embeddings influences the representation that is learned
from videos. In Fig. 5, we can see that the SlowVAE has learned latent dimensions which have
correspondence with the estimated ground truth factors of x/y-position and scale.
5.3 Towards an Approximate Theory of Disentanglement
In practice, a number of our theoretical assumptions are violated: After non-convex optimization,
on a finite data sample, the distributions p(xt,xt−1) and p∗(xt,xt−1) are probably not perfectly
matched. In addition, the model assumptions on p(zt, zt−1) likely do not fully match the distribution
of the ground truth factors. For example, the model may be misspecified such that α 6= α∗ or λ 6= λ∗,
or the chosen family of distributions may be incorrect altogether. In case of the DisLib data, the
marginal distributions p(zt−1) are drawn from a Uniform (not Normal) distribution, and some of
them are over unordered sets (categories) or bounded periodic spaces (rotation). Also, in practice the
model latent space is usually chosen to have more dimensions than the ground truth generative model.
On real data, factors of variation may be dependent [c.f. 60, 61]. Furthermore, the hypothesis class G
of learnable functions in the VAE architecture may not contain the invertible ground truth generator
g∗ /∈ G.
From ICA, it is common to assume that the distinction between subgaussian and supergaussian
distributions is crucial, while detailed matching of the marginal distribution is generally less important
[62]. In our current theory of nonlinear ICA such mismatch violates the assumptions needed for
identifiability. However, in our experiments we see that approximate identification as measured by
the different disentanglement metrics increases despite violations of theoretical assumptions, which
is in line with prior studies [9–11]. Nevertheless, in future work, we would like to gain a better
understanding of the theoretical and empirical consequences of such model misspecifications to move
towards an approximate theory of disentanglement.
8
6 Conclusion
With the SlowVAE model we provide a parsimonious solution to identifiable nonlinear ICA that
is inspired by a long history of learning visual representations from temporal data [39, 40]. We
apply this model to the current metric-based disentanglement benchmarks and it outperforms existing
approaches [10] across almost all metrics and datasets without any tuning of its hyperparameters
to individual datasets. Additionally, we provide a benchmark of novel video datasets to guide
disentanglement research towards more natural domains. Going beyond KITTI Masks, which is
constrained, YouTube-VOS is a large-scale, unstructured, natural dataset with a sufficient number of
samples to alleviate overfitting concerns. The Natural Sprites dataset serves as a tractable bridge to
facilitate progress on the way to the more challenging YouTube-VOS. Taken together, our dataset
and model proposals set the stage for utilizing knowledge of natural scene statistics to advance
unsupervised disentangled representation learning.
9
Broader Impact
Representation learning is at the heart of model building for cognition. Our specific contribution is
focused on core methods for modeling natural videos and the datasets used are more simplistic than
real-world examples. However, foundational research on unsupervised representation learning has
potentially large impact on AI for advancing the power of self-learning systems.
The broader field of representation learning has a large number of focused research directions that
span machine learning and computational neuroscience. As such, the application space for this work
is vast. For example, applications in unsupervised analysis of complicated and unintuitive data,
such as medical imaging and gene expression information, have great potential to solve fundamental
problems in health sciences. A future iteration of our disentangling approach could be used to encode
such complicated data into a lower-dimensional and more understandable space that might reveal
important factors of variation to medical researchers. Another important and complex modeling
space that could potentially be improved by this line of research is in environmental sciences and
combating global climate change.
Nonetheless, we acknowledge that any machine learning method can be used for nefarious purposes,
which can be mitigated via effective, scientifically informed communication, outreach, and policy
direction. We unconditionally denounce the use of derivatives of our work for weaponized or wartime
applications. Additionally, due to the lack of interpretability generally found in modern deep learning
approaches, it is possible for practitioners to inadvertently introduce harmful biases or errors in
machine learning applications. Although we certainly do not solve this problem, our focus on
providing identifiable solutions to representation learning is likely beneficial for both interpretability
and fairness in machine learning.
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Appendix
A Formal Methods
Ground-truth model Learned model Description
g∗ g Generator
α∗ α Prior shape
λ∗ λ Prior rate
p∗(z) p(z) Prior
z∗ ∼ p∗(z) z ∼ p(z) Latent variables
x∗ = g∗(z∗) x = g(z) Generated images
q(z|x) Variational posterior
Table 6: Glossary of terms.
A.1 Proof of Identifiability
To study disentanglement, we assume that the generative factors z ∈ RD are mapped to images
x ∈ RN (usually D << N ) by a nonlinear ground-truth generator g∗ : z 7→ x. We consider a
representation with a learned generator g disentangled if it inverts the ground-truth generator in the
sense that the composition σ = (g∗)−1 ◦ g can be described by a simple permutation and sign flips.
Theorem 1 For a ground-truth (g∗, λ∗, α∗) and a learned (g, λ, α) generative model as defined in
equation (2), if the following assumptions are satisfied:
• The generators g∗ and g are defined everywhere in the latent space. Moreover, they are
injective and differentiable almost everywhere,
• There is no model misspecification i.e. α = α∗ and λ = λ∗, so z ∼ p(z) = p∗(z),
• Pairs of images are generated as (x∗t−1,x∗t ) = (g∗(zt−1), g∗(zt)) and (xt−1,xt) =
(g(zt−1), g(zt)),
• The distributions of (x∗t−1,x∗t ) and (xt−1,xt) are the same (i.e. the corresponding densities
are equal almost everywhere: p∗(xt−1,xt) = p(xt−1,xt),
then g = g∗ ◦ σ, where σ is a composition of a permutation and sign flips.
Proof. Since x = g(z) can be written as x = (g∗ ◦ (g∗)−1 ◦ g)(z), we can assume that g = g∗ ◦ h
for some function h on the latent space.
We first show that the function h is a bijection on the latent space. It is injective, since both g
and g∗ are injective. If it were not surjective, there would be a point z˜ in the ground-truth latent
space, which would not have a pre-image under h. Because of continuity of h, there would be some
neighborhood Uz˜ of z˜ which would not have a pre-image under h. That would mean that images
generated by g∗ from Uz˜ would have zero density under the distribution of images generated by g
(i.e. p(g∗(Uz˜)) = 0), while this density would be non-zero under the distribution of images directly
generated by the ground-truth generator g∗ (i.e. p∗(g∗(Uz˜)) 6= 0), which contradicts the assumption
that these distributions are equal. It follows that h is bijective.
In the next step, we show that the distribution of latent space pairs (h(zt−1), h(zt)) matches the
latent space prior distribution (i.e. h preserves the prior distribution in the latent space). Indeed, using
the assumption that the distributions of (g∗(zt−1), g∗(zt)) and ((g∗ ◦ h)(zt−1), (g∗ ◦ h)(zt)) are the
same, we can write the following equality using the change of variables formula:
p∗(xt−1,xt) = p((g∗)−1(xt−1), (g∗)−1(xt))
∣∣∣∣det( d(g∗)−1d(xt−1,xt)
)∣∣∣∣
= ph((g
∗)−1(xt−1), (g∗)−1(xt))
∣∣∣∣det( d(g∗)−1d(xt−1,xt)
)∣∣∣∣ = p(xt−1,xt), (7)
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where p and ph are densities of (zt−1, zt) and (h(zt−1), h(zt)). Since the determinants above cancel,
these densities are equal at the pre-image of any pair of images (xt−1,xt). Because g∗ is defined
everywhere in the latent space, p and ph are equal for any pair of latent space points. Applying the
change of variables formula again, we obtain the following equation:
p(zt−1, zt) = p(h−1(zt−1), h−1(zt))
∣∣∣∣det( dh−1d(zt−1, zt)
)∣∣∣∣
= p(h−1(zt−1)) p(h−1(zt) | h−1(zt−1))
∣∣∣∣det(dh−1(zt−1)dzt−1
)∣∣∣∣ ∣∣∣∣det(dh−1(zt)dzt
)∣∣∣∣
= p(zt−1) p(zt | zt−1).
(8)
Note that the probability measure p is the same before and after the change of variables, since we
showed that the prior distribution in the latent space must be invariant under the function h. The same
condition for the marginal p(zt−1) is as follows:
p(zt−1) = p(h−1(zt−1))
∣∣∣∣det(dh−1(zt−1)dzt−1
)∣∣∣∣ . (9)
Solving for the determinant of the Jacobian in (9) and plugging it into (8), we obtain
p(zt | zt−1) = p(h−1(zt) | h−1(zt−1)) p(zt)
p(h−1(zt))
. (10)
Taking logs of both sides, we arrive at the following equation:
A(||zt − zt−1||αα − ||h−1(zt)− h−1(zt−1)||αα) = B(||zt||22 − ||h−1(zt)||22), (11)
where A and B are the constants appearing in the exponentials in p(zt−1) and p(zt | zt−1). The logs
of normalization constants cancel out.
For any zt we can choose zt−1 = zt making the left hand side in (11) equal to zero. This implies that
||zt||22 = ||h−1(zt)||22 for any zt, i.e. function h−1 preserves the 2-norm. Moreover, the preservation
of the 2-norm implies that p(zt−1) = p(h−1(zt−1)) and therefore it follows from (9) that for any z∣∣∣∣det(dh−1(z)dz
)∣∣∣∣ = 1. (12)
Thus, the left hand side of (11) can be re-written as
||zt − zt−1||αα − ||h−1(zt)− h−1(zt−1)||αα = 0. (13)
This means that h−1 preserves the α-distances between points. Moreover, because h is bijective, the
Mazur-Ulam theorem [63] tells us that h must be an affine transform.
In the next step, to prove that h must be a permutation and sign flip, let us choose an arbitrary point
zt−1 and zt = zt−1 + ε ek = (z1,1, . . . , z1,k + ε, . . . , z1,D). Using (13) and performing a Taylor
expansion around zt−1, we obtain the following:
εα = ||zt − zt−1||αα
= ||h−1(zt−1 + ε ek)− h−1(zt−1)||αα
=
∣∣∣∣∣∣∣∣ε · (∂h−11 (zt−1)zt−1,k , . . . , ∂h
−1
D (zt−1)
zt−1,k
)
+O(ε2)
∣∣∣∣∣∣∣∣α
α
.
(14)
The higher-order terms O(ε2) are zero since h is affine, therefore dividing both sides of the above
equation by εα we find that
∣∣∣∣∣∣∣∣(∂h−11 (zt−1)zt−1,k , . . . , ∂h
−1
D (zt−1)
zt−1,k
)∣∣∣∣∣∣∣∣α
α
= 1. (15)
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The vectors of k-th partial derivatives of components of h−1 are columns of the Jacobian matrix(
dh−1(z)
dz
)
. Using the fact that the determinant of that matrix is equal to one and applying Hadamard’s
inequality, we obtain that∣∣∣∣det(dh−1(z)dz
)∣∣∣∣ = 1 ≤ D∏
k=1
∣∣∣∣∣∣∣∣(∂h−11 (zt−1)zt−1,k , . . . , ∂h
−1
D (zt−1)
zt−1,k
)∣∣∣∣∣∣∣∣
2
. (16)
Since α < 2, for any vector v it holds that ||v||2 ≤ ||v||α, with equality only if at most one
component of v is non-zero. This inequality implies that both (15) and (16) hold at the same time if
and only if∣∣∣∣∣∣∣∣(∂h−11 (zt−1)zt−1,k , . . . , ∂h
−1
D (zt−1)
zt−1,k
)∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣(∂h−11 (zt−1)zt−1,k , . . . , ∂h
−1
D (zt−1)
zt−1,k
)∣∣∣∣∣∣∣∣
α
= 1, (17)
meaning that only one element of these vectors of k-th partial derivatives is non-zero, and it is equal
to 1 or -1. Thus, the function h is a composition of a permutation and sign flips at every point.
Potentially, this permutation might be input-dependent, but we argued above that h is affine, therefore
the permutation must be the same for all points. 
A.2 Kullback Leibler Divergence
As part of the model’s learning objective equation (6) we need to compute the KL divergence between
the posterior q(zt, zt−1|xt,xt−1) and the prior p(zt, zt−1). Since all of these distributions are per
design factorial, we will, for simplicity, derive the KL below for scalar variables (log-probabilities
will simply have to be summed to obtain the full expression). Recall that the model prior and posterior
factorize like
p(zt, zt−1) = p(zt|zt−1) p(zt−1)
q(zt, zt−1|xt,xt−1) = q(zt|xt) q(zt−1|xt−1). (18)
Then, given a pair of inputs (xt−1,xt), the KL can be written
DKL(q(zt, zt−1|xt,xt−1)|p(zt, zt−1)) = Ezt,zt−1∼q(zt,zt−1|xt,xt−1)
[
log
q(zt|xt) q(zt−1|xt−1)
p(zt|zt−1) p(zt−1)
]
= Ezt−1∼q(zt−1|xt−1)
[
log
q(zt−1|xt−1)
p(zt−1)
]
+ Ezt,zt−1∼q(zt,zt−1|xt,xt−1)
[
log
q(zt|xt)
p(zt|zt−1)
]
= DKL(q(zt−1|xt−1)|p(zt−1))−H(q(zt|xt)) + Ezt−1∼q(zt−1|xt−1) [H(q(zt|xt), p(zt|zt−1))]
(19)
Where we use the fact that KL divergences decompose like DKL(X,Y ) = H(X,Y )−H(X) into
(differential) cross-entropy H(X,Y ) and entropy H(X). The first term of the last line in (19) is the
same KL divergence as in the standard VAE, namely between a Gaussian distribution q(zt−1|xt−1)
with some µ(xt−1) and σ(xt−1) and a standard Normal distribution p(zt−1). The solution of the
KL is given by DKL(q(zt−1|xt−1)|q(zt−1)) = − log σ(xt−1) + 12 (µ(xt−1)2 + σ(xt−1)2 − 1) [64].
The second term on the RHS, i.e. the entropy of a Gaussian is simply given by H(q(zt|xt)) =
log(σ(xt)
√
2pie).
To compute the last term on the RHS, let us recall the Laplace form of the conditional prior
p(zt|zt−1) = λ
2
exp−λ|zt − zt−1|. (20)
Thus the cross-entropy becomes
H(q(zt|xt), p(zt|zt−1)) = −Ezt∼q(zt|xt)[log p(zt|zt−1)]
= − log
(
λ
2
)
+ λEzt∼q(zt|xt)[|zt − zt−1|].
(21)
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Now, if some random variable X ∼ N (µ, σ2), then Y = |X| follows a folded normal distribution,
for which the mean is defined as
E[|x|] = σ
√
2
pi
exp
(
− µ
2
2σ2
)
− µ
(
1− 2 Φ
(µ
σ
))
, (22)
where Φ is the cumulative distribution function of a standard normal distribution (mean zero and
variance one). Thus, denoting µ(xt, zt−1) = µ(xt)− zt−1, we can rewrite further
H(q(zt|xt), p(zt|zt−1)) =
− log
(
λ
2
)
+ λ
(
σ(xt)
√
2
pi
exp
(
−µ(xt, zt−1)
2
2σ(xt)2
)
− µ(xt, zt−1)
(
1− 2 Φ
(
µ(xt, zt−1)
σ(xt)
)))
.
(23)
B Disentanglement Metrics
Several recent studies have brought to light shortcomings in a number of proposed disentanglement
metrics [32, 36, 37, 50, 65], many of which have been compiled in the DisLib benchmark. In addition
to the concerns they raise, it is important to note that none of the supervised metrics implemented in
DisLib allow for continuous ground-truth factors, which is necessary for evaluating with the Natural
Sprites and KITTI Masks datasets, as factors such as position and scale are effectively continuous
in reality. To rectify this issue without introducing novel metrics, we include the Mean Correlation
Coefficient (MCC) as implemented by Hyvärinen and Morioka [12], which is described below.
We measure all metrics presented below between 10, 000 samples of latent factors z and the cor-
responding encoded means of our model µ(g∗(z)). We increase this sample size to 100, 000 for
Modularity and MIG to stabilize the entropy estimates.
B.1 Mean Correlation Coefficient
In addition to the DisLib metrics, we also compute the Mean Correlation Coefficient (MCC) in
order to perform quantitative evaluation with continuous variables. Because of Theorem 1, perfect
disentanglement in the noiseless case should always lead to a correlation coefficient of 1 or −1,
although note that we report 100 times the absolute value of the correlation coefficient. In our
experiments, MCC is used without modification from the authors’ open-sourced code [66]. The
method first measures correlation between the ground-truth factors and the encoded latent variables.
The initial correlation matrix is then used to match each latent unit with a preferred ground-truth
factor. This is an assignment problem that can be solved in polynomial time via the Munkres
algorithm, as described in the code release [66]. After solving the assignment problem, the correlation
coefficients are computed again for the vector of ground-truth factors and the resulting permuted
vector of latent encodings, where the output is a matrix of correlation coefficients with D columns
for each ground-truth factor and D′ rows for each latent variable. We use the (absolute value
of the) Spearman coefficient as our correlation measure which assumes a monotonic relationship
between the ground-truth factors and latent encodings but tolerates deviations from a strictly linear
correspondence.
In the existing implementation for MCC, the ground truth factors, latent encodings, and mixed signal
inputs are assumed to have the same dimensionality, i.e. D = D′ = N . However, in our case, the
ground-truth generating factors are much lower dimensional than the signal, N << D, and the latent
encoding is higher dimensional than the ground-truth factors D′ > D (see Appendix C.2 for details).
To resolve this discrepancy, we add D′ −D standard Gaussian noise channels to the ground-truth
factors. To compute the MCC score, we take the mean of the absolute value of the upper diagonal of
the correlation matrix. The upper diagonal is the diagonal of the square matrix of D ground-truth
factors by the top D most correlated latent dimensions after sorting. In this way, we obtain an MCC
estimate which averages only over the D correlation coefficients of the D ground truth factors with
their corresponding best matching latent factors,
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B.2 DisLib Metrics
BetaVAE [29]
BetaVAE uses a biased estimator with tunable hyperparameters, although we follow the convention
established in [8] of using the scikit-learn defaults. For a sample in a batch, a pair of images, (x1,x2),
is generated by fixing the value of one of the data generative factors while uniformly sampling the rest.
The absolute value of the difference between the latent codes produced from the image pairs is then
taken, zdiff = |z1− z2|. A logistic classifier is fit with batches of zdiff variables and the corresponding
index of the fixed ground-truth factor serves as the label. Once the classifier is trained, the metric
itself is the mean classifier accuracy on a batch of held-out test data. The training minimizes the
following loss:
L =
1
2
wTw +
n∑
i=1
log(exp(−yi(zTdiff,iw + c)) + 1), (24)
where w and c are the learnable weight matrix and bias, respectively, and y is the index of the
fixed ground-truth factor for the batch. The network is trained using the lbfgs optimizer [67],
which is implemented via the scikit-learn Python package [68] in disentanglement_lib [8].
In the original work, the authors argue that their metric improves over a correlation metric such
as the mean correlation coefficient by additionally measuring interpretability, although the linear
operation of zTdiff,iw + c can perform demixing, which means the measure gives no direct indication
of identifiability and thus does not guarantee that the latent encodings are interpretable, especially in
the case of dependent factors. Additionally, as noted by Kim and Mnih [50], BetaVAE can report
perfect accuracy when all but one of the ground-truth factors are disentangled, since the classifier can
trivially attribute the remaining factor to the remaining latents.
FactorVAE [50]
For FactorVAE, the variance of the latent encodings is computed for a large (10,000 in DisLib) batch
of data where all factors could possibly be changing. Latent dimensions with variance below some
threshold (0.05 in DisLib) are rejected and not considered further. Next, the encoding variance is
computed again on a smaller batch (64 in DisLib) of data where one factor is fixed during sampling.
The quotient of these two quantities (with the larger batch variance as the denominator) is then taken
to obtain a normalized variance estimate per latent factor. Finally, a majority-vote classifier is trained
to predict the index of the ground-truth factor with the latent unit that has the lowest normalized
variance. The FactorVAE score is the classification accuracy for a batch of held-out data.
Mutual Information Gap [36]
The Mutual Information Gap (MIG) metric was introduced as an alternative to the classifier-based
metrics that we discuss herein. It provides a normalized measure of the mean difference in mutual
information between each ground truth factor and the two latent codes that have the highest mutual
information with the given ground truth factor. As it is implemented in DisLib, MIG measures entropy
by discretizing the model’s latent code using a histogram with 20 bins equally spaced between the
representation minimum and maximum. It then computes the discrete mutual information between the
ground-truth values and the discretized latents using the scikit-learn metrics.mutual_info_score
function [68]. For the normalization it divides this difference by the entropy of the discretized ground
truth factors.
Modularity [31]
Ridgeway and Mozer [31] measure disentanglement in terms of three factors: modularity, com-
pactness, and explicitness. For modularity, they first measure the mutual information between the
discretized latents and ground-truth factors using the same histogram procedure that was used for
the MIG, resulting in a matrix, M ∈ RD′×D with entries for each mutual information pair. Their
measure of modularity is then
modularity = 1D′
D′∑
i=1
Θ
(
1−
∑D
j=1M
2
i,j −max(M2i )
max(M2i )(D − 1)
)
, (25)
where max(M2i ) returns the maximum of the vector of squared mutual information measurements
between ground truth i and each latent factor. Additionally, Θ is a selection function that returns zero
for any i where max(M2i ) = 0 and otherwise acts as the identity function.
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DCI Disentanglement [32]
The DCI scores measure disentanglement, completeness, and informativeness, which have intuitive
correspondence to the modularity, compactness, and explicitness of [31], respectively. To measure
DCI Disentanglement, D regressors are trained to predict each ground truth factor state given the
latent encoding. The DisLib implementation uses the ensemble.GradientBoostingClassifier
function from scikit-learn with default parameters, which trainsD gradient boosted logistic regression
tree classifiers. Importance is assigned to each latent factor using the built-in feature_importance_
property of the classifier, which computes the normalized total reduction of the classifier criterion
loss contributed by each latent. Disentanglement is then measured as∑
i=1
D(1−H(Ii))I˜i, (26)
where H is the entropy computed with the stats.entropy function from scikit-learn, I ∈ RD×D′
is a matrix of the absolute value of the feature importance between each factor and each ground truth,
and I˜ is a normalized version of the matrix
I˜i =
∑D′
j=1 Ii,j∑D
k=1
∑D′
j=1 Ik,j
(27)
SAP Score [54]
To compute the SAP score, Kumar et al. [54] first train a linear support vector classifier with squared
hinge loss and L2 penalty to predict each ground truth factor from each latent variable. In DisLib this
is implemented with the svm.LinearSVC function with default parameters from scikit-learn. They
construct a score matrix S ∈ RD′×D, where each entry in the matrix is the batch-mean classifier
accuracy for predicting each ground truth given each individual latent encoding. For each generative
factor, they compute the difference between the top two most predictive latent dimensions, which
are the two highest scores in a given column of S. The mean (across ground-truth factors) of these
differences is the SAP score.
C Methods
C.1 Model training and selection
We train all models on all datasets provided in DisLib with the LOC and LAP variants. We also train
SlowVAE and β-VAE on Natural Sprites and KITTI Masks. When available, we compare scores
directly using models we train, otherwise we reprint scores reported in [10].
C.2 Implementation Details
All models are implemented in PyTorch [69]. To facilitate comparison, the training parameters, e.g.
optimizer, batch size, number of training steps, as well as the VAE encoder and decoder architecture
are identical to those reported in [8, 10]. We use this architecture for all datasets, only adjusting
the number of input channels (greyscale for dSprites, smallNORB, and KITTI Masks; three color
channels for all other datasets).
The model formulation is agnostic to the direction of time. Therefore, to increase the temporal
training signal at a fixed computational cost for each batch of input pairs (x0,x1), we optimize the
model in both directions i.e. optimizing the model objective for both t0 = 0, t1 = 1 as well as
t0 = 1, t1 = 0.
C.3 Natural Datasets
We introduce several datasets to investigate disentanglement in more natural scenarios. Here, we
provide a detailed description on the design of each dataset.
C.3.1 Laplace transitions
For each of the datasets in DisLib, we collect pairs of images. For each ground-truth factor, the
first value in the pair is chosen from a uniform distribution across all possible values in latent space,
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while the second is chosen by weighting nearby values in latent space using Laplace distributed
probabilities (see equation 2). Since we are restricted to the set of given factor values, the dataset has
edge conditions where samples that would push a factor outside the preset range are rejected. This
may, however, alleviate issues introduced by rotation symmetries since, under this Laplace prior in
the latent space, it is extremely unlikely to observe ’large’ transitions from orientations of θ = 2pi− 
to θ = . This dataset introduces a hyper-parameter λ that controls the rate of the Laplace sampling
distribution, while the location is set by the initial factor value. Effectively, when this rate is λ = 1
most of the factors change most of the time, whereas for a rate of λ = 10 most of the factors will not
change most of the time (recall that we reject samples without any changes, so at least one factor
will change in every valid sample). To maximize comparability with [10], for each pair of inputs we
sample the rate of the Laplace prior from a uniform distribution λ ∼ U(1, 10). This correspond to
the setting (k =rand) in the LOC data, which is reported throughout the paper.
C.3.2 YouTube-VOS
For the YouTube dataset, we download annotations from the 2019 version of the video instance
segmentation (Youtube-VIS) dataset [18]4, which is built on top of the video object segmentation
(Youtube-VOS) dataset [17]. The dataset has annotations for every five frames in a 30fps video,
which results in a 6fps sampling rate. The authors believe that the temporal correlation between five
consecutive frames is sufficiently strong that annotations can be omitted for intermediate frames to
reduce the annotation efforts. Such a skip-frame annotation strategy enables scaling up the number of
videos and objects annotated under the same budget, yielding 131,000 annotations for 2,883 videos,
with 4,883 unique video object instances.
The original image size of the dataset is 720 × 1280. In order to preserve the statistics of the
transitions, we choose not to directly downsample to 64× 64, but instead preserve the aspect ratio by
downsampling to 64× 128. In order to minimize the bias yielded by the extraction method, noting
the center bias typically present in human videos, we extract three equally spaced 64 × 64 pixel
windows (with overlap) with a stride of 32.
For each resulting 64× 64× T sequence, where T denotes the number of time steps in the sequence,
we filter out all pairs where the given object instance is not present in adjacent frames, resulting in
234,652 pairs.
An issue with evaluating disentanglement on natural datasets is the fact that the existing disentangle-
ment metrics require knowledge of the underlying generative process of the given data. Although
we can observe that the world is composed of distinct entities that vary according to rules imposed
by physics, we are unable to determine the precise “factors” that generate such scenes. To mitigate
this problem, we compile object measurements by calculating the x and y coordinates of the center
of mass as well as the area of each object in each frame. We use these measurements to a) augment
existing disentanglement benchmarks with natural transitions (Natural Sprites) and b) evaluate the
ability of algorithms to decode intrinsic object properties (KITTI Masks).
C.3.3 Natural Sprites
Without a definition of disentanglement that can be applied to unknown data generating processes,
we are limited to synthetic datasets with known ground-truth factors. Let us take dSprites [47] as an
example. The dataset consists of all combinations of a set of latent factor values, namely,
• Color: white
• Shape: square, ellipse, heart
• Scale: 6 values linearly spaced in [0.5, 1]
• Orientation: 40 values in [0, 2pi]
• Position X: 32 values in [0, 1]
• Position Y : 32 values in [0, 1]
Given the limited set of discrete values each factor can take on, all possible samples can be described
by a tractable dataset, compiled and released to the public. But, in reality, all of these factors should be
4https://competitions.codalab.org/competitions/20127
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Config Scale X Y (R, G, B) Shape Orientation
Continuous YT [2375] YT [197342] YT [187112] (1.0, 1.0, 1.0) (square, triangle, star_4, spoke_4) (0,9,...,342,351)
Discrete YT [6] YT [32] YT [32] (1.0, 1.0, 1.0) (square, triangle, star_4, spoke_4) (0,9,...,342,351)
Table 7: Natural Sprite Configs. Values in brackets refer to the number of unique values. Shapes
presented are predefined in Spriteworld [70].
continuous: a spectrum of possible colors, shapes, scales, orientations, and positions exist. We address
this by constructing a dataset that is augmented with natural and continuous ground truth factors,
using the mask properties measured from the large-scale, natural, unstructured YouTube [17, 18]
dataset.
We can choose the complexity of the dataset by discretizing the 234,652 transition pairs of position
and scale into an arbitrary number of bins. In this study, we discretize to match dSprites, which
we present in Table 7. We produce a pair by fixing the color, shape, and orientation, but updating
the position and scale with transitions sampled from the YouTube measurements. To minimize
the effect of extreme outliers, we filter out 10% of the data by removing frames if the mask area
falls below the 5% or above the 95% quantiles, which reduces the number of pairs to 207,794.
Finally, we use the Spriteworld [70] renderer to generate the images. The benchmark is available at
https://zenodo.org/record/3948069.
In relation to the Laplace transitions described in section C.3.1, this update a) produces pairs that
correspond to transitions observed in real data and b) allows for smooth transitions by defining the
data generation process as opposed to being limited by the given collected dataset (e.g. dSprites). We
generate the data online, thus training the model to fit the underlying distribution as opposed to a
sampled finite dataset.
However, as noted previously, all supervised metrics aggregated in DisLib are inapplicable to
continuous factors, which is problematic as the generating distribution is effectively continuous
with respect to a subset of the factors. Therefore, we limit our quantitative evaluation to MCC for
continuous datasets. Additionally, as mentioned above, to evaluate disentanglement with the standard
metrics, we bin the collected transition statistics to match the size of dSprites and use the set of bin
centers as the new set of values. The details of which are in Table 7, note that the discretization
corresponds to the scale of the dSprites factor set.
C.3.4 KITTI MOTS Pedestrian Masks
While Natural Sprites enables evaluation of disentanglement with natural transitions, we note that
the disentanglement framework which requires knowledge of the underlying generative factors
is unrealistic for real-world data. As we state in the introduction, the assumption that a visual
representation of the world can be constructed via a generative process that receives factors of
variation as input and produces natural signals as output is not true in the literal sense. Measurements
such as scale and position correspond to object properties that are ecologically relevant to the observer
and can serve as suitable alternatives to the typical generative factors. We directly test this using our
KITTI Masks dataset.
To create the dataset, we download annotations from the Multi-Object Tracking and Segmentation
(MOTS) Evaluation Benchmark [19–21], which is split into KITTI MOTS and MOTSChallenge5.
Both datasets contain sequences of pedestrians with their positions densely annotated in the time and
pixel domains. The original image sizes are 1080×1920 or 480×640 resolution for MOTSChallenge
and between 370 and 374 pixels tall by 1224 and 1242 pixels wide for KITTI MOTS. For simplicity,
we only consider the instance segmentation masks for pedestrians and do not use the raw data. We use
nearest neighbor down-sampling for each frame such that the height was 64 pixels and the width is set
to conserve the aspect ratio. After down-sampling, we use a horizontal sliding window approach to
extract six equally spaced windows of size 64× 64 (with overlap) for each sequence in both datasets.
Note that here we make reasonable assumptions on horizontal translation and scale invariance of
the dataset. We justify the assumed scale invariance by observing that the data is collected from a
camera mounted onto a car which has varying distance to pedestrians. To confirm the translation
invariance, we show an ablation study on the number of horizontal images. Instead of six horizontal,
5https://www.vision.rwth-aachen.de/page/mots
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Figure 6: KITTI Masks : Each row corresponds to sequential frames from random sequences in
the KITTI-Mssks dataset. Above each image we denote measured object properties where x, y
correspond the center of mass position and ar corresponds to the area.
equally spaced sliding windows, we only use two which leads to differently placed windows. We
do not observe significant changes in the reported data statistics (e.g. the kurtosis of the fit stays
within ±10% of the previous value for ∆x transitions). The values of ∆y and ∆area do not change
significantly compared to Table 8.
For each resulting 64× 64× T sequence, where T denotes the number of time steps in the sequence,
we extract all individual pedestrian masks based on their object instance identity and create a new
sequence for each pedestrian such that each resulting sequence only contains a single pedestrian.
We ignore images with masks that have less than 30 pixels as they are too far away or occluded and
not recognizable by humans. We keep all sequences of two or more frames, as the algorithm only
requires pairs of frames for training.
The resulting KITTI Masks dataset consists of 2,120 sequences of individual pedestrians with
lengths between 2 and 710 frames each, resulting in a total of 84,626 individual frames. We estimate
ground truth factors by calculating the x and y coordinates of the center of mass of each pedestrian in
each frame and the area (number of pixels in mask). We leave the ∆t between time frames within a
pair as a hyperparameter, and test ∆t = 1 and ∆t = 5 as described in the main paper. During training,
we augment the data by applying horizontal and vertical translations of ±5 pixels and rotations of
±2◦ degree. We apply the exact same data augmentation to both images within a pair to not change
any transition statistics. For samples and the corresponding ground truth factors see Fig. 6. The
benchmark is available at https://zenodo.org/record/3931823.
D Additional Results
D.1 Extended Data Analysis
We report the empirical estimates of Kurtosis in Table 8. We report the log-likelihood scores for
the ∆ area, ∆ x, ∆ y statistics in Tables 9, 10, and 11, respectively for a Normal, a Laplace and a
generalized Laplace/Normal distribution. For these distributions, we also report the fit parameters for
the ∆ area, ∆ x, ∆ y statistics in Tables 12, 13, and 14, respectively, where the shape parameter α of
the generalized Laplacian is bolded. As a higher likelihood indicates a better fit, we can see further
evidence that natural transitions are highly leptokurtic; a Laplace distribution (α = 1) is a better fit
than a Gaussian (α = 2), while the generalized Laplacian yields the highest likelihood consistently
with α ≈ 0.5 for all measurements, as indicated in the main paper.
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dataset N ∆ area ∆ x ∆ y
KITTI 82506 68.92 38.50 65.39
YouTube 234652 76.49 39.98 35.59
Table 8: Empirical estimates of Kurtosis for mask transitions per metric for each dataset.
dataset N genlaplace normal laplace
KITTI 82506 -3.21e+05 -3.79e+05 -3.35e+05
YouTube 234652 -1.29e+06 -1.45e+06 -1.33e+06
Table 9: Maximum likelihood scores for the considered distributions on ∆ area for each dataset.
dataset N genlaplace normal laplace
KITTI 82506 -8.72e+04 -1.20e+05 -9.25e+04
YouTube 234652 -4.50e+05 -5.64e+05 -4.74e+05
Table 10: Maximum likelihood scores for the considered distributions on ∆ x for each dataset.
dataset N genlaplace normal laplace
KITTI 82506 -7.59e+04 -1.07e+05 -7.86e+04
YouTube 234652 -4.40e+05 -5.45e+05 -4.60e+05
Table 11: Maximum likelihood scores for the considered distributions on ∆ y for each dataset.
dataset N genlaplace normal laplace
KITTI 82506 [4.55e-01, 1.00e+00, 1.01e+00] [4.53e-01, 2.39e+01] [1.00e+00, 1.07e+01]
YouTube 234652 [4.44e-01, 1.47e-16, 5.04e+00] [2.25e-01, 1.16e+02] [7.73e-09, 5.28e+01]
Table 12: Parameter fits for the considered distributions on ∆ area for each dataset. The param-
eters are (alpha, location, rate) for generalized Laplace/Normal, (location, rate) for the other two
distributions.
dataset N genlaplace normal laplace
KITTI 82506 [5.87e-01, 4.76e-02, 1.69e-01] [5.34e-02, 1.04e+00] [5.49e-02, 5.64e-01]
YouTube 234652 [5.15e-01, 1.15e-14, 2.57e-01] [2.32e-03, 2.68e+00] [7.54e-09, 1.38e+00]
Table 13: Parameter fits for the considered distributions on ∆ x for each dataset. The parameters are
(alpha, location, rate) for generalized Laplace/Normal, (location, rate) for the other two distributions.
dataset N genlaplace normal laplace
KITTI 82506 [6.94e-01, 1.02e-02, 2.32e-01] [3.84e-02, 8.86e-01] [1.71e-02, 4.77e-01]
YouTube 234652 [5.48e-01, 2.93e-13, 3.08e-01] [8.81e-03, 2.47e+00] [9.15e-04, 1.30e+00]
Table 14: Parameter fits for the considered distributions on ∆ y for each dataset. The parameters are
(alpha, location, rate) for generalized Laplace/Normal, (location, rate) for the other two distributions.
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Figure 7: KITTI Masks Latent Representations. We show axis latent traversals along each
dimension for the β-VAE (top) and SlowVAE (bottom). Here, the latents zi are sorted from top
to bottom in ascending order according to the mean variance output of the encoder. With MCC
correlation (see e.g. Fig. 13) the known ground truth factors are matched as following: β-VAE:
scale∼ z2, x-position∼ z1 and y-position∼ z3; SlowVAE: scale∼ z0, x-position∼ z1 and y-
position∼ z3. With these latent visualizations alone, there is no significant difference visible between
β-VAE and SlowVAE. However, we see a quantitative difference with the MCC score (see Table 5)
and a qualitative difference when directly observing latent embeddings (see Fig. 13).
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D.2 All DisLib Results
We include results on all DisLib datasets, dSprites [47], Cars3D [48], SmallNORB [49],
Shapes3D [50], MPI3D [51], in Tables 15, 16, 17, 18, and 19, respectively. We report both median
(a.d.) to compare to the previous median scores reported in [10], as well as the the more common
mean (s.d.) scores for future comparisons and straightforward statistical estimates of significant
differences between models.
Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP
β-VAE (i.i.d.) 82.3 66.0 10.2 18.6 82.2 4.9
Ada-ML-VAE (LOC) 89.6 70.1 11.5 29.4 89.7 3.6
Ada-GVAE (LOC) 92.3 84.7 26.6 47.9 91.3 7.4
SlowVAE (LOC) 89.7 (3.8) 81.4 (8.4) 34.5 (9.6) 50.0 (6.9) 87.1 (2.0) 5.1 (1.5)
SlowVAE (LAP) 100.0 (0.0) 99.2 (2.3) 28.2 (8.2) 65.5 (3.1) 96.8 (1.4) 6.0 (2.4)
SlowVAE (LOC) 87.0 (5.1) 75.2 (11.1) 28.3 (11.5) 47.7 (8.5) 86.9 (2.8) 4.4 (2.0)
SlowVAE (LAP) 100.0 (0.0) 97.5 (3.0) 29.5 (9.3) 65.4 (3.6) 96.5 (1.6) 8.1 (3.0)
Table 15: dSprites. Median and absolute deviation (a.d.) metric scores across 10 random seeds (first
three rows are from [10]). Bottom two rows give mean and standard deviation (s.d.) for the models
presented in this paper.
Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP
β-VAE (i.i.d.) 100.0 87.9 8.8 22.5 90.2 1.0
Ada-ML-VAE (LOC) 100.0 87.4 14.7 45.6 94.6 2.8
Ada-GVAE (LOC) 100.0 90.2 15.0 54.0 93.9 9.4
SlowVAE (LOC) 100.0 (0.0) 90.4 (0.4) 15.7 (1.5) 48.9 (1.7) 95.7 (1.0) 1.6 (0.4)
SlowVAE (LAP) 100.0 (0.0) 91.0 (2.5) 9.7 (1.1) 51.0 (2.2) 94.4 (1.1) 1.7 (0.9)
SlowVAE (LOC) 100.0 (0.0) 90.4 (0.5) 15.4 (2.2) 48.0 (2.4) 95.4 (1.5) 1.6 (0.5)
SlowVAE (LAP) 100.0 (0.0) 90.2 (3.5) 10.4 (1.8) 50.9 (2.7) 94.1 (1.2) 2.0 (1.1)
Table 16: Cars3D. Median and absolute deviation (a.d.) metric scores across 10 random seeds (first
three rows are from [10]). Bottom two rows give mean and standard deviation (s.d.) for the models
presented in this paper.
Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP
β-VAE (i.i.d.) 74.0 49.5 21.4 28.0 89.5 9.8
Ada-ML-VAE (LOC) 91.0 72.1 31.1 34.1 86.1 15.3
Ada-GVAE (LOC) 87.9 55.5 25.6 33.8 78.8 10.6
SlowVAE (LOC) 85.4 (2.2) 54.7 (1.6) 24.9 (1.3) 31.8 (0.5) 86.5 (3.3) 6.3 (0.7)
SlowVAE (LAP) 87.4 (0.5) 74.0 (1.5) 27.8 (0.8) 42.4 (0.6) 97.7 (0.7) 8.2 (1.1)
SlowVAE (LOC) 85.0 (2.9) 54.9 (2.0) 24.6 (1.7) 31.9 (0.6) 85.3 (4.1) 6.3 (0.8)
SlowVAE (LAP) 87.1 (0.7) 73.4 (1.7) 28.1 (1.0) 42.4 (0.7) 97.3 (0.8) 7.5 (1.3)
Table 17: SmallNORB. Median and absolute deviation (a.d.) metric scores across 10 random seeds
(first three rows are from [10]). Bottom two rows give mean and standard deviation (s.d.) for the
models presented in this paper.
D.3 Latent Space Visualizations
We visualize differences in learned latent representations using image embedding in Figures 8- 21.
We show four different plots for each dataset considered and include all available models. Each figure
corresponds to a different dataset.
In Figures 8- 14 we display the mean correlation coefficient matrix and the latent representations for
each ground-truth, as described in the main text for Fig. 4.
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Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP
β-VAE (i.i.d.) 98.6 83.9 22.0 58.8 93.8 6.2
Ada-ML-VAE (LOC) 100.0 100.0 50.9 94.0 98.8 12.7
Ada-GVAE (LOC) 100.0 100.0 56.2 94.6 97.5 15.3
SlowVAE (LOC) 100.0 (0.1) 97.3 (4.0) 64.4 (8.4) 82.6 (4.4) 95.5 (1.6) 5.8 (0.9)
SlowVAE (LAP) 100.0 (0.0) 95.9 (2.6) 62.5 (3.1) 85.6 (4.0) 98.1 (0.6) 8.2 (1.7)
SlowVAE (LOC) 99.9 (0.3) 95.4 (5.2) 58.8 (13.0) 82.3 (5.4) 95.2 (2.0) 5.7 (1.4)
SlowVAE (LAP) 100.0 (0.0) 95.0 (3.2) 61.5 (4.5) 85.0 (4.7) 98.3 (0.8) 8.9 (2.6)
Table 18: Shapes3D. Median and absolute deviation (a.d.) metric scores across 10 random seeds
(first three rows are from [10]). Bottom two rows give mean and standard deviation (s.d.) for the
models presented in this paper.
Model (Data) BetaVAE FactorVAE MIG DCI Modularity SAP
β-VAE (i.i.d.) 54.6 32.2 7.2 19.5 87.4 3.7
Ada-ML-VAE (LOC) 72.6 47.6 24.1 28.5 87.5 7.4
Ada-GVAE (LOC) 78.9 62.1 28.4 40.1 91.6 21.5
SlowVAE (LOC) 70.9 (3.5) 47.2 (2.8) 37.4 (8.0) 35.2 (1.3) 88.9 (1.0) 10.7 (1.2)
SlowVAE (LAP) 87.2 (2.9) 67.3 (6.2) 26.1 (2.9) 44.4 (2.1) 91.1 (1.4) 21.3 (2.1)
SlowVAE (LOC) 71.6 (4.4) 48.7 (3.7) 29.7 (9.8) 34.6 (1.7) 88.4 (1.3) 10.9 (1.5)
SlowVAE (LAP) 86.5 (3.5) 65.5 (8.3) 26.9 (3.1) 44.9 (2.6) 91.2 (1.7) 19.9 (4.7)
Table 19: MPI3D. Median and absolute deviation (a.d.) metric scores across 10 random seeds (first
three rows are from [10]). Bottom two rows give mean and standard deviation (s.d.) for the models
presented in this paper.
The top row is the sorted absolute correlation coefficient matrix between the latents (rows) and
the ground truth generating factors (columns). The latent dimensions are permuted such that the
sum on the diagonal is maximal. This is achieved by an optimal, non-greedy matching process for
each ground truth factor with its corresponding latent, as described in appendix B. As such, a more
prevalent diagonal structure corresponds to a better mapping between the ground-truth factors and
latent encoding.
The middle set of plots are latent embeddings of random training data samples. The y-axis denotes
the ground truth generating factor and the x-axis denotes the corresponding latent factor as matched
according to the main diagonal of the correlation matrix. For each dataset, we further color-code the
latents by a categorical variable as denoted in each figure.
The bottom set of plots show the ground truth encoding compared to the second best latent as opposed
to the diagonally matched latent. This plot can be used to judge how much the correspondence
between latents is one-to-one or rather one-to-many.
To further investigate the latent representations, we show a scatter plot over the best and second best
latents in figures 15-21. Here, the color-coding is matched by the ground truth factor denoted in each
row.
When comparing the correlation matrix with the corresponding scatter plots, one can see that
embeddings with sinusoidal curves have low correlation, which illustrates a shortcoming of the
metric. Another limitation is that categorical variables which have no natural ordering have an
order-dependent MCC score, indicating the permutation variance of MCC. With SlowVAE, we can
infer three different types of embeddings. First, we have simple ordered ground truth factors with non-
circular boundary conditions. Here, SlowVAE models often show a clear one-to-one correspondence
(e.g. Fig 15 scale, x-position and y-position; Fig 18 θ-rotation; Fig 19 Φ-rotation). Second, we
observe circular embeddings due to boundary conditions for certain factors (e.g. Fig 8, 15 3rd row;
Fig 9, 16 2nd row). Note that not all datasets with orientations exhibit full rotations and thus do not
have circular boundary conditions, e.g. smallNORB. Finally, we have categorical variables, where no
order exists (e.g. Fig. 9, 16 top row, Fig 10, 17 top row, Fig 11, 18 top row) resulting in separated but
not necessarily ordered clusters.
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Figure 8: DSprites Latent Representations. Top, MCC correlation matrices. Middle five rows,
model latent over highest correlating ground truth factor. Bottom five rows, model latent over second
highest correlating ground truth factor. The color-coding corresponds to the shapes: heart/yellow,
ellipse/turquoise and square/purple.
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Figure 9: Cars3D Latent Representations. Top, MCC correlation matrices. Middle three rows,
model latent over highest correlating ground truth factor. Bottom three rows, model latent over second
highest correlating ground truth factor. The color-coding corresponds to the 183 different car types
(GT Types) in the dataset.
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Figure 10: SmallNorb Latent Representations. Top, MCC correlation matrices. Middle four rows,
model latent over highest correlating ground truth factor. Bottom four rows, model latent over
second highest correlating ground truth factor. The color-coding corresponds to the five different GT
categories in the dataset.
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Figure 11: Shapes3D Latent Representations. Top, MCC correlation matrices. Left two columns,
model latent over highest correlating ground truth factor. Right two columns, model latent over
second highest correlating ground truth factor. The color-coding corresponds to the four different
object types (GT-Type) in the dataset.
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Figure 12: MPI3DReal Latent Representations. Top, MCC correlation matrices. Left two columns,
model latent over highest correlating ground truth factor. Right two columns, model latent over
second highest correlating ground truth factor. The color-coding corresponds to the six different
object shapes (GT Shape) in the dataset.
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Figure 13: KITTI Masks Latent Representations. Top, MCC correlation matrices. Middle three
rows, model latent over highest correlating ground truth factor. Bottom three rows, model latent over
second highest correlating ground truth factor.
32
GT Factors
0
1
2
3
4
5
6
7
8
9
La
te
nt
s 
z
MCC = 52.0
78 19 3 0 0
18 82 32 0 4
5 30 87 0 3
17 8 0 1 3
6 0 4 2 11
5 14 5 1 1
1 11 6 1 6
1 6 6 0 0
2 7 2 0 0
3 45 3 0 6
-VAE (C)
0 1 2 3 4
MCC = 57.8
73 17 13 0 10
7 96 2 0 2
38 2 88 0 9
21 4 9 4 14
31 4 8 2 28
54 11 15 1 6
72 17 38 0 5
4 17 4 3 6
19 10 14 2 10
10 6 7 0 4
SlowVAE (C)
MCC = 51.3
66 17 9 1 0
17 76 13 1 7
1 1 91 0 3
18 34 10 2 3
9 28 30 1 22
1 6 6 2 15
27 5 6 1 3
4 15 17 1 1
7 12 0 0 2
33 42 0 1 7
-VAE (D)
MCC = 62.5
88 9 8 0 1
16 93 5 0 0
2 0 98 0 8
41 1 9 3 11
15 10 0 1 30
54 49 15 0 1
6 3 1 2 3
39 18 22 1 7
15 16 2 3 7
62 4 2 1 2
SlowVAE (D)
Figure 14: Natural Sprites Latent Representations. Top, MCC correlation matrices. Middle five
rows, model latent over highest correlating ground truth factor (colored by category). Bottom five
rows, model latent over second highest correlating ground truth factor. The left two columns denote
the continuous (C) version of Natural Sprites, whereas the right two columns correspond to the
discretized (D) version.
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Figure 15: DSprites Latent Representations. Best two latents selected from Fig 8. Color-coded by
the corresponding ground truth factor.
Figure 16: Cars3D Latent Representations. Best two latents selected from Fig 9. Color-coded by
ground truth.
Figure 17: SmallNorb Latent Representations. Best two latents selected from Fig 10. Color-coded
by ground truth.
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Figure 18: Shapes3D Latent Representations. Best two latents selected from Fig 11. Color-coded
by ground truth.
Figure 19: MPI3DReal Latent Representations. Best two latents selected from Fig 12. Color-coded
by ground truth.
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Figure 20: KITTI Masks Latent Representations. Best two latents selected from Fig 13. Color-
coded by ground truth.
Figure 21: Natural Sprites Masks Latent Representations. Best two latents selected from Fig 14.
The left two columns denote the continuous (C) version of Natural Sprites, whereas the right two
columns correspond to the discretized (D) version. Color-coded by ground truth.
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