Random regular graphs with edge faults: Expansion through cores  by Goerdt, Andreas
Theoretical Computer Science 264 (2001) 91–125
www.elsevier.com/locate/tcs
Random regular graphs with edge faults:
Expansion through cores
Andreas Goerdt
TU Chemnitz, Fakultat fur Theoretische Informatik, 09107 Chemnitz, Germany
Abstract
Let G be a given graph (modelling a communication network) which we assume su,ers from
static edge faults: That is we let each edge of G be present independently with probability
p (or absent with fault probability f = 1 − p). In particular, we are interested in robustness
results for the case that the graph G itself is a random member of the class of all regular
graphs with given degree d. Here we deal with expansion properties of faulty random regular
graphs and show: For 3xed d¿42 and p = =d; ¿20, a random regular graph with fault
probability f=1 − p contains a linear-size subgraph which is an expander almost surely.
This subgraph can be found by a simple linear-time algorithm. c© 2001 Elsevier Science B.V.
All rights reserved.
0. Introduction
Modern multiprocessor architectures and communication networks are connected by
structured interconnection graphs like meshes. Here several applications share the same
network while executing concurrently. This may, of course, lead to unavailability of
links and nodes in certain cases and we may assume to compute over a subnetwork
being randomly assigned by the operating system. Moreover, this subnetwork may
su,er from edge or node faults. Our work addresses robustness properties in case
the subnetwork is a random regular graph su,ering from edge faults. Random regular
graphs make a (at least theoretically) popular choice because they combine low, i.e.
constant, degree with high expansion almost always (see [1] for an introduction to
expansion and [2] to random regular graphs). In case of structured networks like the
butter<y or the hypercube it is known how to simulate the non-faulty network on the
faulty one with a well-determined slowdown, for example [14, 19]. Our work is in part
motivated by the following major problem of the theory of fault tolerance in processor
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networks: Does there exist a network of bounded degree such that we can simulate
the non-faulty network on the faulty one with constant slowdown? Motivated by this
question for the butter<y network [11] apply random graph concepts and techniques to
the butter<y. Recently, related random graph considerations have been found useful in
the theory of load balancing [13].
Our study continues the work begun in [7, 15, 17] which are the only papers known
to the author which investigate random regular graphs with edge faults. The paper
[16] contains an application of results on faulty random regular graphs to fat trees,
a class of interconnection networks with universal simulation properties. In [7] the
author shows that p=1=d− 1 is a threshold probability for the existence of a linear-
size component in a faulty random regular graph. Note that a linear-size component is
an absolute necessity in order to simulate the non-faulty network on the faulty one with
only constant slowdown. (Slowdown is determined as the fraction of the time of the
simulation on the faulty network and the time needed on the non-faulty network.) But,
to achieve only constant slowdown, we need more than just a linear-size component:
We need (at least) a linear-size subgraph which preserves the expansion properties (cf.
Fact 1) which are crucial for eHcient communication in non-faulty random regular
graphs.
The interesting paper [17] shows that the 3rst eigenvalue of the (or “a” or “any”,
the uniqueness is not really known) linear-size component of a faulty random regular
graph is bounded away from the average degree. This implies good expansion proper-
ties, but does not directly give us an expanding subgraph, necessary for a simulation
with constant slowdown. In Section 1 we show, that the linear-size component as a
whole is no expander. This motivates our work to 3nd an expanding subgraph. In
Section 2 we present a simple edge deletion process which will give us a linear-size
subgraph which is an expander with high probability if the fault probability is not too
high. Our edge deletion process iteratively deletes all edges incident to nodes of degree
62. It thus 3nds the 3-core (=unique maximal subgraph where each node has degree
¿3) of the faulty graph. Due to its randomness properties this core is an expander
with high probability. In the subsequent Sections 3, 4 a probabilistic analysis of this
algorithm is performed. It is inspired by the analysis in [4] of a simple algorithm for
3-satis3ability. The tight analysis of an edge deletion process similar to ours for ran-
dom graphs without degree bound [18] cannot directly be transferred to the present
situation because the crucial di,erential equations (5:7) need to be modi3ed some-
how to re<ect the degree bound d. In view of [18] the intuition of our analysis is:
In general, random graphs with edge probability c=n; c a constant, the degree of a
given node is approximated by the Poisson-distribution with mean c. When c is large
enough we get a linear-size 3-core. In the case of faulty random regular graphs we
get the binomial distribution with parameters d; p= =d for the degree of a given
node. The Poisson distribution is the limit of this binomial distribution when d gets
large.
Recently, we have greatly improved and simpli3ed the results and techniques used
here [9]. A preliminary version of the present paper is [8].
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1. Random regular graphs and congurations
The probability space of random regular graphs with edge faults is given by the
following probabilistic generation procedure: (1) Choose a d-regular graph G=(V; E)
where V = {v1; : : : ; vn} according to the uniform distribution. To ensure the existence
of such graphs we will always assume that dn is even. Then N =dn=2 is the number
of edges of such a graph. (2) Delete randomly K edges from G. Each set of K edges
is equally likely to be deleted.
It is helpful to visualize the probability space of random d-regular graphs with edge
faults as a “probability tree” re<ecting the 2 steps of the procedure. The probability of
a leaf of this tree is given by
1
]{d-regular graphs with n nodes}
1(
N
K
) :
The following point should be noticed: Consider the set of graphs H =(V; F) where
V = {v1; : : : ; vn} and H is obtained from a d-regular graph by deleting K edges. If we
de3ne the probability of H as
a
1
]{d-regular graphs with n nodes}
1(
N
K
) ; (1)
where a is the number of leaves of our probability tree representing H , we do in
general not get the uniform distribution. For example if d=2; n=4, and K =2 (then
N − K =2), the graph of Fig. 1a has a=1 whereas the graph of Fig. 1b has a=2.
We assume that the nodes are labelled by 1–4.
By the probability space of d-regular graphs with edge faults we mean the space
of atoms (G;H), where G is a d-regular graph and H is the subset of K edges of G
which are considered as faulty or the space of graphs G=(V; F) where |F |=N − K
with probabilities as de3ned in (1). These two notions are equivalent.
For the rest of this paper we make the following notational conventions:
– The degree d of our graphs is 3xed.
– The number of nodes is n. We assume that n gets large, and is such that nd is even.
We let N = nd=2 be the number of edges of the non-faulty graph.
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– The number of non-faulty edges is L= =ddn=2= n=2, where  is a constant inde-
pendent of d. We always assume d¿. Then K =N − L is the number of faulty
edges.
If G is a random regular graph with edge (v; w) then
Prob[The edge (v; w) is not faulty |G is chosen in 1 of our procedure]
=
Prob[(v; w) not faulty and G chosen]
Prob[G is chosen]
=
Prov[(v; w) is not faulty in G] Prob[G is chosen]
Prob[G is chosen]
=
(
N−1
L−1
)
(
N
L
) = LN = d :
The formula of total probability gives:
Prob[(v; w) is not faulty|(v; w) is an edge of G] = 
d
:
If we number the edges of each d-regular graph from 1 to N we get:
Prob[The edge with number j is not faulty] =

d
:
For a 3xed node v let Deg(v) be the random variable which assigns to each faulty
graph H the degree of v in H , then we have E[Deg(v)]= , where E[Deg(v)] is the
expectation of the degree of v. This is easily calculated by representing Deg(v) as a sum
of d indicator variables, one for each edge incident with v in the original non-faulty
graph. The distribution of Deg(v) is the hypergeometric distribution with parameters
N; L; d (then =dL=N ). This is easily seen by conditioning on the choice of a 3xed
graph in step 1 of our generation procedure.
The standard tool to deal with random regular graphs are random con3gurations [2, p.
47,]. Random regular graphs with edge faults are dealt with by random con3gurations
with edge faults [15]: Here we have n disjoint sets W1; : : : ; Wn where each Wi consists
of d elements. We let always
W = W1∪˙ · · · ∪˙Wn
the Wi are called classes, the elements of the Wi are nodes. Sets {v; w} where v; w∈W;
v =w are called edges. A con3guration is a partition of W into N =dn=2 edges. We
have
(2N − 1)!! = (2N − 1)(2N − 3)(2N − 5) · · · 5 · 3 · 1 = (2N )!
N !2N
con3gurations. A random con3guration with edge faults is given by the following
probabilistic procedure: (1) Choose a con3guration  from the uniform distribution.
(2) Delete randomly a set ⊆ of K edges from . We represent this procedure as
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a probability tree where each leaf has the probability 1=(2N − 1)!! · 1=(NK). We mark
each leaf of the tree with the corresponding set  of L=N −K non-faulty edges. The
probability of  is the sum of the probabilities of the leaves representing . As there
are always (2K − 1)!! such leaves, we have
Prob() = (2K − 1)!! 1
(2N − 1)!
1(
N
K
)
= (2K)!2L·L! 1
2N !
=
1(
2N
2L
) 1(2L− 1)!! :
Note that this probability does not depend on . The analogous situation of Fig. 1 is
Fig. 2. Again the classes and nodes are considered labelled:
In each case we have 3 non-faulty con3gurations to extend the faulty ones. (Note
K =2; (2K − 1)!!= 3 · 1=3.)
By a faulty con3guration we either mean a pair (; ) or simply a set  with
probability as above. For us Con(L; n) is the probability space of faulty con3gurations
with L edges. The three formulas for Prob() in the chain of equations above re<ect
3 possible generation procedures to get a faulty con3guration: the 3rst formula corre-
sponds to the process: choose a con3guration, choose K edges and delete them. Each
faulty  is generated (2K−1)!!-times. The second formula corresponds to the process:
place the 2N nodes randomly into 2N slots and consider the 3rst 2L nodes as the
set of non-faulty edges. Here each  is generated (2K)!2LL!-times. The last formula
represents the process: choose 2L nodes and partition these nodes into pairs. Here each
faulty con3guration is generated exactly once.
If {x; y} is an edge of the non-faulty con3guration , we get
Prob[{x; y} ∈  | is chosen in 1 of our procedure] =
(
N−1
L−1
)
(
N
L
) = d :
As before this implies that  is the expected degree of a 3xed class. Here the degree
of a class W is the number of nodes in W incident to a non-faulty edge (thus a loop
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{v; w}; v; w∈W counts twice). The degree of the 3xed class W has the hypergeometric
distribution with parameters 2N; 2L; d. By considering each class as a single labelled
node, a con3guration induces a labelled multigraph (which is a graph where loops
and multiple edges are allowed). In the space of non-faulty con3gurations we have
[2, p. 49]
Prob[ induces a graph (not a multigraph)] = exp
(
−
2
− 
2
4
)
(1 + o(1));
where =d−1. This probability is bounded away from 0 as n gets large (but decreases
in d). Moreover, each graph is represented by exactly (d!)n con3gurations. Concerning
faulty con3gurations we have
Prob[(; ) where  induces a graph]
= Prob[ induces a graph]
= exp
(
−
2
− 
2
4
)
(1 + o(1)):
Moreover, each faulty graph (G; F) where F is the subset of edges deleted is hit by
(d!)n faulty con3gurations (; ) where  is a graph. Let P be a property of faulty
graphs and P′ be a property of faulty con3gurations which comes down to P when
restricted to those (; ) where  induces a graph. Then we have
Prob(P) =
|{(G; F)|(G; F) has P}|
]{regular graphs}
(
N
K
)
=
|{(; ) | (; ) represents a (G; F) with property P}|
]{regular graphs}
(
N
K
)
(d!)n
6
|{(; )| (; ) has P′}|
|{| represents a graph}|
(
N
K
)
=
|{(; )| (; ) has P′}|
(2N − 1)!!
(
N
K
) exp
(
+

2
+
2
4
)
(1 + o(1))
= Prob(P′) exp
(
+

2
+
2
4
)
(1 + o(1))→ 0
if Prob(P′)→ 0 for n→∞ provided that d is 3xed.
Hence, to show that a property holds for almost all faulty graphs, i.e. simply with
probability tending to 1, we can show the analogous result for faulty con3gurations. We
use the following notions of high probability: almost surely or with high probability
means that the probability goes to 1 when n goes to in3nity. Quite surely means,
for any constant a¿0 the probability is ¿1 − O(1=na) for all suHciently large n.
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That means the probability approaches 1 faster that any inverse polynomial. A slightly
di,erent notion of faulty random regular graphs and con3gurations is considered in
[7, 15, 17], where step (2) of our probabilistic generation procedure is replaced by: (2)
Delete each edge independently with probability 1− =d. These models are essentially
equivalent (cf. the analogous situation for random graphs [2, p. 33]).
The following fact is basic for the present paper. It is from [3] (part (a)) and from
[7] (part (b)).
Fact 1. (a) There is a constant (independent of d and n) c¿0 such that for a random
con0guration  the following holds with high probability: For all subsets X of classes
we have
|N(X )|¿cMin{|X |; |Cpl(X )|};
where N(X ) is the set of classes adjacent to X in  but not belonging to X and
Cpl(X ) is the complement of X . Hence; random con0gurations and random regular
graphs are (c-)expanders; with high probability.The maximal such c as above is called
the expansion constant of .
(b) If p= =d¿1=(d−1) then the following holds in a faulty random regular graph
(according to the independent edge deletion model above): There is a constant "=
"(); such that almost surely a faulty con0guration has a connected component having
at least "n classes. The same applies to a faulty random con0guration.
Note that it is not known yet (though likely by random graph experience) that this
linear-size component is unique or whether there are several such components. The
following theorem is motivated by the main result of [17] that the eigenvalues of a
linear-size component indicate expansion. The theorem shows that the (or a) linear-size
component as a whole is no expander.
Theorem 2. Let k be an arbitrary constant. With high probability a faulty random
con0guration where p= =d¿1=(d−1) has a linear-size component; whose expansion
constant is 61=k.
Proof. We employ the “double randomization trick”, e.g. [7]. Let "¿0 be small enough
such that
p′ = p− " = 
′
d
¿
1
d− 1 :
Let
p′′ = 1− 1− p
1− p+ " ¿ 0 then (1− p
′)(1− p′′)
= 1− p (note p′′ ¡ 1) :
Hence, when we modify step 2 of our generation procedure such that we 3rst throw
the edges (of the underlying random con3guration) with p′ and then with p′′ we get a
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faulty random con3guration with edge presence probability p. Our proof follows these
2 probabilistic experiments and consists of 2 steps:
Step 1: After throwing the edges with probability p′ we have with high probability
a linear-size component C and a linear number of isolated paths each of length k. We
denote by P the collection of these paths.
Step 2: After throwing the edges with p′′ we have with high probability at least one
path P ∈P connected with C via a path consisting of edges thrown in by experiment
2. Moreover, P may be considered as a fringe of C: The path P has only one neighbor
connected to it by a non-faulty edge. Of course, this neighbor is the one necessary
to connect P to C. P shows that the linear-size component obtained from C after
the second step has an expansion constant 61=k. Note that a component always is a
maximal connected subgraph.
Step 1 is shown by running suHciently many (breadth-3rst) searches on disjoint
parts of a faulty con3guration. With probability bounded away from 0 (when n gets
large) an isolated path of length k is found by a single search. Note that k is 3xed.
Tail bounds imply the almost sure existence of a linear number of such paths. We
formalize our search algorithms as (breadth-3rst) generation algorithms as in [7]. Our
algorithm directing the single searches uses the following global variables. These are
implicitly updated each time they change:
– E= the set of non-faulty edges generated. ¬E= the set of faulty edges generated.
– Free= the set of nodes which have not been looked at, that is which do not occur
in E ∪¬E.
¬ Free= the set of nodes which have already been looked at.
– Dis= the set of discovered classes, i.e. which are incident with faulty or non-faulty
edges generated by previous searches.
– Path = the set of classes discovered via non-faulty edges by the current search.
We 3x a constant &, suHciently small. The single searches are called from the
procedure Gen:
Procedure Gen
1. For i=1 to &n=k do
(k is the intended path length).
2. Pick a class S =∈Dis deterministically.
(Of course this class will depend on the history of the
computation)
3. Path := ∅
4. Search(S)
5. Dis :=Dis∪Path
Initially Dis= ∅.
The variable Path in the subsequent procedure Search(S) is used as follows: Path will
always contain what can be looked at as part of an isolated path consisting of k classes.
If Path contains a di,erent structure, the current Search(S) stops with an error. As long
as Search(S) has not terminated Path contains a path. The interior classes of this path
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contain no node from Free. Hence, these classes are incident with suHciently many
faulty edges in order to make Path isolated. A class added as new end class to Path
will contain only nodes from Free. This is important to bound the error probability of
Search(S) away from 1. A typical contents of Path is Fig. 3 here d=4 and dotted
edges are faulty edges.
Procedure Search(S)
1. Path := {S}
2. while |Path|6k and Path has a class T at an end with |T ∩Free|¿0
(Here | Path | is the number of classes of Path,
|T ∩Free| is the number of nodes in T which belong to Free.)
3. Pick such a class T deterministically.
4. while |T ∩Free|¿0 do
5. Pick a node x∈T ∩ Free deterministically.
6. Choose y∈Free\{x} from the
uniform distribution. Add the edge (x; y) to E with
probability p′, to ¬E with 1− p′.
7. if (x; y) ∈ E then
Add the class of y, we call it R, to Path.
Return with error, if |R∩Free|¡ d− 1
or Path cannot any longer be extended to an isolated
path of k classes due to the class R.
8. if (x; y)∈¬E and this implies that Path
cannot be extended as required, then return with error.
A successful return of Search(S) occurs, when the while-loop from line 2 is left
regularly. We show that this happens for a given call of Search(S) inside Gen with
probability bounded away from 0. To this end it is helpful to visualize each computation
of Gen as a path in a probability tree. Conditional on an arbitrary history H of Gen
which ends just before a new execution of the while-loop in line 4 of Search(S)
we have the following situation: |T ∩Free|=d (at the beginning of Search(S)) or
|T ∩Free|=d− 1 (otherwise). The while-loop generates one by one the neighbors of
T . If |Path|¡k we do certainly not obtain an error if the whole while-loop generates
only one edge (x; y)∈E where in addition y is chosen in a class not from the set of
discovered classes Dis. We have
Prob[y in a class not from Dis]¿
n(1− &d)
nd
=
1− &d
d
= "(d; &) = " ¿ 0
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if &¡1=d. The probability that the while-loop generates exactly one edge (x; y)∈E as
above and the remaining edges in ¬E is
¿(1− p′)d−1(d− 1)p′" = "′(d; ′; &) ¿ 0:
Hence the probability that an execution of Search(S) ends without an error is (note
the classes at the end of a path)
¿"′k−2(1− p′)2(d−1)¿"′′(d; ′; &; k) ¿ 0:
The expected number of successful returns from Search(S) is at least (&n=k)"′′
which is linear in n (but decreasing in k and d). As the preceding estimate holds
for each Search(S), independently of the result of other searches, tail bounds for
the binomial distribution imply, that we get quite surely a linear (in n) number of
paths in our set P. Note that by de3nition P consists only of isolated paths of
length k. Together with the linear-size component result of [7] step 1 of our proof is
complete.
We show Step 2: We condition everything what follows on the almost sure event that
the underlying con3guration is an expander. In the underlying non-faulty con3guration
we de3ne
C0 = C and Ci+1 =N(Ci) ∪ Ci (cf : Fact 1):
The expansion property implies that there is a j depending on |C|=n and |P|=n the
fraction of classes in C and P (which is bounded by a constant); such that Cj and
P have ¿1=2|P| many classes in common. This is simply because Cj has at least
n(n− (1=2)|P|) many classes. As j and the degree d is constant; we have a linear (in
n) number of classes W in P over which P is entered. That is for such classes we
have a path from C to W which does not hit P before. Let P1; : : : ; P*n be paths from C
and entering P in the end. These paths need not be edge disjoint. But an arbitrary edge
(x; y) from such a path can take part in at most jdj−1 other paths. As this number is
independent of n we have a linear number of edge disjoint paths from C and entering
P. We even have a linear number of paths each entering a di,erent path from P. This
simply is because k is 3nite. Note that we have shown the existence of the paths only
in the non-faulty graph. We need to show that at least one of the paths entering P is
actually present after throwing each edge with the remaining probability p′′ and that
the path from P which is entered remains isolated otherwise. A given path from C
to a class W belonging to a path P from P is thrown in with probability ¿p′′j¿0
independent of n. P remains otherwise isolated with probability ¿(1−p′′)kd¿0, also
independent of n. As we have a linear number of edge disjoint such paths of length
6j from C to P each entering a di,erent path from P we have a linear number of
independent events each having probability bounded away from 0. Tail bounds for the
binomial distribution imply the claim.
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2. The edge deletion process
In view of the fact, that the existence of fringes implies that expansion is not bounded
below by a constant, it is obvious how to try to 3nd a subgraph with constant expansion:
Delete the fringes and iterate. The subsequent simple algorithm 3nds the 3-core of a
faulty con3guration, which is de3ned analogously as in the case of graphs. For a node
x∈W; Deg(x)=Deg(W ) where W is the class to which x belongs and Deg(W )
is the degree of the class W as de3ned in the beginning.
Input: A faulty con3guration ∈Con(L; n).
Output: The 3-core of .
while  has classes of degree 62 do
 := \{{x; y}|Deg(x)62 or Deg(y)62}
od
return  as the 3-core.
In each round of the while-loop the algorithm deletes all edges incident with classes
of degree 62. Note that this algorithm is fully deterministic. Its correctness can be
shown with the loop invariant: The 3-core of the input con3guration is a subcon3gu-
ration of the current .
The remainder of this paper consists of a probabilistic analysis of this algorithm by
which we show two facts: First, with high probability (in Con(n; L)) the algorithm
ends with a 3-core of linear size. Second, this 3-core has the following randomness
property: Conditional on the number of edges and nodes actually present in the 3nal
3-core, each con3guration with degree between 3 and d is equally likely. Expan-
sion of con3gurations with 3 nodes per class (cf. Fact 1) implies expansion of the
3-core.
The algorithm starts with a con3guration drawn from the uniform distribution on
Con(n; L). It turns out, that the uniform distribution is preserved in the following sense:
Given m; ni, after one round of edge deletion each con3guration with m edges and n0
classes of degree 0; n1 of degree 1; n2 of degree 2, and n3 of degree ¿3 is equally
likely. Therefore, we de3ne the probability spaces Con(m; Pn)=Con(m; n0; n1; n2; n3)
where n= n0+n1+n2+n3, which contains as atoms the faulty con3gurations with ex-
actly: m edges and n classes of which are: n0 of degree 0, n1 of degree 1, n2 of degree
2, and n3 of degree ¿ 3. Each con3guration is equally likely.
Our probabilistic analysis in the subsequent sections shows how the “paths” the
edge deletion process takes through these spaces look like (with high probability with
respect to Con(n; L)). These paths crucially depend on the distribution of the degree
of a given class in ∈Con(m; Pn). In this section we determine the distribution of the
degree of a given class W conditional on the event that Deg(W )¿3 in Con(m; Pn).
The degree distribution of a given class W of a con3guration in the original space
Con(n; L) is the hypergeometric distrbution with parameters 2N; 2Ld. The degree of W
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as above is a conditional binomial distribution (cf. Lemma 4). The way to proceed here
is inspired by [4, 12, 18], where a binomial distribution leads to a conditional Poisson
distribution.
Concerning the probabilistic analysis to come, the reader should have the following
in mind: Let k be a given degree ¿3 and consider Con(m; Pn). The number of classes
of degree k can be presented as the sum of n3 indicator random variables. Linearity
of expectation gives that the expected number of classes of degree l in Con(m; Pn) is
just n3-times the probability that a given class has degree k. The n3 indicator variables
are not totally independent (e.g. the total number of m edges causes dependency, also
there is dependency when two classes are adjacent). However these dependencies are
not very strong. It is one of the main topics of probability theory and its application
in Computer Science that sums of not too strongly dependent random variables have
some kind of strong concentration at the expectation. This concentration allows us to
pursue the paths the edge deletion process takes through the spaces Con(m; Pn) (with
high probability).
When considering Con(m; Pn) we use the following names and abbreviations: A class
is heavy in ∈Con(m; Pn) if it is of degree ¿3 in , if its degree is 1 or 2 it is light.
A node is heavy or light, i, it belongs to a heavy or light class. We let
l = n1 + 2n2; h = 2m− l and  = 2m− ln3 =
h
n3
: (2)
Hence, l is the number of light nodes, h the number of heavy nodes and  is the
average degree of a class W given that W is heavy. When we run our edge deletion
process with ∈Con(m; Pn) we let i be the con3guration obtained from  after i
rounds of the loop (0 =). Moreover we have mi; Pni; n0; i ; n1; i ; n2; i ; n3; i ; li and i for
i¿0 as random variables on Con(m; Pn). For example n0; i()= n0(i)= the number of
classes of degree 0 in i.
As usual when a probabilistic analysis is possible, the (uniform) distribution needs
to be preserved:
Lemma 1. (a) We consider Con(m; Pn) and Con(m′; Pn′) For .;.′ ∈Con(m′; Pn′) we
have:
|{ ∈ Con(m; Pn)|1 = .}| = |{ ∈ Con(m; Pn) |1 = .′}|;
that is each con0guration from Con(m′; Pn′) is hit by the same number of con0gura-
tions from Con(m; Pn) after one round of edge deletion.
(b) For .;∈Con(m; Pn); a random ∈Con(L; n); and for 0xed i¿0 we have
Prob[i = .] = Prob[i = ]:
Hence; in particular: Conditional on the event that i ∈Con(m; Pn); each con0guration
from Con(m; Pn) is equally likely.
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Proof. (a) Considering a transition from ∈Con(m; Pn) to .∈Con(m′; Pn′) we have
– m− m′= ]edges which disappear, note m− m′6l.
– l− (m− m′)= ]edges which are incident with two light nodes.
– n′1 = ]classes of , which have (in ) 1 heavy and ¿ 2 light neighbors.
– n′2 = ]classes of , which have (in ) two heavy and ¿ 1 light neighbors.
– n3 − n′3 − n′2 − n′1 = ]classes of  which have (in ) only ¿3 light neighbors.
For .∈Con(m′; Pn′) we have each ∈Con(m; Pn) which is transformed into . after
one round of edge deletion is obtained in exactly one way by the following choosing
process:
1. Choose n1 classes from the n′0 classes of degree 0 of .. From each of these classes
choose one node.
2. Choose n2 classes from the remaining n′0 − n1 classes. From each of these classes
choose two nodes. (With (1) and (2) we have chosen the light nodes and classes
of .)
3. From the l= n1+2n2 nodes chosen in (1) and (2) choose a subset of 2(l−(m−m1))
nodes. (We have now chosen the edges from  incident with two light nodes.)
4. From the remaining n′0− n1− n2 classes of degree 0 in . choose n3− n′3− n′2− n′1
classes. (These are the heavy classes from  which get degree 0 in ..)
5. Choose l − 2(l − (m − m1)) nodes from the classes of . as follows: At least 3
nodes from each class chosen in (4), at least 2 nodes from the n′1 classes of degree
1 in . and at least 1 node from the n′2 classes of degree 2 in .. Make an edge of
 from each of these nodes and the l− 2(l− (m−m1)) nodes remaining from (1)
–(3).
The claim follows as this process is independent of the actual ., but depends only
on the m’s and Pn’s.
A simpler argument of the same result goes as follows: Fix a bijection between
the nodes in classes of degree 0; 1; 2, and in classes of degree ¿3 of . and . This
is possible because the two con3gurations belong to the same Con(m; Pn). Any way
to extend . to a con3guration from Con(L; n) induces (via the given bijection) an
extension of . In the same way any extension for  induces one for .. Hence,
we have a bijection between the possible extensions which implies the claim. (b)
We proceed inductively on i. For i=0 the claim holds because we have the uniform
distribution on Con(L; n). The induction step applies (a).
We need to determine the probability distribution of the degree of a 3xed class of
degree ¿3 in Con(m; Pn). In general, i.e. when the degree is unbounded, we have the
concept of Poissonization in this situation [4, 12, 18]. The present situation leads to the
concept of binomialization. For subsequent usage two binomial abbreviations:
b(0; k) = b(d; 0; k) =
(
d
k
)
0k(1− 0)d−k ;
B(0; s) = B(d; 0; s) =
∑
k¿s
b(0; k):
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Lemma 2. We consider the probability space Con(m; Pn); conditional on the event that
W1; : : : ; Wn3 are the actual heavy classes. Let 0¡061 and Y =Y (0)
D= [Bin(d; 0) |
Bin(d; 0)¿3]; where D= means equality in distribution and Bin(d; 0) is the binomial
distribution with parameters d and 0. Let (X1; : : : ; Xn3 ) be the random vector of the
degrees of our heavy classes W1; : : : ; Wn3 . (a) Let Y1; : : : ; Yn3 be i.i.d. with Yi
D=Y . Then
(X1; : : : ; Xn3 )
D=
[
(Y1; : : : ; Yn3 )|
∑
Yi = h
]
:
The right-hand side of the equation means the random vector (Y1; : : : ; Yn3 ) conditional
on the event that
∑
Yi = h; the number of heavy nodes.
(b) The function EY =(EY )(0)=E[Y (0)] is strictly increasing for 0¡061. For 
with 3¡6d we have a unique 0ˆ such that (EY )(0ˆ)= =E[Xi].
Proof. (a) For (d1; : : : ; dn3 ) with
∑
di = h we have
(
d
d1
)
· · ·
(
d
dn3
)(
n− n3
n0; n1; n2
)(
d
1
)n1 ( d
2
)n2
(2m− 1)!!
con3gurations  with (X1(); : : : ; Xn3 ())= (d1; : : : ; dn3 ). Hence, with the sum in the
subsequent denominator going over all (d1; : : : ; dn3 ) where di¿3, and
∑
di = h, we
have
Prob[(X1; : : : ; Xn3 ) = (d1; : : : ; dn3 )]
=
(
d
d1
)
· · ·
(
d
dn3
)(
n−n3
n0 ; n1 ; n2
)(
d
1
)n1( d
2
)n2
(2m− 1)!!
∑( d
d1
)
· · ·
(
d
dn3
)(
n−n3
n0 ; n1 ; n2
)(
d
1
)n1( d
2
)n2
(2m− 1)!!
=
(
d
d1
)
· · ·
(
d
dn3
)
∑( d
d1
)
· · ·
(
d
dn3
) :
On the other hand, we have with the sum going over the same values as before:
Prob
[∑
Yi = h
]
=
∑
Prob[(Y1; : : : ; Yn3 ) = (d1; : : : ; dn3 )]
=
∑( d
d1
)
· · ·
(
d
dn3
)
0h(1− 0)n3d−h
(Prob[Bin(d; 0)¿3])n3
:
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Hence (note the cancellation):
Prob
[[
(Y1; : : : ; Yn3 )
∣∣∣∑ Yi = h] = (d1; : : : ; dn3 )]
=
(
d
d1
)
· · ·
(
d
dn3
)
∑( d
d1
)
· · ·
(
d
dn3
) = Prob[(X1; : : : ; Xn3 ) = (d1; : : : ; dn3 )]:
Note that the preceding equation holds for all 0 possible.
(b) We consider EY =E[Y (0)]=E[Y ](0) as a function of 0 for 0¡061. First,
we look at the case of small 0, that is 0¡06" where we get
EY =
∑
k¿3
k
b(0; k)
B(0; 3)
=
∑
k¿3 k
(
d
k
)
0k(1− 0)d−k
∑
k¿3
(
d
k
)
0k(1− 0)d−k
=
(1− 0)d∑k¿3 k( dk
)
(0=(1− 0))k
(1− 0)d∑k¿3 ( dk
)
(0=(1− 0))k
=
∑
k¿3 k
(
d
k
)
(0=(1− 0))k−3
∑
k¿3
(
d
k
)
(0=(1− 0))k−3
=
3
(
d
3
)
+
∑
k¿4 k
(
d
k
)
(0=(1− 0))k−3(
d
3
)
+
∑
k¿4
(
d
k
)
(0=(1− 0))k−3
→ 3
for 0→ 0. On the other hand, we have for 0=1
EY =
∑
k¿3 k
(
d
k
)
0k(1− 0)d−k
∑
k¿3
(
d
k
)
0k(1− 0)d−k
=
d
(
d
d
)
0d
(
d
d
)
0d
= d:
Next, we calculate that EY =E[Y ](0)=E[Y (0)] is strictly increasing for 0 with
0¡0¡1:
E[Y ]′(0) =
d
d0
d∑
k=3
k
b(0; k)
B(0; k)
106 A. Goerdt / Theoretical Computer Science 264 (2001) 91–125
=
d∑
k=3
k
d
d0
b(0; k)
B(0; k)
=
d∑
k=3
k
b(0; k)′B(0; 3)− b(0; k)B(0; 3)′
(B(0; 3))2
:
Furthermore, we have
b(0; k)′ =
d
d0
(
d
k
)
0k(1− 0)d−k
=
(
d
k
)
d
d0
0k(1− 0)d−k
=
(
d
k
)((
d
d0
0k
)
(1− 0)d−k + 0k
(
d
d0
(1− 0)d−k
))
=
(
d
k
)
(k0k−1(1− 0)d−k − (d− k)0k(1− 0)d−k−1)
=
(
d
k
)
0k−1(1− 0)d−k−1(k − k0− d0+ k0)
=
(
d
k
)
0k−1(1− 0)d−k−1(k − d0):
Now for the whole numerator of E[Y ]′(0) we get
d∑
k=3
(
k
(
d
k
)
0k−1(1− 0)d−k−1(k − d0)B(0; 3)
)
−
d∑
k=3
(
kb(0; k)
d∑
m=3
(
d
m
)
0m−1(1− 0)d−m−1(m− d0)
)
=
1
0(1− 0)
(
d∑
k=3
kb(0; k)(k − d0)B(0; 3)−
d∑
k=3
kb(0; k)
d∑
m=3
b(0; m)(m− d0)
)
=
1
0(1− 0) (B(0; 3))
2
×
(
d∑
k=3
k(k − d0) b(0; k)
B(0; 3)
−
∑d
k=3 kb(0; k)
B(0; 3)
∑d
m=3 b(0; m)(m− d0)
B(0; 3)
)
=
1
0(1− 0) (B(0; 3))
2(E[Y 2]− d0EY − (EY )2 + d0EY )
=
1
0(1− 0) (B(0; 3))
2(E[Y 2]− (EY )2)
=
1
0(1− 0) (B(0; 3))
2V [Y ] ¿ 0
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for 0¡0¡1. Hence E[Y ](0) is strictly increasing through (3; d] for 0 ∈ (0; 1], and we
have a unique 0ˆ such that E[Y ](0ˆ)=  provided 3¡6d.
For the rest of this paper we need to 3x some additional abbreviations: When con-
sidering a con3guration from Con(m; Pn)=Con(m; n0; n1; n2; n3) where 3¡6d we use
the following parameters: 0ˆ is uniquely given by
 = E[Bin(d; 0ˆ)|Bin(d; 0ˆ)¿3]: Moreover we let ˆ = 0ˆd: (3)
Note, 0¡ˆ6d for 0ˆ ∈ (0; 1] and ¿ˆ for 0ˆ ∈ (0; 1) but = ˆ=d for 0ˆ=1. As usual
in the present context ˆ0; ˆ1; : : : are considered as random variables on Con(m; Pn), the
index indicating the number of rounds of edge deletion (of course ˆ0 is constant, but
for i¿0 the ˆ’s depend of the actual ).
Concerning the probability distribution of the degree of a 3xed heavy class W we
have the following statement:
Prob[Deg(W ) = k] =
Prob[Y1 = k]Prob[Y2 + · · ·+ Yn3 = h− k]
Prob[Y1 + · · ·+ Yn3 = h]
;
where the Yi are as in Lemma 4(b). The following local limit theorem for
sums of lattice-type random variables [5, 6] allows us to estimate the fraction
Prob[Y2 + · · · + Yn3 = h − k])=(Prob[Y1 + · · · + Yn3 = h]), as 1 + o(1) (for n3 → ∞)
provided 0= 0ˆ, cf. Lemma 4(b).
Theorem 3. Let Z1; Z2; : : : be a family of i.i.d. random variables where the Zi are in-
teger valued (and hence lattice-type) random variables with span 1. Let E[Zi] = 6 and
V [Zi] = 72 ∈ (0;∞). Let Sn=Z1 + · · · + Zn. For a an integer let x= x(a)
= (a− n6)=(7√n). We have uniformly for a (integer) that for n→∞
|√n Prob[Sn = a]− 8(x)| → 0;
where 8(x)= (1=(
√
27) exp(− 12x2) is the density of the normal distribution.
The corollary below gives the degree distribution of a given heavy class as
announced.
Corollary 1. We consider the probability space Con(m; Pn) conditional on the event
that the class W is heavy. We let n3 go to in0nity and assume that  is bounded
away from 3 and d. Then we have:
(a) Prob[Deg(W )= k] =
b(0ˆ; k)
B(0ˆ; 3)
(1 + o(1));
where the o(1) denotes a term tending to 0 (uniformly in k) when n3 →∞.
(b) Prob[Deg(W )= k]6
(1− 0ˆ)d
B(0ˆ; 3)
1
k!
(
ˆ
1− (ˆ=d)
)k
:
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Proof. (a) Let Y1; : : : ; Yn3 be i.i.d. and Yi
D=[Bin(d; 0ˆ) |Bin(d; 0ˆ)¿3]. By de3nition of
0ˆ we have EYi = . As  is bounded away from 3 and d we get (cf. (3)), that ˆ is
bounded away from 0 and d. For 0ˆ we have a " that 0¡"60ˆ61− "¡1. Then
V [Yi] = E[(Yi − EYi)2]
=
1
B(0ˆ; 3)
∑
k¿3
(
d
k
)(
0ˆ
d
)k (
1− 0ˆ
d
)d−k
(k − )2
¿
∑
k¿3
(
d
k
)( "
d
)d
(k − )2
¿
( "
d
)d
(d− )2;
which is bounded away from 0 as  is bounded away from d. As V [Yi]6d2 we have
that V [Yi] is bounded from 0 and ∞ when n3 gets large.
For k with 36k6d we show that
Prob[Y2 + · · ·+ Yn3 = h− k]
Prob[Y1 + · · ·+ Yn3 = h]
= 1 + o(1):
By the de3nition of 0ˆ we have E[Y1 + · · ·+ Yn3 ] = n3= h. Let VYi = 72. By the local
limit theorem we have with x=0,
∣∣∣∣√n3 Prob[Y1 + · · ·+ Yn3 = h]− 1√27
∣∣∣∣→ 0
⇒ √n3 Prob[Y1 + · · ·+ Yn3 = h] =
1√
27
+ o(1)
⇒ Prob[Y1 + · · ·+ Yn3 = h] =
1√
n327
+
1√
n3
o(1):
We have E[Y2 + · · ·+ Yn3 ] = (n3 − 1)h=n3 = h− . With
x =
h− k − h+ √
n37
=
− k√
n37
;
we get from Theorem 5 that
∣∣∣∣√n3 − 1 Prob[Y2 + · · ·+ Yn3 = h− k]− 1√27 exp
(
−1
2
x2
)∣∣∣∣→ 0
⇒
√
n3 − 1 Prob[Y2 + · · ·+ Yn3 = h− k]
=
1√
(n3 − 1)297
exp
(
−1
2
x2
)
+
1√
(n3 − 1)
o(1):
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Altogether we get for our fraction:
Prob[Y2 + · · ·+ Yn3 = h− k]
Prob[Y1 + · · ·+ Yn3 = h]
=
1=(
√
(n3 − 1)27) exp(− 12x2)
1=(
√
n327) + 1=
√
n3o(1)
+
1=(
√
n3 − 1)o(1)
1=(
√
n327) + 1=
√
n3o(1)
:
Concerning the 3rst summand we get
1=(
√
(n3 − 1)27) exp(− 12x2)
1=(
√
n327) + 1√n3 o(1)
= 1 + o(1)
using the geometric series and x=o(1) for n3 large as k6d and 7 is bounded away
from 0 and in3nity. The second summand gives o(1) by very simple asymptotic con-
sideration as 7 is bounded away from in3nity and 0.
(b) We have
Prob[Deg(W ) = k]
=
(
d
k
)
0ˆk(1− 0ˆ)d−k
B(0ˆ; 3)
(1 + o(1))
=
(1− 0ˆ)d
B(0ˆ; 3)
(d)k
k!
(
ˆ=d
1− ˆ=d
)k
(1 + o(1))
(Note ˆ is bounded away from 0 and d; k¿3)
6
(1− 0ˆ)d
B(0ˆ; 3)
dk
k!
(
ˆ=d
1− ˆ=d
)k
=
(1− 0ˆ)d
B(0ˆ; 3)
1
k!
(
ˆ
1− ˆ=d
)k
:
For later usage some more abbreviations:
: =
(1− 0ˆ)d
B(0ˆ; 3)
; 6 =
ˆ
1− ˆ=d ; ; =
l
2m
; ! = ;6: (4)
Note that the values depend on the actual probability space Con(m; Pn) considered. We
consider :0; :1; : : : ; 60, 61; : : : as random variables on Con(m; Pn), the index indicating
the number of rounds of edge deletion.
3. One round of edge deletion
In this section we do the following: We consider the space Con(m; Pn) and calculate
the expectation of m1, the “next m” and Pn1, the “next Pn”. Moreover, we give a sharp
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concentration result for the corresponding random variables. This is not so surprising
as the random variables m1 and Pn1 can be presented as the sum of nearly independent,
identically distributed indicator variables.
To calculate probabilities in Con(m; Pn) it is helpful to consider each  ∈ Con(m; Pn)
as generated by the following string generation procedure. Note that each con3guration
is actually generated m!2m-times: (1) Choose 2m nodes from W according to the
degree constraints given by Pn. Each single possibility is equally likely. (2) Choose a
random permutation of the nodes chosen in (1). We visualize this as putting the nodes
chosen in (1) randomly into 2m slots: 3rst slot 1; slot 2; : : : ; slot 2i − 1; 2i represent 1
edge. Each possibility has the probability 1=(2m)!.
Lemma 3. Let "; "′¿0. We consider the probability spaces Con(m; Pn) where 0¡"60ˆ
61 − "¡1. (This restriction implies that ˆ is bounded away from 0 and d; and
therefore : and 6 can be bounded above by a constant.) We assume that n3¿"′n.
After 1 round of edge deletion we have
(a) E[m1]=m(1− ;)2(1 + O(1=m)).
(b) E[n0;1 − l− n0]6n3:
∑
k¿3(1=k!)!
k(1 + O(1=m)). (Note that n0;1 − l− n0 is the
number of heavy classes which get degree 0 after 1 round of edge deletion.)
(c) E[n1;1]6n3:6
∑
k¿2(1=k!)!
k(1 + O(1=m)).
(d) E[n2;1]6 12n3:6
2∑
k¿1(1=k!)!
k(1 + O(1=m)).
(e) E[l1]6E[n1;1] + 2E[n2;1].
Proof. (a) We represent m1 as a sum of indicator random variables and get
E[m1] =
m∑
i=1
Prob[The edge in slots 2i − 1; 2i is not deleted:]
=mProb[The edge in slots 1; 2 is not deleted:]
(Conditioning on a 3xed choice in step 1 of our generation procedure)
=m
(
1− l
2m
)(
1− l
2m− 1
)
Geometric series and trivial calculations:
=m
(
1− l
2m
)2(
1 + O
(
1
m
))
:
(b) We calculate the expectation conditional on the event that W1; : : : ; Wl are the
actual light classes, U1; : : : ; Un3 are the heavy ones. We present n
′= n0;1 − l− n0 as a
sum of n3 indicators, n′=Z1 + · · ·+ Zn3 where Zi =1 i, Ui gets degree 0, that is Ui
has only light neighbors. We 3x i and let Z =Zi; U =Ui:
E[n′] =
∑
E[Zj]
= n3 Prob[Z = 1]
= n3
d∑
k=3
Prob[U has degree k]Prob[U gets 0 |U has k]:
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In order to calculate the conditional probability we need to consider those branches
(= possibilities) of our generation procedure where we choose the nodes in (1) such
that we have exactly k nodes belonging to the class U and the W ’s are the light
classes and the U ’s are heavy: (1). Choose k nodes from U and 2m− k nodes from
W satisfying our conditionings. (2) Place the nodes from U randomly into the 2m
slots. (3) Choose the neighbors for the nodes from U randomly from the remaining
nodes chosen in (1) and (4). Fill the rest with the remaining nodes randomly. Note
that each con3guration (satisfying our restrictions) is generated m!2m-times by this
procedure.
If we have an edge consisting of 2 nodes from U;U does not get degree 0 after 1
round, because U itself is not light. Hence we condition on a 3xed choice in (1) and
(2) and on the event that we have no edge inside U :
Prob[U gets 0 |U has k and conditionings as above]
= Prob[U gets only light neighbors in (3) | conditionings]
=
k−1∏
j=0
l− j
2m− k − j
Note l62m− k
6
(
l
2m− k
)k
Geometric series; binomial theorem; k6d
=
(
l
2m
)k (
1 + O
(
1
m
))
= ;k
(
1 + O
(
1
m
))
:
As this probability estimate is independent of our conditionings we remove them and
get with Corollary 6(b)
E[n′] = n3
d∑
k=3
Prob[U has degree k];k
(
1 + O
(
1
m
))
6 n3:
d∑
k=3
1
k!
!k
(
1 + O
(
1
m
))
:
Note that our assumptions imply that : and 6 are bounded away from in3nity and
Corollary 6(b) is applicable.
(c) Proceeding in a totally analogous way as in the beginning of the proof of (b)
we get
E[n1;1] = n3
d∑
k=3
Prob[U has k] Prob[U gets 1 |U has k]:
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We analyze the generation procedure from (b) and note to begin with that we need
not consider the case that we have an edge consisting of 2 nodes from U; as U is a
heavy class. We calculate the conditional probabilities above:
Prob[U gets 1 |U has k and further conditionings]
=
k−2∏
j=0
l− j
2m− k − j
2m− l
2m− k − (k − 1)k
6
(
l
2m− k
)k−1
k
(
1 + O
(
1
m
))
=
(
l
2m
)k−1
k
(
1 + O
(
1
m
))
:
(Note that for small l (say l= k − 1) (2m − l)=(2m − k − (k − 1))¿1, but always
(2m − l)=(2m − k − (k − 1))61 + O(1=m). Removing our conditioning we get with
Corollary 6(b) as in (a):
E[n1;1]6 n3:
d∑
k=3
1
k!
6d;k−1k
(
1 + O
(
1
m
))
= n3:6
d∑
k=3
1
(k − 1)!!
k−1
(
1 + O
(
1
m
))
giving the result.
(d) In the same way as in (b), (c) we have now to estimate Prob[U gets 2|U has k]:
Here we cannot directly neglect the case consisting of 2 nodes from U . From the
generation procedure in (b), step (2), we get with Markov’s inequality:
Prob[An edge with 2 nodes from U ]6
(
k
2
)
1
2m− k :
Conditioning on 1 edge inside U (but no second edge inside U ) we get
Prob[U gets 2 |U has k and remaining conditionings]
=
k−3∏
j=0
l− j
2m− k − j
6
(
l
2m
)k−2(
1 + O
(
1
m
))
:
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Conditioning on no edge inside U we get
Prob[U gets 2 |U has k and remaining conditionings]
=
k−3∏
j=0
l− j
2m− k − j
2m− l
2m− k − (k − 2)
2m− l− 1
2m− k − (k − 1)
(
k
2
)
6
(
k
2m
)k−2( k
2
)(
1 + O
(
1
m
))
:
Note that this holds for small l, too. Considering both cases we get as in (b), (c)
(computing expectations by conditioning):
E[n2;1]6 n3:
d∑
k=3
1
k!
6k;k−2
(
k
2
)(
1 + O
(
1
m
))
=
1
2
n3:62
d∑
k=3
1
(k − 2)!!
k−2
(
1 + O
(
1
m
))
:
(e) The claim follows from the de3nition of l1.
The random variables of Lemma 7 are sharply concentrated around their expectation:
We 3x
> with 1 ¿ > ¿ 12 (5)
for the rest of this paper.
Lemma 4. Quite surely the following inequalities hold in Con(m; Pn):
(a) |m1 − E[m1]|6n>.
(b) |n0;1 − l− n0 − E[n0;1 − l− n0]|6n>.
(c) |n1;1 − E[n1;1]|6n>.
(d) |n2;1 − E[n2;1]|6n>.
(e) |l1 − E[l1]|6n>.
Proof. We use tail estimates for martingales (cf. [1, Chapter 7]). We show our claims
conditional on a 3xed choice in step (1) of our generation procedure from the beginning
of this section.
The random variables X0; X1; X2; : : : ; Xm de3ned on Con(m; Pn) are given by
Xi() = E[m1|{? |?|2i = |2i}]
where ?|2i is the sequence of vertices in slot 1; 2; : : : ; 2i − 1; 2i from ? (the same for
|2i). The sequence of random variables is a martingale (the edge exposure martingale),
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that is E[Xi+1|Xi] =Xi, for we have for ∈Con(m; Pn):
E[Xi+1|Xi]() = E[Xi+1|[Xi = Xi()]]
= E[Xi+1|{?|Xi(?) = Xi()}]:
Note that ?|2i determines whether Xi(?)=Xi() or not. Let M1; : : : ; Ml be the partition
of {?|Xi(?)=Xi()} where each Mj collects all ? in which the 3rst 2i slots are the
same. Then, computing expectations by conditioning,
E[Xi+1|{?|Xi(?) = Xi()}] =
l∑
j=1
Prob(Mj)
Prob{?|Xi(S) = Xi()}E[Xi+1|Mj];
where the probabilities refer to the space Con(m; Pn). We show that E[Xi+1|Mj] =Xi()
for all j, which implies the result because the Mj are a partition of {?|Xi(?)=Xi()}.
To this end we decompose M =Mj into the family of sets N1; : : : ; Nk where Nj consists
of all ∈M where the 3rst 2(i + 1) slots are the same. Then
E[Xi+1 |M ] Expectations by conditioning:
=
k∑
j=1
Prob(Nj)
Prob(M)
E[Xi+1|Nj]
Xi+1 is constant on Nj:
=
k∑
j=1
Prob(Nj)
Prob(M)
E[m1|{||2(i+1) is as determined by Nj}]
Expectations by conditioning:
= E[m1|{||2i is as determined by M}]
= Xi(?) = Xi();
where ? is an arbitrary element of M .
We also need to show the Lipschitz condition |Xi+1()−Xi()|61. Let  be 3xed
and H = {?|?|2(i+1) = |2(i+1)}, then
Xi+1() = E[m1|H ] =
∑
?∈H
Prob(?)
Prob(H)
m1(?);
where the probabilities refer to Con(m; Pn). To calculate Xi() we abbreviate L=
{? |?|2i =|2i} (note L⊇H). For ?∈H we de3ne L(?)⊆ L by: A∈L(?) ⇔ A
is obtained from ? by switching a vertex in slot 2i+1; 2(i+1) with a vertex in slots
2i+1; 2(i+1); : : : ; 2m− 1; 2m. The sets L(?) form a partition of L. Again, computing
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expectations by conditioning we get
Xi() = E[m1|L]
=
∑
?∈H
Prob(L(?))
Prob(L)
E[m1 |L(?)]
=
∑
?∈H
Prob(L(?))
Prob(L)
∑
A∈L(?)
Prob(A)
Prob(L(?))
m1(A)
and
|Xi+1()− Xi()|
=
∣∣∣∣∣∣
∑
?∈H

Prob(?)
Prob(H)
m1(?)− Prob(?)Prob(H)
∑
A∈L(?)
Prob(A)
Prob(L(?))
m1(A)


∣∣∣∣∣∣
6
∑
?∈H
Prob(?)
Prob(H)
∣∣∣∣∣∣m1(?)−
∑
A∈L(?)
Prob(A)
Prob(L(?))
m1(A)
∣∣∣∣∣∣
=
∑
?∈H
Prob(?)
Prob(H)
∣∣∣∣∣∣
∑
A∈L(?)
Prob(A)
Prob(L(?))
(m1(?)− m1(A))
∣∣∣∣∣∣
6
∑
?∈H
Prob(?)
Prob(H)
∑
A∈L(?)
Prob(A)
Prob(L(?))
|m1(?)− m1(A)|61:
Note that |m1(?) − m1(A)|61, because switching the vertices of 1 edge of ? can
change m1 by at most 1. We apply Azuma’s inequality [1] [p. 90], to Xm=m1 to get
Prob[|m1 − E[m1]|¿ 
√
m]62 exp(− 122):
Hence,
Prob[|m1 − E[m1]|¿ n>] = O
(
1
na
)
by choosing = n>=
√
m¿n>=
√
dn= n"=d for " ¿ 0 by our choice of >, cf. (5).
(b) to (e) follow by an analogous martingale argument.
4. Several rounds of edge deletion
In order to show that (for  suHciently large) our edge deletion process gives a
linear-size 3-core, we intend to apply Lemmas 7 and 8 iteratively. We 3nally want to
obtain that the number of light vertices is 0 with high probability. We apply Lemmas
7 and 8 only as long as l¿n>
′
where we 3x >′ with 1¿>′¿> here. Note that this
implies that n> = o(n;)= o(l) which allows to get rid of the n>’s from Lemma 8
116 A. Goerdt / Theoretical Computer Science 264 (2001) 91–125
in most cases (for n large enough). When the number of light vertices drops below
n>
′
we simply apply Lemma 7 by itself iteratively together with Markov’s inequality.
Note, as can be seen from the proofs to come, that the application of Lemma 7 alone
to analyze the whole process may imply that the number of light vertices is 0 after
logarithmically many rounds with high probability, but we cannot ensure the existence
of a non-empty 3-core in this way.
Theorem 4. We consider Con(m; Pn) and make 1 round of edge deletion on Con(m; Pn).
We let " ¿ 0 0xed and assume n3 = n3;0¿"n, hence m¿"n. We make the following
additional assumptions about Con(m; Pn):
d
2
¿ ¿16; ;6
1
10
; !6
3
4
; l¿n>
′
:
With respect to Con(m; Pn) we have quite surely after 1 round of edge deletion:
(a) m1 =m(1− ;)2 + O(n>):
(b) n0; 1 − l− n06n3 2100;:
(c) n1; 16n3 210;:
(d) n2; 16n3 12;:
(e) n3; 16n3(1− 45;):
(f) ;16 12; (then l1 = ;12m6
1
2;2m=
1
2 l).
(g) 0¿1¿0(1− 3;) (0 = the  of Con(m; Pn)).
(h) !16!:
Proof. The assumptions about  ensure
d
2
¿ˆ¿15 (6)
d
2
¿6¿15 (7)
:646 12 : (8)
First (6): By de3nition of ˆ we have
 =
∑
j¿3 j
(
d
j
)
(ˆ=d) j(1− ˆ=d)d−j
1− (b(0ˆ; 2)− b(0ˆ; 1)− b(0ˆ; 0))6
ˆ
1− exp(−ˆ)(1 + 2ˆ+ 3ˆ2)
:
because as ˆ66d=2 we get
b(0ˆ; 2)6 exp(−ˆ)2ˆ2; b(0ˆ; 1)6 exp(−ˆ)2ˆ; b(0ˆ; 0)6 exp(−ˆ):
Looking at the function
g(ˆ) =
ˆ
1− exp(−ˆ)(1 + 2ˆ+ 3ˆ2)
;
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we see (d=dˆ)g(ˆ)= 0 for ˆ=0 and (d=dˆ)g(ˆ)¿0 for ˆ¿0 and g(ˆ) is strictly in-
creasing for ˆ¿0. As 15¡g(15)¡16 we have ˆ¿15 for ¿16 proving (5) as ¿ˆ,
see (3).
Concerning (7): 6= ˆ=(1− ˆ=d)¿ˆ¿15 and ˆ6d=2 implies 662ˆ.
Now (8): As in the proof of (6) we have
:6
1
1− exp(−ˆ)(1 + 2ˆ+ 3ˆ2)
and with (7)
:646
(2ˆ)4
1− exp(−ˆ)(1 + 2ˆ+ 3ˆ2)
6
2(2ˆ)4
exp(ˆ)
because 1 + 2ˆ+ 2ˆ
2
6 12 exp(ˆ) for ˆ¿15 (in fact 1 + 30+ 450=481¡1:000:0006
1
2
exp(15)). For ˆ we have
:646
2(2ˆ)4
exp(ˆ)
6
1
2
as (2(2ˆ)4)= exp(ˆ) is decreasing in ˆ for ˆ¿15 and (8) holds.
(a) From Lemma 8(a) we have quite surely
m1 = m(1− ;)2 + O(1)± n> = m(1− ;)2 + O(n>):
(b) With Lemmas 7(b) and 8(b) we have quite surely:
n0; 1 − l− n06 n3:
∑
k¿3
1
k!
!k
(
1 + O
(
1
m
))
+ n>; !6
4
5
; geometric series
6 n3:
1
3
!3
(
1 + O
(
1
m
))
+ n>; :!3 is bounded
6 n3: 13!
3 + O(n>); 6¿1; :646 12
6 n3 1300;+O(n
>)
6 n3 2100;
as ;6 110 ; n
> = o(n3;) as l¿n>
′
.
(c) With Lemmas 7(c) and 8(c) we get quite surely:
n1; 16 n3:6
∑
k¿2
1
k!
!k
(
1 + O
(
1
m
))
+ n>; !6
3
4
6 n3:6!2
(
1 + O
(
1
m
))
+ n>; :6!2 is bounded:
6 n3:6!2 + O(n>)
= n3:63;2 + O(n>)
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6 n3;2 + O(n>)
6 n3 110;+O(n
>)6n3 210;;
where the last 3 inequalities follow because 6¿1; :6461=2 and l¿n>
′
; ;61=10.
(d) From Lemmas 7(d) and 8(d) we have quite surely
n2; 16
1
2
n3:62
∑
k=1
1
k!
!k
(
1 + O
(
1
m
))
+ n>; as in (b)
6
1
2
n3:62(!+ !2)
(
1 + O
(
1
m
))
+ n>
6
1
2
n3:64(;+ ;2)
(
1 + O
(
1
m
))
+ n>;
:646 12
6
1
2
n3
1
2
(;+ ;2)
(
1 + O
(
1
m
))
+ n>
6 n3
1
4
(;+ ;2) + O(n>)
6 n3
1
3
;+O(n>)6n3
1
2
;:
(e) Using (b)–(d) we get
n3; 1 = n3 − n2; 1 − n1; 1 − (n0; 1 − l− n0)
¿ n3 − n3( 12;+ 210;+ 2100;)
¿ n3(1− 45;):
(f) Quite surely we have with (a), (c), (d)
;1 =
l1
2m1
6
n3( 210;+ ;)
2m(1− ;)2 − O(n>)
= ;
12
10
n3
2m(1− ;)2 − O(n>) ; ;6
1
10
; geometric series:
= ;
12
10
n3
2m(1− ;)2
(
1 + O
(
n>
2m
))
6 ;
12
10
× 1
3
× 100
81
(1 + o(1)) = ;
40
81
(1 + o(1))6;
1
2
:
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(g) We have quite surely using (a), (f) and n> = o(m;)
1 =
2m1 − l1
n3; 1
¿
2m(1− ;)2 − m;− O(n>)
n3; 0
¿
2m(1− ;)2 − 2m;
n3; 0
=
2m(1− 2;+ ;2 − ;)
n3; 0
¿
2m(1− 3;)
n3; 0
¿
2m− l
n3; 0
(1− 3;) = (1− 3;):
On the other hand, we have
1 =
2m1 − l1
n3; 1
6
2m(1− ;)2 − l1 + O(n>)
n3(1− 45;)
6
2m(1− ;)2 + O(n>)
n3(1− ;) + n3 15;
6
2m(1− ;)2
n3(1− ;) :
The last estimate holds because 2m(1−;)2=n3(1−;)¿3(1−;)¿2 as ;6 110 . Reading the
last inequality backwards, we add O(n>) to numerator and denominator which makes
the fraction smaller, adding more to the denominator to get n3 15; makes the fraction
even smaller, note that n> = o(n3;).
From the inequality above we continue to get
16
2m(1− ;)
n3
=
2m− l
n3
= :
(h) With (f) we get
!1 = ;1616;
ˆ1
1− ˆ1=d
6;
ˆ
1− ˆ=d = ;6 = !:
Before applying Theorem 9 iteratively we look at the beginning:
Theorem 5. We consider the probability space Con(L; n). Let C = =d be the proba-
bility that a given edge is present. Quite surely we get:
(a) n06n exp(−).
(b) n16n exp(−)=(1− C).
(c) n26n exp(−) 12 (=(1− C))2.
(d) l6n exp(−) if ¿1.
(e) n3¿n(1− 3 exp(−)) if ¿1:
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Proof. Let W be a 3xed class. We have
Prob[W has degree 0 in ] =
(d(n− 1))2L
(dn)2L
=
(dn− 2L)d
(dn)d
6
(dn− 2L)d
(dn)d
=
d− 
d
= (1− C)d:
Linearity of expectation gives E[n0]6n(1− C)d6 exp(−).
We consider ∈Con(L; n) as a sequence of 2L nodes from W. Let X0; : : : ; X2L
be given by X|i()=E[n0 | {? |?|i =|i}]. (?|i ; |i is the sequence of the 3rst i
nodes.) Then the sequence of random variables X0; : : : ; X2L is a martingale satisfying
|Xi−Xi+1|61 because n0 changes by at most 1 when a node is changed. Using Azuma’s
inequality with  = ln n gives
Prob[|n0 − E[n0]|¿n>]6 Prob[|n0 − E[n0]|¿ ln n
√
2L]6 exp(− 12 (ln n)2):
Hence quite surely using (1− C)d + "6 exp() we get
n06 n(1− C)d + n>
6 n exp(−)− "n+ n>6n exp(−):
.
(b) For a 3xed class W we have
Prob[W has degree 1 in ]
= d2L
1
dn
(d(n− 1))2L−1
(dn− 1)2L−1
= d

d
(dn− 2L)d−1
(dn− 1)d−1
6d

d
(
(d− )n
dn− 1
)d−1
= dC(1− C)d−1
(
1 + O
(
1
dn
))d−1
= dC(1− C)d−1
(
1 + O
(
1
n
))
;
where the last 2 steps use the geometric series and the binomial theorem. Linearity of
expectation gives
E[n1] = ndC(1− C)d−1 + O(1):
The martingale argument yields the sharp concentration result. The estimate follows as
in (a).
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(c)
Prob[W has degree 2 in ]
=
(
d
2
)
2L(2L− 1) 1
dn(dn− 1)
(d(n− 1))2L−2
(dn− 2)2l−2
6
(
d
2
)
2L
dn
2L
dn
(dn− 2L)d−2
(dn− 2)d−2
6
(
d
2
)
C2
(
(d− )n
dn− 2
)d−2
=
(
d
2
)
C21− C)d−2
(
1 + O
(
2
dn
))d−2
=
(
d
2
)
C2(1− C)d−2 + O
(
1
n
)
where the last 2 equalities follow from the binomial theorem and the geometric series.
The sharp concentration and 3nal estimate follow as in (a), (b), noting that n grows
large whereas d and  stay 3xed.
(d), (e) The results follow from (a)–(c) as ¿1.
Now, we can iterate the application of Theorem 9:
Theorem 6. We let =20 (then the number of edges is L=10n) and d¿42 0xed.
We consider the probability space Con(L; n):
(a) Quite surely in Con(L; n) we have
21¿¿19; ;6 1100 ; !6
1
2 :
(b) Let j6n; conditional on the event l0; l1; : : : ; lj−1¿n>
′
we have quite surely
(i) ;j6( 12 )
j;;
(ii) !j6( 12 )
j+1
(iii) ¿j¿
∏j−1
i=0 (1− 3;i);
(iv) n3; j¿n3;0
∏j−1
i=0 (1− 45;i).
(c) There is a j = O(log(n)) such that quite surely for a k6j we have lk6n>
′
.
Proof. (a) Quite surely with Theorem 10(e) and remembering L = n we have
 =
2L− l
n3
6
n
n(1− 3 exp(−)) =

1− 3 exp(−)6 + 1 = 21:
On the other hand, we have quite surely with Theorem 10(d):
 =
2L− l
n3
¿
n( − exp(−))
n
=  − exp(−)¿ − 1 = 19:
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Concerning ; we get quite surely,
; =
l
2L
6
n exp(−)
n
6 exp(−20)6 1
100
:
And for ! we have quite surely noting that d=2¿¿ˆ
! = ;6
ˆ
1− ˆ=d6
1
100
× 26 42
100
6
1
2
:
(b) We prove the inequalities by induction on j. For j=0 they hold either trivially
or by (a). Let j¿0. The inequalities hold for j−1; j−2; j−3; : : : ; 3; 2; 1; 0. We show
that Theorem 9 is applicable with
" = (1− 3 exp(−))(1− 2125 )
which does not depend on j which is important to ensure uniformity. We check the hy-
potheses of Theorem 9: Using Theorem 10(e), (i), and (a) and a generalized Bernoulli
inequality [10, p. 60], we calculate
n3; j−1¿ n3; 0
j−2∏
i=0
(
1− 4
5
;i
)
6 n(1− 3 exp(−))
j−2∏
i=0
(
1− 4
5
× 1
100
(
1
2
)i)
¿ n(1− 3 exp(−))
(
1− 1
125
∞∑
i=0
(
1
2
)i)
= n(1− 3 exp(−)
(
1− 2
125
)
;
which shows n3; j−1¿"n.
By induction hypothesis and (a) and using the generalized Bernoulli inequality
we get
d
2
¿ ¿j−1¿
j−2∏
i=0
(1− 3;i)
¿ n
(
1− 3
100
∞∑
i=0
;i
)
= (1− 6100 )¿ 19× 94100¿17:
The induction hypothesis implies easily that ;j−16 110 and !j−16
3
4 . Altogether
Theorem 9 is applicable and (i)–(iv) now follow easily from Theorem 9(f), (g), (e)
and the induction hypothesis.
As j6n the probability that the estimates from Theorem 9 does not hold is bounded
by nO(1=na)=O(1=na−1), which means “quite surely” as a can be chosen arbitrarily.
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(c) The claim follows because
lj = ;2mj6
(
1
2
) j
;2m =
(
1
2
) j
l6
(
1
2
) j
exp(−)n:
Finally, we deal with Con(m; Pn) where l6n>
′
, the case not covered by Theorem 11.
We simply calculate that E[li] approaches 0 for i=O(log(n)). Then Markov’s inequal-
ity implies that with high probability (in Con(m; Pn)) the edge deletion process stops
after i rounds.
Lemma 5. We consider Con(m; Pn) where l6n>
′
; d=2¿¿ 16 and n3¿"n for a 0xed
"¿0. We have (after 1 round of edge deletion) E[l1]6 110 l. Moreover; l6n
>′ quite
surely.
Proof. We apply Lemma 7 (the present assumptions ensure that it is applicable) to get
E[l1]6 n3:6
(∑
k¿2
1
k!
!k + 6
∑
k¿1
1
k!
!k
)(
1 + O
(
1
m
))
(Note ! = o(1); as l6n>
′
:)
6 n3:6(!2 + 6(!+ !2))
(
1 + O
(
1
m
))
6¿15 (confer (7); !¿!2)
6 n3:623!
(
1 + O
(
1
m
))
= n3:633
l
2m
(
1 + O
(
1
m
))
= :63
l
2m=n3
(
1 + O
(
1
m
))
6 :633
l
(2m− l)=n3
(
1 + O
(
1
m
))
= :633
l

(
1 + O
(
1
m
))
= :633
l
16
(
1 + O
(
1
m
))
6
3
32
l
(
1 + O
(
1
m
))
6
1
10
l;
where we use in the end (8), m¿"n and ¿16. The martingale argument shows that
|l1 − E[l1]|6n> which implies the result as 310n>
′
+ n>6n>
′
quite surely.
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The iterative application of Lemma 12 yields the end of our proof:
Theorem 7. We consider Con(m; Pn) where l6n>
′
; d=2¿¿ 17 and n3¿"n for a 0xed
"¿0. Let 06j6O(log(n)). Conditional on the event that l = l0; l1; : : : ; lj−16n>
′
;
we have
(a) E[lj]6( 110 )
jl;
(b) lj6n>
′
quite surely;
(c) n3; j¿n3;0 − O(jn>′);
(d) mj¿m0 − O(jn>′);
(e) d=2¿j¿16.
Proof. We prove the inequalities by induction on j. For j = 0 they hold trivially. Let
j¿0. The inequalities hold for j − 1; j − 2; : : : ; 3; 2; 1; 0. We show that Lemma 12 is
applicable to Con(mj−1; Pnj−1): We have lj−16n>
′
by assumption. Concerning j−1 we
get using j − 1=O(log(n)); n3¿"n
j−1 =
2mj−1 − lj−1
n3; j−1
¿
2m− O((j − 1)n>′)− n>′
n3
¿− o(1)¿16:
On the other hand, we have
j−16
2mj−1
n3 − O((j − 1)n>′)6+ o(1) ¡
d
2
:
We have n3; j−1¿n3 − O(jn>′)¿"=2n3.
Now, inequalities (a)–(e) follow easily using the induction hypothesis and
Lemma 12.
Now, we combine Theorems 11 and 13 to get the 3nal result: With ¿20 and
d¿42 the edge deletion process applied to a random member of Con(L; n) yields with
high probability a 3-core of size ¿"n, where " is independent of d.
The techniques from [3] (cf. Fact 1) show, that this 3-core is with high probability
an expander.
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