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In this work we study the size of Boyer–Moore automata introduced in Knuth, Morris &
Pratt’s famous paper on pattern matching. We experimentally show that a finite class of
binary patterns produce very large Boyer–Moore automata, and find one particular case
which we conjecture, generates automata of size Ω(m6). Further experimental results
suggest that the maximal size could be a polynomial of O(m7), or even an exponential
O(20.4m), wherem is the length of the pattern.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The string matching problem consists in finding the first or all occurrences of a pattern in a text, where the pattern
and the text are strings over the same alphabet. The problem has many applications, like word processing, text editing,
data retrieval, symbol manipulation, etc. This problem has been extensively studied in theoretical computer science [2,10],
since the two historical papers by Knuth, Morris & Pratt [13], and by Boyer & Moore [8], both published in 1977. The first
solves the problem in linear worst case time, using linear preprocessing time in the size of the pattern. The latter solves the
problem faster on average as only a portion of the text needs to be inspected, also preprocessing the pattern. This is possible
because the Boyer–Moore (BM) algorithm searches the pattern from right to left, instead of the left to right searching of the
Knuth–Morris–Pratt algorithm.
However, the BM algorithm requires a quadratic running time in theworst casewhen the number of occurrences is linear.
Indeed, BM forgets all it knows about symbols already matched, when it shifts the pattern after it has found an occurrence.
Hence, Knuth et al. [13] suggested using an automaton, called the Boyer–Moore automaton (BMA), whose states remember
all the text symbols known to match the pattern in its current position. The search algorithm then becomes optimal in the
worst case and can also be used to optimize the average performance [4].
However, the main drawback of the Boyer–Moore automaton is that the number of states can be very large, making the
preprocessing no longer linear on the pattern size. An exponential upper bound of 2m and a polynomial lower bound ofm3
are known [4,13]. Galil [12] proposed the challenge of narrowing the still large gap. Furthermore, Crochemore and Rytter [10]
said that
The Boyer–Moore algorithm is still a theoretically fascinating algorithm: an open problem related to the algorithm questions
the number of states of a finite-automaton version of the strategy ‘‘Boyer–Moore". It is not yet known whether this number
is exponential or not.
This question is of theoretical interest only since improvements of the BM algorithm have been discovered with a linear
worst case complexity [3,9,11], although without practical performance gain.
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Fig. 1. BMA shift.
In this paper we show that a particular class of patterns, the ‘‘extended palindromes’’, produces very large automata. In
fact, the experimental results suggests that there may exist BMA with a large number of states, possibly polynomial O(m7)
or even exponential O(20.4m). In particular, we conjecture that a given pattern, belonging to the extended palindromes,
generates automata of sizeΩ(m6). This conjecture is based on strong empirical evidence that shows that the cycles of up to
18 instances of this class match the same polynomial of order five, implying that 12 of the equations are linearly dependent,
which hardly can be a coincidence. This would suggest a proof by induction, but the complexity and size of the cycle makes
it very difficult. Notice that this is an experimental paper on a question that is of a purely theoretical nature.
The rest of the paper is organized as follows. In Section 2 we revisit Boyer–Moore automata and previous work. In
Section 3 we perform an experimental exhaustive study for small patterns. Finally, in Section 4 we introduce the class of
extended palindromes and we present our new results. We end with some conclusions. This paper is an improved version
of [7] and some of the content of that paper was based in [6,14].
2. Boyer–Moore automata
Let us recall the definition of an automaton [1]. A finite automatonA = (Q ,Σ, δ, q0, F) is a finite directed graph with Q
as the set of states (the vertices or nodes), and δ : Q ×Σ → Q the transition function (the edges labeled by symbols ofΣ).
A particular state q0 is the initial state, and F ⊆ Q is called the set of final states. A string w over the alphabetΣ is accepted
byA if it labels a path beginning with the initial state and ending at some final state.
In the BMA each state carries some information on the text. With any pattern w with length m, we associate its BM
automatonAw defined as follows:
1. Any state q ∈ Q is a string of length m over the alphabet Σ ∪ {•}, with • /∈ Σ . Each letter qi, 1 ≤ i ≤ m, of the state
q is either the ‘‘do not care’’ symbol •, or the corresponding letter wi of the pattern w. A state records the pattern symbols
known to be already matched against the text (indicated by qi = wi). The symbol •means that the symbolwi has not been
compared with the corresponding text symbol (indicated by qi = •).
2. The initial state is thus the state •m, indicating the beginning of the computation (no match is performed yet).
3. The transition function δ(q, a) = q′ shows how the state q is replaced by the state q′ when the text symbol a is read and
compared with the corresponding pattern symbol wi. More precisely, consider the rightmost occurrence of • in q, that is,
q = uqiv with qi = •, v a string overΣ , and u a string overΣ ∪ {•}.
In the case of a matchwi = a, this new information is recorded in the state q′ defined as uav.
Otherwise there is a mismatch and the pattern must be shifted to the right. The shift is the smallest one which is consistent
with the information obtained so far in the text (see Fig. 1).
Formally, let p = uav; the shift s is the smallest integer so that
pk 6= • H⇒ pk = wk−s s < k ≤ m.
The state q′ is then defined as
q′k = pk+s 1 ≤ k ≤ m− s
q′k = • m− s < k ≤ m.
Together with the transition δ(q, a) = q′, we indicate what is the value s of the computed shift (s = 0 in case of match).
4. There is only one final state, equal tow, which indicates that an occurrence ofw has been found in the text.
Example 1. The BM automatonAaba contains 7 states (see Fig. 2).
As soon as the BM automatonAw is constructed (preprocessing phase), we are ready for searching the pattern w in the
text t . Initially the pattern is positioned at the beginning of the text; it corresponds to the initial state of Aw . At each step,
the text symbol a corresponding to the rightmost symbol • of the current state q is read. The transition δ(q, a) = q′ shows
the next state q′ and the shift s to be performed. If the final state w is reached, then the first occurrence of w in t has been
discovered, otherwise the pattern is not present in the text.
When an occurrence of w is found, the searching for the next occurrence must begin at the state x•m−`, instead of the
initial state, where x is the longest prefix ofw which is suffix ofw, and ` is the length of x. In Example 1, it is the state a • •
(this transition is not shown in Fig. 2).
Given a patternw, the size of the BM automatonAw is the number of its states; it is denoted by |Aw|. In [4], the authors
proposed an optimal algorithm for constructing the BM automaton Aw for a pattern w. Their algorithm needs O(m2|Aw|)
time and O(m|Aw|) space.
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Automata Sizes
A
m
ou
nt
 o
f p
at
te
rn
s
0 100 200 300 400 500 600 700 800 900
0
100
200
300
400
500
max
Fig. 3. Exhaustive generation for length 17.
The search time complexity of the algorithm is defined now as the number of transitions rather than comparisons, which
are at most n−m+1. For example, if the alphabet is known in advance and is not large, each transition can be implemented
by accessing a table. Otherwise, there are never more than m different symbols in the pattern, so each transition can be
implemented using O(logm) comparisons in the worst case or just O(1) comparisons on average by using hashing. For more
details on this topic see [4].
The time complexity to construct the automatonAw heavily depends on its size and the current formal lower bound that
holds even for a two-letter alphabet is [4]:
Proposition 1. Given a patternw = aibaj of length m, the automatonAw has approximately 0.065 . . .m3+ O(m2) states when
j ≈ 2.73i.
This family is very stable in the size, because it is enough to have 2i ≤ j ≤ 4i to obtain a constant larger than 0.06 in the
cubic term.
3. Exact results for small patterns
Several researchers have tackled the problem of evaluating themaximal size of BM automata. Unfortunately this difficult
question remains open. Even an experimental approach appears to be difficult. A systematic construction of a BMAAw for
all patternsw with a given lengthm, rapidly becomes infeasible for large values ofm.
Our experimental results only investigate the relationship between combinatorial properties of the pattern and the size
of its BM automaton. The dependence on the alphabet is not explored, as we restrict to the two-letter alphabetΣ = {a, b}.
Notice that a result for two letterswill be valid for any alphabet size. In addition, in [6] it is shown that the size is independent
of the alphabet size, but for generalized BMA only. As this proof is unpublished, we include it in an Appendix. If this is true
for classical BMA is still do not known. All results presented here were obtained by using the construction algorithm of BMA
given in [4].
We begin to compute themaximum size and average size of BM automata, by constructing the BMA for all patternsw over
Σ = {a, b} from length m = 1 to m = 22. This computation was already done up to m = 13 in [4] and we include here
those results for completeness. Of course we generated only half of the patterns for a given lengthm, due to the symmetry
between a and b. The average and maximum sizes are shown in Table 1.
Table 1 and Fig. 3 lead to some observations:
1. A very small number of patterns produce BMA with maximum size.
2. The patterns producing the largest automata are all strings formed by blocks of symbols b separated by one symbol a.
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Table 1
Exhaustive generation.
Length Average size Maximum size Patterns (Max)
1 2.00 2 b
2 4.00 4 bb, ab
3 6.75 7 bbb, bab, abb
4 11.00 13 babb
5 16.56 21 babbb
6 23.37 31 babbbb
7 32.84 43 babbbbb, abbabaa
8 43.89 58 bababbbb
9 57.66 84 abbbabbaa
10 74.79 107 bbababbbaa
11 95.29 156 abbababbbaa
12 119.11 197 abbabbbbabaa
13 148.23 282 abbababbbabaa
14 181.88 362 babbbbbabbbaba
15 221.11 518 abbababbbabbbaa
16 266.42 635 abbbababbabbbbaa
17 318.62 968 abbbbbabbbabbbaba
18 377.69 1230 babbbbbabbbabbbaba
19 446.01 1949 bbababbbbbbbbbbbaba
20 522.11 2323 bbbababbbbbbbbbbbaba
21 608.89 3461 abbbabbbbbabbbbbabbba
22 705.92 4052 babbbabbbbbabbbbbabbba
Table 2
Estimated average size.
Length Estim. avg. size
23 818.88
24 945.26
25 1062.70
26 1214.27
27 1401.08
28 1576.05
29 1753.41
30 2009.26
31 2252.10
32 2509.88
3. The majority of the sizes are condensed around the average size. On the opposite, the ‘‘right tail’’ of the distribution is
very thin.
Therefore, for practical cases, the number of states is quadratic or cubic, specially considering that typical patterns are not
periodic (recall that if the pattern does not have repeated symbols, the number of states is quadratic).
These observations show how difficult it is to reach maximum automata sizes. The third observation shows that a
random generation probably would never yield maximum sizes. However, a random generation is appropriate for a good
approximation of the average sizes. We applied the least square method to the 22 average sizes of Table 1 and the 10
estimated average sizes of Table 2 (obtained by a uniform random generation of max(1000,
√
2m) patterns, for each length
m, 23 ≤ m ≤ 32). We then obtained the best approximated curve (see Fig. 4)
ave_size(m) ≈ 0.12m3 + O(m2).
Note that this average is about twice the cubic lower bound already presented in Proposition 1. So, clearly the lower bound
is underestimated if the average size seems to have a cubic behavior.
The exact values computed allow us to improve slightly the trivial upper bound of 2m.
Lemma 1. The maximal number of states is upper bounded by
2m −m− 4190229
for m > 21.
Proof. Let Sm be the maximum number of states of a pattern of lengthm, excluding the final state. We can divide the states
in two classes, the states that already matched the character in the pattern in the first position (say a) and the states that
start with •. The possible number of states that start with a • is at most Sm−1 as the • matches anything. The set of states
that start with an a are obtained from a shift (because we are not considering the final state). So, a state that shifts to an a in
the first position, has at least one • in positions 2 tom. Then, the possible number of states are all possible binary sequences
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Table 3
Exhaustive (b+a)+ and a(b+a)+ generation form ≥ 23.
Length Average size Maximum size Pattern (Max)
23 954.55 8440 b2ab5ab7ab5a
24 1109.01 9826 b3ab5ab7ab5a
25 1300.03 10505 abab5ab13aba
26 1492.41 12270 babab5ab13aba
27 1734.95 16259 ab2ab5ab7ab5ab2a
28 1986.03 18338 bab3ab5ab5ab5ab3a
with length m − 1 excepting the case of only pattern symbols (because we are not counting the final state). So we have
Sm ≤ Sm−1+2m−1−1. Using as starting point the value known form = 22which is 4052, solving the recurrence and adding
the final state at the end, we obtain the desired result. 
We also considered the case where the text had more than two letters but the pattern was restricted to two letters. In
this case the results are almost the same as in Table 1 with the exception ofm = 7 (maximum size is 44 for bbabbbb),m = 8
(maximum size is 62 for bbabbbbb) andm = 10 (the maximum is also reached by bbabbbbbbb). The difference is due to the
fact that when there is a symbol different from a and b in the text, a shift has to jump over that symbol, generating states
which remember a prefix of the pattern that is also a suffix. This increases the number of states in at mostm− 2. However,
it seems that the difference only happens for small patterns (notice also that the patterns achieving the maximum size in
this case are of the class of Proposition 1).
4. Extended palindromes
We show in this section that there are particular classes of patterns which produce large BMA, with a number of states
whose best approximation curve is O(m7) or even exponential. These sizes are unexpected and surprising, in comparison
with the results discussed at the end of Section 2.
Based on the previous section, we focus our attention to the class EP of extended palindromes
(b+a)∗ ∪ a(b+a)+
of patterns formed by blocks of b’s separated by one a.
This class contains exactly fm patterns of length m, where fm is the mth Fibonacci number (f1 = f2 = 1 and fm =
fm−1 + fm−2,m ≥ 3). Indeed any patternw, with lengthm ≥ 3, belongs to EP if and only ifw = bw′ orw = abw′ withw′
belonging to EP .
The exhaustive generation applied to the restricted class EP is shown in Table 3. It indicates that the average size for the
class EP is greater than the average size for the general patterns. Fig. 5 also shows that the bell-shaped part of the graph
has been shifted to the right, if compared with Fig. 3. Therefore this restricted class produces larger BMA.
By the least square method, the best approximated polynomial curve for the largest values of Table 3 for eachm is
max_size(m) ≈ 0.000002 . . .m7 + O(m6).
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Fig. 6. Summary of the experimental results.
The best approximated exponential curve is
max_size(m) ≈ 20.96 . . . 20.36m.
Both curves are shown to the left in Fig. 6 (the exponential curve is the dashed line, actual values are shown by boxes).
In [7] we studied two particular instances of patterns belonging to EP which exhibit a large number of states:
• C1 is the class b2abiabi+2abia;
• C2 is the class abiabi+2abi+2abia (which are palindromes).
Looking at the longest cycle of the BMA for each class, we obtain a unique polynomial of degree four for the length of the
cycle. The length of the longest cycle for C1 is given by
LC(C1) = (i+ 3)(i+ 1)(2i2 + 3i− 4)/4 = 1162m
4 + O(m3)
if i is of the form 4k + 1 for k ≥ 1. Otherwise, the formula is the same, but divided by two. For the case of C2 the length of
the longest cycle is
LC(C2) = (i+ 5)(i+ 1)(5i2 + 20i+ 21)/8 = 52048m
4 + O(m3)
for i > 1. The constants are approximately 0.006 and 0.0024 respectively.
Here we improve upon these results, studying a new class that generates even larger cycles in the BMA and that is not a
palindrome:
C3 = bbabiabi+2abi+2abia, i = 2j+ 1, j ≥ 2
For the first four values of j we were able to generate the whole automaton. After that the computation is so time
consuming that we computed only the cycles of shifts, that is, the transitions to states when there is nomatch.We identified
four cycles where the initial states are the following (since they are cycles of the BMA, they can start in any of the states of
the cycle):
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Table 4
Shifts cycle length for patterns of class bbabiabi+2abi+2abia, i = 2j +
1, j ≥ 2.
i m LC1 LC2 = LC4 LC3 LC1+2+3+4
5 31 30 802 5263 6897
7 39 48 13656 19498 46858
9 47 70 20462 18031 59025
11 55 96 99598 125296 324588
13 63 126 105408 256219 467161
15 71 160 403468 159346 966442
17 79 198 357698 20273 735867
19 87 240 1194594 1366588 3756016
21 95 286 950204 715597 2616291
23 103 336 2904736 3247234 9057042
25 111 390 2146614 4757413 9051031
27 119 448 6166486 2260696 14594116
29 127 510 4320632 9442483 18084257
31 135 576 11851668 12877486 36581398
33 143 646 7975178 5748283 21699285
35 151 720 727 922 22722388 24178952
37 159 798 13761588 29509183 57033157
39 167 880 35406184 12608926 83422174
41 175 966 22498814 47920381 92918975
43 183 1056 56560926 60060064 173182972
45 191 1150 35192624 24847321 95233719
47 199 1248 86786716 91689478 265264158
49 207 1350 53054802 111854473 217965427
51 215 1456 128727538 45139492 302596024
53 223 1566 77522348 162793879 317840141
55 231 1680 185497008 194425138 565420834
57 239 1798 110276678 76929991 297485145
59 247 1920 260716774 272400568 793836036
61 255 2046 153262824 319804771 626332465
63 263 2176 358554916 124529098 841641106
65 271 2310 208708634 434370913 851790491
67 279 2448 483764346 502817668 1470348808
69 287 2590 279143972 193210021 751500555
71 295 2736 641721208 665552266 1948997418
73 303 2886 367419918 761371309 1496214031
75 311 3040 838463278 289306096 1966235692
77 319 3198 476727968 986069563 1939528697
79 327 3360 1080728364 1116747958 3278208046
81 335 3526 610619234 420307987 1641549981
• Initial state I1: • · · · • bb•
• Initial state I2: • · · · •︸ ︷︷ ︸
m−6
b • •bb•
• Initial state I3: • · · · •︸ ︷︷ ︸
m−(i+7)
b • · · · • bb•
• Initial state I4:
m−(i+1)︷ ︸︸ ︷• · · · •︸ ︷︷ ︸
m−(2∗i+4)
· · · • b • · · · • bb•
Looking at Table 4 and Fig. 7 we notice:
1. cycle 3 is the longest,
2. cycles 2 and 4 have the same behavior and are equal in size, and
3. for i of the form 12k+ 7 (k ≥ 0), cycles 2, 3 and 4 are of similar size.
Nowwe study separately cycles 2 and 4 from cycle 3. For cycles 2 and 4 we choose the cycle length values for the pattern
when i = 2j + 1, j = 3, 5, 7, . . . , 39, that is, for m = 39, 55, . . . , 327 (that is, the values boldfaced1 in the fourth column
of Table 4). For cycle 3 we choose the cycle length values for the pattern when i = 2j + 1, j = 3, 6, 9, . . . , 39, that is for
m = 39, 63, . . . , 327 (that is, the boldfaced values in the fifth column of Table 4).
1 The cycle length for C2 and C4 when m = 151 is in italics because it does not fit with the rest of the values, so we consider it as a special case outside
the others. In fact, a factor i− 6 is missing in this value, perhaps due to some periodicity in the pattern that shrinks the cycle.
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The length of the cycles I2 and I4 together are perfectly fitted by a polynomial of degree 5 onm. The same is valid for the
length of cycle I3. The polynomials are:
LC(I2+4) = 18 (5i
5 + 48i4 + 76i3 − 110i2 − 209i+ 2) = 5
8192
m5 + O(m4)
and
LC(I3) = 116 (5i
5 + 61i4 + 214i3 + 198i2 − 195i− 267) = 5
16384
m5 + O(m4)
form ≥ 39 in both cases. The constants are approximately 0.0006 and 0.0003 respectively. Fig. 8 show the actual values for
cycles I2, I3 and I4 in logarithmic scale. Notice that these two polynomials are valid for 13 and 18 points respectively and we
just need six equations to find the constants of the polynomial. Hence, we have 7 and 12 additional dependent equations
which is hardly a coincidence. Adding both cases we have that
LC(C3) = 15213m
5 + O(m4).
Table 5 shows the ratio between the total number of states and the length of cycle 2 multiplied by m, R = |A|m∗LC2 . We
cannot use L3 as we only have one boldfaced value in this case. Notice that this ratio does not have a clear trend, but it grows,
so we conjecture that the total number of states isΩ(m6) for this class. This affirmation is based on the fact that every state
in a cycle has associated a set of up to m− 2 states by following the matching edges. If those sets have O(m) unique states
with respect to the other states, the total number of states would be ofΩ(m6).
4440 R. Baeza-Yates et al. / Theoretical Computer Science 410 (2009) 4432–4443
Table 5
Ratio of total number of states vs. the length
of the cycles.
i m LC2 |A| R
5 31 5263 62933 0.386
7 39 13656 461517 0.867
9 47 20462 1197544 1.245
11 55 99598 5074722 0.927
13 63 105408 9754450 1.459
5. Concluding remarks
Based on our computational experiments, we have observed that it is not easy to find a patternwwith a large automaton
Aw . Indeed if we consider all binary patterns of lengthm and their respective BMA, the average automata size is cubic inm,
when the maximum size is reached by very few automata and could behave like a polynomial with degree 7, or even like
an exponential. Future research is exhibiting an infinite class of patterns, for which the automata size can be proved to be
high, at least Ω(m7). The very difficult task is the theoretical evaluation of the sizes of the BMA generated by the class C3,
which we conjecture has sizeΩ(m6).
In spite of the existence of classes leading to a high number of states, the patterns that appear are very unrealistic in
practice. Our results show that in most cases the number of states will be at most cubic on the pattern size, implying that
the improvement on the search time on the average can be rewarding, such that the preprocessing is amortized in the search
phase (see [4]). Nevertheless, the maximal size of BMA is an interesting theoretical question.
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Appendix
We reproduce in this Appendix the proof from [6] that the size of generalized BMA introduced in [4] is independent of
the size of the alphabet Σ , in the sense that this size c does not affect the type —polynomial or exponential, of the curve,
relating the size of the largest automaton to the length m of the pattern. We are not able to prove this result for classical
BMA.
A Generalized BMA is a BMA where we add a new function
P : Q → {1, . . . ,m}
defined on their states, which is called transition potential [4]. The value P(q) indicates the position of the next occurrence of
the symbol • to be considered. If P(q) is the rightmost occurrence of • in q, for any state q, then the automaton is a classical
BMA. If P(q) is the position of the leftmost •, then the generalized BMA works like the Knuth–Morris–Pratt algorithm [13].
In [4] it is shown that such transition potential P can provide local optimizations of the automata.
We use the notationAw for a generalized BMA associated with the patternw. Notice thatw can have several generalized
BM automata, depending on the transition potential chosen.
It is not hard to see that the size of a BMA over a large alphabet can be made as large as that over a two-letter alphabet.
This property also holds for generalized BMA. More precisely
Proposition 2. Letw be a pattern over a two-letter alphabet andAw a (generalized) BMA associated withw. Then for any larger
alphabetΣ , there exist a patternw′ overΣ and a (generalized) BMAAw′ associated withw′ such that |w| = |w′|with |w|, |w′|
the lengths ofw,w′, respectively, and |Aw| ≤ |Aw′ |.
Proof. Just choose w′ equal to the pattern w. The generalized BMA Aw′ is constructed from Aw , using the same potential
function P , and adding the lacking transitions and states due to the new letters. 
The reversed situation is verified in the following way.
Proposition 3. Letw be a pattern over an alphabetΣ with size c, andAw a generalized BMA associated withw. Then, there exist
a patternw′ over the two-letter alphabet {a, b} and a generalized BMAAw′ associated withw′ such that |w′| = (c + 3)|w| and
|Aw| ≤ |Aw′ |.
Before giving the proof, we first make some comments:
1. In Proposition 2, both generalized BMA have the same transition potential P . This is no longer true for Proposition 3. This
means that ifAw is a classical BMA, thenAw′ is necessarily a generalized BMA.
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Fig. 9. Transitions inAw′ where there is no mismatch.
Fig. 10. Transitions inAw′ where a mismatch occurs.
2. In Propositions 2 and 3, the automatonAw is embedded in the automatonAw′ , i.e., a subgraph ofAw′ works exactly as
Aw do.
3. Denote by f (m) the function relating themaximumsize of generalized BMA to the lengthm of the patterns. Propositions 2
and 3 imply that the type of f (m), exponential or polynomial, is independent of the size the alphabet that is used.
Proof of Proposition 3. We use the following notation. If X is a set of strings, the set X∗ is formed by all possible
concatenations of strings of X , including the empty concatenation denoted by 1; and the set X+ equals X∗ \ {1}. We recall
that c is the size of the alphabetΣ , and |w| is the length ofw.
The proof uses a particular coding of the patternw over the alphabet {a, b}. A coding is a function ϕ replacing any symbol
of w by some code-word over {a, b} in a way that the decoding is unique (for more details on the theory of codes, see [5]).
We denote by X the set of code-words used to encode the symbols ofΣ; X is called a code.
It is necessary for the proof that X has the following properties [5]:
1. (1, 1)-limited: ∀u, v, w ∈ {a, b}∗, uv, vw ∈ X∗ H⇒ v ∈ X∗.
2. comma-free: ∀x ∈ X+,∀u, v ∈ {a, b}∗, uxv ∈ X∗ H⇒ u, v ∈ X∗. 
The two following examples:
X = {aabiab | i = 1, . . . , c}
X = {bbaibaja | i+ j+ 1 = c}
are (1, 1)-limited and comma-free codes used to encode the symbols of the alphabetΣ .
In the sequel of the proof, we suppose that X is given by the second example. Thus all strings in X have the same length
` = c + 3. The position, in the code-word, of the letter b between ai and aj unambiguously indicates which letter of Σ is
coded. We denote by ϕ : Σ → X the corresponding coding function, and by ϕ(w) the coding ofw. The required patternw′
is then equal to ϕ(w).
Let Aw = (Q ,Σ, δ, q0, F) be a generalized BMA associated with w, and with transition potential P . We define a new
generalized BMA Aw′ = (Q ′, {a.b}, δ′, q′0, F ′) for the pattern w′, with transition potential P ′, in a way that Aw is ‘‘coded’’
insideAw′ .
We first show how to define an injection from Q to Q ′. For any state q of Aw , we denote by ϕ(q) the state constructed
from q by replacing each symbol σ ∈ Σ of q by the code-word ϕ(σ), and each symbol • by the string •`. Therefore each
symbol of q is replaced by a string of the set X ∪ {•`} of length `.
We now achieve the definition ofAw′ by induction on the construction ofAw , andwe show that the family {ϕ(q) | q ∈ Q }
is a subset of Q ′.
At the first step, q′0 = ϕ(q0) = •|ϕ(w)| is the initial state ofAw′ .
Let q ∈ Q with P(q) = k and let ρ = wk be the symbol of w at position k. By the induction hypothesis we assume that
ϕ(q) ∈ Q ′. We have to prove that for each state qσ = δ(q, σ ), with σ ∈ Σ , the state ϕ(qσ ) belongs to Q ′. This will be
possible by defining intermediate states, transitions and transition potentials. Two cases occur: either the transition δ(q, σ )
is without a shift (σ = ρ), or implies a shift (σ 6= ρ).
Without shift. In Aw , the symbol ρ is read at position k. In Aw′ , the string ϕ(ρ) must be read at consecutive positions
(k − 1)` + 1, . . ., k` − 1, kl. Assume that ϕ(ρ) is the code-word bbaibaja ∈ X . The reading of ϕ(ρ) at positions
(k − 1)` + 1, . . . , k` is done as follows. We first read the two leading b’s, second the ending a, then all the remaining
a’s, and finally the middle b. This is indicated on Fig. 9, where the values of transition potential P ′ are indicated under the
states.
Along this path, symbols of ϕ(ρ) are not read in order, but according to P ′. The path begins at state ϕ(q), ends at state
ϕ(qρ), and is labeled by bbacb.
With shift. InAw , the symbol σ 6= ρ is read at position k, inducing a shift. InAw′ , the way of reading ϕ(σ) is conditioned
by ϕ(ρ)’s transitions and transition potentials described in Fig. 9. Code-words ϕ(σ) and ϕ(ρ) only differ in two positions:
some b is exchanged with some a. We denote by n the position such that ϕ(ρ)n = a and ϕ(σ)n = b. This position n is not
equal to (k− i)`+ 1, (k− 1)`+ 2 and k`. Therefore the reading of ϕ(σ) begins to follow the path of Fig. 9, then leaves it at
state pwith P ′(p) = n to go to state r , as indicated on Fig. 10.
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Fig. 11. Transitions inAγ βα .
Fig. 12. An impossible situation.
AsAw′ is a generalized BMA, state r results of a mismatch (symbol b read at position n instead of symbol a). We are going
to prove that r is equal to the state ϕ(qσ ) except that some symbols a of ϕ(qσ ) that are replaced by the symbol • in r (these
symbols a are exactly the ones ending the reading of ϕ(σ)). See also Example 2 below.
InAw , as P(q) = k, we have
q = u • v
with u, v ∈ (Σ ∪ {•})∗ and |u| = k− 1. The transition δ(q, σ ) = qσ means that σ replaces • in q = u • v. This leads to the
shortest shift s of w such that either qσ = u′σv•s with u′ suffix of u, or qσ = v′•s with v′ suffix of v. We only consider the
first case, the second one is solved in the same way.
InAw′ , we have ϕ(q) = ϕ(u) •l ϕ(v).
Assume that ϕ(σ) = bbai′baj′a. During the reading of ϕ(σ), no mismatch happens along transitions from the state ϕ(q)
to the state p (see Fig. 10). We have p = ϕ(u)bbx • yaϕ(v) with x, y ∈ {a, •}∗ and |x| = i′, |y| = j′. A shift s′ ≤ `· s occurs
during the transition δ′(p, b) = r . As announced, let us show that this shift equals `· s (see Fig. 11).
Ab absurbo, assume that s′ < `· s. The state r is written as
r = z1 •i1 z2 •i2 · · · zα •iα bbxbya •iα+1 zα+1 •iα+2 · · · •iβ zβ•s′
with β ≥ 0, z2, . . . , zβ−1 ∈ {a, b}+, z1, zβ ∈ {a, b}∗ and i1, . . . , iα−1, iα+2, . . . , iβ > 0, iα, iα+1 ≥ 0. We denote by F(X∗)
(respectively S(X∗), P(X∗)) the set of factors (respectively suffixes, prefixes) of the strings of X∗.
On one hand, we know that r results of a shift of ϕ(q) by s′ positions to the right. Comparing r with ϕ(q), we have by
induction hypothesis
z1 ∈ S(X∗), z2, . . . , zβ ∈ X∗.
On the other hand, by definition of generalized BMA, any symbol of r is either • or the symbol of ϕ(w) situated at the same
position. Then
z1 ∈ P(X∗), z2, . . . , zβ ∈ F(X∗), bbxbya ∈ (F(X∗) ∪ {•})∗.
As the code X is (1, 1)-limited and z1 ∈ S(X∗) ∩ P(X∗), then z1 ∈ X∗. As X is comma-free and zi ∈ X∗ ∩ F(X∗), 2 ≤ i ≤ β ,
it is impossible to write zi as sixipi with si ∈ S(X∗) \ X∗, xi ∈ X∗, and pi ∈ P(X∗) \ X∗. The same conclusion holds for the
string bbxbya, as it must be aligned with ϕ(σ). Indeed, even if bbxbya is an ‘‘incomplete’’ code-word of X (some symbols are
unknown, those equal to •), one verifies that the comma-free property of X can be applied to it.
We conclude that if ϕ(w) factors into strings of X as
ϕ(w) = ϕ(σ1)ϕ(σ2) · · ·ϕ(σm), σi ∈ Σ, 1 ≤ i ≤ m,
then each zi is a factor of ϕ(w) equal to
zi = ϕ(σji)ϕ(σji+1) · · ·ϕ(σji+`i)
and bbxbya exactly appears at the place of ϕ(σ). Hence the shift s′ respects the decomposition into strings of X ∪ {•}l; it
equals `· s′′ with s′′ < s (see Fig. 12).
Coming back toAw (using the decoding), this means that s is not the shortest shift, since a possible shift is s′′ < s. This is
a contradiction due to the definition of s. Therefore s′ = `· s.
Hence, the automatonAw is embedded in the automatonAw′ .
The definition ofAw′ is detailed in Example 2.
Example 2. The alphabetΣ = {α, β, γ } is coded by X = {bbbaaa, bbabaa, bbaaba}. The pattern w is equal to γ βα. InAw ,
let us consider the transitions depicted in Fig. 13; the transition potential of the state • • • is 3. The related transitions and
transition potentials inAw′ are shown in Fig. 14.
R. Baeza-Yates et al. / Theoretical Computer Science 410 (2009) 4432–4443 4443
Fig. 13. Transitions inAγ βα .
Fig. 14. Corresponding transitions inAϕ(βγα) .
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