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Abstract￿Given the weighted graph G(V;E), where the
weight of each edge represents the bandwidth of the correspond-
ing link. We de￿ne the Quality of Service (QoS) path for any pair
of nodes in V as a path with the bottleneck edge maximized. We
further de￿ne the QoS tree G
0(V;E
0) ￿ G(V;E), as a subgraph
such that for any pair of nodes u and v in G
0 there exist a
QoS path between u and v, and all intermediate edges are a
subset of E
0. In this paper, we propose a distributed algorithm
to construct a QoS tree, and the internal nodes of the tree form
the backbone that maintains the QoS paths. Then we propose a
proactive routing schemes that runs on the QoS tree. Only the
nodes of the backbone are responsible for the maintenance of the
routing tables. The QoS tree and its backbone are constructed
using O(nlogn) messages in O(nlogn) time.
I. INTRODUCTION
Applications of mobile ad hoc networks (MANETs) occur
in situations such as emergency search-and-rescue operations,
and data acquisition operations in hostile terrain. In situations
like battle￿elds or major disaster areas, MANETs need to
be deployed immediately without base stations or wired in-
frastructures. These networks are typically characterized by
scarce resources (bandwidth, power, etc.), lack of established
backbone infrastructure, high error rates, and a dynamic topol-
ogy [1].
As a result of the rising popularity of real-time multi-
media applications and because of the potential commercial
usage of MANETs, many researchers focused their interest
on supporting an as of yet unavailable Quality of Service
(QoS) architecture model [2]. Such a model concentrates on
providing high-quality media services by meeting speci￿c QoS
metrics such as available link bandwidth and delay. Generally,
the QoS problem is intricate and follows logically because
of the special characteristics of the MANETs platform and
its need for metric monitoring. Also, a common networking
practice that leads to performance degradation, is the practice
of global network ￿ooding that leads to serious problems such
as heavy contention and intense collisions.
Even though providing a QoS solution for MANETs is
complicated, some promising research on QoS routing in
MANETs has been done. Examples of these algorithms are:
Core-Extraction Distribution Ad Hoc Routing (CEDAR) pro-
tocol [3], Quality of Service for Ad Hoc Optimized Routing
(QOLSR) protocol [4], and Robust Quality of Service Routing
(RQoSR) protocol [5]. Both CEDAR and QOLSR propose
topology control algorithms that extract nodes for network
control regardless of their stability conditions or network
resources availability. In [6], RQoSR de￿nes node stability
as a monitor of the variation of the set of neighbors for each
node over a prede￿ned period.
This paper devises a new distributed algorithm for con-
structing a QoS routing tree, which is designed to serve
as a QoS virtual backbone (QoS-VBB) for packets routing.
Advantages of the QoS-VBB approach were discussed in [7].
Several approaches have been proposed in the literature for
constructing VBBs for wireless ad hoc networks [8], [9].
The unique construction approach of our QoS tree has
valuable properties that added the following features to the
tree: (1) Guarantees the optimal maximum bandwidth path
between any pair of nodes (2) A connected VBB consists
of a subset of the QoS tree nodes is responsible for routing
information maintenance (3) This QoS tree is practical for
both reactive and proactive routing (4) The time and message
complexity for its construction is O(nlogn). In addition to
the QoS tree with the above mentioned features, we propose
a proactive routing techniques based on the QoS tree. The
maintenance process of the QoS tree is provided in [10].
The rest of the paper is organized as follows. Section II
introduces the network model and presents the de￿nitions and
terminologies related to QoS tree. Section III describes the
construction of the QoS tree, its analysis and correctness dis-
cussion. In Section IV, we present potential routing approaches
over the QoS tree. Finally, we conclude and highlight future
directions in Section V.
II. NETWORK MODEL
This section introduces the related network model, assump-
tions, and de￿nitions. The network under study is modeled
by the undirected and weighted graph G(V;E), where V
represents the set of vertices in the graph and corresponds
to the set of hosts (nodes) in the network, and E represents
the set of edges in the graph and corresponds to the set
of links in the network. All nodes in the network have the
same maximum transmission range, and all nodes remain
connected at all times. An edge exists between two vertices
iff the distance between the two corresponding nodes is
less than or equal to the maximum transmission range. Two
nodes can communicate directly if they share the same edge.
The available bandwidth of each link is represented by the
weight of the edge. All nodes share the same scarce bandwidthchannel. We make the typical assumption of using the well
known IEEE 802.11 standard. We also make the assumption
that each node is aware of the available bandwidth for all its
links. We further provide the following de￿nitions as a lead
to the understanding of the algorithm.
De￿nition 1: The id of a node u denoted by u itself is a
number that uniquely identi￿es a node in the graph. Each tree
T is identi￿ed by the id of its root, if the root of the tree has
id i, then the id of the tree is Ti.
De￿nition 2: Given the weighted graph G(V;E), the bot-
tleneck edge of a path between any two nodes in the graph G
is the edge with the minimum weight among all edges on the
path.
De￿nition 3: We de￿ne the QoSRT for the weighted graph
G(V;E) as a subgraph G0(V;E0) such that G0 is a tree, and
for any pair of nodes u and v in G0 there exist a path between
u and v, where all intermediate edges are subset of E0, and the
bottleneck for the path is maximized. We also de￿ne the QoS
path between two nodes as a path such that the bottleneck is
maximized.
De￿nition 4: Two nodes u and v are neighbors iff there
exist an edge that is incident at both nodes. An edge between u
and v is denoted by u  !v. The best edge (BE) for the node u
(denoted by BEu) among all edges incident at u (denoted by
u  !vi, where vi is the set of all nodes incident at u) is the edge
with the maximum bandwidth. If there exist more than one
edge incident at u, and have the same maximum bandwidth,
then the BEu is the one incident at u and at max(vi). The
best node (BN) of u is the node v incident at the edge BEu.
De￿nition 5: An edge between two nodes u and v is
referred to as an external edge iff both of u and v belong to
two different adjacent trees, and the edge u  !v is in neither
tree. Two trees Ti and Tj are neighbors iff there exist at
least one external edge between the two trees. Tj is said to
be the best neighboring tree (BT) for the tree Ti iff the
the maximum-bandwidth external edge (MBEE) for the tree
Ti is incident at a node from Ti and a node from Tj, or
if there are other trees besides Tj with the same maximum-
bandwidth external edge, and Tj has the largest id among those
trees. If more than one external edge (ui  !vj) have the same
maximum bandwidth between Ti and Tj, then the MBEE for
Ti is selected as follow: 1) If Ti > Tj , then the MBEE is
the edge incident at max(ui) from Ti and max(vk) from Tj,
where vk ￿ vj, and vk is a set of neighbors to max(ui). 2) If
Tj > Ti , then the MBEE is the edge incident at max(vj)
from Tj and max(uk) from Ti, where uk ￿ ui, and uk is a
set of neighbors to max(vj). The best external-edge weight
(BEEW) of the tree Ti is the weight of the MBEE that
connects Ti to Tj. A tree Ti denotes the node u by BN1, and
the node v by BN2.
Lemma 6: De￿nition 5 de￿nes MBEE for a given tree,
and insures that if the MBEE of two adjacent trees are
between the same two trees, then the same edge is selected
by both trees as MBEE.
Proof: Let ui  !vj represent the set of all maximum
weight edges between Ti and Tj, there are two cases to
consider: ￿rst case, If Ti > Tj , then by De￿nition 5 the
MBEE for Ti is the edge incident at max(ui) from Ti and
max(vk) from Tj, where vk ￿ vj, and vk is a neighboring set
of max(ui), and the MBEE for Tj is the edge incident at
max(ui) from Ti and max(vk) from Tj, where vk ￿ vj, and
vk is a neighboring set of max(ui). Second case, If Tj > Ti ,
then by De￿nition 5 also, the MBEE for Tj is the edge
incident at max(vj) from Tj and max(uk) from Ti, where
uk ￿ ui, and uk is a neighboring set of max(vj), and the
MBEE for Ti is the edge incident at max(vj) from Tj and
max(uk) from Ti, where uk ￿ ui, and uk is a neighboring
set of max(vj). This shows that the selected edge is the same
by both trees.
III. QOS TREE
This algorithm consists of two phases [10]. During the op-
eration of the ￿rst phase, nodes are partitioned into fragments.
Each fragment consists of a set of connected nodes forming a
tree. In the second phase which consists of several rounds, all
trees are combined into one large tree. The root of the tree is
the highest level leader. Other leaders of subtrees also exist.
Thus, a node may have multi level leaders, with the root as its
highest level leader, and the closest leader as its lowest level
leader. The bottleneck of the path between any two nodes is
maximized, thus the tree is an optimal QoS tree.
First Phase: We assume each node knows the ids of all its
neighboring nodes, and knows the bandwidth of all its edges.
The goal of each node is to be part of a tree with at least
two nodes. Each node selects the node incident at the highest
bandwidth edge to be its neighbor in the tree, and refers to
it as its best node (BN). Phase I of the algorithm follows the
following steps: 1) Each node selects the edge with the highest
bandwidth to be in the tree, if more than one edge have the
same maximum bandwidth, the one incident at the largest id
node is selected. Two neighboring nodes may select the same
edge. 2) A set of connected edges form a single component.
3) The edge that has been selected by both nodes in each
component selects the node with the largest id as the root of
the tree.
In Figure 1, phase-I generated four components (trees),
since the edge 1  !2 has the highest bandwidth among all
edges incident at node 1, node 1 selects node 2 for its best
edge. Similarly node 2 selects node 3, and node 3 selects node
2. Since the edge 2  !3 is selected by both nodes 2 and 3, and
since node 3 has a higher id than node 2, node 3 becomes the
root of the tree that contains the nodes 1, 2, and 3. Similarly,
node 5 becomes the root of the tree that contains the nodes
4, 5, and 6; node 9 becomes the root of the tree that contains
the nodes 9, 8, and 7; node 12 becomes the root of the tree
that contains the nodes 12, 11, and 10.
Lemma 7: Given a weighted graph G(V;E), each edge
u  !v of any component S(V 0;E0) formed by phase-I is
selected by either u or v or both.
Proof: The prove is followed from the construction
process in Phase-I.8
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Fig. 1. Phase I Example
Lemma 8: Given a weighted graph G(V;E), any compo-
nent S(V 0;E0) formed by phase-I is cycle-free, and hence it
is a tree.
Proof: Assume a given component generated by phase-
I has at least one cycle u1;u2;:::;ui;u1. By Lemma 7 each
edge is selected by at least one of the nodes incident at that
edge, since the number of edges in any cycle equals to the
number of nodes, then each node selects one unique edge. Let
each consecutive pair of nodes in the sequence u1;u2;:::;ui,
represent the edge selected by the ￿rst node in the pair, i.e.
uj selects uj+1for its BE, where 1 ￿ j < i, this also
implies the edges u1  !u2;u2  !u3;:::;ui￿1  !ui are sorted in
ascending order of their weight. To complete the cycle, node ui
selects u1, but in order for ui to select u1, weight(ui  !u1)
must be greater than weight(ui￿1  !ui). Since u1 selected
the edge u1  !u2 as its best edge, then weight(u1  !u2) >
weight(u1  !ui), but from the ordering of the edges we know
that weight(ui￿1  !ui) > weight(u1  !u2) which implies
weight(ui￿1  !ui) > weight(ui  !u1), thus ui must select
ui￿1 for its best edge, and the cycle can’t be completed. Hence
the component may not have a cycle, therefore, the component
is a tree.
Theorem 9: Given a weighted graph G(V;E), any con-
nected component S(V 0;E0) formed by phase-I has exactly
one edge selected by both of the nodes that are incident at the
edge itself. This edge is referred to as a unique edge.
Proof: Each node selects exactly one edge to be its
best edge, this implies each node selects exactly one other
node to be in its component. We prove our theorem by
contradiction. First, assume that each node in the component
selects a different edge from the rest of the nodes; i.e. no
component has an edge that is selected by two nodes. This
implies, jE0j = jV 0j, which means the component must have
a cycle, and therefore, our assumption violates and contradicts
Lemma 8. Second, assume that more than one edge in the
component have been selected by both of their nodes. Since
the edge between any pair of nodes is selected by at least
one of the nodes, then our second assumption implies that
jE0j < jV 0j￿1. This contradicts our claim that the component
is connected and it is a tree. Since the generated component
is a tree (by Lemma 8), then jE0j = jV 0j￿1. Therefore, there
is exactly one edge selected by both of its nodes.
Lemma 10: Given a weighted graph G(V;E), and the
connected component S(V 0;E0) formed by phase-I. The
path between any two nodes u and v from the com-
ponent S must include the edge that corresponds to the
min(weight(BEu);weight(BEv)).
Proof: Since S is a tree, only one unique path
exists between u and v. Let the node sequence u =
n1;n2;:::;ni;ni+1;:::;nj = v represent the path from u to
v. Let weight(BEu) > weight(BEv). Assume BEv 6=
nj￿1  !nj, this implies the edge nj￿1  !nj was selected by
the node nj￿1, To guarantee the connectivity of the path
then for each 1 ￿ i < j; BEi = ni  !ni+1 , which
implies weight(n1  !n2) < ::: < weight(ni￿1  !ni) <
weight(ni  !ni+1) < ::: < weight(nj￿1  !nj). Therefore,
weight(BEu) < weight(BEv), which contradicts our claim
weight(BEu) > weight(BEv). It further shows that the end
edge with the minimum weight must be on the path.
Lemma 11: Given a weighted graph G(V;E), and the con-
nected component S(V 0;E0) formed by phase-I. The weight of
the bottleneck edge on the path between any two nodes u and
v in the component S = min(weight(BEu);weight(BEv)).
Proof: Let the sequence u = n1;:::;ni;:::;nj = v
represents the path from u to v. Assume the bottleneck edge
is the edge ni  !ni+1, where 1 < i < j ￿ 1. By Lemma
7, the edge ni  !ni+1 is selected by either ni or ni+1 or by
both. If the edge is selected by ni, then weight(ni￿1  !ni) <
weight(ni  !ni+1). Since the edge ni￿1  !ni is on the path
from u to v, this contradicts our assumption that the bottleneck
edge is the edge (ni;ni+1). If the edge is selected by ni+1,
then weight(ni+1  !ni+2) < weight(ni  !ni+1), which con-
tradicts our assumption. If the edge is selected by both ni
and ni+1, then weight(ni￿1  !ni) < weight(ni  !ni+1) >
weight(ni+1  !ni+2), which contradicts our assumption also.
This implies the nodes of the bottleneck edge can’t have
any edge on the path from u to v with smaller weight than
their edge. Since all the intermediate nodes on the path have
exactly two edges from the path, except for only the two
end nodes, where each has exactly one edge from the path
edges. This implies the only two possible edges left for the
bottleneck edge are the two edges incident at the source or at
the destination. Since the bottleneck edge is the one with the
minimum weight, then the bottleneck edge must be the one
with the min(weight(n1  !n2);weight(nj￿1  !nj)).
Theorem 12: Given a weighted graph G(V;E), and a con-
nected component S(V 0;E0) formed by phase-I. Let the nodes
fu;vg be any pair of nodes from V 0, then there exist one QoS-
path from u to v such that all edges on the path are subset of
E0 and the bottleneck is maximized.Proof: Let BEu > BEv, by Lemma 10 the edge BEv
must be on the path from u to v over S. By Lemma 11 the
edge BEv is the bottleneck edge on the path from u to v over
S. Since the edge BEv has the maximum weight among all
edges adjacent to v, and the edge BEv is the bottleneck edge
on the path from u to v over S, it follows that this path is the
QoS path.
Second Phase: The second phase consists of several rounds. In
each round we implement phase I of the algorithm by treating
the trees as nodes and the edges between the trees are treated as
edges between nodes. Each tree is initially active, then in each
round of this phase an active tree is combined with at least one
other active tree forming a new larger tree. The same rules in
phase 1 apply to phase II. Thus, each new component will have
exactly one unique edge, where this edge is selected by the two
trees connected by the edge. This edge will be referred to as
unique Bridge-edge, while all other edges in the component
that connect two trees are referred to as Bridge-edges. The
node with the largest id in the unique Bridge-edge becomes
the root of the new tree, which consists of all the nodes of
the new formed component. This process is repeated for each
new set of trees until we ￿nally have one tree that includes
all the trees from phase I. The following steps summarize the
details of Phase II:
￿Each node initializes the variables: id(BT), BN1, BN2,
NEXT to NIL, and the variable BEEW to 0.
￿The root i of each tree sends a SEARCH(Ti;r) message
to all nodes in the tree to look for the best neighboring tree,
where r represents the round number and is initialized to
1. Round number (r) is used to synchronize the SEARCH
messages among neighboring trees. The SEARCH message is
retransmitted by each node in the tree.
￿Whenever a leaf node u in the tree Ti that is adjacent
to other trees receives a SEARCH message from its parent,
and SEARCH messages from all its neighboring trees for the
current round (r), it ￿nds the best tree, then it sends to its
parent the REPLY(u,id(BT),BEEW,BN1;BN2) message,
where BN1 = u in this case.
￿Whenever a leaf node u in the tree Ti that is not adjacent
to any other tree receives the SEARCH message, it sends to
its parent a REPLY(u,NIL,0,NIL;NIL) message.
￿Whenever an internal node u in the tree Ti receives a
SEARCH message from its parent, and SEARCH messages
from all its neighboring trees for the current round (r), it
looks for the best neighboring tree if any and the best edge
that connects u to the BT. Then, it assigns the corresponding
values for the variables id(BT), BEEW, BN1, and BN2
accordingly.
￿Whenever a node u receives a REPLY message from a
child node, it ￿rst compares the value of BEEW in the
REPLY message with its own BEEW, if it is greater than
its own, it updates its BEEW, id(BT), BN1 and BN2 to
the values in the REPLY message, it also stores the id of the
sender in its NEXT (initially assigned to NIL) variable to
maintain the path to the best edge. If the value of BEEW
in the REPLY message is same as its own, then it compares
the values of id(BT), if the value of id(BT) in the REPLY
message is larger than its own id(BT), it updates its id(BT),
BN1, and BN2 to the values in the REPLY message, it also
stores the id of the sender in its NEXT variable. If the value
of id(BT) in the REPLY message is same as its own id(BT),
then it acts as follow: 1) If id(Ti) > id(BT), it compares
the value of BN1 in the REPLY message to its BN1, if the
value of BN1 in the REPLY message is larger than its own,
it updates its BN1 and BN2 to the values in the REPLY
message, it also stores the id of the sender in its NEXT
variable. 2) If id(Ti) < id(BT), it compares the value of
BN2 in the REPLY message to its BN2, if the value of BN2
in the REPLY message is larger than its own, it updates its
BN1 and BN2 to the values in the REPLY message, it also
stores the id of the sender in its NEXT variable. In the above
two steps we prevent any cycle by preventing two neighboring
trees from selecting two different edges of the same weight as
bridge-edges between the two trees.
￿After an internal node u has received REPLY messages
from all its children and considered all its adjacent trees, it
sends a REPLY(u, BEEW,id(BT),BN1;BN2) message to
its parent. This process is repeated until the root receives
REPLY messages from all its children.
￿After the root receives REPLY messages from all its
children, and considers all its adjacent trees to determine the
id(BT) and BEEW, it acts as follow: 1) If BT is adjacent
to the root, and BN1 is the root itself, then, the root sends a
BRIDGE(BN1;BN2) message to BN2 in BT. If the edge
between BN1 and BN2 is not a unique edge (selected by
both trees) then the tree Ti rooted at BN1 becomes a subtree
with the parent BN2. Otherwise if the edge between BN1
and BN2 is a unique edge, then the node with the largest
id (BN1 or BN2) becomes the root of the new tree. 2) If
BT is adjacent to the root, and BN1 is different from the
root, or if BT is not adjacent to the root, then the root sends
a REQUEST(NEXT;BN1;id(BT)) message addressed to
the child that is stored in its NEXT.
￿If a node receives a REQUEST message from its parent
addressed to itself, it acts as follow: 1) If the value of BN1
is the same as its own id, it sends a BRIDGE(BN1;BN2)
message to BN2 in BT. 2) If the value of BN1 is different
from its own id, it replaces the value of NEXT in the RE-
QUEST message with the value in its own NEXT variable,
and forwards the REQUEST message to the child with the
same id as the value in its NEXT variable. This process is
repeated until the REQUEST message gets to its destination
BN1, then BN1 sends a BRIDGE(BN1;BN2) message to
BN2 in BT.
￿Whenever a node v in BT receives a
BRIDGE(BN1;BN2) message from node u, and sends
a similar message to node u, then the edge (u;v) is a
unique Bridge-edge, and the node with the largest id (u or v)
becomes the root of a new tree that consists of all the trees in
the new component. If the bridge is not unique, then nod u
becomes the child of node v, and all nodes in Ti will update
their parents and children accordingly. All bridges in the newcomponent become edges in the new tree.
￿The root of each new tree increments r by 1, then it per-
forms the above steps starting at the ￿rst step of phase II until
the root i of a tree T receives REPLY(u,NIL,0,NIL;NIL)
messages from all its children, and all the nodes in the
neighborhood of the root i are part of Ti, then i declares itself
as the root of the QoS-tree, and hence the leader of the graph
also. All internal nodes of the tree form the virtual backbone
(connected dominating set).
Example: We use the example of Phase I in Figure 1 to
illustrate the procedures of Phase II. In Figure 1, phase-I
generated the four trees T3, T5, T9, and T12 rooted at the
nodes 3, 5, 9, and 12 respectively. In the ￿rst round each of
the roots 3, 5, 9, and 12 sends a SEARCH message to all the
nodes in its tree. In response to the SEARCH message of the
￿rst round T3 and T5 join each other through the bridge edge
1  !4, forming the tree T4 rooted at the node 4 and consists of
the nodes 1, 2, 3, 4, 5, and 6. T9 and T12 join each other also
through the bridge edge 9  !12, forming the tree T12 rooted at
the node 12 and consists of the nodes 7, 8, 9, 10, 11, and 12
(see Figure 2 (a)). In the second round each of the roots 4 and
12 sends a SEARCH message to all the nodes in its tree. In
response to the SEARCH message of the second round T4 and
T12 join each other through the bridge edge 9  !6, forming the
tree T9 rooted at the node 9 and consists of the nodes 1, 2,
3, 4, 5, 6, 7, 8, 9, 10, 11, and 12, rooted at the node 9 (see
Figure 2 (b)). The resulting tree is the QoS tree with the root
node 9, the leaves 3, 7, and 10, and all internal nodes (1, 2,
4, 5, 6, 8, 9, 11, 12) form the VBB.
A. Correctness and Complexity
In this section, we prove that the above algorithm creates
a QoS tree, and each of the time and message complexity is
O(nlogn).
Theorem 13: The message complexity of the QoSRT Algo-
rithm is O(nlogn) and the time complexity is O(nlogn).
Proof: In the ￿rst phase each node sends a constant
number of messages, and in the worst case only one node can
transmit at a time. Thus both of the message and the time
complexity for Phase I is O(n). In Phase II, in each round
each tree is combined with at least one other tree, this implies
the number of trees in each round is reduced by at least one
half. Thus, the maximum number of rounds is at most logn. In
each round each node sends a constant number of messages
with a total of O(n) messages. Therefore, the total number
of messages in logn rounds is O(nlogn) messages. Since
the time complexity in each round depends on the size of
the largest tree, and since there is no limit on how large the
tree can grow, the time complexity for each round is O(n),
and hence for logn rounds is O(nlogn). Hence for both
phases combined each of the message complexity and time
complexity is O(nlogn).
Theorem 14: Given a weighted graph G(V,E), the graph
G’(V,E’) formed by the QoSRT Algorithm is a QoS Routing
Tree for the graph G(V,E).
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Fig. 2. Phase II Example
Proof: Following the proof of Theorem 12, in each round
we treat each tree as a node with the tree id and the edges
between trees as edges between nodes. To address the case
when more than one edge exist between two neighboring trees,
Phase II prevent the two trees from selecting two different
edges. Rounds are repeated as long as there is more than one
tree, and terminated when only one tree includes all nodes in
the graph.
IV. ROUTING
After the construction of the QoS tree, the routing process
becomes very simple. The QoS tree supports a unique path
between any pair of nodes in the network, and this path guar-
antees the maximum possible bandwidth for the bottleneck
link.
In our routing protocol only the VBB of the QoS tree
maintain routing table information. None of the leaf nodes
is required to maintain any routing table. The routing table of
each internal node has one row for each child. Each row has
two entries, the ￿rst entry has the child id and the second
entry contains a list of child’s descendants. Table I shows
the routing table for node 2 in Figure 3. The solid lines in
Figure 3 represent the edges of the QoS tree, while the dashed
lines indicate the non-tree edges. Routing tables are built as
follow: the parent of each leaf node creates a descendant set,5
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Child Descendant
5 9, 10, 11
6 12
7 13
TABLE I
ROUTING TABLE FOR NODE 2
which includes a list of all its children. It also sends this
set to its parent. Whenever a node receives a descendant set
from its child, it saves this set in the table as a parameter
associated with its child. Whenever an internal node receives
descendant sets from all its children, it sends to its parent
its own descendant set, which consists of all its children and
their corresponding descendant sets. This process continues till
the root receives descendant sets from all its children. After
this process is completed, each node in the tree has a list of
all its descendants. Since leaf nodes have no children, this
information is not maintained.
In a proactive protocol after the routing tables are built,
the routing process works as follow: Whenever a node needs
to send or forward a message, if the destination is one of its
neighbors, and the bandwidth requirement is met, the message
is sent directly to the destination. Otherwise, the node checks
its table to see if the destination is one of its descendants,
if it is, it sends the message to the corresponding child.
Otherwise, the message is up warded to the parent of the
node. The parent of the node plays the role of the gateway
in this case. Notice the message is forwarded in a unicast
manner. Whenever a message encounters a link with a below
requirement bandwidth, a FAIL message is sent to the original
source of the message. Otherwise, this process continues until
the message gets to its destination.
In Figure 3, if node 11 needs to send a message to its
neighbor node 6 and the link 11  !6 satis￿es the bandwidth
requirement, even though it is not a link in the tree, the
message is sent directly over the link 11  !6. If node 11 needs
to send a message to node 13, since node 13 is not a neighbor
to node 11, and node 11 is a leaf and has no table, node 11
upwards the message to its gateway node 5. Similarly, node
13 is not a neighbor to node 5, and it is not a descendant of
node 5, node 5 upwards the message to its gateway node 2.
Since node 13 is not a neighbor to node 2, node 2 inspects
its table and ￿nds node 13 as a descendant of its child node
7, thus it forwards the message to node 7. Similarly, node 7
forwards the message to node 13. In this example we made
the assumption that bandwidth requirement is met by all the
links. However, if bandwidth requirement is not met by any
of the links, a FAIL message will be sent back to node 11.
Notice, only internal nodes are responsible for routing
process, and only edges of the QoS Tree are used to carry
the data messages, unless in some cases when the recipient is
a neighbor to the sender. The cost to build the routing tables is Pn￿1
i=1 i = O(n2) messages, and the time it takes to transmit
these messages (we ignore the local processing time, and count
each transmission as one time unit) is O(n).
V. CONCLUSIONS
In this paper we provided a distributed algorithm to con-
struct a QoS routing tree. Our quality of service routing tree
has the following unique properties: (1) Provides an optimal
maximum bandwidth path between any pair of nodes (2)
Provides a connected virtual backbone, which consists of a
subset of the QoS tree nodes (3) Each of the time and message
complexity of the QoS tree construction is O(nlogn). In
addition to the QoS tree with the above mentioned features, we
also proposed a proactive routing technique to run on the QoS
tree. Proofs of the properties and correctness of the approaches
are provided.
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