







Discretization of Continuous Properties Based
on Discernibility Matrix in Data Mining
Liu Yunxia &Zeng Wuyi
Abstract:The discretization of continuous properties is very important in data mining.The paper puts forward a method of
discretization of continuous properties based on discernibility matrix and revises the discrete result by average mutual information.
Good effects are achieved through this method by statistical simulation.












































策表系统为 S =(U , R , V , f), R =P ∪ D , P ={ai
|i =1 , …,M}为条件属性集 ,D ={d l}为决策属性









第 l个类;U ={x1 , x2 , … , xN}是论域(或称为样本
集), a i(xj)是样本 xj 在属性ai 上的取值。
CD(i , j)=
{ak |ak ∈ P ∧ ak(xi)≠ak(xj)}, d(xi)≠d(xj)
　　　　　0 , d(xi)=d(xj)
(1)




















 , 　Ir 和 Is 中包含的类别不同
0 , 　Ir 和 Is 中包含的类别相同
(2)
其中 , Ir , Is 为算法中构造的初始区间。式(2)
可以这样理解:只要两个区间都包含有相同的类别
即在辨识矩阵中相应的位置处以 0表示 ,例如 ,如果
Ir , Is 两个区间中都包含有 3个类别中的第一和第
二类则两区间在矩阵中的对应位置处的标号为 0;
如果一个区间包含第一和第二类 ,另一个区间只包





















它表示已知 Y 后X “残留”的不确定度。这样 ,















设 I t 、I t+1和 I t+2是相邻区间 ,区间 I t 、I t+1与类


















p(Ir , d l)
p(Ir)p(d l)
(6)




p(I t , d l)log





p(I t+2 ,d l)log













ak ,其值域为{ak ,min , ak ,max},将条件属性 ak 所有不
同的观测值从小到大排序为{ak1 , ak2 , …, akn}。取
每两个值的中点为候选断点构造初始区间 ,即初始
区间为











ak , n-1 +ak , n
2
, ak ,max]
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计算这些初始区间的频数 ,并给这些区间编码为
I1 , I2 , … , In ,然后形成列联表 。
2.根据式(2)产生辨识矩阵 C′D(r , s)。
3.合并区间。按照 C′D(r , s), I1 依次合并矩
阵的第一行中从 I2开始的相应位置为零的区间 ,直
到遇到第一个空集的那个区间(设此区间为 Iq)为
止;然后从辨识矩阵的第 q行开始 , Iq 依次与从 Iq+1
开始的相应位置为零的那些区间合并 ,直到遇到第
一个空集的那个区间为止;以此类推 ,直到最后一个




根。因此 , 设定阀值为 T = N 。那么 ,对于 I′1 ,
I′2 , …中实例数小于 T = N的区间 ,通过使用平均
互信息量大小来判断是并入前面还是后面的相邻区
间。





花)样本集对上述算法进行模拟 。 Iris样本集是对 3
种鸢尾花:刚毛鸢尾花 、变色鸢尾花 、佛吉尼亚鸢尾
花各抽取 50个样本组成的 ,条件属性分别是 sepal
length in cm 、sepal width in cm、petal length in cm 、petal
width in cm。
下面对条件属性“ sepal length in cm”进行离散
化 ,其值域为{4.3 , 7.9}, 初始区间为(4.3 , 4.35] ,
(4.35 ,4.45] , … ,(7.8 ,7.9] ,共 35个 ,给这些区间分
别编码为 I1 , I 2 , …, I35 ,见表 1。
根据产生的可辨识矩阵进行的初步合并结果
为:{I1 , I2 , I3 , I4 , I5 , I 6}, {I7},{I8 , I9 , I10},{I11},
{I12 , I13},{I14},{I15 , I 16},{I17 , … , I23},{I24},{I25 ,
I26 , I27}, {I28},{I29 , … , I35},编码为 I′1 , I′2 , I′3 ,
I′4 , I′5 , I′6 , I′7 , I′8 , I′9 , I′10 , I′11 , I′12 。其中 , I′2 ,
I′4 , I′6 , I′9 , I′11区间的实例数小于 T = 150≈12 ,
需要进一步合并 。计算互信息量 ,有 H1(d , I′)小于
H2(d , I′),所以将 I′2 并入到 I′1中 ,依次类推 ,得到
最后的离散化的结果为:{I1 , I2 , I 3 , I4 , I5 , I6 , I7},
{I8 , …, I13},{I14 , I16},{I17 , … , I28},{I 29 , … , I35}。
　　表 1　 属性“ sepal length in cm”的初始区间
与类属性的列联表
区间 类 1 类 2 类 3 区间 类 1 类 2 类 3
I1 1 0 0 I19 0 4 2
I2 3 0 0 I20 0 2 2
I3 1 0 0 I21 0 3 6
I4 4 0 0 I22 0 2 5
I5 2 0 0 I23 0 1 4
I6 5 0 0 I24 0 2 0
I7 4 1 1 I25 0 3 5
I8 8 2 0 I26 0 1 2
I9 8 1 0 I27 0 1 3
I10 3 1 0 I28 0 1 0
I11 1 0 0 I29 0 0 1
I12 5 1 0 I30 0 0 3
I13 2 5 0 I31 0 0 1
I14 0 5 1 I32 0 0 1
I15 2 5 1 I33 0 0 1
I16 1 3 3 I34 0 0 4
I17 0 2 1 I35 0 0 1
I18 0 4 2





sepal length in cm [ 4.95 , 5.55 ,5.85 , 6.95, 7.9]
sepal width in cm [ 2.45, 2.85 , 3.45 , 4.4]
petal length in cm [ 2.45, 4.75 , 5.15 , 6.9]
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The Cluster Analysis of Panel Data and Its Application
Zhu Jianping &Chen Minken
Abstract:Unlike the traditional econometric modeling analysis , this paper discusses the application of multivariate statistical
methods for panel data.It introduces the statistical description of panel data and constructs the statistical indicators for the
similarity of the data , and thereby the method of clustering panel data is proposed.Finally , the method is proved to be effective
through the practical application.






我国 31个省级地区的 20 年的国内生产总值数据 ,











模型 参数 估计方 法的研 究。 Bonzo D.C.和
Hermosilla A.Y.等统计学家则另辟蹊径 ,将多元统
计方法引入到 Panel Data 的分析中来
[ 3]
。Bonzo D.
C.运用概率连接函数(probability link function)改进
聚类分析的算法 ,从而将聚类分析用于面板数据的
分析。然而 ,对面板数据的统计描述 ,以及刻画面板
数据之间的相似性研究的不多 ,本文将针对此问题
进行讨论 ,构造面板数据的相似指标 ,并在此基础上
提出面板数据聚类分析的有效方法。
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