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2FORORD
I perioden 13.-17. oktober 1986 deltok undertegnede på et kurs i
Kjemometri, ved Universitetet i Umeå. Kurset ble gitt av Docent Svante
Wold, Kemometrigruppen, Organisk kjemi, under titelen : SIMCA - MACUP.
Denne kursrapporten er laget for å gi en kortfattet beskrivelse av hva
metoden går ut på, hvilke forutsetninger som ligger til grunn og
hvordan metoden kan anvendes.
Kurset har gitt meget stort faglig utbytte, og kan trygt anbefales
andre som arbeider med problemstillinger av kompleks natur. I et
forsØk på å motivere medarbeidere til å tenke "multivariat", er det
i rapporten lagt vekt på å belyse anvendelse av kjemometri innenfor
problemstillinger i nær tilknytning til arbeidsmiljØforskning.
En spesiell takk rettes til Smelteverksindustriens Helseutvalg , som
har bidratt Økonomisk til kursdeltagelsen.
ytterligere informasjon om kurset kan gis av
FØrsteamanuensis Erik Bye
Yrkeshygienisk institutt
tlf. (02) 46 68 50
eller ved henvendelse til
Docent Svante Wold
Uni versi tetet i Umeå
Tlf. (090) 16 50 00
Oslo, 10. november 1986
Er ik Bye
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41. KURSOPPLEGG
Kurset var lagt opp med forelesninger (8.30 - 11.30), praktiske
Øvelser med datamaskin (13.00 - 16.00), gjennomgang av dagens tema og
oppgaver (16.00 - 17.00) og mulighet for selvstendig arbeid på kvelds-
tid.
For de som Ønsket videre arbeid med egne data var det anledning til å
arbeide påfØlgende uke, med veiledning.
Forelesningenes innhold fremgår av Appendiks 1, se s. 15.
For forberedelse til kurset ble det sendt ut en artikkel til
del tagerne (1).
Det var ialt 28 deltagere, hvorav to fra Norge og 26 fra Sverige, og
kurset ble holdt på svensk. Med deltagere fra arkeologi, skogforsk-
ning, psykologi, metallindustri , odontologi, organisk , analytisk, og
medisinsk kjemi, samt yrkeshygiene antydes noe om det brede anvendel-
sesområdet for multi variat dataanalyse etter Pattern Recogni tion
modellen med SIMCA-metoden.
Kursavgift var kr. 4000 og 2000 for deltagere fra henholdsvis industri
og forskningsinstitutter. Hver deltager fikk utlevert manual og doku-
mentasjon for bruk aven BASIC-versjon av SIMCA.
2. HVA ER SIHCA-HETODEN ?
I det fØlgende vil det bli gitt en kortfattet og summarisk beskrivelse
av metoden. Det vil ikke bli gitt noen beskrivelse av det matematiske
verktØy som benyttes ved beregningene. Interesserte henvises til ref.
1-2 evt. andre ref. i Appendiks 2, s. 16.
Multivariat dataanalyse benyttes ved studier av komplekse systemer,
med mange objekter og mange variable pr. objekt. SIMCA-metoden benyt-
tes for å klassifisere objekter, dernest for å studere hvilke parame-
tre som bidrar til å karakterisere klassene, og sist til å studere re-
lasjoner mellom uavhengige og avhengige variable. Eksempler på det
siste er sammenheng mellom struktur (fysiske/kjemiske parametre) og
biologisk aktivitet.
GenereI t brukes betegneI sen Pa ttern Recogni tion (PARC), og metoden som
blir beskrevet her bygger på at multivariate data for et visst antall
Il 
like 
Il objekter kan tilnærmes med prinsipalkomponent-modellen.Man
snakker om fire forskjellige nivåer :
NIVA 1
Hvert objekt beskrives som et punkt i et p-dimensjonalt rom (p variab-
le). Ved hjelp av prinsipal komponenter (PC) forsØker en å forklare
(modellere) mest mulig av variansen i data. Hovedtanken bak en slik
PC-beregning og dannelse av PC-modeller er at et stort antall variable
(målte) kan beskrives ved et lite antall, nemlig prinsipalkomponenter.
En PC-vektor (PC1) blir beregnet ved minste kvadraters metode tilpas-
set variansen i data, som en lineærkombinasjon med bidrag fra alle va-
riable. Herved beskrives mange variable ved hjelp aven ny variabel.
5Neste PC (PC2) blir beregnet på samme måte , normalt på PC1, med
bidrag fra alle variable slik at det gjøres rede for ytterligere
var ians i da ta. Dersom disse to komponentene f. eks. beskriver en ve-
sentlig del av variansen, har en nå fått to variable istedetfor p va-
riable. I det to-dimensjonale rom (plan), dannet av vektorene PC1 og
PC2 (PC12), med dataene projisert ned på planet, vil en kunne se om
det er noe struktur idatamassen, f. eks. om det er informasjon om
klasser av objekter. På denne måten har en fått dannet et "to-dimen-
sjonalt vindu" inn i et mangedimensjonalt rom, et såkalt score-plot.
Eventuel t må flere PC beregnes.
NIVA 2
Ved hjelp av PC-tilpasning til de enkelte
formasjon om hvilke variable som bidrar til
ukjente objekter klassifiseres. Outliers
utelates på dette nivå.
klasser av objekter og in-
klassemodellene kan nye
analyseres og eventuelt
NIVA 3
Dersom relasjoner mellom datatyper skal undersØkes, f. eks. struktur og
aktivitet, bygger man også opp klassemodeller for strukturdata med PC
beregninger, men nå på en slik måte at også mønsteret i aktivitetsdata
forklares (modelleres ) . Dette kalles for Partial Least Squares
Modelling with Latent Variables (PLS).
NIVA 4
Klassemodellene kan benyttes til å klassifisere ukjente objekter som
tidligere, men den totale PLS-modellen kan benyttes til å forutsi noe
om biologisk aktivitet (prediksjon) . Ut fra data om hvilke parametre
som bidrar til relasjonen, kan også PLS-modellen benyttes til å
modellere objekter til Ønsket effekt (avhengig variabel).
Til studier av klassemodeller og PLS-modeller benyttes grafiske plot,
noe som i vesentlig grad letter tolkningen av resultatene .
På dette tidspunkt inntreffer gjerne depresjonen,
spesiel t ved fØrste gangs møte med metoden.
Ikke gi opp, du er på rett vei.
"Lyset i den andre enden av tunnelen er ikke et motgående tog."
Spesiel t ref. 1 kan være til hjelp !
3. HVA FORUTSETTER SIHCA-HETODEN ?
Den viktigste forutsetningen for bruk av metoden må sies å være at
samme variabel uttrykker det samme for hvert objekt, og at det er ho-
mogenitet i data. Uavhengige variable må monotont beskrive likheten
innen en klasse. Idet dette kan sjekkes i PC~ og PLS- beregninger er
faren for feil liten.
sterk undergrupper ing i en klasse bØr unngås. Outliers må utelates ved
klasseberegningen . Disse kan lett sees i PC-plot i NIVA 1 , eventuel t
testes med vanlige statistiske metoder.
6Her kan det kanskje også være på sin plass å si noe om hva metoden
ikke forutsetter, sett med den tradis jonelIe eksperimentators øyne :
a. Den forutsetter ikke mange objekter, minimum 5 pr. klasse.
b. Dessto flere variable dessto bedre.
c. Det er bedre å karakterisere hvert objekt med mange "mindre presi-
se Il målinger enn med få meget nØyaktige målinger.
(Tro er fortsatt frivillig !)
Overordnet det som forutsettes og det som ikke forutsettes om data,
er det to hovedprinsipper som ble understreket under kurset :
HVA VIL JEG? (Problemformulering - valg av variable).
ALDRI EN VARIABEL AD GANGEN (EVITA - En variabel i taget)
Det kan ikke understrekes nok hvor viktig forsØksplanlegging er, og
ref. 3 ble anbefalt som veiviser frem til relevante forsØk.
Et forenklet eksempel på problemet knyttet til EVITA er utbytte ved en
prosess som funksjon av trykk og temperatur. I figur 1 er det skissert
en flate som beskriver dette utbytte, med optimal betingelse angitt
med "$". Dersom FORSØK PA OPTIMERING GJØRES MED T=100 C OG VARIERENDE
trykk, fås Il max 
Il ved merket "?". Dersom nå forsØket gjøres ved kons-
tant trykk = 1 atm. får en det submaksimale utbytte merket "%" og
toppen vil aldri nås.
(På kurset ble det gitt skremmende eksempler på dette !)
4. HVA KA SIHCA-HETODEN BRUKES TIL ?
Generel t kan SIMCA-metoden benyttes til
I. Oversikt over data (PARC 1)
IL. Kalibrering (PARC 2)
III. Korrellering (PARC 3 & 4)
i. kan omfatte kontroll av data (måle-, skrive, punchefeil, "juks"),
studier av datamengdens struktur, om det er flere klasser av objekter,
om data inneholder outliers, planlegge videre forsØk for å dekke hele
målerommet, studere hvilke parametre som bidrar til datastrukturen.
Til dette benyttes de såkalte PC-plot, som det blir gitt ett eksempel
på i avsnitt 5, s.8.
Il. omfatter konstruksjon av klassemodeller og kan anvendes til å
kalibrere analysemetoder , til optimering av prosesser, til å
klassifisere ukjente objekter til definerte klasser.
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Figur 1. Utbytte ved en prosess skissert som en kolle i terrenget.
Utbytte måles i "hØyde over havet" . Optimalisering med en
parameter ad gangen er skissert med stiplede linjer.
8Som konkrete eksempler kan nevnes :
identifikasjon av kilder ved oljesØi
klassifisering av gjenstander ved arkeologiske ut-
gravninger
kalibrere kvantitativ bestemmelse av protein i korn
studere sammenheng mellom biologiske prØver og f. eks.
arbeidsmiljØ
Igjen benyttes grafiske plot som hjelpemidler til tolkning av
resultater. Her henvises til ref. 1-2 for detaljerte studier.
III. Som tidligere nevnt vil en i siste del av analysen (PLS) forsØke
å studere relasjoner mellom ulike typer variable (uavhengige og av-
hengige). Sistnevnte er av typen helseeffekter , biologiske effekter,
egenskaper hos matvarer, metaller og maling. Forutsetningen er at en
har kvantitative mål for slike egenskaper. Her kan både kontinuerlige
og diskrete data anvendes. Ut fra klassemodeller vil en så prediktere
slike variable ut fra målinger av uavhengige variable. Her kan (for å
gjØre det ytterligere forvirrende ?) også uavhengige variable behand-
les som avhengige, og det kan gjØres forsØk på prediksjon, dersom det
er noen relasjon mellom objektenes uavhengige variable.
Konkrete eksempler på slike arbeider er :
sammenheng mellom struktur og Ca-antagonister (6).
sammenheng mellom gasskromatografidata og lagrede/
ulagrede matvarer (1,4).
sammenheng mellom struktur og cancerogen effekt for
PAH-forbindelser (7).
sammenheng mellom struktur og mutagen effekt for
halogenerte hydrokarboner (8).
optimalisering av prosesser med tilhØrende
prediksjon av kvalitet ut fra målte parametre.
Prediks jon av nØdvendige parameterverdier for å få
Ønsket kvalitet ut fra prediks jon.
Det siste eksemplet er tatt med i generell form for å
gode datasett er det mulig å prediktere fra uavhengige
parametre og omvendt. I referanselisten gitt i Appendiks
en finne eksempler på ovennevnte undersØkelser, samt en
interessante anvendelsesområder.
antyde at ved
til avhengig
2 (s. 16) vil
rekke andre
5. EKSEHPLER
Med to eksempler vil jeg anskueliggjØre PC-beregninger og klassemodel-
ler , og outliers. Dette gjØres med data og grafiske plot fra arbeider
som ble omtalt ved kurset.
9Eksempel 1
FERSKE OG LAGREDE KALRØTTER (ref. 4)
Gasskromatografidata fra prØver av 7 ferske og lagrede kålrØtter er
analysert ved hjelp av SIMCA-metoden for å undersØke
a. Er det forskjell på de to typer kålrØtter ?
b. Kan kålrØtter klassifiseres ved hjelp av GC-målinger ?
c. Kan egenskaper predikteres ?
Tabell 1 gir oversikt over analysedata, der parametrene er log-
transformert.
Databehandling
i) Data skaleres slik at hver variabel har samme vekt : multipliser
med 1/st.avvik (analogt med grafisk fremstilling og akseenheter) .
ii) Middelverdien (x) for hver variabel bestemmes og x' = x - x bereg-
nes for hver variabel.
To prinsipalkomponenter beregnes som lineærkombinasjoner av alle
objektenes bidrag.
Figur 2a viser et plot av PC1 mot PC2 (PC12-plot) , der objektene er
gi tt ved nr., score-plot.
Et objekt (nr. 7) faller langt utenfor de andre, tolkes som outlier , og
holdes utenfor en ny PC 12 beregning, med plot vist i Figur 2b.
De ferske og lagrede kålrØtter faller i to klasser, med kun to
objekter som det kan være litt tvil om (nr. 2 og 12).
I programmet finnes statistiske metoder for test om signifikans og
klassetilhØrighet, uten at jeg vil gå inn på det her.
For PLS-beregninger for de separate klasser henvises til ref. 1.
Figur 3 (5.13) viser et såkalt Cooman's plot, der hvert objekt er
inntegnet med avstand til begge klasser.
10
Table i. The mean peak height for seven swede cultivars, fresh and-
stored, according to Cole and Phelps (1979). The last two rows are the
average of all fourteen cultivars, fresh and stored, respecti vely. The
first character of the sample name indicates the class, F=fresh or
S=stored. The second character is the cultivar type according to Cole
and Phel ps (1979).
.
No Name 1 2 3 4 5 6 7 8
. 1 FH .37 .99 1.17 6.23 2.31 3.78 .22 .24
2 FA .84 .78 2.02 5.47 5.41 2.8 .45 .46
3 FB .41 .74 1.64 5.15 2.82 1.83 .37 .37
4 Fl .26 .45 1.5 4.35 3.08 2.01 .52 .49
5 FK .99 .19 2.76 3.55 3.02 .65 .48 .48
6 FN .7 .46 2.51 2.79 2.83 1.68 .24 .25
7 FM 1.27 .54 .9 1.24 .02 .02 1.18 1.22
8 SI 1.53 .83 3.49 2.76 10.3 1.92 .89 .86
9 SH 1.5 .53 3.72 3.2 9.02 1.85 1.01 .96
10 SA 1.55 .82 3.25 3.23 7.69 1.99 .85 .87e 11 SK 1.87 .25 4.59 1.4 6.01 .67 1.12 1.06
12 SB .8 .46 3.58 3.95 4.7 2.05 .75 .75
13 SM 1.63 1.09 2.93 6.04 4.01 2.93 1.05 1.05
e 14 SN 3.45 1.09 5.56 3.3 3.47 1.52 1. 74 1.71
~5 F -AVG .62 .72 1.48 4.14 2.69 2.08 .45 .45
16 S-AVG 1.55
.78 3.32 3.2 5.75 1.77 1.04 1.02
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Figure a.a (above) and~b (below). PC12 plots of the 16 swede samples
(above) and of the 15 swede sampl es wi th n~ 7 removed (below).
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EKSEMPEL 2
BIOLOGISKE PRØVER OG ARBEIDSMILJØ HOS SVEISERE (ref. 5)
I et forsØk på å studere arbeidsmiljØ for sveisere ved hjelp av ele-
mentanalyse av blodprØver, er det samlet inn fullblodprØver fra svei-
sere som arbeider med forskjellige sveisemetoder , forskjellig metall
samt fra kontroller. Opplysninger om elementsammensetningen ved de
ulike sveisemetoder og sveiseoppgaver viste betydelig variasjon. Ialt
ble fem grupper (gruppe 1 -5) studert, inkludert kontroller, og føi-
gende kan sies kort om elementkonsentrasjoner og sammensetning :
Gruppe 1
Gruppe 2
kontroller (68 pers.)
Rustfritt stål - dekkelektroder; Ni og Cr 10 - 20 %;
betydelig mindre for andre elementer (23 pers.)
Rustfritt stål - TIG; elementer som over (7 pers.)
Aluminium - MIG; Mg 1 - 5 %; Si/Zn tilstede (28 pers.)
Aluminium - MIG; elementer som over (23 pers.)
Gruppe 3
Gruppe 4
Gruppe 5
Eksponer ing Rustfri tt stål : 5 mg /m3 tilsvarende Ni: 0.03 og Cr: 0.3
mg/m3.
Al umini um : 12 mg /m3
(Alle målinger tatt under sveisemaske) .
Problemstilling :
Er det forskjell i elementsammensetningen i de analyserte blodprØver ?
Table 1 s. 13 viser data for blodanalysen, og ved hjelp av vanlig pro-
sedyre for SIMCA-metoden fikk man et PC12-plot som vist i Fig. 3 s.
14. Sel v om det kan være vanskelig å skjelne de plottede punkter,
angi tt med gruppe nr 1 til 5, viste dette arbeidet at blodprØvene ikke
kunne klassifiseres ut fra elementsammensetningen. Dette medfØrer at
blodprØvene heller ikke kunne si noe om arbeidsmiljØet, at data ikke
innholdt nok informasjon om de ulike klasser. Om dette skyldtes
utvalg av elementer eller feil organ ble ikke utredet i artikkelen.
For ytterligere informasjon om arbeidene i disse eksempler henvises
til ref. 1, 4 og 5.
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Fig.l/" Eigenvalue plot of the data. Each num- '1
ber in the plot corresponds to one individual
in that class. The eigenvalue plot preserves as
much of the variance in the original 17 -dimen-
sional space in the projection down to the 2-
dimensional space of the plot.
Tabie 1. Properties of the data. All variables were transformedby y -+ loge (l + ay). Normal
range of each element based on the 95 Ol confidence interval of log (l + ay).
Typical Skewness SDbVariable valueB Mean bName
t.g/ g wet Min Max of a log (l + ay) logno. log (l + ay) (1 + ay)tissue
1 Pb Lead 0.04 O 1.870 -1. 1,000 3.664 1.935
2 Sr Strontium 0.04 0.007 0.27 -1.8 1,000 3.825 0.896
3 Rb Rubidium 10 3.5 25 0.6 1 2.375 0.439.
4 Br Bromine 0.2 0.06 0.75 -0.3 1,000 5.349 0.636
5 Ga Gallum 0.025 0.0004 0.51 - 1.2 1,000 3.270 1.482
6 Zn Zinc 1.7 0.63 4.2 0.6 10 2.882 0.444
7 Cu Copper 0.7 0.35 1.4 -0.4 10 2.113 0.301
8 Co Cobalt 0.09 0.016 0.49 -1.9 1,000 4.520 0.835
9 Fe Iron 520 270 980 -0.4 1 6.247 0.320
10 Mn Manganese 0.06 0.009 0.37 -2.5 1,000 4.118 0.901
11 er Chromium 0.03 0.002 0.34 -1 1,000 3.443 1.97
12 Ca Ca1cium 47 27 83 0.0 1 3.873 0.275
13 K Potassium 2,500 1,500 4,000 -1 1 7.811 0.247
14 S Sulfur 390 200 760 0.1 1 5.965 0.333
15 P Phosphorus 540 290 1,010 0.2 1 6.295 0.314
16 Si Silcon 6 1.4 18 0.2 1 1.913 0.524
17 Mg Magnesium 22 8 60 -2 L 3.135 0.483
a Typical values (from mean of log (l + ay)J.
b Data scaled by subtraction of mean and subsequent division by the standard deviation. Hence,
the original data are obtained from the transformed data as
Yorig = f exp(Ytr . SD + Meanl
- L ~/a.
¡. tl1 t.Lt jvA U "I Yt rSs Ð VI A Wold (i 'l f-t-) 
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6. OPPSUHHERING
Kurset i SIMCA-metoden ga en meget god og instruktiv innfØring i mul-
tivariat dataanalyse, spesielt med sikte på klassifisering av objek-
ter. Det ble lagt vekt på de mulighetene denne metoden gir til å stu-
dere mange parametre simul tant, ved forsØksplanlegging , ved proses-
soptimalisering og dataanalyse .
Det gode utbytte av kurset skyldes fØrst og fremst den pedagogiske
fremleggeIse av stoffet, men også oppdeling i forelesninger og prak-
tisk bruk av metoden gjennom hele kursuken.
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PLA för kursen i multivariat kemisk data-analys (VECKA 1):
Varje förmiddag fõreläsning kl 8.30-11.30 (måndag 10-12.30)
Fikapaus 10.00-10.30
Tiderna är exakta, ingen akademisk kvart eller dyl.
Varje eftermiddag: Övningar och diskussioner 13.00-16.00. ~eW)~'1~'- í6.Q'Fika kl 14.30. U V-J
te-"1 acsda s ú,v: t L .
Fõreläsningarnas innehåll:
Måndag:
Tisdag:
Onsdag:
Torsdag:
Fredag:
Vt2du, i
Grunderna fõr multivariat data-analys (MVDA)
Data-tabeller, objekt, variabler, notation.
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Likhet -eller - olikhet, olika metoder rõr PARC
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1. Geeral advice
Whenever something goes wrong (due to errors in the progam,
of course, never due tQ your ow mistakes ), press CTR C on CP /M
machines (EN, CR on AB-80) before doing anyting else. This
closes all files.oterwise you can easily cause errors in the
librar of your B: disk (the data disk) and then you are really
in trouble unless you have a backup disk. On AB-8a this is the
DRl: disk.
ALWAYS have backup disks for both progam and data (on
sepaate disks). Create backup files on another disk immiately
after data input (FINP or FINWS).
1.1 Hadwe.
To ru SIMC-3B (in BASIC) you need at least a 64 K 8-bit
CP/M microcomputer with two fl.oppy disk drives and a printer.
SIMC- 3B also rus on the SWish AB-80 micro extended to 32 K
memory with a double floppy. Versions ruing on 8088- machines,
e.g. IBM PC, are soon released as well as Fortran versions for
PDP-ll, VAX, PRIME and other larger machines. A M68aaa version is
under developrnt :i C.
Harddìsks and Winchester drives are, of course, accepted by
the SIMC system. In CP/M the hard disk is usually divided . into
pseudo drives (A:, B:, etc.). With other operative systems such
as UNIX and the like, there is no distinetion betwn different
typs of secondar memory.
Depending on the computer and operative system you are
ruing SIMC on, file handling and printer activation is
slightly different. Thus on CP/M machines the printer is acti-
vated by CRT P. Any output to the seree is then "echoe" on the
printer. FLIST and FPli have their printer acti vation made from
the program, so for those moules CTRL P should not be given
before the moules are entered.
On the AB-80 micro, the printer is ei ther hooked up on the
PR: interphase or on the V24: interphase. In the formr case,
nothing nees to be done except selecting the PR: option in
DEFINE (menu -3). With the V24: interhase a PRINT driving
progam must be ru before the printer becomes operative. See
your AB-8a maual.
Wi th UNIX like operative systems (UNIX, CROIX, etc.), the
screen output can be "teed" to the printer by a suitable cord.
See your operative system maual.
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1.2 Introduction to SIMC
The SIMC-MACUP methods analyse multivariate data, Le. data
tables, data matrices (see figue 1) in various ways. Such data
are obtained by measuring or observing or otherwise getting the
values of p or M "variables" on n or N "objects". The articles
enclosed as appendix give a general introduction to multivariate
data analysis in chemistr and neighbring fields.
OBJTS: These aften are analytical "samles" , or chemcal
compunds or chemical reactions or processes or biological indi-
viduals.
VARABS: The variables aften are. derived either from
spectroscopy or from sepaation methods such as gas and liquid
chromatogaphy (GC and LC) .
SIMC (Soft Independent Moelling of Class Anlog) is based
on fitting principal compnents (PC) moels sepaate ly to sepa-
rate elasses of objects (cases, individuals, ...). New objects
can then be comped to ane, several or all of the class moels.
In this way they can be assigned to a class if they are suffi-
ciently "cIose" to ane of the class moels.
MACUP is an acronym for Moelling And Classification Using
PIS. With the PIS method (partial least sques moelling with
latent variables) , moels can be develope for the qutitative
prediction of ane block of variables in the data matrix (then
denoted Y) from another block of variables, denoted X. These
moels can siml taneously be used for ordinar SIMC classifica-
tion on the basis of the X-variables.
The package also contains facilities for multivariate pro-
jections and plots and for K-Nearest-Neighbr analysis.
The reader is recomnded to study the appendix (ref. s 3 c
and 3d) and the other references below¡ here only a very brief
idea of the methods and related concepts is given.
DATA TAB: The data analysis concerns a tale (matrix X)
of data xki obtained by observing the values of p variables
(index i) on n objects (index k). The objects may be divided into
a training set containing G elasses and a test set of unassigned
objects. In PIS analysis, the data matrix is divided also variab-
le wise into ane block of p "predietor" variables, X, and one
block of q "predieted" or "dependent" variables, Y. See figue i.
In the progam and ear lier SiæA texts, M is aften used
instead of p, and N instead of n. To add to the confusion, after
the Cosenza 1983 Chemometrics meeting, i and k are reversively
used as object and variable indices, respetively. This standard
notation will be gradually introduced in all SIMC progams.
.'
P-SPACE (M-SPACE): To understand the data analysis, we
represent each object as a fXint in an p- (or M-) dimens iona L
space obtained by letting each variable defirte ane orthogonal
coordinate axis. We refer to this space as p-space or M-space. In
general, when p) 3 (M ) 3), this space is difficul t to visua-
lize. We therefore use 3-spaces as moels (see figues 2 and 3) ,
remembring that p-spaces have analogous properties to the 2 and
3-spaces we can actually see and touch.
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Figue 1. The data in a generalized pattern recogition problem
are organized in one or two tables , matrices. The matrix X
contains characterizing "independent" variables, e.g. the
measured concentrations of various constituents according to GC
and HPIC, the light absorbtion at a numr of wavelengths, pH,
conducti vi ty, etc.
In PAR levels 3 and 4, we have also a matrix of
"dependent" variables with one (PAR 3) or several colums
(PAR 4). These variables may be quantitative measures of taste
(e.g. pael data) or, in the multivariate calibration problem,
concentrations of "protein", "fat", étC., measured by slow wet-
chemistr methods.
The data X and Y are divided into two sets: (1) the training
set (calibration set) used to develop the typical "data patterns"
of the represented elasses (1,2,... ,G; can be one, two or
several) and (2) the test set containing objects of unown class
assigrnt and, on levels 3 and 4, with unown Y-values.
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Figue 2. The data vector of one
object (the x pat) is represen-
ted by a point in the p-irsio-
nal space spaed .by the p x-
variables. Though spaces with p )
3 are difficult to visualize,
thee dirnnsional spaces can be
used as illustrations . Points,
lines, planes, angles and distan-
ces have the sar properties in
spaces wi th may dirnsions as in
those wi th tw or thee.
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Figue 3. Sar as fig. 2, but aplane (the PC12 plane) least
squares fitted to the data. This
PC plane constitutes a tw dirn-
sional window into the p-irnn-
sional rnasurernnt space (M-
spaee). The projections of the
object points dow on the plane
are visualized in the PC12 plot.
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PAR and TRAINING SET: The idea with pattern recogition(abbreviated PAR) is to describ the position and extension of
each class as inferred from object points "know" to belong to
the elasses , which together form the training set or the referen-
ce sets.
TEST SET: When the PAR moels have been "calibrated"
on the training set, new objects are then assigned to the elasses
on the basis of their similarity to the various elasses. These new
objects are called the test set.
WINJS IN P-SPACE, PROIONS: The object points can be
linearly projected dow on a plane (figue 3). The plane can then
be lifted out and plotted or shown on the computer display. Thus
one can constret tw-dimensional windows into p-space. Diffe-
rent planes give different projections, different windows. The
commnly used isingular vector projection (of ten ca 11 ed eigen-
vector projection), which is eqi valent to a principal compnents
projection, produces the "window'i whIch fits the data set best in
the least squares sense; the window shows as much of the varia-
tion in p-space as possible.
SIMC CLS MJDEL DERIVATION : The scope of the SIMCA
method is' to deri ve a description of each class to al low the
classification of "new" objects in the test set. This is done by
fitting principal compnents (PC) moels to each class reference
set. The PC moels range in complexity from a point (A=O),
though a line (A=l), to an A-dimensional hyprplane. The ade-
quate complexity of a class moel (A) is determined by crossvali-dation (ref.4).
In p-space, this corresponds to the approximtion of each
class by a linear geometrical strcture. Using simle statistical
argunts, one can then constret a toleranee interval around
each class moel. This corresponds to setting a maimal al low
residual stadard deviation (RSD) for each object. In p-space
this gives a cylinder around each class (figue 4), in general a
hypr-cylinder around the class hypr-plane.
The cylinder is cut off at the top and the bottom on the
basis of the range of the class object points as projected dow
on the moel.
SIMC CLSIFICATIOO: The objects in the test set can now
be classified by relating them to each class moel. Numrically,
the moels are fitted to the data vectors by multiple linear
regression. This gives for each object one RSD for each class
moel.
The object is likely to belong to class g if the RSD is
smaller than, say, twice the class RSD. Approximte F-tests can
be used for a more precise estimation of the probability of class .
belonging. In p-space this corresponds to the object being
inside the class cylinder. Hence an object can be assigned to a
single class (unique classification), several elasses (amigous
classification) or none of the elasses (outlier) .
The classification can be made on .the basis of RSDs calcu-
lated with residuals weighted according to their relevanee in the
class moelling (ref. 3 c). This makes the "polishing" of class
moels by deleting irrelevant variables less imrtant.
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Figue 4. Sa as figues 2 and 3, but with one-dimns iona L PC
moels (lines) fitted sepaate ly to each class. Toleranee regions
have been constrcted around each class (cylinders) on the basis
of the scatter of -the training set points around the moels. Test
set points (asterisks) are classified according to their posi-
tions inside or outside class cylinders.
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Figue 5. In PAR levels 3 and 4, relations betw the X-block
and the Y-block of variables are constrcted sepaate ly for each
sepaate class. With the PIS inthod, this can be illustrated as
relations betwen constrets in one space for the x-data and one
space for the y-data. On level 3 with only one y-variable, the
latter space is one-diinnsional.
In the training phase, moels sirlar to PC moels are
constrcted that approximte the X and Y data of a class. These
moels are tilted slightly to improve the correlation between the
elasses in term of the correlation between the projection t and
the projection u (lower pat of the figue). Toleranee intervals(cylinders) are constrcted just as in SIMC level 2 (fig. 5).
In the "test phase", the prediction phase, a new object
(asterix) is classified as sirnilar to the class or not according
to its position inside or outside the class toleranee interval in
X-space. The position of the object point along the x-part of the
moel, Le. the coordinate t, is introduced in the u-t-plot
(lower pat of the picture) which gives a predicted u-value for
the object. This is taken into the moel in Y-space to give
predicted values of each of the y-variables.
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RE OF VAABS: The residuals in the moellingphase and the classification phase can be used to calculate
iæasures of relevanee for the variables k, their moelling por
(see ref. s 1-3 and CPRIN below) .. OBSERVE that in PIS ane must not
f.lish the X-matrix by variable deletion. This seriously in-
creases the risk for spurious results.
PLS: In case ane has for ane or ~ever:al elasses also "depen-
dent" variables, Y, the data analysis has tw objectives. (1):
As befare i to. use the data X to develop class moels al lowing the
classification of new objects as similar or dissimilar to each
class. (2): To develop, for each class with Y-data, moels allo-
wing the prediction of Y from X. .
These tw objectives are accomplished simultaeously by the
PLS iæthod as describ in ref. 3 c. The analysis can be see as
very similar to the PC moellíng in SIMCA, but the PC moels are
"tilted" slightly to improve the prediction of the reglarities
in Y-space from those in X-space (figue 5) .
SCING: The PC and PIS analyses give different results
with different weightings of the variables . Usually ane of tw
standard weightings is used (the second is recomided). (i)
Autoscaling where ~ach variable is sea led to have unit varianee
over the training set (done with FSCAL). (ii) Class scaling where
each variable is scaled to have unit varianee over one class
(done in CLAD). See also ref.3l.
When prior informtion is available abut the relative im-
f.rtace of the variables for the given problem, the variables
should be given weights proportional to this relative imprtace.
Knearest neighbrs anlysis (KN): This iæthod is in-
cluded in the package since it fonn auseful complemet to the
SIMC iæthod of PAR. Here each object in the training set is
classified according to the elasses of its Knearest neighbrs
(usually K = 1 or 3). The results are also depedent on the data
scaling and the sam scalings are recommnded as abve.
,i"
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