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Abstract
In this dissertation, two sub-problems within the broad topic of similarity search
are addressed, both of which are focusing on enhancing the efficiency of query
processing based on their common clue “distance”. One is the fundamental
query type, k-nearest neighbor (k-NN) and range queries that are regarding dis-
tance comparison in terms of nearness. The other is a relatively special query
type, reverse furthest neighbor (RFN) query, oppositely considering the distance
in terms of farness.
To address these problems, the following important common issues of query
processing are being solved. 1) How to reduce the cost of distance computation
on the fly as much as possible? 2) How to reduce the I/O cost of data access as
much as possible during the query processing?
For the k-NN and range queries, a novel index scheme, “function index”,
is proposed to index expensive distance functions to speed up the query pro-
cessing in high-dimensional spaces. This approach aims at challenging the ex-
tremely difficult problem that is well-known as “the curse of dimensionality”.
Such an approach is the first to newly consider indexing distance functions, dis-
tinguishing from the conventional indexing ideas, such as space partitioning and
data partitioning. Since the function index is a secondary storage free approach,
it does not involve any I/O cost when accessing the index structure. Hence,
iii
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it leads to successfully implement efficient mechanisms to process k-NN and
range queries in high-dimensional spaces.
Concerning the RFN query, it was lack of attention in the past decades al-
though it is a valuable and applicable query type to real-world applications.
Thus, this dissertation also concentrates on theoretical analysis and algorithm
design to enhance the query efficiency. Two new approaches are proposed to
efficiently handle the query processing. One is the pivot-based sequential scan
approach by utilizing pre-constructed metric indexes. Meanwhile, the other ap-
proach is adapted from the former to fast deal with arbitrary queries without any
filtering or refinement in some specific cases.
Finally, extensive experimental evaluations on both synthetic and real datasets
are conducted to confirm the efficiency of all approaches by comparing them
with the state-of-the-art methods. Their empirical results are also presented
with detailed analysis and further discussions.
Keywords Similarity Search, Function Index, k-Nearest Neighbor, Range Query,
Reverse Furthest Neighbor.
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Chapter 1
Introduction
Similarity search is a fundamental computational task applied in a variety of
research domains, including data mining and information retrieval. Its search
paradigm is to quantify the similarity or dissimilarity between a given query
object and the objects stored in a database. Similarity search can be roughly de-
fined as follows. For a specified query q, a similarity measure function sim(; ),
and a threshold value , the search over a database DB is intended to retrieve the
objects whose similarities with q are greater than the given threshold.
SS(q; ;DB) = fo j o 2 DB ^ sim(q; o) > g;
where SS(q; ;DB) denotes the result set of a similarity search with respect to
a query q, a similarity threshold , and a database DB.
Section 1.1 of this chapter introduces the background of similarity search,
including its real world applications, categories of similarity queries, and the
current state of similarity search. It then goes on to point out remaining open
problems and compare these with the current state as well. Section 1.2 presents
the focal point of this research and their corresponding contributions in this
1
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dissertation. The remainder of this chapter, Section 1.3, gives an outline of the
organization of the whole dissertation.
1.1 Background of similarity search
1.1.1 Applications
Similarity search has attracted much attention in scientific research communi-
ties due to its fundamentality, and hence has been extensively studied in the past
three decades. Meanwhile, a large number of real world applications have been
developed in different research fields. Such applications can be broadly cate-
gorized as follows. Similarity search is widely applied in data mining [Cha03,
HK06,Liu07], information retrieval [BYRN99,ZADB06,MRS08], pattern recog-
nition [Fuk90, BMP02, GD04], and multimedia databases [AFS93, DJLW08].
To take the example of data mining, similarity search can be employed to deal
with classification, clustering, outlier detection, and summarization. In infor-
mation retrieval fields, similarity search can be usefully applied to web search,
spelling correction and interest recommendation. More broadly, in the field of
pattern recognition, similarity search is utilized for optical character recognition
(OCR), face detection, speech recognition, and other recognition tasks. When
it is associated with multimedia databases, similarity search plays an important
role in query processing for image/audio retrieval, fingerprint search, time-series
matching, and other retrieval tasks. More details about real world applications
can be found in the aforementioned literature.
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1.1.2 Similarity measures
The requirements of the rapidly emerging applications mentioned in the above
subsection have seen a variety of similarity measures being employed to quan-
tify the similarities of objects in a given domain. The following summarizes a
number of representative measures which are frequently used in various practi-
cal domains.
First to be presented are four kinds of well-known similarity measures, all
widely used in information retrieval and data mining. These are Hamming dis-
tance [Ham50], Edit distance [Lev66], Jaccard similarity [Jac01], and Cosine
similarity [BYRN99].
Hamming distance
Hamming distance was first introduced by Hamming [Ham50] as a fundamental
technique in telecommunications to help to detect and correct errors. Today
it is broadly employed as a measure to quantify the number of different bits
between two bit strings (or patterns). It is therefore widely applied in domains
including web search, spelling correction, and duplicate detection. For instance,
consider two bit strings having the same length (l = 8), s1 = 10100010, and
s2 = 11000010. The Hamming distance between s1 and s2 is ham(s1; s2) = 2,
because only the second and third bits in the two strings differ from each other.
Edit distance
Edit distance can be used to effective measure the similarity of two string se-
quences, besides considering the differences between two bit strings. Edit dis-
tance is also referred to the Levenshtein distance after Vladimir Levenshtein,
who first considered this distance [Lev66]. The edit distance between two
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strings is computed by counting the minimum number of atomic edit operations
for transforming the one to the other. The atomic edit operations usually include
the insert, delete, and replace operations in character units. For example, given
two strings s1=“data set”, s2=“database”, the edit distance is edit(s1; s2) = 3.
The transformation from s1 to s2 minimally needs one replace, one insertion,
and one deletion. First replace the space in s1 by a character ‘b’, then insert a
character ‘a’ after that, and finally delete the last character ‘t’ in s1.
Jaccard similarity
Jaccard similarity is another practical measure to quantify the similarity between
two sample sets. It is also known as the Jaccard similarity coefficient that was
originally introduced by Paul Jaccard [Jac01]. Assuming two sets A and B, the
Jaccard similarity can be defined as
J(A;B) =
jA \Bj
jA [Bj ;
which is the ratio between the size of the intersection and the union of the com-
pared sets. This kind of set-based similarity measure is often used in information
retrieval to test the similarity of two documents that are separately represented
by a word set.
Cosine similarity
Cosine similarity, introduced in [BYRN99, pp.27], is another useful measure,
used to examine the similarity between two documents. In information retrieval,
the cosine similarity is integrated with the TF-IDF weighting scheme to help
document ranking. For simplicity, a document d is represented by a vector ~d =
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(w1; w2;    ; wt), where wi is the weight associated (by the TF-IDF scheme)
with each term (word) extracted from the document d. Then, in the vector space,
the cosine similarity between two documents di and dj , is defined as
sim(di; dj) = cos(~di; ~dj) =
~di  ~dj
k~dik  k~djk
:
In this way, the similarity between two documents can be quantified by com-
puting the cosine of the angle between these two vectors, and this similarly is
therefore naturally known as cosine similarity.
All the aforementioned similarity measures are familiar tools in fields such
as information retrieval and text mining. On the other hand, a family of more
ordinary, more general, similarity measures in metric spaces are usually referred
to as Minkowski distances, the details of which are introduced below.
Minkowski distances
For two points X = (x1; x2;    ; xn) and Y = (y1; y2;    ; yn) 2 Rn, the
Minkowski distance functions dependent on the numeric parameter p, are de-
fined in n-dimensional space as
Lp(X; Y ) =
p
vuut nX
i=1
jxi   yijp :
The whole family of Minkowski distances is also designated as the Lp met-
rics [ZADB06, pp.10], since each individual function relies on the parameter
p. When p = 1, the L1 distance is the well known Manhattan distance. Also
when p = 2, the L2 distance becomes the Euclidean distance, and when p =1,
i.e., L1, is known as the Chebyshev distance. Other cases when p is a positive
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fractional number, especially 0 < p < 1, has been reported to be sensitive and
meaningful distance functions for similarity search [AHK01]. Generally speak-
ing, the Minkowski distances can be considered as the generalization of all these
cases with respect to p.
Throughout this dissertation, all discussions focus on this kind of general
distance-based similarity search concerning the measures of Lp distances.
1.1.3 Distance-based similarity queries
As defined at the beginning of this chapter, a similarity query is specified by a
similarity measure sim(; ) and depends on the settings of constraints. Accord-
ingly, the problem settings at different points of view form various query types
of similarity search. Typically, corresponding to the concerns in this disserta-
tion, which are “distance-based”, the distance is concentrated in terms of either
nearness or farness. Hence, a variety of similarity queries have been suggested
and defined in the related literature. In the following, well-known query types
are itemized and their search tasks are roughly explained. Chapter 2 clarifies
detailed problem definitions and constraint settings.
 In terms of nearness
– Range Query (RQ) [ZADB06, pp.15]
– k-Nearest Neighbor Query (k-NN) [ZADB06, pp.16]
– Reverse Nearest Neighbor Query (RNN) [KM00]
– Aggregate Nearest Neighbor Query (ANN) [PSTM04]
 In terms of farness
– k-Furthest Neighbor Query (k-FN) [MH10]
– Reverse Furthest Neighbor Query (RFN) [YLK09]
– Aggregate Furthest Neighbor Query (AFN) [GSCC11]
1.1. Background of similarity search 7
Range query
Range query is probably the most common type of similarity query. Specifying
a query q and a distance radius r, a range query is to return the objects near to q
within r.
k-Nearest neighbor query
In contrast to a given radius r, k-nearest neighbor query is specified by an integer
parameter k (k > 0), and is to retrieve the k nearest objects to a query q. It is
the generalized form of the Nearest Neighbor Query (NN) when k = 1.
Reverse nearest neighbor query
From other point of view, which considers query processing reversely, reverse
nearest neighbor query is used to find out the objects the nearest neighbor of
which is the query q. Since the nearest neighborship is not symmetric, q’s near-
est neighbor is not guaranteed to treat q as its nearest neighbor, reversely. Hence,
the RNN problem differs greatly from the NN problem.
Aggregate nearest neighbor query
Instead of issuing a single query, aggregate nearest neighbor query is specified
by a set of query objects by users, for instance, Q = fq1; q2;    ; qmg. Mean-
while, a monotonic aggregate function f , such as sum, max, or min, is given and
combined with the distance measure to retrieve an answer having minimum ag-
gregate value with respect to Q. For example, consider the summation function
f = sum, the ANN query is to return such an object that holds the minimum
summation distances to all qi’s in Q.
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k-Furthest neighbor query, Reverse furthest neighbor query, Aggregate
furthest neighbor query
On the other hand, the search tasks of these query types in terms of farness are
similar with the corresponding types in terms of nearness. However, because the
characteristic of distance measure in terms of farness differs to a great extent, the
query processing methods for nearness are not directly applicable for farness.
This leads to the need for separate discussion of these query types in terms of
farness. Consequently, new methods for query processing in terms of farness
must be developed as well.
1.1.4 The current state of distance-based similarity search
In the past three decades, distance-based similarity search has been studied con-
siderably [GG98, BBK01]. Figure 1.1 illustrates the current state of distance-
based similarity search, corresponding to the different query types categorized
above.
Distance
-based
Similarit
y Search
(imbalance)
farness
(few, <10)
nearness
(many, >100)
k-NN
Range
RNN
ANN
k-FN
RFN
AFN
Figure 1.1: Overview of the current state of distance-based similarity search.
As Figure 1.1 shows, there is a large number of related works on similarity
search in terms of nearness, but few works considering similarity search in terms
of farness, resulting in an extreme imbalance. Query types that work in terms of
nearness were introduced at an early stage, when their application requirements
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were initially established, and thus many techniques have been developed to
solve such problems. For example, the R-tree [Gut84] families, including R-
tree [BKSS90], X-tree [BBKK96], and SR-tree [KS97], are instances of well-
known index methods to handle k-NN and range query processing. On the
other hand, the emerging needs of new applications, such as competitive facility
location and geographic information system (GIS), increasingly require the in-
volvement of opposite query types (in terms of farness). However, these query
types are still lacking in focused discussion that looks beyond the needs of ap-
plications. Only a few studies have made progress in this directions, such as the
comprehensive study by Yao et al. on RFN query [YLK09], and the first work
on AFN query [GSCC11]. More details on the current state of distance-based
similarity search are presented in Chapter 3.
This dissertation concentrates on addressing two sub-problems, k-NN and
range queries and RFN query, as representatives of queries of nearness and far-
ness, respectively. The following subsection describes the open problems and
challenges of each type of query.
1.1.5 Open problems
On k-NN and range searches: As mentioned before, in spite of existing
many approaches to k-NN and range searches, typically in high dimensional
spaces, the research community is still suffering from that famous phenomenon
— “the curse of dimensionality”. In high dimensional spaces, the data con-
tract at a higher rate than the those in lower dimensional spaces. This phe-
nomenon makes it extremely difficult to distinguish data objects in high dimen-
sional spaces. In almost all existing methods, the efficiency of query processing
dramatically decreases with the increase of dimensionality. Hence, implement-
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ing efficient similarity search mechanisms in high dimensional spaces becomes
extraordinarily difficult. As reported in [BBKK97], when dimensionality in-
creases, even well-known space partitioning and data partitioning techniques,
such as the Quadtree [FB74] and the R-tree [Gut84], become less effective than
a simple sequential scan. The exploitation of efficient sequential scan methods
is, therefore, one possible direction to be taken in order to beat the curse of
dimensionality.
Another direction offering potential in overcoming the curse of dimension-
ality is to choose appropriate distance functions to make the data more discrim-
inative in high dimensional spaces. Lp distances are one of the most popular
distance measures and correspond to the concerns of this dissertation; they are
generally used in various applications. In [AHK01], it is argued that the value of
p is sensitive to meaningfulness in high dimensional spaces, and that a smaller
value of p is preferable. It is also notes that fractional values less than 1 are
rather more effective than cases of p = 1 and p = 2. However, using frac-
tional p makes the distance calculation costly, and considerably decreases the
performance of similarity search. This is because time-consuming numerical
computations are needed to calculate pth powers. In addition, approaches so far
have only concentrated on reducing I/O, and no attention has been paid to this
kind of expensive distance functions. Hence, the development of effective tech-
niques to reduce the cost of expensive distance computations represents another
worthwhile challenge.
On RFN search: In contrast to k-NN and range searches, there are only a
few works on RFN search, thus many open problems remain. Such problems
include the extension of the RFN problem to the more general case of the RkFN
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problem, the investigation of the properties of RFN search in high dimensional
spaces, and the observation of whether a phenomenon similar to the curse of
dimensionality exists. This dissertation concentrates on a specific open problem:
the reduction of computation cost and I/O cost for RFN query processing in low
dimensional spaces, mainly two dimensions.
It appears to have been Yao et al. [YLK09] who first fully identified the RFN
query and proposed several algorithms to handle query processing, such as the
progressive furthest cell (PFC) and convex hull furthest cell (CHFC) algorithms.
Both these algorithms adopt the R-tree index, and use the furthest Voronoi cell
(fvc) to determine whether the objects are q’s RFN. Although these algorithms
are reported to be much efficient than brute-force search (BFS), they still require
time-consuming construction of a dynamic convex hull and the furthest Voronoi
cells with respect to q on the fly. These methods are not adequately efficient,
hence the development of new and more efficient approaches in terms of both
CPU and I/O cost represents an open problem.
1.2 Contributions
This section summarizes the focuses and the corresponding contributions of this
research.
1.2.1 Research focuses
Alongside the aforementioned open problems, this research focuses on address-
ing the sub-problems outlined in the following.
 First, the research will focus on investigating k-NN and range searches
using expensive distance measures, i.e., Lp distances, in high dimensional
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spaces.
The aim is to increase the speed of sequential scans in high
dimensional spaces by indexing expensive Lp distances, par-
ticularly when 0 < p < 1. Novel index schemes and efficient
search algorithms shall be proposed.
 Second, the research will concentrate on discussing RFN search in two-
dimensional spatial databases.
The main objective is to explore efficient filtering techniques
to help to accelerate the RFN query processing in a new work-
flow: filter first, then refine answers. This will involve the
proposal and development of new index approaches, filtering
theorems, and efficient processing algorithms.
Subsequently, the main contributions have been published in [CLF+09,LCFK10,
CLF+11, LCF+11, LCFK12], and are separately highlighted in the following
subsections.
1.2.2 Contributions to k-NN and range searches
Motivated by the aforementioned utilization of Lp distance with fractional p
and its computational cost being ignored, this research proposes an more effi-
cient technique for similarity search using “expensive” distance functions. The
proposed approach is based on the idea of “indexing costly distance function”.
Some approximated values of pth powers, which can be used to calculate the
Lp distances between vectors, are computed in advance, and they are used to
obtain upper and lower bounds in the course of the search procedure. This tech-
nique is extremely efficient since it does not require exponential computations
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to be performed for every search. The efficiency of this proposed technique is
demonstrated by both analysis and experiments performed on synthetic and real
data sets. In addition, in order to exhibit the ability, usability and practicality
of our approach, an online image search system1 was constructed as a platform
for the application of the function index. The system is implemented based on
multidimensional feature spaces of real images.
1.2.3 Contributions to RFN search
Two new approaches are proposed for RFN search for more efficient handling
of the query processing. One is the pivot-based sequential scan approach, which
utilizes pre-constructed metric indexes. The other approach is adapted from the
former to deal quickly with arbitrary queries without requiring any filtering or
refinement in some specific cases. The proposed approaches are also evaluated
through extensive data, both synthetic and real, to confirm their efficiency.
1.3 Organization
The remainder of this dissertation is organized as follows. The necessary pre-
liminary knowledge is first introduced in Chapter 2. Surveys of related work
are presented in Chapter 3. Chapter 4 then introduces in detail the first work on
k-NN and range searches on high dimensional data, and Chapter 5 concentrates
on discussion of RFN search over two-dimensional spatial databases. Finally,
Chapter 6 gives the conclusions of this dissertation and discusses the future
work.
1 http://dblab.is.tsukuba.ac.jp/˜ljq/ict09/
Chapter 2
Preliminaries
In this chapter, necessary definitions and common notations used throughout the
dissertation are introduced in detail, including data definitions, problem defini-
tions, related symbols, and their exact meanings. Quick references also can be
found in Table 2.1.
2.1 Common notations
For readability and consistency, common notations are explained in advance
in this section. They can also be found for quick reference in Table 2.1. All
the common notations obey the exact meanings indicated in the following or in
Table 2.1, unless specifically noted otherwise when appearing subsequently.
Throughout the dissertation, the data often refer to objects, vectors, or points
represented in multidimensional spaces. The symbol v denotes a data object,
vector, or point. Similarly, the symbol V is used to denote a set of data objects,
vectors, or points, for example a database. To denote the dimensionality of
a data, a natural number D is employed, and d is utilized as the subscription
for referring to a certain dimension inside a data. The space that contains the
14
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Table 2.1: Quick references to notations and basic definitions.
Common notations
Symbols Meanings
v, V data vector/object/point (v), and data set (V , 8v 2 V )
D a natural number, dimensionality of data v
d subscription range over dimensions, d 2 f1; 2;    ; Dg
v:xd v’s coordinate value of dth dimension
N natural number, positive integer
R real number
S data space that V  S, S = RD as default
N the cardinality of V , i.e., N = jV j as default
Lp(; ) Lp distance functions, the same as defined in Section 1.1.2
p the pth power involved in Lp distances, p 2 R and p > 0
dist(; ) general distance measure between two data, Lp(; ) as default
O the order of the complexity, e.g., O(N)
q a query data object or vector issued for similarity search
Notations for k-NN and range searches
Symbols Meanings
k specified parameter for k-NN search, k 2 N
r specified distance radius for range search, r 2 R and r > 0
k-NN(q) answer set of a k-NN search w.r.t q, or to identify a search instance
RQ(q,r) answer set of a range search w.r.t q and r, or to identify a search instance
Notations for RFN search
Symbols Meanings
Spiv pivot set containing data objects or vectors
m the cardinality of Spiv, i.e.,m = jSpivj
CV convex hull w.r.t data set V
RFN(q) answer set of an RFN search w.r.t q, or to identify a search instance
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data set V is represented by the symbol S, usually S = RD as default. The
symbol N denotes the cardinality of a data set, and it is often considered as a
very large positive integer to indicate a large-scale database or data set, such as
those over the units of thousand (K) or million (M). As the central element of
similarity search, the distance measure between two data is denoted by dist(; ),
and Lp(; ) distances are used as the default measure of interest through the
whole dissertation. The symbol O is used to quantify the order of magnitude,
when the complexity of an algorithm is relevant to analysis.
Additionally, k-NN(q) and RQ(q,r) are used to denote the answer set of a
k-NN search and a range search, respectively. RFN(q) likewise denotes the an-
swer set of an RFN search. Sometimes, these denotations are used to express
query instances of search processing. For a k-NN search, k is a specified pa-
rameter denoting the number of data in the results that should be returned to
users. Similarly, for a range search, RQ(q,r), r is a parameter specifying the
distance of the search range. As pivot-based approaches will be considered for
the RFN search, Spiv is used to denote a pivot set containing data objects, that is
Spiv = fp1; p2;    ; pmg (see Chapter 5). Meanwhile, CV is employed to denote
the convex hull of a data set V .
2.2 Data definitions
In general, any data (v 2 RD) without constraints can be used for similarity
search. In order to make clear the discussions in this dissertation, objective data
is commonly defined in multidimensional spaces.
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2.2.1 Multidimensional data
For the representation of a data v, it is assumed that a D-dimensional data is
composed of D numeric coordinates, that is, v = (x1; x2;    ; xD). Here, v:xd
is referring to the dth dimension value of the data v, where d 2 f1; 2;    ; Dg.
Generally speaking, multidimensional data can be loosely differentiated as ei-
ther low dimension and high dimension. According to observations in [GG98,
WSB98, AHK01], when D > 10, it exhibits the phenomenon of the curse of
dimensionality, hence the threshold value was suggested as 10. That is, data
are in low dimensional spaces if D  10, and are otherwise in high dimen-
sional spaces. These observations are conformed to with regard to settings to
determine dimension as low or high in this dissertation.
For the k-NN and range searches, the objective data is considered in mul-
tidimensional spaces, typically with a main focus on high dimensional spaces.
In contrast, when discussing RFN search, the data in two-dimensional spaces
are mainly considered. The reason is that, in most geographical information
systems, a data object is often represented by two dimensional earth coordinate
tuples, i.e., (longitude, latitude). Of course, RFN searches over multidimen-
sional databases should be taken into account, and such extensions are further
discussed at the end of this dissertation.
2.3 Problem definitions
Formal definitions of the problems to be addressed are required at the stage, with
respect to the corresponding data definitions in this section. Running samples
of the query processing are demonstrated here as well.
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2.3.1 k-Nearest neighbor query (k-NN), range query (RQ)
For these initial definitions, all notations used are consistent with the exact
meanings given in Table 2.1.
Definition 2.1 (k-NN: k-Nearest Neighbor Query) Given a vector database
V , a vector q and a natural number k, a k-NN query finds the k vectors nearer
to q than other vectors. A k-NN query, k-NN(q), returns Vk  V such that
jVkj = k ^ 8v 2 Vk; 8v0 2 V nVk (dist(q; v)  dist(q; v0)):
Definition 2.2 (RQ: Range Query) Given a vector database V , a vector q and
a real number r, a range query finds the vectors within distance r from q, that
is,
RQ(q; r) = fv j dist(q; v)  r ^ v 2 V g:
In both definitions above, all data are inD-dimensional spaces, and dist(; )
denotes the distance measure between two vectors. As mentioned in Chapter
1, the Lp distances are of interest to this dissertation. In the following, two
running samples of k-NN(q) and RQ(q,r) are given as demonstrations in two-
dimensional spaces, respectively. And L2 distance, i.e., Euclidean distance, is
used as an example of distance measure.
As shown in Figure 2.1, issued query q, the 2-NN search over the vector set
V = fv1; v2;    ; v7g returns v6 and v7 as answers, because they are the two
nearest neighbors to q rather than the other vectors in V . More generally, from
an application-based point of view, a customer could q ask: Please tell me the
two nearest hotels around me, in which case the two hotels v6 and v7 are the
answers of interest.
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Figure 2.1: Example of 2-NN.
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Figure 2.2: Example of RQ(q,r).
A similar example of RQ(q,r) is illustrated in Figure 2.2. v1, v2, v6 and
v7 are the vectors within the specified distance r from q. Intuitively speaking
from Figure 2.2, the answers to RQ(q,r) are the data points that fall in the circle
centered at q with radius r. The circle becomes a hyper-ball if the data set is in
high dimensional spaces.
2.3.2 Reverse furthest neighbor query (RFN)
Definition 2.3 (RFN: Reverse Furthest Neighbor Query) Given an object set
V and a query q, an RFN query is defined by
RFN(q) = fv j v 2 V ^ 8v0 2 V nfvg ^ dist(v; q) > dist(v; v0)g:
Here, a running example in two-dimensional spaces is taken to explain the
query processing of an RFN search. As shown in Figure 2.3, for the given query
q and the object set V = fv1; v2;    ; v7g, the answers to RFN(q) are v3 and
v4. Naive processing has to compute the pair distances within fqg [ V to check
if q is the furthest neighbor of an object v 2 V . If so, such an object v is the
answer to RFN(q). Obviously, in Figure 2.3, only v3 and v4 take q as their
furthest neighbor, thus, naturally they are the answers. It should be noted that
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Figure 2.3: Example of RFN
the relationship of furthest neighbor between two objects does not need to be
symmetric. For instance, that A is the furthest neighbor of B does not mean B
should be the furthest neighbor of A.
More definitions about related problems, such as Reverse k-Nearest Neigh-
bor (RkNN), Aggregate Nearest Neighbor (ANN), and Approximate k-NN,
RkNN, and ANN can be found in [ZADB06, TPL04, PSTM04]. These query
types are not discussed in this dissertation; hence their formal definitions are
omitted here.
Chapter 3
Related work
This chapter surveys related work on distance-based similarity search. Section
3.1 is a brief depiction of such methods, based on a timeline approach. Section
3.2 and 3.3 examine the details, respectively, of the representative approaches to
the sub-problems addressed in this dissertation.
3.1 Overview
There are many approaches focusing on query types in terms of nearness, typi-
cally working on k-NN and range searches. For convenience, an overview of the
most famous methods is given here, based on the timeline of their appearance
shown in Figure 3.1.
The Quadtree [FB74] and the k-d-tree [Ben75] were proposed in the mid
1970s. Subsequently, many tree-based index structures were developed to speed
up the query processing, most of which are families of the R-tree [Gut84], such
as the R-tree [BKSS90], SS-tree [WJ96], and A-tree [SYUK00]. The latest
approach is the EHD-tree [ZZL+08], which adopts the advantages of the iDis-
tance [YOTJ01] and the NB-tree [FJ03]. Today, it appears that, of all these
21
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Quadtree [FB74] UB-tree [Bay97]
k-d-tree [Ben75] M-tree [CPZ97]
k-d-b-tree [Rob81] hB-Pi-tree [ELS97]
R-tree [Gut84] Pyramid [BKK98]
Gridfile [NHS84] VA-file [WSB98]
R+-tree [SRF87] Hybrid-tree [CM99]
LSD-tree [HSW89] IQ-tree [BBJ+00]
R-tree [BKSS90] Slim-tree [JTF00]
hB-tree [LS90] P-Sphere-tree [GR00]
Vp-tree [cC94] A-tree [SYUK00]
TV-tree [LJF94] DABS-tree [BK00]
SS-tree [WJ96] iDistance [YOTJ01]
X-tree [BBKK96] NB-tree [FJ03]
SR-tree [KS97] EHD-tree [ZZL+08]
timeline
Figure 3.1: Overview of k-NN and range search methods.
competitors, the R-tree is the most recognized tree-based index structure for
multidimensional data access. However, Weber et al. [WSB98] pointed out that,
although the R-tree series perform quite well for similarity search in low dimen-
sional spaces, performance declines dramatically in high dimensional spaces,
where it encounters the curse of dimensionality. In such cases, the simple se-
quential scan becomes better than any indexing methods. The VA-file [WSB98]
was designed in response to help sequential scan. With this milestone, the need
to develop more efficient sequential scan methods began to attract significant
attention. After ten years of practical examinations in various fields, the inven-
tors of the VA-file won the ten-year best paper award at the Very Large Data
Base (VLDB) conference in 2008 [BW08]. This achievement naturally presents
a strong evidence to support the demand for efficient sequential scan. Of these
most well-known methods, those most related to this research are identified here
as representative methods to provide detailed introductions to this research in
Section 3.2.
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There is a great deal of other research focusing on related query types, but
these are beyond the scope of interest of this dissertation. The following meth-
ods are proposed to handle reverse nearest neighbor (RNN) queries: RNN-tree
[KM00], RdNN-tree [YL01], BRQ [SFT03], TPL [TPL04], MRkNNCop-tree
[ABK+06], FINCH [WYCT08], NAQ-tree [ZA10], and other similar methods.
For aggregate nearest neighbor (ANN) queries, a number of methods are pro-
posed as well, including the MQM andMBM algorithms [PSTM04,PTMH05b],
the CE, TA, and IER algorithms [YMP05], vp-ANN [LCFO07], r-NQC, r-
NPC [NCFO08], Voronoi-based ANN [ZJS+10], and FANN [LLY+11]. How-
ever, since these types of method are not the focus of this dissertation, their
details are omitted here.
By contrast, query types concerned with farness, including k-FN, RFN, and
AFN, have received little research attention. Hasan and Cheema [MH10] were
the first to discuss k-furthest neighbor (k-FN) queries in detail, and [GSCC11] is
also the only work so far to discuss aggregate furthest neighbor (AFN) queries.
A number of research papers on subjects similar the interest of this dissertation,
the RFN query, can be found in [KM00, KJG08, TTS09, YLK09, CDBL+10].
The most related piece of work [YLK09], will be introduced in Section 3.3.
3.2 Methods on k-NN and range searches
This section concentrates on the introduction to representative methods for k-
NN and range searches. It should be noted firstly that, most of the methods
on the timeline can be classified into two broad categories, depending on the
scheme of the method and the accuracy of the search result generated by the
method. In Subsection 3.2.1, these two categories are briefly described accord-
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ing to their special characteristics. In the other subsections, the most relevant
methods are briefly but clearly presented as individual cases.
3.2.1 Broad categories
As mentioned previously, the methods focusing on the processing k-NN and
range searches can be categorized according to their features. The first type
relies on the manner of the method to index or to access the multidimensional
data. The second type is dependent on the accuracy of the search result obtained
from the method.
For the former, some methods make attempts to index multidimensional data
by space partitioning or data partitioning, usually through so-called “spatial in-
dex”, and most such methods have tree-based structures. In contrast to these,
other methods are not concerned with indexing strategies but concerned with
the influence of the curse of dimensionality in high dimensional spaces, includ-
ing those with the most impact, namely the VA-file [WSB98] and its variants.
Turning to the latter, one common complaint is that retrieval of exact re-
sults from similarity search is too expensive for large-scale online search ser-
vices. Consequently, the approximate nearest neighbor search was proposed as
a means of cutting down the searching cost by loosening the precise require-
ments of the results [AM93]. Well accepted methods for this search purpose
include locality-sensitive hashing (LSH) [IM98,AI06] and its followers.
More details are given in the following paragraphs.
On method schemes
Space-partitioningmethods: The first types in this classification are methods
used to index the data by partitioning the space. The k-d-tree [Ben75] is one of
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the most prominent data structures based on binary search tree. The k-d-tree
recursively divides the universe in d-dimensional space into two subspaces by a
(d-1)-dimensional hyperplane. Each splitting on the direction of the hyperplane
has d possibilities, i.e., the splitting hyperplane is alternately perpendicular to
one of the d-axes. In order to organize the partitions in the manner of a tree,
each splitting hyperplane has to contain at least one data point to represent the
level in the tree. The algorithms [Ben75] for similarity search were proposed
straightforwardly on the k-d-tree. The known disadvantages of the k-d-tree are,
1) reliance on the insertion order of the points, 2) dependence of the partitions
on the positions of the points on the splitting hyperplanes. These often result
in an unbalanced tree. Accordingly, the k-d-b-tree [Rob81] and the LSD-tree
[HSW89] were proposed as improved variants of the k-d-tree.
Data-partitioning methods: The second types are index methods that func-
tion by partitioning the data. The R-tree [Gut84] and its variants compose the
biggest family having the broadest pedigree, hence they are selected as repre-
sentative, to be introduced separately in Section 3.2.2. The main idea of data-
partitioning methods is the use of bounding shapes, including rectangles, cir-
cles, and spheres, to group the close data into a node in the tree. The manner
of data partitioning is recursive level by level, and the nodes are organized in a
hierarchical structure. Although the tree structure enables the search processing
to reach logarithmic performance in average cases, these tree-based indexing
methods suffer a common disadvantage, namely the encounter of the curse of
dimensionality. The main reason is that overlap of any two data partitions hap-
pens frequently in high dimensional spaces.
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Sequential scan methods: Methods designed to help sequential scan are the
remaining types in this category. As previously mentioned, the VA-file [WSB98]
is a representative method that significantly impacted research communities,
bringing about a shift in focus. Weber et al. [WSB98] reported that the im-
proved sequential scan performs better than tree-based methods in cases of high
dimensional similarity search, to the extent that almost no more trees are needed.
VA-file is an abbreviation of vector approximation file, and is based on the idea
of using object approximation to compress the entire data set and storing only
the approximations used for filter processing. A more expanded discussion of
the VA-file and its variants can be found in Section 3.2.3.
On search result accuracy
Methods for accurate search: Since this work only focuses on accurate searches,
all methods listed in Figure 3.1 and their related variants are in that category be-
cause they can functionally support exact similarity search. Certainly, some
of the methods in this category are not limited to only support accurate simi-
larity search, but also support approximate similarity search, such as the TV-
tree [LJF94], the VA-file [WSB98], and the A-tree [SYUK00].
Methods for approximate search: The approximate nearest neighbor search
was originally introduced by Arya and Mount [AM93] to acquire faster process-
ing speed by relaxing the accuracy of the search result. With the evolution of
research, a powerful library 1 has been developed to support approximate near-
est neighbor search over multidimensional data [AMN+94]. Meanwhile, a par-
ticularly well-known method, locality-sensitive hashing (LSH) [IM98, AI06],
earned itself a good reputation as a method that was declared as a step towards
1http://www.cs.umd.edu/˜mount/ANN/
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removing the curse of dimensionality. In reality, however, the LSH method still
suffers from this curse phenomenon. The most state-of-the-art method avail-
able today is the LSB-tree [TYSK09], which integrates the B-tree structure with
LSH. However, methods in this category are not the concern of this dissertation,
and no further introduction will be given.
3.2.2 R-tree families
In this subsection, the abstracts of the R-tree [Gut84] method are reproduced,
including the basic idea, the data structure, and the scenario of utilization during
query processing. The variants of the R-tree are briefly presented by pointing
out the respective differences from the R-tree.
The R-tree
The R-tree is a height-balanced tree data structure similar to the B+-tree. It was
originally proposed as a disk-resident index to organize multidimensional data
by hyper-rectangles. Of course, it is not limited to utilization as a memory-
based index structure for similarity query processing. The R-tree dynamically
organizes a set of D-dimensional geometric objects and those are represented
by the minimum bounding rectangles (MBRs). In the R-tree, each R-tree node
corresponds to a disk page and to an MBR that bounds its child nodes. Each
leaf node contains the entries pointing to data objects in a database, and their
corresponding MBRs bounding themselves. Each intermediate node, i.e., non-
leaf node, contains pairs of the form (P;R), where P is a pointer to a child node
and R is the MBR of all entries (MBRs) in this child node.
It has to be noted that the design of MBRs referring to different nodes allows
overlapping. More clearly, an MBR can be included by many nodes in the point
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of geometrical view, but can be referred to only one of them. This leads to a
situation in which a search being processed to a target MBR may have to visit
more nodes than it expects; hence the existence of overlapping in the R-tree
heavily influences the search performance when dimensions rapidly increase.
The rest of the properties of the R-tree include:
 The capacity of node is restricted by M , that is the maximum number of
entries that can fit in a node. The utilization factor of a node is also under
control. Let m be the minimum number of entries that should be in a
node, where 2  m  dM
2
e. Every node must contain betweenm andM
entries, except the root node.
 The root node must contain at least two entries, except where it is a leaf.
 All leaf nodes reside on the same level. This means that the tree is height-
balanced.
 The height of the tree is at most dlogmNe, where N is the number of
index records in the tree.
Figure 3.2 depicts an example using the R-tree to index some two-dimensional
data points, and an issued q is used to demonstrate how the query processing per-
forms in the R-tree. In this example, the capacity of a node is set to 3, and empty
entries are filled in with gray. The data points v1 through v12 are stored in leaf
nodes, which are bound three by three by MBRs R3; R4; R5; R6, respectively,
at the upper level. The root contains two MBRs, R1 and R2, depicted in dashed
borders. It is worth noting that, the example in Figure 3.2 has been drawn with-
out overlapping, for readability; in real cases, overlapping is allowable.
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q
R1
R2
R3
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maxdist(q,R1) mindist(q,R1)
minmaxdist(q,R1)
dcur
The R-tree
R1 R2
R3 R4
v1 v2 v3 v4 v5 v6
R5 R6
v7 v8 v9 v10 v11 v12
Figure 3.2: A 2D example of the R-tree.
Query processing in the R-tree
The query processing for similarity search, including k-NN and range queries,
can be established by designing pruning techniques in the R-tree. It should
be noted that well-accepted techniques use the same definitions in [PM04, p.29,
p.90]. For convenience, let a rectangle (MBR)R inD-dimensional spaces be de-
noted with bottom-left corner (s1; s2;    ; sD), and top-right corner (t1; t2;    ; tD).
Definition 3.1 (MINDIST) The minimum distance (mindist(q; R)) of a query
q from an MBR R in D-dimensional space under the Lp distance measure, is
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defined as follows.
mindist(q; R) = p
vuut DX
j=1
jq:xj   rjjp;
where:
rj =
8>>>><>>>>:
sj; q:xj < sj
tj; q:xj > tj
q:xj; otherwise
It is clear that the MINDIST is the minimum possible distance that the near-
est neighbor of query q can locate in the corresponding MBR R. It means
that if dcur is the current minimum distance, then an MBR (say, Rj) with the
mindist(q; Rj) > dcur can be discarded, because it is impossible for all data
contained inRj to become the nearest neighbor of q. Accordingly, theMINDIST
can be used as one of the pruning rules to filter out that data in an MBR which
has no chance of becoming the answer to the query.
For example, in Figure 3.2, suppose that currently the data v11 is visited
and the distance between q and v11 is known as dcur = dist(q; v11). Since it is
possible to confirm thatmindist(q; R1) > dcur, all data residing in theMBRR1
can be discarded immediately without further checks. In this way, by employing
MINDIST as a pruning rule, the query processing can be accelerated by cutting
multiple branches in the R-tree during traversal.
Definition 3.2 (MINMAXDIST) The minimax distance (minmaxdist(q; R))
of a query q from an MBR R in D-dimensional space under the Lp distance
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measure, is defined as follows.
minmaxdist(q; R) = p
vuut min
1kD
 
jq:xk   rmkjp +
X
1jD;j 6=k
jq:xj   rMjjp
!
;
where:
rmk =
8><>: sk; q:xk 
sk+tk
2
tk; otherwise
rMj =
8><>: sj; q:xj 
sj+tj
2
tj; otherwise
In contrast to the MINDIST, the MINMAXDIST is an implicit distance that
implicates the furthest possible distance where the nearest neighbor of q can
reside in the MBR R. In other words, assume that there are two different MBRs
R and R0 in hand, if mindist(q; R) > minmaxdist(q; R0) holds, R can be
discarded. It means that the data in R0 would implicitly become the nearest
neighbor of q rather than the data in R.
For instance, suppose that a nearest neighbor query NN(q) is started from
the root of the R-tree in Figure 3.2. For examining the data in the MBRs
R1 and R2, respectively, the processing first meets them and computes the
mindist(q; R1) andminmaxdist(q; R2) (i.e., equal to dcur). Then, it obviously
hasmindist(q; R1) > minmaxdist(q; R2), hence the MBR R1 is discarded at
once. The branches on the left hand of the R-tree can be eliminated, allowing
the search processing speed be increased without complete traversal through the
tree.
Definition 3.3 (MAXDIST) The maximum distance (maxdist(q; R)) of a query
q from an MBRR inD-dimensional space under the Lp distance measure, is the
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distance from q to the furthest vertex of R, and denoted by
maxdist(q; R) = p
vuut DX
j=1
jq:xj   rjjp;
where:
rj =
8><>: tj; q:xj 
sj+tj
2
sj; otherwise
Similar to the MINDIST, it is easy to understand that the MAXDIST de-
notes the maximum possible distance of the nearest neighbor of query q from
the MBR R. Generally speaking, the MAXDIST does not directly benefit the
nearest neighbor search, because it cannot be used for designing an effective
pruning rule. For example, even if the MINDIST between q and another MBR
R0 is known, i.e., mindist(q; R0), and have mindist(q; R0) > maxdist(q; R),
then the MBR R0 can be discarded. In fact, there is no need to do this. Hav-
ing the MINMAXDIST is enough, because ifmindist(q; R0) > maxdist(q; R)
is satisfied, mindist(q; R0) > minmaxdist(q; R) holds forever. Nevertheless,
the MAXDIST will be beneficial for query types which work in terms of far-
ness, such as the RFN search. Therefore, the MAXDIST is introduced here in
advance.
Based on previous techniques, early work in this field proposed depth-first
search algorithms [RKV95, CF98], and best-first search algorithms [HS99] to
answer k-NN and range queries in the R-tree. No matter whether the traversal
in the R-tree is depth-first or best-first, the main ideas of these algorithms are to
determine whether the nodes should be visited by utilizing the above techniques
to assist advance judgment.
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Unfortunately, the side effect of the overlapping of MBRs in the R-tree is
to cause the efficiency of query processing to decline quickly as dimensional-
ity increases. Therefore, a large number of variants have been designed in the
past three decades to improve the R-tree. The main differences of these R-tree
variants are briefly addressed in the following.
R-tree variants
The R+-tree: The R+-tree [SRF87] was proposed in order to prevent over-
lapping of MBRs at the same level in the tree, thus partially improving retrieval
performance. To achieve this purpose, the avoidance of overlapping, the R+-
tree uses a certain policy for inserting data objects, namely to cause the entries
of a specific object to be duplicated and stored in various nodes. In spite of
the disappearance of overlap in the tree, another side effect of this method was
identified; deadlock would happen during insertions, constituting a significant
demerit for real applications.
The R-tree: The R-tree has been widely accepted in literature since it was
first proposed in 1990 [BKSS90]. The R-tree represents two important im-
provements, which allowed it to be so successful. First, the R-tree introduced
the technique of forced reinsertion to reinsert all the entries in a node when
it overflows. Second, the R-tree takes into account the minimization of the
overlapping between MBRs, which is the most important improvement on the
original R-tree. Nevertheless, the effectiveness of the minimization technique is
dramatically reduced when the data comes to be in high dimensions. It cannot
escape from the curse of dimensionality either.
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The SS-tree: The SS-tree [WJ96] was developed based on the R-tree, in
1996. Unlike the R-tree, the SS-tree adopted bounding spheres instead of rect-
angles and re-designed the policy of forced reinsertion. The SS-tree re-inserts
only the entries that are not re-inserted in a node. Its significant performance
was reported in [WJ96], but a common disadvantage remained, namely the vol-
ume of the bounding sphere enlarges quickly as the dimension increases.
The X-tree: The X-tree [BBKK96] is also an extension based on the R-tree.
It includes the design of a linear array-like structure to embed in the hierarchical
R-tree. In high dimensional spaces, even though high overlaps exist and the tree
traversal almost becomes a sequential scan, the array-like linear organization
inside the X-tree is reasonably more efficient than the original R-tree. In fact,
its tree-based structure, carrying higher overlaps in higher dimensions, causes
the X-tree to suffer the curse of dimensionality.
The SR-tree: The SR-tree [KS97] can be considered to be a combination of
the SS-tree and the R-tree. It integrates the bounding spheres and rectangles,
and hence outperforms the SS-tree and the R-tree. However, the SR-tree also
carries the drawbacks of both the SS-tree and the R-tree.
The A-tree: The A-tree [SYUK00] was generated from the concepts of the
SR-tree and the VA-file [WSB98]. The key idea of the A-tree is the introduc-
tion of a new concept, virtual bounding rectangle (VBR), to store MBRs and
vector approximations of the data objects. Naturally, it was reported that the A-
tree outperforms the SR-tree and the VA-file, but at the same time the intrinsic
disadvantage of the SR-tree causes side effects to the efficacy of the VA-file.
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3.2.3 VA-file families
This subsection, recalls the design concepts inside the VA-file [WSB98] to show
how the VA-file is able to significantly improve the performance of the simple
sequential scan for high dimensional similarity search. Subsequently, VA-file
variants are briefly introduced with a focus on remarkable differences from the
original VA-file.
The VA-file
The VA-file, or Vector Approximation File [WSB98], is one of the most famous
representatives of sequential scan methods. It aimed at overcoming the diffi-
culties of similarity search in high dimensional spaces, mainly at reducing the
heavy I/O access. The design concept for this purpose is explained in the fol-
lowing.
As is known, the primary difference between sequential scan and tree-based
multidimensional access methods is that the former employs sequential access
and the latter random access. In actual fact, it is known that sequential I/Os
are much cheaper than random ones, since the extra and heavy disk seeks for
random access are not required for sequential access. Moreover, as previously
mentioned, the performance of tree-based index methods trends towards linear
complexity as dimension increases, i.e., the curse of dimensionality. A high oc-
currence of MBR overlaps means that almost all data pages have to be accessed,
meaning that heavy overheads for random access are required. As a result, any
approach that could reduce I/Os for sequential scan instead of frequent random
access should boost search performance. The VA-file has been playing this role
quite appropriately; it therefore is the leader in this particular direction.
The basic idea of the VA-file is to compress the raw vector data by taking
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v1 0.9 0.1 11 00
v2 0.6 0.8 10 11
v3 0.1 0.4 00 01
v4 0.1 0.9 00 11
v5 0.3 0.7 01 10
q 0.7 0.3 10 01
Figure 3.3: A 2D example of VA-file.
their approximations represented in the form of compact bits. These smaller
vector approximations are scanned at the first stage of query processing. Ap-
proximate results are efficiently determined by a lower bound and an upper
bound on the distance between each approximation and the query. Then, at
the second stage, answers are refined from the approximate candidates by per-
forming real distance computations on a small number of original data. Hence,
the VA-file significantly reduces the disk I/Os during query processing.
In the following, the data structure of the VA-file is explained, together with
how the lower and upper bounds are obtained on the compact vector approxi-
mations. A running example in Figure 3.3 is used to demonstrate the workflow
of query processing via the VA-file.
Structure of VA-file: Based on the descriptions in [WB97a,WB97b,WSB98],
the VA-file divides the data space into 2b rectangular cells, where b is the length
of bits array to represent an approximation. The length of b = 8 was sug-
gested to be appropriate for practical applications based on experimental find-
ings [WSB98]. As with the example shown in Figure 3.3, the two-dimensional
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data space is divided into 24 = 16 cells, and the length of bits for approximation
is 4. For example, the vector data v1 resides in the cell marked by ‘11’ and ‘00’
in the 1st and 2nd dimensions, respectively. Concatenating all bits in the order
of dimensions forms a bit array of length b = 4, i.e., a bit string ‘1100’ as an
approximation of v1. The approximations of other data can be generated in the
same way, as shown in the table on the right side of Figure 3.3.
Bounds achieved by VA-file: As depicted in Figure 3.3, take data v2 as an
example. The lower (minBnd) and upper (maxBnd) bounds of dist(q; v2) can
be achieved by bit operations on their approximations to determine the position
relation between the cells containing q and v2. A lower bound is the shortest
distance from q to the cell containing v2, whereas an upper bound is the longest
distance to the same cell. Efficient filtering techniques were also proposed by
utilizing the lower and upper bounds. The details of bound calculations can be
found in [WB97a,WB97b].
Query processing by VA-file: Put simply, the workflow of similarity search
using the VA-file is composed of two processing phases; first, filter out the false
positives and second, refine the correct answers. Weber and Blott [WB97a,
WB97b] designed two search algorithms, the ‘Simple-Search’ Algorithm (VA-
SSA) and the ‘Near-Optimal Search’ Algorithm (VA-NOA), to perform fast se-
quential scan processing conforming to these two common phases. It was re-
ported that the VA-file retains good performance as dimensionality increases
and even outperforms the naive sequential scan and other R-tree like meth-
ods [WSB98].
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The variants of VA-file
Following the emergence of the VA-file, an increasing number of variants have
been proposed, including the IQ-tree [BBJ+00], Landmark file [BBKS00], C2VA-
file [CAFO02], LPC-file [CZPC02], and CVA-file [ACFO05].
The IQ-tree [BBJ+00] was proposed to organize the flat data structures of
the VA-file in a hierarchical version to improve search performance. The Land-
mark file [BBKS00] was designed in the manner of reordering the data in the
VA-file to limit the number of data access in the sequential access phase, i.e.,
the first phase for data filtering. Cha et al. [CZPC02] designed the LPC-file to
add helpful information, i.e., so-called “Local Polar Coordinates”, to enhance
the selectivity of candidates in the filtering phase. Chen et al. [CAFO02] argued
that the design and analysis of the VA-file was based on an assumption of uni-
form distribution data, whereas real world data are rarely uniformly distributed.
Accordingly, they proposed the C2VA-file, short for Clustered Compact VA, as
a means to adapt the VA-file for data that was not uniformly distributed. In-
stead of approximation on all dimensions, the C2VA-file determines appropriate
conditions for skipping less important dimensions, then only generates approx-
imations on the retaining dimensions. Moreover, the C2VA-file can preserve
the precision of bounds to the same standard as the VA-file, thus can main-
tain efficiency of performance. Subsequently, An et al. [ACFO05] proposed the
CVA-file as an improved version of the C2VA-file.
3.2.4 Summaries of the current state
Having introduced the extensive related work currently published on k-NN and
range searches, this subsection summarizes the current state of research on k-
NN and range searches. The following important points are relevant to the mo-
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tivation of the work in this dissertation.
1. Sequential scan is strongly desired: The tree-based hierarchical index
methods, with the R-tree families as representative, almost all encounter
the curse of dimensionality. Search performance declines dramatically as
dimensionality increases, causing a trend towards linear complexity, with
results even becoming worse than those for simple sequential scan. This
leads to demand for more efficient sequential scan approaches for high
dimensional similarity searches.
2. Expensive distance computations have to be reduced: The VA-file and
its variants aim at overcoming the difficulties of high dimensional simi-
larity search, and are leading the move in the direction of improvements
designed to help accelerate sequential scan. Nevertheless, the VA-file and
its variants only concentrate on reducing disk I/Os, and never take into ac-
count the extent of the cost incurred by heavy bit operations and distance
computations. Work on VA-files and variants thereof should be accom-
panied with an awareness of the need to reduce the expense of distance
computations.
3.3 Methods on RFN search
In turn, the focus of this dissertation turns to the introduction of a few methods
related to the RFN search in this section. Summaries of these methods are pre-
sented in Subsection 3.3.1 in the order in which they were developed. Among
these, the most relevant [YLK09] to this work is introduced separately with
more compact descriptions in Subsection 3.3.2. At the end of this section, the
current state of the RFN search is momentarily summarized.
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3.3.1 Development timeline of methods
Korn and Muthukrishnan [KM00] are pioneers in this field, having first sug-
gested the query type of reverse furthest neighbor (RFN) search, despite mainly
discussing the reverse nearest neighbor (RNN) search in their work. However,
they only briefly mentioned RFN search with an outlined approach based on
B-tree, and without presenting any algorithms or problem analyses. Naturally,
they left discussion on the RFN query problem as future work.
After that, for around a decade, the explosion of available information and
the emerging requirements from GIS applications have caused research focuses
to shift and spread. The RFN search has been picked up again since the work
of Kumar et al. [KJG08]. Here, the RFN query problem was partially discussed
within the scope of reverse proximity query problems. In [KJG08], Kumar et
al. proposed a method to answer an RFN query by precomputing furthest neigh-
bor balls (FN-ball) and lifting transformation in the geometrical aspect. How-
ever, their work was more focused on theoretical discussions based on geometry,
rather than practical algorithm design, thereby causing the research to lose bal-
ance.
Subsequently, Tran et al. [TTS09] published their work on reverse k-nearest
neighbor (RkNN) and RFN searches, in which their only concern was query
processing on spatial networks. In their work, the technique of Network Voronoi
Diagram (NVD) was employed to probe RkNN and RFN queries using shortest
path as a similarity measure. It is well known that the NVD is too complicated to
be constructed quickly. Moreover, their proposed algorithms were very expen-
sive due to a lack of pruning processing. Worse still is that network path distance
is not a metric similarity, and is therefore beyond our interest of distance-based
similarity.
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Fortunately, the work of Yao et al. [YLK09] somewhat brightened the re-
search prospects of RFN search. Yao et al. completely discussed the query
processing of RFN search in [YLK09], where they identified some important
properties, helpful in handling RFN query. Several R-tree based algorithms
were proposed to provide efficient RFN query processing, of which the so-called
“Convex Hull Furthest Cell” (CHFC) algorithm performed best in comparison
with the other algorithms. Since this is the closest work to ours, it will be intro-
duced separately in Subsection 3.3.2.
The most recent work, by Cabello et al. [CDBL+10] shifted the focus to
discuss a variant of RFN query type, i.e., bichromatic reverse furthest neighbors
(BRFN). The authors concentrated on formalizing new optimization problems
based on RNN and RFN query problems, and listed a number of remarkable real
world applications from the field of operational research.
Although the related work on RFN search is surveyed here according to
chronological order of its appearance, evidently, in contrast to related work on
k-NN and range searches, the number of related methods is too small. However,
the large amount of approaches to k-NN and range searches cannot be applied
directly to solve the RFN problem, because the properties of distance measured
in terms of farness are much different from those measured in terms of near-
ness. Furthermore, since the RFN query problem has invaluable significance to
applications in many domains [ACC+04,CDBL+10,DL05,HM03,Pla01,PV08],
there is strong likelihood that increasing attention will be paid to research con-
sidering the RFN problem. For this reason, involvement in this investigation is
prerequisite to making a contribution in this field.
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3.3.2 Most related work
In this subsection, the work of Yao et al. [YLK09], which is the most relevant
to this dissertation, is briefly introduced, including the important properties of
convex hull and furthest Voronoi cell, and the basic idea of the CHFC algorithm
for query processing.
A quick glance
In [YLK09], Yao et al. originally defined the query type of RFN, and proposed
the progressive furthest cell (PFC) algorithm and the convex hull furthest cell
(CHFC) algorithm to handle RFN query. Both adopt R-tree index, and use the
furthest Voronoi cell (fvc) to determine whether the points v 2 V are q’s RFN.
The fvc(q; V ) is to define a convex polygon w.r.t the query q in the given space
of dataset V . To compute the fvc(q; V ), firstly draw the bisector line of each
line segment vq (v 2 V ), then the space is separated into two subspaces, the
fvc(q; V ) takes the intersection of all subspaces far away from the query q. The
fvc(q; V ) strictly limits the answer set if and only if the point v 2 fvc(q; V ).
Put simply, the authors proposed the PFC algorithm to compute fvc(q; V ) with
the R-tree for each given query q on the fly. The authors also pointed out that
the post-processing of the PFC algorithm is expensive, so they designed a faster
one, the CHFC, by utilizing the important property of convex hull. Instead of
computing the fvc(q; V ) over the whole dataset, the CHFC algorithm constructs
the dynamic convex hull CV  on the merged dataset V  = V [ fqg, computes
the fvc(q; V ) only based on CV  , and then performs a containment query on
R-tree index to retrieve the points contained in the fvc(q; V ) as answers to
q’s RFN. Hence, the CHFC algorithm outperforms the PFC, without expensive
post-processing.
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Although the CHFC algorithm was reported to be considerably more effi-
cient than brute-force search (BFS) and PFC, it still requires the time-consuming
construction of convex hull (CV ) and the furthest Voronoi cell (fvc(q; V )) w.r.t
query q on the fly.
The following introduces further one of Yao et al.’s findings, namely the
property of convex hull, which is a property important and helpful to the RFN
search.
Property of convex hull
As previously mentioned, the furthest Voronoi cell (fvc(q; V )) is one of the
properties that can tightly determine whether a point v 2 V is an answer to
RFN(q). The other is the convex hull property of the RFN query, which was
explained by several lemmas in [YLK09]. In order to re-use this property, it can
briefly be concluded as a basic Theorem 3.1. The complete proof of Theorem
3.1 can be confirmed in [YLK09] as well.
Theorem 3.1 Given an object set V , its convex hull CV , and an arbitrary query
q, the answer set to RFN(q) is empty, if q is inside CV .
Theorem 3.1 essentially states that the answer to RFN(q)may be found only
if q is on the boundary of, or outside the convex hull CV .
The CHFC algorithm
The proposed CHFC algorithm in [YLK09] is recalled in Figure 3.4. The CHFC
algorithm first computes the convex hull CV by using the R-tree T , which is
shown in dashed blue lines. It then examines whether the query q is inside CV .
If so, the algorithm terminates immediately and return empty, i.e., no answers
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Algorithm: CHFC(Query q, R-tree T )
1 Compute CV on T ;
2 if q  CV then return ;;
3 else f
4 Compute CV  using CV [ fqg;
5 Construct fvc(q; V ) over CV  on T ;
6 Execute a range query using fvc(q; V ) on T ;
7 g
V
q
CV
CV 
fvc(q; V )
Figure 3.4: The CHFC algorithm.
to RFN(q). Otherwise, it continues the processing to refine answers. At this
moment, recomputing a new convex hull CV  is incurred as depicted by dense
dotted lines that are associated with the symbol CV  . It is worth noting that
the running example is so simple that the recomputation is readable and easily
acquirable. In real running cases, the cost of this recomputation may possibly
have to iterate all data in V , making it expensive. As soon as CV  is achieved,
the algorithm calculates the furthest Voronoi cell, fvc(q; V ), as shown by the
shaded red area in Figure 3.4. This computation is not easy either, because it is
difficult to manager irregular shapes and the intersections between all pairs of
bisector lines. Finally, a range query is probed to conduct a containment check
for refining the answers to RFN(q), those are inside fvc(q; V ). In this example,
the final answers are the points illustrated in green within the red shaded area.
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3.3.3 Summaries of the current state
At the end of these surveys on related work, the current state of research on the
RFN search is briefly described, and the motivation behind this dissertation is
clarified.
1. The CHFC algorithm is currently the best method but is not yet ad-
equately efficient: The following reasons cause inefficiency in the algo-
rithm.
 Recomputation of convex hull, CV  , relies on q and the data distri-
bution, thus may result in high cost.
 Computation of the decisive area, fvc(q; V ), depends on q, and the
irregular area is hard to manage.
 Containment check on the R-tree with the irregular area fvc(q; V )
causes the examination to be costly.
2. New workflows for RFN query processing are demanded: To boost the
performance for RFN query processing, it is necessary to escape from the
ideas of the CHFC algorithm, and to consider simple yet efficient work-
flows, such as the most popular scheme — first filtering, then refinement.
The summaries above provide motivation to develop new techniques and to
design new algorithms to handle RFN queries. The details are in Chapter 5.
Chapter 4
Approaches to k-NN and range
searches
In this chapter, the mature work on k-NN and range searches is addressed in
details. An efficient technique is proposed for the similarity search in feature
vector space with “expensive” distance functions. The motivation comes from
the observation on the first experiment (Figure 4.10) that the computational cost
of the functions affects the performance as significant as the I/O cost. Our ap-
proach is based on the idea of “indexing the costly distance function”. Some
approximated values of pth powers which can be used to calculate the distance
between vectors are computed in advance, and they are used to obtain upper and
lower bounds in the course of the similarity search procedure. The technique is
extremely efficient since it does not have to perform numerical computations for
every search. the efficiency of the proposed technique is demonstrated by both
analysis and experiments performed on synthetic and real data sets.
The main contributions of this work are as follows.
 It is discovered that the computational cost of the distance function is also
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a bottle neck in the multidimensional search, while traditional researches
concentrated on the space-partition based index.
 A new scheme is proposed that indexes the function values which are
calculated on the fly, and thus indeed require no extra secondary storage.
 Algorithms are designed which can be applied to both range queries and
k-NN queries. These algorithms are extremely efficient for high dimen-
sional search with an expensive function. They are effective enough for
relatively lower dimensional search with a normal distance function such
as Euclidean distance. The algorithms are thus flexibly applicable to both
lower and high dimensional searches.
This chapter is organized as follows. Section 4.1, gives theoretical analy-
sis for the motivations of this work. First, the necessity of expensive distance
functions is explained, by recovering some arguments on the behavior of non-
Euclidean distance metrics in high dimensional spaces. Then, the necessity of
the sequential scan is clarified. Following the motivations, Section 4.2, intro-
duces the novel scheme of function index to help sequential scan with expensive
distance functions. The key ideas of the function index are detailedly described
with running examples, and practical algorithms for k-NN and range searches
are presented as well. Then, the efficiency analysis and complexity analysis
of the proposed algorithms are conducted in Section 4.3, and the remarkable
extensions of the function index scheme are suggested in Section 4.4. For eval-
uations, extensive experiments are conducted in Section 4.5, and the empirical
results are presented with discussions. The summaries of this work on k-NN
and range searches are presented at the end of this chapter.
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4.1 Motivational analysis
This section presents important observations to exhibit the evidences of the mo-
tivations of this work. First, the necessity of expensive distance function is clari-
fied by the example of non-Euclidean distance. The superiority of the sequential
scan in high dimensional similarity search is then explained. In addition, with-
out conflicts with the common notations in Table 2.1, specialized notations for
the problems of k-NN and range searches are summarized in Table 4.1.
4.1.1 The curse of dimensionality
In [BGRS99], Beyer et al. gave the following theorem which shows that the
difference between the maximum and minimum distances becomes less signif-
icant as the dimensionality increases. This means that in the high dimensional
applications, it is hard to discriminate the “nearness” among different points. In
such cases, all data points may be finally clustered to a single group. Therefore,
any spatial indexes based on space or data partitioning will be powerless.
Theorem 4.1 (Adapted for Lp metric) If limD!1 var
 jjXDjjp
E[jjXDjjp]

= 0 ;
then maxfjjXDjjpg minfjjXDjjpg
minfjjXDjjpg !p 0: Where E[X] and var(X) express the ex-
pected value and the variance of the variableX respectively. jjXDjjp means the
Lp-norm of X (against the origin) in the D-dimensional space.
On the other hand Aggarwal et al. figured out another result as follows.
Theorem 4.2 ( [AHK01]) Let F be the uniform distribution of N points and
p = 1=l for some integer l. Then,C
q
1
2p+1  limD!1

maxfjjXDjjpg minfjjXDjjpg
minfjjXDjjpg
p
D 
C  (N   1) 
q
1
2p+1 for some constant C.
By this, they argue that though the discrimination affected by dimensionality
negatively, a smaller p helps to affect it positively.
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Figure 4.1: Trends of the maximum and minimum Lp distances in different
dimensionalities on synthetic data: (a) p = 2:0, N = 1000; (b) p = 0:5, N =
1000.
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The results are confirmed by a synthetic dataset (Figure 4.1) and a real
dataset (Figure 4.2). Figure 4.1 (a) shows the confirmation of the first theo-
rem: the maximum and minimum distance increase almost in the same rate for
p = 2; while in (b) of the figure where p = 0:5, the maximum distance increases
much faster than the minimum distance as the dimensionality increases, which
is the conclusion of the second theorem.
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Figure 4.2: Trends of the difference between maximum and minimum Lp dis-
tances varying values of p (D = 12 for Japanese Vowels, and D = 60 for
Synthetic Control Chart Times Series).
Figure 4.2 shows yet another result on the real datasets collected from the
online UCI KDD Archive1. The trends of the differences between maximum
and minimum Lp distances are compared by varying p on two different real
datasets: 1) 12-dimensional Japanese Vowels, and 2) 60-dimensional Synthetic
1http://kdd.ics.uci.edu/summary.task.type.html
4.1. Motivational analysis 51
Control Chart Time Series. Obviously for both datasets the difference increases
when p decreases. This confirms the second theorem: the data become more
discriminative in Lp spaces as p decreases.
4.1.2 Properties of Lp distances
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Figure 4.3: The Unit spheres in Lp spaces with different p’s. Vectors on the
sphere have the same distance from the center and cannot be distinguished from
each other.
Figure 4.3 displays some shapes of Lp spaces for different p’s. As shown
in Figure 4.2, the difference between the maximum and minimum distances de-
creases as p enlarges. As an extreme example, the unit sphere of L1 is the
square and when the dimensionality is very high. The vectors seem to concen-
trate on the sphere face and make it difficult to distinguish each other. From
these spaces, two properties are also observed which affect the search result and
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efficiency.
Property 1 Lp does not keep distance order for different p.
In other words, let p1 6= p2, and w1; v1; w2; v2 be four vectors in the
same dimensional space. Then Lp1(w1; v1) > Lp1(w2; v2) does not imply
Lp2(w1; v1) > Lp2(w2; v2). It needs only an example to prove this property.
In the two dimensional space [0; 1)2, let w1 = w2 = (0; 0); v1 = (0; 1), and
v2 = (0:5; 0:5). Then 1 = L2(w1; v1) > L2(w2; v2) =
p
0:52 + 0:52. On the
other hand, 1 = L1=2(w1; v1) < L1=2(w2; v2) = (
p
0:5 +
p
0:5)2.
Figure 4.4: Image search results for 10-NN search on (left) L2 space and L0:3
space, respectively. On top of each figure is the same query image.
This property explains the demonstration results in Figure 4.4. As examples,
10-NN results are retrieved from the Corel GALLERYTM 1,000,000 for p taken
0.3 and 2 respectively. In both cases, the top 4 most similar images are found.
But by p = 0:3, it also finds two other images (the 7’th and the 8’th) which look
more similar than the ones by p = 2.
Though Lp for general p leads to a good search result, it brings trouble as
well. The following property points to the cases when space partitioning index
will be useless.
Property 2 When p < 1, Lp is not metric space.
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Similarly, it needs only to show an example that violates any metric con-
ditions. Also in [0; 1)2, let o = (0; 0); u = (0; 1), and v = (1; 1). Then
L1=2(o; u) + L1=2(u; v) = 1 + 1 is smaller than L1=2(o; v) = (
p
1 +
p
1)2
which does not satisfy the triangle inequality.
Consequently, and similar to the argument in [AHK01], a distance function
other than the Euclidean one is necessary in high dimensional applications. On
the other hand, the computational cost of Lp functions is some thousand times
more than general addition and/or multiplication. Therefore, efficient and effec-
tive method should be proposed to avoid Lp distance computations.
As for comparison between partition-based indexes and the sequential scan,
[WSB98] confirmed the priority of the sequential scan by three conclusions, in
terms of performance, complexity and degeneration. More detailedly, it pointed
out that for any clustering and partitioning method there is a dimensionality
beyond which all blocks are accessed and hence the complexity becomesO(size-
of-DB), and therefore the sequential scan performs better.
4.2 The function index approach
The details of the function index approach are introduced in this section, includ-
ing the key idea of function index, and algorithms for k-NN and range searches.
4.2.1 Terminologies
For convenience, additional terminologies are introduced to clarify the scheme
of function index approach. Notations are summarized in Table 4.1.
At first, conforming to the data definitions in Section 2.2, multidimensional
data is represented by the symbol v. Usually, in a multidimensional data set or
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database V , vi is used to denote the ith data in V , and v:xd means the coordi-
nate value in dth dimension of v. Without loss of generality, all data and q are
normalized to theD-dimensional space S = [0; 1)D. Inside the computations of
Lp distances, d is employed to refer to the difference between q and v in dth
dimension, i.e., d = jq:xd   v:xdj. Then, the Lp distance between q and v can
be rewritten as Lp(q; v) =
p
qPD
d=1 
p
d. The lower and upper bounds of v derived
by the function index, are denoted by lb(v) and ub(v), respectively. A parameter
B is the number of divisions on the numeric range [0; 1).
Table 4.1: Notations for k-NN and range searches
Symbols Meanings
vi ith data vector, vi 2 V , the same as v when the order i does not sound.
v:xd v’s coordinate value of dth dimension. v:xd 2 [0; 1)
q a query vector, q 2 [0; 1)D
d the difference between q and v in dth dimension, jq:xd   v:xdj
Lp(q; v) Lp distance between q and v, Lp(q; v) =
p
qPD
d=1 
p
d
lb(v); ub(v) lower & upper bounds of v, respectively: lb(v)  Lpp(q; v) < ub(v)
B parameter: the number of knots dividing [0,1)
k specified parameter for k-NN search, k 2 N
r specified distance radius for range search, r 2 R and r > 0
Vk the answer set of a k-NN(q) search instance
Vr the answer set of a RQ(q,r) search instance
Besides, the definitions of k-NN and range queries are recalled in the fol-
lowing, which were presented in Section 2.3.1.
k-NN query (Definition 2.1): Given a vector database V , a vector q and a nat-
ural number k, a k-NN query finds the k vectors nearer to q than other vectors.
A k-NN query, k-NN(q), returns Vk  V such that
jVkj = k ^ 8v 2 Vk; 8v0 2 V nVk (dist(q; v)  dist(q; v0)):
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Range query (Definition 2.2): Given a vector database V , a vector q and a
real number r, a range query finds the vectors within distance r from q, that is,
RQ(q; r) = fv j dist(q; v)  r ^ v 2 V g:
4.2.2 Scenarios of key ideas
Based on the previously introduced notations, the key ideas of the function index
approach are illustrated by examples in Figure 4.5 and 4.6.
First, it is explained how the bounds are assembled by Figure 4.5. It is worth
emphasizing that the virtual grid lines are drawn only for understanding, and that
there is no necessity to really partition the space. For simplicity, suppose that the
space is two dimensions and normalized (that is, [0; 1)2) and that the distance
function is Lp with a fractional p (0 < p < 1). The first example supposes that
the problem is to find answers from a large set of vectors within a distance r
away from a given query point q = (q:x; q:y). Because the calculation of ()p
is expensive, the aim is to avoid such calculations as many as possible.
Suppose that the interval [0, 1) is divided into B=10 equal blocks, by points
t=10; t = 0; 1; : : : ; 10. Preparing c[t] = (t=10)p; t = 1; : : : ; 9 costs 9 calcula-
tions of p-power (c[0] = 0 and c[10] = 1 are trivial). These c[t]’s are enough
to construct the upper and lower bounds for the efficient nearest search for all
vectors. In other words, though c[] is one dimensional, it is commonly used for
all the dimensions.
The pre-computed c[] are used to assemble the values of the “knots” of the
grid net, for instance in Figure 4.5 (c), Lpp(q; p1) = c[2]+c[2]. Note that the first
c[2] expresses that the distance between q and p1 projected on x-axis is 2 knots,
while the second c[2] expresses the same distance on y-axis, and they share the
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same array c[]. Each vector falls in one of the rectangles bounded by 4 corner
knots, whose nearest one and farthest one to q represent the lower bound and the
upper bound of the distance between v and q, respectively. For vector v of Figure
4.5 c), the bounds are Lp(q; p1) and Lp(q; p2) because Lp(q; p1)  Lp(q; v) <
Lp(q; p2). It should be emphasized again that the grid net in the figure is drawn
only for the sake of understanding. It does not represent the partition of the real
space, nor the coordinate system. Hence, as shown in Figure 4.5 a) and b), it
never means that the query point q must locate in the origin, but instead q can
be assigned anywhere.
In Figure 4.5 c), taking a data vector v = (v:x; v:y), suppose the task is to
find whether Lp(q; v)  r holds. Before computing the exact distance
Lp(q; v) =
p
pjq:x  v:xjp + jq:y   v:yjp, in some cases the answer can be given
with less computation. Denote jq:x  v:xj and jq:y   v:yj shortly by x and y,
respectively, obviously 0  x < 1. So there exists a tx 2 f0; 1; : : : ; 9g such
that tx
10
 x < tx+110 and thus c[tx]  px < c[tx + 1]. For the same reason, there
exists a ty such that c[ty]  py < c[ty + 1]. Consequently,
lb  c[tx] + c[ty]  Lpp(q; v) = px + py < c[tx + 1] + c[ty + 1]  ub
This tells us that lb and ub are a lower bound and an upper bound of the
distance between q and v, respectively. In other words, if lb > rp then it is
known that the real distance will never be less than rp, hence the vector can be
safely discarded. On the other hand, if ub  rp is satisfied then v is added to
the answer set immediately. Noting that both the upper bound and the lower
bound can be simply assembled by looking up the pre-computed array c[], most
vectors are judged without the expensive p-power calculations.
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Figure 4.5: A 2-dimensional example of function index: (a) the data space and
an arbitrary query vector; (b) “cover” the data space with a virtual grid net
centered at q; and (c) focus on one vector to see how bounds are assembled.
Further, back to Figure 4.5(b), the (lb; ub) of v4; v5 and v6 are (c[1]; c[1] +
c[2]), (0; c[1]+c[1]) and (c[2]; c[1]+c[3]), respectively. The locations of vectors
at the left of, or under, q do not mean negative coordinates in this virtual grid
net. In other words, when analyzing the distance, it is possible to imagine such
vectors in their symmetric side and to consider only the positive sub-plane.
The examples of the range query and the k Nearest Neighbors (k-NN) query
processing are illustrated in Figure 4.6. In a), v1 is included into the answer
set automatically because even its upper bound to q (Lpp(q; p1) = c[3] + c[1])
is less than rp. On the other hand, v2 is discarded because its lower bound
(Lpp(q; p2) = c[4] + c[3]) has already exceeded r
p. Unfortunately, whether v3
satisfies the range condition is unknown and the real distance must be examined.
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Nevertheless, a more detailed partition of [0, 1) to larger c[] can reduce such a
v3 area easily. Because c[] is not stored in the secondary storage, the total
extra cost to double the partition is only to double computation of c[] and the
in-memory array of it.
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Figure 4.6: (a) Example of Range query: v1 is answer while v2 is not. v3 needs
a further check. (b) Example of 2-NN query
In b), suppose that database V consists of eight vectors v1; v2 : : : ; v8 being
accessed in the order of their subscriptions and a k-NN search (k = 2) of the
given q from V is required. This k-NN query is processed in two phases. The
first phase excludes those vectors which have no possibility to be answers to
k-NN. In filtering phase, only the bounds of the distance between each vector
and q are necessary. The second phase refines the candidates remained after the
previous phase and gives exact answers to the k-NN.
To process 2-NN, firstly, the lower bounds of v1; v2 (lb(v1) and lb(v2)) are
obtained by looking up c[] as above descriptions. Meanwhile, v1; v2 are taken
as the first two candidates. Their upper bounds and lower bounds are sorted
in ascending order, respectively. Now that there are k (here, 2) upper bounds
found, ideally the newly scanned approximations can be discarded or can re-
place existing ones.
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When v3 is encountered, its lower bound lb(v3)( Lpp(q; p1)) is compared
with the existing larger (hence v1’s) upper bound ub(v1)( Lpp(q; p4)). Because
the former one is smaller, v3 is added to the candidate set because it is not sure
currently which of v3 and v1 has a smaller real distance to q. On the other hand,
the next encountered v4 is discarded because lb(v4)  maxfub(v2); ub(v3)g.
Therefore the real distance Lp(q; v4) between v4 and q can never be less than
that of either v2 or v3. Since there already exist at least two other nearer vectors
to q than v4, v4 will never have chance to be 2-NN of q.
Similarly, v5; v7 and v8 are discarded. On the other hand, v6 remains because
its lower bound is less than that of v2
So after the filtering phase, v1; v2; v3; v6 are left as candidates. Then in the re-
finement phase, the real distance between vi and q is examined for i = 1; 2; 3; 6.
This examination finally decides that v3 and v6 are the answers to 2-NN of q.
Distinction from table look-up
Though the example starts from preparing the array c[] for look-up, the main
point of the function index is on how to determine the grids independent to the
query point and construct upper and lower bounds for efficient filtering. As
will be shown in Section 4.2.3, the main effort of the approach is to design the
filtering and refinement algorithms using the bounds. In assembling the bounds,
it is found that the values of the grid points are common to all dimensions;
hence they can be pre-computed and stored in an array, which further enhances
the efficiency.
Approaches by look-up are not competitors of function index in this disser-
tation because look-up is taken as a basic technique here. In other words, sim-
ply looking up the array c[] helps nothing in estimating the distance between
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the query point and the data point. However, the function index technique can
strictly estimate the bounding distances by skillfully using table look-up. This is
the main distinction and somehow like many B-tree based search methods that
are not compared with B-tree itself even they finally store the data in B-tree.
4.2.3 Algorithms for k-NN(q) and RQ(q,r)
Table 4.1 first gives the notations that will be used throughout this work, though
some have been used in the previous sections.
Let V and q be a data set and a query, respectively, as in Table 4.1, r be
a positive real number and k be a natural number. A range query is to find
those vectors in V within distance r from q, with respect to Lp distances. A
k-NN query aims at finding the k nearest vectors in V to q with respect to Lp
distances.
A range query is formally expressed by finding the answer set Vr where
Vr = fvjv 2 V; Lp(q; v)  rg
On the other hand, the answer set Vk of a k-NN query satisfies all the fol-
lowing conditions all together. The first condition says that there are at least
k vectors in the answer set. By the second condition, Vk becomes less than k
vectors if the farthest vector(s) are removed. This happens when several vectors
have exactly same distance from q.
8v 2 Vk; 8u 2 (V   Vk); Lp(q; v) < Lp(q; u) and
jVkj = k ^ jVk   arg maxv2VkfLp(q; v)gj < k
Since the exponent is computationally expensive, it is meaningless to com-
pute each element pd of the arbitrary Lp function by its original definition. It
is possible to generalize the description of the processing mentioned in Section
4.1 and to develop the following efficient solution.
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The range query algorithm
First of all, the Function get-bound is commonly used in both the range query
algorithm and the k-NN algorithm, so it is isolated for readability. The action
of this function is clear and does not need explanation.
Function get-bound(v, q, c[0..B])
Input: v = (v:x1; : : : ; v:xD) is a vector of V ,
q = (q:x1; : : : ; q:xD) is the query vector,
c[0::B] is the index of ( i
B
)p, i = 0::B.
Output: [lb; ub], a pair of lower and upper bounds.
1 begin
2 for d = 1; 2; : : : ; D do
3 td  bjq:xd   v:xdj  Bc //quantify the knots
4 end
5 lb(v) 
PD
d=1 c[td], ub(v) 
PD
d=1 c[td + 1]
6 return [lb; ub]
7 end
Our algorithm for processing range queries is very simple. As in Algorithm
Range-query (Alg. 4.1), it scans each vector, assembling its bounds by calling
Function get-bound, then comparing them with the given range r. Naturally, in-
stead of comparing Lp(q; v) with r for all v of V , it is much cheaper to compare
Lpp(q; v) with r
p because Lpp(q; v) is assembled from c[] straightforwardly. The
value replacement of r is reflected at line 3 in the algorithm. Line 6 decides
those vectors which are surely in the answer set while line 8 excludes those
vectors which never have the possibility to be answers. If neither of the above
happened, then the real distance has to be examined in line 10.
The Range-query algorithm is simple, while the difficulty comes from the
estimation of an appropriate value of the parameter B. Nevertheless, by cost
analysis (Section 4.3), it is possible to have a hint in given B for efficient fil-
tering. Further, since c[] is the only array calculated on the fly and keep in the
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Algorithm 4.1: Range-query
Input: V , q, B, and r as in Table 4.1.
Output: Answer set Vr.
1 begin
2 c[0] = 0, c[B] = 1, c[t] (t=B)p for t = 1; 2; : : : ; B   1
3 r  rp;Vr  ; //bounds will be compared with rp
4 foreach v 2 V do
5 (lb(v); ub(v)) get-bound(v; q; c)
6 if ub(v) < r then
7 Vr  Vr [ fvg //upper bound under r: be an answer
8 else if lb(v) > r then
9 discard v //lower bound exceeds r: cannot be an answer
10 else if Lpp(q; v)  r then //check real distance
11 Vr  Vr [ fvg
12 end
13 end
14 return Vr
15 end
memory, doubling the split (B ! 2B) doubles c[], which increases the over-
head very slightly. On the other hand, the methods that need secondary storage
are not designed for such dynamical change. An example is that the VA-file
needs to re-calculate the approximations of all vectors and store the enlarged
index file.
The k-NN query algorithm
The algorithm for processing k-NN queries is in the filtering phase and refine-
ment phase. The essential difference compared with the VA-file is that it is not
aimed at the reduction of the I/O cost but the computation cost. Since this al-
gorithm does not depend on any certain index, a query can also be processed
flexibly by changing B dynamically. Heap structures are introduced in both
phases to maximize the search efficiency. For readability, it is assumed that the
heaps are sorted in ascending order.
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Algorithm 4.2: k-NN-filtering
Input: Vector set V and query vector q, B and k.
Output: Cand : Candidate set associated with bounds.
1 begin
2 create heaps Cand and Hu
3 c[0] = 0, c[B] = 1, c[t] (t=B)p for t = 1; 2; : : : ; B   1.
4 foreach v 2 fv1; v2; : : : ; vkg do
5 (lb(v); ub(v)) get-bound(v; q; c)
6 insert (v; lb(v)) into Cand //lb(v) as sorting key
7 insert ub(v) into Hu //Hu is sorted
8 end
9 foreach v 2 V   fv1; v2; : : : ; vkg do
10 (lb(v); ub(v)) get-bound(v; q; c[B])
11 if lb(v)  Hu[k] then
12 insert (v; lb(v)) into Cand
13 insert ub(v) into Hu
14 end
15 end
16 return Cand
17 end
The filtering phase is based on the idea that 8v1; v2 2 V , lb(v1)  ub(v2))
Lp(q; v1)  Lp(q; v2). Generally, if k candidates are in hand and the largest up-
per bound among them is ub(vk), then a new encountered vector v can be safely
discarded the moment lb(v)  ub(vk) is found. The Algorithm k-NN-filtering
(Alg. 4.2) describes this processing formally. Before all else, c[t] is obtained
by B   1 p-power calculations. Then the first k encountered vectors associated
with their lower bounds sorted in ascending order are added to candidate heap
Cand. The first k upper bounds are also inserted to heap Hu(of fix size k, and
sorted). This guarantees that there are at least k candidates (line 4-8). Then each
later coming vector is compared to the largest upper bound found so far (Hu[k]
at line 11). The vector is added to Cand only if its lower bound does not exceed
Hu[k]. Adding a vector to Cand also causes the replacement of the top element
in Hu (line 13), which tightens the upper bounds contiguously.
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In the algorithms, some details are hidden to make the description simple
and more readable. In real world, the heap Hu is implemented as fix size k to
store the k upper bounds. Then for example in line 13, before an insertion to
Hu is really carried out, the kth value is removed unconditionally. Overwriting
the kth position without checking whether it is empty makes the execution more
efficient. Moreover, it is not actually necessary that Hu is sorted. Being a heap,
the largest element found at the root is enough for the filtering purpose.
Algorithm 4.3: k-NN-refinement
Input: V , q, B, k.
Output: Answer set Vk (in heap structure).
1 begin
2 Cand  Call k-NN-filtering //Alg. 4.2
3 Vk  ;
4 for i = 1; 2; : : : ; k do
5 (v; lb(v)) Cand [i]
6 compute Lpp(q; v) //the real distance
7 insert (v; Lpp(q; v)) into Vk
8 end
9 for (i = k + 1; i  size-of(Cand ); i++) do
10 (v; lb(v)) Cand [i]
11 if lb(v) > (Lpp(q; vk) of Vk[k]) then break
12 else insert (v; Lpp(q; v)) into Vk
13 end
14 return Vk[i]; i = 1; 2 : : : ; k
15 end
Noting that when there comes a new vector having the upper bound exists
in Hu, it is added to the candidate set while Hu remains unchanged. Therefore,
usually several times more vectors than jVkj remain after the filtering phase, so
it is necessary to examine the real distance. Algorithm k-NN-refinement (Alg.
4.3) provides a sophisticated method to do this. For a similar reason as in the
previous phase, to guarantee k vectors, the first k candidates in Cand is added
to answer set Vk unconditionally (line 4-8). Noting again that Vk is sorted by
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Lpp(q; vi), instead of simply examining all the remaining vectors in Cand and
updating Vk, a technique is developed to accelerate the termination. Using the
fact that real distance (= ub = ul) is the tightest bound, the condition in line
11 terminates the algorithm immediately when a lower bound lb(vi) is found
that exceeds the k’th distance Lpp(q; vk) of Vk[k]. Because Cand was sorted
in ascending order of lb (in the filtering phase), vectors (say, vj) after vi have
larger lower bounds than lb(vi); hence their real distance to q can never be under
Lp(q; vk). It is clear that such vj can be safely discarded by expressing the
relationship formally as follows.
Lpp(q; vj) > lb(vj)  lb(vi) > Lpp(q; vk)
4.3 Efficiency and complexity analysis
There are various factors that influence the performance. First of all is the data
set. Either for the data index or for the function index, the efficiency of the
index-based query processing depends on the dimensionality of the data space,
the number of points in the database, the data distribution, and even on the cor-
relation of dimensions. The methods other than the function index are especially
affected by the complexity of the distance functions.
Our algorithms reduce the expensive cost of function computations such as
p-power by replacing it with the much cheaper multiplication and summation
for those vectors judged by the bounds. In other words, the efficiency of the
algorithm appears in the filtering effect: the more vectors are filtered out by
bounds, the more efficient it is. The filtering effect in both phases is analyzed.
The yardstick used here is one computational cost of the function (e.g., ()p),
66 CHAPTER 4. APPROACHES TOK-NN AND RANGE SEARCHES
denoted by Cp.
(a)
(b)
∆r
(c)
r
Figure 4.7: Estimating the candidate volume: (a) the candidate volume shell, (b)
the thickness of the shell, and (c) and upper bound of the volume of the shell.
The filtering effect strongly correlates with the tightness of the bounds, that
is (ub   lb). By Function get-bound,
r = ub   lb =
DX
d=1
(c[td + 1]  c[td]) =
DX
d=1
((
td + 1
B
)p   ( td
B
)p)
The maximum of this difference is (
PD
i=1 (
td+1
B
  td
B
)p)1=p = D1=p=B, which
happens as in Figure 4.7 (b). In each dimension, (ub   lb) is projected to a band
of width 1=B, and candidate vectors falling in such bands cannot be judged
at the point of time. Such candidates are kept for further examinations in the
refinement phase, in which real distance comparison is performed. The number
of such candidates is in proportion to the areas (columns) of the bands (sphere
shells) as shown in Figure 4.7 (a). Apparently, the purpose of reducing the
candidate vectors to as few as possible implies the need to reduce the above area
(volume). This is called the candidate volume and estimate it in the following
way.
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Range queries
In the best case when a vector is close to q, d = jq:xd   v:xdj is close to the
virtual original point and the candidate volume is 1. In the general case, the
volume is given by the “shell” of a hyper sphere,
V ol(ub; r)  V ol(lb; r);
where V ol(D; r) is given by using the expression of the volume of the hyper
sphere as Equation 4.1, where D is the dimensionality and r is the radius of the
hyper sphere.
V ol(D; r) =
D=2rD
 (1 +D=2)
=
8><>:
D=2rD
(D=2)!
if D  0 is even;
bD=2c2dD=2erD
D!!
if D  0 is odd:
(4.1)
The estimation is simplified by building an upper bound of this volume. In
Figure. 4.7 (c), the volume of the bounding box with the same “thickness”r is
apparently an upper bound of the sphere inside it. Concentrating on the bound-
ing box, and imagining the 2-dimension case, the worst case arises when the
vector is far away from q; hence the candidate volume, in terms of the number
of hyper cubes of length 1=B, will be the rim of the square, B2   (B   1)2.
Obviously the average estimation is (B=2)2   ((B=2)   1)2. The analysis is
extended to D dimensional space where generally the candidate volume is
(r +r=2)D   (r  r=2)D:
68 CHAPTER 4. APPROACHES TOK-NN AND RANGE SEARCHES
When B is large enough, this volume is estimated by
r O(max(rD 1; rD 1)):
Considering that the volume of the data space, in terms of hyper cubes length
1=B, is BD, the portion of the candidate volume against the whole dataset, is
r O(max(rD 1=BD; rD 1=BD)).
Because
r  D1=p=B , and r  (PDi=1(1  0)p)1=p = D1=p,
then
(rD 1=BD 1)  (D1=p=B)D 1 and rD 1=BD 1  (D1=p=B)D 1=B
Finally,
r O(max(rD 1=BD; rD 1=BD))
 r=B O(max(rD 1=BD 1; rD 1=BD 1))
 D1=p=B O(max((D1=p=B)D 1; (D1=p=B)D 1=B))
= D1=p=B O((D1=p=B)D 1) (because B > 1)
= O((D1=p=B)D)
Since D is fixed, it can be concluded that even in the worst case, the algo-
rithms need to check only a small portion of the whole dataset by assigning the
value of B larger than D1=p several times. In other words, almost all the vec-
tors can be judged in the first phase. It is also worth noting that the worst case
happens only in the case when q is given as the vertexes (all q:xd’s are binary 0
or 1); and all the data concentrate to the opposite angle of q, that is, all v:xd’s
are 1 or 0. The extreme case is when q is the original point, then all N = jV j
data vectors concentrate to a single point (1; 1; : : : ; 1). However, in this case,
the intersection between the dataset V and the candidate volume is only the few
points around the vertex (1; 1; : : : ; 1).
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k-NN queries
In the first phase, the computation of ()p is necessary for c[]. Therefore the
cost is B Cp. To estimate the number of the real distance computations in the
second phase, it is needed to estimate the candidates left after the filtering phase
(size of Hl in Algorithm k-NN-filtering (Alg. 4.2)). Imaging from two extreme
cases, it can be known that the number strongly depends on the distribution of
the vectors: when at least some k vectors fall in the same block of q, then it is
the number of all vectors in this block; when more thanN  k vectors distribute
on the surface of [0; 1)D, then the number may be as large as N .
As in the experiments for uniform distribution, this number is usually several
ten times larger than k. In the second phase of the Algorithm kNN-refinement
(Alg. 4.3) with the technique that accelerates the termination, the number of
vectors that need actual computation is reduced to several times of k. Using the
same policy in dimension partition, the experiment in VA-file [WSB98] holds
also here. In [WSB98], it shows that for uniformly distributed data, for D =
50; k = 10; N = 5 105, and each dimension is split by 8 bits (corresponding
to B = 28 in this paper), the selectivity of the filtering phase is around 0.1%. In
the experiments (e.g., Fig. 4.23), it also shows that B = 128 is large enough,
and the efficiency keeps unchanged for B > 128.
4.4 Remarks on extensions
Till now I have explained our algorithms by applying the function index to Lp
distances and have not considered any kinds of traditional data indexes. I now
would like to put some remarks on the extensions of our approach in several
directions.
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Employing other distance functions
Our method can also be applied to any other distance function if it is calculated
from the coordinates. The Mahalanobis distance is shown as an example, which
is involved in many outlier detection methods as mentioned in [FZFW09], in the
following.
The Mahalanobis distance is defined as a dissimilarity measure between two
random vectors ~x and ~y following the same distribution with the covariance
matrix S :
d(~x; ~y) =
p
(~x  ~y)TS 1(~x  ~y):
The Euclidean distance can be considered as a reduction of the Mahalanobis
distance when S is the identity matrix. If the covariance matrix is diagonal,
then the resulting distance measure is called the normalized Euclidean distance.
Though the calculation of S 1 is time consuming, it is not necessary to calculate
it every time a query is evaluated. Normalize the coordinates to [0; 1), then
the corresponding S 1 can be pre-computed once and stored. With this, the
values of the “knots” for each dimension can also be pre-computed and used as
the bounds in the similar way. The storage cost is jV j2size-of-floating-point-
number as well as Dsize-of-c[]. One limitation of distance functions such as
the Mahalanobis distance is that they are not suitable for dynamic (e.g., stream)
data.
It is worth noting that the more expensive the function is, the more benefit it
obtains from using our method.
Combining with other indexes
Since our approach concentrates on the cost of the function computation, it dif-
fers from other approaches based on data index. Our algorithms find their roles
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in the fields with expensive functions which attracted attention in [CYY+92,
Hel98]. For well indexed data using traditional methods such as surveyed in
[GG98], our algorithms can be applied to the data set after filtering by data
indexing. The function index will play an active part in the new kinds of
searching that need more distance calculations such as ANN( [PTMH05a]) and
RNN( [YTM06]).
For high dimensional data vectors, the VA-file ( [WSB98]) based on the
sequential scan is known to be more efficient. To such methods, our algorithms
can be applied in their original styles to V (e.g., VA-file).
On non-uniform distribution data
For the original cases, in which distances on all coordinates are computed by
a single function, different distributions do not affect the performance signifi-
cantly. For instance, doubling the number of grids in each dimension from 1000
to 2000 increases the calculation of the function by 1000, which is ignorable
compared with the huge number of high dimensional data vectors in V . It is
worth noting that doubling the number of grids makes the D dimensional space
separated to 1=2D thus can enhance the filtering effect significantly.
However, in the case when the distance on each dimension is calculated by
different functions, the calculation as above will be increased by 1000 times D.
There are two kinds of approaches which can be taken to address such cases.
One is to divide the functions into “expensive” and “not expensive”, and index
only the expensive ones. The other is to divide the [0, 1) of coordinates to nearly
similar to the distribution of the data on this dimension.
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Applying to dimension-wise distance functions
In the case when the distance on each dimension is calculated by different func-
tions, the calculation as above will be increased by 1000 timesD. As mentioned
above, dividing the functions into “expensive” and “not expensive” and indexing
only the expensive ones could be a feasible policy.
4.5 Experimental evaluations
Table 4.2: Parameters used in experiments
Symbols Default values Descriptions
N 166416 the number of vectors in data set
k 10 the number of similar vectors to be searched
D 63 dimensionality
p 0.3 the degree of power
B 128 the number of knots
r 0.3 the radius of range queries
In this section, the quality of Lp function with fractional p as an example is
evaluated to show the advantages of expensive functions, All experimental re-
sults presented in this section are performed on an Intel-based computer system
running under Linux. The CPU is Intel(R) Xeon (R) 2.83 GHz and the amount
of main memory is 8.0GB. Programs are implemented in the C++ language.
4.5.1 Quality of Lp-distance for k-NN search
As mentioned at the beginning, the parameter p in the Lp distance is sensitive
in high dimensional spaces. Using the fractional p can give better results than
other distance metrics, such as the Euclidean distance (p=2). Responding to this
argument, an extensive study was performed to capture the behavior of the Lp
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distance functions varying the parameter p over different datasets. The quality
of k-NN search applying different Lp distances is examined, and the precision
versus recall graphs are constructed as well. This section is composed of the
primary settings and the results of the study.
Primary settings
Seven real datasets from the UCI machine learning repository2 are used. All of
these datasets are prepared for classification tasks which have a large number of
feature variables, and a class label to identify the classification. The information
of these datasets are summarized in Table 4.3.
Table 4.3: The real datasets used in the experimental study.
Name Features (Dimensionality) Cardinality Classes
Musk 166 476 92
Breast Cancer (wdbc) 30 569 2
Breast Cancer (wpbc) 33 194 2
Ionosphere 34 351 2
Wine (Red) 11 1599 6
Wine (White) 11 4898 7
Image Segmentation 19 2100 7
In order to capture the trend of changing the parameter p in Lp, and to eval-
uate the quality of the similarity search applying Lp to k-NN, the following two
measures are used:
1. Accuracy ratio of label matching: This is the primary measure that it is
used to analyse the trend when different p’s are used in the Lp. Designated by
the providers, the class label of each object in the datasets is known. The same
as the one used in [AHK01], the measure used here is described as follows. For
each dataset, each object is chosen as the target (query) object, then the k-NN
2http://www.ics.uci.edu/˜mlearn/MLRepository.html
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search using Lp is executed on the dataset without seeing the class label. The
total number of the k nearest neighbors is counted that have the same class label
as the target object over all the different target objects. Then the accuracy ratio
of label matching is calculated by dividing the total number of objects in the
same dataset. With this measure, the trend of the accuracy when differing p,
which presents sensitive behavior of different similarity functions, is compared.
2. Average precision versus recall: Asmentioned in the literature [MRS08],
this is the well known measure to evaluate the ranked retrieval results. In this
study, the answers to the k-NN search are ranked by their similarities to the
query. Therefore, this measure can be employed to evaluate the quality of the
similarity search. 100 queries were randomly generated from each dataset, and
executed k-NN search varying the parameter p. Then the average precision
across 100 queries is measured at the 11 standard recall levels of 0.0, 0.1, 0.2,
..., 1.0. For the computation of the precision, the labels of the k objects in the
answer set are examined. The object holding the same label with the query is
considered as the true positive, otherwise is false positive. To compute the re-
call, it is assumed that the true answer set according to the original classification
in the dataset, and specified the same value of k as the number of objects in
the true answer set. Finally, the continuous precision-recall curve is plotted to
confirm the trends of different Lp distance parameter p.
Study results
As shown in Figure 4.8, k-NN queries were executed on different datasets, vary-
ing the value of k from 1 to 5. Meanwhile, p are assigned values 0.3, 0.5, 0.7,
1, 2, 4, 10, in the computations, respectively. The y-axis denotes the accuracy
ratio of label matching, and the x-axis denotes values of p. As illustrated by
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Figure 4.8: Accuracy ratio of correct class label matching between the k nearest
neighbors and the query target. Each graph represents the results on a dataset.
76 CHAPTER 4. APPROACHES TOK-NN AND RANGE SEARCHES
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Pr
ec
is
io
n
Recall 
 (a): Breast Cancer (wdbc)
0.1
0.3
0.5
0.7
1.0
2.0
4.0
10.0
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Pr
ec
is
io
n
Recall 
 (b): Breast Cancer (wpbc)
0.1
0.3
0.5
0.7
1.0
2.0
4.0
10.0
 0.58
 0.6
 0.62
 0.64
 0.66
 0.68
 0.12  0.16  0.2
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Pr
ec
is
io
n
Recall 
 (c): Ionosphere
0.1
0.3
0.5
0.7
1.0
2.0
4.0
10.0
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Pr
ec
is
io
n
Recall 
 (d): Image Segmentation
0.1
0.3
0.5
0.7
1.0
2.0
4.0
10.0
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Pr
ec
is
io
n
Recall 
 (e): Wine (Red)
0.1
0.3
0.5
0.7
1.0
2.0
4.0
10.0
 0.35
 0.4
 0.3  0.35  0.4
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Pr
ec
is
io
n
Recall 
 (f): Wine (White)
0.1
0.3
0.5
0.7
1.0
2.0
4.0
10.0 0.35
 0.36
 0.37
 0.38
 0.39
 0.12  0.16  0.2  0.24
Figure 4.9: Average precision vs. recall graph across 100 queries, varying dif-
ferent Lp distance parameter (p) to execute k-NN query on different datasets.
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these subfigures (a)-(f), it is clear that the trends from L0:3 to L10 present in the
similar ways, except for a few exceptions in Figure 4.8(a). The major trends
in these subfigures for different datasets show that the accuracy decreases when
p increases. Particularly, when p is less than 1:0, the accuracy is always better
than larger p. By this observation, it is confident that the fractional norm Lp
enhances the accuracy of similarity search for these datasets.
Following the same experimental settings, 100 k-NN queries were executed
on different datasets, varying the parameter p from the set of 0.1, 0.3, 0.5, 0.7,
1.0, 2.0, 4.0, 10.0. The precision-recall curves are illustrated in Figure 4.9,
where each subfigure demonstrates a different dataset. The y-axis and x-axis
denote the precision and recall, respectively. In spite of a few exceptions, the
major trends in subfigure (a)-(f) indicate that the similarity functions using frac-
tional parameter p could achieve higher precision. Especially, the Figure 4.9(d)
presents distinct result to support this major trend. In other words, this ob-
servation implies that preferring the fractional parameter p can guarantee even
upgrade the quality of similarity search.
4.5.2 Efficiency evaluations
To confirm the efficiency of the proposed technique, experimental evaluations
were performed to compare the following related methods.
 [FunIndex] the function index approaches to k-NN and range searches.
 [SeqScan] the simple sequential scan as a baseline method.
 [VA-file] the near-optimal search algorithm (VA-NOA) of VA-file [WSB98]
method (see Section 3.2.3).
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 [R-tree] the best-first search algorithm [HS99] based on the well accepted
R-tree variant of R-tree.
Though many improvements such as M-tree [CPZ97], slim-tree [JTSF00] or
recent NAQ-tree [ZA10] are considered to be more efficient than R-tree, they
are designed basically for metric space and are not compared here. Moreover,
these methods produce non-disjoint partitions. Such indexes perform well for
datasets which can be clustered hierarchically. Their performance decline when
data cannot be well separated. The extreme case is the uniformly distributed
data. It can be believed that the comparison with one of such indexes helps to
understand the properties of our method.
Two kinds of data sets were used for experiments: a synthetic data set and a
real data sets. The synthetic one is the set of uniformly distributed vectors. The
real data set is the Corel Image Features taken from the Corel GALLERYTM
1,000,000 3. In the experiments, one set of features is extracted from all PNG,
JPG, and GIF images contained in this image collections. Totally, 166,416 fea-
ture vectors of color moments are extracted. The feature vectors of color mo-
ments are composed of 9 dimensional values as follows.
Color Moments: 9 dimensions (3  3) vectors the 9 values are:
(one for each of R,G, and B in the RGB color space)
 mean,
 standard deviation, and
 skewness.
The distance between the Color Moments of two images represents the dis-
similarity (distance). In order to verify the effect of dimensionality, Some of the
3 A product of image collections published by COREL CORPORATION and COREL COR-
PORATION LIMITED, http://www.corel.com/
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9 dimensions are randomly re-used to generate new dataset having multiples of
9 dimensions. Meanwhile, the whole dataset is divided into several sizes of sub
dataset, so that the experimental performance can be examined with the change
of sizes. Additionally, all data are normalized to the [0; 1)D space. It can be
confirmed that the proposed technique is consistently effective for all the data
sets. The parameters used in the experiments and their default values are given
in Table 4.2.
The extensive experiments on k-NN search compare the function index method
with three related methods, the VA-file, the R-tree and the Sequential scan. In
the result figures, they are shortly named as FunIndex, VA-file, R-tree, and SeqS-
can, respectively. The R-tree algorithm is implemented using the Spatial Index
Library 4.
The experimental performance is reported by changing the following pa-
rameters, N (the size of dataset), D (the dimension of data vector), and B (the
number of “knots”). The currently changing parameter is dependent on the other
fixed parameters denoted in the figures. All the CPU cost is computed by issu-
ing 100 different queries and taking their average. The queries for synthetic
dataset are generated randomly holding the same distribution of the dataset, and
the ones for the real dataset are randomly sampled from the original dataset.
Cost of exponential computation
First of all, the cost for computing pth powers is reported, confirming that it is
greatly dominant when p is fractional. Figure 4.10 shows the elapsed time for
computing dp with fractional p. As shown in this figure, when p is fractional
(here, i.e., p = 0:35), the cost is some thousand times larger than that of the
4 http://research.att.com/˜marioh/spatialindex/
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Figure 4.10: Cost comparison on dp(p = 0:35) vs. d2
Euclidean distance.
Range queries on synthetic and real datasets
For range queries, experiments were conducted on both synthetic and real datasets.
Most of the results on synthetic dataset are not included here. The reason is that
it can be believed from the results that one cannot obtain new information other
than what has been pointed out by so many researchers: in high dimensional
spaces, the partitioning based index performs poor for uniformly distributed
datasets. As representatives, two results on synthetic dataset for range and k-
NN searches are shown in Figure 4.18 and 4.19, respectively.
The experiments are illustrated in pairs in Figure 4.11, 4.12, 4.13, 4.14, 4.15,
4.16, and 4.17. In each figure, (a) and (b) give two results in correspondence
with two different remarkable p values, 0.3 and 2.0, respectively. D is fixed
to 9, or 64, referring to low or high dimensions, respectively. The x-axis is
displayed in logscale.
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Figure 4.11: Comparison on changing range r (low dimensional real dataset);
parameters correspond to Table 4.2
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Figure 4.12: Comparison on changing range r (high dimensional real dataset);
parameters correspond to Table 4.2
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Figure 4.13: Comparison on changing number of “knots” B (D=9, low dimen-
sional real dataset); parameters correspond to Table 4.2
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Figure 4.14: Comparison on changing number of “knots” B (D=63, high di-
mensional real dataset); parameters correspond to Table 4.2
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Figure 4.15: Comparison on changing size of datasetN (D=9, low dimensional
real dataset); parameters correspond to Table 4.2
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(b) Dataset size #N (x1000) 
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Figure 4.16: Comparison on changing size of dataset N (D=63, high dimen-
sional real dataset); parameters correspond to Table 4.2
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Figure 4.17: Comparison on changing dimensionalityD (real dataset); parame-
ters correspond to Table 4.2
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Figure 4.18: Comparison on changing dimensionality D (synthetic dataset);
parameters correspond to Table 4.2
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The first experiment is on the changing radius r, shown in Figure 4.11 and
4.12. As mentioned in cost analysis, theoretically r can be as large as D(1=p)
when q is given as a vertex. the cases of r > 1 is also examined, and as shown
in Figure 4.12, the R-tree declines when r increases. On the other hand, the
sequential scan and the proposed method relatively perform constantly, that is,
their CPU times remain unchanged when r increase. In this experiment, the
proposed method outperforms the others. So in the following experiments, r is
fixed to a small 0.3 from which the R-tree method performs relatively stable.
The reason why this r was chosen is that for extremely small r, it reduces to
point query instead of range query. While for large r (eg. when r > 0:8 in
Fig.4.11(a)), R-tree’s performance declines.
Next, Figure 4.13 and 4.14 give the results on the influence of parameter B,
the number of knots. Though the cost of computing the function index array c[]
increases very slightly when B increase in the proposed method, the execution
time convergences when B is over 128. In almost all the cases, the proposed
method outperforms the other three methods.
In Figure 4.15 and 4.16, the size of the datasets is changed. Apparently the
proposed method is the best and the lead is linear to N . The R-tree performs
significantly worse than the sequential scan as expected.
In Figure 4.17, the dimensionality is varied to confirm the influence by the
curse of dimensionality. It is clear that when the dimensionality increases, the
FunIndex performs better and better, as the differences between the others can
bee seen enlarged.
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kNN queries on synthetic and real datasets
With each of Figure 4.19 to Figure 4.24, the experiments on k-NN are also
illustrated in pairs, (a) and (b), corresponding to p of 0.3 and 2.0, respectively.
Figure 4.19 indicates the comparison results of the four algorithms executed
on synthetic dataset that is conforming to the uniform distribution. The size of
the dataset (i.e., N=100,000) and the number of knots (i.e., B=128) are fixed,
and queries are issued by changing the parameter D. As expected, the function
index method is fairly successful in reducing the computation cost no matter
how the dimensionality of data is changed. Comparing (a) and (b), it can be
seen that changing in the value of p to 2.0 does not diminish the superiority of
the proposed method. The computational cost of the R-tree method increases
quickly with dimensionality. It is always the worst except when D = 9 in L2
space (b). On the other hand, the proposed method always performs best with
remarkable leads. The reason for these results is that the overlap of MBRs in
the R-tree is rapidly increasing with the increment of dimensionality. Then to
search some data, the R-tree has to search a large portion of the whole dataset.
In such cases the R-tree method is much worse than the sequential scan methods
including the VA-file and the function index.
In the next experiment, the performance is evaluated by varying dimension-
ality. The results are shown in Figure 4.20. With both results, it can be observed
that the elapsed time is approximately linear to the dimensionality. This is be-
cause the number of computations of pth powers is linear to the dimensionality.
It can also be confirmed that the proposed method is stably effective. In (a) of
the figure, the function index is much faster than the other three algorithms and
the difference enlarges with the increment of dimensionality. It is fair to ex-
plain that the R-tree declines significantly as dimensionality increases because
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Figure 4.19: Comparison on synthetic dataset conforming to uniform distribu-
tion; parameters correspond to Table 4.2
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Figure 4.20: Comparison on changing dimensionalityD (real dataset); parame-
ters correspond to Table 4.2
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of the expensive distance function in the L0:3 space. However in (b), similarly
as shown in Figure 4.10, when distance computation is much cheaper under L2,
the R-tree is the fastest, regardless of the increase of dimensionality. A more
important reason accounting for this result is that the dataset is well-clustered.
In other words, the color moments can be sensitively grouped tightly into differ-
ent clusters. Therefore the R-tree method can divide them well with compact,
disjunctive MBRs. Such an R-tree is constructed with less overlap, possibly
helping it to avoid the curse of dimensionality. Although, the proposed method
is linearly close to the R-tree method, more experiments should be conducted
on different real datasets in the future. The example given in NAQ-tree [ZA10]
can help to explain the (dis)advantages of the proposed method and R-tree well,
by showing the overlap of index blocks.
Figure 4.21 and Figure 4.22 indicate the experiment results by varying the
dataset size N in low dimensional and high dimensional space, respectively. As
shown in (a) of Figure 4.21 and 4.22, the proposed method performs better than
the VA-file, R-tree and sequential scan methods in the expensive L0:3 space. Al-
though the efficiency of function index is very close to the R-tree and VA-file
methods in the low dimensional space, the difference becomes much more sig-
nificant in the high dimensional space. As expected, the well-clustered property
of the corel features cannot cover the expensive distance computation in frac-
tional p. Not surprisingly, (b) of the two figures gives similar results to Figure
4.20 for the same reason.
With the last experiment, the influence of parameter B is reported, which
is the number of knots proposed in this dissertation. The computational cost
decreases rapidly with the increasing of B, as shown in Figure 4.23 and 4.24. It
is easy to understand that the more “knots” the range [0; 1) are divided to, the
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Figure 4.21: Comparison on changing size of datasetN in low dimension (D=9,
low dimensional real dataset); parameters correspond to Table 4.2
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(b) Dataset size #N (x1000) 
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Figure 4.22: Comparison on changing size of dataset N in high dimension
(D=63, high dimensional real dataset); parameters correspond to Table 4.2
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Figure 4.23: Comparison on changing the number of knotsB (D=9, low dimen-
sional real dataset); parameters correspond to Table 4.2
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Figure 4.24: Comparison on changing the number of knots B (D=63, high di-
mensional real dataset); parameters correspond to Table 4.2
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more efficiently the bounds perform for the filtering in the proposed algorithm.
Due to the same reason of the well-clustered property, in (b) where p = 2, the
efficiency of the proposed method increased along with B, and becomes stable
but the R-tree is still better. On the other hand, in (a) where p = 0:3, it can be
seen that when the value of B exceeds about 128, the efficiency of the function
index algorithm performs better than the R-tree method.
4.6 A system applying the function index
In addition, in order to exhibit the ability, usability and practicality of the ap-
proaches in this dissertation, an online image search system5 is also imple-
mented. The system applies the scheme of the function index, using Lp dis-
tances and allowing users to assign arbitrary p.
Figure 4.25: Image search system: an real application system implemented
based on the function index.
5 http://dblab.is.tsukuba.ac.jp/˜ljq/ict09/
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4.7 Summaries
For a long time it is believed that the I/O cost dominates the performance of al-
most any kind of searching. Efforts are thus put on developing the data index to
reduce I/O cost while processing searching. It was figured out in this work that
the computational cost for multi-dimensional searches with expensive distance
functions is also a dominant factor. To reduce such computational cost, efficient
filtering bounds were developed based on the new technique called function in-
dex. A range query algorithm was also designed, as well as a k-NN query algo-
rithm based on this technique. Analyses on the filtering effect of the algorithms
show that most of the distance computation can be avoided. Experiments on
real and synthetic data confirm this efficiency as well. As a general technique,
it is also widely applicable to any kinds of applications with multidimensional
searches.
To extend the technique, there are plans to combine function index with
other indexes, such as the VA-file. A more precise cost model for estimating
the efficiency of Range-query and k-NN algorithms is under construction. The
necessity of the theoretical comparisons between the proposed method and the
partition-based (R-tree, slim-tree, and so on) indexes is recognized; to do this,
the distance between clusters as defined in [PLP09] is an important and feasible
measure. Further investigation will also be made into the effect on non-uniform
data and dimension-wise distance functions.
Chapter 5
Approaches to RFN search
In this chapter, the discussion focuses on the RFN search. Despite being a valu-
able and applicable query type to real-world applications, the RFN search has
suffered from a lack of attention over the past few decades. As such, this disser-
tation also concentrates on theoretical analysis and algorithm design to enhance
the processing efficiency of the RFN search. Two new approaches are proposed
to handle efficiently the query processing. One is the pivot-based sequential
scan approach by utilizing pre-constructed metric indexes. The other approach
is adapted from the former to deal quickly with arbitrary queries without any
filtering or refinement in some specific cases.
The main contributions to this work are outlined as follows.
 Theoretical filtering techniques are developed to speed up the query pro-
cessing for RFN search.
 A pivot-based method, named the PIV approach, is designed to handle the
RFN search in a new workflow that consists of filtering and refinement
phases.
 An adaption PIV+ of the PIV approach is considered to deal with some
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special cases that degrade the efficiency of the PIV approach.
 Extensive experiments are conducted to confirm the efficiency and scala-
bility of these approaches.
The rest of this chapter is organized into the following sections. Section 5.1
presents the motivations of this work from two points of view: the importance of
RFN search in application domains, and the inefficiency of currently available
state-of-the-art methods. Further, the main theoretical techniques are introduced
in detail in Section 5.2. Next, the algorithms, analyses, and experiments of the
two approaches, PIV and PIV+, are organized individually in Sections 5.3 and
5.4, respectively. Summaries are presented in Section 5.5, at the end of this
chapter.
5.1 Motivations
This section mainly explains the motivations of this work from two points of
view: the importance of RFN search in application domains (Subsection 5.1.1),
and the inefficiency of currently available state-of-the-art methods (Subsection
5.1.2).
5.1.1 Importance of RFN search in application domains
Regarding the applications of RFN search, as pointed out by scientists work-
ing in the field of operation research [ACC+04,CDBL+10,DL05,HM03,Pla01,
PV08], the classical facility location problem that seeks to determine optimum
location for a new facility (rubbish dump, chemical plant, supermarket, police
station, transmission station, etc.) is of critical importance in real life. In partic-
ular, being able to efficiently answer the problem of competitive facility location
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is still an open problem attracting considerable attention [DL05]. In the face of
such a research mission, the efficient processing of RFN search could become
significantly helpful to real world problems. For simplicity, the following real
world example of competitive facility location problem can be used to highlight
this issue. More introductions to other real world applications can be found in
the Appendix.
Application: Consider that a new branch of a convenience store franchise
chain, such as 7-Eleven, Lawson, or FamilyMart, is to be opened. Location
is one important factor in reducing the influence (competition) of the existing
branches. Suppose that there are several location candidates (Q = fq1; q2;    ; qmg)
for the new store opening, and that the locations of existing stores (V = fv1; v2;    ; vng)
are known. Under the consideration of competition, it is better to choose a loca-
tion that is far from as many of the existing stores in terms of number as possible.
This means that most of the existing stores take the chosen candidate (the new
store) as their furthest neighbor. Thus the influence of these existing stores on
the chosen candidate can be maximally reduced (i.e., argmaxqi2QfjRFN(qi)jg).
In this kind of application, which takes into account the evaluation criterion
in terms of farness but not nearness, the RFN search plays an important role
to help to make decisions. Nevertheless, due to the different distance proper-
ties between farness and nearness, the existing approaches concerning nearness
cannot be employed to solve the corresponding problems directly. This implies
that specialized new algorithms should be exploited to handle the RFN query.
5.1.2 Inefficiency of state-of-the-art methods
Referring to the introduction to related work in Section 3.3, and in particular
the description of the most state-of-the-art method, namely the CHFC algo-
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rithm outlined in Section 3.3.2, the following two significant problems have
been identified. First, there have only been a few studies on the RFN search
problem, not sufficient to adequately respond to the requirements of real world
applications addressed above. Second, the CHFC algorithm was reported to be
much more efficient than the naive solution, brute-force search, but it still con-
ceals inefficient factors inside itself, and is therefore not adaptable to real world
applications. One example of the inefficiency is that the computation of its cen-
tral idea depends on the issued query q, and this dependence greatly harms its
ability. Therefore, new workflows based on simple design concepts are desired
to provide more efficient RFN query processing.
5.2 Theoretical techniques
Motivated by the above issues, this section proposes novel theoretical techniques
to support new workflow for RFN query processing.
First, for convenience, the definition of RFN and the theorem about the prop-
erty of convex hull are recalled here.
RFN (Definition 2.3): Given an object set V and a query q, the answer to
q’s reverse furthest neighbor is defined by RFN(q) = fv j v 2 V ^ 8v0 2
V nfvg ^ dist(v; q) > dist(v; v0)g.
Property of convex hull (Theorem 3.1): Given an object set V , its convex
hull CV , and an arbitrary query q, the answer set to RFN(q) is empty, if q is
inside CV .
Then, re-using Theorem 3.1, the techniques for data filtering during the RFN
search processing can be demonstrated by some scenarios of key ideas as fol-
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lows.
5.2.1 Filtering scenarios
Theorem 3.1 essentially states that the answer set of RFN(q)may be found non-
empty only if q is on the boundary of, or outside the convex hull CV . Along this
property, it is possible to perform powerful filtering to reduce many distance
computations. To achieve this purpose, Theorem 3.1 can be extended to derive
two filtering techniques as described in Lemma 5.1 and Lemma 5.2.
It is assumed that all vertices of the convex hull CV are selected into a pivot
set Spiv. By Theorem 3.1, only the objects p 2 Spiv have potential reverse
furthest neighbors corresponding to V . In this case, p’s RFN is the set of objects
v 2 V such that v taking p as its furthest neighbor. The distance measure is on
the Euclidean space, and dist(; ) denotes the distance function throughout this
paper.
First of all, the filtering is based on the following baseline property:
8v 2 V , if dist(v; q) < maxpi2Spivfdist(v; pi)g then v is not included in the
answer set of RFN(q). On the other hand, if dist(v; q) > maxpi2Spivfdist(v; pi)g
then v is included in the answer set of RFN(q).
The baseline property is easy to understand. For the former, because pi is
also an element of the dataset, dist(v; q) < maxpi2Spivfdist(v; pi)g means that
there is at least one object further than q from v. In other words, v will never
take q as its furthest neighbour. The latter is similar.
Now, the problem is how to use this property to enhance efficiency. It
is meaningless if dist(v; q) and maxpi2Spivfdist(v; pi)g have to be calculated
whenever the query is issued. Rather two techniques are developed to avoid
these calculations. To avoid the calculation of the distance between v and pi,
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Figure 5.1: Illustrations for (a) Lemma 5.1 and (b) Lemma 5.2.
a metric index is designed which will be explained in the next section. To
avoid the calculation of the distance between v and q the upper bound and
lower bound are developed as follows by two lemmas adopting the triangle
inequality. Before a formal description, a simple example is given in Fig-
ure 5.1. In (a), v can be safely excluded from RFN(q) because the upper
bound of dist(v; q) (i.e., dist(p1; q) + dist(v; p1)), is under dist(v; p3). In
other words, at least v will take p3 instead of q as its furthest neighbor. In
(b), v is in the answer set because even the lower bound of dist(v; q) (i.e.,
jdist(p1; q)   dist(v; p1)j) is larger than dist(v; p3). Since dist(v; p3) is the
largest distance among dist(v; pi); 8pi 2 Spiv, it can be assured that no object
v0 2 V exists such that dist(v; v0) > dist(v; p3). In other words, for all ob-
ject v0, dist(v; v0)  dist(v; p3) < dist(v; q) which means that q is the furthest
neighbor of v.
Lemma 5.1 (Upper bound) Given an object set V = fv1;    ; vng and its con-
vex hull CV , the pivot set Spiv = fp1;    ; pmg represents the vertices of CV .
Given a query q, for any object v 2 V , v is not in the answer set of RFN(q) if v
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satisfies the following Inequality 5.1.
minpi2Spivfdist(v; pi) + dist(pi; q)g < maxpi2Spivfdist(v; pi)g (5.1)
Proof 5.1 As illustrated in Figure 5.1(a), by the triangle inequality,
dist(v; q)  dist(v; pi) + dist(pi; q):
Because this holds for all pi 2 Spiv, then
dist(v; q)  minpi2Spivfdist(v; pi) + dist(pi; q)g:
Combining with (5.1), this leads to
dist(v; q) < maxpi2Spivfdist(v; pi)g: (5.2)
Let p be the pivot in Spiv satisfying (p3 is the right p in Figure 5.1a)
dist(v; p) = maxpi2Spivfdist(v; pi)g:
Then the inequality (5.2) becomes dist(v; q) < dist(v; p) automatically. Recall
that Spiv is a subset of V and hence p 2 V , we know that there exists at least
one object p that is further than q from v, which means that q is not the furthest
neighbor of v. In other words, v is impossible to become q’s reverse furthest
neighbor. This completes the proof. 2
The main meaning of this lemma is to exclude the false positive v before
calculating the exact distance dist(v; q) by estimating its upper bound. Com-
pared with V , Spiv is a small portion. So, by indexing the distance between v
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and the pivots in Spiv, then every time a query q is issued, instead of computing
dist(v; q) and dist(v; u);8u 2 V , it is possible to estimate its upper bound by
looking up the index. By this, the number of distance calculations is reduced
from jV j to at most jSpivj.
Lemma 5.2 (Lower bound) Given an object set V = fv1;    ; vng and its con-
vex hull CV , the pivot set Spiv = fp1;    ; pmg represents the vertices of CV .
Given a query q, for any object v 2 V , if Inequality 5.3 is satisfied, v absolutely
becomes an answer to RFN(q).
maxpi2Spivfjdist(v; pi)  dist(pi; q)jg > maxpi2Spivfdist(v; pi)g (5.3)
Proof 5.2 Similar to Lemma 5.1, by the reverse triangle inequality,
dist(v; q)  jdist(v; pi)  dist(pi; q)j :
Similarly, this holds for all pi 2 Spiv, thus
dist(v; q)  maxpi2Spivfjdist(v; pi)  dist(pi; q)jg: (5.4)
Combining with (5.2), this leads to
dist(v; q) > maxpi2Spivfdist(v; pi)g = maxp2V fdist(v; p)g:
This indicates that the distance from v to q is larger than the distance from v to
any p in V , which means that v takes q as its furthest neighbor rather than p. In
other words, v safely becomes an answer to RFN(q). The proof is completed.
2
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This lemma is used for similar purposes to include the true positive v before
calculating the exact distance dist(v; q) by estimating its lower bound. By this
estimation, to index the distance between v and the pivots in Spiv helps to reduce
the number of distance computations from jV j to at most jSpivj.
Improvements for computation
In the lemmas proved above, the conditions for upper and lower bounds are
very strict. However, for the computation in algorithm design, the inequality
conditions can be improved as far as possible. Corresponding to Lemma 5.1,
the Inequality 5.1 can be rewritten as
9pi; dist(v; pi) + dist(pi; q) < maxpi2Spivfdist(v; pi)g: (5.5)
For the judgment to discard the false positive, for which is it impossible to be-
come q’s reverse furthest neighbor, the computation can be simplified to the
examination of whether there is such a pivot pi satisfying the Inequality 5.5,
instead of checking all the combinations for all pivots in Spiv. If such a pivot
satisfying this condition exists, then it is sure that the real distance between v
and q is smaller than the distance from v to its furthest pivot pi 2 Spiv. In other
words, v has no chance to take into account as q’s reverse furthest neighbor,
hence v can be safely discarded by this simplified condition.
Similarly, the Inequality 5.3 can be simplified to
9pi; jdist(v; pi)  dist(pi; q)j > maxpi2Spivfdist(v; pi)g; (5.6)
which guarantees that at least one combination of the lower bound is larger
than the distance from v to its furthest pivot pi 2 Spiv. In this case, v can be
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safely included as an answer to q’s reverse furthest neighbor. To confirm this
improvement for computation, comparative results will be reported in the part
of experimental evaluations.
5.2.2 Metric indexes
Regarding the assumption for Lemma 5.1 and 5.2, the convex hull CV is pre-
computed for the object set V , then its vertices are used as the pivot set Spiv to
prune the false positive and account the true positive. Naturally, metric indexes
need to be designed which can store all the distances used by the lemmas. Two
hash tables as metric indexes are to be designed in the following. In addition,
the distances between query q and all pivots p 2 Spiv can be easily computed at
low cost on the fly.
For the maxpi2Spivfdist(v; pi)g, a hash table, MetricIndex-A, is used to
store all the tuples (vid, maxmi=1fdist(v; pi)g), where m is the number of pivots
pi 2 Spiv. For the pairwise distance between each pivot pi 2 Spiv and an object
v 2 V , a large matrix needs to be stored, as shown in Figure 5.2. Instead of
considering the storage for this large matrix, each value in the matrix is mapped
into a hash table MetricIndex-B using the pair of (pid, vid) as the key. Due
to these simple metric indexes using hash structure, all the distances can be
fetched fast in cost O(1). Today, memory capacity is very large, allowing these
two metric indexes to be kept in memory on the fly in order to reduce the I/O
cost of reads from and writes to the disk. As the indexes are constructed by
key-value hash tables, it is easy to store them to sequential record files. The
overhead of this approach is the secondary storage space of O(mN) times the
size of an object ID.
Besides the construction, it is also very convenient to update the index tables
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when the dataset is updated. There are three situations when updates happen.
The added/removed object is 1) inside the convex hull CV (i.e., pivot set Spiv);
2) on the boundary of the convex hull; 3) outside the convex hull. For the first
case, the pivot set does not change, therefore only one insertion/deletion to table
MetricIndex-A, and only pairwise operations for each pivot, can be processed
on table MetricIndex-B within the complexity O(m). It should be pointed out
that the size of pivot setm is often much smaller than the size of the dataset N .
For the last two cases, the convex hull has to be reconstructed. Although recom-
putation happens, the reconstruction only results in several insertions/deletions
( m), which is the same as the first case sincem N .
Moreover, the lemmas introduced above strictly follow the inequality prop-
erty of metric space, meaning that this approach is applicable to all metric spaces
as well.
MetricIndex-A
vid maxpi2Spivfdist(v; pi)g
1 d1
2 d2
...
...
n dn
MetricIndex-B
0BB@
v1 v2    vn
p1 d11 d12    d1n
p2 d21 d22    d2n
...
...
... . . .
...
pm dm1 dm2    dmn
1CCA
Figure 5.2: Metric indexes for storing distances
5.3 The PIV approach
5.3.1 Algorithm
Combining Lemma 5.1 and Lemma 5.2, their improvements and the metric in-
dexes mentioned above, a complete algorithm PIV is proposed to handle RFN
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Algorithm 5.1: PIV( Query q, Pivots Spiv, Dataset V )
1 begin
2 Initialize candidate set Cand ;, answer set Answ ;
3 if (is query inside convex hull(q, Spiv) == TRUE) then
4 return ;
5 Compute each distance pair dist(q, p), p 2 Spiv
6 foreach v 2 V do
7 if (9pi; dist(v; pi) + dist(pi; q) < maxpi2Spivfdist(v; pi)g) then
8 Discard v //Lemma 5.1, condition 5.5
9 else if (9pi; jdist(v; pi)  dist(pi; q)j > maxpi2Spivfdist(v; pi)g)
then
10 Insert v into Answ //Lemma 5.2, condition 5.6
11 else
12 Insert v into Cand //objects need further check
13 foreach v 2Cand do
14 Compute real distance dist(v; q)
15 if (dist(v; q) < maxpi2Spivfdist(v; pi)g) then
16 Discard v
17 else
18 Insert v into Answ
19 return Answ
query efficiently. The Algorithm PIV is divided into two phases, the filtering
processing (lines 3-12), and the refinement processing (lines 13-18). In the fil-
tering phase, all the processing conforms strictly to the theorem and lemmas
mentioned previously. Line 3 determines whether the query q is inside the con-
vex hull by Theorem 3.1. V is scanned one pass from lines 6 to 12. If condition
5.5 is satisfied, the current object v is safely discarded. Otherwise, condition
5.6 will be checked again, if satisfied, then object v is added to the answer set
Answ, otherwise it is inserted into the candidate set Cand. After the filtering
processing, a few objects remain in Cand. In the refinement phase, the real dis-
tance from each potential candidate to q should be computed to confirm if it can
become q’s RFN.
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Figure 5.3: Synthetic datasets: (a) Random-Cluster (RC), (b) Correlated Bivari-
ate (CB), (c) Uniform distribution (UN), (d) Query objects
5.3.2 Experiments
To confirm the efficiency of the proposed algorithm, extensive experiments were
conducted for evaluations. All experiments were executed on an Intel-based
computer running Linux OS. The CPU is Intel(R) Xeon (R) 2.83 GHz and the
amount of main memory is 16.0GB. The programs are implemented in C++
language, using the following open-source libraries: Spatial Index Library1 and
CGAL Library2. In order to take into account the IOs, the page size was set to
4KB.
1 http://research.att.com/˜marioh/spatialindex/
2 http://www.cgal.org/
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In order to make the experimental comparison as fair as possible, the same
datasets were used as that of the related work [YLK09]. Two kinds of datasets
were used for experiments: three synthetic datasets and a real dataset. One
of the synthetic datasets is conforming Uniform distribution (UN), another is
Random-Cluster distribution (RC), and the third is Correlated Bivariate (CB)
(in Figure 5.3). The real dataset is obtained from the digital chart of the world
server3. The real dataset contains 3 kinds of 2-D point data defining the road
networks of California (CA) and its interest points, San Francisco (SF) and USA
(US). Using the same settings with [YLK09], these were merged into a single
dataset (named Map) after normalizing all the data points into the space L =
(0; 0) (100000; 100000). In total, the Map dataset contains 476,587 points.
For the performance measurement, the proposed algorithm (PIV) was com-
pared with the other two algorithms (CHFC, and BFS — Brute-Force Search).
The implementation of CHFC and BFS also follows the original descriptions
in [YLK09]. For all algorithms, CPU cost and the number of I/Os were mea-
sured. The final results are reported on the average for one query after issuing
100 queries. Because the area of the convex hull containing the dataset almost
reaches the boundaries of the space L, queries were randomly generated from
the space L0, the area of which is 2 times of L. This setting guarantees that the
selection of queries is fair, which makes the possibility of having answers or
no answers to RFN(q) equal to each other. For extensive comparison, different
sizes of sub datasets were also generated: 10K, 50K, 100K, 200K, 300K, and
400K, as input to the programs.
3 http://www.cs.fsu.edu/˜lifeifei/SpatialDataset.htm
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Cost analysis
In response to the issue raised in Section 3.3.3, experiments were conducted to
compare the partial cost in the CHFC algorithm with our PIV algorithm. As
shown in Figure 5.4(a), it can be clearly confirmed that the “hull” and “range
query” phases in the CHFC algorithm result in high CPU cost. Each one of the
two most expensive phases in CHFC has already spent more than the total CPU
cost of PIV.
Meanwhile, to confirm the improvements in computational method men-
tioned in Section 5.2, the CPU cost comparison between the naive and improved
PIV algorithms is illustrated. In the naive PIV algorithm, Inequalities 5.1 and
5.3 are used as different from improved PIV algorithm (lines 7 and 9). As shown
in Figure 5.4(b), the results confirm that the improved pruning conditions (In-
equality 5.5 and 5.6) are more efficient than the naive but tight conditions.
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Figure 5.4: (a) CHFC vs. PIV. on CPU cost; (b) naive vs. improved PIV on
CPU cost.
On the other hand, the pruning power of the filtering phase dominates the
cost of the PIV algorithm. Thus the full pruning power for the filtering phase is
examined by different datasets, and the different pruning rates are reported by
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Figure 5.5: (a) Pruning power of filtering phase in PIV algorithm; (b) Pruning
power comparison with different conditions in PIV algorithm.
real dataset when different filter conditions are employed. In Figure 5.5(a), it is
possible to be confident that the pruning power will reach a very high percent-
age. For the synthetic datasets (UN, RC, and CB), the pruning power is over
90%, even close to 100%. It also performs high pruning power of about 85%
on the real dataset (MAP) . As shown in Figure 5.5(b), the results indicate that
the pruning power of Lemma 5.1 employing the upper bound is greater than
those of Theorem 3.1 and Lemma 5.2. Lemma 5.2 performs the worst with an
extremely low pruning rate. The reason for this low rate is that the searching
space is very limited (only 2L) where the queries are generated from. Sup-
pose the case where the space is unlimited, when a query q is very far from the
dataset; in such a case, Lemma 5.2 will work well, safely including almost all
the objects into the answer set of RFN(q). Oppositely, Lemma 5.1 will become
the worst performer and discard fewer objects in this case. The result in Figure
5.5(b) still implies that the total power to prune the false positives is not equal
to the sum of the other three independent pruning rates. This is because there is
an overlapping effect between Theorem 3.1 and Lemma 5.1 when a query q is
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inside the convex hull CV . In this case, all the objects will be discarded only by
Theorem 3.1. Nevertheless, by using Lemma only 5.1 without Theorem 3.1, it
is still possible to discard many objects that are false positives.
In summary, the analysis derived from the extensive experiments above gives
clear indications of how to understand the cost of the proposed PIV algorithm
and its efficiency.
Comparison results
Here, the efficiency and scalability of the proposed algorithm PIV are examined
in comparison with CHFC and BFS. As illustrated in Figures 5.6 and 5.7, the ex-
periment results are reported for comparisons on real data (MAP) and synthetic
data (RC). It is obvious that whether the execution be on real data or synthetic
data, the PIV algorithm outperforms the other two algorithms in terms of both
CPU cost or I/O cost. In exact quantities, it is easy to establish that the PIV
algorithm is about 10 times faster than the CHFC algorithm on CPU cost, and
can save about half of the I/O cost of the CHFC algorithm. Moreover, when the
data size increases, the cost of the PIV algorithm does not increase as quickly as
the CHFC and BFS algorithms, which verifies the stable scalability of the PIV
algorithm.
5.4 The PIV+ approach
As the first approach of this work, the PIV algorithm was proposed to handle the
RFN search in a new workflow that consists of filtering and refinement phases.
The filtering phase utilizes the efficient properties derived from triangular in-
equality based on representative pivots and metric indexes. After the high ratio
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filtering, only a few candidates remain and the refinement phase examines the
real distance to confirm if a candidate is an answer to RFN(q). The PIV algo-
rithm was reported to outperform all other related algorithms in experimental
analysis.
However, it was found that the PIV algorithm is not always efficient in all
cases. Simply, issue an arbitrary query q in any location, when q is far enough
from the whole dataset V , any filtering and refinement become unnecessary
because it is obvious that all objects in V are answers to RFN(q). Indeed, mea-
suring such queries as “how far is enough” is not easy to predict. Motivated by
this, the aim of this dissertation is to figure out exactly this kind of “far enough”
boundary and design a novel algorithm to further accelerate query processing
on the fly.
5.4.1 Adapted techniques
In this section, the evidence is exhibited to analyze situations in which the PIV
algorithm is inefficient. Based on this analysis, details will be presented to estab-
lish a non-trivial safe area guaranteed mathematically. Subsequently, an adapted
algorithm, named PIV+, is designed to enhance the query processing, and its al-
gorithmic complexity is discussed as well.
Inefficiency of PIV
An arbitrary query q can be located according to the following three cases: 1)
When q is located inside the convex hull CV of dataset V , the query process-
ing terminates immediately according to Theorem 3.1, because it is guaranteed
that there is no answer to RFN(q); 2) If q is located outside CV , filtering and
refinement processing involved in algorithm PIV should be executed (e.g., in
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Figure 5.8 w.r.t q); 3) When q is located considerably apart from CV , at a point
that is “far enough”, it is possible to return the whole dataset V as answers to
RFN(q), as soon as q’s location exceeds a certain boundary. As depicted in Fig-
ure 5.8 w.r.t q0 being located “far enough”, the shape of the exact boundary is
not yet known at this stage. Thus, conjecture places a boundary that maybe look
like an arc as shown in bold (red) in Figure 5.8. If this conjecture concerning the
boundary is computable, it would become possible to efficiently answer RFN(q)
without filtering or refinement in this case.
Anyway, the PIV algorithm must be inefficient for any query that exceeds
the boundary. So to confirm the (in)efficiency, an experiment was conducted
(details in Section 5.4.4). Different 2D queries fqjq:x 2 [0:5; 4); q:y = 0:5g
were sequentially issued to launch the PIV algorithm on a uniform dataset V 2
[0; 1]2 having 10,000 points. As the results, shown in Figure 5.9, demonstrate,
the filtering cost of PIV algorithm does not decrease even though q is very far
from V . Theoretically, when q:x > 1 +
p
2, the whole dataset V should be
naturally returned as answers to RFN(q) thus incurring no filtering cost. This
means that the trend of the curve should drop down asymptotically to zero when
q:x exceeds the threshold value, looking like the curve depicted in dotted line
and labeled “PIV (ideal)”.
Construction of safe area
In order to identify the boundary, the necessary definitions are depicted in Figure
5.10. They are the diameter of convex hull (d), vertex circle (vc(p)), and safe
area 
. Details of these definitions are presented as follows.
Definition 5.1 (Diameter of convex hull) In a dataset V , and given its convex
hull CV , the diameter of CV is the maximal distance between any two vertices
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Figure 5.10: Diameter: d, Vertex circle: vc(p), Safe area: 
(p).
on the convex hull, denoted by d = maxfdist(u; v)ju; v 2 CV g.
As shown in Figure 5.10, the dashed line inside the convex hull CV w.r.t
dataset V denotes the diameter d of CV . From the definition, d is the maximal
one among all the pairwise distances between any two vertices on the convex
hull CV . Meanwhile, according to the conclusion in [BT88], the diameter of
convex hull is also the diameter of the whole dataset. It is natural to know that d
is also the maximal one of the pairwise distances in dataset V . It is an important
property to quickly answer RFN(q). For a given query q and 8v 2 V , if jvqj>d
is satisfied, the whole dataset V can be safely included as answers to RFN(q).
Using this clue, it may be possible to construct a safe area which guarantees that
jvqj>d (8v) holds for any q contained in the area. Some other notations are
defined as follows to help to give clear descriptions of this approach.
Definition 5.2 (Vertex circle) For a given convex hull CV , a circle is called
“vertex circle”, when it is centered at a vertex p on CV , with radius d. A vertex
circle is denoted by vc(p).
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The dashed circle drawn in Figure 5.10 denotes the vertex circle vc(p) w.r.t
the specified vertex p on CV . The vertex circle and other geometric elements
are then employed to define a non-trivial safe area by the following construction
steps.
Definition 5.3 (Safe area) Given a dataset V , the safe area 
 is defined as the
area such that any q within 
 satisfies 8v 8u 2 V; dist(q; v) > dist(u; v). In
other words, the whole V becomes answers to RFN(q).
Instead of building the whole 
 against V , what we really want to know is,
whether a given q is “safe”. That means, whether we can return the whole V as
answers to RFN(q). For this purpose, we construct a segment of the safe area
with respect to a given pivot p 2 Spiv, denoted by 
(p), in the following steps.
 Find p’s two adjacent vertices o; u on convex hull CV .
 Draw vertex circle vc(p) centered at the vertex p.
 Draw two tangent lines touching vc(p), paralleling to op; up, respectively.
 Draw two perpendicular bisectors of op; up, respectively.
The safe area 
(p) is denoted by the intersecting semi-closure area apart from
vc(p).
Typically, the safe area of the dataset (i.e., 
(V )) is defined by taking the
union of 
(p) for 8p 2 CV . It is worth noting that a specific q is only associated
with the nearest vertex p of CV , and with 
(p) as well.

(V ) =
[
p2CV

(p) (5.7)
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For instance in Figure 5.10, the semi-closure area apart from the dataset,
which is separated by the (red) bold boundary, denotes the safe area 
(p)w.r.t p.
By utilizing such safe area, non-trivial findings are thus concluded in Theorem
5.3.
Theorem 5.3 For an arbitrary query q outside CV , if q locates inside the “safe
area” 
(p) w.r.t p 2 CV (not on the boundary), then RFN(q) = V .
Proof 5.3 Given q, then its nearest convex hull vertex, p, is determined. Hence
q can only locate in either of the two areas in the following.
1. q apart from the arc of vc(p) (Figure 5.11).
2. q apart from one of the two tangent lines (Figure 5.12).
u
p
oCV
q
v d
vc(p)

(p)
arc
"
d
t2t1
t4
t3
Ru
Ro
Figure 5.11: Case 1: q apart from
_
t2t4.
During the proof, three assistant symbols, "; "1; "2, are imported in Figure 5.11
and 5.12. In Theorem 5.3, “q not on the boundary”, hence, " > 0, and "2 > 0.
And since 8v 2 V , "1  0.
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Case 1:
* t1t2 k up; jpt2j = d; t1t2 is the tangent line of vc(p):
) t1t2 ? pt2; \pt2t1 = \upt2 = 90:
Apparently, \vpq  \upq  \upt2 = 90. This means that \vpq is the largest
angle in 4vpq, hence the edge vq across from \vpq is also the largest one in
the triangle. This leads to
jvqj  jpqj = d+ " > d (" > 0):
Recalling that d is the diameter of V , hence for any v 2 V , 8v0 2 V , dist(v; v0) 
d < jvqj, which means q is the farthest neighbor of v. This is to say that the
whole dataset V becomes the answer to RFN(q).
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Figure 5.12: Case 2: q apart from t1t2, or t3t4.
Case 2:
Let vq intersects t1t2 and up at A and B, respectively. Since the perpen-
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dicular distance between the two parallel lines t1t2 and up, is d, then jABj 
jt2pj = d. Hence,
jvqj = "1 + jABj+ "2 > jABj  d ("1  0; "2 > 0):
Similar to the discussion in Case 1, this leads to the conclusion that all
objects in V are answers to RFN(q). Finally, the case when q locates apart
from t3t4, i.e., vq intersects t3t4, is similar.
2
In addition, the safe area 
(p) w.r.t p is a semi-closure and irregular bound-
ary, which makes it somewhat difficult to express in a simple mathematical
form. Instead, for computational simplicity, the combination of regular shapes
is adopted to examine whether q is inside 
(p). For instance, the rectangles Ru
and Ro (in Figure 5.11 and 5.12) can be computed by solving the intersections
between the tangent lines t1t2; t3t4 and the circle vc(p), respectively. Subse-
quently, the judgment can be accomplished by testing the following boolean
condition, jpqj > d ^ q * Ru ^ q * Ro. If it is true, q must be inside 
(p),
otherwise not.
5.4.2 Algorithm
Guaranteed by the above theoretical results, an adapted algorithm was designed
(abbreviated to PIV+) to speed up the RFN query processing. In Algorithm 5.2,
it becomes easy to pre-compute the safe area 
(V ) (Eq. 5.7) w.r.t dataset V ,
by iterating all the vertices on the convex hull CV and then taking their union.
When an arbitrary query q is issued, the PIV+ algorithm finds its nearest vertex
p from CV , i.e., Spiv (line 2), then retrieves the safe area 
(p) corresponding
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to p (line 3). If q is inside 
(p), the algorithm returns the whole dataset V as
answers to RFN(q) immediately (line 5). Otherwise, it calls the algorithm PIV
to retrieve answers (line 7). To examine whether q 2 
(p), a further function
(named InsideOmega) is designed based on the discussions in Section 5.4.1.
Algorithm 5.2: PIV+(Query q, Pivots Spiv, Dataset V )
Input: q, query; V , dataset; Spiv, convex hull of V .
Pre-compute safe area 
(V ) iterating vertices on Spiv.
1 begin
2 Search p over Spiv, which is the nearest vertex to q
3 Get safe area 
(p) //Definition 5.3
4 if InsideOmega(q, 
(p), d) then //Examine q 2 
(p)
5 return V //Theorem 5.3
6 else
7 return PIV(q, Spiv, V ) //call Alg. 5.1
8 end
9 end
Function InsideOmega(Query q, Safe area 
(p), Diameter d)
1 begin
2 (u, o) two adjacent vertices of p
3 Compute rectangles Ru, Ro
4 if jpqj > d ^ q * Ru ^ q * Ro then
5 return TRUE
6 else
7 return FALSE
8 end
9 end
5.4.3 Cost analysis
Concerning the complexity of algorithm PIV+, in the best case, it only costs
O(m) for seeking the nearest vertex to q on CV . In fact, m = jCV j is indeed
very small even though for a dense and large dataset V , usuallym N = jV j.
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In the worst case, however the complexity of PIV+ reaches the same order of
magnitude as PIV. Generally speaking, for an arbitrary query q in a limitless
space, the more probabilities entering the safe area q has, the more efficient
PIV+ is than PIV. The corresponding experiment results in Figure 5.14 and
5.15 also positively confirm this complexity analysis.
For generality, the complexities of different methods are summarized in the
following Tables 5.1 and 5.2 to give clear overall comparisons. In both tables,
the symbols 1; 2, and m are the factors of filtering ratio during the query
processing, and their relation conforms 0 < 2 < 1 < m. Besides, h means
the height of the R-tree, andM is specified as node capacity of the R-tree.
Table 5.1: Complexities for pre-computation and storage of indexes
Methods Pre-computation Storage
PIV O(N  logN+m N ) O(m N )
PIV+ O(N  logN+m N ) O(m N )
CHFC(R-tree) O(N  logM N ) O(M  logM N )
BFS 0 0
Table 5.2: Complexities for search processing
Methods Best Avg. Worst
PIV O(m) O(1 N ) O(m N )
PIV+ O(m) O(2 N ) O(m N )
CHFC O(m2+logM N ) N/A O(N+m2+m Mh+1)
BFS O(N2) O(N2) O(N2)
5.4.4 Experiments
This section reports on the extensive results of the experimental evaluations
conducted. All the experiments were executed on an Intel-based computer and
Linux OS. The CPU here was Intel(R) Xeon (R) 2.83 GHz and the amount of
main memory 16.0GB. The programs are implemented in C++ language, using
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the following open-source libraries: Spatial Index Library4 and CGAL Library5.
In order to take into account IOs, the page size was set to 4KB.
In order to make the comparison fair, the same datasets were used as the
work [LCFK10,YLK09]. Two kinds of datasets were used for the experiments:
three synthetic datasets and a real world dataset as shown in Figure 5.13. The
synthetic datasets include Uniform distribution (UN), Correlated Bivariate (CB),
and Random-Cluster distribution (RC). The real dataset is obtained from the
digital chart of the world server6. The real dataset (Map) is merged from 3
kinds of 2-D point data defining the road networks of California (CA) and its
interest points, San Francisco (SF) and USA (US), containing in total 476,587
points. All the datasets are normalized to the space S = [0; L0]2; L0 = 100000.
Different sizes of sub datasets were then randomly selected: 10K, 50K, 100K,
200K, 300K, and 400K, as input to the programs. To guarantee an arbitrary
query could appear (1) inside the convex hull CV , (2) outside but not far from
CV , and (3) “far enough” from CV , 100 queries were randomly generated on
the space S0 = [ 2L0; 3L0]2 as default. All the experiment results are reported
on the average of 100 queries. For the performance measurement, our proposed
algorithm (PIV+) is compared with the other two algorithms (PIV, and CHFC).
Figure 5.13: Datasets: Synthetic (a), (b), (c); Real (d1), (d2), (d3).
4 http://research.att.com/˜marioh/spatialindex/
5 http://www.cgal.org/
6 http://www.cs.fsu.edu/˜lifeifei/SpatialDataset.htm
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Effectiveness of PIV+
Firstly, the drawback of the PIV algorithm was reproduced. As mentioned in
Section 5.4.1, Figure 5.9, a uniform distribution dataset was fixed, containing
10K objects, and the location of q was varied from inside of convex hull CV
to “far enough”. The PIV+ and PIV algorithms were then run for comparison
and the results are presented in Figure 5.9. As q:x increases, the ideal filtering
cost of PIV is expected to follow the trend of the dotted curve that is labeled as
“PIV (ideal)”. When q:x < 1, q is inside the convex hullCV the algorithm needs
nearly no cost. So is the case when q:x exceeds 1+
p
2. Otherwise, if q is within
the range, the PIV algorithm requires extra cost to perform filtering. However,
the curve denoting the real performance of PIV is still indicating a similar trend.
In contrast, the proposed PIV+ algorithm is consistent with expectation, running
to the same trend of the curve “PIV (ideal)”. This expressly confirms the effec-
tiveness of the PIV+ algorithm, designed to overcome the drawbacks of PIV.
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Figure 5.14: m vs. N on different datasets.
Corresponding to the theoretical analysis given in Section 5.4.3, the size of
pivot set (m) and the size of dataset (N ) are counted. The results, presented in
Figure 5.14, (a) refer to the absolute cardinality m versus N and (b) concern
5.4. The PIV+ approach 123
the ratio of m=N versus N . Figure 5.15a indicates that m does not have any
linear nor logarithmic increase with N , and m appears to be stable on different
datasets. Figure 5.14b further indicates that m is relatively much smaller than
N , and their ratios are less than 1.00% in these experiments.
Besides, the experiment was conducted to examine how the filtering cost
is influenced by the probability, of which the query q falls in the safe area 
.
For this purpose, the range of the space S0 where the 100 queries are randomly
generated from was varied. Let S0 = [L0 L
2
; L0+L
2
]2, L 2 [0; 800000], and the
sizes of different datasets N be fixed to 200K. By this setting, the probability of
q falling in 
 increases as L enlarges. As shown in Figure 5.15, the results of
comparing PIV+ with PIV on the four different datasets exhibit similar trends
of the filtering cost. It can be confirmed with confidence that the filtering cost of
PIV+ dramatically declines when L exceeds a certain threshold. That is the case
where q entering 
 happens. Moreover, the filtering cost continues to decrease
as the probability of q entering 
 increases, and the asymptotic trend towards
the lower cost O(m) for seeking the nearest vertex to q on CV that is the best
case mentioned in Section 5.4.2.
Efficiency and scalability of PIV+
Having observed the influence of filtering cost by changing the query set as
aforementioned, it is possible to fix the query set as described at the beginning of
the experiments. First, the size of dataset (N ) is varied to evaluate the efficiency
of the PIV+ algorithm only in terms of filtering cost compared with the PIV
algorithm. The results on four different datasets are illustrated in Figure 5.16,
which indicate that the PIV+ algorithm speeds up approximate 2 times than PIV.
To confirm the efficiency and scalability in terms of total CPU cost and num-
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Figure 5.15: Filtering cost: varying query set Q, fixed N=200K.
ber of I/Os, the fastest algorithm from the related work, CHFC, is selected as
a competitor to PIV+. The sizes of four datasets are changed to test the effi-
ciency and scalability using the same settings as above. As the results reported
in Figure 5.17 and 5.18 show, the PIV+ algorithm outperforms the others in all
aspects. For the total CPU cost, whether for synthetic or real datasets, the PIV+
algorithm performs best, approximately 2 times faster than PIV and over 10
times faster than CHFC. In terms of I/O cost, the PIV+ algorithm also exhibits
similarly better trend than its competitors. Concerning the aspect of scalabil-
ity, or more exactly that of the stability, the proposed algorithms PIV+ and PIV
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Figure 5.16: Filtering cost: varying data size N on different datasets.
perform better than CHFC, a fact which can be noted by observing the trends
of the curves in Figure 5.18 which is in logarithmic scale. Generally speaking,
the newly proposed algorithms are more stable and scalable than CHFC in one
order of magnitude.
5.5 Summaries
As an improvement of the PIV approach, the new finding of the safe area 
, that
guarantees without filtering cost when query q 2 
, was introduced. An effi-
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Figure 5.17: Total CPU cost (CHFC vs. PIV vs. PIV+) on different datasets.
5.5. Summaries 127
101
102
103
104
 0  10  20  30  40
N
um
be
r o
f I
O
s
(a) UN: #N x 104
CHFC
PIV
PIV+
101
102
103
104
 0  10  20  30  40
(b) CB: #N x 104
CHFC
PIV
PIV+
101
102
103
104
 0  10  20  30  40
N
um
be
r o
f I
O
s
(c) RC: #N x 104
CHFC
PIV
PIV+
101
102
103
104
 0  10  20  30  40  50
(d) Map: #N x 104
CHFC
PIV
PIV+
Figure 5.18: Number of IOs (CHFC vs. PIV vs. PIV+) on different datasets.
128 CHAPTER 5. APPROACHES TO RFN SEARCH
cient algorithm PIV+ was also designed to adapt for arbitrary RFN queries, for
which the previous algorithm PIV did not always perform efficiently. The effec-
tiveness, efficiency and scalability of this approach were confirmed by extensive
experiments.
Chapter 6
Conclusions
6.1 Conclusions
The conclusions for the dissertation will be given in the following chapter, sep-
arated into the two sub-problems.
For k-NN and range searches: To reduce the computation cost of expensive
distance functions, efficient filtering bounds were developed based on a new
technique called function index. A range query algorithm was also designed,
as well as a k-NN query algorithm based on this technique. Analyses on the
filtering effect of the algorithms show that most of the distance computations
can be avoided. Experiments on real world and synthetic data confirmed this
efficiency. As a general technique, it is also widely applicable to any kinds of
applications with multidimensional searches.
For RFN search: This dissertation analyzed the sometimes prohibitive cost
in the related algorithm CHFC, and quantified the internal cost for each phase
of CHFC through experimentation. A special property, convex hull of RFN
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problem, was summarized and extended to derive two lemmas. Based on these
lemmas, a novel algorithm for RFN queries, the PIV algorithm, was proposed
as the first solution. Once inefficiency was identified with the PIV algorithm, as
an improvement, the new discovery of the safe area 
 was introduced to guar-
antee non-requirement of filtering cost when query q 2 
. An more efficient
algorithm, PIV+, was designed to adapt to any arbitrary RFN query, for which
the previous algorithm PIV did not always perform efficiently. The effective-
ness, efficiency and scalability of this approach were confirmed by extensive
experiments.
In total, as responses to the common issues on query processing that were
raised in the introductory sections on abstract and introduction, these approaches
accomplished the stated goals of significantly enhancing the efficiency in terms
of both CPU and I/O for distance-based similarity search. The efficacy of these
approaches was verified through theoretical analyses and extensive experiments.
6.2 Future work
Notable extensions based on the approaches proposed in this dissertation are
summarized as follows.
Plans are in place to extend the function index technique by combining it
with other indexes, such as the VA-file. A more precise cost model for esti-
mating the efficiency of our Range-query and k-NN algorithms is under con-
struction. The necessity of theoretical comparisons between our method and the
partition-based (R-tree, slim-tree, and so on) indexes is recognized; to do this,
the distance between clusters as defined in [PLP09] is an important and feasible
measure. Further investigation will also be made into the effect on non-uniform
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data and dimension-wise distance functions.
Extending this work to process RFN searches on multidimensional spaces
with more discussions and additional experiments represent a plan of consider-
able scope. Other directions to pursue include the goals of: to further shrink the
safe area and make it optimal, and to make its shape more regular for the sim-
plicity of geometric computation. Moreover, there are plans to index the pivot
set by existing methods to reduce the cost for checking the safe area, and also to
develop a search system integrated with RFN queries.
Next, although both of our approaches to k-NN and RFN searches are appli-
cable to multidimensional spaces, the efficiency of PIV and PIV+ has not been
studied sufficiently. The construction of high dimensional convex hull is com-
putationally expensive, so approaches developed from new point of view could
be better choices.
Besides, along the main clue — “distance” throughout the whole disserta-
tion, combining nearness and farness to form integrated distance measures for
real world applications, must of course be an important and practical direction.
In this case, integrating these proposed approaches to support such a new kind
of query processing must accordingly become an open challenge able to lead
new research directions.
Appendix
Featured applications of RFN search
To identify the importance of the RFN problems in real world application do-
mains, besides the query examples reproduced in Chapter 5, the following in-
troduces more real applications based on [YLK09].
Application 1: Consider the application to tourism. The tourist would like
to go shopping around their visiting sites. Usually, the tourist choose the nearest
places in the first instance unless there are special reasons. In this case, the
owner of a shop doubtless wishes as many tourists as possible. Therefore, the
owner should make more efforts to advertise his/her shop at the places (i.e., its
reverse furthest neighbors) where the tourist who is most unlikely to visit his/her
shop is located.
Application 2: In the government authorities with powers of approval, e.g.,
urban planning department, officials have to approve building applications from
different industries. For instance, suppose that a building plan to construct a
chemical factory is submitted. The authority must consider the hazardous influ-
ence on the local citizens. In such a case, the potential locations are given as Q,
and the residential location set V are known in hand. It is necessary to approve
such a location q 2 Q so that as many of the citizens, in terms of number, are as
132
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far away as possible. The decision comes to the location q 2 Q which has the
maximum number of reverse furthest v 2 V .
Application 3: The RFN query can also be applied to mine the correlations
between customers and business companies. For example, computer manufac-
turers could formulate special marketing strategies to enhance profit. Given the
customer set V who are the potential customers, and the company set Q are the
computer manufacturers. Assume there is a quantized distance measure for the
feedback from the customers to the manufacturers. In order to sell more com-
puters, it is important for each manufacturer to know those potential customers
who dislike their computer products, and then carry out special strategies target-
ing those customers. Here, the RFN search helps to solve this problem for the
computer manufacturers.
Application 4: Consider that a new branch of a convenience store fran-
chise chain, such as 7-Eleven, Lawson, or FamilyMart, is to be opened. Lo-
cation is one important factor in reducing the influence (competition) of the
existing branches. Suppose that there are several location candidates (Q =
fq1; q2;    ; qmg) for the new store opening, and that the locations of existing
stores (V = fv1; v2;    ; vng) are known. Under the consideration of compe-
tition, it is better to choose a location that is far from as many of the existing
stores in terms of number as possible. This means that most of the existing
stores take the chosen candidate (the new store) as their furthest neighbor. Thus
the influence of these existing stores on the chosen candidate can be maximally
reduced (i.e., argmaxqi2QfjRFN(qi)jg).
In these types of application, that take into account the evaluation criterion
in terms of farness but not nearness, the RFN search plays an important role to
help to make decisions.
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Connections between nearness and farness
To emphasize the importance of both nearness and farness from the focal point
of this research, the clarification of their connections to real world applications
is a natural step. For instance, when opening a new convenience store, it is
reasonable to attempt to lower the competition with (or, influence on) existing
stores. Thus, it is better to choose the location that is far from as many of the
existing ones as possible. It means that most of the existing stores take the cho-
sen candidate as their furthest neighbor, thus the influence can be maximally
reduced. In this type of application, which is able to take into account the eval-
uation criterion in terms of farness, the RFN search is very helpful.
On the other hand, to increase profit as much as possible, it is also necessary
to consider the nearness between the locations of the store and its potential cus-
tomers. For example, an alternative decision can be made in this way: launch
range queries for all the location candidates to search the customers within a
given radius (distance), then retrieve the one that has maximum answers. As-
sociated with the former consideration, hence, both of nearness and farness are
usually necessary to be incorporated into such kinds of spatial applications.
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