ABSTRACT An affine projection (AP)-based equalizer (APE) is introduced to eliminate the inter-symbol interference (ISI) for faster-than-Nyquist (FTN) signaling. Based on the APE, a pre-equalized interference cancellation (PIC) algorithm is proposed to eliminate the ISI for FTN signaling. By utilizing interference factors in the FTN system and low complexity APE, the computational complexity of the proposed PIC algorithm is much lower than the most existing block-based estimation algorithms, which makes it more practical for implementation. Besides, the proposed PIC algorithm has higher estimation accuracy by comparison with most existing algorithms. The simulation results show that the APE has a satisfactory bit error rate (BER) performance in the moderate ISI cases. In uncoded FTN systems, for all the modulation types adopted in digital video broadcasting-satellite-second generation extension (DVB-S2X), the proposed PIC algorithm can approximate the BER performance of the ISI-free Nyquist signaling when the time acceleration parameter and rolling factor equal to 0.8 and 0.3, respectively, which is beyond the performance of the most existing low-complexity algorithms. Even for 256-amplitude phase shift keying (APSK), the BER performance degradation is no more than 0.05 dB when the BER is 10 −5 . Furthermore, compared with the state-of-the-art frequency-domain equalization algorithm, the proposed PIC algorithm performs well in coded FTN systems.
I. INTRODUCTION
Recently, faster-than-Nyquist (FTN) signaling is getting particular attention because it is capable of increasing the transmission rate without excess bandwidth or transmit antennas. As early as 1970s, faster-than-Nyquist signaling was proposed [1] , however, it was not taken seriously at that time. Since raised-cosine (RC) pulses are introduced for FTN signaling in [2] , FTN signaling has been widely investigated in different scenarios [3] , such as multi-carrier [4] - [6] and multi-input-multi-output (MIMO) [7] , [8] systems. As for satellite communications, a receiver architecture for FTN signaling in the digital video broadcasting-satellite-second
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generation (DVB-S2) standard [9] is presented in [10] . Besides, carrier frequency offset estimation is also considered for FTN signaling in [11] , [12] .
To eliminate inter-symbol interference (ISI) caused by FTN signaling, lots of research literature focused on the ISI cancellation algorithms. It is not practical to implement maximum likelihood sequence estimation (MLSE) due to its non-deterministic polynomial (NP)-hard computational complexity. By limiting calculation of recursions to M significant terms, J. B. Anderson proposed the M-BCJR algorithm to reduce computational complexity of the BCJR algorithm [13] . Considering that the whitening filter for FTN signaling cannot be directly derived when the symbol rate exceeds the signal bandwidth, a reduced-complexity M-BCJR algorithm based on the Ungerboeck observation model is proposed in [14] . Nevertheless, its computational complexity still makes it prohibitive for the practical implementation. With the insertion of cyclic prefix, low complexity and effective frequency-domain equalizers (FDEs) are proposed for FTN signaling and evaluated in the binary phase shift keying (BPSK) FTN system [15] , [16] . Afterwards, Ishihara and Sugiura proposed semi-blind iterative frequency domain joint channel estimation (CE) and data detection of FTN signaling [17] , which carries out soft-decision frequency-domain equalization with the aid of the minimum mean square error (MMSE) criterion while whitening the colored noise and achieves great bit error rate (BER) performance. In addition, these three algorithms can be applied in frequency-selective Rayleigh fading channels. Joint channel estimation and decoding for faster-than-Nyquist (FTN) signaling over frequency selective fading channels can also be found in [18] , [19] , which makes FTN signaling more suitable for practical application. Tomlinson-Harashima precoding (THP) is considered for FTN signaling in [20] , where two novel soft demapping algorithms are proposed to generate the soft-input for the error-correction decoder. The differential faster-than-Nyquist (DFTN) signaling concept is investigated in [21] , which can dispense with any channel estimation at the receiver. Besides, a cross-polarization interference (XPI) cancellation and phase-noise mitigation structure, coupled with adaptive decision-feedback equalization or linear precoding, is proposed to jointly mitigate interference and accomplish carrier-phase tracking for dual-polarized FTN transmission systems [22] . A low-complexity successive symbol-by-symbol sequence estimator is presented in [23] to perform quadrature phase shift keying (QPSK) FTN symbol estimation and performs well. Besides, the applicable operating region is clearly identified in noiseless transmissions. But its performance is disappointing when the ISI is not that mild or using high-order modulations. In the same year, Bedeer et al. formulated the high-order quadrature amplitude modulation (QAM) FTN signaling sequence estimation problem as a non-convex optimization problem and proposed semi-definite relaxation-based sequence estimation [24] , which was fully analyzed for 16-QAM FTN signaling. However, extending such an algorithm to FTN systems with higher-order modulations still results in extremely high computational complexity. Low-complexity symbolbased multi-layer iterative successive interference cancellation (MLISIC) algorithm and its improved algorithm, i.e., the IMLISIC algorithm are used to eliminate ISI for FTN signaling in [25] . In mild cases (for example, the time acceleration parameter and rolling factor equal to 0.8 and 0.5 respectively), the IMLISIC algorithm can approximate the BER performance of the ISI-free Nyquist signaling even using 256-amplitude phase shift keying (APSK), which is adopted in digital video broadcasting-satellite-second generation extension (DVB-S2X) [26] . But its BER performance still has a lot of room for improvement when ISI is moderate.
Combining with the symbol-based estimation algorithms, such as the IMLISIC algorithm, a pre-equalized interference cancellation (PIC) algorithm is proposed in this correspondence to further enhance its performance in moderate ISI cases. The main contributions of this correspondence are summarized as follows: 1) Firstly, an affine projection (AP)-based equalizer (APE) is introduced for FTN ISI elimination. As far as we know, this is the first attempt in the literature reported. It is proved that APE performs quite well in moderate ISI cases. 2) Secondly, as high order modulations are sensible to the ISI caused by FTN signaling, especially when channel codes are employed, low-order modulation types such as BPSK are preferred in [14] - [17] for their easy realization and small performance degradation. In this paper, FTN signaling is extended to high-order modulation types such as 256-APSK adopted in DVB-S2X. We show that the BER performance of the ISI-free Nyquist signaling can be approached in uncoded FTN systems with the proposed PIC algorithm, which is beyond the performance of most existing low complexity algorithms. 3) Thirdly but not the last, our proposed PIC algorithm makes FTN technology be more practical due to the following two reasons. On the one hand, the computational complexity of the proposed PIC algorithm is quite lower than that of most block-based algorithms. On the other hand, many algorithms have been proposed and discussed in severe ISI scenarios, however, most of those either have high complexity [13, 14, 24] or focus on high rolling factors such as 0.5 [17] , [19] , [23] . Furthermore, most existing low complexity FTN estimation algorithms focus on large time acceleration parameters (0.9 in [23] ) or high rolling factors (0.5 in [17] , [19] , [23] ), whereas we consider more practical cases, for example, the time acceleration parameter and rolling factor are 0.8 and 0.3 respectively. In uncoded systems, for all the modulation types adopted in DVB-S2X, excellent BER performance can still be obtained with our proposed PIC algorithm in these moderate ISI cases. The rest of this correspondence is organized as follows: Section II introduces the system model of FTN signaling. Section III discusses the proposed PIC algorithm in detail. Simulation results are demonstrated in Section IV. Section V makes a brief conclusion.
II. FTN SYSTEM MODEL
The FTN system considered is shown in Fig. 1 , where a n , 0 ≤ n ≤ N − 1 is the independent and identically distributed (i.i.d) transmitted symbols. N indicates the total number of transmitted symbols. Low density parity check (LDPC) encoder/decoder is only used in coded FTN systems. FTN shaper is responsible for up-sampling and FTN signaling pulse shaping. Sequence estimator is used to eliminate ISI and estimate symbols after the matching filter and down-sampling. Fig. 1 , the transmitted signal s (t) can be expressed as
According to
where τ represents the time acceleration parameter of FTN system. It should be noticed that the FTN system is equivalent to the traditional Nyquist system if τ = 1. E s is the average energy of the transmitted symbols. h (t) is the unit energy square root raised cosine (SRRC) shaping pulse. Assuming perfect timing synchronization between the transmitter and the receiver, the corresponding symbols after the matching filter and down-sampling can be written as
where g (t) is the self-convolution of h (t).
is the zero-mean additive white Gaussian noise (AWGN) with variance σ 2 . According to Eq. (2), received symbols are contaminated by ISI, which will lead to undesired BER performance degradation.
III. PROPOSED PRE-EQUALIZED INTER-SYMBOL INTERFERENCE CANCELLATION A. PRE-EQUALIZED INTER-SYMBOL INTERFERENCE CANCELLATION
As shown in [25] , the performance of the IMLISIC algorithm in moderate ISI cases is unsatisfactory although its performance degradation in mild cases can be neglected. We observed that its performance is quite bad after the first iteration, which means that desired performance cannot be achieved even with more iterations. This phenomenon lets us believe that satisfactory performance may be ensured with the IMLISIC algorithm if ISI pre-elimination can bring the error down to an acceptable level. Motivated by the equalizer widely-used for eliminating multi-path effect, an APE is considered to pre-eliminate ISI in this correspondence.
According to Eq. (2), the desired symbol is contaminated by adjacent transmitted symbols. Therefore, the desired symbol can be obtained after the equalization with adjacent received symbols. A simple structure of APE is illustrated in Fig. 2 , where D represents the delay. y k indicates the current input symbol. The output of such a linear equalizer, i.e., APE is given bŷ
where ψ = L 0 2 . L 0 equals to the length of equalizer tap and is usually odd. · indicates the floor operation.
T is the equalizer tap vector. The superscript T and H are the transpose and conjugate transpose operations respectively.
sents the input symbol vector. Furthermore, AP algorithm is used to update the equalizer tap vector w in training process as [27] 
where
. M and µ denote the projection order and step of the AP algorithm respectively. γ is a small constant to avoid numerical problems in matrix inversion. I and [·] −1 represent the unit matrix and matrix inversion, respectively. Besides, e (k) can be calculated as [27] 
desired symbol corresponding to y k−ψ . * is the conjugate operation. It is worth mentioning that this training process can be offline or online. As for the online training process, many modern commercial communication standards, such as DVB-S2 and DVB-S2X, are compatible with pilots, which can help the APE perform the online training process. As depicted in Eq. (2), received symbols can be estimated correctly as long as the ISI caused by adjacent symbols is completely eliminated. And the core of the IMLISIC algorithm is to eliminate the interference caused by adjacent symbols with interference factor G n,n = g n − n τ T . Assuming that the iteration times is K E and the singleside symbol length used for ISI elimination in the K -th
Onceâ 0,k−ψ is obtained with APE, it can be used to perform the first iteration as [25] where deci (x) rounds x to the nearest symbol in the constellation.â i,k , i ≥ 1 indicates the symbol after the i-th iteration of IMLISIC. In addition, it should be noted that symbols after APE and the first iteration are used as transmitted symbols to perform the first iteration. Similarly, after the symbol y k is received, the K -th iteration is given in Eq. (7), as shown at the bottom of this page, with more accurate estimated symbols.
The estimation diagram of the proposed PIC algorithm is shown in Fig. 3 . Circles in the first layer, where red and blue circles are used to perform APE, indicate the received symbols. With respect to circles in other layers, orange and blue circles represent the right symbols used for the estimation of the next layer. Yellow, green, and orange circles in the current layer indicate the left symbols used for the estimation of the current layer. Particularly, orange circles in the second layer are only used for the estimation of the next layer.
To sum up, the proposed PIC algorithm is summarized in Algorithm 1.
In order to generate the soft-input for LDPC decoder in coded FTN system, the hard decision operation, i.e., deci (·) in Eq. (7) should be omitted when K = K E . It is worth mentioning that in the previous iterations, symbols after hard decisions are only used as transmitted symbols to calculate and eliminate ISI. Therefore, as long as the hard decision in the last iteration (K E -th iteration) is omitted, the loglikelihood ratio (LLR) of the output symbols calculated with the soft demapping algorithms such as MAX-LOG-MAP is reliable. Besides, due to the fact that the interference factors are not easy to be obtained in dispersive and frequencyflat channels, it is difficult to put the PIC algorithm into application in such channels. calculate error e (k) as denoted in (5) 
B. COMPARISON OF THE COMPUTATIONAL COMPLEXITY
From Algorithm 1, it can be observed that its computational complexity during the training process is different from that after the training. During the training process, the calculation of error e (k) needs M L 0 multiplications and M L 0 additions/subtractions. 2M 2 L 0 + M L 0 multiplications and 2M 2 L 0 − M 2 additions/subtractions are required to update the equalizer tap vector w (additions/ subtractions and multiplications of constant are not taken into account). Besides, the computational complexity of at most O M 3 is necessary for matrix inversion. The equalizer tap vector w does not need to be renewed after the training, therefore, the complexity to calculate the output of APE is L 0 multiplications and L 0 − 1 additions/subtractions.
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FIGURE 4. Multiplication numbers of SSSgbKSE, MLISIC, IMLISIC and PIC with
As for the IMLISIC algorithm, its computational complexity includes 2
Hence, during the training process, the proposed PIC algorithm requires
additions/subtractions and the complexity of at most O M 3 to perform matrix inversion. To estimate single symbol after the training,
Complexity comparison with several existing symbolbased algorithms is shown in Table 1 , where the complexity used for hard decision is not included. In addition, the complexity to perform matrix inversion for the PIC algorithm is listed.
The multiplication numbers of the SSSgbKSE, MLISIC, IMLISIC and PIC algorithms in the most common cases are shown in Fig. 4 , where
Besides, the length L 0 of APE tap is set to 75. On the basis of Table 1 and Fig. 4 , the computational complexity of the IMLISIC algorithm are lower than that of the SSSgbKSE algorithm when K and L are relatively small. Our proposed PIC algorithm requires more multiplications than the SSSgbKSE and IMLISIC algorithms. By contrast with most block-based algorithms, however, its complexity is still acceptable for practical implementation. Taking two algorithms presented in [24] for example, when 16-QAM is adopted in FTN system, these two algorithms require the computational complexity of O (4J + 1)
2 U , where U denotes the length of random Gaussian samples and J is the block length, respectively. According to [23] , the FDE algorithms in [15] , [16] require the complexity of O (J ) to calculate the minimum mean square error (MMSE) coefficients and the additional complexity of O (J log (J )) to perform the fast Fourier transform (FFT) and inverse FFT (IFFT). Additional J complex-valued multiplications are required for the noisewhitening FDE in [17] . By comparison, the complexity of our proposed algorithm is quite lower when the block length J is not that small.
IV. SIMULATION RESULTS
In order to demonstrate the performance of the proposed PIC algorithm more comprehensively, the performance of APE in uncoded systems is first shown in this section. And then simulation results of the PIC algorithm in uncoded systems are analyzed in detail. Comparison with the noise-whitening FDE algorithm [17] in coded systems is given in Section IV-C. It is mentionable that the IMLISIC algorithm is recommended in mild ISI cases because the IMLISIC and PIC algorithms have similar performance in these cases but complexity of the IMLISIC algorithm is lower. Assuming that the order of SRRC filters is known and equals to 161, QPSK, 8-phase shift keying (8-PSK) and 16/32/64/128/256-APSK are adopted. Without loss of generality, APE is trained offline in later simulations.
The SSSgbK SE and MLISIC algorithms are not taken into account in this part because the IMLISIC algorithm has higher estimation accuracy than the former ones [25] . Some universal parameters adopted in the simulations are shown in Table 2 , where and represent the length of block and cyclic prefix respectively. L is equivalent to L 1 , L 2 , . . . , L K E for the IMLISIC and PIC algorithms. X indicates unused parameter.
A. PERFORMANCE OF APE IN UNCODED SYSTEMS
BER performance of IMLISIC in [25] , noise-whitening FDE in [17] and APE with τ = 0.8, α = 0.3 is shown in Fig. 5 . Other simulation parameters can be seen in Table 3 . For the purpose of explaining the importance of ISI pre-elimination, the iteration times of the IMLISIC algorithm is set to 1.
It can be observed from Fig. 5 that the IMLISIC algorithm performs pretty well when adopting low-order modulation types (especially QPSK), however, its performance becomes worse as the modulation order increases. What's worse is that error floor appears when adopting 32-APSK and higherorder modulation types, which means BER does not decline as signal to noise ratio (SNR) increases. This is exactly why the IMLISIC algorithm is not suitable in moderate ISI cases. By contrast, the modulation order has little effect on the performance of the FDE and APE algorithms. Besides, there is no error floor with these two algorithms. Furthermore, the performance of the APE algorithm is similar to that of the FDE algorithm no matter which modulation is adopted. And it should be mentioned that APE has lower complexity than noise-whitening FDE [17] in these cases, which does prove the superiority of APE. As a result, satisfactory performance can be ensured after performing ISI pre-elimination with APE. 
B. PERFORMANCE OF PIC IN UNCODED SYSTEMS
BER performance of IMLISIC in [25] , noise-whitening FDE in [17] and PIC with τ = 0.8, α = 0.3 is shown in Fig. 6 . Other simulation parameters can be seen in Table 4 . Conclusions drawn from Fig. 6 are summarized as follows.
Firstly, by comparison with Fig. 5 , the BER performance of the IMLISIC algorithm is improved through increasing the iteration times K E . Particularly, the performance in the QPSK FTN system is acceptable with more iterations. Nevertheless, VOLUME 7, 2019 when high-order modulation types are used, error floor still exists due to the bad performance after the first iteration shown in Fig. 5 .
Secondly, compared with the performance of the IMLISIC algorithm shown in Fig. 6 , it can be observed that ISI preelimination with APE does play a key role, which also shows the availability and superiority of APE.
Thirdly but not the last, the proposed PIC algorithm is superior to the IMLISIC and FDE algorithms no matter which modulation is adopted, which means that our proposed PIC algorithm has higher estimation accuracy. Moreover, it can be concluded that the BER performance of the ISI-free Nyquist signaling of all the simulated modulation types (256-APSK included) can be approached with our proposed PIC algorithm. The BER performance degradation is no more than 0.05 dB when the BER is 10 −5 . In contrast, the performance of the FDE algorithm in [17] is not that satisfactory even though there is no error floor with this algorithm. In consequence, there is no doubt that our proposed PIC algorithm is more suitable for higher-order modulations in these uncoded moderate ISI cases.
Besides, BER performance of IMLISIC in [25] , noisewhitening FDE in [17] and PIC with τ = 0.7, α = 0.5 is shown in Fig. 7 . Compared with Fig. 6 , the performance of all the simulated algorithms becomes worse due to the more severe ISI. Even in these cases, the proposed PIC algorithm is still superior to the IMLISIC and FDE algorithms no matter which modulation is adopted and achieves great BER performance.
C. PERFORMANCE OF PIC IN CODED SYSTEMS
The LDPC code with encoding block size 64800 and code rate 1/2, which is adopted in DVB-S2 and DVB-S2X, is considered here. The MAX-LOG-MAP algorithm in [28] is used to generate LLR for LDPC decoder. Besides, the iteration times for LDPC decoding is set to 30. The two-stageconcatenated FTN signaling system in [17] is based on the recursive systematic convolutional (RSC) code. It is not taken in account because its performance is hard to be compared when using different encoding methods. Hence, we still focus on the noise-whitening FDE in [17] .
BER performance of noise-whitening FDE [17] and PIC in coded systems is shown in Fig. 8 , where α = 0.3. According to [2] , when rolling factor α equals to 0.3, the minimum distance is not reduced for FTN signaling as long as the time acceleration parameter τ is no less than 0.702. Therefore, different time acceleration parameters such as 0.7 and 0.8 are adopted to evaluate the performance of the PIC algorithm. Other simulation parameters of PIC can be seen in Table 4 . The performance when adopting higher modulation types or smaller time acceleration parameters is not shown due to the disappointing performance degradation.
It can be observed that the performance degradation of the noise-whitening FDE and PIC algorithms becomes larger as modulation order increases or time acceleration parameter decreases. More precisely, the performance degradation is almost 1.6 dB when 16-APSK is adopted and τ = 0.8. Besides, the noise-whitening FDE and PIC algorithms perform unsatisfactorily when τ = 0.7, which shows that our PIC algorithm still has lots of room for improvement. Furthermore, compared the noise-whitening FDE algorithm, the PIC algorithm has better BER performance with 8-PSK and 16-APSK even if its performance gain is not quite huge. As for QPSK, the performance of the noise-whitening FDE algorithm is superior to that of the PIC algorithm. To sum up, the noise-whitening FDE has the strong compatibility. For example, it can be applied in frequency selective fading channels. Although the noise-whitening FDE has relatively poor BER performance in uncoded systems, it performs quite satisfactorily in coded systems. The advantages of our proposed PIC algorithm over the noise-whitening FDE in [17] are multi-fold. Firstly, the PIC algorithm has lower complexity than the noise-whitening FDE as explained in Section III-B. Secondly, it is not necessary to insert cyclic prefix with the PIC algorithm, which ensures the high spectrum efficiency of FTN signaling. Thirdly but not the last, for all the simulated modulation types, the PIC algorithm can approach the BER performance of the ISI-free Nyquist signaling in uncoded moderate ISI cases (τ = 0.8, α = 0.3), which is beyond the performance of the FDE algorithm. In coded moderate ISI cases, the performance of PIC is similar to that of FDE.
V. CONCLUSION
As a promising non-orthogonal transmission scheme to improve spectrum efficiency, FTN signaling has attracted much more attention. Existing algorithms, which are aimed at eliminating ISI caused by FTN signaling, are either prohibitive for practical implementation or not suitable in moderate ISI cases. Based on APE and the IMLISIC algorithm, we proposed a low complexity and high accuracy sequence estimator, i.e., PIC. The core idea is to perform ISI pre-elimination with APE before successive interference cancellation. To estimate single symbol after the training, L 0 + 2
(L i − 1) additions/subtractions are needed with our proposed PIC algorithm. Compared with most block-based algorithms mentioned above, the proposed PIC algorithm has lower computational complexity and is more practical for implementation. Simulation results show that APE performs well in moderate ISI cases. Furthermore, even for 256-APSK adopted in DVB-S2X, the proposed PIC algorithm can approach the BER performance of the ISI-free Nyquist signaling in uncoded moderate ISI cases (τ = 0.8, α = 0.3), which does show the superiority of the proposed PIC algorithm.
