Representation theory of finite groups through (basic) algebraic
  geometry by Arrondo, Enrique
ar
X
iv
:2
00
9.
02
77
4v
1 
 [m
ath
.R
T]
  6
 Se
p 2
02
0
REPRESENTATION THEORY OF FINITE GROUPS
THROUGH (BASIC) ALGEBRAIC GEOMETRY
Enrique Arrondo
Abstract. We introduce a new approach to representation theory of finite groups that uses
some basic algebraic geometry and allows to do all the theory without using characters.
With this approach, to any finite group G we associate a finite number of points and show
that any field containing the coordinates of those points works fine as the ground field for
the representations of G. We apply this point of view to the symmetric group Sd, finding
easy equations for the different symmetries of functions in d variables. As a byproduct, we
give an easy proof of a recent result by Tocino that states that the hyperdeterminant of a
d-dimensional matrix is zero for all but two types of symmetry.
MSC2010 classification: 05E10, 20C99, 20C30, 05E05, 16P10
Introduction
The aim of this note is to approach representation theory of finite groups from a new
point of view, based on some basic algebraic geometry. This will allow to recover all the
main results of representation theory avoiding the character theory, using instead the (from
my point of view) more natural tool of idempotent elements. Moreover, this approach also
allows to discuss which is the natural ground field to work with for each group G. This
will depend on the coordinates of a finite set of points naturally defined from the group G.
Since we are putting together two different branches of mathematics, we would like
this paper to be as much self-contained as possible for anyone who is not familiar with at
least one of the branches. We are using only two results from algebraic geometry, which
are not very difficult. The first one, in Lemma 1.9, is the dimension of a determinantal
variety; since a complete proof will exceed the scope of this note, we just give a basic
reference. The second one, in Remark 2.9, would typically require the Nullstellensatz.
However, in our particular case of a finite number of points, we give an alternative easy
proof (see Proposition 2.10). About representation theory, we will recall all the basic
notions and prove all the results, although many of the proofs follow our new point of
view (the standard proofs we give can be found in any basic text on representation theory,
as [FH]). Part of this has been done by Patricia Quintanilla in her Bachelor Thesis [Q],
presented under my supervision.
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In a first section, we will recall the basic notions of the representation theory of a
finite group G, such as Schur Lemma, decomposition into irreducible representations or
the study of the group algebra K(G), which is the main object to study. Indeed, Maschke’s
theorem states that K(G) is semisimple when the characteristic of K does not divide |G|,
and thus Artin-Wedderburn theorem implies thus that K(G) is the direct product of finite
number of matrix algebras. In the language of representation theory, this means that the
natural action of G on K(G) (the so-called regular representation) can be decomposed
as K(G) ∼=
⊕
iEnd(Vi), where the Vi’s are all the irreducible representations of G. This
decomposition is the goal of the second section, and we will do it via idempotent elements.
In particular, we will see that such idempotents can be computed at once from a finite set
of point naturally associated with the group G. We will finish the section with a summary
of our main construction.
Finally, in the third section we apply the previous techniques to study the decompo-
sition of functions in d variables into their different types of symmetric functions. This
corresponds to the study of representations of the symmetric group Sd. As a byproduct,
we will see that our approach is naturally equivalent to the approach of the theory of char-
acters (however, our approach has the advantage that the set of points associated with
the group indicates a priori which fields K are suitable for representations of the group).
Finally, we show that our approach allows to find equations for the symmetries much sim-
pler than the ones given in [MRS]. Using these simpler equations we gave an easier proof
of the result of Tocino ([T]) that the hyperdeterminant of a d-dimensional matrix is zero
for all types of symmetries but two.
§1. Basic theory.
Definition. A representation of a group G on a vector space V over a field K is a group
homomorphism ρ : G → Aut(V ). We will usually write gv := (ρ(g))(v). A morphism of
representations is a linear map f : V → W between the corresponding vector spaces such
that f(gv) = gf(v) for all g ∈ G and all v ∈ V . Equivalently, the linear map f satisfies
f ◦ ρ(g) = ρ(g) ◦ f for all g ∈ G
In other words, a representation is a way of considering the group as a subgroup of
matrices with entries in K. One could wonder about the linear span of those matrices.
In the case of finite groups (this will be the case in this note), an intrinsic way of doing
so is to consider the group algebra K(G), the vector space with basis {eg | g ∈ G}; the
algebra structure is given by eg′eg = eg′g. In this way, we can extend ρ to a homomorphism
of K-algebras ρ˜ : K(G) → End(V ), in which the image of α =
∑
g ageg ∈ K(G) is the
endomorphism ρ˜(α) mapping each v ∈ V to α · v :=
∑
g ag(gv).
Example 1.1. We give a first list of easy examples, but they will be relevant for our
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purposes.
1) The trivial representation of any group G is the action of G on K defined by gλ = λ
for any g ∈ G and any λ ∈ K. If V is an n-dimensional vector space and we define the
trivial action gv = v for any g ∈ G and any v ∈ V , this representation is isomorphic to the
direct sum n times of the trivial representation. Indeed, fixing a basis v1, . . . , vn of V , the
map Kn → V mapping any (λ1, . . . , λn) ∈ K
n to λ1v1 + . . .+ λnvn is an isomorphism of
representations.
2) The regular representation of any group G is the natural action of G on K(G) given
by gα := egα.
3) If G = Sd is the group of permutations of d elements, the alternating representation
is the action of Sd onK given by σλ = sgn(σ)λ for any permutation σ ∈ Sd and any λ ∈ K.
We start with a series of basic results.
Lemma 1.2. For each representation ρ : G → End(V ) on a K-vector space V , let ρ˜ :
K(G)→ End(V ) its corresponding homomorphism of K-algebras.
(i) If we let G act on End(V ) by gf = ρ(g) ◦ f , then ρ˜ is a morphism of representations.
(ii) Fixing a basis v1, . . . , vn of V (hence V has dimension n), the map ϕ : End(V )→ V
n
mapping each f to
(
f(v1), . . . , f(vn)
)
is an isomorphism of representations.
(iii) For each α ∈ K(G), let α· : K(G) → K(G) be the left multiplication by α and let
ρ˜(α)◦ : End(V ) → End(V ) be the map defined by the left composition with ρ˜(α).
Then the diagram
K(G)
α·
−→ K(G)yρ˜
yρ˜
End(V )
ρ˜(α)◦
−→ End(V )
is commutative.
(iv) In the conditions of (ii) and (iii), if (α, . . . , α) denotes the diagonal map V n → V n in
which each diagonal map V → V is the left multiplication by α, the diagram
End(V )
ρ˜(α)◦
−→ End(V )yϕ
yϕ
V n
(α,...,α)
−→ V n
is commutative.
Proof. Part (i) is obvious, since
ρ˜(gα) = ρ˜(egα) = ρ˜(eg) ◦ ρ˜(α) = ρ(g) ◦ ρ˜(α) = gρ˜(α).
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For part (ii), it is clear that ϕ is an isomorphism of vector spaces, so it suffices to
prove that it is a morphism of representations. This is so because, for each g ∈ G and
f ∈ End(V ), one has
ϕ(gf) =
(
(gf)(v1), . . . , (gf)(vn)
)
=
(
gf(v1), . . . , gf(v1)
)
= g
(
f(v1), . . . , f(vn)
)
= gϕ(f).
For part (iii), we easily see that, for each β ∈ K(G) and any v ∈ V , one has ρ˜(αβ)(v) =
(αβ)v = α(βv) =
(
ρ˜(α)
)
(βv) =
(
ρ˜(α)
)(
ρ˜(β)(v)
)
.
Finally, part (iv) follows because, for each f ∈ End(V ), one has
ϕ
(
ρ˜(α) ◦ f
)
=
(
αf(v1), . . . , αf(vn)
)
= (α, . . . , α)
(
f(v1), . . . , f(vn)
)
= (α, . . . , α)(ϕ(f)).
The following obvious remark will be key to the whole theory:
Lemma 1.3. Any subrepresentation W ⊂ K(G) of the regular representation has a nat-
ural structure of subalgebra.
Proof. It is enough to prove that the product inK(G) of two elements w1, w2 ∈W is still in
W . This is obvious, since w1 takes the form w1 = λ1eg1 + . . .+λregr , with λ1, . . . , λr ∈ K
and g1, . . . , gr ∈ G, and each egiw2 = giw2 is in W .
Definition. An irreducible representation is a representation not possessing non-trivial
subrepresentations.
When the ground field has not a bad characteristic, the notion of irreducibility is the
expected one:
Theorem 1.4. Assume that |G| is not divisible by the characteristic of K. Then, for any
subrepresentation V ′ of a representation V there exists another subrepresentation V ′′ such
that V = V ⊕ V ′′. As a consequence, a representation is irreducible if and only if it does
not split in a nontrivial way as a direct sum of two representations.
Proof. Take any complementary subspace W of V ′ in V . If p1 : V = V
′ ⊕W → V ′ is the
first projection, we define f : V → V ′ as
f(v) =
∑
g∈G gp1(g
−1v)
|G|
which is a morphism of representations restricting to the identity on V ′ (in particular,
f ◦ f = f). Hence its kernel V ′′ is a subrepresentation, and, since any v ∈ V can be
written as v = f(v) + (v − f(v)), it follows V = V ′ ⊕ V ′′.
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Remark 1.5. The complementary subspace W ′ of the above result is not unique. For ex-
ample, the isomorphism of Lemma 1.2(ii) induces a decomposition End(V ) = V ′1⊕. . .⊕V
′
n,
where V ′i is the subspace of endomorphisms vanishing at the hyperplane Hi ⊂ V generated
by v1, . . . , vi−1, vi+1, . . . , vn. Hence, the subrepresentation V
′
n has a complementary sub-
representation V ′1⊕. . .⊕V
′
n−1 consisting of the endomorphisms vanishing at vn. Obviously,
changing this last vector of the basis by another one that is not multiple of vn, produces
a different complementary subrepresentation. Although the decomposition of End(V ) is
not unique, observe that any of the possible decompositions we found comes from an iso-
morphism of representations End(V ) ∼= V ⊕ dim(V ). This is the kind of uniqueness that we
will prove in Theorem 1.8.
Proposition 1.6 (Schur’s Lemma). A nonzero morphism between irreducible represen-
tations is necessarily an isomorphism.
Proof. Let f : V →W be a nonzero morphism of irreducible representations. Since ker(f)
is a proper subrepresentation of V , necessarily is the zero representation, so that f is
injective. Also Im(f) is a nonzero subrepresentation of W , so that it is W and hence f is
surjective.
Remark 1.7. Schur’s Lemma has a second part, proved easily when K is the complex
field (or any algebraically closed field). We will obtain it in general in Corollary 1.11.
Theorem 1.8. If |G| is not divisible by the characteristic of K, any representation of G
decomposes as a direct sum of irreducible representations. Such a decomposition is, up to
isomorphism, unique.
Proof. We will prove the result by induction on the dimension of the representation, the
result being trivial if the dimension is one. Let V be a representation of G and let us
see that it decomposes as a direct sum of irreducible representations. If V is irreducible,
there is nothing to prove. If it is not irreducible, Theorem 1.4 implies that we can write
V = V ′ ⊕ V ′′ in a nontrivial way. Hence, by induction hypothesis, V ′ and V ′′ decompose
as a direct sum of irreducible representations. The uniqueness is an easy consequence of
Schur’s Lemma.
We translate now into the language of linear algebra a following well-known fact in
algebraic geometry.
Lemma 1.9. Let V ′, V be vector spaces of respective dimensions 0 < n′ < n over a field
K. Assume Hom(V ′, V ) has a linear subspace W of dimension n such that any nonzero
f ∈W has rank n′. Then n′ = 1.
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Proof. Observe that the result is independent on K or any extension of it. We can hence
assume that K is algebraically closed. It is very well-known in Algebraic Geometry (see
for Example [H] Proposition 12.2) that the set of homomorphisms of rank at most n′ − 1
has codimension n−n′+1 in Hom(V ′, V ). Hence if it were n′ > 1 the subspace W would
necessarily contain a nonzero homomorphism of rank at most n′ − 1, contradicting our
hypothesis.
The key result is the following, due to Burnside ([B]), or for arbitrary characteristic,
due to Lam ([L]), although we will give a proof based on Lemma 1.9:
Theorem 1.10. A representation ρ : G→ Aut(V ) is irreducible if and only if the map ρ˜
is surjective.
Proof. If there exists an invariant subrepresentation W ⊂ V , obviously the image of ρ˜ is
contained in the proper subspace of End(V ) consisting on the endomorphisms preserving
W , so that ρ˜ is not surjective.
For the converse, the main tool is that, for each non zero vectors v, v′ ∈ V , the
map there is α ∈ K(G) such that αv = v′. To prove this we need to prove that the
ρ˜v : K(G) → V sending each α to αv is surjective. This is so because that map is
the composition of ρ˜ with the evaluation map End(V ) → V at v , and both maps are
morphisms of representations. Since V is irreducible and the map is not zero (because the
image of 1 is v), the map is surjective.
Now fix a nonzero α ∈ K(G) such that ρ˜(α) has minimal rank r, and fix a basis
v1, . . . , vn of V . By the surjectivity of ρ˜αv, we have α1, . . . , αn ∈ K(G) such that αi(αv) =
vi for i = 1, . . . , n. This implies that the endomorphisms ρ˜(α1α), . . . , ρ˜(αnα) are linearly
independent. Since any nonzero linear combination of them clearly has rank at most r (its
kernel contains the kernel of ρ˜(α)), the minimality of r and Lemma 1.9 imply r = 1 (by
regarding each ρ˜(αiα) as a linear map from V/ ker(α)→ V ).
At this point we construct a suitable basis for V . We start by taking v1 a vector
outside H1 := ker(α), which we just proved to be a hyperplane of V , and write f1 := ρ˜(α).
We then take a nonzero vector v2 ∈ H1, and hence there exists α2 ∈ K(G) such that
α2v2 = v1. This implies that f2 := ρ˜(αα2) is an endomorphism of rank one, such that
v2 is not in its kernel H2. In particular, H1 6⊂ H2, so that H1 ∩ H2 has codimension
two. We can iterate the process to construct v1, v2, . . . , vn such that, for each i, there
is an endomorphism fi : V → V in the image of ρ˜ whose kernel is a hyperplane Hi ⊃
vi+1, . . . , vn and fi(vi) = αv1 6= 0. This can be done picking, for each i, a nonzero vector
vi ∈ H1 ∩ . . . ∩Hi−1, an element αi ∈ K(G) such that αivi = v1 and fi = ρ˜(ααi).
It is now straightforward to check that v1, . . . , vn is a basis. Moreover, if for each i, j
we consider the composition fij of the above fi with an endomorphism in the image of ρ˜
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mapping fi(vi) to vj , it is also easy to check that the endomorphisms fij form a basis of
End(V ) in the image of ρ˜.
Corollary 1.11 (Schur’s Lemma II). Any endomorphism of an irreducible representation
that is a morphism of representations is necessarily the multiplication by a constant.
Proof. Let ϕ : V → V be a morphism of representations, with V irreducible. This
means that ϕ commutes with any endomorphism of V in the image of ρ, hence with any
endomorphism in the image of ρ˜. By Theorem 1.10, this means that ϕ commutes with any
endomorphism of V , so that it is necessarily the multiplication by a constant.
Corollary 1.12. If K ⊂ K ′ is any field extension and V is a representation of G over K,
let V ′ = V ⊗K K
′ be the extended representation over K ′. Then V is irreducible if and
only if V ′ is irreducible.
Proof. It is clear that the irreducibility of V ′ implies the irreducibility of V , since any
subrepresentation of V would extend to V ′. Reciprocally, if V is irreducible, Theorem
1.10 implies that ρ˜ : K(G) → End(V ) is surjective. Tensoring with K ′, we see that the
corresponding ρ˜′ : K ′(G)→ End(V ′) is also surjective, so that V ′ is irreducible.
Corollary 1.13. If the characteristic of K does not divide |G|, for any irreducible rep-
resentation ρ : G → Aut(V ), there is a decomposition K(G) = W ⊕ ker(ρ˜) as unitary
algebras, where W ∼= End(V ).
Proof. The condition about the characteristic implies that K(G) decomposes, as a repre-
sentation, as W ⊕ ker(ρ˜), and W is isomorphic to End(V ). By Lemma 1.3, this also holds
as algebras. Since End(V ) is unitary, alsoW is unitary. Hence, the difference of 1 ∈ K(G)
and the unit in W is also a unit in ker(ρ˜).
Example 1.14. Consider the natural representation of the symmetric group Sd on the
vector space Kd with canonical basis e1, . . . , ed by defining, for each permutation σ, σei =
eσ(i). This representation is not irreducible, since the hyperplane V ⊂ K
d of equation
x1+ . . .+xd = 0 is invariant under the action (if the characteristic of K is not a divisor of
n, the complementary invariant subspace is the linear subspace generated by e1+ . . .+ ed,
and this is isomorphic to the trivial representation, since any g ∈ G leaves e1 + . . . + ed
invariant). Let us see that this representation V is irreducible (this is usually called the
standard representation of Sd). For this, we will use (the easy part of) Theorem 1.10. We
first consider the basis of V given by e1 − ed, . . . , ed−1 − ed. Thus a basis of End(V ) is
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given by the endomorphisms ϕij mapping ei − ed to ej − ed and any other ek − ed of the
basis to zero. Then ϕij is the image by ρ˜ of
1
3(d− 2)
∑
k 6=i,d
(
2e(i j)(k d) − 2e(i j)(i d k) + e(i j)(i k) − e(i j)(i k d)
)
.
§2. Decomposition of K(G) via idempotent elements.
To understand the main idea of this section, we start with the following clarifying
remark:
Remark 2.1. In view of Remark 1.5, one could guess that the decomposition in Corollary
1.13 is not unique. However, this is not the case now. The reason is that, considering
the corresponding unit elements β ∈ W and β′ ∈ ker(ρ˜), they are in the center of K(G),
their sum is the unit element of K(G) and clearly W = βK(G) and ker(ρ˜) = β′K(G). In
particular, the subspace W is unique, since depends on β = 1 − β′, where β′ is the unit
element of the kernel of ρ˜, which in turn depends on the irreducible representation V .
Hence the decomposition of K(G) comes from the existence of central idempotents,
i.e. idempotent elements in the center of the algebra. This is what we are going to
study in this section, and we will get from the idempotent elements the Artin-Wedderburn
decomposition K(G) ∼=
⊕
iEnd(Vi).
To start with, the precise keystone result, in the more general framework of rings, is
the following:
Lemma 2.2. A unitary ring A decomposes as a direct sum of two non-trivial unitary
rings if and only if A possesses a central idempotent β 6= 0, 1. Moreover, in such a case,
1− β is also a central idempotent and one has the decomposition A = βA⊕ (1− β)A, the
respective unit elements being β and 1− β.
Proof. If there exists a non-trivial decomposition A = B⊕C as unitary rings with respective
units β, γ 6= 0, 1, it is clear that β and γ are idempotent elements in the center of A, and
1 = β + γ.
Reciprocally, given an idempotent element β 6= 0, 1 in the center of A, it is straight-
forward to check that 1− β is also an idempotent element in the center of A and one has
the decomposition A = βA ⊕ (1 − β)A, the respective unit elements being β and 1 − β.
For example, assume that we have an element βa = (1−β)a′ in the intersection of βA and
(1− β)A. Then:
βa = β2a = β(1− β)a′ = (β − β2)a′ = 0 · a′ = 0.
We characterize next when we cannot decompose the above pieces.
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Lemma 2.3. Let A be a unitary ring and let β ∈ A be a central idempotent. Then the
following are equivalent.
(i) β does not decompose as a sum of two non-trivial central idempotents.
(ii) βA does not decompose as a direct sum of non-trivial unitary rings.
(iii) The center of βA does not decompose as a direct sum of non-trivial unitary rings.
Proof. From Lemma 2.2 we get that (i) is equivalent to (ii), because β is the unit element of
βA. On the other hand, a nontrivial decomposition of βA yields a non trivial decomposition
of its center, since the center of each piece necessarily contains its own unit element; hence
(iii) implies (ii). Finally, by Lemma 2.2, a decomposition of the center of βA implies the
decomposition of its unit element, which is β, so that (i) implies (iii).
Definition. A primitive idempotent of a ring A is a central nilpotent satisfying any of the
equivalent conditions of Lemma 2.3.
Theorem 2.4. For any primitive idempotent β ∈ K(G), there is a unique irreducible
representation V of G such that βK(G) ∼= End(V ).
Proof. Let β be a primitive idempotent, and let V ⊂ βK(G) be an irreducible sub-
representation. By Corollary 1.13, we can decompose K(G) = End(V ) ⊕ ker ρ˜, so that
βK(G) = βEnd(V ) ⊕ β ker ρ˜. Since βEnd(V ) = End(V ) and β is primitive, necessarily
β ker ρ˜ = 0 and hence βK(G) = End(V ) (in particular, β is the identity of End(V ), so
that it is the idempotent obtained in Corollary 1.13). Since this implies (see Remark 1.5)
that the decomposition of βK(G) into irreducible representations is the sum of dim(V )
times V , the unicity of the decomposition implies that V is unique.
In order to completely decompose a ring A, one should find its primitive idempotent
elements. And, as observed in Lemma 2.3, it is enough to decompose its center ZA. In
the case of K(G), its center ZK(G) is a commutative algebra which is finite, i.e. finite
dimensional as a K-vector space. Of course, we could be sure that the decomposition is
complete if the pieces are one-dimensional. This is exactly what we are going to prove.
We first study the center.
Proposition 2.5. Let G be a finite group and let ZK(G) be the center of the group
algebra K(G). Then
(i) For any α ∈ ZK(G) and any representation V , the left multiplication by α is a
morphism of representations α· : V → V .
(ii) If V is an irreducible representation, for any α ∈ ZK(G), let λα ∈ K be the constant
such that, according to (i) and Corollary 1.11, the morphism α· : V → V is the
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multiplication by λα. Then the map ωV : ZK(G) → K defined by α 7→ λα is a
homomorphism of K-algebras.
(iii) The center of K(G) has, as a vector space, a basis consisting of the set of elements
αλ :=
∑
g∈λ
eg
where λ varies in the set P of conjugacy classes in G.
Proof. Part (i) is immediate because, by definition of morphism of representations, the
multiplication by α must commute with any ρ(g), i.e. α must commute with any eg, and
this is the case precisely because α is in the center of K(G).
For part (ii), consider α1, α2 ∈ ZK(G), so that α1v = λα1v and α2v = λα2v for any
v ∈ V . Thus
(α1 + α2)v = (λα1 + λα2)v
so that λα1+α2 = λα1 + λα2 , i.e. ωV (α1 + α2) = ωV (α1) + ωV (α2); and also
(α1α2)v = α1(λα2v) = λα1(λα2v)
so that λα1α2 = λα1λα2 , i.e. ωV (α1α2) = ωV (α1)ωV (α2).
For part (iii), let α =
∑
g∈G µgeg be an element of the center of K(G). This is
equivalent to say that µeh = ehα for all h ∈ G, i.e.
∑
g∈G µgegh =
∑
g∈G µgehg. Since the
coefficient of egh in the right-hand sum is µh−1gh, it follows that α is in ZK(G) if and only
if, for all g, h ∈ G, µg = µh−1gh. In other words, the coefficient of eg in α coincides with
the coefficient of any conjugate eh−1gh. This means that α is a linear combination of the
elements eλ, as wanted.
Example 2.6. Let us illustrate what we want to do in the simple example G = S3,
the group of permutations of three elements. As stated in Proposition 2.5(iii), the finite
algebra ZK(S3) has a basis, as a vector space, given by
1 := e(1)
α := e(1 2) + e(1 3) + e(2 3)
β := e(1 2 3) + e(1 3 2)
and the algebra structure is given by the relations
α2 = 3 + 3β
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αβ = 2α
β2 = 2 + β.
Hence ZK(S3) is isomorphic toK[x, y]/I, where I is the ideal generated by the polynomials
x2 − 3y − 3, xy − 2x, y2 − y − 2). Solving this system of equations, one get the points
(3, 2), (−3, 2), (0,−1). We can consider the composed map
ZK(S3)→ K[x, y]/I → K
3
consisting of the evaluation of classes of polynomials at these three points. In coordinates,
( 1 α β )


λ1
λ2
λ3

 7→


1 3 2
1 −3 2
1 0 −1




λ1
λ2
λ3

 =: A


λ1
λ2
λ3


i.e. A is the matrix whose rows are the coordinates of the three points (preceded by a
1). Since A is a regular matrix, we have an isomorphism, and its inverse is given by
B = (A−1)t, more precisely
(µ1 µ2 µ3 ) 7→ (µ1 µ2 µ3 )B


1
α
β

 = (µ1 µ2 µ3 )


1
6
1
6
1
6
1
6
−1
6
1
6
4
6 0
−2
6




1
α
β


Since the canonical basis of K3 is the set of primitive idempotents and
(1, 0, 0) 7→
1 + α+ β
6
=: β1
(0, 1, 0) 7→
1− α+ β
6
=: β2
(0, 0, 1) 7→
4− 2β
6
=: β3
it follows that β1, β2, β3 (whose coordinates are the rows of B) are the idempotent elements
that allow to decompose K(S3).
Remark 2.7. In the above example it is crucial that the characteristic of K is not 2 or
3. Observe that, for those particular values of the characteristic, the three points are not
different. In algebraic terms, we have that, in characteristic 2, the ideal I has as primary
decomposition
I = (x2 + y − 1, xy, y2 − y) = (x, y − 1) ∩
(
y, (x− 1)2
)
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which represents the points (0, 1) (counted with multiplicity one) and (1, 0) (counted with
multiplicity two), while, in characterisitic 3 the ideal I =
(
x2, x(y+1), (y+1)2
)
is primary
itself, representing the point (0,−1) with multiplicity three.
Example 2.8 Let us study now the case of the cyclic group of orden n. To keep the
multiplicative notation, we will identify it with G = {ωi | i ∈ Z} where ω ∈ C is an n-th
primitive root of 1. Since G is commutative, ZK(G) coincides with K(G), hence writing
αi = eωi , a basis as a vector is given by 1 = α0, α1, . . . , αn−1. Since the relations are αiαj =
αi+j , the commutative algebra ZK(G) = K(G) can be identified with K[x1, . . . , xn−1]/I,
where I is the ideal generated by the elements of the form xixj = xk, where k ≡ i+j mod n
and the convention x0 = 1. In this case, the ideal I defines the set of points ai =
(ωi, ω2i, . . . , ω(n−1)i), with i = 1, . . . , n. Observe that, now, if we want the points a1, . . . , an
to have their coordinates in K, we need K to contain all the n-th roots of 1. This is our
goal: given any finite group G, to compute its associated set of points to know which fields
contain the coordinates of the points. We will see that such fields will be the right ones to
make representation theory on the given group.
Remark 2.9. We generalize now the construction in Examples 2.6 and 2.8 to provide
the algebra structure of ZK(G) based on the basis of Proposition 2.5(iii). When λ is the
conjugacy class of 1 ∈ G, then αλ = e1, which is the unit of the algebras ZK(G) and
K(G). If we consider now P ′ to be the set of conjugacy classes in G different from the
class of 1, there is a natural epimorphism of K-algebras
K[{xλ}λ∈P ′ ] → ZK(G)
xλ 7→ αλ
Let I be the kernel of that epimorphism. Then ZK(G) can be identified canonically with
K[{xλ}λ∈P ′ ]/I. The next step would be, as in Examples 2.6 and 2.8, to see that the set
V (I) := {a ∈ A
|P ′|
K | f(a) = 0 for all f ∈ I}
is a finite number of points and that the evaluation at those points decomposes ZK(G) as a
direct sum of copies of K. To do this, we will need some algebraic geometry again (see, for
example, [F]§2.9). The first observation is that, K[{xλ}λ∈P ′ ]/I being finite-dimensional,
it defines necessarily a finite set of points, precisely as many as the dimension of the vector
space, but the points could have some multiplicity, as shown in Remark 2.7. The main
result is that, by the Nullstellensatz, these points count with multiplicity one precisely
when I is a radical ideal. We will prove these facts without the Nullstellesatz in the
following:
Proposition 2.10. Let I ⊂ K[x1, . . . , xn] be a proper ideal such that K[x1, . . . , xn]/I
has finite dimension as a vector space over K. Then:
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(i) The set V (I) is finite and not empty, and the coordinates of the points of V (I) are in
a finite extension of K.
(ii) For any finite set of points a1, . . . , am ∈ A
n
K , the evaluation map
K[x1, . . . , xn] → K
m
f 7→
(
f(a1), . . . , f(am)
)
is surjective.
(iii) If I is radical and the coordinates of the points of V (I) are in K, then I is the kernel
of the evaluation map at the points a1, . . . , am of V (I).
(iv) In the conditions of (iii), the number m of points of V (I) coincides with the dimension
of K[x1, . . . , xn]/I, and, as a K-algebra, there is an isomorphism K[x1, . . . , xn]/I ∼=
Km consisting of the evaluation of classes of polynomials at the points of V (I).
Proof. For part (i), let m be the dimension of K[x1, . . . , xn]/I. Then, for each i = 1, . . . , n,
the classes of 1, xi, x
2
i , . . . , x
m
i must be linearly dependent. Hence there exists a nonzero
polynomial fi(xi) ∈ I. This means that the possible coordinates of V (I) are finite, and
they are in any field containing all the roots of f1, . . . , fn, so that only a finite extension of
K is needed. To prove the non-emptyness, since we are considering V (I) inside the affine
space over a suitable extension of K, we can assume that all the roots of f1, . . . , fn are in
K. Moreover, since any proper ideal is contained in a prime ideal, we can assume I to be
prime. Therefore I contains some irreducible factor of each fi. Such factors are linear by
assumption, hence there are elements xi − ai ∈ I, with ai ∈ K for i = 1, . . . , n. Therefore
I contains the maximal ideal (x1 − a1, . . . , xn − an), thus I = (x1 − a1, . . . , xn − an), i.e.
the ideal of all polynomials vanishing at the point a = (a1, . . . , an) and V (I) = {a} 6= ∅.
For part (ii), it is enough to see that the canonical basis of Km is in the image of the
evaluation map. To prove this, it suffices to find, for each i = 1, . . . , m, a polynomial fi
vanishing at all a1, . . . , am except ai. For this, it is enough to consider, for each j 6= i, the
equation gj of a hyperplane passing through aj and not any of the others. We can thus
take fi = g1 . . . gi−1gi+1 . . . gm.
For part (iii), the fact that I is radical implies that, in the primary decomposition
I = I1 ∩ . . . ∩ Im of I, all the primary ideals are prime. Reasoning as in part (i), each Ii
is the ideal of all polynomials vanishing at some point ai ∈ A
n
K . Hence I is the ideal of all
polynomials vanishing at V (I) = {a1. . . . , am}, i.e. I is the kernel of the evaluation map.
Part (iv) is a consequence of (ii) and (iii).
Since an ideal I of a ring A is radical if and only if A/I has not nonzero nilpotent
elements, we need to prove the following:
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Lemma 2.11. If |G| is not divisible by the characteristic of K, the only nilpotent element
of ZK(G) is the zero.
Proof. Let α ∈ ZK(G) be a nilpotent element. For any irreducible representation V , let
us consider the endomorphism V → V given by the left multiplication by α, which is a
morphism of representations by Lemma 2.5(i). Since α is nilpotent, the endomorphism is
so, hence it cannot have maximal rank, hence by Proposition 1.6 is the zero endomorphism.
DecomposingK(G) into irreducible representations (for which we need the condition about
the characteristic), we conclude that the endomorphism K(G) → K(G) consisting of the
left multiplication by α is zero. Therefore α = α · e1 = 0, as wanted.
Theorem 2.12 (Artin-Wedderburn). Let G be a finite group and let K be a field whose
characteristic is not a divisor of |G| and containing the coordinates of the points V (I)
defined in Remark 2.9. Then there is a decomposition as algebras K(G) ∼=
⊕m
i=1 End(Vi),
where V1, . . . , Vm are the irreducible representations of G andm is the number of conjugacy
classes of G.
Proof. By Lemma 2.11, the ideal I of the isomorphism ZK(G) ∼= K[{xλ}λ∈P ′ ]/I is radical.
Hence Proposition 2.10 provides an isomorphism of algebras ZK(G) ∼= Km, so that m is
the dimension of ZK(G), which is the number of conjugacy classes of G (Proposition
2.5(iii)). Since the unit in Km is (1, . . . , 1), which is the sum of the elements of the
canonical basis, the inverse image of the canonical basis of Km gives a set β1, . . . , βm of
primitive idempotents whose sum is 1 ∈ K(G). By Lemma 2.2 we have a decomposition
of unitary algebras
K(G) = β1K(G)⊕ . . .⊕ βmK(G)
and Theorem 2.4 implies that, for each i = 1, . . . , m, there is a unique irreducible represen-
tation Vi such that βiK(G) = End(Vi). This completes the decomposition. The fact that
there are not more irreducible representations comes from the fact that, from Corollary
1.13, any irreducible representation V of G is isomorphic to a subrepresentation of K(G),
and the uniqueness of the decomposition implies that V must be one of the Vi’s.
Remark 2.13. The decomposition given in the proof Artin-Wedderburn Theorem allows
to find in a canonical way any End(V ) (as βK(G) for the corresponding primitive nilpotent
β), but not the representation V itself. Hence it does not provide a way to find the
irreducible representations of G. However, as we have seen in Remark 1.5, the subspace
of End(V ) consisting of those endomorphism having a fixed hyperplane H ⊂ V in their
kernel provides a subrepresentation that is isomorphic to V . Hence one could fix an
endomorphism f : V → V of rank one and define V ′ = {g ◦ f | g ∈ End(V )} ⊂ End(V ). If
H ⊂ V is the kernel of f , then V ′ is the set of endomorphisms of V whose kernel contains
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H and hence the representation V ′ is isomorphic to V (although this is not a canonical one,
since it depends on the choice of f). The way of finding f ∈ End(V ) of rank one is to find
α ∈ K(G) (recall that ρ˜ is surjective) such that the multiplication by α in βK(G) has rank
at most the dimension of V (which is the square root of the dimension of βK(G)). With
such an α, we know that the representation V is isomorphic to V ′ = αβK(G). Observe
that, if we take α ∈ βK(G), then V ′ = αK(G). Let us see in a concrete example how it is
possible to do it.
Example 2.14 We have seen in Example 2.6 that K(S3) has the following primitive
idempotents
β1 =
1 + α+ β
6
=
1 + e(1 2) + e(1 3) + e(2 3) + e(1 2 3) + e(1 3 2)
6
β2 =
1− α+ β
6
=
1− e(1 2) − e(1 3) − e(2 3) + e(1 2 3) + e(1 3 2)
6
β3 =
4− 2β
6
=
4− 2e(1 2 3) − 2e(1 3 2)
6
.
It is clear that αβ1 = β1 = β1α for any α ∈ K(S3), so that V1 := β1K(S3) is the
one-dimensional subspace spanned by β1 and any α ∈ K(S3) acts as the identity on V1, so
that β1 induces the trivial representation.
Similarly, for any σ ∈ S3, one has now eσβ2 = sgn(σ)β2 = β2eσ. Hence we have
again that V2 := β2K(S3) is the one dimensional subspace spanned by β2, but now any
σ ∈ S3 acts as the multiplication by the sign of σ. Hence β2 corresponds to the alternating
representation.
We have to study finally the representation induced by β3. By exclusion, it should be
the two-dimensional standard representation (Example 1.14), but we will try to construct
it directly by hand from β3. The first observation is that V3 := β3K(S3) has dimension
four, hence it must correspond to End(V ) for some two-dimensional vector space V that we
want to find. The first problem is that there is no natural basis for V3, so that we need to
fix one. Instead of getting one multiplying β3 by suitable elements eσ, it is more convenient
to find first implicit equations of V3 inside K(S3). Observe that V3 can be characterized
as those elements of K(G) whose product by β1 and β2 is zero. This is equivalent, adding
and substracting, that the product with 1 + e(1 2 3) + e(1 3 2) and e(1 2) + e(1 3) + e(2 3)
is zero. Since this second element is obtained from the first one multiplying by e(1 2), we
obtain that an element
γ = λ11 + λ2e(1 2) + λ3e(1 3) + λ4e(2 3) + λ5e(1 2 3) + λ6e(1 3 2) ∈ K(G)
is in V3 if and only if
λ1 + λ2 + λ3 = 0
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λ4 + λ5 + λ6 = 0.
We can thus take as a basis of V3
v1 := 1− e(123), v2 := 1− e(132), v3 = e(12) − e(13), v4 := e(12) − e(23)
and the multiplication is given by
(x1v1 + x2v2 + x3v3 + x4x4)(y1v1 + y2v2 + y3v3 + y4v4) = z1v1 + z2v2 + z3v3 + z4v4
where
z1 = (2x1 + x2)y1 + (x1 − x2)y2 + (x3 − x4)y3 + (2x3 + x4)y4
z2 = (−x1 + x2)y1 + (x1 + 2x2)y2 + (x3 + 2x4)y3 + (−x3 + x4)y4
z3 = (x3 − x4)y1 + (2x3 + x4)y2 + (2x1 + x2)y3 + (x1 − x2)y4
z4 = (x3 + 2x4)y1 + (−x3 + x4)y2 + (−x1 + x2)y3 + (x1 + 2x2)y4.
Hence, the multiplication by x1v1+x2v2+x3v3+ x4v4 has a two-dimensional linear space
in its kernel if and only if the matrix


2x1 + x2 x1 − x2 x3 − x4 2x3 + x4
−x1 + x2 x1 + 2x2 x3 + 2x4 −x3 + x4
x3 − x4 2x3 + x4 2x1 + x2 x1 − x2
x3 + 2x4 −x3 + x4 −x1 + x2 x1 + 2x2


has rank at most three. One can see that this is equivalent to the vanishing of x21+x1x2+
x22 − x
2
3 − x3x4 − x
2
4. As observed in Remark 2.13, the representation V we are looking
for is isomorphic to the product of an element of rank one in β3K(S3) with K(S3). For
example, v2 + v3 = 1 + e(12) − e(13) − e(132) has rank one. This is the particular Young
symmetrizer (see §6.1 of [FH]) used to understand all the irreducible representations of the
symmetric groups.
We summarize here and make more explicit what is our main construction in this
section, fixing the notation we will use in the rest of the note.
Remark 2.15. Given a finite group G and fixing a characteristic that is not a divisor of
|G|, we consider the minimal field K0 with such characteristic (i.e. K0 = Zp or K0 = Q.
Identify ZK0(G) with the quotient K0[{xλ}λ∈P ′ ]/I0 of Remark 2.9. Then any field K
containing the finite extension of K0 attaching the coordinates of V (I0) works find for the
main results in representation theory to hold. In particular, and using the notation of
Example 2.6, we proved that we have an isomorphism
ZK(G) ∼= K[{xλ}λ∈P ′ ]/I → K
|P |
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consisting of the evaluation at a set of |P | points. Using the basis {αλ}λ∈P in ZK(G) and
the canonical basis in K |P |, the inverse of the isomorphism is given by a matrix B whose
rows are the coefficients of the primitive idempotents of K(G). If we write IrrK(G) for
the set of (isomorphism classes of) irreducible representations of G, this set is in natural
bijection with the set of primitive idempotents of K(G). For any V ∈ IrrK(G), we will
write βV for the primitive idempotent corresponding to V . Observe that the image of βV
vanishes at all points except one, so that we will denote aV that point. We thus have
another natural bijection among the irreducible representations and the set of associated
points. The matrix A := (B−1)t has as rows the coordinates of the points aV preceded
by a 1. In fact, since the coordinates of the points aV are in correspondence with the
conjugacy classes of G different from the class of 1, it is natural to add a coordinate 1 to
each aV corresponding to the conjugacy class of 1. We stress that, although there is also
a bijection among the set of irreducible representations and the set P of conjugacy classes
of G, this is not a priori intrinsic (when G is a symmetric group, an explicit bijection is
given via the Young symmetrizers; see [FH] Theorem 4.2 for details).
Observe that we have also a way of decomposing representations, and we can do it
using only the coordinates of the points aV (we will use this result in the next section for
an arbitrary vector space W on which G acts, not necessarily of finite dimension):
Proposition 2.16. Let W be any representation of G. Then W =
⊕
V ∈IrrK(G)
βVW ,
and each βVW is the direct sum of the irreducible representation V a finite number of
times. Moreover, the subrepresentation βVW can be characterized as the set of vectors
w ∈W such that αλw = aV,λw for each conjugation class λ different from the one of 1.
Proof. The decomposition W =
⊕
V βVW is immediate. Since βV ′(βVW ) = 0 if V
′ 6= V ,
it follows that the only irreducible subrepresentation that βVW can contain is precisely
V . Moreover, βVW is characterized as the set of vectors w ∈ W such that βV ′w = 0 for
any irreducible representation V ′ 6∼= V . All these βV ′ form a basis of the kernel of the map
ZK(G) → K that corresponds to the evaluation map K[{xλ}λ∈P ′ ]/I → K at the point
aV . Since the elements αλ − aV,λe1 form another basis of the kernel, the result follows.
§3. Application to symmetries of functions.
We want to apply what we have done to understand symmetries of functions in d
variables. Our approach to study the irreducible representations from the points associated
to the group will allow to find easy equations for the possible symmetries. We start
explaining why both things are related.
Example 3.1. Everyone knows how to decompose a function in two variables into a
sum of its symmetric part and its skew-symmetric part. In three variables, a function
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F : X ×X ×X → K has a symmetric part
Fs(x1, x2, x3) :=
F (x1,x2,x3)+F (x1,x3,x2)+F (x2,x1,x3)+F (x2,x3,x1)+F (x3,x1,x2)+F (x3,x2,x1)
6
,
a skew-symmetric part
Fa(x1, x2, x3) :=
F (x1,x2,x3)−F (x1,x3,x2)−F (x2,x1,x3)+F (x2,x3,x1)+F (x3,x1,x2)−F (x3,x2,x1)
6
and, to complete the decomposition we need another summand
Fr(x1, x2, x3) :=
4F (x1,x2,x3)−2F (x2,x3,x1)−2F (x3,x1,x2)
6
.
The reader will immediately recognize the coefficients in the decomposition as the coeffi-
cients of the primitive idempotents β1, β2, β3 found in Example 2.14. Moreover, a function
as Fr satisfies the condition
F (x1, x2, x3) + F (x2, x3, x1) + F (x3, x1, x2) = 0
(this condition is sometimes called J-symmetry, because of the Jacobi identity of Lie
brackets). Again, this condition coincides with the element 1 + e(1 2 3) + e(1 3 2) that
provided the equation of β3K(S3). To formalize all this, consider the following:
Set-up. Let X be any set, d a positive integer and let K be an arbitrary field of char-
acteristic zero (although it could be assumed to be positive characteristic if it is bigger
than d). The symmetric group Sd acts naturally on the set of functions of d variables
X × . . .×X → K by defining, for any σ ∈ Sd and any function F , the function σF as
(σF )(x1, . . . , xd) := F (xσ(1), . . . , xσ(d)).
The space of these functions has a natural structure of vector space over K, and we will
fix a linear subspace Cd(X,K) invariant under the action of Sd. There is a natural way of
extending the action of G on Cd(X,K) to an action of the elements of K(Sd), by defining,
for any α =
∑
σ∈Sd
aσeσ ∈ K(Sd) and F ∈ C
d(X,K), a new function αF ∈ Cd(X,K) by
(αF )(x1, . . . , xd) :=
∑
σ∈Sd
aσF (xσ(1), . . . , xσ(d)).
Since we will need to deal with the representations of the symmetric group Sd, we fix
the following:
Notation. Let Pd be the set of its conjugacy classes of Sd. The elements of Pd correspond
to the possible decompositions of a permutation into product of disjoint cycles of lengths
λ1 ≥ . . . ≥ λr (we include here cycles of length one for fixed elements of the permutation);
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this corresponds to partitions d = λ1 + . . .+ λr, which we will write as λ = (λ1, . . . , λr).
With this notation, the basis of ZK(Sd) will be written, by abuse of notation, as
αλ :=
∑
σ∈λ
eσ
with λ a partition. Observe that λ = (1, . . . , 1) is the conjugacy class of the identity.
The reader who already knows representation theory will be missing the use of char-
acters, although probably recognized the character table of S3 in Example 2.6, hidden in
the coordinates of the points or in the coefficients of the nilpotent elements, i.e. in the
rows of the matrices A and B. We will see in this section how to explicitly reconstruct
characters form our point of view. We start with the the reconstruction of characters from
the idempotents:
Proposition 3.2. Let G be a finite group and let K be a field whose characteristic is not
a divisor of |G|. Then:
(i) If α =
∑
g λgeg, then each λg is
1
|G| times the trace of the endomorphism eg−1α· :
K(G)→ K(G).
(ii) If β =
∑
g∈G λgeg is a primitive idempotent and it corresponds to the irreducible
representation V , then the coefficient of eg is λg =
dim(V )tr(e
g−1β)
|G| . In particular,
λ1 =
dim(V )2
|G|
.
(iii) The element β =
∑
g∈G
1
|G|
eg is a primitive idempotent whose associated irreducible
representation is the trivial representation.
Proof. To prove (i), observe that, for each h ∈ G, the image of eh is
∑
g′ λg′ehg−1g′ , so
that the coefficient of eh is λg.
For (ii), consider the endomorphism K(G) → K(G) consisting of the left multipli-
cation by β. By Lemma 1.2(iii) and (iv), in the Artin-Wedderburn decomposition this
endomorphism corresponds to the identity in the n copies of V in K(G), where V is the
irreducible representation corresponding to β and n = dim(V ), and it is zero for the other
components corresponding to the other irreducible representations. This implies that, for
each g ∈ G, the left multiplication eg−1β· : K(G)→ K(G) is n times the left multiplication
by eg−1β on V and the zero map on the other components of K(G). The result follows
now by (i)
Finally, (iii) is a consequence of (ii). However, it can be proved easily by hand. Indeed,
it is clear that egβ = β = βeg for each g ∈ G. In particular, β is in the center of K(G), and
αβ = β for all α ∈ K(G). Hence β2 = β, so that β is a primitive element. Since βK(G)
is the one-dimensional subspace V spanned by β, it follows that β is necessarily primitive
19
and the corresponding representation is V , which is trivial since the multiplication by any
α restricts to the identity on V .
In the case of the symmetric group, we have the following:
Proposition 3.3. If G = Sd is the group of permutations of d elements and K is a field
whose characteristic is not a divisor of d!:
(i) The element β = 1
d!
∑
σ∈Sd
eσ is the primitive idempotent corresponding to the trivial
representation.
(ii) The element β = 1
d!
∑
σ∈Sd
sgn(σ)eσ is the primitive idempotent corresponding to the
alternating representation.
(iii) The element β = d−1
d!
∑
σ∈Sd
(Fix(σ)− 1)eσ, where Fix(σ) is the number of elements
fixed by σ, is the primitive idempotent corresponding to the standard representation.
Proof. Part (i) is part (iii) of Proposition 3.2, and part (ii) comes from part (ii) of Propo-
sition 3.2.
For part (iii), recall from Example 1.14 that the standard representation V appears in
the decomposition Kd = V ⊕V ′, where Sd acts on K
d by permuting in the natural way the
vectors of the canonical basis e1, . . . , ed, V is the hyperplane of equation x1 + . . .+ xd = 0
and V ′ is the line spanned by e1 + . . . + ed. Observe that the trace of the action of a
permutation σ ∈ Sd on K
d is Fix(σ) (which is also the number of points fixed by σ−1,
and it is also equal to the number of cycles of length one in the decomposition of σ into
disjoint cycles). Since the action of any σ on V ′, its trace is one, it follows that the trace
of the multiplication by σ−1 on V is Fix(σ)−1. Since V has dimension d−1, we conclude
now from Proposition 3.2(ii).
We study now the relation of the coordinates of the point corresponding to an irre-
ducible representtion and the characters of the representation:
Proposition 3.4. Let V be an irreducible representation and let ωV : ZK(G) → K be
the homomorphism defined in Proposition 2.5(ii). Then:
(i) With the identification ZK(G) ∼= K[{xλ}λ∈P ′ ]/I of Remark 2.9, the map is the
evaluation of classes of polynomials at the point aV .
(ii) The λ-coordinate of aV is aV,λ =
trace(λ)|λ|
dim(V )
, where trace(λ) is the trace of the multi-
plication map g· : V → V for any g ∈ λ.
Proof. For part (i), let βV be the primitive idempotent corresponding to V . Then the
multiplication by βV is the identity on V , so that ωV (βV ) = 1. If instead V
′ is a different
irreducible representation and βV ′ is its corresponding idempotent, then the multiplication
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by βV ′ is the zero map on V , so that ωV (βV ′) = 0. This proves that, if we consider the
homomorphism of K-algebras ZK(G) → ΠV ′K given by the product of the maps ωV ′ ,
the image of each βV ′ is the element of the canonical basis whose nonzero coordinate
is the one corresponding to V ′. Hence this homomorphism is the isomorphism given in
Proposition 2.10(iv) consisting of the evaluation at the points of V (I). In particular, ωV
is the evaluation at aV , as wanted.
For part (ii), observe that part (i) implies that the λ-coordinate of aV is ωV (αλ). This
constant is 1dim(V ) times the trace of the multiplication by αλ =
∑
g∈λ eg on V . Since the
trace of each g· : V → V is independent on the choice of g ∈ λ, the result follows.
When applied to the cases of Proposition 3.3, we get:
Proposition 3.5. If G = Sd is the group of permutations of d elements and K is a field
whose characteristic is not a divisor of d!:
(i) The point corresponding to the trivial representation has as λ-coordinate |λ|.
(ii) The λ-coordinate of the point corresponding to the alternating representation is
sgn(λ)|λ|, where sgn(λ) is the sign of any permutation with partition λ.
(iii) The λ-coordinate of the point associated with the standard representation is
|λ|
(
Fix(λ)−1
)
d−1 ,
where Fix(λ) is the number of 1’s in the partition λ.
Proof. It is a consequence of Proposition 3.4. For part (iii) one also needs to recall from
the proof of Proposition 3.3(iii) that the trace of the multiplication by σ is Fix(σ)−1 and
one easily observes that Fix(σ) is the number of cycles of length one in its decomposition
into disjoint cycles.
Remark 3.6. Let us put all this in the classical language of representation theory. The
character of a representation V of a group G is the map χV : G→ K mapping each g to
the trace of the map g· : V → V (in fact χV is defined on the set of conjugacy classes of G).
This is the main tool to study the decomposition of any representation into its irreducible
components and to classify the irreducible representations. This is not surprising, since
Proposition 3.2 is saying that it is equivalent to know the idempotent βV of an irreducible
representation to know its character χV . Similarly, Proposition 3.4 says that to know the
coordinates of the point aV corresponding to an irreducible representation V is equivalent
to know χV . In fact, the main result in character theory, the orthonormality of characters
of irreducible representations V,W , i.e. (see [FH]Theorem 2.12)
1
|G|
∑
g∈G
χV (g
−1)χW (g) = δVW
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(where δVW is the Kronecker delta which is zero unless V ∼= W in which case it is 1) is
just the fact that A and Bt are inverse to each other.
We come back to the study of symmetries. First, we will study in full detail the case
of four variables:
Example 3.7. If d = 4, in S4 we have now five different types of permutations depending
on their decomposition as disjoint cycles: the identity (corresponding to the partition
(1, 1, 1, 1), the six transpositions (corresponding to the partition (2, 1, 1)), the eight 3-cycles
(corresponding to the partition (3, 1)), the six 4-cycles (corresponding to the partition (4))
and the three double transpositions (corresponding to the partition (2, 2)). Hence ZK(S4)
is generated by
1 := e(1)
α :=
∑
σ∈(2,1,1)
eσ
β :=
∑
σ∈(3,1)
eσ
γ :=
∑
σ∈(4)
eσ
δ :=
∑
σ∈(2,2)
eσ.
Computing as in Example 2.6 the relations about the generators, we get that ZK(S4) is the
quotient ofK[x, y, z, w] by the ideal I generated by x2−6−3y−2w, xy−4x−4z, y2−8−4y−
8w, xz−3y−4w, yz−4x−4z, z2−6−3y−2w, xw−x−2z, yw−3y, zw−2x−z, w2−3−2w.
Now I is the ideal of the points
(x, y, z, w) = (6, 8, 6, 3), (−6, 8,−6, 3), (0,−4, 0, 3), (−2, 0, 2,−1), (2, 0,−2,−1)
so that we get an isomorphism of algebras of ZK(S4) with K
5 by evaluating at those
points given by the matrix
A :=


1 6 8 6 3
1 −6 8 −6 3
1 0 −4 0 3
1 −2 0 2 −1
1 2 0 −2 −1

 .
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Hence the inverse is defined by
B = (A−1)t =


1
24
1
24
1
24
1
24
1
24
1
24
−1
24
1
24
−1
24
1
24
4
24 0
−2
24 0
4
24
9
24
3
24 0
3
24
−3
24
9
24
3
24 0
−3
24
−3
24


so that the primitive idempotents are
βs :=
1 + α + β + γ + δ
24
βa :=
1− α+ β − γ + δ
24
β1 :=
4− 2β + 4δ
24
β2 :=
9− 3α+ 3γ − 3δ
24
β3 :=
9 + 3α− 3γ − 3δ
24
.
Applying this to C4(X,K), this corresponds to a decomposition F = Fs+Fa+F1+F2+F3,
where
Fs(x1, x2, x3, x4) :=
∑
σ∈Sd
F (xσ(1), xσ(2), xσ(3), xσ(4))
24
Fa(x1, x2, x3, x4) :=
∑
σ∈Sd
sgn(σ)F (xσ(1), xσ(2), xσ(3), xσ(4))
24
F1(x1, x2, x3, x4) :=
=
2F (x1,x2,x3,x4)+2
∑
σ∈Π2,2
F (xσ(1),xσ(2),xσ(3),xσ(4))−
∑
σ∈Π3,1
F (xσ(1),xσ(2),xσ(3),xσ(4))
12
F2(x1, x2, x3, x4) :=
=
3F (x1,x2,x3,x4)−
∑
σ∈Π2,1,1∪Π2,2
F (xσ(1),xσ(2),xσ(3),xσ(4))+
∑
σ∈Π4
F (xσ(1),xσ(2),xσ(3),xσ(4))
8
F3(x1, x2, x3, x4) :=
=
3F (x1,x2,x3,x4)−
∑
σ∈Π4∪Π2,2
F (xσ(1),xσ(2),xσ(3),xσ(4))+
∑
σ∈Π2,1,1
F (xσ(1),xσ(2),xσ(3),xσ(4))
8 .
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Clearly, Fs is the symmetric part and Fa is the alternating part. We study separately the
rest of the components and compare with [MRS]:
1) The equations for the space of functions of type F = F1 are given, according to
Proposition 2.16, ∑
σ∈(2,1,1)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 0
∑
σ∈(3,1)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = −4F (x1, x2, x3, x4)
∑
σ∈(4)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 0
∑
σ∈(2,2)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 3F (x1, x2, x3, x4).
Writing explicitly the last one, we have
F (x2, x1, x4, x3) + F (x3, x4, x1, x2) + F (x4, x3, x2, x1) = 3F (x1, x2, x3, x4).
Applying the permutation (1 2)(3 4) to this last equality, we get
F (x1, x2, x3, x4) + F (x4, x3, x2, x1) + F (x3, x4, x1, x2) = 3F (x2, x1, x4, x3)
and subtracting with the original one we obtain
2F (x2, x1, x4, x3) = 2F (x1, x2, x3, x4).
Dividing by two and by symmetry we obtain the following equations
F (x2, x1, x4, x3) = F (x3, x4, x1, x2) = F (x4, x3, x2, x1) = F (x1, x2, x3, x4).
Applying the 3-cycles to these equations we obtain
F (x2, x3, x1, x4) = F (x3, x2, x4, x1) = F (x1, x4, x2, x3) = F (x4, x1, x3, x2)
F (x3, x1, x2, x4) = F (x1, x3, x4, x2) = F (x2, x4, x3, x1) = F (x4, x2, x1, x3).
By the second equation above, the sum of these eight transformations is −4F , so that we
get
F (x1, x2, x3, x4) + F (x1, x4, x2, x3) + F (x1, x3, x4, x2) = 0
and the other cyclic equations obtained in [MRS] for case 3 in pages 851-852.
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2) We study now the space of functions of type F = F2. As in case 1), Proposition
2.16 implies that the equations for F are∑
σ∈(2,1,1)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = −2F (x1, x2, x3, x4)
∑
σ∈(3,1)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 0
∑
σ∈(4)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 2F (x1, x2, x3, x4)
∑
σ∈(2,2)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = −F (x1, x2, x3, x4).
If we apply the transpositions (1 2) and (3 4) to the first equation and add the results (and
having in mind that the sum of the eight 3-cycle transformations is zero) we will get
F (x1, x2, x3, x4) + F (x2, x1, x3, x4) + F (x1, x2, x4, x3) + F (x2, x1, x4, x3) = 0
and, using the other pairs of transpositions we will get similarly
F (x1, x2, x3, x4) + F (x3, x2, x1, x4) + F (x1, x4, x3, x2) + F (x3, x4, x1, x2) = 0
F (x1, x2, x3, x4) + F (x1, x3, x2, x4) + F (x4, x2, x3, x1) + F (x4, x3, x2, x1) = 0
so that we recognize case 2 of page 851 of [MRS].
3) For the case of functions of type F = F3, we get new equations∑
σ∈(2,1,1)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 2F (x1, x2, x3, x4)
∑
σ∈(3,1)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = 0
∑
σ∈(4)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = −2F (x1, x2, x3, x4)
∑
σ∈(2,2)
F (xσ(1), xσ(2), xσ(3), xσ(4)) = −F (x1, x2, x3, x4).
Applying the transpositions (1 2) and (3 4) to the first equation and summing we get now
F (x1, x2, x3, x4)− F (x2, x1, x3, x4)− F (x1, x2, x4, x3) + F (x2, x1, x4, x3) = 0
and, using the other pairs of transpositions we will get similarly
F (x1, x2, x3, x4)− F (x3, x2, x1, x4)− F (x1, x4, x3, x2) + F (x3, x4, x1, x2) = 0
F (x1, x2, x3, x4)− F (x1, x3, x2, x4)− F (x4, x2, x3, x1) + F (x4, x3, x2, x1) = 0
so that we recognize now case 4 of pages 852-853 of [MRS].
We are now in conditions of giving the explicit decomposition into symmetry classes:
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Theorem 3.8. There is a decomposition Cd(X,K) =
⊕
V ∈Irr(Sd)
W dV (X,K), where
W dV (X,K) := βV C
d(X,K) or, equivalently, W dV (X,K) is the subspace of functions F ∈
Cd(X,K) such that, for each partition λ ∈ Pd different from (1, . . . , 1) (i.e. the partition
corresponding to the identity), we have
∑
σ∈Πλ
F (xσ(1), . . . , xσ(d)) = aV,λF (x1, . . . , xd)
where aV,λ is the λ coordinate of the point aV .
Proof. This is nothing but Proposition 2.16, in which we take W = Cd(X,K).
Example 3.9. Coming back to the examples of Propositions 3.3 and 3.5, we have:
1) If Vs is the trivial representation of Sd, then W
d
Vs
(X,K) is the space of symmetric
functions.
2) If Va is the alternating representation of Sd, then W
d
Va
(X,K) is the space of skew-
symmetric functions.
3) If VJ is the standard representation, then W
d
VJ
(X,K) is the space of functions with
a particular type of symmetry. When d = 3 is the J-symmetry of Example 3.1, when d = 4
is the symmetry of type 3) In Example3.7, and, in general, this is what is called the Schur
functor of type (d− 1, 1).
We apply now the techniques of this section to different examples, to show how to use
the equations of the different symmetry classes that we obtained.
Lemma 3.10. With the notation of Example 3.9, for any F ∈
⊕
V ∈Irr(Sd)\{Vs}
W dV (X,K)
and any x ∈ X , then F (x, . . . , x) = 0.
Proof. The subspace
⊕
V ∈Irr(Sd)\{Vs}
W dV (X,K) is the subspace of C
d(X,K) that is killed
by βVs =
∑
σ∈Sd
eσ. Hence the elements F ∈ C
d(X,K) in
⊕
V ∈Irr(Sd)\{Vs}
W dV (X,K) are
characterized by
∑
σ∈Sd
F (xσ(1), . . . , xσ(d)) = 0 for any x1, . . . , xd ∈ X . Taking x1 = . . . =
xd = x, we get the result.
As a proof that our reduced equations of the symmetries are simpler than what was
known in the literature, we recover now the following result of Alicia Tocino (see [T]), who
used the equations given in [MRS] for each of the different W dV (X,K):
Proposition 3.11. With the notation of Example 3.9, for any F ∈
⊕
V ∈Irr(Sd)\{Vs,VJ}
W dV (X,K)
and any x, y ∈ X , then
F (y, x, . . . , x) = . . . = F (x, . . . , x, y) = 0.
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In particular, when X is a vector space and Cd(X,K) is the set X∗⊗d of multilinear forms,
the hyperdeterminant of any multilinear form F in
⊕
V ∈Irr(Sd)\{Vs,VJ}
W dV (X,K) is zero.
Proof. A function F ∈ Cd(X,K), is in
⊕
V ∈Irr(Sd)\{Vs,VJ}
W dV (X,K) if and only if
∑
σ∈Sd
F (xσ(1), . . . , xσ(d)) = 0
∑
σ∈Sd
|Fix(σ)|F (xσ(1), . . . , xσ(d)) = 0
for any x1, . . . , xd ∈ X . In order to prove the proposition, we will show for example
F (x, . . . , x, y) = 0, the remaining cases being symmetric. We apply the above equalities for
x1 = . . . = xd−1 = x and xd = y, dividing the summands depending on whether σ(d) = d
or not and setting A := F (x, . . . , x, y), B := F (y, x, . . . , x)+ . . .+F (x, . . . , x, y, x), and we
get
(d− 1)!A+ (d− 1)!B = 0
( ∑
σ(d)=d
|Fix(σ)|
)
A+
( ∑
σ(d)=d−1
|Fix(σ)|
)
B = 0
(we are using that
∑
σ(d)=i |Fix(σ)| does not depend on i 6= d). So it is enough to prove
∑
σ(d)=d
|Fix(σ)| 6=
∑
σ(d)=d−1
|Fix(σ)|.
For that purpose, we define the bijection
{σ ∈ Sd | σ(d) = d} → {σ ∈ Sd | σ(d) = d− 1}
by assigning to any σ with σ(d) = d the permutation σ′ such that
σ′(i) =


d− 1 if i = d
d if i = σ−1(d− 1)
σ(i) if i 6= d, σ−1(d− 1)
Since clearly |Fix(σ)| > |Fix(σ′)|, it follow that
∑
σ(d)=d |Fix(σ)| >
∑
σ(d)=d−1 |Fix(σ)|,
which proves the proposition.
Remark 3.12. It seems natural to study extensions of the above result for more repetitions
of elements. For example, for each i, one would like to characterize for which subspaces
W dV (X,K) one has F (x, . . . , x, xi+1, . . . , xd) = 0 for all x, xi+1, . . . , xd ∈ X . It is interesting
to observe that, if d = 4, except for the alternating case no other symmetry subspace of
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C4(X,K) (of those described in 3.7) satisfies that F (x, x, y, y) = 0 for all of the functions
of that subspace.
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