The celebrated results of Komlós, Major and Tusnády [Z. Wahrsch. Verw. Gebiete 32 (1975) 111-131; Z. Wahrsch. Verw. Gebiete 34 (1976) 33-58] give optimal Wiener approximation for the partial sums of i.i.d. random variables and provide a powerful tool in probability and statistics. In this paper we extend KMT approximation for a large class of dependent stationary processes, solving a long standing open problem in probability theory. Under the framework of stationary causal processes and functional dependence measures of Wu [Proc. Natl. Acad. Sci. USA 102 (2005) 14150-14154], we show that, under natural moment conditions, the partial sum processes can be approximated by Wiener process with an optimal rate. Our dependence conditions are mild and easily verifiable. The results are applied to ergodic sums, as well as to nonlinear time series and Volterra processes, an important class of nonlinear processes.
1. Introduction. Let X 1 , X 2 , . . . be independent, identically distributed random variables with EX 1 = 0, EX 2 1 = 1. In their seminal papers, Tusnády (1975, 1976) proved that under E|X 1 | p < ∞, p > 2, there exists, after suitably enlarging the probability space, a Wiener process {B(t), t ≥ 0} such that, setting S n = n k=1 X k , we have S n = B(n) + o(n 1/p ) a.s. (1.1) Assuming Ee t|X 1 | < ∞ for some t > 0, they obtained the approximation S n = B(n) + O(log n) a.s. (1.2) Naturally, without additional assumptions one cannot hope to prove KMTtype results (or even the CLT) for Bernoulli systems; the representation (1.4) allows stationary processes that can exhibit a markedly non-i.i.d. behavior. For limit theorems under dynamic assumptions, see Hofbauer and Keller (1982) , Denker and Philipp (1984) , Denker (1989) , Volný (1999) , Merlevède and Rio (2012) . The classical approach to deal with systems (1.4) is to assume that G is approximable with finite dimensional functions in a certain technical sense; see Billingsley (1968) or Ibragimov and Linnik (1971) . However, this approach leads to a substantial loss of accuracy and does not yield optimal results. In this paper we introduce a new, triadic decomposition scheme enabling one to deduce directly, under the dependence measure (1.5) below, the asymptotic properties of X n in (1.4) from those of the ε n . In particular, this allows us to carry over KMT approximation from the partial sums of the ε n to those of X n .
To state our weak dependence assumptions on the process in (1.4), assume X i ∈ L p , p > 2, namely X i p := [E(|X i | p )] 1/p < ∞. For i ∈ Z define the shift process F i = (ε l+i , l ∈ Z). The central element of F i (belonging to l = 0) is ε i , and thus by (1.4) we have X i = G(F i ). Let (ε ′ j ) j∈Z be an i.i.d. copy of (ε j ) j∈Z , and for i, j ∈ Z let F i,{j} denote the process obtained from F i by replacing the coordinate ε j by ε ′ j . Put δ i,p = X i − X i,{0} p , where X i,{0} = G(F i,{0} ). (1.5)
The above quantity can be interpreted as the dependence of X i on ε 0 and X i,{0} is a coupled version of X i with ε 0 in the latter replaced by ε ′ 0 . If G(F i ) does not functionally depend on ε 0 , then δ i,p = 0. Throughout the paper, for a random variable W = H(F i ), we use the notation W {j} = H(F i,{j} ) for the j-coupled version of W . The functional dependence measure (1.5) is easy to work with, and it is directly related to the underlying data-generating mechanism. In our main result Theorem 2.1, we express our dependence condition in terms of Θ i,p = |j|≥i δ j,p , i ≥ 0, (1.6) which can be interpreted as the cumulative dependence of (X j ) |j|≥i on ε 0 , or equivalently, the cumulative dependence of X 0 on ε j , |j| ≥ i. Throughout the paper we assume that the short-range dependence condition
holds. If (1.7) fails, then the process (X i ) can be long-range dependent, and the partial sum processes behave no longer like Brownian motions. Our main result is introduced in Section 2, where we also include some discussion on the conditions. The proof is given in Section 3, with the proof of some useful lemmas postponed until Section 4.
2. Main results. We introduce some notation. For u ∈ R, let ⌈u⌉ = min{i ∈ Z : i ≥ u} and ⌊u⌋ = max{i ∈ Z : i ≤ u}. Write the L 2 norm · = · 2 . Denote by "⇒" the weak convergence. Before stating our main result, we first introduce a central limit theorem for S n . Assume that X i has mean zero, E(X 2 i ) < ∞, with covariance function
where
Results of the above type have been known for several decades; see Hannan (1979) , Woodroofe (1992) , Volný (1993) and Dedecker and Merlevède (2003) among others. Wu (2005) pointed out the inequality E(X i |G 0 ) − E(X i |G −1 ) ≤ δ i,2 . Hence (2.1) follows from Θ 0,2 < ∞. With stronger moment and dependence conditions, the central limit theorem (2.2) can be improved to strong invariance principles.
There is a huge literature for central limit theorems and invariance principles for stationary processes; see, for example, the monographs of Ibragimov and Linnik (1971) , Eberlein and Taqqu (1986) , Bradley (2007 ), Dedecker et al. (2007 and Billingsley (1968) , among others. To establish strong invariance principles, here we shall use the framework of stationary process (1.4) and its associated functional dependence measures (1.5). Many important processes in probability and statistics assume this form; see the examples at the end of this section, where also estimates for the functional dependence measure δ i,p are given. The following theorem, which is the main result of our paper, provides optimal KMT approximation for processes (1.4) under suitable assumptions on the functional dependence measure.
Theorem 2.1. Assume that X i ∈ L p with mean 0, p > 2, and there exists α > p such that
Further assume that there exists a positive integer sequence
Then there exists a probability space (Ω c , A c , P c ) on which we can define random variables X c i with the partial sum process
Gaussian approximation results of type (2.7) have many applications in statistics. For example, Wu and Zhao (2007) dealt with simultaneous inference of trends in time series. Eubank and Speckman (1993) considered a similar problem for independent observations. As pointed out by and C. Wu, Chiang and Hoover (1998) , basic difficulties in the theory of simultaneous inference under dependence are due to the lack of suitable Gaussian approximation. Using a recent "split" form of approximation, Berkes, Hörmann and Schauer (2011) obtained asymptotic estimates for increments of stationary processes with applications to change point tests. Theorem 2.1 improves these results and provides optimal rates. Many further applications of the KMT theory for i.i.d. sequences also extend easily for dependent samples via Theorem 2.1.
A crucial issue in applying Theorem 2.1 is to find the sequence m k and to verify conditions (2.3), (2.4), (2.5) and (2.6). If Θ m,p decays to zero at the rate O(m −τ (log m) −A ), where τ > 0, then we have the following corollary. An explicit form of m k can also be given. Let
Corollary 2.1. Assume that any one of the following holds: 
which is finite if 3/2 < (1 + p + pτ )/α or 3/2 = (1 + p + pτ )/α and Ap/α > 1. (i) Write τ = τ p . The quantity τ p satisfies the following equation: (ii) In this case we can choose α = 6 and m k = ⌊3 k/4 /k⌋. (iii) Since 2 < p < 4, we can choose α such that (2 + p)/(3 − p/2) < α < (2 + 4p)/3 and m k = ⌊3 k(1/2−1/p) log k⌋.
Corollary 2.1 indicates that, to establish Gaussian approximation for a Bernoulli shift process, one only needs to compute the functional dependence measure δ i,p in (1.5). In the following examples we shall deal with some special Bernoulli process. Example 2.2 concerns some widely used nonlinear time series, and Example 2.3 deals with Volterra processes which play an important role in the study of nonlinear systems.
Example 2.1. Consider the measure-preserving transformation T x = 2x mod 1 on ([0, 1], B, P), where P is the Lebesgue measure on Denker and Keller (1986) for a more detailed discussion. We now compute the functional dependence measure for
, and for i ≥ 0 we get by stationarity
where K is a Lipschitz continuous function and
Example 2.2 (Nonlinear time series). Consider the iterated random function
where ε i are i.i.d. and G is a measurable function [Diaconis and Freedman (1999) ]. Many nonlinear time series including ARCH, threshold autoregressive, random coefficient autoregressive and bilinear autoregressive processes [Wu and Shao (2004) ]. Hence conditions in Corollary 2.1 are trivially satisfied, and thus (2.7) holds.
Example 2.3. In the study of nonlinear systems, Volterra processes are of fundamental importance; see Schetzen (1980) , Rugh (1981) , Casti (1985) , Priestley (1988) and Bendat (1990) , among others. We consider the discretetime process
where ε i are i.i.d. with mean 0, ε i ∈ L p , p > 2, and g k are called the kth order Volterra kernel. Let
Assume for simplicity that p is an even integer. Elementary calculations show that there exists a constant c p , only depending on p, such that
Assume that for some τ > 0 and A,
which implies Θ m,p = O(m −τ (log m) −A ) and hence Corollary 2.1 is applicable.
For further examples of processes allowing the representation (1.4), we refer to Wiener (1958) , Tong (1990) , Priestley (1988) , Shao and Wu (2007) , Wu (2011) and the examples in Berkes, Hörmann and Schauer (2011) .
3. Proof of Theorem 2.1. The proof of Theorem 2.1 is quite intricate. To simplify the notation, we assume that (X i ) is a function of a one-sided Bernoulli shift,
where ε k , k ∈ Z, are i.i.d. Clearly, in this case in (1.5) we have δ i,p = 0 for i < 0. As argued in Wu (2011) , (3.1) itself defines a very large class of stationary processes, and many widely used linear and nonlinear processes fall within the framework of (3.1). Our argument can be extended to the twosided process (1.4) in a straightforward manner since our primary tool is the m-dependence approximation technique. In Section 3.1 we shall handle the pre-processing work of truncation, m-dependence approximation and blocking, and in Section 3.2 we shall apply Sakhanenko's (2006) Gaussian approximation result to the transformed processes and establish conditional Gaussian approximations. Section 3.3 removes the conditioning, and an unconditional Gaussian approximation is obtained. In Section 3.4 we refine the unconditional Gaussian approximation in Section 3.3 by linearizing the variance function, so that one can have the readily applicable form (2.7).
3.1. Truncation, m-dependence approximation and blocking. For a > 0, define the truncation operator T a by
Then T a is Lipschitz continuous and the Lipschitz constant is 1. For n ≥ 2 let h n = ⌈(log n)/(log 3)⌉, so that 3 hn−1 < n ≤ 3 hn . Define
and the m k -dependent process
Note that there exists a constant c p such that, for all k ≥ 1,
Hence, by the Borel-Cantelli lemma and condition (2.5), we have max
In the sequel we assume throughout that k ≥ K 0 and n ≥ N 0 . By Markov's inequality and the stationarity of the process (X k,i ) i∈Z ,
We define the functional dependence measure for the process (T 3 k/p (X i )) i∈Z as (3.12) where ι ≥ 2, and similarly the functional dependence measure for (X k,i ) as
For those dependence measures, we can easily have the following simple relation:δ k,j,ι ≤ δ k,j,ι , δ k,j,p ≤ δ j,p and δ k,j,2 ≤ δ j,2 . (3.14)
By the above relation, a careful check of the proof of Lemma 4.3 below indicates that, under (2.3) and (2.4), there exists a constant c = c α,p such that
The above inequality plays a critical role in our proof, and it will be used again later. In (3.11), the largest index j is ⌊2 × 3 k−1 /(3m k )⌋ = q k + 2. Note that B k,q k is independent of B k+1,1 . This motivates us to define the sum
We emphasize that the sums q k j=1 B k,j , k = 1, 2, . . . , h n − 1 and τn j=1 B hn,j are mutually independent. By (3.11), (3.15) and the Borel-Cantelli lemma, we have
where we recall N 0 = 3 K 0 . Summarizing the truncation approximation (3.7), the m-dependence approximation (3.9) and the block approximation (3.17), we have (3.18) and by Lemma 4.1 in Chapter 4 it remains to show that (2.7) holds with S ⋄ n .
Conditional Gaussian approximation.
be a vector of real numbers, where a k,3j = (a l , l ∈ J k,j ), j = 1, . . . , q k . Define the random functions
Note that EF k,3j+1 = 0. Define the mean functions
Introduce the centered process
Then Y k,j (a k,3j , a k,3j+3 ), j = 1, . . . , q k , k ≥ K 0 , are mean zero independent random variables with variance function
Following the definition of S ⋄ n in (3.16), we let
Y hn,j (a hn,3j , a hn,3j+3 ).
Define the mean function
[Λ hn,0 (a hn,3j ) + Λ hn,2 (a hn,3j+3 )], and the variance of H n (a),
By the formulas of V k (a k,3j , a k,3j+3 ) in (3.23) and V • k (a k,3j ) and L k (a k,3j ) in (3.25), we have the following identity:
holds for all t ≥ 1. The above identity motivates us to introduce the auxiliary process
where ζ l , l ∈ Z, are i.i.d. standard normal random variables which are independent of (ε i ) i∈Z . Then in view of (3.26), the variance of H n (a) + Γ n (a) is given by
In studying H n (a) + Γ n (a), for notational convenience, for j = 0 we let
We shall now apply Sakhanenko's (1991 Sakhanenko's ( , 2006 Gaussian approximation result. To this end, for x > 0, we define
α .
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By Theorem 1 in Sakhanenko (2006) , there exists a probability space (Ω a , A a , P a ) on which we can define a standard Brownian motion B a and random variables R a k,j such that the distributional equality
holds, and, for the partial sum processes
and µ
we have for all x > 0 and α > p that
Here c 0 is an absolute constant. By Jensen's inequality, for both j = 0 and j > 0, there exists a constant c α such that
In (3.32) we let x = 3 h/p and by Lemma 4.2 in the next chapter [see also (3.15)],
Hence, by the Borel-Cantelli lemma, we obtain
The probability space for the above almost sure convergence is
where (Ω, A, P) is the probability space on which the random variables (ε i ) i∈Z are defined and, for a set A ⊂ Ω * with A ∈ A * , the probability measure P * is defined as (3.37) where A ω is the ω-section of A. Here we recall that, for each a, (Ω a , A a , P a ) is the probability space carrying B a and R a k,j given η = a. On the probability space (Ω * , A * , P * ), the random variable
The other random processes µ η i and B η (Q • i (η)) can be similarly defined.
Unconditional Gaussian approximation. In this subsection we shall work with the processes Υ
). Based on (3.28), we can construct i.i.d. standard normal random variables Z a i,l , i, l ∈ Z, and standard normal random variables G a i,l , such that
In particular,
and
Note that the standard normal random variables G a i,l , i, l, can be possibly dependent and (G a i,l ) il and (Z a i,l ) il can also be possibly dependent. Let Z ⋆ i,l , i, l ∈ Z, independent of (ε j ) j∈Z , be also i.i.d. standard normal random variables, and define
Since Z a i,l , are i.i.d. standard normal, the conditional distribution [̟ n (η)|η = a], namely the distribution of ̟ n (a), is same as that of Φ n . Hence
which by the Borel-Cantelli lemma implies
The same argument also implies that max i≤n |Γ i (η)| = o a.s. (n 1/p ) and consequently
in view of (3.30) with j = 0. Hence by (3.35) and (3.38), we have max i≤n
Observe that, by (3.30), (3.31), (3.21) and (3.22), we have the distributional equality
where we recall (3.16) for the definition of S ⋄ n . Then it remains to establish a strong invariance principle for Φ n + M n (η). To this end, let (3.44) which are independent random variables for j = 1, . . . , q k and k ≥ K 0 , and let
Then using the same argument as in (3.40), we have
The variance of S ♮ n equals to
Again by Theorem 1 in Sakhanenko (2006) , on the same probability space that defines (A k,j ) 1≤j≤q k ,k≥K 0 , by the argument in (3.32)-(3.35), there exists a standard Brownian motion B such that
3.4. Regularizing the Gaussian approximation. In this section we shall regularize the Gaussian approximation (3.48) by replacing the variance function σ 2 i by the asymptotic linear form φ i or the linear form iσ 2 , and the latter is more easily usable. By (3.25), we obtain
which, by the expression of A k,j , implies that
We now prove that
Clearly, we also have (3.56) Let the projection operator P l · = E(·|F l )−E(·|F l−1 ). ThenX k,i = l∈Z P lXk,i . By the orthogonality of P l , l ∈ Z, and inequality (3.14),
The same inequality also holds for |γ i | and |γ k,i |. For any 0 ≤ l ≤ m k , we have by (3.57) that (3.58) which entails (3.52) in view of (3.54), (3.56) and (3.51).
Recall (3.47) and (3.48) for σ 2 n . Now we shall compare σ 2 n with
Then φ n is a piecewise linear function. Observe that, by (2.4),
By increment properties of Brownian motions, we obtain
Note that by (3.52), φ i is asymptotically linear with slope σ 2 . Here we emphasize that, under (2.3), (2.4), (2.5), a strong invariance principle with the Brownian motion B(φ i ) holds in view of (3.18), (3.43), (3.46), (3.48), (3.61) and Lemma 4.1 in the next chapter. However, the approximation B(φ i ) is not convenient for use since φ i is not genuinely linear.
Next, under condition (2.6), we shall linearize the variance function φ i , so that one can have the readily applicable form (2.7). Based on the form of φ i , we write (3.62) where Z k,j are i.i.d. standard normal random variables. Define (3.63) which is a standard Brownian motion for integer values of n. Then we can write
is a lexicographic re-arrangement of Z k,j , and the coefficients
and ς 2 n is nondecreasing. If lim n→∞ ς 2 n < ∞, then trivially we have
We shall now prove (3.66) under the assumption that lim n→∞ ς 2 n = ∞. Under the latter condition, note that we can represent B(φ n ) − σB ‡ (n) as another Brownian motion B 0 (ς 2 n ), and by the law of the iterated logarithm for Brownian motion, we have
Then (3.66) follows if we can show that
Note that (3.52) and (2.6) imply that 3 k (ν 1/2 k − σ) 2 = o(3 2k/p / log k), which entails (3.68) in view of (3.65).
4. Some useful lemmas. In this section we shall provide some lemmas that are used in Section 3. Lemma 4.1 is a "gluing" lemma, and it concerns how to combine almost sure convergences in different probability spaces. Lemma 4.2 relates truncated and original moments, and Lemma 4.3 gives an inequality for moments of maximum sums.
Lemma 4.1. Let (T 1,n ) n≥1 and (U 1,n ) n≥1 be two sequences of random variables defined on the probability space (Ω 1 , A 1 , P 1 ) such that T 1,n − U 1,n → 0 almost surely; let (T 2,n ) n≥1 and (U 2,n ) n≥1 be another two sequences of random variables defined on the probability space (Ω 2 , A 2 , P 2 ) such that T 2,n − U 2,n → 0 almost surely. Assume that the distributional equality (U 1,n ) n≥1 D = (T 2,n ) n≥1 holds. Then we can construct a probability space (Ω † , A † , P † ) on which we can define (T ′ 1,n ) n≥1 and (U ′ 2,n ) n≥1 such that (T ′ 1,n ) n≥1
Proof. Let T 1 = (T 1,n ) n≥1 , U 1 = (U 1,n ) n≥1 , T 2 = (T 2,n ) n≥1 , U 2 = (U 2,n ) n≥1 ; let µ T 1 |U 1 and µ U 2 |T 2 denote, respectively, the conditional distribution of T 1 given U 1 and the conditional distribution of U 2 given T 2 . Let (Ω † , F † , P † ) be a probability space on which there exists a vector U ′ 1 distributed as U 1 . By enlarging (Ω † , F † , P † ) if necessary, there exist random vectors T ′ 1 and U ′ 2 on this probability space such that the conditional distribution of T ′ 1 given U ′ 1 equals µ T 1 |U 1 , and the conditional distribution of U ′ 2 given U ′ 1 equals µ U 2 |T 2 . Then by U 1 D = T 2 we have (T ′ 1 , U ′ 1 ) D = (T 1 , U 1 ) and
2 ), so that for the components we have T ′ 1,n − U ′ 1,n → 0 a.s. and U ′ 1,n − U ′ 2,n → 0 a.s., so that T ′ 1,n − U ′ 2,n → 0 a.s.
Lemma 4.2. Let X ∈ L p , 2 < p < α. Then there exists a constant c = c α,p such that
Proof. That the first sum is finite follows from
For the second one, let q i = P(3 i−1 ≤ |X| p < 3 i ). Then
for some constant c 1 only depending on p and α. Similarly, there exists c 2 such that
For the last relation, we consider the two cases 0 j=−∞ and ∞ j=1 separately. The lemma then follows from (4.2) and (4.3). It is easily seen that (4.1) also holds with the factor 3 therein replaced by any θ > 1. In this case the constant c depends on p, α and θ. 
