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Sum rules for Jacobi matrices
and their applications to spectral theory
By Rowan Killip and Barry Simon*
Abstract
We discuss the proof of and systematic application of Case’s sum rules
for Jacobi matrices. Of special interest is a linear combination of two of his
sum rules which has strictly positive terms. Among our results are a complete
classification of the spectral measures of all Jacobi matrices J for which J−J0
is Hilbert-Schmidt, and a proof of Nevai’s conjecture that the Szego˝ condition
holds if J − J0 is trace class.
1. Introduction
In this paper, we will look at the spectral theory of Jacobi matrices, that
is, infinite tridiagonal matrices,
(1.1) J =

b1 a1 0 0 · · ·
a1 b2 a2 0 · · ·
0 a2 b3 a3 · · ·
...
...
...
...
. . .

with aj > 0 and bj ∈ R. We suppose that the entries of J are bounded, that is,
supn |an|+ supn |bn| < ∞ so that J defines a bounded self-adjoint operator on
2(Z+) = 2({1, 2, . . .}). Let δj be the obvious vector in 2(Z+), that is, with
components δjn which are 1 if n = j and 0 if n = j.
The spectral measure we associate to J is the one given by the spectral
theorem for the vector δ1. That is, the measure µ defined by
(1.2) mµ(E) ≡ 〈δ1, (J − E)−1δ1〉 =
∫
dµ(x)
x− E .
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There is a one-to-one correspondence between bounded Jacobi matrices
and unit measures whose support is both compact and contains an infinite
number of points. As we have described, one goes from J to µ by the spectral
theorem. One way to find J , given µ, is via orthogonal polynomials. Apply-
ing the Gram-Schmidt process to {xn}∞n=0, one gets orthonormal polynomials
Pn(x) = κnxn + · · · with κn > 0 and
(1.3)
∫
Pn(x)Pm(x) dµ(x) = δnm.
These polynomials obey a three-term recurrence:
(1.4) xPn(x) = an+1Pn+1(x) + bn+1Pn(x) + anPn−1(x),
where an, bn are the Jacobi matrix coefficients of the Jacobi matrix with spec-
tral measure µ (and P−1 ≡ 0).
The more usual convention in the orthogonal polynomial literature is to
start numbering of {an} and {bn} with n = 0 and then to have (1.4) with
(an, bn, an−1) instead of (an+1, bn+1, an). We made our choice to start num-
bering of J at n = 1 so that we could have zn for the free Jost function (well
known in the physics literature with z = eik) and yet arrange for the Jost
function to be regular at z = 0. (Case’s Jost function in [6, 7] has a pole since
where we use u0 below, he uses u−1 because his numbering starts at n = 0.)
There is, in any event, a notational conundrum which we solved in a way that
we hope will not offend too many.
An alternate way of recovering J from µ is the continued fraction expan-
sion for the function mµ(z) near infinity,
(1.5) mµ(E) =
1
−E + b1 − a
2
1
−E + b2 + · · ·
.
Both methods for finding J essentially go back to Stieltjes’ monumental
paper [57]. Three-term recurrence relations appeared earlier in the work of
Chebyshev and Markov but, of course, Stieltjes was the first to consider general
measures in this context. While [57] does not have the continued fraction
expansion given in (1.5), Stieltjes did discuss (1.5) elsewhere. Wall [62] calls
(1.5) a J-fraction and the fractions used in [57], he calls S-fractions. This has
been discussed in many places, for example, [24], [56].
That every J corresponds to a spectral measure is known in the orthog-
onal polynomial literature as Favard’s theorem (after Favard [15]). As noted,
it is a consequence for bounded J of Hilbert’s spectral theorem for bounded
operators. This appears already in the Hellinger-Toeplitz encyclopedic arti-
cle [26]. Even for the general unbounded case, Stone’s book [58] noted this
consequence before Favard’s work.
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Given the one-to-one correspondence between µ’s and J ’s, it is natural to
ask how properties of one are reflected in the other. One is especially interested
in J ’s “close” to the free matrix, J0 with an = 1 and bn = 0, that is,
(1.6) J0 =

0 1 0 0 . . .
1 0 1 0 . . .
0 1 0 1 . . .
0 0 1 0 . . .
 .
In the orthogonal polynomial literature, the free Jacobi matrix is taken
as 12 of our J0 since then the associated orthogonal polynomials are precisely
Chebyshev polynomials (of the second kind). As a result, the spectral measure
of our J0 is supported by [−2, 2] and the natural parametrization is E = 2 cos θ.
Here is one of our main results:
Theorem 1. Let J be a Jacobi matrix and µ the corresponding spectral
measure. The operator J − J0 is Hilbert-Schmidt, that is,
(1.7) 2
∑
n
(an − 1)2 +
∑
b2n < ∞
if and only if µ has the following four properties:
(0) (Blumenthal-Weyl Criterion) The support of µ is [−2, 2] ∪ {E+j }N+j=1 ∪
{E−j }N−j=1 where N± are each zero, finite, or infinite, and E+1 > E+2 >
· · · > 2 and E−1 < E−2 < · · · < −2 and if N± is infinite, then
limj→∞E±j = ±2.
(1) (Quasi-Szego˝ Condition) Let µac(E) = f(E) dE where µac is the Lebesgue
absolutely continuous component of µ. Then
(1.8)
∫ 2
−2
log[f(E)]
√
4− E2 dE > −∞.
(2) (Lieb-Thirring Bound)
(1.9)
N+∑
j=1
|E+j − 2|3/2 +
N−∑
j=1
|E−j + 2|3/2 < ∞.
(3) (Normalization)
∫
dµ(E) = 1.
Remarks. 1. Condition (0) is just a quantitative way of writing that the
essential spectrum of J is the same as that of J0, viz. [−2, 2], consistent with
the compactness of J − J0. This is, of course, Weyl’s invariance theorem [63],
[45]. Earlier, Blumenthal [5] proved something close to this in spirit for the
case of orthogonal polynomials.
2. Equation (1.9) is a Jacobi analog of a celebrated bound of Lieb and
Thirring [37], [38] for Schro¨dinger operators. That it holds if J −J0 is Hilbert-
Schmidt has also been recently proven by Hundertmark-Simon [27], although
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we do not use the 32 -bound of [27] below. We essentially reprove (1.9) if (1.7)
holds.
3. We call (1.8) the quasi-Szego˝ condition to distinguish it from the Szego˝
condition,
(1.10)
∫ 2
−2
log[f(E)](4− E2)−1/2 dE > −∞.
This is stronger than (1.8) although the difference only matters if f vanishes
extremely rapidly at ±2. For example, like exp(−(2−|E|)−α) with 12 ≤ α < 32 .
Such behavior actually occurs for certain Pollaczek polynomials [8].
4. It will often be useful to have a single sequence e1(J), e2(J), . . . obtained
from the numbers
∣∣∣E±j ∓ 2∣∣∣ by reordering so e1(J) ≥ e2(J) ≥ · · · → 0.
By property (1), for any J with J − J0 Hilbert-Schmidt, the essential
support of the a.c. spectrum is [−2, 2]. That is, µac gives positive weight to
any subset of [−2, 2] with positive measure. This follows from (1.8) because
f cannot vanish on any such set. This observation is the Jacobi matrix ana-
logue of recent results which show that (continuous and discrete) Schro¨dinger
operators with potentials V ∈ Lp, p ≤ 2, or |V (x)|  (1 + x2)−α/2, α > 1/2,
have a.c. spectrum. (It is known that the a.c. spectrum can disappear once
p > 2 or α ≤ 1/2.) Research in this direction began with Kiselev [29] and cul-
minated in the work of Christ-Kiselev [11], Remling [47], Deift-Killip [13], and
Killip [28]. Especially relevant here is the work of Deift-Killip who used sum
rules for finite range perturbations to obtain an a priori estimate. Our work
differs from theirs (and the follow-up papers of Molchanov-Novitskii-Vainberg
[40] and Laptev-Naboko-Safronov [36]) in two critical ways: we deal with the
half-line sum rules so the eigenvalues are the ones for the problem of interest
and we show that the sum rules still hold in the limit. These developments are
particularly important for the converse direction (i.e., if µ obeys (0–3) then
J − J0 is Hilbert-Schmidt).
In Theorem 1, the only restriction on the singular part of µ on [−2, 2]
is in terms of its total mass. Given any singular measure µsing supported on
[−2, 2] with total mass less than one, there is a Jacobi matrix J obeying (1.7)
for which this is the singular part of the spectral measure. In particular, there
exist Jacobi matrices J with J − J0 Hilbert-Schmidt for which [−2, 2] simul-
taneously supports dense point spectrum, dense singular continuous spectrum
and absolutely continuous spectrum. Similarly, the only restriction on the
norming constants, that is, the values of µ({E±j }), is that their sum must be
less than one.
In the related setting of Schro¨dinger operators on R, Denisov [14] has
constructed an L2 potential which gives rise to embedded singular continuous
spectrum. In this vein see also Kiselev [30]. We realized that the key to
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Denisov’s result was a sum rule, not the particular method he used to construct
his potentials. We decided to focus first on the discrete case where one avoids
certain technicalities, but are turning to the continuum case.
While (1.8) is the natural condition when J − J0 is Hilbert-Schmidt, we
have a one-directional result for the Szego˝ condition. We prove the following
conjecture of Nevai [43]:
Theorem 2. If J − J0 is in trace class, that is,
(1.11)
∑
n
|an − 1|+
∑
n
|bn| < ∞,
then the Szego˝ condition (1.10) holds.
Remark. Nevai [42] and Geronimo-Van Assche [22] prove the Szego˝ con-
dition holds under the slightly stronger hypothesis∑
n
(log n) |an − 1|+
∑
n
(log n) |bn| < ∞.
We will also prove
Theorem 3. If J − J0 is compact and
(i)
(1.12)
∑
j
∣∣∣E+j − 2∣∣∣1/2 + ∑
j
∣∣∣E−j + 2∣∣∣1/2 < ∞
(ii) lim supN→∞ a1 . . . aN > 0
then (1.10) holds.
We will prove Theorem 2 from Theorem 3 by using a 12 power Lieb-Thirring
inequality, as proven by Hundertmark-Simon [27].
For the special case where µ has no mass outside [−2, 2] (i.e., N+ = N−
= 0), there are over seventy years of results related to Theorem 1 with im-
portant contributions by Szego˝ [59], [60], Shohat [49], Geronomius [23], Krein
[33], and Kolmogorov [32]. Their results are summarized by Nevai [43] as:
Theorem 4 (Previously Known). Suppose µ is a probability measure
supported on [−2, 2]. The Szego˝ condition (1.10) holds if and only if
(i) J − J0 is Hilbert-Schmidt.
(ii)
∑
(an − 1) and ∑ bn are (conditionally) convergent.
Of course, the major difference between this result and Theorem 1 is
that we can handle bound states (i.e., eigenvalues outside [−2, 2]) and the
methods of Szego˝, Shohat, and Geronimus seem unable to. Indeed, as we
258 ROWAN KILLIP AND BARRY SIMON
will see below, the condition of no eigenvalues is very restrictive. A second
issue is that we focus on the previously unstudied (or lightly studied; e.g., it
is mentioned in [39]) condition which we have called the quasi-Szego˝ condition
(1.8), which is strictly weaker than the Szego˝ condition (1.10). Third, related
to the first point, we do not have any requirement for conditional convergence
of
∑N
n=1(an − 1) or
∑N
n=1 bn.
The Szego˝ condition, though, has other uses (see Szego˝ [60], Akhiezer [2]),
so it is a natural object independently of the issue of studying the spectral
condition.
We emphasize that the assumption that µ has no pure points outside
[−2, 2] is extremely strong. Indeed, while the Szego˝ condition plus this as-
sumption implies (i) and (ii) above, to deduce the Szego˝ condition requires
only a very small part of (ii). We
Theorem 4′. If σ(J) ⊂ [−2, 2] and
(i) lim supN
∑N
n=1 log(an) > −∞,
then the Szego˝ condition holds. If σ(J) ⊂ [−2, 2] and either (i) or the Szego˝
condition holds, then
(ii)
∑∞
n=1(an − 1)2 +
∑∞
n=1 b
2
n < ∞,
(iii) limN→∞
∑N
n=1 log(an) exists (and is finite),
(iv) limN→∞
∑N
n=1 bn exists (and is finite).
In particular, if σ(J) ⊂ [−2, 2], then (i) implies (ii)–(iv).
In Nevai [41], it is stated and proven (see pg. 124) that
∑∞
n=1 |an − 1| < ∞
implies the Szego˝ condition, but it turns out that his method of proof only
requires our condition (i). Nevai informs us that he believes his result was
probably known to Geronimus.
The key to our proofs is a family of sum rules stated by Case in [7]. Case
was motivated by Flaschka’s calculation of the first integrals for the Toda
lattice for finite [16] and doubly infinite Jacobi matrices [17]. Case’s method
of proof is partly patterned after that of Flaschka in [17].
To state these rules, it is natural to change variables from E to z via
(1.13) E = z +
1
z
.
We choose the solution of (1.13) with |z| < 1, namely
(1.14) z = 12
[
E −
√
E2 − 4
]
,
where we take the branch of
√
with
√
µ > 0 for µ > 0. In this way, E → z is
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the conformal map of {∞}∪C\[−2, 2] to D ≡ {z | |z| < 1}, which takes ∞ to
0 and (in the limit) ±2 to ±1. The points E ∈ [−2, 2] are mapped to z = e±iθ
where E = 2 cos θ.
The conformal map suggests replacing mµ by
(1.15) Mµ(z) = −mµ
(
E(z)
)
= −mµ
(
z + z−1
)
=
∫
z dµ(x)
1− xz + z2 .
We have introduced a minus sign so that ImMµ(z) > 0 when Im z > 0. Note
that ImE > 0 ⇒ mµ(E) > 0 but E → z maps the upper half-plane to the
lower half-disk.
If µ obeys the Blumenthal-Weyl criterion, Mµ is meromorphic on D with
poles at the points (γ±j )
−1 where
(1.16) |γj | > 1 and E±j = γ±j + (γ±j )−1.
As with E±j , we renumber γ
±
j to a single sequence |β1| ≥ |β2| ≥ · · · ≥ 1.
By general principles, Mµ has boundary values almost everywhere on the
circle,
(1.17) Mµ(eiθ) = lim
r↑1
Mµ(reiθ)
with Mµ(e−iθ) = Mµ(eiθ) and ImMµ(eiθ) ≥ 0 for θ ∈ (0, π).
From the integral representation (1.2),
(1.18) Immµ(E + i0) = π
dµac
dE
so using dE = −2 sin θ dθ = −(4 − E2)1/2 dθ, the quasi-Szego˝ condition (1.8)
becomes
4
∫ π
0
log[ImMµ(eiθ)] sin2 θ dθ > −∞
and the Szego˝ condition (1.10) is∫ π
0
log[ImMµ(eiθ)] dθ > −∞.
Moreover, we have by (1.18) that
(1.19) 2π
∫ π
0
Im[Mµ(eiθ)] sin θ dθ = µac(−2, 2) ≤ 1.
With these notational preliminaries out of the way, we can state Case’s
sum rules. For future reference, we give them names:
C0:
(1.20)
1
4π
∫ π
−π
log
[
sin θ
ImM(eiθ)
]
dθ =
∑
j
log |βj | −
∑
j
log |aj |
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and for n = 1, 2, . . .,
Cn:
− 1
2π
∫ π
−π
log
[
sin θ
ImM(eiθ)
]
cos(nθ) dθ +
1
n
∑
j
(βnj − β−nj )(1.21)
=
2
n
Tr
{
Tn
(
1
2J
)
− Tn
(
1
2J0
)}
where Tn is the nth Chebyshev polynomial (of the first kind).
We note that Case did not have the compact form of the right side of
(1.21), but he used implicitly defined polynomials which he did not recognize
as Chebyshev polynomials (though he did give explicit formulae for small n).
Moreover, his arguments are formal. In an earlier paper, he indicates that the
conditions he needs are
(1.22) |an − 1|+ |bn| ≤ C(1 + n2)−1
but he also claims this implies N+ < ∞, N− < ∞, and, as Chihara [9] noted,
this is false. We believe that Case’s implicit methods could be made to work
if
∑
n[|an − 1| + |bn|] < ∞ rather than (1.22). In any event, we will provide
explicit proofs of the sum rules—indeed, from two points of view.
One of our primary observations is the power of a certain combination of
the Case sum rules, C0 + 12C2. It says
P2:
1
2π
∫ π
−π
log
(
sin θ
ImM(θ)
)
sin2 θ dθ +
∑
j
[F (E+j ) + F (E
−
j )](1.23)
=
1
4
∑
j
b2j +
1
2
∑
j
G(aj)
where G(a) = a2−1− log |a|2 and F (E) = 14 [β2−β−2− log |β|4 ], with β given
by E = β + β−1, |β| > 1 (cf. (1.16)).
As with the other sum rules, the terms on the left-hand side are purely
spectral—they can be easily found from µ; those on the right depend in a
simple way on the coefficients of J .
The significance of (1.23) lies in the fact that each of its terms is non-
negative. It is not difficult to see (see the end of §3) that F (E) ≥ 0 for
E ∈ R \ [−2, 2] and that G(a) ≥ 0 for a ∈ (0,∞). To see that the integral is
also nonnegative, we employ Jensen’s inequality. Notice that y → − log(y) is
convex and 2π
∫ π
0 sin
2 θ dθ = 1 so
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1
2π
∫ π
−π
log
[
sin(θ)
ImM(eiθ)
]
sin2 θ dθ =
1
2
2
π
∫ π
0
− log
[
ImM
sin θ
]
sin2(θ) dθ(1.24)
≥ −1
2
log
[
2
π
∫ π
0
(ImM) sin(θ) dθ
]
= −1
2
log[µac(−2, 2)] ≥ 0
by (1.19).
The hard work in this paper will be to extend the sum rule to equalities
or inequalities in fairly general settings. Indeed, we will prove the following:
Theorem 5. If J is a Jacobi matrix for which the right-hand side of
(1.23) is finite, then the left-hand side is also finite and LHS ≤ RHS.
Theorem 6. If µ is a probability measure that obeys the Blumenthal -
Weyl criterion and the left-hand side of (1.23) is finite, then the right-hand
side of (1.23) is also finite and LHS ≥ RHS.
In other words, the P2 sum rule always holds although both sides may
be infinite. We will see (Proposition 3.4) that G(a) has a zero only at a = 1
where G(a) = 2(a− 1)2 +O((a− 1)3) so the RHS of (1.23) is finite if and only
if
∑
b2n +
∑
(an − 1)2 < ∞, that is, J is Hilbert-Schmidt. On the other hand,
we will see (see Proposition 3.5) that F (Ej) = (|Ej | − 2)3/2 + O((|Ej | − 2)2)
so the LHS of (1.23) is finite if and only if the quasi-Szego˝ condition (1.8) and
Lieb-Thirring bound (1.9) hold. Thus, Theorems 5 and 6 imply Theorem 1.
The major tool in proving the Case sum rules is a function that arises in
essentially four distinct guises:
(1) The perturbation determinant defined as
(1.25) L(z;J) = det
[
(J − z − z−1)(J0 − z − z−1)−1
]
.
(2) The Jost function, u0(z;J) defined for suitable z and J . The Jost solution
is the unique solution of
(1.26) anun+1 + bnun + an−1un−1 = (z + z−1)un
n ≥ 1 with a0 ≡ 1 which obeys
(1.27) lim
n→∞ z
−nun = 1.
The Jost function is u0(z;J) = u0.
(3) Ratio asymptotics of the orthogonal polynomials Pn,
(1.28) lim
n→∞Pn(z + z
−1)zn.
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(4) The Szego˝ function, normally only defined when N+ = N− = 0:
(1.29) D(z) = exp
(
1
4π
∫
log
∣∣∣2π sin(θ)f(2 cos θ)∣∣∣ eiθ + z
eiθ − z dθ
)
where dµ = f(E)dE + dµsing.
These functions are not all equal, but they are closely related. L(z; J)
is defined for |z| < 1 by the trace class theory of determinants [25], [53] so
long as J − J0 is trace class. We will see in that case it has a continuation to
{z | |z| ≤ 1, z = ±1} and, when J − J0 is finite rank, it is a polynomial. The
Jost function is related to L by
(1.30) u0(z;J) =
(∞∏
1
aj
)−1
L(z;J).
Indeed, we will define all un by formulae analogous to (1.30) and show that they
obey (1.26)/(1.27). The Jost solution is normally constructed using existence
theory for the difference equation (1.26). We show directly that the limit in
(1.28) is u0(J, z)/(1− z2). Finally, the connection of D(z) to u0(z) is
(1.31) D(z) = (2)−1/2 (1− z2)u0(z;J)−1.
Connected to this formula, we will prove that
(1.32)
∣∣∣u0(eiθ)∣∣∣2 = sin θImMµ(θ) ,
from which (1.31) will follow easily when J − J0 is nice enough. The result for
general trace class J − J0 is obviously new since it requires Nevai’s conjecture
to even define D in that generality. It will require the analytic tools of this
paper.
In going from the formal sum rules to our general results like Theorems 4
and 5, we will use three technical tools:
(1) That the map µ → ∫ π−π log( sin θImMµ ) sin2 θ dθ and the similar map with
sin2 θ dθ replaced by dθ is weakly lower semicontinuous. As we will see,
these maps are essentially the negatives of entropies and this will be a
known upper semicontinuity of an entropy.
(2) Rather than prove the sum rules in one step, we will have a way to prove
them one site at a time, which yields inequalities that go in the opposite
direction from the semicontinuity in (1).
(3) A detailed analysis of how eigenvalues change as a truncation is removed.
SUM RULES FOR JACOBI MATRICES 263
In Section 2, we discuss the construction and properties of the pertur-
bation determinant and the Jost function. In Section 3, we give a proof of
the Case sum rules for nice enough J − J0 in the spirit of Flaschka’s [16] and
Case’s [7] papers, and in Section 4, a second proof implementing tool (2) above.
Section 5 discusses the Szego˝ and quasi-Szego˝ integrals as entropies and the
associated semicontinuity, and Section 6 implements tool (3). Theorem 5 is
proven in Section 7, and Theorem 6 in Section 8.
Section 9 discusses the C0 sum rule and proves Nevai’s conjecture.
The proof of Nevai’s conjecture itself will be quite simple—the C0 sum
rule and semicontinuity of the entropy will provide an inequality that shows
the Szego˝ integral is finite. We will have to work quite a bit harder to show that
the sum rule holds in this case, that is, that the inequality we get is actually
an equality.
In Section 10, we turn to another aspect that the sum rules expose: the
fact that a dearth of bound states forces a.c. spectrum. For Schro¨dinger op-
erators, there are many V ’s which lead to σ(−∆ + V ) = [0,∞). This always
happens, for example, if V (x) ≥ 0 and lim|x|→∞ V (x) = 0. But for discrete
Schro¨dinger operators, that is, Jacobi matrices with an ≡ 1, this phenomenon
is not widespread because σ(J0) has two sides. Making bn ≥ 0 to prevent eigen-
values in (−∞,−2) just forces them in (2,∞)! We will prove two somewhat
surprising results (the en(J) are defined in Remark 6 after Theorem 1).
Theorem 7. If J is a Jacobi matrix with an ≡ 1 and ∑n |en(J)|1/2 < ∞,
then σac(J) = [−2, 2].
Theorem 8. Let W be a two-sided Jacobi matrix with an ≡ 1 and no
eigenvalues. Then bn = 0, that is, W = W0, the free Jacobi matrix.
We emphasize that Theorem 8 does not presuppose any reflectionless con-
dition.
Acknowledgments. We thank F. Gesztesy, N. Makarov, P. Nevai,
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2. Perturbation determinants and the Jost function
In this section we introduce the perturbation determinant
L(z;J) = det
[(
J − E(z)
) (
J0 − E(z)
)−1]
; E(z) = z + z−1
and describe its analytic properties. This leads naturally to a discussion of the
Jost function commencing with the introduction of the Jost solution (2.63).
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The section ends with some remarks on the asymptotics of orthogonal poly-
nomials. We begin, however, with notation, the basic properties of J0, and
a brief review of determinants for trace class and Hilbert-Schmidt operators.
The analysis of L begins in earnest with Theorem 2.5.
Throughout, J represents a matrix of the form (1.1) thought of as an
operator on 2(Z+). The special case an ≡ 1, bn ≡ 0 is denoted by J0 and
δJ = J − J0 constitutes the perturbation. If δJ is finite rank (i.e., for large n,
an = 1 and bn = 0), we say that J is finite range.
It is natural to approximate the true perturbation by one of finite rank.
We define Jn as the semi-infinite matrix,
(2.1) Jn =

b1 a1 0
a1 b2 a2
. . . . . . . . .
. . . bn−1 an−1
an−1 bn 1
1 0 1
1 0 . . .

that is, Jn has bm = 0 for m > n and am = 1 for m > n − 1. Notice that
Jn − J0 has rank at most n.
We write the n×n matrix obtained by taking the first n rows and columns
of J (or of Jn) as Jn;F . The n×n matrix formed from J0 will be called J0;n;F .
A different class of associated objects will be the semi-infinite matrices
J (n) obtained from J by dropping the first n rows and columns of J , that is,
(2.2) J (n) =

bn+1 an+1 0 . . .
an+1 bn+2 an+2 . . .
0 an+2 bn+3 . . .
. . . . . . . . . . . .
 .
As the next preliminary, we need some elementary facts about J0, the free
Jacobi matrix. Fix z with |z| < 1. Look for solutions of
(2.3) un+1 + un−1 = (z + z−1)un, n ≥ 2
as sequences without any a priori conditions at infinity or n = 1. The solutions
of (2.3) are linear combinations of the two “obvious” solutions u± given by
(2.4) u±n (z) = z
±n.
Note that u+ is 2 at infinity since |z| < 1. The linear combination that obeys
u2 = (z + z−1)u1
as required by the matrix ending at zero is (unique up to a constant)
(2.5) u(0)n (z) = z
−n − zn.
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Noting that the Wronskian of u(0) and u+ is z−1−z, we see that (J0−E(z))−1
has the matrix elements −(z−1−z)−1u(0)min(n,m)(z)u+max(n,m)(z) either by a direct
calculation or standard Green’s function formula. We have thus proven that
(J0 − E(z))−1nm = −(z−1 − z)−1[z|m−n| − zm+n](2.6)
= −
min(m,n)−1∑
j=0
z1+|m−n|+2j(2.7)
where the second comes from (z−1 − z)(z1−n + z3−n + · · ·+ zn−1) = z−n − zn
by telescoping. (2.7) has two implications we will need later:
(2.8) |z| ≤ 1 ⇒
∣∣∣(J0 − E(z)−1nm∣∣∣ ≤ min(n,m) |z|1+|m−n|
and that while the operator (J0 − E(z))−1 becomes singular as |z| ↑ 1, the
matrix elements do not; indeed, they are polynomials in z.
We need an additional fact about J0:
Proposition 2.1. The characteristic polynomial of J0;n;F is
(2.9) det(E(z)− J0,n;F ) = (z
−n−1 − zn+1)
(z−1 − z) = Un
(
1
2 E(z)
)
where Un(cos θ) = sin[(n + 1)θ]/ sin(θ) is the Chebyshev polynomial of the
second kind. In particular,
(2.10) lim
n→∞
det[E(z)− J0;n+j;F ]
det[E(z)− J0;n;F ] = z
−j .
Proof. Let
(2.11) gn(z) = det(E(z)− J0;n;F ).
By expanding in minors
gn+2(z) = (z + z−1)gn+1(z)− gn(z).
Given that g1 = z + z−1 and g0 = 1, we obtain the first equality of (2.9) by
induction. The second equality and (2.10) then follow easily.
In Section 4, we will need
Proposition 2.2. Let Tm be the Chebyshev polynomial (of the first kind):
(2.12) Tm(cos θ) = cos(mθ).
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Then
(2.13) Tr
[
Tm
(
1
2J0,n;F
)]
=
{
n m = 2(n + 1);  ∈ Z
−12 − 12(−1)m otherwise.
In particular, for m fixed, once n > 12m− 1 the trace is independent of n.
Proof. As noted above, the characteristic polynomial of J0,n;F is Un(E/2).
That is, det[2 cos(θ) − J0;n;F ] = sin[(n + 1)θ]/ sin[θ]. This implies that the
eigenvalues of J0;n;F are given by
(2.14) E(k)n = 2 cos
(
kπ
n + 1
)
k = 1, . . . , n.
So by (2.12), Tm
(
1
2E
(k)
n
)
= cos
(
kmπ
n+1
)
. Thus,
Tr
[
Tm
(
1
2J0;n;F
)]
=
n∑
k=1
cos
(
kmπ
n + 1
)
= −12 − 12 (−1)m + 12
n+1∑
k=−n
exp
(
ikmπ
n + 1
)
.
The final sum is 2n + 2 if m is a multiple of 2(n + 1) and 0 if it is not.
As a final preliminary, we discuss Hilbert space determinants [25], [52],
[53]. Let Ip denote the Schatten classes of operators with norm ‖A‖p =
Tr(|A|p) as described for example, in [53]. In particular, I1 and I2 are the
trace class and Hilbert-Schmidt operators, respectively.
For each A ∈ I1, one can define a complex-valued function det(1+A) (see
[25], [53], [52]), so that
(2.15) |det(1 + A)| ≤ exp(‖A‖1)
and A → det(1 + A) is continuous; indeed [53, pg. 48],
(2.16) |det(1 + A)− det(1 + B)| ≤ ‖A−B‖1 exp(‖A‖1 + ‖B‖1 + 1).
We will also use the following properties:
A,B ∈ I1 ⇒ det(1 + A) det(1 + B) = det(1 + A + B + AB)(2.17)
AB,BA ∈ I1 ⇒ det(1 + AB) = det(1 + BA)(2.18)
(1 + A) is invertible if and only if det(1 + A) = 0(2.19)
z → A(z) analytic ⇒ det(1 + A(z)) analytic.(2.20)
If A is finite rank and P is a finite-dimensional self-adjoint projection,
(2.21) PAP = A ⇒ det(1 + A) = detPH(1PH + PAP ),
where detPH is the standard finite-dimensional determinant.
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For A ∈ I2, (1 + A)e−A − 1 ∈ I1, so one defines (see [53, pp. 106–108])
(2.22) det2(1 + A) = det((1 + A)e−A).
Then
|det2(1 + A)| ≤ exp(‖A‖22)(2.23)
|det2(1 + A)− det2(1 + B)| ≤ ‖A−B‖2 exp((‖A‖2 + ‖B‖2 + 1)2)(2.24)
and, if A ∈ I1,
(2.25) det2(1 + A) = det(1 + A)e−Tr(A)
or
(2.26) det(1 + A) = det2(1 + A)eTr(A).
To estimate the Ip norms of operators we use
Lemma 2.3. If A is a matrix and ‖ · ‖p the Schatten Ip norm [53], then
(i)
(2.27) ‖A‖22 =
∑
n,m
|anm|2 ,
(ii)
(2.28) ‖A‖1 ≤
∑
n,m
|anm| ,
(iii) For any j and p,
(2.29)
∑
n
|an,n+j |p ≤ ‖A‖pp.
Proof. (i) is standard. (ii) follows from the triangle inequality for ‖ · ‖1
and the fact that a matrix which a single nonzero matrix element, α, has trace
norm |α|. (iii) follows from a result of Simon [53], [51] that
‖A‖pp = sup
{∑
n
|〈ϕn, Aψn〉|p
∣∣∣∣ {ϕn}, {ψn} orthonormal sets}.
The following factorization will often be useful. Define
cn = max(|an−1 − 1| , |bn| , |an − 1|)
which is the maximum matrix element in the nth row and nth column. Let C
be the diagonal matrix with matrix elements cn. Define U by
(2.30) δJ = C1/2UC1/2.
Then U is a tridiagonal matrix with matrix elements bounded by 1 so
(2.31) ‖U‖ ≤ 3.
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One use of (2.30) is the following:
Theorem 2.4. Let cn = max(|an−1 − 1| , |bn| , |an − 1|). For any p ∈
[1,∞),
(2.32) 13
(∑
n
|cn|p
)1/p
≤ ‖δJ‖p ≤ 3
(∑
n
|cn|p
)1/p
.
Proof. The right side is immediate from (2.30) and Ho¨lder’s inequality for
trace ideals [53]. The leftmost inequality follows from (2.29) and
(∑
n
|cn|p
)1/p
≤
(∑
n
|bn|p
)1/p
+ 2
(∑
n
|an − 1|p
)1/p
.
With these preliminaries out of the way, we can begin discussing the per-
turbation determinant L. For any J with δJ ∈ I1 (by (2.32) this is equivalent
to
∑ |an − 1|+ ∑ |bn| < ∞), we define
(2.33) L(z;J) = det
[(
J − E(z)
) (
J0 − E(z)
)−1]
for all |z| < 1. Since
(2.34) (J − E)(J0 − E)−1 = 1 + δJ(J0 − E)−1,
the determinant in (2.33) is of the form 1 + A with A ∈ I1.
Theorem 2.5. Suppose δJ ∈ I1.
(i) L(z;J) is analytic in D ≡ {z | |z| < 1}.
(ii) L(z;J) has a zero in D only at points zj where E(zj) is an eigenvalue
of J , and it has zeros at all such points. All zeros are simple.
(iii) If J is finite range, then L(z;J) is a polynomial and so has an analytic
continuation to all of C.
Proof. (i) follows from (2.20).
(ii) If E0 = E(z0) is not an eigenvalue of J , then E0 /∈ σ(J) since E :
D → C\[−2, 2] and σess(J) = [−2, 2]. Thus, (J −E0)/(J0−E0) has an inverse
(namely, (J0 − E0)/(J − E0)), and so by (2.19), L(z;J) = 0. If E0 is an
eigenvalue, (J − E0)/(J0 − E0) is not invertible, so by (2.19), L(z0;J) = 0.
Finally, if E(z0) is an eigenvalue, eigenvalues of J are simple by a Wronskian
argument. That L has a simple zero under these circumstances comes from
the following.
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If P is the projection onto the eigenvector at E0 = E(z0), then
(J − E)−1(1− P ) has a removable singularity at E0. Define
(2.35) C(E) = (J − E)−1(1− P ) + P
so
(2.36) (J − E)C(E) = 1− P + (E0 − E)P.
Define
D(E) ≡ (J0 − E)C(E)(2.37)
= −δJC(E) + (J − E)C(E)
= 1− P + (E0 − E)P − δJC(E)
= 1 + trace class.
Moreover,
D(E)[(J − E)/(J0 − E)] = (J0 − E)[1− P + (E0 − E)P ](J0 − E)−1
= 1 + (J0 − E)[−P + (E0 − E)P ](J0 − E)−1.
Thus by (2.17) first and then (2.18),
det(D(E(z)))L(z;J) = det(1 + (J0 − E)[−P + (E0 − E)P ](J0 − E)−1)
= det(1− P + (E0 − E)P )
= E0 − E(z),
where we used (2.21) in the last step. Since L(z;J) has a zero at z0 and
E0 − E(z) = (z − z0)[1− 1zz0 ] has a simple zero, L(z;J) has a simple zero.
(iii) Suppose δJ has range N , that is, N = max{n | |bn|+ |an−1− 1| > 0}
and let P (N) be the projection onto the span of {δj}Nj=1. As P (N)δJ = δJ ,
δJ(J0 − E)−1 = P (N)P (N)δJ(J0 − E)−1.
By (2.18),
L(z;J) = det
(
1 + P (N)δJ
(
J0 − E(z)
)−1
P (N)
)
.
Thus by (2.7), L(z;J) is a polynomial if δJ is finite range.
Remarks. 1. By this argument, if δJ has range n, L(z;J) is the determi-
nant of an n× n matrix whose ij element is a polynomial of degree i + j + 1.
That implies that we have shown L(z;J) is a polynomial of degree at most
270 ROWAN KILLIP AND BARRY SIMON
2n(n + 1)/2 + n = (n + 1)2. We will show later it is actually a polynomial of
degree at most 2n− 1.
2. The same idea shows that if
∑
n
∣∣(an − 1)ρ2n∣∣ + ∣∣bnρ2n∣∣ < ∞ for some
ρ > 1, then C1/2(J0−z−z−1)−1C1/2 is trace class for |z| < ρ, and thus L(z; J)
has an analytic continuation to {z | |z| < ρ}.
We are now interested in showing that L(z;J), defined initially only on D,
can be continued to ∂D or part of ∂D. Our goal is to show:
(i) If
(2.38)
∞∑
n=1
n[|an − 1|+ |bn|] < ∞,
then L(z;J) can be continued to all of D¯, that is, extends to a function
continuous on D¯ and analytic in D.
(ii) For the general trace class situation, L(z;J) has a continuation to
D¯\{−1, 1}.
(iii) As x real approaches ±1, |L(x;J)| is bounded by exp{o(1)/(1−|x|)}.
We could interpolate between (i) and (iii) and obtain more information
about cases where (2.38) has n replaced by nα with 0 < α < 1 or even log n (as
is done in [42], [22]), but using the theory of Nevanlinna functions and (iii), we
will be able to handle the general trace class case (in Section 9), so we forgo
these intermediate results.
Lemma 2.6. Let C be diagonal positive trace class matrix. For |z| < 1,
define
(2.39) A(z) = C1/2(J0 − E(z))−1C1/2.
Then, as a Hilbert-Schmidt operator -valued function, A(z) extends continu-
ously to D¯ \ {−1, 1}. If
(2.40)
∑
n
ncn < ∞,
it has a Hilbert-Schmidt continuation to D¯.
Proof. Let Anm(z) be the matrix elements of A(z). It follows from |z| < 1
and (2.6)/(2.8) that
|Anm(z)| ≤ 2c1/2n c1/2m |z − 1|−1 |z + 1|−1(2.41)
|Anm(z)| ≤ min(m,n)c1/2n c1/2m(2.42)
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and each An,m(z) has a continuous extension to D¯. It follows from (2.41), the
dominated convergence theorem, and∑
n,m
(c1/2n c
1/2
m )
2 =
(∑
n
cn
)2
that so long as z stays away from ±1, {Amn(z)}n,m is continuous in the space
2((1,∞) × (1,∞)) so A(z) is Hilbert-Schmidt and continuous on D¯\{−1, 1}.
Moreover, (2.42) and∑
n,m
[
min(m,n)c1/2n c
1/2
m
]2 ≤ ∑
mn
mncncm =
(∑
n
ncn
)2
imply that A(z) is Hilbert-Schmidt on D¯ if (2.40) holds.
Remark. When (2.40) holds—indeed, when
(2.43)
∑
nαcn < ∞
for some α > 0—we believe that one can show A(z) has trace class boundary
values on ∂D\{−1, 1} but we will not provide all the details since the Hilbert-
Schmidt result suffices. To see this trace class result, we note that ImA(z) =
(A(z)−A∗(z))/2i has a rank 1 boundary value as z → eiθ; explicitly,
(2.44) ImA(eiθ)mn = −c1/2n c1/2m
(sinmθ)(sinnθ)
(sin θ)
.
Thus, ImA(eiθ) is trace class and is Ho¨lder continuous in the trace norm if
(2.43) holds. Now ReA(eiθ) is the Hilbert transform of a Ho¨lder continuous
trace class operator-valued function and so trace class. This is because when
a function is Ho¨lder continuous, its Hilbert transform is given by a convergent
integral, hence limit of Riemann sums. Because of potential singularities at
±1, the details will be involved.
Lemma 2.7. Let δJ be trace class. Then
(2.45) t(z) = Tr((δJ)(J0 − E(z))−1)
has a continuation to D¯\{−1, 1}. If (2.38) holds, t(z) can be continued to D¯.
Remark. We are only claiming t(z) can be continued to ∂D, not that
it equals the trace of (δJ)(J0 − E(z))−1 since δJ(J0 − E(z))−1 is not even a
bounded operator for z ∈ ∂D!
Proof. t(z) = t1(z) + t2(z) + t3(z) where
t1(z) =
∑
bn(J0 − E(z))−1nn
t2(z) =
∑
(an − 1)(J0 − E(z))−1n+1,n
t3(z) =
∑
(an − 1)(J0 − E(z))−1n,n+1 .
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Since, by (2.6), (2.8),∣∣∣(J0 − E(z))−1nm∣∣∣ ≤ 2 |z − 1|−1 |z + 1|−1∣∣∣(J0 − E(z))−1nm∣∣∣ ≤ min(n,m),
the result is immediate.
Theorem 2.8. If δJ is trace class, L(z;J) can be extended to a contin-
uous function on D¯\{−1, 1} with
(2.46) |L(z;J)| ≤ exp
{
c
[
‖δJ‖1 + ‖δJ‖21
]
|z − 1|−2 |z + 1|−2
}
for a universal constant, c. If (2.38) holds, L(z;J) can be extended to all of D¯
with
(2.47) |L(z;J)| ≤ exp
{
c˜
[
1 +
∞∑
n=1
n
[
|an − 1|+ |bn|
]]2}
for a universal constant, c˜.
Proof. This follows immediately from (2.22), (2.23), (2.25), and the last
two lemmas and their proofs.
While we cannot control ‖C1/2(J0 − E(z))−1C1/2‖1 for arbitrary z with
|z| → 1, we can at the crucial points ±1 if we approach along the real axis,
because of positivity conditions.
Lemma 2.9. Let C be a positive diagonal trace class operator. Then
(2.48) lim
|x|↑1
x real
(1− |x|)‖C1/2(J0 − E(x))−1C1/2‖1 = 0.
Proof. For x < 0, E(x) < −2, and J0 − E(x) > 0, while for x > 0,
E(x) > 2, so J0 − E(x) < 0. It follows that
‖C1/2(J0 − E(x))−1C1/2‖1 =
∣∣∣Tr(C1/2(J0 − E(x))−1C1/2)∣∣∣(2.49)
≤
∑
n
cn
∣∣∣(J0 − E(x))−1nn ∣∣∣ .
By (2.6),
(1− |x|)
∣∣∣(J0 − E(x))−1nn ∣∣∣ ≤ 1
and by (2.7) for each fixed n,
lim
|x|↑1
x real
(1− |x|)
∣∣∣(J0 − E(x))−1nn ∣∣∣ = 0.
Thus (2.49) and the dominated convergence theorem proves (2.48).
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Theorem 2.10.
(2.50) lim sup
|x|↑1
x real
(1− |x|) log |L(x;J)| ≤ 0.
Proof. Use (2.30) and (2.18) to write
L(x;J) = det(1 + UC1/2(J0 − E(x))−1C1/2)
and then (2.15) and (2.31) to obtain
log |L(x;J)| ≤ ‖UC1/2(J0 − E(x))−1C1/2‖1
≤ 3‖C1/2(J0 − E(x))−1C1/2‖1.
The result now follows from the lemma.
Next, we want to find the Taylor coefficients for L(z;J) at z = 0, which
we will need in the next section.
Lemma 2.11. For each fixed h > 0 and |z| small,
(2.51) log
(
1− h
E(z)
)
=
∞∑
n=1
2
n
[
Tn(0)− Tn(12h)
]
zn
where Tn(x) is the nth Chebyshev polynomial of the first kind : Tn(cos θ) =
cos(nθ). In particular, T2n+1(0) = 0 and T2n(0) = (−1)n.
Proof. Consider the following generating function:
(2.52) g(x, z) ≡
∞∑
n=1
Tn(x)
zn
n
= −12 log[1− 2xz + z2].
The lemma now follows from
log
[
1− 2x
z + z−1
]
= 2[g(0, z)− g(x, z)] =
∑
2
n
[
Tn(0)− Tn(x)
]
zn
by choosing x = h/2. The generation function is well known (Abramowitz and
Stegun [1, Formula 22.9.8] or Szego˝ [60, Equation 4.7.25]) and easily proved:
for θ ∈ R and |z| < 1,
∂g
∂z
(cos θ, z) =
1
z
∞∑
n=1
cos(nθ)zn
=
1
2z
∞∑
n=1
[(
zeiθ
)n
+
(
ze−iθ
)n]
=
cos(θ) + z
z2 − 2z cos θ + 1
= −12
∂
∂z
log[1− 2xz + z2]
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at x = cos θ. Integrating this equation from z = 0 proves (2.52) for x ∈ [−1, 1]
and |z| < 1. For more general x one need only consider θ ∈ C and require
|z| < exp{−| Im θ|}.
Lemma 2.12. Let A and B be two self -adjoint m×m matrices. Then
(2.53) log det
[(
A− E(z)
) (
B − E(z)
)−1]
=
∞∑
n=0
cn(A,B)zn
where
(2.54) cn(A,B) = − 2n Tr
[
Tn
(
1
2A
)
− Tn
(
1
2B
)]
.
Proof. Let λ1, . . . , λm be the eigenvalues of A and µ1, . . . , µm the eigen-
values of B. Then
det
[
A− E(z)
B − E(z)
]
=
m∏
j=1
[
λj − E(z)
µj − E(z)
]
⇒ log det
[
A− E(z)
B − E(z)
]
=
m∑
j=1
log[1− λj/E(z)]− log[1− µj/E(z)]
so (2.53)/(2.54) follow from the preceding lemma.
Theorem 2.13. If δJ is trace class, then for each n, Tn(J/2)−Tn(J0/2)
is trace class. Moreover, near z = 0,
(2.55) log[L(z;J)] =
∞∑
n=1
cn(J)zn
where
(2.56) cn(J) = − 2
n
Tr
[
Tn
(
1
2J
)
− Tn
(
1
2J0
)]
.
In particular,
c1(J) = −Tr(J − J0) = −
∞∑
m=1
bm(2.57)
c2(J) = −12 Tr(J2 − J20 ) = −12
∞∑
m=1
[b2m + 2(a
2
m − 1)].(2.58)
Proof. To prove Tn(J/2)−Tn(J0/2) is trace class, we need only show that
Jm−Jm0 =
∑m−1
j=1 J
j δJ Jm−1−j is trace class, and that’s obvious! Let δ˜Jn;F be
δJn;F extended to 2(Z+) by setting it equal to the zero matrix on 2(j ≥ n).
Let J˜0,n be J0 with an+1 set equal to zero. Then
δ˜Jn;F (J˜0,n − E)−1 → δJ(J0 − E)−1
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in trace norm, which means that
(2.59) det
(
Jn;F − E(z)
J0,n;F − E(z)
)
→ L(z;J).
This convergence is uniform on a small circle about z = 0, so the Taylor series
coefficients converge. Thus (2.53)/(2.54) imply (2.55)/(2.56).
Next, we look at relations of L(z;J) to certain critical functions beginning
with the Jost function. As a preliminary, we note (recall J (n) is defined in
(2.2)),
Proposition 2.14. Let δJ be trace class. Then for each z ∈ D¯\{−1, 1},
(2.60) lim
n→∞ L(z;J
(n)) = 1
uniformly on compact subsets of D¯\{−1, 1}. If (2.38) holds, (2.60) holds uni-
formly in z for all z in D¯.
Proof. Use (2.16) and (2.24) with B = 0 and the fact that ‖δJ (n)‖1 → 0
in the estimates above.
Next, we note what is essentially the expansion of det(J−E(z)) in minors
in the first row:
Proposition 2.15. Let δJ be trace class and z ∈ D¯\{−1, 1}. Then
(2.61) L(z;J) = (E(z)− b1)zL(z;J (1))− a21z2L(z;J (2)).
Proof. Denote (J (k))n;F by J
(k)
n;F , that is, the n×n matrix formed by rows
and columns k + 1, . . . , k + n of J . Then expanding in minors,
(2.62) det(E − Jn;F ) = (E − b1) det(E − J (1)n−1;F )− a21 det(E − J (2)n−2;F ).
Divide by det(E − J0;n;F ) and take n → ∞ using (2.59). (2.61) follows if one
notes
det(E − J0;n−j;F )
det(E − J0;n;F ) → z
j
by (2.10).
We now define for z ∈ D¯\{−1, 1} and n = 1, . . . ,∞,
un(z;J) =
( ∞∏
j=n
aj
)−1
znL(z;J (n))(2.63)
u0(z;J) =
( ∞∏
j=1
aj
)−1
L(z;J).(2.64)
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un is called the Jost solution and u0 the Jost function. The infinite product
of the a’s converges to a nonzero value since aj > 0 and
∑
j |aj − 1| < ∞. We
have:
Theorem 2.16. The Jost solution, un(z;J), obeys
(2.65) an−1un−1 + (bn − E(z))un + anun+1 = 0, n = 1, 2, . . .
where a0 ≡ 1. Moreover,
(2.66) lim
n→∞ z
−nun(z;J) = 1.
Proof. (2.61) for J replaced by J (n) reads
L(z;J (n)) = (E(z)− bn+1)zL(z;J (n+1))− a2n+1z2L(z;J (n+2)),
from which (2.65) follows by multiplying by zn(
∏∞
j=n+1 aj)
−1. Equation (2.66)
is just a rewrite of (2.60) because limn→∞
∏∞
j=n aj = 1.
Remarks. 1. If (2.38) holds, one can define un for z = ±1.
2. By Wronskian methods, (2.65)/(2.66) uniquely determine un(z;J).
Theorem 2.16 lets us improve Theorem 2.5(iii) with an explicit estimate
on the degree of L(z;J).
Theorem 2.17. Let δJ have range n, that is, aj = 1 if j ≥ n, bj = 0
if j > n. Then u0(z;J) and so L(z;J) is a polynomial in z of degree at most
2n−1. If bn = 0, then L(z;J) has degree exactly 2n−1. If bn = 0 but an−1 = 1,
then L(z;J) has degree 2n− 2.
Proof. The difference equation (2.65) can be rewritten as(
un−1
un
)
=
(
(E − bn)/an−1 −an/an−1
1 0
) (
un
un+1
)
(2.67)
=
1
zan−1
An(z)
(
un
un+1
)
,
where
(2.68) An(z) =
(
z2 + 1− bnz −anz
an−1z 0
)
.
If δJ has range n, J (n) = J0 and an = 1. Thus by (2.63), u(z;J) = z if  ≥ n.
Therefore by (2.67),
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(
u0
u1
)
= (a1 · · · an−1)−1z−n A1(z) · · ·An(z)
(
zn
zn+1
)
(2.69)
= (a1 · · · an−1)−1A1(z) · · ·An(z)
(
1
z
)
= (a1 · · · an−1)−1A1(z) · · ·An−1(z)
(
1− bnz
an−1z
)
.
Since Aj(z) is a quadratic, (2.69) implies u0 is a polynomial of degree at most
2(n − 1) + 1 = 2n − 1. The top left component of Aj contains z2 while
everything else is of lower order. Proceeding inductively, the top left component
of A1(z) · · ·An−1(z) is z2n−2 + O(z2n−3). Thus if bn = 0,
u0 = −(a1 . . . an−1)−1bnz2n−1 + O(z2n−2),
proving u0 has degree 2n− 1. If bn = 0, then
An−1(z)
(
1
an−1z
)
=
(
1 + (1− a2n−1)z2 − bn−1z
an−2z
)
so inductively, one sees that
u0 = (a1 . . . an−1)−1(1− a2n−1)z2n−2 + O(z2n−3)
and u0 has degree 2n− 2.
Remark. Since the degree of u is the number of its zeros (counting mul-
tiplicities), this can be viewed as a discrete analog of the Regge [46]-Zworski
[64] resonance counting theorem.
Recall the definitions (1.2) and (1.15) of the m-function which we will
denote for now by M(z;J) = (E(z)− J)−111 .
Theorem 2.18. If δJ ∈ I1 then for |z| < 1 with L(z;J) = 0, we have
M(z;J) =
zL(z;J (1))
L(z;J)
(2.70)
=
u1(z;J)
u0(z;J)
.(2.71)
Proof. (2.71) follows from (2.70) and (2.63)/(2.64). (2.70) is essentially
Cramer’s rule. Explicitly,
M(z;J) = lim
n→∞ (E(z)− Jn;F )
−1
11
= lim
n→∞
det(E − J (1)n−1;F )
det(E − Jn;F )
= lim
n→∞ wnxmyn
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where (by (2.59) and (2.10))
wn =
det(E − J (1)n−1;F )
det(E − J0;n−1;F ) → L(z;J
(1))
xn =
det(E − J0;n;F )
det(E − Jn;F ) → L(z;J)
−1
yn =
det(E − J0;n−1;F )
det(E − J0;n;F ) → z.
Theorem 2.18 allows us to link |u0| and |L| on |z| = 1 to Im(M) there:
Theorem 2.19. Let δJ be trace class. Then for all θ = 0, π, the boundary
value limr↑1 M(reiθ;J) ≡ M(eiθ;J) exists. Moreover,
(2.72)
∣∣∣u0(eiθ;J)∣∣∣2 ImM(eiθ;J) = sin θ.
Equivalently,
(2.73)
∣∣∣L(eiθ;J)∣∣∣2 ImM(eiθ;J) = ( ∞∏
j=1
a2j
)
sin θ.
Proof. By (2.64), (2.73) is equivalent to (2.72). If |z| = 1, then E(z¯) =
E(z) since z¯ = z−1. Thus, un(z;J) and un(z¯;J) solve the same difference
equation. Since z−nun(z;J) → 1 and an → 1, we have that
an[un(z¯;J)un+1(z;J)− un(z;J)un+1(z¯;J)] → z − z−1.
Since the Wronskian of two solutions is constant, if z = eiθ,
an[un(e−iθ;J)un+1(eiθ;J)− un(eiθ;J)un+1(e−iθ;J)] = 2i sin θ.
Since a0 = 1 and un(z¯;J) = un(z;J), we have that
(2.74) Im[u0(eiθ;J)u1(eiθ;J)] = sin θ.
(2.74) implies that u0(eiθ;J) = 0 if θ = 0, π, so by (2.71), M(z;J) extends
to D¯\{−1, 1}. Since u1(eiθ;J) = u0(eiθ;J)M(eiθ;J) (by (2.71)), (2.74) is the
same as (2.72).
If J has no eigenvalues in R\[−2, 2] and (2.38) holds so u0(z;J) has a
continuation to D¯, then
u0(z;J) = exp
(
1
2π
∫ 2π
0
eiθ + z
eiθ − z log
∣∣∣u0(eiθ;J)∣∣∣ dθ)(2.75)
= exp
(
− 1
4π
∫ 2π
0
eiθ + z
eiθ − z log
[∣∣∣ImM(eiθ;J)∣∣∣
|sin θ|
]
dθ
)
(2.76)
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= exp
(
− 1
4π
∫ 2π
0
eiθ + z
eiθ − z log
[
πf(2 cos θ)
|sin θ|
]
dθ
)
(2.77)
= (4π)−1/2 (1− z2)D(z)−1(2.78)
where D is the Szego˝ function defined by (1.29) and f(E) = dµacdE . In the above,
(2.75) is the Poisson-Jensen formula [48]. It holds because under (2.38), u0 is
bounded on D¯ and by (2.74), and the fact that u1 is bounded, log(u0) at worst
has a logarithmic singularity at ±1. (2.76) follows from (2.72) and (2.77) from
(1.18). To obtain (2.78) we use
1
4
(1− z2)2 = exp
(
1
2π
∫
eiθ + z
eiθ − z log[sin
2 θ] dθ
)
which is the Poisson-Jensen formula for 12(1−z2)2 if we note that
∣∣∣(1− e−2iθ)2∣∣∣
= 4 sin2 θ.
As a final remark on perturbation theory and Jost functions, we note how
easy they make Szego˝ asymptotics for the polynomials:
Theorem 2.20. Let J be a Jacobi matrix with δJ trace class. Let Pn(E)
be an orthonormal polynomial associated to J . Then for |z| < 1,
(2.79) lim
n→∞ z
nPn(z + z−1) =
u0(z;J)
(1− z2)
with convergence uniform on compact subsets of D.
Remarks. 1. By looking at (2.79) near z = 0, one gets results on the
asymptotics of the leading coefficients of Pn(E), that is, an,n−j in Pn(E) =∑n
k=0 an,kE
k; see Szego˝ [60].
2. Alternatively, if Qn are the monic polynomials,
(2.80) lim
n→∞ z
nQn(z + z−1) =
L(z;J)
(1− z2) .
Proof. This is essentially (2.59). For let
(2.81) Qn(E) = det(E − Jn;F ).
Expanding in minors in the last rows shows
(2.82) Qn(E) = (E − bn)Qn−1(E)− a2n−1Qn−2(E)
with Q0(E) = 1 and Q1(E) = E−b1. It follows Qn(E) is the monic orthogonal
polynomial of degree n (this is well known; see, e.g. [3]). Multiplying (2.81)
by (a1, . . . , an−1)−1, we see that
(2.83) Pn(E) = (a1 . . . an)−1Qn(E)
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obeys (1.4) and so are the orthonormal polynomials. It follows then from (2.59)
and (2.9) that
L(z;J) = lim
n→∞
z−1 − z
z−(n+1)
Qn(z) = lim
n→∞ (1− z
2)znQn(z)
which implies (2.80) and, given (2.83) and limn→∞(a1 · · · an)−1 exists, also
(2.79).
3. The sum rule: First proof
Following Flaschka [17] and Case [6], [7], the Case sum rules follow from
the construction of L(z;J), the expansion (2.55) of log[L(z;J)] at z = 0, the
formula (2.73) for
∣∣∣L(eiθ;J)∣∣∣, and the following standard result:
Proposition 3.1. Let f(z) be analytic in a neighborhood of D¯, let
z1, . . . , zm be the zeros of f in D and suppose f(0) = 0. Then
(3.1) log |f(0)| = 1
2π
∫ 2π
0
log
∣∣∣f(eiθ)∣∣∣ dθ + m∑
j=1
log |zj |
and for n = 1, 2, . . .,
(3.2) Re(αn) =
1
π
∫ 2π
0
log
∣∣∣f(eiθ)∣∣∣ cos(nθ) dθ − Re[ m∑
j=1
z−nj − z¯nj
n
]
where
(3.3) log
[
f(z)
f(0)
]
=
∞∑
n=1
αnz
n
for |z| small.
Remarks. 1. Of course, (3.1) is Jensen’s formula. (3.2) can be viewed as
a derivative of the Poisson-Jensen formula, but the proof is so easy we give it.
2. In our applications, f(z) = f(z¯) so αn are real and the zeros are real
or come in conjugate pairs. Therefore, Re can be dropped from both sides of
(3.2) and the ¯ dropped from z¯i.
Proof. Define the Blaschke product,
B(z) =
m∏
j=1
|zj |
zj
zj − z
1− zz¯j
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for which we have
log[B(z)] =
m∑
j=1
log |zj |+ log
[(
1− z
zj
)]
− log(1− zz¯j)(3.4)
=
m∑
j=1
log |zj | −
∞∑
n=1
zn
m∑
j=1
z−nj − z¯nj
n
.
By a limiting argument, we can suppose f has no zeros on ∂D. Then f(z)/B(z)
is nonvanishing in a neighborhood of D¯, so g(z) ≡ log[f(z)/B(z)] is analytic
there and by (3.3)/(3.4), its Taylor series
g(z) =
∞∑
n=0
cnz
n
has coefficients
c0 = log[f(0)]−
m∑
j=1
log |zj |
cn = αn +
m∑
j=1
[z−nj − z¯nj ]
n
.
Substituting dθ = dziz and cos(nθ) =
1
2(z
n+z−n) in the Cauchy integral formula,
1
2πi
∫ 2π
0
g(z)
dz
zn+1
=
{
cn if n ≥ 0
0 if n ≤ −1,
we get integral relations whose real part is (3.1) and (3.2).
While this suffices for the basic sum rule for finite range δJ , which is the
starting point of our analysis, we note three extensions:
(1) If f(z) is meromorphic in a neighborhood of D¯ with zeros z1, . . . , zm
and poles p1, . . . , pk, then (3.1) and (3.2) remain true so long as one makes the
changes:
m∑
j=1
log |zj | →
m∑
j=1
log |zj | −
k∑
j=1
log |pj |(3.5)
m∑
j=1
z−nj − z¯nj
n
→
m∑
j=1
z−nj − z¯nj
n
−
k∑
j=1
p−nj − p¯nj
n
(3.6)
for we write f(z) = f1(z)/
∏k
j=1(z − pj) and apply Proposition 3.1 to f1 and
to
∏k
j=1(z − pj). We will use this extension in the next section.
(2) If f has continuous boundary values on ∂D, we know its zeros in D
obey
∑∞
j=1(1 − |zj |) < ∞ (so the Blaschke product converges) and we have
some control on − log
∣∣∣f(reiθ)∣∣∣ as r ↑ 1, one can prove (3.1)–(3.2) by a limiting
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argument. We could use this to extend the proof of Case’s inequalities to the
situation
∑
n[|an − 1|+ |bn|] < ∞. We first use a Bargmann bound (see [10],
[19], [20], [27]) to see there are only finitely many zeros for L and (2.73) to
see the only place log |L| can be singular is at ±1. The argument in Section 9
that supr
∫
[log−
∣∣∣L(reiθ)∣∣∣]2 dθ < ∞ lets us control such potential singularities.
Since Section 9 will have a proof in the more general case of trace class δJ ,
we do not provide the details. But we would like to emphasize that proving
the sum rules in generality Case claims in [6], [7] requires overcoming technical
issues he never addresses.
(3) The final (one might say ultimate) form of (3.1)/(3.2) applies when
f is a Nevanlinna function, that is, f is analytic in D and
(3.7) sup
0<r<1
1
2π
∫ 2π
0
log+
∣∣∣f(reiθ)∣∣∣ dθ < ∞,
where log+(x) = max(log(x), 0). If f is Nevanlinna, then ([48, pg. 311]; essen-
tially one uses (3.1) for f(z/r) with r < 1),
(3.8)
∞∑
j=1
(1− |zj |) < ∞
and ([48, pg. 310]) the Blaschke product converges. Moreover (see [48, pp. 247,
346]), there is a finite real measure dµ(f) on ∂D so
(3.9) log
∣∣∣f(reiθ)∣∣∣ dθ → dµ(f)(θ)
weakly, and for Lebesgue a.e. θ,
(3.10) lim
r↑1
log
∣∣∣f(reiθ)∣∣∣ = log ∣∣∣f(eiθ)∣∣∣
and
(3.11) dµ(f)(θ) = log
∣∣∣f(eiθ)∣∣∣ dθ + dµ(f)s (θ)
where dµ(f)s (θ) is singular with respect to Lebesgue measure dθ on ∂D. dµ
(f)
s (θ)
is called the singular inner component.
By using (3.1)/(3.2) for f(z/r) with r ↑ 1 and (3.9), we immediately have:
Theorem 3.2. Let f be a Nevanlinna function on D and let {zj}Nj=1
(N = 1, 2, . . ., or ∞) be its zeros. Suppose f(0) = 0. Let log
∣∣∣f(eiθ)∣∣∣ be the
a.e. boundary values of f and dµ(f)s (θ) the singular inner component. Then
(3.12) log |f(0)| = 1
2π
∫ 2π
0
log
∣∣∣f(eiθ)∣∣∣ dθ + 1
2π
∫ 2π
0
dµ(f)s (θ) +
N∑
j=1
log |zj |
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and for n = 1, 2, . . . ,
Re(αn) =
1
π
∫ 2π
0
log
∣∣∣f(eiθ)∣∣∣ cos(nθ) dθ(3.13)
+
1
π
∫ 2π
0
cos(nθ) dµ(f)s (θ)− Re
[ N∑
j=1
z−nj − z¯nj
n
]
where αn is given by (3.3).
We will use this form in Section 9.
Now suppose that δJ has finite range, and apply Proposition 3.1 to L(z;J).
Its zeros in D are exactly the image under E → z of the (simple) eigenvalues
of J outside [−2, 2] (Theorem 2.5(ii)). The expansion of log[L(z;J)] at z = 0
is given by Theorem 2.13 and log
∣∣∣L(eiθ;J)∣∣∣ is given by (2.73). We have thus
proven:
Theorem 3.3 (Case’s Sum Rules: Finite Rank Case). Suppose δJ has
finite rank. Then, with |β1(J)| ≥ |β2(J)| ≥ · · · > 1 defined so that βj + β−1j
are the eigenvalues of J outside [−2, 2], we have
C0 :
1
4π
∫ 2π
0
log
(
sin θ
ImM(eiθ)
)
dθ =
∑
j
log |βj | −
∞∑
n=1
log(an)(3.14)
Cn : − 12π
∫ 2π
0
log
(
sin θ
ImM(eiθ)
)
cos(nθ) dθ(3.15)
= − 1
n
∑
j
(βnj − β−nj ) +
2
n
Tr
(
Tn
(
1
2J
)
− Tn
(
1
2J0
))
.
In particular,
(3.16)
P2 :
1
2π
∫ 2π
0
log
(
sin θ
ImM
)
sin2 θ dθ +
∑
j
F (ej) =
1
4
∑
n
b2n +
1
2
∑
n
G(an),
where
(3.17) G(a) = a2 − 1− log(a2)
and
(3.18) F (e) = 14(β
2 − β−2 − log |β|4); e = β + β−1, |β| > 1.
Remarks. 1. Actually, when δJ is finite rank all eigenvalues must lie
outside [−2, 2] —it is easily checked that the corresponding difference equation
has no (nonzero) square summable solutions. While eigenvalues may occur at
−2 or 2 when δJ ∈ I1, there are none in (−2, 2). This follows from the fact
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that limr↑1 M(reiθ;J) exists for θ ∈ (0, π) (see Theorem 2.19) or alternately
from the fact that one can construct two independent solutions un(e±iθ, J)
whose linear combinations are all non-L2.
2. In (2.73),
log |L| = 1
2
log
∣∣∣∣ sin θImM
∣∣∣∣ + ∞∑
n=1
log an,
the
∑∞
n=1 log an term is constant and so contributes only to C0 because∫ 2π
0 cos(nθ) dθ = 0.
3. As noted, P2 is C0 + 12C2.
4. We have looked at the combinations of sum rules that give sin4 θ and
sin6 θ hoping for another miracle like the one below that for sin2 θ, the function
G and F that result are positive. But we have not found anything but a mess
of complicated terms that are not in general positive.
P2 is especially useful because of the properties of G and F :
Proposition 3.4. The function G(a) = a2 − 1− 2 log(a) for a ∈ (0,∞)
is nonnegative and vanishes only at a = 1. For a− 1 small,
(3.19) G(a) = 2(a− 1)2 + O((a− 1)3).
Proof. By direct calculations, G(1) = G′(1) = 0 and
G′′(a) =
2(1 + a2)
a2
≥ 2
so G(a) ≥ (a−1)2 (since G(1) = G′(1) = 0). (3.19) follows from G′′(1) = 4.
Proposition 3.5. The function F (e) given by (3.18) is positive through-
out its domain, {|e| > 2}. It is even, increases with increasing |e|, and for
|e| − 2 small,
(3.20) F (e) = 23(|e| − 2)3/2 + O((|e| − 2)2).
In addition,
(3.21) F (e) ≤ 23(e2 − 4)3/2.
Proof. Let R(β) = 14(β
2 − β−2 − log |β|4) for β ≥ 1 and compute
R′(β) =
1
2
(
β + β−3 − 2
β
)
=
1
2
(
β + 1
β
)2 1
β
(β − 1)2.
This shows that R(β) is increasing. It also follows that
R′(β) = 2(β − 2)2 + O((β − 1)3)
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and since β ≥ 1, (β + 1)/β ≤ 2 and β−1 ≤ 1 so
R′(β) ≤ 2(β − 1)2.
As R(1) = 0, we have
(3.22) R(β) ≤ 23 (β − 1)3
and
(3.23) R(β) = 23 (β − 1)3 + O((β − 1)4).
Because F (−e) = F (e), which is simple to check, we can suppose e > 2 so
β > 1. As β = 12 [e +
√
e2 − 4 ] is an increasing function of e, F (e) = R(β) is
an increasing function of e > 2. Moreover, β − 1 = (e − 2)1/2 + O(e − 2) and
so (3.23) implies (3.20). Lastly,
(β − 1) ≤ β − β−1 =
√
e2 − 4 ,
so (3.22) implies (3.21).
4. The sum rule: Second proof
In this section, we will provide a second proof of the sum rules that never
mentions a perturbation determinant or a Jost function explicitly. We do
this not only because it is nice to have another proof, but because this proof
works in a situation where we a priori know the m-function is analytic in a
neighborhood of D¯ and the other proof does not apply. And this is a situation
we will meet in proving Theorem 6. On the other hand, while we could prove
Theorems 1, 2, 3, 5, 6 without Jost functions, we definitely need them in our
proof in Section 9 of the C0-sum rule for the trace class case.
The second proof of the sum rules is based on the continued fraction
expansion of m (1.5). Explicitly, we need,
(4.1) −M(z;J)−1 = −(z + z−1) + b1 + a21M(z;J (1))
which one obtains either from the Weyl solution method of looking at M (see
[24], [56]) or by writing M as a limit of ratio of determinants
(4.2) M(z;J) = lim
n→∞
det(E(z)− J (1)n−1;F )
det(E(z)− Jn;F )
and expanding the denominator in minors in the first row. For any J , (4.1)
holds for z ∈ D. Suppose that we know M has a meromorphic continuation to
a neighborhood of D¯ and consider (4.1) with z = eiθ:
(4.3) −M(eiθ;J)−1 = −2 cos θ + b1 + a21M(eiθ;J (1)).
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Taking imaginary parts of both sides,
(4.4)
ImM(eiθ;J)
|M(eiθ;J)|2 = a
2
1 ImM(e
iθ;J (1))
or, letting
g(z;J) =
M(z;J)
z
(Note: because
(4.5) M(z;J) = (z + z−1 − J)−111 = z(1 + z2 − zJ)−111 = z + O(z2)
near zero, g is analytic in D), we have
(4.6)
1
2
[
log
(
ImM(eiθ;J)
sin θ
)
−log
(
ImM(eiθ;J (1))
sin θ
)]
= log a1+log
∣∣∣g(eiθ; J)∣∣∣ .
To see where this is heading,
Theorem 4.1. Suppose M(z;J) is meromorphic in a neighborhood of D¯.
Then J and J (1) have finitely many eigenvalues outside [−2, 2] and if
(4.7) C0(J) =
1
4π
∫ 2π
0
log
(
sin θ
ImM(eiθ;J)
)
dθ −
N∑
j=1
log |βj(J)|
(with βj as in Theorem 3.3), then
(4.8) C0(J) = − log(a1) + C0(J (1)).
In particular, if δJ is finite rank, then the C0 sum rule holds:
(4.9) C0(J) = −
∞∑
n=1
log(an).
Proof. The eigenvalues, Ej , of J outside [−2, 2] are precisely the poles of
m(E;J) and so the poles of M(z;J) under Ej = zj + z
−1
j . By (4.1), the poles
of M(z;J (1)) are exactly the zeros of M(z;J). Thus {βj(J)−1} are the poles of
M(z;J) and {βj(J (1))−1} are its zeros. Since g(0;J) = 1 by (4.5), (3.1)/(3.5)
becomes
1
2π
∫
log(
∣∣∣g(eiθ, J)∣∣∣ dθ = −∑
j
log(|βj(J)|) +
∑
j
log(
∣∣∣βj(J (1))∣∣∣).
(4.6) and this formula imply (4.8). By (4.3), if M(z;J) is meromorphic in
a neighborhood of D¯, so is M(z;J (1)). So we can iterate (4.8). The free M
function is
(4.10) M(z;J0) = z
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(e.g., by (2.7) with m = n = 1), so C0(J0) = 0 and thus, if δJ is finite rank,
the remainder is zero after finitely many steps.
To get the higher-order sum rules, we need to compute the power series
for log(g(z;J)) about z = 0. For low-order, we can do this by hand. Indeed,
by (4.1) and (4.5) for J (1),
g(z;J) = (z[(z + z−1)− b1 − a21z + O(z2)])−1
= (1− b1z − (a21 − 1)z2 + O(z3))−1
= 1 + b1z + ((a21 − 1) + b21)z2 + O(z3)
so since log(1 + w) = w − 12w2 + O(w3),
(4.11) log(g(z;J)) = b1z + (12 b
2
1 + a
2
1 − 1)z2 + O(z3).
Therefore, by mimicking the proof of Theorem 4.1, but using (3.2)/(3.6) in
place of (3.1)/(3.5), we have
Theorem 4.2. Suppose M(z;J) is meromorphic in a neighborhood of D¯.
Let
(4.12)
Cn(J) = − 12π
∫ 2π
0
log
(
sin θ
ImM(eiθ)
)
cos(nθ) +
1
n
[ ∑
j
βj(J)n − βj(J)−n
]
.
Then
C1(J) = b1 + C1(J (1))(4.13)
C2(J) = [12 b
2
1 + (a
2
1 − 1) + C2(J (1))].(4.14)
If
(4.15) P2(J) =
1
2π
∫ 2π
0
log
(
sin θ
ImM(eiθ)
)
sin2 θ dθ +
∑
j
F (ej(J))
with F given by (3.18), then writing G(a) = a2 − 1− 2 log(a) as in (3.17)
(4.16) P2(J) = 14 b
2
1 +
1
2 G(a1) + P2(J
(1)).
In particular, if δJ is finite rank, we have the sum rules C1, C2, P2 of (3.15)/(3.16).
To go to order larger than two, we expand log(g(z;J)) systematically as
follows: We begin by noting that by (4.2) (Cramer’s rule),
(4.17) g(z;J) = lim
n→∞ gn(z;J)
where
gn(z;J) =
z−1 det(z + z−1 − J (1)n−1;F )
det(z + z−1 − Jn;F )(4.18)
=
1
1 + z2
det(1− E(z)−1J (1)n−1;F )
det(1− E(z)−1Jn;F )(4.19)
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where we used z(E(z)) = 1+z2 and the fact that because the numerator has a
matrix of order one less than the denominator, we get an extra factor of E(z).
We now use Lemma 2.11, writing Fj(x) for 2j [Tj(0)− Tj(x/2)],
(4.20)
log gn(z;J) = − log(1 + z2) +
∞∑
j=1
zj
[
Tr
(
Fj(J
(1)
n−1;F )
)
− Tr
(
Fj(Jn;F )
)]
= − log(1 + z2)−
∞∑
j=1
z2j
j
(−1)j(4.21)
+
∞∑
j=1
2zj
j
[
Tr
(
Tj
(
1
2Jn;F
))
− Tr
(
Tj
(
1
2J
(1)
n−1;F
))]
where we picked up the first sum because Jn;F has dimension one greater than
J
(1)
n−1;F so the Tj(0) terms in Fj(Jn;F ) and J
(1)
n−1;F contribute differently. Notice
∞∑
j=1
z2j
j
(−1)j = − log(1 + z2)
so the first two terms cancel! Since gn(z;J) converges to g(z;J) in a neighbor-
hood of z = 0, its Taylor coefficients converge. Thus
Proposition 4.3. For each j,
(4.22) αj(J, J (1)) = lim
n→∞
[
Tr
(
Tj
(
1
2Jn;F
))
− Tr
(
Tj
(
1
2J
(1)
n−1;F
))]
exists, and for z small,
(4.23) log g(z;J) =
∞∑
j=1
2zj
j
αj(J, J (1)).
Remark. Since
(J (1))mm = (J )m+1m+1
if m ≥ , the difference of traces on the right side of (4.22) is constant for
n > j, so one need not take the limit.
Plugging this into the machine that gives Theorem 4.1 and Theorem 4.2,
we obtain
Theorem 4.4. Suppose M(z;J) is meromorphic in a neighborhood of D¯.
Let Cn(J) be given by (4.12) and α by (4.22). Then
(4.24) Cn(J) =
2
n
αn(J, J (1)) + Cn(J (1)).
In particular, if δJ is finite rank, we have the sum rule Cn of (3.15).
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Proof. The only remaining point is why if δJ is finite rank, we have re-
covered the same sum rule as in (3.15). Iterating (4.24) when J has rank m
gives
Cn(J) =
2
n
m∑
j=1
αn(J (j−1), J (j))(4.25)
= lim
→∞
2
n
[
Tr
[
Tn
(
1
2J;F
)
− Tn
(
1
2J0,−m;F
)]]
while (3.15) reads
Cn(J) =
2
n
Tr
[
Tn
(
1
2J
)
− Tn
(
1
2J0
)]
(4.26)
= lim
→∞
2
n
[
Tr
[
Tn
(
1
2J;F
)]
− Tr
[
Tn
(
1
2J0,;F
)]]
.
That (4.25) and (4.26) are the same is a consequence of Proposition 2.2.
5. Entropy and lower semicontinuity
of the Szego˝ and quasi-Szego˝ terms
In the sum rules C0 and P2 of most interest to us, there appear two terms
involving integrals of logarithms:
(5.1) Z(J) =
1
4π
∫ 2π
0
log
(
sin θ
ImM(eiθ, J)
)
dθ
and
(5.2) Q(J) =
1
2π
∫ 2π
0
log
(
sin θ
ImM(eiθ, J)
)
sin2 θ dθ.
One should think of M as related to the original spectral measure on
σ(J) ⊃ [−2, 2] as
(5.3) ImM(eiθ) = π
dµac
dE
(2 cos θ)
in which case, (5.1), (5.2) can be rewritten
(5.4) Z(J) =
1
2π
∫ 2
−2
log
( √
4− E2
2π dµac/dE
)
dE√
4− E2
and
(5.5) Q(J) =
1
4π
∫ 2
−2
log
( √
4− E2
2π dµac/dE
) √
4− E2 dE.
Our main result in this section is to view Z and Q as functions of µ and to
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prove if µn → µ weakly, then Z(µn) (resp. Q(µn)) obeys
(5.6) Z(µ) ≤ lim inf Z(µn); Q(µ) ≤ lim inf Q(µn),
that is, that Z and Q are weakly lower semicontinuous. This will let us prove
sum rule-type inequalities in great generality.
The basic idea of the proof will be to write variational principles for Z and
Q as suprema of weakly continuous functions. Indeed, as Totik has pointed
out to us, Szego˝’s theorem (as extended to the general, not only a.c., case [2],
[18]) gives what is essentially Z(J) by a variational principle; explicitly,
(5.7) exp
{
1
2π
∫ 2π
0
log
(
dµac
dθ
)
dθ
}
= inf
P
[
1
2π
∫ π
−π
∣∣∣P (eiθ)∣∣∣2 dµ(θ)]
where P runs through all polynomials with P (0) = 1, which can be used
to prove the semicontinuity we need for Z. It is an interesting question of
what is the relation between (5.7) and the variational principle (5.16) below.
It also would be interesting to know if there is an analog of (5.7) to prove
semicontinuity of Q.
We will deduce the semicontinuity by providing a variational principle.
We originally found the variational principle based on the theory of Legendre
transforms, then realized that the result was reminiscent of the inverse Gibbs
variation principle for entropy (see [55, pg. 271] for historical remarks; the
principle was first written down by Lanford-Robinson [35]) and then realized
that the quantities of interest to us aren’t merely reminiscent of entropy, they
are exactly relative entropies where µ is the second variable rather than the
first one that is usually varied. We have located the upper semicontinuity of
the relative entropy in the second variable in the literature (see, e.g., [12], [34],
[44]), but not in the generality we need it, so especially since the proof is easy,
we provide it below. We use the notation
(5.8) log±(x) = max(± log(x), 0).
Definition. Let µ, ν be finite Borel measures on a compact Hausdorff
space, X. We define the entropy of µ relative to ν, S(µ | ν), by
(5.9) S(µ | ν) =
{
−∞ if µ is not ν-ac
− ∫ log(dµdν )dµ if µ is ν-ac.
Remarks. 1. Since log−(x) = log+(x−1) ≤ x−1 and∫ (
dµ
dν
)−1
dµ = ν
({
x
∣∣∣∣ dµdν = 0
})
≤ ν(X) < ∞,
the integral in (5.9) can only diverge to −∞, not to +∞.
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2. If dµ = f dν, then
(5.10) S(µ | ν) = −
∫
f log(f) dν,
the more usual formula for entropy.
Lemma 5.1. Let µ be a probability measure. Then
(5.11) S(µ | ν) ≤ log ν(X).
In particular, if ν is also a probability measure,
(5.12) S(µ | ν) ≤ 0.
Equality holds in (5.12) if and only if µ = ν.
Proof. If µ is not ν-ac, (5.11)/(5.12) is trivial, so suppose µ = f dν and
let
(5.13) dν˜ = χ{x|f(x) =0} dν
so ν˜ and µ are mutually ac. Then,
S(µ | ν) =
∫
log
(
dν˜
dµ
)
dµ(5.14)
≤ log
(∫ (
dν˜
dµ
)
dµ
)
= log ν˜(X)(5.15)
≤ log ν(X)
where we used Jensen’s inequality for the concave function log(x). For equality
to hold in (5.12), we need equality in (5.15) (which says ν = ν˜) and in (5.14),
which says, since log is strictly convex, that dν/dµ is a constant. When ν(X) =
µ(X) = 1, this says ν = µ.
Theorem 5.2. For all µ, ν,
(5.16) S(µ | ν) = inf
[∫
F (x) dν −
∫
(1 + logF ) dµ(x)
]
where the inf is taken over all real -valued continuous functions F with minx∈X F (x)
> 0.
Proof. Let us use the notation
G(F, µ, ν) =
∫
F (x) dν −
∫
(1 + logF ) dµ(x)
for any nonnegative function F with F ∈ L1(dν) and logF ∈ L1(dµ).
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Suppose first that µ is ν-ac with dµ = f dν and F is positive and contin-
uous. Let A = {x | f(x) = 0} and define ν˜ by (5.13). As log(a) is concave,
log(a) ≤ a− 1 so for a, b > 0,
(5.17) ab−1 ≥ 1 + log(ab−1) = 1 + log(a)− log b.
Thus for x ∈ A,
F (x)f(x)−1 ≥ 1 + logF (x)− log f(x).
Integrating with dµ and using∫
F (x) dν ≥
∫
F (x) dν˜ =
∫
A
F (x)f(x)−1 dµ,
we have that ∫
F (x) dν ≥
∫
(1 + logF (x)) dµ(x) + S(µ | ν)
or
(5.18) S(µ | ν) ≤ G(F, µ, ν).
To get equality in (5.16), take F = f so
∫
dµ and
∫
F dν cancel. Of course,
f may not be continuous or strictly positive, so we need an approximation
argument. Given N, ε, let
fN,ε(x) =

N if f(x) ≥ N
f(x) if ε ≤ f(x) ≤ N
ε if f(x) ≤ ε.
Let f,N,ε(x) be continuous functions with ε ≤ f,N,ε ≤ N so that as  → ∞,
f,N,ε → fN,ε in L1(X, dµ + dν). For N > 1, ff−1N,ε ≤ 1 + f , so we have
−
∫
log(fN,ε) dµ = µ(X)
∫
log(f−1N,ε)
dµ
µ(X)
≤ µ(X) log
[∫
ff−1N,ε
dν
µ(X)
]
≤ µ(X) log
[
1 +
ν(X)
µ(X)
]
< ∞
and thus, since − log(fN,ε) increases as ε ↓ 0, fN,ε=0 ≡ limε↓0 fN,ε has
log fN,ε=0 ∈ L1(dµ) and the integrals converge. It follows that as  → ∞
and then ε ↓ 0,
G(f,N,ε, µ, ν) → G(fN,ε, µ, ν) → G(fN,ε=0, µ, ν).
We now take N → ∞. By monotonicity, − ∫ log fN,ε=0 dµ converges to
− ∫ log f dµ which may be infinite. In addition, ∫ fN,ε=0 dν − ∫ dµ → 0 so
G(fN,ε=0, µ, ν) → S(µ | ν), and we have proven (5.18).
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Next, suppose µ is not ν-ac. Thus, there is a Borel subset A ⊂ X with
µ(A) > 0 and ν(A) = 0. By regularity of measures, we can find K ⊂ A
compact and for any ε, Uε open so K ⊂ A ⊂ Uε and
(5.19) µ(K) > 0 ν(Uε) < ε.
By Urysohn’s lemma, find Fε continuous with
(5.20) 1 ≤ Fε(x) ≤ ε−1 all x, Fε ≡ ε−1 on K, Fε ≡ 1 on X\Uε.
Then ∫
Fε dν ≤ ν(X\Uε) + ε−1ν(Uε) ≤ ν(X) + 1
while ∫
(1 + logFε) dµ ≥ log(ε−1)µ(K)
so
G(Fε, µ, ν) ≤ ν(X) + 1− log(ε−1)µ(K) → −∞
as ε ↓ 0, proving the right side of (5.16) is −∞.
As an infimum of continuous functions is upper semicontinuous, we have
Corollary 5.3. S(µ | ν) is jointly weakly upper semicontinuous in µ
and ν, that is, if µn
w−→ µ and νn w−→ ν, then
S(µ | ν) ≥ lim sup
n
S(µn | νn).
Remarks. 1. In our applications, µn will be fixed.
2. This proof can handle functions other than log. If
∫
log((dν/dµ)−1) dµ
is replaced by
∫
G((dν/dµ)) dµ where G is an arbitrary increasing concave
function with limy↓0 G(y) = ∞, there is a variational principle where 1+ logF
in (5.18) is replaced by H(F (x)) with H(y) = infx(xy −G(x)).
To apply this to Z and Q, we note
Proposition 5.4.
(a) Let
(5.21) dµ0(E) =
1
2π
√
4− E2 dE.
Then
(5.22) Q(J) = −12 S(µ0 | µJ).
(b) Let
(5.23) dµ1(E) =
1
π
dE√
4− E2 .
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Then
(5.24) Z(J) = −12 log(2)− 12 S(µ1 | µJ).
Remarks. 1. Both µ0 and µ1 are probability measures, as is easily checked
by setting E = 2 cos θ.
2. dµ0 is the spectral measure for J0. For M(z;J0) = z and thus
ImM(eiθ;J0) = sin θ so m(E;J0) = 12
√
4− E2 and 1π ImmdE = dµ0.
3. dµ1 is the spectral measure for the whole-line free Jacobi matrix and
also for the half-line matrix with bn = 0, a1 =
√
2, a2 = a3 = · · · = 1. An
easy way to see this is to note that after E = 2 cos θ, dµ1(θ) = 1π dθ and
so the orthogonal polynomials are precisely the normalized scaled Chebyshev
polynomials of the first kind that have the given values of aj .
Proof. (a) Follows immediately from (5.16) if we note that
dµ0
dµ
=
dµ0
dE
/
dµac
dE
=
√
4− E2
2π dµac/dE
.
(b) As above,
dµ1
dµ
= 2(4− E2)−1
√
4− E2
2π dµac/dE
.
Thus
Z(J) = c− 12 S(µ1 | µJ),
where
c = − 1
2π
∫ 2
−2
log
[
2
4− E2
]√
4− E2 dE
=
1
4π
∫ 2π
0
log[2 sin2 θ] dθ
=
1
2
log(2) +
1
2π
∫ 2π
0
log |sin θ| dθ
=
1
2
log(2) +
1
2π
∫ 2π
0
log
∣∣∣∣1− eiθ2
∣∣∣∣ dθ
=
1
2
log(2) + log
(
1
2
)
= −1
2
log(2)
where we used Jensen’s formula for f(z) = 12(1− z2) to do the integral.
Remark. As a check on our arithmetic, consider the Jacobi matrix J˜ with
a1 =
√
2 and all other a’s and b’s the same as for J0 so dµJ˜ is dµ1. The sum
rule, C0, for this case says that
Z(J˜) = − log(
√
2) = −12 log 2
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since there are no eigenvalues and a1 =
√
2. But µ1 = µJ , so S(µ1 | µJ)
= 0. This shows once again that c = −12 log 2 (actually, it is essentially the
calculation we did—done the long way around!).
Given this proposition, Lemma 5.1, and Corollary 5.3, we have
Theorem 5.5. For any Jacobi matrix,
(5.25) Q(J) ≥ 0
and
(5.26) Z(J) ≥ −12 log(2).
If µJn → µJ weakly, then
(5.27) Z(J) ≤ lim inf Z(Jn).
and
(5.28) Q(J) ≤ lim inf Q(Jn).
We will call (5.27) and (5.28) lower semicontinuity of Z and Q.
6. Fun and games with eigenvalues
Recall that Jn denotes the Jacobi matrix with truncated perturbation, as
given by (2.1). In trying to get sum rules, we will approximate J by Jn and
need to estimate eigenvalues of Jn in terms of eigenvalues of J . Throughout this
section, X denotes a continuous function on R with X(x) = X(−x), X(x) = 0
if |x| ≤ 2, and X is monotone increasing in [2,∞). Our goal is to prove:
Theorem 6.1. For any J and all n, we have N±(Jn) ≤ N±(J) + 1 and
(i) |E±1 (Jn)| ≤ |E±1 (J)|+ 1,
(ii) |E±k+1(Jn)| ≤ |E±k (J)|.
In particular, for any function X of the type described above,
(6.1)
N±(Jn)∑
j=1
X(E±j (Jn)) ≤ X(E±1 (J) + 1) +
N±(J)∑
j=1
X(E±j (J)).
Theorem 6.2. If J − J0 is compact, then
(6.2) lim
n→∞
N±(Jn)∑
j=1
X(E±j (Jn)) =
N±(J)∑
j=1
X(E±j (J)).
This quantity may be infinite.
Proof of Theorem 6.1. To prove these results, we pass from J to Jn in
several intermediate steps.
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(1) We pass from J to Jn;F .
(2) We pass from Jn;F to Jn;F ± dn,n ≡ J±n;F where dn,n is the matrix with 1
in the n, n place and zero elsewhere.
(3) We take a direct sum of J±n;F and J0 ± d1,1.
(4) We pass from this direct sum to Jn.
Step 1. Jn;F is just a restriction of J (to 2({1, . . . , n})). The min-max
principle [45] implies that under restrictions, the most positive eigenvalues
become less positive and the most negative, less negative. It follows that
N±(Jn;F ) ≤ N±(J)(6.3)
±E±j (Jn;F ) ≤ ±E±j (J).(6.4)
Step 2. To study E+j , we add dn,n, and to study E
−
j , we subtract dn,n.
The added operator dn,n has two critical properties: It is rank one and its
norm is one. From the norm condition, we see
(6.5)
∣∣∣E±1 (J±n;F )− E±1 (Jn;F )∣∣∣ ≤ 1
so
E+1 (J
+
n;F ) ≤ E+1 (Jn;F ) + 1(6.6)
≤ E+1 (J) + 1.
(Note (6.5) and (6.6) hold for all indices j, not just j = 1, but we only need
j = 1.) Because dn,n is rank 1, and positive, we have
E+m+1(Jn;F ) ≤ E+m+1(J+n;F ) ≤ E+m(Jn;F )
and so, by (6.4),
(6.7) E+m+1(J
+
n;F ) ≤ E+m(J)
and thus also
(6.8) N±(J±n;F ) ≤ N±(J) + 1.
Step 3. Take the direct sum of J±n;F and J0 ± d11. This should be inter-
preted as a matrix with entries
[
J±n;F ⊕ (J0 ± d11)
]
k,
=

(J±n;F )k, k,  ≤ n
(J0 ± d11)k−n,−n k,  > n
0 otherwise.
Since J0 ± d11 has no eigenvalues, (6.7) and (6.8) still hold.
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Step 4. Go from the direct sum to Jn. In the + case, we add the 2 × 2
matrix in sites n, n + 1:
dJ+ =
(
−1 1
1 −1
)
and, in the − case,
dJ− =
(
1 1
1 1
)
dJ+ is negative, so it moves eigenvalues down, while dJ− is positive. Thus
E+m+1(Jn) ≤ E+m+1(J+n;F ) ≤ E+m(J)
and
N±(Jn) ≤ N±(J±n;F ) ≤ N±(J) + 1.
Proof of Theorem 6.2. We have, since J − J0 is compact, that
‖Jn − J‖ ≤ sup
m≥n+1
|bm|+ 2 sup
m≥n
|am| → 0.
Thus
(6.9)
∣∣∣E±j (Jn)− E±j (J)∣∣∣ ≤ ‖Jn − J‖ → 0.
If
∑N±(J)
j=1 X(E
±
j (J)) = ∞, then, by (6.9), for all fixed m,
lim inf
N±(Jn)∑
j=1
X(E±j (Jn)) ≥ lim inf
m∑
j=1
X(E±j (Jn))
=
m∑
j=1
X(E±j (J))
so taking m to infinity, (6.2) results.
If the sum is finite, (6.9), dominated convergence and (6.1) imply (6.2).
7. Jacobi data dominate spectral data in P2
Our goal in this section is to prove Theorem 5. Explicitly, for a Jacobi
matrix, J , let
(7.1) D2(J) = 14
∞∑
j=1
b2j +
1
2
∞∑
j=1
G(aj)
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with G = a2 − 1 − 2 log(a) as in (3.17). For a probability measure, µ on R,
define
(7.2) P2(µ) =
1
2π
∫ π
−π
log
(
sin θ
ImMµ(eiθ)
)
sin2 θ dθ +
∑
j
F (Ej)
where Ej are the mass points of µ outside [−2, 2] and F is given by (3.18).
Recall that ImMµ(eiθ) ≡ π dµac/dE at E = 2 cos θ. We will let µJ be the
measure associated with J by the spectral theorem and Jµ the Jacobi matrix
associated to µ.
Then Theorem 5 says
Theorem 7.1. If J − J0 is Hilbert-Schmidt so that D2(J) < ∞, then
P2(µJ) < ∞ and
(7.3) P2(µJ) ≤ D2(J).
Proof. Let Jn be a truncation of J given by (2.1). Then D2(Jn) is mono-
tone increasing with limit D2(J). This is finite because J − J0 is Hilbert-
Schmidt. By the definition (5.5),
P2(µ) = Q(J) +
∑
j
F (Ej)(7.4)
= −12 S(µ0, µ) +
∑
j
F (Ej)
by (5.22). Since Q ≥ 0 (5.25) and F > 0 (Proposition 3.5), (7.4) is a sum
of positive terms. Moreover, by Theorem 6.2,
∑
j F (Ej(Jn)) →
∑
j F (Ej(J))
even if the right side is infinite. As Jn → J in Hilbert-Schmidt sense, (Jn−E)−1
converges (in norm) to (J − E)−1 for all E ∈ C \ R. This implies that µJn
converges weakly to µ and so by (5.28), Q(J) ≤ lim sup Q(Jn). It follows that
P2(Jµ) ≤ lim sup
[
Q(Jn) +
∑
F
(
Ej(Jn)
)]
= lim sup D2(Jn) (by Theorem 3.3)
= D2(J).
Thus P2(µJ) < ∞ and (7.3) holds.
The result in this section is essentially a quantitative version of the main
result in Deift-Killip [13].
8. Spectral data dominate Jacobi data in P2
Our goal in this section is to prove the following, which is essentially
Theorem 6:
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Theorem 8.1. If µ is a probability measure with P2(µ) < ∞, then
(8.1) D2(Jµ) ≤ P2(µ)
and so Jµ is Hilbert-Schmidt.
The idea of the proof is to start with a case where we have the sum rule and
then pass to successively more general cases where we can prove an inequality
of the form (8.1). There will be three steps:
(1) Prove the inequality in the case Mµ is meromorphic in a neighborhood
of D¯.
(2) Prove the inequality in the case µ ≥ δµ0 where δ is a positive real number
and µ0 is the free Jacobi measure (5.18).
(3) Prove the inequality in the case P2(µ) < ∞.
Proposition 8.2. Let J be a Jacobi matrix for which Mµ has a mero-
morphic continuation to a neighborhood of D¯. Then
(8.2) D2(J) ≤ P2(J).
Proof. By Theorem 4.2,
P2(J) = 14 b
2
1 +
1
2 G(a1) + P2(J
(1)).
so iterating,
P2(J) = 14
m∑
j=1
b2j +
1
2
m∑
j=1
G(aj) + P2(J (m))
≥ 14
m∑
j=1
b2j +
1
2
m∑
j=0
G(aj)
since P2(J (m)) ≥ 0. Now G ≥ 0, so we can take m →∞ and obtain (8.2).
Remark. If Mµ has a meromorphic continuation into {z | |z| < η} for
some η > 1, then by a theorem of Geronimo [21],
∑ |an − 1| ρn + |bn| ρn < ∞
for all ρ < η, so the sum rule also follows from the methods of Section 3. We
prefer to avoid the use of Geronimo’s theorem.
Given any J and associated M -function M(z;J), there is a natural ap-
proximating family of M -functions meromorphic in a neighborhood of D¯.
Lemma 8.3. Let Mµ be the M -function of a probability measure µ obeying
the Blumenthal -Weyl condition, and define
(8.3) M (r)(z) = r−1Mµ(rz)
for 0 < r < 1. Then, there is a set of probability measures µ(r) so that M (r) =
Mµ(r).
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Proof. Return to the E variable. Since M (r)(z) is meromorphic in a neigh-
borhood of D¯ with ImM (r)(z) > 0 if Im z > 0,
m(r)(E) = −M (r)(z(E))
(where z(E) + z(E)−1 = E with |z| < 1) is meromorphic on C\[−2, 2] and
Herglotz. It follows that it is the Borel transform of a measure µ(r) of total
weight limE→∞−Em(r)(E) = limz↓0 z−1M (r)µ (z) = 1.
Proposition 8.4. Let µ be a probability measure obeying the Blumen-
thal -Weyl condition and
(8.4) µ ≥ δµ0
where µ0 is the free Jacobi measure (the measure with Mµ0(z) = z) and δ > 0.
Then
(8.5) D2(Jµ) ≤ P2(µ).
Proof. We claim that
(8.6) lim sup
r↑1
∫
− log
∣∣∣ImMµ(r)(eiθ)∣∣∣ dθ ≤ ∫ − log ∣∣∣ImMµ(eiθ)∣∣∣ dθ.
Accepting (8.6) for the moment, let us complete the proof. The eigenvalues of
µ(r) that lie outside [−2, 2] correspond to β’s of the form
βk(Jµ(r)) =
βk(J)
r
for those k with |βk(J)| < r. Thus
∑
F (E±k (Jµ(r))) is monotone increasing to∑
F (E±k (Jµ)), so (8.6) shows that
(8.7) P2(µ) ≥ lim sup P2(µ(r)).
Moreover, Mµ(r)(z) → Mµ(z) uniformly on compact subsets of D which
means that the continued fraction parameters for m(r)(E), which are the Jacobi
coefficients, must converge. Thus for any N ,
1
4
N∑
j=1
b2j +
1
2
N−1∑
j=1
G(aj) = lim
r↑1
1
4
N∑
j=1
(
b
(r)
j
)2
+ 12
N−1∑
j=1
G(a(r)j )
≤ lim inf D2(Jµ(r))
≤ lim inf P2(µ(r)) (by Proposition 8.2)
≤ P2(µ) (by (8.7))
so (8.5) follows by taking N →∞.
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Thus, we need only prove (8.6). Since Mµ(r)(θ) = r
−1Mµ(reiθ) → Mµ(eiθ)
for a.e. θ, Fatou’s lemma implies that
(8.8) lim inf
r↑1
∫
log+
∣∣∣ImMµ(r)(eiθ)∣∣∣ dθ ≥ ∫ log+ |ImMµ(θ)| dθ.
On the other hand, (8.4) implies |ImMµ(z)| ≥ δ |Im z|, so
∣∣∣ImMµ(r)(z)∣∣∣ ≥
δ |Im z|. Thus uniformly in r,
(8.9)
∣∣∣ImMµ(r)(eiθ)∣∣∣ ≥ δ |sin θ| .
Thus
log−
∣∣∣ImMµ(r)(eiθ)∣∣∣ ≤ − log δ − log |sin θ| ,
so, by the dominated convergence theorem,
lim
∫
log−(
∣∣∣ImMµ(r) ∣∣∣) dθ = ∫ log−(|ImMµ(θ)|) dθ.
This, together with (8.8) and − log(x) = − log+(x)+ log−(x) implies (8.6).
Remark. Semicontinuity of the entropy and (8.9) actually imply one has
equality for the limit in (8.6) rather than inequality for the lim sup.
Proof of Theorem 8.1. For each δ ∈ (0, 1), let µδ = (1− δ)µ + δµ0. Since
µδ obeys (8.4) and the Blumenthal-Weyl criterion,
(8.10) D2(Jµδ) ≤ P2(µδ).
Let Mδ ≡ Mµδ and note that
ImMδ(eiθ) = (1− δ) ImM(eiθ) + δ sin θ
so
log
∣∣∣ImMδ(eiθ)∣∣∣ = log(1− δ) + log∣∣∣∣ImM(eiθ) + δ1− δ sin θ
∣∣∣∣.
We see that up to the convergent log(1−δ) factor, log
∣∣∣ImMδ(eiθ)∣∣∣ is monotone
in δ, so by the monotone convergence theorem,
(8.11) P2(µ) = lim
δ↓0
P2(µδ)
(the eigenvalue terms are constant in δ, since the point masses of µδ have the
same positions as those of µ!).
On the other hand, since µδ → µ weakly, as in the last proof,
(8.12) D2(Jµ) ≤ lim inf D2(Jµδ).
(8.10)–(8.12) imply (8.1).
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9. Consequences of the C0 sum rule
In this section, we will study the C0 sum rule and, in particular, we will
prove Nevai’s conjecture (Theorem 2) and several results showing that control
of the eigenvalues can have strong consequences for J and µJ , specifically
Theorems 4′ and 7. While Nevai’s conjecture will be easy, the more complex
results will involve some machinery, so we provide this overview:
(1) By employing semicontinuity of the Szego˝ term, we easily get a C0-in-
equality that implies Theorems 2 and 7 and the part of Theorem 4′ that
says J − J0 is Hilbert-Schmidt.
(2) We prove Theorem 4.1 under great generality when there are no eigen-
values and use that to prove a semicontinuity in the other direction, and
thereby show that the Szego˝ condition implies a C0-equality when there
are no eigenvalues, including conditional convergence of
∑
n(an − 1).
(3) We use the existence of a C0-equality to prove a C1-equality, and thereby
conditional convergence of
∑
n bn.
(4) Returning to the trace class case, we prove that the perturbation deter-
minant is a Nevanlinna function with no singular inner part, and thereby
prove a sum rule in the Nevai conjecture situation.
Theorem 9.1 (≡ Theorem 3). Let J be a Jacobi matrix with σess(J) ⊂
[−2, 2] and
(9.1)
∑
k
ek(J)1/2 < ∞,
(9.2) lim sup
N→∞
N∑
j=1
log(aj) > −∞.
Then
(i) σess(J) = [−2, 2].
(ii) The Szego˝ condition holds; that is,
Z(J) < ∞
with Z given by (5.1).
(iii) σac(J) = [−2, 2]; indeed, the essential support of σac is [−2, 2].
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Remarks. 1. We emphasize (9.2) says > −∞, not < ∞, that is, it is a
condition which prevents the an’s from being too small (on average).
2. We will see below that (9.1) and (9.2) also imply |aj − 1| → 0 and
|bj | → 0 and that at least inequality holds for the C0 sum rule:
(9.3) Z(J) ≤
∑
k
log |βk(J)| − lim sup
N
N∑
j=1
log(aj)
holds.
Proof. Pick N1, N2, . . . (tending to ∞) so that
(9.4) inf

( N∑
j=1
log(aj)
)
> −∞
and let JN be given by (2.1). By Theorem 3.3,
Z(JN) ≤ −
N∑
j=1
log(aj) +
∑
log(|βk(JN)|)(9.5)
≤ − inf

N∑
j=1
log(aj) +
∑
log(|βk(J)|) + 2 log(|β1(J)|+ 2)
where in (9.5) we used Theorem 6.1 and the fact that the β˜ solving e1(J)+1 =
β˜ + β˜−1 (i.e., 1 + β1 + β
−1
1 = β˜ + β˜
−1) has β˜ ≤ β1(J) + 2. For later purposes,
we note that if |bn(J)|+ |an(J)− 1| → 0, Theorem 6.2 implies we can drop the
last term in the limit.
Now use (5.27) and (9.5) to see that
Z(J) ≤ lim inf Z(JN) < ∞.
This proves (ii). But (ii) implies dµacdE > 0 a.e. on E ∈ [−2, 2], that is,
[−2, 2] is the essential support of µac. That proves (iii). (i) is then immedi-
ate.
Proof of Theorem 2 (Nevai ’s conjecture). We need only check that J −J0
trace class implies (9.1) and (9.2). The finiteness of (9.1) follows from a bound
of Hundertmark-Simon [27],∑
[ |ek(J)| |ek(J) + 4| ]1/2 ≤
∑
n
|bn|+ 2 |an − 1|
where ek(J) = |E±| − 2 so |e| |e + 4| = (E±)2 − 4.
Condition (9.2) is immediate for, as is well-known, aj > 0 and∑
(|aj |−1) < ∞ implies ∏ aj is absolutely convergent, that is, ∑ |log(aj)| < ∞.
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Corollary 9.2 (≡ Theorem 7). A discrete half -line Schro¨dinger opera-
tor (i.e., an ≡ 1) with σess(J) ⊂ [−2, 2] and ∑ en(J)1/2 < ∞ has σac = [−2, 2].
This is, of course, a special case of Theorem 9.1 but a striking one discussed
further in Section 10. In particular, if an ≡ 1 and bn = n−αwn where α < 12 and
wn are identically distributed independent random variables with distribution
g(λ) dλ with g ∈ L∞ and supp(g) bounded, then it is known that [−2, 2] is
dense pure point spectrum (see Simon [54]). It follows that J must also have
infinitely many eigenvalues outside [−2, 2], indeed, enough that ∑ en(J)1/2
= ∞.
Next, we deduce some additional aspects of Theorem 4′:
Corollary 9.3. If σess(J)⊂ [−2, 2] and (9.1), (9.2) hold, then J−J0∈ I2,
that is,
(9.6)
∑
b2n +
∑
(an − 1)2 < ∞.
Proof. By Theorem 6, (9.6) holds if
∑
k ek(J)
3/2 < ∞, and Q(J) (given
by (5.21)) is finite. By (9.1) and ek(J)3/2 ≤ e1(J)ek(J)1/2, we have that∑
ek(J)3/2 < ∞. Moreover, Z(J) < ∞ (i.e., Theorem 9.1) implies Q(J) < ∞.
For, in any event,
∫
ImM dθ < ∞ implies∫ 2π
0
log−
(
sin θ
ImM
)
sin2(θ) dθ < ∞ and
∫ 2π
0
log−
(
sin θ
ImM
)
dθ < ∞.
Thus
Z(J) < ∞ ⇒
∫ 2π
0
log+
(
sin θ
ImM
)
dθ < ∞
⇒
∫ 2π
0
log+
(
sin θ
ImM
)
sin2 θ dθ < ∞
⇒ Q(J) < ∞.
What remains to be shown of Theorem 4′ is the existence of the conditional
sums. We will start with
∑
(an − 1). Because ∑(an − 1)2 < ∞, it is easy
to see that
∑
(an − 1) is conditionally convergent if and only if ∑ log(an) is
conditionally convergent. By (9.5) and the fact that J − J0 is compact, we
have:
Proposition 9.4. If (9.2) holds and σ(J) ⊂ [−2, 2], that is, no eigen-
values outside [−2, 2], then
(9.7) Z(J) ≤ − lim sup
[ N∑
j=1
log(aj)
]
.
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We are heading towards a proof that
(9.8) Z(J) ≥ − lim inf
[ N∑
j=1
log(aj)
]
from which it follows that the limit exists and equals Z(J).
Lemma 9.5. If σ(J) ⊂ [−2, 2], then log[z−1M(z;J)] lies in every Hp(D)
space for p < ∞. In particular, z−1M(z;J) is a Nevanlinna function with no
singular inner part.
Proof. In D\(−1, 0), we can define ArgM(z;J) ⊂ (−π, π) and Arg z ⊂
(−π, π) since ImM(z;J)/ Im z > 0. Thus g(z;J) = z−1M(z;J) in the same
region has argument in (−π, π). But Arg g is single-valued and continuous
across (−1, 0) since M has no poles and precisely one zero at z = 0. Thus
Arg g ∈ L∞. It follows by Riesz’s theorem on conjugate functions ([48, pg. 351])
that log(g) ∈ Hp(D) for any p < ∞. Since it lies in H1, g is Nevanlinna. Since
for p > 1, any Hp function, F , has boundary values F (reiθ) → F (eiθ) in Lp,
log(g) has no singular part in its boundary value.
Proposition 9.6. Let σ(J) ⊂ [−2, 2]. Suppose Z(J) < ∞. Let C0, Cn
be given by (4.10) and (4.15) (where the β(J) terms are absent). Then the
step-by-step sum rules, (4.8), (4.13), (4.14), (4.24) hold. In particular,
Z(J) = − log(a1) + Z(J (1))(9.9)
C1(J) = b1 + C1(J (1)).(9.10)
Proof. (4.4) and therefore (4.1) hold. Thus, we only need apply Theo-
rem 3.2 to g, noting that we have just proven that g has no singular inner
part.
Theorem 9.7. If J is such that Z(J) < ∞ and σ(J) ⊂ [−2, 2], then
(i) limN→∞
∑N
j=1 log(aj) exists.
(ii) The limit in (i) is −Z(J).
(iii)
(9.11) lim
n→∞Z(J
(n)) = 0 (= Z(J0))
Proof. By (9.9),
(9.12) Z(J) +
n∑
j=1
log(aj) = Z(J (n)).
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Since J − J0 ∈ 2, µJ(n) → µJ0 weakly, and so, by (5.27), lim inf Z(J (n)) ≥ 0,
or by (9.12),
(9.13) lim inf
[ n∑
j=1
log(aj)
]
≥ −Z(J).
But (9.7) says
lim sup
[ n∑
j=1
log(aj)
]
≤ −Z(J).
Thus the limit exists and equals Z(J), proving (i) and (ii). Moreover, by (9.12),
(i) and (ii) imply (iii).
If Z( · ) had a positive integrand, (9.11) would immediately imply that
C1(J (n)) → 0 as n → ∞, in which case, iterating (9.10) would imply that∑n
j=1 bj is conditionally convergent. Z( · ) does not have a positive integrand
but a theme is that concavity often lets us treat it as if it does. Our goal is to
use (9.11) and the related limn→∞Q(J (n)) = 0 (which follows from Theorem 5)
to still prove that C1(J (n)) → 0. We begin with
Lemma 9.8. Let dµ be a probability measure and suppose fn ≥ 0,∫
fn dµ ≤ 1, and
(9.14) lim
n→∞
∫
log(fn) dµ = 0.
Then
(9.15)
∫
|log(fn)| dµ +
∫
|fn − 1| dµ → 0.
Proof. Let
(9.16) H(y) = − log(y)− 1 + y.
Then
(i) H(y) ≥ 0 for all y.
(ii) inf |y−1|≥ε H(y) > 0.
(iii) H(y) ≥ 12y if y > 8.
(i) is concavity of log(y), (ii) is strict concavity, and (iii) holds because
− log y− 1+ 12y is monotone on (2,∞) and > 0 at y = 8 since log(8) is slightly
more than 2.
Since
∫
(fn − 1) dµ ≤ 0, (9.14) and (i) implies that
(9.17)
∫
fn(x) dµ(x) → 1
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and
(9.18) lim
n→∞
∫
H(fn(x)) dµ(x) → 0.
Since H ≥ 0, (ii) and the above imply fn → 1 in measure:
(9.19) µ({x | |fn(x)− 1| > ε}) → 0.
By (i), (iii) and (9.18),
(9.20)
∫
fn(x)>8
|fn(x)| dµ → 0.
Now (9.19)/(9.20) imply that∫
|fn(x)− 1| dµ(x) → 0
and this together with (9.18) implies
∫ |log(fn)| dµ = 0.
Proposition 9.9. Suppose Z(J) < ∞ and σ(J) ⊂ [−2, 2]. Then
(9.21) lim
n→∞
∫ π
−π
∣∣∣∣log( sin θImM(eiθ, J (n))
)∣∣∣∣ dθ = 0.
Proof. By (9.11), the result is true if | · | is dropped. Thus it suffices to
show
lim
n→∞
∫ π
−π
log−
(
sin θ
ImM(eiθ, J (n))
)
dθ = 0
or equivalently,
(9.22) lim
n→∞
∫ π
−π
log+
(
ImM(eiθ, J (n))
sin θ
)
dθ = 0.
Now, let dµ0(θ) = 1π sin
2 θ dθ and fn(θ) = (sin θ)−1 ImM(eiθ, J (n)). By
(1.19),
(9.23)
∫ π
−π
fn(θ) dµ0(θ) ≤ 1
and by Theorem 5 (and Corollary 9.3, which implies ‖J (n) − J0‖22 → 0),∫
log(fn(θ)) dµ0(θ) → 0
so, by Lemma 9.8, we control |log| and so log+; that is,
(9.24) lim
n→∞
∫ π
−π
log+
(
ImM(eiθ, J (n))
sin θ
)
sin2 θ dθ = 0.
Thus, to prove (9.22), we need only prove
(9.25) lim
ε↓0
lim sup
n→∞
∫
|θ|<ε
or|π−θ|<ε
log+
(
ImM(eiθ, J (n))
sin θ
)
dθ = 0.
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To do this, use
log+
(
a
b
)
≤ log+(a) + log−(b) = 2 log+(a1/2) + log−(b)
≤ 2a1/2 + log−(b)
with a = sin θ ImM(eiθ, J (n)) and b = sin2 θ. The contribution of log−(b) in
(9.25) is integrable and n-independent, and so goes to zero as ε ↓ 0. The
contribution of the 2a1/2 term is, by the Schwartz inequality, bounded by
(4ε)1/2
(
4
∫ π
−π
fn(θ) dµ0(θ)
)1/2
also goes to zero as ε ↓ 0. Thus (9.25) is proven.
The following concludes the proofs of Theorems 4 and 4′.
Theorem 9.10. If Z(J) < ∞ and σ(J) ⊂ [−2, 2], then
(9.26) lim
N→∞
N∑
j=1
bj exists and equals − 12π
∫ 2π
0
log
(
sin θ
ImM(eiθ)
)
cos(θ) dθ.
Proof. By Proposition 9.9, C1(J (n)) → 0 and, by (9.10),
C1(J) =
n∑
j=1
bj + C1(J (n)).
As a final topic in this section, we return to the general trace class case
where we want to prove that the C0 (and other) sum rules hold; that is, we
want to improve the inequality (9.5) to an equality. The key will be to show
that in this case, the perturbation determinant is a Nevanlinna function with
vanishing inner singular part.
Proposition 9.11. Let J − J0 be trace class. Then, the perturbation
determinant L(z;J) is in Nevanlinna class.
Proof. By (2.19), if Jn is given by (2.1), then
(9.27) L(z;Jn) → L(z;J)
uniformly on compact subsets of D. Thus
(9.28)
sup
0<r<1
∫ 2π
0
log+
∣∣∣L(reiθ;J)∣∣∣ dθ
2π
≤ sup
n
sup
0<r<1
∫ 2π
0
log+
∣∣∣L(reiθ;Jn)∣∣∣ dθ2π
= sup
n
∫ 2π
0
log+
∣∣∣L(eiθ;Jn)∣∣∣ dθ2π
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where (9.28) follows from the monotonicity of the integral in r (see [48, pg. 336])
and the fact that L(z;Jn) is a polynomial.
In (9.28), write log+ |L| = log |L| + log− |L|. By Jensen’s formula, (3.1),
and L(0;J) = 1,
∫ 2π
0
log
∣∣∣L(eiθ;Jn)∣∣∣ dθ2π = −
Nn∑
j=1
log |βj(Jn)|
and this is uniformly bounded in n by the 12 Lieb-Thirring inequality of
Hundertmark-Simon [27], together with Theorem 6.1. On the other hand,
by (2.73),
2 log−
∣∣∣L(eiθ;Jn)∣∣∣ = log−( n−1∏
j=1
a2j
sin θ
ImM(eiθ;Jn)
)
(9.29)
≤ 2
n−1∑
j=1
log−(aj) + 2 log(sin θ) + log+
(
ImM(eiθ;Jn) sin θ
)
since log− |ab/c| = [log(a) + log(b)− log(c)]− ≤ log−(a) + log−(b) + log+(c).
The first term in (9.29) is θ-independent and uniformly bounded in n since∑∞
j=1 |aj − 1| < ∞. The second term is integrable. For the final term, we note
that log+(y) ≤ y so by (1.19), the integral over θ is uniformly bounded.
Remark. Our proof that L is Nevanlinna used
∑
k(ek(J))
1/2 < ∞ as input.
If we could find a proof that did not use this a priori, we would have, as a
consequence, a new proof that
∑
k ek(J)
1/2 < ∞ since ∑[1− βk(J)−1] < ∞ is
a general property of Nevanlinna functions.
Proposition 9.12. If δJ ∈ I1, the singular inner part of L(z;J), if any,
is a positive point mass at z = 1 and/or at z = −1.
Proof. By Theorem 2.8, L(z;J) is continuous on D¯\{−1, 1} and by (2.73),
it is nonvanishing on {eiθ | θ = 0, π}. It follows that on any closed interval,
I ⊂ (0, π) ∪ (π, 2π), log
∣∣∣L(reiθ, J)∣∣∣ dθ converges to an absolutely continuous
measure, so the support of the singular inner part is {±1}.
Returning to (9.29) and using log+(x) = 2 log+(x1/2) ≤ 2x1/2, we see that
log− |L| lies in L2; that is,
sup
n
sup
0<r<1
∫
[log−
∣∣∣L(reiθ, Jn)∣∣∣]2 dθ2π < ∞
and this implies log−
∣∣∣L(reiθ, J)∣∣∣ has an a.c. measure as its boundary value.
Thus ±1 can only be positive pure points.
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Remark. We will shortly prove L has no singular inner part. However, we
can ask a closely related question. If |∑ log(an)| < ∞ and ∑ ek(J)1/2 < ∞
so Z(J) < ∞, does the sum rule always hold or is there potentially a positive
singular part in some suitable object?
Theorem 2.10 will be the key to proving that L(x;J) has no pure point
singular part. The issue is whether the Blaschke product can mask the polar
singularity, since, if not, (2.46) says there is no polar singularity in L which
combines the singular inner part, outer factor, and Blaschke product. Experts
that we have consulted tell us that the idea that Blaschke products cannot mask
poles goes back to Littlewood and is known to experts, although our approach
in the next lemma seems to be a new and interesting way of discussing this:
Lemma 9.13. Let f(z) be a Nevanlinna function on D. Then for any
θ0 ∈ ∂D,
(9.30) lim
r↑1
[log(1− r)−1]−1
∫ r
0
log
∣∣∣f(yeiθ0)∣∣∣ dy = 2µs({θ0}).
Proof. Let B be a Blaschke product for f . Then ([48, pg. 346]),
(9.31) log |f(z)| = log |B(z)|+
∫ π
−π
P (z, θ) dµ(θ)
where P is the Poisson kernel
P (reiφ, θ) =
(1− r2)
(1 + r2 − 2r cos(θ − ϕ))
and dµ(θ) is the boundary value of log
∣∣∣f(reiθ)∣∣∣ dθ, that is, outer plus singular
inner piece. By an elementary estimate,
sup
r,θ,ϕ
(1− r)P (reiθ, ϕ) < ∞
and
lim
r↑1
(1− r)P (reiθ, ϕ) =
{
0 θ = ϕ
2 θ = ϕ
and thus
(1− r)
∫ π
−π
P (reiϕ, θ) dµ(θ) → 2µs({ϕ}).
This means (9.30) is equivalent to
(9.32) lim
r↑1
[log(1− r)−1]−1
∫ r
0
log
∣∣∣B(yeiθ0)∣∣∣ dy = 0
for any Blaschke product. Without loss, we can take θ0 = 0 in (9.32). Now let
bα(z) =
|α|
α
α− z
1− α¯z
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so
B(z) =
∏
zi
bzi(z)
and note that for 0 < x < 1 and any α ∈ D,
1 > |bα(x)| ≥
∣∣∣b|α|(x)∣∣∣ ,
so
(9.33) 0 < − log |B(x)| ≤
∑
zi
− log
∣∣∣b|zi|(x)∣∣∣ .
Thus, also without loss, we can suppose all the zeros zi lie on (0, 1).
If α ∈ (0, 1), a straightforward calculation (or Maple!) shows
(9.34)
∫ 1
0
− log |bα(x)| dx = α log
(
1
α
)
+
1− α2
α
log
(
1
1− α
)
.
We claim that for a universal constant C and r > 34 , α >
1
2 ,
(9.35) −
∫ r
0
log |bα(x)| dx ≤ C(1− α) log(1− r)−1.
Accepting (9.35) for the moment, by (9.33), we have for r > 34 ,
−
∫ r
0
log |B(x)| dx ≤
n∑
j=1
η(αj) + C
( ∞∑
j=n+1
(1− αj)
)
log(1− r)−1
where η(α) is the right side of (9.34). Dividing by log(1 − r)−1 and using
η(α) < ∞, we see
lim sup
[
1
log(1− r)−1
{
−
∫ r
0
log |B(x)| dx
}]
≤ C
∞∑
j=n+1
(1− αj).
Taking n → ∞, we see that the lim sup is 0. Since − log |B(x)| > 0, the limit
is 0 as required by (9.32). Thus, the proof is reduced to establishing (9.35).
Note first that if 1 > α > 12 ,
1
α(1 + α) < 4. Moreover, if g(α) = α log(
1
α),
then g′′(α) = − 1
α2
< 0, so g(α) ≤ (1 − α). Thus, if η(α) is the right side of
(9.34) and α > 12 , then
(9.36) η(α) ≤ 1− α + 4(1− α) log
(
1
1− α
)
.
Suppose now
(9.37) 1− α ≥ (1− r)2.
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Then
−
∫ r
0
log |bα(x)| dx ≤ η(α) ≤ (1− α)
[
1 + 4 log
(
1
1− α
)]
(9.38)
≤ (1− α)
[
1 + 8 log
(
1
1− r
)]
by (9.37).
On the other hand, suppose
(9.39) (1− α) ≤ (1− r)2.
By an elementary estimate (see, e.g., [48, pg. 310]),
(9.40) |1− bα(x)| ≤ 21− x (1− α).
If (9.39) holds and x < r, then, by (9.40),
(9.41) |1− bα(x)| ≤ 2(1− r)
2
1− x ≤ 2(1− r) <
1
2
since r is supposed larger than 34 . If u ∈ (12 , 1), then
− log u =
∫ 1
u
dy
y
≤ 2(1− u)
so if (9.41) holds,
− log(bα(x)) ≤ 2(1− bα(x)) ≤ 4(1− α)1− x
and so
(9.42)
∫ r
0
− log(bα(x)) dx ≤ 4(1− α) log(1− r)−1.
We have thus proven (9.38) if (9.37) holds and (9.42) if (9.39) holds. Together
this proves (9.35).
Theorem 9.14. Let J − J0 be trace class. Then the Nevanlinna func-
tion L(z;J) has a vanishing singular inner component and all the sum rules
C0, C1, . . . hold with no singular term.
Proof. By Proposition 9.12, the only possible singular parts are positive
points at ±1. By (9.30) and the estimate (2.50), these point masses are absent.
Thus the singular part vanishes and the sum rules hold by Theorem 3.2.
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10. Whole-line Schro¨dinger operators with no bound states
Our goal in this section is to prove Theorem 8 that the only whole-line
Schro¨dinger operator with σ(W ) ⊂ [−2, 2] is W0, the free operator. We do this
here because it illustrates two themes: that absence of bound states is a strong
assertion and that sum rules can be very powerful tools.
Given two sequences of real numbers {an}∞n=−∞, {bn}∞n=−∞ with an > 0,
we will denote by W the operator on 2(Z) defined by
(10.1) (Wu)n = an−1un−1 + bnun + an+1un+1.
W0 is the operator with an ≡ 1, bn ≡ 0. The result we will prove is:
Theorem 10.1. Let W be a whole-line operator with an ≡ 1 and σ(W ) ⊂
[−2, 2]. Then W = W0, that is, bn ≡ 0.
The proof works if
lim sup
n→∞
m→∞
[ m∑
j=−n
log(aj)
]
≥ 0.
The strategy of the proof will be to establish analogs of the C0 and C2 sum
rules. Unlike the half-line case, the integrand inside the Szego˝-like integral will
be nonnegative. The C0 sum rule will then imply this integrand is zero and
the C2 sum will therefore yield
∑
n b
2
n = 0. As a preliminary, we note:
Proposition 10.2. If an ≡ 1 and σ(W ) ⊂ [−2, 2], then ∑n b2n < ∞. In
particular, bn → 0 as |n| → ∞.
Proof. Let J be a Jacobi matrix obtained by restricting to {1, 2, . . .}. By
the min-max principle [45], σ(J) ⊂ [−2, 2]. By Corollary 9.3, ∑∞n=1 b2n < ∞.
Similarly, by restricting to {0,−1,−2, . . . , }, we obtain ∑0n=−∞ b2n < ∞.
Let W (n) for n = 1, 2, . . . be the operator with
(10.2)

a
(n)
j ≡ 1
b
(n)
j = bj if |j| ≤ n
b
(n)
j = 0 if |j| > n.
Then, Proposition 10.2 and the proofs of Theorems 6.1 and 6.2 immediately
imply:
Theorem 10.3. If an ≡ 1 and σ(W ) ⊂ [−2, 2], then W (n) has at most
four eigenvalues in R\[−2, 2] (up to two in each of (−∞,−2) and (2,∞)) and
for j = 1, . . . , 4,
(10.3)
∣∣∣ej(W (n))∣∣∣ → 0
as n →∞.
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Note. As in the Jacobi case, ej(W ) is a relabeling of
∣∣∣E±j (W )∣∣∣ − 2 in
decreasing order.
To get the sum rules, we need to study whole-line perturbation determi-
nants. We will use the same notation as for the half-line, allowing the context
to distinguish the two cases. So, let δW = W −W0 be trace class and define
L(z;W ) = det((W − E(z)(W0 − E(z))−1)(10.4)
= det(1 + δW (W0 − E(z))−1)(10.5)
where as usual, E(z) = z + z−1.
The calculation of the perturbation series for L is algebraic and so imme-
diately extends to imply:
Proposition 10.4. If δW is trace class, for each n, Tn(W/2)−Tn(W0/2)
is trace class. Moreover, for |z| small,
(10.6) log[L(z;W )] =
∞∑
n=1
cn(W )zn
where cn(W ) is
(10.7) cn(W ) = − 2
n
Tr
(
Tn
(
1
2W
)
− Tn
(
1
2W0
))
.
In particular,
(10.8) c2(W ) = −12
∞∑
m=1
b2m + 2(a
2
m − 1).
The free resolvent, (W0−E(z))−1, has matrix elements that we can com-
pute as we did to get (2.9),
(W0 − E(z))−1nm = −(z−1 − z)−1z|m−n|
which has poles at z = ±1. We immediately get
Proposition 10.5. If δW is finite rank, L(z;J) is a rational function
on C with possible singularities only at z = ±1.
Remarks. 1. If δW has b0 = 1, all other elements zero, then
L(z;W ) = 1− (z−1 − z)−1 = (1− z − z
2)
(1− z2)
has poles at ±1, so poles can occur.
2. The rank one operator
R(z) = −(z−1 − z)−1zm+n
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is such that if δW = C1/2UC1/2 with C finite rank, then
C1/2[(W0 − E(z)−1 −R(z)]C1/2
is entire. Using this, one can see L(z;J) has a pole of order at most 1 when
δW is finite rank. We will see this below in another way.
If z ∈ D¯\{−1, 1}, we can define a Jost solution u+n (z;W ) so that (2.65)
holds for all n ∈ Z and
(10.9) lim
n→∞ z
−nu+n (z;W ) = 1.
Moreover, if δW has finite rank, u+n is a polynomial in z for each n ≥ 0.
Moreover, for n < 0, z−nu+n is a polynomial in z by using (2.67).
Similarly, we can construct u−n solving (2.65) for all n ∈ Z with
lim
n→−∞ z
nu−n (z;W ) = 1.
As above, if δW is finite rank, u−n is a polynomial in z if n ≤ 0 and for n > 0,
znu−n is a polynomial.
Proposition 10.6. Let δW be trace class. Then for z ∈ D¯\{−1, 1} and
all n ∈ Z,
L(z;W ) = (z−1 − z)−1
( ∞∏
j=−∞
aj
)
(10.10)
an[u+n (z;W )u
−
n+1(z;W )− u−n (z;W )u+n+1(z;W )].
Proof. Both sides of (10.10) are continuous in W , so we need only prove
the result when δW is finite rank. Moreover, by constancy of the Wronskian,
the right side of (10.10) is independent of n so we need only prove (10.10) when
|z| < 1 and n is very negative–so negative it is to the left of the support of
δW , that is, choose R so an = 1, bn = 0 if n < −R, and we will prove that
(10.10) holds for n < −R.
For n < −R, zn and z−n are two solutions of (2.65) so in that region we
have
(10.11) u+n = αz
n + βz−n.
Taking the Wronskian of u+n given by (10.11) and u
−
n = z
−n at some point
n < −R, we see
(10.12) RHS of (10.10) = α
( ∞∏
j=−∞
aj
)
.
Let Wn,W0;n be the Jacobi matrices on 2({n + 1, n + 2, . . . , }) obtained by
truncation. On the one hand, as with the proof of (2.74), for |z| < 1,
(10.13) L(z;W ) = lim
n→−∞ det((Wn − E(z))(Wn;0 − E(z))
−1)
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and on the other hand, for n < −R, by (2.64),
RHS of (10.13) =
( ∏
n
an
)
z−nu+n (z;W ).
Thus
L(z;W ) =
(∏
n
an
)
lim
n→−∞ z
−nu+n (z;W )(10.14)
=
(∏
n
an
)
lim
n→−∞ (α + βz
−2n)
=
(∏
n
an
)
α
since |z| < 1 and n → −∞. Comparing (10.12) and (10.14) yields (10.10).
Note. In (10.11), α, β use “” for “left” since they are related to scatter-
ing from the left.
Corollary 10.7. If δW is finite rank, then (1 − z2)L(z;W ) is a poly-
nomial and, in particular, L(z;W ) is a rational function.
Proof. By (10.10), this is equivalent to z(u+0 u
−
1 − u−0 u+1 ) being a polyno-
mial. But u+0 , zu
−
1 , u
−
0 , and u
+
1 are all polynomials.
Let δW be finite rank. Since L is meromorphic in a neighborhood of D¯
and analytic in D, Proposition 3.1 immediately implies the following sum rule:
Theorem 10.8. If δW is finite rank, then
C0 :
1
2π
∫ 2π
0
log
∣∣∣L(eiθ;W )∣∣∣ dθ = N(W )∑
j=1
log |βj(W )|(10.15)
Cn :
1
π
∫ 2π
0
log
∣∣∣L(eiθ;W )∣∣∣ cos(nθ) dθ(10.16)
=
1
n
N(W )∑
j=1
[βnj − β−nj ]−
2
n
Tr
(
Tn
(
1
2W
)
− Tn
(
1
2W0
))
for n ≥ 1.
The final element of our proof is an inequality for L(eiθ;W ) that depends
on what a physicist would call conservation of probability.
Proposition 10.9. Let δW be trace class. Then for all θ = 0, π,
(10.17)
∣∣∣L(eiθ;W )∣∣∣ ≥ ∞∏
j=−∞
aj .
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Proof. As above, we can suppose that δW is finite range. Choose R so
that all nonzero matrix elements of δW have indices lying within (−R,R). By
(10.12), (10.17) is equivalent to
(10.18) |α| ≥ 1
where α is given by (10.11).
Since u+n (z;W ) is real for z real, we have
u+n (z¯;W ) = u
+
n (z;W ).
Thus for z = eiθ, θ = 0, π, and n < −R,
u+n (e
iθ;W ) = α(eiθ)einθ + β(eiθ)e−inθ
u+n (e
−iθ;W ) = α(eiθ) e−inθ + β(eiθ) e+inθ.
Computing the Wronskian of the left-hand sides for n > R, where u+n = z
n
and then the Wronskian of the right-hand sides for n < −R, we find
i(sin θ) = i(sin θ)[|α|2 − |β|2]
or, since θ = 0, π,
(10.19) |α|2 = 1 + |β|2
from which (10.18) is obvious.
Remark. In terms of the transmission and reflection coefficients of scat-
tering theory [61], α = 1/t, β = r/t, (10.19) is |r|2 + |t|2 = 1 and (10.18) is
|t| ≤ 1.
We are now ready for
Proof of Theorem 10.1. Let W (n) be given by (10.2). Then, by (10.3) and
C0 (10.15),
(10.20) lim
n→∞
1
2π
∫ 2π
0
log
∣∣∣L(eiθ;W (n))∣∣∣ dθ = 0.
Since an ≡ 1, (10.17) implies log
∣∣∣L(eiθ;W (n))∣∣∣ ≥ 0, and so (10.20) implies
(10.21) lim
n→∞
1
2π
∫ 2π
0
cos(2θ) log
∣∣∣L(eiθ;W (n))∣∣∣ dθ = 0.
By (10.8), am ≡ 1, C2, and (10.3), we see
lim
n→∞
∑
|j|<n
b2j = 0
which implies b ≡ 0.
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Finally, a remark on why this result holds that could provide a second
proof (without sum rules) if one worked out some messy details. Here is a part
of the idea:
Proposition 10.10. Let {bn} be a bounded sequence and W the associ-
ated whole-line Schro¨dinger operator (with an ≡ 1). Let
(10.22) A(α) =
∑
bne
−α|n|.
If
(10.23) lim sup
α↓0
A(α) > 0,
W has spectrum in (2,∞), and if
(10.24) lim inf
α↓0
A(α) < 0,
then W has spectrum in (−∞,−2).
Proof. Let (10.23) hold and set ϕα(n) = e−α|n|/2. Then
(W0ϕα)(n) =
{
2 cosh(α2 ) if n = 0
[2 cosh(α2 )− 2 sinh(α2 )]ϕα(n) if n = 0.
It follows that
(10.25)
(ϕα,Wϕα)(n) = 2 cosh
(
α
2
)
‖ϕα‖2 + A(α)− 2 sinh
(
α
2
)
= 2‖ϕα‖2 + 2
[
cosh
(
α
2
)
− 1
]
‖ϕα‖2 + A(α)− 2 sinh
(
α
2
)
.
Now, sinh(α/2) → 0 as α ↓ 0 and since ‖ϕα‖2 = O(α−1) and cosh(α/2)− 1 =
O(α2), 2[cosh(α/2) − 1]‖ϕα‖2 → 0 as α ↓ 0. If there is a sequence with
limA(αn) > 0, for n large, (ϕαn , (W − 2)ϕαn) > 0 which implies there is
spectrum in (2,∞).
If (10.24) holds, use ϕα(n) = (−1)ne−α|n|/2 and a similar calculation to
deduce (ϕαn , (W + 2)ϕαn) < 0.
This proof is essentially a variant of the weak coupling theory of Simon
[50]. Those ideas immediately show that if
(10.26)
∑
n |bn| < ∞
and
∑
bn = 0 (so Proposition(10.10) does not apply), then W has eigenvalues
in both (2,∞) and (−∞, 2) unless b ≡ 0. This reproves Theorem 10.1 when
(10.25) holds by providing explicit eigenvalues outside [−2, 2]. It is likely using
these ideas as extended in [4], [31], one can provide an alternate proof of
Theorem 10.1. In any event, the result is illuminated.
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Added Notes. During the refereeing process, several results were obtained
which relate to this paper. In connection with Theorem 10.1, D. Damanik,
D. Hundertmark, R. Killip, and B. Simon (to appear) have proved that if the
essential spectrum of a whole- or half-line Schro¨dinger operator is contained in
[−2, 2], then it is a compact perturbation of the free operator. B. Simon and
A. Zlatosˇ (to appear) have studied when the C0 sum rule holds, have simplified
the proofs of Theorems 7.1 and 9.14, and have extended Theorem 4′ to the case
where one assumes (1.12) rather than that there is no discrete spectrum.
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