In cognitive radio networks, the secondary users (SUs) switch the data transmission to another empty spectrum band to give priority to primary users (PUs). In this paper, channel switching in cognitive radio mobile ad hoc networks (CR-MANETs) through an established route is modeled. The probability of channel availability in this route is calculated based on the PU's activity, SU's mobility, and channel heterogeneity. Based on the proposed model, the channel and link availability time are predicted. These predictions are used for channel assignment in the proposed channel allocation scheme. A handoff threshold as well as a life time threshold is used in order to reduce the handoff delay and the number of channel handoffs originating from the short channel usage time. When the channel handoff cannot be done due to the SU's mobility, the local flow handoff is performed to find an appropriate node in the vicinity of a potential link breakage and transfer the current data flow to it. The local flow handoff is performed to avoid possible flow disruption and also to reduce the delay caused by the link breakage. The study reveals that the channel heterogeneity and SU's mobility must be considered as important factors, which affect the performance of the handoff management in the CR-MANETs. The results emphasize on the improvement of the route maintenance probability after using the local flow handoff. It is also stated that the amounts of handoff requirement and handoff delay are decreased after using the predicted channel usage life time and handoff threshold time.
Introduction
Over the last few decades, the world has experienced an explosion of the wireless devices. This has led to some spectrum bands being heavily used, especially unlicensed bands, such as ISM bands, which can be attributed to interference and poor network performance. On the other hand, recent studies have shown that a large amount of the licensed spectrum bands remain underutilized and inefficient [1] . Hence, it was concluded that the traditional fixed spectrum allocation approach cannot efficiently regulate the spectrum access any longer. Dynamic spectrum access is an approach that permits wireless devices to use the idle frequency bands, namely spectrum holes, [1] with enabling technology of cognitive radio (CR). CR changes its transmission parameters based on the interaction with the surrounding environment and allows the secondary user (SU) to share the spectrum when the primary users (PUs) do not use these spectrum bands [2] .
Spectrum hole availability is random due to the random appearance of PUs as well as the unpredictability of SUs' demand. The spectrum holes may shift over time and over space. In a CR system, the shifting of spectrum holes can be defined as spectrum mobility, which is cohesive to spectrum handoff. Spectrum handoff refers to the transfer of an ongoing data transmission of a CR user to another available spectrum band. Spectrum handoff is extremely challenging in CR networks, especially in cognitive radio mobile ad hoc networks (CR-MANETs), because of frequent topologic variations, limited power, limited channel transmission range, bandwidth constraints, and lack of the central controlling entity. The spectrum sharing in heterogeneous networks was proposed in [3] , which considers the infrastructure-based network. In heterogeneous CR networks, a channel may be available over vast, mutually exclusive spectrum bands that present remarkable heterogeneity in terms of channel transmission range and channel error rate. The channels located in higher frequency bands have lower transmission ranges.
When considering the influence of node mobility on the channel availability, the effect of channel heterogeneity becomes more significant. In a CR system, node mobility and channel heterogeneity lead to frequent spectrum handoff. Thus, it is needed to propose a proper algorithm for unified, proactive integrated handoff management (PIHM) in CR-MANETs. The algorithm reduces the probability of handoff blocking, reduces route failure due to user mobility and channel heterogeneity, and maintains end-to-end route connectivity. It must also decrease the number of handoffs in the network considering the effects of different mobility events.
There are some challenges which make the PIHM difficult. The first challenge is differentiating the SU's mobility and spectrum mobility. Channel quality degradation happens because of the SU's mobility and channel heterogeneity in terms of transmission range. Therefore, there are different route failure types that necessitate different route recovery strategies. The second challenge related to integrated handoff management is finding the best new route and a channel to maintain the route while reducing the switching time and the number of handoffs. In this paper, the channel availability time is used as the main metric for channel allocation. This parameter is estimated by considering the channel heterogeneity and the SU's mobility. The handoff threshold is used to initiate a handoff procedure proactively. In some cases, the distance between two communicating nodes in a hop belonging to an active route exceeds a given threshold, and the channel handoff is not efficient because of the limited channel transmission range. In these cases, the node with the link breakage transfers the routing information to another appropriate sponsor node. This mechanism is called as local flow handoff, which aims to find a feasible route upon link breakage and transfer the traffic to another stable route based on the prediction. The motivation of this mechanism is to maintain end-to-end connectivity once a route is established for the purpose of sending data.
The rest of this paper is organized as follows. Section 2 describes the related works for spectrum handoff management. Section 3 introduces the proposed PIHM scheme, its requirements, and the design concepts. In Section 4, we propose a unified modeling and characterization of channel availability in CR-MANETs. Section 5 explains the different handoff types in CRMANETs and introduces the proposed PIHM algorithm. In Section 6, the implementation of PIHM algorithm is performed. In Section 7, the results and discussion are elaborated. Finally, Section 8 concludes the paper and presents the further suggestions.
Related works
There are a few studies related to spectrum handoff in CR-MANETs. Giupponi and Perez-Neira [4] proposed a fuzzy-based spectrum handoff decision-making approach employing two fuzzy logic controllers. Each SU estimates the distances between itself and all the active PUs in the surrounding area using the first fuzzy logic controller. The other fuzzy logic controller determines whether the SU has to do a spectrum handoff or not. In some cases, the SU can avoid performing a spectrum handoff by appropriate adjustment of its transmission power. Feng et al. [5] developed a spectrum handoff technique from a single link concept to a multilink spectrum handoff scheme. The proposed algorithm tries to minimize the total link cost by taking into account the end-to-end network connectivity constraint. Another major contribution of this paper was that the rerouting mechanism was performed before the spectrum handoff event to increase the system throughput.
Song and Xie [6, 7] proposed a proactive spectrum handoff configuration based on the statistics of observed channel utilization. The network coordination and rendezvous issues were solved in this spectrum handoff scheme without using a common control channel. The collision among SUs was also deleted by a distributed channel determination scheme. Damljanovic explained the proper solutions and spectrum mobility necessities in cognitive radio networks [8] . Duan and Li proposed a spectrum handoff strategy in which the optimal spectrum band was chosen based on a multiplex criterion considering the estimated transmission time, the PU presence probability, and the spectrum availability time [9] . A cooperative spectrum sensing scheme was used to predict the spectrum idleness. The authors use a geolocation method in order to consider a spectrum handoff in the space domain. The simulation results indicate that the proposed spectrum handoff scheme outperforms conventional methods in terms of spectrum handoff delay. In this paper, the authors considered a per hop basis scheme. Moreover, they did not consider all the effective parameters on the spectrum handoff such as channel heterogeneity. Wu and Harms [10] proposed a proactive flow handoff for legacy mobile ad hoc networks. The major contribution of this scheme was maintaining end-to-end connectivity after a flow was established. This scheme introduced the consideration of user mobility and location information. Abhilash et al. [11] proposed a preemptive route maintenance scheme in which an established route is repaired before it breaks by considering the mobile ad hoc user's location information. They called this scheme local router handoff and implemented it into the Ad hoc On-demand Distance Vector protocol (AODV). Based on the results, the throughput of the system was increased under certain conditions. Caleffi et al. [12] proposed an optimal routing metric for cognitive radio ad hoc networks that considers the route diversity effects to overcome unoptimality and un-accuracy in CR routing. In this paper, the route diversity provided by the intermediate nodes is considered to calculate the end-to-end delay of a route considering the unique characteristics of cognitive radio networks. The results of the analytical model and simulation reveal the benefits of the proposed routing metric for cognitive radio ad hoc networks. In the proposed model, the authors did not consider the effects of the SU's mobility and spectrum heterogeneity on the routing metric. Chehata et al. [13] introduced the CR-AODV as a multi-radio multi-channel on-demand scheme that can manage the data transmission of cognitive users. Cacciapuoti et al. [14] proposed a reactive routing protocol by evaluating the feasibility of reactive routing for CR-MANETs. Nejatian et al. [15] pioneered handoff management in CR-MANETs. Factors and types of mobility were mentioned, which necessitate integrated mobility and handoff management in CR-MANETs. In this paper, a conceptual model was proposed for integrated handoff management in CR-MANETs.
Maintaining the optimal routes in CR-MANETs is extremely difficult because of the randomness PU's activity, SU's mobility, and channel quality [16] . Hence, a framework must be introduced for integrated handoff management and local flow handoff in CR-MANETs. Based on a review of the literature, there is no study that considers proactive unified spectrum handoff in CRMANETs. In the next section, the proposed PIHM framework is explained, and assumptions regarding the network architecture are introduced.
3 Proposed PIHM framework Figure 1 shows the framework for integrated handoff management in CR-MANETs. The proposed scheme adapts to unpredictable events and makes a decision on the SU's data transmission without causing any interference to the PUs, while maintaining the end-to-end connectivity. The proposed PIHM scheme is equipped with an algorithm to identify appropriate spectrum bands based on the channel qualities, spectrum, and node mobility. The spectrum analysis part needs information about the situations and the mobility of the SUs. Hence, a precise and cooperative environment and location-aware mechanism is necessary. In a precise spectrum handoff decision making, the link and channel availability time must be considered. The decision-making procedure estimates the channel availability time based on the SUs' mobility and the channel transmission range.
Characterization of channel availability in CR-MANETs
To design the PIHM protocol for a CR-MANET, the PU's activity, SU's mobility, channel quality degradation, and topologic variations are considered jointly. Herein, the probability of channel availability in a CR-MANET is calculated as a unified formula considering the effects of all the above mentioned events, number of nodes, and node and channel transmission range as well as the number of channels in the network. This integrated equation for channel availability in CR-MANETs is useful for better understanding of the PIHM concept in the CR-MANETs. Table 1 shows the symbols used in this paper and their definitions.
System description
Throughout this paper, it is assumed that the SU is equipped with multiradio, multichannel, and common control channel signaling features. Suppose that there are L different channel types in a heterogeneous PU network. The maximum number of channels that can be accessed by the SU at a time is C. The C channels can be defined by the set of T, which belong to the PU network. These channels are classified into L types according to their different transmission ranges that the cardinality of │T│ = L (see Figure 2) . Channels with different transmission ranges belong to a different set of spectrum pools. The set of each type can be shown by T l in which l ϵ S, S = {1, 2, …, L},│T l │ = C l , T = {T 1 , …, T L }, and C = C 1 + … + C L . Depending on the PU activities, any SU can access up to C channels at any position. The number of detected channels of type l by a special node is c l , and the total number of detected channels at a node is c = c 1 + c 2 + … + c L . The transmission range of channels of type T l is R l . Given the channel transmission range classification, we can model the channel heterogeneity. Assume a pair of SU transmitter-receivers, which transmit and receive, respectively, using channel of type T l for communication, with a distance between them of less than R l . When the SUs move and their distance exceeds R l , the transmitting node must change and choose another channel. In this case, the required channel must have a transmission range longer than R l (Figure 3 ). There are also L types of PU; each of them can work only on a channel of type l. Once a PU of type l becomes active and there is no empty channel of type l, in the case which a SU has occupied a channel of type l, the SU must vacate the channel and submit it to the PU.
Characterization of channel availability and spectrum mobility in CR-MANETs
Consider an established route from the source node S to the destination node D (Figure 4) . We define the parameter p as the probability of single channel availability at a node by considering the PU activity, and P cat is the probability of single channel availability per hop between two nodes. Because the channel availability on all nodes is independent of each other, we can consider different hops separately to estimate the probability of channel availability through the established route. Thus, P cat is as follows: 
Possibility of using the channel z of type l for communicating in hop i ξ Hi ; T l Possibility of using the channel of type l for data transmission in hop i
AM Clz
Channel allocation metric for channel z of type l
C Hi
The set of detected channels by the two nodes belonging to the hop i C Hi;l z Channel z of type l belonging to the set of detected channels by the two nodes belonging to the hop i C Hi ;usable The set detected channel that can be used for communication in hop i
Consequently,
The parameter P cat;c is defined as the probability that there is no single channel among c channels between two nodes, which is defined as follows:
According to (3), the probability of existence of at least one single channel among c channels in a hop is equal to
Suppose that the total number of nodes in a route is equal to n. Thus, we have n-1 hops. Based on (4) and the existence of n-1 hops through a route, we define the P car,c as the probability of the existence of at least one channel among all hops in a route, which is equal to
The effects of the spectrum heterogeneity and mobility of the SU on the probability of channel availability must also be considered. In a heterogeneous network, each channel experiences various levels of packet error rate and different channel transmission ranges. In the initial condition when the nodes are assumed to be fixed, different channels will have different transmission ranges. A channel with a lower frequency range needs lower transmission power. Thus, in a heterogeneous network with different channel transmission ranges, the distance between the SUs affects the probability of channel availability.
We define P cat;T l as the probability of unavailability of a single channel of type l among c l channels between two nodes as follows:
Based on (6), the probability that there is at least one single channel of type T l among c l channels between two nodes is
Suppose that n is the total number of nodes in a route, which means that there are n-1 hops in the route. The probability of channel availability within a hop depends on the distance between nodes, R l . Given that there are r 1 hops in the route with distance d where R 0 < d < R 1 , there are r 2 hops in the route with distance d where R 1 < d < R 2 ,…, and there are rL hops in the route with distance d where R L−1 < d < R L , such that r 1 + r 2 + … + r L = n-1. Considering (7) and the law of the total probability [17] , the P car,c is defined as the probability of existence of at least one common channel among all hops in a route as follows:
where P(r i ) is the probability of existence of the number of r i hops in the route, with distance d, where
We define the P(R i ) as the probability that the length of the hop between two adjacent nodes in the route is less than R i and longer than R i−1 . Because the distances between adjacent nodes in a route are independent random variables, we have [18] 
Consequently, based on (8), (9), and 
Because p is the probability of single channel availability at a node given the activity of the PU, different traffic models for the activity of the PU can be applied. Here, an alternating renewal two state birthdeath process with a death rate α and a birth rate β is considered to model the activity of the PU. The arrival time of each user is independent, so the transmission time of each user is considered as a Poisson arrival process. Therefore, the length of off and on periods has an exponential distribution with means of 1/α and 1/β, respectively. Consequently, the activity of the PU can be stated as follows:
When the PU is idle, the respective channel is available for SU transmission. Thus, the probability of single channel availability at a node is equal to P off , and it can be stated that Figure 4 An established route from a source node to a destination node.
Substituting (12) in (8), we have 
In some cases, the activities of the PUs on different channels are unequal. Based on the superposition property, multiple Poisson processes with different death rates α k and birth rates β k can be merged and considered as a single alternating renewal two state birth-death process, with a death rate α k and a birth rate β k . Therefore, a single PU can be modeled in each communication channel. Thus, we can assume
Therefore, (8) changes to (15) as follows:
In practical CR networks, the sensing capability, which influences the reliable probability of channel availability, is not perfect. However, in this work, we follow the assumption of perfect sensing in which the probabilities of both false alarms and miss detections are zero.
Let the node transmission power be fixed to R T . In fact, the transmitting range with a similar transmitting power on wireless spectrum bands with different frequencies is unequal. We assume that R 1 < ….. < R L < R T . The probability of P(R i ) is dependent on the number of hops and also the limit of the transmission range. To demonstrate the effects of channels with different transmission ranges on the system, we model the spatial distribution of mobile nodes as a Poisson variable with density λ. Thus, [19] Pr There are k nodes in a region with disc area S ð Þ
; k ¼ 0; 1; 2; 3; ::::
Without the loss of generality, this can be considered as a snapshot of the mobile radio network, by which we can calculate P(R i ). The number of neighboring nodes in a disc area with radius R T is equal to
The probability that there is no neighbor node in the forward direction in the disc with radius R T is also expressed as exp − N 2 = Þ ð ; therefore, P finding a node in a disc with radius
Assume that the random variable d denotes the distance between a pair of transmitter and receiver nodes and the f d (R i ) represents its probability density function. The probability distribution function of d is as follows:
; in which 0
Thus, we can conclude that
Finally, we have
In the case of a network with homogenous channels, all of the channels have the same transmission range and belong to the same type. If we consider the node transmission range, for example, as R T = R 1 , then all of the channels belong to type 1. Thus, we have
Therefore, (21) reduces to (5) in which the system provides homogeneous channels.
Based on the channel availability modeling, the unified spectrum handoff scheme must be proposed to include different mobility events in CR-MANETs, such as spectrum and user mobility, channel quality degradation, and topologic variation.
Proposed PIHM algorithm
To propose the PIHM algorithm, the different scenarios that cause handoff initiation through an established route in a CR-MANET are introduced. In CR-MANETs, the available frequency bands change over time. On the other hand, during the movement of an intermediate node, the route may be broken and it should be rectified. The local flow handoff technique is useful to avoid route breaking. As shown in Figure 5 , a route starting from the source node S to the destination node D has been established. Three various scenarios can initiate a handoff in this route. These scenarios can be defined as follows:
The SU's mobility
As shown in Figure 5a , route failure occurs when either node B or node F moves such that any channel cannot support their communication. Before the route failure, a local flow handoff is performed. To perform local flow handoff, a certain amount of overlapping of transmission range between node A, node F and the intermediate node that will take responsibility for routing the packets is needed. Figure 5b shows the second scenario when the PU's activity in a neighboring area of node C may cause the links A-E or E-F to fail. This route failure occurs once the PU starts its communication or node C is mobile and enters the PU's activity area.
The PU's activity dominates

Spectrum heterogeneity and different channel transmission range
The mobility of a CR user can also lead to spectrum handoff due to spectrum heterogeneity and a variety channel transmission ranges. Assume that two mobile nodes with a distance less than R l are communicating in an active route while they are using a channel of type l for their data transmission. When their distance exceeds the R l , they must change their communication channel and find a channel with a transmission range longer than R l .
Based on these different scenarios, the various spectrum handoff types are proposed in Figure 6 . They are defined as follows:
Forced intra-pool spectrum handoff: The operation frequency of the SU is changed to another spectrum band in the same spectrum pool. This type of handoff happens because of the appearance of the PU. Forced inter-pool spectrum handoff: The operation frequency of the SU is changed to another spectrum band in a different spectrum pool because of the appearance of the PU. Inter-pool spectrum handoff: The CR user changes its spectrum bands from one spectrum pool to another different spectrum pool. This type of spectrum handoff occurs because of the mobility and channel quality degradation of the SU. Local flow handoff: Due to the SU mobility, there is no channel that can support the data transmission.
Considering the different handoff types in CRMANETs discussed in the previous section, Figure 7 illustrates the developed algorithm for PIHM scheme in which, based on the handoff threshold, the decisionmaking unit can initiate the handoff. As will be explained in the next subsection, the decision-making unit can initiate the handoff based on the handoff threshold. When the spectrum handoff cannot be implemented in one hop, the local flow handoff will be established to maintain communication.
6 Implementation of the proposed PIHM algorithm
Channel and local flow handoff prediction
Based on different introduced handoff types, two different preemptive handoff regions are defined. These two regions are the preemptive channel handoff region and the preemptive local flow handoff region. As illustrated in Figure 8 , the first region is determined based on the channel transmission range, which is different for various channel types. The second region is determined by the node transmission range. Because the node transmission range is constant, there is only one preemptive flow handoff region. Two different handoff thresholds are also defined related to each area. The first handoff threshold, which is related to the preemptive channel handoff region, is called the spectrum handoff threshold (SHTH). The second handoff threshold is the local flow handoff threshold (LHTH), which is related to the preemptive local flow handoff region. These two handoff thresholds are used to initiate the handoff procedure due to node mobility and channel quality degradation. Suppose that nodes B and F are communicating with each other. When either node B or node F moves such that the current channel cannot support their data transmissions, they must perform the handoff of the current channel and transfer their ongoing data transmission into another channel with a higher transmission range. If nodes B and K are communicating with each other, then when either node B or node K moves such that there is no channel to support their data transmissions, local flow handoff is performed before the link breaks.
Here, two different handoff thresholds are related to the signal power threshold. In this paper, the signal power of hello packets is used to approximate the distance between the transmitter and the receiver.
Suppose that P snd is the hello packet signal power at the transmitting antenna and P r is the receiving power at distance r. Based on [20] , the signal power in a free space decreases with distance such that:
where n is a number typically between 2 and 4 (e.g., equal to 2 near the transmitter until a certain point at which n becomes 4). Because the two preemptive regions are near the maximum transmission range, we model the drop in the signal power by 1/r 4 throughout these regions. It means that:
Based on (24), the signal power threshold for preemptive channel handoff (P STPCH ) is expressed as follows:
where the W ch,l is the warning distance for nodes communicating on a channel of type l, v relative is the relative speed of nodes, and t w,l is the warning interval. The minimum power received by the receiver is the power Figure 6 Different handoff types.
at the channel transmission range, P CTR , l is expressed as follows:
The SHTH is shown as follows:
Similarly, the handoff threshold for the preemptive LHTH is stated as follows:
where P SLFTH is the signal power threshold for preemptive flow handoff and P NTR indicates the minimum power received by the receiver at the node transmission range, R T . W link is the warning distance for preemptive local flow handoff region.
The t w , which is the interval from the warning till the break, needs to be greater than or equal to the necessary time for performing the handoff.
Channel and link usage time prediction
The concern in channel usage time prediction is about the situation that two communicating mobile nodes move out of the current channel transmission range. While, the concern in the link usage time prediction is referred to the situation in which two communicating mobile nodes move out of the node transmission range. Based on (27), to estimate the availability time, relative speed of the nodes is determined. The authors of [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] have employed the SU's mobility to predict the availability time for cognitive radio networks. However, they estimate the link availability time using relative movement information such as relative speed and relative direction of the communicating nodes. The proposed schemes are required to use the GPS or other technologies for getting the positions and velocities of the nodes which can increase the system expenses. Here, the relative movement information is unknown. Using the above proposed channel and local flow handoff prediction scheme with further samples of the transmitted signal; the availability time is estimated without any movement information. Each SU keeps a neighbor signal information table (NSIT). The NSIT involves information about the condition of links with any neighbor. The SU receives and monitors the packets from its neighbors. These packets can be hello packets in the neighbor discovery or data packets in a data transmission. Each node also sends the available channels via hello packets to its neighbors, which are saved in a neighbor channel information table (NCIT). Based on [22] , at least three packets are required to estimate the link and channel availability time. Given that at times T 1 , T 2 , and T 3 , node F receives the first, second, and third signal with respective powers P 1 , P 2 , and P 3 from node B. As Table 2 shows, the SU registers the signal power strength and reception time for each neighbor in the NSIT. When node F receives packets from node B, it updates its NSIT array such that:
When the distance between two SUs is decreasing, P 1 will be higher than P 2 and P 3 . In this case, the power strength P 1 is set to the latest signal power value, and P 2 and P 3 are set based on the new received signal power.
Assume that at time T, node F will receive a signal with power equivalent to the threshold P s , and during time T 1 to T, nodes A and B maintain their speeds and directions. Based on [22] , the availability time is expressed as follows: 
Table 2 Neighbor signal information table
Power strength/reception time
When the P s is replaced with the P CTR , l , the channel availability time between two communicating nodes for the channel of type l (t ava;T l ) is an estimated value. The power signal P s is also replaced by P NTR to calculate the link availability time (t ava,L ) between two communicating nodes.
Channel allocation scheme
After a route is established, any node in the route will monitor its next hop to predict the handoff. The entire nodes in the route also perform the spectrum sensing to monitor the PU's activity. Any handoff prediction due to the node mobility or channel quality degradation leads to channel handoff initiation. PU detection in sensing part also initiates the spectrum handoff. When two nodes go far away and there is no more available channel to support their communication, these nodes initiate the local flow handoff, which necessitates the spectrum handoff. In this part, the proposed channel allocation scheme in the decision part is proposed. The proposed scheme is introduced based on the unified formula in (21) for channel availability in CR-MANETs.
We define the D l−1 l as the case in which R l−1 < d < R l , where d is the length of the hop. To give a fair opportunity to the involved SUs in the longer hops, a weight parameter is proposed in the system considering the hop length and the transmission range of the available channels as follows: 
W is the weight matrix with the size of L × L. The row shows the various cases (D i i−1 ) based on the hop length, and the column shows the available channel type (T l ). Each element of W indicates the different location weight and is defined as follows:
As we have shown in (21) , the SU's mobility has a crucial role on the probability of channel availability in CR-MANETs. Hence, the hop length, which indicates the SU's mobility, is considered for the channel allocation. The parameter h i,l is proposed to show the possibility of using the channel of type l, detected by both nodes belonging to the hop I, H i . This parameter is defined as follows:
As previously mentioned, there is a number of C l channels of type l. Each channel of type l is shown by C lz such that 1 < z < C l . The channel z of type l is used by the nodes belonging to the hop i, when it is available for both member nodes. The parameter η is proposed to show the possibility of using the channel z of type l for communicating in hop i. This parameter is defined as follows:
To avoid handing off the data transmission to a channel with a short availability time, the channel availability time must be greater than a threshold. Hence, the parameter ξ is proposed to show the possibility of using the channel of type l for data transmission in hop i. The parameter ξ is defined as follows:
Finally, the channel allocation metric for channel z of type l is defined as follows:
Suppose that the set C H i shows the set of detected channels by two nodes belonging to the hop i. This set is composed of channels of different types, and it is shown as follows:
The set of available and detected channel used for communication in hop i is defined as follows:
In the decision part, channel allocation scheme chooses the channel z which maximizes the channel allocation metric as follows:
Handoff initiation and connectivity maintenance
To maintain end-to-end connectivity, topological variations and channel quality degradation due to node mobility are addressed using the handoff request (HREQ) packets. Also, the variations in spectrum availability because of the PU's activity are addressed using the primary user handoff request (PU-HREQ). The single-hop PU-HREQ packet informs the neighbor nodes that the PU's activity has been detected on a special channel and directs them to select another unused channel for data transmission. On the other hand, the HREQ is applied to inform the next hop node that the current link is breaking due to node mobility or channel quality degradation. If channel handoff occurs and no more empty channel is available to maintain the route, local flow handoff, a preemptive approach to address the route breaking, is applied.
In terms of the PU-HREQ, once an SU detects the PU's activity on a special channel, e.g., channel C li , the SU discards all the entries through channel C li and informs its neighbors that the channel is busy using a PU-HREQ. The PU-HREQ packet contains the available and detected channels of the current SU. The SUs that receive the PU-HREQ invalidate the entries through C li that involve the PU-HREQ source. Using the NSIT and NCIT based on the introduced channel allocation scheme, the SU that receives the PU-HREQ finds the channel z that maximizes the channel allocation metric described by (39). When the optimal channel is found, the node sends a handoff reply (PU-HREP) back. This PU-HREP contains the new channel information to perform handoff into it and continue the data transmission.
In terms of topological variation due to node mobility or channel quality degradation, once the SU predicts the handoff, it broadcasts a single-hop channel HREQ packet to its next hop node. When the next node receives the HREQ packet, it makes a decision using the NSIT and NCIT, by a method similar to the procedure for PU-HREQ.
In Figure 9 , for example, when node B predicts the entrance of node F in the preemptive local flow handoff region, node B, which uses the link as the next hop, broadcasts a single-hop local flow HREQ (LFHREQ) which contains the next hop node's ID through the common control channel (CCC). Local flow handoff is performed to find an intermediate node for the responsibility of the data transmission between nodes B and F. The selected node is located in the transmission range of both nodes B and F. A neighbor node that receives the LFHREQ will search its neighbor information table (NIT) to determine whether node F is in its NIT or not. If node F has been registered as a neighbor node in the intermediate node's NIT, the intermediate node estimates the life time connectivity between itself and nodes B and F. In Figure 9 , nodes E and C are the proper nodes. Suppose that t ava,L,EF and t ava,L,BE indicate the life time connectivity from E to F and from B to E, respectively. The minimum amount of t ava,L,EF and t ava,L,BE is considered as the life time of the route B → E → F. Then, the intermediate node sends the route life time in a packet as a local flow handoff reply to node B.
In case that the route life time is larger than a threshold amount (T th ), node E is a candidate for local flow handoff. Node B compares all the life time connectivity information received from its neighbors. Then, it selects the best candidate through which the B and F maintain the longest life time.
Suppose that in Figure 9 , the node E is the best candidate for the local flow handoff. Node B sends a handoff request (HR) to node F through node E using CCC. The HR contains information, such as the ID of node B as the local source, the ID of node F as the local destination, and the channel availability list of the current node. To avoid loops, node E ignores the HR packets when there is corresponding routing information. Once node E receives the HR as a candidate for local flow handoff, then:
-Node E compares its own available channels C ava,int with the available channels of the local source C ava, locs in HR. The usable channel set in this hop can be shown as follows:
-Node E determines the channel z, which maximizes the channel allocation metric from the channel set C H i ;usable , using (39). -Let z be the selected channel, node E updates HR with its own information, the ID of node B as the local source, the ID of node F as the local destination, and its available channel list. -Once the CCC is available, it sends the HR to the local destination node F. Finally, this HR will be saved in a handoff table.
When the local destination node F receives the HR, like intermediate node E, it selects a proper channel for its upper hop. The local destination node F sends the handoff acknowledgment (HA) packet back to the local source node B through node E. The HA message sets up a new route between B and F, which is the route B → E → F. Then, the routing tables in nodes B, E, and F are updated. Once the new route is established, the data flow will be passed along the new route. In the case that the local flow handoff is not possible, the global flow handoff will be performed by the source node. Figure 11 The effect of the number of available channels on the probability of successful routing with p = 1/2. Figure 10 The effect of the activity of the PU on the probability of successful routing with C = 10.
Results and discussion
Probability of channel availability in CR-MANETs
In the first part, the probability of channel availability in CR-MANETs is investigated considering the effects of different parameters such as the number of SUs, node and channel transmission range, and the number of available channels in the network. Figures 10 and 11 express the effect of the activity of the PU and the number of available channels on the probability of successful rerouting of the SU, respectively. Figure 10 plots the probability of successful rerouting based on the number of hops in the route and the constant number of homogeneous channels C = 10. Meanwhile, Figure 11 shows the effect of the number of available homogeneous channels on the probability of successful rerouting with p = 1/2. Figure 12 The effect of λ and N on P car,c . Figure 13 The effect of number of available channels on P car,c .
Based on these figures, we can see that the probability of channel availability through a route is dependent on the activity of the PU and the total number of available channels, and it decreases as the number of hops increases.
The effects of different parameters on the P car,c
In the second part, we show the effect of different parameters on the P car,c . We suppose that there are two types of channels with a transmission range of R 1 = 75 m and R 2 = 125 m and a maximum node transmission range of R T = 150 m. We also assume that the activity of the PU on different channels is identical. Figure 12 shows the effect of the node density on the P car,c . Here, the number of channels is constant C = 10, c 1 = 5, c 2 = 5. This figure shows that P car,c has an increasing trend when λ increases. Figure 13 presents the effect of the number of available channels on P car,c under a constant PU activity of p = 1/2 and N = 8. This figure also shows a decreasing trend with an increasing number of hops. It also shows the high dependency between the number of available channels and P car,c . Figure 14 The effect of channel transmission range on the P car,c . Figure 15 Route maintenance probability for the SUs vs. arrival rate of primary users (P on ). Figure 14 shows the effect of channels' type on the P car,c . In this figures, p = 1/2, C = 10, and N = 8. The result implies that the P car,c is dependent on the channel transmission range.
Link maintenance, handoff blocking, and spectrum handoff investigation
In this section, performance comparisons of different schemes are conducted using network simulator 2 (NS-2) [23] . The SU's route maintenance probability, handoff blocking probability, and the number of anticipated spectrum handoff are investigated. There is a total number of available channels C = 10, classified into two different types, c 1 = 5 and c 2 = 5. The transmission ranges of different channel types and the node transmission range are set to R 1 = 75 m, R 2 = 125 m, and R T = 150 m, respectively. The mobile SUs are distributed in a network with 3,000 m × 3,000 m area, and their speed is uniformly distributed from 1 to 10 m/s. Both channel usage time and the link life time threshold are set to 8 s.
In order to study the route maintenance probability, two different handoff management schemes are considered. The first scheme only deploys the spectrum handoff, while the second scheme deploys the PIHM in which the local flow handoff will be added to the management system rather than the spectrum handoff. Both two different schemes consider the handoff threshold for the preemptive handoff region, life time threshold, and position weight. Figure 15 verifies the effect of local flow handoff on the route maintenance probability. It is expressed that the proposed integrated handoff approach efficiently improves the route maintenance probability. In this approach, the data flow is transferred to the nearby users to keep the communication, while the first scheme only uses the spectrum handoff to keep the route. In case that there is no proper node, the handoff blocking occurs. Figure 16 shows the expected amount of handoff requirement for the SUs. To evaluate the effects of the PU's activity and the SU's mobility, the PU's arrival rate and SU's velocity vary in the Figure 16 . From this figure, it is stated that using the life time threshold in the channel allocation procedure decreases the number of required handoff. Based on this figure, the SU's mobility also affects the link availability time, and it has an important effect on the performance of the CR network. Hence, the mobility of SUs is considered in the handoff management schemes.
The probability of unsuccessful route maintenance is defined as the probability of spectrum handoff blocking (P hb ). Figures 17 and 18 indicate that the spectrum handoff blocking probability in PIHM scheme (P hb,Ih ) is lower than the probability of spectrum handoff blocking in scheme deploying only spectrum handoff (P hb,sh ). This is due to deploying the local flow handoff in the integrated management scheme. On the other hand, the P hb,Ih is significantly lower than the probability of unsuccessful rerouting (P usrr ). Hence, deploying the local flow handoff can be more efficient than the global routing. These figures also indicate, once the number of SUs in the network increases, the probability of handoff blocking decreases, since the probability of finding the proper nodes to perform local flow handoff increases. It is stated that the effect of the number of SU's on the P hb,Ih and P usrr is higher than the effect of the number of SU's on the P hb,sh . Comparing Figures 17 and 18 , it can be concluded that the P hb decreases when the number of hops decreases.
Conclusions
Spectrum handoff is extremely challenging in cognitive radio networks, especially in CR-MANETs because of frequent topological variations, limited power and channel transmission range, bandwidth constraints, and lack of a central controlling entity. In this paper, channel switching in CR-MANETs, for an established route, is modeled, and the probability of channel availability in this route is calculated based on PU's activity, SU's mobility, and channel heterogeneity. The study reveals that the channel heterogeneity and the SU's mobility must be considered as important factors, which affect the performance of handoff management in the CRMANETs. Based on the introduced scenarios for handoff initiation in CR-MANETS, a proactive integrated handoff management (PIHM) is introduced for this network. The results show that the proposed integrated handoff management scheme achieves more data transmission opportunities. Based on the results, the route maintenance probability is increased, while the number of spectrum handoff is reduced.
