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Building performance management remains an important aspect in reducing 
building energy consumption and enhancing occupants’ thermal comfort and productivity. 
Recent decades witnessed the maturity and proliferation of numerous methods, software 
and tools that span the whole spectrum of common building performance management 
practice. Among those related research and applications, the use of information and data in 
calibration and validation of building performance simulation (BPS) models constitutes an 
important subject of study especially in fault detection, operations management, and 
retrofit analysis. An extensive review of BPS model calibration and validation studies 
reveals two major research gaps. First, contemporary model calibration practice calls for 
an effective and robust method that can systematically incorporate a variety of information 
and data, handle modelling and prediction uncertainties, and maintain consistent model 
accuracy. Second, current approaches to collecting information and data in real 
applications largely depend on individual experience or common practice; further study is 
needed to understand the value of information and data, i.e. assess data informativeness, 
such as to support specific decision-making processes in choosing data monitoring 
strategies and to avoid missed opportunities or wasted resources.  
To this end, this dissertation develops a new framework to address data 
informativeness in model calibration and validation to answer two major research 
questions: 1) how to make optimal use of available information and data to calibrate a 
building simulation model under uncertainty, and 2) how to quantify the informativeness 
of information and data for risk-conscious building performance simulation applications. 
 xiii 
This framework builds upon uncertainty propagation using detailed measurements, and 
inverse modelling using Bayesian inference. It also introduces probabilistic accuracy 
metrics to assess model prediction accuracy, and uses explicit risk assessment to quantify 
data informativeness. Following an explanation of the framework’s theoretical soundness, 
this dissertation provides two case studies to demonstrate its practical effectiveness. The 
first is a controlled experiment in the FLEXLAB test facility at Lawrence Berkeley 
National Laboratory. A new validation methodology is proposed to validate a simulation 
model under uncertainty, in which the validation criteria build upon the introduced 
probabilistic accuracy metrics. Given the experiment setup, uncertainty propagation based 
on synthetic measurements is applied, which effectively improves prediction agreement 
and reduces the risk of accepting invalid simulation outcomes. The second is to determine 
the appropriate model form and metering data for a hypothetical intervention analysis of 
an existing building with hydronic heating on the Cambridge, UK campus. A three-level 
modelling method is proposed to enable modelling all the thermal processes occurring in 
individual rooms while efficiently modelling the whole building to estimate heating system 
performance. Different sets of metering data are then used to calibrate the physical model, 
and the result indicates the superiority of Bayesian inference in exploiting the value of data, 
the necessity of electricity monitoring under uncontrolled conditions, and the potential of 
daily metering data for calibration in real building performance management practice. 
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CHAPTER 1. INTRODUCTION 
Building performance management remains an important aspect in reducing 
building energy consumption and associated operation cost, and enhancing occupants’ 
indoor thermal environment and productivity. In 2016, residential and commercial 
buildings consumed about 39% of total U.S. energy consumption (EIA, 2017). The Paris 
Carbon Agreement imposes new challenges for world- and nation-wide carbon emission 
mitigations, and calls for further research and development to explore innovative solutions 
in real practice. 
Building performance management has continuously benefited from advances in 
building performance simulation (BPS) applications. Recent decades witnessed the 
maturity and proliferation of numerous methods, software and tools that span the whole 
spectrum of common applications. Among those related research and applications, the use 
of information and data in calibration and validation of BPS models constitutes an 
important subject of study especially in fault detection, operations management, and 
retrofit analysis. The growing availability of extensive operations data, thanks to the rapid 
progress in sensor and monitoring technology as well as the development of smart building 
and Internet of Things, provides great opportunities for a new era of BPS research and 
development. This would include continuous investigation of comprehensive and efficient 
modelling methods, systematic study of model performance within a risk-conscious 
decision-making context, and further exploration of effective use of information and data. 
This dissertation attempts to address data informativeness in the context of model 
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calibration and validation, and starts with a survey of the historical research in the related 
literature. 
1.1 Literature review 
A brief yet extensive literature review of current BPS model calibration and 
validation methods is presented in this section. Similar work on calibration methods 
include those by Reddy (2006), Coakley et al. (2014), and partially by Chaudhary et al. 
(2016), whereas a partial counterpart in model validation is presented by Judkoff and 
Neymark (2006). Ma et al. (2012) presented a summary that covers a wide range of topics 
in building energy retrofit that includes model calibration. The review of Fumo (2014) 
focuses on general methods of building energy estimation where model calibration 
constitutes an important aspect. In particular, Fabrizio and Monetti (2015) presented an 
insightful summary of the state of the art in calibration literature following a similar 
classification logic. This section distinguishes itself from the above work by focusing on 
the handling of model uncertainties and the collection and use of information and data in 
the literature review and identification of research gaps. 
1.1.1 Calibration method 
A proliferation of research on forward uncertainty propagation exists in the literature. 
Related summaries can be found in the work of Yao et al. (2011) and Wang (2016). This 
section focuses on inverse modelling methods in which the observations directly inform 
the calibration process. 
1.1.1.1 Manual model tuning 
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The most common calibration method in real practice is manual model tuning, i.e. 
modeler changes certain model parameter values in a heuristic and iterative manner to 
reconcile predictions with observations. Most studies in this category focus on the 
procedures, guidance, and particularly graphical and analytical techniques that inform the 
model tuning process, which otherwise would be solely based on modeler’s knowledge and 
experience. 
In addition to conventional monthly and hourly time series plot, advanced graphical 
techniques have been proposed and applied in the literature. This includes 3D plots 
(Bronson et al., 1992; Haberl and Bou-Saada, 1998), color contours (Haberl et al., 1996; 
Raftery and Keane, 2011), and binned box-whisker mean plots (Haberl and Bou-Saada, 
1998). These visualization techniques in principle provide a convenient and comprehensive 
overview of the model discrepancy to the modeler, who can then easily identify the 
underlying patterns and continue to the next iteration. 
Another type of facilitated manual model tuning involves parametric and sensitivity 
analyses (Coakley et al., 2011; O’Neill et al., 2011; Reddy et al., 2007a; Westphal and 
Lamberts, 2005). Instead of iterative parameter value adjustment, this method performs 
parametric runs of the model a priori to identify influential parameters, and possible 
combinations of parameter values that reconcile model predictions with the observations. 
Some studies focused on the direct investigation of prediction residuals, i.e. the 
deviation between deterministic model predictions and their respective observations. The 
underlying logic is that by pooling sufficient data together, those residuals should distribute 
randomly, i.e. exhibit no explicit pattern with respect to any variables, if the model can 
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explain the physical process well. Sun et al. (2016) proposed a pattern-recognition based 
model calibration method that follows this logic, but as this method solely uses monthly 
utility bills, insufficient data points may impair the confidence of calibration result. Palomo 
et al. (1991) developed a more comprehensive and statistically rigorous method of residual 
analysis, and Clarke et al. (1993) applied this method to calibrate a simulation model of a 
test cell. The use of hourly high quality data presumably increases the model’s validity, but 
the cost and effort associated with extensive monitoring prohibits its application in an 
actual building with larger complexity and variability. 
In the meantime, signature analysis was proposed, formalized, and extended in a 
series of studies (Liu and Liu, 2011; Liu et al., 2004; Liu and Claridge, 1998) and 
constitutes the ASHRAE 1092-RP research project (Liu et al., 2006). This method uses 
parametric and graphical techniques to facilitate residual analysis in a systematic manner. 
This method involves visual inspection of both the calibration signature, i.e. the normalized 
residuals between measured energy consumption and the corresponding simulated values 
as a function of outdoor air temperature, and characteristic signature, i.e. the counterpart in 
simulation results obtained by varying parameter values sequentially from default value. 
Comparison between these two types of energy signature helps the modeler to identify 
possible cause of discrepancy from incorrect parameter values. 
In addition, evidence-based model calibration approaches have been proposed 
(Coakley et al., 2011; Monfet et al., 2009; Raftery et al., 2011). These approaches often 
involve explicit representation and documentation of human knowledge, which includes 
information and data source hierarchy and record of decisions (Raftery et al., 2011), 
residual patterns (Sun et al., 2016), calibration procedures (Pan et al., 2007; Yoon et al., 
 5 
2003), etc. This practice improves the reliability and reproducibility of manual calibration 
process. 
To summarize, albeit facilitated by advanced analytical and graphical techniques, 
manual model tuning still requires human interventions to select and tune model 
parameters. Although these interventions can be standardized into knowledge-based expert 
rules, human subjectivity remains employed implicitly in guiding the calibration process 
in most cases. With the presence of good quality of information and data and very 
experienced modeler, manual calibration often results in models of high quality and 
credibility. Nevertheless, this approach in general is difficult to maintain reproducibility in 
real practices, usually demands significant time and labor, and may be vulnerable to risks 
in extreme cases where previous knowledge and experience do not apply. In the meantime, 
its incapability to systematically handle model uncertainty and represent data 
informativeness also prohibits its use in risk-conscious building performance management. 
1.1.1.2 Deterministic parameter estimation  
Instead of manually selecting calibration parameters and adjusting their values, 
automated model tuning relies on mathematical algorithms to infer those values in light of 
model agreement with observations. The most common automated model tuning approach 
in the literature formalizes calibration into a deterministic parameter estimation problem, 
uses standard statistical metrics as the objective function, and employs numerical 
algorithms to find the optimal, i.e. the parameter values that minimize this objective 
function. Within the scope of parameter inference techniques, this section focuses on the 
parameter space under exploration, the objective function being used, and the algorithm to 
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search for the optimal. Detailed reviews on the optimization techniques used in BPS 
applications can be found in the work of Machairas et al. (2014) and Nguyen et al. (2014). 
In calibration of BPS models, Djuric et al. (2008) used a built-in sequential 
quadratic programming (SQP) algorithm to minimize the root mean square error (RMSE) 
between predictions and observations from a simple heat balance model. The entire set of 
parameters are calibrated since the model is relatively simple, and their upper and lower 
bounds were chosen based on on-site visit and authors’ experience. Lavigne (2009) used 
the Marquardt-Levenberg’s method to calibrate a model in DOE-2.1E by minimizing 
RMSE in the form of a quadratic function of important model parameters. This method 
calculates the associated Jacobian matrix used in the algorithm by running the physical 
model. A pre-calibration with a five-variable energetic model from ASHRAE Fundamental 
(ASHRAE 2011) is performed to identify the important subset of DOE-2.1E model 
parameters to be calibrated. Taheri et al. (2012) used a hybrid generalized pattern search 
with particle swarm optimization to calibrate a model in EnergyPlus (Crawley et al., 2000) 
by minimizing a weighted combination of R2 and the coefficient of variation of root mean 
square error (CV-RMSE). The authors chose calibration parameters based on previous 
experiences, with sensitivity analysis as a suggested alternative. A similar approach was 
used by Tahmasebi and Mahdavi (2013). Ramos Ruiz et al. (2016) used genetic algorithm 
to minimize a combined metric of R2 and the CV-RMSE. They applied sensitivity analysis 
based on both the “relative deviation” method and the Morris method (Campolongo et al., 
2007) to select the calibration parameters, whose value ranges are equally-possible discrete 
values that are consistent with vendor specifications and building documentations. 
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Because of the high computation cost of common physical models, studies often 
use statistical surrogate models or meta-models to emulate the physical model within an 
optimization routine, which allows for exploration of a large parameter space and expedites 
the search of the optimal. O’Neill and Eisenhower (2013) used a gradient-based global 
optimizer to minimize the RMSE between observations and predictions from a support 
vector machine (SVM) meta-model of a physical model in EnergyPlus. They chose a small 
subset of calibration parameters based on a derivative-based sensitivity and arbitrary 
parameter value ranges. Robertson et al. (2015) applied a gradient-based simulated 
annealing optimization algorithm to calibrate a normal multivariate linear regression meta-
model of a model in DOE-2.1E against synthetic utility data of a residential building. This 
study uses the CV-RMSE as the objective function, and calculates sensitivity coefficients 
by Monte Carlo simulation to select a subset of six calibration parameters. Yang and 
Becerik-Gerber (2015) proposed a comprehensive model calibration framework for 
simultaneous multi-level building energy simulation, which implicitly adopted normal 
multivariate linear regression emulator and quasi-multi-objective optimization with a 
weighted objective function and linear programming algorithm. This study performs 
classification of model parameters to differentiate estimable and adjustable parameter, and 
select important adjustable parameters for calibration using the Morris method. 
Advances in numerical algorithms and supercomputing system technologies can 
greatly facilitate the above optimization-based calibration methods. A particular example 
is the “Autotune” calibration method (Chaudhary et al., 2016). This method employs an 
evolutionary algorithm to estimate the parameter values that minimize the standard 
normalized mean bias error (NMBE) and the CV-RMSE values. The evolutionary 
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operators used in this study include heuristic crossover, Gaussian mutation, tournament 
selection, and generational replacement. In searching for the true global optimum, the use 
of supercomputing systems and specially tailored search algorithms enables handling of 
hundreds of parameters and dozens-to-millions of measured data points. In addition, this 
study identified a set of 47–470 parameters most important for each building type using a 
priori sensitivity analysis based on existing simulations.  
Within a conventional optimization framework, Reddy (2006) recognized the issue 
of uncertainty in calibration of detailed building simulation models, and conducted the 
ASHRAE RP-1051 research project (Reddy and Maor, 2006; Reddy et al., 2007a; Reddy 
et al., 2007b). They proposed a two-step approach to search within the parameter space for 
plausible solutions. The first step, a “bounded” coarse grid calibration involves a procedure 
that, similar to parametric and sensitivity analysis in manual model tuning, identifies both 
promising solutions of parameter values and parameters influential on the model 
discrepancy. The second step, a guided search calibration, looks for the final set of 
solutions through either manual or automated calibration methods. In particular, Sun and 
Reddy (2006) proposed an analytical parameter estimation method for the guided search, 
which used a gradient-based nonlinear optimization technique to minimize a weighted 
value of the CV-RMSE of both consumption and demand data as the objective function. 
This method identifies calibration parameters based on the normalized sensitivity 
coefficients determined by the perturbation method, a local sensitivity analysis approach. 
It also recognizes the mutual correlation among the calibration parameters to ensure they 
are mathematically identifiable. Different from the conventional approaches, the authors 
suggested using a set of plausible solution to evaluate energy conservation measures 
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(ECMs) to account for uncertainties in the model, which is a notable improvement over the 
CV-RMSE in generating meaningful probabilistic predictions. Nevertheless, this approach 
intrinsically assumes that all the plausible solutions are of equal probability regardless of 
either their agreement with the observations or their deviation from a “best guess” value. 
The lack of a solid statistical basis of this assumption compromises its effect in applications 
that were performed by Robertson et al. (2013) and Gestwick and Love (2014). Another 
common issue in model calibration is overfitting (Dietterich, 1995), where one obtains 
incorrect and often irrational parameter values in fitting observations as they subsume 
model bias. Attempts to address over-fitting in deterministic parameter estimation include 
the work of Carroll and Hitchcock (1993), which proposed to include a penalty term in the 
objective function. Taking the form of a sum of weighted square difference between a 
plausible solution and its corresponding default values intrinsically rejects those values 
deviating drastically from the default despite that they provide good agreement. A similar 
regularization approach, i.e. inclusion of penalty function to prevent over-fitting, was used 
by Lavigne (2009) and Nassiopoulos et al. (2014) where the Levenberg–Marquardt 
algorithm has a built-in tuning parameter to regularize the optimization. 
Nevertheless, because of imperfect models and limited observations in real 
practice, this group of calibration methods based on deterministic optimization is prone to 
over-fitting issue. A few attempts to consider parameter uncertainties fail to further 
translate those uncertainties into model predictions to inform building performance 
management practice. Lack of proper recognition of the main sources of discrepancy and 
inefficient use of data impairs the confidence of those methods in real practice. 
1.1.1.3 Bayesian inference  
 10 
Bayesian statistics receives extensive studies in mathematical and statistical 
literature (Bal et al., 2013; Bayarri et al., 2007; Brynjarsdottir and O’Hagan, 2014; Conti 
and O’Hagan, 2010; Higdon et al., 2004; Kennedy and O’Hagan, 2001), and has also been 
applied to a wide range of practices in numerous scientific and engineering disciplines 
(Guillas et al., 2009; Wikle et al., 2001; Zhang and Arhonditsis, 2008), and particularly in 
building performance simulation applications (Booth et al., 2012, 2013; Chong and Lam, 
2015; Heo et al., 2012; Li et al., 2016; Manfren et al., 2013; Tian et al, 2014). In general, 
Bayesian inference includes assigning prior distributions to influential model parameters, 
and conditioning on observations to obtain their posterior distributions using Bayes’ 
theorem. One can obtain the full joint posterior distributions of calibration parameters 
through a full Bayesian analysis using Markov chain Monte Carlo (MCMC) (Metropolis, 
1953) or the newer Hamiltonian Monte Carlo (HMC) (Duane et al., 1987). Otherwise, a 
less accurate approximation by maximum a posteriori estimation and normal 
approximation can be used to inform later analysis in the case of complex models and crude 
estimations. In cases where the likelihood function is implicit, e.g. it is difficult to calculate 
the probability of observations under certain parameter values, Approximate Bayesian 
Computation (Diggle and Gratton, 1984) can be used as an alternative to quickly 
approximate the rigorous Bayesian inference. 
In practice, one can embed Bayesian statistics as a specific inverse parameter 
estimation method in a calibration framework. This method exploits the benefit of 
modeler’s knowledge and experience by explicitly incorporating them into parameters’ 
prior distributions. In addition, Bayes’ theorem ensures the consistency in adjusting these 
beliefs based on the observations. As the conventional optimization-based calibration 
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methods and their extensions toward more rigorous uncertainty quantification can be 
regarded as a specific case of a general Bayesian calibration method, the Bayesian 
framework possesses coherence, generality and applicability in addressing model 
calibration problems. 
1.1.2 Validation method 
Validation of BPS models in general practice involves collection of observations 
and assessment of model predictions’ agreement with these observations, both of which 
will be briefly reviewed and discussed in this section. 
1.1.2.1 Data collection 
Collection of data in building performance management practice often relies on 
practitioners’ knowledge and experience. Manual calibration methods using extensive 
building information and data, albeit costly in time and labor, often leads to a model of 
high validity. This is probably because these methods often involve evidence-based 
forward parameter estimation at the level of building sub-systems. Well-designed 
procedures regarding the use of information and data throughout the calibration process 
also contribute to the success (Pan et al., 2007; Yoon et al., 2003). On the contrary, most 
studies on automated calibration in the literature use compliance with calibration standard, 
like ASHRAE Guideline 14-2002 (ASHRAE, 2002), as the sole validation criterion. Lack 
of sufficient information and data in validation may impair the model’s credibility and 
obscure the benefit of automation. Therefore, a systematic way to integrate the strengths 
of both approaches deserves further investigations on the collection of information and 
data. 
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Regarding the type of information and data, Fabrizio and Monetti (2015) provided 
a taxonomy that includes a set of levels approximately in an ascending order of collection 
effort: utility bills, as-built data, site visit or inspection, detailed audit, short-term 
monitoring, and long-term monitoring. Raftery et al. (2011) proposed a similar information 
and data taxonomy with the focus on the hierarchy of reliability, which includes data-
logged measurements, spots for short-term measurements, direct observation (site 
surveys), operator and personnel interviews, operation documents, commissioning 
documents, benchmark studies and best practice guides, standards, specifications and 
guidelines, and design stage information (e.g. the initial model). A related graphical 
summary can be found in the work of Coakley et al. (2011).  
In addition to the source and cost of data, this dissertation classifies the monitoring 
data in building operation using temporal, spatial, and categorical scales. The temporal 
scale concerns the coverage and resolution of monitoring data regarding its temporal 
variability, mostly due to weather and usage scenarios. The most common type of data in 
building performance management is the monthly utility bill, as it is readily available and 
reliable in most cases. The use of hourly or sub-hourly data, such as those from smart 
meters, building management systems (BMS), in-situ monitoring, etc. receives more and 
more attention recently (Chaudhary et al., 2016; Djuric et al., 2008; Heo and Zavala, 2012; 
Liu and Liu, 2011; Nassiopoulos et al., 2014; Srivastav et al., 2013; Yang and Becerik-
Gerber, 2015). This type of data is usually more informative than monthly data in model 
validation because of the embedded dynamic characteristics. However, the length of hourly 
or sub-hourly data used in common analysis is typically limited to a few weeks for spot 
monitoring, or only aggregated at the whole-building level for smart meter data, as it is 
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difficult for common methods to handle large amounts of data. This may affect the data’s 
coverage of variations of weather conditions, and expose the model to extrapolation risks. 
In addition, hourly or sub-hourly data contains relatively large variations because of 
varying and often unknown building usage, and its strong temporal correlation makes it 
difficult to filter out those external variations in identifying the performance of building 
fabric and energy supply systems. These drawbacks may limit its usability in calibrating 
BPS models in real practice. 
The spatial scale deals with the coverage and resolution of monitoring data with 
respect to its spatial variability, i.e. building typology and room functions. Because of 
limited implementation of sub-metering especially in existing buildings, most studies in 
BPS applications use consumption data at the whole building level, and apply a single-
zone modelling assumption to rooms adjacent to each other and having similar functions 
accordingly. This ignores the variability in individual rooms, and may lead to incorrect 
observations with the presence of large variability. 
Finally, the categorical scale concerns the type of monitored state variables, and is 
often directly related with the output of interest in building performance management. The 
most common type of output is power or energy use of electricity, gas, and/or other fuels. 
In contrast, room air temperature is less commonly monitored, as it is typically maintained 
by the heating, ventilation, and air conditioning (HVAC) system according to the 
thermostat setting, and therefore is often relatively constant and less informative. This may 
cause the room air temperature to be used more often as a model input rather than an output 
in real practice (Mustafaraj et al., 2014; Royapoor and Roskilly, 2015). However, if the 
indoor condition is less well maintained because of certain control logic, unexpected 
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building usage, equipment deterioration, system malfunction, etc., monitoring of the 
temperature (and possibly humidity as well) will also become necessary. ASHRAE 
Guideline 14-2002 pointed out this issue in Section D6 as well. Roberti et al. (2015) 
provided a case study that calibrates a model of a historical building to hourly indoor air 
and surface temperature. Ramos Ruiz et al. (2016) performed a calibration of a building 
envelope by comparing with interior temperature measurements. Regarding energy supply 
systems specifically, monitoring data of system state variables, like water and air 
temperature and flow rate, are usually more informative than consumption data as they 
reduce the scope of system of interest and block the external noises. This is an important 
reason that most procedure-based manual calibration can often render valid models. 
In summary, model validation in real practice often builds upon its agreement with 
whole building monthly consumption data, which is often too aggregated and incomplete 
to reveal detailed dynamic characteristics. Monitoring data with very high temporal and 
spatial resolutions and/or belonging to other categories, on the contrary, could be either too 
noisy under uncontrolled and unknown weather and usage conditions, or less irrelevant 
from the output of interest. Furthermore, understanding of the mode validity under 
uncertainty from a risk-conscious decision making perspective is barely addressed in the 
literature. Therefore, a systematic method to assess data informativeness under uncertainty 
is worth further study for model validation in building performance management. 
1.1.2.2 Accuracy metrics 
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In common practice, a BPS model is deemed calibrated if its prediction agreement 
with observations, i.e. goodness-of-fit, reaches a certain threshold. This agreement is often 
quantified by standard statistical metrics such as the NMBE and the CV-RMSE:  
 
𝑁𝑀𝐵𝐸 =















where 𝑦𝑖  and ?̂?𝑖 , 𝑖 = 1,2, … 𝑛  are the observations and corresponding (point) estimates 
respectively, 𝑝 is the lost degrees of freedom in the regression context and often takes the 
value of 1 in calibrating BPS models. This validation approach forms the calibration 
criteria established in ASHRAE Guideline 14-2002 (ASHRAE, 2002), the International 
Performance Measurement and Verification Protocol (IPMVP, 2002), and the Federal 
Energy Management Program (Webster et al., 2015) for observations at different time 
scales. The statistical basis of ASHRAE Guideline 14-2002 in particular, developed by 
Reddy and Claridge (2000), applies to quantification of uncertainty of energy savings in 
measurement and verification (M&V) analysis, where a normal linear regression model is 
created/calibrated to predict business-as-usual outcome in post-retrofit period. Under the 
assumptions of normal linear regression, one can translate these statistical metrics into 
uncertainty of energy savings and generate a crude yet rigorous estimation for saving 
verifications. 
However, these calibration criteria based on goodness-of-fit of deterministic 
predictions are not suitable to evaluate BPS models with explicitly quantified uncertainties, 
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whose probabilistic predictions are more informative in risk-conscious BPS applications. 
ASHARE Guideline 14 (2002) states that, “There is still no broad consensus as to how to 
determine uncertainty or risk levels based on a calibrated simulation approach. Hence this 
annex has addressed this issue at a rather superficial level”. Reddy (2006) also recognized 
that “the methodology (to address uncertainty in ASHRAE Guideline 14-2002) applies to 
regression models identified from baseline monitored data and, hence, relates to black-box 
and grey-box approaches. It cannot be applied as such to the calibrated simulation model 
approach...” To be more specific, the connection between the prediction uncertainty of a 
model and its accuracy under these goodness-of-fit metrics is valid for normal linear 
regression models rather than BPS models because of their disparate model assumptions. 
The validity of using a t-distribution to translate the CV-RMSE into prediction 
uncertainties does not apply to an often under-determined BPS model with complex 
parameter correlations and limited observations, which makes the CV-RMSE based 
uncertainty ranges invalid and necessitates explicit uncertainty quantification in model 
calibration for risk-conscious BPS applications. Similar observations and a more technical 
explanation can be found in the work of Heo (2011).  
Hence, the current standard calibration criteria cannot evaluate probabilistic 
predictions, nor can they inform risk-conscious decision making in BPS applications. 
Therefore, more informative and practical metrics to assess model accuracy and validity 
and corresponding data informativeness are needed in calibration of BPS models. 
1.2 Research questions and hypotheses 
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The extensive review of research concerning calibration and validation of BPS 
models reveals two major research gaps. First, contemporary model calibration practice 
calls for an effective and robust method that can systematically incorporate a variety of 
information and data, handle modelling and prediction uncertainties, and maintain 
consistent model accuracy. Second, current approaches to collecting information and data 
in real practice largely depend on individual experience or common practice; further study 
is needed to understand the value of information and data, i.e. assess data informativeness, 
such as to support specific decision-making processes in choosing data monitoring 
strategies. This would avoid missed opportunities or wasted resources, and enhance 
practitioners’ confidence in embracing a new generation of methods and tools in BPS 
applications. 
Therefore, this dissertation targets the following two research questions: 
(1) How to make optimal use of available information and data to calibrate a 
building performance simulation model under uncertainty? 
(2) How to quantify the informativeness of information and data and validate a 
building performance simulation model for risk-conscious building 
performance simulation applications? 
Accordingly, the main research hypothesis of this dissertation is: the proposed 
framework effectively addresses data informativeness for risk-conscious building 
performance simulation application. More specifically, it includes two hypotheses: 
I. The proposed calibration methods make improved use of data in constraining 
uncertainty and improving prediction. 
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II. The proposed explicit risk assessment improves the representation of model 
validity and data informativeness under uncertainty. 
1.3 Dissertation structure 
The rest of this dissertation will be structured as follows. CHAPTER 2 provides an 
overview of the proposed framework with respect to its theoretical benefits. CHAPTER 3 
and CHAPTER 4 each introduce a case study where the proposed framework is applied to 
demonstrate its practical effectiveness. The first is a design of an empirical validation 
experiment in the context of risk-conscious validation methodology. Forward uncertainty 
propagation using detailed measurements will be applied to constrain the associated 
uncertainties and reduce the risk of mis-validation. The second is a hypothetical 
intervention analysis of an existing building with hydronic heating. Inverse modelling 
using Bayesian inference will be employed to calibrate a dynamic simulation model with 
observation data varying in temporal and categorical scales, and assess the impact of these 
data on a risk assessment of decisions related to intervention outcomes. A summary of 
research conclusions and recommendations for future work is presented in CHAPTER 5. 
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CHAPTER 2. FRAMEWORK OVERVIEW 
This chapter forms the theoretical foundation of the proposed framework and 
explains its effectiveness toward the specific question under study. It starts by identifying 
sources of model discrepancy, i.e. the gap between predictions and observations. 
Uncertainty quantification is then introduced as a method to reduce model discrepancy and 
construct probabilistic predictions. After that, interpretations of model calibration and 
validation with respect to probabilistic predictions are provided, under which context the 
effectiveness of the proposed calibration and validation methods will be explained in the 
end. 
2.1 Source of discrepancy 
It is well known that, “all models are wrong; some are useful” (Box, 1976). The 
difference between measured system outcome, i.e. observations, and corresponding model 
output, i.e. predictions, comes from two main sources. The first source is sampling 
variability: every observation is solely a single instance from the underlying process and 
therefore an incomplete observation of the reality. The second source is imperfect model: 
any model is an idealization of the real physical world with some level of abstraction, so it 
is incapable of perfectly characterizing the true process. While these two sources may be 
confounded in nature, a clear albeit arbitrary definition to distinguish them in practice 
would facilitate investigations and discussions. For this purpose, this dissertation adopts 
the concept of “ideal forecast” from measure theory. One can refer to the work of Wang 
(2016) for formal definitions and detailed explanations; only a brief interpretation is 
provided here: an ideal probabilistic forecast relative to an information set makes the best 
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possible use of that information, so one can regard an ideal forecast as equivalent to the 
true process under observation, enclosed in the information set. In this sense, as long as 
one can deem a probabilistic forecast ideal according to certain measures, the observed 
difference is solely the result of sampling variability. Therefore, this dissertation defines 
model discrepancy as the deviation of a certain probabilistic forecast from an ideal one for 
a specific information set; this definition only concerns imperfect model with respect to 
predictions. 
As commonly known, “the portion of the world captured by the model is an 
arbitrary enclosure of an otherwise open, interconnected system” (Rosen, 1991). This 
dissertation attributes this imperfection, or equivalently error, to four main sources that go 
through the model prediction process. First, regarding a model as a collection of variables, 
spatially and temporally related to each other through mathematical formulas governed by 
physical principles, the first type of error, model parameter error, comes from erroneous 
representation of empirical quantities that appear as parameters in the modelling. The 
second type of error, model form error, comes from imperfect idealization and abstraction 
of physical mechanisms in the form of the mathematical formulas, i.e. the model functional 
form defined by Morgan et al. (2009). Similar to “model bias” or “model inadequacy”, this 
type of error refers to the systematic error that persists even when the parameter values are 
correct. Furthermore, computation error appears in discretizing over spatial and temporal 
domains, solving algebraic equations, and executing numerical realizations. Analytical 
solutions of models in the form of ordinary or partial differential equations are free from 
this type of error, but only a very small set of models in real practice have explicit analytical 
solutions. Finally, inevitable observation error exists in measuring the actual outcome. 
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Figure 2.1 shows the sources of model discrepancy along with the prediction generating 
process. 
 
Figure 2.1 Sources of model discrepancy 
This dissertation denotes by hyper-model a model that is supposed to generate an 
ideal probabilistic forecast, mostly by addressing all the four types of errors. A hyper-
model is therefore assumed to be only prone to parameter error, since the model has 
explicitly parameterized and hence subsumed all the other types of error. Consequently, 
the probabilistic prediction of a hyper-model would be ideal once the parameter error is 
eliminated. This assumption helps avoid an otherwise endless process and, in model 
calibration, keeps the reduction of model discrepancy tractable. Figure 2.1 also depicts the 
relationship between a hyper-model and other previously mentioned entities. 
2.2 Uncertainty quantification 
Reducing model discrepancy requires identifying and minimizing the errors. A 
typical way is to represent the errors in the form of model uncertainties and quantify these 
uncertainties. Extensive research in identifying and classifying the sources of uncertainty 
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can be found in the literature (Kennedy and O’Hagan, 2001; Yao et al., 2011) and also in 
building energy modelling community (Hopfe, 2009; Rezaee, 2016; Sun, 2014; Wang, 
2016). Considering uncertainty as another arbitrary idealization and abstraction of 
imperfect knowledge, this dissertation classifies sources of uncertainty from the modelling 
perspective as well; these sources consist of model parameter uncertainty, model form 
uncertainty, computation uncertainty, and observation uncertainty. While being mostly 
consistent with other classifications in the literature, a noticeable distinction in this 
dissertation is that, parametric variability (Kennedy and O’Hagan, 2001) or model input 
uncertainty (Yao et al., 2011), is considered as an external uncertainty that does not 
contribute to the model discrepancy. In other words, the capability to describe correctly the 
external conditions is not within the scope of a model: using the model to answer the “what 
if” question does not need to concern the correctness of the presumption “if”. 
One of the most popular ways to address model uncertainty employs probability 
theory (Yao et al., 2011), which represents uncertainty as random variables or stochastic 
processes, and specifies the according (joint) probability distribution using hyper-
parameters, i.e. parameters that describe the probability distribution of model parameters. 
One can then construct probabilistic model predictions by propagating those uncertainties 
into model outputs through either analytical calculation or numerical sampling. From this 
perspective, this dissertation regards uncertainty quantification as the process of 
characterizing model errors in the physical process by specifying and propagating model 
uncertainties. This process includes both uncertainty propagation, i.e. the quantification of 
uncertainties in system outputs propagated from uncertain inputs, and inverse modelling, 
i.e. the estimation of uncertain inputs from observations of system outputs. Using the 
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concept of a hyper-model, quantification of all the sources of uncertainties associated with 
the original model is equivalent to creating a probabilistic hyper-model and generating 
probabilistic predictions. This intrinsically reduces model discrepancy at the same time.  
2.3 Model calibration 
An important step in building performance management especially in complex 
commercial buildings is to create a model to support intervention analysis under certain 
virtual experiment settings. This model belongs to the category of prognostic models 
according to Saltelli et al. (2008). Given an as-designed or as-built model, ASHRAE 
Guideline 14-2002 defines calibration as “the process of comparing the output or results of 
a measurement or model with that of some standard, determining the deviation and relevant 
uncertainty and adjusting the measuring device or model accordingly”. Kennedy and 
O’Hagan (2001) provided a similar definition, where “the process of fitting the model to 
the observed data by adjusting the parameters is known as calibration”. Another definition 
specific to simulation models is from Reddy (2006): “calibrated simulation is the process 
of using an existing building simulation computer program and ‘tuning’ or calibrating the 
various inputs to the program so that observed energy use agrees closely with that predicted 
by the simulation program”. 
To generically, albeit pragmatically, define BPS model calibration in the context of 
an ideal forecast, the link between the model and an information set needs to be established. 
This dissertation denotes by data the measured state variables, and denotes by information 
the rest of the available knowledge specific to the building under study, including general 
building information, as-designed or as-built drawings, manufacturer specifications, and 
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as-operational information obtained from building auditing. Meta-information refers to 
generic knowledge such as common practice, default values in handbooks and guidelines, 
modeler’s experience, and the fundamental physical principles. Table 2.1 provides a 
summary of the classification. From this perspective, a model before calibration is a 
representation of an original information set including both information and meta-
information; a calibrated model, on the contrary, is a representation of an updated 
information set enhanced by additional information and data from building auditing, utility 
bills, monitoring, etc. 
Table 2.1 Information set classification 
Information Data Meta-information 






• Operation and 
Maintenance (O&M) 
manuals 
• Utility bills 
• Building management 
system (BMS) censor 
data 
• Spot measurement 
• Short/long term 
monitoring 
• Intrusive testing 
• Physical principles 
• Guides and standards 
• Common practice 
• Modeler’s experience 
Within this framework, this dissertation defines model calibration as the process to 
construct an ideal probabilistic forecast relative to an information set through model 
uncertainty quantification, which is the same process as creating a hyper-model. This 
definition considers both forward and inverse uncertainty quantification, i.e. uncertainty 
propagation and inverse modelling respectively. This definition helps distinguish between 
calibration methods and calibration methodology. The former primarily concerns the 
techniques for explicit parameter inference and model identification, whereas the latter also 
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considers how particularly one should enhance the information set to support analysis; this 
enhancement includes what and how to collect the information and data, as well as to use 
which type of model, as part of the meta-information. 
As a common model calibration method, Bayesian statistics has been widely used 
in many scientific and engineering disciplines.  The fundamental principle of Bayesian 









in which 𝑃(𝜃|𝑦) is the probability of model parameter 𝜃 conditioned on observation 𝑦; 
𝑃(𝜃) is the probability of 𝜃 without knowing 𝑦; 𝑃(𝑦|𝜃) is the conditional probability of 𝑦 
given 𝜃, i.e. the likelihood; 𝑃(𝑦) is the probability of 𝑦, i.e. the marginal probability, which 
is the expectation of probability of 𝑦 over the distribution of 𝜃. Bayes’ theorem updates the 
estimate 𝑃(𝜃)  to 𝑃(𝜃|𝑦)  by considering the contribution of information in 𝑦 . 
Therefore, 𝑃(𝜃) is called the prior probability and usually presents general knowledge, and 
𝑃(𝜃|𝑦) is called the posterior probability and represents updated knowledge based on 
observations. This estimation technique is Bayesian statistics, and the Bayesian procedures 
in obtaining the posterior distributions for a given model and observations fall within the 
calibration method domain as Bayesian inference. 
The theoretical soundness of Bayesian inference in model calibration naturally 
stands out within the context of previous definitions. First, Bayesian statistics is in principle 
probabilistic: it treats all unknowns as random variables, quantifies all the aspects of 
uncertainty via probability, and makes inferences using probability statements. This allows 
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a straightforward implementation of uncertainty quantification in risk-conscious decision-
making. Second, one updates the prior distributions based on the observations using Bayes’ 
theorem, which is intrinsically an inverse approach in the sense that the observations 
always inform the posterior distribution. Third, the classic Bayesian calibration framework 
from Kennedy and O’Hagan (2001) creates a hyper-model that considers all the sources of 
uncertainties simultaneously. Finally, a more important feature of Bayesian inference is 
that its fundamental principle inherently satisfies the idealness requirement in a more 
general manner; the Bayes’ theorem ensures that the Bayesian inference, as a probabilistic 
forecast, is consistent with both the prior distributions and the observations. As the prior 
often comes from meta-information as well, one can deem the Bayesian inference to be 
ideal relative to the grand information set that consists of information, data, and meta-
information. This further ensures that Bayesian inference makes improved use of data and 
therefore can effectively represent data informativeness in BPS applications. 
In addition, the effectiveness of Bayesian inference also comes from its generality. 
As mentioned previously, conventional automated calibration methods use optimization 
algorithms to minimize one or several statistical metrics. Common choices of such include 
the NMBE and the CV-RMSE. It is easy to show that the CV-RMSE reduces to the NMBE 
if treating the sum of the entire data as a single point. This observation makes the CV-
RMSE, equivalently the squared error, the general objective function in conventional 
calibration methods. A weighted combination of the NMBE and the CV-RMSE, such as 
the one proposed by Reddy et al. (2007a), is therefore equivalent to a weighted sum of the 
squared difference between predictions and observations at different scales or of different 
outcomes.  
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Given the above observation, statistical literature has shown that, “(in normal linear 
regression) under the standard non-informative prior distribution, the Bayesian estimates 
and standard errors of regression coefficients coincide with the classical (least-square) 
results.” (Gelman et al., 2013). This comes from the fact that, 1) using non-informative 
priors ensures that the prior probability is constant over the plausible range of parameter 
values; 2) assuming a Gaussian error makes the likelihood function proportional to the 
squared difference between predictions and observations. Therefore, maximizing the 
posterior probability, i.e. the product of prior probability and likelihood, is equivalent to 
minimizing the squared difference. In the meantime, since the additional penalty function 
also usually takes the form of a weighted squared difference between the proposed 
parameter value and its default (Carroll and Hitchcock, 1993), a Bayesian counterpart can 
be created by constructing an equivalent Gaussian prior distribution with a mean being the 
default value and a variance being proportional to the weight. In this sense, if the solution 
is unique such as in a convex optimization problem like normal linear regression, one can 
expect the posterior mode in Bayesian inference to coincide with the least square estimate 
in deterministic parameter estimation. 
Therefore, Bayesian inference generalizes deterministic parameter estimation 
techniques, and guarantees the optimal result in convex problems when a Gaussian error is 
assumed. In addition, the use of likelihood function allows a variety of forms of error 
beyond Gaussian error to be modelled in model calibration, which makes Bayesian 
inference a more flexible inverse modelling method. As in non-convex problems, the actual 
results largely depend on the problem set-up and the specific Monte Carlo (MC) algorithm 
being used, specific case studies are warranted to evaluate its effectiveness. In the 
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meantime, while Bayesian inference ensures the idealness relative to the priors and 
observations, those priors is subject to modelers’ bias and could be incorrect for the actual 
conditions. To determine if a model is truly calibrated for its intended purpose falls inside 
the scope of model validation, which will be addressed in the following section. 
2.4 Model validation 
A formal definition of verification versus validation by Schlesinger (1979) states: 
verification is the process of comparing a computerized model with a conceptual model, 
while validation compares a computerized model with reality. This definition primarily 
agrees with the concept of empirical validation in the building performance simulation 
community (Judkoff and Neymark, 2006), and indeed forms the basis of common 
validation criteria like ASHRAE Guideline 14-2002. Particularly for computer simulation 
models, Sargent (2011) defined model validation to mean "substantiation that a 
computerized model within its domain of applicability possesses a satisfactory range of 
accuracy consistent with the intended application of the model". In the context of an ideal 
forecast, this dissertation defines model validation as the process to assess the idealness of 
a probabilistic forecast of a model relative to an information set for its intended 
application. From a risk-conscious perspective, this definition emphasizes not only the 
forecast idealness that relates to model accuracy, but also the validity of a model to fulfill 
its intended purpose that may have to be addressed in a case-by-case manner with 
specifically defined risk measures. 
Model validation in real practice involves determining what type of information 
and data should one collect, which leads one to the focus on the adequacy of the 
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information set. In other words, one can only expect a model to be valid for its intended 
application when the model generates ideal probabilistic forecasts relative to an adequate 
information set; the adequacy of the corresponding information set is thus a necessary, and 
probably also a sufficient condition of a valid model. Therefore, model validation also 
involves enhancing the information set until it achieves adequacy for a certain application, 
which in turn defines data informativeness as the value of data toward the adequacy of an 
information set for an intended application. If a model is ideal relative to an information 
set, the model’s validity for an intended application solely depends on the adequacy of the 
information set, and thus also on the sufficiency of the informativeness of data. This is how 
data informativeness is related to model calibration and validation, and this relation forms 
the theoretical foundation of the proposed framework. 
While model validity can only be addressed in a case-by-case manner, model 
accuracy can typically be evaluated using certain metrics. As the NMBE/CV-RMSE is not 
sufficient for evaluating probabilistic predictions with respect to idealness, an effective 
framework needs to include appropriate model accuracy metrics. Building upon the 
concept of an ideal forecast, a promising candidate is marginal and probabilistic calibration 
(Gneiting et al., 2007), where calibration refers to the statistical consistency between the 
distributional forecasts and the observations. This evaluation approach comes from the 
traditionally used probability integral transform (PIT) (Rosenblatt, 1952) which tests the 
agreement between a specified single distribution and a set of observations. Gneiting and 
Katzfuss (2014) generalized PIT to allow the testing of a set of distributions by proposing 
the definition of a prediction space, in which each pair of predictive cumulative distribution 
function (CDF) 𝐹 and a corresponding observation 𝑦 constitutes an element (𝐹, 𝑦). Albeit 
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being necessary but not sufficient conditions for an ideal forecast, it is appropriate to treat 
marginal and probabilistic calibration as strong requirements in practice. Related formal 
definitions and interpretations for further understanding can be found in the work of Wang 
(2016). 
While the above concept of calibration is a joint property of the predictions and 
observations, sharpness refers to the concentration of the predictive distributions and is a 
property of the predictions only. Within the context of model calibration, sharpness has a 
natural link to prediction uncertainty. This link further reinforces the expectation that 
enhancing the information set reduces uncertainty, as an ideal forecast relative to a larger 
information set is generally sharper. Therefore, it is equivalent to consider model 
calibration as to “maximize the sharpness of the predictive distributions subject to 
calibration” (Gneiting et al., 2007). 
From this point of view, the potential of the continuous rank probability score 
(CRPS) as a scoring rule to quantitatively assess model accuracy stands out, as this score 
considers both calibration and sharpness at the same time. Measuring the agreement of 
predictive distributions and corresponding observations, this score is widely used in 
forecast verification (Gneiting and Raftery, 2007) and also in evaluating building 
performance predictions (Li et al., 2016; Sun, 2014). The CRPS is defined as: 
 






where 𝟙 is the Heaviside step function and denotes a step function along the real line that 
attains 1 if 𝑡 − 𝑦 ≥ 0 and 0 otherwise. In practice its negative orientation is typically used, 
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say 𝐶𝑅𝑃𝑆∗(𝐹, 𝑦) = −𝐶𝑅𝑃𝑆(𝐹, 𝑦). This dissertation denotes by the CRPS its negative 
orientation thereafter for simplicity. An illustrative example can be found in Figure 2.2 
(Hamill, 2007), where the value of the CRPS is related to the shaded area in the figure on 
the right.  
 
Figure 2.2 Illustration of the meaning of the CRPS 
The CRPS is expressed in the same unit as the observed variable. A large value of 
the CRPS indicates a large discrepancy between the predictive distribution and the single 
observation. One can calculate the score of a probabilistic prediction from Monte Carlo 
simulation by: 
 
𝐶𝑅𝑃𝑆(𝐹, 𝑦) = 𝐸𝐹|𝑌 − 𝑦| −
1
2
𝐸𝐹|𝑌 − 𝑌′| (5) 
where 𝐹 is the predictive distribution of random variable 𝑌 represented by the sample set, 
𝑦 is the single observation, 𝐸𝐹  is the expectation over 𝐹 , 𝑌′ is an independent random 
variable with identical distribution as 𝑌, obtained by random permutations of the sample 
set 𝐹. Equation 5 shows that the CRPS equals the expected absolute error with respect to 
the single observation, minus half of the expected absolute error due to its own variability 
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as a measure of prediction reliability (Hersbach, 2000). Equation 5 also shows that the 
CRPS generalizes the absolute error, to which it reduces if 𝐹 is a point forecast (Gneiting 
and Raftery, 2007). Figure 2.3 shows the CRPS of a normal distribution prediction of a 
true observation with different magnitudes of bias and standard deviation, which clearly 
shows that the CRPS increases when the probabilistic prediction is too far from observation, 
with the prediction bias, i.e. a constant offset between the mean of the normal distribution 
and the true observation, increases from 1 to 5. At the same time, the CRPS also penalize 
a prediction with too large dispersions, represented by the standard deviation of the normal 
distribution increasing also from 1 to 5. One can refer to Gneiting and Raftery (2007) for 
more details about the CRPS for further understanding.  
 
Figure 2.3 Illustration of the CRPS with normal distribution 
For a group of observations and their corresponding probabilistic predictions, the 
mean CRPS, optionally normalized by the observation mean, can be used accordingly as 
in Equation 6 and 7. This dissertation will investigate the practical effectiveness of the 
CRPS in assessing model accuracy and quantifying the related data informativeness in risk-















𝑀𝐶𝑅𝑃𝑆(𝐹, 𝑦) (7) 
2.5 Summary 
This chapter lays out the theoretical foundation of the proposed framework from 
the perspective of probabilistic predictions, which ties together model calibration, model 
validation, and data informativeness via the concept of ideal forecasts. In summary, model 
calibration aims to achieve the idealness relative to an information set through uncertainty 
quantification, and model validation examines the presumably ideal model against its 
intended application through explicit risk assessment, which in turn quantifies the 
informativeness of data relative to which the model achieves idealness. The rest of this 
dissertation will provide two case studies to demonstrate this framework’s practical 
effectiveness in terms of the forward and inverse uncertainty quantification methods, the 






CHAPTER 3.  
EMPIRICAL VALIDATION EXPERIMENT DESIGN 
Uncertainty propagation quantifies the uncertainty of model inputs and propagates 
them into uncertainties of system outputs. In model calibration in real practice, uncertainty 
propagation is typically achieved by reducing the scope of system of interest and 
monitoring key state variables through extensive sub-metering, site visits, short-period 
monitoring, and in-situ tests. Although this approach can often render reliable estimates of 
model inputs, the cost of time and labor associated with reducing the scope of system of 
interest and monitoring state variables usually prohibits its application in large and 
complex buildings under uncontrolled usage conditions. In contrast, empirical validation 
experiments are usually performed in single-room test cells and under controlled or closely 
monitored weather and usage conditions. The extensive and high resolution monitoring of 
a variety of state variables in an empirical validation experiment also enables direct 
estimation of key model inputs and assessment of informative data. Hence, this dissertation 
chooses a series of future empirical validation experiments as the first case study to 
demonstrate and test the proposed framework, with a focus on the uncertainty propagation 
techniques, identification of informative data, and model validation. 
3.1 Background 
Empirical validation, as with analytical verification and inter-program comparison, 
has been widely recognized as a useful method to validate a simulation program (Judkoff 
and Neymark, 2006). However, the complexity and large cost of time and labor of 
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empirical validation lead to only a few related studies in the literature, mostly in single-
room climate chamber or test cells experiments, including IEA Annex 21 (Lomas et al., 
1997), IEA Task 22 (Palomo del Barrio and Guyon, 2003, 2004), and the PASSYS project 
(Clarke et al., 1993; Jensen, 1993). A noticeable exception that applies to realistic full-
scale residential building can be found in IEA Annex 58 (Strachan et al., 2015; Strachan et 
al., 2016; Strachan et al., 2015). Although, because of uncertainties in the building 
characteristics, they ended up focusing on only one room in each of the two buildings. 
While the literature sees the maturity of design of experiments and procedures in 
empirical validation, only a few studies have paid special attention to the handling of model 
uncertainties. Palomo et al. (1991) suggested using residual analysis to assess simulation 
accuracy, identify discrepancy causes, and improve model prediction. They proposed a 
variety of statistical metrics to quantify the discrepancy and inform model improvement. 
Palomo and Guyon (2003, 2004) proposed a two-step empirical model validation 
methodology that includes checking model validity and diagnosis. The first step relies on 
residual analysis and comparison between uncertainty intervals of model outputs and 
measurements. Based on a linear assumption, the second step uses local sensitivity analysis 
to identify parameters influential on model discrepancy, and uses optimization techniques 
to search for parameter values that minimize the discrepancy. Strachan et al. (2016) used 
the absolute difference and Pearson correlation coefficient to assess the magnitude of  
profile agreement of model prediction.  
In addition, despite well-established information and data collection procedures, 
the use of data remains insufficient to guarantee an adequate empirical validation 
experiment under uncertainty. A noticeable exception appears in the work of Clarke et al. 
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(1993) in the PASSYS project, which involves the use of high quality and high resolution 
data of different categories to validate and calibrate a simulation model of two test cells in 
ESP-r. This study uses surface temperature and heat flux measurements to identify possible 
reasons for large residuals, and obtains model parameter estimates for a better agreement. 
Testing of this component-level inverse parameter estimation against room-level air 
temperature shows a good level of agreement. Nevertheless, further studies are needed to 
understand the validity of the overall experimental design in terms of its collection and use 
of data under uncertainty, such as to ensure its adequacy in validating BPS models for 
general building performance management purpose. 
3.2 The proposed empirical validation methodology 
A risk-conscious empirical validation methodology needs to be able to handle 
uncertainties associated with the experiment set up, such that one can appropriately 
attribute the discrepancy between model predictions and observations to parameter and 
model form errors, and accredit the model’s accuracy accordingly. Conventional empirical 
validation is based on comparing this discrepancy with a “standard” threshold. Because of 
the associated uncertainty in both the model and the experiment, a poorly designed 
experiment with extremely large uncertainties in the real building characteristics may not 
be able to distinguish valid and invalid models, as the differences between these models 
are overwhelmed by the errors due to those uncertainties. Hence, identifying and reducing 
parameter uncertainties should become a primary concern in the experimental design and 
validation methodology of empirical validation studies. 
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Therefore, this case study proposes to construct an internal (i.e. used only by the 
experimenter) probabilistic model prediction that fully considers all sorts of uncertainty by 
uncertainty propagation, and then use its model discrepancy, presumably the “best guess”, 
as the threshold instead to assess other models, i.e. external models. In addition, the 
discrepancy of this “best guess” itself becomes an indicator of the adequacy of the 
empirical validation experiment. If a large discrepancy between the internal model and the 
observations is present, one cannot expect this experiment to be able to detect and reject 
poor external models. 
From this perspective, the proposed empirical validation methodology includes the 
following steps: 
1) Given the available facility information and experiment setup, create a 
corresponding internal simulation model, and identify and quantify the 
uncertainty of all the model parameters based on empirical knowledge and 
monitoring data.  
2) Generate a probabilistic prediction of the system output by non-intrusively 
propagating parameter uncertainty through experimental design, random 
sampling, and repeated simulations. 
3) Assess the validity of the experiment by examining this prediction’s agreement 
with observations based on probabilistic accuracy metrics. Large discrepancy 
indicates the inadequacy of the experiment, along with its information, setup, 
and measurements, to validate an external simulation model. Measures to 
constrain associated uncertainty and reduce the discrepancy, for example an 
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experiment repeat with more detailed measurements, should then be taken to 
refine the experiment. 
4) Once validated, the level of agreement will serve to assess and validate external 
simulation models. 
3.3 Experiment description and simulation models 
Lawrence Berkeley National Laboratory (LBNL) is going to perform a series of 
experiments to benchmark current building performance simulation of a single-zone 
conventional mixing system. A series of future experiments, the idealized low mass, south-
facing window tests of air handling unit heating/cooling (AHU heating/cooling, I-600-
H/C) that resemble BESTEST (Judkoff et al., 2010) #600 tests constitute the first case 
study. The 20×30×12ft. test cell X-3B is used for the targeted experiments. Its south 
exterior wall and window are fully configurable. The rest of the envelope, including the 
partition wall to test cell X-3A on the west, a temporary ceiling and north partition wall 
added to remove construction complexities, and the east exterior wall are equipped with R-
80+ insulation. The test cell has a radiant slab with embedded hot water tubes, whose 
temperature will be maintained to be equal to the anticipated room temperature to reduce 
heat transfer. Additional insulation board will also be added on the top of the radiant slab 
during the experiment. Air injection with constant flow rate will be applied to the test cell 
to maintain a positive pressure and eliminate infiltration. 
I-600-H/C tests will use the AHU water coils to maintain the cell air temperature at 
a pre-determined setpoint, either constant (CT) or with a setback (ST) from 6:00 pm to 
8:00 am on the next day. Each set of tests also include a free-floating (FF) test where AHU 
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conditioning is turned off. As the up-to-date experiment plan is not available yet, this case 
study assumes the setpoint to be 30°C with an optional 10°C setback in the heating tests, 
and 20°C with an optional 10°C setback in the cooling tests. Each test is assumed to last 
six days with the first three days as warm-up, and the entire set of tests will be performed 
on 07/05-07/22 in the summer and 12/05-12/22 in the winter of a typical meteorology year 
(TMY). Monitoring of the experiment conditions and outcomes includes: 
• Cell: air and operative temperature at multiple locations.  
• Envelope: interior/exterior surface temperature and heat flux at multiple locations. 
• Window: incident and incoming vertical insolation 
• Exfiltration: constant injection flow rate and air temperature 
• AHU: air/water flow rate and inlet/outlet temperature 
• Meteorological conditions: on-site dry bulb and dew point temperature, global and 
diffusive irradiance, wind speed and direction, global infrared radiation, and ground 
reflected insolation.  
As the actual experiment measurements are not yet available, a “true” model in 
EnergyPlus 8.7.0 is used to serve as a surrogate of reality and generate synthetic 
measurements (Figure 3.1). This model is created based on facility drawings and 
experiment descriptions, and has perturbations relative to specifications on parameter 
values of a variety of model inputs. All the adjacent rooms are neglected, and the boundary 
conditions are specified by predetermined surface temperature profiles plus random noises 
on the other side of the partition walls and the temporary ceiling. These random noise are 
based on the sensor error from manufacturer specifications, and therefore are assumed 
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Gaussian. Complexity of construction in terms of corrugation, studs, box-in columns are 
neglected. The radiant slab is modelled in the same way as the partition walls, i.e. by 
predetermined boundary surface temperature profiles with random noise. Modelling of the 
ground, the structural slab and the tube-embedded radiant slab is therefore neglected; only 
the insulation panel, below which 9 surface temperature sensors are to be installed, is 
modelled as the sole floor construction. Air injection is modelled as zone ventilation with 
constant and known flow rate, and is assumed to have the same status with outdoor air 
because of lack of information. 
 
Figure 3.1 FLEXLAB test cell X-3B and its model in Energyplus 
The “true” model also considers potential room air stratification by using the 
EnergyPlus object RoomAir:TemperaturePattern:ConstantGradient, which defines a 
constant vertical room air gradient along with offsets between mean room air temperature 
and thermostat, return and exhaust air temperature. The actual AHU system is modelled as 
an idealized system in EnergyPlus to remove system uncertainty.  
A baseline internal model is constructed similarly, which differs from the “true” 
model by using the specifications directly for a variety of model inputs. Surface boundary 
temperatures are also replaced with synthetic measurement data. In addition, the 
“measured” cell mean air temperature is used as the thermostat setpoint in the heating and 
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cooling tests, such that one would expect the computed system heating and cooling power 
to match the synthetic observations from the “true” model. The following uncertainty 
quantification based on generic knowledge is then performed on this model to construct 
the baseline probabilistic predictions. 
3.4 Baseline uncertainty quantification and sensitivity analysis 
Quantification of the system output uncertainty of the baseline internal model 
builds upon a generic uncertainty quantification repository (Sun, 2014; Wang, 2016) based 
on empirical knowledge, existing literature, and previous experience. At this stage, only 
synthetic measurements related to thermostat setpoint and boundary conditions are used 
and their uncertainties are quantified and propagated. This is to represent the baseline case 
where more detailed measurements are not available, so the uncertainties associated with 
system outputs reflect the reasonably possible outcome from an external simulation model 
given the same amount of information, and only an exceeding discrepancy, probably due 
to large model errors or modelling mistakes, indicates that the model is invalid. 
3.4.1 Material properties 
Uncertainty information of envelope material properties comes primarily from the 
work of Macdonald (2002). All the other parameter uncertainties are assumed based on 
previous experience and knowledge of similar properties of other materials. Bounded 
normal distribution are assumed for each property parameter, whose standard deviations 
are summarized in Table 3.1. 
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Table 3.1 Uncertainty of material properties 
3.4.2 Convective heat transfer coefficient 
Quantification of uncertainties in convective heat transfer coefficients of interior 
and exterior surfaces of the building envelope employs the approach proposed by Sun 
(2014). This approach is based on the DOE-2 convective heat transfer model, and 
quantifies the uncertainty associated with model coefficients concerning natural and forced 
convection, i.e. stack and wind effects. Bivariate joint distributions are derived using meta-
Model parameter Standard deviation Unit 
Opaque material 
Conductivity 5% W/m/K 
Density 1% kg/m
3 
Specific heat 12.25% J/kg/K 
Thermal absorptance 2% - 
Solar absorptance 7% - 
Visible absorptance 7% - 
Air gap 
Thermal resistance 5% m2/K/W 
Glazing 
Solar transmittance 1% - 
Front side solar reflectance 1% - 
Back side solar reflectance 1% - 
Visible transmittance 1% - 
Front side visible reflectance 1% - 
Back side visible reflectance 1% - 
Infrared transmittance 1% - 
Front side infrared emissivity 1% - 
Back side infrared emissivity 1% - 
Conductivity 5% W/m/K 
Dirt correction factor 10% - 
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analysis for vertical wall, floor, and ceiling surfaces individually. These uncertainties are 
added by perturbing inputs of EnergyPlus objects Curve:Linear/Exponent and applying 
these curves to the corresponding convective heat transfer coefficients through objects 
SurfaceConvectionAlgorithm:Inside/Outside:UserCurve. Variability of those coefficients 
among individual interior wall surfaces is neglected for simplicity, so they share the same 
convective heat transfer model coefficients in the same simulation instance. More details 
about the uncertainty quantification method can be found in the work of Sun (2014). 
3.4.3 Sensor error 
Table 3.2 summarizes the sensor errors based on manufacture specifications, which 
apply to all the sensors without calibration. In case calibration of sensors is to be performed 
before the experiment, the reference sensor reading is assumed to have no bias and rated 
error bounds, whereas the to-be-calibrated sensor reading has an individual constant bias 
and a random error. Let  𝑣𝑡 denotes the true physical value to be measured at time step 
𝑡, 𝑡 = 1,2, … 𝑘; 𝛿𝑐𝑖 denotes the bias of the 𝑖𝑡ℎ to-be-calibrated sensor, 𝑖 = 1,2, … 𝑛; 𝑟  and 
𝑐𝑖 denote the random error of reference and to-be-calibrated sensor reading respectively, 
then for the reference sensor, 
 𝑣𝑟
𝑡′ = 𝑣𝑡 + 𝑟 , 𝑟~𝒩(0, 𝜎𝑀
2 ) (8) 
In which 𝜎𝑀
2  can be estimated from manufacturer specifications, as shown in Table 3.2, by 





𝑡′ = 𝑣𝑡 + 𝑐𝑖 , 𝑐𝑖~𝒩( 𝛿𝑐𝑖 , 𝜎𝑐𝑖
2 ) (9) 
Therefore, their difference at each time step has: 
 𝛥𝑡 = 𝑣
𝑐𝑖
𝑡′ − 𝑣𝑟
𝑡′ = 𝑐𝑖 − 𝑟~𝒩(𝛿𝑐𝑖 , 𝜎𝑐𝑖
2 + 𝜎𝑀
2 ) (10) 
which gives the estimates of 𝛿𝑐𝑖 and 𝜎𝑐𝑖












2  (11) 
Table 3.2 Sensor error 
Sensor type Manufacturer error Unit 
Test cell conditions 
Surface temperature ±0.05 °C 
Air temperature ±0.05 °C 
Water temperature ±0.03 °C 
Water flow rate ±0.41% m3/s 
Meteorological conditions 
Dry bulb temperature ±0.05 °C 
Dew point temperature ±0.2 °C 
Global irradiance ±5% W/m2 
Diffuse irradiance ±5% W/m2 
Wind speed ±0.1 m/s 
Wind direction ±1 ° 
3.4.4 Meteorological conditions 
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The sensor error is considered as the only source of uncertainty in meteorological 
conditions because of the use of on-site weather station and local measurements. 
Uncertainty of ground reflectance, on the other hand, is assumed from 0.1 to 0.4 based on 
experience at this stage. Table 3.2 also summarizes the associated uncertainties. This case 
study uses TMY weather file from the nearby Oakland International Airport as the 
synthetic measurements, and draws sample from sensor error bounds to generate weather 
file instances. 
3.4.5 Temperature as boundary conditions 
Surfaces with adjacent boundary conditions in the experiment use synthetic 
temperature measurements as a time-varying boundary condition. It is believed that the 
uncertainty of an individual sensor comes only from time-independent sensor errors. First, 





𝑡′ = 𝑇𝑡 + 𝛿𝑐𝑖 + 𝑐𝑖~𝒩(𝑇
𝑡 + 𝛿𝑐𝑖 , 𝜎𝑐𝑖
2 + 𝜎𝑀
2 ) (12) 
where 𝑇𝑡is the true temperature. Acknowledging the non-uniform temperature distribution 



















where 𝐴𝑖 is the representative area of each sensor reading, and unknown parameters are to 
be replaced by estimates from manufacture specifications and sensor calibration. 
Uncertainty associated with cell temperature measurements can be estimated in the same 
way as in Equation 13, except using volume-weighted mean instead. Similarly, in the case 
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of comparing predictions and observations aggregated on the time resolution, for example 














Equation 13 and 14 clearly show that aggregation over space and time constraints 
the uncertainty/variance. Surface boundary conditions are determined by averaging over 9 
synthetic temperature sensor readings with equal representative area on each surface; the 
random error variance is therefore one third of a single sensor. The cell air temperature has 
27 sensors per the experiment plan, and the uncertainty of the mean is computed 
accordingly. A Monte Carlo sample of four hundred random sequences of each surface and 
the cell mean temperature is drawn by independent sampling at each time step using Latin 
Hypercube design (LHD), and is then imported into the model by object Schedule:File and 
SurfaceProperty:OtherSideCoefficients. In uncertainty propagation, a random sample is 
drawn from a (0,1) uniform distribution to determine the sequence to be used as the 
temperature boundary condition in each simulation instance.  
3.4.6 Room air stratification 
Based on the generic uncertainty quantification repository, a ±1°C uncertainty is 
added to the offsets of thermostat, return and exhaust air temperatures, whereas the constant 
room vertical temperature gradient is assumed to range from 0.5 to 1.875 °C/m. 
3.4.7 Output measurements 
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Uncertainty quantification of cell mean air temperature measurements in free-
floating tests follows the same way as above. Uncertainty in heating and cooling power 
measurement comes from sensor errors of air and water temperature and flow rate. Table 
3.3 summarizes their respective computed error bounds. 
Table 3.3 Uncertainty of system outputs 
Measured outcome Error Unit 
Room temperature ±0.001 °C 
Heating/cooling power ±0.5% W 
3.4.8 Baseline model analysis result 
The baseline uncertainty propagation uses a LHD sample of 2000 points on 148 
parameters, including real uncertainty parameters and those samplers that are used to select 
sample sequences. Results of I600-H/C-ST tests against synthetic output measurements are 
shown in Figure 3.2 as an example, and the full results are shown in Figure A.1 in 
APPENDIX A. The results show overall good agreement of the mean prediction (black 
line) with the observation (blue line), but have considerably wide uncertainties (grey band), 
suggesting a potential large error an external model would possess even with reasonable 
estimates of parameter values according to the available information and data. This in turn 
reflects the invalidity of the baseline internal model as well as the inadequacy of the current 
information set in validating external models. A further calibration of the internal model 
with more detailed measurement becomes necessary.  
It is worth noting that the large deviation occurring in the second and third day of 
the two heating tests is probably because of the sensitivity of heating power to setpoint 
 48 
settings in a mild west coast climate. In this case, all the second-order, difficult-to-model 
effects become relatively more important, and their uncertainties lead to the large 
uncertainty bands.  
 
Figure 3.2 Example result of baseline model with 95% confidence interval 
The accompanying sensitivity analysis uses the Morris method (Morris, 1991) to 
identify important parameters responsible for the output variations. Menberg et al. (2016) 
provided a detailed explanation of the procedure and underlying logic. This case study 
constructed a 10-level design of 148 parameters with a sample size of 1490. The difference 
between predictions and observations averaged over the three-day period of each test is 
used as the response under analysis. The absolute mean 𝜇∗, i.e. the expected change in 
response due to variation in each parameter, is used to rank parameters. The standard 
deviation of those changes of an individual parameter 𝜎 reflects the magnitude of its non-
linear effects and interactions with other parameters. Figure 3.3 plots the 𝜇∗ − 𝜎 plots of 
each output, in which parameters appearing on the right have large main effects on the 
output and those appearing on the top have large non-linear effects and interactions. The 
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results clearly show that coefficients of stack effect in envelope convection, room air 
temperature gradient, return air offset, ground reflectance, and glazing solar transmittance 
contribute the most to output variations. The detailed result in terms of the top 20 
parameters as well as the complete figure can be found in Table A.1-Table A.6 and Figure 
A.2 in APPENDIX A. 
      
Figure 3.3 Example result of sensitivity analysis of baseline internal model 
3.5 Uncertainty propagation using detailed measurements 
This section uses as examples interior surface convection, room air temperature 
gradient, glazing transmittance, and ground reflectance to demonstrate the process of 
model calibration via uncertainty propagation using detailed measurements. The impact of 
this process on the refined internal model prediction is evaluated. Return air offset can be 
estimated in a similar way by measuring the return air temperature and calculating its 
difference with mean room air temperature at each time step. 
3.5.1 Stack effect coefficients for envelope convection 
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A heat balance equation on an interior envelope surface can be expressed as: 
 𝑅𝑖𝑟 + 𝑅𝑠𝑤 + 𝑄𝑐𝑜𝑛𝑑 + 𝑄𝑐𝑜𝑛𝑣 = 0 (15) 
where 𝑅𝑖𝑟 is infrared radiation heat gain, 𝑅𝑠𝑤 is shortwave (including solar) radiation heat 
gain, 𝑄𝑐𝑜𝑛𝑑 and 𝑄𝑐𝑜𝑛𝑣 are surface conduction and convection heat gains. For 𝑄𝑐𝑜𝑛𝑣:  
 𝑄𝑐𝑜𝑛𝑣 = ℎ𝑐𝐴(𝑇𝑎𝑖𝑟 − 𝑇𝑠𝑢𝑟𝑓) (16) 
 ℎ𝑐 = 𝛼|𝑇𝑎𝑖𝑟 − 𝑇𝑠𝑢𝑟𝑓|
𝑛
, 𝑙𝑜𝑔(ℎ𝑐) = 𝑙𝑜𝑔𝛼 + 𝑛𝑙𝑜𝑔|𝑇𝑎𝑖𝑟 − 𝑇𝑠𝑢𝑟𝑓| (17) 
Therefore, by measuring incident infrared and shortwave radiation, material absorptance, 
surface conduction heat flux, and surface and adjacent air temperature, the convective heat 
transfer coefficient at each  time step can be calculated, and a simple linear regression to 
temperature difference can be performed to estimate the two coefficients. Table 3.4 shows 
the estimates and standard deviation for wall, ceiling, and floor, along with their respective 
R2 of the linear regression. In the following simulation, the regression coefficients and 




Table 3.4 Coefficient estimates from simple linear regression 
Envelop Coefficient Estimate Std. Error R2 
Wall 
𝑙𝑜𝑔𝛼 0.2245 0.0122 
0.5043 
𝑛 0.3182 0.0108 
Ceiling 
𝑙𝑜𝑔𝛼 -0.1853 0.0111 
0.4363 
𝑛 0.3295 0.0127 
Floor 
𝑙𝑜𝑔𝛼 0.3532 0.0093 
0.3376 
𝑛 0.2556 0.0122 
3.5.2 Room air temperature gradient 
Air temperature measurements close to ceiling and floor are used to estimate the 
presumed constant room air temperature gradient, assuming estimates from measurements 
on each hour, as shown in Equation 18, are independently and identical sample points from 
the same underlying distribution plus the aggregated sensor error due to subtraction of two 












 are corresponding 
temperature readings subject to sensor error, and ℎ  is the room height. Result using 
synthetic measurements is shown in Figure 3.4, indicating the uncertainty is apparently 
constrained from 𝒰(0.5,1.875) and covering the true value 0.7023. The estimates are used 
as an empirical sample from which points will be drawn and used in the refined simulations. 
3.5.3 Glazing solar transmittance 
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Similarly, estimates of the single glazing solar transmittance comes from the 
division of window transmitted and incident solar insolation from pyranometer readings 
plus sensor errors. However, results in Figure 3.4 show a skewed and indeed biased 
distribution from the true value 0.7812, probably because of the effects of window frames 
and dividers. This suggests that further measures are needed to improve the uncertainty 
quantification method. 
3.5.4 Ground reflectance 
Ground reflectance in summer and winter are estimated by measuring the ground 
global horizontal radiation from the on-site weather station, and ground reflected 
component on the south-facing vertical incident insolation. The estimates pooled from 
hourly readings as shown also in Figure 3.4 well cover the true value 0.2371 and 0.3370 
respectively, and will be fed directly into the refined model. 
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Figure 3.4 Distribution of refined parameter estimates 
3.5.5 Refined model analysis result 
The same LHD sample is applied to the calibrated internal model with refined 
quantification of uncertainty in the above parameters except glazing solar transmittance. 
Example results of the refined probabilistic prediction in Figure 3.5 (pink) show apparent 
improvement on constraining the output uncertainties, proving the effectiveness of model 
calibration via uncertainty propagation using detailed measurements. However, apparent 
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deviations from the measurement persist because of the free-floating phenomenon during 
AHU heating test and the sensitivity of heating power to setpoint noise, which cannot be 
eliminated even using the “true” model with the measured cell air temperature as setpoint 
in a test run. This indicates that a better designed indoor condition might be needed for the 
experiment to be performed, or the period when air-conditioning is off is excluded in the 
assessment. The full results are shown in Figure A.3 in APPENDIX A. The analysis result 
tentatively accepts the first research hypothesis: the proposed calibration method, 
particularly uncertainty propagation using detailed measurements, makes improved use of 
information and data in constraining uncertainty and improving prediction. Quantitative 
interpretation of the result using the CRPS and associated validation criteria will be 
discussed in the following section. 
 
Figure 3.5 Example result of refined model with 95% confidence interval 
3.6 Empirical validation criteria 
3.6.1 Internal model prediction accuracy under accuracy metrics 
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The Results of quantitative assessment, using both the CV-RMSE and the nMCRPS 
on heating/cooling power and their un-normalized counterparts on cell mean air 
temperature, are shown in Figure 3.6. Since the CV-RMSE only uses the mean prediction, 
which is barely changed in the refined internal model, this metric does not adequately 
reflect those refinements. In contrast, results using the nMCRPS show apparent 
improvement except in two heating tests, where the heating power’s sensitivity to setpoint 
perturbations causes lingering deviations from the actual zero heating power. 
 
Figure 3.6 Internal model accuracy under different metrics 
3.6.2 Validation criteria and validation risk assessment 
The probabilistic prediction of the internal model is believed to agree well with 
observations, after accounting for various parameter and model form errors and 
propagating associated uncertainties using the available information and data. In this sense, 
one would expect the discrepancy of an external model prediction to fall within the range 
of the internal model’s if this external model possesses reasonable parameter and model 
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form errors, and conversely an external prediction with error exceeding this range is 
probably subject to inappropriate model assumptions, modelling mistakes, computation 
errors, etc. Therefore, a distribution of metric values regarding each instance as a single 
prediction is generated, and for example using its 90% quantile as the validation criteria 
threshold reflects the belief that a truly valid model only has a 10% chance of being 
rejected. This indicates a 10% risk of the type I error, or the false positive rate in statistical 
hypothesis testing. 
As the nMCRPS reduces to the normalized mean absolute error (nMAE) for point 
(deterministic) prediction, the 90% quantile of the nMAE in each test is shown in Table 
3.5, which also reflects the improvement due to uncertainty propagation. The baseline and 
refined distribution of the nMAE of the internal model in all the six tests can be found in 
Figure A.4 and Figure A.5 in APPENDIX A. While the risk of type I error is directly 
controlled by the quantile probability, the risk of the type II error/false negative rate, i.e. 
the error of accepting an invalid prediction, depends also on a distribution of errors of 
invalid predictions. At this stage, if treating the baseline distribution as the set of invalid 
predictions to be rejected, a hypothetical speculation on the risk of the type II error shows 
a decrease from 90% to for example 20.85% in I600-C-ST test. Table 3.5 also summarizes 
the reduced risks in all the six tests. These results also show that the nMCRPS is a more 
informative accuracy metric than the CV-RMSE for probabilistic predictions in terms of 
the associated risks. The reduced risks in turn quantifies the informativeness of the detailed 
measurements regarding the constraining of important parameter uncertainties, and can be 
used directly in a risk-conscious design of empirical validation experiments for choosing 
among alternative plans. Therefore, the results of this case study tentatively accepts the 
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second research hypothesis, proving the framework’s effectiveness in representing model 
validity and data informativeness under uncertainty. 
Table 3.5 Baseline and refined validation threshold and reduced risk 
Test Baseline 90% quantile Refined 90% quantile Reduced risk 
I600-H-ST 0.54 0.33 36.65% 
I600-H-CT 0.37 0.19 52.80% 
I600-H-FF 2.05 0.58 46.15% 
I600-C-ST 0.70 0.18 69.15% 
I600-C-CT 0.49 0.15 65.25% 
I600-C-FF 2.68 0.91 48.85% 
It is worth noting that these type II error risks are calculated based on a hypothetical 
representation of potential invalid predictions. A more accurate representation would 
involve extensive investigations on a variety of model form errors, and potentially 
systematic quantification of modeler’s bias via human-subject studies. Nevertheless, these 
studies are beyond the scope of this dissertation because of the constraints in time and 
resource, and are expected to be addressed in future work.  
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CHAPTER 4.  
HYDRONIC HEATING SYSTEM INTERVENTION ANALYSIS 
In contrast to uncertainty propagation, inverse modelling using Bayesian inference 
quantifies uncertainty of model inputs via maximizing those inputs’ posterior probability 
that consists of prior knowledge and observation likelihood conditioned on those inputs. 
This approach makes direct use of often readily available system output observations and 
explicit formulation of human knowledge, so typically requires much less time and effort 
than forward uncertainty quantification. Nevertheless, the coverage, representativeness, 
and quality of observations become vital for a successful and valid calibration of a BPS 
model especially of a complex system, and this requires extensive studies on a variety of 
building performance management practices. In the second case study, this dissertation 
chooses a hypothetical intervention analysis of an existing building with hydronic heating 
on Cambridge, UK campus as an example of inverse calibration under real-world 
uncontrolled usage conditions. In addition to the effectiveness of Bayesian inference, this 
case study will assess the informativeness of monitoring data varying in temporal and 
categorical scales to test the framework and provide practical insights. 
4.1 Building description 
The 4-floor case study building is located on University of Cambridge campus in 
UK. The majority of the building, consisting of cellular and open offices, meeting and 
seminar rooms, and stairs and corridors, is mainly conditioned by a radiator-based varying-
temperature (VT) hydronic heating system. In addition, a constant-temperature (CT) 
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underfloor heating system is used for the lobby, and two air handling units (AHUs) provide 
both heating and cooling to address the extra internal load and ventilation demand in a few 
meeting and seminar rooms, and to satisfy strict thermal condition requirements of the 
building’s paper and film archives. The heating source consists of two cycling gas boilers, 
and the cooling comes from an air-cooled chiller. A supplementary ground source heat 
pump (GSHP) serves to pre-heat or -cool the return water. 
This case study focuses on modelling and calibrating the south part of the first floor 
of the building for demonstration purpose, which has its own lighting and plug load 
consumption metered at 15-min intervals. This part of the building consists of 22 rooms, 
mostly cellular offices, that represents the typical composition of the building, and is 
conditioned by two local heating loops that have their total consumption metered 
incrementally also at 15-min intervals (Figure A.6 in APPENDIX A). The meeting room 
has a sensor monitoring room air temperature at the same time resolution. 
 
Figure 4.1 Case study building overview 
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4.2 Model development 
4.2.1 Background 
The conventional way to model energy supply systems uses an aggregated and 
constant system efficiency value for the entire system. This approach ignores individual 
system’s dynamic interactions with the building fabric under changes in weather conditions 
and occupant behavior, which prevents identifying possible causes of system 
underperformance, and impairs prediction of future interventions with confidence. 
Unlike air systems, hydronic heating using radiators as heat emitters has a set of 
distinctive characteristics. First, each individual radiator is controlled by a thermostatic 
radiator valve (TRV), which relates hot water flow rate to room temperature and user 
setpoint via a preset characteristic curve. Therefore, different from an explicit temperature 
maintainer in air systems, the actual balance temperature of a radiator-heated room depends 
not only on user settings and system capability, but also on other room conditions and 
thermal processes. Hence, a high-fidelity model should fully couple room and radiator in 
modelling the related heat transfer phenomena. Second, since each radiator can be 
individually controlled, the common way to model buildings with central air systems would 
be inappropriate, as aggregating similar individual rooms into large thermal zones may 
lead to errors when a large usage variability is present. Therefore, instead of using existing 
models in current simulation tools, this case study develops a novel numerical model based 
on fundamental principles of heat transfer and building physics, and explores the effective 
model form in supporting the hypothetical intervention analysis.  
4.2.2 Modelling methodology 
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This dissertation proposes a high fidelity three-level modelling method that enables 
modelling all the thermal processes occurring in individual rooms while efficiently 
modelling the whole building to estimate heating system performance. Figure 4.2 shows a 
schematic overview of this method. 
First, in each individual room, the room and the radiator are coupled in a full state-
space model that captures all the heat transfer phenomena in the room, including 
convective and radiant heat transfer with the radiator. The radiator, along with the hot water 
flowing through it, is discretized into a set of elements to represent the temperature 
decrease along the flow. Following the same approach to representing the TRV 
characteristic curve as from Xu et al. (2008), the hot water flow rate is modelled as a 
bounded second-order polynomial function of the difference between room air temperature 
and the setpoint. 
Then, in scaling up to the whole building, while a model with highest fidelity would 
model each individual room explicitly, this method proposes a simplified prototype-room 
method that assembles the prototype-building approach in building stock modelling (Deru 
et al., 2011). For a group of rooms sharing similar typological features and usage patterns, 
instead of aggregating them into a single large thermal zone in common practices, this 
method only models a single room explicitly to represent the whole group. A symmetric 
heat transfer transformation is applied to the full state-space model regarding inter-room 
heat transfer through partition walls. This transformation assumes the modelled room is 
located in an infinite array of exactly the same room adjacent to each other horizontally 
and/or vertically (“Whole building” in Figure 4.2), so for example the floor surface of the 
modelled room always possesses the same status as the floor surface of the room above, 
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and equivalently becomes the boundary condition of the ceiling of the modelled room. 
Therefore, by connecting the floor and ceiling nodes of this single room in the state-space 
model, the correct heat balance of the room is maintained without modelling the other 
rooms, and multipliers can be used to obtain the total system output of the whole array. 
This transformation can be easily combined with explicit modelling of inter-room heat 
transfer through partition walls in modelling the entire building with a few partitions being 
assumed adiabatic, so the entire building becomes a combination of all these groups of 
rooms, each represented by a single prototype room. This method maintains not only the 
granularity in depicting heat transfer and heat balance in individual rooms, but also a 
correct representation of the whole building’s thermal behavior in interacting with the 
heating supply system. 
Finally, because of the relatively small time constant of the supply system, this 
approach specifies the boundary conditions of the state-space model based on actual 
operation schedules and weather and usage conditions, and adopts steady-state equations 
from BS EN 15316-2-3:2007 standard to characterize thermal loss and auxiliary energy. 
The inlet water temperature and flow rate of each individual radiator are determined by the 
central supply water control logic and the thermal loss along the pipes, whereas the outlet 
water temperature and flow rate are determined by room heat transfer process, solved by 
forward Euler method of finite difference discretization, and used as the inputs of the 
supply system model. 
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Figure 4.2 Schematic overview of the three-level modelling method 
4.2.3 Model effectiveness 
To determine if the proposed modelling method, especially regarding the 
prototype-room approach, satisfies the need of the hypothetical intervention analysis, an 
assessment on the impact of the set of modelling simplifications is performed under a 
variety of building, weather, and usage uncertainties. The models under assessment are as 
follows: 
1) Baseline: a highest-fidelity full state-space model that models every room of 
the building individually, and considers usage variabilities, including 
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occupancy, lighting and plug load use, window opening, thermostat setting, of 
individual rooms of the same room type, e.g. cellular offices, meeting rooms, 
etc. 
2) Model 0 (M0): a full state-space model that models every room of the building 
individually, and considers usage variabilities only between rooms of different 
room types. 
3) Model 1 (M1): a full state-space model that models every room of the building 
individually albeit using prototype-room approach, i.e. rooms of the same 
prototype are modelled the same but simulated separately plus appropriate heat 
transfer transformations. 
4) Model 2 (M2): a full state-space model that applies the complete prototype-
room approach, i.e. only one single room is modelled and simulated to represent 
each group. 
A variety of uncertainties associated with the modelling and simulation becomes 
external uncertainties, equivalently scenario uncertainties when different model forms are 
compared. The basis of parameter uncertainty associated with the building fabric comes 
primarily from the literature (Macdonald, 2002; Sun, 2014; Heo et al., 2015; Wang, 2016). 
Parameters including peak load density, base load density, and length of peak load period 
are used to parameterize occupancy profiles, and the uncertainties of these parameters are 
quantified based on standards and experiences. Uncertainties in lighting and plug load 
adopts the modelling approach proposed by Ward et al. (2017), which builds upon 
functional principal component analysis (FPCA) of internal load usage in another campus 
building with similar functions. The usage differs by room functions and 
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weekday/weekend. Modelling of window opening behavior adopts the model used by Rijal 
et al. (2007), which regresses the probability of window opening to indoor and outdoor 
conditions. Nevertheless, it is assumed that the window will only be opened if this 
probability exceeds 50% to ensure consistency in comparing the different models. The 
shading screens are assumed to be closed once the incident solar radiation exceeds an 
unknown threshold that is uniform across all the windows. Because of lack of literature, 
uncertainty of the hydronic heating system is quantified based primarily on building 
specifications and experience judgement. Uncertainties in weather conditions are 
represented by variabilities in individual days/hours. Uncertainty in effective leakage area 
per exterior envelope area adopts the 𝑙𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(1.28, 0.882) distribution from the work 
of Wang (2016), whereas the rest uses beta distributions instead of the more commonly 
used triangle distributions because of its smooth and continuous probability density 
functions. The beta distribution is also preferred than a truncated normal distribution 
because of the former’s flatter and skewed probability density function. A complete 
summary of parameter uncertainties is shown in Table A.7 in APPENDIX A. In addition, 
a perturbation following a normal distribution with a standard deviation of 5% is added to 
occupancy, internal load, and window opening area of each room to represent individual 
variabilities in the baseline model. A normal distribution with a standard deviation of 0.5°C 
is applied to their TRV settings for the same purpose. 
A LHD sample of 65 parameters with a sample size of 2520 is constructed, each 
assigned a single day of the actual weather conditions, weekday/weekend status, heating 
on/off schedules, and VT loop hot water supply temperature from a 5-week period from 
02/20/2017-03/26/2017. Each simulation also includes the previous day as warm-up to 
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reduce the impact of initialization. The system outputs of interest includes daily/hourly 
total heating energy consumption in kWh, comprised of both room heating consumptions 
and the local loop thermal loss, and meeting room daily/hourly mean air temperature. 
Figure 4.3 shows the deviation from each model to the highest-fidelity baseline model, 
where heating consumptions are also normalized by the respective baseline mean 
consumptions. The results suggest that the effect of prototype-room modelling approach 
on total heating consumption is negligible compared to the ignorance of individual room 
variabilities, and the error magnitude of the latter is in general less than 5% but could be 
as much as 30% in daily output and 100% in hourly output. In contrast, the prototype-room 
approach tends to underestimate both daily and hourly mean room air temperature, 
although the error magnitude remains relatively small. Ignorance of individual room 
variabilities still accounts for most of the errors, with overall 0.1°C off the baseline but 
could be as much as 0.3°C in daily mean room air temperature and 0.8°C in hourly output. 
An explorative multiple linear regression between the M2 daily error and the 
uncertain parameters reveals that parameters including radiator characteristics, glazing 
equivalent U-value, effective leakage area, shading control threshold, and cellular room 
thermal mass and setpoint appear to be significant at 5% level, indicating their strong linear 
correlation with the errors. However, they only explain 4.42% of the variations of total 
heating consumption errors and 19.63% of variations of average temperature errors, 
suggesting a negligible effect. Therefore, it is concluded that the proposed prototype-room 
modelling approach is effective in terms of representing the thermal process in the building 
under study. The M2 model will be used in the following calibration process as the physical 
model, and it is expected that the model form error due to the prototype-room approach, 
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mostly uncorrelated with uncertain model parameters, will be accounted by the statistical 
model bias and random error terms in the Bayesian calibration framework. 
 
  
Figure 4.3 Error of system outputs of three simplified models 
4.3 Model calibration 
4.3.1 The Bayesian calibration framework 
This dissertation adopts the classic Bayesian calibration framework of computer 
models from Kennedy and O’Hagan (2001) as shown in Equation 19: 
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 𝑦 = 𝜂(𝑥, 𝑡) + 𝛿(𝑥) + 𝜖 (19) 
where 𝑦 is the field observations, usually standardized with zero mean and unit standard 
deviation to ensure that all the types of observations are of the same magnitude and 
considered equally important. 𝜂(𝑥, 𝑡) is the outputs of the physical model, represented as 
a function of variable inputs 𝑥, usually known and varying during the observation of system 
outputs, and calibration parameters  𝑡 , unknown but fixed building features. This 
framework also considers model form error by including the term 𝛿(𝑥), assumed to only 
depend on variable inputs, and random observation error 𝜖, usually assumed to follow a 
Gaussian distribution with an unknown variance, i.e. 𝜖~𝒩(0, 𝜎𝜖
2).  
This classic framework formulates 𝜂(𝑥, 𝑡) and 𝛿(𝑥) as two kriging models with 
Gaussian kernel, equivalently two Gaussian process models. This case study retains these 
formulations and takes the modular-maximum likelihood estimate (modular-MLE) 
approach proposed by Bayarri et al. (2007) as a more efficient alternative to a full Bayesian 
analysis where possible. Regarding 𝜂(𝑥, 𝑡), while Li et al. (2015) proposed to use the exact 
physical model or a polynomial regression emulator, in this case study the former is 
prohibitively expensive in computation and the latter did not render a good approximation 
of the complex physical model in early explorations. As for 𝛿(𝑥), Tuo and Wu (2016) 
pointed out that this formulation is inconsistent in estimating calibration parameters 
because of its dependence on specific covariance functions, and therefore would impair the 
calibration credibility. The authors instead proposed the definition of least L2 distance 
calibration, which defines the true value of calibration parameters to be those minimizing 
the L2 norm of the observed discrepancy. This definition provides a well-defined 
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calibration problem on a theoretical basis, resolves the identifiability of calibration 
parameters and model form error, and increases the estimation efficiency. A Bayesian 
version of this framework can be found in Plumlee (2016). However, its implementation 
involves evaluating the gradient of the log-likelihood function to the calibration 
parameters, which adds to the already expensive HMC computation. In addition, the 
calibration problem in BPS applications is arguably well defined by the underlying 
physical phenomena. As model form error is not necessarily unbiased, the true model 
parameter values, which correspond to certain physical properties, may not coincide with 
those that minimize the L2 norm of the discrepancy. More importantly, a pragmatic view 
of statistical model calibration from the perspective of engineering practices regards the 
calibrated physical model as the intended deliverable, and treats the explicit formulation of 
model bias in the meta-model as more of a way to decompose sources of error and prevent 
over-fitting. Without precisely knowing the form and magnitude of model form error a 
priori, the classic Bayesian calibration framework appears to be more favorable because of 
its model agnostic assumption and special flexibility in capturing non-linear patterns. 
Nevertheless, as Higdon et al. (2004) suggests, a modeler should be cautious about the 
calibration result, and revisit the physical model if a large model form error is present. Only 
this can ensure that the physical model is reliable for later applications where considerable 
extrapolations may occur. The framework of Tuo and Wu (2016) is suggested for future 
work for its more elegant definition, better estimation performance, and potentially more 
effective calibration of physical models. 
4.3.2 Calibration scenarios 
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To assess the informativeness of different monitoring data and in turn test the 
proposed framework, this case study performs Bayesian calibration of the physical in six 
scenarios where the available observations vary in categorical and temporal scales. A 
summary of the six scenarios is shown in Table 4.1. 
Table 4.1 Summary of calibration sceanrios 
Scenario Available data categories Resolution 
D-BI Heating, electricity, meeting room air temperature Daily 
D-UI Heating and electricity Daily 
D-EI Heating only Daily 
H-BI Heating, electricity, meeting room air temperature Hourly 
H-UI Heating and electricity Hourly 
H-EI Heating only Hourly 
4.3.3 Parameter screening 
To maintain the inverse modelling problem tractable, only a few important model 
parameters are typically calibrated. Parameter screening using the Morris method is 
therefore performed to select those parameters to be included in the Gaussian process 
emulator and calibrated using Bayesian inference. A 30-level design of 65 parameters with 
a sample size of 1980 is applied to the physical model, with the absolute errors toward field 
observations for the daily and hourly heating consumption and meeting room mean air 
temperature as the system outputs under analysis. The 65 parameters include a day sampler 
linking to actual weather conditions and heating system operations to be used for the single 
day simulation, and an hour sampler specifying the output of which hour of that day is used 
as the output of analysis. Figure 4.4 shows that overall the daily and hourly outputs share 
similar important parameters, including radiator characteristics, infiltration, glazing solar 
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heat gain, room occupancy and usage, and day and hour samplers. The detailed result in 
terms of the top 20 parameters as well as a larger figure can be found in Table A.8-Table 
A.11 and Figure A.7 in APPENDIX A. 
 
Figure 4.4 Result of parameter screening 
Table 4.2 summarizes the model inputs to be included in the emulator in each 
calibration scenario. Calibration parameters are chosen based on the above parameter 
screening results. Variable inputs, including weather and usage conditions and heating 
system operations, are confounded by the real conditions used in the simulation. Therefore, 
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these inputs cannot be analyzed separately in the parameter screening, and their selection 
are solely based on previous experience. Since the modelling of internal load uses samples 
of random sequences from Ward (2017) instead of a parametric model, the daily/hourly 
total electricity consumption is used as a feature in the analysis, and will serve as either a 
variable input or a calibration parameter in the following Bayesian calibration depending 
on the availability of electricity monitoring. In the meantime, the output type indicator is 
used as a dummy variable such that standardized heating consumption and room 
temperature outputs can be pooled together to train a single model. This avoids the 
difficulty in combining the parameter estimation results of two separate calibrations. A 
similar approach has been used in a polynomial regression model in the work of Li et al. 
(2016), which also includes a more detailed explanation about this technique.  
Figure 4.5 provides an overview of all the three types of filed observations. It is 
noticed that the peak consumption appears one or two hours after the heating is turned on, 
so the heating on/off status on the hour before previous hour is chosen as an indicator of 
this peak load for hourly outputs. Figure 4.5 also shows that the quality of hourly heating 
consumption data appears to be very poor, probably because of irregular heating 
operations. At the same time, since heating consumption is accumulated per 15-min and 
restored to 0 every midnight, and unfortunately the heating meter reading only increases 
by a fixed interval rather than continuously, the hourly heating consumption, calculated 
from subtracting the previous reading from the current and then taking the sum of four 15-
min consumptions, may not reflect the actual heating consumption even at hourly 
resolution. Daily consumption is less susceptible to this reading issue as it is the summation 
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of 72 15-min consumptions. This reflects a potential monitoring robustness issue in real-
world building performance management practices. 
 
Figure 4.5 Visualization of field observations 
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Table 4.2 Model inputs in the emualtor in each calibration scenarios 
Scenario Calibration parameters Variable inputs 
D-BI 1,2,3,4,5,6,7,8,9,10,11 1,2,3,4,5,7,9,10 
D-UI 1,2,3,4,5,6,7 1,2,3,4,5,7,9 
D-EI 1,2,3,4,5,6,7,12 1,2,3,4,5,7 
H-BI 1,2,3,4,5,6,7,8,9,10,11 1,2,3,4,6,7,8,9,10 
H-UI 1,2,3,4,5,6,7 1,2,3,4,6,7,8,9 
H-EI 1,2,3,4,5,6,7,12 1,2,3,4,6,7,8 
Index Input name 
Calibration parameter 
1 Radiator area multiplier 
2 TRV linear coefficient 
3 Radiator rated flow rate multiplier 
4 Exterior glazing equivalent U-value 
5 Effective leakage area 
6 Shading control threshold 
7 TRV setpoint: Cellular office 
8 Occupancy peak load density: Meeting room 
9 Occupancy base load density: Meeting room 
10 Occupancy peak load hours: Meeting room 
11 TRV setpoint: Meeting room 
12 Daily/hourly electricity consumption 
Variable inputs 
1 Daily/hourly average dry bulb temperature 
2 Daily/hourly average global horizontal radiation 
3 Daily/hourly average wind speed 
4 Daily/hourly average hot water supply temperature 
5 Daily total heating-on hours 
6 Heating on/off in the hour before previous hour 
7 Weekday/weekend 
8 Hour of the day 
9 Daily/hourly electricity consumption 
10 Output type indicator (heating/temperature) 
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4.3.4 Physical model emulation 
The classic Bayesian calibration framework regards the observed physical model 
outputs 𝑦𝑐  as the true model outputs 𝜂(𝑥, 𝑡)  plus computation error 𝜖𝑒𝑛 , i.e. 𝑦𝑐 =
 𝜂(𝑥, 𝑡) + 𝜖𝑒𝑛. A Gaussian process emulator of 𝜂(𝑥, 𝑡) = 𝜂(𝑑) = 𝐺𝑃 (𝜇𝜂 , 𝐶(∙,∙)), where 
𝑑 = {𝑥, 𝑡},  assumes that the true model outputs form a joint multivariate Gaussian 
distribution determined by mean and covariance matrix in the form of functions of model 
inputs. Typically, the mean 𝜇𝜂 is assumed to be zero, and the element 𝑐𝑖𝑗 of the covariance 
matrix Σ𝜂 = 𝐶(∙,∙), which represent the covariance between 𝜂(𝑑𝑖) and 𝜂(𝑑𝑗), takes the 
squared exponential kernel function: 
 











𝑠 is the 𝑠𝑡ℎ dimension of model inputs, 𝛽𝜂
𝑠 is the corresponding weight factor, and 
𝜆𝜂  is the overall variance precision. 𝜙𝜂 = {𝛽𝜂 , 𝜆𝜂 , 𝜖𝑒𝑛}  is often denoted as hyper-
parameters to be distinguished from the physical model inputs 𝑑, and is estimated in the 
emulation. The above formulation serves as a measure of dissimilarity, so outputs are 
highly correlated when inputs are close enough under this measure. By specifying the 
structure of the covariance function, a Gaussian process model can flexibly represent the 
model behavior and obtain an exact fit on the given sample points. 
A smaller sample of 840 points is used in the simulation to reduce computation cost 
in emulation and calibration. Only one hourly output per sample point is chosen by the 
hour sampler in the hourly emulation for the same reason. Both model inputs and outputs 
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are standardized by their respective mean and standard deviation. Hourly heating outputs 
when heating is off are excluded, but the concurrent room temperature outputs remain. 
90% of the simulation outputs are used as the training dataset and the rest are held for 
testing. R package rstan is used for the emulation. Maximum likelihood estimation (MLE) 
is used to estimate hyper-parameters 𝜙𝜂 . However, when this approach is not feasible 
because of the complex shape of the solution space especially in hourly emulation, a full 
Bayesian analysis using HMC is used instead albeit its considerable computation cost. 
Testing results using the mean prediction of the Gaussian process emulator with fixed 
hyper-parameters are shown in Figure 4.6, indicating an overall good daily emulation but 
relatively poor hourly emulation. 
 
Figure 4.6 Result of emulator testing 
4.3.5 Calibration 
By formulating the model bias 𝛿(𝑥) to be another Gaussian process, and denoting 
by 𝑡 = 𝜃 the true value of calibration parameters under which field response 𝑦 is observed, 
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the calibration problem becomes estimating 𝜃 and hyper-parameters 𝜙𝛿 = {𝛽𝛿 , 𝜆𝛿 , 𝜖𝑒} of 
𝛿(𝑥). Following Bayes’ rule: 
 𝑝(𝜃, 𝜙𝛿|𝑦) ∝ 𝑝(𝑦|𝜃, 𝜙𝛿)𝑝(𝜃)𝑝(𝜙𝛿) (21) 
so the posterior distribution 𝑝(𝜃, 𝜙𝛿|𝑦) can be obtained from their prior distributions 𝑝(𝜃), 
𝑝(𝜙𝛿), and the likelihood of observations: 
 






[(𝑦 − 𝜇)𝑇Σ−1(𝑦 − 𝜇)]} (22) 
where Σ is the whole covariance matrix that combines Σ𝜂 and its counterpart in model bias 
term, Σ𝛿, as well as the observation error 𝜖𝑒. 𝜇 is the mean vector that is conditioned on the 
physical model outputs 𝑦𝑐 through the covariance determined by the squared exponential 
function of model inputs. Prior distributions of calibration parameters come from the 
associated uncertainties, which is the same as being used previously except that the 
effective leakage area uses 𝐵𝑒𝑡𝑎(2.658,10) projected to a range of (0,10) instead as this 
beta distribution keeps the same mode and is bounded to avoid a long tail that complicates 
the HMC process. Priors of 𝜙𝛿 are assigned based on Guillas et al. (2009) to assume a prior 
belief of an average 20% model bias and 5% observation error. Observations from the first 
four weeks, 02/20/17-03/19/17, are used in the calibration, and those from the last week is 
held as the test dataset.  
Assessment using the test dataset includes the predictions not only from the fitted 
Gaussian process model, but also from the actual physical model by feeding a 100-point 
subset of the posterior estimates of calibration parameters into the simulation. Since 
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Bayesian calibration only matches the electricity consumption at an aggregated level, and 
the related model inputs are indeed sample sequences of lighting and plug load usage, this 
simulation chooses a simulation instance from the original LHD sample whose electricity 
consumption matches each of the actual hourly observations, and uses the sample 
sequences of this instance with further adjustment as the “true” model inputs. This is 
uniformly applied to all the calibration scenarios, so assessment of the physical model in 
this sense becomes testing the estimates of calibration parameters. 
To assess the effectiveness of Bayesian calibration as compared to deterministic 
parameter estimation techniques, a calibration using Matlab non-linear optimization 
function fmincon is also performed for each calibration scenario. Only the lower and upper 
bounds of each calibration parameter are used to define the parameter space, and no model 
bias is considered. In contrast to Bayesian calibration, electricity consumption is used as 
model outputs to reflect the common practice. The daily mean profiles of electricity 
consumption is used as a basis, and adjustment factors are used as calibration parameters 
to shift these basis profiles to match actual consumptions. The objective function is a 
weighted sum of squared values of the NMBE and the CV-RMSE as being proposed by 
Reddy et al. (2007a). This objective function is minimized in the optimization process 
where fmincon searches the parameter space for the optimal values.  
Results in Figure 4.7 show that in general Bayesian calibration outperforms its 
deterministic counterpart in both the statistical and physical models, with an average value 
of the CV-RMSE of 20% in daily total heating consumption and the RMSE of 0.6°C in 
meeting room daily mean air temperature, and 50% and 0.8-1.2°C in hourly outputs. This 
proves its effectiveness in incorporating modeller’s experience and observations in the 
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parameter estimation. The results also suggest that calibration to hourly data is not 
satisfactory, probably because of relatively poor emulation of the physical model and noisy 
hourly observations as suggested in Figure 4.5. In summary, the superior performance of 
Bayesian calibration tentatively accepts the first research hypothesis: the proposed 
calibration method, particularly Bayesian calibration, makes improved use of information 
and data in constraining uncertainty and improving prediction.  
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Figure 4.7 Calibration result using Bayesian and deterministic methods 
4.4 Risk-conscious building intervention analysis 
4.4.1 Physical model accuracy under accuracy metrics 
A further assessment of the physical model before and after calibration is performed 
in this section for the six calibration scenarios. Regarding the calibration parameters, 
Figure 4.8 plots their prior and posterior estimates in all the six scenarios, with each 
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calibration parameter identified by the same index as shown in Table 4.2. The detailed 
comparison of calibration parameter posteriors are shown in APPENDIX A.  
The results show an overall consistent estimation of calibration parameters among 
scenarios with the same types of observations in spite of the difference in the time 
resolutions. However, outcomes are more disparate for the set of parameters calibrated to 
different types of observations, suggesting these observations’ different informativeness. 
In addition, only a few of calibration parameters have uncertainty constrained by the 
observations in each calibration scenario. This suggests the complexity of calibrating a 
dynamic simulation model to real-world observations, as well as the potential inadequacy 
of these monitored observations for a definitive understanding of actual building 
performance. While reducing the number of calibration parameters may help reduce the 
estimate uncertainty give the same amount of data, it impairs the performance of the 
Gaussian process emulator and thus the quality of the calibrated physical model. Further 
improvement on model calibration method is therefore suggested in similar practices. 
The results of the models’ prediction accuracy on daily and hourly heating 
consumption and meeting room mean air temperature are shown in Figure 4.9. In general, 
models are well calibrated to daily observations, but have considerable errors in hourly 
predictions, exceeding the commonly used 30% threshold for hourly heating consumption 
and having a minimum 1°C of the RMSE for hourly temperature predictions. This suggests 
that the information and data used in all the six calibration scenarios are potentially 
insufficient to support accurate hourly predictions, which coincides with the observations 
from calibration parameter posteriors. 
 82 
A closer look at the accuracy of calibrated models among different scenarios shows 
that, the physical model before calibration has overall good agreement with heating 
consumption observations, but considerably biased temperature predictions. The physical 
model after calibration, i.e. refined quantification of uncertainties associated with 
important parameters and model bias, has the best overall accuracy when all the types of 
observations are used regardless their time resolutions. In contrast, calibration without 
electricity consumptions tends to cause erroneous heating and especially temperature 
predictions; the benefit of temperature monitoring is not significant, probably because its 
relative small day-to-day variations over the entire period do not contribute too much 
information in addition to the heating consumption. 
In the meantime, comparison between two accuracy metrics shows that the CV-
RMSE and the nMCRPS tend to have an overall consistent indication of model accuracy 
albeit differ in the error magnitudes. This observation suggests that the agreement of the 
mean prediction (as in the CV-RMSE) alone may serve as a robust model accuracy 
indicator in inverse modelling applications, where the prediction error mostly comes from 
estimation bias rather than variances. 
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Figure 4.9 Result of physical model prediction assessment 
4.4.2 Hypothetical intervention analysis and decision risk assessment 
A hypothetical intervention analysis is designed to test the framework with respect 
to evaluating the validity of the calibrated models to support risk-conscious building 
performance management practice. In contrast to the design of empirical validation 
experiment, this risk is associated with system underperformance of an intervention 
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decision. Therefore, the calibrated models take the role of the internal model in the first 
case study and represent the enclosed information set, and the intended application changes 
from validation of external models to evaluation of intervention performances.  
A hypothetical intervention is proposed to reduce heating consumption while 
maintaining similar thermal comfort conditions, which reduces the VT loop hot water 
supply temperature by 5°C, unless after doing so the temperature would fall below 25°C, 
the actual minimum supply temperature. Simulation of the test week, 03/20/2017-
03/26/2017, is performed by feeding the calibration parameter posteriors into the physical 
model and applying the interventions’ respective adjustments. Actual weather, usage, and 
heating operation conditions are used. Therefore, the uncertainty only comes from 
parameter uncertainties and model bias. Parameter uncertainties come from either prior or 
posterior estimates depending on whether it is calibrated in each calibration scenario. 
Model bias is considered by adding a random permutation of errors from the testing period 
to the physical model prediction in each simulation instance; this is performed 100 times 
for each of the 100 posterior sample points and thus results in a probabilistic prediction of 
10,000 points in total. 
Two outcomes are considered in the analysis regarding energy use and discomfort 
respectively: the one-week total heating consumption, and the hourly average meeting 
room discomfort degree-hours per heating-hour. In the business-as-usual scenario, the 
heating consumption of the business-as-usual scenario is the actual observation, whereas 
the discomfort is calculated based on the observed meeting room temperature and 
estimated room temperature setpoint; in the intervention scenario both of them are 
estimated.  
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A risk measure is defined in this case study to assess model validity based on the 
predicted intervention underperformance probability. Two decision rules are considered 
accordingly. The first decision rule (D1) is that the intervention will be implemented unless 
the underperformance probability that either of the following two events happens exceeds 
50%: 1) the projected heating consumption is larger than the observed heating 
consumption, 2) the projected discomfort degree-hours is greater than the estimated current 
discomfort degree-hours. The second decision rule (D2) has the same underperformance 
probability threshold, but allows a slightly compromised thermal comfort to reduce energy 
use, so the two events become: 1) the projected one-week heating consumption is larger 
than 90% of the observed heating consumption, 2) the projected discomfort degree-hours 
is greater than the estimated current discomfort degree-hours plus 0.5°C-h. The decision 
risk is defined as the probability of undesired outcomes, which is either the probability that 
the intervention underperforms when it is implemented, or the probability that the 
intervention is effective but not implemented. Given the underperformance probability 𝑝, 
the decision risk becomes: 
 
𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑅𝑖𝑠𝑘(𝐷1/2) = {
𝑝, 𝑝 ≤ 0.5
1 − 𝑝, 𝑝 > 0.5
 (23) 
The underperformance probability of each output, and corresponding decision risks 
of both decision rules from the six calibration scenarios are shown in Figure 4.10. The 
results suggest that the relevance of calibration, equivalently the validity of a calibrated 
model to support a decision-making, depends not only on the physical process, but also on 
the specific decision rules, the perceived value of each outcome, and the risk tolerance of 
the decision maker. In this intervention analysis, all the models can be deemed valid if 
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discomfort is the primary concern and cannot be compromised, as the risks of the first 
decision rule is universally negligible. In contrast, in the case of the second decision rule, 
the validity of model depends also on the sensitivity of the perceived value of outcome to 
the revealed risks as well as their differences. If taking a 10% decision risk as a threshold, 
it is concluded that only the models calibrated in scenario D-BI and D-UI appear to be valid 
to support the decision. In summary, the proposed explicit calculation of decision risk by 
sampling on model parameter uncertainties and prediction errors proves to be an effective 
way to represent model validity and data informativeness for risk-conscious BPS 
applications, which tentatively accepts the second research hypothesis.  
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Figure 4.10 Decision risks regarding energy and discomfort outcomes 
In addition, as the model uncertainties do not include those associated with weather, 
usage, and system operations because of the use of actual conditions, it is expected that the 
underperformance probability will move toward 0 or 1, and thus the misjudgement risks 
on individual outcomes will decrease, when a model’s extrapolating accuracy toward 
future observations is increasing. This is because a perfect model that fits exactly on the 
observations and has no uncertainties would provide a zero decision risk associated with 
model accuracy. In this sense, the linear correlation between the risks of each decision rule 
regarding the individual outcomes, and model accuracy with respect to the testing dataset 
under either the CV-RMSE or the CRPS of all the six calibration scenarios, can serve as a 
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crude assessment of whether latter truly reflect the model’s extrapolating accuracy. The 
calculated linear correlation coefficients between each group of accuracy metric values and 
each type of individual decision risk are shown in Figure 4.11. While a value close to 1 
means that the accuracy metrics truly reflect the extrapolating accuracy at least in an ordinal 
manner, the results suggest that none of these accuracy metrics appears to be consistently 
indicative of the extrapolating accuracy. This observation suggests the potential 
inadequacy of the information and data particular as they only reflect the current condition, 
and the extrapolation risk in intervention analysis when the physical model is calibrated 
primarily through inverse modelling. Model validity largely depends on the specific 
decision-making scenarios, can benefit from explicit risk assessment of individual 
decisions through Bayesian inference, and more importantly is not decisively determined 
by model accuracy. Nevertheless, it is expected that forward uncertainty quantification 
with detailed monitoring of building sub-systems is a more robust alternative in 
constraining model uncertainties and improving extrapolation prediction accuracy, which 




Figure 4.11 Linear correlation between accuracy metrics and decision risk 
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK 
5.1 Summary and conclusions 
This dissertation addresses data informativeness in building performance 
simulation (BPS) applications by proposing a framework that builds upon uncertainty 
propagation using detailed measurements, inverse modelling using Bayesian inference, 
variants of the continuous rank probability score (CRPS) as the probabilistic accuracy 
metrics, and explicit risk assessment through sampling on model parameter uncertainties 
and prediction errors. Two case studies were provided to demonstrate the framework, 
which include the design of empirical validation experiments and a hypothetical 
intervention analysis of a campus building with hydronic heating. The results demonstrate 
the effectiveness of forward and inverse uncertainty quantification in improving model 
predictions, and the effectiveness of explicitly risk assessment in validating models and 
representing data informativeness for specific applications. The results also show that the 
CRPS is a more informative accuracy metric than traditional counterparts especially when 
this metric is used for risks associated with existing observations. Conversely, when using 
inverse modelling to make inferences about future observations with potential 
extrapolations, model accuracy toward existing observations may not necessarily reflect 
the underlying risks and reveal the inadequacy of the information and data.  In summary, 
this dissertation has demonstrated that: 
I. The proposed calibration methods make improved use of data in constraining 
uncertainty and improving prediction. 
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II. The proposed explicit risk assessment improves the representation of model 
validity and data informativeness under uncertainty. 
5.2 Recommendations for future study 
Data informativeness is and will continue to be an important area of study for 
building performance simulation applications in future real practice. This dissertation 
makes a limited attempt to systematically address this issue because of time and resource 
constraints, and the ultimate goal of the research is to establish a complete framework to 
understand, represent, and assess data informativeness in building performance simulation 
applications. Some immediate future work would include: 
5.2.1 Empirical validation experiment design 
An immediate future work is to test the proposed empirical validation methodology 
with real measurement data and additional validation experiments. It would also interesting 
to apply Bayesian calibration to the baseline model and compare the result with that of 
forward uncertainty propagation for an improved understanding of calibration verification. 
As being mentioned previously, estimation of the true validation risks through extensive 
investigations on a variety of model form errors, and potentially systematic quantification 
of modeler’s bias via human-subject studies would also be important to improve the 
empirical validation methodology. 
5.2.2 Hydronic heating system intervention analysis 
It is recommended to explore the use of explicit model form uncertainty 
quantification to inform Bayesian calibration through improved priors of model bias, and 
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test data informativeness with increased sample size especially on daily monitoring data. 
An efficient way to combine data at different time resolutions, for example a hourly 
calibration on the mean profiles and a daily calibration to account for day-to-day variations 
would also have great potential in real practice. Investigation on appropriate emulators of 
the physical model for hourly data would be another important area of research. Finally, 
an explorative study on Bayesian calibration using synthetic measurements would be 
appealing to test and validate this inverse modelling method. 
5.2.3 The general model calibration and validation framework 
The most recommended future work is to implement and test the new Bayesian 
calibration framework from Tuo and Wu (2016) with respect to its efficiency and 
effectiveness in real building performance simulation applications. In the meantime, a 
framework to efficiently combine forward and inverse modelling methods from a Bayesian 
perspective is worth further study. Finally, practical insights can be obtained by applying 
the proposed framework to a more realistic practice where data informativeness directly 
relates to decision-making processes and interests of stakeholders.  
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Figure A.2 Result of sensitivity analysis of baseline internal model 
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Table A.1 I600-H-ST sensitivity analysis result of the top 20 parameters 
Parameter Main effects Interactions 
Ceiling stack effect slope 1.14e+02 1.37e+02 
Glazing solar transmittance 6.49e+01 4.16e+01 
Floor stack effect slope 6.47e+01 6.93e+01 
Air temperature gradient 5.66e+01 5.02e+01 
Ceiling stack effect power 5.64e+01 7.84e+01 
Winter ground reflectance 4.72e+01 1.30e+01 
Floor stack effect power 4.22e+01 5.21e+01 
Return air offset 3.58e+01 1.74e+01 
Glazing front side infrared emissivity 3.31e+01 2.03e+01 
Polyiso 4.5” conductivity 2.68e+01 1.95e+01 
Glazing back side infrared emissivity 2.51e+01 1.10e+01 
Acous tile 3/4” specific heat 1.31e+01 1.80e+01 
Global horizontal radiation 1.18e+01 1.26e+01 
Plywood 1/2” with steel sheet specific heat 1.14e+01 1.49e+01 
Wall stack effect slope 9.18e+00 1.01e+01 
Plywood 1/2” with steel sheet solar absorptance 7.63e+00 4.68e+00 
Wind effect constant 7.21e+00 9.96e+00 
Gypsum board specific heat 7.19e+00 9.55e+00 
Wall stack effect power 6.60e+00 8.12e+00 
Glazing front side solar reflectance 4.94e+00 2.37e+00 
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Table A.2 I600-H-CT sensitivity analysis result of the top 20 parameters 
Parameter Main effects Interactions 
Ceiling stack effect slope 1.56e+02 1.75e+02 
Return air offset 1.18e+02 9.29e+01 
Floor stack effect slope 9.03e+01 9.08e+01 
Air temperature gradient 8.11e+01 7.32e+01 
Ceiling stack effect power 7.61e+01 1.04e+02 
Glazing solar transmittance 7.15e+01 3.90e+01 
Winter ground reflectance 6.58e+01 3.60e+01 
Floor stack effect power 5.98e+01 7.84e+01 
Glazing fron tside infrared emissivity 5.82e+01 4.10e+01 
Glazing back side infrared emissivity 4.44e+01 2.07e+01 
Polyiso 4.5” conductivity 3.68e+01 2.60e+01 
Plywood 1/2” with steel sheet specific heat 2.93e+01 3.97e+01 
Acous tile 3/4” specific heat 1.73e+01 2.04e+01 
Wall stack effect slope 1.41e+01 1.64e+01 
Gypsum board specific heat 1.11e+01 1.59e+01 
Plywood 1/2” with steel sheet solar absorptance 1.09e+01 7.39e+00 
Wind effect constant 9.91e+00 1.30e+01 
Wall stack effect power 9.58e+00 1.10e+01 
Global horizontal radiation 9.29e+00 1.16e+01 
Gypsum board solar absorptance 7.38e+00 6.18e+00 
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Table A.3 I600-H-FF sensitivity analysis result of the top 20 parameters 
Parameter Main effects Interactions 
Ceiling stack effect slope 1.94e+00 2.56e+00 
Floor stack effect slope 1.66e+00 1.89e+00 
Air temperature gradient 1.16e+00 1.09e+00 
Floor stack effect power 1.02e+00 1.32e+00 
Ceiling stack effect power 8.51e-01 1.18e+00 
Winter ground reflectance 6.78e-01 5.35e-02 
Glazing solar transmittance 6.60e-01 3.38e-01 
Glazing back side infrared emissivity 3.48e-01 1.77e-01 
Glazing front side infrared emissivity 3.07e-01 1.60e-01 
Global horizontal radiation 2.41e-01 2.76e-01 
Wall stack effect slope 1.01e-01 1.69e-01 
Plywood 1/2” with steel sheet solar absorptance 8.73e-02 5.02e-02 
Wall stack effect power 8.14e-02 1.14e-01 
Wind effect constant 7.80e-02 9.46e-02 
Horizontal diffuse radiation 6.80e-02 6.78e-02 
Glazing front side solar reflectance 5.07e-02 2.59e-02 
Gypsum board solar absorptance 4.23e-02 3.52e-02 
South wall insulation layer conductivity 3.89e-02 2.22e-02 
Wind effect slope 3.63e-02 3.17e-02 
Polyiso 4.5” conductivity 3.48e-02 4.35e-02 
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Table A.4 I600-C-ST sensitivity analysis result of the top 20 parameters 
Parameter Main effects Interactions 
Summer ground reflectance 2.00e+02 2.95e+01 
Floor stack effect slope 1.08e+02 1.31e+02 
Ceiling stack effect slope 1.03e+02 1.26e+02 
Return air offset 9.44e+01 2.96e+01 
Air temperature gradient 7.90e+01 8.16e+01 
Floor stack effect power 7.78e+01 1.16e+02 
Glazing solar transmittance 6.80e+01 3.48e+01 
Ceiling stack effect power 3.87e+01 5.17e+01 
Wall stack effect slope 1.78e+01 2.15e+01 
Wall stack effect power 1.40e+01 1.83e+01 
Glazing front side infrared emissivity 1.29e+01 7.66e+00 
Glazing back side infrared emissivity 1.07e+01 6.15e+00 
Wind effect constant 9.50e+00 9.79e+00 
Polyiso 4.5” conductivity 8.61e+00 4.40e+00 
Plywood 1/2” with steel sheet specific heat 7.50e+00 7.98e+00 
Plywood 1/2” with steel sheet solar absorptance 6.16e+00 3.30e+00 
Global horizontal radiation 5.95e+00 6.65e+00 
Acous tile 3/4” specific heat 4.97e+00 6.23e+00 
Glazing front side solar reflectance 4.14e+00 2.26e+00 
Gypsum board specific heat 4.05e+00 6.36e+00 
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Table A.5 I600-C-CT sensitivity analysis result of the top 20 parameters 
Parameter Main effects Interactions 
Summer ground reflectance 1.34e+02 2.44e+01 
Floor stack effect slope 1.03e+02 1.27e+02 
Ceiling stack effect slope 9.56e+01 1.22e+02 
Air temperature gradient 7.69e+01 8.00e+01 
Floor stack effect power 7.33e+01 1.15e+02 
Return air offset 6.19e+01 2.75e+01 
Glazing solar transmittance 5.55e+01 3.01e+01 
Ceiling stack effect power 3.32e+01 4.57e+01 
Glazing backside infrared emissivity 1.42e+01 7.48e+00 
Wall stack effect slope 1.33e+01 1.58e+01 
Wall stack effect power 1.17e+01 1.59e+01 
Glazing front side infrared emissivity 1.02e+01 6.39e+00 
Wind effect constant 7.69e+00 7.82e+00 
Plywood 1/2” with steel sheet specific heat 5.84e+00 6.29e+00 
Global horizontal radiation 4.90e+00 7.89e+00 
Plywood 1/2” with steel sheet solar absorptance 4.55e+00 2.57e+00 
Acous tile 3/4” specific heat 3.36e+00 4.35e+00 
Gypsum board specific heat 3.21e+00 4.99e+00 
Glazing front side solar reflectance 2.83e+00 1.56e+00 
Wind effect slope 2.09e+00 2.71e+00 
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Table A.6 I600-C-FF sensitivity analysis result of the top 20 parameters 
Parameter Main effects Interactions 
Summer ground reflectance 3.73e+00 3.29e-01 
Ceiling stack effect slope 2.10e+00 2.63e+00 
Floor stack effect slope 1.65e+00 1.88e+00 
Glazing solar transmittance 1.17e+00 5.86e-01 
Air temperature gradient 1.13e+00 1.11e+00 
Floor stack effect power 1.00e+00 1.30e+00 
Ceiling stack effect power 8.84e-01 1.26e+00 
Polyiso 4.5” conductivity 3.86e-01 1.81e-01 
Glazing back side infrared emissivity 3.82e-01 1.78e-01 
Glazing front side infrared emissivity 3.75e-01 2.02e-01 
Wind effect constant 2.13e-01 2.51e-01 
Plywood 1/2” with steel sheet solar absorptance 1.41e-01 7.78e-02 
Wall stack effect slope 1.16e-01 2.15e-01 
Wall stack effect power 9.13e-02 1.18e-01 
Global horizontal radiation 8.17e-02 5.74e-02 
Glazing front side solar reflectance 7.26e-02 3.79e-02 
Wind effect slope 5.87e-02 6.89e-02 
Structural insulation panel 7.25” conductivity 4.64e-02 3.37e-02 
South wall insulation layer conductivity 4.57e-02 3.01e-02 



















Figure A.6 Room plan and local heating loop schematics 
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Table A.7 Parameter uncertainty in model testing 
Parameter Type Uncertainty 
Radiator   
Convective heat transfer area multiplier Absolute 𝐵𝑒𝑡𝑎(1.3,2)×3 + 3 
TRV curve second-order coefficient Relative 𝐵𝑒𝑡𝑎(2,1.3) + 0.5 
TRV curve first-order coefficient Relative 𝐵𝑒𝑡𝑎(1.3,2) + 0.5 
Radiator rated flow rate multiplier Absolute 𝐵𝑒𝑡𝑎(2,2) 
Heating loop   
Pipe-to-air convection coefficient (W/m2K) Absolute 𝐵𝑒𝑡𝑎(1.3,2)×4 + 2 
Pipe ambient air temperature (°C) Absolute 𝐵𝑒𝑡𝑎(2,2)×8 + 6 
Pipe insulation thickness (m) Absolute 𝐵𝑒𝑡𝑎(2,2)×0.04 + 0.02 
Building fabric   
Exterior wall insulation conductivity Relative 𝐵𝑒𝑡𝑎(2,2)×0.8 + 0.8 
Exterior wall brick density Relative 𝐵𝑒𝑡𝑎(2,2)×0.6 + 0.8 
Exterior wall brick specific heat Relative 𝐵𝑒𝑡𝑎(2,2) + 0.5 
Exterior glazing equivalent U-value Relative 𝐵𝑒𝑡𝑎(2,2) + 0.5 
Exterior window glazing solar reflectance Absolute 𝐵𝑒𝑡𝑎(2,2)×0.04 + 0.06 
Exterior window glazing solar transmittance Absolute 𝐵𝑒𝑡𝑎(2,2)×0.3 + 0.5 
ELA per exterior envelope area (cm2/m2) Absolute lognormal(1.28, 0.882) 
Inter-room constant infiltration rate (m3/s) Absolute 𝐵𝑒𝑡𝑎(2,2)×0.003 
Room thermal mass   
Room air capacity multiplier Absolute 𝐵𝑒𝑡𝑎(2,2)×2.6 + 1 
Radiant area as a percentage of floor area Absolute 𝐵𝑒𝑡𝑎(2,2)×0.1 + 0.05 
Room internal load   
Occupant peak load density Absolute 𝐵𝑒𝑡𝑎(1.3,2)×0.8 + 0.2 
Occupant base load density Absolute 𝐵𝑒𝑡𝑎(1.3,2)×0.8 + 0.2 
Occupant peak load hours Absolute 𝐵𝑒𝑡𝑎(2,2)×6 + 7 
Radiant ratio Absolute 𝐵𝑒𝑡𝑎(2,2)×0.3 + 0.15 
Occupant behavior   
Shading incident radiation threshold (W/m2) Absolute 𝐵𝑒𝑡𝑎(1.3,2)×500 
Percentage of openable window area Absolute 𝐵𝑒𝑡𝑎(2,2)×0.02 
Radiator TRV setpoint except stair/corridor Absolute 𝐵𝑒𝑡𝑎(2,2)×3 + 19.5 




Figure A.7 Full result of parameter screening 
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Table A.8 Daily heating parameter screening result of the top 20 parameters 
Parameter Main effects Interactions 
Exterior effective leakage area 8.69e-01 1.16e+00 
Radiator rated flow rate multiplier 8.32e-01 1.60e+00 
Day sampler 6.92e-01 4.11e-01 
TRV linear coefficient 5.20e-01 1.69e+00 
Shading control radiation threshold 2.34e-01 1.62e-01 
Room temperature setpoint: Cellular office 2.33e-01 2.06e-01 
Exterior glazing pseudo U-value 1.59e-01 1.26e-01 
Room temperature setpoint: Meeting room 6.82e-02 6.24e-02 
Room temperature setpoint: Corridor 5.98e-02 3.35e-02 
Occupancy peak load density: Meeting room 5.46e-02 5.11e-02 
Exterior glazing transmissivity 5.40e-02 4.29e-02 
Radiator area multiplier 3.77e-02 1.50e-01 
Occupancy peak load density: Cellular office 3.71e-02 4.53e-02 
TRV quadratic coefficient 3.17e-02 5.18e-02 
Room temperature setpoint: Open office 3.10e-02 2.10e-02 
Hot water pipe insulation thickness 2.64e-02 1.82e-02 
Exterior insulation conductivity 2.16e-02 1.94e-02 
Plug load weekend sampler: Cellular office 2.12e-02 5.61e-02 
Lighting weekday sampler: Cellular office 2.05e-02 3.38e-02 
Exterior brick heat capacity 2.01e-02 1.55e-02 
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Table A.9 Daily temperature parameter screening result of the top 20 parameters 
Parameter Main effects Interactions 
Exterior effective leakage area 4.37e+00 6.19e+00 
Day sampler 2.02e+00 2.75e+00 
Radiator rated flow rate multiplier 1.19e+00 1.24e+00 
Occupancy peak load density: Meeting room 9.81e-01 8.87e-01 
Room temperature setpoint: Meeting room 9.16e-01 5.98e-01 
Shading control radiation threshold 7.93e-01 5.92e-01 
TRV linear coefficient 5.42e-01 8.81e-01 
Exterior glazing pseudo U-value 4.70e-01 2.61e-01 
Occupancy peak load hours: Meeting room 4.13e-01 4.07e-01 
Lighting weekday sampler: Meeting room 2.54e-01 2.62e-01 
Occupancy baseload density: Meeting room 2.50e-01 1.52e-01 
Exterior glazing transmissivity 1.54e-01 1.50e-01 
Plug load weekday sampler: Meeting room 1.46e-01 2.17e-01 
TRV quadratic coefficient 7.78e-02 9.17e-02 
Exterior brick heat capacity 6.74e-02 2.72e-02 
Occupant radiant heat percentage 6.68e-02 6.70e-02 
Exterior insulation conductivity 6.21e-02 3.39e-02 
Radiator area multiplier 5.62e-02 1.16e-01 
Plug load weekend sampler: Meeting room 4.91e-02 1.11e-01 
Lighting weekend sampler: Meeting room 3.99e-02 1.01e-01 
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Table A.10 Hourly heating parameter screening result of the top 20 parameters 
Parameter Main effects Interactions 
Hour sampler 4.31e+00 5.83e+00 
Day sampler 2.30e+00 3.74e+00 
Exterior effective leakage area 1.05e+00 1.71e+00 
Radiator rated flow rate multiplier 5.00e-01 1.27e+00 
Room temperature setpoint: Cellular office 2.63e-01 3.49e-01 
Shading control radiation threshold 2.27e-01 3.21e-01 
TRV linear coefficient 2.18e-01 4.04e-01 
Exterior glazing pseudo U-value 1.55e-01 2.05e-01 
Room temperature setpoint: Corridor 8.24e-02 1.01e-01 
Room temperature setpoint: Meeting room 6.78e-02 7.94e-02 
Occupancy peak load density: Meeting room 6.07e-02 9.58e-02 
Exterior glazing transmissivity 5.61e-02 6.93e-02 
Occupancy peak load density: Cellular office 4.31e-02 8.80e-02 
Plug load weekday sampler: Cellular office 3.58e-02 8.32e-02 
Radiator area multiplier 3.42e-02 1.54e-01 
Room temperature setpoint: Open office 2.92e-02 5.71e-02 
Hot water pipe insulation thickness 2.69e-02 3.31e-02 
Plug load weekday sampler: Meeting room 2.60e-02 4.79e-02 
Exterior insulation conductivity 2.33e-02 2.79e-02 
Lighting weekday sampler: Meeting room 2.22e-02 4.69e-02 
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Table A.11 Hourly temperature parameter screening result of the top 20 parameters 
Parameter Main effects Interactions 
Hour sampler 4.55e+00 5.76e+00 
Exterior effective leakage area 3.98e+00 5.65e+00 
Day sampler 3.13e+00 3.97e+00 
Occupancy peak load density: Meeting room 1.14e+00 1.50e+00 
Radiator rated flow rate multiplier 1.10e+00 1.36e+00 
Room temperature setpoint: Meeting room 9.43e-01 6.42e-01 
Shading control radiation threshold 6.38e-01 5.36e-01 
TRV linear coefficient 4.37e-01 4.21e-01 
Exterior glazing pseudo U-value 4.35e-01 2.79e-01 
Lighting weekday sampler: Meeting room 2.89e-01 4.02e-01 
Occupancy peak load hours: Meeting room 2.71e-01 4.49e-01 
Occupancy baseload density: Meeting room 2.32e-01 1.97e-01 
Plug load weekday sampler: Meeting room 1.88e-01 3.02e-01 
Exterior glazing transmissivity 1.31e-01 1.44e-01 
Window opening percentage: Meeting room 1.13e-01 6.20e-01 
Exterior brick heat capacity 6.80e-02 3.42e-02 
Radiator area multiplier 6.08e-02 1.37e-01 
TRV quadratic coefficient 6.06e-02 6.66e-02 
Lighting weekend sampler: Meeting room 5.64e-02 1.23e-01 
Occupant radiant heat percentage 5.54e-02 9.59e-02 
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