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Abstract
The aim of vector field tomography is the reconstruction and visualization of divergence-free
vector fields, for example the velocity fields of moving fluids. As an application the determina-
tion of blood flow for tumor detection may be mentioned. For this purpose, for an emitted beam
the projection of the vector field along the linear path of the beam is measured. The measurement
is done by using ultrasound waves which are sent out along a scanning curve surrounding the
object. The mathematical model used is the Doppler transform for which up to now no inversion
formula is known.
In the course of this work a method for the complete, approximate computation of divergence-
free three-dimensional vector fields from data of the Doppler transform will be derived. To this
end we will resort to known results related to the inversion of the scalar three-dimensional cone
beam transform. It turns out that the reconstruction kernels for the cone beam transform which
have been calculated using the theory of Approximate Inverse can as well be successfully used
in vector field tomography.
After an overview of the fundamental properties of the cone beam transform and the evaluati-
on of the respective reconstruction kernels the above mentioned method for the reconstruction




Ziel der Vektortomographie ist die Rekonstruktion und Visualisierung divergenzfreier Vektor-
felder, beispielsweise von Geschwindigkeitsfeldern sich bewegender Flüssigkeiten. Als medi-
zinische Anwendung kann hier die Bestimmung des Blutflusses zur Tumordetektion genannt
werden. Für einen ausgesandten Strahl wird dazu die Projektion des Vektorfeldes längs des als
linear angenommenen Strahlenweges gemessen. Die Messung erfolgt mit Hilfe von Ultraschall-
wellen, die von einer das Objekt umgebenden Abtastkurve ausgestrahlt werden. Das verwendete
mathematische Modell ist die Doppler-Transformation, für die zum jetzigen Zeitpunkt keine
Inversionsformel bekannt ist.
Im Rahmen dieser Arbeit wird ein Verfahren zur vollständigen, näherungsweisen Berechnung
divergenzfreier, dreidimensionaler Vektorfelder aus Daten der Doppler-Transformation herge-
leitet. Dabei wird auf bekannte Ergebnisse im Zusammenhang mit der Inversion der skalaren
dreidimensionalen Cone Beam Transformation zurückgegriffen. Es stellt sich heraus, dass die
mit Hilfe der Theorie der Approximativen Inversen hergeleiteten Rekonstruktionskerne für die
Cone Beam Transformation auch erfolgreich in der Vektortomographie eingesetzt werden kön-
nen.
Nach einem Überblick über wichtige Eigenschaften der Cone Beam Transformation und die Be-
stimmung der entsprechenden Rekonstruktionskerne wird die oben genannte Methode zur Be-
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Die vektorielle Doppler-Tomographie ist ein bildgebendes Verfahren, welches darauf abzielt, ein
Vektorfeld, beispielsweise das Geschwindigkeitsfeld einer sich bewegenden, inkompressiblen
Flüssigkeit mit Hilfe von Ultraschall-Messungen zu rekonstruieren und zu visualisieren.
Die Messungen werden dabei von einer sich auf einer Abtastkurve um das Objekt bewegen-
den Ultraschallquelle, die gleichzeitig als Detektor dient, vorgenommen. Essentielles Hilfsmittel
wird dabei der später näher erläuterte Doppler-Effekt sein. Bei der Abtastkurve handelt es sich
im Rahmen dieser Arbeit stets um einen Kreis, der in verschiedenen zueinander senkrechten,
den Nullpunkt enthaltenden Ebenen angeordnet wird, um eine vollständige dreidimensionale
Rekonstruktion des Vektorfeldes zu ermöglichen.
Das mathematische Modell beinhaltet die Rekonstruktion des Vektorfeldes mit Hilfe von Linien-
integralen über Projektionen des Feldes. Dies entspricht einer Inversion der vektoriellen Cone
Beam Transformation.
Wie man aus diesen ersten Ausführungen leicht erkennt, besteht ein enger Zusammenhang zwi-
schen der Doppler-Transformation und der weitaus besser bekannten und erforschten skalaren
Cone Beam Transformation, mit der sich die unterschiedlichen Gewebedichten eines mit Rönt-
genstrahlung aus verschiedenen Richtungen durchleuchteten Objektes rekonstruieren lassen.
Die skalare Cone Beam Transformation, bei der ein kompletter Kegel von Strahlen in Richtung
des Objektes ausgesandt wird, kann dabei als konsequente Weiterentwicklung aus dem nach
den theoretischen Vorarbeiten des Physikers Allan McLeod Cormack von dem Elektrotechniker
Godfrey Hounsfield entwickelten 2D-Röntgen-Computertomographen gesehen werden, für den
beide gemeinsam 1979 den Nobelpreis für Medizin erhielten (siehe [50]).
Zum Scannen des Objektes benutzten sie dabei die schon am 8. November 1895 im Physi-
kalischen Institut der Universität Würzburg von Wilhelm Conrad Röntgen (Manuskript „Über
eine neue Art von Strahlen“) entdeckten und später nach ihm benannten Röntgenstrahlen (X-
Strahlen, x-rays), für die Röntgen 1901 den Nobelpreis für Physik zugesprochen bekam (siehe
[49]). Die Rekonstruktion der Bilder aus den gemessenen Daten verlief damals noch recht um-
ständlich, heute bedient man sich der sogenannten Radon-Transformation. Diese wurde, zusam-
men mit einer Inversionsformel, im Jahre 1917 von dem österreichischen Mathematiker Johann
Radon entwickelt (siehe [37]), allerdings zunächst als rein mathematisches Verfahren ohne prak-
tische Anwendung. Cormack und Hounsfield war sie jedoch unbekannt und erst Shepp konnte
sie für die Computertomographie wiederentdecken.
Die erste CT-Aufnahme eines Menschen wurde 1971 aufgenommen, der erste kommerziell ver-
fügbare Computertomograph wurde 1972 in den EMI Central Research Labs in Großbritannien
entwickelt. Seitdem ist die Computertomographie eines der am weitesten verbreiteten Verfahren
zur nichtinvasiven Darstellung des Inneren eines Objektes. Dabei sei auch darauf hingewiesen,
dass sich das Anwendungsspektrum der Computertomographie nicht nur auf die medizinische
Diagnostik beschränkt, sie findet auch im Bereich des zerstörungsfreien Prüfens weitreichende
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Einsatzgebiete. Im Laufe der Zeit haben sich allerdings sowohl die Abtastgeometrien als auch
die verwendeten Algorithmen stetig weiterentwickelt. Eine gute Übersicht zu den unterschiedli-
chen Tomographen und den diesen zugrunde liegenden Abtastgeometrien findet sich beispiels-
weise im Buch von Natterer [31] oder von Natterer und Wübbeling [32].
Die in [20], [21], [23], [24], [27] und [29] entwickelten und im Laufe der Zeit durch Ausnutzung
von Invarianzen und effizienter Programmierung immer weiter verbesserten Algorithmen (vgl.
[5] und [30]) dienten als Ausgangspunkt für die Untersuchungen zur Doppler-Transformation.
Im Fokus des Interesses stand dabei die Entwicklung eines Programms zur Rekonstruktion von
dreidimensionalen Vektorfeldern. Basis für die Entwicklung dieses Programms war die im Rah-
men seiner Dissertation [52] von Weber erarbeitete, äußerst effiziente Umsetzung eines Rekon-
struktionskerns für die dreidimensionale Cone Beam Transformation, die auch in [28] und [29]
vorgestellt wurde.
In der vorliegenden Arbeit werden zunächst die Grundlagen der Computertomographie im All-
gemeinen kurz erarbeitet und dann die Theorie zur Cone Beam Transformation detaillierter dar-
gestellt. Darauf folgt die Herleitung des schon erwähnten, effizienten Rekonstruktionskerns für
die dreidimensionale Cone Beam Transformation. Dann wird das eigentliche Thema der Arbeit,
die Doppler-Transformation, vorgestellt und einige grundlegende Eigenschaften hergeleitet. Die
Anwendung des Rekonstruktionskerns für die Cone Beam Transformation zur Rekonstruktion
aus den mit Hilfe der Doppler-Transformation gemessenen Daten bildet den Abschluss dieses
Kapitels. Am Ende der Arbeit werden einige aus synthetischen Daten erzeugte Rekonstruktionen
präsentiert, welche die mittels dieser Methode erreichten Ergebnisse darstellen sollen. Gleich-
zeitig soll aber auch auf mögliche Probleme und offene Fragestellungen im Zusammenhang mit
der Rekonstruktion von Vektorfeldern eingegangen werden. Ebenso sollen die Erweiterbarkeit
des Verfahrens und mögliche Verbesserungen bei der Datengewinnung thematisiert werden.
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In diesem Abschnitt werden zunächst die allgemeinen Grundlagen der Computertomographie
hergeleitet und gleichzeitig wird ein kurzer historischer Abriss über die Entwicklungen und
Neuerungen in diesem noch relativ jungen Gebiet der mathematischen Forschung gegeben. Die
Ausführungen folgen meist [31] und [32].
2.1 Das Prinzip der Computertomographie
Wir betrachten zunächst das einfachste Messprinzip der Computertomographie. Eine Röntgen-
röhre sendet einen einzelnen Röntgenstrahl S der Intensität I0 durch ein Objekt. Beim Durch-
gang durch das Objekt wird dieser Röntgenstrahl abgeschwächt und seine verminderte Intensität
Is wird auf der anderen Seite des Objektes von einem Detektor gemessen. Das Objekt liegt da-
bei im Rekonstruktionsgebiet Ω in der Mitte zwischen Röntgenquelle und Detektor, die sich in
einem Abstand s voneinander befinden. Als Rekonstruktionsgebiet Ω wird in den zu dieser Ar-
beit gehörenden praktischen Anwendungen immer die dreidimensionale Einheitskugel um den
Ursprung, also B1(0), angenommen. Diese einfache Messanordnung ist in Abbildung 2.1 zu se-
hen. Nehmen wir an, dass sich die Röntgenröhre im Punkt α ∈ R3 befindet, und dass θ ∈ S 2
der von α ausgehende Einheitsvektor in Richtung des Detektors ist. Allgemein wird mit S n−1
die n-dimensionale Einheitskugel im Rn bezeichnet. Der Weg des Strahls S lässt sich unter
der weiteren Annahme, dass sich der Röntgenstrahl geradlinig ausbreitet, mittels S ≔ α + tθ,
t ∈ [0,∞), parametrisieren. An der Röntgenquelle (t = 0) berechnet sich die Intensität damit zu
I(α+0 ·θ) = I0 und am Detektor (t = s) misst man eine (geringere) Intensität von I(α+ s ·θ) = IS .
Geht man zudem davon aus, dass die Abnahme der Intensität ∆I = I(α + tθ) − I(α + (t + h)θ)
zwischen zwei Punkten t und t + h proportional zur Intensität I(α + tθ) und zum zurückgelegten
Weg ∆t = h = (t + h) − t ist, so erhält man
∆I = f I ∆t ⇔ I(α + tθ) − I(α + (t + h)θ) = f (α + tθ) I(α + tθ) h
⇔ I(α + (t + h)θ) − I(α + tθ) = − f (α + tθ) I(α + tθ) h ,
wobei der Proportionalitätsfaktor f als Röntgenstrahlenabsorptionskoeffizient bezeichnet wird
und der Dichte des Objektes entspricht. Der Grenzübergang ∆t = h → 0 führt auf die gewöhnli-
che Differentialgleichung










Abbildung 2.1: Einfachste Messanordnung in der Computertomographie.













gelöst wird. Da man weiterhin annimmt, dass der Abschwächungskoeffizient f außerhalb des
Objektes Null ist, oder anders gesagt, dass nur das gescannte Objekt für die Intensitätsminde-









hängen somit nur von
der Quellposition α und dem Richtungsvektor θ ab und man definiert






Das Problem der Computertomographie besteht nun darin, aus den für endlich viele Strahlen S i





den Abschwächungskoeffizienten f , d.h. die Dichte des
Objektes, zu rekonstruieren. Dieses einfachste Modell einer computertomographischen Messung
bezeichnet man als divergente Röntgentransformation.
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Definition 2.1.1. Sei θ ∈ S n−1 ein Einheitsvektor und α ∈ Rn ein Quellpunkt. Die divergente
Röntgentransformation D von f ∈ S(Rn), dem Schwartz-Raum der schnell fallenden Funktio-
nen in Rn, ist definiert als
(D f ) (α, θ) =
∞∫
0
f (α + tθ) dt . (2.1.3)
Dabei heißt eine Funktion f : Rn → C Schwartz-Funktion oder schnell-fallend, wenn sie be-
liebig oft differenzierbar ist, und wenn für alle Multiindizes γ, β ∈ Nm0 die Funktion xγDβ f (x)
auf Rn beschränkt ist. Weiterhin bezeichnet man den Vektorraum aller Schwartz-Funktionen als
Schwartz-Raum S(Rn). Es gilt also
S(Rn) ≔
{





Der Schwartz-Raum ist ein metrischer Raum, welcher durch die Familie von Halbnormen






Wie man an der obigen Herleitung sieht, ist die verwendete Messgeometrie und damit einher-
gehend die Parametrisierung des Strahlenweges ein entscheidender Faktor für die resultierende
Integraltransformation. Die Verwendung verschiedener Messgeometrien führt auf weitere Inte-
graltransformationen, die in der Computertomographie wichtig sind.
Bei Verwendung der parallelen Geometrie, die in den Scannern der ersten Generation imple-
mentiert war, wird ein von einer Röntgenquelle erzeugter Strahl von einem einzelnen Detektor-
element auf der gegenüberliegenden Seite des Objektes registriert. Quelle und Detektor wurden
anschließend für weitere Messungen parallel zum Objekt verschoben. Dann erfolgte eine Dre-
hung um einen kleinen Winkel um das Objekt, so dass die Messungen aus dieser Richtung von
neuem beginnen konnten. Diese Abtastgeometrie ist in Abbildung 2.2 dargestellt. Das zugrunde
liegende mathematische Modell ist die sogenannte Röntgentransformation P. Sie integriert, ge-
nau wie D, ebenfalls über gerade Linien. Allerdings werden in diesem Fall die Strahlen im Rn
mittels einer Richtung θ ∈ S n−1 und einem Punkt x ∈ θ⊥ durch {x + tθ : t ∈ R} parametrisiert.
Dabei ist θ⊥ = {y ∈ Rn : 〈y, θ〉 = 0} der Unterraum senkrecht zu θ.
Definition 2.1.2. Sei θ ∈ S n−1 und x ∈ θ⊥. Die Röntgentransformation P von f ∈ S(Rn) wird
definiert als
(P f ) (θ, x) =
∫
R
f (x + tθ) dt . (2.1.4)
Für festes θ schreibt man die Röntgentransformation, die auf T n =
{
(θ, x) : θ ∈ S n−1, x ∈ θ⊥
}

























































Abbildung 2.2: Parallele Messgeometrie, wie sie in den CT-Scannern der ersten Ge-
neration eingesetzt wurde.
Während D und P über Linien integrieren, integriert die Radon-Transformation über Hyper-
ebenen im Rn. Sei H (θ, s) = {x ∈ Rn : 〈x, θ〉 = s} die Hyperebene senkrecht zu θ ∈ S n−1 mit
Abstand s ∈ R. Jede Hyperebene kann auf diese Art und Weise dargestellt werden und es gilt
H (θ, s) = H (−θ,−s).
Definition 2.1.3. Man definiert die Radon-Transformation R von f ∈ S(Rn) über die Hyperebe-
ne H (θ, s) als
(R f ) (θ, s) =
∫
H(θ,s)
f (x) dx . (2.1.5)
Auch hier schreibt man für festes θ die Radon-Transformation als Rθ f (s) = R f (θ, s). R f ist
eine gerade Funktion auf dem Einheitszylinder S n−1 × R =
{
(θ, s) : θ ∈ S n−1, s ∈ R
}
und es gilt
(R f ) (θ, s) = (R f ) (−θ,−s). Wie man auch leicht erkennen kann, unterscheiden sich die Radon-
und die Röntgentransformation im zweidimensionalen Raum nur in der Notation, denn es gilt
R f (ω, s) =
∫
x∈θ⊥, 〈x,ω〉=s
P f (θ, x) dx .
Die Parametrisierung der Linien und die zugehörige Definition der entsprechenden Integral-








x ∈ R2 : 〈x, θ〉 = 0
}
Abbildung 2.3: Parametrisierung der Röntgentransformation P links und der Radon-
Transformation R rechts im R2. Die blaue Linie entspricht jeweils dem abgetasteten
Strahl.
Abbildung 2.2 dargestellten parallelen Geometrie wurde die sogenannte Fächerstrahlgeometrie
(engl. fan beam geometry) verwendet. Dabei wird ein zweidimensionaler Fächer von Röntgen-
strahlen von einer Röntgenquelle ausgesandt und hinter dem Objekt von einem zeilenförmigen
Detektor erfasst.
Die CT-Scanner der zweiten Generation verwendeten dabei noch sehr wenige Detektorelemen-
te, so dass sich ein sehr schmaler Öffnungswinkel des Fächers ergab und eine Verschiebung
der Röntgenquelle weiterhin notwendig war. Allerdings waren bei der anschließenden Rotation
schon wesentlich größere Winkel möglich, als bei der parallelen Geometrie.
In den Geräten der dritten Generation wurde die Anzahl der Detektorelemente weiter erhöht,
so dass der Öffnungswinkel des Strahlenfächers ausreicht, um das gesamte Objekt zu erfassen.
Dadurch ist eine Verschiebung der Röntgenquelle nicht mehr notwendig.
CT-Scanner der vierten Generation bestehen aus einem kompletten Detektorring in dessen In-
nerem die Röntgenquelle rotiert. Da sich der Aufbau für die unterschiedlichen Fächerstrahl-
geometrien nicht wesentlich unterscheidet, ist als Beispiel ein Gerät der dritten Generation in
Abbildung 2.4 dargestellt. Das zur Fächerstrahlgeometrie gehörende mathematische Modell er-
hält man durch Verwendung der Dimension n = 2 in Definition 2.1.1. Es ist offensichtlich, dass
die Abtastung eines Objektes wesentlich schneller durchgeführt werden kann, als mit einem ein-
zelnen ausgesandten Strahl. Dies vermindert natürlich auch die bewegungsbedingten Artefakte
und Störungen, die bei einer langwierigen Messung – zumindest im medizinischen Kontext –
zwangsläufig auftreten, beispielsweise Bewegungen des Herzens oder des Brustkorbes beim At-
men.
Eine Ausweitung dieser Messgeometrie auf drei Dimensionen unter Verwendung eines Strahlen-
kegels statt eines Fächers führt auf die Cone Beam Transformation D. Im Folgenden wird stets
davon ausgegangen, dass das zu untersuchende Objekt komplett von dem Strahlenbündel über-
deckt wird und dass der Detektor eine ausreichende Größe hat, um alle ausgesandten Strahlen zu














Abbildung 2.4: Fächerstrahlgeometrie, wie sie in den CT-Scannern der dritten Gene-
ration eingesetzt wurde.
ankommen, nimmt man an, dass die in Formel (2.1.2) definierten gemessenen Daten g(α, θ) = 0
sind, d.h. dass außerhalb des Objektes keine Abschwächung der Intensität der Strahlen erfolgt.
Obgleich die allgemeine Definition 2.1.1 bereits vorgestellt wurde, wird die spezielle Definiti-
on der Cone Beam Transformation hier aufgrund ihrer Wichtigkeit im weiteren Verlauf dieser
Arbeit noch einmal angegeben.
Definition 2.1.4. Sei θ ∈ S 2 ein Einheitsvektor und α ∈ R3 ein Quellpunkt. Die Cone Beam
Transformation D von f ∈ S(R3) ist definiert als
(D f ) (α, θ) =
∞∫
0
f (α + tθ) dt . (2.1.6)
Die Messanordnung für die Cone Beam Transformation mit einigen exemplarischen Röntgen-
strahlen ist in Abbildung 2.5 dargestellt. Der dreidimensionale Strahlenkegel ermöglicht dabei
die gleichzeitige Erfassung mehrerer Ebenen des zu untersuchenden Objektes. Dadurch wird
sowohl die Strahlendosis als auch die Dauer der Messung deutlich verringert. Neben diesen für
den Patienten wichtigen Faktoren bestimmen Mess- und Auswertungsdauer natürlich auch den
Patientendurchsatz und damit den wirtschaftlichen Nutzen eines CT-Scanners, so dass die Ent-
wicklung effizienter Messgeometrien und Algorithmen sowohl im Interesse der Patienten als




















Abbildung 2.5: Messanordnung in der Cone Beam CT.
Zusätzlich zur Art und Weise, auf die die Strahlen ausgesandt und erfasst werden, ist auch die
Abtastkurve Γ, d.h. die Bahn auf der die Röntgenquelle um das Objekt rotiert, von Interesse.
Allerdings bestehen – neben der technischen Realisierbarkeit – weitere Einschränkungen bei
der Wahl der Abtastkurve. Eine Berechnung des Abschwächungskoeffizienten beziehungsweise
der Dichte f des Objektes aus den gemessenen Daten g(α, θ), d.h. eine Inversion der Cone Beam
Transformation D, ist nur für bestimmte Abtastkurven möglich.
Hamaker, Smith, Solmon und Wagner konnten in [12] eine Inversionsformel für die 3D-Tomo-
graphie für den Fall angeben, dass die Daten g(α, θ) für alle Abtastpunkte α auf einer Kugelober-
fläche um das Objekt liegen. In diesem Fall spricht man von vollständigen Daten. Allerdings ist
die Messung dieser immensen Datenmenge sehr aufwendig und keinesfalls effizient realisierbar.
Erst Tuy gelang es in [51] zu zeigen, dass eine Inversion schon dann möglich ist, wenn jede
Ebene im R3, die das Objekt schneidet, auch die Abtastkurve Γ schneidet. Die genaue Definition
dieser Tuy’schen Bedingung, die oft wegen der von Kirillov schon 1961 in [16] entwickelten
theoretischen Grundlagen auch Tuy-Kirillov-Bedingung genannt wird, lautet wie folgt (vgl. [30]
und [32]):
Definition 2.1.5. Sei I ⊆ R ein Intervall, α = α(λ), λ ∈ I eine Parametrisierung der Abtastkurve
Γ und f eine reellwertige Funktion mit supp( f ) ⊆ Ω, wobei Ω das Rekonstruktionsgebiet ist.
Dann muss Γ folgende Bedingungen erfüllen:
i) Die Kurve Γ liegt außerhalb des Gebiets Ω.
ii) Die Funktion α ist beschränkt, stetig und fast überall differenzierbar.
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iii) Für alle x ∈ supp( f ) und alle θ ∈ S 2 existiert ein λ = λ(x, θ) ∈ I, so dass
〈α(λ(x, θ)), θ〉 = 〈x, θ〉 und 〈α′(λ(x, θ)), θ〉 , 0 .
Im Fall eines dreidimensionalen Objektes ist die Tuy’sche Bedingung für einen Kreis offen-
sichtlich nicht erfüllt. Dennoch benutzt man in vielen praktischen Anwendungen eine kreisför-
mige Abtastkurve. Dabei rotiert die Röntgenquelle auf einer Kreisbahn um das Objekt, welches
nach einer vollständigen Umrundung ein kleines Stück vorgeschoben wird. Dadurch entstehen
schichtweise Aufnahmen – eine Ebene im Fall der Fächer-, mehrere Ebenen (Volumen) für die
Kegelstrahlgeometrie –, die später zu einer kompletten dreidimensionalen Rekonstruktion zu-
sammengefügt werden. Schiebt man nun das Objekt beziehungsweise den Patienten schon wäh-
rend der Umrundung durch die Röntgenquelle mit konstanter Geschwindigkeit nach vorne, so
entsteht eine spiralförmige Abtastkurve. Diese ist aufgrund der hohen Abtastgeschwindigkeit
besonders im klinischen Alltag interessant. Zudem ist für die Spirale die Tuy’sche Bedingung
erfüllt.
Im Rahmen dieser Arbeit wird jedoch lediglich die kreisförmige Abtastkurve aufgrund ihrer
einfachen Realisierbarkeit und ihrer weiten Verbreitung im zerstörungsfreien Prüfen aber auch
in der medizinischen Diagnostik eine Rolle spielen.
Nach dieser kurzen, allgemeinen Einführung in das Gebiet der Tomographie werden im nächsten
Kapitel die notwendigen mathematischen Grundlagen für die Herleitung von Inversionsformeln
und die Berechnung von Rekonstruktionskernen behandelt.
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3 Mathematische Grundlagen
3.1 Allgemeines
In diesem Abschnitt sollen einige allgemeine mathematische Eigenschaften vorgestellt werden,
die für die Herleitung von Inversionsformeln und die Berechnung von Rekonstruktionskernen
eine entscheidende Rolle spielen. Die Präsentation der folgenden Kapitel ist dabei meist an die
Bücher von Natterer [31] und Natterer und Wübbeling [32] angelehnt. Weitere Literaturhinweise
werden an entsprechender Stelle im Text gegeben. Auf die Reproduktion der Beweise wird dabei
meistens verzichtet.
3.1.1 Die Delta-Distribution
Die (Dirac’sche) Delta-Distribution ist eine Abbildung von einem reellen oder komplexen Funk-
tionenraum F in die reellen oder komplexen Zahlen R oder C:
F ∋ f 7→ δ( f ) = f (0) ∈ R.
Für die Anwendung der Delta-Distribution hat sich folgende Schreibweise als nützlich erwiesen:
∞∫
−∞
f (x)δ(x − y) dx = f (y) .
Dabei ist das Integral als Grenzwert zu verstehen, wobei δ durch Translate von glatten Funktio-
nen mit Mittelwert 1 approximiert wird, die in der schwachen Topologie gegen δ konvergieren.
Diese Gleichung wird in späteren Berechnungen im Zusammenhang mit der Formel von Gran-
geat wiederholt verwendet.
Eine wichtige Eigenschaft der Delta-Distribution ist die Homogenität ihrer Ableitungen.
Definition 3.1.1. Eine Funktion heißt homogen vom Grad n, wenn für k > 0 gilt:
f (kx) = kn f (x) . (3.1.1)
Für die Delta-Distribution kann man folgenden Satz zeigen (vgl. [41]):
Satz 3.1.2. δ(k) ist homogen vom Grad −k − 1.
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Beweis. Sei φ ∈ C∞0 (R), λ > 0.∫
R




























Beweis. Mit der Substitution y = kx , dy = |k| dx ist
∞∫
−∞
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f (x) δ′(x) dx .

Für die Herleitung von Inversionsformeln sind folgende Rechenregeln für die erste Ableitung δ′
der Delta-Distribution wichtig:
Satz 3.1.3. Seien a ∈ R3, θ ∈ S 2 ⊂ R3 und ψ : R→ R. Dann gilt∫
S 2
ψ (〈a, ω〉) δ′ (〈θ, ω〉) dω = − 〈a, θ〉
∫
S 2∩θ⊥
ψ′ (〈a, ω〉) dω . (3.1.3)
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Dann gilt wegen 〈θ, ω〉 = θ⊤ω = θ⊤U⊤Uω = (Uθ) ⊤Uω = 〈Uθ,Uω〉 :∫
S 2
ψ (〈a, ω〉) δ′ (〈θ, ω〉) dω =
∫
S 2
ψ (〈a, ω〉) δ′ (〈Uθ,Uω〉) dω .
Definiert man ω˜ ≔ Uω , so folgt ω = U⊤Uω = U⊤ω˜ und damit∫
S 2







δ′ (〈e3, ω˜〉) dω˜ .













a⊤U⊤ω(ϑ, φ)) δ′(cos(ϑ)) sin(ϑ) dϑ dφ .













a⊤U⊤ω(arccos t, φ)) δ′(t) dt dφ .
Nun verwendet man folgende Eigenschaft der Delta-Distribution, vgl. [54]:
δ′( f ) =
∫
f (s)δ′(s) ds = − f ′(0)
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= a⊤U⊤(−e3) = −a⊤U⊤e3 .




























dφ = − 〈a, θ〉
∫
S 2∩θ⊥
ψ′ (〈a, ω〉) dω
folgt. 
Satz 3.1.4. Seien a ∈ R3, θ ∈ S 2 ⊂ R3 und ψ : R3 → R. Dann gilt∫
S 2
ψ (ω) δ′ (〈θ, ω〉) dω = −θ⊤
∫
S 2∩θ⊥









ψ (ω) dω ,
(3.1.4)
wobei ∂∂θ = θ
⊤∇ die Richtungsableitung ist.
Beweis. Sei U ein unitäre Abbildung mit den Voraussetzungen wie im Beweis von Satz 3.1.3,
also






Dann gilt mit der Definition ω˜ ≔ Uω und wegen
〈θ, ω〉 = θ⊤ω = θ⊤U⊤Uω = (Uθ)⊤Uω = e3⊤ω˜ = 〈e3, ω˜〉 :
∫
S 2







δ′ (〈e3, ω˜〉) dω˜ .
Dies lässt sich mit Hilfe der Beziehung 〈e3, ω˜〉 = e3⊤ω˜ = cos (ϑ) und einer zum Beweis von





































































∇ψ (ω) dω ,
also die Behauptung. 
Gelfand und Schilow geben auf Seite 220 ihres Buches [9] über verallgemeinerte Funktionen
weitere nützliche Formeln für das Rechnen mit Ableitungen der Delta-Distribution an:∫





















wobei die Differentiation auf der rechten Seite in der zur Hyperebene ∑ aixi = 0 orthogonalen
Richtung (nach der Seite, nach der die Summe ∑ aixi wächst) ausgeführt wird und dσ das Flä-
chenelement dieser Hyperebene ist. Die Koordinaten u1 = α1x1+ . . .+αnxn, u2, . . . , un werden
dabei so eingeführt, dass die Transformationsmatrix orthogonal ist (Drehung der Achsen) und
es muss
∑
α2i = 1 gelten.
Bei der ersten Gleichung vergleiche man den Beweis von Satz 3.1.4. Die zweite Gleichung kann
auch für k = 2 benutzt werden und liefert die gleichen Ergebnisse, die Denisjuk in [3] hergeleitet
hat.
Der Vollständigkeit halber sei hier eine weitere Darstellung der Delta-Distribution angegeben,




eikx dx . (3.1.7)
Auch für diese alternative Definition lässt sich leicht zeigen, dass δ homogen vom Grad −1 ist.














eiky dy = 1
r
δ (k) .
Damit ist die Behauptung, dass die Delta-Distribution homogen vom Grad −1 ist, gezeigt. 
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3.1.2 Faltung
Für zwei Funktionen f , g : R → C wird die Faltung f ∗ g von f mit g als das Integral über das
Produkt von f mit einer gespiegelten und verschobenen Version von g definiert:
( f ∗ g) (t) =
∫
R
f (τ) g (t − τ) dτ . (3.1.8)
Für diskrete Funktionen f , g : Z → C, wie sie häufig in der Bild- oder Signalverarbeitung
benutzt werden, definiert man die diskrete Faltung als:
( f ∗ g) (t) =
∑
k∈Z
f (k) g (n − k) . (3.1.9)
Im Folgenden sind die wichtigsten Eigenschaften der Faltung, welche bei der Berechnung von
Rekonstruktionskernen eine Rolle spielen, aufgelistet:
• Kommutativität:
f ∗ g = g ∗ f , (3.1.10)
• Assoziativität:
f ∗ (g ∗ h) = ( f ∗ g) ∗ h = f ∗ g ∗ h , (3.1.11)
• Distributivität:
f ∗ (g + h) = ( f ∗ g) + ( f ∗ h) , (3.1.12)
• Assoziativität bezüglich der skalaren Multiplikation:
a ( f ∗ g) = (a f ) ∗ g = f ∗ (ag) , (3.1.13)
wobei a eine beliebige komplexe Zahl ist,
• Ableitungsregel:
D ( f ∗ g) = D f ∗ g = f ∗ Dg . (3.1.14)
Dabei ist D f die Ableitung f ′ von f beziehungsweise im diskreten Fall die Differenz
D f (n) = f (n + 1) − f (n).
• Faltung mit der Delta-Distribution:
( f ∗ δ) (x) = f (x) . (3.1.15)
Damit ist δ (x) das neutrale Element der Faltung.
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3.1.3 Fourier-Transformation
Für f ∈ L1 (Rn) sind die Fourier-Transformation F { f } = ˆf und die inverse Fourier-Transfor-
mation F −1 { f } = ˜f definiert durch
F { f } (ξ) = ˆf (ξ) ≔ (2π)−n/2
∫
Rn
e−ix·ξ f (x) dx , (3.1.16)
F −1 { f } (ξ) = ˜f (ξ) ≔ (2π)−n/2
∫
Rn
eix·ξ f (x) dx . (3.1.17)
Es gilt f = ˜ˆf bzw. f = F −1 {F { f }}. In der anschließenden Übersicht sind die wichtigsten
Eigenschaften der Fourier-Transformation aufgeführt.
• Linearitätsregel (a, b ∈ R, f , g ∈ L1 (Rn)):
(a f + bg)∧ = a ˆf + bgˆ , (3.1.18)
• Faltungsregel:
( f ∗ g)∧ = (2π)n/2 ˆf · gˆ (3.1.19)
und
( f g)∧ = (2π)−n/2 ˆf ∗ gˆ , (3.1.20)
• Ableitungs- und Multiplikationsregel:
Für k = (k1, . . . , kn), ki ∈ N ∪ {0} gilt
(
Dk f
















, xk = xk11 · · · xknn und |k| = k1 + . . . + kn.
• Fourier-Transformation der δ-Distribution:
ˆδ = (2π)n/2 . (3.1.23)
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3.1.4 Helmholtz-Zerlegung
In der Theorie der Vektorfelder spielt die Helmholtz-Zerlegung (auch Helmholtz-Hodge-Zerle-
gung oder Helmholtz-Theorem) eine wichtige Rolle. Danach kann man ein differenzierbares,
ausreichend glattes und schnell fallendes Vektorfeld ~f (x) : Ω→ R3 in einem Gebiet Ω als Sum-
me eines divergenzfreien Feldes ~fso(x) und eines rotationsfreien Feldes ~fir(x) darstellen. Dabei
bezeichnet man ein Vektorfeld ~f als divergenzfrei (engl. solenoidal), wenn dessen Divergenz
überall Null ist und als rotationsfrei (engl. irrotational, conservative), wenn dessen Rotation
(engl. curl) überall Null ist. Zusammengefasst lässt sich dies wie folgt auf die oben eingeführten
Bezeichnungen übertragen:
~fso ist divergenzfrei ⇔ ∇ · ~fso ≡ 0
~fir ist rotationsfrei ⇔ ∇ × ~fir ≡ 0 .
Dabei steht × für das Kreuz- oder Vektorprodukt, welches für ~a, ~b ∈ R3 durch
















definiert ist. Da die Divergenz der Rotation eines jeden Vektorfeldes überall gleich Null ist, d.h.






gilt, kann man jedes divergenzfreie Vektorfeld ~f als Rotation eines anderen Vektorfeldes ~g
schreiben. Für ~fso bedeutet dies:
~fso(x) = ∇ × ~g(x) .
Gleichermaßen gilt, dass die Rotation des Gradienten jedes beliebigen skalaren Feldes überall
gleich Null ist, d.h. aufgrund der Eigenschaft, dass ∀Φ : R3 → R gilt
∇ × (∇Φ) ≡ 0 ,
lässt sich jedes rotationsfreie Feld ~f als Gradient eines skalaren Feldes Φ schreiben. Für ~fir gilt
also:
~fir(x) = ∇Φ(x) .
Insgesamt lässt sich die Helmholtz-Zerlegung eines Vektorfeldes ~f damit schreiben als
~f (x) = ~fso(x) + ~fir(x) mit ~fso(x) = ∇ × ~g(x) und ~fir(x) = ∇Φ(x) . (3.1.24)
Die Helmholtz-Zerlegung ist allerdings nicht eindeutig. Dies ist leicht einzusehen, denn sei
~f (x) = ~fso(x) + ∇Φ(x)
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+ ∇ (Φ − h) (x)





= ∇ · ~fso(x) + ∇ · ∇h = ∆h = 0
und
∇ × ∇ (Φ − h) (x) = 0 .
Eindeutig wird diese Zerlegung erst, wenn man Randbedingungen fordert, beispielsweise Φ = 0
auf dem Rand des Gebietes Ω. Es wird später gezeigt, dass es genau diese Felder ∇Φ, Φ = 0
auf ∂Ω sind, die im Nullraum der Doppler-Transformation D liegen und dass daher nur der
divergenzfreie Anteil eines beliebigen Vektorfeldes berechnet werden kann.
3.2 Die Approximative Inverse
Bei der nichtinvasiven Untersuchung von Patienten mit Hilfe der Computertomographie handelt
es sich um ein sogenanntes inverses Problem, da man die Dichte im Inneren des Patienten, d.h.
die Lage und den Zustand der Organe, nicht direkt messen, sondern nur anhand von indirek-
ten Beobachtungen – eben den computertomographischen Messungen – Rückschlüsse auf diese
Größen ziehen kann, vgl. [18]. Ein Problem bei der Lösung von inversen Problemen ist, dass sie
im Sinne von Definition 3.2.1 schlecht gestellt sind.
Definition 3.2.1. Sei A : X → Y eine Abbildung mit topologischen Räumen X, Y . Das Problem
(A, X,Y) heißt gut gestellt, wenn
i) A f = g für jedes g ∈ Y eine Lösung hat,
ii) diese Lösung eindeutig ist,
iii) die Lösung stetig von den Daten abhängt.
Ist eine der Bedingungen nicht erfüllt, so nennen wir das Problem schlecht gestellt.
Bei den im Rahmen dieser Arbeit interessanten Messungen aus dem Bereich der Computer-
tomographie sind Messfehler, beispielsweise durch Bewegungen des Patienten, unvermeidlich.
Zudem handelt es sich bei den behandelten Transformationen um kompakte Operatoren mit un-
endlichdimensionalem Bildraum, deren Inverse, sofern sie überhaupt existiert, nicht stetig sein
kann, vgl. [2]. Zur Lösung von inversen Problemen ist es aus diesem Grund notwendig, soge-
nannte Regularisierungsverfahren zu verwenden, mit deren Hilfe man eine Approximation an
die korrekte Inverse berechnet. Die Approximative Inverse, die von Louis in [20] entwickelt
wurde, ist ein solches Verfahren. Sie soll im Folgenden vorgestellt und einige wichtige Eigen-
schaften hergeleitet und bewiesen werden. Weiterführende Details können auch in [22] und [26]
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nachgelesen werden.
Sei A : X → Y ein linearer, kompakter Operator zwischen den Hilberträumen X und Y mit




σn 〈 f , vn〉X un , (3.2.1)
wobei (vn) ⊂ X und (un) ⊂ Y vollständige Orthonormalsysteme für ker(A)⊥ bzw. range(A) sind
und die rellen Zahlen σn als Singulärwerte bezeichnet werden. Ist A∗ der adjungierte Operator
von A, so gelten die Beziehungen
Avn = σnun , A∗un = σnvn und A∗g =
∑
n
σn 〈g, un〉Y vn .
Ziel ist es nun, aus den gemessenen Daten g ∈ Y dasjenige f ∈ X zu bestimmen, welches die
Gleichung
A f = g (3.2.2)
erfüllt. Dieses inverse Problem ist schlecht gestellt, wenn dim (range(A)) = ∞, vgl. [18], was
in den Anwendungen der Computertomographie immer als gegeben angenommen werden kann.
Die Idee der Approximativen Inversen ist es nun, nicht die gesuchte Funktion f , sondern eine







zu bestimmen. Die Variable γ > 0 heißt Regularisierungsparameter und ist für den Grad der
Glättung der Daten verantwortlich. Je größer γ gewählt wird, umso stärker wird der hochfre-
quente und damit besonders fehleranfällige Anteil der Daten herausgefiltert. In der Computer-
tomographie steht für den Mollifier eγ dessen Glättungseigenschaft im Vordergund. Allerdings
kann eγ auch andere Approximationseigenschaften besitzen, beispielsweise auch die Approxi-
mation von Ableitungen von f , wie Louis in [25] für die Radon-Transformation in 2D zeigen
konnte.
Offensichtlich ist es mit Formel (3.2.3) nicht möglich, eine Näherung fγ zu berechnen, ohne
die exakte Lösung f zu kennen. Die grundlegende Idee ist es daher, den Mollifier im Bild des
adjungierten Operators A∗ zu approximieren und das Hilfsproblem
A∗ψγ = eγ (3.2.4)
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Der Rekonstruktionskern ψγ ist dabei von den gemessenen Daten g unabhängig und kann ohne
Kenntnis der aktuellen Messung vorberechnet und abgespeichert werden.
Gilt für den Mollifier eγ < range(A∗), so hat Gleichung (3.2.4) keine Lösung. Für den Fall
eγ ∈ range(A∗) ⊕ range(A∗)⊥ = D(A∗+), wobei A∗+ die Pseudoinverse von A ist, minimiert man
den Fehler ∥∥∥A∗ψγ − eγ∥∥∥X ,
indem man die Normalgleichung
AA∗ψγ = Aeγ
löst. Der Rekonstruktionskern ist die verallgemeinerte Lösung von A∗ψγ = eγ, d.h. ψγ = A∗+eγ,
vgl. [5]. Auswertung von A∗+ unter Verwendung der Singulärwertzerlegung von A∗ ergibt für
den Rekonstruktionskern ψγ folgende Reihendarstellung (vgl. [18]):








Die von den gemessenen Daten unabhängige Vorberechnung des Rekonstruktionskerns bedeutet
zwar eine immense Beschleunigung der eigentlichen Rekonstruktion, ist aber dennoch sehr re-
chenzeitintensiv, insbesondere, wenn der Rekonstruktionskern für jeden Punkt des Rekonstruk-
tionsgebietes berechnet werden muss. Um die Abhängigkeit des Rekonstruktionskerns vom Re-
konstruktionspunkt x deutlich zu machen, schreiben wir im Folgenden ψγ(x, ·) für die Lösung
von A∗ψγ(x, ·) = eγ(x, ·). Zusätzlich muss, unabhängig vom Zeitpunkt der Berechnung, eine
sehr große Datenmenge abgespeichert werden. Sowohl Zeit- als auch Speicherbedarf lassen sich
durch eine wichtige Eigenschaft der Approximativen Inversen deutlich verringern: Eventuelle
Invarianzen des Operators A können auf den Rekonstruktionskern übertragen und dadurch ef-
fektiv ausgenutzt werden (vgl. [20]).
Lemma 3.2.3. Seien A : X → Y, T x1 : X → X, T x2 : Y → Y und T x3 : Y → Y lineare, stetige
Operatoren mit
T x1 A
∗ = A∗T x2 , (3.2.6)
T x3 A = AT
x
1 . (3.2.7)
Weiterhin seien eγ(x, ·) und Eγ ∈ D(A∗+) Mollifier mit
eγ(x, ·) = T x1 Eγ(·) (3.2.8)
und φγ sei die Lösung von
AA∗φγ = AEγ . (3.2.9)
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Dann ist die Lösung von
AA∗ψγ(x) = Aeγ(x, ·) (3.2.10)
gegeben als
ψγ(x) = T x2φγ . (3.2.11)
Sind die Mollifier eγ(x, ·) und Eγ ∈ range(A∗), dann gilt für die Lösung von
A∗ψγ(x) = eγ(x, ·) (3.2.12)
ebenfalls
ψγ(x) = T x2φγ , (3.2.13)
wobei φγ nun
A∗φγ = Eγ (3.2.14)
löst.
Beweis. Für die Lösung von Gleichung (3.2.10) gilt
AA∗ψγ(x) = Aeγ(x, ·) (3.2.8)= AT x1 Eγ
(3.2.7)
= T x3 AEγ
(3.2.9)
= T x3 AA
∗φγ
(3.2.7)
= AA∗T x2φγ .
Analog gilt für Formel (3.2.12)
A∗ψγ(x) = eγ(x, ·) (3.2.8)= T x1 Eγ
(3.2.14)
= T x1 A
∗φγ
(3.2.7)
= A∗T x2φγ ,
vgl. auch [20]. 
Betrachtet man nun beispielsweise eine Translationsinvarianz, so reicht es aus, den Rekonstruk-
tionskern an der Stelle x = 0 zu berechnen und abzuspeichern. Denn wählt man den Mollifier
eγ(x, ·) zur Rekonstruktion an der Stelle x als Translation eines Mollifiers Eγ, so ist auch der
Rekonstruktionskern φγ(x, ·) die Translation eines Rekonstruktionskerns ψγ, siehe [2].
3.3 Die Radon-Transformation R
Wie schon zu Beginn dieser Arbeit erwähnt, existiert für die Radon-TransformationR eine Inver-
sionsformel, mit deren Hilfe man aus den gemessenen Daten g = R f die ursprüngliche Funktion
f rekonstruieren kann. Dadurch spielt die Radon-Transformation auch bei der Entwicklung von
Inversionsformeln für die Cone Beam Transformation D eine Rolle, denn durch die sogenann-
te Formel von Grangeat, die bei der ausführlichen Behandlung der Cone Beam Transforma-
tion noch genauer vorgestellt wird, besteht ein Zusammenhang zwischen der dreidimensionalen
Radon-Transformation und D. Aus diesem Grund werden in diesem Abschnitt einige wichtige
Eigenschaften von R vorgestellt.
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3.3.1 Wichtige Eigenschaften
Zu der in Definition 2.1.3 angegebenen Formel für R f (θ, s) mit θ ∈ S n−1 und s ∈ R, existieren
folgende alternative Notationen:
(R f ) (θ, s) =
∫
Rn




f (sθ + y) dy ,
wobei δ die in Abschnitt 3.1.1 eingeführte eindimensionale Delta-Distribution bezeichnet und
θ⊥ = {y ∈ Rn : 〈y, θ〉 = 0} der Unterraum senkrecht zu θ ist. Die Darstellung (3.3.1) stellt eine
natürliche Fortsetzung von R f von S n−1 × R nach (Rn\ {0}) × R dar, denn für r > 0 gilt:
R f (rθ, rs) =
∫
Rn




f (x) δ (s − 〈x, θ〉) dx
= r−1R f (θ, s) ,
d.h. R f wird als Funktion, die homogen vom Grad −1 ist, fortgesetzt. Damit ist es möglich, eine
Differentiation der Radon-Transformation nach θ durchzuführen, vgl. [31, S.12]:
∂
∂θk





δ(s − 〈x, θ〉) dx = −
∫
Rn





f (x) xk δ(s − 〈x, θ〉) dx = − ∂
∂s
(R(xk f )) (θ, s)
⇒ ∂
∂θk
R f (θ, s) = − ∂
∂s
(R(xk f )) (θ, s) . (3.3.2)
Für einen Multiindex k ∈ Nn mit |k| = k1 + k2 + . . . + kn und xk = xk11 · xk22 · . . . · xknn gilt:
DkθR f (θ, s) = (−1)|k|
∂|k|
∂s|k|
R(xk f )(θ, s) , (3.3.3)
wobei Dθ die Ableitung bezüglich θ bezeichnet.
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Diesen Überlegungen folgend kann man für fk : R3 → R , k = 1, 2, 3 zeigen:
∂
∂θk





























fk(x) (x − a)k δ(s − 〈x − a, θ〉) dx
= − ∂
∂s
R ( fk(·) (· − a)k) (θ, s + 〈a, θ〉)














~f (·), · − a
〉)
(θ, s + 〈a, θ〉) . (3.3.4)
Eine weitere wichtige Eigenschaft, die sowohl für die Radon- als auch die Röntgentransforma-
tion gilt, wird als Projektionstheorem (engl. central slice theorem oder Fourier slice theorem)
bezeichnet.
Satz 3.3.1. (Fourier slice theorem) Für f ∈ S (Rn) gilt:
(Rθ f )∧ (σ) = (2π)(n−1)/2 ˆf (σθ) , σ ∈ R ,
(Pθ f )∧ (η) = (2π)1/2 ˆf (η) , η ∈ θ⊥ .
Beweis. Siehe beispielsweise in [31, S.11]. 
Der adjungierte Operator R∗ der Radon-Transformation, auch Rückprojektions-Operator (engl.
backprojection operator) genannt, ist durch
(R∗g) (x) = ∫
S n−1
g(θ, 〈x, θ〉) dθ , g ∈ S
(
S n−1 × R
)
(3.3.5)
gegeben. Mit g = R f stellt (R∗g) (x) eine Mittelung über alle Integrale von f über Hyperebenen
durch x dar. Der Rückprojektions-Operator R∗ ist auch Namensgeber für den Standardalgorith-
mus zur Rekonstruktion in 2D, dem sogenannten Algorithmus der gefilterten Rückprojektion.
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Ausgangspunkt für diesen Algorithmus ist der folgende Satz, der die in Formel (3.1.8) definierte
Faltung verwendet (siehe [32, S.11]):
Satz 3.3.2. Seien f ∈ S(Rn) und g ∈ S((S n−1 × R)n). Dann gilt:
(R∗g) ∗ f = R∗ (g ∗ R f ) . (3.3.6)
Inversionsformeln
Obwohl man bei der Implementierung von Inversionsformeln meist auf Gleichung (3.3.6) zu-
rückgreift, kann leicht eine ganze Familie von exakten Inversionsformeln hergeleitet werden.
Dabei benutzt man das sogenannte Riesz-Potential Iβ. Der lineare Operator Iβ ist im Rn mit
Hilfe der Fourier-Transformation definiert als(
Iβ f
)∧ (ξ) = |ξ|−β ˆf (ξ) , β < n . (3.3.7)
Mit der analogen Definition des Riesz-Potentials auf S n−1 × R als(
Iβg
)∧ (θ, σ) = |σ|−β gˆ(θ, σ) , β < 1 , (3.3.8)
erhält man folgenden Satz (vgl. [32]):
Satz 3.3.3. Seien f ∈ S(Rn) und g = R f . Dann ist für β < n
f = 1
2
(2π)1−n I−βR∗Iβ−n+1g . (3.3.9)
Durch unterschiedliche Wahl von β erhält man verschiedene Inversionsformeln, wobei im Rah-




ergibt. Aus Formel (3.3.8) kann man mit β = 1 − n zudem(
I1−ng
)∧ (θ, σ) = |σ|n−1 gˆ(θ, σ) = (sgn(σ))n−1 σn−1gˆ(θ, σ)
=
sgn(σ)σ
n−1gˆ(θ, σ) , n gerade
σn−1gˆ(θ, σ) , n ungerade
(3.3.11)
zeigen.
Weiterhin wird die Hilbert-Transformation H verwendet, die in R durch den Cauchy’schen
Hauptwert des Integrals





x − y dy , f ∈ L
2 (R) (3.3.12)
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f : R→ R
∣∣∣ ‖ f ‖L2 = 〈 f , f 〉1/2L2 < ∞}
mit Skalarprodukt
〈 f , g〉L2 ≔
∫
R
f (x) · g(x) dx
definiert ist. Für H gilt (vgl. [32, S.5])
(H f )∧ (ξ) = −i sgn(ξ) ˆf (ξ) , (3.3.13)
woraus für Funktionen g, die auf S n−1 × R operieren, durch (n − 1)-fache Anwendung von H
auf die zweite Variable
(
Hn−1g
)∧ (θ, σ) = (1
i
)n−1 (
sgn(σ))n−1 gˆ(θ, σ) (3.3.14)
folgt. Mit Formel (3.1.21) zeigt man(
g(n−1)
)∧ (θ, σ) = in−1σn−1gˆ(θ, σ) , (3.3.15)
wobei g(n−1) die Ableitung von g bezüglich der zweiten Variablen ist. Aus den Formeln (3.3.10)
bis (3.3.15) erhält man nun folgende Inversionsformel für die Radon-Transformation (vgl. [31,
S.20] oder [32, S.11]):
f = 1
2




(n−2)/2H , n gerade ,
(−1)(n−1)/2 , n ungerade
liefert folgenden Satz:





(n−2)/2R∗Hg(n−1) , n gerade ,
(−1)(n−1)/2R∗g(n−1) , n ungerade . (3.3.17)
Johann Radon gab schon 1917 die Inversionsformeln








g′(θ, 〈x, θ〉 + t) dθ dt (3.3.18)
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für n = 2 und




g′′(θ, 〈x, θ〉) dθ (3.3.19)
für n = 3 an. Aus Gleichung (3.3.17) ergibt sich für n = 3 folgende alternative Darstellung:
f = − 1
8π2
R∗g′′ . (3.3.20)
Benutzt man f = R−1R f und g = R f , g′′ = ∂2
∂s2
R f , so sieht man aus Formel (3.3.20) leicht











also eine Darstellung für die Inverse der dreidimensionalen Radon-Transformation. Die Inversi-
onsformel kann auch aus








R f (θ, s) δ′ (s − 〈x, θ〉) ds dθ (3.3.22)
durch eine partielle Integration im inneren Integral hergeleitet werden.
3.3.2 Anwendung der Approximativen Inversen auf die Radon-
Transformation
Nun soll die in Abschnitt 3.2 behandelte Methode der Approximativen Inversen benutzt werden,
um einen Rekonstruktionskern für die 3D Radon-Transformation herzuleiten. Die Präsentation
folgt hierbei [23].
Ausgangspunkt ist ein Mollifier eγ(x, ·) für den Rekonstruktionspunkt x ∈ R3. Ziel ist es nun,
die Gleichung
R∗ψγ(x, ·) = eγ(x, ·) (3.3.23)
zu lösen. Nach Formel (3.3.10) gilt für n = 3 mit R−1R f = f :
f = 1
8π2
R∗I−2R f ⇒ R−1 = 1
8π2
R∗I−2 .
Damit lässt sich Gleichung (3.3.23) umformen zu





⇒ ψγ(x; θ, s) = 18π2 I
−2Reγ(x; θ, s) ,
wobei s ∈ R und θ ∈ S 2 ein Einheitsvektor ist. Für festes θ ist die Radon-Transformation
translationsinvariant, d.h. mit Rθ f (s) = R f (θ, s) und den Operatoren T a1 f (x) = f (x − a) sowie
T t2g(s) = g(s − t) gilt:
RθT a1 f = T 〈a,θ〉2 Rθ f .
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Beweis. Mit den obigen Definitionen von T a1 f (x) und T t2g(s) sowie Gleichung (3.3.1) für die
Radon-Transformation gilt:






(x) δ (s − 〈x, θ〉) dx =
∫
R3




f (y) δ (s − 〈y + a, θ〉) dy =
∫
R3




f (y) δ ((s − 〈a, θ〉) − 〈y, θ〉) dy = T 〈a,θ〉2 Rθ f (s) .

Wählt man nun einen um den Nullpunkt zentrierten Mollifier e¯γ, der gemäß





in den Punkt x verschoben ist, dann erfüllt der Rekonstruktionskern die Gleichung








Zusätzlich wird in [24] die Rotationsinvarianz der Radon-Transformation in Betracht gezogen.
Mit den Rotationsoperatoren T U1 f (x) = f (Ux) und T U2 g(θ, s) = g(Uθ, s) gilt für eine unitäre
Matrix U:
RT U1 f = T U2 R f .
Beweis. Mit den angegebenen Definitionen von T U1 f (x) und T U2 g(θ, s) sowie Gleichung (3.3.1)
gilt analog zum vorhergehenden Beweis:






(x) δ (s − 〈x, θ〉) dx =
∫
R3




f (y) δ (s − 〈U⊤y, θ〉) dx = ∫
R3
f (y) δ (s − 〈y,Uθ〉) dx
= T U2 R f (θ, s) .

Ist nun der Mollifier rotationsinvariant, d.h. gilt
eγ(x, y) = e¯γ (‖x − y‖) ,
so ist der Rekonstruktionskern nur noch eine Funktion der Variablen s, d.h. unabhängig von θ,
und der resultierende Algorithmus ist vom Typ der gefilterten Rückprojektion (vgl. [24, Theorem
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3.1]). Bezüglich der Wahl des Mollifiers und der Berechnung des entsprechenden Rekonstrukti-
onskerns finden sich in [23] und [24] einige Beispiele.
Nach diesem kurzen Überblick über einige wichtige mathematische Funktionen und der Her-
leitung einer Inversionsformel für die dreidimensionale Radon-Transformation, sollen die hier
gewonnenen Erkenntnisse auf die Rekonstruktion aus Daten der Cone Beam Transformation
angewendet werden.
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4 Die Cone Beam Transformation D
In diesem Kapitel soll die dreidimensionale Cone Beam Transformation mit ihren wichtigsten
Eigenschaften vorgestellt werden. Dann wird eine auf der Formel von Grangeat, die einen Zu-
sammenhang zwischen D und der im letzten Kapitel vorgestellten Radon-Transformation R
herstellt, beruhende Inversionsformel hergeleitet. Die Berechnung eines Rekonstruktionskerns,
die in der Dissertation von Weber [52] ausführlich behandelt wird, bildet den Abschluss die-
ses Kapitels. Dieser Kern wird später auch zur Rekonstruktion von Vektorfeldern aus Daten der
Doppler-Transformation verwendet.
4.1 Definitionen und wichtige Eigenschaften
Die (skalare) Cone Beam Transformation wurde in Definition 2.1.4 für θ ∈ S 2, α ∈ Γ ⊂ R3 und
f ∈ S(R3) als
(D f ) (α, θ) =
∞∫
0
f (α + tθ) dt
eingeführt. Wir gehen im Folgenden davon aus, dass sich das Objekt im Inneren einer Kugel mit
Radius r um den Nullpunkt befindet, dass also Ω = Br(0), wobei in dieser Arbeit meist r = 1
gesetzt wird. Die Variable Γ bezeichnet dabei, wie schon in den Kapiteln zuvor, die Abtastkurve,
auf der sich die Röntgenröhre um das Objekt bewegt. In den praktischen Beispielen dieser Arbeit
wird Γ als Kreis mit Radius R = 3 in einer der Koordinatenebenen gewählt und liegt dadurch
vollständig außerhalb des Rekonstruktionsgebietes Ω. Damit ist die erste Bedingung von Tuy-
Kirillov aus Definition 2.1.5 erfüllt.
Der adjungierte Operator D∗ von D berechnet sich zu
(D∗g) (x) = ∫
Γ








D f (α, θ) =
∞∫
0










kann D f auf R3×R3 ausgeweitet werden, ist also homogen vom Grad −1 im zweiten Argument.
Die Fourier-Transformation lautet
(D f )∧ (α, η) = (2π)−3/2
∫
R3
D f (α, y) e−i〈y,η〉 dy . (4.1.2)
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4.2 Inversionsformeln
Wie schon erwähnt, beruhen die meisten Inversionsformeln für die Cone Beam Transformation
auf der Formel von Grangeat, die in [32] auf folgende, von Hamaker et al. in [12] entwickelte,
Formel zurückgeführt wird. Für eine Funktion h auf R, die homogen vom Grad 1 − n ist, gilt:∫
S n−1
D f (α,ω) h (〈θ, ω〉) dω =
∫
R
R f (θ, s) h (s − 〈α, θ〉) . (4.2.1)
Daraus ergibt sich für n = 3 und h = δ′ die Formel von Grangeat, die Pierre Grangeat 1987 in
seiner Dissertation [10] erstmals veröffentlicht hat.
Satz 4.2.1 (Formel von Grangeat). Sei f ∈ S(R3). Dann gilt für einen Einheitsvektor ω ∈ S 2
und einen Quellpunkt α ∈ Γ
∂
∂s






D f (α, θ) δ′ (〈θ, ω〉) dθ . (4.2.2)
Beweis. Ein im Vergleich zu [10] vereinfachter Beweis von Grangeat selbst findet sich in [11].
Wesentlich einfacher sind jedoch diejenigen von Louis in [19] oder Dietz in [5]. 
Weitere Inversionsformeln ergeben sich aus Gleichung (4.2.1) durch eine unterschiedliche Wahl
der Funktion h. Die Formeln von Smith [45] und Gelfand und Goncharov [8] werden beispiels-
weise in [32] daraus entwickelt. Der Vollständigkeit halber sei hier noch die explizite Inversi-
onsformel von Tuy [51]






(D f )∧ (α(λ), θ) dθ , λ = λ(x, θ) (4.2.3)
erwähnt, die für alle Abtastkurven, die die Tuy’sche Bedingung aus Definition 2.1.5 erfüllen,
gilt.
4.2.1 Die Inversionsformel von Louis
Im Folgenden soll nun die von Louis in [24] unter Verwendung der Formel von Grangeat (4.2.2)
hergeleitete Inversionsformel für die Cone Beam Transformation vorgestellt werden. Neben den
in den Formeln (3.1.2) bis (3.1.4) angegebenen Eigenschaften der Delta-Distribution benötigt
man noch folgende Definition:
Definition 4.2.2. Mit dem Crofton-Symbol n(ω, s) bezeichnet man die Anzahl der Schnittpunkte
zwischen der Abtastkurve Γ und der Ebene 〈x, ω〉 = s, d.h. die Anzahl der Quellpunkte α ∈ Γ
mit 〈α,ω〉 = 〈x, ω〉.
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∇g (θ) dθ = −
∫
S 2∩ω⊥





g (θ) dθ , (4.2.5)
und
MΓ,αh(ω) ≔
∣∣∣〈α′, ω〉∣∣∣m (ω, 〈α,ω〉) h(ω) , (4.2.6)
wobei m (ω, 〈α,ω〉) = 1
n(ω,〈α,ω〉) das Inverse des Crofton-Symbols und α
′ die Ableitung der para-
metrisierten Quellkurve Γ sind. Der Ableitungsoperator T operiert dabei auf der zweiten Varia-
blen gemäß
Tg(α,ω) = Tαg(ω) .
Bei MΓ,α handelt es sich offensichtlich um einen Multiplikationsoperator, der von der Abtast-
kurve Γ abhängt. Mit diesen Vorarbeiten erhält man:
Satz 4.2.3 (Inversionsformel von Louis). Seien die Bedingungen von Tuy-Kirillov aus Defini-




D∗T MΓ,αTD f , (4.2.7)
wobei die oben angegebenen Definitionen für die Operatoren T und MΓ,α sowie den adjungierten
Operator D∗ von D gelten.
Beweis. Ausgangspunkt für den Beweis ist die in Gleichung (3.3.21) angegebene Inversions-
formel für die Radon-Transformation im R3 beziehungsweise deren Darstellung mit Hilfe der
Delta-Distribution aus Formel (3.3.22), die hier aus Gründen der Übersichtlichkeit noch einmal
in ausführlicher Schreibweise wiederholt wird:
















R f (ω, s) δ′ (s − 〈x, ω〉) ds dω .
(4.2.8)
Unter der Annahme, dass die Bedingungen von Tuy-Kirillov für Γ erfüllt sind, kann man das
Integral mit Hilfe der Substitution s = 〈α,ω〉 vereinfachen:








R f (ω, 〈α,ω〉) δ′ (〈a − x, ω〉)









D f (α, θ) δ′ (〈θ, ω〉) dθ δ′ (〈a − x, ω〉)
∣∣∣〈α′, ω〉∣∣∣ m (ω, 〈α,ω〉) dα dω .
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Dabei wurde bei der Umformung in der letzten Zeile die Formel von Grangeat aus Satz 4.2.1
verwendet. Nutzt man nun aus, dass δ′ gemäß Satz 3.1.2 homogen vom Grad −2 ist, so gilt:








D f (α, θ) δ′ (〈θ, ω〉) dθ δ′ (〈a − x, ω〉)

























































T MΓ,αTD f ] (α, x − α‖x − α‖
)
dα .
Unter Verwendung von Formel (4.1.1) für den adjungierten Operator D∗ erhält man schließlich
f (x) = 1
8π2
[D∗T MΓ,αTD f ] (x) .

Man kann daraus für die Inverse D−1 von D folgern, dass
f = D−1D f = 1
8π2
D∗T MΓ,αTD f




Die Anwendung der Approximativen Inversen zur Rekonstruktionskernberechnung
Wie Louis in [24] weiterhin zeigt, ist es mit dieser Inversionsformel möglich, Rekonstruktions-
kerne ψγ für die Cone Beam Transformation zu berechnen. Um die Lösung f von D f = g der

























4 Die Cone Beam Transformation D 49
Für eine exakte Inversion wird der Mollifier eγ als Delta-Distribution δx gewählt, ansonsten
versucht man, eine möglichst gute Approximation an diese zu finden und berechnet eine Nähe-
rungslösung. Mit Formel (4.2.9) erhält man
D∗ψγ = eγ = D−1Deγ = 18π2D
∗T MΓ,αTDeγ




T MΓ,αTDeγ . (4.2.10)
4.2.2 Berechnung des Rekonstruktionskerns von Weber
Mit Hilfe dieser Formel konnte Weber in [52] den Rekonstruktionskern für die Cone Beam
Transformation bei einer kreisförmigen Abtastkurve analytisch berechnen. Dies stellt einen ent-
scheidenden Fortschritt dar im Vergleich zu den Berechnungen, die Dietz in [5] mit Hilfe eines
Rekonstruktionskerns für die dreidimensionale Radon-Transformation durchgeführt hat. Neben
einer wesentlich schnelleren Berechnung des Kerns, die auch die von Mohr in [30] an dem
Verfahren von Dietz vorgenommenen Verbesserungen übertrifft, steigt auch die Berechnungsge-
nauigkeit des Kerns deutlich.
Grundlagen
Wie schon erwähnt, geht man von einer kreisförmigen Abtastkurve um das Objekt aus, obgleich
für diese die dritte Bedingung von Tuy-Kirillov aus Definition 2.1.5 nicht erfüllt ist. Obwohl
die Spiralgeometrie aufgrund ihrer schnelleren Abtastung und der damit geringeren Strahlenbe-
lastung in medizinischen Anwendungen häufig bevorzugt wird, ist die Kreisgeometrie dennoch
weiterhin gebräuchlich. Besondere Bedeutung kommt ihr zudem beim zerstörungsfreien Prü-
fen zu, wie es beispielsweise am Fraunhofer-Institut für Zerstörungsfreie Prüfverfahren (IZFP)
in Saarbrücken praktiziert wird. Dazu sind wesentlich höhere Auflösungen als im medizini-
schen Alltag notwendig, was durch eine starre Anordnung von Röntgenquelle und Detektor
gewährleistet werden kann. Das Objekt ist dabei auf einem drehbaren Teller fixiert und rotiert in
dem von der Röntgenquelle ausgesandten Strahlenkegel. Die Ausrichtung und Kalibrierung des
gesamten Messaufbaus wird dadurch deutlich vereinfacht und ermöglicht so die Verwendung
großer Detektoren mit mehr als 1024 × 1024 Detektorelementen.
Im Folgenden soll die von Weber in [52] erarbeitete Berechnung des Rekonstruktionskerns kurz
vorgestellt werden, da dieser auch bei der Rekonstruktion von Vektorfeldern Verwendung fin-
det. Allerdings werden nur die wichtigsten Formeln und Definitionen angegeben, auf die Be-
weise wird bewusst verzichtet. Der interessierte Leser kann die detaillierten Herleitungen und
Rechnungen sowie die fehlenden Zwischenschritte anhand der ausführlichen Darstellung in [52]
leicht nachvollziehen.
Ausgangspunkt ist die Gleichung (4.2.10).
Als Mollifier eγ wird der Gaußkern, auch als Gauß’sche Glockenkurve bezeichnet, gewählt. Der
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wobei µ der Erwartungswert und γ die Standardabweichung genannt werden. Eine grafische




























Abbildung 4.1: Gaußkern für µ = 0 und γ = 1.
















)2 dσ = 1 . (4.2.12)
Im Fall der Cone Beam Transformation ist es notwendig, wie bei Dietz [5] und Mohr [30], den
dreidimensionalen Gaußkern





zu verwenden, der als ex(y) geschrieben wird. Dieser ist, wie der eindimensionale Gaußkern, so
normiert, dass ∫
R3
ex(y) dy = 1 (4.2.14)
gilt.























− (x1 − y1)






































Für den ersten Teil der Formel (4.2.10) kann damit folgender Hilfssatz gezeigt werden:
Hilfssatz 4.2.4. Es sei




2γ2 = C e−
σ2
2γ2 (4.2.15)
der eindimensionale Gaußkern mit C ≔ (2π)−3/2 1
γ3
. Dann ist
ex(y) = e(‖y − x‖)
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ein rotationsinvarianter Mollifier mit




e(‖y − x‖) 〈y − x, ω〉 dy . (4.2.16)
Beweis. Siehe [52]. 
Die weitere Vereinfachung der auftretenden Integrale führt zu:
Lemma 4.2.5. Mit C = (2π)−3/2 1
γ3
gilt:
[TDex] (α,ω, x) = 2πCe−
1
2γ2
〈α−x,ω〉2 〈α − x, ω〉 . (4.2.17)
Beweis. Siehe [52]. 
Für die Berechnung von MΓ,α muss die Abtastgeometrie in Betracht gezogen werden. Da für
eine Kreiskurve die dritte Bedingung von Tuy-Kirillov aus Definition 2.1.5 nicht erfüllt ist, gibt
es Ebenen, die zwar das Rekonstruktionsgebiet, nicht aber die Kreiskurve schneiden. Dies sind
alle Ebenen parallel zur Kreisebene. Im Allgemeinen gilt jedoch, dass eine Ebene einen Kreis
in genau zwei Punkten schneidet, so dass für die weitere Berechnung das Crofton-Symbol für
diese Abtastgeometrie als identisch 2 angenommen wird. Damit ergibt sich für MΓ,α:
[
MΓ,αh
] (α,ω) = 1
2
∣∣∣〈α′, ω〉∣∣∣ h(α,ω) . (4.2.18)
Der äußere Operator T verlangt deutlich mehr Aufmerksamkeit und die detaillierte Wiedergabe
der entsprechenden Formeln und Sätze würde den Rahmen dieser Arbeit bei weitem sprengen.
Aus diesem Grund sei hier nur die Grundidee angegeben: Wie man in Formel (4.2.5) sieht, ist
der Operator T ein Integrationsoperator über S 2 ∩ ω⊥, also über einen Einheitskreis senkrecht
zu einem Einheitsvektor. Um diese Integration nur durch einen einzigen Winkel beschreiben zu
können, wird das Koordinatensystem so gedreht, dass diese Integration in der neuen x-y-Ebene
stattfindet (vgl. [52]). Eine im Zusammenhang mit der Vereinfachung der auftretenden Integrale
notwendige Funktion ist die Fehlerfunktion (vgl. [1, S.297]).






2 dt , z ∈ C . (4.2.19)
Folgende Eigenschaften der Fehlerfunktion, deren Funktionsgraph in Abbildung 4.2 zu finden
ist, sind zur Berechnung des Rekonstruktionskerns notwendig.
Satz 4.2.7. Es ist





2t2 dt . (4.2.20)
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Abbildung 4.2: Funktionsgraph der Fehlerfunktion erf.










































x2 dx = 1
2c
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Beweis. Einfaches Nachrechnen. 
Der Rekonstruktionskern im gedrehten Koordinatensystem
Nach umfangreicher Auswertung und Vereinfachung der auftretenden Integrale und Terme erhält
Weber in dem mit Hilfe einer Drehmatrix U gedrehten Koordinatensystem folgende geschlosse-
ne Darstellung des Rekonstruktionskerns:
Satz 4.2.8. Es sei




2γ2 , γ > 0 ,
der Mollifier mit x, y ∈ R3. Die Abtastkurve Γ sei ein Kreis mit Radius R.
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i) Liegen die Vektoren b und y nicht parallel zu e3, d.h.
∥∥∥y˜∥∥∥ , 0 , ∥∥∥˜b∥∥∥, dann gilt für den
Rekonstruktionskern ψ:














für α ∈ Γ, η ∈ S 2, x ∈ Ω, wobei






U⊤η = e3 , U ∈ SO(3) ,
y ≔ U⊤(α − x) , y˜ ≔ (y1, y2, 0)⊤ , c ≔ ν ‖y˜‖2 ,
b ≔ U⊤α′ , ˜b ≔ (b1, b2, 0)⊤ .
Man erhält also
U = U(η) , c = c(η, α, x) , y = y(η, α − x) , b = b(η, α′) .
ii) Falls
∥∥∥y˜∥∥∥ = 0 und/oder ∥∥∥˜b∥∥∥ = 0 gilt, folgt
ψγ(α, η, x) = − C2π






∥∥∥y˜∥∥∥ , 0 , ∥∥∥˜b∥∥∥) vereinfacht sich der Kern zu
ψγ(α, η, x) = − C4π2
∥∥∥˜b∥∥∥ y3e−c = − C2π ∥∥∥˜b∥∥∥ y3e−ν‖y˜‖2 . (4.2.25)
Beweis. Siehe [52]. 
Elimination der Drehmatrix U
Der nächste Schritt ist nun die Elimination der Rotationsmatrix U, die durch U⊤η = e3 definiert
ist. Folgende Bemerkung ist leicht aus den in Satz 4.2.8 gemachten Definitionen ableitbar (vgl.
[52]):
Bemerkung. Für
∥∥∥y˜∥∥∥ = 0 und/oder ∥∥∥˜b∥∥∥ = 0 sind y und/oder b parallel zu e3. Damit ist
U⊤η = e3 ‖ y = U⊤(α − x) ⇒ η ‖ (α − x) ,
U⊤η = e3 ‖ b = U⊤α′ ⇒ η ‖ α′ .
Dies bedeutet, dass der Richtungsvektor η entweder auf der Geraden vom Kurvenpunkt α zum
Rekonstruktionspunkt x oder, da die Abtastkurve Γ ein Kreis ist, senkrecht zu α liegt. Da η die
Richtung des Strahls von der Quelle α ausgehend beschreibt, ist der zweite Fall irrelevant, da der
Strahl dann durch ein Gebiet verläuft, in dem die zu rekonstruierende Funktion f als identisch
Null vorausgesetzt ist.
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Dadurch ist es möglich, U aus der Darstellung des Rekonstruktionskerns zu entfernen und die
Terme, die von y˜ und ˜b abhängen, so umzuformen, dass stattdessen nur noch α − x, α und
der Richtungsvektor η des Röntgenstrahls vorkommen. Die entsprechend umgeformten Terme
werden in folgendem Lemma zusammengefasst:





α − x, α′〉 − 〈α − x, η〉 〈α′, η〉 = 〈α − x, α′ − 〈α′, η〉 η〉 , (4.2.26c)








〈α − x, α′〉 − 〈α − x, η〉 〈α′, η〉
‖α − x − 〈α − x, η〉 η‖ ‖α′ − 〈α′, η〉 η‖ , (4.2.26e)
wobei e˜b und e˜y die Einheitsvektoren in Richtung von ˜b bzw. y˜ bezeichnen.
Beweis. Da der Beweis recht kurz ist und einen schönen Einblick in die vorgenommene Drehung
erlaubt, wird er hier gemäß [52] wiederholt.
Es ist η = Ue3; man ergänzt η zu einem Koordinatensystem mittels
v ≔ Ue1 , w ≔ Ue2 ⇒ η ⊥ v ⊥ w ⊥ η , η, v,w ∈ S 2 .
Nun schreibt man die Vektoren in diesem Koordinatensystem:














y = U⊤(α − x) = 〈α − x, η〉 e3 + 〈α − x, v〉 e1 + 〈α − x,w〉 e2 =

〈α − x, v〉
〈α − x,w〉
〈α − x, η〉
 ,






Mit dieser Darstellung von y und b folgt∥∥∥y˜∥∥∥2 = 〈α − x, v〉2 + 〈α − x,w〉2 = ‖α − x‖2 − 〈α − x, η〉2 ,∥∥∥˜b∥∥∥2 = 〈α′, v〉2 + 〈α′,w〉2 = ∥∥∥α′∥∥∥2 − 〈α′, η〉2 ,








= 〈y, b〉 − y3b3 =
〈
α − x, α′〉 − 〈α − x, η〉 〈α′, η〉 , (y = U⊤(α − x) , b = U⊤α′) ,
e˜y =
y˜∥∥∥y˜∥∥∥ , e˜b =
˜b∥∥∥˜b∥∥∥ .

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Betrachtet man nun wieder die Darstellung des Rekonstruktionskerns ψγ in der unten aus Grün-
den der Übersichtlichkeit wiederholten Formel (4.2.23) für
∥∥∥y˜∥∥∥ , 0 , ∥∥∥˜b∥∥∥, d.h.














so gelingt es mit Lemma 4.2.9 alle Terme y˜ und ˜b bis auf den letzten Exponenten
ν (y1b2 − y2b1)2∥∥∥˜b∥∥∥2
zu ersetzen und damit die Rotationsmatrix U zu eliminieren. Mit Hilfe der zusätzlichen Umfor-
mungen








, c = ν ‖y˜‖2 ,
deren Gültigkeit in [52] in einem Hilfssatz bewiesen wird, und dem trigonometrischen Pythago-
ras
sin2 ψ + cos2 ψ = 1 ⇔ sin2 ψ = 1 − cos2 ψ
folgt















Der Rekonstruktionskern im ursprünglichen Koordinatensystem
In Verbindung mit den Formeln (4.2.26) aus Lemma 4.2.9 erhält man für
∥∥∥y˜∥∥∥ , 0 , ∥∥∥˜b∥∥∥ für den
Kern im ursprünglichen Koordinatensystem (vgl. [52])
ψ(α, η, x) = − C
4π
e−ν‖α−x−〈α−x,η〉η‖2 i√2πγ erf  i√
2γ
〈α − x, α′ − 〈α′, η〉 η〉
‖α′ − 〈α′, η〉 η‖

· {2ν 〈α − x, η〉 〈α − x, α′ − 〈α′, η〉 η〉 − 〈α′, η〉}
+2








C = (2π)−3/2 1
γ3
und ν = 1
2γ2
.
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= 0 kann als
ψ(α, η, x) = − C
2π
∥∥∥α′ − 〈α′, η〉 η∥∥∥ 〈α − x, η〉 e−ν‖α−x−〈α−x,η〉η‖2 (4.2.29)
angegeben werden. Seine Berechnung kommt ohne Integration aus und ist dadurch recht einfach
zu realisieren. Aus der Bemerkung nach Satz 4.2.8 kann man folgern, dass der vereinfachte
Rekonstruktionskern genau dann Verwendung findet, wenn der Röntgenstrahl vom Punkt α in
Richtung η den Rekonstruktionspunkt x genau trifft.
Probleme in der praktischen Umsetzung und deren Behebung
Die analytische Herleitung ist damit abgeschlossen, leider ist eine direkte numerische Umset-
zung der vorliegenden Formel für den Kern aber nicht effizient. Dies liegt darin begründet, dass
das Argument der erf-Funktion rein imaginär ist und wegen 1/γ für einen kleinen Regularisie-
rungsparameter γ betragsmäßig groß wird. Dies führt zu sehr großen Werten, wie auch aus
Abbildung 4.2 ersichtlich wird. Andererseits ist
e−ν‖α−x−〈α−x,η〉η‖
2
mit ν = 1
2γ2
aus dem gleichen Grund sehr klein. Um dieser Problematik entgegenzuwirken, ist eine intelli-
gente Berechnung gefordert. Man verzichtet daher auf die Verwendung der erf-Funktion, zieht
stattdessen die beiden oben angegebenen Terme zusammen und berechnet das Integral mit Hilfe



































































(〈e˜y,e˜b〉2t2−1) dt {b3 − 2y3ν 〈y˜, ˜b〉} + ∥∥∥˜b∥∥∥ y3eν‖y˜‖2(〈e˜y,e˜b〉2−1)
 .
(4.2.30)
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Ersetzt man nun gemäß Lemma 4.2.9 all diejenigen Terme, die y˜ und ˜b enthalten, so kann man





 〈α − x, α
′ − 〈α′, η〉 η〉






[ 〈α − x, α′ − 〈α′, η〉 η〉2
‖α′ − 〈α′, η〉 η‖2 t
2 − ‖α − x − 〈α − x, η〉 η‖2
])
dt
· {〈α′, η〉 − 2ν 〈α − x, η〉 〈α − x, α′ − 〈α′, η〉 η〉}
+
∥∥∥α′ − 〈α′, η〉 η∥∥∥ 〈α − x, η〉 exp (ν [ 〈α − x, α′ − 〈α′, η〉 η〉2‖α′ − 〈α′, η〉 η‖2 − ‖α − x − 〈α − x, η〉 η‖2
]) 
(4.2.31)
herleiten. Mit Hilfe der Abkürzungen
p1 ≔ ν ‖α − x − 〈α − x, η〉 η‖2 , (4.2.32a)
p2 ≔
〈α − x − 〈α − x, η〉 η, α′ − 〈α′, η〉 η〉2
‖α − x − 〈α − x, η〉 η‖2 ‖α′ − 〈α′, η〉 η‖2 , (4.2.32b)
p3 ≔
〈
α − x − 〈α − x, η〉 η, α′ − 〈α′, η〉 η〉 (4.2.32c)
und
p4 ≔
∥∥∥α′ − 〈α′, η〉 η∥∥∥ (4.2.32d)
lässt sich Formel (4.2.31) zu
ψ(α, η, x) = − C
2π
 p3p4 {〈α′, η〉 − 2ν 〈α − x, η〉 p3}
1∫
0
ep1[p2t2−1] dt + p4 〈α − x, η〉 ep1[p2−1]

(4.2.33)




p1[p2t2−1] dt das größte Problem bei der Berechnung des Rekonstruktionskerns
darstellt.
Beschleunigung der Berechnung durch Einschränkung des Integrationsbereichs
Wie Weber in [52] weiter zeigt, ist es allerdings nicht notwendig, das komplette Integral zu
berechnen, man kann den Integrationsbereich einschränken. Mit den Bezeichnungen aus Lemma
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4.2.9 sieht man leicht, dass〈
α − x − 〈α − x, η〉 η, α′ − 〈α′, η〉 η〉
=
〈
α − x, α′ − 〈α′, η〉 η〉 − 〈〈α − x, η〉 η, α′ − 〈α′, η〉 η〉
=
〈
α − x, α′〉 − 〈α − x, 〈α′, η〉 η〉 − 〈〈α − x, η〉 η, α′〉 + 〈〈α − x, η〉 η, 〈α′, η〉 η〉
=
〈







α − x, α′〉 − 〈α − x, η〉 〈α′, η〉
=
〈





gilt. Damit kann man die eingeführten Abkürzungen p1 und p2 auch als









schreiben. Für das zu betrachtende Integral gilt dann im Fall








[〈e˜y,e˜b〉2t2−1] dt . (4.2.34)





die Berechnung, da das Integral in diesem Fall nicht auftritt. In [52] wird die Berechnung des
Rekonstruktionskerns nun dadurch beschleunigt, dass eine Grenze von e−100 ≈ 10−44 festgelegt
und das Integral in Gleichung (4.2.34) nur dann ausgewertet wird, wenn der Integrand größer
als dieser Wert ist. Obgleich diese Grenze willkürlich gewählt wird, zeigen numerische Berech-
nungen mit kleineren Werten keine Unterschiede in der Genauigkeit. Für den Exponenten ergibt








⇔ t ≥ 1∣∣∣∣〈e˜y, e˜b〉∣∣∣∣
√
1 − 100
ν ‖y˜‖2 ≕ tl , tl ∈ [0, 1] .





[〈e˜y,e˜b〉2t2−1] dt ≤ eν‖y˜‖2[〈e˜y,e˜b〉2t2l −1] · tl ≤ eν‖y˜‖2
[〈e˜y,e˜b〉2t2l −1] ≤ e−100
abgeschätzt werden. Der Integrationsbereich wird also von [0, 1] auf [tl, 1] eingeschränkt, die
restlichen Werte werden auf Null gesetzt.
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Zum Abschluss dieses Abschnitts soll mit Hilfe einer Rekonstruktion aus realen Daten die her-
vorragende Funktionsweise dieses neuartigen Verfahrens verdeutlicht werden. Dazu wurde vom
Fraunhofer-Institut für Zerstörungsfreie Prüfverfahren (IZFP) in Saarbrücken ein Aluminium-
block, auf den mehrere Schichten Alufolie geklebt wurden, gemessen. Dieses Testobjekt wird
verwendet, um die Auflösung verschiedener Algorithmen in vertikaler Richtung zu untersu-
chen. Ziel ist es dabei, die Schichten aus Klebstoff und Alufolie möglichst eindeutig zu tren-
nen. Abbildung 4.3 zeigt die Rekonstruktion dieses Aluminiumblocks unter Verwendung des
hier vorgestellten Verfahrens der Approximativen Inversen im Vergleich zum sehr bekannten
Feldkamp-Algorithmus, der häufig als das Standard-Verfahren in der 3D-Tomographie angese-
hen wird. Für den mit der Approximativen Inversen berechneten Rekonstruktionskern wurde
Abbildung 4.3: Links: Rekonstruktion des Aluminiumblocks mit Hilfe der Approxi-
mativen Inversen unter Verwendung von γ = 0,00062.
Rechts: Rekonstruktion mit dem Feldkamp-Algorithmus und Nyquist-Bandbreite
(siehe jeweils Kapitel 3 in [52]).
als Regularisierungsparameter γ = 0,00062 gewählt, für den Feldkamp-Algorithmus wurde die
Nyquist-Bandbreite verwendet. Man erkennt deutlich, dass das Ergebnis der Approximativen
Inversen eine Trennung der einzelnen Schichten wesentlich besser ermöglicht. Das Resultat des
Feldkamp-Ansatzes ist „inakzeptabel schlecht“ (vgl. [52]), die Grafik ist sichtbar körniger und
die einzelnen Schichten von Folie und Klebstoff erscheinen durch die fehlerhaften Pixel teil-
weise unterbrochen und unzusammenhängend. Besonders auffällig ist dies für die fast vertikale
Folienschicht am rechten Rand des jeweiligen Bildes. Das Beispiel zeigt also eindrucksvoll die
Vorteile der Approximativen Inversen gegenüber den bestehenden Verfahren.
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4.2.3 Implementierung des Rekonstruktionskerns





 〈α − x, α
′ − 〈α′, η〉 η〉






[ 〈α − x, α′ − 〈α′, η〉 η〉2
‖α′ − 〈α′, η〉 η‖2 t
2 − ‖α − x − 〈α − x, η〉 η‖2
])
dt
· {〈α′, η〉 − 2ν 〈α − x, η〉 〈α − x, α′ − 〈α′, η〉 η〉}
+
∥∥∥α′ − 〈α′, η〉 η∥∥∥ 〈α − x, η〉 exp (ν [ 〈α − x, α′ − 〈α′, η〉 η〉2‖α′ − 〈α′, η〉 η‖2 − ‖α − x − 〈α − x, η〉 η‖2
]) 
(4.2.31)
mit C = (2π)−3/2 1
γ3
und ν = 12γ2 zu implementieren, führen wir noch die beiden Abkürzungen
d ≔ α − x und s ≔ α′ − 〈α′, η〉 η
ein. Damit ergibt sich folgender Term:
ψ(α, η, x)
































Anpassung an eine kreisförmige Abtastkurve
Bei der praktischen Umsetzung wird ψ aus Formel (4.2.31) oder (4.2.35) nur einmalig für den
Quellpunkt α = (R, 0, 0) ⊤ ∈ Γ und den Rekonstruktionspunkt x = (0, 0, 0) ⊤ berechnet und dann,
unabhängig von der Quelle α, für die Rekonstruktion in jedem beliebigen Punkt x verwendet.
Die Variable Γ bezeichnet dabei auch weiterhin eine kreisförmige Abtastkurve in der x1-x2-
Ebene mit Radius R.
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so vereinfachen sich die Terme















 = α ,














































































η22(η21 + η23 + η22︸         ︷︷         ︸
=1
−2) + 1 = R
√
1 − η22 ,



















































1 − η21 ,




erheblich. Die hier vorgestellten Berechnungen sind so auch in der eigentlichen Implementie-
rung des Rekonstruktionskerns von Weber [52] realisiert. Für den Rekonstruktionskern in For-
mel (4.2.35) ergibt sich damit durch Einsetzen:



































































































Wie man hier sieht, kann der Rekonstruktionskern unabhängig von η3 bestimmt werden, bezie-
hungsweise fließt die dritte Komponente des Richtungsvektors in dieser Darstellung nur implizit
über seine Eigenschaft als Einheitsvektor ‖η‖ = 1 in die Berechnungen ein.













































Dadurch kann man ψ in der Form
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und schließlich als







































Die letzte Umformung ist nicht zwingend notwendig und dient nur dazu, das Integral möglichst
kurz, d.h. auf den Term mit der Integrationsvariable t reduziert, anzugeben. Verwendet man die


















































































Dies ist die kompakteste Form des Kerns und die erste Berechnungsvorschrift, in der η3 explizit
verwendet wird.
Horizontale Diskretisierung in der Abtastebene
Legt man nun den in Abbildung 4.4 gezeigten Messaufbau zugrunde, so ergeben sich daraus
folgende Berechnungen für die verschiedenen Variablen. Bezeichne r den Radius des Rekon-
struktionsgebietes Ω, in dem sich das Objekt befindet und welches durch den kleineren, inneren
Kreis dargestellt wird. Der Radius der Abtastkurve, die durch den großen, äußeren Kreis ge-
kennzeichnet wird, sei R. In den praktischen Berechnungen wird r = 1 und R = 3 gewählt. Die
Detektorbreite wird mit b bezeichnet und es gelte d = b2 . Der halbe maximale Öffnungswinkel
in horizontaler Richtung ist durch δ gekennzeichnet. Unter Verwendung der Gleichung
tan (arcsin (µ)) = µ√
1 − µ2
(4.2.38)


































Abbildung 4.4: Draufsicht auf den möglichen Aufbau zur Messung der Cone Beam
Transformation D.
erhält man




































≈ 4,242 . (4.2.41)
Sei ϕ die Anzahl der waagerechten Pixel des Detektors (ϕ ungerade). Die horizontale Schritt-
weite hw auf dem Detektor sowie der Winkel β lassen sich dann berechnen als
hw =
b
















Bezeichne z1 den ersten Pixel horizontal neben dem Mittelpunkt des Detektors und p1 einen
beliebigen Detektorpunkt auf der x-Achse des Detektors. Dann gilt für die Richtungsvektoren
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z1 − α bzw. p1 − α vom Quellpunkt α ∈ Γ zu den Detektorpunkten z1 bzw. p1































 , k = −ϕ − 12 , . . . , ϕ − 12 .




(p1 − α) = 1√
4R2 + (khw)2








































1 − η22 =
−4R2
4R2 + (khw)2






η3=0⇔ η21 + η22 = 1 ⇔ η21 = 1 − η22 ,




























= 0 , da η21 + η
2





















































Wie man leicht sieht, kann man den Exponentialterm vor der Klammer in Formel (4.2.36) ver-













 = 1 .
Damit ergibt sich für den Rekonstruktionskern aus Gleichung (4.2.36) eine vereinfachte Darstel-
lung der Form

























































Vertikale Diskretisierung durch den Mittelpunkt des Detektors
Eine analoge Herleitung lässt sich auch für die Höhe des Detektors durchführen. Dazu stellt man
sich den in Abbildung 4.4 gezeigten Aufbau in vertikaler Richtung vor. Sei ρ die Anzahl der Pi-
xel des Detektors in vertikaler Richtung (ρ ungerade), v die Detektorhöhe, w = v2 und hs die
Schrittweite in senkrechter Richtung auf dem Detektor. Da es sich bei dem Rekonstruktionsge-
biet Ω um eine Kugel handelt, gilt für den maximalen, vertikalen Öffnungswinkel ǫ die gleiche






tan (ǫ) = w
2R
⇒ w = d = 2rR√
R2 − r2
,
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Bezeichne z2 den ersten Pixel über dem Mittelpunkt des Detektors und p2 einen beliebigen De-
tektorpunkt auf der y-Achse des Detektors. Dann gilt für die Richtungsvektoren vom Quellpunkt
α auf diese beiden Punkte































 , j = −ρ − 12 , . . . , ρ − 12 .




(p2 − α) = 1√
4R2 + ( jhs)2
(p2 − α) = 1√








4R2 + ( jhs)2
,
η22 = 0 ,√
1 − η22 = 1 ,
η1
√
1 − η22 = η1 =
−2R√







η21 · η22 = 0 .
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Die Auswertung des Exponentialterms vor der Klammer ist in diesem Fall leider nicht so einfach




















4R2 + ( jhs)2
)
 .
Allerdings sieht man an der nachfolgenden Rechnung, dass sich auch in diesem Fall der Re-
konstruktionskern erheblich vereinfacht. Eine Auswertung der eckigen Klammer aus Formel
(4.2.36) zeigt, dass diese identisch 1 ist, wodurch die beiden Exponentialterme in der Klammer
verschwinden. Damit kann der Rekonstruktionskern ψ geschrieben werden als


















































4R2 + ( jhs)2
)














4R2 + ( jhs)2
)
 . (4.2.46)
Komplette horizontale und vertikale Diskretisierung des Detektors
Im letzten Schritt sollen nun beide Richtungen gleichzeitig berücksichtigt werden. Die Berech-
nungen ergeben sich größtenteils aus den beiden bereits vorgestellten Teilen. Sei z der Detek-
torpunkt, der jeweils ein Pixel nach rechts und nach oben von der Mitte entfernt liegt. Weiterhin
sei p ein beliebiger Detektorpunkt. Mit den Formeln (4.2.42) und (4.2.45) für die Schrittweiten
hw und hs in horizontaler beziehungsweise vertikaler Richtung gilt für j = −ρ−12 , . . . , ρ−12 und
k = −ϕ−12 , . . . ,
ϕ−1
2 :
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Der Richtungsvektor η und seine einzelnen Komponenten können wie folgt vereinfacht werden:
η =
1
‖p − α‖ (p − α) =
1√
















4R2 + (khw)2 + ( jhs)2
,
√




4R2 + (khw)2 + ( jhs)2
=
√
4R2 + ( jhs)2




1 − η22 =
(−2R)
√
4R2 + ( jhs)2






4R2 + (khw)2 + ( jhs)2
,
η21 · η22 =
4R2 (khw)2(
4R2 + (khw)2 + ( jhs)2
)2 .

















4R2 + ( jhs)2
γ3 (2π)5/2
(



























4R2 + ( jhs)2
.













 −R2 ( jhs)22γ2 (4R2 + ( jhs)2)

umgeschrieben werden. Folgende Berechnungen führen zu weiteren Erleichterungen bei der


























4R2 + ( jhs)2
) (
4R2 + (khw)2 + ( jhs)2
) + (khw)2






















4R2 + (khw)2 + ( jhs)2
) (




4R2 + (khw)2 + ( jhs)2
) (
4R2 + ( jhs)2
) .
Der Rekonstruktionskern lässt sich damit scheiben als:
ψ(α, η, x) =
2R3
√
4R2 + ( jhs)2
γ3 (2π)5/2
(
4R2 + (khw)2 + ( jhs)2
) exp







4R2 + ( jhs)2
) (
4R2 + (khw)2 + ( jhs)2
) + (khw)2
4R2 + ( jhs)2

· exp












4R2 + ( jhs)2
γ3 (2π)5/2
(
4R2 + (khw)2 + ( jhs)2
) exp







4R2 + ( jhs)2
) (
4R2 + (khw)2 + ( jhs)2
) + (khw)2













4R2 + (khw)2 + ( jhs)2
) (





Formel (4.2.47) ist die allgemeine Darstellung des Rekonstruktionskerns für den Quellpunkt
α = (R, 0, 0)⊤ = (3, 0, 0)⊤ und den Rekonstruktionspunkt x = (0, 0, 0)⊤.
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Die beiden in den Abschnitten zuvor hergeleiteten Kerne sind Spezialfälle für k = 0 (horizontale
Diskretisierung) und für j = 0 (vertikale Diskretisierung). Um die Abhängigkeit des Kerns von
den verschiedenen Parametern noch deutlicher zu machen, kann man zusätzlich die Schrittwei-
ten hw und hs durch die in den Gleichungen (4.2.42) und (4.2.45) angegebenen Formeln ersetzen.
Ohne detaillierte Angabe der Berechnungen ergibt sich mit ˜R ≔ R2−r2, ϕ˜ ≔ ϕ−1 und ρ˜ ≔ ρ−1
ψ(α, η, x) = R
2
√


















ρ˜2 ˜R + j24r2
) (


















ϕ˜2ρ˜2 ˜R + k24r2ρ˜2 + j24r2ϕ˜2
) (





In den Abbildungen 4.5 bis 4.8 werden dreidimensionale Plots des Kerns für verschiedene Regu-
larisierungsparameter γ und eine Unterteilung des Detektors in ϕ = 51 horizontale und ρ = 51
vertikale Pixel gezeigt. Dabei wurden für die Grafiken allerdings lediglich fünf Pixel in jede
Richtung dargestellt, d.h. der entscheidende Bereich des Rekonstruktionskerns ψ ist in der Mit-
te konzentriert. Ein Vergleich zwischen den Bildern 4.5 und 4.8 zeigt deutlich, dass ein großer
Wert von γ einen wesentlich breiteren, dafür aber nicht so hohen Kern erzeugt. Dies bedeutet,
dass die Glättungseigenschaften des Kerns durch die Wahl eines größeren Wertes für γ verstärkt
werden.
Die Abbildungen 4.9 bis 4.12 illustrieren den senkrechten Schnitt durch die x1-x3-Ebene des ent-
sprechenden dreidimensionalen Kerns aus den Abbildungen 4.5 bis 4.8. In den zweidimensio-
nalen Darstellungen wird der unterschiedliche Maximalwert, den ψ im mittleren Pixel erreicht,
und die mit wachsendem γ ansteigende Breite des Kerns deutlicher, als in den dreidimensionalen
Plots. Es sei an dieser Stelle noch angemerkt, dass es mit Hilfe von Formel (4.2.47) einfach ist,
den maximalen Wert des Rekonstruktionskerns zu berechnen. Dazu setzt man einfach j = k = 0
und erhält




γ3 (2π)5/2 4R2 [1 − 0] =
R2
γ3 (2π)5/2 . (4.2.49)













Abbildung 4.5: Dreidimensionale Darstellung des Rekonstruktionskerns für













Abbildung 4.6: Dreidimensionale Darstellung des Rekonstruktionskerns für γ = 0,01
und ϕ = ρ = 51.














Abbildung 4.7: Dreidimensionale Darstellung des Rekonstruktionskerns für γ = 0,02












Abbildung 4.8: Dreidimensionale Darstellung des Rekonstruktionskerns für γ = 0,03
und ϕ = ρ = 51.







–2 –1 1 2
Abbildung 4.9: Schnitt durch die x1-x3-Ebene des Rekonstruktionskerns für






–2 –1 1 2
Abbildung 4.10: Schnitt durch die x1-x3-Ebene des Rekonstruktionskerns für γ = 0,01
und ϕ = ρ = 51.
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Abbildung 4.11: Schnitt durch die x1-x3-Ebene des Rekonstruktionskerns für γ = 0,02
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Abbildung 4.12: Schnitt durch die x1-x3-Ebene des Rekonstruktionskerns für γ = 0,03
und ϕ = ρ = 51.
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Abbildung 4.13: Darstellung der Winkel zur Berechnung der Cone Beam Transfor-
mation D.
Betrachtet man sich das in Abbildung 4.13 gezeigte Modell für die Messung der Cone Beam
Transformation D mit einer kreisförmigen Abtastkurve Γ mit Radius R, so sieht man, dass der
Einheitsvektor η in Richtung des Röntgenstrahls mit Hilfe der Winkel ϕ und ρ sowie einem in
Abbildung 4.13 nicht dargestellten Winkel ϑ in x3-Richtung geschrieben werden kann. Dem-
nach sind ϕ und ρ also für die Richtung in der x1-x2-Ebene verantwortlich, wobei ρ auf das
Intervall [0, π] eingeschränkt werden kann, da das Objekt nach Voraussetzung im Inneren der
Abtastkurve liegt und die Funktion außerhalb als identisch Null definiert ist. Für ϑ = 0 soll der
Richtungsvektor η in der x1-x2-Ebene liegen, für ϑ < 0 zeigt er nach unten, für ϑ > 0 nach oben.
Auch hier kann ϑ mit der gleichen Begründung wie für ρ auf das Intervall [−π2 , π2 ] eingeschränkt
werden. Der Quellpunkt α und seine Ableitung α′ können nur durch ϕ dargestellt werden, da
sich Γ in der x1-x2-Ebene befindet und damit die dritte Komponente Null ist. Es gilt:
α = R · (cosϕ, sinϕ, 0)⊤ , α′ = R(sinϕ,− cosϕ, 0)⊤
∥∥∥α∥∥∥ = ∥∥∥α′∥∥∥ = R ,
η = (cosϑ sin(ϕ − ρ), cosϑ(− cos(ϕ − ρ)), sinϑ)⊤ . (4.2.50)
Ziel ist es nun abermals, Formel (4.2.31) für den Rekonstruktionskern ψ im normalen Koor-
dinatensystem mit Hilfe des obigen Modells für die Messgeometrie zu vereinfachen. Die dazu
notwendigen Vorarbeiten sind in folgendem Hilfssatz zusammengefasst.
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Hilfssatz 4.2.10. Mit den Bezeichnungen aus den Gleichungen (4.2.31) und (4.2.50) gilt:
〈α, η〉 = R cosϑ sin ρ , (4.2.51a)〈
α′, η
〉
= R cosϑ cos ρ , (4.2.51b)
α − 〈α, η〉 η = R

cosϕ + cos2 ϑ sin ρ sin(ϕ − ρ)
sinϕ − cos2 ϑ sin ρ cos(ϕ − ρ)
cosϑ sin ρ sinϑ
 , (4.2.51c)
α′ − 〈α′, η〉 η = R

sinϕ − cos2 ϑ cos ρ sin(ϕ − ρ)
− cosϕ + cos2 ϑ cos ρ cos(ϕ − ρ)
− cosϑ cos ρ sinϑ
 , (4.2.51d)
‖α − 〈α, η〉 η‖ = |R|
(
1 − cos2 ϑ sin2 ϕ
)1/2
, (4.2.51e)∥∥∥α′ − 〈α′, η〉 η∥∥∥ = |R| (1 − cos2 ϑ cos2 ρ)1/2 , (4.2.51f)〈
α − 〈α, η〉 η, α′ − 〈α′, η〉 η〉 = R2 cos2 ϑ sin ρ cos ρ . (4.2.51g)
Beweis. Die Gleichungen können leicht mit Hilfe trigonometrischer Formeln nachgerechnet
werden. 
Ein Vergleich mit den von Weber eingeführten Abkürzungen pi, i = 1, . . . , 4, aus den Glei-
chungen (4.2.32) zeigt, dass in Hilfssatz 4.2.10 die Terme für p1, p3 und p4 berechnet wurden.







= 1 − cos2 ϑ
(
1 − cos2 ϑ cos2 ρ sin2 ρ
)
.
Damit kann aus der verkürzten Darstellung des Rekonstruktionskerns in Gleichung (4.2.33) fol-
gende Formel hergeleitet werden:




1 − cos2 ϑ cos2 ρ)1/2













1 − cos2 ϑ sin2 ρ
) cos
















cos2 ϑ sin2 ρ − 1
)




Auch hier wird auf das einfache, aber umfangreiche Nachrechnen der Umformungen und Ver-
einfachungen bewusst verzichtet. Wie man leicht sieht, wird der Winkel ϕ in Gleichung (4.2.52)
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nicht mehr verwendet. Demnach ist eine Berechnung des Kerns unabhängig von der Kenntnis
von ϕ und damit von der Position der Röntgenquelle auf dem Abtastkreis Γ. Lediglich die für die
Bestimmung der Richtung des Röntgenstrahls notwendigen Winkel ρ und ϑ müssen zur Auswer-
tung des Rekonstruktionskerns bekannt sein. Ein mit Maple erzeugtes, dreidimensionales Bild















Abbildung 4.14: Dreidimensionale Darstellung des Rekonstruktionskerns für
γ = 0,02, ϑ ∈ [−0,025, 0,025] und ρ ∈ [π/2 − 0,05, π/2 + 0,05].
Abschätzung des Wertes für η3
Im Zusammenhang mit Rekonstruktionen aus Daten der Doppler-Transformation spielt die Grö-
ße der dritten Komponente des Richtungsvektors η eine entscheidende Rolle bei der Interpretati-
on der Ergebnisse. Aus diesem Grund soll hier die Frage geklärt werden, wie groß die einzelnen
Komponenten von η = (η1, η2, η3)⊤ für eine kreisförmige Abtastkurve Γ werden können. Das
Objekt sei wieder in der dreidimensionalen Einheitskugel enthalten, d.h. für das Rekonstrukti-
onsgebiet gilt Ω = B1(0). Wie bisher sei Γ ein Kreis in der x1-x2-Ebene mit Radius R = 3.
Für η1 und η2 ist die oben gestellte Frage leicht zu beantworten. Dadurch, dass der Quellpunkt
α den kompletten Kreis durchläuft, nehmen beide alle möglichen Werte im Intervall [−1, 1]
an. Für η3 ist die Antwort etwas schwieriger. Betrachtet man sich noch einmal Abbildung 4.4
und interpretiert das Bild als Seitenansicht des Versuchsaufbaus, so ist der größte Wert von η3
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gerade für den abgebildeten, maximalen Winkel δ erreicht, nämlich für die Tangente von α an
das Rekonstruktionsgebiet Ω mit η2 = 0. Diese Situation und das zu betrachtende Dreieck ist
in Abbildung 4.15 noch einmal detailliert dargestellt, wobei die Bezeichnungen an die bisher
















Abbildung 4.15: Berechnung des maximalen Wertes für η3.
sinϑ = r/R
und
tanϑ = u/R ⇔ u = R tanϑ = R tan (arcsin (r/R)) .







die in leicht abgewandelter Form in Gleichung (4.2.38) schon für die Berechnung des maximalen
Öffnungswinkels δ benutzt wurde, erhält man












Für den Richtungsvektor η gilt:
η =
1
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Damit lassen sich folgende Berechnungen durchführen:
‖θ‖ =
√








R2 − r2 = R
√
R2 − r2 + r2












































Diese einfache geometrische Kalkulation zeigt, dass der von der Ebene {x3 = 0} und der Tangen-
te eingeschlossene Winkel ϑ einen Wert von ϑ ≈ 19,47◦ für die vorausgesetzte Messgeometrie
(r = 1, R = 3) nicht überschreitet. Man kann daraus schließen, dass
− r
R
≤ η3 ≤ rR ⇔ −
1
3 ≤ η3 ≤
1
3 . (4.2.54)
Für jeden Quellpunkt α bewegt sich η3 also nur im Bereich [−r/R, r/R], was für die vorgestellte
Geometrie einem Intervall von [−1/3, 1/3] entspricht. Da die Größe des Objektes und damit der
Radius r des Rekonstruktionsgebietes nicht zu beeinflussen ist, hängt der maximale Wert des
Öffnungswinkels ϑ entscheidend von der Wahl des Radius R des Abtastkreises ab. Diese Größen-
beschränkung für η3 wird im Rahmen der Rekonstruktion aus Daten der Doppler-Transformation
von Interesse sein.
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5 Die Doppler-Transformation D
In diesem Kapitel wird nun die Doppler-Transformation D eingeführt, die prinzipiell nichts an-
deres ist als eine vektorwertige Variante der Cone Beam Transformation. Dabei wird zur Ab-
tastung und Untersuchung des Objektes ebenfalls die in Kapitel 2 beschriebene Kegelstrahlgeo-
metrie verwendet. Die Ausführungen werden sich, bis auf wenige Ausnahmen, auf den drei-
dimensionalen Fall beschränken. Im Gegensatz zur skalaren Cone Beam Transformation geht
es nicht um die Rekonstruktion einer Funktion f : R3 → R, die der Dichte des Objektes ent-
spricht, sondern um die Bestimmung und Visualisierung eines Vektorfeldes ~f : R3 → R3 aus
Integralen über dessen Projektionen entlang des Strahlenweges. Bei den im Rahmen der Vek-
tortomographie zu rekonstruierenden Feldern handelt es sich meist um Geschwindigkeitsfelder
einer inkompressiblen, sich bewegenden Flüssigkeit.
Die Vektortomographie besitzt eine Vielzahl von Anwendungen, beispielsweise in der Photo-
elastizität, der Ozeanographie, dem zerstörungsfreien Prüfen und natürlich in der medizinischen
Bildverarbeitung, wo sie beispielsweise zur Tumor(früh-)erkennung eingesetzt werden kann.
Dies ist möglich, da der Blutfluss in der Nähe eines Tumors deutlich stärker, intensiver und
wesentlich ungleichmäßiger ist als in gesundem Gewebe, so dass die Rekonstruktion und Vi-
sualisierung des Geschwindigkeitsfeldes Hinweise auf das Vorhandensein einer möglicherweise
bösartigen Veränderung geben kann (siehe [48]).
Zudem können die Daten mit Hilfe von Ultraschall durch Ausnutzung des nach seinem Entde-
cker benannten Doppler-Effekts gemessen werden. Hierbei handelt es sich um eine bei Wellen
jeglicher Art auftretende Frequenzverschiebung, die der österreichische Mathematiker Christian
Doppler 1842 in [6] theoretisch herleiten konnte. Ein bekanntes Beispiel für den akustischen
Doppler-Effekt ist die von einem Beobachter wahrgenommene Tonhöhenveränderung des Mar-
tinshorns eines fahrenden Krankenwagens. Nähern sich Beobachter und Martinshorn einander,
so erhöht sich die vom Beobachter wahrgenommene Frequenz, der Ton ist höher als im Fall
eines stehenden Fahrzeugs. Entfernen sie sich wieder voneinander, verringert sich die Frequenz,
der Ton wird tiefer. Dieses Prinzip wird heute bei einer Vielzahl von Messverfahren benutzt,
sehr intensiv beispielsweise in der Astronomie, wo der optische Doppler-Effekt zur Geschwin-
digkeitsbestimmung von Sternen und Quasaren genutzt wird.
Gleiches gilt auch für Ultraschallwellen. Trifft in einer sich bewegenden Flüssigkeit eine kon-
tinuierliche Ultraschallwelle der Frequenz ω0 und der Schallgeschwindigkeit c im Inneren der
Flüssigkeit auf einen Partikel, der sich mit der Geschwindigkeit ν auf die Schallquelle zubewegt,





Das Vorzeichen kehrt sich um, wenn sich die Schallwelle und der Partikel in die gleiche Richtung
bewegen. Unter in der Medizin realistischen Bedingungen kann man davon ausgehen, dass die
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Geschwindigkeit des Teilchens ν wesentlich geringer ist als die Schallgeschwindigkeit c, also
ν ≪ c (siehe [13]). Damit kann man c + ν ≈ c abschätzen und erhält
d ≈ 2ω0ν
c
≈ kν mit k = 2ω0
c
.
Der Doppler-Shift, der von jedem Partikel im Weg des Strahls verursacht wird, ist also proportio-
nal zur Geschwindigkeitskomponente des Teilchens im Inneren der Flüssigkeit. Eine Illustration
dieses Messvorgangs ist in Abbildung 5.1 zu finden. Wie man anhand dieser Grafik sehen kann,
werden die bisherigen Annahmen über die zugrunde liegende Messgeometrie aus den voran-
gegangenen Abschnitten übernommen. Die Abtastkurve wird also eine Kreisbahn mit Radius
R = 3 in der x1-x2-Ebene sein und das Rekonstruktionsgebiet Ω, in dem sich das Objekt, in






























Abbildung 5.1: Zweidimensionale Illustration einer Messung zur Vektortomographie
mittels Ultraschall.
Voraussetzung bleibt natürlich stets, dass in der zu untersuchenden Flüssigkeit auch den Schall
reflektierende Partikel vorhanden sind. Für das menschliche Blut ist das aufgrund der darin ent-
haltenen roten Blutkörperchen sicher der Fall. Damit können Ultraschallgeräte zur Rekonstrukti-
on und Visualisierung des Blutflusses eingesetzt werden. Da der Blutfluss um einen Tumor stär-
ker ist als in normalem Gewebe, kann diese zusätzliche Information bei Vorsorgeuntersuchungen
zur Krebsfrüherkennung äußerst hilfreich sein, wie schon 1977 von Wells in [53] vorgeschlagen
wurde.
Da Ultraschall zudem keine bekannten schädlichen Eigenschaften hat, besitzt die Doppler-To-
mographie einen weiteren entscheidenden Vorteil gegenüber der heute im klinischen Alltag
verwendeten Tomographie, bei der Röntgenstrahlung eingesetzt wird. Von dieser ist bekannt,
dass sie – häufig eingesetzt zur Krebserkennung – selbst Krebs auslösen kann. Dies ist abhän-
gig von der Strahlendosis, der ein Patient über einen gewissen Zeitraum ausgesetzt ist, auch
über mehrere Untersuchungen und mehrere Jahre hinweg. Demnach können präventive Unter-
suchungen mit Ultraschall die Strahlenbelastung eines Patienten deutlich verringern. Bei der als
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Sonographie bezeichneten Untersuchung werden Ultraschallgeräte bei der Brustkrebsvorsorge
bereits eingesetzt, allerdings nicht zur Rekonstruktion des Blutflusses, sondern, ähnlich wie bei
der Röntgentomographie, zur Darstellung unterschiedlicher Gewebedichten. Die Unschädlich-
keit der Strahlen ermöglicht auch den Einsatz im Rahmen fetaler Untersuchungen während der
Schwangerschaft, wo mittlerweile sogar dreidimensionale Bilder des ungeborenen Kindes mög-
lich sind.
Die für die Brustkrebsvor- und -nachsorge ebenso häufig verwendete Mammographie, bei der
ebenfalls Röntgenstrahlung verwendet wird, birgt einen weiteren Nachteil. Sie steht im Ver-
dacht, dass durch den Druck, der während einer Mammographie auf die Brust ausgeübt wird,
kleine Tumore zerstört und so die Ausbreitung der Krankheit beschleunigt werden könnte. Mit
entsprechenden Ultraschallgeräten könnte diese Gefahr vermieden oder zumindest verringert
werden.
Die weite Verbreitung von Ultraschallgeräten, der derzeitige technische Entwicklungsstand und
die Vorteile gegenüber Röntgenstrahlen lassen darauf schließen, dass sich diagnostisch verläss-
liche und effektive Algorithmen zur Rekonstruktion des Blutflusses mittels Ultraschall in der
medizinischen Praxis schnell und erfolgreich durchsetzen könnten. Es sei an dieser Stelle aber
nochmals erwähnt, dass für die hier gemachten Überlegungen und Ausführungen vorausgesetzt
wird, dass die auf Ultraschall basierenden Algorithmen und die dazugehörige medizinische Aus-
rüstung genauso verlässlich und schnell arbeiten, wie heutige Röntgentechniken.
In den folgenden Abschnitten soll die Doppler-Transformation näher vorgestellt und wichtige
Eigenschaften hergeleitet werden. Dabei werden auch immer wieder Parallelen zur Cone Be-
am Transformation aufgezeigt. Ziel ist es, einen auf der Theorie der Approximativen Inversen
und dem Kern ψ der Cone Beam Transformation beruhenden Rekonstruktionsalgorithmus zu
entwickeln. Aus diesem Grund war es notwendig, die im Zusammenhang mit der skalaren 3D
Tomographie erarbeiteten Resultate so detailliert in den vorangegangenen Kapiteln, speziell Ka-
pitel 4, vorzustellen.
5.1 Definitionen und wichtige Eigenschaften
Im Unterschied zu den vorausgehenden Abschnitten dieser Arbeit wird nun f eine Funktion
von R3 → R3 bezeichnen und nicht wie bisher von R3 → R. Wo es notwendig ist, wird, um
Unklarheiten auszuschließen, die vektorwertige Funktion mit einem Pfeil gekennzeichnet, d.h.
man schreibt ~f statt f . Die Komponenten von ~f sind wiederum Funktionen fi : R3 → R,
i = 1, 2, 3, so dass ~f in der Form ~f (x) = ( f1(x), f2(x), f3(x)) ⊤ mit x = (x1, x2, x3) ⊤ dargestellt
werden kann.
5.1.1 Einführung und Definition
Die Definition der Doppler-Transformation D ist der der Cone Beam Transformation aus De-
finition 2.1.4 sehr ähnlich. Beide lassen sich auf eine gemeinsame, allgemeinere Definition für
Tensorfelder vom Rang m, die von Schuster in [41] eingeführt wurde, zurückführen.
Definition 5.1.1. Sei α ∈ Γ ein Quellpunkt auf einer Abtastkurve Γ ⊂ Rn\ ¯Ω, die das Rekonstruk-
tionsgebietΩ, in dem sich das Objekt befindet, umgibt. Weiter seien θ ∈ S n−1 der Richtungsvek-
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tor des Strahls und f ein symmetrisches, kovariantes Tensorfeld vom Rang m mit kompaktem








fi1···im(α + tθ)θi1 · · · θim dt ,
(5.1.1)
wobei θm = θ ⊗ . . . ⊗ θ das m-fache Tensorprodukt von θ bezeichnet.
Abkürzend schreibt man auch
Dm,αf(θ) ≔ Dmf(α, θ) . (5.1.2)
In Gleichung (5.1.1) wird die Einstein’sche Summenkonvention verwendet, d.h. man summiert
über gleiche Indizes i j mit 1 ≤ i j ≤ n. Weiterhin nimmt man an, dass f = 0 in Rn\ ¯Ω, d.h.
die Funktion ist Null außerhalb des Rekonstruktionsgebietes. Schuster weist in [41] zusätzlich
darauf hin, dass der Operator D mit der „longitudinal ray transform“, die Sharafutdinov in [44]
einführt, übereinstimmt. Tensorfelder vom Rang m = 0 sind skalare Funktionen f (x), so dass
sich aus Definition 5.1.1 für m = 0 und n = 3 die bereits vorgestellte Theorie zur skalaren drei-
dimensionalen Cone Beam Transformation ergibt, d.h. es gilt D0 = D. Tensorfelder vom Rang
m = 1 sind Vektorfelder ~f (x) im Rn, die in Definition 5.1.1 eingeführte Integraltransformation
bezeichnet man dann auch allgemein als Cone Beam Transformation für Vektorfelder der Di-
mension n oder vektorielle Cone Beam Transformation. Die folgenden Betrachtungen werden
sich hauptsächlich auf den Fall m = 1 und n = 3 beschränken.
Sei Γ ⊂ R3 zunächst eine beliebige Abtastkurve, wobei meistens der Fall einer kreisförmigen
Abtastkurve in der x1-x2-Ebene betrachtet werden wird. Der Rekonstruktionsbereich, in dem
sich das Objekt befindet, werde wie bisher mit Ω ⊂ R3 bezeichnet. In den am Ende der Arbeit
vorgestellten praktischen Anwendungen wird dies die dreidimensionale Einheitskugel um die
Null sein, d.h. Ω = B1(0) =
{
x ∈ R3
∣∣∣ ‖x‖ < 1}.
Definition 5.1.2. Die aus Formel (5.1.1) abgeleitete Gleichung für f : R3 ⊃ Ω→ R3
D f (α, θ) ≔ D1f(α, θ) =
∞∫
0
〈 f (α + tθ), θ〉 dt =
〈 ∞∫
0
f (α + tθ) dt




∈ R , (5.1.3)
wobei α ∈ Γ ein Quellpunkt auf der Abtastkurve Γ, Ω das Rekonstruktionsgebiet und θ ∈ S 2 ein
Einheitsvektor sind, wird als Doppler-Transformation bezeichnet.
Eine Illustration dieser beschriebenen Messanordnung mit Kreis in der Ebene {x3 = 0} als Ab-
tastkurve findet sich in Abbildung 5.2.












(Linie, über die integriert wird) reflektierender
Partikel
Abbildung 5.2: Illustration des Messaufbaus für die 3D Doppler-Transformation mit
einem Kreis in der Ebene {x3 = 0} als Abtastkurve Γ.
Die anschließende einfache Rechnung zeigt noch einmal den engen Zusammenhang zwischen
Doppler- und Cone Beam Transformation:
D f (α, θ) =
∞∫
0
〈 f (α + tθ), θ〉 dt =
∞∫
0
θ1 f1(α + tθ) + θ2 f2(α + tθ) + θ3 f3(α + tθ) dt
= θ1D f1(α, θ) + θ2D f2(α, θ) + θ3D f3(α, θ) .
Das mathematische Problem der dreidimensionalen Vektor- oder Doppler-Tomographie besteht
nun ähnlich wie bei der skalaren Cone Beam Transformation D darin, die Gleichung D f = g
für gegebene Messungen g ∈ R zu invertieren, d.h. ein dreidimensionales Vektorfeld f aus
bekannten, eindimensionalen, also skalaren, Daten g zu rekonstruieren. Im Gegensatz zu D0 = D
ist für D1 = D weder eine Inversionsformel noch ein approximatives Inversionsschema für die
Kegelstrahlgeometrie bekannt.
Allerdings konnten, obwohl die Vektortomographie noch ein relativ neues Forschungsgebiet ist,
für andere Geometrien bereits zahlreiche wichtige theoretische und numerische Resultate her-
geleitet werden, speziell für die parallele Geometrie. So hat beispielsweise Juhlin in [13] einen
Messaufbau vorgeschlagen, mit dem es möglich ist, den divergenzfreien Anteil eines zweidi-
mensionalen Vektorfeldes vollständig zu rekonstruieren. Mathematische Eigenschaften dieses
Modells finden sich bei Sparr et al. in [46]. Desbat und Wernsdörfer entwickelten in [4] eine
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iterative Methode.
Für die dreidimensionale Doppler-Tomographie mit paralleler Geometrie konnte Schuster in
[39] und [40] eine Rekonstruktionsmethode vom Typ der gefilterten Rückprojektion angeben,
die auf der Approximativen Inversen beruht. Zusammen mit Rieder gelang es ihm in [38] die
Konvergenz mit expliziter Angabe der Konvergenzgeschwindigkeit und Stabilität dieser Metho-
de für verrauschte Daten zu zeigen.
In Anbetracht des engen Zusammenhangs zwischen Radon- und Cone Beam Transformation, der
beispielsweise in der Formel von Grangeat (4.2.2) in Satz 4.2.1 zum Ausdruck kommt und sich
teilweise auf die Doppler-Transformation verallgemeinern lässt, ist es auch von Interesse, dass
die Singulärwertzerlegung der zweidimensionalen Radon-Transformation für Tensorfelder bei
Fächerstrahlgeometrie in einem Artikel von Kazantsev und Bukgheim [15] hergeleitet werden
konnte.
Bevor weitere Eigenschaften behandelt werden, soll gleich zu Beginn die Frage beantwortet
werden, was in der Theorie aus den Daten der Doppler-Transformation überhaupt rekonstruiert
werden kann. Aus Gleichung (5.1.3) sieht man leicht, dass man aus den Messungen lediglich das
Integral über die Projektionen des Vektorfeldes auf den Integrationsstrahl, d.h. die Projektionen




















Linie, über die integriert wird
Abbildung 5.3: Visualisierung der gemessenen Projektionsdaten für die 3D Doppler-
Transformation.
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Betrachtet man eine Ultraschallwelle, die von einem Quellpunkt α auf der Abtastkurve Γ aus-
geht, so kann lediglich die Projektion des grün gezeichneten Beispielvektors in Richtung der
Schallwelle gemessen werden. Diese Projektion ist als roter Pfeil dargestellt. Im Umkehrschluss
bedeutet dies auch, dass jeder Vektor, der senkrecht zur Richtung der Welle steht, nichts zum
Integral beiträgt. Diese Tatsache wird in Abbildung 5.3 mit Hilfe des Einheitskreises und der
entsprechenden grünen Beispielvektoren senkrecht zu θ illustriert. Als Konsequenz ist eine voll-
ständige Rekonstruktion eines beliebigen Vektorfeldes mit der zugrunde liegenden Messgeome-
trie nicht möglich. Unter Zuhilfenahme der Bezeichnungen aus Abschnitt 3.1.4 ist es höchstens
möglich, den divergenzfreien Anteil eines beliebigen Vektorfeldes zu bestimmen, da die vek-
torielle Cone Beam Transformation eines beliebigen Gradientenfeldes mit kompaktem Träger
identisch Null ist. Dies kann auch leicht anhand der folgenden kurzen Rechnung für ein Gradi-
entenfeld f (x) = ∇φ(x) = (∂x1φ(x), . . . , ∂xnφ(x)) ⊤, φ : Rn ⊃ Ω → R mit kompaktem Träger
anschaulich gemacht werden:
D1 f (α, θ) = D1 (∇φ) (α, θ) =
∞∫
0
〈∇φ (α + tθ) , θ〉 dt
=
[
φ (α + tθ)]∞0 = 0 .
5.1.2 Eigenschaften
Nach dieser ausführlicheren Einleitung in das Themenbegiet der Vektortomographie wird sich
die Arbeit nun den Eigenschaften der vektoriellen Cone Beam beziehungsweise der Doppler-







f : X → Rn
∣∣∣ ‖ f ‖L2 = 〈 f , f 〉1/2L2 < ∞} (5.1.4)
der Raum der quadratintegrierbaren Funktionen von X ⊂ Rn nach Rn, wobei das innere Produkt
zweier Funktionen in L2 definiert ist durch
〈 f , g〉L2 ≔
∫
X
〈 f (x), g(x)〉Rn dx . (5.1.5)
Für die Operatoren D0 und D1 und damit auch deren dreidimensionale Spezialfälle D bezie-
hungsweise D kann folgender Satz gezeigt werden:
Satz 5.1.3. Sei Ωn ≔ {x ∈ Rn | ‖x‖ < 1} mit ∂Ωn = S n−1 das Rekonstruktionsgebiet, in dem das









) → L2 (Γ × S n−1)
sind linear und beschränkt, wenn ∫
Γ
(|α| − 1)1−n dα < ∞ .
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Dieser Satz wird von Schuster in [41] für die allgemeine Cone Beam Transformation für Ten-
sorfelder aus Formel (5.1.1) hergeleitet und mittels folgender einfacher Rechnung bewiesen:
Beweis. Für f ∈ L2 (Ωn,Rn), α ∈ Γ und m ∈ {0, 1} gilt
∫
S n−1



















‖ f (x)‖2 |x − α|1−n dx
≤ 2 (|α| − 1)1−n ‖ f ‖2L2 ,
wobei hier die Substitution x = α + tθ und die Tatsache, dass f (x) = 0 in Rn\ ¯Ω benutzt wurden.





|D f (α, θ)|2 dθ dα ≤ 2 ‖ f ‖2L2
∫
Γ
(|α| − 1)1−n dα .

Aus Satz 5.1.3 folgt, dass die adjungierten Operatoren von D0 und D1 beschränkt sind. Für den
Fall n = 3 wurde der adjungierte OperatorD∗ der dreidimensionalen Cone Beam Transformation
als Abbildung von L2(R3) → L2(Γ × S 2) bereits in Formel (4.1.1) angegeben und wird hier für
spätere Vergleiche wiederholt:
(D∗g) (x) = ∫
Γ








Im Folgenden soll nun der adjungierte OperatorD∗ der Doppler-Transformation angegeben wer-
den. Dafür betrachten wir die ausführliche Herleitung des adjungierten Operators D∗1 der vekto-
riellen Cone Beam Transformation für beliebige Dimension n und setzen dann n = 3. Zunächst
muss allgemein die Gleichung









D∗1g(x) f (x) dx
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für f ∈ L2 (Ωn,Rn) und g ∈ L2
(
Γ × S n−1
)
erfüllt sein. Einsetzen der Definitionen und Umformen
ergibt
















g (α, θ) 〈 f (α + tθ) , θ〉 dt dθ dα .
Unter Verwendung von Kugelkoordinaten für θ und mit Hilfe der Substitution










































‖y − α‖n dα, f (y)
〉
dy .










︸           ︷︷           ︸
∈R
y − α













‖y − α‖ dα .
(5.1.6)












bestimmen. Wie schon für den Fall der Definitionen von D0 und D1 lassen sich beide Formeln











(y − α)m dα (5.1.7)
oder in der abkürzenden Schreibweise






(y − α)m (5.1.8)
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für die allgemeine Cone Beam Transformation für symmetrische, kovariante Tensorfelder der
Stufe m aus Definition 5.1.1 gewinnen.












‖y − α‖3 dα . (5.1.9)
Wie man durch einen Vergleich der Formeln (4.1.1) und (5.1.9) leicht sieht, unterscheiden sich
die adjungierten Operatoren der Cone Beam Transformation D∗ und der Doppler-Transforma-
tion D∗ im Fall n = 3 formal nur dadurch, dass bei D∗ eine Multiplikation mit einem Vektor
y−α
‖y−α‖ hinzukommt, die dafür sorgt, dass D
∗g(y) ∈ R3 während D∗g(y) ∈ R gilt.
In einigen Fällen wird später auf die folgenden abkürzenden Schreibweisen für die n-dimensio-
nale Radon- und Doppler-Transformation sowie deren adjungierte Operatoren zurückgegriffen:
Rθ f (s) = R f (θ, s) , Rθ : L2 (Ωn) → L2 ([−1, 1]) (5.1.10a)



























Dabei ist Ωn ≔ {x ∈ Rn | ‖x‖ < 1} mit ∂Ωn = S n−1 wie in Satz 5.1.3 das Rekonstruktionsgebiet.
Einfache Eigenschaften
Die einfachste Eigenschaft, die sich für die Doppler-Transformation herleiten lässt, ist die Li-
nearität. Für f , g : R3 ⊃ Ω→ R3 gilt
D( f + g)(α, θ) =
∞∫
0
〈( f + g)(α + tθ), θ〉 dt =
∞∫
0




〈 f (α + tθ), θ〉 dt +
∞∫
0
〈g(α + tθ), θ〉 dt = D f (α, θ) +Dg(α, θ) . (5.1.11)
Die Linearität kann analog für die Cone Beam Transformation D gezeigt werden. Wegen
∞∫
−∞
〈 f (α + tθ), θ〉 dt =
∞∫
0
〈 f (α + tθ), θ〉 dt





〈 f (α + tθ), θ〉 dt
= D f (α, θ) −
0∫
−∞
〈 f (α + tθ),−θ〉 dt
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lässt sich mit Hilfe der Substitution t = −s, ds = −dt
∞∫
−∞
〈 f (α + tθ), θ〉 dt = D f (α, θ) −D f (α,−θ) (5.1.12)
herleiten. Zusätzlich weiß man durch die Art der Messung, dass das Objekt – wenn überhaupt –
nur in einer der beiden Richtungen θ oder −θ von einer Ultraschallwelle getroffen werden kann,
d.h. einer der beiden Summanden auf der rechten Seite ist für festes α Null.
Im Vergleich dazu gilt mit der gleichen Substitution wie oben für die Cone Beam Transformation
D f (α,−θ) =
∞∫
0
f (α + t(−θ)) dt =
−∞∫
0
f (α + sθ) (−ds) =
0∫
−∞




f (α + tθ) dt = D f (α, θ) +D f (α,−θ) .
Auch hier ist aufgrund der Messgeometrie bekannt, dass einer der beiden Summanden auf der
rechten Seite Null sein muss. Trotzdem wird schon durch einen Vergleich mit Gleichung (5.1.12)
klar, dass sich Aussagen für die Cone Beam Transformation nicht in jedem Fall auf die Doppler-
Transformation übertragen lassen.
Für die Doppler-Transformation ist zudem entscheidend, von welchem der beiden Schnittpunkte
einer Linie mit der Abtastkurve die Messung beginnt. Um dies zu verdeutlichen, seien α und β
die Schnittpunkte zwischen einer Linie von α in Richtung θ und der Abtastkurve Γ, d.h.
β = α + ηθ , η ≥ 0 .
Dann gilt:
D f (α, θ) =
∞∫
0
〈 f (α + tθ), θ〉 dt =
η∫
0
〈 f (α + tθ), θ〉 dt = −
η∫
0




〈 f (β − ηθ − t(−θ)),−θ〉 dt = −
η∫
0





〈 f (β + s(−θ)),−θ〉 ds = −D f (β,−θ) ,
d.h. D f (α, θ) = −D f (β,−θ).
Wie man an dieser kurzen Rechnung sieht, unterscheiden sich die Messungen von D f (α, θ)
und D f (β,−θ) gerade durch das Vorzeichen, d.h. D f (α, θ) = −D f (β,−θ). Die Werte von f an
einem beliebigen Punkt x auf der Linie sind selbstverständlich für beide Messungen gleich, die
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Richtung, in die der Vektor projiziert wird, ist aber genau entgegengesetzt, unterscheidet sich
also durch ein Minus.
Für die Cone Beam Transformation spielt die Richtung des Strahls keine Rolle, da mit der glei-
chen Substitution wie oben
D f (α, θ) =
∞∫
0
f (α + tθ) dt =
η∫
0




f (α − t(−θ)) dt =
η∫
0




f (β + s(−θ)) ds = D f (β,−θ) ,
also D f (α, θ) = D f (β,−θ) gilt.
Bemerkung. Die oben angestellte Überlegung führt dazu, dass das Integral über die komplette
dreidimensionale Einheitssphäre der Doppler-Transformation gerade Null ergibt, also keine Re-
konstruktion ermöglicht. In diesem Fall muss man die Messungen auf die halbe Einheitssphäre
beschränken. Gleiches gilt auch für Abtastkurven, die in einer Ebene liegen und für die man
lediglich die Messungen über die in der Abtastebene liegenden Richtungen betrachtet.
Im Fall der Cone Beam Transformation spielt die Richtung keine Rolle, so dass das Ergebnis
der Integration über einen beliebigen Strahl nicht davon abhängt, in welchem der beiden Schnitt-
punkte man die Messung beginnt. Durch eine Integration über die komplette dreidimensionale
Einheitssphäre oder eine ebene Abtastkurve erhält man also alle Daten doppelt, was für eine
Rekonstruktion natürlich von Vorteil ist.
Homogenität und Fortsetzung auf R3
Es ist leicht ersichtlich, dass D f auf R3 × R3 ausgeweitet werden kann. Unter Verwendung der
Substitution s = ‖y‖ · t ⇔ t = s‖y‖ mit dsdt = ‖y‖ ⇔ dt = 1‖y‖ds erhält man:
D f (α, y) =
∞∫
0











































Dies bedeutet gemäß Definition 3.1.1, dass die Doppler-Transformation homogen vom Grad 0
in der zweiten Variablen ist.
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Im Gegensatz dazu lässt sich unter Verwendung der gleichen Substitution leicht zeigen, dass die
Cone Beam Transformation homogen vom Grad -1 in der zweiten Variablen ist, denn
D f (α, y) =
∞∫
0






































‖y‖D f (α, y) . (5.1.14)
Fourier-Transformation
Die in Abschnitt 3.1.3 eingeführte Fourier-Transformation ist oft ein nützliches Hilfsmittel bei
der Herleitung von Inversionsformeln, beispielsweise für die Röntgen- und Radon-Transforma-
tion mit Hilfe des Fourier slice theorem 3.3.1 oder für die Cone Beam Transformation in der
Inversionsformel von Tuy (4.2.3). Für letztere zeigen Natterer und Wübbeling in [32, Abschnitt
5.5.2, S.129ff] einer Idee in [55] folgend, dass die Methode von Grangeat, bei der die Radon’sche
Inversionsformel (3.3.19) für R mit der Formel von Grangeat (4.2.2) kombiniert wird, auch aus
der Inversionsformel von Tuy hergeleitet werden kann.
Dazu wird auch die Fourier-Transformation von D berechnet, wobei in der mit (†) gekennzeich-
neten Gleichung ausgenutzt wird, dass D gemäß Formel (5.1.14) homogen vom Grad −1 in der
zweiten Variablen ist.
(D f )∧ (α, ξ) = (2π)−3/2
∫
R3
(D f ) (α, y)e−i〈ξ,y〉 dy










































(D f ) (α, θ)δ′(〈ξ, θ〉) dθ + . . . ,
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wobei die Punkte laut [32] für eine gerade Funktion von ξ stehen. Auf die weiteren Umfor-
mungen, die schließlich zur Methode von Grangeat führen, soll hier verzichtet werden. Nach-
folgend wird nun die die Fourier-Transformation für die Doppler-Transformation berechnet, um
die Möglichkeit einer darauf beruhenden Inversionsformel für D zu prüfen. Die ersten Schrit-
te verlaufen dabei vollkommen analog, erst in der mit (†) gekennzeichneten Umformung wird
stattdessen verwendet, dass D homogen vom Grad 0 in der zweiten Variablen ist.
(D f )∧ (α, ξ) = (2π)−3/2
∫
R3

















D f (α, θ)
∞∫
0
r2e−ir〈ξ,θ〉 dr dθ . (5.1.15)
Weiterhin gilt:
(D f )∧ (α,−ξ) = (2π)−3/2
∫
S 2
D f (α, θ)
∞∫
0
r2eir〈ξ,θ〉 dr dθ . (5.1.16)
Eine Addition dieser beiden Gleichungen liefert:




D f (α, θ)
∞∫
0
r2e−ir〈ξ,θ〉 dr dθ + (2π)−3/2
∫
S 2















Unter Benutzung der Formel von Euler




















r2 cos (r 〈ξ, θ〉) dr
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die Gleichung
(D f )∧ (α, ξ) + (D f )∧ (α,−ξ) = 2 (2π)−3/2
∫
S 2
D f (α, θ)
∞∫
0
r2 cos (r 〈ξ, θ〉) dr dθ .
Analog gilt
(D f )∧ (α, ξ) − (D f )∧ (α,−ξ) = (−2i) (2π)−3/2
∫
S 2
D f (α, θ)
∞∫
0
r2 sin (r 〈ξ, θ〉) dr dθ .
Die auftretenden Integrale sind dabei im Sinne von Distributionen zu verstehen, was aber für
die Richtigkeit der entsprechenden Umformungen nicht relevant ist. Leider konnten zum jetzi-
gen Zeitpunkt keine weiteren Vereinfachungen der auftretenden Integrale oder zusätzliche For-
meln gefunden werden, die eine Inversion der Doppler-Transformation D mit Hilfe der Fourier-
Transformation ermöglicht hätten. Auch ein Fourier slice theorem ist weder für die dreidimen-
sionale Cone Beam noch für die Doppler-Transformation bekannt, so dass Fouriertechniken oder
-methoden, wie beispielsweise bei der Radon- oder Röntgentransformation, keine Alternative
darstellen.
5.1.3 Verallgemeinerte Formel von Grangeat
In Satz 4.2.1 wurde die für die Inversion der Cone Beam Transformation äußerst wichtige Formel
von Grangeat angegeben, die für eine Funktion f ∈ S(R3), einen Einheitsvektor ω ∈ S 2 und
einen Quellpunkt α ∈ Γ
∂
∂s






D f (α, θ) δ′ (〈θ, ω〉) dθ (4.2.2)
lautet. Sie stellt einen relativ einfachen Zusammenhang zwischen Radon-Transformation R, für
die Inversionsformeln bekannt sind, und Cone Beam Transformation D her, durch den die Her-
leitung einer Inversionsformel für D ermöglicht wird. In diesem Abschnitt wird es nun das Ziel
sein, die Formel von Grangeat auf Vektorfelder zu übertragen und zu evaluieren, ob sich da-
mit eine Inversionsformel für die Doppler-Transformation analog zum Vorgehen in Abschnitt
4.2.1 für D herleiten lässt. Abstrakter formuliert wäre dazu nicht unbedingt ein Zusammenhang
zwischen R und D notwendig, sondern zwischen einer beliebigen Integraltransformation mit
bekannter Inversionsformel und D.
Schuster gelang es in [41] die Formel von Grangeat auf Tensorfelder zu erweitern. Die dazu
notwendigen Definitionen für die allgemeine Cone Beam Transformation Dm und den zugehö-
rigen adjungierten Operator D∗m sind in Definition 5.1.1 beziehungsweise den Formeln (5.1.1)
und (5.1.7) gegeben. In diesem Fall wird mit R die n-dimensionale Radon-Transformation be-
zeichnet.
98 5 Die Doppler-Transformation D
Satz 5.1.4 (Formel von Grangeat für Tensorfelder). Sei n ≥ 2 und f ∈ C(n−2)0 (Ωn,Sm), wobei
Sm die Menge aller symmetrischen Tensoren der Stufe m ist. Dann gilt:
∂(n−2)
∂s(n−2)
R fα(θ, s = 〈α, θ〉) = (−1)n−2
∫
S n−1
Dmf(α,ω) δ(n−2)(〈θ, ω〉) dω (5.1.17)
mit α ∈ Γ, θ ∈ S n−1 und
fα(x) = 〈f(x), ‖x − α‖−m (x − α)m〉 = fi1···im ‖x − α‖−m (x − α)i1 · · · (x − α)im . (5.1.18)
Beweis. Der hier angegebene Beweis aus [41] folgt der Beweisskizze der klassischen Formel











〈f(x), ‖x − α‖−m (x − α)m〉 ψ(〈x, θ〉) dx .






Dm,αf(ω) h(ω) dω =
∫
Ωn
〈f(x), ‖x − α‖−m (x − α)m〉 h ( x − α‖x − α‖
)
dx .
Mit h(ω) = δ(n−2) (〈ω, θ〉), ψ(s) = δ(n−2) (s − 〈α, θ〉) und der Tatsache, dass δ(n−2) homogen vom
Grad 1 − n ist (vgl. Satz 3.1.2), ist Formel (5.1.17) bewiesen. 
Für m = 0 ist dies die klassische Formel von Grangeat (4.2.2), allerdings für die n-dimensionale
Cone Beam Transformation. Für m = 1 ergibt sich die Formel von Grangeat für n-dimensionale
Vektorfelder f ∈ C(n−2)0 (Ωn,Rn)
∂(n−2)
∂s(n−2)
R fα(θ, s = 〈α, θ〉) = (−1)n−2
∫
S n−1












R fα(θ, s = 〈α, θ〉) = (−1)
∫
S 2
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wobei die zweite Gleichung aus Eigenschaft (3.1.4) der Delta-Distribution folgt. Die Funktion
fα(x) ist die Projektion von f auf den Einheitsvektor x−α‖x−α‖ vom Quellpunkt α in Richtung des
Rekonstruktionspunktes x.
Prinzipiell könnte man jetzt für die Herleitung einer Inversionsformel analog vorgehen, wie
beispielsweise in der Dissertation von Dietz [5] oder im Artikel von Louis [24, S.11], wobei
nachfolgend die Doppler- statt der Cone Beam Transformation verwendet wird. Ausgangspunkt
ist wieder die Inversionsformel der 3D-Radon-Transformation





R fα (θ, 〈x, θ〉) dθ
[24]







R fα(θ, s)︸        ︷︷        ︸
(∗)
δ′ (s − 〈x, θ〉) ds dω .
Um die Formel von Grangeat für die Doppler-Transformation (5.1.20)
∂
∂s
R fα(θ, s = 〈α, θ〉) = (−1)
∫
S 2
D f (α,ω) δ′(〈θ, ω〉) dω
anwenden zu können, hätte man an der mit (∗) markierten Stelle gerne ∂∂sR fα (θ, 〈α,ω〉) stehen.
Für den skalaren Fall lässt sich das durch Variablentransformation s = 〈α, θ〉 mit erfüllter Tuy-
Kirillov-Bedingung aus Definition 2.1.5 und dem Crofton-Symbol aus Definition 4.2.2 realisie-
ren. Die Substitution s = 〈α, θ〉 führt dabei zu dsdα = |〈α′, θ〉|, wie es in Abschnitt 4.2.1 vorgeführt
wurde.
Dieses Vorgehen schlägt aber für die Doppler-Transformation leider fehl, da die Projektion
fα(x) =
〈
f (x), ‖x − α‖−1 (x − α)
〉
R3
, d.h. die Objektfunktion von R, ebenfalls vom Quellpunkt
α abhängt und sich mit diesem verändert. Betrachtet man sich die Aussagen von Satz 5.1.4 ge-
nauer, so ist klar, dass diese Abhängigkeit der Projektion von α für alle m > 0 gilt und die
Herleitung einer Inversionsformel mit Hilfe der Formel von Grangeat nur im Fall m = 0 auf die
vorgestellte Art und Weise möglich ist. Daraus lässt sich auch folgern, dass die Tuy-Kirillov-
Bedingung für m > 0 nicht ausreicht, um eine Inversion zu garantieren (vgl. [41]). Denisjuk
präsentiert in [3] eine Verallgemeinerung der Tuy-Kirillov-Bedingung für Tensorfelder einer
beliebigen Stufe m und leitet daraus Gleichungen her, die zur verallgemeinerten Formel von
Grangeat (5.1.17) sehr ähnlich sind. Für n = 3 muss nach Angaben von Denisjuk eine Ebene,
die das Rekonstruktionsgebiet schneidet, mindestens m + 1 Schnittpunkte mit der Abtastkurve
haben, was für den skalaren Fall m = 0 der normalen Tuy-Kirillow-Bedingung entspricht, für
die Doppler-Transformation mit m = 1 aber zu mindestens zwei Schnittpunkten führt.
Bemerkung. Selbst wenn es möglich wäre, fα(x) mit Hilfe von Formel (5.1.20) zu berechnen,




immer noch der Vektor f (x) eindeutig bestimmt
werden. Dazu muss es für einen festen Rekonstruktionspunkt x mindestens drei Quellpunkte αi
geben, so dass die normierten Vektoren x−αi‖x−αi‖ linear unabhängig sind. Dies kann als zusätzliche
Bedingung an die Abtastkurve Γ angesehen werden. Eine analoge Überlegung gilt natürlich auch
für Tensoren beliebiger Stufe und in höherer Dimension (vgl. [41]).
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Es sollte hier nicht unerwähnt bleiben, dass für einen einzelnen Kreis als Abtastkurve Γ für
alle Rekonstruktionspunkte y in der Kreisebene keine drei solcher linear unabhängigen Vekto-
ren gefunden werden können. Eine Rekonstruktion aus Daten, die von Quellpunkten auf einer
Kreiskurve gemessen wurden, wie sie für die Cone Beam Transformation trotz nicht erfüllter
Tuy-Kirillov-Bedingung gelingt, ist für die Doppler-Transformation also ausgeschlossen.
Nachdem nun auch dieser Weg über eine Erweiterung der Formel von Grangeat nicht zu einer
Inversionsformel geführt hat, muss nach weiteren Möglichkeiten gesucht werden. Eine vielver-
sprechende Alternative besteht in der Formel von Hamaker et al., auf die sich auch die Formel
von Grangeat zurückführen lässt.
5.1.4 Verallgemeinerung der Formel von Hamaker et al.
Die Formel von Hamaker et al. aus [12] wird im Buch von Natterer und Wübbeling [32, Ab-
schnitt 2.3, S.23] zur Herleitung der Formel von Grangeat benutzt und auch in dieser Arbeit
wurde sie, ohne explizit benannt zu werden, im Beweis von Satz 5.1.4 verwendet.
Für die Cone Beam Transformation kann sie wie folgt angegeben werden. Sei h eine Funktion
in R, die homogen vom Grad 1 − n ist. Dann gilt:∫
S n−1
D f (α,ω) h (〈θ, ω〉) dθ =
∫
R
R f (θ, s) h (s − 〈α, θ〉) ds . (5.1.21)
Eine Generalisierung von (5.1.21) auf die Doppler-Transformation ist ebenfalls möglich. Für die
Herleitung werden folgende bekannte Schreibweisen verwendet
Dm,αf(θ) = Dmf(α, θ) , Dm,α : L2 (Ωn,Sm) → L2 (S n−1) , (5.1.2)










→ L2 (Ωn,Sm) , (5.1.8)
Rθ f (s) = R f (θ, s) , Rθ : L2 (Ωn) → L2 ([−1, 1]) , (5.1.10a)





die der Übersichtlichkeit halber oben noch einmal zusammengefasst wurden. Als Grundlage ist
zudem die Herleitung für den adjungierten Operator D∗ der Doppler-Transformation in Formel
(5.1.6) interessant.
Mit der Definition von fα in (5.1.18) und unter Verwendung der Gleichungen




L2(Ωn) und 〈Dαf, h〉L2(S n−1) =
〈f,D∗αh〉L2(Ωn,Sm)




Rθ fα(s)ψ(s) ds =
∫
Ωn
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sowie ∫
S n−1





























Die rechten Seiten sind offensichtlich gleich, wenn





gilt. Seien nun ψ(s) = g (s − 〈α, θ〉) und h(ω) = g (〈θ, ω〉) , wobei g homogen vom Grad
1 − n sei. Dann ist















‖x − α‖ 〈x − α, θ〉
)
= ‖x − α‖n−1 g (〈x − α, θ〉) = ‖x − α‖n−1 ψ (〈x, θ〉) .
Damit kann Formel (5.1.21) verallgemeinert werden zu
∫
S n−1
Dαf(ω) g (〈θ, ω〉) dω =
+1∫
−1
Rθ fα(s) g (s − 〈α, θ〉) ds , (5.1.22)
wobei g homogen vom Grad 1− n sein muss. Die Darstellung dieser Gleichung für die Doppler-
Transformation mit m = 1 und n = 3 ändert sich nicht wesentlich
∫
S 2
Dα f (ω) g (〈θ, ω〉) dω =
+1∫
−1
Rθ fα(s) g (s − 〈α, θ〉) ds , (5.1.23)




und die Funktion g muss homogen vom Grad −2 sein.
Anhand folgender Umformung lässt sich das Integral für die Radon-Transformation R für eine
Funktion g(x) = g(−x) auch als Faltung schreiben:
+∞∫
−∞
Rθ fα(s) g (s − 〈α, θ〉) ds =
+∞∫
−∞
Rθ fα(s) g (〈α, θ〉 − s) ds
= (R fα(θ, ·) ∗s g(·)) (〈α, θ〉) = (Rθ fα ∗s g) (〈α, θ〉) .
(5.1.24)
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Für g(x) = −g(−x) ändert sich lediglich das Vorzeichen. Da das Interesse dieser Arbeit haupt-
sächlich in der Inversion der Doppler-Transformation oder zumindest der Herleitung einer Re-
konstruktionsmethode besteht, beschränkt sich das weitere Vorgehen auf den Fall m = 1 und
n = 3.
Die Aufgabe besteht nun darin, eine Funktion, die homogen vom Grad −2 ist, zu finden, so dass
man aus Formel (5.1.23) eine einfache Beziehung zwischen D f und R fα herleiten kann.
Bei der Suche nach entsprechenden Funktionen denkt man schnell an die folgenden:
• δ′ ,






isσ |σ| dσ ⇔ h(s) =
∫ ∞
−∞ e
−isσ |σ| dσ .




D f (α,ω) δ′ (〈θ, ω〉) dω =
1∫
−1






R fα (θ, s) δ (s − 〈α, θ〉) ds
= − ∂
∂s
R fα (θ, s = 〈α, θ〉) .
Die Umformungen erhält man aus den Eigenschaften der Delta-Distribution δ und ihrer Ablei-
tung δ′.
Für h(s) = 1
s2
ergibt sich wegen h(s) = h(−s) unter Zuhilfenahme der Umformung (5.1.24) und
partieller Integration für die rechte Seite von (5.1.23):
(Rθ fα ∗s h) (〈α, θ〉) =
(





R fα(θ, s) 1(〈α, θ〉 − s)2 ds
=
[
R fα(θ, s) 1〈α, θ〉 − s
]∞
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Dabei bezeichnet H die in Gleichung (3.3.12) eingeführte Hilbert-Transformation. Auf der lin-
ken Seite der Formel (5.1.23) bietet sich keine Möglichkeit einer Vereinfachung, so dass man
lediglich ∫
S 2





schreiben kann. Insgesamt führt also die Verwendung von h(s) = 1
s2
in der Formel von Hamaker












(〈θ, ω〉)2 dω (5.1.25)
Weiterhin kann man die Äquivalenz der beiden von δ′ verschiedenen Darstellungen für h(s)
zeigen. Man sucht eine Darstellung von h(s), so dass
R f (θ, s) ∗s h(s) = H ∂
∂s
R f (θ, s) (5.1.26)
gilt. Mit der Fourier-Transformation der Hilbert-Transformation aus Formel (3.3.13) und der





R f (θ, s)
}
(ξ) = iξF {R f (θ, s)} (ξ) . (5.1.27)
Damit erhält man durch Anwendung der Fourier-Transformation auf beiden Seiten der Glei-
chung (5.1.26):




R f (θ, s)
}
(ξ)








= ξ sgn(ξ)F {R f (θ, s)} (ξ) ,
so dass
F {h(s)} (ξ) = ξ sgn(ξ) = |ξ|





eisξ |ξ| dξ . (5.1.28)
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∂sR f (θ, s)






〈α, θ〉 − s
∂
∂s







R f (θ, s) ∗s 1
s
)
(〈α, θ〉) (3.1.14)= 1
π
(

































Damit weiß man, dass h(s) eine der beiden in den Formeln (5.1.28) und (5.1.29) genannten
Darstellungen besitzen muss, um Gleichung (5.1.26) zu erfüllen.
Aus Gründen der Vollständigkeit sei auch in diesem Fall die Formel von Hamaker et al. für die














e±i〈θ,ω〉r |r| dr dω . (5.1.30)
Die rechte Seite dieser Gleichung erinnert stark an die bei der Herleitung der Fourier-Transfor-
mationen von D und D ab Seite 95 entwickelten Formeln, stimmt aber nicht mit ihnen überein
und ermöglicht auch keine weiteren Vereinfachungen.
Leider hat auch dieser Weg nicht zur erhofften Inversionsformel für die Doppler-Transformation
geführt, allerdings lassen sich aus der Formel von Hamaker et al. (5.1.23) weitere Beziehungen
zwischen Radon- und Doppler-Transformation herleiten.
5.1.5 Weitere Beziehungen zwischen Radon- und Doppler-Transformation
Aus der Herleitung zur verallgemeinerten Formel von Hamaker et al. (5.1.22) weiß man, dass
für den Fall n = 3 und m = 1
∫
S 2
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und folgt dem gleichen Schema wie bei der oben



















f (x), x − α
‖x − α‖k
〉
ψ (〈x, θ〉) dx .










erfüllt ist. Wählt man ψ(s) = φ (s − 〈α, θ〉) und h(ω) = φ (〈ω, θ〉), wobei φ homogen vom Grad
−(3 − k) = k − 3 ist, gilt:
ψ (〈x, θ〉) = φ (〈x, θ〉 − 〈α, θ〉) = φ (〈x − α, θ〉) = 1‖x − α‖3−k ‖x − α‖


















Für φ homogen vom Grad k − 3 folgt daraus:
1∫
−1
Rθgkα(s) φ (s − 〈α, θ〉) ds =
∫
S 2
D f (α,ω) φ (〈ω, θ〉) dω . (5.1.31)
Die p-te Ableitung der Dirac’schen Deltafunktion δ(p) ist nach Satz 3.1.2 homogen vom Grad
−p − 1, p ≥ 0. Demnach ist wegen
−p − 1 = k − 3 ⇔ p = −k + 2 , k ≤ 2
δ(−k+2) homogen vom Grad k − 3. Damit kann man in Gleichung (5.1.31) φ = δ(−k+2) setzen und
erhält für k ≤ 2:
1∫
−1
Rθgkα(s) δ(−k+2) (s − 〈α, θ〉) ds =
∫
S 2






f (·), · − α
‖· − α‖k
〉)
(s) δ(−k+2) (s − 〈α, θ〉) ds =
∫
S 2
D f (α,ω)δ(−k+2) (〈ω, θ〉) dω .
(5.1.32)
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Diese Gleichung kann auch direkt gezeigt werden:
1∫
−1






f (·), · − α
‖· − α‖k
〉)







f (x), x − α
‖x − α‖k
〉





f (x), x − α
‖x − α‖k
〉




〈 f (x), x − α〉 ‖x − α‖−k δ(−k+2) (〈x − α, θ〉) dx








〈 f (x), x − α〉 ‖x − α‖
3−k
‖x − α‖3 δ



























D f (α,ω)δ(−k+2) (〈ω, θ〉) dω ,
wobei (†) wegen der Substitution x = a + tω gilt. Nutzt man nun in Gleichung (5.1.32) die
Eigenschaften der Delta-Distribution im Eindimensionalen aus, so kann sie weiter umgeformt







































































D f (α,ω) dω ,
wobei (∗) wegen Formel (3.1.6) gilt (vgl. auch [9, S.220, Formel (8)]). In dieser Form wird diese
Gleichung auch bei Denisjuk in [3] verwendet. Durch Einsetzen von Werten k ≤ 2 erhält man
beispielsweise folgende Formeln, die den in [3] hergeleiteten zum Teil sehr ähneln:
k = 2 : Rθ
(〈








D f (α,ω)δ (〈ω, θ〉) dω












D f (α,ω)δ′ (〈ω, θ〉) dω (vgl. (5.1.20))
k = 0 : ∂
2
∂s2






D f (α,ω)δ′′ (〈ω, θ〉) dω
k = −1 : − ∂
3
∂s3






D f (α,ω)δ′′′ (〈ω, θ〉) dω
usw.
Statt δ können natürlich auch andere Funktionen gewählt werden, die homogen vom Grad k − 3
sind, z.B. η(s) = 1







f (·), · − α
‖· − α‖k
〉)
(s) 1(s − 〈α, θ〉)3−k ds =
∫
S 2
D f (α,ω) 1(〈ω, θ〉)3−k dω .
Setzt man wieder verschiedene Werte für k ein, so ergibt sich unter Verwendung der Hilbert-
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Transformation H :




















D f (α,ω) dω





f (·), · − α‖· − α‖2
〉)
(s) 1
s − 〈α, θ〉 ds =
∫
S 2












D f (α,ω) 1〈ω, θ〉 dω





f (·), · − α‖· − α‖
〉)
(s) 1(s − 〈α, θ〉)2 ds =
∫
S 2














D f (α,ω) 1(〈ω, θ〉)2 dω ,
usw.
wobei eine Analogie zur Formel von Gelfand und Goncharov in [32, S.25] zu erkennen ist.
Zwar führen auch diese Ansätze auf Zusammenhänge zwischen Radon- und Doppler-Trans-
formation, leider kann aber keine dieser Gleichungen zur Inversion von D verwendet werden.
Aus diesem Grund wird im nächsten Abschnitt versucht, den engen Zusammenhang zwischen
Cone Beam und Doppler-Transformation auszunutzen und die schon bestehenden, schnellen
Algorithmen zur Rekonstruktionskernberechnung für den skalaren Fall, die in den Abschnit-
ten 4.2.1 und 4.2.2 vorgestellt wurden, zu benutzen, um ein Vektorfeld aus den mit Hilfe der
Doppler-Transformation gemessenen Daten zu rekonstruieren.
5.2 Verwendung des Mollifiers und des Rekonstruktionskerns
der Cone Beam Transformation für die Doppler-
Transformation
Wie bereits erwähnt, ist eine Inversionsformel für die Doppler-Transformation zum jetzigen
Zeitpunkt nicht bekannt, und wie aus den vorangegangenen Abschnitten aus Kapitel 5 klar
wird, scheitern viele Versuche, eine solche analog zu einem bekannten Muster oder einer exis-
tierenden Formel herzuleiten. So führen weder Verallgemeinerungen der Formel von Grangeat
(5.1.20) oder der Formel von Hamaker (5.1.23) noch Fouriertechniken (5.1.15) zum gewünsch-
ten Erfolg. Auch ein nicht-exaktes, aber funktionierendes Rekonstruktionsverfahren konnte bis
dato nicht entwickelt werden und die aus der Tomographie bekannten Verfahren, die sich von
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der in Abschnitt 4.2 vorgestellten Methode mit Hilfe der Approximativen Inversen unterschei-
den, lassen sich ebensowenig auf die Doppler-Transformation anwenden. So wird beispielsweise
aus der Beschreibung des bekannten FDK-Algorithmus (Feldkamp, Davis, Kress, siehe [7]) in
[32, S.128] schnell klar, dass der Algorithmus nicht für die vektorielle Cone Beam Transfor-
mation D1 und damit auch nicht für deren Spezialfall für n = 3, die Doppler-Transformation
D, funktionieren kann. Der Integrand von D1 beziehungsweise D hängt stark vom Richtungs-
vektor θ der Ultraschallwelle ab, eine Tatsache, die im FDK-Algorithmus explizit missachtet
wird. Auch die Verfahren von Norton in [33] und [34] und Prince in [35] und [36] sind nur
für zwei- beziehungsweise dreidimensionale Vektorfelder in der parallelen Geometrie geeignet.
Die dort verwendeten Integraltransformationen entsprechen leider nicht D1 oder D. Lade et al.
verallgemeinern in [17] den Ansatz von Norton auf dreidimensionale Vektorfelder, wobei sie
den Ausdruck „Doppler-Transformation“ für Messungen der Projektionen des Vektorfeldes in
oder senkrecht zur Richtung des Strahls in der parallelen Geometrie benutzen. Bedauernswer-
terweise kann keiner der oben genannten Ansätze so modifiziert werden, dass er auf die Vek-
tortomographie unter Benutzung der Kegelstrahlgeometrie, also für die vektorielle Cone Beam
Transformation, angewendet werden kann.
Aus diesem Grund soll im Folgenden ein neues Verfahren zur Rekonstruktion von Vektorfeldern
aus Daten der Doppler-Transformation vorgestellt werden. Eine erste Idee zu diesem Verfahren
wurde in [41] veröffentlicht, eine detailliertere Beschreibung findet sich in [43]. Man bedient sich
dabei der Methode der Approximativen Inversen aus Abschnitt 3.2, leitet eine Approximation
der Doppler-Transformation her und macht sich schließlich den für die Cone Beam Transfor-
mation D berechneten Kern für die Rekonstruktion aus Daten für D zu Nutzen. Das Vorgehen
ähnelt in großen Teilen dem in den Abschnitten 4.2.1 und 4.2.2 im Zusammenhang mit D be-
schriebenen, das hier noch einmal kurz wiederholt wird.
Ziel ist es, die skalare Funktion f ∈ L2(Ω) als Lösung von D f = g bzw. eine Approximation fγ
an diese Lösung in der Form





zu schreiben, wobei ψγ der Rekonstruktionskern ist. Dazu reicht es aus, die Gleichung
D∗ψγ = eγ






















L2(Γ×S 2) . (5.2.1)





(x) → f (x) für γ → 0 (5.2.2)
gilt. Dabei bezeichnet * die Faltung aus Definition 3.1.8. Als Mollifier für D wird der dreidi-
mensionale Gaußkern
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verwendet, wobei x den festen Rekonstruktionspunkt und y die Variable kennzeichnen. Man
schreibt eγ(x, y) häufig auch in der Form eγ,x(y) oder ex(y), um die Abhängigkeiten deutlicher
zum Ausdruck zu bringen. Der Rekonstruktionskern ψγ(x) = ψγ(α,ω, x) ∈ L2
(
Γ × S 2
)
für einen







Um nun dieses Vorgehen auf die Doppler-Transformation D zu übertragen, ist es notwendig,





E jγ(x, y) ≔ eγ(x, y) · e j , j ∈ {1, 2, 3} (5.2.3)
zu definieren. Dabei sind e1 = (1,0,0)⊤, e2 = (0,1,0)⊤ und e3 = (0,0,1)⊤ die kanonischen










~f ∗ E jγ
)
(x) → ~f j(x) für γ → 0 (5.2.4)
herleiten. Denn für ~f (x) = ( f1(x), f2(x), f3(x))⊤ mit fi : Ω→ R, i ∈ {1, 2, 3}, ist〈






























eγ(x, y) f j(y) dy
=
〈




= f j,γ(x) .
(5.2.5)
Leider sind zum jetzigen Zeitpunkt keine exakten Rekonstruktionskerne Ψ jγ(x) = Ψ jγ(α,ω, x),







(y) = E jγ(x, y)
für die Doppler-Transformation D bekannt. Allerdings ermöglicht die Struktur der Mollifierfel-
der E jγ die Berechnung von Rekonstruktionskernen für die Transformation
P ~f (α, θ) ≔
∞∫
0
~f (α + tθ) dt (5.2.6)
mit Hilfe von Rekonstruktionskernen für D.
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Satz 5.2.1 (vgl. [43]). Sei ψγ der zum Mollifier eγ gehörende Rekonstruktionskern der Cone









γ(α,ω, x) ≔ ψγ(α,ω, x) e j ∈ L2
(










(y) = E jγ(x, y) . (5.2.8)
Die Funktion Ψ jγ ist also der zum Mollifierfeld E jγ gehörende Rekonstruktionskern der Inte-
graltransformation P. Der entsprechende adjungierte Operator P∗ ist für ~g ∈ L2
(













Beweis. Mit Hilfe des Satzes von Fubini und der Substitution x = α + tω lässt sich der adjun-
gierte Operator P∗ wie folgt bestimmen:
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dα · e j
= D∗[ψγ(x)](y) · e j = eγ(x, y) · e j = E jγ(x, y) .

Man kann sich die Transformation P auch als komponentenweise Anwendung der skalaren Co-
ne Beam Transformation D auf die vektorwertige Funktion ~f (x) = ( f1(x), f2(x), f3(x))⊤ klarma-
chen:
P ~f (α, θ) ≔
∞∫
0










0 f1(α + tθ) dt∫ ∞
0 f2(α + tθ) dt∫ ∞
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Die Herleitung des adjungierten Operators kann dann in der Form
〈
































































geschrieben werden. Damit entspricht der adjungierte Operator P∗ von P einer komponenten-
weisen Anwendung des adjungierten Operators D∗ der Cone Beam Transformation D auf eine




. Dies wird auch dadurch deutlich, dass sich die Darstel-
lungen in Gleichung (5.2.9) für P∗ und Gleichung (4.1.1) für D∗ nur durch den Wertebereich
der Funktion g unterscheiden. Auf diese Weise erklärt sich auch der Zusammenhang zwischen
den Rekonstruktionskernen Ψ jγ und ψγ sowie den Mollifiern E
j
γ und eγ.
Mit den Formeln (5.2.7) und (5.2.8) und wegen〈













ist eine separate Rekonstruktion der drei Komponenten fi(x), i ∈ {1, 2, 3} von ~f aus den Daten
P ~f (α, θ) unter Verwendung des Rekonstruktionskerns ψγ(α, θ, x) und des Mollifiers eγ(x, y) der
Cone Beam Transformation möglich. Leider stehen aber diese Messdaten für die Rekonstruktion
aus D ~f nicht zur Verfügung und können auch nicht aus diesen berechnet werden.
Allerdings besteht die Möglichkeit einer Approximation. Wie man aus
〈













~f (α + tθ), θ
〉
R3
dt = D ~f (α, θ)
leicht sieht, gilt
D ~f (α, θ) =
〈




Da P ~f (α, θ) ∈ R3 erhält man
P ~f (α, θ) = D ~f (α, θ) · θ + λ1(α, θ⊥1 ) · θ⊥1 + λ2(α, θ⊥2 ) · θ⊥2 , (5.2.11)
wobei
{




eine Orthonormalbasis des R3 mit entsprechenden Koeffizienten λ1(α, θ⊥1 ) und
λ2(α, θ⊥2 ) bilden. Man kann P ~f (α, θ) also durch
P ~f (α, θ) ≈ D ~f (α, θ) · θ (5.2.12)
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approximieren, indem man die Anteile senkrecht zum Richtungsvektor θ vernachlässigt.
Dieses Vorgehen entspricht der Berechnung der Pseudoinversen (Moore-Penrose-Inversen). Eine
Abbildung
Pθ : R3 → R , x 7→ 〈x, θ〉R3 = x⊤θ
kann in Matrixschreibweise dargestellt werden als





Da Pθ aufgrund der Linearität des Skalarproduktes im R3 linear ist, kann die Pseudoinverse A+
zu A berechnet werden als A+ = A∗ (AA∗)−1, wobei der adjungierte Operator A∗ dem transpo-
















































die Rechtsinverse von A. Die Eigenschaften, die für eine Pseudoinverse gelten müssen, lassen
sich ebenfalls leicht nachprüfen:

























































 = A+ .
Die pseudoinverse Abbildung P+θ zu Pθ lautet damit P
+
θ : R→ R3, λ 7→ λ‖θ‖2 · θ. Bei gegebenem
Skalarprodukt 〈x, θ〉, also der Projektion von x in Richtung θ, ist die durch 〈x, θ〉 θ gegebene
Gerade die beste Approximation an den Vektor x, da für die zu θ senkrechten Richtungen keine
Informationen zur Verfügung stehen.
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Mit diesen Definitionen gilt
D ~f (α, θ) =
〈





P ~f (α, θ)
)
und
P ~f (α, θ) = D ~f (α, θ) · θ = P+θ
(
D ~f (α, θ)
)
.
Für gegebenes Skalarprodukt D ~f (α, θ) =
〈
P ~f (α, θ), θ
〉
R3
ist demnach D ~f (α, θ) · θ die bestmög-
liche Approximation an P ~f (α, θ). Dies wiederum kann mit den unter Verwendung der Methode
der Approximativen Inversen für die Cone Beam Transformation entwickelten Rekonstrukti-
onskernen berechnet werden. Es soll an dieser Stelle abermals der mit dieser Approximation
einhergehende beträchtliche Verlust an Information erwähnt werden, der sich am besten in der
hier wiederholten Formel (5.2.11)
P ~f (α, θ) = D ~f (α, θ) · θ + λ1(α, θ⊥1 ) · θ⊥1 + λ2(α, θ⊥2 ) · θ⊥2︸                                ︷︷                                ︸
(∗)
verdeutlichen lässt. Die durch (∗) gekennzeichneten Teile der Gleichung können durch die im
Rahmen dieser Arbeit vorgenommenen Messungen nicht erfasst werden.
Das hier vorgeschlagene Vorgehen resultiert in folgendem Algorithmus.
Algorithmus (für die Doppler-Transformation)
Gegeben : Gemessene Daten D ~f (α, θ) für α ∈ Γ und θ ∈ S 2
Berechne : Für j ∈ {1, 2, 3} :

























D ~f (α, θ) θ j ψγ(α, θ, x) dθ dα
Ausgabe : Approximation ~fγ an ~f
Es ist wichtig hier darauf hinzuweisen, dass das mathematische Modell nicht verändert wurde.
Die für die skalare Cone Beam Transformation
D f (α, θ) =
∞∫
0
f (α + tθ) dt
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hergeleiteten Ergebnisse wurden auf ihr dreidimensionales Äquivalent
P ~f (α, θ) =
∞∫
0
~f (α + tθ) dt
transferiert, welches wegen
P ~f (α, θ) ≈ D ~f (α, θ) · θ
eine gute Approximation an D ~f (α, θ) ist.
Ein weiterer Ansatz
Bevor erste Ergebnisse, die sich aus der Anwendung des Algorithmus auf Seite 114 auf Daten
der Doppler-Transformation ergeben, vorgestellt werden, soll hier kurz eine weitere Formel her-
geleitet werden, die einen möglichen Schritt in Richtung einer Inversionsformel für die Doppler-
Transformation D darstellen könnte. Sie wurde von Thomas Schuster auf der ICIAM 2007 (6th
International Congress on Industrial and Applied Mathematics) in Zürich präsentiert.
Satz 5.2.2. Sei















die homogene Erweiterung der Doppler-Transformation auf R3, die schon in Formel (5.1.13)







Γ × S 2
)
die Einschränkung von R3 auf S 2. Definiert man für g ∈ L2
(







so erhält man für α ∈ Γ und ω ∈ S 2
∇ωD ~f (α,ω) +D ~f (α,ω) · ω =
∞∫
0
t · Eω⊥∇ ~f (α + tω)⊤ω dt +P ~f (α,ω) , (5.2.13)
wobei
Eθ⊥(a) ≔ a − 〈a, θ〉 θ
die orthogonale Projektion von a ∈ R3 in die Ebene θ⊥ =
{
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Beweis. Der Beweis ist recht ausführlich gehalten, aber nicht sehr schwer nachvollziehbar.




D ~f (α,ω) ,




























































































































































































































































































































































































 yi dt .
Das letzte Integral kann weiter vereinfacht werden. Dazu wird die Jacobi-Matrix









fm(x) · · · ∂∂xn fm(x)
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Γ × S 2
)
auf S 2, ω = y‖y‖ ∈ S 2, der Definition von




































also die Behauptung. 
Es ist Gegenstand aktueller Forschung, die Verwendbarkeit von Formel (5.2.13) für eine Inver-
sion der Doppler-Transformation D zu überprüfen. Vielleicht führt die Implementierung einer
aus ihr abgeleiteten Formel zu ähnlich guten Rekonstruktionen wie diejenigen, die man unter
Zuhilfenahme des Algorithmus auf Seite 114 erhält. Diese sollen im weiteren Verlauf der Arbeit
präsentiert und erläutert werden.
5.3 Numerische Beispiele
In diesem Abschnitt sollen nun Rekonstruktionen für verschiedene Vektorfelder präsentiert wer-
den. Dabei wird der auf Seite 114 vorgestellte Algorithmus auf exakte, synthetische Daten an-
gewendet. Die vorgestellten Vektorfelder sind divergenzfrei, da, wie schon in Abschnitt 5.1.1
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erwähnt, nur ein divergenzfreies Vektorfeld, beziehungsweise der divergenzfreie Anteil eines be-
liebigen Vektorfeldes, aus den Daten der Doppler-Transformation D rekonstruiert werden kann.
Die verwendete Messgeometrie ist in Abbildung 5.2 gezeigt. Bei der Abtastkurve handelt es
sich um einen Kreis mit Radius R = 3 in der x1-x2-Ebene. Es wird zusätzlich angenommen, dass
die Vektorfelder in der dreidimensionalen Einheitskugel definiert sind, d.h. dass Ω = B1(0) gilt.
Als Mollifier wird der Gaußkern aus Gleichung (4.2.13) verwendet. Der Rekonstruktionskern
wurde gemäß Formel (4.2.33) berechnet. Aufgrund der großen Ähnlichkeiten zwischen Cone
Beam und Doppler-Transformation war es möglich, die entsprechenden Teile des von Weber im
Rahmen der Dissertation [52] erstellten Programms auf die Rekonstruktion von Vektorfeldern
zu übertragen.
Zum Rekonstruktionskern sei hier noch angemerkt, dass dieser als Tiefpassfilter interpretiert
werden kann. Der Regularisierungsparameter γ bestimmt dabei die Breite des Filters und ent-
spricht damit der Abschneidefrequenz. Große Werte für γ resultieren dann in einer starken Glät-
tung des rekonstruierten Vektorfeldes. Leider ist es weder möglich das optimale γ noch ein
Intervall, in dem dieses enthalten ist, anzugeben, da γ sowohl von der Stärke des Rauschens in
den gemessenen Daten als auch von der exakten Lösung ~f selbst abhängt. Trotzdem hat sich in
den durchgeführten Experimenten ein Wert von γ ≈ 0,007 immer als guter Startpunkt für ein
brauchbares Ergebnis erwiesen.
Die Rekonstruktionen der verschiedenen Vektorfelder werden auf einem n × m-Gitter durchge-
führt, wobei für die im Rahmen dieser Arbeit gezeigten Grafiken zumeist ein 50 × 50-Gitter
verwendet wurde. Insgesamt wurden also 2500 Vektoren berechnet. Für die Auswertung des
Rekonstruktionskerns wurde gemäß Formel (4.2.47) ϕ = ρ = 155 gewählt. Dies bedeutet, dass
für den Detektor eine Auflösung von 155 × 155 Punkten angenommen wird. Die grafische Dar-
stellung der Felder erfolgt mit Hilfe des Computeralgebrasystems Maple in Version 9.5. Da es
sich allerdings als sehr rechen- und zeitaufwändig herausgestellt hat, alle Vektoren zu zeichnen,
und da ein entsprechender Plot sehr unübersichtlich ist, wurde in den vorliegenden Grafiken le-
diglich jeder vierte Vektor gezeichnet. Dies hat nur geringe Auswirkungen auf die subjektive
Beurteilung der Qualität, wie man durch Vergleich in Abbildung 5.4 leicht sehen kann. Zudem
wird schon in diesen Bildern deutlich, dass die größten Fehler am Rand des Rekonstruktions-
gebietes auftreten. Um die Qualität der Vektorfelder objektiv beurteilen zu können, wurde für
die mit unterschiedlichen Werten von γ erstellten Rekonstruktionen jeweils der Längen- und der
Winkelfehler verglichen. Für den Längenfehler L wird dabei in jedem Punkt des Rekonstruk-
tionsgitters der Betrag der Differenz zwischen der Norm des korrekten Vektors ~f (xi j) und des
rekonstruierten Vektors ~˜f (xi j) im jeweiligen Gitterpunkt xi j, i = 1, . . . , n, j = 1, . . . ,m, aufsum-









∥∥∥∥ ~f (xi j)∥∥∥∥ − ∥∥∥∥ ~˜f (xi j)∥∥∥∥
∣∣∣∣∣∣∣ .
Für den Winkelfehler W berechnet man in jedem Punkt xi j für den Winkel ǫ zwischen dem
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Abbildung 5.4: Links: Jeder vierte Vektor des Vektorfeldes f (x) = (1, 0, 0)⊤ bei der
Rekonstruktion mit γ = 0,01105 in der Ebene {x3 = 0}.
Mitte: Jeder zweite Vektor.
Rechts: Jeder Vektor.
korrekten und dem rekonstruierten Vektor
cos ǫi j =
〈
~f (xi j), ~˜f (xi j)
〉
∥∥∥∥ ~f (xi j)∥∥∥∥ · ∥∥∥∥ ~˜f (xi j)∥∥∥∥







1 − cos ǫi j
)
.
Damit können die errechneten Vektorfelder auch objektiv mit dem Original verglichen werden.
Gleichzeitig vermag man auf diese Weise γ so zu bestimmen, dass die Fehler L und W möglichst
klein werden. Leider unterscheiden sich die besten Regularisierungsparameter für L und W, so
dass die kleinste Summe aus beiden Fehlern als Kriterium dient.
Im Folgenden sei x = (x1, x2, x3)⊤ ein Vektor im R3 und f = ( f1, f2, f3)⊤ : R3 → R3 bezeichne
das zu rekonstruierende Vektorfeld.
Das Vektorfeld f (x) = (−x2, x1, 0)⊤
Die ersten Tests wurden an dem Vektorfeld f (x) = (−x2, x1, 0)⊤ durchgeführt. Offensichtlich ist
f wegen












divergenzfrei und kann damit aus den Daten der Doppler-Transformation D vollständig rekon-
struiert werden. Ein Vergleich zwischen korrekten Daten und Rekonstruktion mit dem besten
Regularisierungsparameter γ für dieses kreisförmige Vektorfeld in der Abtastebene, d.h. der
Ebene {x3 = 0}, ist in Abbildung 5.5 zu sehen. Die einzelnen Fehler für diese Rekonstruktion
betragen
L = 0,00755 , W = 0,000021 , L +W = 0,007571 .
Um den Unterschied zwischen Original und Rekonstruktion besser erkennbar zu machen, ist die
Differenz xi,korrekt − xi,rekonstruiert, i = 1,2,3, für jede Koordinate in Grafik 5.6 visualisiert. Auch





















Abbildung 5.5: Links: Korrektes Feld f (x) = (−x2, x1, 0)⊤ in der Ebene {x3 = 0}.
Rechts: Rekonstruktion mit Hilfe des beschriebenen Algorithmus für γ = 0,007975
unter Verwendung exakter, simulierter Daten D f .
hier wird ersichtlich, dass die Fehler zum Rand des Rekonstruktionsgebietes hin größer werden,
wohingegen in der Mitte nur minimale Differenzen auftreten. Gleichzeitig fällt die gleichmäßige,
stufenförmige Struktur des Fehlers für die x1- und x2-Koordinate ins Auge, die zwischen den
beiden Koordinaten allerdings um 90◦ gedreht ist. Die Differenz der x3-Komponente ist hingegen
ohne erkennbares Muster, allerdings auch sehr klein, wie man an der Skala ablesen kann. Sie
entspricht dem durch den Algorithmus bedingten Rauschen.
Um auch einen Vergleich zu schlechteren Ergebnissen zu geben, sind in Abbildung 5.7 die Re-
konstruktion für γ = 0,0085 und die dazugehörigen Differenzenbilder abgedruckt. Man sieht
deutlich, dass schon eine kleine Veränderung des Wertes γ relativ starke Auswirkungen auf die
Qualität der Resultate haben kann. Vor allem die Länge der Vektoren, und durch die Art der
Darstellung damit einhergehend deren Stärke, ist größer geworden, was man auch am zugrun-
de liegenden Gitter, auf dem die Vektoren gezeichnet werden, erkennt. Des Weiteren wird die
symmetrische Struktur des Fehlers in x1- und x2-Koordinate durch die größere Differenz klarer
hervorgehoben. Man erhält für diese Rekonstruktion
L = 0,20857 , W = 0,000028 , L +W = 0,208593 .
Diese Werte bestätigen den visuellen Eindruck, dass vor allem der Fehler in der Länge der Vek-
toren auffallend größer geworden ist, die Richtungen der Vektoren aber weiterhin sehr gut be-
rechnet werden.
Eine starke Erhöhung des Regularisierungsparameters auf γ = 0,32095 verringert zwar im Ver-
gleich zu γ = 0,0085 sowohl den Fehler in den Richtungen als auch in der Länge der Vektoren,
erreicht aber dennoch nicht die Qualität von γ = 0,007975. Die entsprechenden Grafiken finden
sich in Abbildung 5.8, die Fehler berechnen sich zu
L = 0,12855 , W = 0,0000043 , L +W = 0,12856 .
Statt der Ebene {x3 = 0} kann mit dem Algorithmus selbstverständlich jede beliebige Ebene
innerhalb des Rekonstruktionsbereichs Ω bestimmt werden. Exemplarisch sind dazu die Ebenen

















































Abbildung 5.6: Oben Links: Differenz der x1-Koordinate zwischen Original und Re-
konstruktion von f (x) = (−x2, x1, 0)⊤ in der Ebene {x3 = 0} für γ = 0,007975.
Oben Rechts: Differenz der x2-Koordinate.
Unten: Differenz der x3-Koordinate.
{x3 = 0,5} und {x3 = 0,9} in Abbildung 5.9 dargestellt. Für die Ebene {x3 = 0,5} wurde dabei
der beste Regularisierungsparameter als γ = 0,00823 bestimmt, während für die Rekonstruktion
der höhergelegenen Ebene γ = 0,00855 gewählt wurde. Daraus wird auch ersichtlich, dass sich
der Regularisierungsparameter mit der zu rekonstruierenden Ebene ändert. In den Experimenten
mit f (x) = (−x2, x1, 0)⊤ hat sich gezeigt, dass dieser nach oben hin ansteigt. Leider konnte
dieses Verhalten für andere Vektorfelder nicht verifiziert werden. Da eine exakte, rechnerische
Bestimmung des optimalen Regularisierungsparameters ohnehin nicht möglich ist, bleibt nur die
unbefriedigende Erkenntnis, dass auch bei bekanntem γ für eine Ebene, der beste Parameter für
alle weiteren Ebenen neu bestimmt werden muss. Es kann lediglich festgehalten werden, dass
sich die Größenordnung für das optimale γ nicht wesentlich ändert.
Aus den gemessenen Daten können nicht nur die horizontalen Ebenen der Form {x3 = k} für
−1 ≤ k ≤ 1 berechnet werden, auch eine Rekonstruktion in der Senkrechten, d.h. für die Ebenen
{x1 = k}, −1 ≤ k ≤ 1, ist möglich. Die grafische Repräsentation ist jedoch etwas schwieriger,
wie man anhand der Beispiele in Abbildung 5.10 sieht. Dort wird eine Berechnung der Ebene
{x1 = 0} für γ = 0,007975 aus zwei unterschiedlichen Blickwinkeln gezeigt, wobei sich die
Angaben zu [ϑ, ϕ] auf die in Maple einstellbare Orientierung des Plots beziehen.
An diesem einfachen Beispiel des kreisförmigen Vektorfeldes f (x) = (−x2, x1, 0)⊤ ist es mög-
lich, einen guten Überblick über die Funktionen und Möglichkeiten der verschiedenen Program-
me zu geben. Auch die Auswirkungen, die die Wahl des Regularisierungsparameters γ auf die
Qualität der Rekonstruktionen hat, sollten an diesem Beispiel klar werden. Zudem kann man






























































Abbildung 5.7: Oben Links: Rekonstruktion von f (x) = (−x2, x1, 0)⊤ in der Ebene
{x3 = 0} für γ = 0,0085.
Oben Rechts: Differenz der x1-Koordinate.
Unten Links: Differenz der x2-Koordinate.
Unten Rechts: Differenz der x3-Koordinate.
anhand der für γ = 0,007975 erzeugten Bilder im Vergleich zum Original in Abbildung 5.5 gut
erkennen, dass mit Hilfe des auf Seite 114 vorgeschlagenen Algorithmus sehr gute Ergebnisse
erzielt werden können. Es ist im Rahmen dieser Arbeit natürlich nicht möglich, alle geteste-
ten Vektorfelder in obigem Umfang vorzustellen. Aus diesem Grund wird sich die Präsentation
im Folgenden auf die wichtigsten Erkenntnisse aus den jeweiligen Testläufen des Algorithmus
beschränken.
Das Vektorfeld f (x) = (1, 0, 0)⊤
Als nächstes soll das sehr einfache divergenzfreie Vektorfeld f (x) = (1, 0, 0)⊤ behandelt werden.
Trotz der Einfachheit erlaubt dieses Feld weitere Einblicke in mögliche Probleme und Beschrän-
kungen des Verfahrens. Wie man am Vergleich zwischen korrekten Daten und bestmöglicher
Rekonstruktion für γ = 0,01105 in Abbildung 5.11 sieht, treten die Fehler vor allem am Rand
des RekonstruktionsgebietesΩ auf. Die Vektoren sind zum Rand hin zu klein und krümmen sich
– anstelle des zu erwartenden geraden Verlaufs – für negatives x2 in Richtung des Inneren des
Rekonstruktionsgebietes und für positives x2 nach außen. Außerdem zeigt ein weiterer Vektor in
die entgegengesetzte Richtung. Hier muss allerdings beachtet werden, dass in Abbildung 5.11
nur jeder vierte Vektor gezeichnet wurde. Die gleiche Rekonstruktion wurde für eine größere
Anzahl von Vektoren schon in Abbildung 5.4 gezeigt. Dort sieht man, dass es sich letztendlich





















































Abbildung 5.8: Oben Links: Rekonstruktion von f (x) = (−x2, x1, 0)⊤ in der Ebene
{x3 = 0} für γ = 0,32095.
Oben Rechts: Differenz der x1-Koordinate.
Unten Links: Differenz der x2-Koordinate.





















Abbildung 5.9: Links: Rekonstruktion von f (x) = (−x2, x1, 0)⊤ für γ = 0,00823 in
der Ebene {x3 = 0,5}.
Rechts: Rekonstruktion von f (x) = (−x2, x1, 0)⊤ für γ = 0,00855 in der Ebene
{x3 = 0,9}.
um mehrere Vektoren handelt, die in die falsche Richtung zeigen, dass diese aber alle am Rand
des Gebietes liegen. Die Rekonstruktion dieses Vektorfeldes ist subjektiv weitaus schlechter als
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Abbildung 5.10: Links: Rekonstruktion von f (x) = (−x2, x1, 0)⊤ für γ = 0,007975 in
der Ebene {x1 = 0} aus dem Maple-Blickwinkel [ϑ = 120◦, ϕ = 145◦].
Rechts: Rekonstruktion aus dem Maple-Blickwinkel [ϑ = 85◦, ϕ = 80◦].
diejenige des kreisförmigen Feldes aus dem vorangegangenen Abschnitt. Die Fehler L und W
berechnen sich zu
L = 0,14086 , W = 0,02191 , L +W = 0,16276 .























Abbildung 5.11: Links: Korrekte Daten des Vektorfeldes f (x) = (1, 0, 0)⊤ in der Ebe-
ne {x3 = 0}.
Rechts: Rekonstruktion mit Hilfe des beschriebenen Algorithmus für γ = 0,01105.
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gen noch einmal, dass die größten Probleme des verwendeten Algorithmus am Rand auftreten.
Auch in diesem Fall sieht die Differenz in x1- und x2-Koordinate sehr gleichmäßig aus, wobei












































Abbildung 5.12: Oben Links: Differenz der x1-Koordinate zwischen Original und Re-
konstruktion von f (x) = (1, 0, 0)⊤ in der Ebene {x3 = 0} für γ = 0,01105.
Oben Rechts: Differenz der x2-Koordinate.
Unten: Differenz der x3-Koordinate.
auf 0,95, so werden die Richtungen der Vektoren wesentlich besser berechnet, im Gegenzug
schrumpft leider deren Länge. Dieser zunächst subjektive Eindruck spiegelt sich auch in den
Werten
L = 0,5082 , W = 0,00224 , L +W = 0,5105
wider. Der Winkelfehler W beträgt nur noch 10% des ursprünglichen Wertes, während der Län-
genfehler L auf das 3,6-fache anwächst. Da L dominiert, steigt auch der Gesamtfehler auf mehr
als das dreifache. Um einen Vergleich zu den Rekonstruktionen für γ = 0,01105 zu ermöglichen
und eventuelle Probleme am Rand explizit kenntlich machen zu können, sind in Abbildung 5.13
neben den Differenzenbildern jeder Koordinate auch die Rekonstruktionen für jeden vierten,
jeden zweiten und jeden Vektor zu sehen.
Eine Idee, die sich durch die unterschiedliche Betonung der Qualität von Länge und Richtung
der Vektoren bei verschiedenen Werten von γ ergeben hat, ist es, die jeweils besten Rekonstruk-
tionen für diese beiden Aspekte zu kombinieren. Sei xl das beste Ergebnis im Hinblick auf die
Länge der Vektoren und xr das beste für die Richtung für einen Punkt des Rekonstruktionsgitters.












































































Abbildung 5.13: Oben Links: Jeder vierte Vektor der Rekonstruktion des Vektorfeldes
f (x) = (1, 0, 0)⊤ in der Ebene {x3 = 0} für γ = 0,95.
ObenMitte: Jeder zweite Vektor.
Oben Rechts: Jeder Vektor.
Unten Links: Differenz der x1-Koordinate.
UntenMitte: Differenz der x2-Koordinate.
Unten Rechts: Differenz der x3-Koordinate.





Das Ergebnis für γ = 0,95 für die Richtung und – aufgrund des noch etwas besseren Wertes für
L – γ = 0,0125 für die Länge der Vektoren wird in Abbildung 5.14 im Vergleich zur bislang
besten Rekonstruktion für γ = 0,01105 gezeigt. Man berechnet
L = 0,1398 , W = 0,00224 , L +W = 0,142
und verbessert damit sowohl die objektive als auch die subjektive Qualität des Ergebnisses.
Leider ist diese Methode in der Praxis kaum anwendbar. Zunächst benötigt man zwei Rekon-
struktionen und damit auch das Doppelte an Zeit, was für medizinische Anwendungen und ent-
sprechende Ausmaße des Rekonstruktionsgebietes ein nicht zu vernachlässigender Nachteil die-
ser Idee ist. Zusätzlich muss für das zu rekonstruierende Vektorfeld bekannt sein, welcher Wert
von γ welchen Aspekt besonders betont beziehungsweise in welcher Größenordnung γ für die
Richtung und die Länge der Vektoren liegen muss. Da schon die Berechnung eines einzelnen
guten Wertes von γ nicht möglich ist, stellt auch dies ein schwer zu lösendes Problem dar. Al-
lerdings hat man am Beispiel des kreisförmigen Vektorfeldes f (x) = (−x2, x1, 0)⊤ auch gesehen,
dass man mit einer einzigen Wahl von γ durchaus in der Lage ist, sehr gute Rekonstruktio-
nen zu erzeugen. Eine Kombination zweier berechneter Vektorfelder könnte für dieses Beispiel
demnach zu schlechteren Resultaten führen.























Abbildung 5.14: Links: Bislang beste Rekonstruktion von f (x) = (1, 0, 0)⊤ in der
Ebene {x3 = 0} für γ = 0,01105.
Rechts: Kombination der Rekonstruktionen für γ = 0,0125 (Länge) und γ = 0,95
(Richtung).
Auf die Grafiken hinsichtlich der verschiedenen Ebenen wird für f (x) = (1, 0, 0)⊤ bewusst ver-
zichtet, dennoch sollen die aus diesen Experimenten gewonnenen Erkenntnisse kurz präsentiert
werden. Während für das kreisförmige Vektorfeld f (x) = (−x2, x1, 0)⊤ der beste Wert von γ mit
wachsendem Abstand von der Ebene {x3 = 0} ebenfalls angestiegen ist, gilt dies für das Feld
f (x) = (1, 0, 0)⊤ nicht. Für die getesteten Ebenen von {x3 = 0} bis {x3 = 0,9} mit Schrittweite
0,1 steigt γ bis zur Ebene {x3 = 0,5} auf einen maximalen Wert von γ = 0,01205 an, fällt dann
aber bis zum Rand des Rekonstruktionsgebietes Ω kontinuierlich bis auf γ = 0,01165 ab. Das
gleiche Verhalten zeigt sich für diejenigen Werte von γ, die den Winkelfehler W in jeder Ebene
minimieren. Im Gegensatz dazu fallen die besten Werte von γ im Hinblick auf den Längenfehler
L mit wachsendem Abstand zur Abtastebene. Zusätzlich kann man feststellen, dass die Rekon-
struktionen der höheren Ebenen besser sind, was sich sowohl in den Werten von L als auch von
W ausdrückt.
Zum Abschluss dieses Abschnitts ist in Abbildung 5.15 die Rekonstruktion der senkrechten Ebe-
ne {x1 = 0} für γ = 0,01105 für zwei unterschiedliche Blickwinkel zu sehen. Die Rekonstruktion
der senkrechten Ebene zeigt, dass die Vektoren am Rand der mittleren Ebenen, d.h. für kleines
|x3|, zu klein und gedreht sind. Dies wurde schon bei der Rekonstruktion der Ebene {x3 = 0}
deutlich. Man sieht zudem, dass dieser Fehler für die höheren Ebenen nicht mehr so signifikant
ist. Stattdessen werden alle Vektoren dieser Ebenen etwas zu kurz gezeichnet, was auch damit
zusammenhängt, dass γ = 0,01105 für diese Ebenen nicht das optimale Ergebnis liefert, wie aus
den vorangehenden Ausführungen ersichtlich wird.
Das Vektorfeld f (x) = (1 − y2 − z2, 0, 0)⊤
Mit Hilfe eines f (x) = (1, 0, 0)⊤ sehr ähnlichen Vektorfeldes ist es möglich, den für den me-
dizinischen Aspekt dieser Arbeit sehr interessanten Blutfluss zu modellieren, der in der eng-
lischsprachigen Fachliteratur als laminar flow bezeichnet wird. Es handelt sich dabei um einen
parabelförmigen Fluss, der in der Mitte des Gefäßes – beispielsweise einer Ader – sehr stark
und zu den Rändern hin abnehmend ist. Es gibt keine Verwirbelungen in seitlicher Richtung
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Abbildung 5.15: Links: Rekonstruktion von f (x) = (1, 0, 0)⊤ in der Ebene {x1 = 0}
für γ = 0,01105 aus dem Maple-Blickwinkel [ϑ = 20◦, ϕ = 70◦].
Rechts: Rekonstruktion aus dem Maple-Blickwinkel [ϑ = 45◦, ϕ = 60◦].
oder nach oben, so dass aus diesem Grund die x2- sowie die x3-Komponente Null gesetzt wer-
den. Als Vergleich könnte man einen Zuckerhut in Betracht ziehen, der in der Mitte der Ader
zentriert ist. Das so beschriebene Vektorfeld kann durch f (x) = (1−y2−z2, 0, 0)⊤ berechnet wer-
den und ist offensichtlich divergenzfrei. Abbildung 5.16 zeigt die originalen Daten des Feldes
sowie eine Rekonstruktion mit Regularisierungsparameter γ = 0,00915 jeweils in der zentralen
Ebene {x3 = 0}. Der Blickwinkel in Maple wurde für die folgenden Grafiken als ϑ = ϕ = 45◦























Abbildung 5.16: Links: Originale Daten für das den Blutfluss in einer Ader modellie-
rende Vektorfeld f (x) = (1 − y2 − z2, 0, 0)⊤ in der Ebene {x3 = 0}.
Rechts: Rekonstruktion für γ = 0,00915 mit Abtastkreis ebenfalls in der Ebene
{x3 = 0}.
korrekt rekonstruiert, ganz außen verlaufen die Pfeile sogar eindeutig entgegengesetzt zum Ori-
ginal. Auch in der Mitte ist eine Drehung nach außen, d.h. eine konkave Wölbung, sichtbar. Im
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Gegensatz dazu stimmen die Längen der Vektoren von Original und Rekonstruktion fast überein.
Die unterschiedliche Stärke des Flusses in den verschiedenen Bereichen und die Abnahme zum
Rand hin werden korrekt wiedergegeben. Allerdings kann die Qualität der Rekonstruktion insge-
samt nicht als befriedigend bezeichnet werden, besonders mit Blick auf mögliche medizinische
Anwendungen. Eine Vergrößerung von γ führt zwar auf eine Verbesserung der Richtungsdarstel-
lung, damit geht allerdings auch eine Verschlechterung der Länge einher. Dies wird durch die
Berechnung mit γ = 0,95 im linken Teil von Abbildung 5.17 demonstriert. Durch Kombination
zweier Werte für γ ist es aber dennoch möglich, ein zufriedenstellendes Resultat zu erhalten,






















Abbildung 5.17: Links: Rekonstruktion von f (x) = (1 − y2 − z2, 0, 0)⊤ in der Ebene
{x3 = 0} für γ = 0,95.
Rechts: Kombination der Rekonstruktionen für γ = 0,00915 (Länge) und γ = 0,95
(Richtung).
zwar weiterhin ein zu großer Vektor erkennbar und auch eine leichte konkave Krümmung des
Feldes bleibt bestehen, dies stört jedoch weit weniger als die fehlerhaften Vektoren am Rand für
γ = 0,00915 oder die viel zu kleinen Vektoren für γ = 0,95. Auch die Fehlerberechnung bestä-
tigt, dass die Qualität der Rekonstrukltion durch die Kombination beider Werte für γ eindeutig
gesteigert werden kann:
γ = 0,00915 : L = 0,09404 , W = 0,17366 , L +W = 0,2677 ,
γ = 0,95 : L = 0,41477 , W = 0,00264 , L +W = 0,4174 ,
Kombination : L = 0,09404 , W = 0,00264 , L +W = 0,0967 .
Die Vektorfelder f (x) = (1, 1, 1)⊤ und f (x) = (1, 1,−1)⊤
Im Folgenden soll nun das Vektorfeld f (x) = (1, 1, 1)⊤ betrachtet werden. Auch dieses ist offen-
sichtlich divergenzfrei und kann damit vollständig rekonstruiert werden. Sicherlich ist es dem
Leser, ähnlich wie bei f (x) = (1, 0, 0)⊤, ohne Schwierigkeiten möglich, sich dieses Feld vorzu-
stellen und sich dadurch eine eigene Meinung zur Qualität der Berechnungen zu bilden, ohne
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sich auf die Bilder der Originaldaten verlassen zu müssen. Ein Vergleich von korrektem Feld
und der besten Rekonstruktion in der Ebene {x3 = 0} für γ = 0,0113 ist in Abbildung 5.18 zu
sehen. Es bleibt hier noch anzumerken, dass der für dieses Feld als optimal bestimmte Regu-
larisierungsparameter sehr nah an dem für f (x) = (1, 0, 0)⊤ ermittelten von γ = 0,01105 liegt,
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Abbildung 5.18: Links: Korrektes Vektorfeld f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
aus dem Maple-Blickwinkel [ϑ = 40◦, ϕ = 80◦].
Rechts: Rekonstruktion für γ = 0,0113 aus identischem Blickwinkel.
verlaufen die Vektoren ausschließlich in der Ebene, die x3-Komponente ist Null und konnte da-
mit offensichtlich nicht korrekt rekonstruiert werden. Bei den vorangegangenen Vektorfeldern
konnte dieses Problem nicht auftreten, da es sich dabei stets um divergenzfreie, ebene Felder
handelt, die senkrecht zu (0, 0, 1)⊤ sind. Speziell bei der Rekonstruktion von Vektorfeldern in
der Ebene {x3 = 0} muss man sich also mit einem weiteren schwierigen Problem beschäftigen.
Betrachtet man einen Richtungsvektor ˜θ in dieser Ebene genauer, so wird klar, dass dessen dritte
Komponente immer Null sein muss, d.h. für ˜θ ∈ {x3 = 0} gilt offensichtlich ˜θ = ( ˜θ1, ˜θ2, 0)⊤. Mit
Hilfe der Definition 5.1.2 der Doppler-Transformation D
D f (α, θ) =
∞∫
0
〈 f (α + tθ), θ〉 dt
kann man nun leicht die Projektion eines beliebigen Vektorfeldes f (x) auf einen solchen Rich-
tungsvektor berechnen und sieht, dass f3(x) in diesem speziellen Fall nicht rekonstruiert werden
kann, denn:










f1(α + t ˜θ)
f2(α + t ˜θ)












f1(α + t ˜θ) · ˜θ1 + f2(α + t ˜θ) · ˜θ2 dt .
Aber auch für diejenigen Ebenen {x3 = k}, −1 ≤ k ≤ 1 mit k , 0, ist die Rekonstruktion von
f3(x) außergewöhnlich schwierig.
Schon im Zusammenhang mit der Cone Beam Transformation wurde auf Seite 79 der Wert
für die dritte Komponente θ3 eines Richtungsvektors θ = (θ1, θ2, θ3)⊤ bei einer kreisförmigen
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Abtastkurve mit Radius R abgeschätzt. Ist r der Radius des Objektes, so gilt:
− r
R
≤ θ3 ≤ rR .
Die für die numerischen Berechnungen verwendeten Werte von R = 3 und r = 1 führen zu
− 13 ≤ θ3 ≤
1
3 .
Damit übersteigt der Winkel ϑ zwischen der Tangente an den Rand des Rekonstruktionsgebietes
Ω und der Kreisebene einen Wert von ϑ ≈ 19,47◦ nicht, vergleiche dazu auch Abbildung 4.15.
Während θ1 und θ2 alle Werte in [−1, 1] annehmen, ist θ3 auf [−1/3, 1/3] beschränkt, wobei das
Maximum in jedem Abtastpunkt nur für den zentralen Bereich des Strahlenkegels angenommen
wird und alle weiteren Werte deutlich kleiner sind. Dieses Problem wird – bei gleichbleibendem
Rekonstruktionsgebiet Ω – noch gravierender, je größer R gewählt wird, d.h. je weiter die Rönt-
genquelle vom Objekt entfernt ist. Diese Beschränkung der dritten Komponente des Richtungs-
vektors könnte auch dafür verantwortlich sein, dass sich die Rekonstruktionen der verschiedenen
Ebenen in Bezug auf die Intensität der Vektoren und die Richtungsfehler am Rand unterschei-
den, und dass für jede Ebene ein anderer optimaler Regularisierungsparameter gewählt werden
muss.
Dies zeigt, dass man, zumindest für die Ebene {x3 = 0}, keinen Unterschied in den Rekon-
struktionen für die x3-Koordinate der Felder f (x) = (1, 1, f3(x))⊤ erwarten kann, diese sollte
immer zu Null ausgewertet werden. Anhand der obigen Rechnung für D f (α, ˜θ) dürften sich
theoretisch auch die anderen beiden Koordinaten, die jeweils als Eins berechnet werden müss-
ten, nicht unterscheiden. Da aber der Rekonstruktionskern ψ auch Ebenen über und unter der zu
rekonstruierenden in die Berechnungen miteinbezieht, kommt es zu kleineren Differenzen in den
entsprechenden Resultaten, da für diese Ebenen x3 , 0 gilt. Dies verdeutlicht Abbildung 5.19



























Abbildung 5.19: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,0113 aus dem Maple-Blickwinkel [ϑ = 47◦, ϕ = 47◦].
Rechts: Analog für f (x) = (1, 1,−1)⊤.
stellt fest, dass die Vektoren für f (x) = (1, 1, 1)⊤ an den beiden Rändern des Rekonstruktionsge-
bietes eine konkave Form beschreiben, während für f (x) = (1, 1,−1)⊤ eine konvexe Krümmung
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entsteht. Auch an den beiden sichtbaren fehlerhaften Vektoren kann man diese Unterschiede in
der Richtung verifizieren. Der Längen- und Winkelfehler ist identisch:
L = 0,4373 , W = 0,155 , L +W = 0,5927 .
Der Wechsel der Perspektive in Abbildung 5.20 zeigt nochmals klarer, dass es sich um absolut
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Abbildung 5.20: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,0113 aus dem Maple-Blickwinkel [ϑ = 40◦, ϕ = 80◦].
Rechts: Analog für f (x) = (1, 1,−1)⊤.
von der Abtastebene {x3 = 0} entfernt liegenden Ebenen kann nur ein minimaler Anteil der
x3-Komponente des jeweiligen Feldes aus den Daten berechnet werden.
Die Abbildungen 5.21 sowie 5.22 zeigen eine Gegenüberstellung der entsprechenden Rekon-
struktionen der Vektorfelder f (x) = (1, 1, 1)⊤ und f (x) = (1, 1,−1)⊤ in den Ebenen {x3 = 0,7}
für γ = 0,012 beziehungsweise {x3 = 0,9} für γ = 0,01165. Die unzureichende Bestimmung der
x3-Komponente wird durch die leicht nach oben beziehungsweise nach unten zeigenden Vekto-
ren, die entsprechende Skala sowie die das Rekonstruktionsgebiet kennzeichnenden Punkte, die
für f (x) = (1, 1,−1)⊤ oberhalb der Vektoren zu sehen sind, verdeutlicht. Wie es dennoch mög-
lich ist, eine vollständige Rekonstruktion eines beliebigen, divergenzfreien, dreidimensionalen










–0.5 0 0.5 1
–0.2
0
Abbildung 5.21: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0,7}
für γ = 0,012 aus dem Maple-Blickwinkel [ϑ = 40◦, ϕ = 80◦].
Rechts: Analog für f (x) = (1, 1,−1)⊤.
Zur Vervollständigung der Behandlung des Vektorfeldes f (x) = (1, 1, 1)⊤ sei an dieser Stelle
noch erwähnt, dass sich für sehr kleine und sehr große Werte von γ (γ ≈ 0,005 beziehungsweise
γ ≈ 7) die Richtungen der Vektoren am Rand von Ω erheblich besser rekonstruieren lassen,
dass sich aber gleichzeitig die Länge der Vektoren in diesen Fällen verschlechtert. Wie schon










–0.5 0 0.5 1
–0.2
0
Abbildung 5.22: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0,9}
für γ = 0,01165 aus dem Maple-Blickwinkel [ϑ = 40◦, ϕ = 80◦].
Rechts: Analog für f (x) = (1, 1,−1)⊤.
für das Feld f (x) = (1, 0, 0)⊤ ist es auch hier möglich, das Ergebnis durch Kombination zweier
Berechnungen für unterschiedliche γ zu verbessern. Dazu wurde hier γ = 0,0124 für die Länge
und γ = 7 für die Richtung der Vektoren gewählt. Wie man in Abbildung 5.23 sieht, ist die
dadurch erreichte Aufwertung des Ergebnisses jedoch nicht gravierend. Einzig die in die falsche
Richtung zeigenden Vektoren am Rand haben sich umgekehrt, sind aber dennoch viel zu groß,




























Abbildung 5.23: Links: Bislang beste Rekonstruktion von f (x) = (1, 1, 1)⊤ in der
Ebene {x3 = 0} für γ = 0,0113 aus dem Maple-Blickwinkel [ϑ = 47◦, ϕ = 47◦].
Rechts: Kombination der Rekonstruktionen für γ = 0,0124 (Länge) und γ = 7
(Richtung) aus identischem Blickwinkel.
L und W bestätigt das geringe Ausmaß der Verbesserungen:
L = 0,4365 , W = 0,1244 , L +W = 0,5609 .
Gerade für dieses Vektorfeld hat es sich als besonders schwierig herausgestellt, eine geeigne-
te Wahl von γ für eine gute Rekonstruktion der Länge der Vektoren zu finden, ohne dass die
fehlerhaften Vektoren am Rand zu stark dominieren.
5.3.1 Vollständige Rekonstruktion eines dreidimensionalen Vektorfeldes
Im vorangegangenen Abschnitt wurde anhand der beiden Vektorfelder f (x) = (1, 1, 1)⊤ und
f (x) = (1, 1,−1)⊤ gezeigt, dass eine Rekonstruktion der x3-Komponente mit der vorgestellten
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Messgeometrie nicht möglich ist. In der bisherigen Abtastebene {x3 = 0} wird durch das Skalar-
produkt zwischen Vektorfeld f (x) und in dieser Ebene liegendem Richtungsvektor θ die dritte
Komponente des Vektorfeldes f3(x) bei den Messungen ignoriert, da θ3 = 0 gilt. Für die darüber-
oder darunterliegenden Ebenen {x3 = k}, −1 ≤ k ≤ 1, k , 0, sind die Werte für θ3 so klein, dass
auch in diesem Fall f3(x) nicht korrekt berechnet werden kann.
Demgegenüber zeigen die bis hierhin vorgestellten Ergebnisse jedoch, dass es möglich ist, die
ersten beiden Komponenten eines beliebigen divergenzfreien Vektorfeldes f (x) in jeder horizon-
talen und vertikalen Ebene des Rekonstruktionsgebietes Ω zufriedenstellend zu berechnen.
Nimmt man nun zu der bisherigen kreisförmigen Abtastkurve einen zweiten, dazu senkrechten
Kreis mit gleichem Radius in der Ebene {x1 = 0} hinzu, so ermöglicht dieser die Rekonstruktion
von f2(x) und f3(x) durch die Verwendung des auf Seite 114 beschriebenen, üblichen Algorith-
mus. Analog zu den vorhergehenden Betrachtungen kann damit die x1-Komponente f1(x) nicht
berechnet werden, da sie auf dieser zusätzlichen Abtastkurve senkrecht steht. Es sollte an dieser
Stelle auch erwähnt werden, dass, im Gegensatz zu einem einzelnen Kreis, eine aus zwei ortho-
gonalen Kreisen bestehende Abtastkurve die Bedingungen von Tuy-Kirillov erfüllen. Lade und
Paganin schlagen ein ähnliches Vorgehen mittels zweier „perpendicular tilt series“ für ihre longi-
tudinalen und transversalen Messungen bei paralleler Geometrie in [17] vor. Die hier erarbeitete
modifizierte Abtastgeometrie mit zwei senkrechten Kreisen ist in Abbildung 5.24 zu sehen. Der
zusätzliche Kreis in der Ebene {x1 = 0} ist dabei grün gekennzeichnet. Weiterhin ist ledig-
lich zu beachten, dass für die vollständige dreidimensionale Berechnung einer Ebene {x3 = k},
−1 ≤ k ≤ 1, neben der bisherigen Rekonstruktion eine weitere für den neuen Abtastkreis durch-
geführt werden muss. Mit Blick auf die praktische Umsetzung entspricht diese dann nicht einer
horizontalen Rekonstruktion wie bisher, sondern einer vertikalen, wie sie beispielsweise für das
kreisförmige Vektorfeld f (x) = (−x2, x1, 0)⊤ in Abbildung 5.10 oder für f (x) = (1, 0, 0)⊤ in
Abbildung 5.15 vorgestellt wurde. In einem letzten Schritt ist es nun notwendig, die Resultate
für die beiden unterschiedlichen Abtastkreise zu kombinieren. Die Komponenten f1 und f2 des
Vektorfeldes f (x) erhält man durch den bekannten Kreis in der Ebene {x3 = 0}, f2 und f3 mit
Hilfe des neuen Kreises in {x1 = 0}. Zum Abschluss muss das arithmetische Mittel für die f2-
Komponente gebildet werden, da diese in beiden Fällen rekonstruiert wird. Die Berechnungen
können simultan durchgeführt werden, so dass kaum zusätzliche Zeit, sondern nur mehr Re-
chenleistung erforderlich ist. Auch im Hinblick auf die Messungen sollte es möglich sein, diese
zeitgleich für die beiden Kreise zu realisieren, wobei darauf geachtet werden muss, dass sich
durch Streuphänomene und ähnliches keine vermeidbaren Messfehler einschleichen.
Eine Rekonstruktion des Vektorfeldes f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0} unter ausschließ-
licher Verwendung des Abtastkreises in der Ebene {x1 = 0} ist für γ = 0,007 aus unterschied-
lichen Blickrichtungen in Abbildung 5.25 zu sehen. Auch hier spielt natürlich die Wahl des
Regularisierungsparameters γ eine entscheidende Rolle für die Güte der Ergebnisse, wie man
an den besseren Resultaten für γ = 0,0113 in Abbildung 5.26 sieht. Dieser Wert von γ wurde
gewählt, da damit für einen Kreis in der Ebene {x3 = 0} die bislang beste Rekonstruktion von
f (x) = (1, 1, 1)⊤ in der Abtastebene berechnet wurde. Die Grafiken bestätigen noch einmal, dass
es auch für einen Abtastkreis in der Ebene {x1 = 0} nicht möglich ist, alle drei Komponenten
eines Vektorfeldes ordnungsgemäß zu berechnen. Wie schon erwähnt steht in diesem Fall die
x1-Komponente senkrecht auf der Abtastkurve und kann dadurch bei der Messung der Doppler-
Transformation D nicht erfasst werden.
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Abbildung 5.24: Illustration des Messaufbaus für die 3D Doppler-Transformation mit
zwei zueinander senkrechten Kreisen in den Ebenen {x3 = 0} und {x1 = 0} als
Abtastkurve Γ.




















Abbildung 5.25: Links: Rekonstruktion der Ebene {x3 = 0} von f (x) = (1, 1, 1)⊤ für
γ = 0,007 mit Γ = 3S 2 ∩ {x1 = 0} aus dem Maple-Blickwinkel [ϑ = 0◦, ϕ = 90◦].
Mitte: Analog für [ϑ = 55◦, ϕ = 85◦].
Rechts: Analog für [ϑ = 90◦, ϕ = 90◦].
Für den Regularisierungsparameter γ = 0,007 zeigt Abbildung 5.25, dass die Vektoren ins-
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Abbildung 5.26: Links: Rekonstruktion der Ebene {x3 = 0} von f (x) = (1, 1, 1)⊤ für
γ = 0,0113 mit Γ = 3S 2 ∩ {x1 = 0} aus dem Maple-Blickwinkel [ϑ = 0◦, ϕ = 90◦].
Mitte: Analog für [ϑ = 55◦, ϕ = 85◦].
Rechts: Analog für [ϑ = 90◦, ϕ = 90◦].
gesamt viel zu kurz sind. Die Pfeile am Rand sind im Vergleich zu den restlichen ebenfalls
wesentlich kleiner und zeigen zudem eine leicht fehlerhafte Rekonstruktion der Richtung. Die
sich durch die unterschiedliche Länge ergebende Wölbung ist für γ = 0,0113 in Abbildung 5.26
nicht mehr so stark ausgeprägt. Zwar bestehen weiterhin Probleme am Rand hinsichtlich Län-
ge und Richtung, der überwiegende Teil des Feldes ist aber gut berechnet worden. Die meisten
Vektoren erreichen auch die zu erwartende Länge, allerdings treten einige störende Pfeile in die
falsche Richtung auf, die den ansonsten guten Gesamteindruck etwas trüben.
Verwendet man nun die beiden zueinander orthogonalen Kreise gleichzeitig, so ist es nach den
Vorbemerkungen möglich, ein beliebiges, divergenzfreies Vektorfeld komplett zu berechnen.
Das Ergebnis ist für f (x) = (1, 1, 1)⊤ für einen Regularisierungsparameter γ = 0,007 in Abbil-
dung 5.27 und für γ = 0,0113 in Abbildung 5.28 zu sehen. Leider ist es durch die eingeschränk-
ten Visualisierungsmöglichkeiten notwendig, verschiedene Blickwinkel zu präsentieren, um alle
Aspekte des Feldes korrekt wiedergeben zu können. Betrachtet man wiederum die in den Re-
konstruktionen für γ = 0,007 und γ = 0,0113 auftretenden Fehler, so ergeben sich auch für die
Kombination der beiden Abtastkurven die gleichen Probleme. Der Regularisierungsparameter
γ = 0,007 führt zu wesentlich größeren Fehlern am Rand der Rekonstruktion, wie man am Ver-
gleich der jeweils linken Bilder erkennen kann. Die Vektoren zeigen dieselbe konkave Form, die
schon vorher für Γ = 3S 2∩{x3 = 0} beobachtet werden konnte. Dies ist für γ = 0,0113 merklich
verbessert, allerdings treten in diesem Fall wieder störende Vektoren in die falsche Richtung
auf. Auch die Länge der Pfeile ist für das größere der beiden γ augenscheinlich besser berechnet
worden. Dadurch wird auch die starke Wölbung in der rechten Grafik für γ = 0,007 ausgegli-
chen. Es sollte an dieser Stelle allerdings nicht unerwähnt bleiben, dass für beide Abtastkreise
der gleiche Wert für γ gewählt wurde, d.h. speziell für den Kreis in der Ebene {x1 = 0} ist dieser
nicht optimal. Die Fehler berechnen sich für die entsprechenden Rekonstruktionen zu:
γ = 0,007 : L = 0,6627 , W = 0,008386 , L +W = 0,67105 ,
γ = 0,0113 : L = 0,2122 , W = 0,014945 , L +W = 0,22719
und bestätigen damit die oben beschriebenen subjektiven Beobachtungen.

















Abbildung 5.27: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,007 und Γ = 3S 2 ∩ {x3 = 0} ∩ {x1 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].





















Abbildung 5.28: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,0113 und Γ = 3S 2 ∩ {x3 = 0} ∩ {x1 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].
Rechts: Analog für [ϑ = 95◦, ϕ = 70◦].
Zum Abschluss dieses Abschnittes sollen noch die entsprechenden Rekonstruktionen des Vek-
torfeldes f (x) = (1, 1,−1)⊤ präsentiert werden, um dem Leser sowohl einen direkten Vergleich
mit f (x) = (1, 1, 1)⊤ zu erlauben als auch den Beweis anzutreten, dass die x3-Richtung korrekt
berechnet wird. Auf die Bilder der nur auf einem Abtastkreis in der Ebene {x1 = 0} beruhen-
den Rekonstruktionen wird zur Verkürzung der Präsentation verzichtet. Abbildung 5.29 zeigt
eine Rekonstruktion des Vektorfeldes f (x) = (1, 1,−1)⊤ für γ = 0,007 mit der Abtastkurve
Γ = 3S 2 ∩ {x3 = 0} ∩ {x1 = 0}, während für die Erstellung von Abbildung 5.30 γ = 0,0113 ver-
wendet wurde. Leider ist in den jeweils linken Bildern nur schlecht zu erkennen, dass sich das
Rekonstruktionsgitter oberhalb der Vektoren befindet und die Pfeile nach unten zeigen. Dennoch

















Abbildung 5.29: Links: Rekonstruktion von f (x) = (1, 1,−1)⊤ in der Ebene {x3 = 0}
für γ = 0,007 und Γ = 3S 2 ∩ {x3 = 0} ∩ {x1 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].





















Abbildung 5.30: Links: Rekonstruktion von f (x) = (1, 1,−1)⊤ in der Ebene {x3 = 0}
für γ = 0,0113 und Γ = 3S 2 ∩ {x3 = 0} ∩ {x1 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].
Rechts: Analog für [ϑ = 95◦, ϕ = 70◦].
ist diese Ansicht notwendig, um die korrekte Darstellung in x1- und x2-Richtung zu dokumen-
tieren. Die jeweils rechten Grafiken zeigen klar, dass die Vektoren in die negative x3-Richtung
zeigen. Vergleicht man nun diese mit den entsprechenden Abbildungen 5.27 und 5.28 für das
Vektorfeld f (x) = (1, 1, 1)⊤, so stellt man fest, dass erwartungsgemäß die gleichen Probleme
auftreten und die x3-Richtung der Vektoren der einzige feststellbare Unterschied ist. Die zu kur-
zen Vektoren und die sich daraus ergebende starke Wölbung sowie das konkave Verhalten am
Rand sind für γ = 0,007 ebenso auffällig, wie die wenigen in die falsche Richtung zeigenden
Vektoren für γ = 0,0113. Diese Beobachtungen lassen sich auch durch die Berechnung von
140 5 Die Doppler-Transformation D
Längen- und Winkelfehler für die beiden Regularisierungsparameter verifizieren:
γ = 0,007 : L = 0,6622 , W = 0,008268 , L +W = 0,67047 ,
γ = 0,0113 : L = 0,2081 , W = 0,014120 , L +W = 0,22225 .
Während für γ = 0,007 die Richtungen deutlich besser wiederhergestellt werden, besitzt bei der
Länge der Vektoren und auch beim Gesamtfehler γ = 0,0113 einen klaren Vorteil. Insgesamt
lässt sich also festhalten, dass für sich gleichende Vektorfelder bei identischem γ eine ähnliche
Qualität der Rekonstruktionen zu erwarten ist, oder anders ausgedrückt, dass bei der Behandlung
vergleichbarer Vektorfelder der Wert von γ nicht sehr stark variiert werden muss. Dies wird
rückblickend auch am bereits vorgestellten Beispiel f (x) = (1, 0, 0)⊤ ersichtlich, welches einige
Gemeinsamkeiten mit den zuletzt behandelten Feldern aufweist. Die beste Rekonstruktion in der
Ebene {x3 = 0} mit Hilfe von Γ = 3S 2 ∩ {x3 = 0} wurde dabei für γ = 0,01105 erzielt, was sehr
nahe bei dem für f (x) = (1, 1,±1)⊤ ermittelten Wert von γ = 0,0113 liegt.
Weitere Alternativen bei der Wahl der Abtastkurve
Wie man im vorangegangenen Abschnitt gesehen hat, ist es mit dem hier vorgestellten Verfah-
ren möglich, ein dreidimensionales Vektorfeld vollständig zu rekonstruieren. Bei genauerer Be-
trachtung stellt man allerdings fest, dass die Wahl des zweiten orthogonalen Abtastkreises in der
Ebene {x1 = 0} recht willkürlich ist. Es bedarf lediglich einer Möglichkeit, die x3-Komponente
eines Vektorfeldes zu rekonstruieren, da dies von einer kreisförmigen Abtastkurve in der Ebene
{x3 = 0} nicht geleistet werden kann. Ein Kreis in der Ebene {x2 = 0} mit gleichem Radius R er-
füllt diese Forderungen an eine zusätzliche Abtastkurve ebenfalls, mit der Einschränkung, dass
eine Berechnung der x2-Komponente in diesem Fall nicht möglich ist. Da die x1-Koordinate
mit Hilfe beider Abtastkreise berechnet werden kann, ist hier eine Mittelung über die beiden
Ergebnisse notwendig. Selbstverständlich kann man auch auf den Kreis in der Ebene {x3 = 0}
komplett verzichten und stattdessen die beiden anderen Alternativen für eine vollständige Re-
konstruktion eines dreidimensionalen Vektorfeldes kombinieren. Verwendet man stattdessen alle
drei zueinander orthogonalen Abtastkreise, so wird dadurch jede Komponente des Vektorfeldes
doppelt berechnet. Die Ermittlung dieser redundanten Informationen kostet zwar mehr Zeit als
eigentlich notwendig, bietet aber die Möglichkeit, Fehler bei der Wahl der verschiedenen Re-
gularisierungsparameter auszugleichen. Die drei möglichen, zueinander jeweils orthogonalen
Abtastkreise sind in Abbildung 5.31 zu sehen, wobei der in diesem Abschnitt neu eingeführte
Kreis in der Ebene {x2 = 0} in hellblau gezeichnet wurde.
Im Folgenden bezeichnen Γ1 = 3S 2 ∩ {x3 = 0}, Γ2 = 3S 2 ∩ {x1 = 0} und Γ3 = 3S 2 ∩ {x2 = 0}
die in der Reihenfolge ihres Auftretens in dieser Arbeit durchnummerierten kreisförmigen Ab-
tastkurven. In einem Quellpunkt jedes dieser Kreise ist in der Illustration 5.31 zusätzlich ein
Koordinatensystem eingezeichnet, dessen Achsen aus Gründen der Übersichtlichkeit und besse-
ren Verständlichkeit mit x, y, z statt x1, x2 und x3 bezeichnet wurde. Diese Koordinatensysteme
sollen den Umstand verdeutlichen, dass die von einer der beiden Abtastkurven Γ2 und Γ3 ge-
messenen Daten als die eines gedrehten Vektorfeldes für den ursprünglichen Algorithmus, d.h.
unter Verwendung von Γ1, interpretiert werden können. Ziel ist dabei die Rekonstruktion der
dunkelblauen Ebene {x3 = 0}.


















Γ = Γ1 ∪ Γ2 ∪ Γ3
Abbildung 5.31: Rekonstruktion der blau hervorgehobenen Ebene mit dem beschrie-
benen Algorithmus ausgehend von unterschiedlichen Abtastkreisen.
Die in schwarz dargestellte Kurve Γ1 war Ausgangspunkt für die ersten Rekonstruktionen und
Grundlage für die Programmierung des Algorithmus. Dies hat sich durch die Verwendung dieser
Messgeometrie für die Cone Beam Transformation D in der Arbeit von Weber [52] und die
Übertragung der entsprechenden Ergebnisse auf die Doppler-Transformation D ergeben.
Dreht man nun Γ1 in mathematisch negativer Richtung um 90◦ um die y-Achse, so erhält man
den grün dargestellten Kreis Γ2, der in der Ebene {x = 0} liegt. Der zu Γ1 gehörende Quellpunkt
α wird dabei auf α˜ gedreht. Man verwendet nun das bestehende Programm zur Rekonstruktion
der zu Γ2 senkrecht stehenden, blauen Ebene in {x˜ = 0}. Dabei werden die gemessenen Daten als
Drehung des ursprünglichen Vektorfeldes mit Koordinatentransformation (x˜, y˜, z˜)⊤ 7→ (z, y,−x)⊤







angegeben werden. Dies wird durch die entsprechenden Koordinatensysteme repräsentiert, wo-
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bei eine Gleichung der Form x˜ =ˆ z bedeutet, dass die neue x-Koordinate x˜ für den grünen
Abtastkreis Γ2 der z-Koordinate des üblichen, schwarzen Abtastkreises Γ1 entspricht.
Durch eine Rotation von Γ1 um 90◦ in mathematisch positiver Richtung um die x-Achse erhält
man Γ3 mit Abtastebene {y = 0}. Der ursprüngliche Quellpunkt α ist mit dem neuen Quellpunkt








Für Γ3 muss die zur Abtastkurve senkrechte, blaue Ebene in {y¯ = 0} rekonstruiert werden.
Ein Vorteil dieser speziellen Wahl der Abtastkurven ist es also, dass der ursprüngliche Algo-
rithmus und dessen Implementation auch für die zusätzlichen Berechnungen weiterhin benutzt
werden können. Die Ergebnisse der verschiedenen Kombinationen von Γi, i = 1, 2, 3, sollen im
Folgenden weiterhin an dem einfachen Beispiel f (x) = (1, 1, 1)⊤ präsentiert werden. Auf die
Darstellung von f (x) = (1, 1,−1)⊤ wird verzichtet, da sich außer der x3-Richtung der Vektoren
keine wesentlichen Änderungen ergeben und damit auch keine neuen Erkenntnisse aus den Tests
hergeleitet werden können.
Γ = Γ1 ∪ Γ3
Nachdem die Kombination Γ = Γ1 ∪ Γ2 bereits behandelt wurde, soll nun auf Γ = Γ1 ∪ Γ3
eingegangen werden. Die Regularisierungsparameter γ = 0,007 und γ = 0,0113 werden wei-
terhin beibehalten, entsprechende Rekonstruktionen in der Ebene {x3 = 0}, für die auch alle
zukünftigen Berechnungen durchgeführt werden, sind in Abbildung 5.32 beziehungsweise 5.33


















Abbildung 5.32: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,007 und Γ = 3S 2 ∩ {x3 = 0} ∩ {x2 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].
Rechts: Analog für [ϑ = 95◦, ϕ = 70◦].























Abbildung 5.33: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,0113 und Γ = 3S 2 ∩ {x3 = 0} ∩ {x2 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].
Rechts: Analog für [ϑ = 95◦, ϕ = 70◦].
γ = 0,007 kein signifikanter Unterschied erkennbar. Vor allem im Hinblick auf die Richtung
der Vektoren hinterlässt das berechnete Vektorfeld einen guten Eindruck, auch wenn weiterhin
die konkave Biegung am Rand und die durch die zu kurzen Vektoren bedingte Wölbung zu se-
hen sind. Für γ = 0,0113 wird hingegen die Länge der Vektoren besser berechnet, allerdings
zeigen einige – auch längere – Pfeile in die falsche Richtung, so dass das ansonsten recht gute
Gesamtbild gestört wird. Diese subjektive Interpretation kann auch durch die Fehlerberechnung
bestätigt werden, die insbesondere für die Richtung bei γ = 0,007 und die Länge bei γ = 0,0113
gute Werte liefert:
γ = 0,007 : L = 0,6623 , W = 0,008131 , L +W = 0,67045 ,
γ = 0,0113 : L = 0,2080 , W = 0,014604 , L +W = 0,22261 .
Es sei hier zudem vorweggenommen, dass dies das beste erreichte Ergebnis für γ = 0,007
darstellt, wobei sich der bereits vorgestellte Versuch für Γ = Γ1 ∪ Γ2 als nur minimal schlechter
herausgestellt hat.
Γ = Γ2 ∪ Γ3
Lässt man nun die kreisförmige Abtastkurve in der Ebene {x3 = 0} außen vor und verwendet
nur die beiden anderen, so kann die x3-Komponente doppelt, die beiden anderen Komponenten
jeweils nur einmal berechnet werden. Die Abbildungen 5.34 und 5.35 zeigen die Resultate. Die
Ergebnisse für den kleineren Wert des Regularisierungsparameters sind schlechter als die vor-
angegangenen was vor allem an den Richtungen am Rand zu sehen ist. Die Vektoren fächern im
vorderen Bereich stärker auf und biegen sich zusätzlich weiter nach außen. Für γ = 0,0113 hat
sich die Berechnung der Richtung dagegen merklich präzisiert und auch die Länge der Vektoren,

















Abbildung 5.34: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,007 und Γ = 3S 2 ∩ {x1 = 0} ∩ {x2 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].




















Abbildung 5.35: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0}
für γ = 0,0113 und Γ = 3S 2 ∩ {x1 = 0} ∩ {x2 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].
Rechts: Analog für [ϑ = 95◦, ϕ = 70◦].
die sich letztendlich auch in der Farbgebung der Pfeile widerspiegelt, erscheint homogener als
in den vorangegangenen Versuchen. Lediglich am Rand ist ein relativ kleiner Vektor sichtbar,
der nicht in die korrekte Richtung zeigt. Dieser wird allerdings als wesentlich weniger störend
empfunden als in den Beispielen zuvor. Die Auswertung der Fehler
γ = 0,007 : L = 0,6908 , W = 0,009723 , L +W = 0,70049 ,
γ = 0,0113 : L = 0,1665 , W = 0,002235 , L +W = 0,16875 ,
zeigt, dass man für diese Abtastkurve das bestmögliche Ergebnis für γ = 0,
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Γ = Γ1 ∪ Γ2 ∪ Γ3
Auch die Verwendung aller drei möglichen Kreise, d.h. wenn Γ = Γ1 ∪ Γ2 ∪ Γ3 gewählt wird,
kann dieses Resultat nicht weiter aufwerten. Die entsprechenden Visualisierungen der Vektor-

















Abbildung 5.36: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0} für
γ = 0,007 und Γ = 3S 2∩ {x1 = 0} ∩ {x2 = 0} ∩ {x3 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].




















Abbildung 5.37: Links: Rekonstruktion von f (x) = (1, 1, 1)⊤ in der Ebene {x3 = 0} für
γ = 0,0113 und Γ = 3S 2∩{x1 = 0}∩{x2 = 0}∩{x3 = 0} aus dem Maple-Blickwinkel
[ϑ = 90◦, ϕ = 0◦].
Rechts: Analog für [ϑ = 95◦, ϕ = 70◦].
genauer als bei gleichzeitiger Benutzung von Γ2 und Γ3, die in Abbildung 5.34 vorgestellt wurde,
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erreicht aber nicht ganz die Qualität der beiden anderen möglichen Kombinationen. Man erkennt
weiterhin die Probleme am Rand des Rekonstruktionsgebietes und die schon mehrfach beschrie-
bene Wölbung aufgrund der zu kurz berechneten Vektoren. Die Darstellungen für γ = 0,0113
beinhalten abermals die gleichen störenden Vektoren am Rand, die schon in Abbildung 5.33 für
die Kombination von Γ1 und Γ3 zu sehen waren. Deren Stärke ist allerdings durch die Mittelung
über alle drei Kreise deutlich abgeschwächt, so dass sie in diesem Fall nicht ganz so gravierend
wahrgenommen werden. Insgesamt erscheint die Länge der Vektoren bis auf einige Ausnahmen
am Rand des Rekonstruktionsgebietes, die zu kurz dargestellt werden und dadurch auch den
Eindruck einer leichten Wölbung in der rechten Grafik von Abbildung 5.37 vermitteln, sehr ho-
mogen. Auch die Richtung stimmt für den überwiegenden Teil mit dem Original überein. Für
die Kombination aller drei Abtastkreise ergeben sich für den Längen- und Winkelfehler folgende
Werte:
γ = 0,007 : L = 0,6726 , W = 0,007866 , L +W = 0,68042 ,
γ = 0,0113 : L = 0,2016 , W = 0,006956 , L +W = 0,20855 .
Insgesamt bleibt festzuhalten, dass sich sowohl die subjektiven visuellen Beurteilungen als auch
die Auswertungen der Fehler für die mit γ = 0,007 gemachten Tests nur minimal unterscheiden.
Für γ = 0,0113 erhält man im letzten Fall das zweitbeste Resultat, wobei auch hier der Unter-
schied zwischen den Ergebnissen der verschiedenen Abtastkurven nicht erheblich ist.
Es soll an dieser Stelle noch einmal erwähnt werden, dass für alle Abtastkurven der gleiche
Regularisierungsparameter γ gewählt wurde. Während γ für die ersten Rekonstruktionen in der
Ebene {x3 = 0} mit Hilfe von Γ1 zu Beginn dieses Abschnittes noch optimiert wurde, wurde auf
diesen Schritt für jeden weiteren Abtastkreis verzichtet, da sich die betreffenden Regularisie-
rungsparameter im Allgemeinen nur unwesentlich unterscheiden. Dennoch ist es möglich durch
geschickte Wahl eines γ für jedes Γi, i = 1, 2, 3, die Resultate zu verbessern. Da, wie ebenfalls
gezeigt wurde, für verschiedene Größenordnungen von γ unterschiedliche Aspekte wie Länge
und Richtung der Vektoren eines Feldes betont werden, ist auch eine Kombination verschiedener
γ für jeden Abtastkreis denkbar. Allerdings muss dabei stets die Dauer für die Berechnung der
Rekonstruktionen in Betracht gezogen werden. Ein dreidimensionales, divergenzfreies Vektor-
feld kann bereits mit zwei der drei vorgestellten Abtastkreise vollständig rekonstruiert werden,
so dass damit die notwendige Minimalanzahl festgelegt ist. Jeder weitere Kreis benötigt sowohl
für die Messung der Daten als auch für deren Rekonstruktion zusätzliche Zeit, die im medizini-
schen Kontext gewöhnlich knapp bemessen ist und nicht in jeder Situation durch eine erhöhte
Rechenleistung oder parallele Ausführung des Algorithmus kompensiert werden kann. Dies gilt
insbesondere für die Kombination zweier Rekonstruktionen mit unterschiedlichem γ für ein ein-
zelnes Γi, wie sie beispielsweise in den Abbildungen 5.14 oder 5.23 vorgestellt wurde. Durch
den erhöhten Zeitbedarf wird der Patientendurchsatz verringert, so dass dadurch die Rentabili-
tät des Gerätes eventuell nicht mehr gewährleistet ist. Gerade in medizinischen Anwendungen
wird also ein wichtiger Aspekt darin bestehen, stets einen guten Mittelweg zwischen Qualität
der Rekonstruktionen und der dafür benötigten Zeit zu finden.
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Das Vektorfeld f (x) = (x2x3, x1,−0,5x1)⊤
Bis hierhin wurden zur Vereinfachung der Präsentation und zur übersichtlichen Vermittlung der
Ideen lediglich relativ einfache Vektorfelder behandelt, die man sich ohne weitere Berechnun-
gen und ohne Betrachtung der korrekten Daten vorstellen kann. Um nicht den Eindruck zu er-
wecken, dass das vorgestellte Verfahren nur für diese einfachen Felder funktioniert, soll das
Beispiel f (x) = (x2x3, x1,−0,5x1)⊤ den Abschluss dieses Kapitels bilden. Ziel ist die vollstän-
dige dreidimensionale Rekonstruktion der Ebenen {x3 = −0,4}, {x3 = 0} sowie {x3 = 0,4} wie
sie in dieser Reihenfolge in Abbildung 5.38 zu sehen sind. Die Orientierung der Plots beruht






































Abbildung 5.38: Links: Originaldaten für f (x) = (x2x3, x1,−0,5x1)⊤ in der Ebene
{x3 = −0,4}.
Mitte: Analog für die Ebene {x3 = 0}.
Rechts: Analog für die Ebene {x3 = 0,4}.
dieses Beispiel wurde der Regularisierungsparameter sowohl für die jeweilige Ebene als auch
für die entsprechende Abtastkurve Γi, i = 1, 2, 3, optimiert. Die entsprechenden Werte können
Tabelle 5.1 entnommen werden. Für Γ2 und Γ3 weichen die Regularisierungsparameter innerhalb
Γ1 Γ2 Γ3
{x3 = −0,4} 0,008465 0,01195 0,0119
{x3 = 0} 0,00851 0,0122 0,01215
{x3 = 0,4} 0,00922 0,01185 0,012
Tabelle 5.1: Optimierte Werte für γ für die entsprechende Abtastkurve zur Rekon-
struktion der unterschiedlichen Ebenen.
einer Ebene nur wenig voneinander ab, während der Unterschied im Fall von Γ1 etwas größer
ist. Zudem liegen die Werte von γ für die drei Ebenen bei jeder Kurve recht nah zusammen, die
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Tabelle zeigt allerdings auch, dass es offensichtlich nicht möglich ist, durch den Abstand von
der Ebene {x3 = 0} auf den Wert von γ zu schließen. Augenscheinlich spielt also die Struktur
des Vektorfeldes in der jeweiligen Ebene eine entscheidende Rolle bei der Wahl des optimalen
Regularisierungsparameters.
Auf die Bilder der Rekonstruktionen mit Hilfe einer einzelnen Abtastkurve soll hier allerdings
verzichtet werden, da dadurch eine vollständige, dreidimensionale Berechnung normalerweise
nicht gewährleistet werden kann. Dennoch sollen für die drei Ebenen alle verschiedenen Kom-
binationsmöglichkeiten, die es für die drei kreisförmigen Abtastkurven gibt, aufgezeigt werden.
In Abbildung 5.39 sind die Resultate aller vier Varianten für die Rekonstruktion in der Ebe-
ne {x3 = −0,4} zusammengefasst. Bild 5.39(a) zeigt das Ergebnis der Rekonstruktion für die
Abtastkurve Γ = Γ1 ∪ Γ2. Die Vektoren sind hier, besonders in der x3-Komponente, wesentlich
zu klein. Bedingt durch die zu kurzen Pfeile am Rand scheinen sie im Vergleich zu den anderen
Rekonstruktionen auch eine viel zu starke Drehung zu zeigen, so dass man eher ein kreisförmi-
ges Vektorfeld als Original erwartet. Im Gegensatz dazu sind für die Kombination von Γ1 und Γ3
in Grafik 5.39(b) die Vektoren zu lang, was ebenfalls vor allem am Rand des Rekonstruktions-
gebietes auffällt und auch anhand der Skala des Koordinatensystems im Vergleich zum Original
in Abbildung 5.38 überprüft werden kann. Die Richtungen sind in diesem Fall gut rekonstruiert.
Verwendet man Γ2 und Γ3, so erhält man damit das bestmögliche Resultat. Zwar sind die Pfeile
besonders in der Mitte immer noch etwas zu stark und zeigen am Rand ein wenig nach außen,
die Gesamtstruktur des Feldes ist dennoch gut zu erkennen. Das Ergebnis bei Verwendung aller
drei Abtastkreise ist in Abbildung 5.39(d) zu sehen. Der visuelle Unterschied zum vorangegan-
genen Fall ist minimal, lediglich die Vektoren wirken etwas länger, während die Richtungen fast
unverändert erscheinen. Auch die Fehlerwerte, die in Tabelle 5.2 zu finden sind, zeigen keine
großen Differenzen zwischen diesen beiden. Insgesamt kann man der Tabelle entnehmen, dass
L W Gesamt
Γ1 ∪ Γ2 0,31033 0,58951 0,89983
Γ1 ∪ Γ3 0,35629 0,58978 0,94607
Γ2 ∪ Γ3 0,29959 0,59043 0,89002
Γ1 ∪ Γ2 ∪ Γ3 0,31824 0,58955 0,90778
Tabelle 5.2: Längen-, Winkel- und resultierender Gesamtfehler für die Rekonstruktion
der Ebene {x3 = −0,4} von f (x) = (x2x3, x1,−0,5x1)⊤ mit Hilfe der verschiedenen
Kombinationen der Abtastkurven Γi, i = 1, 2, 3.
die Fehler aller Kombinationsmöglichkeiten recht nahe beieinander liegen und dass lediglich
das Ergebnis des zweiten Versuchs, d.h. der Kombination von Γ1 und Γ3, schlechter ist, was
hauptsächlich auf die zu große Länge der Vektoren zurückzuführen ist. Alle anderen Werte un-
terscheiden sich hingegen nicht wesentlich.























































(d) Abtastkurve Γ1 ∪ Γ2 ∪ Γ3
Abbildung 5.39: Vollständige Rekonstruktion von f (x) = (x2x3, x1,−0,5x1)⊤ in der
Ebene {x3 = −0,4} mit Abtastkurve Γ1 ∪ Γ2 in (a), Abtastkurve Γ1 ∪ Γ3 in (b),
Abtastkurve Γ2 ∪ Γ3 in (c) und unter Verwendung aller drei Kreise Γ1 ∪ Γ2 ∪ Γ3 in
(d).
Demgegenüber sind für die Ebene {x3 = 0} deutliche Unterschiede in der Qualität der Re-
konstruktionen erkennbar. In Abbildung 5.40 sind die entsprechenden Ergebnisse in analoger
Reihenfolge zusammengefasst. Wie schon in Abbildung 5.39(a) für die Ebene {x3 = −0,4} zu
sehen, führt die Abtastkurve Γ1 ∪ Γ2 auch in Abbildung 5.40(a) dazu, dass die Vektoren sicht-
lich zu kurz rekonstruiert werden. Zudem ist eine starke Krümmung in Richtung der Mitte des
Rekonstruktionsgebietes zu erkennen, so dass auch in diesem Fall das Vektorfeld viel zu rund
erscheint. Da die erste Komponente x2x3 des hier betrachteten Feldes f (x) = (x2x3, x1,−0,5x1)⊤
in der Ebene {x3 = 0} Null ist und damit, wie in Abbildung 5.38 erkennbar, ausschließlich ge-
rade Vektoren vorhanden sind, muss diese Rekonstruktion als nicht zufriedenstellend bewertet























































(d) Abtastkurve Γ1 ∪ Γ2 ∪ Γ3
Abbildung 5.40: Vollständige Rekonstruktion von f (x) = (x2x3, x1,−0,5x1)⊤ in der
Ebene {x3 = 0}mit Abtastkurve Γ1∪Γ2 in (a), Abtastkurve Γ1∪Γ3 in (b), Abtastkurve
Γ2 ∪ Γ3 in (c) und unter Verwendung aller drei Kreise Γ1 ∪ Γ2 ∪ Γ3 in (d).
werden. Die Verwendung von Γ1 und Γ3 steigert die Qualität merklich, wie Abbildung 5.40(b)
verdeutlicht. Nachteilig wirken sich in diesem Fall allerdings die zu großen Vektoren am Rand
aus. Die Richtungen sind, bis auf den Bereich in der Mitte, recht gut berechnet, was auch auf die
Abschwächung der Stärke der Pfeile zur Mitte hin zutrifft. Das beste Resultat erzielt man un-
ter Zuhilfenahme der Kurven Γ2 und Γ3. Sowohl die Länge als auch die Richtung der Vektoren
erscheint passend rekonstruiert, lediglich eine leichte Krümmung nach außen ist erkennbar. Die
Kombination aller drei kreisförmigen Abtastkurven resultiert in einer nur wenig schlechteren
Rekonstruktion, wie in Grafik 5.40(d) zu sehen ist. Im Gegensatz zum vorhergehenden Versuch
zeigen hier die Vektoren nach innen statt nach außen, wobei die Drehung in diesem Fall stärker
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erscheint. Hinsichtlich der Länge der Vektoren unterscheiden sich die Abbildungen 5.40(c) und
5.40(d) nur unwesentlich. Diese subjektive Einschätzung wird durch die Fehler in Tabelle 5.3
bestätigt. Die Rekonstruktion mit Hilfe aller drei kreisförmigen Abtastkurven ist nur um wenig
L W Gesamt
Γ1 ∪ Γ2 0,05259 0,12452 0,17711
Γ1 ∪ Γ3 0,08034 0,06560 0,14594
Γ2 ∪ Γ3 0,03155 0,02747 0,05903
Γ1 ∪ Γ2 ∪ Γ3 0,02561 0,06208 0,08770
Tabelle 5.3: Längen-, Winkel- und resultierender Gesamtfehler für die Rekonstruktion
der Ebene {x3 = 0} von f (x) = (x2x3, x1,−0,5x1)⊤ mit Hilfe der verschiedenen
Kombinationen der Abtastkurven Γi, i = 1, 2, 3.
schlechter als die mit den Kurven Γ2 und Γ3 erstellte, während die Qualität der beiden anderen
geringer eingestuft werden muss. Obwohl für Γ1 ∪ Γ2 die Länge der Vektoren besser berechnet
wird als für Γ1 ∪ Γ3, hat die starke Krümmung der Vektoren den schlechtesten Winkelfehler W
und damit auch das schlechteste Gesamtergebnis zur Folge. Insgesamt sind die Rekonstruktio-
nen dieser Ebene doch besser als die der zuvor behandelten Ebene {x3 = −0,4}.
Zum Ende der numerischen Beispiele sollen nun die Ergebnisse für die Ebene {x3 = 0,4} vor-
gestellt werden. Abbildung 5.41 zeigt noch einmal übersichtlich die Resultate für die verschie-
denen Kombinationen der Abtastkurven. Die Rekonstruktion in Bild 5.41(a) zeigt offensichtlich
wenig Gemeinsamkeiten mit dem Original in Abbildung 5.38. Hier wurde die Richtung der Vek-
toren sehr schlecht rekonstruiert, zudem sind sie zu kurz, so dass die langsame Abschwächung
von außen nach innen kaum erkennbar wird. Demgegenüber sind die Vektoren in Abbildung
5.41(b), die durch Verwendung der Kurven Γ1 und Γ3 erzeugt wurde, eindeutig zu lang, aller-
dings kommt in dieser Rekonstruktion die Abschwächung der Pfeilstärke zur Mitte hin besser
zum Ausdruck. Die Richtung der Pfeile ist jedoch gut rekonstruiert, was auch durch den Win-
kelfehler in Tabelle 5.4 bestätigt wird. Im dritten Teilbild 5.41(c) sind die Vektoren ebenfalls
zu groß, allerdings nicht in dem Ausmaß wie zuvor. Dies wird vor allem in dem durch x1 = 0
und x2 = ±1 gekennzeichneten Bereich deutlich. Die Richtungen sind gut berechnet, auch wenn
die Hinwendung der Vektoren zu den entsprechenden Rändern des Rekonstruktionsgebietes ins-
gesamt etwas zu stark erscheint. Allerdings wird dieser Eindruck durch die schlechte Rekon-
struktion der Längen – gerade in dem oben genannten Bereich – verstärkt. Verwendet man nun
alle drei Kreise zugleich als Abtastkurve, so erhält man für diese Ebene das beste Ergebnis, wie
Abbildung 5.41(d) zeigt. Wie man anhand der Skala des Koordinatensystems erkennen kann,
sind die Vektoren im Vergleich zum Original nur wenig zu lang. Das Verhältnis der Längen un-
tereinander und damit auch die Struktur des Vektorfeldes wird hier am besten wiedergegeben.
Auch die Richtung der Pfeile stimmt weitestgehend mit den Originaldaten überein. Der gute






















































(d) Abtastkurve Γ1 ∪ Γ2 ∪ Γ3
Abbildung 5.41: Vollständige Rekonstruktion von f (x) = (x2x3, x1,−0,5x1)⊤ in der
Ebene {x3 = 0,4} mit Abtastkurve Γ1 ∪ Γ2 in (a), Abtastkurve Γ1 ∪ Γ3 in (b), Ab-
tastkurve Γ2 ∪ Γ3 in (c) und unter Verwendung aller drei Kreise Γ1 ∪ Γ2 ∪ Γ3 in
(d).
visuelle Gesamteindruck dieser Rekonstruktion kann auch durch Tabelle 5.4 verifiziert werden.
Man sieht, dass für die Ebene {x3 = 0,4} die Verwendung der Daten aller drei Abtastkurven das
beste Resultat liefert. Zudem stellt dies auch über alle drei getesteten Ebenen und alle möglichen
Kombinationen der Abtastkurven gesehen den besten Wert für den Gesamtfehler dar. Insbeson-
dere der Längenfehler L ist für diese Rekonstruktion signifikant besser als bei allen anderen und
auch für den Winkelfehler W ermittelt man in diesem Fall den Bestwert. Für Γ1 ∪ Γ3 macht sich
bei L die zu große Länge der Vektoren bemerkbar, die Richtung wird allerdings gut berechnet,
wie der Wert des Winkelfehlers zeigt. Für Γ1 ∪ Γ2 sind die Rollen von L und W vertauscht.
Während die Länge recht gut rekonstruiert wird und sogar den zweitbesten Wert erreicht, deutet
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L W Gesamt
Γ1 ∪ Γ2 0,04120 0,04972 0,09092
Γ1 ∪ Γ3 0,06884 0,02005 0,08889
Γ2 ∪ Γ3 0,04920 0,03274 0,08194
Γ1 ∪ Γ2 ∪ Γ3 0,02731 0,01460 0,04191
Tabelle 5.4: Längen-, Winkel- und resultierender Gesamtfehler für die Rekonstruktion
der Ebene {x3 = 0,4} von f (x) = (x2x3, x1,−0,5x1)⊤ mit Hilfe der verschiedenen
Kombinationen der Abtastkurven Γi, i = 1, 2, 3.
der Winkelfehler W auf eine unbefriedigende Rekonstruktion der Richtungen der Vektoren hin,
was auch in der Beschreibung zu Abbildung 5.41(a) bereits zum Ausdruck gebracht wurde.
An diesem letzten Beispiel sollte klargemacht werden, dass sich die Verwendungsmöglichkei-
ten des auf Seite 114 angegebenen Algorithmus nicht auf einfache Vektorfelder beschränken.
Diese einfachen Felder, wie beispielsweise f (x) = (1, 1, 1)⊤, wurden lediglich ausgewählt, um
die Vermittlung der Ideen zur vollständigen, dreidimensionalen Rekonstruktion von Vektorfel-
dern zu erleichtern und dem Leser die Beurteilung der Qualität durch Verwendung bekannter
Felder zu ermöglichen. Zudem wird aus den Rekonstruktionen der drei verschiedenen Ebenen
des Feldes f (x) = (x2x3, x1,−0,5x1)⊤ auch ersichtlich, dass man sich nicht auf eine bestimmte
Kombination der vorgestellten Abtastkreise festlegen kann, um das bestmögliche Ergebnis zu
erreichen. Werden allerdings die Daten für alle Γi, i = 1, 2, 3, berechnet, so liefert die Mitte-
lung über alle drei Kurven immer ein brauchbares Ergebnis. Wie schon erwähnt, ist allerdings
sowohl für die Messung der Daten als auch für die Berechnung ein erhöhter Zeitbedarf ein-
zuplanen, der im medizinischen Kontext nicht immer als gegeben vorausgesetzt werden kann.
Ein Ziel in diesem Gebiet wird also die Optimierung der Auswahl der Abtastkurven und die
Bestimmung eines möglichst optimalen Regularisierungsparameter γ für diese Kurven sein. Die
verschiedenen Aspekte weiterführender Forschung sollen auch im nächsten Kapitel noch einmal
thematisiert werden.
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6 Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde ein Verfahren entwickelt und implementiert, das die vollstän-
dige, dreidimensionale Rekonstruktion eines divergenzfreien Vektorfeldes ermöglicht. Die zu-
grunde liegende Integraltransformation, die den Strahlendurchgang durch das Vektorfeld mo-
delliert, ist die Doppler-Transformation D. Durch die zunächst verwendete Messgeometrie mit
einer einzelnen kreisförmigen Abtastkurve in der Ebene {x3 = 0}, die auch im Zusammen-
hang mit der dreidimensionalen Cone Beam Transformation D Anwendung findet, konnte bei
der Entwicklung des Algorithmus auf bekannte Ergebnisse aus diesem Bereich zurückgegriffen
werden. Insbesondere können die mit Hilfe der Approximativen Inversen schnell berechenbaren
Rekonstruktionskerne für D auch für die Rekonstruktion aus Daten der Doppler-Transformation
verwendet werden.
Der Nachteil eines einzelnen Abtastkreises hat sich bei der Rekonstruktion eines dreidimensio-
nalen Vektorfeldes gezeigt: Die Komponente des Feldes senkrecht zur Abtastebene kann nicht
berechnet werden. Für den zuerst verwendeten Kreis in der Ebene {x3 = 0} kann also beispiels-
weise die x3-Komponente des Feldes nicht rekonstruiert werden. Aus diesem Grund wurden
zunächst zwei, später drei zueinander orthogonale Kreise in den Koordinatenebenen verwendet.
Zusätzlich werden durch diese zwei oder drei Kreise die Bedingungen von Tuy-Kirillov erfüllt,
was für einen einzelnen Kreis nicht gewährleistet war.
Die numerischen Ergebnisse zeigen die hohe Qualität der berechneten Rekonstruktionen. Die
mit dem Algorithmus aus synthetisch erzeugten Doppler-Daten berechneten Vektorfelder unter-
scheiden sich meist nur wenig von den Originalen. Ein wichtiger Aspekt, der bei der Darstellung
der numerischen Resultate deutlich werden sollte, ist, dass für jedes Vektorfeld eine andere Kom-
bination aus den drei vorgestellten zueinander orthogonalen Kreisen die beste Rekonstruktion
liefern kann, dass die gleichzeitige Verwendung der Daten von allen drei Kreisen aber immer
eine gute Wahl ist.
Wie auch bei der Cone Beam Transformation hängt die Qualität der Berechnungen stark von
der Wahl eines guten Regularisierungsparameters γ ab, was eine rechnerische Bestimmung oder
zumindest eine Näherung von γ wünschenswert macht. Die Versuche haben allerdings auch
gezeigt, dass γ sowohl mit der Struktur des betrachteten Feldes als auch mit der zu rekonstru-
ierenden Ebene variiert, was eine exakte Bestimmung wegen der Unkenntnis der Originaldaten
unmöglich erscheinen lässt. Zudem hat sich für jedes Γi, i = 1, 2, 3, ein anderer Wert von γ als
optimal erwiesen, so dass für die Doppler-Transformation mehrere Regularisierungsparameter
bestimmt werden müssen, was im Vergleich zur Cone Beam Transformation eine zusätzliche
Schwierigkeit darstellt.
Weiterführende Ideen zur Verbesserung des Algorithmus beinhalten die Verwendung unter-
schiedlicher Skalierungsfaktoren für die verschiedenen Ebenen, die Implementierung einer Ge-
wichtsfunktion oder eine effiziente Realisierung für die Mittelung über verschiedene Werte für
den Regularisierungsparameter. Gleichzeitig darf dabei aber der zusätzliche Zeitaufwand nicht
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außer Acht gelassen werden, um die medizinische Verwendbarkeit des Verfahrens weiterhin zu
gewährleisten. Ein Ansatzpunkt für weitere Forschung ist auch die Betrachtung von speziellen
Randbedingungen, um die hauptsächlich am Rand auftretenden Fehler zu reduzieren. Beispiels-
weise ist bekannt, dass aufgrund der Gefäßwand eine Krümmung des Feldes nach außen nicht
möglich ist.
Die Arbeit an diesem Verfahren und dem Algorithmus erfolgt auch im Hinblick auf die Ver-
wendung in der medizinischen Diagnostik. Ein Anwendungsgebiet für die Rekonstruktion von
Vektorfeldern ist beispielsweise die Darstellung des Geschwindigkeitsfeldes einer Flüssigkeit.
Dabei richtet sich das Augenmerk besonders auf den Blutfluss, von dem bekannt ist, dass er um
Tumore deutlich intensiver und unregelmäßiger ist als in normalem Gewebe. Dementsprechend
stellt die hier entwickelte Methode einen Ansatz für eine mögliche Alternative zur Erkennung
von Krebserkrankungen dar.
Ein wesentlicher Unterschied zu den bislang verwendeten Verfahren in der Tomographie liegt
in der Benutzung von Ultraschallwellen statt Röntgenstrahlen, da letztere in hohen Dosen sogar
krebserregend sein können. Die zur Anwendung von Ultraschall notwendigen reflektierenden
Partikel sind beispielsweise im Blut durch die roten Blutkörperchen gegeben. Im Zusammen-
hang mit der Erkennung von Brustkrebs sind zudem Berichte bekannt, wonach bei einer her-
kömmlichen Mammographie die Gefahr besteht, den Tumor durch den großen Druck auf das
Brustgewebe zu zerstören und so die Ausbreitung der Krankheit zu beschleunigen. Die Unter-
suchung mit Ultraschall bietet daher eine – soweit bekannt – nicht gesundheitsschädliche und
damit beliebig oft wiederholbare Option.
Gleichzeitig birgt die Verwendung von Ultraschall aber auch zusätzliche Schwierigkeiten, die
insbesondere in der technischen Umsetzung des beschriebenen Verfahrens bestehen. Ein Bei-
spiel bilden dabei die auftretenden Streuphänomene. Benutzt man zur Beschleunigung der Mes-
sungen zudem mehrere Quellen gleichzeitig, so werden diese Streuprobleme zusätzlich verstärkt
und es wird schwierig, den Ursprung der reflektierten Strahlen eindeutig zu bestimmen. Auch
das Problem der Signalabschwächung bei Ultraschall muss im weiteren Verlauf der Forschung
in Betracht gezogen werden. Gleichzeitig sollte die Wellenstruktur von Ultraschallsignalen be-
rücksichtigt werden, um dadurch die Qualität von Modell und Rekonstruktion zu verbessern.
Außerdem sind bislang leider keine Geräte bekannt, die eine den Modellannahmen entsprechen-
de exakte Kreisbahn realisieren. Ein Ausweg besteht darin, die Bewegung eines auf die Haut
aufgesetzten Ultraschallkopfes mit Hilfe von Motion Tracking und Motion Estimation Algorith-
men zu erfassen. Dies führt gleich auf mehrere interdisziplinäre Probleme im Bereich zwischen
Tomographie und Bildverarbeitung. Eine erfolgreiche Umsetzung dieser Idee würde aber gleich-
zeitig bedeuten, dass beliebige Abtastkurven realisiert werden können.
Weiterhin hat sich für computertomographische Untersuchungen mittlerweile die Spirale als
Standardgeometrie in der medizinischen Diagnostik etabliert. Gründe dafür sind die kürzere
Messdauer und damit einhergehend die geringere Strahlenbelastung für den Patienten. Außer-
dem ist eine Helix einfach zu realisieren. Dazu lässt man eine Röntgenquelle auf einer Kreis-
bahn rotieren und schiebt die Liege mit dem Patienten zeitgleich mit konstanter Geschwindig-
keit senkrecht zur Abtastebene durch den Mittelpunkt dieser Trajektorie. Mathematisch ist die
Spirale auch dadurch von Bedeutung, dass sie die Bedingungen von Tuy-Kirillov erfüllt. Zusätz-
lich machen die Geschwindigkeitsvorteile gegenüber mehreren Kreisen eine Umsetzung auf die
Doppler-Transformation interessant. In Bezug auf eine Übertragung der Ideen für diese Mess-
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geometrie auf die Doppler-Transformation könnten die Ergebnisse von Katsevich in [14] hilf-
reich sein.
Das Paper von Denisjuk [3] ist für die Herleitung von Resultaten für Tensorfelder mit belie-
bigem Rang und in beliebiger Dimension von Bedeutung. Er formuliert darin außerdem eine
Verallgemeinerung der Bedingung von Tuy-Kirillov auf Tensorfelder vom Rang m, die auch
zur Berechnung von exakten Rekonstruktionskernen für die Doppler-Transformation verwendet
werden könnte. Er beweist weiter, dass eine vollständige Rekonstruktion eines divergenzfreien
Vektorfeldes bei vollständigen Daten unter bestimmten Bedingungen an die Abtastkurve mög-
lich ist.
Selbstverständlich können auch Resultate für andere Transformationen hilfreich sein, wie man
am Zusammenhang zwischen Radon- und Cone Beam Transformation, der in der Formel von
Grangeat zum Ausdruck gebracht wird, erkennen kann. Für die Doppler-Transformation könnte
beispielsweise auch die gedämpfte vektorielle Radon-Transformation von Interesse sein, für die
Stråhlén in [47] ein Fourier Slice Theorem beweist. Zusammenfassend gibt es sicherlich noch
viele weitere Ideen und Ansätze, die die Forschung dem Ziel, eine Inversionsformel für die
Doppler-Transformation zu entwickeln, ein Stück näher bringen können.
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