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1. Many problems concerning the behavior of solutions of differential 
systems can be made to depend on scalar differential equations. Using a 
comparison principle of this type and the concept of Lyapunov’s function, 
one of the authors obtained many results of differential systems [l-4]. 
Bellman [5] has shown that using a vector Lyapunov function, instead of 
a single Lyapunov function, is advantageous in some situations. This idea 
was exploited in [6], where the concepts of conditional stability and bounded- 
ness of solutions have been defined and sufficient conditions in terms of 
several Lyapunov functions were obtained. 
Assuming the existence of solutions, we introduce in this paper, in a 
natural way, concepts of stability and boundedness of solutions of a class 
of complex differential systems. We obtain sufficient conditions in terms of 
several Lyapunov-like functions such that these concepts hold. Examples 
are constructed to illustrate our results. 
2. Let D denote the region of the complex plane 1 z j >, a and 
LY < arg z < j3 where a, 01, and /3 are real numbers. Let C” denote the 
n-dimensional complex Euclidian space. 
We consider the differential system 
Y’ =fk Y>7 YhJ =Yo t (zo E 4 (2.1) 
where y and f are n-dimensional vectors and the function f(z, y) is defined, 
regular-analytic in z on D and entire in y on Cn. 
By a solution of (2.1), we mean a vector-functiony = y(z), withy(z,) = y. , 
(2s E D), that is regular-analytic in z on D and satisfies (2.1) for all z E D. 
In what follows we shall denote 1 z / by t and arg z by 0. 
Let y(z) be any solution of (2.1). Define 11 y(z)lj = XT=i I yi(z)l. In order 
to unify our results on stability and boundedness we list below the following 
conditions. 
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(i) For each c > 0 and z,, ED, there exists a positive function 
S = S(l z0 1,~) that is continuous in 1 z0 I for each E, such that 1’ y(x)11 < E for all 
1 z 1 > / xt, 1, z f D, whenever /I y(z,)(j < 6. 
(ii) The 6 in (i) is independent of 1 z, I. 
(iii) For each y ;> 0 and a,, E D, there is a positive function 71 = T( 1 x0 1, y) 
that is continuous in / .a0 / for each y, such that (/ y(z)11 < y for all 1 x 1 2 / z,, 1, 
x E D, whenever /j y(z,,li < y. 
(iv) The 77 in (iii) is independent of 1 .za i. 
(v) For each E > 0, y > 0 and za E D, there is a positive number 
T = T(I .za /, E, y) such that 11 y(z)11 < E for all z E D, (I x / 3 1 x,, 1 + T), 
whenever II y(q,)ll < y. 
(vi) The T in (v) is independent of j .~a 1. 
(vii) For each y 3 0 and .zO E D, there is a positive number B and a 
positive number T = T( / z,, 1, y), such that royal < B for x E D, 
(I 2 I 2 I z. I + T), whenever IIY(~~)II < Y. 
(viii) The T in (vii) is independent of 1 a0 (. 
REMARKS. The definitions given above are natural extensions of the usual 
definitions of stability and boundedness of solutions of ordinary differential 
systems, with respect to the origin. We have not assumed that the origin is an 
invariant set for the system (2.1). Such a possibility, whenever it exists, is 
implied by the definitions. For example, if the solutions of (2.1) satisfy 
(i) (since 6 -+ 0 as E -+ 0), it is evident that the origin is an invariant set of 
the system. On the other hand, this need not be, in general, the case with 
respect to the conditions (iii) to (viii), since we have not assumed the 
uniqueness of solutions. 
3. Let I denote the interval 0 < a < t < co. Let R” be the n-dimensional 
Euclidian-space. We shall say that a function W(t, r) has the property (I) 
if IV and Y are n-dimensional vectors, W(t, Y) is defined and continuous on 
the product space 1 x Rn and is such, that for each i, Wi(t, rl , y2, . . . . Y,) is 
nondecreasing in y1 , y2 , . . . . yi-l , Y~+~ , . . . . Y, for each t E I. 
Assume that W(t, Y) has the property (I). It is known [7] that the differential 
system 
Y’ = W(t, Y), r(t,) = yo I (3.1) 
has the maximal solution (in the sense of component wise majorization) 
existing to the right of to. 
4. Let a function Z’(z, y), where V and y are n-dimensional vectors, be 
defined, regular-analytic in z on D and entire in y on C”. The ith component 
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of V will be denoted by Vi(x, y) or synonymously by V(x, yr , ya , . . . . yn) 
whenever necessary. Define: 
v*(% y) = g + g *fb, Y), 
where - denotes scalar multiplication. 
With respect to the functions defined above we state the following two 
lemmas. 
LEMMA 1. Let thef~~ion V*(z, y) of (4.1) satisfy for each i the inequality 
I vi*(GY)I d Wdl z I, I Vl(%Y)l, ***, I v&G Y)lh (4.2) 
where W(t, r) has the property (I). Suppose r(t) is the maximaE solution of(3.1). 
Let y(z) be any solution of (2.1) such that, for each i, 
I ~ihl 9 Yko)) I G ~ihlh (I x0 I = to)- 
Then for each i, 
I Vi@, YWI d r&)9 (x E D, I z I = 9, (4.3) 
for all t >, to . 
LEMMA 2. Suppose that p(z) is dejned and regular-analytic in z on D. 
Let the inequality (4.2) be replaced by 
I vi*@, Y)P(Z) + V&T Y)P’(Z)l 
< wirl z I, I VI;(? YlP(4 *a*> I V&Y YlPcal (4.4) 
where W(~,Y) has the property (I). Suppose r(t) is the maximal solution of (3.1). 
If y(z) is any solution of (2.1) such that, for each i, 
I V&o 9 Y(~o)lP(~o)l G Yi@o), (I x0 I = to), 
then, for each i, 
I Vi@, YW>P(4I G r&)7 (z E Q I .z I = t), (4.5) 
for all t 2 to . 
REMARK. It will be easily seen that Lemma 1 can be deduced from 
Lemma 2 by taking p(a) = 1. We have stated it separately since it is a basic 
result in the proof of some of the theorems that follows. We only prove the 
Lemma 2. 
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PROOF. Define L,(z, y(z)) = Vi(z, y(z)@(z). Let y(z) be any solution 
of (2.1) such that / &(.q, , y(q,))l < am. For each fixed 0, let &(t, .) --t 
1 L&x, y(z))1 = L,(te@, y(te@)). For small h > 0, we have 
R<(t + h, +) - Ri(t, *) < ( L2(t + he@, y(t + heie)) - Li(teie, y(te’@))l (4.6) 
It can be easily verified that 
Therefore, 
(4.7) 
It follows, therefore, from (4.7), (4.6), and (4.4) and the definition of 
L&J, ~(4) that 
Lim sup Ai@ + 4 -1 - Ri(t, -1 
a-+0+ h 
d W,(l .a I, R,(t, *I, R,(t, -1, *a> W4 *>> 
From the monotonic property of Wand by following the arguments in [73, 
we can establish the Lemma. 
5. Corresponding to the conditions (i) to (iv) given above in Section 2, 
we say that the differential system (3.1) has the property (ia) whenever the 
following condition is satisfied. (ia) Given E > 0 and to E I, there is a positive 
function d = d(t, , l ) that is continuous in to , for each E, such that 
Xl Yi@) < 6, for t 2 to whenever E,t, yi(to) < d. We can similarly 
formulate the conditions (iia), (iiia), and (iva). Let 4(t) = min,,,, J p(a)], 
where p(z) is the same function as defined in Lemma 2. Corresponding to 
the conditions (v) to (viii) in the same section, we say that the differential 
system (3.1) has the property (va) if the following condition is satisfied. 
(va) Given E > 0, y 3 0, and to E I, there is a positive number 
T = T(to , E, y) such that 
$ri(t) < c#(t) for all t > to + T whenever zri(to) < V+(to). 
i=l i-1 
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We can similarly formulate the conditions (via) to (viiia). Assume that 
(5.1) The function b(r) is continuous and nondecreasing in T, b(r) > 0 
for I > 0 and b(ll y 11) < // V(z, y)ll for all x E D, 
11 V(z, y)ll + 0 as 11 y II+ 0 for each z E D, (5.2) 
11 V(z, y)ll -+ 0 as II y II -+ 0 uniformly in z for z E D, (5.3) 
and 
b(r) -+ co as Y -+ co. (5.4) 
We have the following theorems on stability and boundedness of solutions 
of (2.1). 
THEOREM 1. Let the assumptions of Lemma 1 hold togethm with (5.1) and 
(5.2). Then if the condition (ia) holds, the corresponding condition (i) holds. 
If (5.2) is strengthened to (5.3) and (iia) holds, then the corresponding condition (ii) 
holds. 
PROOF. For any E > 0, if (I y II > c, we get from (5.1) that 
44 G WI y II) G II % YIII for all XED. (5.5) 
If (ia) holds, given b(c) > 0 and t,, ~1, there is a positive function d = d(t, , E) 
that is continuous in t, for each E, such that 
whenever 
$ri(r) < b(c) for all t > to, 
i=l 
(5.6) 
2 0 Yi to < d. 
i=l 
(5.7) 
In view of (5.2) there is a S = S(j z,, I, l ) such that 
Sup II J% ,rhNll < d. 
II Yb”) I a (5.8) 
AS &t, 1 V&r, y(z))] = 11 V(z, y(z))]/, it follows from Lemma 1 that 
whenever 
II W9yWll < i)y&X for all I z I = t 2 to, (5.9) 
i=l 
II VzO 9 Y(%))ll G $$ yi(tO)* (5.10) 
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Now choose 
-&to) < d. 
i=l 
Then it follows from (5.8) and (5.10) that every solution y(z) of (2.1) 
satisfies (5.9) whenever ~iy(+J < S. Suppose for some / zr 1 > 1 x,, /, x1 ED, 
a solution y(z), with 11 y(z,,ll < S, is such that 11 y(zr)11 = E. Then using the 
relations (5.5), (5.6), and (5.9), we have 
a contradiction, which proves the first part of the theorem. The second part 
of the theorem follows easily as d and S will be independent of t, . 
THEOREM 2. Let the assumptions of Lemma 1 hold together with the 
conditions (5.1), (5.2), and (5.4). Then, if the condition (iiia) holds, the corre- 
sponding condition (iiia) holds. If (5.2) is strengthened to (5.3) and condition (iva) 
holds, the corresponding condition (iv) also holds. 
PROOF. Let 7 > 0 and a0 E D be given. Let 11 y(q)// < y. Then, in view 
of the condition (5.2), there is a y r = rr( 1 a,, 1, y) that is continuous in I a0 I 
for each y, such that 
,,ysIlf<,ll mh 3 Yh))ll G 75 . (5.11) 
Since the condition (iiia) holds, given 3/l > 0 and to E I there is a positive 
function 7) = T(t, , y) that is continuous in to for each y, such that 
$yi(f) < 79 for all t > to 
i=l 
(5.12) 
whenever 
$r,(to) G Yl . 
i=l 
Choosing xk, ri(to) < y1 and proceeding as in Theorem 1, we conclude 
that whenever II y(zo) II < y, every solution y(z) of (2.1) satisfies (5.9). 
As (5.4) is satisfied, there is a L = L(to , y) such that 
77 < b(L). (5.13) 
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Consider a solution y(z) of (2.1), with IIy(za)jl < y1 . Let z, E D and 
1 xi j > I z,, I. Suppose that zi is such that /I y(.zi)~j = L. This, in view of the 
relations (5.1), (5.9), (5.12) and (5.13), leads to the contradiction 
b(L) d wlY(m < II V% 9Y(%)ll < &~tl) < rl < b(L). 
i=l 
The proof of the first part of the theorem is completed. The second part 
follows easily as y1 and L will be, in this case, independent of ( z,, I = t,, . 
THEOREM 3. Let the assumptions of Lemma 2 hold together with (5.1) 
and (5.2). Then, if the condition (va) holds, the corresponding condition (v) 
holds. If (5.2) is strengthened to (5.3) and condition (via) holds, then the corre- 
sponding condition (vi) holds. 
PROOF. Let E > 0, y > 0, and z,, E D be given. Suppose jly(xJl < y 
and yi is the function as defined in (5.11). 
As the condition (va) holds, given b(c) > 0, yi > 0 and t, E 1, there is a 
positive function 4(t) and a positive number T = T(t,, , E, y) such that 
whenever 
$ri(t) < b(e)+(t) for all t 3 t, 
i=l 
In view of Lemma 2, we have 
l-7 (5.14) 
(5.15) 
II Uz, YWll WI < Cri(t), for all I x I = t > 6 , (5.16) 
i=l 
whenever 
II VzO 3 Y(%))ll d(4J G 2 ri(tO)* (5.17) 
i=l 
Now choose ri(to), so that EL, ri(to) < yl$(to). It follows from (5.17) and 
(5.11) that whenever II y(zO) < y, every solution y(x) of (2.1) satisfies (5.16). 
Let y(z) be any solution of (2.1), with IIy(zO)il < y. Choose a sequence 
(z,,>, z, E D, where 1 .z, 1 = tn > to + T and t,, -+ cc as n -+ co. Suppose 
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that /ly(z,Jj 2 E. In view of the relations (5.5), (5.16), and (5.14) this leads 
to the contradiction 
proving the first part of the theorem. The second part follows immediately 
since, due to the assumptions in this case y1 and T will be independent of 
to = I % I* 
THEOREM 4. Let the assumptions of Lemma 2 hold together with (5.1), 
(5.2), and (5.4). Then, zjc the condition (viia) holds, the corresponding condition 
(vii) holds. If (5.2) is strengthened to (5.3) and condition (viii,) holds, then the 
corresponding condition (viii) holds. 
PROOF. Let y > 0 and z,, E D be given. Let 11 y(zO)jl < y and y1 be the 
same function as defined in (5.11). 
As the condition (viia) holds given y1 3 0, t, ~1, there exists a positive 
number 7 and T = T(to , y) that is continuous in to for each y and a function 
4(t) which is continuous in t for t 3 to , such that 
$ri(t) < d(t) for all t >, to + T, 
a=1 
(5.18) 
whenever 
Now choose ri(to) so that z:, ri(t,) < y&t,). Then, proceeding as in 
Theorem 3, we conclude that any solution y(z) of (2. l), for which 11 y(z,Jll B y, 
satisfies (5.16). 
As (5.4) holds, there is a L such that 
77 < b(L). (5.19) 
Consider a solution y(z) of (2. I), with (1 y(z,&[ < y. Let {z,> be a sequence 
such that z;, ED, I z, I = tn 3 t, + T, t, - co as n -+ 03, and I) y(%,)ll b L. 
This, due to the relations (5.1), (5.16), (5.18), and (5.19) leads to the contra- 
diction 
Thus the first part of the theorem is proved. The second part follows 
easily. 
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Note: If the conditions of Theorems 1 and 3 hold simultaneously we 
have equiasymptotic stability for the system (2.1). Similarly other combina- 
tions could be deduced. 
We add below a few examples to illustrate the results. 
Example 1. Let D denote the region of the complex plane 1 z 1 > 0 and 
-77/Z < arg x < + rr/2. 
Consider the differential system 
1 
Yl’ = - K4 - 4Yl + 2u - 4hl 2 
(6.1) 
Let 
Vl@, y1 YA = (2y1 z “) exp (-&i-j 
V2(x, y1 , y‘J = (yl; 2y2) . 
(6.2) 
As 1 exp(3/2z2)1 > 1 for all z E D, taking b(r) = r/3, we observe that all 
the assumptions of (5.1) are satisfied. (5.2) is obviously satisfied. 
From (4.1) and (6.2) we deduce that ( Vi*(z, yi , ys)j = 0 and 
Hence the differential system (3.1) reduces to 
Y,' = 0 
Y’ = Yz/P, 
whose solution is given by 
(6.3) 
a) = dtld, 
r2(t) = y,(t,) exp [- f + $-I. 
It is obvious that condition (ia) is satisfied by (6.3). Hence by Theorem 1, 
system (6.1) has the property (i). 
Example 2. Let D be the same domain of the complex plane as defined 
in Example 1. 
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Consider the differential equation 
y’ = - (1 +;,y. (6.4) 
Taking V(z, y) =y2, we find that condition (5.1) is satisfied if b(r) = y2. 
Choose p(z) = .z3 exp (22). Then Eq. (3.1) reduces to 
Y’ = r/t, (6.5) 
whose solution is r(t) = (r(t,,)/t,,)t. Observing that +(E) = t3, it is easily seen 
that condition (va) is satisfied by (6.5). 
Hence by Theorem 3, (6.4) has the property (v). 
Example 3: Let D be the domain of th& complex plane 1 x 1 > 1, 
O<argz<2rr 
Consider the differential equation 
22 1 
Y’ = - I+ + $(l + z”) . (6.6) 
Let V(z, y) = y and p(x) = (1 + z2). Taking b(r) = Y, all the assumptions 
of (5.1) and (5.2) are satisfied. 
We have 
Hence the differential equation (3.1) reduces to 
rr = l/t”, (6.7) 
whose solution is given by 
r(t) = - ; + r(to) + 6. 
Observing that 4(t) = t2 - 1, it can be easily seen that (6.7) has the property 
(va). Hence by Theorem 3, (6.6) has the property (v). 
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