In this Letter, we study the stability of differential equations with time-dependent delay. Several theorems are established for stability on a finite time interval, called "interval stability" for simplicity, and Liapunov stability. These theorems are applied to the generalized Gauss-type predator-prey models, and satisfactory results are obtained.
Introduction
In recent years, increasing attention has been focused on the study of dynamical systems, often with time delay, which model in population dynamics [Chen & Blackmore, 2002; Gopalsamy, 1992; Yang, 1993; Matin & Ruan, 2001; May, 1973] , physics and mechanics [Cahlon et al., 1997] , remote control [Ryabov, 1960] , radiation damping [Chicone et al., 2001] , and so on and so forth. Such systems attract much attention and many theoretical results are obtained [Baer et al., 1989; Cahlon et al., 1998; Chicone et al., 2003; Favini et al., 2003; Hua & Lu, 2000 Tang, 2004] . However, the stability on finite interval of differential equations with time-dependent delay, has not been discussed yet.
In this Letter, we attempt to analyze such stability in detail. We first introduce the concept of stability on finite time interval, called "interval stability" in brief. Then we consider interval stability and Liapunov stability of the following general system with time-dependent delay, x = f (x(t − τ (t)), x(t)), x = (x 1 , . . . ,
where f (x(t − τ (t)), x(t)) ∈ R n is a differential vector field.
The basic method and technique derived here are applied to the generalized Gauss-type predator-prey model with constant harvesting and time-dependent delay in R 2 . Such a model without time-dependent delay reads as [Gopalsamy, 1992; Yang, 1993] , ẋ 1 = x 1 (t)g(x 1 (t)) − x 2 (t)p(x 1 (t)) − H, x 2 = x 2 (t) [−d + p(x 1 
where x 1 (t) and x 2 (t) denote the prey and predator population densities at time t, respectively. If the time-dependent delay is considered in (2), then system (2) is generally of three types as below [Hua & Lu, 2000 .
(i) A time delay τ (t) appears in the prey specific growth term g(x 1 (t)), that is,
which is proposed based on the assumption that in the absence of predators the prey satisfies Hutchinson's equation. (ii) A time delay τ (t) arises in the predator response term p(x 1 (t)) in the predator equation, i.e.
in which the delay can be regarded as a gestation period or reaction time of the predators. (iii) A time delay τ (t) occurs in the interaction term x 2 (t)p(x 1 (t)) of the predator equation, namely,
where the variation rate of the predators depends on the number of prey and predators at some previous periods of time.
Interval Stability and Liapunov Stability
Consider the following differential equation with some time-dependent delay (DDE),
where 
Interval stability
The definition of interval stability is first introduced.
Definition 2.1. If for some given t > 0 and any ε > 0, there exists a δ > 0 such that the solution x t of Eq. (6) satisfies x t < ε, t ∈ [t 0 , t), when x t 0 < δ, then the null equilibrium solution x t = 0 of Eq. (6) Especially, if t m = ∞, then the considered stability is in the sense of Liapunov. In the following, some related theorems for interval stability are established.
Theorem 2.2. Assume that the null equilibrium solution x t = 0 of the equatioṅ
is stable in the sense of Liapunov and 
Then there exists t > t 0 and ε c , such that when
Hence the equilibrium solution x t = 0 of Eq. (6) is stable on the finite time interval [t 0 , t) for ε 1 < ε c . This concludes the proof. 
t).
Proof. Under the condition of the corollary, the null solution x t = 0 of the linearized systeṁ (7) is stable in the sense of Liapunov. According to the linearized stability theory the solution x t = 0 of Eq. (7) is also stable in the sense of Liapunov, so the corollary holds due to Theorem 2.2.
Corollary 2.4. If there exists t > 0 and a continuous differentiable function
Proof. For any ε > 0, we take a neighborhood Ω ε of x t = 0 defined by
We know from the above inequality that the solution of Eq. (6) cannot reach the boundary ∂Ω ε on the finite time interval [t 0 , t). Hence, we have x t < ε, t 0 ≤ t < t. In a summary, x t = 0 is stable on the finite time interval [t 0 , t). This completes the proof.
Corollary 2.4 can be used to estimate the maximal stable time interval of the equilibrium solution x t = 0 of Eq. (6).
We now give some more interesting phenomena of interval stability. Suppose that the equilibrium solution x t = 0 of Eq. (7) is stable for t 0 < t c and unstable for t 0 > t c . t c is a bifurcation value and an equilibrium solution x e t bifurcates from x t = 0 for t 0 > t c . 
then for any given small ε > 0, there exist t 1 , t 2 (> t) such that when t ∈ [t 1 , t 2 ), then the solution x t to (6) and the equilibrium x e t to (7 ) satisfy x t − x e t < ε.
Proof. Consider the following initial value problems,
Denote the solutions of (8) and (9) by x t and x t , respectively. Because of condition (i) and the fact that Eqs. (8) and (9) have the same initial values, then by Theorem 2.2 we have for any ε > 0 there exists a time interval [t, t 2 ) such that x t − x t < ε/2 when t ∈ [ t, t 2 ). We let t 0 = t, then from conditions (ii) and (iii) and taking account of the asymptotic stability of the solution x e t of Eq. (9) for t 0 > t c , it is shown that there exists t 1 > t such that x t −x e t < ε/2, as t ≥ t 1 . Then we can take ε 1 small enough and c large enough such that t 2 > t 1 . Therefore, for any t ∈ [ t 1 , t 2 ), we have
The proof is completed.
The following Figs. 1-4 can show these phenomena more clearly. 
The sufficient condition of Liapunov stability
In the following, we discuss Liapunov stability of the steady state solution of system (6). Denote ∆(λ) as a characteristic matrix,
where I is the identity matrix and
In general, (10) has infinitely many roots λ(t). To see whether or not the stability changes, one needs to verify the transversality condition, d Re(λ(t)) dt t=t * = 0, and Re(λ(t * )) = 0. (11) If the real parts of all the roots of Eq. (10) are negative for any time t, then the equilibrium solution x t = 0 of Eq. (6) is Liapunov stable. Now we give the sufficient condition of Liapunov stability of x t = 0 of Eq. (6). 
Obviously, there exists r > 0, such that as Re(λ) ≥ 0 and |λ| > r, we have |l(λ)| > |φ(λ)|. In {λ|Re(λ) ≥ 0, |λ| > r}, l(λ) and φ(λ) are analytic and l(λ) = 0 has no roots. So using Rouché Theorem [Lin & Juang, 1996] , we have l(λ) + φ(λ) = 0 has no roots in the connected area, either.
Because all l(λ)'s roots lie in the area: Re(λ) < 0, if l(λ)+φ(λ) has some roots satisfying Re(λ) > 0, then the only possibility is that at some time t 0 , λ passes through the imaginary axis between −r and r, which contradicts to the above condition. The proof is thus complete.
Generalized Gauss Model with Prey Harvesting
In the present paper, we only consider two subcases with time-dependent delays.
Time-dependent delay in the prey specific growth
Here we consider the system in the form,
where µ > 0 is a constant, u(x 1 ) is the specific growth rate of the prey in the absence of predators, x 1 h(x 1 ) is the response function, J is the minimum prey population required for the predators' survival, and H is the constant-rate harvesting of the prey species x 1 . Also, u(0) ≥ 0 and u(x 1 ) is continuous and decreasing with respect to x 1 . The delay τ (t) ≥ 0 representing the assumption that in the absence of predators, the prey's growth is affected by population density only after a period of time. h(x 1 ) satisfies the conditions below,
where g(x 1 ) = x 1 h(x 1 ) is the response function and denotes the differentiation with respect to x 1 . The equilibrium point is given by x * 1 = J and
If (14) has a non-negative real solution x * 2 , we can see that x * 2 decreases to zero at H = x * 1 u(x * 1 ) as H increases, which gives us the critical harvest rate
From the linearized system we obtain its characteristic equation,
denotes the differentiation with respect to t.
If τ (t) ≡ 0, the characteristic equation becomes
which has the roots
From Eq. (18), we can see that (17) has negative real roots if and only if p + q > 0 and α > 0, or, equivalently,
and µx
1 ) > 0, and x * 2 > 0, the last condition is naturally satisfied. So we only consider Eq. (19). Now assume τ (t) ≡ 0, if λ = iω, where ω is a real number, which is a root of Eq. (16), then we have
namely,
and pω + qω cos(ωτ (t))(1 − τ (t)) = 0.
From Eqs. (21) and (22), we have the following polynomial,
from which we obtain,
It follows that if (1 − τ (t)) 2 q 2 − p 2 + 2α < 0 is satisfied, Eq. (23) 
is continuous and |τ (t)| < +∞, t ∈ [0, +∞), and
all roots of Eq. (16) have negative real parts for (1 − τ (t)) 2 q 2 − p 2 + 2α > 0 and
And if
(1 − τ (t)) 2 q 2 − p 2 + 2α > 0 and
then, there are two positive solutions ω 2 ± .
From the above analysis, one gets the following result.
hold, then Eq. (16) at time t 0 has a pair of pure imaginary roots ±iω
hold, then Eq. (16) has four purely imaginary roots ±iω + , ±iω − , respectively, at time t 0 .
To discuss stability, we need to verify the transversality condition
Differentiating Eq. (16) with respect to t leads to
(29) It follows that
Summarizing Lemmas 3.1 and 3.2 yields the following theorem. 
Time-dependent delay in the predator response function
In this subsection, we consider the system ẋ 1 = x 1 (t)[u(x 1 (t)) − x 2 (t)h(x 1 (t))] − H, x 2 = x 2 (t)[−d + cx 1 (t − τ (t))h(x 1 (t − τ (t)))],
where c > 0 is the conversion rate from predator consumed to prey, d > 0 is the death rate of the predator in the absence of the prey, H is the constant-rate harvesting of the prey species. Also, u(x 1 ) is the specific growth rate of the prey in the absence of predators, where u(0) ≥ 0, and u(x 1 ) is continuous and decreasing regarding x 1 . The capture rate of prey per predator, i.e. the functional response is given by x 1 h(x 1 ) = g(x 1 ), in which h(x 1 ) > 0, h (x 1 ) ≤ 0, and g (x 1 ) > 0, where the denotes the differentiation with respect to x 1 . The delay τ (t) ≥ 0 is a continuous and differential function. τ (t) = 0, t ∈ [0, +∞), where τ (t) denotes the differentiation with respect to t.
The equilibrium point (x * 1 , x * 2 ) is given by
