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Abstract—Motor imagery based brain-computer interfaces (MI-
BCIs) allow the control of devices and communication by 
imagining different muscle movements. However, most studies 
have reported a problem of “BCI-illiteracy” that does not have 
enough performance to use MI-BCI. Therefore, understanding 
subjects with poor performance and finding the cause of 
performance variation is still an important challenge. In this 
study, we proposed predictors of MI performance using effective 
connectivity in resting-state EEG. As a result, the high and low 
MI performance groups had a significant difference as 23% MI 
performance difference. We also found that connection from 
right lateral parietal to left lateral parietal in resting-state EEG 
was correlated significantly with MI performance (r = -0.37). 
These findings could help to understand BCI-illiteracy and to 
consider alternatives that are appropriate for the subject. 
Keywords-brain-computer interface; motor imagery; effective 
connectivity; electroencephalography; dynamic causal modeling; 
resting-state 
I.  INTRODUCTION 
Brain-computer interface (BCI) provides a system that can 
control an external electronic device based on human 
intentions by using electrical signals generated from the brain 
[1-4]. This has been of great interest as an emerging 
technology in medical or industrial applications such as 
treatment and rehabilitation as a tool without direct movements 
such as muscle activity [5-6]. Specifically, motor imagery-
based BCI (MI-BCI) is used to distinguish the intention of the 
user based on the imagination of the actual muscle movement 
[7-9]. Unfortunately, MI-BCI still have a big obstacle to use in 
the public market. For MI based on voluntary brain signals, 
performance has been observed to vary across different inter-
subject or inter-experiment. In addition, problems have been 
reported in which 15~30% of users cannot control the MI-BCI. 
This phenomenon is called “BCI-illiteracy” [10-11]. Therefore, 
it is important to understand the cause for the individual 
differences in MI-BCI performance and find reliable 
biomarkers to predict individual MI-BCI performance. The 
proposition of new predictors understands the common causes 
of inefficient MI-BCI subjects and identification of subjects 
with poor performance can save time and resources. Studies 
dealing with these problems may be suitable training 
alternatives for subjects who exhibit poor performance on task.  
Many related studies have suggested neurophysiological or 
psychological predictors for the performance of MI-BCI. In the 
case of psychological predictors, questionnaires before the 
experiment are used to examine the relationship with MI 
performances. For example, user frustration showed a 
significant correlation with MI performance [12]. Jeunet et al. 
[13] were investigated the relationship between the BCI 
performance and personality including cognitive profile. 
According to Ahn et al. [14], the user’s self-prediction showed 
the possibility to predict MI performance (r = 0.54). On the 
other hand, related studies suggesting neurophysiological 
predictors have demonstrated the relationship with MI using 
the features of electroencephalography (EEG) signals. In 
Blankertz et al. [15], sensory motor rhythms (SMRs) of 2-min 
resting-state EEG from 80 subjects were proposed as a 
predictor and showed a significant correlation with MI 
performance (r = 0.53). In addition, the spectral entropy of the 
C3 channel in resting EEG was highly correlated with the 
performance of SMR-BCI (r = 0.65). Ahn et al. [16] showed 
the possibility that the theta and alpha powers of resting-state 
EEG predicted MI performance. Specifically, they showed that 
high theta and low alpha waves in resting-state EEG were 
noticeable in the BCI-illiteracy (r = 0.59). The above studies 
were proposed predictors to reveal the underlying neural 
mechanisms, but there is still difficulty in understanding the 
common features of many subjects with BCI-illiteracy [17].  
Development of neuroimaging techniques, such as EEG, 
functional magnetic resonance imaging (fMRI), and structural 
MRI (sMRI) has improved the understanding of mechanisms 
related to BCI [18-20]. According to Zhang et al. [17], they 
demonstrated that an efficient resting EEG network facilitates 
MI performance. They also observed that features of resting-
state EEG based on functional connectivity correlated 
significantly with the MI performance. Interestingly, Zhang et 
al. [21] have also been shown to improve the performance of 
subjects with BCI-illiteracy using features of brain networks. 
In general, features of the brain network can be described as 
functional connectivity or effective connectivity. Functional 
connectivity is usually inferred based on correlations among 
measurements of neuronal activity but it does not provide any 
directional information [22]. On the other hand, effective 
connectivity constitutes a directional brain network and 
explains the causal relationship between brain areas [23-25]. In 
this sense, effective connectivity analysis summarizes the 
scientific process about how the observed data occurred. 
Through this difference, effective connectivity can be used to 
better understand brain phenomena when performing tasks [26-
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27]. In the case of dynamic causal modeling (DCM), it can 
build the new connectivity of the new brain network and 
quantify the effective connectivity to the brain region [28]. 
Kim et al. [29] investigated the relationship between motor-
relation and frontal areas using DCM of MI and motor 
execution (ME). As a result, they demonstrated that the frontal 
area was involved in the MI and ME tasks when using DCM in 
the region of interest (ROI) of MI-relation area and frontal 
area. Studies for fundamental mechanisms needed for 
performing MI tasks can help improve the performance of 
subjects with poor performance. Therefore, this study was 
conducted to find a mechanism related to MI using the change 
of effective connectivity in resting-state EEG. 
In this study, we investigated the relationship between 
effective connectivity in resting-state EEG and MI 
performance. Specifically, the subjects were divided as high 
and low groups according to MI classification accuracy and 
analyzed for common differences between two groups of MI 
performance. We hypothesized that the strength of the 
connectivity between some regions would differ MI 
performance between the two groups. In addition, we analyze 
the effective connectivity of the resting basic network and 
examine its association with MI performance. In recent years, 
the default mode network of resting-state has been 
increasingly used to investigate cognitive performance [30-
31]. This may be advantageous to observe new changes in 
investigating the variability of MI performance excluding 
areas with MI-related characteristics. These findings would 
show the possibility that effective connectivity would be used 
as an indicator of performance to predict MI performance. 
Study on this topic may be instructive for the establishment of 
enhanced training strategies for subjects who exhibit poor 
performance on these tasks. 
II. METHODS 
A. EEG Dataset 
The datasets used for this work were the GigaDB provided 
by Gigascience [32]. The associated EEG data were acquired 
from 52 subjects. Fig. 1 shows the design of the whole 
experiment. This work includes each work before and after the 
BCI task. Before the MI task, a questionnaire about the 
information and status of subjects, and 1-min resting-state 
EEG data with opened-eyes were included. Then, MI task of 
five runs was performed. For each run, 100 or 120 trials were 
conducted for the MI of left and right-hand movement, 
respectively.  
B. MI Performancey and Categorization 
In this work, the overall data analysis was performed using 
MATLAB R2019b. The MI performance of each subject was 
quantified as MI performance using code provided in GigaDB. 
All trials for each subject were filtered spectrally 8-30 Hz. 
Common spatial patterns were used to extract the MI-related 
EEG features. Then, the extracted features classify the left and 
right-hand MI conditions using Fisher’s linear discriminant 
analysis. In this work, we have used cross-validation for yield a 
statistically reasonable BCI performance. Every trial was 
grouped into ten sets. These ten sets separated into 7 training 
and 3 testing sets. Finally, the MI classification accuracy of 
each subject was obtained [33]. We grouped all subjects into 
two groups to investigate common feature differences between 
subjects with high and low MI performance. 
C. Effective Connectivity in Resting-State EEG 
Resting-state EEG of 1-min was pre-processed using the 
EEGLAB toolbox [34]. The data was band-pass filtered to 4-
45 Hz and epochs between 0 and 1000 msec. Then, the whole 
 
 
Figure 1. Experiment design. Before the MI task, 1 min resting-state EEG with eyes open was recorded. MI task for left and right hand movement was 
performed. Each run of MI task include 100 or 120 trials. 
epochs were averaged. Effective connectivity was estimated 
quantitatively using DCM. This method was analyzed using 
the SPM12 toolbox [35]. 
First, we specified an anatomical location for the ROI. The 
ROI specified as the most used default mode network, the 
default mode network includes four nodes. The nodes are as 
follows: left and right lateral parietal area (l/rLP), posterior 
cingulate/precuneus (Prec) and medial prefrontal cortex 
(mPFC) [36]. Table I shows the montreal neurological institute 
coordinates of the default mode network. DCM models for 
effective connectivity in resting-state EEG have constructed 
the eight models from anatomical and structural imaging and 
computational modeling. Fig. 2 shows the eight models 
specified. Then, parameters for connectivity strength were 
estimates from each model. We applied Bayesian model 
selection (BMS) from 8 models for 52 subjects using fixed-
effects analysis to determine the most likely model given the 
data.  
D. Statistical Analysis 
To the reliability of the proposed predictors based on 
effective connectivity and investigation of the change for 
connectivity strength between high and low BCI performance 
groups, we performed two statistical analyses. First, the two 
sample t-test was performed to investigate the difference in 
connectivity strength of connection between high and low MI 
performance groups. Second, we analyzed the Pearson’s 
correlation between MI classification accuracy and connection 
for effective connectivity of all subjects. All significance level 
of statistical analysis is α = 0.05.  
III. RESULTS 
A. MI Performance 
MI classification accuracy was calculated for all subjects. 
The average MI classification accuracy of two class for left and 
right hand movement from all subjects was 65% ± 9.2%. We 
divided each of the 26 subjects into two groups from all 
subjects. For each group, a mean MI classification accuracy of 
72 ± 8.9% in the high group and low group obtained mean MI 
classification accuracy of 59 ± 2.4% (t = 7.127, p < 0.001). 
B. BMS Results  
BMS for each of the eight models from 52 subjects were 
analyzed. As a result, the model 7 was chosen as the most 
likely mode for the given data. Fig. 3 shows the results of BMS 
Figure 3. Results of Bayesian model selection. Left:  The model 7 
selected as a result of log-evidence values for eight models using 
Bayesian model selection. Right: selected model 7. Nodes; green: mPFC 
(medial prefrontal cortex), red: lLP (left lateral parietal area), yellow: rLP 
(right lateral parietal area), and blue: prec (posterior cingulate/precuneus). 
 
 
 
Figure 2. The models specification of regions of interest (ROI) in default mode network. l/rLP = left and right lateral parietal area, Prec = posterior 
cingulate/precuneus, mPFC = medial prefrontal cortex. 
TABLE I.  Montreal Neurological Institute (MNI) Coordinates for 
Location Information of ROI 
 MNI coordinates 
ROIa X Y Z 
lLP -46 -66 30 
rLP 49 -63 33 
Prec 0 -58 0 
mPFC -1 54 27 
a. Region of interest. 
in DCM and selected model 7. This model includes total seven 
connections and each connection signify connectivity strength. 
C. Relationship of Connectivity Strength between High and 
Low MI Groups  
We investigate the connectivity strength of the estimated 
parameters between high and low groups. As a result, there 
was a significant difference in connectivity strength from lLP 
to rLP connection between high and low groups (t = -2.03, p = 
0.048). Specifically, connection of from lLP to rLP showed 
stronger connection strength in the low group (mean 
connectivity strength: 0.70 ± 0.15) compared to in the high 
group (mean connectivity strength: 0.62 ± 0.09). Table II 
showed the t-test results for effective connectivity in resting-
state between high and low groups. In addition, correlation 
between effective connectivity of all subjects and MI 
classification accuracies was analyzed. As a result, the 
connectivity from lLP to rLP, which showed a significant 
difference in connections between the two groups, was 
significantly correlated with the MI classification accuracy (r = 
-0.37, p = 0.007). However, there was no significant 
correlation with the MI classification accuracy at other 
connections. Table III showed the statistical results of the 
correlation with the MI classification accuracies. Fig. 4 showed 
the correlation with MI classification accuracies for connection 
from lLP to rLP.  
IV. DISCUSSION AND CONCLUSION 
We investigated the difference between the high and low 
groups and the correlation with MI classification accuracy 
from the effective connectivity of all subjects. In summary, we 
found a significant correlation between MI-BCI performance 
and effective connectivity in resting-state EEG. Statistical 
analysis of the effective connectivity between high and low 
groups archives consistent results that subjects with better MI 
classification accuracy have stronger connectivity strength for 
connection from lLP to rLP. Also, this connection correlated 
with MI classification accuracy of all subjects. The connection 
shows a positive correlation. 
Performance variation of inter-subjects is considered as one 
of the biggest obstacles for MI-BCI. We have investigated the 
MI classification accuracy from all subjects to analyze the 
difference in MI performances of two groups. In Giga database, 
MI-BCI performance between two groups shows a distinct 
difference. Müller et al. [37] were reported that the upper 
confidence limits of chance with α = 5% were 70% 
(classification accuracy) in a 2-class problem. In our results, all 
subjects obtain classification accuracy of chance level but most 
subjects had not above 70%. 
We observed the strong correlation between MI 
performance and resting-state default mode network. The 
resting-state default mode network is associated with motor 
learning [38]. In specific, these network including medial 
temporal and lateral parietal regions increases after motor 
imagery [39]. In this regard, the activation of resting-state 
default mode network before MI is considered to have a direct 
and indirect effect on MI. 
Our study has some limitations. First, we need a DCM 
analysis that adds MI-related ROI for effective connectivity in 
this study. We set up the most fundamental default mode 
network in DCM analysis, but we expect more significant 
predictors if we add MI-related ROI and frontal regions. 
Second, there is a need to investigate common predictors of 
performance variation in the various datasets. Sannellli et al. 
[9] emphasized the importance of analyzing common causes 
for performance variation of large scale subjects. 
In conclusion, our results show that the connection between 
the left and right lateral parietal in effective connectivity from 
resting-state EEG is highly related to the MI classification 
accuracy. These works could that proposed predictors are 
helpful in better understanding the mechanisms of the MI-BCI 
and may help to find new strategies for improving MI-BCI 
performance.   
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Figure 4. Correlation between MI performance and connection from 
rLP to lLP for all subjects. lLP (left lateral parietal area), rLP (right 
lateral parietal area). 
TABLE II.  Statistical Results for Comparison 
of Connectivity Strength between High and Low Groups 
From To t-value p-value 
rLPa 
lLP 
0.207 0.837 
Precb -0.657 0.514 
mPFCc -1.560 0.125 
lLP 
rLP 
-2.030 0.048 
Prec -2.009 0.050 
mPFC -0.132 0.896 
mPFC Prec -0.146 0.885 
a. Left and right lateral parietal area (l/rLP), b. Posterior cingulate/precuneus (Prec),  
c. Medial prefrontal cortex (mPFC). 
TABLE III.  Correlation with MI Performance for Connecitivity 
Strength in Resting-state EEG from All Subjects 
From To rho p-value 
rLPa 
lLP 
0.110 0.436 
Precb 0.059 0.680 
mPFCc -0.138 0.329 
lLP 
rLP 
-0.367 0.007 
Prec -0.180 0.201 
mPFC 0.040 0.780 
mPFC Prec -0.171 0.226 
a. Left and right lateral parietal area (l/rLP), b. Posterior cingulate/precuneus (Prec),  
c. Medial prefrontal cortex (mPFC). 
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