Abstract -We propose a new method for learning a nonlinear dynamical state-space model in unsupervised manner. The proposed method can be viewed as a nonlinear dynamic generalization of standard linear blind source separation (BSS) or independent component analysis (ICA). Using ensemble learning, the method finds a nonlinear dynamical process which can explain the observations. The nonlinearities are modeled with multilayer perceptron networks. In ensemble learning, a simpler approximative distribution is fitted t o the true posterior distribution by minimizing their Kullback-Leibler divergence. This also regularizes the studied highly ill-posed problem. In an experiment with a difficult chaotic data set, the proposed method found a much better model for the underlying dynamical process and source signals used for generating the data than the compared methods.
I. Introduction
The nonlinear statespace model (NSSM) is a very general and flexible model for time series data. The observation vectors x(t) are assumed to be generated from the hidden source vectors s(t) of a dynamical system through a nonlinear mapping f according to Eq. (1):
x(t) = f(s(t)) + n(t) s(t) = g(s(t -1)) + m(t) (1)
The sources follow the nonlinear dynamics g defined by Eq. (2). The terms n(t) and m(t) account for modeling errors and noise.
We propose an unsupervised method for learning nonlinear statespace models (1)-(2). Multi-layer perceptron (MLP) networks [l] are used to model the unknown nonlinear mappings f and g, and the noise terms are assumed to be Gaussian. The MLP network provides an efficient parameterization for mappings in high-dimensional spaces, and it is a universal approximator for smooth In general, the nonlinear dynamical reconstruction problem addressed in this paper is severely ill-posed [5].
A wide variety of nonlinear transformations can be applied to the sources and then embedded in the functions f and g, keeping the predictions unchanged. In this work, we apply ensemble learning to learn the parameters and hidden sources or states of the nonlinear statespace model. Ensemble learning is a recently developed practical method for fitting a parametric approximation to the exact posterior probability density function [6], [7] . We show how ensemble learning can be used to regularize the dynamical reconstruction problem by restricting the complexity of the posterior structure of the solution.
The Even though the method presented in this paper can be regarded as a generalization of ICA, the recovered sources need not be independent. Our method tries to find the simplest possible explanation for the data, and hence avoids unnecessary dependencies between the r e covered sources. If the process being studied cannot be described as a composition of onedimensional independent processes, the method tries to split it to as small pieces as possible, as will be seen in the example in Section 111. where the tanh nonlinearity is applied componentwise.
11.
A and B are the weight matrices and a and b the bias vectors of the network. The function g has a similar structure except that the MLP network is used to model only the change in the source values:
The noise terms n(t) and m(t) are assumed to be Gaus sian and white, so that the values at different time instants and different components at the same time instant are independent. Let us denote the observation set by
s ( T ) )
and all the model parameters by 8. The likelihood of the observations defined by the model can then be written as p(xIs, e) = np(zi(t)Is(t),e)
where N ( z ; p, u 2 ) denotes a Gaussian distribution over z with mean p and variance 2, fi(s(t)) denotes the ith component of the output off, and vi is a hyperparameter specifying the noise variance. The probability p ( S l 0 ) of the sources S is specified similarly using the function g. All the parameters of the model have hierarchical Gaussian priors. For example the noise parameters ui of different components of the data share a common prior
The parameterization of the variances through exp (2v) where U -N ( q 0 ) corresponds to log-normal distribution of the variance. The inverse gamma distribution would be the conjugate prior in this case, but log-normal distribution is close to it, and it is easier to build a hierarchical prior using log-normal distributions than inverse gamma distribution. is a product of univariate Gaussian distributions. Hence the distribution for each pafameter Bi is parameterized by its mean e, and variance 0,. These are the variational parameters of the distribution to he optimized. The approximation q ( S ) takes into account posterior dependences between the values of sources at consecutive time instants. The approximation can be written as a product q ( S ) = ni [y(s,(l)) n, q(si(t)lsi(t -I))]. The value si(t) depends only on si(t -1) at previous time instant, not on the other s j ( t -1) with j # i. The distribution q(si(t)lsi(t -1)) is a Gaussian with mean that depends linearly on the previous value as in pi(t) =
Si(t) + S i ( t -1, t)(si(t -1) -F;(t -l)), and variance & ( t ) .
The variational parameters of the distribution are Si@),
&(t -1,t) and &(t).
A positive sideeffect of the restrictions on the approximating distribution q(S,O) is that the nonlinear dynamical reconstruction problem is regularized and becomes well-posed. With linear f and g, the posterior distribution of the sources S would be Gaussian, while nonlinear f and g result in non-Gaussian posterior distribution. Restricting q(S) to be Gaussian therefore favors smooth mappings and regularizes the problem. This still leaves a rotational ambiguity which is solved by discouraging the posterior dependences between s ; ( t ) and si(t -1) with j # i.
C. Evaluating the cost function and updating the param-
The parameters of the approximating distribution are optimized with gradient based iterative algorithms. During one sweep of the algorithm all the parameters are updated once, using all the available data. One sweep consists of two different phases. The order of the computations in these two phases is the same as in standard supervised back-propagation [l] but otherwise the algorithm is different. In the forward phase, the distributions of the outputs of the MLP networks are computed from the current values of the inputs, and the value of the cost function is evaluated. In the backward phase, the partial derivatives of the cost function with respect to all the parameters are fed back through the MLPs and the parameters are updated using this information.
When the cost function (7) is written for the model defined above, it splits into a sum of simple terms. Most of the terms can be evaluated analytically. Only the terms involving the outputs of the MLP networks cannot he computed exactly. To evaluate those terms, the distributions of the outputs of the MLPs are calculated using a truncated Taylor series approximation for the MLPs. 
The terms in the corresponding sum for C , are somewhat more complicated hut they are also relatively simple expectations over Gaussian distributions [13] -acz ej -&e, 
( t ) .
They are frozen to these values for the first SO sweeps, during which only the MLP networks f and g are updated. Updates of the hyperparameters begin after the first 100 sweeps.
Experimental results
The dynamical process used to test the NSSM method was a combination of three independent dynamical systems. The total dimension of the state space was eight; the eight original source processes are shown in Fig. la . Two of the dynamical systems were independent Lorenz systems, each having a three-dimensional nonlinear dynamics. The third dynamical system was a harmonic oscillator which has a linear twedimensional dynamics.
The three uppermost source signals in Figure l a correspond to the first Lorenz process, the next three sources correspond to the second Lorenz process, and the last two ones to the harmonic oscillator.
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The 10-dimensional data vectors x(t) used in learning are depicted in Fig. IC . They were generated by nonlinearly mixing the five linear projections of the original sources shown in Fig. lb , and then adding some Gaussian noise. The standard deviations of the signal and noise are 1 and 0.1, respectively. The nonlinear mixing was carried out using an MLP network having randomly chosen weights and using sinh-' nonlinearity. The same mixing was used in one of the experiments in [13] . The dimension of the original state space was reduced to five in order to make the problem more challenging. Now the dynamics of the observations is needed to reconstruct the original sources as only five out of eight dimensions are visible instantaneously.
The posterior means of the sources of the estimated process after 1,000,000 sweeps are shown in The quality of the estimate of the underlying process was tested by studying the prediction accuracy for new samples. It should be noted that since the Lorenz prw cesses are chaotic, the best that any method can do is to capture its general long-term behavior -exact numerical prediction is impossible.
The proposed approach was compared to nonlinear autoregressive (NAR) model which makes the predictions directly in the observation space:
The nonlinear mapping h(.) was again modeled by an MLP network, but now standard back-propagation was applied in learning. The best performance was given by an MLP network with 20 inputs and one hidden layer of 30 neurons, and the number of delays was d = 10. The dimension of the inputs to the MLP network h(.) was compressed from 100 to 20 using standard PCA. Figure 3 shows the results, averaged over 100 Monte Carlo simulations. The results of the NSSM are from several different simulations that used different initializations. At each stage, the one with the smallest cost function value was chosen. Low cost function values seem to correlate with good prediction performance even though this would not necessarily have to be so.
After the first 7500 sweeps the NSSM method was roughly comparable with the NAR-based method in predicting the process x ( t ) . The performance improved considerably when learning was continued. The final predictions given by NSSM after 1,000,000 sweeps are excellent up to the time t = 1013 and good up to t = 1022, while the NAR method is quite inaccurate already after t 2 1003. Here the prediction started at time t = 1000.
We have also experimented with recurrent neural networks, which provide slightly better results than the NAR model but significantly worse than the proposed NSSM method. 
IV. Discussion
The NSSM method is in practice able to learn up to about 15-dimensional latent spaces. This is clearly more than many other methods can handle. Currently learning requires a lot of computer time, taking easily days. Finding means to speed up it is therefore an important future research topic. The block approach presented in [I71 has smaller computational complexity, and it could help to reduce the learning time, but we have not yet tried it with a NSSM.
The proposed method has several potential applications. In addition to the experiments reported here, essentially the same method has already been successfully c) The 1000 ten dimensional data vectors x ( t ) generated hy mixing the projection b) nonlinearly and adding noise. d)
The states of the estimated process (t 5 1000) and predicted continuation (t > 1000). They can be compared with the original process and its continuation in a). 
