Abstract. We present a Gagliardo-Nirenberg inequality which bounds Lorentz norms of the function by Sobolev norms and homogeneous Besov quasinorms with negative smoothness. We prove also other versions involving Besov or Triebel-Lizorkin quasinorms. These inequalities can be considered as refinements of Sobolev type embeddings. They can also be applied to obtain GagliardoNirenberg inequalities in some limiting cases. Our methods are based on estimates of rearrangements in terms of heat kernels. These methods enable us to cover also the case of Sobolev norms with p = 1.
Introduction
In this paper we establish Gagliardo-Nirenberg type inequalities for Sobolev, Besov and Triebel-Lizorkin spaces.
Recently, some Gagliardo-Nirenberg inequalities have been developed as a refinement of Sobolev inequalities. Let f be a function on R n such that its distribution function λ f (y) is finite. The GagliardoNirenberg-Sobolev embedding theorem assures that f n/(n−1) ≤ c ∇f 1 ,
where c only depends on n. In the works of Cohen-Meyer-Oru [5] , Cohen-DeVore-Petrushev-Xu [6] , Cohen-Dahmen-Daubechies-DeVore [7] it is proved that f n/(n−1) ≤ c ∇f is the homogeneous Besov space of indices (−(n−1), ∞, ∞). This improved Sobolev inequality is easily seen to be sharper than (1.1) (indeed, inequality (2.4) below imply L n/(n−1) ⊂Ḃ (1.2) presents an additional feature: it is invariant under the WeilHeisenberg group action (see [5] ). The proof of (1.2) in [5, 6, 7] is based on wavelet decompositions together with weak-ℓ 1 type estimates and interpolation results.
Ledoux [16] extended inequality (1.2). He proved that for any f ∈ W 1 p (R n )
f q ≤ c ∇f His approach relied on pseudo-Poincaré inequalities for heat kernels.
In particular, inequality (1.3) gives a refinement of the Sobolev embedding f np/(n−p) ≤ c ∇f p 1 ≤ p < n.
(1.4)
Afterwards, Martín and Milman [18] proved an estimate based on non-increasing rearrangements:
(here f * * (s) = 1 s s 0 f * (t)dt and f * is the non-increasing rearrangement of f ). This estimate implies (1.3) for p > 1. However, since the operator f → f * * is not bounded in L 1 , the important case p = 1 is unclear. In this paper we extend inequality (1.3) to stronger Lorentz quasinorms and higher order derivatives . It is well known that the Sobolev inequality (1.4) can be improved in terms of Lorentz spaces. Namely, let r ∈ N, 1 ≤ r < n, 1 ≤ p < n/r, and let p * = np/(n − rp). Then for any function f ∈ W r p (R n ) (see Theorem 4.3 below) . This is a refinement of (1.5). Inequality (1.6) is a special case of one of our main results, Theorem 4.1. This theorem states the following. Let 1 ≤ p 1 , p 2 ≤ ∞ and 1 ≤ q 1 , q 2 ≤ ∞. Assume that p 1 = p 2 , q 1 = 1 if p 1 = 1, and q i = ∞ if p i = ∞ (i = 1, 2). Let r ∈ N, s < 0 and set θ = r/(r − s). Let
Then, for any function f ∈ W r p 1 ,q 1
where c doesn't depend on f.
It is obvious that (1.3) can be obtained as a special case of (1.7). We emphasize that the proof of this result is straightforward and uses only elementary reasonings. In particular, it doesn't use the Littlewood-Paley theory. On the other hand, this theory establishes the equivalence between Sobolev spaces W r p and Lizorkin-Triebel spaces F r p,2 for 1 < p < ∞. Therefore for p 1 > 1 Theorem 4.1 can be partly derived from Gagliardo-Nirenberg inequalities which we prove for TriebelLizorkin and Besov spaces. We shall briefly describe these results.
First we observe that limiting embeddings into Lorentz spaces similar to (1.5) hold also for Besov spaces. Let 0 < r < ∞, 1 ≤ p < n/r, 1 ≤ q ≤ ∞, and let p * = np/(n − rp). Then for any function f in the Besov space
(see [11] , [19] ). In the case p = q a refinement of this inequality was proved by Bahouri and Cohen [1] . Namely, they proved that if 1 ≤ p < n/r (r > 0) and p * = np/(n − rp), then
In section 6 below we prove various inequalities similar to (1.7), in which the quasinorms in the right-hand side are both of Besov type (see Theorem 6.3), or both of Triebel-Lizorkin-Lorentz type (Theorem 6.1), or represent a mixture involving Besov and Triebel-Lizorkin types (Theorems 6.8 and 6.10). The exact conditions on the parameters will be specified in these theorems; here we consider only some special cases.
An important special case of Theorem 6.3 is inequality (1.9) and, more generally, a refinement of inequality (1.8) 
Further, Ledoux [16] observed that inequality (1.3) implies some limiting cases of Gagliardo-Nirenberg inequalities. To be more concrete, (1.3) implies
Other examples of limiting cases of Gagliardo-Nirenberg inequalities were proved by Wadade [27] . Similar inequalities to [27, Theorem 1.1 and Corollary 1.2] can be deduced as consequences of theorems 6.10, 6.1, and transitivity of embeddings (see Remark 6.12) . That is, let 1 < p < q < ∞, 0 < r, ρ < ∞. Then the following inequalities hold:
HereḞ n/r r,∞ denotes the corresponding homogeneous Triebel-Lizorkin quasinorm. Let us remark that, in spite of inequalities (1.10) and (1.11) seem the same as those in [27] , the range of the parameters p, q, r, ρ where they hold is different. Thus the behaviour of the constants c is rather different.
The paper is organized as follows. Section 2 contains definitions and some basic results which are used in the sequel. In Section 3 we give auxiliary propositions which we apply in Gagliardo-Nirenberg inequalities involving Sobolev norms. These inequalities are proved in Section 4. Section 5 contains auxiliary propositions for inequalities involving Triebel-Lizorkin and Besov norms. These inequalities are proved in Section 6.
Our approach is based on estimates of rearrangements in terms of heat kernels and derivatives. We use truncations and corresponding decompositions (cf. [21] ) to deal with the important case of Sobolev norm in L 1 . Also, transitivity of embeddings is applied to obtain some results.
Definitions and basic properties
Denote by S 0 (R n ) the class of all measurable and almost everywhere finite functions f on R n such that for each y > 0
A non-increasing rearrangement of a function f ∈ S 0 (R n ) is a nonincreasing function f * on R + ≡ (0, +∞) such that for any y > 0
We shall assume in addition that the rearrangement f * is left continuous on (0, ∞). Under this condition it is defined uniquely by f * (t) = inf{y > 0 : λ f (y) < t}, 0 < t < ∞.
For any t > 0 and any f, g ∈ S 0 (R n )
The following relation holds [22, Ch. 5] 
In what follows we denote
By (2.2), the operator f → f * * is subadditive,
We have that f p,p = f p . Further, for a fixed p, the Lorentz spaces L p,r strictly increase as the secondary index r increases (see [3, Ch. 4] ). We shall use also an alternative expression of Lorentz quasinorms
. Further, we shall consider the homogeneous Besov spaces and the homogeneous Triebel-Lizorkin spaces. These spaces have a wide history. They admit several equivalent definitions in terms of moduli of smoothness, approximations, Littlewood-Paley decompositions, Cauchy-Poisson semigroup, Gauss-Weierstrass semigroup, wavelet decompositions (see [20, 24, 25, 26] ). In this paper we deal with the thermic description based on the Gauss-Weierstrass semigroup.
From now on, define for any x, y ∈ R n ,
Let −∞ < s < ∞, 0 < q ≤ ∞, and 0 < p ≤ ∞. Let m be a non-negative integer such that 2m > s. The homogeneous Besov spacė B s p,q (R n ) is defined as the space of all tempered distributions f ∈ S ′ on R n such that
It is well known that Besov spacesḂ s p,q increase as the second index q increases, that is
We have also the following inequality:
By (2.6), it is sufficient to obtain (2.7) in the case s > 0; for this case, see [11] , [12] - [15] , and references therein. We recall also the thermic definition of Triebel-Lizorkin spaces. Let −∞ < s < ∞, 0 < p < ∞ and 0 < q ≤ ∞. Let m be a non-negative integer such that 2m > s. The homogeneous Triebel-Lizorkin spacė F s p,q (R n ) is defined as the space of all tempered distributions f ∈ S ′ on R n such that
For fixed p the Tribel-Lizorkin spacesḞ s p,q (R n ) increase as the index q increases.
In order to obtain more precise Gagliardo-Nirenberg inequalities we will consider also the Triebel-Lizorkin spaces based on Lorentz quasinorms. Let −∞ < s < ∞, 0 < p < ∞, 0 < q, r ≤ ∞. We say that a tempered distribution f belongs toḞ
Observe that quasinorms of this kind were considered in [18] . The corresponding quasinorms based on LittlewoodPaley decompositions were also used in [28, 29, 30 ].
Auxiliary propositions for inequalities involving Sobolev norms
The following lemma is a slight modification of Lemma 2.4 in [15] .
Lemma 3.1. Let {α k } k∈Z ∈ ℓ 1 be a nonzero sequence of nonnegative numbers, and let 0 < δ < ∞. Then there exists a sequence {β k } k∈Z of positive numbers satisfying the following conditions:
Further, set
On the other hand, using (3.2), we obtain
Lemma 3.2. Let J ⊂ Z and {E j } j∈J ⊂ R n be a sequence of measurable disjoint sets such that for any j ∈ J,
Proof. Observe that
where
Since q ≤ p, it holds that µ
In consequence,
Applying Hardy-Littlewood inequality, we obtain
This implies (3.3).
and let {E j } j∈Z be a sequence of measurable sets such that for some N ∈ N
Thus, using (2.3) and taking into account that p ≤ q we get,
As above, we denote
Then for any h > 0
and
where c n depends only on n.
Proof. For almost every x ∈ R n and almost every v ∈ R n we have
(see [17, p. 143] ). Thus,
From here, we obtain that for any cube
This implies (3.6). Further, for any h > 0 we have
Using (3.8), we get
By this estimate, we have for any measurable set E ⊂ R n with measure
This implies (3.7).
Remark 3.5. We observe that inequality (3.7) was proved in [18] (with the use of K−functionals). We give a direct proof of this inequality for completeness.
Remark 3.6. Assume that f ∈ S 0 (R n ) and
Indeed, for any measurable set E ⊂ R n with measure |E| = t we have
This implies (3.10). It is possible to prove that (3.9) holds for any function f satisfying conditions of Lemma 3.4.
n be a non-negative multi-index and set |α| = α 1 + . . . + α n . Assume that f is a locally integrable function , which has weak derivative D α f . Assume also that f is a tempered distribution. Let
where c only depends on n, α and s.
This lemma is well known. See, for instance [24, p.59, 242] . But there, the norms in homogeneous Besov spaces are taken in terms of Littlewood-Paley decompositions. For completeness, we present a proof using the thermic description of the Besov norm.
Proof. First, as f is a tempered distribution and p h is in the Schwartz class, it is well known (cf. [23, p.52-53] )that the convolution P h f = f * p h is a C ∞ (R n ) function which is also a tempered distribution and it holds that
It is also known that [9, p.393, Theorem 2 (ii)] for any h > 0 and g in
Then, by (3.11), (3.13) and (3.12) we obtain
From this inequality, the Lemma immediately follows.
Inequalities with Sobolev norms
Let r ∈ N, s < 0 and set θ = r/(r − s). Let
Proof. First we consider the case r = 1. For any A ≥ 0, set
The same reasonings as in [31, 2.1.4, 2.1.8] show that F (x, A) can be modified on a set of measure zero so that the modified function is locally absolutely continuous on almost all lines parallel to the coordinate axes (we shall call this the W −property). Set now for any j ∈ Z
(where a number ν ∈ N will be chosen later). Then each f j has the W −property. Let
(clearly some H j may be empty). Then ∇f j (x) = 0 for almost all x / ∈ H j and ∇f j (x) = ∇f (x) for almost all x ∈ H j . Thus,
It follows from the definition of H j that
Besides, we have
We shall show that
First we assume that 1 ≤ q 1 ≤ p 1 < ∞. By Hölder's inequality and (4.5),
For a fixed integer 0 ≤ m < 2ν, consider the following proper subset of Z:
Then, by (4.8), (4.9) and Lemma 3.2, we have
Thus,
Let now 1 < p 1 < q 1 < ∞. First, we have, applying Hölder's inequality and taking into account (4.3) and (4.5)
Using this estimate, (4.4) and applying Lemma 3.3, we obtain that
Together with (4.10), this implies (4.7) for the case p 1 < ∞, q 1 < ∞.
In the case q 1 = ∞, 1 < p 1 ≤ ∞ inequality (4.7) is obvious. We shall estimate f * * (2 −j ). Observe that if
Using this observation, we get
We have
for all j, k ∈ Z. By (3.7),
where c depends only on n. Further,
where α k = 2 ks P h k f p 2 . Besides, by (3.10), 
17) where A j is defined by (4.6) and α k = 2
(4.18)
Applying Lemma 3.1, we obtain that there exists a sequence {B j } j∈Z of positive numbers such that
Applying Lemma 3.1, we obtain a sequence {β k } k∈Z of positive numbers such that α k ≤ β k for all k ∈ Z, (4.22)
Now we have from (4.17), (4.19) and (4.22)
Note that, by (4.18) and (4.24), 2 k(1−s) β k strictly increases on k, and
Since {β k } is bounded, we have also that
Thus, for any fixed j ∈ Z there exists an integer κ(j) such that
. Choose a natural number
Suppose first that p 1 < p 2 and thus d > 0. Applying inequalities (4.21), (4.24), (4.26), and taking into account the choice of N and δ, we obtain that for any j ∈ Z
Since 2 k(1−s) β k increases, this inequality implies that κ(j) < κ(j + N). Thus, using (4.23), we have that
Now we consider the case p 2 < p 1 (that is, d < 0). Following the same reasonings as in the previous case, we get
Then, κ(j + N) < κ(j), and (4.27) holds in this case, too. Using inequalities (4.25) and (4.26), and taking into account that θ(1 − s) = 1 and 1
we obtain
Thus, applying Hölder's inequality, we have
Using this estimate and inequalities (4.7), (4.20), (4.23), and (4.27), we obtain
Now we assume that f ∈ L p,q and we consider the last two terms on the right hand side of (4.28). We have
Since p 1 = p 2 , we have that 1 < p < ∞. Therefore we can choose ν ∈ N such that 2 −ν/p ′ + 2 −ν/p < 1/4. Then, applying (4.28) -(4.31), we obtain
This proves our theorem for r = 1, but with additional assumption that f ∈ L p,q . It remains to show that this assumption in fact is true (cf. [16, p.663] ). For this, we prove the following weak-type inequality
Besides,
For any µ > 0, find h µ ∈ [µ, 2µ] such that
(c 1 > 0). Using estimates given above, we have
for any µ > 0. Taking
, we obtain (4.33).
Since ∇f ∈ L p 1 ,q 1 (R n ), we have that t 1/p 1 (∇f ) * * (t) is bounded. Thus, it follows from (4.33) that t 1/p f * * (t) is also bounded. In consequence, there exists k 0 ∈ Z such that
Let ν > 0. Then, for any integer K ≥ |k 0 |,
Similarly, we have
We apply these estimates (for ν big enough) to the inequality
(see (4.28) ). Taking into account (4.29), we obtain that for K ∈ N,
This completes the proof of our theorem for r = 1. Now we apply induction. Assume that theorem is true for r − 1 (r ≥ 2). Set
Further, let
Observe that, since p 1 = p 2 , thenp 1 = p 2 . Moreover, using (4.1) and (4.34), we obtain
Thus, by our inductive assumption
We have θ
, where s ′ = s + 1 − r < 0. Thus, as it was already proved, for any function g ∈ W
We apply this inequality to each of the derivatives D α f of order |α| = r − 1. Taking into account that
(see Lemma 3.7), we obtain A special case of Theorem 4.1 is the following theorem.
Theorem 4.3. Let r ∈ N, 1 ≤ r < n, 1 ≤ p < n/r, and let p * = np/(n − rp). Then for any function f ∈ W r p (R n )
By virtue of (2.7), this result gives a refinement of Sobolev type inequality (1.5).
Auxiliary propositions for Triebel-Lizorkin and Besov inequalities
The following lemma presents a modification of Lemma 2.1 in [14] . It can be interpreted as a continuous counterpart of Lemma 3.1.
q (R + , dt/t) be a non-negative function such that φ(t)t γ increases or φ(t)t −γ decreases. Then, for any δ > 0, there exists a continuously differentiable function φ on R + such that:
Proof. If q = ∞, we define the constant function φ(t) = φ ∞ , and the lemma follows immediately. Assume that q < ∞. Suppose first that φ(t)t γ increases. Set
Then φ 1 (t)t −δ decreases and
Furthermore, applying Fubini's theorem, we easily get that
Then φ(t)t δ increases on R + and
Furthermore, the change of variable v = u 2δq in the right-hand side of (5.2) gives that
q is a decreasing function on R + . Thus, t −δ φ(t) decreases. Finally, using Fubini's theorem and (5.1), we get (iii).
Let us consider the case when φ(t)t −γ decreases on R + . Setting h(t) = φ(1/t), we have that h(t)t γ increases. As above, we obtain that there exists h satisfying (i), (ii) and (iii) with respect to h. We set φ(t) = h(1/t). It is easy to see that φ satisfies (i), (ii) and (iii) respect to φ. The lemma is proved.
increases. Further, assume that ψ is bijective, ψ ′ (t) > 0 for all t > 0, and ψ(t)t −β decreases. Then the function z(t) = ψ −1 (ϕ(t)) is monotone and bijective on R + and satisfies inequality
Proof. If ϕ(t)t α decreases, then ϕ is bijective and strictly decreasing. The derivative of ϕ(t)t α is smaller or equal than zero and thus
.
If ϕ(t)t −α increases, then ϕ is bijective and strictly increasing. In this case, taking the derivative of ϕ(t)t −α we have
In any case
Now we consider the function ψ. Since ψ(t)t −β decreases, then ψ −1 (t)t −1/β increases. Proceeding as before, we obtain
Finally, using (5.4) and (5.3), we have
Lemma 5.3. Assume that 0 < p 1 , p 2 , q 1 , q 2 ≤ ∞, p 1 = p 2 . Let ρ > 0 and σ < 0. We set
Let φ 1 ∈ L q 1 (R + , dt/t) and φ 2 ∈ L q 2 (R + , dt/t) be non-negative functions. We consider three following cases, defining a function Φ(z, t) for z, t > 0 in each of them:
(i) let t ρ φ 1 (t) increase and t σ φ 2 (t) decrease on R + , and set
(ii) let t −1/p 1 φ 1 (t) and t σ φ 2 (t) decrease on R + , and set
(iii) let t ρ φ 1 (t) increase and t −1/p 2 φ 2 (t) decrease on R + , and set
where c is a constant that does not depend on φ 1 , φ 2 .
Proof. We first consider the case (i). We apply Lemma 5.1 to φ 1 (with γ 1 = ρ, δ 1 = ρ/2), and to φ 2 (with γ 2 = |σ|, δ 2 = |σ|/2). We obtain strictly positive and differentiable functions φ 1 ≥ φ 1 and φ 2 ≥ φ 2 such that φ i (t)t
increase and φ i (t)t
Then, for any t > 0, we have the inequality
Fix t > 0 and set ψ(z) = z ρ−σ φ 1 (z)/ φ 2 (z). By (5.7), the function ψ(z)z −(ρ−σ)/2 increases. Thus, ψ(z) is a bijective strictly increasing function with strictly positive derivative. Furthermore, (5.7) imply also that ψ(z)z −3(ρ−σ)/2 decreases. Denote d = 1/p 1 − 1/p 2 . We apply Lemma 5.2 with ϕ(t) = t d , α = |d|, and β = 3(ρ − σ)/2. Then,
Choosing z ≡ z(t) in (5.9), the two addends are equal. In consequence,
Now we apply Hölder's inequality with conjugate exponents q 1 /(q(1 − θ)) and q 2 /(qθ). Using also (5.10), we obtain
. This inequality and (5.8) imply (5.6) in the case (i).
Next, we consider the case (ii). We apply Lemma 5.1 to φ 2 as above and to φ 1 with γ 1 = 1/p 1 and δ 1 = |d|/2 (d = 1/p 1 − 1/p 2 ). We obtain strictly positive and differentiable functions φ 1 ≥ φ 1 and φ 2 ≥ φ 2 satisfying (5.7) and (5.8). Then, we set
By (5.7), ϕ(t)t |d|/2 decreases if d < 0 and ϕ(t)t −|d|/2 increases if d > 0. As above, ψ(z)z −(ρ−σ)/2 increases and ψ(z)z −3(ρ−σ)/2 decreases. Thus, we can apply Lemma 5.2 with α = |d|/2 and β = 3(ρ − σ)/2. Then, z(t) = ψ −1 (ϕ(t)) is a bijective and differentiable function from (0, ∞) onto (0, ∞) satisfying (5.10). We have that for any t > 0 and any z > 0
Choosing z = z(t), we get
Proceeding as above, we obtain inequality (5.6) in the case (ii). Finally, the case (iii) is treated by similar arguments. Moreover, it can also be derived from the case (ii) by exchanging p 1 for p 2 , q 1 for q 2 , ρ for |σ| and z for 1/z.
Proof. First, let us compute the derivatives of the heat kernel p h (y) = (4πh) −n/2 e −|y| 2 /(4h) . It can be seen that [8, p.190(28) ], it follows that
Now we will show that for any
First we can assume that 1/M < h < M. Then, by substituting in (5.12) h for M or 1/M when convenient, we can bound | ∂ m ∂h m p h (y)| by a function independent of h which is in the Schwartz class. And the same can be done with the derivatives of order i, i = 0, 1, . . . , m. Thus, we can pass the derivative through the integral sign (see, for instance, [2, Corollary 5.9]) and (5.14) is true.
We will compute explicitly the integral in (5.11). Define for m ∈ N,
Using the same arguments as before, the partial derivative of F m with respect to h can be calculated passing through the integral sign. Thus, (5.15), (5.13), (5.12), and (5.14) lead to
In other words, F m is a primitive for the right hand side of the last equation. It only remains to prove that for any m ∈ N, are orthogonal with respect to the weight e −t t n/2−1 ,
Furthermore, changing to spherical coordinates, applying the change of variable t 2 = u, and the last equality, we obtain
is an integrable function with the integral equal to 1. Then g h (y) = p h (y)L n/2 m−1 (|y| 2 /(4h)) can be used to construct by convolution an approximation of the identity when h → 0 + . Finally, given any ε > 0, as f ∈ S 0 (R n ), it holds that |{f > ε}| < ∞. Thus, we can split f = f
is integrable on R n and therefore This yields (5.16). The proof is completed.
Inequalities with Triebel-Lizorkin and Besov norms
Theorem 6.1. Let 0 < p 1 , p 2 < ∞, 0 < q 1 , q 2 ≤ ∞, r > 0, s < 0. Let θ = r r − s ,
Then, for any function where c does not depend on f .
Proof. First we assume that the quasinorms in the right hand side of (6.2) are finite. Otherwise, the result is trivial. where c does not depend on f .
Proof. For proving this theorem we estimate the first addend in (6.10) as in Theorem 6.3 and the second as in Theorem 6.1. That is, (m − 1)!f * (2t) ≤ t −1/p 1 z r/2 φ 1 (z) + t −1/p 2 z −|s|/2 φ 2 (t), where φ 1 (z) is defined at (6.12), φ 1 (z)z r/2 increases and (6.14) holds. φ 2 (t) = 2t 1/p 2 G * (t)/|s| ∈ L q 2 (R + , dt/t), where G is defined in (6.5). (6.17) follows from Lemma 5.3 (iii ).
Remark 6.11. Let us note that the "constants" c appearing in (6.2), (6.9), (6.16) and (6.17) depend on the integer number m chosen in the definition of the Triebel-Lizorkin and Besov quasinorms. The constants can be computed explicitly, but the expressions are not friendly. Here we only remark that they explode when r or s tend to zero. Theorems 6.3, 6.8 and 6.10 use Lemma 5.3, hence the constants also explode when 1/p 1 − 1/p 2 → 0. Remark 6.12. As it was mentioned in the Introduction, as a consequence of theorems 6.10 and 6.1 can be obtained limiting cases of Gagliardo-Nirenberg inequalities similar to those in [27] . To be more concrete, let 1 < p < q < ∞, 0 < r, ρ < ∞. Choose max{1, q − p, r, ρ} < p 1 < ∞. From Theorem 6.10 we have Putting together the three last inequalities, (1.10) immediately follows. To prove (1.11) we proceed in the same way, now using Theorem 6.1: Finally, the two last inequalities and again (6.18) imply (1.11). Let us note that in this remark we are using equivalences of the quasinorms defined in terms of the Gauss-Weierstrass semigroup and of those defined in terms of Littlewood-Paley decompositions. It is known that these equivalences hold modulo polynomials (cf. [25] ). However, it is not necessary to consider (1.10) and (1.11) modulo polynomials, since we assume that f ∈ L p (R n ).
