Abstract-We prove a Noether type symmetry theorem to fractional problems of the calculus of variations with classical and Riemann-Liouville derivatives. As result, we obtain constants of motion (in the classical sense) that are valid along the mixed classical/fractional Euler-Lagrange extremals. Both Lagrangian and Hamiltonian versions of the Noether theorem are obtained. Finally, we extend our Noether's theorem to more general problems of optimal control with classical and Riemann-Liouville derivatives.
valid for conservative systems, while most processes observed in the physical world are nonconservative. By dealing with Lagrangians constructed using fractional derivatives, we can deal with nonconservative equations of motion [31] .
The article is organized as follows. In Section II we review the basics of fractional calculus. In Section III we use the Euler-Lagrange equations (Theorem 8) and respective fractional extremals, to prove the extension of Noether's theorem to fractional problems of the calculus of variations (Theorem 15) and optimal control (Theorem 22) that include both classical and Riemann-Liouville derivatives. An example of application of our main result is given in Section IV.
II. PRELIMINARIES ON FRACTIONAL CALCULUS
In this section we fix notations by collecting the definitions and properties of fractional integrals and derivatives needed in the sequel [2] , [23] , [30] , [32] . 
Theorem 3: Let f and g be two continuous functions on [a, b] . Then, for all t ∈ [a, b], the following property holds:
Remark 4:
In general, the Riemann-Liouville fractional derivative of a constant is not equal to zero.
We now present the integration by parts formula for fractional derivatives. 
for any 0 < α < 1. Moreover, formula (1) is still valid for α = 1 provided f or g are zero at t = a and t = b.
The reader interested in additional background on fractional calculus is referred to one of the many good books on the subject [4] , [18] , [20] , [23] , [29] , [30] , [32] .
III. MAIN RESULTS: EULER-LAGRANGE EQUATIONS AND NOETHER'S THEOREMS FOR VARIATIONAL PROBLEMS WITH CLASSICAL AND RIEMANN-LIOUVILLE DERIVATIVES
In Section III-A we prove two important results for variational problems: a necessary optimality condition of EulerLagrange type (Theorem 8) and a Noether-type theorem (Theorem 15). The results are then extended in Section III-B to the more general setting of optimal control.
A. Fractional variational problems with classical and Riemann-Liouville derivatives
We begin by formulating the fundamental problem under investigation.
Problem 6: The fractional problem of the calculus of variations with classical and Riemann-Liouville derivatives consists to find the stationary functions of the functional
subject to given 2n boundary conditions q(a) = q a and
, and the admissible functions q : t → q(t) and the Lagrangian
. Along the work, we denote by ∂ i L the partial derivative of L with respect to its ith argument, i = 1, . . . , 4.
1) Fractional Euler-Lagrange equations:
The EulerLagrange necessary optimality condition is central in achieving the main results of this work. Our results are formulated and proved using the Euler-Lagrange equations (3) .
and ε a small real positive number.
Definition 7: (Fractional extremal with classical and Riemann-Liouville derivatives). We say that q(·) is an extremal with classical and Riemann-Liouville derivatives for funcional (2) 
We now obtain the fractional Euler-Lagrange necessary optimality condition. 
Proof: According with Definition 7, a necessary condition for q to be an extremal is given by
Using the fact that h(a) = h(b) = 0, and the classical and Riemann-Liouville (1) integration by parts formulas in the second and third terms of the integrand of (4), respectively, we obtain
Equality (3) follows from the application of the fundamental lemma of the calculus of variations (see, e.g., [16] ).
2) Fractional Noether's theorem:
In order to prove a fractional Noether's theorem for Problem 6 we adopt a technique used in [12] , [19] . The proof is done in two steps: we begin by proving a Noether's theorem without transformation of the time (without transformation of the independent variable); then, using a technique of time-reparametrization, we obtain Noether's theorem in its general form.
Definition 9: (Invariance without transforming the time). Functional (2) is invariant under an ε-parameter group of infinitesimal transformationsq(t) = q(t) + εξ(t, q)
The next theorem establishes a necessary condition of invariance.
Theorem 10: (Necessary condition of invariance). If functional (2) is invariant, in the sense of Definition 9, then
, we can get rid of the integral signs in (5) . Differentiating this condition with respect to ε, substituting ε = 0, and using the definitions and properties of the Riemann-Liouville fractional derivatives given in Section II, we arrive to
Expression (7) is equivalent to (6) . Remark 11: Using the Euler-Lagrange equation (3), the necessary condition of invariance (6) is equivalent to
In [5] , the following theorem is proved. Theorem 12: (Transfer formula [5] ). Consider functions
. Then, the following equality holds: 
along any fractional extremal with classical and RiemannLiouville derivatives q(t), t ∈ [a, b] (Definition 7). Proof: We combine equation (8) and Theorem 12. The next definition gives a more general notion of invariance for the integral functional (2). The main result of this section, the Theorem 15, is formulated with the help of this definition.
Definition 14: (Invariance of (2)). Functional (2) is said to be invariant under the ε-parameter group of infinitesimal transformationst = t + ετ (t,
Our 
along any fractional extremal with classical and RiemannLiouville derivatives q(t), t ∈ [a, b]. Proof: Our proof is an extension of the method used in [19] . For that we reparametrize the time (the independent variable t) by the Lipschitz transformation
Functional (2) is reduced, in this way, to an autonomous functional:
where t(σ a ) = a and t(σ b ) = b. Using the definitions and properties of fractional derivatives given in Section II, we get successively that
We then havē
If the integral functional (2) is invariant in the sense of Definition 14, then the integral functional (11) is invariant in the sense of Definition 9. It follows from Theorem 13 that
For λ = 0, the condition (10) allow us to write that
and, therefore, we get
and
We obtain (9) substituting (13) and (14) into equation (12) .
B. Fractional optimal control problems with classical and Riemann-Liouville derivatives
We now adopt the Hamiltonian formalism in order to generalize the Noether type results found in [7] , [33] for the more general context of fractional optimal control problems with classical and Riemann-Liouville derivatives. For this, we make use of our Noether's Theorem 15 and the standard Lagrange multiplier technique (cf. [7] ). The fractional optimal control problem with classical and Riemann-Liouville derivatives is introduced, without loss of generality, in Lagrange form:
and initial condition
n are assumed to be functions of class C 1 with respect to all their arguments. We also assume, without loss of generality, that 0 < α < 1. In conformity with the calculus of variations, we are considering that the control functions u(·) and µ(·) take values on an open set of R m and R d , respectively. Remark 16: The fractional functional of the calculus of variations with classical and Riemann-Liouville derivatives (2) is obtained from (15)- (17) choosing ϕ(t, q, u) = u and ρ(t, q, µ) = µ.
1) Fractional Pontryagin Maximum Principle:
In this subsection we prove a fractional maximum principle with the help of the Euler-Lagrange equations (3).
Definition 17: (Process with classical and RiemannLiouville derivatives). An admissible triplet (q(·), u(·), µ(·)) that satisfies the control system (16)- (17) of the optimal control problem (15)- (18), t ∈ [a, b], is said to be a process with classical and Riemann-Liouville derivatives.
We now formulate the Fractional Pontryagin Maximum Principle for problems with classical and Riemann-Liouville derivatives. For convenience of notation, we introduce the following operator:
) is a process for problem (15)- (18), in the sense of Definition 17, then there exists co-vector functions
satisfies the following conditions:
• the stationary conditions
where the Hamiltonian H is given by
µ) . (19)
Proof: Minimizing (15) subject to (16)- (17) is equivalent, by the Lagrange multiplier rule, to minimize (20) with H given by (19) . Theorem 18 is easily proved applying the optimality condition (3) to the augmented functional (20) . Remark 20: For problems of the calculus of variations with classical and Riemann-Liouville derivatives, one has ϕ(t, q, u) = u and ρ(t, q, µ) = µ (Remark 16). Therefore,
From the Hamiltonian system of Theorem 18 we get
and from the stationary conditions
Substituting these two quantities into (21), we arrive to the Euler-Lagrange equations with classical and RiemannLiouville derivatives (3).
2) Noether's theorem for fractional optimal control problems: The notion of variational invariance for (15)- (17) is defined with the help of the augmented functional (20) .
Definition 21: (Variational invariance of (15)- (17)). We say that the integral functional (20) is invariant under the ε-parameter family of infinitesimal transformations
(23) Next theorem provides an extension of Noether's theorem to the wider fractional context of optimal control problems with classical and Riemann-Liouville derivatives.
Theorem 22: (Noether's theorem in Hamiltonian form for optimal control problems with classical and RiemannLiouville derivatives). If (15)- (17) is variationally invariant, in the sense of Definition 21, and functions ξ and p α satisfy condition (C) of Theorem 12, then
along any Pontryagin extremal with classical and RiemannLiouville derivatives (Definition 19). Proof: The fractional conservation law (24) is obtained by applying Theorem 15 to the equivalent functional (20) .
Theorem 22 gives an interesting result for autonomous fractional problems. Let us consider an autonomous fractional optimal control problem, i.e., the case when functions L, ϕ and ρ of (15)- (17) do not depend explicitly on the independent variable:
Corollary 23: For the autonomous fractional problem (25)- (27) 
along any Pontryagin extremal with classical and RiemannLiouville derivatives (q(·), u(·), µ(·), p(·), p α (·)). Proof: As the Hamiltonian H does not depend explicitly on the independent variable t, we can easily see that (25) - (27) is invariant under translation of the time variable: the condition of invariance (23) is satisfied witht(t) = t + ε, q(t) = q(t),ū(t) = u(t),μ(t) = µ(t),p(t) = p(t), and p α (t) = p α (t). Indeed, given that dt = dt, the invariance condition (23) is verified ifāD 
(t) .
Using the notation in (22), we have τ = 1, ξ = ̺ = ς = σ = ν = 0. From Theorem 22 we arrive to the intended equality (28) .
The Corollary 23 shows that in contrast with the classical autonomous problem of optimal control, for (25)- (27) the Hamiltonian H does not define a conservation law. Instead of the classical equality 
i.e., conservation of the Hamiltonian H plus a quantity that depends on the fractional order α of differentiation. This seems to be explained by violation of the homogeneity of space-time caused by the fractional derivatives, when α = 1. If α = 1, then we obtain from (29) the classical result: the Hamiltonian H is preserved along all the Pontryagin extremals.
IV. ILLUSTRATIVE EXAMPLE
In this section we consider an example where the fractional Lagrangian and velocity vectors do not depend explicitly on the independent variable t (autonomous case). We use our Corollary 23 to establish a conservation law. For α = 1 one has u = µ and p = p α , and the conservation law (30) can be interpreted as conservation of energy.
