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We present a topology optimization (TO) method for a 1D dielectric metasurface, coupling the classical
trend-fluctuations analysis (FTA) and the diamond-square- algorithm (DSA). In the classical FTA, a cou-
ple of device distributions termed Fluctuation or mother and Trends or father, with specific spectra is
initially generated. The spectral properties of the trend function, allow to target efficiently the basin of
optimal solutions. For optimizing a 1D metasurface to deflect a normally incident plane wave into a given
deflecting angle, a cosine-like function has been identified to be an optimal father profile allowing to ef-
ficiently target a basin of local minima. However there is no efficient method to predict the father profile
number of oscillations that effectively allows to avoid undesirable local optima. It would be natural to
suggest a randomization of the variable which controls the number of oscillations of the father function.
However, one of the main drawbacks of the randomness searching process is that, combined with a gra-
dient method, the algorithm can target, undesirable local minima. The method proposed in this paper
improves the possibility of the classical FTA to avoid the trapping of undesirable local optimal solutions.
This is accomplished by extending the initial candidate family to higher quality offspring that are gener-
ated thanks to a diamond-square-algorithm (DSA). Doing so, ensures that the main features of the best
trends are stored in the genes of all Offspring structures. © 2020 Optical Society of America
http://dx.doi.org/10.1364/ao.XX.XXXXXX
1. INTRODUCTION AND STATEMENT
Inverse design algorithms based on the topology optimization
(TO) process have received significant attention in photonic de-
vice design [1–15]. The optimization process consists of three
mains parts: initialization, evaluation, and updating. During
initialization, devices are set to have trivial or random dielectric
distributions. These devices are then iteratively evaluated using
the adjoint variables method, which yields gradients that specify
how the device can improve a given figure of merit (FOM), and
updated using gradient descent. TO has been successfully used
to produce a broad range of freeform photonic devices operating
in free space and on-chip, including metasurfaces, metagrat-
ings, wavelength routers, optical isolators, and photonic crystals
[1–15]. As a gradient-based optimizer, TO is a local optimizer
that is only capable of searching a limited region of the total
design space, which is vast and non-convex. There are differ-
ent strategies allowing to more thoroughly search this space.
Among them, a global optimum-inspired scenarios [16] and a
well-defined initial condition strategy. In the second scenario,
multiple optimizations are typically performed with differing
initial dielectric distributions. An ensemble of locally optimized
devices with a range of capabilities is produced, and the highest
performing device is selected as the final device pattern. While
this method works, it is computationally expensive and still
limited to a set of local optimized devices, with limited search
capabilities of the design space. However, an appropriate pre-
diction of initial geometry features, can eliminate the drawbacks
by efficiently targeting a basin of optimal local minimum and
significantly reducing the computation time.
The Fluctuation and Trends analysis (FTA), which combines the
use of local gradients with an appropriate prediction of initial
geometry features has been recently proposed [17] and it ap-
pears as a promising route avoiding a blind scan of the design
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space. In this optimization scheme, two basic patterns with
desired statistic properties are generated as initial devices ge-
ometry. The mother profile (or fluctuating function) holds the
random fluctuations while the father provides the initial trend.
The spectrum of the father distribution provides the main fea-
tures of desired final optimized binarized device. In the case of a
1D functional metasurface, a cosine-like function has been identi-
fied to be an optimal initial father profile yielding a desired final
full-binarized structure. However there is no efficient method to
predict the father profile number of oscillations that effectively
allows to avoid undesirable local optima. Randomization of the
variable controlling the father function shape is then required.
But this stochastic process would be interesting only if it doesn’t
lead to a prohibitive cost in terms of computing time.
In this study, we explore a strategy termed Fluctuation and
Trends Analysis-Diamond Square Algorithm (FTA-DSA) , which
combines the use of local gradients with an evolutionary-kind
optimization. The proposed hybrid method is a promising route
to expand TO to a global search of the design space. The augmen-
tation of FTA with the DSA [18–20] allows to more systematically
perform global optimization of photonic devices, by generating
better initial candidates, while preserving the advantages in-
troduced by the use of primary initial sinusoidal father profile
function. The DSA has been firstly proposed by Fournier, Fussell
and Carpenter [18] for the generation of two-dimensional land-
scapes or procedural texture with a very realistic-looking. It
is commonly used in computer graphics software to model a
surface or volume distribution of natural elements. Generally,
the natural appearance i.e. the numerical representation of the
randomness of these natural distribution is obtained by system-
atically performing interpolations of spatial values of some given
nodes augmented with a random fractal noise function. This
procedure provides a distribution of variables presenting both
a random rendered and a self-similarity properties. The FTA
assisted by the DSA works by taking multiple FTA-optimized
devices, obtained after a very low number of iterations and
systematically performing interpolations of the spatial charac-
teristics of the best candidates of these devices to search within
this design space region. We apply this algorithm to the op-
timization of one-dimensional metagratings, which consist of
polysilicon nanoridges and that diffract an incident radiation
into a given diffraction order. Metagratings are a good model
system because they have a well-defined FOM, can be simulated
accurately and with high speeds using solvers based on modal
methods [21–30], and can be benchmarked with prior results.
2. METHODS
A. Basic concepts of the topology optimization by FTA
The FTA schematized in fig.1 is an iterative adjoint-based topol-
ogy optimization method generally coupled with a gradient
algorithm and used in the design of photonic devices. The al-
gorithm starts with two initial continuous permittivity profiles,
termed mother profile and father profile, possessing particular
spectra that prevent the algorithm, as much as possible, being
trapped in local minima. At iteration t, a forward and an adjoint
(or reciprocal) computations (cf. fig.1) are performed yielding
two kinds of electromagnetic fields, termed direct field and adjoint
field respectively. These fields are then used to compute, (in a
single run) at all points xi of the design area, the gradient of
the objective function g(t)(xi). This computation, conceptually,
consists in considering that fictitious currents are induced in the
the structure when transits from a state denoted old to a state
Fig. 1. Flowchart of the adjoint method used to compute the
gradient of the figure of merit.
labelled new. This transition may be due to an evolution of the
geometric or physical parameters of the system. The gradient is
then used to modify the design variable values at each voxel of
the design domain, in order to increase the FOM. The algorithm
is performed iteratively, by pushing the continuous profile to-
wards a discrete profile. This is accomplished through filtering
(blurring) and projection (binarization) schemes in each step. A
more detailed technical discussion on the computation of the gra-
dient of the figure of merit applied here is provided in reference
[17]. For those who are not familiar with the FTA concept, it may
be useful to clarify the underlying motivations and intuitions
guiding the choice of terms: mother profile and father profile.
Father and Mother are terms commonly used in the theory of sig-
nal processing by the wavelet transform. Wavelets are defined
by a wavelet function also called "mother" wavelet and a scaling
function also called "father" wavelet. The wavelet function is
a high band-pass filter (fluctuating function) while the scaling
function filters the lowest level (scaling function). In the FTA,
the couple of initial geometries have the same aspect and plays
the same role as the father and mother wavelets used in signal
processing. Besides, they handle the mean features of the final
optimized structure: father geometry handles the global aspect
(Trend or scale) while the mother profile holds the minimun
size features. Now that this point is clarified, let’s recall briefly
the basic idea of the FTA scheme. During the first iteration, the
mother profile becomes the old profile while the father profile is
the new "trend". Only a forward simulation is performed on the
father/new profile while a forward and adjoint computations
(both computations are obtained with only one simulation) are
performed on the mother/old profile. Hence a new profile is
updated thanks to gradient based-like algorithm. The variable
to be optimized, can undergo an ascending or descending in-
crement as explained in reference [17]. At each iteration, and
for each point of the design region, only the increment direction
leading to the best result is kept. The ability of a gradient-based
TO strategy, to yield satisfactory results, strongly depends on the
initial conditions of the gradient-based algorithm. These initial
geometries must be carefully selected to avoid undesirable local
minima. In [17], while designing a 1D functional metasurface, a
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cosine function
ρtrend(x) =
1
2
[
cos
(
2piη
d
x
)
+ 1
]
, (1)
has been identified to be an optimal father profile allowing to
efficiently target a basin of local minima. This profile func-
tion depends on a parameter η which controls, both the maxi-
mum/ minimum feature sizes, and also the maximum number
of nanorods of which the final binarized 1D metasurface is made
up. The final optimized result may be, and in certain case, is,
very sensitive to the variations of this parameter η. While a
judicious choice of the father profile parameter η, systematically
leads to a very rapid convergence towards a local minimum
of the figure of merit, and this, independently of the mother
function, a non judicious choice of η may drive the algorithm
towards basins of undesired solutions. The instability intro-
duced by the very high sensitivity of the FTA algorithm to the
parameter η strongly penalizes the method. A trivial solution
allowing to face this drawback, consists in randomly sweeping
η-values on a given interval. However this randomized process
can have a prohibitive cost in terms of computation time. The
question is how to generate better initial candidates, preserving
the advantages introduced by the use of the initial sinusoidal
father profile function. The underlying idea of the solution we
suggest is based on the use of the DSA in order to generate, from
a set of initial best geometries, a basin of fittest individuals. In
the next section, the basic sketch of the DSA is introduced.
B. The fluctuations-trend analysis (FTA) assisted by the
diamond-square algorithm (DSA): FTA-DSA
For the optimization problem under consideration: designing
a 1D metagrating capable of deflecting an incident wave to a
given direction, we use the FTA to find an optimal permittivity
function ε(x). In practice, the FTA is performed iteratively using
a gradient-like method making it very sensitive to the initial con-
ditions; which poses a problem of robustness. A trivial solution
to this drawback, consists in randomly checking many initial
profiles but, as is highlighted previously, this random process
can have a prohibitive cost in terms of computation time.
Fig. 2. Flowchart of the DSA performed on a 5× 5 2D grid.
Here n is set to n = 3, which means, that, after the initializa-
tion of the four corners of the grid, 2 cycles of diamond-square
phases are implemented.
Fig. 3. Architecture of the 2D DSA grid obtained for n =
4 yielding a 9 × 9 2D grid. 3 cycles are performed. A node
obtained at the end of the Nth cycle is denoted Nd if it comes
from a diamond phase and Ns if it is generated by a square
phase.
Our idea is to perform the FTA with a small number of
iterations using some initial profiles identified as the best
candidates at a given iteration. At the beginning, we depart
from a certain set of random candidates, run the FTA with a
moderate number of iterations and select the four best among
them. Then we use the DSA (the principle of which is given in
the following) to generate an offspring of the latter and then run
the FTA process over till a criterion (a given efficiency in a given
diffraction direction) is satisfied. Thus the main role of the DSA
,here, is to provide the FTA with a set of new generations with a
sufficient variety yet holding the main characteristics of the four
initial parents. For the readers not familiar with the DSA, we
now provide the basic principles of this algorithm as applied in
our problem. The diamond-square algorithm, firstly proposed
by Fournier, Fussell and Carpenter [18], is a method originally
devised to generate two-dimensional landscapes for computer
graphics. The algorithm starts with the generation of a 2D grid
of size (2n−1 + 1) × (2n−1 + 1), n 6= 1. At the beginning, the
four corners of the 2D grid are initialized. In the optimization
problem under consideration, we are interested in designing a
permittivity function ε(x) of a metagrating, at some points x of
the design area. Therefore the corners will be initialized by the
four best candidates stemming from the first few FTA iterations.
After the initialization, two phases, namely diamond phase and
square phase, are progressively and alternately performed until all
values of the all nodes of the 2D grid have been set. The couple
(diamond, square) determines a cycle of the DSA. For a given
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value of the integer n, n− 1 cycles labelled p, (p ∈ N∩ [2, n]) are
performed to set all nodes of the 2D grid. In this paper n will
also denote the order of the DSA. In the pth cycle, one considers
all 2p−1 × 2p−1, (p ∈ N ∩ [2, n]), sub-squares. To the center of
each of them (I, J) , we associate the average of ε(x) over the
corners :
ε(I,J)(x) =
1
4∑i,j
ε(i,j)(x) +
( u
2u
)p
(2r− 1) (2)
where u ∈ [0, 1] is a constant and r a random number in the
range [0, 1]. The sum is performed on the value of the functions
at the four closest nodes.
This phase is termed diamond because, drawing lines from
the initial corners to the generated midpoint, leads to a diamond
pattern. In the square phase, one considers all diamond-kind
patterns made of the middle points computed in the previous di-
amond phase and the four previous square corners. The middle
point of this diamond kind pattern is then computed as the aver-
age of these four nodes. The name square phase comes from the
fact that by drawing lines from the corners to the midpoint one
creates a square pattern. An illustration is given in fig. 2 where n
is set to 3, which leads to a 5× 5 2D grid. After the initialization
of the four corners of the grid, two rounds of diamond-square
steps are implemented. We present in fig. 3 the architecture of
a 2D grid obtained from a higher order of DSA. In this figure,
n = 4 yielding a 9× 9 2D grid with 81 nodes. In order to facili-
tate the reading of the grid and for the sake of convenience, we
adopt the following notation: a node obtained at the end of the
Nth cycle is denoted ND if it comes from a diamond phase and
NS if it is generated by a square phase. These nodes can also be
identified by their coordinates (i, j) in the rectangular mesh.
Fig. 4. Flowchart of the topology optimization based on FTA-
DSA.
Equipped with these coupled algorithms, we are now ready
to handle our design problem which is done in the next section.
3. RESULTS
We apply the proposed algorithm to the inverse design of 1D
metagratings earlier studied in [11, 16], that deflect a normally-
incident TM-polarized plane wave, with wavelenght λ onto a
particular transmitted angle θd. The optimized device consists
of Si-nanorods with refraction index ν(2) = 3.6082, deposited
Fig. 5. 1D metagrating Geometry of a 1D metagrating deflect-
ing a TM-polarized normal incident plane wave into θd angle
(a) deflector configuration (b) Anomalous negative
refraction
Fig. 6. Sketch of the direct and adjoint simulations used in the
topology optimization of metagratings. Figures 6(a) and 6(b)
present the direct and the adjoint computations methods for
the deflector and anomalous refraction configurations respec-
tively.
on a SiO2 substrate (ν(1) = 1.45). The grating’s height is set
to h = 0.325µm. See Fig. 5. In order to get the best devices
allowing to initialize the DSA grid, we first generate a set of
random values of the parameter η as follows:
η ∈ {(ηmax − ηmin)rand(1, Nη) + ηmin} , (3)
where Nη denotes the number of father profiles used as initial
geometries in the first round of the FTA. The parameter Nη is
set to Nη = 10, ηmax = 5 and ηmin = 3.5. For each father
profile, the fluctuation or mother function is generated through
a Druden-Vesecky ocean bandlimited spectrum [31–36]. Table 1
presents results obtained on a 5× 5 diamond-square 2D array.
Two values of the incident field wavelength namely, λ = 0.9µm
and λ = 1.1µm are investigated. The four initial parents are
located at the four nodes (1, 1), (1, 5), (5, 1) and (5, 5) while all
the other nodes correspond to the offspring results. As shown
in this table satisfactorily high efficiencies are reached. Here five
iterations are used in the first part of the FTA and 50 iterations
are performed in the second round of the FTA. As expected, for
the chosen incident wavelength, a large part of offspring leads
to better fitness than parents. For λ = 0.9µm, offspring of node
(2, 5) yields slightly better than the best father ε(1,1), while ε(2,4)
is the best result for λ = 1.1µm. ε(i,j) denotes the optimized
permittivity profile associated with the nodes (i, j) of the DSA
landscape.
Figures 7 present, some best optimized devices of the table 1.
The initial father and mother profiles used in the second round of
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j→ 1 2 3 4 5
i ↓ λ = 0.9µm
1 0.9736 0.8925 0.9605 0.9695 0.9688
2 0.9624 0.9660 0.9616 0.9657 0.9742
3 0.8898 0.8930 0.8880 0.5886 0.6708
4 0.8963 0.8927 0.1979 0.6867 0.6210
5 0.8885 0.8890 0.3820 0.5845 0.9540
i ↓ λ = 1.1µm
1 0.7806 0.7714 0.7775 0.7775 0.7492
2 0.7714 0.7714 0.7806 0.7825 0.7775
3 0.7714 0.7806 0.7678 0.7678 0.7621
4 0.7678 0.7714 0.7714 0.7678 0.7678
5 0.7652 0.7714 0.7678 0.7678 0.7621
Table 1. Panel of efficiencies of a 1D dielectric metasurface
obtained by the FTA-DSA on a 5× 5 2D grid for two values
of wavelength: λ = 0.9µm and λ = 1.1µm. The structure is
optimized to deflect a normally TM polarized incident plane
wave onto θd = 60o. Numerical parameters: d =
√
ε3/sin(θd),
t1 = 5, tmax = 55, ηmin = 3.5, ηmax = 5, Nη = 10.
the TFA are also displayed in each case. Figure 7(a), shows the re-
sult obtained for λ = 0.9µm from the best parent. While fig. 7(b)
is related to initial elements obtained from inter-generational
crosses. Recall that intergenerational cross breeding results in
an average between permittivity functions of initial individuals.
This explains the heckled-like specific shape of their trend and
fluctuations profiles used in the second round of the TFA. As
predicted, all these second-round couples of initial geometries
hold similar features and yield final high performance auto-
similar devices. The above observations are hold for a longer
wavelength λ = 1.1µm. See figs. 7(c), and 7(d). From these
results, it appears that that efficient devices operating with a
couple (λ = 0.9µm, θd = 60o) are a 4-nanorods type while a
3-nanorods-kind is exhibited in the case of (λ = 1.1µm at the
same deflection angle θd = 60o). We compute, and plot in fig. 8
the real part of the magnetic field through the best optimized
final device i.e. ε(2,5). The deflection of the normally incident
plane wave is clearly highlighted. In Figs. 9, we compare the
efficiency histograms of optimized devices computed with the
FTA and FTA-DSA, for λ = 0.9µm (fig. 9(a)) and λ = 1.1µm (fig.
9(b)) for λ = 1.1µm. As shown in these figures, 68% of the 25
realizations have efficiencies higher than 88%, indicating that
the η-landscape is efficiently and broadly scanned for the chosen
range namely η ∈ [3.5, 5]. These histograms also demonstrate
clearly that adding DSA to the classical FTA provides systemati-
cally better results.
The strategy proposed so far consists in using the DSA only
once during the optimization process. The FTA is first used, with
a very low number of iterations in order to identify a quartet
of best trends. Then the DNA of this quartet is disseminated
through various offspring. Finally, a greater number of itera-
tions of FTA is applied to each member of this new family. This
scenario can be termed one-layer or unsupervised strategy. It
seems obvious to consider a strategy based on a perpetual as-
sessment of the initial conditions as the algorithm progresses.
This strategy leads to a multi-layers or a supervised scheme. A
supervised or multi-layers strategy, can be viewed as a concate-
nation of several slices/levels of FTA-DSA-FTA. In each layer,
the FTA and DSA algorithms are performed alternatively, both
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Fig. 7. Sketch of two final optimized devices for two wave-
lengths λ = 0.9µm (figs. 7(a), 7(b)), and λ = 1.1µm (figs. 7(c),
7(d)). The obtained optimized profile and the two initial ge-
ometries namely Trend and fluctuations profiles are displayed
in each case. Numerical parameters: λ = 0.9µm, deflection
angle θd = 60◦, t1 = 5, Neta = 5, ηmin = 3.5, ηmax = 5, grating
period d = ν3λ/sin(θd).
with a very low number of iterations, about 5. First a FTA with
very low numbers of iterations is performed, yielding a selection
of the four best mother and father profiles at this iteration. These
best profiles are then used for mapping the four corners of the
next new DSA grid. A n order DSA is then applied leading to
a (2n−1 + 1)× (2n−1 + 1) 2D initial individuals array. This new
set of individuals are then used as initial geometries in a next
FTA algorithm which is also performed with a low number of
iterations. One can expect that this supervised strategy is an op-
timal scenario allowing to efficiently select, as earlier as possible,
a class of unseen good optimal solutions. We apply the super-
vised strategy to the same example discussed earlier on table 1.
Results are displayed on table 2. Recall that for this example, the
structure is designed to deflect a TM normally incident plane
wave onto 60o deflection angle for λ = 0.9µm and λ = 1.1µm.
One can remark that, the highest transmissions displayed on
both tables are slightly different. For λ = 0.9µm, the highest effi-
ciency from the multilevel FTA-DSA is 97.05% while this value
reaches 97.42% in the case of classical or one-level FTA-DSA.
For λ = 1.1µm, the high-performance structure provided by the
classical FTA-DSA deflects 78.26% of the incident power while
this deflected power reaches 79.37% when the multi-layers strat-
egy is performed. As pointed out earlier, the maximum values
of these two tables are hardly different. However, both results
landscapes are fairly different. The multi-layers scheme exhibits
a higher number of high-performing structures through the op-
timization process. For λ = 0.9µm 40% of devices optimized
thanks to the classical FTA-DSA, have a transmission efficiency
greater than 90% while this ratio reaches 56% when the multi-
layers scheme is performed. For λ = 1.1µm, 56% of optimized
devices based on the classical FTA-DSA has a deflected power
higher than 77% while the FTA-DSA supervised strategy yields
96%.
We perform, complementary analysis on devices operating with
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Fig. 8. TFA-DSA applied to design a 1D high-transmission
deflection metagrating. Real part of the magnetic field. Illus-
tration of the quality of the deflection phenomenon supported
by one of the final highest-transmission devices (ε(2,5)). Nu-
merical parameters: λ = 0.9µm, deflection angle θd = 60◦,
t1 = 5, Neta = 10, ηmin = 5, ηmax = 3.5, grating period
d = ν3λ/sin(θd).
(a) λ = 0.9µm (b) λ = 1.1µm
Fig. 9. Comparison of efficiencies histograms obtained with
the FTA (ref color) and the FTA-DSA (blue) for λ = 0.9µm
(Fig. 9(a)) and λ = 1.1µm (Fig. 9(b)). Numerical parameters:
deflection angle θd = 60◦, t1 = 5, Neta = 10, ηmin = 5,
ηmax = 3.5, grating period d = ν3λ/sin(θd).
a more large deflection angle. Generally, 1D metasurfaces de-
signed to deflect an incident plane wave onto large deflection
angles have bad performances. In this case, it is difficult to ex-
hibit high-performance structures from a set of random initial
conditions since the design space with a multitude and very
close basins of local minima. Consequently, the gradient-based
method faces a multitude of basins of local minima and a huge
number of initial candidates is required before satisfactory solu-
tions are reached. A way to generate initial candidates allowing
to broadly and efficiently span the design space consists in in-
creasing the DSA order n. Figure 10(a) shows the comparison
between the histograms obtained with the FTA and FTA-DSA,
of optimized devices for λ = 0.9µm while the histograms corre-
sponding to λ = 1.1µm are reported in fig. 10(c). The highest-
transmission device is also displayed on each figure. The DSA
order is set to n = 4 yielding a 9× 9 grid. The projection of
optimized devices landscape on the DSA 2D array is presented
in figure 10(b) and 10(d) for λ = 0.9µm and λ = 1.1µm, respec-
tively. It is worth noting, from all these results that the FTA-DSA
scheme enforces the trend towards particular basins of local
minima, leading to a partition of devices histogram and DSA
2D landscape, onto several narrow disjointed sub-bands and
sub-sections respectively. Let’s also highlight that, for the cur-
rent deflection angle, namely θ = 80o, the results obtained from
FTA-DSA still provide systematically better results than the FTA.
j→ 1 2 3 4 5
i ↓ λ = 0.9µm
1 0.9427 0.9705 0.9705 0.9486 0.9669
2 0.9705 0.9705 0.3105 0.9658 0.3221
3 0.9666 0.9605 0.9605 0.3145 0.3021
4 0.9619 0.2999 0.3125 0.3021 0.2992
5 0.9568 0.2788 0.3218 0.3009 0.9669
i ↓ λ = 1.1µm
1 0.7735 0.7923 0.7918 0.7937 0.7735
2 0.7787 0.7890 0.7982 0.7777 0.7937
3 0.7890 0.7890 0.7726 0.7876 0.7872
4 0.7809 0.7809 0.7876 0.7746 0.7872
5 0.7565 0.7934 0.7809 0.7872 0.7727
Table 2. Panel of efficiencies of a 1D dielectric metasurface ob-
tained by a TO based on a 10 layers-supervised/multi-layers
FTA-DSA-FTA. The algorithm is performed on a 5× 5 2D grid
for two values of wavelength: λ = 0.9µm and λ = 1.1µm.
The structure is optimized to deflect a normally TM polarized
incident plane wave onto θd = 60o. Numerical parameters:
d =
√
ε3/sin(θd), t1 = 5, tmax = 55, ηmin = 3.5, ηmax = 5,
Nη = 10.
This fact indicates that the algorithm improves the possibility
of the classical FTA to avoid the trapping of undesirable local
optimal solutions.
Finally, in order to justify the generalization of the proposed ap-
proach, staying in the case of 1D functional dielectric metagrat-
ing optimization, we apply the concept to successfully realize a
ultra-high-efficiency anomalous refraction with a 1D dielectric
metagrating [12]. As highlighted by Snell et al. in [12], the re-
alization of metagratings handling this physical phenomenon
for arbitrary input (incident) and output angles remains a chal-
lenge. Here, we numerically show that the proposed optimiza-
tion method allows to efficiently design ultra-high-efficiency
anomalous refraction dielectric metagratings and can yield ar-
bitrary input and output angles. We consider the same struc-
ture used in the previous study and it is designed to deflect
θin = +36.67o TM incident planewave to θout = −60o output
planewave at λ = 0.9µm operating wavelength. The configura-
tion of the study is displayed in fig. 6(b). Figure 11(a) shows
the histogram of the devices optimized thanks to the FTA-DSA.
FTA-DSA is performed on a 5× 5 DSA grid. Nearly 50% of the
optimized structures transmit more than 90% of the incident
energy. The optimal structures are a 3-nanorods type with a
deflected efficiency close to 95%. The quality of the deflection
phenomenon supported by one of the final highest-transmission
devices is illustrated in fig. 11(b) where we plot the real part of
the magnetic field. The incident and deflected wavefronts are
well-distinguished.
4. CONCLUSION
We design a functional 1D dielectric metasurface based on a
topology optimization method. The proposed algorithm is based
on the fluctuation and trends analysis which initially performs,
randomly, a very large class of non-intuitive solutions in the
design space. The trend is a simple shape deterministic oscilla-
tory function while a set of optimal fluctuating initial geometries
are generated through a random Gaussian process with suited
bandlimited correlation function spectrum. A suited choice of
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Fig. 10. TFA-DSA applied to design a 1D high-transmissive
metasurface deflecting TM incident planewave onto θd = 800.
Figures 10(a) and 10(c) shows the histogram of optimized re-
sults for λ = 0.9µm and λ = 1.1µm respectively. The DSA
order is set to n = 4 yielding a 9× 9 grid. The projection of
optimized devices landscape on the DSA 2D array is presented
in figure 10(b) and 10(d) for λ = 0.9µm and λ = 1.1µm, respec-
tively.
the trend feature allows to efficiently target optimal solutions.
Since, no method can efficiently predict the trend profile fea-
tures, we suggest a randomization of the number of oscillation
of the trend function. A randomness exploration process begins
by tracking the best initial candidates through a low number
of FTA-iterations. Using a diamond-square-algorithm (DSA),
the best initial candidates family is extended to higher quality
offspring that handle the DNA feedback. We successfully apply
the method to design a 1D metagrating that deflects an incident
TM polarized wave into several angles for different wavelengths.
We showed that, the probability to reach a high-performance
structure is highly increased, despite the full randomization of
the initial profile mean features.
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