This paper follows the methodology introduced by Agrawal and Biswas in [AB92], based on a notion of universality for the relations associated with NP-complete problems. The purpose was to study NP-complete problems by examining the effects of reductions on the solution sets of the associated witnessing relations. This provided a useful criterion for NP-completeness while suggesting structural similarities between natural NP-complete problems. We extend these ideas to the class #P. The notion we find also yields a practical criterion for #P-completeness, as illustrated by a varied set of examples, and strengthens the argument for structural homogeneity of natural complete problems.
Introduction
Complexity classes such as P, NP or #P are great theoretical notions to further our knowledge of the resources needed to solve computational problems. Their usefulness however goes beyond the theoretical setting, because knowing the right class for a given problem is a precious hint as to the kind of algorithms one should look for.
Agrawal and Biswas [AB92] study the structure of NP-complete sets. In a decision problem one must determine for an instance x whether there exists a y such that R(x, y) holds, where R is the solution checking relation. Agrawal and Biswas focus on the relations R(x, y) to which any other relation can be reduced in a way which preserves solutions, roughly meaning that there is a mapping between solutions sets, and call them universal. In the setting of polynomial time checkable relations, they show that the decision problem corresponding to a universal relation is NP-complete. By giving a simple criterion for NP-completeness based on this definition and applying it to a varied set of examples, they argue that their result underlines a structural similarity between natural NP-complete sets, in the spirit of the work of Berman and Hartmanis [BH77] . Indeed Agrawal and Biswas show that their notion of universality is related to structural properties such as paddability and self-reducibility.
The notion of universality was subsequently used by Buhrman et. al. [BKT98] to provide sufficient conditions for NP optimization problems that admit efficient approximation algorithms. It was then extended by Portier [Por98] to problems defined on an arbitrary structure, in the framework of Poizat [Poi95] , and recently Choudhary, Sinha and Biswas [CSB04] defined it for non-deterministic logspace. Our aim in this paper is to adapt this notion to the class #P, which is the class of functions counting the number of solutions for relations checkable in polynomial time, a class at least as hard as the polynomial hierarchy, as shown by Toda [Tod91] . Showing that a function is in #P is thus a convincing argument for its intractability, and a criteria for #P-completeness would be a useful tool. Universality for #P has been studied in [CK03] , where an elaborate definition of #P universality is given, based on Valiant's technique for showing #P-completeness (cf. [Val79] ) by recovering the coefficients of a polynomial from its value at suitable points. We give here a definition of universality suited to #P which is both simpler, and closer to the definition used for NP by Agrawal and Biswas. The relative simplicity translates into a usable criterion for #P-completeness.
Section 2 introduces the background notions. Section 3 defines universality for #P and shows that it implies completeness (Proposition 1). Section 4 provides the main point of the article, with the #P-universality criterion and the proof that it implies universality (Theorem 1). Proposition 1 and Theorem 1 together become a practical criterion for #P-completeness, which we apply to examples from different backgrounds in Section 5.
Definitions and notations
We present here the framework with which we will work. For each instance x of a problem there is a set C x of candidate solutions and the set S x of actual solutions. This is another way of saying that we focus on the relation between an instance x and a candidate solution y which holds iff y belongs to S x . One can for instance consider the set of 3CNF formulas over the variables x 1 , x 2 , . . . ; for a formula F , the set of candidate solutions is the set of truth-value assignments for the variables in F . The set of solutions is the set of satisfying assignments for F . Another example is the problem of finding a maximal independent set in a graph, i.e. a maximal subset of the vertices such that no two nodes have an edge between them. The set of instances is the set of graphs, candidate solutions are subsets of the vertices and solutions are maximal independent subgraphs.
The complexity of a computational question is the growth of some computational resource when the size of the instance increases, where the size usually means the length of the encoding. In this paper however we will need a slightly more general definition of size, which we will call a measure.
Definition 1 A measure for a problem is a mapping m from the set of instances into N d for a given d, such that there is a polynomial p(n 1 , . . . , n d ), with p(m(x)) bounding the length of the encoding of x. For m(x) = (m 1 , . . . , m d ), we will write m(x)+n for the tuple (m 1 +n, . . . , m d + n) if n is an integer, and
For instance, the number of clauses is a valid measure for a 3CNF formula F , because it gives us a bound on the length of the formula and its number of variables. Encoding a graph of size n by giving its adjacency matrix yields a word of length O(n 2 ), and therefore taking the number n of vertices is a valid measure for graphs. We could also have chosen to measure a graph with two integers, one being the number of vertices and the other being the number of edges. One may wonder why we need the notion of measure instead of using the standard length of the encoding. There are two reasons.
The first reason is that the length of the encoding may be non-linear in the intuitive "size" of an instance. In the case of graphs represented as adjacency matrices, the length of the encoding is quadratic in the number of vertices. Jumping ahead a little bit, this would be a problem with our Couple condition from Section 4: because we will need to iterate this operation, we need to impose a constant bound on the growth of the measure. However, if we add k vertices to a graph G to get a graph G ′ , the difference between the length of the encoding of G ′ and the length of the encoding of G depends not only on the number k but also on the length of the encoding of G. Iterating such an operation may not yield a suitable bound. Note that this problem already arose for Agrawal and Biswas [AB92] , who solved it by making the Couple growth condition more complex.
The second reason is that sometimes the size of an instance depends on several independent parameters, and the freedom to use an apropriate measure may help us when we need to show that a given relation satisfies the conditions defined in Section 4, in order to prove that it yields a #P-complete problem. An example of this is the knapsack problem in Section 5.5 where we use two parameters for the measure.
In any case, we believe the notion of measure reflects a natural way of thinking about the "size" of an instance: it seems more intuitive to think of the number of vertices of a graph than of the length of a particular encoding. Thus we hope that this definition does not hinder but rather facilitates our explanations.
In the following, |A| denotes the cardinality of the set A. We will consider balanced relations X, in the sense that all elements y in relation with an instance x of X have the same length denoted by q X (x); moreover we ask that |q X (x)| ≤ |x| O(1) (this constant depending on the relation X). Thus, any potential solution for the instance x is a word of length q X (x) on the alphabet Σ = {0, 1}, i.e. it belongs to Σ q X (x) , which we will call the set of candidate solutions and denote as C X x . We will use the notation S X x to denote the set of solutions for the instance x via the relation X:
, where the α[i] are distinct integers in {1, . . . , p}. Such a sequence naturally defines a function from Σ p to Σ q : to a word u 1 · · · u p we associate the word u α[1] · · · u α [q] . We will slightly abuse notations and also write α for the function defined by α.
We also need to define the concatenation of two projections. Given a (p, q)-projection α and a (
Universality for #P
We call X a P-relation if it can be decided in polynomial time. Let us now give a definition of universality adapted to #P.
Definition 3 Let X be a balanced P-relation. X is #P-universal if for any balanced Prelation Y there exists a polynomial time computable function which, given an instance y of Y , computes an instance x of X, two integers k, M > 0 such that M · |Σ| q Y (y) < 2 k , and a q X (x), q Y (y) -projection α such that if t is a solution for y, then
and otherwise (if t is not a solution for y), then
For example, suppose that 3SAT is known to be universal, as we will see below. Then if we consider the relation associated with maximal independent sets in a graph, this means that given a graph G we can compute a 3CNF formula φ and a projection α which sends an assignment to the variables of φ to a subset of the vertices of G such that: for any maximal independent set I of G, the number satisfying assignments of φ which are projected to I via α is exactly M , and the number of remaining satisfying assignments for φ is 0, all these numbers being modulo an adequate power of 2. Now if we know the number of solutions of φ we can compute the number of maximal independent sets of G. In the general case this gives us Proposition 1 below.
We recall that f ∈ PF is reducible to g ∈ PF via a Cook reduction if f can be computed in polynomial time by a Turing machine using g as an oracle. Cook[1]-reductions are Cook reductions using at most one call to the oracle. The reader not familiar with the notion of oracle may consult [Pap94] . Proof: Let X be a #P-universal relation and g the associated counting function: g(x) = S X x . The function g is obviously in #P. Let Y be a P-relation and h the associated counting function. By definition of universality, there is a computable time function which given an instance y of Y computes two integers k, M > 0 and a projection α with the above properties. Thus,
mod 2 k )/M , and this computation can be done in polynomial time.
Sufficient conditions for universality
We shall say that a balanced P-relation X has Block, Join and Couple conditions if there exists an integer k 0 ∈ N \ {0} such that the following three properties hold:
Block. There exist M b ∈ N \ {0} and a polynomial time computable function which, given an integer k k 0 in unary encoding, computes an instance b of X, a word t b ∈ Σ 3 and a q X (x), 3 -projection β such that:
• {s ∈ S X b | β(s) = t b } ≡ 0 (mod 2 k ).
• m(x) = k O(1) .
Join. There exist M j ∈ N \ {0} and a polynomial time computable function which, given two instances x 1 , x 2 of X and k k 0 in unary encoding, computes an instance y of X, a q X (y), q X (x 1 ) + q X (x 2 ) -projection ρ such that:
• m(y) m(
Couple. There exist M c ∈ N \ {0} and a polynomial time computable function which, given an integer k k 0 in unary encoding, an instance x of X, and integers i, j with 1 ≤ i < j ≤ q X (x), computes an instance y of X and a q X (y), q X (x) -projection γ such that:
• for all s ∈ C X x , if s ∈ S X x and if the i th and j th bits of s have different values (i.e. their XOR is 1), then
The example of 3SAT should help understand these conditions and show that they can be very intuitive in the case of specific examples. We consider the three properties in turn.
Block. Consider the clause
, then a solution is a Boolean word of length 3 and 000 is the only word which does not yield a solution for φ; all the other words of Σ 3 yield exactly one solution. The general case extends this in the following ways: computations must hold only modulo a given power of 2; the word which is not a solution may be different from 000; the other words are not constrained to yielding exactly one solution but a constant number M b instead.
Join. Given two 3CNF formulas φ 1 and φ 2 , we can rename variables to ensure that φ 1 and φ 2 have no common variables. The conjunction ψ = φ 1 ∧ φ 2 is then a 3CNF formula such that: a solution for φ 1 coupled with a solution for φ 2 yields exactly one solution for ψ; the number of other solutions for ψ is 0; the measure of ψ is bounded by the sum of the measures of φ 1 and φ 2 . Differences in the general case: computing modulo a given 2 k , getting a constant number of solutions M j for each couple, allowing the measure to increase polynomially in k.
Couple. Given a 3CNF formula φ and two variables a and b in φ (which correspond to the indexes i and j in a solution for φ), the formula ψ = φ ∧ (a ∨ b ∨ b) ∧ (¬a ∨ ¬b ∨ ¬b) is such that any solution of φ which satisfies (a XOR b) yields exactly one solution for ψ and the number of other solutions for ψ is 0. Differences in the general case: computations modulo a given 2 k , getting a constant number of solutions M j for each solution of φ, allowing the measure of the new instance to increase polynomially in k.
Theorem 1 If a balanced P-relation has the Block, Join and Couple conditions, it is #P-universal.
Proof: Before giving the general ideas, let us first define some notions and notations we will use in this proof:
• We will use the notation
as the only Boolean word u ∈ Σ 3 which is not a satisfying assignment of the clause, and we will say that u defines C.
Note that the type of a clause can also be defined as a word whose i th letter is 0 if the i th literal of the clause is positive and 1 otherwise. For example, the type of the clause d 1 ∨ ¬d 2 ∨ d 3 is the Boolean word 010.
• The Couple condition for bit positions i and j (i = j) enables us to restrict our attention to solutions where the bits i and j take different values (i.e. one is 0 and the other is 1). We will call these solutions coupled for i and j. We call a set I of pairs of bits (i, j) with i = j a coupling set, and we say that a solution is I-coupled if it is coupled for all pairs (i, j) ∈ I, in other words if for all (i, j) ∈ I the bits i and j take different values. If it is obvious from the context, we may drop the set I and just talk of coupled solutions.
Let X be a balanced P-relation which has the properties detailed above. We wish to show that it is #P-universal. Consider another P-relation Y . Given an instance y of Y , we will describe how to compute an instance x of X, two integers k, M and a projection α satisfying the conditions stated in the definition of universality. This will be done via the following steps:
(1) From the instance y we build a 3CNF formula F 1 and a q 3SAT (F 1 ), q Y (y) -projection α 1 such that α 1 induces a bijection from the satisfying assignments of F 1 to the solutions of y for the relation Y .
(2) We then build a 3CNF formula F 2 = D 1 ∧ · · · ∧ D n on 3n distinct variables where each clause D i is of the type given by the word t b from the Block condition of the relation X, a q 3SAT (F 2 ), q 3SAT (F 1 ) -projection α 2 and a coupling set I such that α 2 induces a bijection between the I-coupled satisfying assignments of F 2 and the solutions of F 1 .
(3) We now have expressed the solution set for the instance y as the coupled solutions of a 3CNF-formula which is made from clauses which are all of the type defined by the Block condition. We therefore use the Block condition to create instances which simulate each clause, then simulate their conjunction by bringing these instances together with the Join condition, and finally use the Couple condition to simulate the coupled assignment of F 2 by an instance x of X which has the properties required in the definition of universality.
Step 1. Recall that 3SAT is #P-complete for parsimonious reductions. This means that for any P-relation Y , there exists a polynomial time computable function which, given an instance y of Y , computes a 3CNF-formula F such that the number of solutions of y, i.e. {z ∈ C Y y | Y (y, z)} , is equal to the number of satisfying assignments of the formula F . But in fact, we have the stronger following property: we can additionally compute a q 3SAT (F ), q Y (y) -projection α 1 which induces a bijection from the set of satisfying assignments of F to the set of solutions of y. This paragraph gives some details on how to compute α 1 as above. Since this argument cannot be separated from the construction of F , we explain below how to construct both F and α 1 at the same time. For this, let us recall briefly the proof of NP-completeness of 3SAT (see [BDG88] or [Pap94] for further details). By definition of a P-relation, there exists a Turing machine which, given an instance y and a potential solution z = z 1 z 2 . . . z p where p = q Y (y), computes Y (y, z). The computation carried by this Turing machine can be transformed into a circuit C(z 1 , . . . , z p ) -although it does not appear in the notation, the circuit C of course depends on y. Now it is a standard technique to transform this circuit C(z 1 , . . . , z p ) into an equivalent existential 3CNF-formula ∃v p+1 . . . v r F (v 1 , . . . , v r ), where the tuple of additional variables v p+1 , . . . , v r is needed to perform this transformation: some of these variables are used to represent the nodes of the circuit in order to write it in the form of an equivalent existential formula, while other variables are then needed to put this formula in 3CNF form. Moreover, for each value of the variables v 1 , . . . , v p the following holds: if v 1 . . . v p ∈ S Y y , there exists a unique assignment of the variables v p+1 , . . . , v r such that F (v 1 , . . . , v r ) evaluates to true; if v 1 . . . v p ∈ S Y y , the formula F (v 1 , . . . , v r ) evaluates to false for all assignements of v p+1 , . . . , v r . The proof of #P-completeness of 3SAT for parsimonious reductions follows at once, and the q 3SAT (F ), q Y (y) -projection α 1 = (1, 2, . . . , p) has the required properties.
Recall that there is a word t b ∈ Σ 3 from the definition of the Block condition. This word defines a clause and we will call ν 1 , ν 2 , ν 3 the associated signs. We add clauses ν 1 (a) ∨ ¬ν 2 (a) ∨ ǫ(a) for each variable a in F , where ǫ(a) is a if ν 1 (a) is ¬a and ¬a otherwise. The reason for these additional clauses will be explained later. The measure of the formula F 1 thus obtained is still polynomial in the measure of y and it has the same set of solutions as F , because these additional clauses are always satisfied.
Step 2. Suppose F 1 = C 1 ∧ · · · ∧ C n , and suppose each clause C i is of the form µ i,1 (c i,1 ) ∨ µ i,2 (c i,2 ) ∨ µ i,3 (c i,3 ), where the c i,j are variables and µ i,j (a) is either ¬a or a. We now consider a 3CNF-formula F 2 over 3n distinct variables d i,j which has the same number of clauses as F 1 (and thus the same measure), but which is such that the type of each of these clauses is the word t b given by the Block condition of X: F 2 is of the form
For 1 ≤ i ≤ n, and for j ∈ {1, 2, 3}, if ν j (d i,j ) and µ i,j (c i,j ) are both positive or both negative literals, we say that d i,j represents c i,j ; otherwise we say that d i,j represents ¬c i,j . Of course, a variable in F 1 may be represented by several variables in F 2 : for each variable a in F 1 let P a be the set of variables of F 2 which represent a and N a the set of variables which represent ¬a. Both sets are non-empty because of the clauses we added to F to obtain F 1 at the end of Step 1. Indeed, if a is a variable in F 1 , then we added the clause ν 1 (a) ∨ ¬ν 2 (a) ∨ ǫ(a). If this clause is the i th clause of F 1 , then the corresponding clause in
There is no link between the satisfying assignments of F 1 and those of F 2 . However we will define a coupling set such that the coupled satisfying assignment of F 2 are in bijection with the satisfying assignments of F 1 via a projection. For each variable a appearing in F 1 , we consider the couplings shown on the graph in Figure 1 , where the top vertices are the variables in P a , the bottom vertices are the variables in N a and an edge means that the variables corresponding to the vertices are coupled. All the variables in P a are therefore coupled to the first variable in N a and all the variables in N a are coupled to the last variable in P a . This means that in a coupled assignment, all the variables in P a will take the same value δ ∈ Σ and all the variables in N a will take the same value ¬δ. Call I the set of all the above couplings done for each variable a appearing in F 1 . From now on when we say that an assignment is coupled, we will mean that it is coupled for the set I.
Let m be the number of variables appearing in F 1 . We define a (3n, m)-projection α 2 which gives to a variable a in F 1 the value of any variable in F 2 which represents a. More formally, an assignment to the variables of F 1 can be encoded as a Boolean word of length m, where each bit in the word corresponds to the value of a variable in F 1 , and similarly an assignment to the variables of F 2 can be encoded as a Boolean word of length 3n. If the i th bit of an assignment to the variables of F 1 corresponds to the value of the variable a, let d be the first variable appearing in F 2 which represents a, and j the position of the bit giving the value of d in an encoding of an assignment of F 2 . We then let α 2 [i] = j.
We will now show that the projection α 2 given above induces a bijection from the set of coupled satisfying assignments of F 2 to the set of satisfying assignments of F 1 :
• Claim: The image of a coupled satisfying assignment of F 2 is a satisfying assignment of F 1 . If w ∈ Σ 3n is a satisfying assignment for F 2 , then it satisfies each clause D i , for 1 ≤ i ≤ n. To satisfy the clause
, it must satisfy at least one of the literals, say ν 1 (d i,1 ) (the reasoning is the same in the other cases). Consider the i th clause of this argument for all i shows that the projection of a coupled satisfying assignment of F 2 is a satisfying assignment of F 1 .
• Claim: The projection α 2 induces a surjective application. If u is a satisfying assignment for F 1 , define an assignment for F 2 by giving to each variable in P a the value given to a, and to each variable in N a the negation of that value, doing this for each variable a appearing in F 1 . The assignment thus defined is obviously coupled, and can be shown to satisfy F 2 by an argument similar to the one above.
• Claim: The projection α 2 induces an injective application. Consider two assignments u and w to the variables of F 2 such that α 2 (u) = α 2 (v). If d is a variable in F 2 , it belongs to P a for a variable a in F 1 . The value of d given by the assignment u is then the value of a given by the assignment α 2 (u), which is the value of a given by the assignment α 2 (v) and therefore equal to the value of d given by the assignment v.
Step 3. Let us now choose the smallest integer k such that
As stated at the beginning of the proof, we will build n copies of the block instance, bring them together with the Join condition and then restrict the solutions to coupled solutions with the Couple condition. We describe these steps in succession.
(a) Building the blocks. We first build n copies b 1 , . . . , b n of the instance from the Block condition for the integer k, one instance for each clause D i in F 2 . Suppose that t ∈ Σ 3 is a solution for D i , i.e. t is different from t b , the word which defines each clause D i . Then
Otherwise (if t is not a solution for D i , i.e. if t = t b i ), then
Indeed, this is just a restatement of the Block condition for b i .
(b) Joining the blocks. We join all of the blocks b i using the Join condition. Let us start by showing how it works for the blocks b 1 and b 2 . Using the Join condition on instances b 1 and b 2 , we get an instance x 1 and a projection ρ. We will use the projection π 1 = β 1 • ρ with β 1 = β · β. We wish to compute the cardinality of the following set:
, then t can be seen as the concatenation of a word t 1 ∈ C 3SAT D 1 and a word t 2 ∈ C 3SAT D 2 -this is because D 1 and D 2 involve distinct variables. We partition the previous set as follows:
If s 1 is a solution of b 1 and s 2 is a solution of b 2 , then the set under the union in Equation 2 is congruent to M j modulo 2 k , because of the Join condition. Otherwise, it is congruent to 0. The cardinality of the set {s ∈ S X x 1 | π 1 (s) = t} is thus congruent to M j multiplied by the following product of cardinals:
Suppose now that t is a satisfying assignment of the 3CNF-formula D 1 ∧ D 2 . Then t is a concatenation of a satisfying assignment t 1 of D 1 and a satisfying assignment t 2 of D 2 , and all satisfying assignments of D 1 ∧ D 2 are of this form. Equation 1 shows that the product of cardinals in (3) is therefore congruent to M 2 b modulo 2 k . If t is not a satisfying assignment of D 1 ∧ D 2 , then either t 1 is not a satisfying assignment of D 1 or t 2 is not a satisfying assignment of D 2 , and the product of cardinals in the expression 2 is therefore congruent to M 2 b modulo 2 k . We have thus shown that for all t ∈ C 3SAT
, then the cardinality of the set {s ∈ S x 1 | π 1 (s) = t} is congruent to M 2 b M j modulo 2 k and otherwise it is congruent to 0. We bring the instances b 1 , . . . , b n together using the Join condition n − 1 times to get an instance x 2 and a projection π 2 . Following the argument above, we can show by induction that this projection is such that if t ∈ C 3SAT F 2 is a satisfying assignment of F 2 , then
and otherwise (if t is not a satisfying assignment of F 2 ), then
This means that we can relate the solutions of x 2 to the satisfying assignments of F 2 by a projection in a way which is consistent with the definition of universality. However, as we said when we were building the formula F 2 , what we are interested in are the satisfying assignments of F 2 which are coupled according to the coupling set I defined in step 2.
(c) Coupling. We now use the Couple condition. Again, we will first observe the effect of applying it once. Let 1 ≤ i < j ≤ 3n denote the bit positions of two variables in F 2 . We use the Couple condition on the instance x 2 for the integers π 2 [i] and π 2 [j] to get an instance x 3 and a projection γ (note that π 2 [i] = π 2 [j] by definition of a projection, so that we can use the Couple condition). Let π 3 = π 2 • γ. For a given t ∈ C 3SAT F 2 , we wish to evaluate the cardinality of the set {s ∈ S X x 3 | π 3 (s) = t}. We partition the set to express it as the following union:
The cardinality of each set {s ∈ S X x 3 | γ(s) = u} in the second union is congruent to 0, by the Couple condition. We are therefore left with the following union:
Suppose that t is a satisfying assignment of F 2 which is coupled for i and j (i.e. it is an assignment which gives the value 1 to exactly one of the variables corresponding to i and j). Then since t = π 2 (u), the word u is (π 2 [i], π 2 [j])-coupled. In this case the cardinality of each set {s ∈ S X x 3 | γ(s) = u} above is congruent to M c modulo 2 k , and the cardinality of the set {s ∈ S X x 3 | π 3 (s) = t} is thus congruent to M n b M n−1 j M c modulo 2 k by using the congruences at the end of the previous paragraph. Using a similar argument, one can show that if t is not coupled or if t is not a satisfying assignment of F 2 , then the cardinality of the set {s ∈ S X x 3 | π 3 (s) = t} is congruent to 0. By applying the Couple condition for each of the couples in the set I described in step 2 of the proof, we get an instance x 4 and a projection π 4 such that if t is an I-coupled satisfying assignment of F 2 , then:
and otherwise:
We can now bring everything together. Consider the q X (x 4 ), q Y (y) -projection π = α 1 • α 2 • π 4 . We wish to compute the cardinality of the following set:
Suppose that t ∈ S Y y . Then since the projection (α 1 • α 2 ) induces a bijection from the set of coupled solutions of F 2 to the set S Y y , t has a unique antecedent u 0 by (α 1 • α 2 ) such that u 0 is a coupled satisfying assignment of F 2 . The cardinality of the set {s ∈ S X
. All other antecedents u of t by (α 1 • α 2 ) are not coupled satisfying assignments of F 2 , and thus the cardinality of each set {s ∈ S X x 4 | π 4 (s) = u} in the union is congruent to 0 modulo 2 k . Therefore, if t is a solution of y, the cardinality of the set {s ∈ S X x 4 | π(s) = t} is congruent to
y \ S Y y , then none of its antecedents by (α 1 • α 2 ) are coupled assignments of F 2 , and a similar argument shows that the cardinality of the set {s ∈ S X x 4 | π(s) = t} is congruent to 0.
We have thus defined an instance x 4 , integers k and
and a mapping π which satisfy the universality condition for X (the condition M · 2 q Y (y) ≤ 2 k holds true because of the choice of k and the fact that at most 3n couplings were needed). We must still check that the computation can be done in polynomial time. The integer k is polynomially bounded in the size of y because Y is a P-relation. We should also check the size of the resulting instance x 4 . Thanks to the growth conditions in the three properties, its measure is bounded by ( 
Examples
The first obvious example would be 3SAT: the necessary arguments have been given just after the criterion for universality. Further examples are given in this section. Monotone 2SAT is a logical problem and an example of a relation whose decision problem is in P but whose counting problem is #P-complete. Maximal independent set and Hamiltonian cycles are graph problems; the proofs that they satisfy the criterion are very short and boil down to finding the right graph gadgets. Cycle covers illustrate how the classical proof of completeness for the permanent of 0-1 matrices fits perfectly in our framework. Knapsack is an application of the criterion in yet another setting. We also include the cases of counting maximal cliques, minimal vertex covers and s-t-paths.
Monotone 2SAT
Monotone 2SAT is similar to 3SAT, but it demands a little more work. Monotone 2SAT instances are 2CNF formulas without negative literals. Let k 0 = 1.
Block. For k k 0 , the formula corresponding to the block (modulo 2 k ) is the following one: Join. Given two formulas F and G, we first rename the variables to ensure they have no variables in common. The join of F and G is then the formula F ∧ G.
Couple. Coupling x a and x b in the formula F (x) (modulo 2 k ) is done by the formula
. This ensures first that x a and x b cannot both be false. If both are true there are 2 k possible assignments for the variables u i .
Maximal independent set
We focus now on a graph problem. The definition of measure has been given in the introduction. Let k 0 = 2.
Block. M b = 1. For any k k 0 , consider the graph G of Figure 2 . This figure also shows all maximal independent subsets of G: none of them contain d 2 and d 3 but not d 1 , but all other subsets of {d 1 , d 2 , d 3 } correspond to exactly one solution.
Join. Suppose we have an integer k k 0 and two disjoint graphs G 1 and G 2 . Consider the graph G which is the union of G 1 and G 2 . There is a bijection between the solution set of G and the Cartesian product of the solution sets of G 1 and G 2 , so that the required cardinality condition holds for M j = 1. The growth condition is obvious.
Couple. Suppose we have an integer k k 0 , a graph G, and two vertices a and b appearing in G. Consider the graph G ′ obtained from G in the following manner. We first add the edge (a, b) if it is not already present. Then we add 2k vertices {u 1 , . . . , u k } and {v 1 , . . . , v k }. At last, we add the 3k edges (a, u i ), (u i , v i ) and (v i , b) for 1 i k, as shown on Figure 3 .
The set of solutions for G ′ can be partitioned in the following way. Any solution for G which contains neither a nor b yields exactly 2 k solutions of G ′ , because any maximal subset of G ′ which contains neither a nor b must contain exactly one vertex in each pair (u i , v i ). Any solution for G which contains both a and b cannot be extended to a maximal independent
Figure 2: Block for maximal independent set and its solutions
Figure 3: Couple for maximal independent set set for G ′ because a and b are linked by an edge in G ′ . Any solution for G which contains a and not b can be extended into a unique maximal independent set for G ′ by adding all the vertices v i . The symmetrical situation for a and b is similar. Therefore if a solution for G is not coupled with regard to vertices a and b, then it yields either 0 or a multiple 2 k solutions of G ′ . A coupled solution for G yields exactly one solution for G ′ . Therefore M c = 1. As for the growth condition, we have added 2k vertices to G, so that the measure of G ′ is bounded by the measure of G plus k 2 for k k 0 = 2.
Hamiltonian cycles
An instance for this problem is a graph and a solution is a subset of the edges which is a Hamiltonian cycle. Figure 4 gives the block, the Join construction and a XOR gadget which we will use to couple. Block. One should check that there is exactly one Hamiltonian cycle for each non-empty subset of {d 1 , d 2 , d 3 }, and no Hamiltonian cycle avoiding these three edges.
Join. Suppose we now wish to join two instances G and G ′ . We choose a vertex s in G and split into two vertices s 1 and s 2 . All the outgoing edges of s become outgoing edges of s 1 and all the incoming edges of s become incoming edges of s 2 , so that there is now a one-to-one correspondence between Hamiltonian cycles of G and Hamiltonian paths from s 1 to s 2 in the new graph. We modify G ′ in the same way, splitting a node s ′ into s ′ 1 and s ′ 2 . We then identify s 2 and s ′ 1 , and s ′ 2 and s 1 . Any Hamiltonian cycle of this graph is made of a Hamiltonian path of G from s 1 to s 2 and a Hamiltonian path of G ′ from s ′ 1 to s ′ 2 . Couple. If we wish to couple edges (u, v) and (u ′ , v ′ ) in a graph G, we start by deleting these edges and connect the vertices u, v, u ′ and v ′ with the XOR gadget. This gadget is such that the Hamiltonian cycles of the resulting graph must contain one of the edges (u, w) or (u ′ , w ′ ) but not both.
Cycle covers (or bipartite matchings, or the permanent of 0-1 matrices)
An instance for this problem is a graph and a solution is a subset of the edges which is a cycle cover. We shall explain how the proof of #P-completeness of the permanent given in [Pap94] fits in a straightforward manner in our framework. Let k 0 = 1. 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 d1 d2 Block. Figure 5 gives the block. One should check that there is exactly one cycle cover taking all edges of each strict subset of {d 1 , d 2 , d 3 }, and no cycle cover using these three edges.
Join. Let G 1 and G 2 two instances of the cycle cover problem. It is easily checked that the disjoint union G of the two graphs realizes the join of G 1 and G 2 . Indeed, any cycle cover of G is made of a cycle cover of G 1 and a cycle cover of G 2 .
Couple. Let k k 0 . Coupling two edges (u, v) and (u ′ , v ′ ) in a graph G is achieved by plugging the XOR gadget as described in [Pap94] . As in the original proof, the edges with weight 2 or 3 are replaced with sequence of edges (and self-loop on the the intermediate edges), while the edge with weight −1 is now replaced with a subgraph simulating an edge of weight 2 k − 1. This is done with k O(1) edges. Note also that both edges (u, v) and (u ′ , v ′ ) disappear when they are coupled, but one can find equivalent edges on the XOR gadget.
Knapsack
Here is an example from a different setting. An instance of Knapsack is given by a set of integer weights c 1 , . . . , c n and an integer b called the sum, where the c i and b are all strictly positive. A solution is a subset s of {1, . . . , n} such that i∈s c i = b. The measure of an instance will be given by two integers: n (the number of integers c i ) and the bit-size of b + i∈{1,...,n} c i .
Block. Consider the instance with weights 1, 1, 1, 1, 2 and sum 4. Solutions for this instance cannot omit the first three weights. Moreover, for any non-empty subset of these three weights, there is only one way to complement the sum to 4.
Join. Let us take two instances a 1 , . . . , a j , a and b 1 , . . . , b k , b. Call S and T respectively the sums a + j i=1 a i and b + k i=1 b i . Let our new instance be composed of the weights a 1 , . . . , a j , Sb 1 , . . . , Sb k and sum a + Sb. The first integer in the measure of this new instance is j + k. The second is the bit-size of the following integer:
The measure can thus be bounded by the sum of the measures of the two initial instances plus a constant. It is easy to see that there is a bijection between couples of solutions for the initial instances and solutions for the new one. Indeed, suppose we have a subset J of {1, . . . , j} and a subset K of {1, . . . , k} such that i∈J a i + S · i∈K b i = a + Sb, then we have the following equation:
The absolute value of the left-hand side is strictly smaller than S, while on the right-hand side it is either 0 or greater than S. Therefore it must be 0 on both sides, and J and K yield solutions for the initial instances.
Couple. Suppose we have an instance a 1 , . . . , a k , a and we wish to couple a i and a j . Let S be the sum a + k l=1 a l . We consider the new instance obtained by replacing the weight a i is with a i + S, the weight a j with a j + S and the sum a with a + S. Any solution for this new instance cannot omit or include both a i + S and a j + S. Now suppose we have a solution which includes only one of them, for instance we have a subset K of {1, . . . , k} \ {i} such that a i + S + l∈K a l = a+ S. Then a i + l∈K a l = a and we get a solution for the initial instance. The measure of this new instance is composed of k and the bit-size of k l=1 a l + a + 3S = 4S, and therefore can be bounded by the initial measure plus a constant.
Maximal clique
The proof that maximal clique is #P-universal follows a similar pattern as the previous one. This relation is R (G, S) , where G is a graph and S is a subset of the vertices which is a maximal clique in G.
Block. We take the blocks already appearing in [CK03] (cf. Figure 6 ). Any vertex different from x, y and z is connected to at least one of x, y and z. Thus a clique cannot avoid these three vertices at once. Using the appropriate triangle, one can find maximal cliques containing one, two or three vertices from the set {x, y, z}.
Join. The join of two graphs is obtained by taking their disjoint union. Couple. To couple vertices a and b in the graph G = (V, E) modulo 2 k , we proceed as follows. First we remove the edge (a, b) if there is one. Then we add two sets of vertices {u 1 , . . . , u k } and {v 1 , . . . , v k }. Each vertex u i is connected to all other vertices in the graph except b and v i . Each vertex v i is connected to all other vertices in the graph except a and u i . Because there is no edge between a and b, both vertices cannot be present in a clique of the resulting graph. If a maximal clique of G contains neither a nor b, then we can and must add If a maximal clique of G contains a and not b, then we can and must add all the vertices u i , which are connected to a, but cannot add any of the v i because they are not connected to a.
Minimal vertex cover
We now show that the canonical relation associated to Minimal Vertex Cover is #P-universal. This relation is R (G, S) , where G is a graph and S is a subset of the vertices which is a minimal vertex cover for G.
Block. For the blocks, we take the graph shown in Figure 7 : it corresponds to the clause ¬x ∨ ¬y ∨ ¬z. If a cover contains vertices x, y and z, then we have 2 k choices because for each i we must take either u i or v i . For any other subset of {x, y, z} there is only one minimal vertex cover. Couple. To couple the vertices a and b in the graph G modulo 2 k , we modify the graph as in the case of maximal independent set (cf. Figure 3) . Any minimal vertex cover must contain at least one of a or b. As in the case of maximal independent set, a minimal vertex cover of the original graph containing exactly one of a or b can be extended in a unique way, whereas a minimal vertex cover containing both has 2 k extensions. We wish to show that the canonical relation associated with s-t-paths is #P-universal. This relation is R (G, E) , where G is a graph and E is a subset of the edges which is a path from s to t in G. Block. The block is the same as the one given in [CK03] and is shown in Figure 8 . One should check that there are no s-t-paths which avoid edges x, y and z, and that for each non-empty subset S of these edges there is exactly one s-t-path going through edges of S and not going through edges of {x, y, z} \ S.
Join. To join a graph G 1 with vertices s 1 and t 1 with a graph G 2 with vertices s 2 and t 2 we just identify t 1 and s 2 and consider the resulting graph G with s = s 1 and t = t 2 .
Couple. To couple we will first need an iff gadget, as presented in Figure 9 , in which all edges have weight 1 except for the edge of weight −1. The weight of a path is the product of the weights of its edges. Suppose G is a graph with edges u and v, and that we delete edges u and v and replace them with the iff gadget. The sum of the weights of the s-t-paths in the resulting graph is the number of s-t-paths of G which either went through both edges u and v or through none. Indeed, one can first notice that if a path in the new graph goes from α to β ′ through edge a, there is an equivalent path which will go through edge b and have weight −1, so that the two cancel out: the new paths introduced by the gadget do not count. Now if a path in the original graph went through u but not through v, it yields two paths in the new graph, one going through a and the other going through b, thus canceling each other out. But we now have a graph with weights. We will simulate −1 by counting modulo 2 k , thus replacing an edge with −1 by the graph from Figure 11 , which has exactly 2 k − 1 = 1 + 2 + · · · + 2 k−1 paths from α to β. We now come back to our instance G, where we wish to couple the two edges u and v. We start by adding two new vertices t ′ and t ′′ , with the edges (t, t ′ ), (t, t ′′ ) and (t ′′ , t ′ ) a shown in Figure 10 . A path from s to t ′ in the resulting graph must go either trough (t, t ′ ) or through (t ′′ , t ′ ) exactly. We then use our iff gadget between edges u and (t ′′ , t ′ ) and between edges v and (t, t ′ ). The number of vertices added to the graph is of the order of k 2 .
Conclusion
There are two ways to see the work done in this paper. On a theoretical level, it argues for the existence of structural similarities between difficult problems, an idea which has been studied for NP and which is here applied to #P. As such it is an attempt to better understand why some problems are easy and some are difficult. Our work shows basically two ingredients for a relation to yield a #P-complete problem. One is a kind of building block/inductive structure, already noticed by Agrawal and Biswas in the case of NP, with stricter conditions on solution sets in order to adapt it to #P. The other is the possibility to compute modulo a big integer, as is crucial for instance in the proof of the completeness of the Permanent. If we consider the first ingredient, finding the closest possible (w.r.t. NP) structural criteria for #P-universality is a good way to study the famous question of whether all relations which yield NP-complete decision problems also yield #P-complete counting problems. The second ingredients is a rough explanation of why some easy decision problems have #P-complete counting equivalents. The interplay between these two ingredients makes the class #P rich and interesting.
The other focus of this work is to give a useful criterion for #P-completeness. When one wishes to prove that a problem is #P-hard, one often tries to find a known #P-hard problem which seems "near" enough, so that the reduction will be easier to exhibit. Our criterion takes advantage of the argument from the previous paragraph, namely the existence of common structure, to eliminate the search for a suitable known #P-hard problem. In other words the universality criterion plays the role of a generic #P-hard problem, but one which should be "close" enough in most cases, because the distance is bridged by Theorem 1. There may well be a #P-hard problem more suitable for a given example, i.e. yielding a simpler reduction, but we believe that the universality criterion corresponds to a large class of natural problems, as hinted at by the variety of examples, for which proofs can be built in a systematic way.
