In this paper, we present a general method to incorporate correlations between cost elements in the process of cost estimation. The proposed method first checks the feasibility of the correlation (Pearson or Spearman) matrix, adjusts it if necessary, then uses the correlations to generate correlated multivariate random vectors, which are employed to model possible outcomes of the cost elements. The method is applied to a full data set of 216 British office buildings to illustrate its practical use. The application result indicates that the impact of correlations is significant and may cause serious problems if neglected. The result is also used to validate that the proposed method can capture the correlations with relatively small deviations.
Introduction
Cost estimation is a process of collecting, analyzing, and summarizing data in order to prepare an educated projection of the anticipated cost of a project [26] . This process begins in the early stages of the project and repeats frequently during the entire life cycle. The reliability of cost estimation is important to ensure the success of the project since it serves as the foundation for making critical decisions on financial investments and borrowings.
The prices of all the resources (material, equipment, and labor) are exposed to certain levels of uncertainty, particularly when the project life cycle is lengthy [25] . To manage the inherent uncertainty, Monte-Carlo simulation methods have been widely applied for various types of projects, such as [3, 11, 15, 31] . In Monte-Carlo simulation, a mathematical model is constructed based on pre-specified probability distributions, which describes the possible outcomes of major cost elements (e.g., substructure, exterior walls, and electrical finishing) involved in a project, and run to see what the overall project cost will be for each simulation replication. After a certain number of replications, the collected samples are used to derive the output distribution of the overall project cost.
An enhancement of ordinary simulation methods has been directed to consider statistical correlations (dependencies) between cost elements. The correlation represents the co-movement of two cost elements; when one is more expensive, the other tends to cost more as well (or cost less for a negative correlation). Arguments and evidences for the existence of correlations and their profound impact on simulation results have been presented in the literature [10, 23, 33] . To treat the correlations, various approaches have been proposed, such as [29, 30, 34] .
The goal of this paper is to present a simulationbased method to incorporate correlations between cost elements with more modeling capabilities. Specifically, the present method is unique in handling the following requirements:
1. To allow the distributions (i.e., marginal distributions) of individual cost elements to be of different types. Namely, some of them may only be expressed with discrete and finite options whereas others can be expressed as continuous functions. In addition, those continuous distributions may come from different families (e.g., some are lognormal while some are beta). 2. To provide an automatic procedure to check the feasibility (a mathematical definition will be given later) of a correlation matrix and adjust it if infeasible.
This paper is organized as follows. In the following two sections, we introduce two different approaches (historical and subjective) to obtain necessary input for the analysis: the marginal distributions of individual cost elements and their correlations. The characteristics of the two approaches lead to the need for a more general method. In the section followed, we present the proposed method in two stages and provide computational guidelines. The proposed method is then applied to a modified British data set composed of 216 office buildings to illustrate its practical use. The results are used to validate the proposed method. Closing remarks are presented in the last section.
Required input: distributions and correlations
There are two sets of input data required to perform a simulation-based cost analysis considering correlations. The first set describes marginal distributions of individual cost elements and the second is a correlation matrix consisting of the correlation coefficients between pairs of cost elements. Both sets of data can be estimated in two ways: (1) by summary statistics on historical data, or (2) by subjective judgments. In what follows we give brief introduction to these two approaches and elucidate how their characteristics give rise to a more general simulation method.
Choice of distribution
When historical data is used to describe the marginal distributions, it involves an attempt to fit theoretical distributions to the data and verify goodness-of-fit statistically. While a complete review of goodness-of-fit tests and their theoretical backgrounds is given in [18] , the fitting process can be done very efficiently by commercial software packages (such as Palisade BestFit, Arena, ProModel, and Crystal Ball). A typical result is a list of several ''good'' distributions and their associated parameters, based on which the estimator can select the most proper one. Previous studies suggested that the lognormal distribution fits historical cost data better than other well-known distributions, such as normal or beta [30, 33] .
Despite its theoretical maturity, using historical data to forecast possible outcomes has some pitfalls. First, actual values may lie outside the range of historical records due to new technology, equipment, and material. Second, historical data may not adequately represent the true underlying population because of sampling error [12] . Last, the prices of resources may not always be repeatable, thus, the historical approach may be fallacious [23] .
In the absence of reliable historical data, the second best alternative is for a cost estimator to rely on his/her experiences to subjectively specify the marginal distributions. In the context of probabilistic estimation, it is usual to assume the underlying distribution is a beta distribution whose parameters are specified by three point estimates: the minimum, maximum, and most likely values [4] . Some recent controversy has been whether the beta distribution should be replaced with the triangular distribution since the former does not have clear-cutting bounds [16] and requires four parameters, which do not have a one-to-one correspondence with the three estimates [32] .
Both approaches mentioned above (historical and subjective) may involve the following practical concerns. First, they may actually be mixed in practice. A cost estimator may not have historical data of all the cost elements if some works are usually outsourced or subcontracted. Thus, he/she can obtain summary statistics only on those data on hand and has to rely upon subjective estimation for the remaining cost elements. Another possibility occurs when the estimator has reasons to believe some of the cost elements in a new project have their own bounds (minimum and maximum) and thereby cannot be represented by historical data. For these particular elements, the subjective approach is more appropriate. Second, it has been frequently encountered that the price options of some cost elements are collections of discrete outcomes in lieu of continuous functions [2] .
The practical concerns above give rise to the need for a more general simulation model, which should be able to treat all different types of distributions in one framework (some are discrete while some are continuous; some are lognormal while some are beta). This is the first goal of this paper.
Specification of correlations: product-moment and rank
Two different measures have been used to reflect the degree of relation between cost elements. The first one is an ordinary product-moment (Pearson) correlation coefficient and the second is a rank (Spearman) correlation coefficient. The product-moment correlation can be calculated as follows:
where X and Y denote two populations of variables, each of which contains n observations. The fundamental assumptions behind the productmoment correlation are that the relationship between two variables is linear and both populations are normally distributed. When these two assumptions cannot be met, a more attractive alternative is to use the rank correlation.
The rank correlation is essentially the product-moment correlation coefficient between the ''ranks'' in each set of the two variables. To compute the rank correlation coefficient, one should sort each set of variables based on their values, replace the value by the rank, and compute the product-moment correlation coefficient to the rank. A useful equation is
where d is the differences between ranks of corresponding X and Y. Both coefficients can range between +1 and À1. A correlation coefficient of +1 signifies a perfect positive relationship, while À1 shows a perfect negative relationship. The smallest correlation is 0. Because correlation coefficients are defined between two cost elements, they are traditionally stored in a two-dimensional correlation matrix, which is always symmetric with unit diagonal.
Similar to the marginal distributions, the correlation matrix may be a result of statistic analysis on historical data or of subjective judgment. The historical approach requires a test on the significance of the correlation coefficients. A null hypothesis shall be tested against an alternative hypothesis to determine if a cost element is, not by coincidence, independent from others.
The historical approach has been used to find the product-moment correlations in an Australian data set drawn from 8 office-building projects [20] , and in a British data set drawn from 216 office-building projects [33] . The statistical approach has also been applied to calculate the rank correlations in the samples of 131 American projects [29] . The empirical results of these studies suggest the existence of correlations.
On the other hand, subjective judgment also finds its application in specifying the correlations between cost elements qualitatively. To this respect, researchers can subjectively choose two groups of correlations to assess strong, moderate, and weak relations: {0.8,0.45,0.15} [28] and {0.85,0.55,0.25} [7] .
When a correlation matrix is used in simulation, an important requirement is to ensure its feasibility, which restricts the matrix to be positive semidefinite regardless of its type (product-moment or rank) or the way it is estimated (historical or subjective) [19] . Being positive semidefinite means the eigenvalues of the correlation matrix must be non-negative. In a mathematical form, the requirement can be written as
where M is the correlation matrix, E, the eigenvector, and E T , transpose of E. In the literature, it has frequently occurred that the correlation matrix is not positive definite as indicated by Ranasinghe [24] . This is particularly an issue when the number of dimensions increases because the possibility of having an infeasible correlation matrix will grow rapidly as the dimension increases [17] .
Two procedures were proposed to adjust an infeasible correlation matrix. TouranÕs approach was to reduce all the correlations slightly (say 0.01) and repeat until the correlation matrix becomes feasible [28] . This approach overlooks the possibility of increasing some correlations while reducing others. Ranasinghe [24] developed a computer program to iteratively calculate and list the bounds of each correlation to make the matrix positive semidefinite. The program then asks the estimator to change the original values and wait until the program re-checks the feasibility and new bounds. This process continues until reaching the feasibility. This approach, however, may be time consuming due to its iterative nature.
Our discussion leads to the second goal of this study: to have an automatic procedure to check the feasibility of the correlation matrix and adjust it if necessary. To attain efficiency, the adjustment should be performed only once and in a prior fashion.
Proposed method
The proposed method takes two sets of input: marginal distributions of the cost elements (measured in unit cost, for example £/m 2 ) and a correlation matrix between these elements. The method is composed of two stages, which will be explained below.
Setup stage
The proposed method starts with a check on the feasibility of the original correlation matrix. If it is already positive semidefinite, one can immediately begin the simulation steps described in the following section; otherwise, we adopt the eigenvalue correction method from Ghosh and Henderson [13] to approximate the infeasible correlation matrix into a feasible one.
The setup stage consists of the following steps:
1. Decompose the correlation matrix M into a diagonal vector D of the eigenvalues and a full matrix V whose columns are the corresponding eigenvectors so that
2. Locate the negative eigenvalues and change them to a tiny positive number e to yield a new diagonal vector D. 3. Adjust the correlation matrix M by
4. Take the diagonal elements of M and store their inverses as the diagonals in a full matrix E
5. Normalize the diagonal elements to ensure unit diagonals (fundamental requirement for a correlation matrix)
where M is the new (approximated) correlation matrix.
A preliminary test is performed to ensure the effectiveness of the setup stage. We use a documented 19 · 19 correlation matrix ( Table 2 in [7] ) as an example. This correlation matrix has been proved to be non-positive-semidefinite [24] . Our tasks here are to apply the proposed steps and to check if the differences between the approximated values and the original specifications are small enough. The differences are quantified in two metrics: L ave (average) and L max (maximum)
where M is the specified correlation matrix and M is the approximated one; n is the number of cost elements
After performing the correction steps, L ave is 4.8954 · 10 À18 and L max is 1.7208 · 10 À15 . This shows empirically that the setup stage can, de facto, adjust the infeasible correlation matrix to a feasible one with ignorable changes.
The setup stage is to treat possible infeasibility, which may result from either erroneous input or inconsistent estimation. In other words, the setup stage would not be of any good if the correlation coefficients are incorrect or inconsistent. Thus, careful review is critical to ensure the correlation coefficients can reflect the true behavior of the correlation relationships.
Simulation stage
The fundamental concept of the simulation stage is to generate a vector of correlated normal variates, transform them into uniform variates by the aid of the cumulative normal probability function, and then map the variates into their individual marginal distributions by the inverse transform method [18] . The generated random variates are used to model the cost elements with the desired correlation structure. The procedure described here incorporates ideas from a new correlated multivariate generation technique (Normal To Anything, NORTA) [6] . In what follows, we enumerate all the steps and provide computational guidelines:
1. Apply the Cholesky decomposition to the correlation matrix, so that M = CC T , where C represents the Cholesky triangular. 2. Generate an IID (independent and identically distributed) unit scaled uniform random vector,
where n is the number of cost elements. 3. Translate Y into a standard-normal random vector P = (P 1 ,P 2 , . . . ,P n ). 4. Transform P into a correlated standard-normal random vector Z = (Z 1 ,Z 2 , . . . ,Z n ). 
For
Step 1, there exist several efficient algorithms to perform the Cholesky decomposition (see [14, 22] ). The generation of a uniform random vector in Step 2 is a standard feature supported by almost all the popular computer languages (such as C++, Java, Visual Basic, FORTRAN). The transformation in Step 3 can be approximated by the following equation [27] :
The transformation in Step 4 is
Step 5 involves the following integral:
which can be approximated by [1] where: The marginal CDF in Step 6 can be of any type of distribution as long as their inverses can be calculated either directly or via approximation. This is why the proposed method is able to treat different kinds of distributions simultaneously. It is much easier when the marginal distribution has a closed-form inverse (such as uniform or triangular). Otherwise, one has to rely on numerical approximation algorithms to find the inverses of the commonly-used distributions, such as beta [9] , gamma [5] , and normal distributions [21] .
By using X i as the estimate of the ith cost element, Step 8 is simply
where E j is the jth observation of the unit cost of the project. To make the addition meaningful, the estimates of different cost elements should be converted into the same unit of measure, such as £/m 2 .
Practical application
The proposed method is applied to the British data set described in [33] to demonstrate its practical use. The data set is drawn from 216 office buildings built between 1980 and 1994 and consists of 8 major cost elements. The data set has been standardized based on the times and locations the buildings were built.
All the cost elements and their marginal distributions are shown in Table 1 . The value of each cost element is expressed as £/m 2 . Here a cost element represents a relatively large work package, which may consist of several tasks. For example, ''superstructure'' involves formwork, steelwork, and concrete pouring. This level of granularity is suitable for higher level estimation. Moreover, the measure of £/m 2 can be changed to reflect the usual unit for progress measurement, if the proposed method is applied to other construction projects. For instance, a reasonable measure of cost elements for a highway project may be £/m while that for a residential community project may be £/house.
In the example, we consider three families of distributions, i.e., lognormal, beta, and discrete. The lognormal distributions are used because they fit the data better as argued by Wall [33] . The use of the other two is based on a pragmatic situation when a cost estimator prefers not using historical data but rather using a discrete distribution to describe possible outcomes of ''fitting and furnishings'', and beta distributions (three points) to estimate the distributions of ''services'' and ''external works''. These arrangements have been justified in previous sections. Table 2 shows the rank correlation coefficients between the cost elements of the full data set. Before applying the proposed method, the rank correlation coefficients are reviewed and adjusted to verify (1) if they can reflect the actual behavior of the correlations and (2) if they, derived from past data, are suitable for the current project. This process is based on practical judgments and can complement pure mathematic analysis. In this example, the rank correlation coefficients between ''external works'' and other cost elements are adjusted to be zero.
A simulation experiment is designed to implement the proposed method and to evaluate the impact of correlations between cost elements. In the experiment, every simulation replication leads to a sample of the project b Discrete (outcome, probability); the discrete distribution is subjectively specified.
c Beta (minimum, mode, maximum); the three parameters are subjectively specified.
cost by simply summing up cost elements drawn from individual distribution. The output statistics can then be used to assess the behavior of the true project cost. Before a full-scale simulation, validation runs are conducted to ensure the code is correct and the random variables have the specified distributions.
After 1000 simulation replications, Table 3 lists the descriptive statistics for the unit cost of the project. To assess the impact of correlations, we compare two scenarios: including and excluding correlations. Fig. 1 is a box-and-whisker plot which is used to visually compare the distributions of the two scenarios. The first observation is that both distributions are skewed to the right because the mean (shown as the cross) is larger than the median.
The second observation is that the scenario of ''including correlations'' has a much longer tail to the right than that of ''excluding correlation''. This indicates the former has a larger variability (uncertainty) than the latter. This conclusion is unsurprising because the former has a much greater standard deviation that the latter (149.55 versus 108.92, a 37% difference). Consequently, the 95% confidence interval of the former is much wider than that of the latter. Fig. 2 plots the CDFs of both scenarios. A practical use of the chart is to estimate the unit cost of the project with a certain probability. Taking correlations into consideration, the unit cost with a 0.90 probability is 958.50 £/m 2 , which would be profoundly underestimated as 903.52 £/m 2 if the correlations are neglected. The difference of 54.98 £/m 2 is greater than the cost of ''substructure'' (with a mean of 47.2 £/m 2 in Table 1 ). In other words, by neglecting the correlations, the error can be as serious as doing the substructure for free. 
Validation
In this section, we validate whether the proposed method can capture the desired correlation matrix. Note, however, the proposed method is an approximation because of the following reasons. First, it is assumed that the correlation between X i and X j in Step 7 (denoted by M X ) is close to the correlation between Z i and Z j in Step 4 (denoted by M Z ). Theoretically, to find a proper M Z that leads to the desired M X requires solving n(n À 1)/2 non-linear equations but the computation can be cumbersome [8] . Second, Steps 3, 5, and 6 require numerical approximation techniques.
Since the proposed method is an approximation, it is necessary to check the aggregated difference between the original specified correlation matrix and the generated one on the aforementioned metrics: L ave and L max defined by Eqs. (8) and (9) . For this particular application, L ave is 0.018 and L max is 0.051. Moreover, the standard deviation of the differences is 0.015. Thus, the confidence limits for the mean of the difference is estimated to be 0.018 ± 0.0059 at a two-tailed significance level of 0.05 with 27 degrees of freedom. The empirical numbers give us confidence that the proposed method, despite being an approximation, can model the desired rank correlations with relatively small deviations and thereby can help assess the true impact of correlations on cost estimation.
Closing remarks
In this paper, we propose a simulation-based method to estimate project cost while considering correlations between cost elements. The proposed method is more general than previous approaches because (1) it can treat different types of marginal distributions (discrete or continuous, different families distributions) for cost elements in one framework and (2) it can automatically adjust an infeasible correlation matrix into a close and feasible one very efficiently.
This paper introduces two sets of input data (marginal distributions of the cost elements and their correlations) and elaborates on how they are specified (historical and subjective approaches). The historical and subjective approaches possess their own characteristics and should both be allowed in the process of cost estimation. This leads to the development of the proposed method.
The modeling capabilities of the proposed method are empirically validated by an application to a modified British data set consisted of 216 office buildings. With the modeling capabilities, the proposed method helps cost estimators assess the true impact of correlations between cost elements on the project unit cost. The impact has been shown significant and should be considered with caution.
With the recognition that the proposed method is an approximation, users are suggested to perform the validation analysis as we demonstrated in this paper to ensure the deviation between the sampled and specified correlation matrices is within an acceptable range. It is also important to note that the proposed method relies heavily on the input of correlation data, which require not only mathematical computations but also practical judgments.
