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Abstract
We consider the KMS state associated to the Hamiltonian H =
σx ⊗ σx over the quantum spin lattice C2 ⊗ C2 ⊗ C2 ⊗ .... For a
fixed observable of the form L⊗L⊗L⊗ ..., where L : C2 → C2 is self
adjoint, and for positive temperature T one can get a naturally defined
stationary probability µT on the Bernoulli space {1, 2}N. The Jacobian
of µT can be expressed via a certain continued fraction expansion.
We will show that this probability is a Gibbs probability for a Ho¨lder
potential. Therefore, this probability is mixing for the shift map. For
such probability µT we will show the explicit deviation function for
a certain class of functions. When decreasing temperature we will be
able to exhibit the explicit transition value Tc where the set of values
of the Jacobian of the Gibbs probability µT changes from being a
Cantor set to being an interval.
We also present some properties for quantum spin probabilities at
zero temperature (for instance, the explicit value of the entropy).
1 Introduction
In [19] the case of zero temperature for the quantum spin probability and the
Hamiltonian H = σx⊗σx, where σx is the x-Pauli matrix, was analyzed. Here
we will analyze the analogous problem in the case of positive temperature.
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Given a selfadjoint operator H acting on a finite dimensional complex
Hilbert space H and a temperature T > 0, the density operator
ρH,T =
e−
1
T
H
Z(T )
,
where Z(T ) = Trace e−
1
T
H , is called the KMS operator associated to the
Hamiltonian H. It is usual to denote β = 1/T . A general reference on KMS
operators and KMS states is [5].
The set of linear operators acting on C2 will be denoted by M2. We will
call ω = ωn :M2 ⊗M2 ⊗ ...⊗M2︸ ︷︷ ︸
n
→ C a C∗-dynamical state if ωn(I⊗n) =
1 and ωn(a) ≥ 0, if a is a non-negative element in the tensor product. General
references on tensor products and spin lattices are [11], [1] and [20].
Here we will consider the Hamiltonian H = σx⊗σx : C2⊗C2 → C2⊗C2
acting on the spin lattice C2 ⊗ C2 ⊗ C2 ⊗ ..., where
σx =
(
0 1
1 0
)
is the x-Pauli matrix. More precisely we will consider for each n ≥ 2 the
state ω = ωn, which is defined in the following way: consider a fixed value
β > 0, and Hn = (C2)⊗n → (C2)⊗n given by
Hn =
n−2∑
j=0
I⊗ j ⊗H ⊗ I⊗ (n−j−2).
Denote ρω the operator
ρω = ρωH,β,n =
1
Tr (e−βHn)
e−βHn
and define the C∗-dynamical state ωn = ωH,β,n by
ωn (A) = trace (ρω A), A ∈M2 ⊗M2 ⊗ ...⊗M2︸ ︷︷ ︸
n
.
The family wn, n ∈ N, defines a C∗-dynamical state overM⊗∞2 in the fol-
lowing sense: wn is a C
∗-dynamical state overM2 ⊗M2 ⊗ ...⊗M2︸ ︷︷ ︸
n
for each
n. The C∗-dynamical states play an important role in Quantum Statistical
Mechanics (see [5] and [12])
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Assumption A: We fix a value θ ∈ (0, pi/2), θ 6= pi/4, and we consider
the self-adjoint operator L on the form
L =
(
cos2(θ)− sin2(θ) 2 cos(θ) sin(θ)
2 cos(θ) sin(θ) sin2(θ)− cos2(θ)
)
.
The case θ = 0 corresponds to L = σz and the case θ = pi/2 corresponds
to L = −σz. We will not consider these cases.
What is important in the above choice of L is the corresponding subspaces
of eigenvectors. The eigenvalues of L are λ1 = 1 and λ2 = −1 which are
associated, respectively, to the unitary eigenvectors ψ1 = (cos(θ), sin(θ)) ∈
C2 and ψ2 = (− sin(θ), cos(θ)) ∈ C2, which are orthogonal. Furthermore, for
any n ∈ N, the observable
L⊗n := (L⊗ L⊗ ....⊗ L) : (Cd ⊗ Cd ⊗ ....⊗ Cd)→ (Cd ⊗ Cd ⊗ ....⊗ Cd)
has the eigenvector (ψj1 ⊗ ψj2 ⊗ ....⊗ ψjn ) associated to the eigenvalue λj1 ·
λj2 · · ·λjn . Any eigenvalue of L⊗n is of this form.
We denote by Pj = Pψj : C2 → C2 the orthogonal projection on the
subspace generated by ψj, j ∈ {1, 2}. In this way
P1 =
(
cos(θ)2 cos(θ) sin(θ)
cos(θ) sin(θ) sin(θ)2
)
and
P2 =
(
sin(θ)2 − cos(θ) sin(θ)
− cos(θ) sin(θ) cos(θ)2
)
.
Note that Tr P1 = Tr P2 = 1. Moreover,
σx(P1) =
(
cos(θ) sin(θ) sin2(θ)
cos2(θ) cos(θ) sin(θ)
)
,
which has trace equal to β1 := sin(2 θ) ∈ R, and
σx(P2) =
( − cos(θ) sin(θ) cos2(θ)
sin2(θ) − cos(θ) sin(θ)
)
has trace β2 := − sin(2 θ) ∈ R. Therefore, Tr (σx(P2)) = β2 = −β1.
We want to define a probability µβ on the Bernoulli space {1, 2}N. First,
for each n we introduce the probability µβ,n, in such way that, for an element
(j1, ..., jn) ∈ {1, 2}n it is given by
3
µβ,n(j1, , ..., jn) =
1
Tr (e−βHn)
Tr
[
e−βHn(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
=
1
cosn−1(iβ)2n
Tr
[
n−1∏
i=1
[cos(iβ)I⊗n + i sin(iβ)(σxi ⊗ σxi+1)n](Pj1 ⊗ ...⊗ Pjn)
]
,
where the above product represents composition of operators.
Finally we observe that there exists a unique probability µβ over Ω =
{1, 2}N satisfying µβ([j1, ..., jn]) = µβ,n(j1, ..., jn) for any n ∈ {2, 3, ...} and
any cylinder set [j1, ..., jn] ⊂ Ω. It is also invariant for the shift map σ (see
Theorem 9 below).
Definition 1. We call the above probability µβ the quantum spin probability
for inverse temperature β.
The above definition is consistent with the one usually considered on the
literature (see [13], [14] and [15]).
Suppose J : {1, 2}N → R is a Ho¨lder positive function such that for
any y ∈ {1, 2}N we have that ∑{x |σ(x)=y} J(x) = 1. The associated Ruelle
operator Llog J is the one such that Llog J(f) = g, when for any y we have
g(y) =
∑
{x |σ(x)=y}
J(x) f(x).
L∗log J denotes the dual of the Ruelle operator which acts on probabilities over
{1, 2}N (via the Riesz Theorem) as described in [22].
Definition 2. The unique probability m such that L∗log J(m) = m is called the
Ho¨lder Gibbs probability associated to log J . We say that J is the Jacobian
of m.
One can show that the Kolomogorov entropy satisfies h(m) = − ∫ log Jdm.
The function J can also be seen as the Radon-Nykodim derivative on the in-
verse branches of σ (see section 9.7 of [26] or [23]). Ho¨lder Gibbs probabilities
are equilibrium states for Ho¨lder potentials (see [22]). The relation of Gibbs
probabilities with DLR probabilities is explained in [7] and [6].
Our main result is the following (see section 4):
Theorem 3. For any β > 0 there exist a Holder function Jβ, such that,
Jβ is the Jacobian of the quantum spin probability µβ. The function Jβ is
described by a continuous fraction expansion (see Lemma 16). There is an
explicit transition parameter βc (when β is increasing) where the image values
of the Jacobian change from a regular Cantor set to an interval.
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We will present later on section 4 some pictures illustrating this behaviour
(Cantor set or interval).
We say that there exists a Large Deviation Principle (LDP for short)
for the probability µ on Ω and the function A : Ω → R, if there exist a
lower-semicontinuous function I : R→ R, such that,
a) for all closed sets K ⊂ R we get
lim
n→∞
1
n
log
(
µ
{
z such that
1
n
n−1∑
j=0
A(σj(z)) ∈ K
} )
≤ − inf
s∈K
I(s),
b) for all open sets B ⊂ R we get
lim
n→∞
1
n
log
(
µ
{
z such that
1
n
n−1∑
j=0
A(σj(z)) ∈ B
} )
≥ − inf
s∈B
I(s).
The above function I is called the deviation function. We refer the reader
to [14], [15], [13] and [21] for several results on the topic of Large Deviations
for Quantum Spin Systems. It is known that when the probability µ is Ho¨lder
Gibbs (the case we consider here) and the function A is Holder then it is true
the Large Deviation principle and I is an analytic function.
Here we will present explicit results for a certain potential A : Ω → R
which depends just on the first coordinate, that is,
A(x1, x2, ..., xn...) = A(x1).
Such A is a Ho¨lder function.
Here we denote Φβ =
e−β
cos(iβ)
= 2
e2β+1
∈ (0, 1), β1 = sin(2 θ) and β2 =
−β1. We assume that A depends just on the first coordinate and we set
δ(t) =
∑
j
et A(j) and α(t) =
∑
j
βj e
t A(j).
We will prove the following result:
Theorem 4. Denote µβ, β > 0 the quantum spin probability. In the case
A : Ω → R depends just on the first coordinate on Ω, the associated free
energy function
c(t) = lim
n→∞
1
n
log
∫
et (A(x)+A(σ(x))+A(σ
2(x))+...+A(σn−1(x)) )dµβ(x)
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is given by the expression
c(t) = log
Φβδ(t) +
√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
 .
The deviation function I is the Legendre Transform of c(t).
The last claim follows from classical results. As the probability µβ is a
Ho¨lder Gibbs state the deviation function I is the Legendre transform of c(t)
(see [9], [17], [16] or [18]). The proof of the above Theorem will be done on
section 5.
In section 6 we will present some results for the quantum spin probabil-
ity µ at temperature zero which complement the ones in [19]. Among other
things we compute the entropy of such µ and we present an ergodic con-
jugacy with another dynamical system which is somehow “related” to the
independent Bernoulli probability.
Theorem 5. Denote by µ the zero temperature quantum spin probability, as
described in [19], by µ0 the uniform probability (1/2, 1/2) on the set {0, 1}
and by µp the independent Bernoulli probability (p, 1 − p) on {0, 1}N, where
p = 1+sin(2 θ)
2
. There exists an ergodic equivalence H between the shift σ acting
on ({1, 2}N, µ) and the transformation T acting on ({0, 1}×{0, 1}N, µ0×µp),
where
T (c0, c1, ...) = (1− c0, σ(c1, c2, ...)).
The entropy of µ is h(µ) = −p log p− (1− p) log(1− p).
We will present later on section 6 a picture showing the behaviour of the
values of the Jacobian of the zero temperature quantum spin probability in
this case.
Part of the present paper was described on the Master dissertation [3].
In the appendix we will provide some proofs (of theorems and propositions
of the paper) which are more technical.
2 Recurrence formulas and construction of
the quantum spin probability
In this section we will study initial properties of the quantum spin probability
and provide recurrence formulas for calculate it in cylinders.
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Notation 6. For n ≥ 3,
(σxl ⊗ σxl+1)n =

σx ⊗ σx ⊗ I ⊗ ...⊗ I︸ ︷︷ ︸
n−2
, l = 1
I ⊗ ...⊗ I︸ ︷︷ ︸
n−2
⊗σx ⊗ σx, l = n− 1
I ⊗ ...⊗ I︸ ︷︷ ︸
l−1
⊗σx ⊗ σx ⊗ I ⊗ ...⊗ I︸ ︷︷ ︸
n−l−1
, 1 < l < n− 1
.
From [19] we get
e−βHn = e−β [
∑n−1
l=1 (σ
x
l ⊗σxl+1)n] =
n−1∏
l=1
e−β (σ
x
l ⊗σxl+1)n
=
n−1∏
l=1
[cos(iβ) I⊗n + i sin(iβ) (σxl ⊗ σxl+1)n],
where the product means composition of operators. Furthermore Tr (e−β Hn) =
cosn−1(iβ)2n.
We denote Φ = Φβ :=
e−β
cos(iβ)
. Note that as i sin(βi) = − cos(βi) + e−β,
we get
i sin(iβ)
cos(iβ)
= − 1 + Φβ. In this way we can express the probability µβ,n
as:
µβ,n(j1, ..., jn) =
1
2n
Tr
[
n−1∏
i=1
[I⊗n + (Φβ − 1)(σxi ⊗ σxi+1)n](Pj1 ⊗ ...⊗ Pjn)
]
. (1)
We define µβ,1(1) = 1/2 and µβ,1(2) = 1/2. For cylinders of length 2 and
3 the probability is computed below.
Example 7.
µβ,2(a, b) =
1
22
Tr [(I ⊗ I − (σx1 ⊗ σx2 )2 + Φβ (σx1 ⊗ σx2 )2)(Pa ⊗ Pb)]
=
1
22
Tr [Pa ⊗ Pb]− 1
22
Tr [σx1Pa ⊗ σx2Pb] +
1
22
Φβ Tr [σ
x
1Pa ⊗ σx2Pb]
=
1
22
[1 − βaβb] + 1
22
Φββaβb.
and
µβ,3(a, b, c) =
1
23
Tr
 (I ⊗ I ⊗ I + (−1 + Φβ)(σx1 ⊗ σx2 )3)◦(I ⊗ I ⊗ I + (−1 + Φβ)(σx2 ⊗ σx3 )3)◦
(Pa ⊗ Pb ⊗ Pc)

=
1
23
[
1 + (−1 + Φβ)βaβb + (−1 + Φβ)βbβc + (−1 + Φβ)2βaβc
]
.
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Remark 8. We have 0 < Φβ < 1, for all β ∈ (0,∞). Indeed, eβ = cos(iβ) +
i sin(iβ), then
cos(iβ) =
eβ + e−β
2
.
In this way we get
Φβ =
2e−β
eβ + e−β
=
2
e2β + 1
∈ (0, 1).
The computations of µβ for cylinders of size 4, 5, ... can be done from re-
currence formulas introduced below. Before this, let us present the following
result
Theorem 9. There exists a unique probability µβ over Ω := {1, 2}N, such
that, for any n ∈ {1, 2, 3, ...} and any cylinder set [j1, ..., jn] we have:
µβ([j1, ..., jn]) = µβ,n(j1, ..., jn).
Furthermore it is invariant by the shift map σ.
Proof. From Theorem 35 in Appendix, for all n ∈ {1, 2, 3, ...} we get
µβ,n+1(j1, ..., jn, 1) + µβ,n+1(j1, ..., jn, 2) = µβ,n(j1, ..., jn).
In a similar way, from symmetry of (1), we obtain, for all n ∈ {1, 2, 3, ...},
µβ,n+1(1, j1, ..., jn) + µβ,n+1(2, j1, ..., jn) = µβ,n(j1, ..., jn).
The existence and uniqueness follow from the Caratheodory extension theo-
rem (see [8] or [26]). The invariance by σ follows from above equation.
Notation 10. µβ(j1, ..., jn) := µβ([j1, ..., jn]).
The ergodic properties of the probability µβ is the main object of the
present paper. The case when temperature is zero (β →∞) was considered
in [19]. In the end of the paper we will present some more results which
complement the analysis of [19]. Related results appear in [24] and [4].
From now on let us present two recurrence formulas which are analogous
- but more complex - to the ones in [19].
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Theorem 11. For the probability µβ and for any n ≥ 2, we get
µβ(k, j1, ..., jn) =
µβ(j1, ..., jn)
2
+
n−2∑
i=1
(−1 + Φβ)iβkβji
2i+1
µβ(ji+1, ..., jn)+
(−1 + Φβ)n−1βkβjn−1
2n+1
+
(−1 + Φβ)nβkβjn
2n+1
.
For the proof see Appendix (Theorem 36)
Theorem 12. For any n ≥ 1, we get
µβ(k0, k1, ..., kn) =
1
2
(
1+
βk0
βk1
(−1+Φβ)
)
µβ(k1, ..., kn) +
βk0
2
(−1+Φβ)
( −1
2βk1
+
βk1
2
)
µβ(k2, ..., kn).
For the proof see Appendix (Theorem 37)
3 The continuous fraction expression for the
Jacobian
A general reference for Thermodynamic Formalism and Gibbs probabilities
is [22]. The reasoning of this section is similar to the one in section 4 in [19].
Remember that Φβ =
2
e2β+1
∈ (0, 1).
We denote
a(k0, k1) =
1
2
(
1 +
βk0
βk1
(−1 + Φβ)
)
and
b(k0, k1) =
βk0
4
(−1 + Φβ)
(−1
βk1
+ βk1
)
,
where k0, k1 ∈ {1, 2}, β1 = sin(2θ) and β2 = −β1 for θ ∈ (0, pi2 ) and θ 6= pi4 .
The possible values of a(k0, k1) e b(k0, k1) are:
a) if k0 = k1, then
0 < a(k0, k1) =
Φβ
2
<
1
2
9
and
0 < b(k0, k1) =
βk0
4
(−1 + Φβ)
(−1
βk1
+ βk1
)
=
1
4
(−1 + Φβ)(−1 + β2k1) =
1
4
(1− Φβ)(1− β2k1) <
1
4
.
b) if k0 6= k1, then
0 < a(k0, k1) = 1− Φβ
2
< 1
and
−1
4
< b(k0, k1) =
βk0
4
(−1 + Φβ)
(−1
βk1
+ βk1
)
= −1
4
(−1 + Φβ)(−1 + β2k1) = −
1
4
(1− Φβ)(1− β2k1) < 0.
By Proposition 12 we get
µβ(k0, k1, ..., kn) = a(k0, k1)µβ(k1, ..., kn) + b(k0, k1)µβ(k2, ..., kn).
Proposition 13. Suppose that θ 6= pi
4
. Then, µβ is positive in cylinders.
Proof. The proof follows the arguments in [19]. For cylinders of size 1, 2
and 3 the expression can be directly checked. We conclude the proof using
induction.
Suppose µβ is positive for any cylinder set of size smaller or equal to n.
As µβ is σ-invariant, we get
µβ(x0, x1, ..., xn) = µβ(1, x0, ..., xn) + µβ(2, x0, ..., xn) ≥
µβ(x0, x0, x1, ..., xn) = a(x0, x0)µβ(x0, ..., xn) + b(x0, x0)µβ(x1, ..., xn) > 0.
Now we will get a result on the Jacobian J = Jµβ (see section 9.7 of [26])
of the probability µβ in a similar fashion as in [19].
Define for x = (x0, x1, ...) ∈ Ω,
Jn(x) :=
µβ(x0, ..., xn)
µβ(x1, ..., xn)
and
Jµβ(x) = J(x) := limn→∞
Jn(x) = lim
n→∞
µβ(x0, ..., xn)
µβ(x1, ..., xn)
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in the case the limit exists. It is known that when ν is a σ-invariant prob-
ability the Jacobian Jν is well defined for almost everywhere point x (see
[23]).
From proposition 12 we get
µβ(k0, k1, ..., kn)
µβ(k1, ..., kn)
= a(k0, k1) + b(k0, k1)
µβ(k2, ..., kn)
µβ(k1, ..., kn)
. (2)
From this expression we get the following important consequence:
Corollary 14. For all n ≥ 1 we get
Jn(x0, x1, ...) = a(x0, x1) + b(x0, x1)
1
Jn−1(x1, x2, ...)
.
Moreover, taking the limit n→∞ in (2), we obtain
J(k0, k1, ...) = a(k0, k1) + b(k0, k1)
1
J(k1, k2, ...)
.
Remark 15. Note that adapting the argument of Proposition 13, we get
Jn(x0, x1, ...) ≥ b(x0, x0) > 0.
Moreover, note that Jn(1, x1, ...) + J
n(2, x2, ...) = 1. Therefore, we obtain
b(x0, x0) ≤ Jn(x0, x1, ...) ≤ 1− b(x0, x0).
Finally, as J(x) = lim
n→∞
Jn(x) (if the limit exists) we get the estimate
1
4
(1− Φβ)(1− β2x0) ≤ J(x) ≤ 1−
1
4
(1− Φβ)(1− β2x0).
Lemma 16. In the case of convergence of J we get
J(k0, k1, ...) = lim
n
µβ(k0, ..., kn)
µβ(k1, ..., kn)
=
lim
n→∞
a(k0, k1) + b(k0, k1) 1
a(k1, k2) + b(k1, k2)
1
...a(kn−1, kn) + b(kn−1, kn) 11/2

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Proof. From Corollary 14 it follows
Jn(x0, x1, ...) = a(x0, x1) + b(x0, x1)
1
Jn−1(x1, x2, ...)
.
Note that from Proposition 12, we get
J1(xn−1, xn, ...) = a(xn−1, xn) + b(xn−1, xn)
1
1/2
.
As J(x) = lim
n→∞
Jn(x) the Lemma is proved.
The expression for J(k0, k1, ...) given by Lemma 16 is a continuous frac-
tion expansion (when converges). A general reference for continuous fraction
expansions is [27]. In the next section we will prove that J is well defined for
any element on {1, 2}N and it is a Ho¨lder continuous function. Therefore, we
will show that µβ is a Gibbs probability (see [22]). As a consequence µβ is
mixing (see [22] or [26]).
4 µβ is a Ho¨lder Gibbs probability
In the reasoning of this section the continuous fraction expansion expression
presented in Lemma 16 will be of fundamental importance. We will show
that J : {1, 2}N → R is Ho¨lder continuous.
We will show that there exists a critical parameter βc =
1
2
log( 4
cos2(2 θ)
−1),
such that, for β < βc the set of values of the Jacobian is a regular Cantor set
and for β ≥ βc this set is an interval.
We denote in this section
α = a(k0, k0) =
Φβ
2
=
1
e2β + 1
and
γ = b(k0, k0) =
1
4
(1− Φβ) cos2(2 θ).
In this case α and γ are such that 0 < α < 1/2, and 0 < γ < 1/4. Further-
more, since 4γ < 1− Φβ = 1− 2α, 4γ + 2α < 1 and so (1− α)2 − 4γ > 0.
We want to identify J(k0, k1, k2, ...) as the limit
lim
n→∞
a(k0, k1) + b(k0, k1) 1
a(k1, k2) + b(k1, k2)
1
...a(kn−1, kn) + b(kn−1, kn) 11/2
 .
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Note that if k0 = k1 we get that
J(k0, k1, k2, ...) = α +
γ
J(k1, k2, k3, ...)
, (3)
and in the case k0 6= k1 we get that
J(k0, k1, k2, ...) = 1− α− γ
J(k1, k2, k3, ...)
. (4)
The results of this sections are adapted from the formalism used on section
6 where more details are presented about the interplay of the symbolic string
(k0, k1, k2, k3, ...) and the limit value J .
In order to estimate the value of the fraction expansion of J(k0, k1, k2, ...)
we will have to consider the two functions
f0(x) = α +
γ
x
and
f1(x) = 1− α− γ
x
.
It follows from Lemma 16 that the values of the Jacobian J(k0, k1, ..., kr, ..)
are the possible limits of iterations of the form
fnlul ◦ fmlvl ◦ fnl−1ul−1 ◦ fml−1vl−1 ◦ ... ◦ fn1u1 ◦ fm1v1 (1/2), (5)
where uj, vj ∈ {1, 2}, j = 1, ..., l, and l → ∞. The values mj and nj will
depend of the successive changes (or, not) from kh to kh+1, h ∈ N, on the
string (k0, k1, k2, ...) (according to (3) and (4)).
Note that f1 is associated to changing symbols on the string and f0 to
not changing symbols. For example, for k = (1, 2, 2, 1, 2, 2, 1, ....) we get
J6(k) = ( f1 ◦ f0 ◦ f1 ◦ f1 ◦ f0 ) (1/2)
and
J7(k) = ( f1 ◦ f0 ◦ f1 ◦ f1 ◦ f0 ◦ f1) (1/2).
We denote by r =
α+
√
α2+4γ
2
the positive fixed point of f0. This fixed
point is contracting. The function f1 has two positive fixed points: R˜ =
1−α−
√
(α−1)2−4γ
2
(which is expansive) and R =
1−α+
√
(α−1)2−4γ
2
(which is con-
tractive).
We claim that
0 < R˜ < 1−R < r < 1/2 < R < 1− α.
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Indeed, R˜ + R = 1 − α, where R < 1 − α and R˜ = 1 − α − R < 1 − R.
We have x2 − αx − γ < 0 for 0 ≤ x < r and x2 − αx − γ > 0 for x > r.
Since (1/2)2 − α · (1/2)− γ = (1− 2α − 4γ)/4 > 0, it follows that 1/2 > r.
On the other hand, x2 − (1 − α)x + γ < 0 ⇐⇒ R˜ < x < R, and, since
(1/2)2−(1−α) ·(1/2)+γ = (−1+2α+4γ)/4 < 0, we have 1/2 < R. Finally,
r = f0(r) > f0(R) = α +
γ
R
= α + (1 − α − R) = 1 − R (since f0 inverts
orientation in (0,+∞).
Lemma 17. f0 and f1 are contractions on the interval I = [1 − R,R] for
some metric d˜.
Proof: We claim that the interval I = [1−R,R] (note that 1/2 belongs
to I) is such that fj(I) ⊂ I, for j = 0, 1.
First we consider f0. Note that f0(R) = α+
γ
R
= α+(1−α−R) = 1−R.
We claim that f0(1−R) < R. Indeed, this means α−αR+γ < R−R2, which
is equivalent to R2 + α− αR+ γ −R < 0. As R2 = R− αR− γ (because R
is a fixed point of f1), the above one is equivalent to α − 2αR < 0 which is
satisfied because α > 0 and 1/2 < R.
Now we study f1. Note that f1(I) = [f1(1−R), f1(R)] = [f1(1−R), R]. As
f1 is concave, and (R˜, R˜), (R,R) are points of the graph, we have f1(x) > x,
for R˜ < x < R. From this we get that f1(1−R) > 1−R.
We will have to consider an IFS of the form (5). Then, it will be necessary
that f0(f1(1−R)) > 1−R. This, follows from the fact that f0 is monotonous
decreasing and f1(1− R) < R. From the iteration dynamics (5) we get that
the possible values of J will be on the interval [1−R,R].
Is not true that the modulus of the derivatives |f ′0| and |f ′1| are always
smaller than 1 on the interval [1 − R,R], but we claim that f0 and f1 are
contractions for a distance obtained from a certain differentiable Riemannian
metric on the interval I.
The above claim implies that there exists a natural number n, such that,
compositions of n times (using the functions f0 and f1 in any way) are strong
contractions (on the usual metric) and the sequence (xn), n ∈ N, given
by xn =
µ(k0,k1,k2,...,kn)
µ(k1,k2,...,kn)
exponentially converges (to J(k0, k1, k2, . . . )), for any
choice of k0, k1, k2, . . . . Moreover, J will be a Ho¨lder function of k0, k1, k2, . . . .
In order to show the claim, note that for small  > 0 the interval J =
(1 − R − , R + ) is such that the interval fj(J) is strictly contained in J ,
for j = 0, 1.
Indeed, |f ′0(x)| = γ/x2 < 1, for x ≥ r (because
√
γ < r, which follows
from (
√
γ)2 − α · √γ − γ = −α · √γ < 0). Therefore, 1 − R − f0(R + ) =
|f0(R + ) − f0(R)| < , that is, f0(R + ) > 1 − R − . Moreover, as
f0(1−R) < R, if  is small enough we get f0(1−R− ) < R < R + .
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On the other hand, as f1(x) > x, for R˜ < x < R and 1− R > R˜, we get
for  small enough 1−R− > R˜, and then, f1(1−R−) > 1−R−. Finally
note that f1(x) < x, for x > R, and from this follows f1(R + ) < R + .
The proof of the claim that f0 and f1 are contractions on some metric
follows from the fact that given and interval J , there exists a differentiable
metric in J which is contracted by any Mo¨bius transformation (of the form
M(x) = ax+b
cx+d
) which maps J in an interval strictly contained in J .
Considering a conjugation which takes J exactly on the interval (−1, 1),
we get that, it is enough to prove this result for the interval (−1, 1).
We will show that any Mo¨bius transformation M(x) = ax+b
cx+d
which takes
(−1, 1) strictly inside (−1, 1) strictly contracts the metric ρ(x)dx, where
ρ(x) = 1
1−x2 . This means |M ′(x)ρ(M(x))| < |ρ(x)|, for all, x ∈ (0, 1) (we
note that this metric ρ(x)dx is the restriction of the Poincare´ hyperbolic
metric on the unit disk to the interval (−1, 1); we refer the reader to sections
3.3 and 3.4 in [2] for general results on the action of Mo¨bius transformation
on the hyperbolic metric on the disk).
In order to show that we point out that for any a ∈ (−1, 1), the Mo¨bius
transformation Ma(x) = x−a1−ax is a diffeomorphism from (−1, 1) to (−1, 1)
which maps a to 0 and 0 to−a. Moreover, is a preserving orientation isometry
for this metric. Indeed,
M′a(x) =
1− a2
(1− ax)2 =
1−Ma(x)2
1− x2 =
ρ(x)
ρ(Ma(x)) .
If M(x) = ax+b
cx+d
takes (−1, 1) in an interval strictly contained in (−1, 1),
the same happens for the Mo¨bius transformation
M˜(x) =MM(x) ◦M ◦M−x
(where x ∈ (−1, 1)).
We have M˜(0) = 0 and
M˜ ′(0) =M′M(x)(M(x)) ·M ′(x) · M′−x(0) =
ρ(M(x))
ρ(0)
·M ′(x) · ρ(0)
ρ(x)
=
ρ(M(x))
ρ(x)
M ′(x),
therefore, all we have to show is |M˜ ′(0)| < 1.
Note that M˜ is a Mo¨bius transformation that maps (−1, 1) in an interval
strictly contained in (−1, 1) and satisfies M˜(0) = 0. From this we get neces-
sarily M˜(x) = x
sx+t
, where |t + s| ≥ 1 e |t − s| ≥ 1, and, moreover, at least
one of the inequalities is strict. This implies that |t| > 1 and |s| ≤ |t| − 1.
From this we get that |M ′(0)| = |1/t| < 1 and this shows the main claim.
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In this way there exists 0 < λ < 1 such that f0 and f1 contract distances
by a factor λ for some distance d˜(x, y) (induced by the Riemannian metric)
on the metric space [R− 1, R].
Corollary 18. The Jacobian J : {1, 2}N → (0, 1) is a Ho¨lder continuous
function.
Proof: Denote by 0 < λ < 1 a contraction constant (on the hyperbolic
distance d˜) for both f0 and f1. We denote by d the usual distance on Ω.
Given a point k ∈ Ω, k = (k0, k1, k2, ..., kn, ...), the Jacobian J(k) =
J(k0, k1, k2, ..., kn, ...) is obtained via the limit of expression (5). Given also
another point q = (q0, q1, q2, ..., qn, ...) ∈ Ω, if d(q, k) = 2−t, t ∈ N, then,
(k0, k1, k2, ..., kn, ...) and (q0, q1, q2, ..., qn, ...) coincide until order t. We want
to compare Js(k) and Js(q) for s much more larger than t. For s > t fixed,
we get from (5),
Js(k) = fnr0 ◦ fmr1 ◦ fnr−10 ◦ fmr−11 ◦ ... ◦ fn10 ◦ fm11 (ds), (6)
and
Js(q) = fnr0 ◦ fmr1 ◦ fnr−10 ◦ fmr−11 ◦ ... ◦ fn10 ◦ fm11 (cs), (7)
where nr +mr + ...+ n1 +m1 = t and ds, cs ∈ [1−R,R].
As f0 and f1 are λ-contractions we get
d˜(Js(k), Js(q)) < λt d˜(ds, cs) ≤ λt D,
where we denote by D the diameter of [1 − R,R] according to d˜. Since the
distance d˜ and the usual (Euclidean) distance are equivalent on [1 − R,R],
there is a constant K > 0 such that |Js(k)− Js(q)| ≤ K · λt for every s > t.
It follows that (as s→ +∞) |J(k)− J(q)| ≤ K · λt.
If λ ≤ 1/2 we get |J(k)− J(q)| ≤ (1/2)t K = d(k, q)K, and therefore J
is a Lipchitz function. If λ > 1/2 consider δ > 0 such that λ = (1/2)δ. In this
case we get |J(k)−J(q)| ≤ λt K = ( (1/2)δ )t K = ( (1/2)t )δK = d(k, q)δK
and therefore J is a δ-Ho¨lder function.
Remark: The image of J(k0, k1, k2, . . . ) is the attractor for the Iterated
Function System [10] defined by f0 and f1 acting on the interval I = [1−R,R].
We will study when the image of J is a Cantor set or an interval.
16
0.2 0.4 0.6 0.8 1.0
0.46
0.48
0.50
0.52
0.54
Figure 1: The graph of the values of the Jacobian J12 when cos(2 θ) = 0.12
and β = 5.6. The transition value of β is equal to 2.341. Above the points on
the interval are associated with points in {1, 2}N using the binary expansion
with symbols 1 and 2 (by this we mean: on the binary expansion we associate
0 to 1, and, 1 to 2). We considered strings with 12 symbols k0, k1, ..., k11 ∈
{1, 2}.
0.2 0.4 0.6 0.8 1.0
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0.510
Figure 2: The graph of the values of the Jacobian J12 when cos(2 θ) = 0.12
and β = 0.8. The transition value of β is equal to 2.341. Above the points on
the interval are associated with points in {1, 2}N using the binary expansion
with symbols 1 and 2 (by this we mean: on the binary expansion we associate
0 to 1, and, 1 to 2). We considered strings with 12 symbols k0, k1, ..., k11 ∈
{1, 2}.
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Proposition 19. The image of J is a Cantor set, if and only if, 0 < γ <
α(1 − 2α). In the other case it is an interval. The transition value for β
where γ = α(1− 2α) corresponds to the value
β =
1
2
log(
4
cos2(2 θ)
− 1).
Proof. As f0 and f1 are contractions on I = [1−R,R] (in a suitable metric)
the image of J is a regular Cantor set or an interval. We can say exactly
when such alternative occurs. If f0(I) and f1(I) are disjoint the attractor
will be a Cantor set with Hausdorff dimension strictly between 0 and 1. If
f0(I) ∪ f1(I) = I the attractor is all the interval I.
Observe that f0(I) = [1 − R, f0(1 − R)] and f1(I) = [f1(1 − R), R]. In
this way, f0(I) and f1(I) are disjoint, if and only if, f0(1− R) < f1(1− R).
As f0(1−R) = α + γ1−R and f1(1−R) = 1− α− γ1−R we have
f0(1−R) < f1(1−R) ⇐⇒ α + γ
1−R < 1− α−
γ
1−R ⇐⇒
2γ
1−R < 1− 2α ⇐⇒ 1−R >
2γ
1− 2α ⇐⇒ R < 1−
2γ
1− 2α.
The solutions of x2− (1−α)x+ γ = 0 are R˜ and R. As 2γ
1−2α <
2γ
4γ
= 1/2
we get 1− 2γ
1−2α > 1/2 > R˜. It follows that
R < 1− 2γ
1− 2α ⇐⇒ (1−
2γ
1− 2α)
2 − (1− α)(1− 2γ
1− 2α) + γ > 0.
Therefore
f0(1−R) < f1(1−R) ⇐⇒ (1− 2γ
1− 2α)
2 − (1− α)(1− 2γ
1− 2α) + γ > 0
⇐⇒ −4γ(1−2α)+4γ2+α(1−2α)2+2γ(1−2α)−2αγ(1−2α)+γ(1−2α)2 > 0.
The above condition can be expressed as
0 < 4γ2 − (1− 2α)(1 + 4α)γ + α(1− 2α)2 = (4γ + 2α− 1)(γ − α(1− 2α)).
As 4γ + 2α− 1 < 0, this condition is equivalent to γ − α(1− 2α) < 0.
Therefore, the conclusion is that the attractor is a regular Cantor set, if
and only if,
0 < γ < α(1− 2α).
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From definition of α and γ we have γ = 1
4
(1 − 2α) cos2(2 θ). Then the
inequality 0 < γ < α(1−2α) is equivalent to cos2(2 θ)
4
< α. As α =
Φβ
2
= 1
e2 β+1
we finally get
cos2(2 θ)
4
<
1
e2β + 1
⇐⇒ β < 1
2
log(
4
cos2(2 θ)
− 1).
The final conclusion is that the image of J is a regular Cantor set, if and
only if,
β <
1
2
log(
4
cos2(2 θ)
− 1).
When β is larger we get that the image of J is an interval.
As the probability µβ is mixing (because the potential is Ho¨lder) in par-
ticular we have that for any cylinders A = [a1, ..., ak] and B = [b1, ..., bl]:
lim
n→∞
µ(A ∩ σ−nB) = µ(A)µ(B).
This means
lim
n→∞
∑
j1,...,jn
µβ(a1, ..., ak, j1, ..., jn, b1, ..., bl) = µβ(a1, ..., ak)µβ(b1, ..., bl). (8)
One can show the following precise result concerning the speed of conver-
gence (see [3] for the computations):
lim
n→∞
∑
j1,...,jn
µβ(a1, a2, a3, ..., ak, j1, ..., jn, b1, ..., bl)
=
[
1
2
(
1 +
βa1
βa2
(−1 + Φβ)
)
µβ(a2, ..., ak) +∑
j1,...,jn
βa1
2
(−1 + Φβ)
( −1
2βa2
+
βa2
2
)
µβ(a3, ..., ak)
]
µβ(b1, ..., bl)
= µβ(a1, a2, ..., ak)µβ(b1, ..., bl).
5 LDP
In this section we will present some results which are similar but more com-
plex that the ones in section 5 in [19].
In this section we will prove Theorem 4.
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Definition 20. For x = (x1, x2, · · · ) ∈ Ω = {1, 2}N and A : Ω → R, we
define the n-Birkhoff sum for A and x as
Sn(A, x) :=
n−1∑
j=0
A(σj(x)) = A(x) + A(σ(x)) + · · ·+ A(σn−1(x)).
Definition 21. Suppose A : Ω → R is a Ho¨lder function. We define for
each t ∈ R,
Qn(t) :=
∫
et Sn(A,x)dµβ(x).
In the case A depends just on the first coordinate we get
Qn(t) =
∑
x0
∑
x1
...
∑
xn
et (A(x0)+A(x1)+...+A(xn)) µβ(x0, x1, ...xn).
The free energy on time t is
c(t) := lim
n→∞
1
n
log
∫
et Sn(A,z)dµβ(z) = lim
n→∞
1
n
logQn(t),
for each t ∈ R.
Remember that
δ(t) =
∑
j
et A(j) and α(t) =
∑
j
βj e
t A(j).
Remark 22. Note that |α(t)| < |δ(t)|, because |βj| ≤ 1 and β1 = −β2.
Moreover, note that δ(t) > 0.
We will show that for any t ∈ R,
c(t) = log
Φβδ(t) +
√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
 .
The function c(t) is differentiable on t.
Example 23. We will estimate Q3(t). From Theorem 11 we get
µβ(j0, j1, j2, j3) =
µβ(j1, j2, j3)
2
+
(−1 + Φβ)βj0βj1
4
µβ(j2, j3) +
(−1 + Φβ)2βj0βj2
16
+
(−1 + Φβ)3βj0βj3
16
,
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therefore,
Q3(t) =
∑
j0
∑
j1
∑
j2
∑
j3
et (A(j0)+A(j1)+A(j2)+A(j3)) µβ(j0, j1, j2, j3)
=
[
1
2
∑
j0
et A(j0)
] ∑
j1
∑
j2
∑
j3
et (A(j1)+A(j2)+A(j3)) µβ(j1, j2, j3)
+
(−1 + Φβ)
4
[∑
j0
et A(j0)βj0
] [∑
j1
et A(j1)βj1
] ∑
j2,j3
et (A(j2)+A(j3))µβ(j2, j3)
+
(−1 + Φβ)2
16
∑
j0
∑
j1
∑
j2
∑
j3
et (A(j0)+A(j1)+A(j2))+A(j3)βj0βj2
+
(−1 + Φβ)3
16
∑
j0
∑
j1
∑
j2
∑
j3
et (A(j0)+A(j1)+A(j2))+A(j3))βj0βj3
=
1
2
δ(t)Q2(t) +
(−1 + Φβ)
4
α(t)2Q1(t) +
Φβ(−1 + Φβ)2
16
α2(t)δ2(t).
In the general case we get:
Theorem 24. For all n ∈ N and t ∈ R
Qn(t) =

1
2
δ(t)Qn−1(t) +
(−1+Φβ)
4
α(t)2Qn−2(t) +
(−1+Φβ)2
8
δ(t)α(t)2Qn−3(t)
+
(−1+Φβ)3
16
δ(t)2 α(t)2 Qn−4(t) +
(−1+Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
+
(−1+Φβ)n−3
2n−2 δ(t)
n−4 α(t)2 Q2(t) +
(−1+Φβ)n−2
2n−1 δ(t)
n−3 α(t)2 Q1(t)
+
Φβ(−1+Φβ)n−1
2n+1
α2(t)δn−2(t).

.
(9)
For the proof see Appendix (Theorem 38)
Proposition 25.
Qn+2(t) = (−1 + Φβ)α(t)
2 − δ(t)2
4
Qn(t) +
Φβ
2
δ(t)Qn+1(t).
For the proof see Appendix (Theorem 39)
The equation presented in Proposition 25 (positive temperature) is more
complex when compared with the analogous one (Proposition 5.2) in [19]
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(zero temperature). Note that at zero temperature β →∞ and Φβ → 0. At
zero temperature the last term above disappears. In the present case Φβ > 0,
and we need a recurrence relation.
Note that for fixed t and β the expressions (−1+Φβ)α(t)2−δ(t)24 and
Φβ
2
δ(t)
do not depend on n. For each t we get a second order recurrence relation
which will solved by using a result we get from [25]:
Theorem 26. Given the real numbers s1 and s2 suppose that r1, r2 are the
roots of the equation x2 − s1 x− s2 = 0. If r1 6= r2, then, any solution of the
recurrence equation
an = s1an−1 + s2an−2
is of the form
an = c1r
n
1 + c2r
n
2 ,
where c1, c2 are constants.
Proof of Theorem 4: Let’s check that the recurrence relation presented in
Proposition 25 satisfies the hypothesis of theorem 26. The roots of
x2 − Φβ
2
δ(t)x− (−1 + Φβ)α(t)
2 − δ(t)2
4
are
r1 = r1(t) =
Φβ
2
δ(t) +
√
Φ2β
4
δ(t)2 + 4(−1 + Φβ)α(t)2−δ(t)24
2
=
Φβδ(t) +
√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
and
r2 = r2(t) =
Φβ
2
δ(t)−
√
Φ2β
4
δ(t)2 + 4(−1 + Φβ)α(t)2−δ(t)24
2
=
Φβδ(t)−
√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
.
By Remark 22 it follows that Φβδ(t) > 0 and moreover 4 (−1+Φβ) (α(t)2−
δ(t)2) > 0, because Φβ ∈ (0, 1). In this case, r1 6= r2. Moreover, r1 > −r2 >
0. Indeed,
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√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2) >
√
Φ2βδ(t)
2 = Φβδ(t) > 0.
Therefore,
Qn(t) = c1(t)r1(t)
n + c2(t)r2(t)
n
with r1 > −r2 > 0. It follows that, for any t,
c(t) = lim
n→∞
1
n
logQn(t) = log r1(t)
= log
Φβδ(t) +
√
Φ2βδ(t)
2 + 4(−1 + Φβ)(α(t)2 − δ(t)2)
4
 .
6 Some results on zero temperature
In this section we will complement some results obtained in [19]. We denote
by µ the zero temperature quantum spin probability on {1, 2}N as described
in [19] which is ergodic but not mixing. We want to prove Theorem 5.
Initially we remember some definitions and results from [19].
We denote in this section β1 = sin(2 θ), β2 = −β1, γ = 14
(
1 − β21
)
=
µ(1, 1),
a(k0, k1) =
1
2
(
1− βk0
βk1
)
and
b(k0, k1) =
1
4
βk0
(
1
βk1
− βk1
)
.
At zero temperature we get
a) if k0 = k1, then a(k0, k1) = 0 and 0 < b(k0, k1) = γ =
1
4
(1− β21) < 14
b) if k0 6= k1, then a(k0, k1) = 1 and −14 < b(k0, k1) = −γ = 14(β21 − 1) < 0
Using a and b the measure µ can be computed recursively in finite cylin-
ders1 by µ({1, 2}N) = 1, µ(1) = µ(2) = 1/2 and, for n ≥ 1,
µ(k0, k1, k2, ..., kn) = a(k0, k1)µ(k1, k2, k3, ..., kn) + b(k0, k1)µ(k2, k3, ..., kn),
1comparing this recursively relations with those for positive temperature we get that
µ(C) = limβ→∞ µβ(C) for any cylinder set C ⊂ Ω and therefore µ is the weak* limit of
µβ as β →∞.
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which can be rewritten as
µ(k0, k1, k2, ..., kn)
µ(k1, k2, ..., kn)
= a(k0, k1) + b(k0, k1)
1
µ(k1,k2,k3,...,kn)
µ(k2,k3,...,kn)
. (10)
The Jacobian J of the invariant probability µ is given by
J(k0, k1, k2, ..., kn, ...) = lim
n→∞
µ(k0, k1, k2, ..., kn)
µ(k1, k2, ..., kn)
which exists µ almost everywhere and satisfies the lemma below (see [19]).
Lemma 27.
J(k0, k1, k2, ...) = a(k0, k1) + b(k0, k1)
1
J(k1, k2, k3, ...)
(11)
and
J(k0, k1, k2, ...) = lim
n
a(k0, k1) + b(k0, k1) 1
a(k1, k2) + b(k1, k2)
1
...a(kn−1,kn)+b(kn−1,kn) 11/2
 ,
if the limit exists.
In this sense J has an expression in continued fraction (according to [19]).
The following result is mentioned in [19]. Below we will provide a complete
proof.
Theorem 28. At zero temperature the Jacobian of µ assumes just two values
p and 1− p almost everywhere, where p = 1+β1
2
.
From now on we present some new material which was not discussed in
[19].
Let A be the set of points θ ∈ {0, 1}N such that J(θ) = p and B be the
set of points θ ∈ {0, 1}N such that J(θ) = 1− p. The sets A and B are Borel
sets. Indeed, given positive integers m and n0, the set X(m,n0) of the points
θ = (θ0, θ1, . . . ) ∈ {1, 2}N, such that, for some n ≥ n0, |µ(k0,k1,k2,...,kn)µ(k1,k2,...,kn) − p| >
1/m is a union of cylinder sets, therefore an open set. From this we get
A = ∩m∈N∗({1, 2}N \ ∩n0∈N∗X(m,n0)) is a Borel set. The same argument
shows that B is a Borel set.
The next proposition assures that when comparing θ and σ(θ) we have
the alternative: there are a change of the set (where they are), or, there are
a change of the first coordinate.
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Figure 3: The graph of the values of the Jacobian J12 at zero temperature
when cos(2 θ) = 0.96. The maximum and minimum values are p and (1− p).
Above the points on the interval are associated with points in {1, 2}N using
the binary expansion with symbols 1 and 2. (by this we mean: on the binary
expansion we associate 0 to 1, and, 1 to 2). We considered strings with 12
symbols k0, k1, ..., k11 ∈ {1, 2}.
Proposition 29. Given θ = (k0, k1, k2, ...) ∈ A ∪ B, the points θ and σ(θ)
belong to the same set (both in A or both in B), iff, k0 6= k1.
Proof As γ/p = 1−p, 1−γ/p = p, γ/(1−p) = p and 1−γ/(1−p) = 1−p,
using the equation (11), we get:
• if θ = (k0, k1, k2, ...) ∈ A begins with 1, then 2θ ∈ A, 1θ ∈ B,
• if θ = (k0, k1, k2, ...) ∈ A begins with 2, then 1θ ∈ A, 2θ ∈ B,
• if θ˜ = (k0, k1, k2, ...) ∈ B begins with 1, then 1θ˜ ∈ A, 2θ˜ ∈ B,
• if θ˜ = (k0, k1, k2, ...) ∈ B begins with 2, then 2θ˜ ∈ A, 1θ˜ ∈ B.
Theorem 30. The entropy of the quantum spin probability at zero tempera-
ture is
−p log p− (1− p) log(1− p).
Proof: The entropy of µ is given by h(µ) = − ∫ log Jdµ = − log(p)µ(A)−
log(1− p)µ(B). It remains to prove that µ(A) = p and µ(B) = 1− p.
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We have σ(A) = σ(B) = A ∪ B = {1, 2}N almost everywhere and σ|A
and σ|B are injective, then, since the Jacobian of µ in A is p and in B is
1− p, for any measurable sets X ⊂ A, Y ⊂ B, we get
µ(σ(X)) = µ(X)/p and µ(σ(Y )) = µ(Y )/(1− p). (12)
Particularly,
1 = µ(A ∪B) = µ(σ(A)) = µ(A)/p. (13)
This shows that µ(A) = p and consequently µ(B) = 1− p.
We will present later an ergodic conjugacy of (σ, µ) with another dynam-
ical system which is “in some way” related with (σ,mp) where mp is the
independent Bernoulli probability (p, 1− p).
Before we start the proof of Theorem 28 we need an auxiliary result. Part
of it can be found in the arXiv version 1505.01305 of [19].
Lemma 31. For any n ≥ 1 and k1, ..., kn ∈ {1, 2} we have
µ(1, 2, 2, 1, 1, k1, ..., kn)
µ(2, 2, 1, 1, k1, ..., kn)
=
µ(1, k1, ..., kn)
µ(k1, ..., kn)
and
µ(1, 1, 2, 2, 1, k1, ..., kn)
µ(1, 2, 2, 1, k1, ..., kn)
=
µ(1, k1, ..., kn)
µ(k1, ..., kn)
.
Particularly, J is not defined in (1, 1, 2, 2)∞ = (1, 1, 2, 2, 1, 1, 2, 2, 1, ...). A
similar result is true if we permute the symbols 1 and 2.
Proof. From (10) we get
µ(1, 2, 2, 1, 1, k1, ..., kn)
µ(2, 2, 1, 1, k1, ..., kn)
= 1− γ 1
0 + γ 1
1−γ 1
0+γ 1
µ(1,k1,...,kn)
µ(k1,...,kn)
=
µ(1, k1, ..., kn)
µ(k1, ..., kn)
and
µ(1, 1, 2, 2, 1, k1, ..., kn)
µ(1, 2, 2, 1, k1, ..., kn)
= γ
1
1− γ 1
γ 1
1−γ 1
µ(1,k1,...,kn)
µ(k1,...,kn)
=
µ(1, k1, ..., kn)
µ(k1, ..., kn)
.
Particularly,
µ(1, 1, 2, 2, ..., 1, 1, 2, 2, 1, 1)
µ(1, 2, 2, ..., 1, 1, 2, 2, 1, 1)
=
µ(1, 1)
µ(1)
=
γ
2
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and
µ(1, 1, 2, 2, ..., 1, 1, 2, 2, 1)
µ(1, 2, 2, ..., 1, 1, 2, 2, 1)
= µ(1) =
1
2
.
This proves that J is not defined in (1, 1, 2, 2)∞.
These computations can be applying permuting the symbols 1 and 2.
A slightly different version of the next proof can be found in the arXiv
version of [19].
Proof of Theorem 28:
The value of J does not change if we permute 1 and 2 in the sequence
(k0, k1, ...) ∈ {1, 2}N. For example
J(1, 1, 1, 2, 2, 1, ...) = J(2, 2, 2, 1, 1, 2, ...)
(if the limit exists). Therefore, we will introduce another code. For each
given sequence k ∈ {1, 2}N, k = (k0, k1, k2, ...) we associate a new sequence
m = m(k) = (m0,m1,m2, ..) ∈ {a, b}N by the rule: mi = a if ki = ki+1 and
mi = b if ki 6= ki+1. So, we are looking if there is a change, or not, in the
string k by using the rules 11︸︷︷︸
a
, 22︸︷︷︸
a
, 12︸︷︷︸
b
, 21︸︷︷︸
b
.
For example, given a sequence k of the form
k = (1, 2, 1, 1, 2, 2, ...),
then, we associate m = (b, b, a, b, ..). Clearly, we can consider J defined over
{a, b}N, from J(m(k)) := J(k).
It can be checked that:
J(a, a,m3, ..) = J(m3,m4, ..)
J(a, b,m3, ..) =
1
γ−1 − 1
J(m3,m4,..)
J(b, a,m3, ..) = 1− J(m3,m4, ..)
J(b, b,m3, ..) = 1− 1
γ−1 − 1
J(m3,m4,..)
.
From Proposition 4.2 in [19] we obtain that for m = (m1, ...,mk, a, a, a...),
J(m) is not defined. For the other sequences, the finite strings with (aa)n,
n ∈ N, can be deleted (when J converges). That is,
J(m0,m1, ...,mj, a, a,mj+2, ...) = J(m0,m1, ...,mj,mj+2, ...).
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Consider the letters of m arranged in blocks of length 2,
m = ([m1,m2], [m3,m4], [m5,m6], ...).
As we are interested in the value of J , we can assume that no blocks have
the form [a, a] (we can delete them) and also that no blocks have the form
[b, b], because we can replace this one for the pair of blocks [b, a], [a, b].
From now on it is natural to consider one level up of symbolic represen-
tation. We get a new code introducing a new dictionary where we associate
α = [a, b] = a, b and β = [b, a] = b, a. In this way, for m = (m0,m1,m2, ...) =
([m0,m1], [m2,m3], ...) we associate w = (w0, w1, w2, ...), where wi = α, if
[m2i,m2i+1] = [a, b], and wi = β, if [m2i,m2i+1] = [b, a].
We need to study the possible values of J over {α, β}N. First we remark
that the strings α, α and β, β in w correspond to the strings a, b, a, b and
b, a, b, a in m, which can be deleted without changes of the value of J . Indeed,
as a consequence of Lemma 31 we get
J(a, b, a, b,m5,m6, ...) = J(b, a, b, a,m5,m6, ...) = J(m5,m6,m7, ...).
In the finite fraction expansion of odd order of k (which is associated to
a certain string m of even order and so to a string w) we can delete parts
(in the α, β dictionary expansion) in such a way that we end up with the
estimation of J in a string w of one of the kinds: (αβ)n, (αβ)nα, (β α)n or
(β α)nβ.
From now on, we use the above conclusion in order to determine what
are the possible values of J . Consider the transformation
x → f1(x) = 1− 1
γ−1 − 1
x
.
The string βα means baab, which corresponds to
J(w1, w2, w3, ..) = 1− 1
γ−1 − 1
J(w3,w4,..)
.
Note that if the expansion J(w3, w4, ..) exists for the string (w3, w4, ..),
then it also exists the one for J(w1, w2, w3, ..). In this way f1(J(w3, w4, ..)) =
J(w1, w2, w3, ..).
Consider now f2 defined by
x → f2(x) = 1
γ−1 − 1
1−x
.
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The string αβ means abba, that is, it corresponds to
J(w1, w2, w3, ..) =
1
γ−1 − 1
1−J(w3,w4,..)
.
In this way f2(J(w3, w4, ..)) = J(w1, w2, w3, ..).
Note that the fixed points for both functions f1(x) = 1 − 1γ−1− 1
x
and
f2(x) =
1
γ−1− 1
1−x
are the same: p = 1+β1
2
and 1 − p = 1−β1
2
(it’s helpful
to observe also that γ = p(1 − p) ). Furthermore, the interval [1 − p, p] is
invariant by f1 and also by f2. The point p is a global attractor for f1 in
(1− p, p] and 1− p is a global attractor for f2 in [1− p, p).
As we have seen in Lemma 27 it is natural to truncate J(k0, k1, k2, . . . )
(at level r for instance) by taking in the last position r, in the expansion of
J , the value 1/2. As 1/2 ∈ [1 − p, p] (in fact is its center), and the interval
[1−p, p] is left invariant by the diffeomorphisms ga(x) = γx and gb(x) = 1− γx ,
when the limit exists the successive truncations should converge to p or to
1− p.
Then, the only possible (convergent) values attained by the continuous
fraction expansion of J are p or 1− p.
Proposition 32. There exists a map
h : ({1, 2}N, σ, µ)→ ({0, 1}N, σ, µp),
which is probability preserving, where µp is the Bernoulli independent proba-
bility associated to (p, 1− p). However, ({1, 2}N, σ, µ) and ({0, 1}N, σ, µp) are
not ergodically equivalent.
Proof. We set h(θ) = (c0, c1, c2, ...), where cj = 0, if σ
j(θ) ∈ A, and cj = 1,
if σj(θ) ∈ B. This map h is defined for µ-almost every point of {1, 2}N and
we may to extend h to {1, 2}N \ (A ∪ B) as (0, 0, 0, . . . ). h : ({1, 2}N, µ) →
({0, 1}N, µp), where µp is the Bernoulli independent probability associated to
p for 0, and 1− p for 1. Clearly h ◦ σ = σ ◦ h.
By the above properties of A and B, we have the following expression
for h: if α = (a0, a1, a2, a3, . . . ) ∈ {1, 2}N, let c0 = χB(α); then h(α) =
(c0, c0+a0+a1+1 (mod 2), c0+a0+a2 (mod 2), c0+a0+a3+1 (mod 2), . . . ).
In order to show that h is a measurable map we observe that for any
cylinder set [c0, ..., cn] ⊂ {0, 1}N we have
h−1([c0, ..., cn]) = h−1([c0]) ∩ h−1(σ−1[c1]) ∩ ... ∩ h−1(σ−n([cn]))
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= h−1([c0]) ∩ σ−1(h−1([c1]) ∩ ... ∩ σ−n(h−1([cn])),
which is a Borel set because, for each i ∈ {0, ..., n}, h−1([ci]) is A or B.
Now we will show that µp([c0, ..., cn]) = µ(h
−1([c0, ..., cn])), for any cylin-
der set [c0, c1, ..., cn] ⊂ {0, 1}N. The proof is by induction. For cylinders of
length 1 we have,
µp([0]) = p
(13)
= µ(A) = µ(h−1([0])) and µp([1]) = 1−p = µ(B) = µ(h−1([1])).
From now on we suppose that for any cylinder of length n the claim is
satisfied. Given a cylinder of length n + 1 in the form [0, c1, ..., cn, cn+1] we
have
h−1([0, c1, ..., cn, cn+1]) = h−1([0]∩σ−1([c1, ..., cn])) = A∩h−1(σ−1([c1, ..., cn]))
= A ∩ σ−1 ◦ h−1([c1, ..., cn])),
and, from equation (12)
µ(h−1([0, c1, ..., cn, cn+1])) = µ(A ∩ σ−1 ◦ h−1([c1, ..., cn]))
(12)
= µ(σ(A) ∩ h−1([c1, ..., cn]))) · p = µ(h−1([c1, ..., cn]))) · p = µp([c1, ..., cn]) · p
= µp([0, c1, ..., cn]).
The same kind of computations can be applied for a cylinder of the form
[1, c1, ..., cn], which concludes the proof of the claim. The Kolmogorov exten-
sion theorem can be used to extend the result for any Borel set X ⊂ {0, 1}N.
The two systems are not ergodically equivalent because the independent
Bernoulli system is mixing.
If α = (a0, a1, a2, a3, . . . ) ∈ {1, 2}N and c0 := χB(α); then h(α) = (c0, c0 +
a0 + a1 + 1 (mod 2), c0 + a0 + a2 (mod 2), c0 + a0 + a3 + 1 (mod 2), . . . ). As
an example, note that the restriction of h to A∩ ({1}× {1, 2}N∗) is given by
h(1, a1, a2, a3, a4, . . . ) =
(0, a1 (mod 2), 1 + a2 (mod 2), a3 (mod 2), 1 + a4 (mod 2), . . . ) =
(0, 2− a1, a2 − 1, 2− a3, a4 − 1, . . . ),
and, therefore is an homeomorphism onto its image {0} × {0, 1}N∗ , with
inverse map given by
(h|A∩({1}×{1,2}N∗ ))−1(0, c1, c2, c3, c4, . . . ) = (1, 2− c1, c2 + 1, 2− c3, c4 + 1, . . . ).
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Therefore, h(A∩ ({1}×{1, 2}N∗)) is a Borel set. The same kind of argument
can be applied for h(A∩ ({2}×{1, 2}N∗)), h(B ∩ ({1}×{1, 2}N∗)) and h(B ∩
({2}× {1, 2}N∗)), which proves that h(A∪B) is a Borel set. The image of h
has full measure for µp, because
µp(h(A ∪B)) = µ(h−1(h(A ∪B))) ≥ µ(A ∪B) = 1.
This map h is not an ergodic equivalence between ({1, 2}N, σ, µ) and
({0, 1}N, σ, µp). Otherwise, would be essentially a bijection, that is, it will
exist subsets of zero measure X of ({1, 2}N, µ) and Y of ({0, 1}N, µp), such
that, h restricted to {1, 2}N \ X is a bijection with {0, 1}N \ Y . This is
not true in this case, because θ ∈ A, if and only if, θ∗ ∈ A, where, if
θ = (a0, a1, a2, ...) ∈ {1, 2}N, θ∗ := (3 − a0, 3 − a1, 3 − a2, ...). Therefore,
h(θ) = h(θ∗), for all θ ∈ {1, 2}N.
As h(θ) = h(θ∗) for all θ ∈ {1, 2}N, we get h({1} × {1, 2}N∗) = h({2} ×
{1, 2}N∗) = h({1, 2}N). On the other hand, h(θ) = h(θ′), if and only if, θ′ = θ
or θ′ = θ∗. Indeed, suppose that the first term of θ coincides with the first
of θ′. As h(θ) = h(θ′), θ belongs to A, if and only if, θ′ belongs to A, and
σ(θ) belongs to A, if and only if, σ(θ′) also belongs to a A. Therefore, by
the properties already discussed for the sets A and B, the second terms of
θ e θ′ coincide. By exchanging θ and θ′ by σ(θ) and σ(θ′), we can show by
induction (using the equality h(σ(θ)) = h(σ(θ′))) that all terms of θ and
θ′ coincide, that is, we get θ = θ′. If the first term of θ does not coincide
with the first of θ′, then it coincides with the first term of θ∗ and the same
argument shows that in this case θ′ = θ∗.
Proposition 33. There exists an ergodic equivalence H between the shift
acting on ({1, 2}N, µ) and a certain transformation T acting in an invariant
way on ({0, 1} × {0, 1}N, µ0 × µp), where µ0 is the uniform probability on
{0, 1}, that is, such that, {0} e {1} have both measure 1/2.
Proof: We denote a point of {0, 1} × {0, 1}N by (c0, (c1, c2, ..., cn, ...)),
where c0 ∈ {0, 1}, and (c1, c2, ...) ∈ {0, 1}N.
Let T : ({0, 1} × {0, 1}N → {0, 1} × {0, 1}N be the transformation
T (c0, (c1, c2...)) = (1− c0, (c2, c3, ...)) = (1− c0, σ(c1, c2, ...)).
Observe that T preserves the probability µ0 × µp in {0, 1} × {1, 2}N.
The ergodic equivalence H between the two systems ({1, 2}N, σ, µ) and
({0, 1} × {0, 1}N, T, µ0 × µp) is given by H = u ◦ g where g : {1, 2}N →
{0, 1} × {0, 1}N satisfies
g(a0, a1, a2, ...) = (2− a0, h(a0, a1, a2, ...))
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and u : {0, 1} × {0, 1}N → {0, 1} × {0, 1}N satisfies
u(c0, (c1, c2, c3, ...)) = (c0 + c1 (mod 2), (c1, c2, c3, ...)).
From the previous discussion the transformation g is injective and its
image, which is {0, 1} × h({1, 2}N), has full measure in {0, 1} × {0, 1}N with
respect to µ0×µp. Then, we can consider the application g−1. We have that
g is measurable and following the above discussions, the restrictions g|A and
g|B are homeomorphisms onto your images. Therefore g−1 is measurable.
Moreover, M := g ◦ σ ◦ g−1 is given by
M(c0, (c1, c2, ...)) = (c0 + c1 + c2 + 1 (mod 2), (c2, c3, c4, ...)).
Indeed, if g(a0, a1, ...) = (c0, (c1, c2, ...)), we get
g◦σ◦g−1(c0, (c1, c2, ...)) = g◦σ(a0, a1, ...) = g(a1, a2, ...) = (2−a1, h(a1, a2, ...))
= (2− a1, h(σ(a0, a1, a2, ...)) = (2− a1, σ(h(a0, a1, a2, ...))
= (2− a1, σ(c1, c2, c3, ...)) = (2− a1, (c2, c3, c4, ...))
Now we will show that 2 − a1 = c0 + c1 + c2 + 1 (mod 2). By definition of
h, we get c1 = 0 if (a0, a1, ...) ∈ A and c1 = 1 if (a0, a1, ...) ∈ B, c2 = 0 if
(a1, a2, ...) ∈ A, and c2 = 1 if (a1, a2, ...) ∈ B. As (a0, a1, ...) and (a1, a2, ...)
both belong to A, or both belong to B, if and only if, a0 6= a1, it follows that
2− a1 = a1 (mod 2) = a0 + c1 + c2 + 1 (mod 2) = c0 + c1 + c2 + 1 (mod 2).
Observe now that u is an involution. Furthermore
u ◦M ◦ u−1(c0, (c1, c2, c3, ...)) = u(M(c0 + c1 (mod 2), (c1, c2, c3, ...))
= u(c0 + c2 + 1 (mod 2), (c2, c3, ...)) = (c0 + 1 (mod 2), (c2, c3, ...))
= (1− c0, (c2, c3, ...)) = T (c0, (c1, c2, ...)).
Therefore, as H = u ◦ g, we get
H ◦ σ ◦H−1 = u ◦M ◦ u−1 = T.
As µ({1, 2}N) = 1, µ(1) = µ(2) = 1/2 and, for n ≥ 1,
µ(k0, k1, k2, ..., kn) = a(k0, k1)µ(k1, k2, k3, ..., kn) + b(k0, k1)µ(k2, k3, ..., kn),
we get, for any cylinder [k0, ..., kn],
µ(k0, k1, k2, ..., kn) = µ(3− k0, 3− k1, ..., 3− kn),
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and, consequently, for any Borel set X ⊂ {1, 2}N we get µ(X) = µ(X∗),
where X∗ = {θ∗|θ ∈ X}.
It follows that for any cylinder [c1, c2, ..., cn] ⊂ {0, 1}N,
µ(H−1(0, [c1, c2, ..., cn])) = µ([2] ∩ h−1([c1, ..., cn])) = 1
2
µ(h−1([c1, ..., cn]))
and
µ(H−1(1, [c1, c2, ..., cn])) = µ([1] ∩ h−1([c1, ..., cn])) = 1
2
µ(h−1([c1, ..., cn]))).
As
1
2
µ(h−1([c1, ..., cn]))) =
1
2
µp[c1, ..., cn],
we get that H∗(µ) = µ0 × µp. This proves that H is an ergodic equivalence
between the shift σ acting on ({1, 2}N, µ) and the transformation T acting
on ({0, 1}N, µ0 × µp).
In [19] it is proved that µ is ergodic but not mixing for σ. Now we can
conclude that it is not ergodic for σ2.
Corollary 34. µ is ergodic for σ but it is not ergodic for σ2. Particularly it
is not mixing.
Proof. The measure µ0×µp is ergodic for the map T but not for T 2 because it
leave invariant the sets {0}×{0, 1}N∗ and {1}×{0, 1}N∗ , which are permuted
by T . Therefore, (T, µ0 × µ) is not mixing.
The above reasoning provides another proof of that the Kolmogorov en-
tropy of the dynamical system (σ, µ) is −p log p − (1 − p) log(1 − p) (see
Theorem 4.23 in [28]). That is, this entropy is equal to the entropy of the
Bernoulli shift (σ, µp).
7 Appendix
Proposition 35. For all n ∈ {1, 2, 3, ...} we get
µβ,n+1(j1, ..., jn, 1) + µβ,n+1(j1, ..., jn, 2) = µβ,n(j1, ..., jn).
Proof. For n = 1 the result can be checked explicitly from example 7. For
n ≥ 2 we use (1):
µβ,n+1(j1, ..., jn, 1) + µβ,n+1(j1, ..., jn, 2) =
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12n+1
Tr
[ ∏n
i=1[I
⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ P1)
]
+
1
2n+1
Tr
[ ∏n
i=1[I
⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ P2)
]
=
1
2n+1
Tr
[ ∏n
i=1[I
⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ (P1 + P2))
]
=
1
2n+1
Tr
[ ∏n
i=1[I
⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ I)
]
=
1
2n+1
Tr
[ ∏n−1
i=1 [I
⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ I)
]
+
(−1 + Φβ)
2n+1
Tr
 ∏n−1i=1 [I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1] ◦(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ I) ◦
(σxn ⊗ σxn+1)n+1
 .
As Tr (L1 ⊗ · · · ⊗ Ln) = Tr (L1) · · ·Tr (Ln) and Tr (σx) = 0, we finally
get:
µβ,n+1(j1, ..., jn, 1) + µβ,n+1(j1, ..., jn, 2) =
1
2n+1
Tr
[ ∏n−1
i=1
[
I⊗n+1 + (−1 + Φβ) (σxi ⊗ σxi+1)n+1
] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn ⊗ I)
]
.
Note that the last term in each term of the above tensor products expres-
sion is the identity. As Tr (I) = 2, then
µβ,n+1(j1, ..., jn, 1) + µβ,n+1(j1, ..., jn, 2) =
1
2n
Tr
[ ∏n−1
i=1
[
I⊗n − (σxi ⊗ σxi+1)n + Φβ (σxi ⊗ σxi+1)n
] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
=
µβ,n(j1, ..., jn).
Theorem 36. For the probability µβ and for any n ≥ 2, we get
µβ(k, j1, ..., jn) =
µβ(j1, ..., jn)
2
+
n−2∑
i=1
(−1 + Φβ)iβkβji
2i+1
µβ(ji+1, ..., jn)+
(−1 + Φβ)n−1βkβjn−1
2n+1
+
(−1 + Φβ)nβkβjn
2n+1
.
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Proof. Using equation (1) and the fact that µβ coincide with µβ,n in cylinders,
we get:
µβ(k, j1, ..., jn) =
1
2n+1
Tr
[ ∏n
i=1[I
⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
=
1
2n+1
Tr
[ ∏n
i=2[I
⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
+
(−1 + Φβ )
2n+1
Tr
 ∏ni=2[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦(σx1 ⊗ σx2 )n+1 ◦
(Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
 =
1
2n+1
Tr
[ ∏n−1
i=1 [I
⊗n + (−1 + Φβ ) (σxi ⊗ σxi+1)n] ◦
(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
+
(−1 + Φβ )
2n+1
Tr
 ∏ni=2[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦(σx1 ⊗ σx2 )n+1 ◦
(Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
 =
1
2
µβ(j1, ..., jn)+
(−1 + Φβ )
2n+1
Tr
[ ∏n
i=2[I
⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx1Pk ⊗ σx2Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
=
1
2
µβ(j1, ..., jn)+
(−1 + Φβ )
2n+1
Tr
[ ∏n
i=3[I
⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦
(σx1Pk ⊗ σx2Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
+
(−1 + Φβ )2
2n+1
Tr
 ∏ni=3[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦(σx2 ⊗ σx3 )n+1 ◦
(σx1Pk ⊗ σx2Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
 =
1
2
µβ(j1, ..., jn) +
(−1 + Φβ )βkβj1
22
µβ(j2, ..., jn) +
(−1 + Φβ )2
2n+1
Tr
 ∏ni=3[I⊗n+1 + (−1 + Φβ ) (σxi ⊗ σxi+1)n+1] ◦(σx2 ⊗ σx3 )n+1 ◦
(σx1Pk ⊗ σx2Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
 =
...
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12
µβ(j1, ..., jn) +
(−1 + Φβ )βkβj1
22
µβ(j2, ..., jn) + ...+
(−1 + Φβ )n−2βkβjn−2
2n−1
µβ(jn−1, jn)+
(−1 + Φβ )n−1
2n+1
Tr
[
(I⊗n+1 + (−1 + Φβ )(σxn ⊗ σxn+1)n+1) ◦
(σx1Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ σxnPjn−1 ⊗ Pjn)
]
=
µβ(j1, ..., jn)
2
+
n−2∑
i=1
(−1 + Φβ)iβkβji
2i+1
µβ(ji+1, ..., jn)+
(−1 + Φβ)n−1βkβjn−1
2n+1
+
(−1 + Φβ)nβkβjn
2n+1
.
Above we use several times the property Tr (L⊗ · · ·⊗L) = Tr (L) · · ·Tr (L)
and the linearity of the trace.
Proposition 37. For any n ≥ 1, we get
µβ(k0, k1, ..., kn) =
1
2
(
1+
βk0
βk1
(−1+Φβ)
)
µβ(k1, ..., kn) +
βk0
2
(−1+Φβ)
( −1
2βk1
+
βk1
2
)
µβ(k2, ..., kn).
Proof. The cases n = 1, 2 correspond to
µβ(k0, k1) =
1
2
(
1 +
βk0
βk1
(−1 + Φβ)
)
µβ(k1) +
βk0
2
(−1 + Φβ)
( −1
2βk1
+
βk1
2
)
and
µβ(k0, k1, k2) =
1
2
(
1 +
βk0
βk1
(−1 + Φβ)
)
µβ(k1, k2)+
βk0
2
(−1 + Φβ)
( −1
2βk1
+
βk1
2
)
µβ(k2),
which can be directly obtained by using the fact that µβ(k) = 1/2, k = 1, 2.
For the case n ≥ 2, note that from Theorem 11 we get the equations
2µβ(k0, k1, ..., kn)
βk0
=
µβ(k1, ..., kn)
βk0
+
n−2∑
i=1
(−1 + Φβ)iβkiµβ(ki+1, ..., kn)
2i
+
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(−1 + Φβ)n−1βkn−1
2n
+
(−1 + Φβ)nβkn
2n
=
µβ(k1, ..., kn)
βk0
+
(−1 + Φβ)βk1µβ(k2, ..., kn)
2
+
n−2∑
i=2
(−1 + Φβ)iβkiµβ(ki+1, ..., kn)
2i
+
(−1 + Φβ)n−1βkn−1
2n
+
(−1 + Φβ)nβkn
2n
,
and
(−1 + Φβ)µβ(k1, ..., kn)
βk1
=
(−1 + Φβ)µβ(k2, ..., kn)
2βk1
+
n−3∑
i=1
(−1 + Φβ)i+1βki+1µβ(ki+2, ..., kn)
2i+1
+
(−1 + Φβ)n−1βkn−1
2n
+
(−1 + Φβ)nβkn
2n
=
(−1 + Φβ)µβ(k2, ..., kn)
2βk1
+
n−2∑
i=2
(−1 + Φβ)iβkiµβ(ki+1, ..., kn)
2i
+
(−1 + Φβ)n−1βkn−1
2n
+
(−1 + Φβ)nβkn
2n
.
Then,
2µβ(k0, k1, ..., kn)
βk0
− (−1 + Φβ)µβ(k1, ..., kn)
βk1
=
(
µβ(k1, ..., kn)
βk0
+
(−1 + Φβ)βk1µβ(k2, ..., kn)
2
)
−
(
(−1 + Φβ)µβ(k2, ..., kn)
2βk1
)
.
Therefore,
µβ(k0, k1, ..., kn) =
1
2
(
1 +
βk0
βk1
(−1 + Φβ)
)
µβ(k1, ..., kn)+
βk0
2
(−1 + Φβ)
(
− 1
2βk1
+
βk1
2
)
µβ(k2, ..., kn).
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Theorem 38. For all n ∈ N and t ∈ R
Qn(t) =

1
2
δ(t)Qn−1(t) +
(−1+Φβ)
4
α(t)2Qn−2(t) +
(−1+Φβ)2
8
δ(t)α(t)2Qn−3(t)
+
(−1+Φβ)3
16
δ(t)2 α(t)2 Qn−4(t) +
(−1+Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
+
(−1+Φβ)n−3
2n−2 δ(t)
n−4 α(t)2 Q2(t) +
(−1+Φβ)n−2
2n−1 δ(t)
n−3 α(t)2 Q1(t)
+
Φβ(−1+Φβ)n−1
2n+1
α2(t)δn−2(t).

.
(14)
Proof. By definition
Qn(t) =
∑
j0
∑
j1
...
∑
jn
et (A(j0)+A(j1)+...+A(jn)) µβ(j0, j1, ...jn),
and by Theorem 11
µβ(j0, j1, j2, ..., jn) =
µβ(j1, j2, ..., jn)
2
+
(−1 + Φβ)βj0 βj1
22
µβ(j2, ..., jn)+
(−1 + Φβ)2βj0βj2
23
µβ(j3, j4, ..., jn) +
(−1 + Φβ)3βj0βj3
24
µβ(j4, j5, ..., jn) + ...+
(−1 + Φβ)n−2βj0βjn−2
2n−1
µβ(jn−1, jn) +
(−1 + Φβ)n−1βj0βjn−1
2n+1
+
(−1 + Φβ)nβj0βjn
2n+1
.
Therefore,
Qn(t) =
1
2
∑
j0
et A(j0)
∑
j1,...,jn
et (A(j1)+...+A(jn)) µβ(j1, ...jn)+
+
(−1 + Φβ)
22
∑
j0
et A(j0)βj0
∑
j1
etA(j1)βj1
∑
j2,...,jn
et (A(j2)+...+A(jn)) µβ(j2, ...jn)
+
(−1 + Φβ)2
23
∑
j0
etA(j0)βj0
∑
j1
etA(j1)
∑
j2
etA(j2)βj2
∑
j3,...,jn
et (A(j3)+...+A(jn)) µβ(j3, ...jn)
...+
(−1 + Φβ)n
2n+1
∑
j0
etA(j0)βj0
∑
jn
etA(jn)βjn
∑
j2
etA(j2)...
∑
jn−1
etA(jn−1) =
38
12
δ(t)Qn−1(t) +
(−1 + Φβ)
4
α(t)2Qn−2(t) +
(−1 + Φβ)2
8
δ(t)α(t)2Qn−3(t) +
(−1 + Φβ)3
16
δ(t)2 α(t)2 Qn−4(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
(−1 + Φβ)n−3
2n−2
δ(t)n−4 α(t)2 Q2(t) +
(−1 + Φβ)n−2
2n−1
δ(t)n−3 α(t)2 Q1(t) +
(−1 + Φβ)n−1
2n+1
α(t)2δ(t)n−2 +
(−1 + Φβ)n
2n+1
α(t)2δ(t)n−2
=
1
2
δ(t)Qn−1(t) +
(−1 + Φβ)
4
α(t)2Qn−2(t) +
(−1 + Φβ)2
8
δ(t)α(t)2Qn−3(t) +
(−1 + Φβ)3
16
δ(t)2 α(t)2 Qn−4(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
(−1 + Φβ)n−3
2n−2
δ(t)n−4 α(t)2 Q2(t) +
(−1 + Φβ)n−2
2n−1
δ(t)n−3 α(t)2 Q1(t) +
Φβ(−1 + Φβ)n−1
2n+1
α2(t)δn−2(t).
Proposition 39.
Qn+2(t) = (−1 + Φβ)α(t)
2 − δ(t)2
4
Qn(t) +
Φβ
2
δ(t)Qn+1(t).
Proof. From the above reasoning we get
Qn(t) =
1
2
δ(t)Qn−1(t) +
(−1 + Φβ)
4
α(t)2Qn−2(t) +
(−1 + Φβ)2
8
δ(t)α(t)2Qn−3(t) +
(−1 + Φβ)3
16
δ(t)2 α(t)2 Qn−4(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−5(t) + ...+
(−1 + Φβ)n−3
2n−2
δ(t)n−4 α(t)2 Q2(t) +
(−1 + Φβ)n−2
2n−1
δ(t)n−3 α(t)2 Q1(t) +
Φβ(−1 + Φβ)n−1
2n+1
α2(t)δn−2(t),
39
and using again the last proposition for Qn−1(t) we get
Qn−1(t) =
1
2
δ(t)Qn−2(t) +
(−1 + Φβ)
4
α(t)2Qn−3(t) +
(−1 + Φβ)2
8
δ(t)α(t)2Qn−4(t) +
(−1 + Φβ)3
16
δ(t)2 α(t)2 Qn−5(t) +
(−1 + Φβ)4
32
δ(t)3 α(t)2 Qn−6(t) + ...+
(−1 + Φβ)n−4
2n−3
δ(t)n−5 α(t)2 Q2(t) +
(−1 + Φβ)n−3
2n−2
δ(t)n−4 α(t)2 Q1(t) +
Φβ(−1 + Φβ)n−2
2n
α2(t)δn−3(t).
Therefore,
Qn(t)− (−1 + Φβ)
2
δ(t)Qn−1(t) =
1
2
δ(t)Qn−1(t) +
(−1 + Φβ)
4
α(t)2Qn−2(t)− (−1 + Φβ)
4
δ(t)2Qn−2(t),
and finally,
Qn(t) = (−1 + Φβ)α(t)
2 − δ(t)2
4
Qn−2(t) +
Φβ
2
δ(t)Qn−1(t).
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