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fractional composition operators acting on spaces of holomorphic functions on the unit
disc, answering a question of Bernal-González. We also study mixing and disjoint mixing
behavior of projective limits of endomorphisms of a projective spectrum. In particular, we
show that a linear fractional composition operator is mixing on the projective limit of the
Sv spaces strictly containing the Dirichlet space if and only if the operator is mixing on
the Hardy space.
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1. Introduction
This paper stems from the connections introduced by Bourdon and Shapiro [9] between the cyclic properties of a com-
position operator f
Cϕ→ f ◦ ϕ on the Hardy space
H2(D) =
{
f (z) =
∞∑
n=0
anz
n: ‖ f ‖2 =
∞∑
n=0
|an|2 < ∞
}
and the function properties of its inducing analytic self-map ϕ on the open unit disc D of the complex plane C. A contin-
uous linear transformation T on a topological vector space X is called hypercyclic (respectively, supercyclic) provided there
is some f ∈ X such that the orbit {Tn f : n = 0,1,2, . . .} (respectively, the projective orbit {λTn f : λ ∈ C, n = 0,1,2, . . .}) is
dense in X . Such a vector f is said to be hypercyclic (respectively, supercyclic) for T . Bourdon and Shapiro [9, Theorem 2.2]
showed that a linear fractional composition operator Cϕ is hypercyclic on H2(D) if and only if its symbol ϕ is a parabolic
D-automorphism or a hyperbolic map without ﬁxed points in D (see Section 1.1 for deﬁnitions). Later, Ansari and Bour-
don [1] and Gallardo-Gutiérrez and Montes-Rodríguez [11] respectively established that Cϕ cannot be supercyclic when
the symbol ϕ either has a ﬁxed point in D or is a parabolic non-automorphism. The work of Shapiro [19] should be also
mentioned since it extends the results of Gallardo-Gutiérrez and Montes-Rodríguez, using different methods, establishing in
particular the non-supercyclicity for composition operators with non-automorphic symbols on the spaces Hp , 1  p < ∞.
In summary, the hypercyclic and supercyclic behavior of linear fractional composition operators on the Hardy space is char-
acterized as follows.
Theorem 1 (Bourdon, Shapiro, et al.). Let Cϕ be a linear fractional composition operator on the Hardy space. The following are equiv-
alent:
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(b) Cϕ is supercyclic.
(c) The symbol ϕ has no ﬁxed points in the open unit disc, and it is either a parabolic automorphism or a hyperbolic map.
While we shall focus on Theorem 1 here, we stress that Bourdon and Shapiro’s study of cyclic properties of composi-
tion operators goes well beyond the linear fractional case, and it provides a transference procedure that uncovers subtle
relationships between polynomial approximation and geometric function theory [9, Section 3].
Gallardo-Gutiérrez and Montes-Rodríguez [12] thoroughly extended this study of cyclic behavior of linear fractional com-
position operators to the family of weighted Hardy spaces Sv (v ∈ R), where
Sv :=
{
f =
∞∑
n=0
anz
n ∈ H(D): ‖ f ‖2 :=
∞∑
n=0
|an|2 (n + 1)2v < ∞
}
.
The family of Sv spaces has wide scope as the choices v = − 12 , v = 0, and v = 12 correspond, respectively, to the classical
Bergman, Hardy, and Dirichlet spaces.
Theorem 2 (Gallardo-Gutiérrez and Montes-Rodríguez). Let Cϕ be a linear fractional composition operator. Then
(a) Cϕ is hypercyclic on Sv if and only if v < 12 and Cϕ is hypercyclic on H
2(D) = S0 .
(b) If v < 12 , then Cϕ is supercyclic on Sv if and only if it is hypercyclic on Sv .
In Corollary 30 we show that Theorem 2 also holds replacing Sv by the projective limit of the family {Sv : v < 12 }.
The main purpose of this paper is to connect Theorem 1 and Theorem 2 with the notion of disjointness introduced in [3]
and [7], which amounts to saying that a ﬁnite collection of operators admits a vector such that the corresponding orbits
behave “independently enough”. Namely, N hypercyclic (respectively, supercyclic) operators T1, . . . , TN , N  2, acting on the
same space X are said to be disjoint or d-hypercyclic (respectively, d-supercyclic) provided there is some f ∈ X for which the
vector ( f , . . . , f ) ∈ XN is hypercyclic (respectively, supercyclic) for the direct sum operator ⊕Ns=1 Ts acting on the product
space XN , endowed with the product topology. Recent results on disjointness in hypercyclicity include work by Salas [16],
Shkarin [21], the authors and Shkarin [6], and the ﬁrst two authors [5].
Complementing a classical result by Seidel and Walsh [17], Bernal-González [3] showed that given N pairwise distinct
non-zero scalars a1, . . . ,aN ∈ D, the non-Euclidean translations
ϕa (z) =
z + a
1+ az (1  N)
induce d-hypercyclic composition operators Cϕa1 , . . . ,CϕaN on the space H(D) of analytic functions on D endowed with the
compact open topology, and asked the following:
Problem 1. (See [3, Problem 3].) Must ﬁnitely many hypercyclic composition operators on H(D) generated by non-elliptic
automorphisms be disjoint? Must they be disjoint on the Hardy space?
In this paper we show with Example 22 that the answers to both questions in Problem 1 are negative. Indeed, we
complement Theorem 1 and Theorem 2 by providing characterizations for d-hypercyclicity and d-supercyclicity of N  2
linear fractional composition operators on Sv and on H(D):
Theorem 3. Let v < 12 , and let ϕ1, . . . , ϕN , N  2, be pairwise distinct members of LFT(D). The following are equivalent:
(a) The operators Cϕ1 , . . . ,CϕN are d-supercyclic on Sv .
(b) The operators Cϕ1 , . . . ,CϕN are d-mixing on Sv .
(c) The symbols ϕ1, . . . , ϕN satisfy
(i) each symbol ϕ is either a parabolic automorphism or a hyperbolic map without ﬁxed points in D, and
(ii) there are no two symbols ϕ , ϕ j having a common ﬁxed point α such that ϕ′(α) = ϕ′j(α) < 1.
When considering the space H(D) of holomorphic maps on the unit disc, non-automorphic parabolic symbols also appear
in the following characterization of d-mixing, which this time also includes scalar multiples of linear fractional composition
operators.
Theorem 4. Let ϕ1, . . . , ϕN ∈ LFT(D), where N  2. The following are equivalent:
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(b) The operators μ1Cϕ1 , . . . ,μNCϕN are d-mixing on H(D) for any non-zero scalars μ1, . . . ,μN .
(c) The symbols ϕ1, . . . , ϕN have no ﬁxed point in D, and satisfy that if any two ϕ,ϕ j have the same attractive ﬁxed point α, then
the expression ϕ′(α) = ϕ′j(α) < 1 does not occur.
With Example 22 we also provide invertible d-mixing operators T1, T2 whose inverses T
−1
1 , T
−1
2 are not d-supercyclic,
solving [7, Problem 1].
We conclude this Introduction by recalling a few preliminary facts and deﬁnitions on linear fractional transformations,
taken from [18], and on disjointness on hypercyclicity, taken from [7]. For more on the topics of Hypercyclicity and Linear
Dynamics, we refer to the books by Bayart and Matheron [2] and by Grosse-Erdmann and Peris [14], and for composition
operators to the books by Cowen and MacCluer [10] and by Shapiro [18]. Throughout the paper, all operators are assumed
to be linear and continuous, and N denotes the set of positive integers.
1.1. Linear fractional transformations
We denote by LFT(Ĉ) the group of linear fractional transformations, consisting of those bijections of the extended com-
plex plane Ĉ = C ∪ {∞} that are of the form ϕ(z) = az+bcz+d , where ad − bc = 0. Two elements ϕ , ψ in LFT(Ĉ) are said to be
conjugate provided ϕ = σ−1 ◦ ψ ◦ σ for some σ ∈ LFT(Ĉ). The members of LFT(Ĉ) other than the identity have either one
or two ﬁxed points and are classiﬁed as follows: If ϕ ∈ LFT(Ĉ) has a unique ﬁxed point α ∈ C then it is called parabolic and
it is conjugate to a translation
ψ(z) = σ ◦ ϕ ◦ σ−1(z) = z + τ ,
where τ ∈ C \ {0} and σ(z) = 1z−α (z ∈ C). Else ϕ has two ﬁxed points α and β and it is conjugate to a dilation
ψ(z) = σ ◦ ϕ ◦ σ−1(z) = λz (z ∈ C),
where σ(z) = z−αz−β and where λ ∈ C \ {0,1} is ﬁxed. We say in this case that ϕ is elliptic if |λ| = 1, hyperbolic if λ > 0, and
loxodromic otherwise. In all cases, the map ψ is called the normal form of ϕ . By consideration of the normal forms, each
ϕ ∈ LFT(Ĉ) that is not elliptic has exactly one ﬁxed point α that is attractive, that is, such that
ϕ[n](z)
n→∞−−−→ α
for each z ∈ Ĉ that is not a ﬁxed point. Here and throughout the paper, ϕ[n] denotes the n-fold composition of ϕ with itself.
If ϕ is neither parabolic nor elliptic, then its other ﬁxed point is repulsive, that is, an attractive ﬁxed point for ϕ−1.
The linear fractional composition operators are those induced by members of the class LFT(D) = {ϕ ∈ LFT(Ĉ): ϕ(D) ⊆ D},
and the invertible ones are those induced by members of the subclass Aut(D) = {ϕ ∈ LFT(Ĉ): ϕ(D) = D} of automorphisms
on the unit disc. The elements of LFT(D) have the following ﬁxed point conﬁguration:
(a) Parabolic members of LFT(D) have their ﬁxed point on ∂D.
(b) Hyperbolic members of LFT(D) have their attractive ﬁxed point on D and their repulsive ﬁxed point outside of D.
Indeed, both ﬁxed points lie on ∂D if and only if the map is a hyperbolic automorphism of D.
(c) Loxodromic and elliptic members of LFT(D) have a ﬁxed point in D and a ﬁxed point outside of the closed unit disc.
1.2. Disjointness in hypercyclicity
Deﬁnition 5. (See [7, Deﬁnition 2.1].) We say that N given operators T1, . . . , TN , N  2, on a topological vector space X are
d-mixing provided for every non-empty open subsets V0, . . . , VN of X there exists m ∈ N such that ∅ = V0 ∩ T− j1 (V1)∩ · · · ∩
T− jN (VN ) for each j m.
When the space X is Baire, a simple Baire Category argument shows that T1, . . . , TN are d-hypercyclic whenever they
are d-mixing.
Deﬁnition 6. (See [7, Deﬁnition 2.5].) Let (nk) be an increasing sequence of positive integers. We say that N operators
T1, . . . , TN , N  2, on a topological vector space X satisfy the d-Hypercyclicity Criterion with respect to (nk) provided there
exist dense subsets X0, . . . , XN of X and mappings S,k : X → X (k ∈ N, 1  N) satisfying
(i) Tnk k→∞−−−−→ 0 pointwise on X0,
(ii) S,k
k→∞−−−−→ 0 pointwise on X , and
(iii) (Tnk S,k − δi,IdX ) −−−−→ 0 pointwise on X (1 i  N).i k→∞
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integers (nk) for which the above properties are satisﬁed.
We make use of the two following results. The last one is commonly referred to as the Comparison Principle.
Proposition 7. (See [7, Proposition 2.6].) Suppose T1, . . . , TN , N  2, satisfy the d-Hypercyclicity Criterion with respect to a se-
quence (nk). Then T1, . . . , TN are d-hypercyclic. Moreover, if (nk) = (k), then T1, . . . , TN are d-mixing.
We note that when T1, . . . , TN satisfy the d-Hypercyclicity Criterion, they support a dense linear manifold of
d-hypercyclic vectors [7, Proposition 2.10].
Proposition 8 (Comparison Principle). Let X and X˜ be topological vector spaces, and N  2. Consider operators T : X → X and
T˜ : X˜ → X˜ (1    N), and suppose there exists a continuous map φ : X → X˜ with dense range and such that φ ◦ T = T˜ ◦ φ
( = 1, . . . ,N). Then if x is a hypercyclic (respectively, supercyclic) vector for T , so is φ(x) for T˜ (1    N). Similarly, if x is
d-hypercyclic (respectively, d-supercyclic) for T1, . . . , TN , so is φ(x) for T˜1, . . . , T˜ N .
2. Linear fractional compositional d-mixing on H(D)
We recall the main result to be shown in this section.
Theorem 4. Let ϕ1, . . . , ϕN ∈ LFT(D), where N  2. The following are equivalent:
(a) The operators Cϕ1 , . . . ,CϕN are d-supercyclic on H(D).
(b) The operators μ1Cϕ1 , . . . ,μNCϕN are d-mixing on H(D) for any non-zero scalars μ1, . . . ,μN .
(c) The symbols ϕ1, . . . , ϕN have no ﬁxed point in D, and satisfy that if any two ϕ,ϕ j have the same attractive ﬁxed point α, then
the expression ϕ′(α) = ϕ′j(α) < 1 does not occur.
Remark 9. Condition (c) says precisely that each of the symbols is either parabolic or hyperbolic (possibly non-automorphic,
in either case), and that in case any two symbols are hyperbolic and share an attractive ﬁxed point, their derivatives at this
ﬁxed point must differ.
We will repeatedly make use of the following observation.
Remark 10. Let ϕ ∈ LFT(D) without ﬁxed points in D. So ϕ is either parabolic or hyperbolic, and it has an attractive ﬁxed
point α ∈ ∂D. Consider its conjugate ψ := σ ◦ ϕ ◦ σ−1 under the Möbius transformation σ(z) = α+zα−z . Notice that |α| = 1
means that σ maps D onto the right half-plane P = {w ∈ C: Re(w) > 0} and ∂D onto ∂P = {∞} ∪ iR, and thus that
ψ ∈ LFT(P) has σ(α) = ∞ as its attractive ﬁxed point and hence is of the form
ψ(z) = λz + b,
for some λ 1 and Re(b) 0. Indeed, Re(b) = 0 if and only if ϕ is an automorphism, and λ > 1 if and only if ϕ is hyperbolic,
with repulsive ﬁxed point σ−1( b1−λ ) = α b−1+λb+1−λ . Also, ϕ′(α) = ψ ′(∞) = 1λ (here we deﬁne ψ ′(∞) as the derivative of g(z) =
1
ψ( 1z )
at z = 0, see [18, Chapter 0]). Finally, notice that the inverse of ψ and the n-th iterates of ψ and ψ−1 are given by
ψ−1(z) = 1
λ
z − b
λ
,
ψ [n](z) = λnz + b
n−1∑
s=0
λs, and
ψ [−n](z) = 1
λn
z − b
λ
n−1∑
s=0
1
λs
, (1)
for each n ∈ N and z ∈ Ĉ.
The disjoint dynamic behavior of two composition operators Cϕ1 ,Cϕ2 will depend not just on the dynamics of the
sequences (ϕ[n] )n ( = 1,2), but on the dynamics of the two sequences (ϕ[−n] ◦ϕ[n]j )n , (, j) ∈ {(1,2), (2,1)}, as well. Hence
our interest is in the following lemma.
J. Bès et al. / J. Math. Anal. Appl. 381 (2011) 843–856 847Lemma 11. Let ϕ1,ϕ2 ∈ LFT(D) be distinct. Suppose that for  = 1,2, the map ϕ ∈ LFT(D) is either parabolic or hyperbolic, and that
α and β are the attractive ﬁxed point(s) of ϕ and ϕ
−1
 , respectively (so ϕ is parabolic if and only if α = β). Suppose it doesn’t
happen that both conditions α1 = α2 and ϕ′1(α1) = ϕ′2(α2) < 1 hold. Then
ϕ[−n]1 ◦ ϕ[n]2 n→∞−−−→ γ1 and ϕ
[−n]
2 ◦ ϕ[n]1 n→∞−−−→ γ2 (2)
locally uniformly on C \ {α1, β1,α2, β2}, where γ ∈ {α,β} ( = 1,2).
Remark 12. The converse of Lemma 11 also holds, and will be established once we prove Lemma 14 and Theorem 4.
Proof of Lemma 11. Case 1: α1 = α2.
Let 1 , j  2 with  = j be ﬁxed, let K ⊂ C \ {α1, β1,α2, β2} be compact, and  > 0. It suﬃces to show that for large
enough n
sup
z∈K
∣∣(ϕ[−n] ◦ ϕ[n]j )(z) − β∣∣ .
Since α j = α , we may pick a compact set K1 ⊂ C \ {α} with α j ∈ K˚1. Since ϕ[−n] n→∞−−−−→ β locally uniformly on C \ {α},
there exists N such that∣∣ϕ[−n] (w) − β∣∣  for each w ∈ K1 and n N. (3)
Since ϕ[n]j n→∞−−−−→ α j ∈ K˚1 locally uniformly on C \ {β j}, there exists N j such that ϕ
[n]
j (z) ∈ K˚1 for each z ∈ K and n  N j .
Thus for each nmax{N,N j} and z ∈ K we have |(ϕ[−n] ◦ ϕ[n]j )(z) − β|  , and Case 1 holds.
Case 2: ϕ1 and ϕ2 have the same attractive ﬁxed point α.
By Remark 10, upon conjugating with σ(z) := α+zα−z the maps ψ := σ ◦ ϕ ◦ σ−1 ∈ LFT(P) ( = 1,2) have σ(α) = ∞ as
attractive ﬁxed point and are given by
ψ1(z) = λ1z + b1 and ψ2(z) = λ2z + b2,
for some λ1, λ2  1 and scalars b1,b2 with non-negative real part. By (1), for each z ∈ C we have
(
ψ
[−n]
 ◦ ψ [n]j
)
(z) = 1
λn
(
λnj z + b j
n−1∑
s=0
λsj
)
− b
n∑
s=1
λ−s . (4)
We consider two sub-cases, depending on whether both symbols ϕ1 and ϕ2 are parabolic or not.
Sub-case 2.1: λ1 = λ2 = 1.
By (4), for each z ∈ Ĉ and n 1 we have(
ψ
[−n]
 ◦ ψ [n]j
)
(z) = z + (b j − b)n.
So ψ [−n] ◦ ψ [n]j n→∞−−−−→ ∞ locally uniformly on C, and thus
ϕ[−n] ◦ ϕ[n]j n→∞−−−→ α = σ
−1(∞)
locally uniformly on σ−1(C) = Ĉ \ {α}.
Sub-case 2.2: λ1 = λ2.
Say, 1 λ1 < λ2. By (4), for each z ∈ C and n ∈ N we have(
ψ
[−n]
1 ◦ ψ [n]2
)
(z) =
(
λ2
λ1
)n
κn(z),
where
κn(z) = z + b2(1− λ
−n
2 )
λ2 − 1 −
b1
λn2
n−1∑
s=0
λs1.
But κn(z)
n→∞−−−−→ z +
b2
λ2−1 = z + σ(β2) locally uniformly on C, since λ2 > λ1  1, and thus
ψ
[−n]
1 ◦ ψ [n]2 n→∞−−−→ ∞
locally uniformly on C \ { −b2
λ2−1 } = C \ {σ(β2)}. So
ϕ[−n] ◦ ϕ[n] −−−→ α1 2 n→∞
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ϕ[−n]2 ◦ ϕ[n]1 n→∞−−−→ β2
locally uniformly on C \ {α,β1, β2}. Again by (4) for each z ∈ C and n ∈ N we have
ψ
[−n]
2 ◦ ψ [n]1 = λ−n2
(
λn1z + b1
n−1∑
s=0
λs1
)
− b2(1− λ
−n
2 )
λ2 − 1 .
Since 1 λ1 < λ2,
ψ
[−n]
2 ◦ ψ [n]1 n→∞−−−→
b2
1− λ2 = σ(β2)
locally uniformly on C \ {−1}. Thus
ϕ[−n]2 ◦ ϕ[n]1 n→∞−−−→ σ
−1
(
b2
1− λ2
)
= β2
locally uniformly on σ−1(C \ {−1}) = C \ {α}. 
Remark 13. With a closer look at the proof of Lemma 11 we can see that when α1 = α2, then for (, j) ∈ {(1,2), (2,1)} we
have
ϕ[−n] ◦ ϕ[n]j n→∞−−−→ β locally uniformly on C \ {β j}.
On the other hand, when α1 = α2 = α, we have the following situation.
(i) If ϕ′(α) = ϕ′j(α) = 1, then
ϕ[−n] ◦ ϕ[n]j n→∞−−−→ α locally uniformly on C \ {α}.
(ii) If ϕ′(α) < ϕ′j(α) 1, then
ϕ[−n] ◦ ϕ[n]j n→∞−−−→ β locally uniformly on C \ {α}.
(iii) If ϕ′j(α) < ϕ
′
(α) 1, then
ϕ[−n] ◦ ϕ[n]j n→∞−−−→ α locally uniformly on C \ {α,β j}.
The next lemma considers the case which Lemma 11 left out, that of two non-automorphic hyperbolic maps of LFT(D)
that share an attractive ﬁxed point on ∂D and whose ﬁrst derivatives at this ﬁxed point coincide. In this case (ϕ[n] ◦ϕ[−n]j )n
will converge locally uniformly to a non-constant parabolic member of LFT(D), eliminating the possibility of Cϕ1 ,Cϕ2 being
d-supercyclic.
Lemma 14. Let ϕ1,ϕ2 ∈ LFT(D) be hyperbolic linear fractional transformations with a common attractive ﬁxed point α, such that
ϕ′1(α) = ϕ′2(α). Then Cϕ1 , Cϕ2 are not d-supercyclic on H(D).
Proof. Notice that if |α| < 1 neither of Cϕ1 ,Cϕ2 can be supercyclic [4, Corollary 3.2]. So we may assume |α| = 1. Now, for
j = 1,2, consider ψ j = σ ◦ ϕ j ◦ σ−1, where σ(z) = α+zα−z . By Remark 10, ψ j ∈ LFT(P) has ∞ as its attractive ﬁxed point and
it is of the form
ψ j(z) = λ j z + b j,
where 0 < ϕ′j(α) = 1λ j < 1 (since ϕ j is hyperbolic) and Re(b j) 0 ( j = 1,2). Indeed, we have λ1 = 1ψ ′1(∞) =
1
ϕ′1(α)
= 1
ϕ′2(α)
=
1
ψ ′2(∞) = λ2, and without loss of generality we may assume that 0  Re(b1)  Re(b2) and also that b1 = b2 (otherwise,
ϕ1 = ϕ2 and the conclusion follows). By (1), for each z ∈ Ĉ and n ∈ N
(
ψ
[−n]
1 ◦ ψ [n]2
)
(z) =
(
λ2
λ1
)n
z + b2
λn1
n−1∑
s=0
λs2 −
b1
λ1
n−1∑
s=0
1
λs1
= z + cn −−−→ z + c, (5)n→∞
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ψ ∈ LFT(P) are parabolic, where ψ(z) = z+c. So Φn := ϕ[−n]1 ◦ϕ[n]2 = σ−1 ◦ψ [−n]1 ◦ψ [n]2 ◦σ and Φ := σ−1 ◦ψ ◦σ ∈ LFT(D) are
also parabolic, and Φn
n→∞−−−−→ Φ pointwise on Ĉ. Now, suppose that Cϕ1 , Cϕ2 are d-supercyclic on H(D), and let f ∈ H(D)
be a d-supercyclic vector for Cϕ1 , Cϕ2 . Given an arbitrary g ∈ H(D), there exist an increasing sequence (nk) of positive
integers and a sequence (μk) of non-zero scalars such that
μk
(
f ◦ ϕ[nk]j
)
k→∞−−−→ g
in H(D) ( j = 1,2). Let z ∈ D be ﬁxed. Since Φ ∈ LFT(D), there exists  > 0 such that K = {w ∈ C: |w − Φ(z)| } ⊂ D. So
Φn(z) ∈ K for n large. Hence
lim
k→∞
∣∣μk( f ◦ ϕ[nk]2 )− g ◦ Φnk ∣∣(z) = limk→∞∣∣μk( f ◦ ϕ[nk]1 ◦ Φnk)− g ◦ Φnk ∣∣(z)
 lim
k→∞
sup
w∈K
∣∣μk f ◦ ϕ[nk]1 − g∣∣(w) = 0.
That is,
g(z) = lim
k→∞
μk
(
f ◦ ϕ[nk]2
)
(z) = lim
k→∞
(g ◦ Φnk )(z) = g
(
Φ(z)
)
for each z ∈ D, a contradiction as Φ is not the identity. 
To show Proposition 16 below we use the following characterization of the case when N  2 sequences of composition
operators are disjoint mixing on H(Ω), where Ω is simply connected. We recall that N  2 sequences (T1,n)n, . . . , (TN,n)n
of operators on a Fréchet space X are d-hypercyclic provided {(T1,n f , . . . , TN,n f ): n 1} is dense in XN for some f ∈ X .
Theorem 15. (See [5, Theorem 2.1].) Let (ϕ1,n)∞n=1, . . . , (ϕN,n)∞n=1 be N  2 sequences of holomorphic self-maps of a simply connected
domainΩ . Then (Cϕ1,n )
∞
n=1, . . . , (CϕN,n )∞n=1 are d-hypercyclic on H(Ω) if and only if their sequences of symbols are injectively d-run-
away, that is, they satisfy that for each compact K ⊂ Ω , there exists n 1 such that
(i) the sets K ,ϕ1,n(K ), . . . ,ϕN,n(K ) are pairwise disjoint, and
(ii) each of ϕ1,n, . . . , ϕN,n is injective on K .
Proposition 16. Let N  2, and let Ω ⊂ C be simply connected. Suppose that the composition operators Cϕ1 , . . . ,CϕN are d-mixing
(respectively, d-hypercyclic) on H(Ω). Then for any non-zero scalars μ1, . . . ,μN , the operators μ1Cϕ1 , . . . ,μNCϕN are also d-mixing
(respectively, d-hypercyclic) on H(Ω).
Proof. Let (nk) be a strictly increasing sequence of positive integers (respectively, let (nk) = (k) be the whole sequence of
positive integers). Let K ⊂ Ω be compact,  > 0, and g0, . . . , gN ∈ H(Ω). We want to ﬁnd h ∈ H(Ω) and n ∈ {nk: k  1}
such that
sup
z∈K
∣∣h(z) − g0(z)∣∣ , and
sup
z∈K
∣∣μnj(h ◦ ϕ[n]j )(z) − g j(z)∣∣  (1 j  N).
Now, since (Cnkϕ1 )k, . . . , (C
nk
ϕN )k are d-hypercyclic on H(Ω), then the sequences (ϕ
nk
1 )k, . . . , (ϕ
nk
N )k must be d-run-away on Ω ,
by Theorem 15. Also, each ϕ j is univalent and without ﬁxed points in Ω , since Cϕ j is hypercyclic on H(Ω). Since Ω is
simply connected and enlarging K if necessary, we may assume that K has no holes. Now, let n ∈ {nk: k  1} be such that
the sets
K ,ϕ[n]1 (K ), . . . ,ϕ
[n]
N (K )
are pairwise disjoint. So K1 := K ∪ ϕ[n]1 (K ) ∪ · · · ∪ ϕ[n]N (K ) has connected complement in C and
f (z) :=
{
g0(z) if z ∈ K ,
μ−nj (g j ◦ ϕ[−n]j )(z) if z ∈ ϕ[n]j (K ) (1 j  N),
is holomorphic on a neighborhood of K1. Thus by Runge’s theorem there exists a polynomial h ∈ H(Ω) satisfying
supz∈K1 |h(z) − f (z)|  ˜ , where 0 < ˜ < min1 jN {, |μ j |n }. So for each 1  j  N and z ∈ K we have |h(z) − g0(z)|  
and ∣∣μn(h ◦ ϕ[n])(z) − g j(z)∣∣ |μ j|n˜  . j j
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Proof of Theorem 4. The implication (b) ⇒ (a) is immediate, and the implication (a) ⇒ (c) is Lemma 14. To show (c) ⇒ (b),
it suﬃces to show, by Proposition 16, that Cϕ1 , . . . ,CϕN are d-mixing on H(D). So let K ⊂ D be compact. By Theorem 15, it
suﬃces to verify that the sets
K ,ϕ[n]1 (K ), . . . ,ϕ
[n]
N (K )
are pairwise disjoint whenever n is large enough. Now, given 1  N , the symbol ϕ ﬁxes no point in D, and thus Cϕ
is mixing on H(D). Hence (ϕ[n] )∞n=1 is run-away, and ϕ
[n]
 (K ) ∩ K = ∅ for all n large enough. On the other hand, given
1 , j  N with  = j, our assumption (c) and Lemma 11 ensure that for all large enough n we have
ϕ[n] (K ) ∩ ϕ[n]j (K ) = ∅. 
Remark 17. Theorem 4 complements the observation by Bernal-González et al. [4, Corollary 3.4 and Theorem 3.6] that a
linear fractional composition operator on X = H(D) or H(C) is supercyclic if and only if it is hypercyclic (see [4, Theo-
rem 3.3] and [5, Corollary 2.10] for extensions of this result to sequences of composition operators and the corresponding
d-hypercyclic analogue). Indeed, by Theorem 3 we know that N  2 linear fractional composition operators on X = H(D)
are d-supercyclic if and only if they are d-hypercyclic. To see the case when X = H(C), notice that a composition opera-
tor Cϕ on H(C) is hypercyclic if and only if it is supercyclic, and if and only if its symbol ϕ is of the form ϕa(z) = z + a
(z ∈ C) for some ﬁxed 0 = a ∈ C. But Cϕa1 , . . . ,CϕaN are d-hypercyclic if and only if a1, . . . ,aN ∈ C \ {0} are pairwise distinct
([7, Theorem 3.1], [3]).
We conclude this section by posing the following problem.
Problem 2. Let T1, T2 be d-supercyclic operators on a Fréchet space X , such that their direct sum T1 ⊕ T2 is a hypercyclic
operator on X × X . Must T1, T2 be d-hypercyclic on X?
3. Linear fractional compositional d-mixing on Sv spaces
We recall that each Sv space is a Hilbert space under the inner product
〈 f , g〉 =
∞∑
n=0
anbn(n + 1)2v
(
f =
∞∑
n=0
anz
n, g =
∞∑
n=0
bnz
n ∈ Sv
)
.
It is plain that the subspace of polynomials is dense in Sv . The d-mixing property of linear fractional composition operators
on Sv is tied to the existence of other smaller dense sets, which we establish with Corollary 19 below. We prove ﬁrst
the following lemma, using a standard argument (e.g., see [18, p. 111]). It is simple to see that for any polynomial p the
multiplication operator Mp : Sv → Sv , Mp( f )(z) := p(z) f (z) (z ∈ D, f ∈ Sv ), is well deﬁned and continuous.
Lemma 18. Let α ∈ C \D, and v  12 . The multiplication operator Mz−α : Sv → Sv , f (z) → (z − α) f (z), has dense range.
Proof. Let f =∑∞n=0 anzn ∈ Sv be orthogonal to the range of Mz−α . So for each n 1 we have 0 = 〈 f , zn −αzn−1〉 = an(n+
1)2v − α¯an−1n2v , from which upon iterating we get an = α¯na0(n+1)2v for each n 1. Since |α| 1 and v  12 , the convergence of
‖ f ‖2 =∑∞n=0 | α¯na0(n+1)2v |2(n + 1)2v forces a0 = 0, and thus that f ≡ 0. 
Corollary 19. Let m be a positive integer, let A ⊂ C \D be a ﬁnite set. The subspace of polynomials vanishing (at least)m times at each
point of A is dense in Sv for each v  12 .
Proof. Let A = {α1, . . . ,αr} ⊂ C \ D, and let P and PA denote the subspace of polynomials and of polynomials vanishing
(at least) m times at each point of A, respectively. By Lemma 18, each operator Mz−α j ( j = 1, . . . , r) has dense range on Sv ,
and thus so does the operator M∏r
j=1(z−α j)m = Mmz−α1 . . .Mmz−αr . Hence PA = M∏rj=1(z−α j)mP is dense in Sv . 
We are ready to show a suﬃcient condition for d-mixing on Sv .
Proposition 20. Let v < 12 and 2 N ∈ N. For each  = 1, . . . ,N, let ϕ ∈ LFT(D) be either a parabolic automorphism or a hyperbolic
map without ﬁxed points in D. Suppose that for each 1 , j  N with  = j we have
ϕ[−n] ◦ ϕ[n]j n→∞−−−→ γ (6)
locally uniformly on D, where γ is a ﬁxed point of ϕ . Then the operators Cϕ1 , . . . ,CϕN are d-mixing on Sv .
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Principle, we may assume without loss of generality that 0  v < 12 . We use the equivalent norm on Sv given by the
expression
‖ f ‖2 := ∣∣ f (0)∣∣2 + ∫
D
∣∣ f ′(z)∣∣2(1− |z|2)c dA(z) ( f ∈ Sv),
where c := 1 − 2v and where dA denotes the normalized Lebesgue area measure [12, Lemma 5.6]. For 1    N , we let
α , β ∈ Ĉ denote the attractive ﬁxed point(s) of ϕ and ϕ−1 , respectively (so β = α if and only if ϕ is parabolic). Upon
conjugating all symbols ϕ1, . . . , ϕN by a suitable common automorphism, we may assume without loss of generality that
α ∈ ∂D and β ∈ C \D for each 1  N .
Now, let X0 denote the set of polynomials that vanish at every ﬁxed point of ϕ1, . . . , ϕN . Since none of these symbols
has ﬁxed points in D, we know by Corollary 19 that the set X0 is dense in Sv . For each 1  N , let X := {p ◦ σ: p ∈
PA}, where PA denotes the set of polynomials that vanish on A := {α,σ(β)} and where σ ∈ Aut(D) is deﬁned as
follows: If ϕ ∈ Aut(D), let σ(z) = z denote the identity map on Ĉ; else, pick σ ∈ Aut(D) satisfying σ(α) = α and
σ((1 + 2δ)α) = ∞, where 0 < δ < 13 (|β| − 1). Notice that in either case the selection of σ ensures that whenever ϕ is
hyperbolic, the repelling ﬁxed point σ(β) ∈ C \ D for the map ψ := σ ◦ ϕ ◦ σ−1 ∈ LFT(D) lies in the same component
of C \ L as D does, where L is the tangent line to ∂D at α . So regardless ϕ is a hyperbolic non-automorphism or a
(parabolic or hyperbolic) automorphism, the set
 :=
∞⋃
n=0
ψ
[−n]
 (D) (7)
is a bounded disc, whose boundary is the circle that is tangent to ∂D at α and that passes through σ(β). Notice also
that X = Cσ (PA) is dense in Sv , since PA is dense in Sv by Corollary 19. Now, for each 1  N and n ∈ N we deﬁne
S,n : X → Sv as
S,n( f ) := f ◦ ϕ[−n] ( f ∈ X).
To see that S,n is well deﬁned, given f = p ◦ σ , with p a polynomial, clearly p ◦ ψ [−n] ∈ H(D) and∥∥p ◦ ψ [−n] ∥∥2 = ∣∣(p ◦ ψ [−n] )(0)∣∣2 + ∫
D
∣∣(p ◦ ψ [−n] )′(z)∣∣2(1− |z|2)c dA(z)
 C(p)
(
1+
∫
D
∣∣(ψ [−n] )′(z)∣∣2 dA(z))
 C(p)
(
1+ A()
)
< ∞,
where C(p) := maxw∈ |p(w)| + |p′(w)|. That is, p ◦ ψ [−n] ∈ Sv , and thus S,n( f ) = p ◦ σ ◦ ϕ[−n] = Cσ (p ◦ ψ [−n] ) ∈ Sv ,
hence S,n is well deﬁned. Also, Cnϕ S,n( f ) = f at each f ∈ X . So by Proposition 7 it suﬃces to show that for each
1 , j  N with j = , we have
(i) Cnϕ n→∞−−−−→ 0 pointwise on X0,
(ii) S,n
n→∞−−−−→ 0 pointwise on X , and
(iii) Cnϕ j S,n n→∞−−−−→ 0 pointwise on X .
To verify condition (iii), let f = p ◦σ ∈ X , where p is a polynomial that vanishes at σ(α) = α and at σ(β). Notice that
Cnϕ j S,n( f ) = p ◦ σ ◦ ϕ[−n] ◦ ϕ[n]j = Cσ
(
p ◦ ψ [−n] ◦ ψ [n]j
)
,
where ψi := σ ◦ ϕi ◦ σ−1 for i = , j. So we must show that∥∥p ◦ ψ [−n] ◦ ψ [n]j ∥∥2 = ∣∣(p ◦ ψ [−n] ◦ ψ [n]j )(0)∣∣2 + ∫
D
gn(z)dA(z) n→∞−−−→ 0, (8)
where gn(z) = |(p ◦ ψ [−n] ◦ ψ [n]j )′(z)|2(1− |z|2)c . By assumption (6),(
p ◦ ψ [−n] ◦ ψ [n])(0) = (p ◦ σ ◦ ϕ[−n] ◦ ϕ[n])(σ−1(0))−−−→ p(σ(γ))= 0. j  j  n→∞
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∫
D
gn(z)dA(z)
n→∞−−−−→ 0, let 0 <  < 1 and consider the annulus A := {z ∈ D: 1−  < |z| < 1}. Again by (6) we
have ψ [−n] ◦ ψ [n]j = σ ◦ ϕ[−n] ◦ ϕ[n]j ◦ σ−1 n→∞−−−−→ σ(γ) locally uniformly on D, so there exists n0 for which
max
z∈D\A
∣∣(ψ [−n] ◦ ψ [n]j )′(z)∣∣2  
whenever n n0. Hence, since c = 1− 2v > 0, for n n0 we have∫
D\A
gn(z)dA(z) =
∫
D\A
∣∣(p ◦ ψ [−n] ◦ ψ [n]j )′(z)∣∣2(1− |z|2)c dA(z)

∫
D\A
∣∣p′(ψ [−n] ◦ ψ [n]j )(z)∣∣2∣∣(ψ [−n] ◦ ψ [n]j )′(z)∣∣2 dA(z)

∫
D\A
M  dA(z) M,
where M =maxw∈ |p′(w)|2. Again, since c > 0 we have∫
A
gn(z)dA(z) =
∫
A
∣∣(p ◦ ψ [−n] ◦ ψ [n]j )′(z)∣∣2(1− |z|2)c dA(z)
 M
∫
A
∣∣(ψ [−n] ◦ ψ [n]j )′(z)∣∣2(2)c dA(z)
 M(2)c A().
So for n n0∫
D
gn(z)dA(z) =
∫
D\A
gn(z)dA(z) +
∫
A
gn(z)dA(z)
 M + M(2)c A().
Since c > 0, it follows that
∫
D
gn(z)dA(z)
n→∞−−−−→ 0 and thus that condition (iii) holds. The proofs of (i) and (ii) follow
similarly. 
We now prove the main result of this section.
Theorem 3. Let v < 12 , and let ϕ1, . . . , ϕN be pairwise distinct members of LFT(D), 2 N ∈ N. The following are equivalent:
(a) The operators Cϕ1 , . . . ,CϕN are d-supercyclic on Sv .
(b) The operators Cϕ1 , . . . ,CϕN are d-mixing on Sv .
(c) The symbols ϕ1, . . . , ϕN satisfy
(i) each symbol ϕ is either a parabolic automorphism or a hyperbolic map without ﬁxed points in D, and
(ii) there are no two symbols ϕ , ϕ j having a common ﬁxed point α such that ϕ′(α) = ϕ′j(α) < 1.
Proof. The implication (b) ⇒ (a) is immediate. To see (a) ⇒ (c), the supercyclicity of each Cϕ on Sv ensures that the
symbol ϕ be either a parabolic automorphism or a hyperbolic map without ﬁxed points in D, so (i) holds. Next, by
the Comparison Principle Cϕ1 , . . . ,CϕN are d-supercyclic on H(D). Thus condition (ii) follows by Theorem 4. Finally, the
implication (c)⇒ (b) follows by Lemma 11 and Proposition 20. 
Theorem 3 gives the following corollary, extending its analogue result on H(D) which is due to Bernal-González
[3, Proposition 5.6(A)].
Corollary 21. For each a ∈ D, consider the non-Euclidean translation ϕa(z) = z+a1+a¯z (z ∈ D). Then given pairwise distinct non-zero
points a1, . . . ,aN in D, N  2, the composition operators Cϕa1 , . . . ,CϕaN are d-hypercyclic on Sv for any v <
1
2 . In particular, by the
Comparison Principle they are d-hypercyclic on H(D).
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that ϕ′a (
a|a| ) = 1−|a|. It thus follows that condition (c) of Theorem 3 is satisﬁed, and so Cϕ1 , . . . ,CϕN are d-mixing on any
Sv space with v < 12 . 
We next apply Theorem 3 to solve two problems in Example 22. The ﬁrst one, by the ﬁrst and last author [7, Problem 1]
asked whether the inverses of two invertible d-hypercyclic operators must also be d-hypercyclic. We show the answer
to this is negative, even if the given operators are assumed mixing. The second problem was posed by Bernal-González
[3, Problem 3], who asked whether ﬁnitely many composition operators generated by non-elliptic automorphisms of D are
d-hypercyclic on H(D) or on H2(D), and it is also solved in the negative.
Example 22. The hyperbolic maps ϕ j ∈ Aut(D) ( j = 1,2) given by
ϕ1(z) = (3+ i)z − 1− i
(−1+ i)z + 3− i and ϕ2(z) =
(3+ 2i)z − 1− 2i
(−1+ 2i)z + 3− 2i
satisfy that Cϕ1 ,Cϕ2 are d-hypercyclic on H
2(D), while C−1ϕ1 ,C
−1
ϕ2
are not d-supercyclic. In particular, ϕ−11 ,ϕ
−1
2 ∈ Aut(D) are
non-elliptic, with Cϕ−1i
mixing on H2(D), i = 1,2, and yet Cϕ−11 ,Cϕ−12 are not d-supercyclic on H(D).
Indeed, for j = 1,2 the map ϕ j = σ−11 ◦ ψ j ◦ σ1 is the conjugate via σ1(z) = 1+z1−z to the hyperbolic ψ j ∈ Aut(Π) given by
ψ1(z) = 1
2
z − i
2
and ψ2(z) = 1
2
z − i,
which have attractive ﬁxed points at −i and −2i, respectively, and the same repelling ﬁxed point, at ∞. So ϕ1,ϕ2 ∈ Aut(D)
are hyperbolic and have different attractive ﬁxed points and by Theorem 3 force the operators Cϕ1 ,Cϕ2 to be d-mixing on
S0 = H2(D). However, ϕ−11 ,ϕ−12 ∈ Aut(D) are also hyperbolic and have the same attractive ﬁxed point at α = σ−11 (∞) = 1
with (
ϕ−11
)′
(1) = (ϕ−12 )′(1) = 12 < 1,
so by Theorem 4 the operators C−1ϕ1 = Cϕ−11 ,C
−1
ϕ2
= Cϕ−12 are not d-supercyclic on H(D), and hence neither are on H
2(D).
Another consequence of Theorem 3 is the following.
Corollary 23. Let T be a hypercyclic linear fractional composition operator on X = H(D) or Sv (v < 12 ), and let 1 r1 < r2 < · · · < rN
be integers, with N  2. Then T r1 , . . . , T rN are d-mixing. If in addition T is invertible, the same conclusion holds for any r1 < · · · < rN
non-zero integers.
Proof. Suppose 1  r1 < r2 < · · · < rN and that T = Cϕ satisﬁes that T r1 , . . . , T rN are not d-mixing. By Theorem 3, there
exist distinct indexes 1 j,k N such that ϕ[r j ] and ϕ[rk] share the same attractive ﬁxed point α and
ϕ[r j]′(α) = ϕ[rk]′(α) < 1. (9)
This forces ϕ to be hyperbolic with attractive ﬁxed point α. By (9) and the hypercyclicity of T , 0 < wr j = wrk < 1, where
w = ϕ′(α), forcing r j = rk , a contradiction. The second statement follows similarly. 
We stress that in contrast with Corollary 23, the situation is quite different when T is a unilateral or bilateral backward
weighted shift T on a Hilbert space H . In the latter case, for example, the iterates T r1 , . . . , T rN are d-hypercyclic on H
if and only if the direct sum operator
⊕
0k< jN T
r j−rk is hypercyclic on the product space H
N(N+1)
2 , where r0 = 0, see
[7, Corollary 4.4 and Corollary 4.9].
We next consider scalar multiples of linear fractional composition operators on Sv spaces. We ﬁrst observe the following.
Remark 24. Let T1, . . . , TN be operators on a topological vector space X , and λ1, . . . , λN be unimodular scalars. Then:
(i) If T1, . . . , TN are d-mixing, so are λ1T1, . . . , λN TN .
(ii) If z ∈ X is d-hypercyclic for T1, . . . , TN , it is also d-hypercyclic for λ1T1, . . . , λN TN .
Proof. The second statement is due to Shkarin, see [20, Proposition 2.10]. The ﬁrst statement should be compared with
Remark 5 in [13]. Now, suppose that (i) does not hold. Then there exist non-empty open subsets U0, . . . ,UN of X and an
increasing sequence of integers (nk) such that
U0 ∩ (λ1T1)−nk (U1) ∩ · · · ∩ (λN TN)−nk (UN) = ∅
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scalars α1, . . . ,αN such that limk λ
nk
i = αi (i = 1, . . . ,N). Now, ﬁx δ > 0 and non-empty open sets Vi ⊂ Ui such that βVi ⊂
αiU i whenever |β − αi | < δ (i = 1, . . . ,N). Let k0 ∈ N be such that |λnki − αi | < δ for k k0 and i = 1, . . . ,N . By hypothesis,
there is m nk0 such that
U0 ∩ (T1)−n
(
α−11 V1
)∩ · · · ∩ (TN)−n(α−1N VN) = ∅
for all n m. We ﬁx k ∈ N with nk m and x ∈ U0 such that Tnki x ∈ α−1i V i , i = 1, . . . ,N . By selection, since λnki V i ⊂ αiU i ,
we obtain
Tnki x ∈ α−1i V i ⊂ λ−nki Ui, i = 1, . . . ,N,
which is a contradiction. 
We note that when a symbol ϕ ∈ LFT(D) is parabolic and μ a non-zero scalar, then μCϕ is hypercyclic on Sv if and only
if v < 12 , ϕ is an automorphism, and μ has modulus one [12, Theorem 3.3]. Hence by Remark 24, we have the following
corollary of Theorem 3.
Corollary 25. Let ϕ1, . . . , ϕN ∈ LFT(D) be parabolic and pairwise distinct, where N  2. Then μ1Cϕ1 , . . . ,μNCϕN are d-mixing on Sv
if and only if v < 12 , each symbol ϕ is an automorphism, and each scalar μ has modulus one.
It is natural to ask for a scalar multiple version of Theorem 3 on Sv .
Problem 3. Let μ1, . . . ,μN be scalars and ϕ1, . . . , ϕN ∈ LFT(D), where N  2. When do μ1Cϕ1 , . . . ,μNCϕN are d-mixing
on Sv?
Remark 26. It follows from Theorem 4 that a necessary condition for μ1Cϕ1 , . . . ,μNCϕN to be d-mixing on Sv is that
each symbol ϕ must be either a parabolic or a hyperbolic map without ﬁxed points in D, and that if any two symbols
ϕ,ϕ j share a common attractive ﬁxed point α, then the expression ϕ′(α) = ϕ′j(α) < 1 does not hold. Moreover, Gallardo-
Gutiérrez and Montes-Rodríguez’s mixing characterization of a scalar multiple of a linear fractional composition operator
on Sv spaces provides more necessary conditions: If some symbol ϕ is parabolic, it must be an automorphism and the
corresponding scalar μ must be of modulus one, see [12, Theorem 3.3]. If ϕ is a hyperbolic automorphism with attractive
ﬁxed point α, then v < 12 and ϕ
′
(α)
c
2 < |μ| < ϕ′(α)−
c
2 , where c = 1− 2v , see [12, Theorem 3.5]. And if ϕ is a hyperbolic
non-automorphism, then v  12 and ϕ′(α)
c
2 < |μ|, see [12, Theorem 2.11].
Since the supercyclic linear fractional composition operators on the Dirichlet space S 1
2
are precisely those with hyperbolic
symbols that are non-automorphic, another question arising from Theorem 3 is the following.
Problem 4. Let ϕ1, . . . , ϕN ∈ LFT(D) be pairwise distinct hyperbolic non-automorphisms, where N  2. When do
Cϕ1 , . . . ,CϕN are d-supercyclic on the Dirichlet space?
Finally, it is natural to ask whether the linear fractional d-mixing characterization obtained on each Sv (v < 12 ) with
Theorem 3 extends to the projective limit. We show with Proposition 27 below that the answer is aﬃrmative, in a general
way. Recall that a projective spectrum X consists of topological vector spaces Xα , α ∈ I , for a directed index set I , and
continuous linear spectral maps αβ : Xβ → Xα for α  β with αβ ◦ βγ = αγ and αα = I Xα . The projective limit is
ProjX =
{
(xα)α∈I ∈
∏
α∈I
Xα; αβ xβ = xα
}
and α denotes the restriction to ProjX of the projection onto the α-th component. We say that X is strongly reduced if
for each α there is a larger β such that αβ Xβ is contained in the closure of Im(
α) in Xα .
A family {Tα: Xα → Xα}α∈I of continuous linear maps is an endomorphism of X if their elements commute with the
spectral maps, that is, Tα ◦ αβ = αβ ◦ Tβ . The projective limit of the endomorphism is deﬁned by T (xα)α∈I = (Tαxα)α∈I .
We refer the reader to [22] for more information about projective limits. We will denote by U0(Y ) the set of open
0-neighborhoods on a topological vector space Y . The following proposition follows the arguments of [8, Proposition 2.1].
Proposition 27. Let X be a strongly reduced projective spectrum and (Ti,α)α∈I , i = 1, . . .N, N  2, endomorphisms of X such that
T1,α, . . . , TN,α are d-mixing on Xα for each α ∈ I . Then the respective projective limits T1, . . . , TN of the endomorphisms are d-mixing
on ProjX .
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U ⊇ (α)−1(V ) and there is β  α with αβ Xβ ⊂ α X . For each W ∈ U0(Xα) we obtain αβ Xβ ⊂ α X + W and thus Xβ ⊂
β X + (αβ )−1(W ) which means that the image of β is dense in Xβ with respect to the vector space topology τ having
{(αβ )−1(W ); W ∈ U0(Xα)} as a basis of the 0-neighborhoods ﬁlter. Moreover, each Ti,β is continuous on (Xβ, τ ) since
T−1i,β ((
α
β )
−1(W )) = (αβ )−1(T−1i,α (W )) ∈ τ for every W ∈ U0(Xα), and T1,β , . . . , TN,β are d-mixing on (Xβ, τ ) since τ is
coarser than the original topology on Xβ . Hence there is n0 ∈ N such that
U (n) := (βx+ (αβ )−1(V ))∩ N⋂
i=1
(
T−ni,β
(
β yi +
(
αβ
)−1
(V )
)) = ∅
for all n  n0. Since U (n) is open with respect to τ , there is zn ∈ X such that β zn ∈ U (n) for each n  n0. Then we have
α(zn − x) = αβ (β zn − βx) ∈ V , that is, zn ∈ x+ U , and
α
(
Tni zn
)= αβ (β(Tni zn))= αβ (Tni,β(β zn)) ∈ α yi + V ,
which gives Tni zn ∈ yi + U for every n n0, i = 1, . . . ,N . This proves that
(x+ U ) ∩ (T−n1 (y1 + U ))∩ · · · ∩ (T−nN (yN + U )) = ∅,
for each n n0, and thus T1, . . . , TN are d-mixing on X . 
Recall that for each v ∈ R the norm of a member f = ∑∞n=0 anzn of Sv is given by ‖ f ‖2Sv = ∑∞n=0 |an|2(n + 1)2v .
So Sv2 ⊂ Sv1 whenever v1 < v2, with the inclusion map from Sv2 into Sv1 continuous and having dense range. Also,
S 1
2− :=
⋂
v< 12
Sv =⋂∞n=1 S n−12n is a Fréchet space when endowed with the fundamental sequence of seminorms (pn)∞n=1 :=
(‖ · ‖S n−1
2n
)∞n=1.
Corollary 28. Let ϕ1, . . . , ϕN be pairwise distinct members of LFT(D), 2 N ∈ N. Then Cϕ1 , . . . ,CϕN are d-mixing on S 1
2− if and only
if they are d-mixing on the Hardy space S0 .
Proof. The “only if” is immediate by the Comparison Principle. For the converse, consider the projective spectrum X given
by the directed set I := N, the spaces Xn := S n−1
2n
, n ∈ N, and the spectral maps nm : Xm → Xn , n  m, given by the in-
clusions. Then ProjX = S 1
2− in an obvious way. Also, for each i = 1, . . .N , the endomorphism (Ti,n)n∈N = (Cϕ[n]i )n∈N of X
has projective limit Ti = Cϕi on S 12− . By the assumption and Theorem 3, for each n ∈ N the operators T1,n, . . . , TN,n are
d-mixing on S n−1
2n
. Hence Proposition 27 gives that Cϕ1 , . . . ,CϕN are d-mixing on S 1
2− , and the corollary follows. 
The case N = 1 of Proposition 27 follows similarly.
Corollary 29. Let X be a strongly reduced projective spectrum and (Tα)α∈I an endomorphism of X such that each Tα is mixing. Then
the projective limit of (Tα)α∈I is mixing on ProjX .
In particular, by Corollary 30, Theorem 2, and the Comparison Principle we have the following.
Corollary 30. A linear fractional compositional operator Cϕ is hypercyclic (or supercyclic, or mixing) on S 1
2− if and only if it has that
property on the Hardy space S0 . Also, Cϕ is supercyclic on S 1
2− if and only if it is mixing there.
We conclude the paper by pointing out that [3, Problem 1] by Bernal-González, whether T and T 2 must be d-hypercyclic
whenever T is a hypercyclic operator, has a simple answer in the negative: Let (x1, x2, . . .)
T→ (w2x2,w3x3, . . .) be the uni-
lateral backward weighted shift on 2 whose weight sequence (wn) is given by wn = 2 for n ∈ {9,98,99,997,998,999, . . .},
wn = 2−k if n = 10k (k  1), and wn = 1 otherwise. It is easy to see that for each k  1 we have ∏10k−1n=1 wn = 2k and that∏2k
n=1 wn = 1 whenever
∏k
n=1 wn > 1. It follows that T is hypercyclic on 2 and that T ⊕ T 2 is not hypercyclic on 2 ⊕ 2,
see [15, Theorem 2.8]. In particular, T , T 2 are not d-hypercyclic on 2.
We don’t know, however, whether T , T 2 must be d-hypercyclic on X whenever T ⊕ T 2 is hypercyclic on X × X .
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