Our interest is in estimating the stress-strength reliability P r(X > Y ) based on lower record values when X and Y are two independent but not identically distributed Burr type X random variables. The maximum likelihood estimator, Bayes and empirical Bayes estimators using Lindleys approximations, are obtained and their properties are studied. The exact confidence interval, as well as the Bayesian credible sets are obtained. Two examples are presented in order to illustrate the inferences discussed in the previous sections. A Monte Carlo simulation study is conducted to investigate and compare the performance of different types of estimators presented in this paper and to compare them with some bootstrap intervals.
Introduction
The problem of estimating R = P (X > Y ) arises in the context of mechanical reliability of a system with strength X and stress Y and R is chosen as a measure of system reliability. The system fails if and only if, at any time the applied stress is grater than its strength. This type of reliability model is known as the stressstrength model. This problem also arises in situations where X and Y represent lifetimes of two devices and one wants to estimate the probability that one fails before the other. For example, in biometrical studies, the random variable X may represent the remaining lifetime of a patient treated with a certain drug while Y represent the remaining lifetime when treated by another drug. The estimation of stress-strength reliability is very common in the statistical literature. The reader is referred to Kotz et al. [1] for other applications and motivations for the study of the stress-strength reliability.
Record values arise naturally many real life applications involving data relating to meteorology, hydrology, sports and life-tests. In industry and reliability studies, many products may fail under stress. For example, a wooden beam breaks when sufficient perpendicular force is applied to it, an electronic component ceases to function in an environment of too high temperature, and a battery dies under the stress of time. But the precise breaking stress or failure point varies even among identical items. Hence, in such experiments, measurements may be made sequentially and only values larger (or smaller) than all previous ones are recorded. Data of this type are called record data. Thus, the number of measurements made is considerably smaller than the complete sample size. This measurement saving can be important when the measurements of these experiments are costly if the entire sample was destroyed.
Let {X i , i ≥ 1} be a sequence of independent and identically distributed (iid) random variables with an absolutely continuous cumulative distribution function (cdf) F (x) and probability density function (pdf) f (x). An observation X j is called an upper record if its value exceeds all previous observations, i.e. X j is an upper record if X j > X i for every i < j. An analogous definition can be given for lower records. Records were first introduced and studied by Chandler [2] . Interested readers may refer to the book by Arnold et al. [3] and the references contained therein.
Burr [4] introduced twelve different forms of cumulative distribution functions for modeling lifetime data or survival data. Among those twelve distribution functions, Burr type X and Burr type XII received the maximum attention. Several aspects of the Burr type X distribution were studied by Sartawi and Abu-Salih [5] , Jaheen [6] and Raqab [7] . The cumulative distribution function (cdf) and the probability density function (pdf) of the Burr type X distribution with shape parameter θ, which will be denoted by Burr(θ) , are respectively as follows,
The problem of estimating the stress-strength reliability in the Burr type X distribution was considered by Ahmad et al. [8] and Surles and Padgett [9] . Kim and Chung [10] discussed Bayesian estimation of stress-strength reliability from Burr type X model containing spurious observations. We consider the problem of point and interval estimating the stress-strength reliability in the Burr type X distribution based on lower record values. The problem of interval estimating the stress-strength reliability based on record values was considered by Baklizi [11] for the generalized exponential distribution. The rest of this paper is organized as follows: In Section 2, we discussed likelihood inference for the stress-strength reliability, while in Section 3 we considered Bayesian inference. In Section 4, we presented two numerical examples. A Monte Carlo simulation study is described in Section 5. Finally conclusion of the paper is provided in section 6.
Likelihood inference
Let X and Y be independent random variables from the Burr type X distribution with the parameters θ 1 and θ 2 respectively. Let R = Pr(X > Y ) be the stressstrength reliability. then, 
where f and F are the pdf and cdf of X ∼ Burr(θ 1 ) respectively and g and G are the pdf and cdf of Y ∼ Burr(θ 2 ) respectively. Substituting f , F , g and G in the likelihood functions and using Equation(2.1), we obtain
It can be shown that the maximum likelihood estimators (MLE) of θ 1 and θ 2 based on the lower record values are
. Therefore using the invariance properties of the maximum likelihood estimation, the MLE of R is given bŷ
To study the distribution ofR we need the distributions ofθ 1 andθ 2 . Consider first
, the pdf of the nth lower record value R n is given by (Ahsanullah [12] ),
Consequently, the pdf of Z 1 =θ 1 is given by,
This is recognized as the inverted gamma distribution, i.e., Z 1 ∼ IGamma(n, nθ 1 ). Similarly, the pdf of Z 2 =θ 2 is given by,
Thus Z 2 ∼ IGamma(m, mθ 2 ). Therefore we can find the pdf of
Consider Z 2 /Z 1 . Note that, by the properties of the inverted gamma distribution and its relation with the gamma distribution we have (
Note that, by the independence of two random quantities we have
, has a scaled F distribution. It follows that the distribution ofR is that of
which can be obtained using simple transformation techniques. This fact can be used to construct the following (1 − α)% confidence interval for R, (2.7)
) −1 ,
.
Bayesian inference
Consider the likelihood functions of θ 1 and θ 2 based on the two sets of lower record values from the Burr type X distribution mentioned in Equation (2.2). We have
where
. These suggest that the conjugate family of prior distributions for θ 1 and θ 2 is the Gamma family of probability distributions,
where δ 1 , γ 1 , δ 2 and γ 2 are the parameters of the prior distributions of θ 1 and θ 2 respectively. It can be shown that (
. Since the priors θ 1 and θ 2 are independent, then, using standard transformation techniques and after some manipulations, the posterior pdf of R will be
The Bayes estimator under squared error loss is the mean of this posterior distribution which can not be computed analytically. Alternatively, using the approximate method of Lindley [13] , it can be seen that the approximate Bayes estimator of R, sayR B , relative to squared error loss function is
are the mode of the posterior densitys θ 1 and θ 2 respectively. On the other hand, it follows from the posterior density θ 1 and θ 2 that 2(
) . 
. Therefore, it can be seen that the approximate Bayes estimator of R under the Jeffreys prior density, sayR JB , relative to squared error loss function is
) .
Furthermore, it follows that the posterior distribution of R is equal to that of
. Therefore a Bayesian (1 − α)% confidence interval for R is given by,
. Now consider the case when the parameters of prior distributions are themselves unknown. We consider the conjugate prior distributions for θ 1 and θ 2 above when the parameters γ 1 and γ 2 are unknown. In the empirical Bayes model, we must estimate them. In order to, we calculate the marginal distribution of lower records, with densitys
Using Equations (2.2) and (3.2), we obtain
It can be shown that the maximum likelihood estimators (MLE) of γ 1 and γ 2 based on the marginal distributions (3.8) are
Substitutingγ 1 andγ 2 into Equation (3.4), the approximate empirical Bayes estimator of R, sayR EB , relative to squared error loss function is given by,
. 
The construction of highest posterior density (HPD) regions requires finding the set
I = {θ : π(θ| r ∼ , s ∼ ) ≥ k α } ,
Illustrative examples
In this section, two numerical examples are presented to illustrate the inferences discussed in the previous sections.
Example 4.1 (Real Data Set). We consider a data analysis for two data sets reported by Bennett and Filliben [15] . They have reported minority electron mobility for p-type Ga 1−x Al x As with seven different values of mole fraction. We use two data sets related to the mole fractions 0.25 and 0.30. These data are given as follows: We fit the Burr type X distribution to the two data sets separately. We used the Kolmogorov-Smirnov (K-S) tests for each data set to fit the Burr type X model. It is observed that for data sets 1 and 2, the K-S distances are 0.2453 and 0.2026 with the corresponding p-values 0.1395 and 0.3110, respectively. Therefore, it is clear that Burr type X model fits well to both the data sets. Moreover, we plot the empirical distribution functions and the fitted distribution functions in Figure  1 . This figure show that the empirical and fitted models are very close for each data set. For the above data, we observe that the first 15 values for both the data sets are the lower record values and the smallest records, r n and s m , are equal to 0.6175 and 0.5647, respectively. Therefore, we obtain the MLEs of θ 1 and θ 2 as, 13.0576 and 11.5551, respectively. Thus, the MLE of R becomesR = 0.5305. The corresponding 95% confidence interval based on Equation (2.7) is equal to (0.3527,0.7009). To obtain Bayes estimates, we assume δ 1 = δ 2 = 3 and γ 1 = γ 2 = 2 in Equation (3.4) . We obtainθ 1 = 5.3990,θ 2 = 5.15440 andR = 0.5116. Therefore, the approximate Bayes estimator of R becomesR B = 0.5113. The corresponding Bayesian 95% confidence interval based on Equation (3.5) is equal to (0.3504,0.6704). So, the approximate Bayes estimator of R based on Equation (3.6) becomesR JB = 0.5294 and the corresponding Bayesian 95% confidence interval based on Equation (3.7) is equal to (0.3527,0.7009). Finally, using Equation (3.10), we obtainθ * 1 = 12.3322, θ * 2 = 10.9131 andR * = 0.5305. Therefore, the approximate empirical Bayes estimator of R becomesR EB = 0.5269. The corresponding Bayesian 95% confidence interval based on Equation (3.11) is equal to (0.3678,0.6869). Based on the above data, we obtain the MLEs of θ 1 and θ 2 as, 1.1456 and 1.6916, respectively. Therefore, the MLE of R becomesR = 0.4037. The corresponding 95% confidence interval based on Equation (2.7) is equal to (0.1768,0.6617). Letting δ 1 = δ 2 = 2 and γ 1 = γ 2 = 4 in Equation (3.4), we obtainθ 1 = 0.7578, θ 2 = 1.0310 andR = 0.4236. Therefore, the approximate Bayes estimator of R becomesR B = 0.4321. The corresponding Bayesian 95% confidence interval based on Equation (3.5) is equal to (0.2199,0.6582). So, the approximate Bayes estimator of R based on Equation (3.6) becomesR JB = 0.4077 and the corresponding Bayesian 95% confidence interval based on Equation (3.7) is equal to (0.1768,0.6617). Finally, using Equation (3.10), we obtainθ * 1 = 1.0024,θ * 2 = 1.5224 andR * = 0.3970. Therefore, the approximate empirical Bayes estimator of R becomesR EB = 0.4070. The corresponding Bayesian 95% confidence interval based on Equation (3.11) is equal to (0.2016,0.6329).
A simulation study
In this section, a simulation study is conducted to investigate the performance of different types of estimators presented in this paper and to compare them with some bootstrap intervals. It is important here to note that all inference procedures in this paper depend only on the smallest records, r n and s m . In the simulation design we used all combinations of n = 5, 10, 15 and m = 5, 10, 15. We used θ 1 = 1 and R = 0.1, 0.25, 0.5. The value of θ 2 is determined by the choice of θ 1 and R. In Bayesian simulation, we used δ 1 = δ 2 = 3 and γ 1 = γ 2 = 5 where it is needed. All the results are based on 2000 replications. 
whereR can be each of the maximum likelihood estimator and the approximate Bayes estimators based on Equations (3.4), (3.6) and (3.10). The results are reported in Table 1 .
Next, a simulation study is conducted to investigate and compare the performance of the confidence intervals presented in this paper and some bootstrap intervals in terms of their coverage probability and expected length. There are several bootstrap based intervals discussed in the literature (Efron and Tibshirani [16] ). Since all inferences in this paper depend only on the smallest records, therefore we shall use the parametric bootstrap based on the marginal distribution of R n as given in Equation (2.4). In follows we describe the bootstrapping procedure: 1) Calculateθ 1 ,θ 2 andR, the maximum likelihood estimators of θ 1 , θ 2 and R based on r n and s m .
2) Generate r * n from the distribution given in Equation (2.4) with θ 1 replaced byθ 1 Interested readers may refer to DiCiccio and Efron [17] and the references contained therein to observe more details.
For each generated pair of samples we calculated the following intervals; 1) ML: The interval based on the MLE given in Equation (2.7).
2) Bayes: The interval based on the Bayes estimator given in Equation (3.5).
3) J.B: The interval based on the Bayes estimator given in Equation (3.7). 4) E.B: The interval based on the empirical Bayes estimator given in Equation (3.11). 5) Norm: The normal interval. 6) Basic: The basic pivotal interval. 7) Perc: The percentile interval. The empirical coverage probability and expected lengths of intervals are obtained by using the 2000 replications. For bootstrap intervals we used 1000 bootstrap samples. The results of our simulations for confidence level (1 − α) = 0.95 and 0.90 are given in Tables 2 and 3 respectively.
Conclusion and discussion
Based on simulation results in Table 1 , we observe that the biases and the mean squared errors (MSEs) of the estimators are very close, especially for larger sample sizes. It appears that the performance of the MLE and the approximate Bayes estimators based on Equations (3.6) and (3.10) is almost the same in terms of their biases and mean squared errors (MSEs) but the MLE has the better performance for small values of R. Furthermore, the approximate Bayes estimators based on Equations (3.4) has the weak performance specially for small values of R. Hence, between the point estimators presented in this paper, we recommend to use the MLE.
Based on simulation results in Tables 2 and 3 , it appears that the length of the intervals is maximized when R = 0.5 and gets shorter and shorter as we move away to the extremes. Increasing the sample size on either variable also results in shorter intervals. The performance of the both basic pivotal interval and percentile interval is similar in terms of expected length but in terms of coverage rate percentile interval has the better performance. The percentile interval appears to be the best among bootstrap intervals. The interval based on the MLE and the interval based on the Bayes estimator given in Equation (3.7) appears to perform almost as well as the percentile interval. The interval based on the Bayes estimator given in Equation (3.5) has the low coverage rate and the long expected length for small values of R since it is dependent on γ 1 and γ 2 values. Furthermore, the interval based on the empirical Bayes estimator has the shortest expected length between the other intervals but it has the low coverage rate. It appears that the intervals based on the MLE, the Bayes estimator given in Equation (3.7) and percentile interval simultaneously has the short expected length and very good coverage rate in comparison with the other intervals. Hence, we recommend to use this confidence intervals in all. 
