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Abstract. Accurate segmentation of structural magnetic resonance images is critical for creating subject-spe-
cific forward models for functional neuroimaging source localization. In this work, we present an innovative seg-
mentation algorithm that generates accurate head tissue layer thicknesses that are needed for diffuse optical
tomography (DOT) data analysis. The presented algorithm is compared against other publicly available head
segmentation methods. The proposed algorithm has a root mean square scalp thickness error of 1.60 mm, skull
thickness error of 1.96 mm, and summed scalp and skull error of 1.49 mm. We also introduce a segmentation
evaluation metric that evaluates the accuracy of tissue layer thicknesses in regions of the head where optodes
are typically placed. The presented segmentation algorithm and evaluation metric are tools for improving the
localization accuracy of neuroimaging with DOT, and also multimodal neuroimaging such as combined electro-
encephalography and DOT. © 2014 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.19.2.026011]
Keywords: diffuse optical tomography; segmentation; neuroimaging.
Paper 130792R received Nov. 4, 2013; revised manuscript received Jan. 5, 2014; accepted for publication Jan. 16, 2014; published
online Feb. 14, 2014.
1 Introduction
Functional brain imaging techniques that have ill-posed inverse
problems often rely on structural brain images to provide ana-
tomical priors to constrain tomographic reconstructions.1,2
Creating subject-specific anatomical head models suitable for
functional neuroimaging modalities generally requires segmen-
tation of structural images and assignment of tissue properties.
The physical properties of the tissues are dependent on the im-
aging modality used, or the head models can include more than
one type of physical property and therefore be suitable for multi-
modal neuroimaging source reconstructions. Usually, structural
magnetic resonance imaging (MRI) scans are used to form the
head models in noninvasive brain imaging because the images
have generally good tissue contrast and do not require ionizing
radiation. Different MRI pulse sequences generate different
patterns of tissue contrast. For functional MRI (fMRI), high-
resolution T1 images with good gray matter/white matter con-
trast such as those generated by the magnetization-prepared
rapid gradient-echo (MPRAGE) pulse sequence3 are often
used to generate better anatomical visualization than could be
achieved with the low-resolution functional images.
Source reconstruction for diffuse optical tomography (DOT)
and electroencephalography (EEG) is particularly reliant on appro-
priate head models, due to the interaction of brain activity and the
intermediating head tissues. DOT forward and inverse models are
used to reconstruct changes in oxy- and deoxyhemoglobin concen-
tration in a three-dimensional (3-D) volume and can localize activ-
ity to the brain.4 This method for brain activity reconstruction
requires segmentation of the tissue types in the whole head, not
just the brain, as the optical probes are placed on the scalp so pho-
tons traverse the head tissue surrounding the brain. It is especially
important to have the correct cerebrospinal fluid (CSF) layer thick-
ness because CSF has much lower optical absorbance and higher
electrical conductivity than other tissues. EEG forward models also
require modeling all tissues in the head. Scalp and skull segmen-
tation are important for creating accurate models of the head with
the correct conductivity. Physical property values can differ by an
order of magnitude between extracerebral head tissue types, as
shown in Table 1, underscoring the necessity of accurate tissue seg-
mentation for realistic head models.
Segmenting the skull from MRI is important for both DOT
and EEG forward modeling. Unfortunately, this task is compli-
cated by the fact that the standard high-resolution T1 image col-
lected for fMRI localization is optimized for gray matter/white
matter tissue contrast, not skull segmentation. Other types of
MRI weighted images such as T2-weighted and proton density
images are often used to segment these other tissue types.6,7
Methods for creating high-quality head meshes from MRI
have been described,8 but require at least one T1 and one T2
scan, and optimally require four MRI scans. However, from a
practical perspective it would be preferable to have an accurate
head segmentation using a single MRI. T1 images are com-
monly available and would be the most cost-effective and fastest
pulse sequence use to create accurate head segmentations.
There has been a fair amount of attention paid to the accuracy
of gray matter/white matter segmentation9 and skull stripping.10
Far less attention has been paid to accurate skull and scalp seg-
mentation, despite studies which have shown that errors in mod-
eling tissue thickness can lead to source localization errors in
EEG11,12 and incorrect estimates of light reaching the cortex
in optical forward modeling.13,14 A few software packages
have been developed to address the problem of creating head
segmentations from T1 structural MRIs. We identified four
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software packages with the capability to segment head tissue
types from T1 MRIs only. The required inputs and general
methodology are shown in Table 2. The comparison software
packages we used are SkullFinder,15 the FMRIB Software
Library (FSL) tools,16 Freesurfer’s mri_watershed,17 and the
Statistical Parameter Mapping 8 (SPM8) MATLAB toolbox.18
In this work, we present a novel hybrid method to accurately
segment all head tissues and compare this novel method to
the publicly available packages.
For multimodal neuroimaging, it is necessary to have accu-
rate segmentation of scalp, skull, CSF, gray matter, and white
matter. Multimodal neuroimaging with DOT is particularly sen-
sitive to skull and scalp thickness accuracy. For imaging studies
including EEG or DOT, it is necessary to have the appropriate
CSF layer thickness. A fully automated pathway for creating the
segmentations is also preferred, both to save researcher time and
avoid researcher bias in the segmentations.
Evaluation of segmentation algorithms can be complicated by
the fact that algorithms are often validated against manual segmen-
tation, which is time-consuming and may not be entirely consistent
between studies. To test algorithms of interest in this work, we
employed the BrainWeb Simulated Brain Database.7 This database
includes a set of 20 realistic head segmentations which were cre-
ated from real MRI scans, and simulated T1 images that were gen-
erated from these segmentations. Therefore, it is possible to test the
accuracy of segmentation algorithms by comparing the segmenta-
tions of the simulated T1s created by each algorithm to the seg-
mentation that generated the T1s.
The goal of this work is to present a novel algorithm for whole
head segmentation from T1 MRI scans. We quantitatively com-
pare this new method against currently available methods using
both traditional voxel-based segmentation accuracy metrics and a
novel thickness metric. This new layer-based thickness metric is
particularly useful for creating head models for noninvasive DOT
forward modeling, and also allows for better comparisons with
theoretical work that models the head as slabs with layers of tis-
sues. The novel segmentation method employs a hybrid approach
based on the aspects of the previously published algorithms that
performed well as determined by our segmentation evaluation
metric, and we show that this hybrid method faithfully recon-
structs head tissue thicknesses in regions of the head that are rel-
evant for noninvasive brain imaging.
2 Methods
2.1 Segmentation Algorithms
2.1.1 Ground truth segmentations
The MRIs used to test the algorithms in this work were from the
normal anatomical models section of the BrainWeb Simulated
Brain Database.7 The segmentation models were created from
multisequence MRI scans of subjects, and then these digital
phantoms were used to create companion simulated T1 images.
The methodology means that the anatomical segmentation
models serve as “ground truth” for the T1s and allow for
comparison of the segmentation algorithms of interest.
The BrainWeb segmentations contain more tissue types than nec-
essary for optical and M/EEG forward models, so the “fat,” “around
fat,” “muscle,” and “muscle/skin” tissues were mapped to the scalp
class, and the “dura,” and “bonemarrow” classesweremapped to the
skull class. The “vessel” tissue class was mapped to the second-most
likely tissue class. Head models, therefore, contained scalp, skull,
CSF, gray matter, white matter, and vessel tissue classes.
2.1.2 Standard segmentation methods
Segmentations of the BrainWeb-generated T1s were performed
with the Freesurfer Watershed, BrainSuite Skullfinder, FSL
BET, and SPM algorithms. The input T1 images were simulated
to approximate a spoiled fast low angle shot (SFLASH) sequence
(TR ¼ 22 ms, TE ¼ 9.2 ms, flip angle ¼ 30 deg, and 1 mm iso-
tropic voxel size). All 20 of the simulated T1 subjects in the nor-
mal anatomical database were used. These segmentations were
used to extract the scalp, skull, CSF, and brain tissue types.
The Freesurfer algorithm provides a “fat” classification, which
was mapped to scalp. The BrainSuite algorithm does not differ-
entiate between gray matter and white matter, so to compare the
BrainSuite results with the BrainWeb segmentation both gray
matter and white matter were combined to form a “brain” seg-
mentation. The FSL method used brain extraction tool (BET)
and the brain surface extraction tool BETSURF to extract the
scalp, skull, and CSF, and FMRIB’s Automated Segmentation
Tool (FAST) to segment gray and white matters and refine the
CSF segmentation. The general strategies employed by each seg-
mentation method are highlighted in Table 2.
2.1.3 Novel hybrid segmentation algorithm to accurately
recover skull, scalp, and CSF layer thickness
A novel hybrid algorithm was developed for multimodal neuro-
imaging forward models with a focus on accurately reconstruct-
ing skull, scalp, and CSF layer thickness from T1 images. This
algorithm was inspired by the Skullfinder algorithm as
described in Dogdas et al.15 and the FSL BET algorithm. In gen-
eral, this hybrid segmentation algorithm used morphological
Table 1 Extracerebral tissue physical properties. Optical properties
are from Ref. 5 and conductivity is from Ref. 6.
Tissue class
830 nm μa
(mm−1)
830 nm μs 0
(mm−1)
Conductivity
(S/m)
Scalp 0.0136 0.86 0.33
Skull 0.0191 0.66 0.0042
CSF 0.0026 0.01 1.79
Table 2 Evaluated segmentation methods.
Input Methodology
BrainSuite T1 Morphological operations
Freesurfer watershed T1 Watershed
FSL BET/FAST T1 and/or T2 Surface deformation
SPM T1 and perhaps others Bayesian
Hybrid T1 Morphological and
surface operations
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operations such as thickening and thinning implemented in the
iso2mesh tools. Anatomically, relevant information was also
used as a prior to constrain the skull and scalp thicknesses.
The algorithm was used to create surfaces that delineate each
tissue boundary, and for the purposes of comparing the sur-
face-based segmentation with the original generating segmenta-
tions, the surfaces were combined to create a voxelized
segmentation volume. The code was developed in MATLAB
and is available from the authors. The process of extracting
the scalp, outer skull, inner skull, and brain surfaces is described
visually in Fig. 1, which shows how the boundary surfaces of
each tissue type were calculated and combined to form the total
head segmentation.
The first step in the algorithm after the standard Freesurfer
gray matter and white matter segmentation was to segment the
scalp. This process is described visually in Fig. 1 in the scalp
column. First, a threshold was applied at 15% of the total range
of intensity values in the T1 to binarize the volume. Voxels
above this threshold include the scalp, brain tissue, and often
external markers that might have been scanned with the subject.
This threshold was suggested in the FSL segmentation imple-
mentation. Next, the largest contiguous set of voxels was
selected as region of interest. Finally, an active shapes algorithm
was applied to each two-dimensional slice of the volume, in all
three directions, and only the voxels that were contained in all
three slice orientations were kept. The active shapes algorithm
used a probe radius R ¼ 100.
Next, the outer skull layer was segmented. This process is
described visually in Fig. 1 in the outer skull column. First, the
scalp was thinned by 2 voxels in all directions using the iso2mesh
toolbox (thinbinvol) and used as a mask to ensure that the scalp was
at least 2 mm thick. The thinning algorithm works by repeatedly
removing the outermost layer of voxels until the specified number
of thinning steps have been completed. Voxels in a brain mask as
defined by Freesurfer were also set to zero. Next, a threshold at
25% of the total range of values in the T1 was applied, where vox-
els below this intensity were kept. This step allowed us to keep the
low-intensity skull and exclude the scalp. The largest connected
region of this image was kept to get rid of residual scalp voxels.
Finally, surface smoothing (smoothbinvol) and 3-D volume filling
(fillholes3d) algorithms from the iso2mesh toolbox were applied.
The smooth surface algorithm had a radius bound of 4 mm and a
distance bound of 1 mm.
The last step was to extract the inner skull surface. This proc-
ess is described visually in Fig. 1 in the inner skull column. A
mask that was eroded 1 mm from the calculated outer skull sur-
face was applied to the T1 image in order to ensure that the skull
was at least 1 mm thick in all locations. The 25% threshold was
applied, and this time voxels that were above the threshold
became the region of interest. A second mask was applied
that was the inner skull surface eroded by 15 mm, which
enforced a maximum skull thickness of 15 mm. The largest con-
nected region was again found, and surface smoothing and 3-D
volume filling was again applied to get the final inner skull sur-
face. The smoothed surface had a radius bound of 2 mm and a
distance bound of 1 mm.
2.2 Segmentation Evaluation
2.2.1 Voxel-based similarity metric
Similarity between two segmentations can be quantified in
voxelated volumes or by using meshes that are generated
from the segmentations. One common way of comparing voxe-
lated segmentations is to calculate the Dice coefficient19
D ¼ 2jA ∩ BjjAj þ jBj ; (1)
where D is the Dice coefficient and A and B are the two binary
images. The Dice coefficient is on the scale of 0 to 1, where 0
indicates that the segmentations are completely disjoint, and 1
indicates the segmentations are the same. The Dice coefficient
does not assume that either the segmentation is correct, it merely
describes the similarity between two segmentations. The Dice
coefficient is only defined for binary-valued images, so each
Dice coefficient for tissue type must be computed separately.
Dice coefficients for each tissue type were averaged over sub-
jects to get a metric describing the volumetric performance of
each segmentation algorithm.
2.2.2 Thickness-based similarity metric
For head models used in DOT and EEG forward model gener-
ation, accurate scalp, skull, and CSF layer thicknesses are par-
ticularly important. Although high Dice coefficients indicate
overall similarity of segmented volumes, this does not neces-
sarily indicate accurate layer thicknesses. Certain regions of
the head are also more relevant to brain imaging, namely supe-
rior to the nasion, inion, and preauricular points. In order to
quantify the mesh accuracy, we quantified the scalp and skull
thickness at the 10∕5 locations on the scalp, which informs
us if the segmentations are accurate in the most relevant regions
of the head. Using these locations also allows us to compare
between segmentation algorithms.
Head meshes were created using the voxelated segmentations
using the iso2mesh20 MATLAB toolbox. The 10∕5 positions
were mapped on each head model using the National Food
Research Institute (NFRI) tools21 as described in Ref. 22.
Tissue layer thickness was calculated at 286 locations from
the EEG 10∕5 positioning systems.23 For each segmentation
and each subject, surfaces were created of the scalp, outer
skull, and inner skull using iso2mesh. At each of the 10∕5 loca-
tions, all the nodes within 0.5 cm were projected toward the
center of mass of the inner skull surface. The center of mass
projection was found to be generally more robust than a surface
normal projection from the scalp. The projection distance from
the scalp to the inner skull and outer skull surfaces was recorded
and averaged for all of the surface nodes within 0.5 cm of the
node closest to the estimated 10∕5 locations. The distance to the
outer skull is reported as the scalp thickness at the designated
10∕5 locations, and the difference between the inner skull dis-
tance and outer skull distance is reported as the skull thickness.
The skull plus scalp thickness is also reported, as changes from
the true values in this sum thickness generally indicate an incor-
rect CSF layer thickness.
3 Results and Discussion
3.1 True Skull and Scalp Thickness
The mean thicknesses of the skull, scalp, and skull plus scalp for
the 20 subjects are shown in Fig. 2. The scalp is thin over the
forehead and in the posterior region, and thick in the region in
front of the ears. The skull is thin near the ears and thick in the
posterior regions and the forehead region. The sum of skull and
Journal of Biomedical Optics 026011-3 February 2014 • Vol. 19(2)
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scalp thickness shows that the overall thinnest region is located
in a ring around the head roughly just above the ears. Thicker
regions are located along the medial section of the skull and
along the inferior edges. These results are similar to those
reported elsewhere.24,25
3.2 Qualitative Comparison Between Segmentation
Algorithms
Example sagittal slices of the volumetric segmentation images
are shown in Fig. 3 for qualitative comparison. In this image, it
is possible to see that the segmentation provided by the
BrainSuite algorithm is not very accurate for the skull and
CSF thickness. The Freesurfer segmentation is also not very
accurate, particularly for the CSF layer, that appears to have
extended thickness. The Freesurfer algorithm also separates
the skull into two layers. Gray matter/white matter segmentation
could also be done with the Freesurfer algorithm, but it is not
shown in Fig. 3 due to the general poor head tissue segmenta-
tion. The FSL segmentation appears to be much more accurate
than the segmentations resulting from the BrainSuite and
FreeSurfer watershed algorithms. However, it is still possible
to see that there is an extended CSF layer and corresponding
thin skull layer near the top of the head. The SPM segmentation
Fig. 1 Segmentation algorithm. B1: T1 image. B2: Gray matter segmentation from Freesurfer. B3: White
matter segmentation from Freesurfer. B4: Combined white matter and gray matter brain mask. S1: T1
image. S2: Thresholded T1 image. S3: Largest connected region in the thresholded segment. S4. Active
shapes algorithm performed on all two-dimensional slices. White indicates that the voxel was classified
as scalp in all three slice orientations, and was therefore included in the final scalp segmentation. O1: T1
image, with the brain masked out and scalp mask applied. O2: Thresholded image A, also with two voxels
of the scalp eroded. O3: Largest connected region in the thresholded segment. O4. Surface-smoothed
and filled outer skull segmentation. I1: T1 image, with eroded outer skull mask applied. I2: Thresholded
image I1. I3: Maximum skull thickness of 1.5 cm enforced. I4: Largest connected region in the thresh-
olded segment. I5: Surface-smoothed and filled outer skull segmentation. I6: Final closing.
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result also appears to be generally accurate, although it also has
a thin skull layer near the top of the head. The SPM result also
shows a thin layer of voxels classified as skull on the outer edge
of the scalp. The segmentation results produced by the hybrid
algorithm introduced in this work appears to be more accurate at
avoiding the extended CSF layer/thin skull problems of the
SPM/FSL algorithms. The comparative performance of these
algorithms is next examined from a quantitative perspective.
3.3 Quantitative Comparisons Between
Segmentation Algorithms
The differences in the segmentations can be described by the
Dice coefficients, reported in Table 3. The Dice coefficients
indicate that when the entire head volume is accounted for,
the SPM algorithm is the most accurate at generating scalp,
CSF, and GM/WM segmentations, and the hybrid algorithm
is most accurate at generating the skull segmentation.
However, the Dice coefficients are not able to determine
which algorithm is the best for the purposes of DOT forward
models, as the metric is not specific to the regions of the
scalp and skull near the brain. The values reported here for
the Dice coefficients of the top-performing methods are similar
to those reported elsewhere.15
The top three segmentation methods (SPM, FSL, and hybrid)
were compared using ray-based thickness methods to assess
differences in scalp, skull, and scalp plus skull layer thickness.
A histogram of errors for each tissue type at each 10∕5 locations
for all subjects is shown in Fig. 4. The error distributions do not
appear to be normally distributed. The differences in error
distributions can be better appreciated in Fig. 5, which shows
the fraction of scalp locations versus absolute error. In this rep-
resentation, segmentation algorithms with low error will have a
sharp initial slope and a flattened slope for large error values.
The fraction of scalp locations with an error less than a particular
value of interest is therefore shown for each tissue type and
segmentation method.
The spatial distribution of errors is displayed in Fig. 6. The
errors tend to vary smoothly over the 10∕5 locations. Larger
errors are often seen on the outer edge of the diagram, indicating
regions that are on the inferior portion of the map. Generally, the
scalp segmentations in the algorithms tested tend to be too thick,
and the skull segmentations tend to be too thin. Larger errors are
present along the middle of the maps for the skull thickness,
indicating difficulties segmenting the sagittal sinus.
A summary root mean square (RMS) metric describing the
overall accuracy of each segmentation method for each tissue
type was calculated. The values in Table 4 are the RMS
layer thickness differences over all scalp locations and all 20
tested cases. The RMS thickness metric does not allow cancel-
lation of positive and negative errors, so we recommend its use
for further studies evaluating segmentation layer thicknesses.
The reported errors in Table 4 show that the hybrid method
has the smallest error for each tissue type.
3.4 Further Considerations
Segmentation errors in extracerebral tissues can cause inaccur-
acy in forward models, leading to source localization errors and
errors in spatial resolution metrics. The SPM and BET/FSL
algorithms both underestimate the summed thickness of the
scalp and skull, indicating an increased CSF layer thickness
compared to the generating segmentation. This extended CSF
layer is a particular problem for DOT modeling, as it effectively
introduces a light pipe that is not anatomically correct into the
forward model. Inaccuracies in skull thicknesses are a problem
with EEG forward models, as the skull is highly resistive and
cannot reasonably be lumped with the scalp. Variations in tissue
thickness have been shown to cause localization errors during
EEG source reconstruction.11,12
Fig. 2 True segmentation skull and scalp thickness. Each circle rep-
resents a 10∕5 locations. Anterior is near the top of the image.
Fig. 3 Example slice segmented with five different methods along with the generating segmentation.
Color indicates tissue type. True is the provided generating segmentation, BS is the BrainSuite skullfinder
segmentation, FS is the Freesurfer segmentation, FSL is the FSL/BET segmentation, SPM is the SPM
method, and hybrid is the method described in this paper.
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The quantitative impact of incorrect tissue segmentation on
brain source reconstruction has been investigated in other stud-
ies. For DOT, a tissue slab model and optical forward model
showed that the estimated light reaching the gray matter
decreases by approximately 50% if the skull thickness is
increased from 5 to 10 mm.13 In our work, we show that under-
estimation of the skull thickness is a common error in head
segmentation algorithms, as shown in Fig. 6, indicating that
forward models created with the segmentations would overesti-
mate the photons that would reach the gray matter. Similarly, if
the sum total of the skull and scalp thickness is too thin, it indi-
cates a thicker CSF layer. A CSF layer that increases from 1 to
3 mm has been shown to correspond to an increase of approx-
imately 50% estimated light to the cortex.13 Together, these two
effects mean that the amount of light to the cortex can be sub-
stantially under- or overestimated if inaccurate anatomical seg-
mentations are used. For EEG, it has been estimated that
localized skull thickness errors that are <2 mm will not cause
a large impact on source localization, although they can
cause local magnitude estimation errors.26
In all of the algorithms tested, the treatment of the sagittal
sinus is somewhat problematic. On T1 images, these voxels
have a medium intensity similar to gray matter or scalp. The
BrainWeb database segmentations have a vessel classification;
however, most head models for brain imaging do not have a sep-
arate vessel tissue segmentation category. In order to compare
the BrainWeb segmentations to head models with the usual tis-
sue classifications, vessel voxels were mapped to the next-most-
probable tissue type. Many of these voxels were mapped to the
skull segmentation category following this rule. In a prior
study,22 we showed that accurately modeling the vessel tissue
class for DOT does not have a large impact on DOT sensitivity
Table 3 Dice coefficient results between true and reconstructed
segmentations. GM/WM indicates gray matter and white matter
separately if allowed by the metric.
Scalp Skull CSF GM/WM
BrainSuite 0.80 0.22 0.01 0.83
FS watershed 0.66 0.28 0.25 0.15/0.59
BET/FSL 0.91 0.71 0.77 0.90/0.93
SPM 0.93 0.79 0.83 0.94/0.94
Hybrid 0.91 0.83 0.79 0.93/0.94
Fig. 4 Histograms of scalp, skull, and summed scalp and skull thickness difference from truth for the
BET, SPM, and hybrid segmentation methods. The horizontal indicates the amount of difference
from the true segmentation thickness, while the vertical indicates the number of 10∕5 locations that
have the thickness difference.
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Fig. 5 Thickness difference from generating segmentation. The horizontal indicates the absolute value
of the segmentation thickness error, while the vertical indicates the fraction of 10∕5 locations that have
the absolute value of that thickness difference or less. More accurate segmentation algorithms have a
steeper initial slope.
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estimates, indicating that at least for DOT, inaccurate classifica-
tion of the sagittal sinus may not be a significant concern.
There has been increasing interest in using atlases to localize
DOT activity instead of performing MRI scans and creating a
subject-specific head model.27,28 Particular care should be
taken in choosing the segmentation algorithms to create these
atlases, as more accurate segmentation algorithms enable better
atlas creation. The thickness metrics described here could also
be used to create a simple mean head for a particular experiment
based on subject skull and scalp thickness, and photon propa-
gation could only be run once on the average head, saving the
time usually spent running photon propagation code on multiple
subjects.
4 Conclusion
The goal of this work was to introduce a novel hybrid algorithm
for the purpose of generating accurate head models for EEG and
DOT. For the purposes of creating accurate head models for
noninvasive neuroimaging, the Dice coefficient metric for com-
paring segmentations is not sufficient, as all voxels are given the
same weight regardless of location in the head. When generating
head forward models, especially for DOT, the accuracy of scalp
and skull layer thickness is critically important in the region
covered by the 10∕20 scalp positioning systems. Small errors
in the thickness of these regions may have a large impact on
the amplitude of reconstructed brain activity, while segmenta-
tion errors in the jaw region, for example, would have no effect.
Overall thickness accuracy for functional neuroimaging model-
ing applications is best summarized by RMS of the thickness
difference at the 10∕20 scalp locations, as errors in the tissue
layer thickness tend to be skewed. Overall, the quantitative
evaluation of segmentation algorithms allows investigators to
make informed decisions about processing steps for the creation
of neuroimaging forward models.
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