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Abstract
Recall that the flag complex of a geometry is the complex whose points are objects and simplices
are flags of this geometry. A geometry is Cohen–Macaulay if the reduced homology of its flag
complex vanishes in all dimensions except for the top one, and all residues also have this property.
It is proved in the article that the locally polar spaces of order two are Cohen–Macaulay. Results of
this kind have applications to studying cohomology of groups acting on geometries.
© 2003 Elsevier Ltd. All rights reserved.
0. Introduction
0.1. Main definitions and results
In the present paper we study the homological properties of the locally polar spaces
of order 2. The author’s interest in these properties stems from some relations between
the homological properties of a geometry and of a group acting on this geometry, as it is
explained in Section 0.2.
Let us begin with some definitions. A simplicial complex is said to be pure
n-dimensional if it is of finite dimension and if all maximal simplices are of dimension
n. A pure n-dimensional complex K is said to be spherical if H˜d(K ) = 0 for d = n, and
H˜n(K ) is a free Abelian group. Here H˜∗ are the reduced homology groups. In other words,
K has the homology of a wedge of n-spheres.
If s is a simplex in K , then its link Link(s) is the subcomplex of K consisting of all
simplices t such that s ∩ t = ∅ and s ∪ t is a simplex of K . It is clear that if K is pure of
dimension n and s ∈ K is an m-simplex, then Link(s) is pure (n − m − 1)-dimensional.
A pure complex K is called a Cohen–Macaulay complex if it is spherical and the link of
each simplex is spherical also.
Let Γ be a Buekenhout geometry of rank n over a type set I . The flag complex F(Γ ) has
the objects of Γ as its vertices, and the simplices are precisely the flags. Obviously, F(Γ )
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is pure (n − 1)-dimensional. A geometry Γ is said to be Cohen–Macaulay (or shortly CM)
if F(Γ ) is a Cohen–Macaulay complex. Equivalently, Γ is Cohen–Macaulay if the flag
complex of every residue is spherical of appropriate dimension.
It is well-known that buildings, dimensional linear spaces, and simply-connected rank 3
geometries are CM. These results are due essentially to Solomon–Tits for buildings [19]
and to Folkman for linear spaces [14]. See the discussion in [9].
The concept of a CM-complex was originally motivated by the commutative algebra and
combinatorics, see [21]. Ronan was probably the first to consider the Cohen–Macaulay
property for geometries. He observed in [16] that a strongly CM-geometry is 2-simply
connected (a complex is strongly CM if the link of each simplex has the homotopy type of
a wedge of spheres). Also, in [17] he has found out for some geometries whether they are
CM. Later Smith [18] used CM-geometries for representation theory. Namely, he obtained
some decomposition for the permutation module (1B)G (=k(G/B)), where B is the Borel
subgroup associated with the action of G on a geometry.
Let G be a graph; its clique complex Cliq(G) is the complex on the vertex set of G whose
simplices are precisely the cliques of G.
We prove the following three main theorems.
Theorem 0.1. Let G be a locally polar graph such that the neighbourhood of a vertex is
the polar graph associated with a quadratic form f over F2 having Witt index ν( f ) = n.
Then H˜d(Cliq(G)) = 0 for 0 ≤ d ≤ n − 1.
Theorem 0.2. Let Γ be a locally polar space of order 2. Then Γ is a Cohen–Macaulay
geometry.
Theorem 0.3. Let Γ be a locally polar space of polar rank n, and G be the associated
locally polar graph. Then Γ is CM if and only if H˜d(Cliq(G)) = 0 for all 0 ≤ d ≤ n − 1.
In the course of the proof we also obtain some nontrivial examples of shellable
complexes (see Section 3 for the definition of shellability), which may be of interest
by themselves. Let (V , f ) be a space with a nondegenerate quadratic, symplectic, or
Hermitian form, P(V , f ) ⊆ P(V ) be the set of isotropic (or singular) points of the
projectivization P(V ), and B(V , f ) be the complex on the vertex set P(V , f ), whose
simplices are the subsets {〈v1〉, . . . , 〈vk〉} such that the space 〈v1, . . . , vk〉 is totally
isotropic, respectively, singular and v1, . . . , vk are independent.
Theorem 0.4. B(V , f ) is shellable.
0.2. Motivation: extensions of cocycles
In a series of works [5–9] the author developed the local approach to the computation
of cohomology for groups possessing “parabolic” subgroups. Here the word “local”
means that the cohomology of a fixed degree can be computed, roughly speaking, within
parabolics of bounded rank. To be precise, we first recall the main result from [6].
Let G be a group with a BN-pair (B, N), let W = N/B ∩ N be its Weyl
group, W = 〈ri | i ∈ I 〉, where ri are the simple reflections. For a subset J ⊆ I let
PJ = 〈B; ri | i ∈ J 〉 be the corresponding parabolic subgroup. Let m = |I | be the rank
of G as a BN-pair. The following theorem holds.
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Theorem 0.5. Let M be a G-module, let 0 ≤ k ≤ m − 2, and for every J ⊆ I with
|J | = k + 1 let z J ∈ Zk(PJ , M) be a cocycle. Suppose that these z J coincide on the
intersections:
z J |PJ ∩PK = zK |PJ∩PK
for all J, K ⊆ I with |J | = |K | = k + 1. Then there exists a cocycle z ∈ Zk(G, M)
such that z J = z |PJ for every J . If z′ is another cocycle with this property, then
z′ − z ∈ Bk(G, M).
This theorem can be extended to some groups possessing natural “parabolic” subgroups,
namely to some groups acting flag-transitively on Buekenhout geometries. See [3, 22],
or the book [15] for general information on geometries and the correspondence between
geometries, chamber systems, and systems of parabolic subgroups.
Let Γ be a (firm and residually connected) geometry over a type set I , G be a group
admitting a flag-transitive action on Γ , F be some fixed full flag in Γ , and B = StG(F) be
the associated Borel subgroup. For a subset J ⊆ I let F J ⊆ F be the subflag of cotype J
and let PJ = StG(F J ) be the associated parabolic subgroup.
Definition. We say that the system of parabolics {PJ | J ⊆ I } has the cocycles extension
property if for every 0 ≤ k ≤ |I | − 2 and every consistent system of cocycles
{z J ∈ Zk(PJ , M) | J ⊆ I, |J | = k + 1}
there exists a unique up to cohomology cocycle z ∈ Zk(G, M) with z J = z |PJ .
It was shown in [7] that if a group acts on a dimensional linear space, then the
corresponding parabolic system possesses the cocycles extension property.
The following theorem has been proved in [9].
Theorem 0.6. Let G be a group acting flag-transitively on a CM-geometry Γ , and P be
the associated parabolic system in G. Then P has the cocycles extension property.
Since the buildings and dimensional linear spaces are CM, the latter theorem gives new
(and much shorter than the original ones) proofs of Theorem 0.5 and of the main theorem
of [7]. The original proofs in [6] and [7] make use of some partial orders on the associated
chamber system.
It follows from Theorems 0.2 and 0.6 that if a group acts flag transitively on a locally
polar space of order 2, then the corresponding parabolic system has the cocycles extension
property.
The structure of the work is the following. Section 1 contains preliminaries, especially
on locally polar spaces and homology of simplicial complexes. In Section 2 we consider
the clique complex of a polar graph. In Section 3 we prove that some complexes
are shellable. Sections 4 and 5 contain the proof of Theorem 0.1. In Section 6 we
investigate the CM property for geometries defined by graphs and prove Theorems 0.2
and 0.3.
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1. Preliminaries
1.1. Sets and graphs
We denote by A − B the set difference, by A unionsq B the disjoint union, and by [a . . . b] the
set of integers a ≤ n ≤ b. Other notation for sets is standard.
All the graphs considered in this paper have no loops and no multiple edges. If x and y
are vertices of a graph, then we write x ∼ y if they are adjacent. By the neighbourhood Γx
of a vertex x in a graph Γ we mean the set of all vertices of Γ joined to it, Γx = { y ∈ Γ |
y ∼ x }, with the graph structure induced from Γ .
We say that a graph is empty if it contains no vertices, and discrete if it is not empty and
has no edges. A clique is a complete subgraph.
Quadratic forms
Standard facts and notions about quadratic forms can be found in [13].
We write f ≈ g for isometric forms, X⊥ for the orthogonal complement of X , ν( f )
for the Witt index (the dimension of a maximal totally isotropic subspace or, respectively,
maximal totally singular subspace if f is a quadratic form over a field of characteristic 2),
and f ·+ g for the composition of the forms. (If f and g are forms on spaces U , V ,
respectively, then f ·+ g is the form on U ⊕ V defined by ( f ·+ g)(a, b) = f (a) + g(b)).
By sk we denote the form in 2k variables sk = x1x2 + · · · + x2k−1x2k .
If f is a nondegenerate form with ν( f ) ≥ k, then there exists a unique up to isometry
form f (k) such that f ≈ f (k) ·+ sk . If U is a totally isotropic (resp. singular) subspace
of dimension k and g is the form induced by f on U⊥/U in the standard way (namely,
g(x + U) = f (x) for x ∈ U⊥), then g ≈ f (k). Finally, ν( f (k)) = ν( f ) − k.
Notation. We usually denote by b the bilinear form associated with f ; b(x, y) = 12 ( f (x +
y) − f (x) − f (y)) if the characteristic = 2, and b(x, y) = f (x + y) + f (x) + f (y) in
characteristic 2.
Projective and polar spaces
Throughout the paper, we consider only finite fields.
For a finite-dimensional linear space V over a field we denote by P(V ) the associated
projective space (the projectivization of V ), i.e. the set of one-dimensional subspaces of V .
Recall the definition of a classical polar space. Let V be a finite-dimensional linear
space over a field, f be a nondegenerate quadratic, symplectic, or Hermitian form on V .
We denote by P(V , f ) the set of all isotropic (resp. singular) lines in V ; thus, P(V , f ) ⊆
P(V ) (and we call the isotropic lines the points of P(V , f )). This P(V , f ) is called a
(classical) polar space. The subspaces of P(V ) that are subsets of P(V , f ) are called
the linear subspaces of P(V , f ). They correspond to the totally isotropic (resp. singular)
subspaces of V . Define the polar rank of P(V , f ) to be ν( f ). The (projective) dimension
of a maximal linear subspace of P(V , f ) equals ν( f ) − 1.
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We turn P(V , f ) into a graph by joining points l = 〈x〉 and m = 〈y〉 if x and y are
orthogonal with respect to b if f is quadratic, or to f itself if it is symplectic or Hermitian.
The graph obtained is called a polar graph. The linear subspaces are precisely the closed
cliques of this graph (by definition, a closed clique is the intersection of several maximal
cliques).
Locally polar graphs and spaces
A locally polar graph is a connected graph such that the neighbourhood of every vertex
is a polar graph. These graphs were investigated by Buekenhout and Hubaut [4], and many
other authors later. See, e.g. [12] and the references therein. If the neighbourhood of some
vertex is a polar graph of polar rank ≥3, then the neighbourhoods of any two vertices are
isomorphic.
Buekenhout and Hubaut have classified all locally polar graphs of order 2 (this means
that the neighbourhood of a vertex is a polar graph associated with a quadratic form over
the field of two elements). Also they have shown that all locally polar graphs of polar rank
at least 4 are of order 2. All such graphs can be explicitly described and are isomorphic to
the graphs G(V , f, L) defined as follows.
Let V be a space over F2, f be a nondegenerate quadratic form on V , b be the associated
bilinear form, and L be a hyperplane in V . We denote by G(V , f, L) the graph whose
vertices are the singular points v ∈ V −L, and two points u and v are joined if b(u, v) = 0.
(Thus, G(V , f, L) is a subgraph of P(V , f ).)
Lemma 1.1. G(V , f, L) is a locally polar graph and the neighbourhood of a vertex in it
is the polar graph associated with f (1).
Proof. Let x ∈ G = G(V , f, L). If y ∈ G and x ∼ y, then x, y ∈ V − L and
f (x) = f (y) = b(x, y) = 0, whence v = y − x(=x + y) ∈ L, f (v) = 0 and b(x, v) = 0.
Conversely, if v ∈ L −{0}, f (v) = 0 and b(x, v) = 0, then y = x + v ∈ V − L, f (y) = 0
and b(x, y) = 0, i.e. y ∈ Gx . Thus, the rule v x + v defines a bijection between
P(U, f |U ) and Gx , where U = L ∩ x⊥. Further, u, v ∈ P(U, f |U ) are orthogonal if
and only if y = x + u and z = x + v are orthogonal; so the bijection preserves the graph
structure. Finally, as V = L ⊕ 〈x〉, we have x⊥ = (L ∩ x⊥) ⊕ 〈x〉 = U ⊕ 〈x〉, whence U
is isometric to x⊥/〈x〉 and so f |U is isometric to f (1). 
It is not hard to see that if G is a locally polar graph, then its closed cliques constitute a
geometry with the diagram
c
called a locally polar space. It should be mentioned that Buekenhout and Hubaut defined
locally polar spaces in different terms, using so-called circular spaces. But, actually, they
have shown that the definitions in terms of circular spaces and in terms of graph are
equivalent.
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Complexes and homology
A simplicial complex K consists of a set of vertices (or points) M and some set of
its subsets s ⊆ M called simplices such that (1) if s is a simplex and t ⊆ s, then t is
a simplex, and (2) the empty set and all one-point subsets are simplices. For the theory
of simplicial complexes, including subcomplexes, simplicial maps and homology groups,
see [20, Chapters 3 and 4]. In this paper all complexes are supposed to be finite.
Let K be a simplicial complex. We mean by an ordered k-simplex a sequence
(x0, x1, . . . , xk) of points from K , not necessarily distinct, such that {x0, . . . , xk} is a
simplex in K . By Cn(K ), the group of ordered n-chains, we denote the free Abelian group
generated by all ordered n-simplices. Further, the group of oriented chains C ′n(K ) is the
quotient group of Cn(K ) by the following relations: (1) (x0, . . . , xn) = 0 if xi = x j for
some i = j ; (2) (xσ(0), . . . , xσ(n)) = sgn(σ )(x0, . . . , xn) for a permutation σ of [0 . . .n].
An oriented simplex (x0, x1, . . . , xn) is the image of the corresponding ordered simplex
in C ′n(K ). Finally, if we are given a linear order on the vertices of K , then an increasing
simplex is an ordered simplex (x0, x1, . . . , xn) increasing with respect to the given order.
Such simplices generate the group of increasing n-chains C+n (K ). Also, we consider the
sequence ( ) of length 0 as the only −1-simplex, and identify C−1(K ) = 〈( )〉 with Z, via
m( ) m. Finally we put Ci (K ) = 0 for i < −1.
The graded group C∗(K ) = ⊕∞n=−∞Cn(K ) has the structure of a chain complex,
defined by the usual alternating formula
∂(x0, x1, . . . , xn) =
n∑
i=0
(−1)i(x0, . . . , x̂i , . . . , xn),
where ˆ is for omitted term, and similarly for C ′∗(K ), C+∗ (K ). All three complexes C∗, C ′∗,
C+∗ have the same homology, which is precisely the reduced homology H˜∗(K ). (There is
also usual, i.e. nonreduced, homology see [20], but we actually do not need it.)
By Z∗ and B∗ we denote the cycles and boundaries in C∗(K ).
Let K and L be two simplicial complexes. Recall that two simplicial maps ϕ,ψ :
K L are called conjugate (ϕ  ψ) if for every simplex s ∈ K there exists a simplex
t ∈ L such that ϕ(s), ψ(s) ⊆ t . If ϕ and ψ are conjugate, then the induced maps of
homology groups ϕ∗, ψ∗ : H˜∗(K ) H˜∗(L) coincide. Furthermore, if ϕ : K L and
ψ : L K satisfy ϕψ  idL and ψϕ  idK , then ϕ∗ is an isomorphism between H˜∗(K )
and H˜∗(L) and ψ∗ is inverse to it.
Lemma 1.2. Let L be a complex and x be a vertex in L. If every maximal simplex of L
contains x, then H˜∗(L) = 0.
Proof. Let K = {p} be a one-point complex, and ϕ : K L and ψ : L K be the
maps defined by ϕ(p) = x and ψ(y) = p for every y ∈ L. Clearly, ψϕ = idK . Further,
show that ϕψ  idL . Let s be a simplex in L. Then ϕψ(s) = x ; but s and x lie in a
simplex, namely in s ∪ {x}. 
We say that a complex K has homology of a point if H˜∗(K ) = 0.
Let K be a simplicial complex and s and t be oriented simplices represented by ordered
simplices (s0, . . . , sk) and (t0, . . . , tl ), and suppose that {s0, . . . , sk , t0, . . . , tl } is a simplex
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in K . We denote by (s, t) the oriented simplex represented by (s0, . . . , sk , t0, . . . , tl ). For
arbitrary k-chain s and l-chain t define (s, t) by linearity. It is easy to see that
∂(s, t) = (∂s, t) + (−1)k+1(s, ∂ t).
Let K and L be two complexes on disjoint vertex sets A and B . The join K ∗ L is the
complex with vertex set A unionsq B , whose simplices are precisely s ∪ t , where s ⊆ A and
t ⊆ B run over all simplices of K and L, respectively.
We need the following, a slightly unusual version of the Ku¨nneth formula.
Lemma 1.3. Let K , L be complexes, and suppose that the homology groups H˜∗(K ),
H˜∗(L) are free. Then
H˜m(K ∗ L) ∼= ⊕i+ j=m−1 H˜i(K ) ⊗ H˜ j(L)
for any m. In particular, if H˜i(K ) = 0 when i = m, H˜ j(L) = 0 when j = n, and both
H˜m(K ) and H˜n(L) are free, then H˜d(K ∗L) = 0 when d = m+n+1 and H˜m+n+1(K ∗L)
is free.
Since the author has no reference for this fact, we give a sketch of proof.
Let U and V be the vertex sets of K , respectively, L. Take any order on U unionsq V such
that every point of U precedes every point of V . Then the increasing simplices of K ∗ L
are precisely the sequences (x0, . . . , xi , y0, . . . , y j ) such that (x0, . . . , xi ) and (y0, . . . , y j )
are increasing simplices in K , respectively, L. So
C+m (K ∗ L) ∼= ⊕i+ j=m−1C+i (K ) ⊗ C+j (L).
Thus, the graded groups C+∗ (K ∗ L) and C+∗ (K ) ⊗ C+∗ (L) differ only by the shift of
dimensions by 1. Moreover, it is easy to see that this is an isomorphism of chain complexes.
It remains to apply the following general fact: if A∗ and B∗ are free complexes and H∗(A)
and H∗(B) are also free, then H∗(A ⊗ B) ∼= H∗(A) ⊗ H∗(B) as graded groups.
If K is a complex, s ∈ K is a simplex, and X ⊆ M is some set of vertices of K , then
we say that s lies in X if any vertex of s is in X . The same term will be used for oriented
and ordered simplices also.
If s ∈ K is a simplex, then we write s for the subcomplex consisting of s and all its
faces. Also, we use the union sign for the union in the sense of complexes.
Let K be a complex and {Li | i ∈ I } be a family of its subcomplexes such that
∪i∈I Li = K (a cover of K ). Define the nerve of this cover to be the complex on the
vertex set I such that s ⊆ I is a simplex if and only if ∩i∈s Li = ∅. An elegant proof of the
following lemma can be found in [14, Section 2].
Lemma 1.4. Let L = {Li | i ∈ I } be a cover of a complex K , and N(L) be its nerve.
Suppose that for each subset s ⊆ I the intersection ∩i∈s Li is either empty or has the
homology of a point. Then H˜∗(N(L)) ∼= H˜∗(K ). 
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2. Clique complexes for polar graphs
We shall investigate groups H˜∗(Cliq(G)) for various graphs G. From now on, we use for
computation of homology only oriented chains. For economy, we omit the prime and write
C∗(K ) instead of C ′∗(K ). Also for economy we write C∗(G) and H˜∗(G) for C∗(Cliq(G))
and H˜∗(Cliq(G)), respectively.
Let G and G′ be graphs. We say that G is a cylinder over G′ if there exists a surjective
map ϕ : G G′ (which we shall call a cylindrical map) such that x, y ∈ G are adjacent if
and only if either ϕ(x) = ϕ(y) or ϕ(x) ∼ ϕ(y). One can easily see that the latter condition
is equivalent to the following: a subset s ⊆ G is a simplex in Cliq(G) if and only if ϕ(s) is
a simplex in Cliq(G′).
Lemma 2.1. If G is a cylinder over G′, then H˜∗(G) ∼= H˜∗(G′).
Proof. Let ϕ : G G′ be the cylindrical map. Clearly, it induces a simplicial map
Cliq(G) Cliq(G′). Next, for each y ∈ G′ choose an inverse image ψ(y), so that
ϕ(ψ(y)) = y. Then ψ is also simplicial.
Obviously, ϕψ = idG ′ . Moreover, ψϕ  idCliq(G) since for any simplex s ∈ Cliq(G)
both of the simplices s and ψϕ(s) are subsets of the simplex ϕ−1(ϕ(s)). So ϕ induces an
isomorphism of the homology groups. 
Definition. The centre of a graphG is the set of vertices joined to all the other vertices of G:
Z(G) = {x ∈ G | x ∼ y ∀y ∈ G, y = x}.
Lemma 2.2. If Z(G) = ∅, then H˜∗(G) = 0.
Proof. Every maximal simplex of Cliq(G) contains Z(G), and we can apply
Lemma 1.2. 
The following lemma is a simple exercise in linear algebra (or in incidence geometry,
on the reader’s choice).
Lemma 2.3. Let Pi denote the class of all polar graphs of polar rank ≥i . Then
(1) Every G ∈ P1 is not empty.
(2) Suppose G ∈ Pi , i ≥ 2, x, y ∈ G, and x  y. Then Gx ∩ Gy ∈ Pi−1.
(3) Suppose G ∈ Pi , i ≥ 3, x, y1, . . . , yt ∈ G, t ≥ 2, x  y1, . . . , yt , yi ∼ y j for
any 1 ≤ i, j ≤ t , and let ∆ = Gx ∩ Gy1 ∩ · · · ∩ Gyt . Then the centre Z(∆) is not
empty. 
Proposition 2.4. Let Pi be some classes of graphs satisfying conditions (1)–(3) of the
previous lemma. Then H˜ j (G) = 0 for any G ∈ Pi and 0 ≤ j ≤ i − 2.
Proof. Induction on i .
Let G ∈ P2. If x, y ∈ G and x  y, then Gx ∩ Gy is in P1 and so is not empty, whence
d(x, y) = 2 (d is the distance in G). Therefore G is connected, whence H˜0(G) = 0.
Let i > 2, G ∈ Pi . Fix x ∈ G and denote
Gk = {y ∈ G | d(x, y) = k},
k = 1, 2. Then G = {x} ∪ G1 ∪ G2.
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By Sl denote the set of all simplices of dimension l lying in G2.
Let j < i − 1 and c ∈ C j (G). Then
c = c1 +
∑
s∈S j
nss, ns ∈ Z,
where c1 is a j -chain such that any simplex involved in c1 has at least one vertex
in {x} ∪ G1.
Let s ∈ Sj , s = (y0, . . . , y j ), and let ∆ = Gx ∩ Gy0 ∩ · · · ∩ Gy j . Then x, y0, . . . , y j
satisfy the hypothesis of the previous lemma. If j ≥ 1, then Z(∆) is not empty. If j = 0,
then ∆ ∈ Pi−1 ⊆ P2. In any case, ∆ is not empty. Consequently, there exists a vertex
t = ts ∈ G1 such that t ∈ Gy0 ∩ · · · ∩ Gy j . This means that {t} ∪ s is a simplex.
We have for the oriented ( j + 1)-simplex (t, s)
∂(t, s) = s − (t, ∂s).
Hence
∑
s∈S j
nss = ∂

∑
s∈S j
ns(ts , s)

+ ∑
s∈S j
ns(ts, ∂s).
Therefore, there exists a ( j + 1)-chain c2 and a j -chain c3 such that
c = ∂c2 + c3, (1)
and each simplex involved in c3 has at least one vertex in {x} ∪ G1. (Namely, put
c2 =∑s∈S j ns(ts , s) and c3 = c1 +∑s∈S j ns(ts, ∂s).)
We denote by Tj,l the set of all j -simplices that have at most l vertices in G2. In partic-
ular, any j -simplex is either in Sj or in Tj, j .
Let z be a j -cycle. We prove for each k = j, j − 1, . . . , 1, 0 that there exists a j -cycle
z1 homologous to z and such that each j -simplex s involved in z1 is in Tj,k . For k = j this
is already known. Indeed, if c in (1) is a j -cycle, then c3 is also a cycle homologous to c
and involving only simplices from Tj, j .
Suppose k < j . We can assume that z contains only simplices from Tj,k+1. Then
z =
∑
s∈Sk
bs + z1,
where bs is such that t ∩ G2 = s for every simplex t involved in bs , and z1 involves only
simplices from Tj,k . Further, it is evident that bs = (s, as) for some ( j − k − 1)-chain as
such that every simplex involved in as is a subset of G1.
Since z is a cycle, we have
0 = ∂z =
∑
s∈Sk
∂(s, as) + ∂z1 = ∂z1 +
∑
s∈Sk
(−1)k+1(s, ∂as) +
∑
s∈Sk
(∂s, as). (2)
Any ( j − 1)-simplex involved in ∂z1 or in (∂s, as) intersects G2 in ≤k points. Moreover,
for any simplex involved in (s, ∂as) the intersection of this simplex with G2 is precisely s.
It follows that a summand from (s, ∂as) does not cancel with any other summand in (2),
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and so (s, ∂as) = 0. Since s does not intersect any simplex involved in ∂as , the latter
equality implies ∂as = 0.
Let s ∈ Sk , s = (y0, . . . , yk). Then as is a cycle in C j−k−1(∆), where ∆ =
Gx ∩ Gy0 ∩ · · · ∩ Gyk . However,
H˜ j−k−1(∆) = 0. (3)
Indeed, if k ≥ 1, then Z(∆) = ∅, and (3) follows from Lemma 2.2. Otherwise ∆ =
Gx ∩ Gy0 ∈ Pi−1, and (3) holds by the induction assumption, since j − 1 < i − 2.
Therefore, as = ∂cs for some cs ∈ C j−k(∆). Now we have
z =
∑
s∈Sk
(s, ∂cs) + z1 = (−1)k+1∂

∑
s∈Sk
(s, cs )

+ (−1)k ∑
s∈Sk
(∂s, cs) + z1.
The first of the three summands in this sum is a boundary and the remaining two in-
volve only simplices that intersect G2 in ≤k points, i.e. from Tj,k . This proves the desired
statement.
Taking k = 0, we obtain that z is homologous to a cycle that involves only simplices
that lie in G′1 = {x} ∪ G1. Since H˜∗(G′1) = 0, z is homologous to zero. 
3. Shellability
3.1. Definition and general properties of shellable complexes
Notation. Sd (K ) is the set of all d-dimensional simplices of a complex K ; M(K ) is the
set of maximal simplices. If we are given a linear order < on M(K ), then for s ∈ M(K )
denote by Ks the union of the subcomplexes t for all t ∈ M(K ), t < s.
Definition. Suppose K is a pure n-dimensional and finite complex. A linear order < on
M(K ) = Sn(K ) is called a shelling if for every s ∈ M(K ) distinct from the <-minimal
element of M(K ) the complex s∩Ks is pure (n−1)-dimensional. The complex K is called
shellable if there exists a shelling on M(K ).
Proposition 3.1. Let K be an n-dimensional shellable complex. Then H˜d(K ) = 0 for
d = n.
Proof. See [2, Section 1A]. 
If K is a complex and s is a simplex disjoint from K , then M(s ∗ K ) = {s ∪ t | t ∈
M(K )}, and K is shellable if and only if s ∗ K is shellable. Namely, if t1 < · · · < tm
is a shelling on M(K ), then s ∪ t1 < · · · < s ∪ tm is a shelling on M(s ∗ K ), and vice
versa.
Lemma 3.2. Suppose K is shellable. Then the link of any simplex is shellable.
Proof. Let s ∈ K be a simplex. It is sufficient to prove that the subcomplex E =
s ∗ Link(s) is shellable. The maximal simplices of E are precisely the maximal simplices
of K containing s; so E is pure n-dimensional. We show that the restriction of the shelling
from M(K ) to M(E) ⊆ M(K ) is a shelling. This means that for each t ∈ M(E), except
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for the <-minimal one, the complex t ∩ Et is pure (n − 1)-dimensional. Otherwise, there
exists a maximal simplex a ∈ t ∩ Et of dimension ≤ n − 2. Since Et ⊆ Kt , a is a simplex
of t ∩ Kt also. The latter complex is pure (n − 1)-dimensional, so there exists t ′ ∈ M(K )
such that t ′ < t , t ∩ t ′ ⊇ a and t ∩ t ′ is an (n − 1)-dimensional simplex.
Since every maximal simplex in E contains s, the same is true for t ∩ Et , whence a ⊇ s.
So t ′ ⊇ t ∩ t ′ ⊇ a ⊇ s, whence t ′ ∈ E . Consequently, t ∩ t ′ is a simplex in t ∩ Et , which
contradicts the maximality of a. 
Lemma 3.3. Let ∆ be an n-dimensional simplex, L be a pure (n − 1)-dimensional
subcomplex in ∆, and let s be an (n − 1)-dimensional face of ∆ not in L. Then s ∩ L
is pure (n − 2)-dimensional.
Proof. Follows from the fact that the intersection of two distinct (n − 1)-faces in ∆ is an
(n − 2)-face. 
By skk(K ) we denote the k-skeleton of K , i.e. the subcomplex consisting of all
simplices of dimension ≤k.
Lemma 3.4. Suppose K is a shellable n-dimensional complex. Then skk(K ) is shellable
for each 1 ≤ k ≤ n − 1.
Proof. Clearly it is sufficient to consider k = n − 1.
Put K ′ = skn−1(K ). Then M(K ′) = Sn−1(K ). Define an ordering ≺ on Sn−1(K );
for t1, t2 ∈ Sn−1(K ) put t1 ≺ t2 if the minimal, with respect to the shelling on M(K ),
n-simplex containing t1 precedes such a simplex for t2. (Note that if these minimal
simplices for t1 and t2 coincide, then t1 and t2 are ≺-incomparable.) Next, extend
≺ to a linear order < on M(K ′) in an arbitrary way. We argue that < is a shelling
on M(K ′).
Let s be an (n − 1)-simplex and t be the minimal n-simplex containing s. Then the
set of (n − 1)-simplices preceding s is the disjoint union A unionsq B, where A = Sn−1(Kt ),
and B is the set of those (n − 1)-faces of t that precede s and are not in Kt . Obviously,
s ∩ K ′s = s ∩ ([∪u∈Au] ∪ [∪u∈Bu]) = [s ∩ (∪u∈Au)] ∪ [s ∩ (∪u∈Bu)] = L1 ∪
L2.
It is easy to see that L1 = s ∩ Kt . But this is (s ∩ t) ∩ Kt = s ∩ (t ∩
Kt ). Since t ∩ Kt is a pure (n − 1)-dimensional subcomplex in t not containing s,
L1 is pure (n − 2)-dimensional. Similarly L2 is pure (n − 2)-dimensional, so L1 ∪
L2 is. 
3.2. Bases complexes
Let V = Fn be an n-dimensional linear space over a field and P = P(V ) be its
projectivization. Let B(V ) be the complex with the vertex set P whose maximal simplices
are independent n-tuples x1, . . . , xn ∈ P . The aim of this section is to prove the following
proposition.
Proposition 3.5. B(V ) is shellable.
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Choose an arbitrary full flag
0 = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = V
in V ; let
F = {∅ = P(V0) ⊂ P(V1) ⊂ · · · ⊂ P(Vn) = P}
be its projectivization.
Definition. A linear order < on P respects the flag F if x < y for any pair x, y such that
x ∈ P(Vi ) − P(Vi−1), y ∈ P(Vj ) − P(Vj−1), and i < j .
Let X be a set with a linear order and
(X
k
)
be the set of all unordered k-tuples from X .
Define a linear ordering of
(X
k
)
. Let x = {x1, . . . , xk}, y = {y1, . . . , yk}, and x1 < · · · < xk
and similarly for y. Then we put x < y if for some i we have xi < yi and x j = y j for each
j = i + 1, . . . , k. We shall say that this order is induced by the order on X . The following
easy lemma is left to the reader.
Lemma 3.6. If a, b ∈ (Xk ), c ∈ (Xm), a ∩ c = b ∩ c = ∅, and a < b with respect to the
induced order, then a ∪ c < b ∪ c. Conversely, if a ∪ c < b ∪ c, then a < b.
Proposition 3.7. Suppose <′ is a linear order on P which respects some flag. Let < be
the order on the set of maximal simplices in B(V ) that is the restriction of the order on (P
n
)
induced by <′. Then < is a shelling of B(V ).
Proposition 3.5 directly follows from Proposition 3.7.
Let < be a linear order on P which respects the flag
F = {∅ = P(V0) ⊂ P(V1) ⊂ · · · ⊂ P(Vn) = P}.
Let ei ∈ Vi − Vi−1 be the vector such that 〈ei 〉 is the minimal with respect to < point in
P(Vi ) − P(Vi−1); it is defined up to constant.
For a subspace W ⊆ V denote by T (W ) the set of integers i ∈ [1 . . .n] such
that ei ∈ W + 〈e1, . . . , ei−1〉. Then W has a basis of the form {wi | i ∈ T (W )},
where wi = ei + δi with δi ∈ 〈e1, . . . , ei−1〉. It is clear that if W1, W2 ⊆ V and
T (W1) ∩ T (W2) = ∅, then W1 ∩ W2 = 0 and T (W1 ⊕ W2) = T (W1) ∪ T (W2).
Let s be a not maximal simplex in B(V ). Our first aim is to find the minimal (with
respect to <) among the maximal simplices of B(V ) containing s. By Lemma 3.6, it
suffices to find the minimal t such that s ∩ t = ∅ and s ∪ t is an independent n-tuple.
For a subset s ⊆ P denote by 〈s〉 its linear span in V .
Lemma 3.8. Let s be a simplex in K = B(V ), A = T (〈s〉), A′ = [1 . . .n] − A, and let
t0 = {〈ei 〉 | i ∈ A′}. Then t0 is the minimal element with respect to < in the set of simplices
t such that s unionsq t is an independent n-tuple in P.
Proof. It is clear that V = 〈s〉 ⊕ 〈t0〉 and s ∪ t0 is an independent n-tuple.
Let A′ = { j1 > j2 > · · · > jl}, l = |A′|. Prove by induction on m that the minimal
simplex t contains 〈e j1〉, . . . , 〈e jm 〉, whence the lemma follows (if we put m = l).
The base of induction: m = 1.
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Suppose that the desired minimal simplex does not contain 〈e j1〉. Let p be its maximal
vertex. If p > 〈e j1〉, then t > t0, which contradicts the minimality of t . So p < 〈e j1〉,
whence p ∈ 〈e1, . . . , e j1−1〉. Therefore, all vertices of t also belong to 〈e1, . . . , e j1−1〉.
Hence
〈s〉 + 〈e1, . . . , e j1−1〉 ⊇ 〈s〉 + 〈t〉 = V ,
and so 〈s〉 + 〈e1, . . . , e j1−1〉 = V . Thus e j1 ∈ 〈s〉 + 〈e1, . . . , e j1−1〉, i.e. j1 ∈ T (〈s〉) = A,
which contradicts A ∩ A′ = ∅.
The induction step.
Assume 〈e j1〉, . . . , 〈e jm−1〉 are in t . If t contains a vertex distinct from these m − 1
ones and greater than 〈e jm 〉, then t > t0 and t is not minimal. If t contains 〈e jm 〉, then the
induction step is proved. So suppose that all the remaining vertices of t are less than 〈e jm 〉
and so are in 〈e1, . . . , e jm−1〉. Hence
〈s〉 + 〈e j1, . . . , e jm−1〉 + 〈e1, . . . , e jm−1〉 = V .
(Warning to the reader: do not confuse e jm−1 and e jm−1 in the latter formula! The subscripts
are jm−1 and jm − 1, resp.) In particular,
e jm ∈ 〈e1, . . . , e jm−1〉 + 〈s〉 + 〈e j1, . . . , e jm−1〉,
whence
jm ∈ T (〈s〉 + 〈e j1, . . . , e jm−1〉) = A1.
Since T (〈s〉) = A, T (〈e j1, . . . , e jm−1〉) = { j1, . . . , jm−1}, and these two sets are disjoint,
it follows that A1 = A ∪ { j1, . . . , jm−1}. But jm lies neither in A nor in { j1, . . . , jm−1}, a
contradiction. 
Now we can prove Proposition 3.7. Let M(K ), Kt have the same meaning as in the
previous section. We must prove that for all simplices s ∈ M(K ), except for the first one,
the intersection s ∩ Ks is pure (n − 2)-dimensional. Let s be the minimal simplex that
does not possess this property. Then there exists a simplex t of dimension ≤n − 3, i.e.
of ≤ n − 2 vertices, which is maximal by inclusion in s ∩ Ks . This means that (a) there
exists s1 ∈ M(K ) such that s1 < s and s1 contains t , and (b) if t1 is a simplex such that
t ⊂ t1 ⊂ s, then s is the <-minimal simplex containing t1.
Let a be any point in s − t . Since s is the minimal simplex containing t ∪ {a}, it follows
from Lemma 3.8 that
s − (t ∪ {a}) = {〈ei 〉 | i /∈ T (〈t〉 + 〈a〉)}.
Thus any point in s − t different from a has the form 〈ei 〉 with i /∈ T (〈t〉 + 〈a〉); in
particular, it has the form
〈ei 〉, i /∈ T (〈t〉). (4)
Take a point b ∈ s − t different from a. Arguing in the same way with b instead of a, we
can see that a also has the form (4). Therefore,
s − t ⊆ {〈ei 〉 | i ∈ A}, (5)
916 V.P. Burichenko / European Journal of Combinatorics 24 (2003) 903–928
where A = [1 . . .n] − T (〈t〉). As both sides in (5) are of the same cardinality, it is
actually an equality. Now it follows from Lemma 3.8 that s is the minimal simplex in
M(K ) containing t , a contradiction. 
Now we slightly generalize Proposition 3.5. Let U ⊂ V be a space and its subspace,
P(U) ⊂ P(V ) be their projectivizations, and let 1 ≤ k ≤ dim V − dim U . Let B(V ,U, k)
be the complex with vertex set P(V ) − P(U) whose maximal simplices are all subsets
of the form {x1, . . . , xk} that are independent modulo P(U) (i.e. xi are independent and
U ∩ 〈x1, . . . , xk〉 = 0).
Proposition 3.9. B(V ,U, k) is shellable.
Proof. Let K = B(V ) be the complex described above. Let m = d + k, d = dim U ,
and let T be the complex with vertex set P = P(V ) whose maximal simplices are the
independent m-sets {x1, . . . , xm} ⊆ P . It is clear that T = skm−1(K ). So T is shellable by
Lemma 3.4. Further, take any basis y1, . . . , yd of U , and let s = {〈y1〉, . . . , 〈yd〉} ⊆ P(U).
Then B(V ,U, k) is precisely the link of s in T and so is shellable by Lemma 3.2. 
3.3. Bases complexes for polar spaces
In this subsection we write for economy “isotropic” instead of “isotropic, respectively,
singular”.
Let P = P(V , f ) be a polar space of polar rank n = ν( f ). Let K = B(V , f ) be the
simplicial complex with vertex set P whose maximal simplices are all sets of the form
{〈a1〉, . . . , 〈an〉}, where a1, . . . , an are a basis of some totally isotropic subspace.
The aim of this section is to prove the following proposition.
Proposition 3.10. B(V , f ) is shellable.
Lemma 3.11. Let A be a maximal totally isotropic subspace in V , and B be a totally
isotropic subspace. Then
dim A ∩ B⊥/A ∩ B = n − dim B, (6)
and B + A ∩ B⊥ is a maximal totally isotropic subspace.
Proof. The product with an element v ∈ V induces on A the linear function bv(x) =
b(v, x). Consider the space
W = {bv | v ∈ B}.
Since bv = 0 if and only if v ∈ A⊥, it follows that W ∼= B/B ∩ A⊥. Since every
isotropic vector in A⊥ is in A, B ∩ A⊥ = B ∩ A and so W ∼= B/B ∩ A. On the other
hand, the intersection of the kernels of all bv with v ∈ B is A ∩ B⊥, whence dim W =
dim A/A∩B⊥ = n−dim A∩B⊥. Hence dim B−dim B∩ A = dim W = n−dim A∩B⊥,
and (6) follows.
Obviously, B + A ∩ B⊥ is a totally isotropic subspace. Its dimension equals dim B +
dim A ∩ B⊥ − dim B ∩ A ∩ B⊥ = dim B + dim A ∩ B⊥ − dim A ∩ B = n. Therefore,
B + A ∩ B⊥ is maximal totally isotropic. 
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Now we fix some maximal totally isotropic subspace U ⊆ V . For a simplex s =
{x1, . . . , xm} let I (s) = s − P(U) be the set of all xi that are in P − P(U).
Lemma 3.12. Suppose s ∈ M(K ), I (s) = ∅, and p ∈ I (s). Then there exists a point
q ∈ P(U) such that (s − p) ∪ q ∈ M(K ).
Proof. Let s′ = s − p, A = U , and B = 〈s′〉. Then dim B = n − 1, and the equality (6)
implies U ∩ 〈s′〉 = U ∩ 〈s′〉⊥. So there exists an element u ∈ U , orthogonal to 〈s′〉 and not
in 〈s′〉. Take q = 〈u〉. 
Let a be an independent subset in P − P(U), which is a simplex of B(V , f ) (i.e. such
that a lies in some totally isotropic subspace). We shall consider the maximal simplices s
such that I (s) = a. Any such simplex has the form a unionsq b, where b is a subset of P(U)
consisting of m = n−|a| points. This b should be independent modulo 〈a〉, or equivalently,
modulo M = U ∩ 〈a〉. Moreover, all points of b are orthogonal to 〈a〉 and so are in
L = U ∩ 〈a〉⊥. Thus, the simplices b are in bijection with the simplices of B(L, M, m).
By the way, note that m = dim L/M (this follows from (6)), and so B(L, M, m) is not
empty.
By C(a) = ⋃{s | s ∈ M(K ), I (s) = a} we denote the subcomplex generated by all
maximal simplices s with I (s) = a. The description in the previous paragraph implies that
C(a) ∼= a ∗ B(L, M, m). By Proposition 3.9, B(L, M, m) is shellable, so C(a) is. Fix a
shelling on C(a).
The shellability of K follows from the following general proposition, which will be
used also in the next section.
Proposition 3.13. Let K be a pure n-dimensional complex, and let I be a function which
assigns to every simplex s ∈ K its subset I (s) ⊆ s. Suppose the following conditions are
satisfied:
(1) if s ⊆ t , then I (s) ⊆ I (t);
(2) I (I (s)) = I (s) for all s;
(3) if s ∈ M(K ), I (s) = ∅ and p ∈ I (s), then there exists a vertex q such that
s1 = (s − p) ∪ q is a maximal simplex and I (s1) ⊂ I (s);
(4) if C(a) is a subcomplex generated by all s ∈ M(K ) with I (s) = a, then C(a) is
shellable.
Then K is shellable.
Proof. For every a with C(a) = ∅ fix a shelling on C(a). Define a partial ordering ≺ on
M(K ) as follows: u ≺ v if either I (u) ⊂ I (v) or I (u) = I (v) = a and u < v with respect
to the shelling of C(a). Let < be any linear extension of ≺; we show that it is a shelling on
M(K ).
Let s ∈ M(K ), and p ∈ I (s). Take a point q such that s1 = (s − p) ∪ q ∈ M(K ) and
I (s1) ⊂ I (s). It follows from the definition of ≺ that s1 < s. Therefore, s − p = s ∩ s1 is
a simplex of s ∩ Ks .
Assume that there exists a maximal simplex t ∈ s ∩ Ks with dim t < n − 1. If there
is a point p ∈ I (s) not in t , then t is not maximal, since s − p is a simplex of s ∩ Ks ,
a contradiction. Therefore t ⊇ I (s) = a. Further, t = s ∩ s1 for some s1 < s. Since
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s1 ⊇ t ⊇ a, we have I (s1) ⊇ I (a) = a (note I (a) = a by (2)). If this inclusion is strict,
we obtain s ≺ s1, which contradicts s1 < s. So I (s1) = a, and thus s1 is a simplex in
C(a). It follows from the definition of < that s1 precedes s with respect to the shelling on
C(a), and so t is a simplex of s ∩ C(a)s . The latter complex is pure (n − 1)-dimensional;
in particular, t is contained in some (n −1)-simplex u. Since C(a)s is a subcomplex of Ks ,
it follows that u is a simplex of s ∩ Ks , which contradicts the hypothesis on t . Thus, s ∩ Ks
is pure (n − 1)-dimensional. 
Since B(V , f ) satisfies the hypothesis of the previous proposition with I (s) = s −
P(U), it is shellable, which proves Proposition 3.10.
In the end of this section we prove a proposition similar to Proposition 3.9.
Let A ⊆ V be a totally isotropic subspace, m = dim A, and 1 ≤ k ≤ n − m.
By B(V , A, f, k) we denote the complex, whose vertices are the points of P orthogonal
to A, and the maximal simplices are the simplices {x1, . . . , xk} of B(V , f ) that are
independent modulo A (and orthogonal to A).
Proposition 3.14. B(V , A, f, k) is shellable.
Proof. Choose points y1, . . . , ym ∈ P(A) such that their span is A. Then B(V , A, f, k)
is precisely the link of the simplex {y1, . . . , ym} in skk+m−1(B(V , f )) and is therefore
shellable. 
3.4. Complexes related to quadratic forms over F2.
Let V be a space over F2 and f be a nondegenerate quadratic form on V . The
projectivization P(V ) is simply V − {0}, and P = P(V , f ) is the set of v ∈ V − {0}
such that f (v) = 0.
Let n = ν( f ). Define the complex B˜(V , f ), whose vertices are the points of P and the
maximal simplices are the subsets {x1, . . . , xn} that lie in some totally singular subspace
and such that any linear dependence among xi involves an even number of xi ’s. That is, if
a subset I ⊆ [1 . . .n] satisfies∑i∈I xi = 0, then the cardinality |I | is even.
Proposition 3.15. B˜(V , f ) is shellable.
To prove this proposition, we need an auxiliary notion. If s = {x1, . . . , xm} ⊆ V , then
by a nucleus N(s) of this set we mean the set of all xi such that xi ∈ 〈x j | j = i〉. In other
words, xi ∈ N(s) if there exists a linear dependence among x1, . . . , xm involving xi .
Lemma 3.16. (1) N(N(s)) = N(s) for any s.
(2) If s ⊆ t , then N(s) ⊆ N(t).
Proof. (1) Suppose v ∈ N(s). There exists a linear dependence among vectors in s
involving v. All vectors involved in this dependence are in N(s) by definition. Hence
v ∈ N(N(s)) and N(s) ⊆ N(N(s)). The inverse inclusion is obvious. (2) is clear. 
Lemma 3.17. Let s be a maximal simplex in B˜(V , f ) such that N(s) = ∅, and let
p ∈ N(s). Then there exists q ∈ P such that s1 = (s − p) ∪ q is a maximal simplex
of B˜(V , f ) and N(s1) ⊆ N(s) − p.
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Proof. The space A = 〈s − p〉 is totally singular and of dimension ≤n − 1. So there
exists a point q ∈ P orthogonal to A and not in A. Show that s1 = (s − p) ∪ q is a
simplex in B˜(V , f ). Evidently, q /∈ s − p, and s1 lies in a totally singular subspace. Since
q /∈ 〈s− p〉, it follows that any linear dependence in s1 does not involve q and so is actually
a dependence among s − p ⊆ s, and thus involves an even number of summands. So s1 is
a simplex of B˜(V , f ). Moreover, N(s1) ⊆ N(s − p). But N(s − p) ⊆ N(s) and does not
contain p, whence ⊆N(s)− p. Finally, (s − p) ∪ q is maximal since it contains n = ν( f )
points. 
Let a be a simplex in B˜(V , f ) that consists of m ≤ n points and such that N(a) = a.
Let C(a) be the subcomplex in B˜(V , f ) generated by all maximal simplices s with
N(s) = a.
Lemma 3.18. C(a) is shellable.
Proof. The maximal simplices s such that N(s) = a are of the form s = a unionsq b with
|b| = n − m. Moreover, b must be independent modulo a and orthogonal to a. Such b’s
are precisely the simplices of B(V , A, f, n − m), where A = 〈a〉. The latter complex is
shellable by Proposition 3.14. Now it follows from the argument preceding Lemma 3.2
that C(a) is also shellable, because C(a) = a ∗ B(V , A, f, n − m). 
The proof of Proposition 3.15 can be easily obtained from Proposition 3.13 and the last
three lemmas.
4. Properties of graphs G(V, f,L)
Let V be a space over F2, f be a nondegenerate quadratic form on V , L ⊂ V be a
hyperplane, and let G = G(V , f, L) be the graph defined in Section 1.
Lemma 4.1. (1) If ν( f ) ≥ 1, then G is not empty.
(2) If ν( f ) = 1, then G is discrete (that is, not empty and with no edges).
Proof. (1) Take a singular point u ∈ V , u = 0. Since V − L generates V as a space over
F2 and f is nondegenerate, it follows that b(u, v) = 1 for some v ∈ V − L. Two of three
vectors u, v and u + v are singular, and at most one of them is in L. The remaining one is
a point of G. (2) is trivial. 
Now suppose ν( f ) ≥ 2. Then either G is connected of diameter 2, or there are two
points x, y ∈ G, not adjacent and with no common neighbours. Clearly v = x + y
is nonsingular (and is not the defect vector, if f is defect), 〈x, y〉 is a hyperbolic plane
and L = 〈x, y〉 ·+ U , where U = 〈x, y〉⊥. Suppose U  L. Then the graph
G′ = G(U, f |U , L ∩ U) consists precisely of common neighbours of x and y. Since
f |U ≈ f (1), ν( f |U ) = ν( f ) − 1 ≥ 1 and G′ is not empty by Lemma 4.1, a contradiction.
So U ⊆ L. There are three hyperplanes containing U , namely 〈U, x〉, 〈U, y〉, and 〈U, v〉.
Since x, y /∈ L, we conclude L = 〈U, v〉. But 〈U, v〉 = v⊥, so L = v⊥.
Conversely, suppose L = v⊥, where v is nonsingular and not defect. If x ∈ G,
then b(x, v) = 1, f (x) = 0, whence for y = x + v we have b(y, v) = 1 and
f (y) = f (x) + f (v) + b(x, v) = 0 + 1 + 1 = 0; so y ∈ G. If z ∈ G, then
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b(z, x) + b(z, y) = b(z, x + y) = b(z, v) = 1, so exactly one of b(z, x) and b(z, y)
equals 0, that is, z is joined with (or equal to) exactly one of x and y. In particular, x and y
have no common neighbours.
Finally note that for a hyperplane L there is at most one nonsingular v such that L = v⊥.
Therefore, there exists at most one vertex y, not joined to and with no common neighbours
with x ; we call it opposite to x and denote by x ′.
These arguments prove the following lemma.
Lemma 4.2. If ν( f ) ≥ 2, then exactly one of the two statements holds:
(1) G is connected of diameter 2, or
(2) there exists a unique nonsingular vector v such that L = v⊥. For each x ∈ G there
exists a unique x ′ ∈ G, namely x ′ = x + v, such that x and x ′ are not adjacent and
have no common neighbours. Also, each z = x, x ′ is joined to exactly one of them.
(It is easy to see that in the case (2) G is also connected.) 
In the case (2) we say that G is of type D (this terminology is motivated by [4]).
Up to now we considered graphs G(V , f, L) with nondegenerate form f . But it makes
sense to consider the case of degenerate form f also. The following lemma is easy.
Lemma 4.3. Suppose f is a quadratic form on V , may be degenerate, and L is a
hyperplane in V . Let K = Ker( f ). Then
(1) If K  L, then the centre of G(V , f, L) is not empty.
(2) Suppose K ⊆ L. Put V = V/K , L = L/K , and let f be the form on V induced
by f . Then G(V , f, L) is a cylinder over G(V , f , L). 
Lemma 4.4. Suppose f is nondegenerate, ν( f ) = n, and x, y1, . . . , yk ∈ G(V , f, L),
x  y1, . . . , yk , yi ∼ y j for all i = j . Denote∆ = Gx ∩ Gy1 ∩ · · · ∩ Gyk . Then one of the
following holds:
(1) ∆ is empty;
(2) Z(∆) is not empty;
(3) ∆ is a cylinder over some graph of the form G(U, g, M), g being nondegenerate with
ν( f ) > ν(g) ≥ ν( f ) − k.
Proof. Put A = 〈x, y1, . . . , yk〉, W = A⊥. Then∆ = {v ∈ W −L | f (v) = 0}. If W ⊆ L,
then ∆ is empty. So assume L ∩ W is a hyperplane in W ; then ∆ = G(W, f |W , L ∩ W ).
If K = Ker( f |W )  L ∩ W , then Z(∆) = ∅ by statement 1) of the previous lemma. If
K ⊆ L ∩ W , then ∆ is a cylinder over G(U, g, M), where U = W/K , g is the form on
U defined by g(w + K ) = f (w), and M = (L ∩ W )/K . Clearly, g is nondegenerate; it
remains to prove ν( f ) > ν(g) ≥ ν( f ) − k.
It is clear that A = 〈x, y1〉 + B , where B = 〈y1 + y2, . . . , y1 + yk〉. The vector
y1 + yi is orthogonal to x , because x  y1, yi implies b(x, y1) = b(x, yi) = 1 and so
b(x, y1 + yi ) = 0. It follows that 〈x, y1〉 and B are orthogonal. Since b(x, y1) = 1, 〈x, y1〉
is a hyperbolic plane. So A = 〈x, y1〉 ⊕ B is an orthogonal direct sum.
Let T = 〈x, y1〉⊥. Then f |T ≈ f (1), whence ν( f |T ) = ν( f ) − 1.
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Obviously, W is equal to the annihilator of B in T . Since f |T is nondegenerate
and B is totally singular, K = Ker( f |W ) = B and U = annT B/B . Hence g ≈
( f |T )(l) = ( f (1))(l) = f (l+1), where l = dim B . Obviously, l ≤ k − 1. Hence
ν(g) = ν( f ) − (l + 1) ≥ ν( f ) − k and <ν( f ), as desired. 
For a vector v ∈ V let bv be the linear function on V defined by bv(x) = b(v, x).
Lemma 4.5. Let f , n, x, y1, . . . , yk , ∆ be as in Lemma 4.4. Suppose k ≤ n − 1 and G is
not of type D. Then ∆ is not empty.
Proof. It follows from the proof of Lemma 4.4 that either W = 〈x, y1, . . . , yk〉⊥ ⊆ L,
or ∆ satisfies one of conclusions (2) or (3) of Lemma 4.4. In case (2) ∆ is obviously not
empty. In case (3) we have ν(g) ≥ ν( f ) − k ≥ n − (n − 1) = 1 and G(U, g, M) is not
empty by Lemma 4.1, and so ∆ is not empty. Thus, we may assume W ⊆ L and we must
arrive at contradiction.
Let h be the linear function on V with kernel L. The condition W ⊆ L means that
Ker(bx) ∩ Ker(by1) ∩ · · · ∩ Ker(byk ) ⊆ Ker(h).
The latter inclusion means exactly that h is a linear combination of bx , . . . , byk . Since the
ground field is F2, it follows that h is just the sum of some of bx , . . . , byk :
h =
∑
z∈S
bz,
where S ⊆ {x, y1, . . . , yk} is some subset.
Suppose that S  x . Since byi (y j ) = 0 for all i and j , it follows that h(y j ) = 0, which
contradicts y j /∈ L. Consequently, S  x , S = {x} ∪ S′ for some S′ ⊆ {y1, . . . , yk}.
Further,
1 = h(x) =
∑
z∈S
bz(x) =
∑
z∈S ′
bz(x) =
∑
z∈S ′
·1 = |S′| · 1,
whence |S′| ≡ 1 (mod 2).
Put y = ∑z∈S ′ z. Since yi ’s are pairwise orthogonal isotropic vectors, f (y) = 0.
Further, since h(yi ) = 1 for each i and |S′| is odd, it follows that h(y) = 1 and y /∈ L.
Thus, y ∈ G. Further, b(x, y) =∑z∈S ′ b(x, z) = |S′| · 1 = 1. Finally, we have
h =
∑
z∈S
bz = bx +
∑
z∈S ′
bz = bx + by,
and so there is no t ∈ G joined to both x and y. Thus, G is of type D, a contradiction. 
Recall (see Lemma 1.1) that the rule v y = x + v establishes a bijection between Gx
and the points of P(U, f |U ), where U = L ∩ x⊥, and this bijection is actually a graph
isomorphism.
When G is of type D, it is easy to see that U = L ∩ x⊥ = 〈x, x ′〉⊥ = L ∩ (x ′)⊥, where
x ′ is the vertex opposite to x . Thus, P(U, f |U ) is also in bijection with Gx ′ .
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Lemma 4.6. Let f , n, x, y1, . . . , yk , ∆ be as in Lemma 4.4. Suppose k ≤ n − 1 and G
is of type D. Let x ′ be the vertex opposite to x, and denote ui = yi − x ′. The following
statements are equivalent:
(1) ∆ is empty;
(2) There exists a linear dependence among ui ∈ U involving an odd number of
summands.
Proof. (1) ⇒ (2). We continue the argument and we keep the notation from the proof of
Lemma 4.5. We know that
h = bx +
∑
z∈S ′
bz, S′ ⊆ {y1, . . . , yk}, |S′| ≡ 1 (mod 2). (7)
We can assume that S′ = {y1, . . . , ym}, where m = |S′|. Lemma 4.2, shows that each of
yi is adjacent with (or, maybe, equal to) x ′. It was shown earlier that h = bx + by , where
y = y1 + · · · + ym . But h = bx + by means exactly that y = x ′. So ∑mi=1 yi = x ′, and
taking into account that m is odd,
m∑
i=1
ui =
m∑
i=1
(yi − x ′) =
m∑
i=1
yi + x ′ = 0.
(2) ⇒ (1). Reverse the argument. We can assume ∑mi=1 ui = 0 for some odd m ≤ k.
Then
0 =
m∑
i=1
(yi − x ′) = x ′ +
m∑
i=1
yi ,
whence x ′ =∑mi=1 yi . If there exists z ∈ Gx ∩ Gy1 ∩ · · · ∩ Gym , then z is adjacent to x and
to x ′ at the same time, a contradiction. 
5. Proof of Theorem 0.1
In this section we prove Theorem 0.1. Since each locally polar graph of order 2 is of the
form G(V , f, L), it suffices to prove the following proposition.
Proposition 5.1. Let G = G(V , f, L), f is nondegenerate, ν( f ) = n, and 0 ≤ d ≤ n − 2.
Then H˜d(G) = 0.
We shall prove this proposition by induction on n. For n = 1 there is nothing to prove.
Let n = 2. Then G is connected by Lemma 4.2, whence Cliq(G) is connected and so
H˜0(G) = 0.
Let n ≥ 3. Suppose first that G is not of type D. The proof below is very similar to that
of Proposition 2.4.
Fix x ∈ G, and let Gi = {y ∈ G | d(x, y) = i}, i = 1, 2. Then G = {x} ∪ G1 ∪ G2.
Let Sl denote the set of all simplices of dimension l that lie in G2. Further, for
0 ≤ k ≤ l + 1 we denote by Tl,k the set of all l-simplices s ∈ Cliq(G) that have at
most k vertices in G2. In particular, Tl,l consists of l-simplices such that at least one vertex
is in {x} ∪ G1.
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Let c ∈ Cd (G). Then
c = c1 +
∑
s∈Sd
nss, ns ∈ Z
where c1 is a d-chain such that any simplex involved in c1 is in Td,d .
Let s ∈ Sd , s = (y1, . . . , yd+1), and let
∆ = Gx ∩ Gy1 ∩ · · · ∩ Gyd+1 .
Since d+1 ≤ n−1,∆ is not empty by Lemma 4.5. That is, there exists a vertex t = ts ∈ G1
such that {t} ∪ s is a simplex.
Similarly to the argument in the proof of Proposition 2.4 we get
∑
s∈Sd
nss = ∂

∑
s∈Sd
ns(ts, s)

 + ∑
s∈Sd
ns(ts , ∂s),
and further
c = ∂c2 + c3,
where c2 ∈ Cd+1(G), and c3 ∈ Cd (G) is a d-chain involving only simplices from Td,d .
Now suppose z ∈ Zd(G). We prove for each k = d, d−1, . . . , 1, 0, that z is homologous
to some d-cycle z1 involving only simplices from Td,k . For k = d this is already proved.
Let k < d . We can assume that z involves only simplices from Td,k+1. Then
z =
∑
s∈Sk
bs + z1,
where bs is a d-chain such that t ∩ G2 = s for every simplex t involved in bs , and z1
involves only simplices from Td,k . Similarly to the proof of Proposition 2.4, bs = (s, as),
where as is a (d − k − 1)-cycle in C∗(∆), where ∆ = Gx ∩ Gy1 ∩ · · · ∩ Gyk+1 ,
s = {y1, . . . , yk+1}.
Show that
H˜d−k−1(∆) = 0.
By Lemma 4.4, either (a) the centre Z(∆) is not empty, or (b) ∆ is a cylinder over some
G′ = G(U, g, M), where g is nondegenerate with ν( f ) > ν(g) ≥ ν( f ) − k − 1.
In case (a) the equality H˜∗(∆) = 0 follows from Lemma 2.2. In case (b) we have
d − k − 1 ≤ (ν( f ) − 2) − k − 1 ≤ ν(g) − 2, whence H˜d−k−1(G′) = 0 by the induction
hypothesis (since ν(g) < ν( f )) and H˜d−k−1(∆) = 0.
Therefore, as = ∂cs for some cs ∈ Cd−k(∆). Now we have
z =
∑
s∈Sk
(s, ∂cs) + z1 = (−1)k+1∂

∑
s∈Sk
(s, cs )

+ (−1)k ∑
s∈Sk
(∂s, cs) + z1.
The first summand in the latter expression is a boundary, and the remaining two contain
only simplices from Td,k , which proves the required statement. Taking in this statement
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k = 0, we see that z is homologous to a cycle involving only simplices from Td,0, i.e. that
are subsets of G′1 = G1 ∪ {x}. Since H˜∗(G′1) = 0, z is homologous to zero. This finishes
the proof of the proposition in the case when G is not of type D.
Now we suppose that G is of type D. Take a point x , let x ′ be the opposite of it, and
Gi , i = 1, 2 be as above. Then G = {x} ∪ G1 ∪ G2 ∪ {x ′}. Note that G1 = Gx , G2 = Gx ′ .
Moreover, denote for convenience G′1 = {x} ∪ G1 and G′2 = {x ′} ∪ G2.
Just as earlier, let Sk be the set of k-simplices lying in G2.
Let s be a simplex from Sk . We say that s is good, if there exists a vertex x ∈ G1 joined
to all vertices of s. Otherwise s is bad. We need a lemma.
Lemma 5.2. Let k ≤ n − 3, and suppose z ∈ Zk(G2) is a k-cycle involving only good
simplices. Then there exists a k +1-chain c ∈ Ck+1(G2) involving only good simplices and
such that ∂c = z.
Proof. Put U = L ∩ (x ′)⊥ and g = f |U . Let P = P(U, g) be the associated polar
graph. It was noted in the previous section that there exists an isomorphism of graphs
ϕ : G2 P(U, g) defined by ϕ(y) = y − x ′. Let s be a simplex in Cliq(G2). Then ϕ(s)
is a simplex in Cliq(P(U, g)). Lemma 4.6 implies that s is good if and only if every linear
dependence among the vertices of ϕ(s) involves an even number of summands.
Let Cliq′(G2) be the subcomplex of Cliq(G2) consisting of good simplices. Let m =
ν(g) − 1 = n − 2, and skm(Cliq′(G2)) be the m-skeleton of this subcomplex. Then
its ϕ-image ϕ(skm(Cliq′(G2))) is precisely B˜(U, g), where B˜ is the complex defined in
Section 3.4. By Proposition 3.15, B˜(U, g) is shellable, whence H˜i(B˜(U, g)) = 0 for
i = m. Therefore, H˜i(skm(Cliq′(G2))) = 0 for 0 ≤ i ≤ m − 1, whence evidently
H˜i(Cliq′(G2)) = 0 for these i . In particular, H˜k(Cliq′(G2)) = 0, and the lemma
immediately follows. 
Now we can continue the proof. Let z ∈ Zd(G) be a d-cycle.
We have the decomposition z = z1 + z2, where z1 involves only simplices lying in
G′2, and z2—all the remaining simplices. Since z is a cycle, ∂z1 = −∂z2. Suppose s is a
simplex involved (of course, with opposite coefficients) in both ∂z1 and ∂z2. Then s lies in
G′2; on the other hand, s is a face of some simplex t that does not lie in G′2. It follows that
t = (s, y) for some y ∈ G1, whence s is good. Thus, ∂z1 involves only good simplices.
Since ∂z1 is a (d − 1)-cycle, we can apply the lemma and see that ∂z1 = ∂c for some
good d-chain c ∈ Cd (G2). Clearly, z1 − c ∈ Zd(G′2). Since G′2 contains a vertex joined to
all vertices, it follows that H˜∗(G′2) = 0 and z1 − c = ∂c1 for some c1 ∈ Cd+1(G′2). Hence
z = ∂c1 + c + z2 = ∂c1 + z3, where z3 = c + z2.
The cycle z3 has the following property: if s is a simplex involved in z3, then s  x ′
and s ∩ G2 is good. Indeed, if s is involved in c, then it is good; if s is involved in z2 and
s ∩ G2 = ∅, then it has a vertex in G1, and so s ∩ G2 is good by the definition of a good
simplex.
Now we can prove that z3 is a boundary by the same argument that we have used to
consider the case when G is not of type D. The only difference is that when proving that
∆ is not empty, we use not Lemma 4.5 but the fact that {y1, . . . , yd+1} is a good simplex
by the definition of z3.
The proposition is finally proved. 
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6. Cohen–Macaulay property for locally polar spaces
Recall from Section 1 that a locally polar space is the geometry consisting of all closed
cliques of a locally polar graph. Note that, generally, if G is a graph, then its closed cliques
constitute a geometry (not necessarily flag-transitive or residually connected) if and only
if the maximal chains of closed cliques X1 ⊂ · · · ⊂ Xm are all of the same length. If this
is the case, and if additionally each vertex is itself a (minimal) closed clique, we say that G
is a geometric graph, and we denote the corresponding clique geometry by Γ (G).
Proposition 6.1. Let G be a geometric graph and Γ = Γ (G). Then H˜∗(Cliq(G)) ∼=
H˜∗(F(Γ )).
Proof. Suppose the maximal chains of closed cliques X1 ⊂ · · · ⊂ Xk in G are of length
kmax = n. Then we can label the types of Γ by 0, 1, . . . , n − 1 so that Γ0 are merely all
vertices of G, and if X ⊂ Y are closed cliques then type(X) < type(Y ).
For x ∈ Γ0 let K (x) be the subcomplex in F(Γ ) consisting of all flags f such that
either x ∈ f or x ∗ f (where ∗ is the incidence). In other words, K (x) = F(x ∪ resΓ (x)),
with x ∪ resΓ (x) regarded as a degenerate geometry having x as the unique object of
type 0. Every maximal simplex of K (x) contains x , so K (x) has homology of a point.
Next, since any maximal flag in Γ contains an element from Γ0, {K (x) | x ∈ Γ0} is a
covering of F(Γ ).
Further, let x1, . . . , xm ∈ G = Γ0. Then K (x1) ∩ · · · ∩ K (xm) contains precisely the
objects of Γ that are incident to all x1, . . . , xm ; these are precisely the closed cliques
containing all x1, . . . , xm . In particular, K (x1, . . . , xm) = ∩mi=1 K (xi) is not empty if and
only if {x1, . . . , xm} is a clique. Therefore, the nerve of {K (x) | x ∈ Γ0} is Cliq(G).
To apply Lemma 1.4, it remains to show that if K (x1, . . . , xm) = ∅, then it has
homology of a point. Obviously, there is a unique minimal closed clique containing
all x1, . . . , xm , denote it 〈x1, . . . , xm〉 = X . Thus, K (x1, . . . , xm) consists precisely
of all closed cliques containing X , and a family of such cliques forms a simplex in
K (x1, . . . , xm) if and only if they are pairwise incident in Γ . Therefore every maximal sim-
plex in K (x1, . . . , xm) contains X , whence K (x1, . . . , xm) has homology of a point. 
It should be mentioned that under the assumptions of this lemma the complexes Cliq(G)
and F(Γ ) not only have the same homology, but are actually of the same homotopy type.
To prove this it is sufficient to use Lemma 2 from [1] instead of Lemma 1.2 (unfortunately,
in [1] this lemma is given without proof or any reference).
Recall that the direct sum Γ1 ⊕Γ2 of two geometries is the geometry whose object set is
the disjoint union of the object sets of Γ1 and Γ2; two objects from the same Γi are incident
in Γ1 ⊕Γ2 if and only if they are incident in Γi , and any pair x ∈ Γ1, y ∈ Γ2 is incident. It
is easy to see that F(Γ1 ⊕ Γ2) ∼= F(Γ1) ∗ F(Γ2). Now Lemma 1.3 implies
Lemma 6.2. If F(Γ1) and F(Γ2) are spherical, then F(Γ1 ⊕ Γ2) is spherical also. 
I suppose the following fact is known. Indeed, each polar space is a building, may be
nonthick; but the Tits–Solomon theorem is true for nonthick buildings also.
Proposition 6.3. If Γ is a finite polar space, then Γ is Cohen–Macaulay.
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Proof. Let n be the polar rank of Γ , and G be the polar graph having Γ as its clique
geometry. Then H˜∗(F(Γ )) ∼= H˜∗(Cliq(G)).
By Proposition 2.4, H˜d(F(Γ )) ∼= H˜d(Cliq(G)) = 0 for 0 ≤ d ≤ n −2. Moreover, since
dim F(Γ ) = n − 1, H˜d(F(Γ )) = 0 for d > n − 1, and H˜n−1(F(Γ )) is free. Thus F(Γ ) is
spherical.
Now let Γ ′ be a proper residue of Γ . Then Γ ′ ∼= Γ1 ⊕ · · · ⊕ Γk , where one of Γi ’s may
be a polar space of rank <n, and the remaining Γi ’s belong to types Al with 1 ≤ l ≤ n − 1
(i.e. are projective spaces or rank 1 geometries). If Γi is a projective space, then it is a
building, and so F(Γi ) is spherical. If Γi is of rank 1, then F(Γi ) is spherical trivially.
Finally, if Γi is a polar space, then F(Γi ) is spherical by the preceding paragraph. Now
F(Γ ′) ∼= F(Γ1) ∗ · · · ∗ F(Γk), and since all F(Γi ) are spherical, so is F(Γ ′). 
Now we can consider locally polar spaces and prove Theorems 0.2 and 0.3.
Proof of Theorem 0.3. Again H˜∗(F(Γ )) ∼= H˜∗(Cliq(G)). The argument similar to that
used in the previous proof shows that F(Γ ) is spherical if and only if H˜d(Cliq(G)) = 0 for
all 0 ≤ d ≤ n − 1.
Now we show that F(Γ ′) is spherical for any proper residue Γ ′ of Γ . We have
Γ ′ ∼= Γ1 ⊕ · · · ⊕ Γk . At most one of Γi is a polar space, at most one a geometry with
the diagram
c
(such geometries are dimensional linear spaces), and all the remaining ones are projective
spaces or rank 1 geometries. Since geometries of either of these types are CM, and in
particular the complexes F(Γi ) are spherical, we conclude, just like in the preceding proof,
that F(Γ ′) is spherical. 
Proof of Theorem 0.2. Γ is the clique geometry of the graph G(V , f, L), and the polar
rank of Γ equals n = ν( f )− 1. According to Theorem 0.1, H˜d(Cliq(G(V , f, L))) = 0 for
all 0 ≤ d ≤ ν( f ) − 2. It remains to apply Theorem 0.3. 
7. Concluding remarks
(1) Some of the geometries related to the sporadic groups are also CM, and so the local
approach to cohomology described in the Introduction applies to these groups. This will be
the subject of subsequent works. In particular, I would like to announce here the following
theorem.
Theorem 7.1. The locally polar space related to the group F22 is Cohen–Macaulay.
(2) Let Γ be a rank 3 geometry. The CM-property for this geometry means that
H˜0(F(Γ )) = 0 and H1(F(Γ )) = 0. The first of these equalities means exactly that
Γ is connected. Further, H1(F(Γ )) is the Abelianization πab = π/[π, π], where π =
π(Γ ) = π(F(Γ )) is the fundamental group of Γ . Thus, for rank 3 geometries the Cohen–
Macaulayness is a bit weaker than the simple connectedness.
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In particular, let Γ be the locally polar space associated with the group O−6 (3). Then the
fundamental group is π(Γ ) ∼= Z3; the triple cover of Γ is the so-called Smith geometry.
See the discussion in [12, Section 2.4]. This Γ gives an example of a nonCM locally polar
space.
(3) The locally polar spaces of order 2 are the simplest examples of the affine polar
spaces, see [10] or [11]. The affine polar spaces have geometric properties very similar to
those listed in the beginning of Section 4, and it is rather probable that they are also CM.
This question is now under investigation.
(4) One can ask which other locally polar spaces are CM. However, since our work
is motivated by possible applications to group cohomology, we are interested most of all
in the spaces Γ that admit a flag-transitive automorphism group. A lot of information on
these spaces can be found in [12]. Taking into account this information together with the
discussion earlier in this section, we can state the following
Proposition 7.2. Suppose Γ is a finite flag-transitive locally polar space, which is either
of polar rank ≥3, or of polar rank 2 and the point residue is a classical generalized
quadrangle. Then Γ is Cohen–Macaulay, except for the extended generalized quadrangle
related to O−6 (3).
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