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a b s t r a c t
On the last few years multidimensional projection techniques have advanced towards deﬁning faster and
user-centered approaches. However, most of existing methods are designed as generic tools without
considering particular features of the data under processing, such as the distance distribution when the
data is embedded into a certain metric space. In this paper we split the projection techniques into two
groups, global and local techniques, conduct an analysis of them, and present a novel local technique
specially designed for projecting heavy tail distance distributions, such as the one produced by high-
dimensional sparse spaces. This novel approach, called Local Convex Hull (LoCH), relies on an iterative
process that seeks to place each point close to the convex hull of its nearest neighbors. The accuracy, in
terms of neighborhood preservation, is conﬁrmed by a set of comparisons and tests, showing that LoCH
is capable of successfully segregating groups of similar instances embedded in high-dimensional sparse
spaces and of deﬁning the borders between them, signiﬁcantly better than most projection techniques.
& 2014 Elsevier B.V. All rights reserved.
1. Introduction
Multidimensional projection techniques, or simply projection
techniques, have become an important analytic tool due to their
ability on revealing distance structures allowing tasks that involve
distances or neighborhood relationships analysis. Vector ﬁeld analy-
sis [1], visual text mining [2–4], and sensors and biosensors analysis
[5–7] are just a few examples of applications where projections have
successfully been employed.
In summary, projection techniques are injective mappings that
transform multidimensional spaces into visual spaces seeking to
preserve, as much as possible, the distance relationships of the
original space on the transformed space. Albeit the advances on the
last few years towards creating techniques that could handle large
datasets on almost interactive rates, or user-centered techniques
that allow the ﬁne tuning of ﬁnal layouts [8], most of them are
designed as generic tools without considering particular features of
the data under processing, such as the distance distribution when
the data is embedded into a certain metric space.
Here we classify the techniques in two different groups, global and
local, then present an analysis of well-established techniques in order
to assess their behavior when different distributions of distances are
considered. Global techniques seek to maintain the distances between
all pairs of instances on the transformed space, while the local ones
seek to preserve the distances on small neighborhoods. The results of
this analysis give evidences, corroborating the intuition, that global
techniques are better choices when the mean of the distance
preservation is the goal. When the purpose is neighborhood pre-
servation, local techniques are preferable, specially when handling
high-dimensional sparse spaces.
This paper presents a novel local projection technique called Local
Convex Hull (LoCH), which is specially devised to handle high-
dimensional sparse spaces, such as the ones deﬁned on the bag-of-
words representation of document collections. In these spaces, the
data instances are normally organized into local manifolds. Thereby,
the majority of instances are dissimilar between themselves, deﬁning
a heavy tail distance distribution [9]. The results attained show that
LoCH is capable of successfully segregating, on the produced layouts,
groups of similar instances embedded in those spaces and of deﬁning
the borders between them, signiﬁcantly better than global projection
techniques. In addition, it is faster than local techniques and simpler to
implement.
The main contributions of this paper are: evidences that, in terms of visual segregation of groups of
similar instances and neighborhood preservation, local projec-
tions techniques are better choices than global techniques
when handling high-dimensional sparse spaces;
 a novel fast local projection technique, called Local Convex Hull
(LoCH), which employs an iterative approximation in order to
place each point close to the convex hull of its nearest neighbors
seeking to preserve small neighborhood structures.
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Following we present related techniques categorized into
global and local approaches, detail the LoCH technique, show the
comparative analysis and ﬁnish outlining our conclusions.
2. Related work
Different approaches have been proposed to transform multi-
dimensional spaces into visual spaces preserving distance or
neighborhood relationships. In this paper we focus on well-
established techniques intended to visualization purposes, that
is, techniques where the p-dimensional space is 2D or 3D, and split
them into two different groups: global and local. Global techniques
seek to preserve on the transformed (visual) space the distance
relationships considering all pairs of instances. Local techniques,
on the other hand, seek to preserve these relationships consider-
ing only small neighborhoods on the m-dimensional space.
Global techniques: One of the ﬁrst global techniques is classi-
cal multidimensional scaling, or simply multidimensional scaling
(MDS) [10]. Based on a double centered distance matrix between all
instances, MDS calculates the transformed space by decomposing
such matrix and using the eigenvectors associated to the largest
eigenvalues. Another example of a seminal global technique is
Sammon's Mapping [11]. In this case, a cost function is deﬁned
based on the differences between the distances on the original and
the transformed spaces and a steepest descent method is applied to
minimize it. Both techniques are very precise in terms of global
distance preservation, but they are computationally expensive. In
order to overcome such limitation, while keeping a good quality in
terms of distance preservation, Landmarks MDS (LMDS) [12], Pivot
MDS [13], and Pekalska's approach [14] employ similar strategies
where a small sample of instances is initially projected and the
remaining ones are interpolated on the ﬁnal layout.
More recent global techniques include Part-Linear Multidimen-
sional Projection (PLMP) [15] and Glimmer [16]. Similarly to LMDS
and Pekalska's approach, PLMP initially projects a small sample of
instances on the transformed space, then it employs this informa-
tion to compute a linear transformation that, applied to the original
space, obtains the transformed space. Glimmer is a different
approach. It projects the m-dimensional instances using a multi-
level strategy, starting with a sample of instances and successively
incorporating new batches of instances on the transformed space
until entire the dataset is projected.
There are faster global projections techniques. Fastmap [17] is a
O(n) technique that only needs the distances between the
instances and pairs of distant pivots to calculate the transformed
space. Random Projection [18] is another example of an O(n)
approach. In this technique a random linear transformation is
created and applied to all instances in order to deﬁne the
transformed space. Although both techniques are computationally
inexpensive, the distance preservation when p{m is impaired.
In general, global techniques are precise on preserving the average
of the distance relationships but fail on preserving neighborhood
relationships when high dimensional sparse spaces are considered. In
such spaces, the instances belong to local manifolds and are related to
the few instances that belongs to the same manifold [9]. In other
words, most instances are very dissimilar between themselves with
only few ones sharing common properties. Therefore, preserving
global distance relationships distort small neighborhoods. In these
cases, local techniques are preferable.
Local techniques: Chalmers [19] is one of the ﬁrst attempts
towards creating a local projection technique. Different from previous
techniques, for each instance it seeks to preserve, on the transformed
space, the distances to two different lists of instances. One containing
the nearest neighbors on the original space, and another one with
instances randomly selected. Although it successfully improves the
preservation of distances on small neighborhoods, it is expensive
O(n2). Chalmers' algorithm has been further improved, reaching
complexities O ð
ﬃﬃﬃﬃﬃ
n54
p
Þ [20] and Oðn log nÞ [21] using a sampling and
interpolation approach, but decreasing the precision on preserving
local distances structures.
Other local approaches have been proposed, for instance, Local
Linear Embedding (LLE) [22] and ISOMAP [23]. LLE generates a sparse
matrix from coefﬁcients given by local linear ﬁttings, accomplishing
the ﬁnal embedding through a global eigendecomposition. ISOMAP
aims at building a distance matrix that approximates “geodesic”
distances, carrying out the projection from this matrix using the
MDS technique. In both techniques the distance computations and
the eigendecomposition negatively affect the computational perfor-
mance. A more efﬁcient version of ISOMAP, called Landmarks ISOMAP
(LISOMAP), makes use of sampling (landmarks) and interpolation to
reduce the number of distances computations [24].
Paulovich et al. [25] proposed a technique called Least Square
Projection (LSP) that uses a force-based scheme to ﬁrst position a
subset of samples and then map the remaining instances through
a Laplacian-like operator that seeks to map each instance close to
its nearest neighbors. Although LSP presents good results in terms
of neighborhood preservation, the Laplacian operator involves the
solution of a linear systemwith n variables, which is impracticable
for large datasets. Piecewise Laplacian Projection (PLP) [26] han-
dles this problem by solving several small linear systems instead of
a large one. This is done by partitioning the dataset into clusters
and applying the Laplacian operator onto these clusters. PLP is
much faster than LSP but the precision in terms of neighborhood
preservation is worse and the size of the initial sampling needs to
be larger to deﬁne acceptable results.
Maaten and Hinton [27] proposed a technique, called t-Distri-
buted Stochastic Neighbor Embedding (t-SNE), with the similar goal
of placing each instance close to its nearest neighbors. In this
technique, ﬁrst a probability distribution over pairs of instances is
constructed so that similar instances receive high probabilities and
the dissimilar ones receive low probabilities. Following that, another
probability distribution is created, this time between the points in
the low-dimensional space. Then, using a gradient descendent opti-
mization, the low-dimensional distribution is approximated to the
high-dimensional one. The attained results are precise in terms of
neighborhood preservation, but the technique presents a high
computational complexity, O(n2).
The Local Afﬁne Multidimensional Projection (LAMP) technique
[28] is one example of a hybrid global and local approach. It starts by
projecting a sample of instances to the transformed space and then
interpolates the remaining instances through a family of orthogonal
afﬁne mappings, one for each instance to be projected. If all samples
are used to create these mappings, the technique presents a global
behavior. When only the few most similar samples to an instance are
used to create the mapping of such instance, it preserves more local
distances relationships.
Our technique, LoCH, is tailored to handle high-dimensional sparse
spaces, so differently from global techniques, we seek to preserve
neighborhood distance structures. As outcome, for such spaces it
successfully segregates and deﬁnes boundaries between groups of
similar instances, considerably better than the global techniques we
have tested. If compared to the local techniques, LoCH presents the
best trade-off between computational time and precision, in terms of
neighborhood preservation, being very simple to implement, not
involving linear systems, optimization process or eigendecomposition
solvers as most techniques. On the next section, LoCH is described.
3. Neighborhood-based projection technique
The reasoning behind LoCH is to preserve as much as possible the
local distance relationships between individual instances while
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maintaining a global preservation between the groups instances. This
is accomplished in three steps. First, for each instance its k-nearest
neighbors are computed. After that, representative samples are
selected and projected to the plane. These samples are used to keep
the global distribution of the data on the ﬁnal layout, that is, the
distance relationships between groups of similar instances. Finally, the
remaining points are interpolated considering the samples and then
an iterative process is executed placing each instance as close as
possible to its nearest neighbors. Fig. 1 shows an overview of this
process.
Following we detail each step, starting with the k-nearest
neighbors computation.
3.1. Nearest neighbors search
The ﬁrst step of LoCH is to deﬁne the k-nearest neighbors of
each instance. A brute-force approach will present a prohibitive O
(n2) computational complexity. Nevertheless there are some ways
to reduce that. Chavez et. al [29] present a survey of techniques
devoted to the nearest neighbors search, splitting them into two
groups: pivot based and cluster based algorithms. On the former,
instances are selected as pivots, avoiding some distance calcula-
tions. On the latter, the space is divided into non-overlapping
clusters so that some clusters and their instances could be
discarded during a search.
Here we employ a simple cluster-based strategy. First the
dataset is partitioned into clusters, then considering the clusters'
medoids, the c nearest neighbors clusters of each cluster are
computed. Based on that, a search for the nearest neighbors of
an instance will only consider the instances on the same cluster of
it and on the c nearest clusters. This is an approximation of the
exact k-nearest neighbors search. The quality of the results
depends on c, but even for small constant values, the attained
results are precise. The computational complexity of this strategy
depends on the number of clusters, with
ﬃﬃﬃ
n
p
balanced clusters,
obtained using the bisecting k-means technique [30], this is
O(n
ﬃﬃﬃ
n
p
).
We have conducted tests with other more sophisticated and
precise strategies, viz. the Locality-Sensitive Hashing [31], Kd-tree
[32], and Cover-tree [33]. Although some improvement can be
observed in terms of preserving the neighborhoods of the original
space into the transformed space, the magnitude of this gain does
not compensate the extra running time imposed by these
strategies.
3.2. Sampling and projection
Although we can select the representative samples at random,
using a clustering strategy and getting the clusters' medoids as
representatives deﬁne better results in terms of expressing the data
distribution [15]. Since the strategy to calculate the k-nearest neigh-
bors is based on clustering, we use their medoids as representative
samples in our implementation. It is worth nothing that at the
previous step (nearest neighbor search) we deﬁne
ﬃﬃﬃ
n
p
clusters, so in
order to take advantage of previous calculations, the number of
representative samples employed in our process is
ﬃﬃﬃ
n
p
. Since this is
considered an upper bound for the number of groups of instances in a
dataset [34], it is expected that most groups have a representative
among the samples.
After the samples are selected, they are projected to the trans-
formed space using a global technique that preserves as much as
possible the distances relationships, in this case, the relationships
between groups of instances. Since the number of samples employed
is small, we opt to use a very precise technique, the Force Scheme
[35]. We have performed tests with other techniques, but Force
Scheme attained the best ﬁnal results.
As already said, the representative samples are the responsible
to preserve on the ﬁnal layout the global distance relationships,
the local relationships are preserved through an iterative process
described below.
3.3. Convex hull approximation
Let X ¼ fx1; x2;…; xng be a dataset containing n instances on a
m-dimensional space, with δðxi; xjÞ a distance function between
two instances. Also, let Y ¼ fy1; y2;…; yng be its mapping to a
p-dimensional space (pom), with dðyi; yjÞ as distance function.
The reasoning behind the process of maintaining the local distance
relationships is that if one guarantees that each point on the
transformed space is placed near the convex hull of its nearest
neighbors, we ensure, up to an extent, that each point is close to its
most similar instances. Essentially, let Ni ¼ fxi1 ; xi2 ;…; xiki g be the
list containing the ki-nearest neighbors of xi, and yi its coordinates
in the p-dimensional space, any position inside the convex hull on
the p-dimensional space composed by the elements of Ni can be
obtained if the following equation holds:
y^i ¼ ∑
xjANi
αjyj ð1Þ
with αjZ0 and ∑αj ¼ 1.
Considering all possible positions inside the convex hull, we are
interested on the position that preserves on the transformed space
the distance relationships between xi and its nearest neighbors Ni.
Thereby, αj is deﬁned inversely proportional to the distances on
the original space
αj ¼ 1 δðxi; xjÞ  ∑
xkANi
1=δðxi; xkÞ
 !,
ð2Þ
whenever δðxi; xkÞ ¼ 0, we set y^i ¼ yk. In this way, the position y^i is
deﬁned inside the convex hull of the nearest neighbors of xi, close
to the projections of the most similar instances to it. We have
tested different formulations to deﬁne αj based on the strategies
suggested in [36]. None of them render better results in terms of
neighborhood preservation than this formulation.
Based on that, LoCH deﬁnes a process that, starting from an
initial position (see Section 3.4), moves each point yi towards y^i.
We cannot set yi equal to y^i since we cannot guarantee that every
instance lies inside the convex hull of its nearest neighbors.
Instead, yi is moved towards a position ~yi that lies on the direction
of the vector from y^i and the current position of xi. Let v
! be this
vector, ~yi is calculated as
~yi ¼ y^iþγi
v!
J v!J
ð3Þ
where γi is deﬁned so as to preserve as much as possible the original
distances between xi and the instances in Ni. Let u
!
j be the vector from
y^i to a point yj that represents the instance xjANi and τj the
magnitude of the projection of u!j onto v!, that is τj ¼ ð v!=J
v!J Þ  u!j. The value of γi that best preserves the distance δðxi; xjÞ is
given by
τjþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
δðxi; xjÞ2þτ2j ‖ u
!
j‖2
q
Fig. 1. Main steps that compose LoCH technique.
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considering all instances in Ni, γi is calculated as
γi ¼
1
ki
∑
xjANi
τjþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
δðxi; xjÞ2þτ2j ‖ u
!
j‖2
q 
ð4Þ
this not only better preserves the distances between xi and the insta-
nces in Ni but also allows ~yi to be placed outside the convex hull of Ni.
Using these equations, LoCH iteratively moves each point yi
towards ~yi until no movements are possible or a maximum
number of iterations is reached. Let yit be the position of xi at the
tth iteration. Its new position is calculated by moving it on the
direction of the vector that goes from yit to ~yi (see Eq. (1)). Observe
that at each iteration, the positions of the instances change, so
thus the position ~yi. This update is calculated as follows
yti ¼ ½1ωiðtÞyt1i þωiðtÞ ~yi ð5Þ
whereωiðtÞ varies from ½0;1 and deﬁnes the amount of freeness to
the movement yi presents at iteration t, larger values making yi to
move more.
In our experiments we use ωsample ¼ 0:1 for the representative
samples. If ωsample ¼ 0:0 the initial position of the representative
sample is kept on the produced layout, better preserving global
distance relationships. Otherwise it will change better preserving
local distance relationships that involve the representative sam-
ples. For the remaining instances, the freeness varies according to
the iteration, starting with ωmax on the ﬁrst iteration and
approaching ωmin as the number of iterations increases. In this
paper we use ωmax ¼ 0:95 and ωmin ¼ 0:1, but these are parameters
that an user could change and check the results. The variation of
the freeness is used to decrease the amount of energy each
iteration presents, helping the technique to stabilize. This is similar
to the strategy employed by the simulated annealing optimization
[37]. The freeness of xi at iteration t is given by
ωiðtÞ ¼
ωsample if xi is a representative sample
ðωmaxωminÞ=tþωmin otherwise
(
ð6Þ
the rate of change fromωmax to ωmin is controlled at each iteration
using t1, similarly to stochastic optimization processes [38].
The complete LoCH technique is outlined on Algorithm 1. In
this algorithm at each iteration we ﬁrst calculate and store the
positions ~yi of all instances then, based on that, update their ﬁnal
placements. Thereby, the order of the instances does not affect the
process.
Algorithm 1. LoCH algorithm.
function LoCH X
Y’InitðX Þ
Y^ ¼ fy^1; y^2;…; y^ng x the convex hull
positions of all instances
(initially zeroed)
for all xiAX do
Ni’NearestNeighborsðxi;X ; kiÞ x ki nearest neighbors
of xi considering all
instances
end for
t’1
repeat
for all yiAY do x calculate the convex
hull positions
~yi’y^iþγi v
!
J v!J
x see Eqs. (1) and (3)
end for
for all yiAY do x update the ﬁnal
positions
yi’½1ωiðtÞyiþωiðtÞ ~yi 6 x see Eq. (6)
end for
t’tþ1
until t ¼ ﬃﬃﬃﬃﬃﬃﬃjX jp or no more
movements are possible
return Y
end function
3.4. Initial projection
The convex hull approximation starts from an initial placement of
all points. Although a random initialization is possible, starting as close
as possible to the ﬁnal placement speeds-up the entire process. In
order to do that we take advantage of the initial placement of the
representative samples and interpolate the remaining instances based
on that. Let X 0 X be a sample, and Y 0 its projection to the
transformed space. We use Eq. (1) to place a point xi considering only
the representative samples to compose the list of its nearest neighbors
Ni. This initialization is depicted on Algorithm 2.
Algorithm 2. LoCH algorithm initialization.
function INIT X
X 0’RepresentativeSamplesðX Þ
Y 0’ProjectðX 0Þ
for all xiA ðXX 0Þ do
Ni’NearestNeighborsðxi;X 0; kiÞ x ki nearest
neighbours of xi
considering only the
samples
yi’∑xjANiαjyj x see Eq. (2)
end for
return Y
end function
3.5. Computational complexity
The computational complexity of LoCH can be computed as
OðNþPþ IÞ, where N; P and I are the complexities for searching the
nearest neighbors of each instance, selecting and projecting the
representative samples, and the convex hull approximation, respec-
tively. As already discussed N¼Oðn ﬃﬃﬃnp Þ using a cluster based search
(see Section 3.1). Since we select
ﬃﬃﬃ
n
p
samples considering the
clusters previously computed and we use the Force Scheme to
project them, P ¼Oðn ﬃﬃﬃnp Þ. Finally, considering that the upper bound
for the number of iterations of the convex hull approximation is
ﬃﬃﬃ
n
p
(on the results section it is shown that normally the algorithm
reaches a stable state before that), I ¼Oðn ﬃﬃﬃnp Þ. Therefore, the overall
complexity of LoCH is Oðn ﬃﬃﬃnp Þ.
4. Evaluation and application
In this section we use different datasets to evaluate our technique
and to compare it against other techniques. We choose datasets with
different sizes and dimensionality in order to attain different distance
distributions, enabling the analysis of different properties of local and
global techniques when such distribution varies. The wdbc is a breast
cancer dataset obtained from 569 digitized images of breast masses. Its
instances present 30 dimensions and are classiﬁed into two distinct
classes, the malignant and benign cancer [39]. The images dataset
contains 2117 pictures [40] in three different classes with 32 features
extracted using the bag-of-visual features (BoVF) [41] technique. The
two_norm and simplex are artiﬁcial datasets generated using the
mlbench package of R [42]. The ﬁrst one is composed by
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multidimensional points from two Gaussian distributions with unit
covariance matrix. The second one is composed by m-dimensional
spherical Gaussian points with a predeﬁned standard deviation and
means at the corners of a m-dimensional simplex. For both we
generate 1000 instances. The two_norm has 20 dimensions with two
distinct classes, and the simplex has 5 dimensions and six classes. The
text is a vector space model representation [43] of 675 scientiﬁc papers
from four distinct areas. This dataset presents 390 dimensions.
In order to conﬁrm that
ﬃﬃﬃ
n
p
is a sufﬁcient number of iterations
for LoCH to reach a stable state, in terms of improving the local
distance relationships, we compute the neighborhood preserva-
tion index [44] at each iteration. The neighborhood preservation
measures how much the neighborhood of the original space is
preserved on the transformed space. Let Nmki be the set containing
the indexes of the k-nearest neighbors of xi on the m-dimensional
space and Npki the set containing the indexes of the k-nearest
neighbors of yi on the p-dimensional space. The k-neighborhood
preservation index (NPk) can be calculated as
NPk ¼
1
n
∑
n
i
jNnki \ N
p
ki
j
k
ð7Þ
NPk varies between ½0;1 with larger values indicating a better
preservation.
Fig. 2 presents the iterations versus neighborhood preservation
index plot considering the different datasets previously men-
tioned. In this ﬁgure we use k equals to 5% of the number of
instances of the datasets, deﬁning neighborhoods proportional to
the datasets' sizes. The solid lines represent the values of NP5%
attained with less than
ﬃﬃﬃ
n
p
iterations. The dashed lines indicate the
values for more than
ﬃﬃﬃ
n
p
iterations. For all datasets the NP5%
Fig. 2. Iterations versus neighborhood preservation plot. The solid lines represent
the values of NP5% attained with less than
ﬃﬃﬃ
n
p
iterations. The dashed lines indicate
the values for more than
ﬃﬃﬃ
n
p
iterations. With few iterations LoCH reaches an stable
state, around
ﬃﬃﬃ
n
p
iterations.
Fig. 3. Projections produced by different global techniques varying the distance distribution. If the points' color are removed from the projections, some groups are difﬁcult
to distinguish.
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stabilizes around
ﬃﬃﬃ
n
p
iterations, indicating that
ﬃﬃﬃ
n
p
is a suitable
upper bound for the number of iterations.
The quality of LoCH is demonstrated using different analysis
and comparisons. Figs. 3 and 4 present projections produced by
LoCH and other 9 techniques (see Section 2) when different
distances distributions are considered. For the techniques that
are based on sampling and interpolation, LSP, PLP, LAMP, LMDS,
and Pekalska, we have used the same sample and initial projec-
tion in all tests, so that we are mainly evaluating the interpola-
tion phase. The histograms presenting the distributions are
shown in the ﬁrst column of each ﬁgure. The distributions vary,
from the top to the bottom, from a dataset with most instances
similar between themselves (images) to a dataset with most
instances dissimilar amongst themselves (text). In these ﬁgures
the projections are colored according to the classes the instances
belong to with the color saturation controlled by the silhouette
coefﬁcient of each instance considering the original space. The
silhouette coefﬁcient [45] quantiﬁes both the cohesion and
separation between groups of instances. The cohesion axi of an
instance xi is calculated as the average distance between xi and all
other instances in the same group as xi. The separation bxi is the
minimum distance between xi and instances in all other groups. The
silhouette of an instance is given by ððbxi axi Þ= maxðaxi ; bxi ÞÞ. The
silhouette ranges in ½1;1. Larger values suggest better cohesion
and separation. Hence, brighter colors indicate instances correctly
assigned to a group, and grayish colors indicate poor classiﬁed
instances. On the employed datasets most instances are well
classiﬁed since most points are colored using bright colors. Only
few instances on the borders of the groups receive grayish colors.
The segregation between the groups and their boundaries are
clearer on local techniques than on global techniques, particularly for
distributions with predominance of large distances (two_norm, simplex
and text datasets). This is specially true for the high-dimensional
sparse space dataset text. Notice that, in this case if the points' color are
removed, the groups are still visually identiﬁable on local techniques,
while on global ones they are almost indistinguishable. This is a strong
indication that if segregation is the goal, local techniques are better
choices for high-dimensional sparse spaces.
Amongst the local techniques, LoCH visually presents the best
group segregation and cohesion if different distributions are con-
sidered. LISOMAP and t-SNE fail on segregating the groups at least in
one distribution. LSP also presents a good separation between
groups, but due the use of a fully connected Laplacian operator,
there is a tendency of attracting groups since instances belonging to
different groups may be connected. Such effect can be observed on
the projections of two_norm and text datasets. PLP handles this
problem by solving several small Laplacian operators, but inducing
the creation of artiﬁcial sub-groups that may not exist on the dataset.
These sub-groups can be observed on most PLP projections and may
bias the visual analysis. In addition, most local techniques have a
tendency on creating very compact blobs when the distance dis-
tribution deﬁnes well distinguishable groups. This may hamper the
visual inspection of the produced layouts due to the large over-
lapping of the visual elements. This effect is controlled on LoCH
Fig. 4. Projections produced by different local techniques varying the distance distribution. Most groups of elements could be distinguished if the points' color are removed,
indicating that if segregation is the goal, local techniques are better choices than global techniques. (For interpretation of the references to color in this ﬁgure caption, the
reader is referred to the web version of this article.)
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through the representative samples freeness (see Section 3.3) as can
be seen on the projection of the simplex dataset. To quantify the
group segregation and cohesion of a projection, we calculate the
average silhouette of all instance considering the distances on the
transformed space. Fig. 5(a) presents the silhouette coefﬁcient
boxplot of the projections of Figs. 3 and 4. Local techniques are
sensibly better in terms of group separation and cohesion, with LoCH
and LSP attaining better results amongst all techniques.
Although important for visual analysis, cohesion and separation
without distance preservation is meaningless. Therefore we also
measure the neighborhood preservation attained in these projec-
tions. Fig. 5(b) presents the neighborhood preservation boxplot of
the projections of Figs. 3 and 4. Again the local techniques attain
better results on average with t-SNE presenting the highest pre-
servation amongst them. This is an expected outcome since local
techniques aim at preserving local distances, consequently improv-
ing the neighborhood preservation. In Fig. 5(b) we set the number of
neighbors to 5% of the number of instances on the dataset, so we are
measuring NP5%. Fig. 5(c) presents a scatterplot with the average
values of silhouette and neighborhood preservation of the projec-
tions of Figs. 3 and 4. Local techniques render better cohesion and
separation between the groups and also neighborhood preservation,
with LoCH presenting the best balance between these measures.
In terms of overall distance preservation, we compare all techni-
ques using the stress error metric. Stress measures the average
preservation of the distances of the original space on the transformed
space. There are different formulations. Here we use the Kruskal's
stress [46], given by∑ni∑
n
j ðδðxi; xjÞdðxi; xjÞÞ2=∑ni∑nj δðxi; xjÞ2. Smal-
ler values of stress suggest overall better distance preservation.
Fig. 6(a) presents the stress boxplots of the projections of Figs. 3
and 4. As expected, global techniques attained the best results in
terms of preserving the average of the distances since they are
designed for that goal. Thereby for tasks which involve the average
distance preservation, local techniques are not good candidates.
The running times for generating the projections of Figs. 3 and 4
are summarized on the boxplot of Fig. 6(b). This boxplot was
generated with the mean values of 30 executions for each dataset
and technique. All the results were generated in an Intels Core™ i7
CPU 930 2.8 GHz with 16 GB of RAM. Other than Glimmer, all
techniques are implemented in Java. Glimmer is the original code
implemented in C.1 In most cases the global techniques attained
better results than the local ones. The worst performance of local
techniques are mainly due to the nearest neighbor calculations,
function optimization, or the eigendecompositions that are nor-
mally necessary. The t-SNE is not shown since its running times are
two to three orders of magnitude larger than the other techniques,
distorting the boxplot. Fig. 6(c) presents a scatterplot with the
average values of time and neighborhood preservation of the
projections of Figs. 3 and 4. Amongst the local techniques, LoCH is
the fastest one, rendering a good compromise between local
distance structure preservation and running time.
Fig. 5. Silhouette coefﬁcient and neighborhood preservation analysis of the projections of Figs. 3 and 4. Local techniques render better cohesion and separation between the
groups and also better neighborhood preservation. (a) Silhouette coefﬁcient boxplot. (b) Neighborhood preservation boxplot. (c) Average silhouette and neighborhood
preservation scatterplot.
1 See http://www.cs.ubc.ca/sﬁngram/glimmer/
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We also execute LoCH on two other datasets to demonstrate its
ability on handling larger datasets, one containing thousands of
instances and another one with thousands of dimensions. The
former dataset, named mammals [39], is composed of four classes
(dogs, cats, horses, and giraffes) and has 100,000 72-dimensional
instances. The latter, called news, is composed by 15,509 news
collected from the Internet on three different categories, health,
programming and religion. Its vector representation results in
7702 dimensions. Fig. 7 presents the LoCH projections and
projections produced by LSP technique, one of the best local
techniques. The points' color map the class an instance belongs
to and the color saturation indicates the conﬁdence, given by
silhouette coefﬁcient, of an instance on belonging to the assigned
class. LoCH and LSP projections are very similar in both cases, with
a noticeable better segregation for the high-dimension sparse
news dataset. In addition, LoCH is much faster than LSP, running
in a fraction of the time. For the mammals dataset it is sixteen
times faster, and for the news dataset it is seven times faster.
Many data visualization applications can be beneﬁted from the
good quality of LoCH on segregating groups of similar elements.
Fig. 6. Global techniques yield better preservation of the average distances and also computational performance. Amongst the local techniques, LoCH attained the best
running time. (a) Stress boxplot. (b) Running time boxplot. (c) Average time and neighborhood preservation scatterplot.
Fig. 7. LoCH and LSP projections of large datasets. LoCH produces as good results as LSP but on a fraction of the running time. (a) LSP projection of mammals. (b) LoCH
projection ofmammals. (c) LSP projection of news. (d) LoCH projection of news. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the
web version of this article.)
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One example is the organization of sets of images. The idea is to
project an image collection using LoCH, employing the images'
thumbnails as graphical elements on the projection; then, in order
to avoid occlusions, apply an overlapping removal algorithm. Fig. 8
presents an example of a projection of images collected from the
internet containing 461 images of 4 distinct subjects: forests,
desert, ocean, and snow. The similarities amongst the images are
calculated using a color histogram, therefore the images are
grouped based on color. Nevertheless, it is possible to use other
ways to calculate the similarity, attaining different results. We use
linear RWordle algorithm [47] to remove the overlaps. The top-
right window presents the initial projection generated by LoCH.
The groups of images are well separated and similar images are
placed next to each other, enabling users to speed-up the process
of browsing collections searching for similar images. The discre-
pancies between the initial projection and the ﬁnal layout is
caused by the overlapping removal algorithm. Better results could
be attained if a different algorithm is employed.
Fig. 8. LoCH projection of a image dataset collected from the internet. The top-right window presents the initial projection generated by LoCH. The groups of similar images
are easily identiﬁable enabling applications that involve browsing collections searching for similar images. (For interpretation of the references to color in this ﬁgure caption,
the reader is referred to the web version of this article.)
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5. Discussion and limitations
The set of comparisons presented in Section 4 provides a
panoramic view of well-established local and global techniques in
terms of computational cost as well as quality of group segregation
and neighborhood preservation. The results conﬁrm that LoCH
presents, on average, the best group separation and local preserva-
tion of distance structures (see Fig. 5(c)). In addition, the given
comparisons enable an assessment of existing techniques when
different distance distributions are considered, which is important
when deciding on the appropriate technique for a speciﬁc domain.
Our tests have shown that local techniques outperforms global
techniques on segregating groups of similar instances and on
preserving neighborhood relationships. This is specially true for
high-dimensional sparse spaces where most instances are dissim-
ilar between themselves (see Figs. 3 and 4). In this particular case,
global techniques fail to reveal the boundaries between groups of
similar instances, hampering the analysis that involves group
identiﬁcation. In addition, for this type of distance distribution,
global techniques distort local distance structures due to the
nature of preserving all distance relationships, affecting the pre-
servation of small neighborhoods. On the other hand, global
techniques present better overall preservation of distances and
running times. Thereby, when the average distance preservation is
the goal, global techniques are better options. When the purpose is
segregation, local techniques are preferable.
A limitation of LoCH, which is a direct consequence of its
strength, is the low preservation of the overall distances of the
original space on the transformed space. In other words, LoCH
presents a larger stress if compared to other techniques. This can
impair the use of LoCH in problems where projections are
employed to help users to visually quantify the magnitude of the
differences between multidimensional instances, such as sensors
and biosensors analysis [5–7], a common limitation of most local
techniques due to their nature of preserving local neighborhoods.
6. Conclusions
In this paper we propose a novel local projection technique
called LoCH, which is shown to be very effective to produce layouts
of multidimensional spaces. LoCH employs a strategy of approach-
ing each instance to the convex hull of its nearest neighbors
rendering a fast and precise technique. The comprehensive set of
comparisons and tests we provide shows that LoCH outperforms
the evaluated projections techniques, presenting, on average, the
best segregation of groups of similar instances and local neighbor-
hood preservation. Moreover, compared to other local projection
techniques, that are mainly based on linear systems, optimization
processes, or eigendecomposition solvers, LoCH is very simple to
implement, presenting one of the best running time performance
amongst them. Thereby, precision, effectiveness, and ease of imple-
mentation render LoCH one of the most attractive projection
methods for high-dimensional sparse spaces, such as the ones
produced by the vector space model of document collections.
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