As recently pointed out by Thomas & Juanes (1996) , statistical power lies at the heart of decisions about how much data to collect. Sample sizes in animal behaviour research are routinely constrained by multiple considerations, including financial and effort costs plus the ethics surrounding use of animal subjects (McConway 1992; Still 1992; Johnsson 1996) . Additionally, and on a purely pragmatic level, the cumulative value of increasing sample size often rises as a decelerating function, such that one can be more productive by leaving one research project or question and moving on to the next well before the first has reached its informational asymptote (a marginal value problem). Unfortunately, these perfectly good reasons for deciding that sample size X is 'good enough' are offset by the possibility that one may have failed to achieve a statistically significant result with sample size X. And sooner or later, if the effect size detected with sample size X is provocatively large, the question of statistical power emerges.
For many behavioural studies, however, increased sample size is not the only solution to power problems. In the terminology of psychometricians, statistical power can be 'controlled' through reduced measurement error as well as increased sample size (Cleary & Linn 1969). Here we describe a preliminary exercise that we believe can help behavioural researchers sample more efficiently and improve their likelihood of rejecting the null hypothesis when it 'deserves' to be rejected (which is, after all, the crux of statistical power). We stumbled into this enterprise because we found ourselves embarking on a new project on avian parental care, and had virtually no idea at what times of day or how often we needed to observe the subjects. We looked to the literature for guidance, and found surprisingly little. With a few exceptions, most authors that were attempting to sample parental behaviour by observing some fraction of what actually occurred provided no rationale for the duration, frequency or daily scheduling of their observations, and statistical analyses were based on anywhere from 30 min to several full days of observation per nest. (This situation does not seem to be unique to parental care studies: a quick review of 24 recent issues of this journal revealed that of 11 papers on a different topic, sexual behaviour, only one provided any justification for either sample duration or sample frequency, and only three mentioned how they scheduled repeated sampling of individuals to deal with potential time-of-day effects.)
We set out, then, to invest several days of intensive observation towards determining the best regime to follow in our future sampling. We knew that we needed reliable estimates of two variables: (1) changes across days, within nests, in parental food-delivery; and (2) differences between nests in parental provisioning. Thus, we sought an observation schedule that would simultaneously generate good predictors of changes across time within nests and good predictors of differences between nests. These two sampling goals should be fairly general across this discipline. Researchers often need to quantify how the behaviour of individuals changes across time (e.g. in assessing developmental changes in foraging efficiency or in comparing the coincidence between mate guarding and female fertility). Or, a study's experimental design may be of the 'withinsubject' type, wherein individuals are monitored before, during and after some manipulation, and the response to the manipulation is measured as the change in behaviour occurring within individuals. In both situations, the focus is on detecting within-individual changes, across whatever time frame is appropriate. Alternatively, researchers may be primarily interested in differences between
