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SUMMARY
The performance and safety of engineering structures used in aerospace, civil,
and mechanical applications rely heavily on the early detection of defects. One tool
that can be used for this purpose for plate-like structures is guided waves, called Lamb
waves in plates, to a large degree because of the ability of such waves to travel rela-
tively long distances while maintaining usable amplitudes. A widely used technique
for guided wave structural health monitoring is baseline subtraction, where defect in-
formation is obtained by subtracting a baseline signal recorded when the structure is
in a known state from the current signal of interest. In practice, engineering structures
are usually subject to varying and uncontrolled stresses (i.e., loads). It is well-known
that varying loads can adversely aect the performance of baseline subtraction meth-
ods and obscure the detection of damage. However, applied tensile loads open cracks
and can enhance their detectability.
The objective of this thesis is to investigate a methodology that leverages eects
of applied loads to enable the in situ detection, localization, and characterization
of damage in metallic plate-like structures using Lamb waves. A baseline-free load-
dierential method using the delay-and-sum imaging algorithm is proposed for de-
fect detection and localization. The term load-dierential refers to the comparison
of recorded ultrasonic signals at various levels of stress. Defect characterization is
achieved by incorporating expected scattering information of guided waves interact-
ing with defects into the minimum variance imaging algorithm, and a method for
estimating such scattering patterns from the measurements of a sparse transducer
array is developed. The estimation method includes signal preprocessing, extracting
initial scattering values from baseline subtraction results, and obtaining the complete
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scattering matrix by applying radial basis function interpolation. The factors that
cause estimation errors, such as the shape parameter used to form the basis function
and the lling distance used in the interpolation, are discussed.
To demonstrate the feasibility of the proposed methodology, three sets of exper-
iments were performed on aluminum plate specimens. The rst set was designed
to demonstrate the ecacy of the scattering pattern estimation method, which was
validated by waveeld measurements using laser vibrometry. The results show that
estimation results agree reasonably well with the laser measurements, particularly
considering the limited amount of data available from a sparse array. The second set
of experiments was designed to demonstrate applications of the scattering pattern
estimation method. One application is to aid in the design of sparse arrays, where
the estimation method is applied to re-samples of a known scattering matrix based
on assumed array congurations to evaluate their performance. The other applica-
tion is to characterize defects by incorporating the estimated scattering patterns into
adaptive imaging algorithms. It is shown that the scattering patterns of notches of
dierent lengths at one orientation estimated from one plate can be used to obtain
size and orientation information of similar notches at a dierent orientation in an-
other plate. Such results serve as a stepping stone to the third set of experiments,
which consists of a series of fatigue tests on specimens with dierent complex ge-
ometries that mimic real engineering structures. The results from fatigue tests show
that the load-enhanced method is capable of detecting cracks, providing reasonable
estimates of their localizations and orientations, and discriminating them from drilled
holes, disbonds, and fastener tightness variations. At the end, future directions for





This chapter rst provides a brief description of the background of ultrasonic nonde-
structive evaluation, especially in situ methods utilizing guided waves; these waves
are called Lamb waves in plates. Motivated by the practical demands of eld appli-
cations, research goals are proposed next that aim to address two problems. The rst
problem is that of eciently obtaining Lamb wave scattering information from sparse
transducer array measurements, and the second one is improving the performance of
Lamb wave in situ methods under varying environmental conditions. The ndings
with regard to the rst problem provide useful a priori information for the second.
Lastly, research contributions are summarized and the organization of the remaining
chapters is provided.
1.1 Background
Because of safety and environment concerns, the health status of engineering struc-
tures has become a major issue across a wide range of industries. In the aviation
industry, the requirements to remain aging eets in service even beyond their initial
design service lives keep increasing [2]. For civil infrastructures, the need to improve
the eectiveness of maintenance and inspection for large structures such as dams,
buildings, and bridges continues to grow [3]. In the petrochemical and nuclear indus-
tries, concerns about severe environmental and economic impacts caused by structure
failures have also drawn much attention [4]. Therefore, the demand for robust, sensi-
tive, and inexpensive structural integrity assessment is growing rapidly and thus has
promoted the continual development and improvement of nondestructive evaluation
(NDE) methods; i.e., methods capable of assessing the state of structures without
1
aecting their function.
The development of NDE has gone through three stages: nondestructive testing
(NDT) [5], quantitative NDE [6], and in situ NDE, also called structural health mon-
itoring (SHM) [7, 8]. As the latest development, the subject of SHM has gained con-
siderable attention over the past two decades. SHM refers to the process of the nonde-
structive, autonomous monitoring of structural conditions by means of permanently
attached or embedded sensor systems. Compared to conventional NDT/NDE meth-
ods, which are usually performed o-line and by schedule, SHM oers the promise
of real-time structural assessment and condition-based maintenance. In addition, di-
agnostic information about structures from sensor data can be used for prognosis of
remaining service life and can facilitate decision processes about future usage and
maintenance.
A variety of techniques, such as eddy current, ultrasound (sound waves vibrating
at a frequency higher than 20 kHz), magnetic particle inspection, and X-ray, have
been adopted for the purpose of SHM [5, 6, 7]. Among them, ultrasonic methods
are considered to be highly exible and robust because of their sensitivity to both
surface and subsurface discontinuities [5]. Moreover, ultrasonic methods often oer
both contacting and non-contacting testing approaches for most types of materials
from bio to metallic to ceramic [6]. Although ultrasonic theory and techniques can
be quite complex, the basic concept behind ultrasonic NDE/SHM is simple. During
propagation, ultrasonic waves interact with solid structures, and such interactions
can be used to detect and characterize defects that occur both internally and on the
surface.
Based upon the excitation sources, ultrasonic SHM can be broadly classied into
two categories: passive and active [7]. For passive SHM methods, excitations are
natural sources such as impacts, ambient vibration, or acoustic emission results (e.g.,
those from crack generation and growth); passive SHM systems only need sensors
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to listen to these sources. Active SHM methods, on the other hand, need both
actuators and sensors to both send the excitation into structures and receive responses
from the interactions between the excitation and the structure. Therefore, active
methods are able to oer more exibility than passive methods in terms of varying
excitation signal characteristics, such as duration and frequency, for specic diagnosis
purposes, and in terms of controlling how often measurements are performed. Active
methods also have more freedom in terms of designing sensor array congurations
and implementing array signal processing algorithms to obtain better detection.
One particularly attractive method for the active ultrasonic SHM is through the
use of guided waves, which are mechanical stress waves that propagate along struc-
tures with well dened boundaries and are further guided by such boundaries during
propagation. In plate-like structures, guided waves are called Lamb waves after the
mathematician Horace Lamb [9], who rst predicted analytically their existence in the
1910s. Later in 1967, Viktorov [10] started to investigate the use of Lamb waves for
ultrasonic testing. The understanding of Lamb waves and their applications for NDE
and SHM have advanced substantially since the 1990s. Various Lamb wave SHM
methods based upon sensor arrays have been proposed, among which, the sparse, or
spatially-distributed, array is considered to be the most suitable for practical deploy-
ment because of the small number of transducers it required compared to other array
congurations. Sparse array imaging algorithms have demonstrated their success in
defect detection, localization, and characterization [11, 12, 13, 14, 15].
1.2 Motivation and Research Goals
It has been shown that Lamb waves have reasonable sensitivity to defects of interest,
but even in the laboratory there are unavoidable issues with signal complexity and
environmental sensitivity. Therefore, signicant research eorts have been made to
better understand Lamb wave signals, facilitate data interpretation, and enhance
3
performance of Lamb wave SHM methods under varying environmental conditions.
One major complexity of Lamb wave signals results from their interaction with
structural features. Engineering structures usually have multiple features including
stieners, ribs, fastener holes, and cut-outs. As Lamb waves travel in these structures,
scattering occurs when they encounter both structural discontinuities and damage.
Such scattering information serves as the basis for many guided wave SHM meth-
ods and the knowledge about it can greatly contribute to the success of practical
applications.
Prior work has employed nite element modeling or full waveeld scanning to ob-
tain scattering information either numerically or experimentally. However, because
of computational or experimental issues, these approaches may be impractical. One
practical method is to use the measurements from sparse transducer arrays, which
essentially interrogate the scatterers from specied incident and scattered angles.
Therefore, the rst goal of this thesis is to develop a methodology that uses measure-
ments from sparse arrays to investigate scattering of Lamb waves from dierent types
of scatterers.
The knowledge of Lamb wave scattering from typical scatterers provides the pos-
sibility to analyze more complicated Lamb wave signals obtained from real structures
with complex geometries and under varying environmental conditions for damage de-
tection and characterization. To facilitate signal interpretation, a common practice
for Lamb wave SHM is to use baseline subtraction, where the signals recorded when
the structure is in a known (usually undamaged) state are subtracted from the current
signals of interest [16, 17, 18]. Any dierences in the residual signals are assumed
to arise from the interactions between incident Lamb waves and newly introduced
damage. While baseline subtraction has met with success under controlled conditions
to facilitate damage detection and localization, its performance is adversely aected
by uncompensated environmental variations.
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Temperature changes, even as small as ∼1◦C, can signicantly aect baseline
subtraction results. Temperature compensation methods have enabled detection and
localization of reasonably small articial defects (∼5-10 mm) via baseline subtraction,
but it is unrealistic to think that they will work for other types of changing conditions.
Besides temperature, operational loads (i.e., stresses) are the environmental eect
that is most likely to have a signicant adverse eect on Lamb wave signals. In an
undamaged structure, loads cause anisotropic dimensional and wave speed changes,
and can also cause boundary conditions of built-up structures to change. In a damaged
structure, load changes can cause cracks to open and close, poor bonds to make and
break contact, and other less obvious eects that may occur prior to formation of
macro-cracks.
The eects of load variations on Lamb waves have been extensively investigated
by researchers across dierent disciplines. However, most work has focused on either
examining the load eects on Lamb wave velocity, or vice versa; i.e., determining the
applied load by measuring the change of wave velocity. Few studies have considered
using load eects to improve the performance of Lamb wave SHM for defects of certain
types. The second goal of the thesis is to develop algorithms or methods that are
sensitive to damage but not load variations. The proposed method should be able to
not only detect and localize defects, but also characterize them.
1.3 Contributions
The rst and most important contribution of this research is a baseline-free in situ
Lamb wave method that utilizes load eects for enhanced detection, localization,
and characterization of damage. The research results demonstrate the feasibility of
using load-enhanced methods for fatigue crack monitoring in structures with complex
geometries.
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The second contribution of this research is that it develops a methodology to ob-
tain scattering patterns using limited measurements from an in situ sparse transducer
array. This approach is ecient in terms of both measurement time and computa-
tional requirements.
The third contribution of this thesis is that it provides estimated scattering ma-
trices for notches of dierent lengths emanating from a through-hole for the A0 Lamb
wave mode, and presents high angular resolution scattering patterns obtained from
laser measurements for one notch length.
The fourth contribution of this thesis is that it proposes a metric to evaluate
the performance of a transducer array conguration based on its ability to capture
scattering information for a specic defect.
The fth contribution of this thesis is that it examines the performance of adaptive
(minimum variance) sparse array imaging algorithms for locating and characterizing
defects on structures with complex geometries that mimic realistic engineering com-
ponents.
1.4 Thesis Organization
The remainder of the thesis is organized as follows. Chapter II presents a review of
the existing literature to provide a more profound background and foundation for the
thesis. The literature survey focuses on prior research on Lamb wave SHM methods
for defect monitoring, especially those based upon sparse array measurements and
that address the eects of environmental changes. The objective and scope of the
research presented in this thesis is placed in the context of the review work.
Chapter III introduces the methodology for estimating Lamb wave scattering pat-
terns using measurements from a sparse transducer array. The methodology consists
of signal preprocessing for Lamb wave propagation loss compensation, extracting ini-
tial scattering values, and applying interpolation algorithms to obtain the complete
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scattering matrix. The estimation results for a notch originating from a through-hole
in an aluminum plate is validated by laser vibrometry waveeld measurements. Fac-
tors inuencing the estimation error are discussed. Large portions of this chapter can
be found in Chen et al. [19], which is a culmination of the work reported in [20].
Chapter IV demonstrates two applications of the scattering pattern estimation
methodology. The rst one is to aid in the design of sparse arrays, where the estima-
tion method is applied to re-samples of a known scattering matrix based on assumed
array congurations to evaluate their performance. The second one is to character-
ize defects, where the estimated scattering patterns are incorporated into minimum
variance imaging algorithms to obtain orientation and approximate size estimates of
notches. The main content of this chapter has been reported in Chen et al. [21, 22].
Chapter V investigates the positive and negative eects of loads on Lamb wave
sparse array imaging algorithms and proposes a load-enhanced method for fatigue
crack detection, localization, and characterization. Both conventional and adaptive
sparse array imaging algorithms are considered and the ecacy of the proposed load-
enhanced method is demonstrated using data from a series of fatigue tests conducted
on aluminum plate specimens with increasing geometric complexity. Large portions
of the research discussed in this chapter can be found in Chen et al. [1, 23, 24, 25],
which is an extension of the work reported in [26, 27].




The purpose of this literature survey is to summarize prior research on Lamb wave
SHM methods, especially those based upon sparse array measurements and that ad-
dress the eects of environmental changes. Section 2.1 gives a brief review of Lamb
waves. Section 2.2 introduces common techniques for Lamb wave generation and re-
ception. Section 2.3 provides a thorough discussion on the scattering of Lamb waves
from dierent scatterers in metallic plates. Section 2.4 reviews Lamb wave SHM
methods based upon sparse array measurements, and Section 2.5 discusses the eects
of environmental changes on Lamb wave signals and the corresponding compensation
techniques. Section 2.6 denes the objective and scope of the research presented in
this thesis, which is placed in the context of prior work.
2.1 Lamb Waves Background
In innite, isotropic solids, two types of ultrasonic wave modes can exist, namely lon-
gitudinal waves (also known as pressure waves, or P -waves) and transverse waves(also
known as shear waves, or S -waves); both are bulk elastic waves. Guided waves
are elastic waves that travel along structures with boundaries. These boundaries,
which are assumed to have innite length, guide the wave propagation. Based upon
the boundary conditions, guided waves can be classied into several dierent types.
Rayleigh waves are surface waves that travel along the stress-free boundary of a solid
body [28]. Lamb waves propagate in a solid thin plate or layer with stress-free bound-
aries [9]. Love waves exist and travel in a layer on a half space [29] while Stoneley
waves propagate at the interface of two solid half-spaces [30]. Further analytical
details of guided wave propagation can be found in the literature [10, 31].
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Lamb waves have been a subject of extensive research because of the abundance
of plate-like structural congurations in industry. Compared to bulk elastic waves,
these waves can propagate relatively long distances with low attenuation, and thus
maintain sensitivity to damage [17, 32]. The strict denition of Lamb waves given
in [9] conned the components of particle motion to the direction of the plate normal
(z-direction) and the direction of wave propagation (x-direction). A more general
denition usually includes the shear-horizontal (SH) waves, which have the particle
motion in the y-direction (horizontally-polarized). Here, the term Lamb waves is
used only to refer to its strict denition; i.e., the SH waves are not considered.
In spite of their advantages over bulk waves, Lamb waves are notable for their
multi-modal and highly dispersive nature. In linear, isotropic plates, an innite num-
ber of Lamb wave modes can exist [10]. These innite modes can be categorized into
two classes, namely symmetric modes and antisymmetric modes, depending on their
through-thickness displacement prole. Except for the zero-order modes, each mode





where n is a positive integer, h is the thickness of the plate, and c is the velocity
of the longitudinal (cl) or transverse (ct) wave. The fundamental symmetrical (S0)
and antisymmetric (A0) modes can be considered to have nascent frequencies of zero,
and they exist over the entire spectrum. In practice, these two modes (S0 and A0)
are most commonly used for Lamb NDE and SHM at lower frequencies, as higher
frequencies generate multiple modes and make signals signicantly more dicult to
analyze. Moreover, it is often possible to select a specic frequency such that a
transducer is tuned to generate a dominant one of the two fundamental modes,
which can further ease data interpretation [32].
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All Lamb wave propagation modes are dispersive, meaning that their propagation
velocity depends on not only the properties of the medium (elastic constants and
density), but also frequency (or wavelength). For the propagation of Lamb waves,
the key eect of dispersion is to stretch the wave packets and thus determine the
spatial resolution of the excitation, especially in long range Lamb wave SHM [33].
Therefore, a common practice is to use a narrow-band tone burst excitation with
the desired center frequency and select a specic number of cycles to obtain the best
spatial resolution [34, 35].
The relationship between wave velocity of each mode and frequency can be de-
scribed by a dispersion curve. Among several dierent forms, the most practical curve
expresses the wave velocity (the phase velocity cp or the group velocity cg) as a func-
tion of fh, the frequency-thickness product [36]. As an example, the phase velocity
dispersion curves for a 6061-T6 aluminum plate is shown in Figure 1, where both the
multi-modal and dispersive nature of Lamb waves can be clearly seen. These disper-
sion curves provide critical information, such as frequencies under which a specic
mode is almost non-dispersive or most dispersive, that can further guide the design
of excitation signals for Lamb wave SHM [32, 34].
As Lamb waves propagate in plate-like structures, there are four main factors that
can contribute to the loss of amplitude of Lamb waves with distance [37]:
• Geometric spreading loss (GSL)
• Wave packet spreading loss (WPSL)
• Material damping
• Wave leakage into adjacent media
GSL refers to the amplitude decreasing inversely with the square root of the propa-
gation distance due to conservation of energy, and WPSL refers to the wave packet
10




































Figure 1: Phase velocity dispersion curves for a 6061-T6 aluminum plate.
spreading in time and thus decreasing in amplitude because of geometric dispersion.
Material damping refers to wave energy absorption during propagation as a result of
friction between material particles. This situation occurs when the medium is a vis-
coelastic material such as polymers and composites. For metals such as aluminum and
steel, the material damping eect is negligible in the ultrasonic frequency range. The
wave leakage factor can also be ignored when free boundary conditions are assumed.
2.2 Generation and Reception of Lamb Waves
Lamb waves can be transmitted and received by a variety of dierent transducers.
These transducers are generally classied into two groups: contact and non-contact,
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which are used in dierent measurement congurations. Depending on the congu-
ration, transducers can either be used individually or in an array.
2.2.1 Contact Transducers
For the contact group, the most widely used transducers are those utilizing piezoelec-
tric materials. Early development includes angle-beam transducers and comb-type
transducers. Both of them function well for o-line maintenance checks but have
limitations for SHM implementations. The angle-beam type is limited by its direc-
tionality and the comb-type by its narrow-band response; i.e., the wavelength is xed
by the transducer geometry. Piezoelectric disk transducers (PZT) [17, 32] and piezoe-
lastic polymers (PVDF) [17, 38] are available in a very low prole (∼0.1 mm for PZT
and ∼9 µm for PVDF). Therefore, they can be readily embedded or surface-bonded
to structures, and the relatively low cost makes them possible for widespread de-
ployment. Another advantage of piezoelectric sensors for the purpose of SHM is the
omni-directionality of excitation. Compared to the PZT disks, the PVDF lms are
more exible and easy to handle, but less ecient in terms of generating Lamb waves.
Two active measurement congurations, namely pulse-echo and pitch-catch, are
commonly used with Lamb wave transducers. The pulse-echo conguration uses only
one transducer for both generating waves and receiving wave reections from the
structural discontinuities, while the pitch-catch conguration transmits Lamb waves
by a transducer at one location and receives responses by a sensor at a dierent
location.
Phased arrays [39, 40, 41] and sparse arrays [18, 42, 43] are the two major trans-
ducer array geometries for the pitch-catch conguration. A phased array contains
a number of closely spaced transmitting elements that can be sequentially pulsed.
By pulsing each element with specied time delays, the phased array can "steer" its
beam in a particular direction so that constructive interference will maximize the
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signal energy in that direction. The advantages of such arrays include beam shaping
and compact installation; however, they can only receive back-scattered signals from
structural features and usually need a fairly large number of transducers. An alter-
native conguration is to spatially distribute a small number of transducers over a
large area, which is often referred to as a sparse array. For such an array geometry,
both forward scattered and backscattered signals can thus be incorporated into sig-
nal processing algorithms to further enhance the performance of a Lamb wave SHM
system, especially when the forward scattered waves are more sensitive to damage
as compared to the backscattered ones [44]. Because the sparse array uses a limited
number of sensors, the design of such an array is critical for its performance. The
number of transducers and their congurations can be selected according to dierent
criteria, such as to achieve high signal-to-noise ratio [45] and to improve imaging
performance [46].
2.2.2 Non-Contact Transducers
The non-contact group includes electromagnetic acoustic transducers (EMAT), air-
coupled transducers, and lasers. Unlike the contact transducers described previously,
non-contact transducers do not need coupling media; therefore, they have the advan-
tages of sensing waves without aecting their propagation and being able to work
under extreme environmental conditions, e.g., very high temperatures.
EMAT transducers excite and detect Lamb waves based on the mechanisms of
Lorentz force or magnetostriction [47]. As a result, their applications are limited to
metallic or magnetic products. Air-coupled transducers can be used for generating
and sensing Lamb waves in both metallic and composite materials [48]. However,
they suer from a relatively low eciency as a result of a large impedance mismatch
between the air and the object under testing. Laser-based ultrasonic technique also
provides a noncontact method for Lamb wave generation and reception. Generation
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is accomplished by illuminating a sample with a short laser pulse. The laser energy
absorbed by the sample causes rapid localized temperature increase and results in
thermal expansion. Reception is usually obtained by laser interferometers or vibrom-
eters [49]. One important application using laser reception methods is to obtain high
resolution waveeld data, which can be used to improve understanding of Lamb wave
interactions with structural features and further aid damage detection [50, 51]. The
disadvantages of laser ultrasonics include relatively low sensitivity, high initial cost,
and the bulky size of the equipment. In fact, all the non-contact transducers are usu-
ally large in size and not amenable to permanent installation on a structure; therefore,
they are more suitable for o-line Lamb wave NDT/NDE instead of being embedded
for real-time SHM.
2.3 Interactions of Lamb Waves with Scatterers
Lamb wave signals received by sensors are complicated due to their dispersive and
multi-modal nature; yet the complexity is even further increased by their interaction
with structural features. As Lamb waves travel in a structure under test, scattering
occurs when they encounter both structural discontinuities and damage. Knowledge
of scattering behavior is thus very useful for the detection, localization, and charac-
terization of damage.
Defect scattering behavior can be described by several approaches. The most com-
mon one is to use transmission and reection coecients, which are usually dened
as the amplitude or energy ratio between the transmitted (or reected) wave to the
incident wave [52]. These coecients essentially describe direct forward scattering
and backscattering for a particular incident direction, but do not provide information
about scattering at other angles. This limitation is addressed by the second method,
which uses angular scattering patterns to describe the 360◦ dependence of the ampli-
tude of the scattered wave for a given incident direction [53, 54]. As an extension of
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angular scattering patterns, the third way describes the far-eld scattering patterns
of Lamb waves interacting with a scatterer by a scattering matrix, which is similar
to the scattering coecient matrix dened by Zhang et al. [55] for bulk waves. The
scattering matrix contains amplitudes of scattered signals indexed by both incident
and scattered angles, which are dened here as the angle between the direction of
propagation and the x -axis as illustrated in Figure 2. Using these three approaches,
the interactions of Lamb waves with several dierent types of scatterers have been
investigated.
The simplest scatterer in a plate is a through-hole, and scattering of the S0 and
A0 modes from a through-hole has been considered experimentally, analytically, and
numerically. Fromme and Sayir [56] measured the scattering of the A0 mode from a
through-hole by a heterodyne laser interferometer, and found that the measurements
agreed well with the results from both Kirchho and Mindlin plate theories. Diligent
et al. [57] studied the interaction of the S0 mode with a through-hole both analytically
and using nite element (FE) analysis, both of which were validated by experiment,









Figure 2: Illustration of scattering showing the incident and scattered angles.
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decreased with the distance from the hole. McKeon and Hinders [58] modeled the
scattering of the S0 mode from a through-hole by adapting Mindlin higher order plate
theory. Grahn [54] investigated the scattering of the S0 mode from a part-through
hole using both a 3D theory (based on mode expansions) and Kirchho plate theory,
and presented angular scattering patterns for holes of various depths in a plate.
Another common type of scatterer is a notch, which is often used to simulate a
fatigue crack. Alleyne and Cawley [59] studied the interaction of the A0, S0, and A1
modes with a surface-breaking notch by FE simulation and veried the simulation
with experiments, the emphasis being on establishing transmission coecients. Lowe
et al. [60, 61] examined the reection, rather than the transmission, of both the S0
and A0 modes from rectangular notches of dierent widths and depths through FE
time domain simulation together with experiments. Lu et al. [62] investigated the
interaction of oblique-incident S0 mode with through-thickness notches of dierent
lengths in aluminum plates using FE method and validated the results with experi-
ments. They concluded that the transmission coecients decreased with notch length
increment, while the reection coecients were a function of both notch length and
ultrasonic wavelength. Fromme and Rogue [53] considered the scattering of the A0
mode from part-through and through-thickness notches by laser measurements and
FE simulation. They showed that the amplitude of scattered waves had a strong
angular dependence, and recommended that such scattering directivity patterns be
taken into account when developing guided wave arrays for SHM.
The scattering of Lamb waves from a notch or crack originating from a hole has
also been investigated. Chang and Mal [63] used the global local FE method to an-
alyze the guided waves interacting with a circular hole with two symmetrical cracks.
They particularly examined the frequency spectra of the reections for identifying the
introduction of the cracks to a through-hole. Cho and Lissenden [64] examined the
transmission coecient of the S0 mode with fatigue cracks generated from fastener
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holes and showed a linear relationship between crack size and the transmission coef-
cient. Fromme and Sayir [65] considered Mindelin plate theory and nite dierence
methods to study the scattering of the A0 mode from a rivet hole with a notch. They
concluded the scattered eld changed signicantly even with the presence of a notch
much smaller than the wavelength. Leong et al. [50] obtained the scattering eld of
the A0 mode for a fatigue crack emanating from a spark-eroded notch using laser
vibrometry, which demonstrated the potential of using laser measurements for crack
detection.
Besides rivet holes and cracks, scatterers of more complexity, such as adhesive
joints, weldments, and other irregular shaped defects, are common in real structures.
Rokhlin [66] employed both analytical and experimental methods to study the inter-
action of Lamb waves with adhered metal lap joints. He examined the phase delay and
transmission coecients of dierent incident modes and frequencies for joint quality
assessment. Lowe et al. [67] used FE analysis to investigate the transmission of the
S0, A0, and A1 modes across adhesively bonded lap joints. They showed that the
transmission coecients were inuenced by both the bond length and bond thickness
of the joint. Lanza di Scalea and Rizzo [68] experimentally studied the propagation of
the A0 mode in adhesively bonded joints and observed that the transmission increased
with increasing overlap length and bond thickness.
Bendec et al. [69] investigated the scattering of Lamb waves with the weld region
in steel sheets. They concluded the wave transmission coecient is proportional to
the cube of the weld diameter and showed scattering patterns of the S0 mode for dif-
ferent mean diameters of the welded region with the same incident angle. Al-Nassar
et al. [70] studied the scattering of Lamb waves from a normal rectangular strip weld-
ment using a combined FE and analytical technique. They compared the reection
and transmission coecients of dierent modes and concluded that the maximum
sensitivity can be achieved by operating with specied modes and frequencies.
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Cho et al. [71] used the boundary element method to study the scattering behavior
of Lamb waves from defects of dierent shapes. They showed that classication and
sizing of defects could be obtained by monitoring the reection and transmission
coecients. Recently, Moreau et al. [72] considered the scattering of Lamb waves
with irregular defects using the FE method. They measured the defect prole of a
corroded area on a pipe ( equivalent to a plate as its wall thickness was much smaller
than its radius) and calculated the scattering matrices of the S0 and A0 modes when
the S0 mode was incident.
The interactions of Lamb waves with delaminations in composite plates have also
been investigated using both transmission and reection coecients [73], and angular
scattering patterns [74]. Because this thesis deals with defects in metallic structures,
the scattering of Lamb waves from delaminations and other common types of scat-
terers in composite materials is not further reviewed.
2.4 Lamb Wave SHM Methods
The scattering of Lamb waves from defects and geometric features is manifested as
echoes in signals recorded by the attached transducers. Ideally, the echoes associated
with known structural features can be identied using a time delay law. Any echo
that cannot be related to a known feature is generally assumed to be a defect. While
such a scenario serves well for bulk wave NDE, it is not the case for Lamb wave
SHM based upon omnidirectional transducers. Therefore, a common practice for
Lamb wave SHM is using a baseline approach, where the baseline refers to signals
recorded when the structure is in a known (usually undamaged) state. In theory,
damage detection can be achieved by simply comparing baselines with current test
signals. However, as the number of geometric features increases, their corresponding
echoes may merge together masking the echoes from defects and thus making a direct
comparison unrealistic. One feasible approach is to subtract the baselines from the
18
current test signals to obtain the residual signals. Then, a variety of signal processing
algorithms can be applied to these residual signals for enhanced damage detection,
localization, and characterization.
2.4.1 Lamb Wave Detection
The most straightforward method for damage detection is baseline comparison, where
a coecient, usually called a damage index (DI), is used to quantify signal dierences.
There are three primary types of such indices: DIs in the time domain, DIs in the
frequency domain, and DIs in the joint time/frequency domain. Time domain DIs
include normalized squared error, drop in correlation coecients, energy decay rate,
and local statistical features. These DIs have been applied for the detection of cracks
and disbonds in both metallic and composite plates [18, 75, 76]. In the frequency
domain, DIs computed based upon the spectra of the two signals have been shown to
be able to identify various types of defects in both metallic and composite structural
components with relatively complex geometries [77, 78]. In the joint time/frequency
domain, both the short time Fourier transform [79] and wavelet transform [80] have
been used to compute DIs to detect cracks in aluminum plates and delaminations in
composite plates.
Various baseline-free algorithms have also been examined by researchers. Al-
though these algorithms may not need previously stored baseline data, many of them
still require to have some type of reference signals (sometimes referred as the instan-
taneous baseline) for signal comparison. Kim and Sohn [81] developed a baseline-free
method for crack detection based on PZT polarization characteristics, where PZT
transducers were strategically placed on both side of the plate such that Lamb wave
mode conversion would occur in the presence of a crack. Anton et al. [82] pro-
posed another damage detection method using instantaneous baseline measurements
by placing transducers on a structure with equal distance from each other and using
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pitch-catch Lamb wave propagation; features of the damaged sensor-actuator paths
were compared with those of the undamaged paths for mass loading and corrosion
detection. Time reversal acoustics has also been used for baseline-free damage de-
tection [83, 84]. In a typical scenario of time reversal acoustics, two PZT traducers
are used. The rst one is excited with a known signal and the second one records
the response. The recorded response is then reversed in time and retransmitted using
the second transducer. This time, the response is recorded by the rst transducer
and compared to the original excitation signal. Any dierences from the comparison
could be indicative of nonlinearity caused by damage. The DIs introduced previously
can also be used for these baseline-free methods for signal comparison. Note that
baseline-free methods are usually applicable to structures with simple geometries or
with some type of symmetry to avoid using prerecorded signals from a known state.
2.4.2 Lamb Wave Localization and Characterization
The idea of baseline comparison also plays a key role in many algorithms proposed
for damage localization and characterization. Ideally, the rst arrival of the residual
signals obtained from baseline subtraction should correspond to a scattered echo
from a damage site. If the propagation mode and group velocity are known, the
distance from transducer to receiver through a damage site can be calculated from
the time of the scattered arrival. However, to unambiguously locate the damage, it
is necessary to triangulate using at least three transducer pairs. The amplitude of
the residual signals, or equivalently the value of DIs, can also be used to quantify
damage such as the size of cracks. But the information obtained from one transducer
pair is insucient to provide robust characterization. Therefore, transducer arrays
are usually preferred for better performance.
Phased array beamforming is a well-developed technique for ultrasonic NDE and
has been applied to Lamb waves for damage localization and characterization. Beam
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forming refers to the process of adjusting the phasing of signals in a transducer array
to provide desired directionality properties. Fromme et al. [40] used a 32-element PZT
transducer array and applied the phased-addition algorithm with dispersion compen-
sation to obtain the location and severity information of simulated corrosion damage
in steel plates. Ostachowicz et al. [85] examined the performance of a 13-element
PZT transducer phased array for locating multiple dents on an aluminum alloy spec-
imen. Engholm and Stepinski [86] proposed an adaptive beamforming algorithm,
namely minimum variance distortionless response (MVDR), for defect localization.
They showed that multiple defects of dierent types in an aluminum plate can be
located using a uniform rectangular array and a single transmitter using the MVDR.
Other work related to the performance of phased arrays includes the investigations
of element spacing, gain patterns, and higher resolution [87, 88].
Another commonly investigated technique for damage localization is Lamb wave
tomography, which refers to imaging test structures by determining values of a spa-
tially varying parameter of interest across their planar cross-sections. Popular se-
lections of these parameters include time-of-ight, amplitude attenuation, and signal
correlation coecient [89]. The methods to determine the parameter values include
ltered back-projection (FBP), fan beam FBP, and algebraic reconstruction tech-
niques [89, 90, 91]. The ecacy of using Lamb wave tomography for defect local-
ization and characterization has been demonstrated by imaging corrosion, impact
damage, and notches in a variety of structures [13, 90].
As mentioned in Section 2.2.1, the sparse array oers a cost-eective solution for
Lamb wave SHM. Research on sparse array signal processing for damage localization
has been undertaken within recent years. In 2004, Wang et al. [42] proposed an
imaging method that is applicable to sparse array Lamb wave measurements. The
technique used the concept of synthetic time-reversal and is typically referred to as
delay-and-sum (DAS) imaging; it is also called the ellipse algorithm since the locus
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of a constant time curve is an ellipse. Michaels and Michaels [92] expanded this
method to both raw and envelope-detected residual signals and applied a summation
time window, rather than a single point in time, to generate detection images of
articial damage in aluminum plates. They further showed that images generated
at multiple frequencies can be fused to obtain improved damage localization [11].
Michaels [18] also demonstrated that delay-and-sum imaging was able to provide
sizing information of through-holes and notches in aluminum plates. Rather than
using arrival time between two transducers for the ellipse algorithm, another sparse
array imaging method considers the dierence of time arrivals between two transducer
pairs with the same transmitter [93, 94]. The image is constructed from the cross
correlations of various signal pairs. This method is often referred to the hyperbola
method since the locus of constant time dierences between the same arrival at two
receivers is a hyperbola.
Both the ellipse and hyperbola sparse array imaging methods are conceptually
straightforward and computationally undemanding. However, their performance on
defect characterization is limited and can be improved by incorporating certain a
priori information of defects. One example is the minimum variance (MV) sparse
array imaging introduced by Hall and Michaels [12]. Dierent from the MVDR phased
array beamforming introduced in [86], the MV sparse array imaging is based on
amplitude and incorporates scattering information of assumed defects. This method
was shown to be able to characterize scatterers as to type (hole versus notch) and
orientation (for the notches). Another example of using the a priori assumption that
damage is sparse is the dictionary-based imaging method recently introduced by Ross
and Michaels [14]. They showed this sparse reconstruction method outperformed DAS
imaging in terms of image quality and defect localization.
In addition, methods based upon statistical approaches have been proposed. Flynn
et al. [95] compared the performance of the Rayleigh maximum likelihood estimate
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(RMLE) to that of seven previously reported localization methods. They showed the
RMLE had the best performance, and is particularly eective using sparse arrays.
2.5 Environmental Eects on Lamb Wave SHM
The current state of the art clearly shows the promise of Lamb wave SHM; however,
its performance on real structures and under realistic operating conditions has yet
to be proven. One of the major challenges that limit Lamb wave SHM in practical
applications is variations of environmental conditions. These variations can change
measured signals, and thus aect the performance of the SHM system by masking
defect indications or generating false alarms. Therefore, signicant research eorts
have been made to investigate the eects of environmental changes on Lamb waves and
enhance the performance of Lamb wave SHM methods under varying environmental
conditions.
2.5.1 Temperature Eects on Lamb Waves
The most common environmental condition is temperature. Temperature changes are
unavoidable, even in laboratory, and they were shown to have a signicant impact on
Lamb wave signals [96, 97]. For single mode Lamb wave signals, the primary eect
of a temperature change is a shift of the times of arrival (TOA) as a result of both
the change in material properties and dimensions with temperature. Another eect
is the amplitude change (particularly when the temperature change is large), which
is caused by changes in the eciency of the piezoelectric crystal. For Lamb SHM
methods based upon baseline subtraction, the time shift is the most problematic.
A temperature change as small as 2◦C can signicantly degrade the performance of
baseline subtraction, and even a 1◦C change can degrade imaging algorithms [18].
If Lamb waves propagate in a complex structure, multiple reections, scattering,
and reverberations usually occur, and the recorded signals become diuse-like (very
complex). For these signals, individual echoes are no longer identiable, and the rst
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order eect of a temperature change is a time dilation or compression [98]. For many
plate-like components the situation is somewhere in between the cases of simple, single
modes and complex, diuse-like signals, although signals are probably closer to the
diuse case for structures of realistic geometrical complexity.
Several methods have been proposed to address the temperature variation prob-
lem. Lu and Michaels [98] and Konstantinidis et al. [99] both used an optimal baseline
selection (OBS) method, where a number of baselines were recorded at dierent tem-
peratures and the optimal baseline that minimized the residual signal was selected.
The baseline signal stretch (BSS) method, which was introduced in [98] and since
used by others [100, 101], adjusted the optimal baselines to best match the current
test signals. The third method combines the OBS and BSS methods and is shown
to generally provide the best compensation for temperature variations [16, 98, 99].
However, these methods have limitations for application. It has been observed that
the temperature range over which the stretching is eective decreases as signal com-
plexity increases, although this has not been quantied. Signal complexity inuences
temperature compensation in two ways. The rst is echo overlap. If two echoes are
partially overlapping and temperature changes in the meantime, the later echo will
shift in time more than the earlier echo, causing the interference between them to
change. The second is similar but arises from the presence of multiple modes. If two
echoes from dierent modes are wholly or partially overlapped, their coecients of
velocity change with temperature are dierent, and they will shift dierently with
temperature. The stretch method also has the undesired eect of slightly shifting the
frequency.
2.5.2 Surface Wetting Eects on Lamb Waves
Another common environmental condition is surface wetting, which can occur on one
or both sides of plate-like structures and thus aect the propagation of Lamb waves.
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The rst scenario of surface wetting is often referred to as "liquid loading", where a
plate is fully or partially covered with or immersed in a liquid. One main eect of this
scenario on Lamb waves is amplitude attenuation because of energy leakage into the
liquid [102, 103]. Another eect is the change of dispersion of Lamb waves. Wu and
Zhu [104] studied the propagation of Lamb waves in a plate bordered with inviscid
liquid layers on both sides and found the velocity of Lamb waves change with the
thickness of the water layer. They also investigated the propagation of Lamb waves
in a plate bordered with a viscid liquid later and found that phase velocity change is
primarily determined by mass or inertial loading [105].
The second scenario of surface wetting is random and distributed wetting (i.e.
liquid droplets), which is perhaps the most realistic and problematic. However, this
scenario has not been as fully investigated as the rst one; the results to date indicate
that even small amounts of surface wetting can adversely aect the performance of
Lamb wave SHM systems [106, 107].
2.5.3 Load Eects on Lamb Waves
Aside from temperature and surface wetting, the most pervasive environmental change
in the life of many structures is loads. For example, an aircraft or a bridge inherently
bears varying loads resulting from pre-stress or bending stress during its normal oper-
ation. Even if there is no damage, such varying loads can change the sensor-structure
interface, specimen dimensions, and wave speeds, all of which cause the ultrasonic
signals to change in a complex manner that further aects baseline subtraction re-
sults.
Many investigations have focused on acoustoelasticity, which is a non-linear eect
describing the stress dependence of acoustic wave velocity in elastic media. The acous-
toelastic eects for Lamb waves propagating in plates with uniform and non-uniform
stresses was studied by Husson using a perturbation theory [108]. He concluded that
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Lamb wave modes were sensitive only to the symmetric part of the stress eld in
plate. Qu and Liu [109] generated dispersion curves of Lamb waves in a pre-stressed
aluminum plate. Rizzo and Lanza di Scalea [110] examined the frequency-dependence
of the acoustoelastic sensitivity of guided waves in the case of pre-stressed bars and
showed that low values of frequency-diameter product result in larger acoustoelastic
sensitivity. Chen and Wilcox [111] investigated the eects of loads on properties of
guided waves in plates and rods using the semi-analytical nite element method. They
found that the relationship between phase velocity and applied strain became approx-
imately linear when the frequency-dimension was above 1 Hz-m. An and Sohn [112]
tested Lamb waves excited by dual-PZT transducers under varying static loading
conditions and similar conclusions as [111] were drawn. Song et al. [113] considered
an analytical model to study Lamb wave propagation in pre-stressed plate structures
and proposed a signal dierence coecient to quantify signal variations caused by dif-
ferent prestresses. Gandhi et al. [114] characterized the eects of a biaxial stress eld
on Lamb waves and compared experimental and analytical results for uniaxial loads.
They showed that the phase velocity changed linearly with stress and sinusoidally
with propagation directions.
The understanding of acoustoelasiticity on Lamb waves can also be used to mea-
sure both applied and residual stresses. Pilarski et al. [115] investigated using the
non zero-order symmetric Lamb wave modes at the rst critical angle for stress mea-
surements. Lanza di Scalea et al. [116] proposed a method for stress monitoring in
seven-wire strands based on guided stress waves. Recently, Fan et al. [117] considered
the inverse problem of recovering homogenous biaxial applied stresses from measured
Lamb wave signals. Their load estimation method was based on the assumption that
the Lamb wave acoustoelastic response under a biaxial load can be decomposed into
that of two orthogonal uniaxial loads.
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2.5.4 Load Eects on Wave-Based Methods for Defect Detection
Besides changing the properties of Lamb waves such as velocity and amplitude, an-
other critical eect of loads is changing the interaction of Lamb waves with defects. In
metallic plate structures, fatigue cracks are one of the most common defect types. It is
well known that closed cracks are hard to detect with conventional ultrasonic testing
methods because ultrasound can propagate through a tightly closed crack [118, 119].
Applied loads can open such cracks and make them easier to detect. Research on load
modulation of ultrasound with fatigue cracks can be traced back to the 1970s and has
been the subject of a number of investigations. Frandsen et al. [118] used acoustic
techniques to qualitatively measure the area over which crack closure occurred. Kim
et al. [120] investigated closed fatigue cracks using surface acoustic waves and sug-
gested that modulation of loading about a low mean static load was able to enhance
the detection of small closed cracks. Mi et al. [121] used the bulk wave energy trans-
mitted through the region of a fastener hole to dynamically monitor the initiation
and growth of fatigue cracks. Connolly and Rokhlin [122] analyzed the backscattered
ultrasonic response to fatigue cracking as a function of transit time, fatigue life, and
applied load to visualize and identify specic echoes scattered from geometrical fea-
tures of the specimen and crack. Ohara et al. [123] recently introduced a nonlinear
ultrasonic imaging method whereby a phased array was used to create linear and
subharmonic images. Images obtained at dierent applied loads were subtracted to
better visualize fatigue cracks.
Fastener (bolt) holes with installed, tightened bolts are widely-used in engineering
structures to provide a clamping load to enhance structural strength and stability.
The mechanical load on the bolted joint; i.e. the applied torque to the bolt, can change
the nature and extent of contact between the hole and fastener and also between the
two plates. Bao and Giurgiutiu [124] experimentally investigated the eects of bolt
load on Lamb wave propagation through a lap joint and found the received signals
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changed signicantly as the bolt was tightened. Park et al. [125] examined changes
in Lamb waves propagating through bolted joints to discriminate between a missing
bolt and a tightened bolt. Doyle et al. [126] measured the phase changes of the S0
mode Lamb wave signals as a result of diering bolt torque to assess the condition of
bolted joints in complex satellite structures.
Other than bolted joints, load can also change the state of other types of interfaces
between components in structures. For example, in bonded surfaces, loads can open
kissing bonds, or strains may become inhomogeneous if bond quality or thickness
varies. In general, surfaces in kissing contact, which allow wave propagation through
the interface, may become separated, and the opposite may also happen when sepa-
rated surfaces come together. Such load-dependent eects on bulk waves have been
investigated in [127, 128, 129]. In [127], the conventional pulse-echo P-wave inspec-
tion for kissing bonds was shown to be very sensitive to the pressure conditions such
that the detection failed under a high pressure. In [128, 129], the degree of reected
and transmitted ultrasound from kissing bonds in aluminum-aluminum interfaces was
shown to vary signicantly as the loading condition changed. Studies addressing the
changes of Lamb wave propagation at kissing bonds aected by load are still limited.
In [127], the dispersion of the A1 mode obtained from both theory and experiments
was found to be sensitive to the change of stiness at kissing bonds and was thus
suggested for kissing bond detection. In [130], experimental results showed that the
amplitude attenuations of the A0 and S0 modes propagating through a solid-solid
contact have a strong dependence on the applied load.
2.6 Research Context
From the literature review on Lamb wave SHM, one can see that the in situ detection,
localization and characterization of damage under environmental condition changes,
especially applied load changes, is a subject that needs further investigation. The
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sparse array conguration has been considered as a promising tool for in situ appli-
cations and the corresponding sparse array imaging algorithms have been shown to
be able to monitor defects in laboratory environment. Therefore, the main context of
this research is to investigate a methodology that leverages eects of applied loads to
enable the in situ detection, localization, and characterization of damage in metallic
plate-like structures using Lamb waves. Both the DAS and MV sparse array imag-
ing methods are tested under varying loads and their performance is evaluated by
conducting fatigue tests on aluminum plates with dierent complex geometries.
The scattering information of Lamb waves from scatterers plays an important role
in the performance of MV imaging; as a result, it is benecial to obtain such infor-
mation eciently. The second aspect of this research is to investigate a methodology
for estimating scattering patterns using limited sparse array measurements. The es-




SCATTERING PATTERN ESTIMATION AND
VALIDATION
Knowledge of how guided waves scatter from defects is very useful for detection, lo-
calization, and characterization of damage. As described in Section 2.3, one way to
describe scattering patterns is with a matrix indexed by incident angle and scattered
angle. The scattering matrices of Lamb waves with scatterers, such as through-holes
and notches, are typically obtained by either FE modeling [53, 72, 131] or record-
ing waveeld data from multiple interrogation directions [50, 53]. Both approaches
present challenges, the rst in terms of model validation and computational require-
ments, and the second in terms of experimental issues in properly acquiring and
comparing data obtained before and after introduction of a defect. If a sparse trans-
ducer array is used to measure guided wave signals, it essentially samples the corre-
sponding scattering matrix at a nite number of incident and scattered angles. These
samples can be further used to estimate the scattering matrix by appropriate interpo-
lation methods. This chapter provides a comprehensive description of the estimation
methodology, validates the estimation results by laser waveeld measurements, and
discusses estimation performance.
3.1 Estimation Methodology
The proposed method for estimating a scattering matrix from sparse array data in-
cludes pre-processing the array data, computing the initial scattering values through
baseline subtraction, and performing radial basis function (RBF) interpolation to
obtain the complete scattering matrix.
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3.1.1 Signal Preprocessing
When Lamb waves propagate in a homogeneous, isotropic plate, material attenuation
and wave leakage become insignicant in terms of amplitude reduction, as compared
to the other two factors: geometric spreading loss (GSL) and wave packet spreading
loss (WPSL). Although narrow-band excitations are frequently used for guided wave
SHM to minimize dispersion, WPSL should not be overlooked, especially when the
transmitting pulse is short in time and the propagation distance is long. Several
compensation algorithms have been proposed to address the dispersion issue in either
the frequency or wavenumber domain [132, 133]. Because the purpose of WPSL
compensation here is to recover the amplitude of a wave packet rather than its shape,
a more straightforward method is applied. First, an accurate dispersion curve for the
guided wave mode of interest is calculated from the nominal thickness and material
properties. Then, a relation between the packet amplitude and time is obtained by
simulating propagation of the excitation pulse using the computed dispersion curve.
Finally, this relation (actually, its inverse) is applied to measured signals to scale their
amplitudes to non-dispersive values.
In addition to the distance-dependent amplitude loss, transducer and bonding
variations also aect amplitudes of the received signals. The last step of signal pre-
processing is to scale each received signal based upon the amplitude of its direct











Here wij (t) is the received signal, w̃ij (t) is the scaled signal, Aij is the amplitude of
the direct arrival of the baseline signal, Dij is the distance between transducers i and
j, Dref is a reference distance set to 1 m, and WPSL (t) is the computed wave packet
spreading loss function. Note that the same Aij is used to scale both the current
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signal of interest and the baseline signal so that they are scaled exactly the same.
3.1.2 Initial Scattering Values
After scaling the received signals, residual signals are calculated by baseline subtrac-
tion. Let uij (t) refer to the residual signal between the current signal of interest,
w̃ij (t), and the baseline, w̃
b
ij (t), after scaling,
uij (t) = w̃ij (t)− w̃bij (t) . (3)
The envelope-detected residual signal, rij (t), is the magnitude of the complex analytic
signal of uij (t), which is computed as:
rij (t) =
∣∣uij (t) + iH [uij (t)]∣∣, (4)
where H [·] denotes the Hilbert transform and i =
√
−1. The amplitude of the di-
rectly scattered wave packet of the envelope-detected signal rij (tscat) is the scattering
amplitude Rij of transducer pair ij, where tscat is the calculated arrival time of the
scattered signal based upon the group velocity. To compensate for the dierent prop-
agation distances of the scattering paths, Rij is then scaled by the product of the
square root of the transmitter-scatterer path length, Dis , and the scatterer-receiver
path length, Dsj, to obtain the nal scattering values α (θ),
α (θ) = Rij
√
DisDsj. (5)
The angular dependence of the nal scattering values α (θ) is determined by the
relative locations of the transmitter, scatterer, and receiver.
For an N -element transducer array, the Np = N(N − 1)/2 unique transducer
pairs result in Np corresponding scattering values. Since the signal transmitted from
transducer i and received by transducer j is essentially identical to that transmitted
from transducer j and received by transducer i, another set of Np scattering values
are obtained using signal reciprocity. Additional data points can be obtained if the
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scatterer has known geometric symmetry. For example, a straight crack is symmetric
about its long axis so that scattering from one side is the same as that from the other
side; i.e., there is mirror-image symmetry of the incident and scattered angles.
3.1.3 Radial Basis Function Interpolation
The initial scattering data computed from the sparse array measurements need to
be interpolated to form the complete scattering matrix. In general, these data are
unstructured, meaning that their angular locations are not on a regular grid. Among
available unstructured data interpolation algorithms, the most appropriate choice for
the application here is RBF interpolation because the only restriction is that the data
must be dened at distinct locations [134]. A RBF is a function that depends only
on the radial distance from the origin f = φ(r), where r is the Euclidean distance.
Here, the RBF is translated from the origin to a set of M distinct pairs of incident





] , i = 1, 2, . . . ,M , such that fi = φ(ri), where
ri = (||θ − θi||) is the L2 norm of the angle dierences. Each angle pair θi has an
associated initial scattering value αi. The complete scattering matrix S(θ) can be




λiφ (ri) , (6)
where λi are expansion coecients determined by ensuring that interpolated values
match the given values αi, i = 1, 2, . . . ,M , at the given incident and scattered angles
θi, i = 1, 2, . . . ,M . This requirement leads to the following matrix form:
Aλ = α, (7)
where A is the interpolation matrix with entries Aij = φ(rij = ||θj − θi||), i =
1, 2, . . . ,M , λ = [λ1, λ2, . . . , λM ]
T is the expansion coecient vector, α = [α1, α2,
. . . , αM ]
T is the vector containing all initial scattering values, and [·]T denotes the
transpose.
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The entries λi of the vector λ are found by pre-multiplying the vector α by A
−1.
To obtain a unique solution, the interpolation matrix A needs to be nonsingular, or
invertible, and its singularity is determined by the choice of basis function φ(r). The
sucient condition for φ(r) to guarantee a nonsingular A is that φ(r) must be com-
pletely monotonic; the complete proof can be found in [135]. Basis functions that meet
this requirement include Gaussian, multiquadric (MQ), and inverse multiquadric. To
explore the ecacy of scattered data interpolation, Franke [136] compared 29 in-
terpolation algorithms on a set of six functions and concluded that the MQ method
most often provided the best results of all tested methods. The previous investigation
conducted by the authors also suggests that the MQ basis function has satisfactory
tting ability and visual smoothness; hence, this basis function is used here.
The MQ function is of the form φ(r) =
√
r2 + c2 where the parameter c controls
the shape of the function. A small c corresponds to a steep function while a large
c corresponds to a at function. This parameter plays an important role in the
accuracy of MQ-RBF interpolation. Prior research has shown that the interpolation
tends to become more accurate as c increases [137, 138]. On the other hand, the
condition number of the interpolation matrix A grows if a larger c is selected, which
can lead to an unstable matrix inversion [139]. In practice, the shape parameter c is
often either picked by application-specic trial-and-error approaches or other (non-
optimal) ad-hoc methods [136, 140, 141]. Unfortunately, there is no explicit way to
choose an optimal c that works universally. Here, an ad-hoc method is used to select
the largest possible c that yields a non-negative scattering matrix.
Since the actual scattering matrix is a function of the incident and scattered
angles, which are periodic about 360◦, the estimated scattering matrix must also be
periodic with respect to both angles (i.e., it must be continuous at ±180◦ in both
directions). However, direct RBF interpolation of the initial scattering values does
not enforce this periodicity. To prevent this problem, the data points are augmented
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prior to interpolation by replicating the initial scattering values by ±360◦ in both
directions, resulting in data points in the range of [−540◦,+540◦]. Interpolation is
performed on these augmented values, and the nal scattering matrix is obtained
from the interpolated data in the range of [−180◦,+180◦] for both angles.
3.2 Experimental Setup
Separate experiments were conducted on two identical 6061-T6 aluminum plates with
dimensions of 1219 mm × 1219 mm × 3.18 mm. The edges of both plates were cov-
ered with duct sealing compound to damp the edge reections. The rst experiment
recorded sparse transducer array signals for scattering matrix estimation. The sec-
ond experiment measured the scattered wave eld from a nominally identical scatterer
with a laser vibrometer, which provided a much higher angular resolution of measure-
ments than those from the sparse array.
3.2.1 Sparse Array Measurements
As shown in Figure 3, the rst plate was instrumented with a circular array of ten lead
zirconate titanate (PZT) discs, which are 7 mm in diameter, radially polarized, and
have a resonance frequency of 300 kHz. The array radius was 203 mm to ensure that
no edge reections would overlap with direct arrivals; however, small amplitude edge
reections were present even though the edges of the plate were damped. The actual
transducer array used to record experimental data consisted of eight transducers as
highlighted in the gure, where transducers #1, #3, #5, and #7 were 90◦ apart from
each other and the rest were 30◦ from their nearest neighbor. This array geometry
was designed to capture not only the high amplitude regions of the scattering matrix
but also the low amplitude regions.
An NI PXI-5412 waveform generator was programmed to apply a 50-to-500 kHz
linear chirp excitation to the transducers, and an NI PXI-2593 multiplexer was used
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to switch between the 28 unique transmit-receive pairs. Received signals were digi-
tized by an NI PXI-5122 14-bit digitizer at a sampling frequency of 20 MHz, and 50
waveforms were averaged for each acquisition. These signals were digitally ltered to
obtain the equivalent response to a 5-cycle, 100 kHz excitation [35]. The A0 mode
was dominant at this frequency with a wavelength λ of about 16 mm.
An initial set of baseline signals was recorded from the pristine plate. A 5 mm
diameter through-hole was then drilled in the center of the plate. Next, a 0.8 mm wide
through-thickness notch at an orientation of −90◦ was hand-cut from the hole with
increasing lengths of 1.6 mm (λ/10), 4 mm (λ/4), 5.4 mm (λ/3), 8 mm (λ/2), 10 mm
(2λ/3), and 14 mm (≈ λ). The 10 mm notch is shown in the inset of Figure 3. Array
data were recorded after the hole was drilled and again after each length increment
of the notch.
Figure 3: Aluminum plate instrumented with a sparse array of eight PZT transducers
for scattering matrix estimation.
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3.2.2 Laser Vibrometer Measurements
The laser vibrometer experiment used an identical plate as the sparse array experi-
ment and the same type of piezoelectric transducers for signal excitation. As shown
in Figure 4, 13 transducers, which were numbered in counter-clockwise order with the
bottom transducer being number one, were glued onto the plate in a semi-circular
conguration with a separation of 15◦. The radius of the transducer array was 300
mm, which was designed to provide enough space for the laser measurements to be
in the far eld of the scatterer while minimizing the eect of edge reections.
The transducers were excited in turn with the same 50-to-500 kHz chirp signal
using an Agilent 33250A waveform generator fed through an E&I RF power amplier.
The velocity of the out-of-plane displacement was measured using a Polytec OFC-551
laser ber vibrometer, which was controlled by a Polytec OFV-5000 vibrometer con-
troller and mounted on an XYZ scanning stage that was programmed via LabVIEW
to move in a point-to-point scanning mode. The time traces of measured signals were
sampled at 20 MHz, and 64 averages were applied for each acquisition. As done for
the sparse array data, a 5-cycle, 100 kHz, tone burst response was obtained through
digital ltering.
A nominally identical 5 mm diameter through-hole was drilled in the center of the
plate followed by a 0.8 mm wide hand-cut notch at −90◦ as per the same procedure
as the sparse array experiment. The plate remained clamped in the testing position
during the hole drilling and notch cutting to minimize re-positioning errors. Full-
circle laser scans were performed at a radius of 150 mm and an angular increment
of 1◦ for the cases of no defect, a through-hole, and three dierent notch lengths,
which are 1.6 mm, 5.4 mm, and 10 mm. The 10 mm notch is shown in the inset in
Figure 4. The laser measurements from the 10 mm notch are used to validate the
scattering matrix estimation results because these data have the best signal-to-noise
ratio (SNR).
37
Figure 4: Aluminum plate instrumented with 13 PZT transducers for laser vibrometry
measurements to validate estimation results.
3.3 Estimation Results
3.3.1 Signal Preprocessing
Figure 5 shows amplitude vs. propagation distance curves for the 5-cycle, 100 kHz
A0 mode guided wave signals obtained from both laser measurements and simulation.
Note that all of the curves are normalized so that the amplitude at a distance of 150
mm is 100%. The gray curve shows the amplitudes of the direct arrivals of the laser
measurements from the pristine plate with transducer #7 transmitting. The smaller
amplitude outliers are likely caused by the inconsistent surface condition of the plate.
The black dashed line is the GSL curve calculated by taking the inverse of the square
root of the propagation distance. Clearly it overestimates the measured amplitudes,
which indicates the need to also include WPSL. As shown by the black dotted line, the
tting is improved by multiplying the GSL curve by a 5-cycle WPSL curve, which is
computed through wave propagation simulation as described in Section 3.1. As shown
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by the black solid curve, further improvement in tting is achieved by multiplying
a 4.7-cycle WPSL curve with the GSL curve. Given that the simulation is only
approximate, the agreement with the measurements is quite good.



































GSL & 5–Cycle WPSL Curve
GSL & 4.7–Cycle WPSL Curve
Figure 5: The amplitude versus distance curve for the 5-cycle, 100 kHz, A0 mode
guided wave signals obtained from laser measurements and simulation. The ampli-
tudes at 150 mm were set to 100% for all curves.
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The 4.7-cycle WPSL curve was used to preprocess the sparse array signals from
the pristine plate (baseline), the plate with a through-hole, and the plate with the
hole-plus-notch (all four notch lengths). The Aij values in Eq. (2) were obtained
from the baseline data and used to scale all three sets of data. Figure 6(a) shows
signals from two transducer pairs after the hole was drilled and before preprocessing;
both signals are normalized by the amplitude of the direct arrival of the larger one.
Because these two pairs have the same distance between transducers, the normalized
amplitudes should be the same; the small dierences observed in Figure 6(a) are
likely due to transducer and bonding variations. Figure 6(b) shows the same signals
after preprocessing, which now have the same direct arrival amplitudes. Also note
the amplitudes of later wave packets are larger compared to those in Figure 6(a) as
a result of the GSL/WPSL compensation.














































Figure 6: Received signals from two transducer pairs that have the same pair-wise
distance. (a) Before preprocessing, and (b) after preprocessing.
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3.3.2 Initial Scattering Values
The signals after preprocessing were used to obtain initial scattering values by baseline
subtraction. Figure 7(a) shows the hole and the hole-plus-notch signals for the 10 mm
notch and transducer pair 1-5; this pair corresponds to the forward-scattering broad-
side path. Although the rst scattered wave arrival overlaps with the direct arrival,
the amplitude dierences of the wave packet between 150 and 200 µs clearly indicate
forward scattering from the notch. The scattering amplitude was extracted from the
envelope of the residual signal, which is shown as the black solid line in Figure 7(b).
The gray line is the envelope signal of transducer pair 3-7, which corresponds to the
forward-scattering end-on path, and the black dashed line is the envelope signal of
transducer pair 1-2, which corresponds to the backscattering broadside path. The am-
plitude dierences of the three envelope signals clearly demonstrate the directionality
of the scattering from the 10 mm notch.
































Transducer Pair 1–5 (Forward Scattering Broadside)
Transducer Pair 3–7 (Forward Scattering End-On)
Transducer Pair 1–2 (Back Scattering)
Figure 7: (a) Received signals for transducer pair 1-5 (forward scattering broadside
path) from the hole and the hole-plus-notch (10 mm) measurements. (b) The enve-
lope of residual signals for three transducer pairs that show the dierent scattering
amplitudes from the notch.
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The initial scattering values from the sparse array measurements were obtained
from Eq. (5) and the associated incident and scattered angles were calculated using
the mid-point of the notch as the location of the scatterer. Additional scattering
values were obtained from transducer reciprocity and the known geometric symmetry
of the scatterer; i.e., the combined shape of the hole and the notch. Here, the scatterer
is nominally symmetric about the long axis of the notch, meaning that mirror-images
of the incident and scattered angles about this axis should have the same scattering
values. Because of the symmetry of the sparse array, scattering values obtained from
the symmetry of the scatterer are overlapped with those from both the measurements
and transducer reciprocity. These overlapped initial scattering values are averaged
prior to subsequent analysis.
3.3.3 Estimated Scattering Matrix
The averaged initial scattering values were replicated as described in Section 3.1.3,
and MQ-RBF interpolation was applied using a shape parameter of c = 7. The -
nal interpolated scattering matrix of the 10 mm notch is shown in Figure 8. This
estimated scattering matrix describes the overall scattering behavior in a reasonable
manner in which points corresponding to transducer broadside paths have large scat-
tering values while those corresponding to the end-on paths have signicantly smaller
values. Also, the matrix is clearly continuous on its boundaries (i.e., at ±180◦ in both
directions) as a result of using the augmented data for interpolation. The squares
in Figure 8 indicate the initial scattering points whose incident and scattered angles
are obtained directly from the transducer and notch locations, while the + symbols
indicate the points obtained from transducer reciprocity. It can be observed that the
sparse array samples both high and low amplitude regions of the matrix.
Figure 9 shows the scattering matrices obtained for the three other notch lengths.
It can be observed as the notch length increases, the scattering amplitude increases
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and the patterns become more directional, which is the expected behavior. When the
notch length is small compared to the wavelength (i.e., the 1.6 mm notch case shown
in Figure 9(a)), the backscattering is much weaker than the forward scattering. As
the notch becomes larger, the backscattering amplitude increases until it is almost

































Figure 8: The estimated scattering matrix of a 10 mm notch originating from a 5 mm
diameter through-hole at an orientation of −90◦ for the 100 kHz, 5 cycle A0 mode
obtained from multiquadric RBF interpolation with a shape parameter c = 7. The
squares highlight the initial scattering values calculated directly using the transducer

































































































































(d) 14 mm notch
Figure 9: The estimated scattering matrices of a notch of dierent lengths originating
from a 5 mm diameter through-hole at an orientation of −90◦ for the 100 kHz, 5 cycle
A0 mode. (a) 1.6 mm with c = 35. (b) 5.4 mm with c = 27. (c) 10 mm with c = 7.
(d) 14 mm with c = 39.
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3.4 Validation by Laser Measurements
As described in Section 3.2.2, the laser vibrometer recorded guided wave signals scat-
tered from the hole and the hole-plus-notch (10 mm). As was the case for the sparse
array data, transducer and bonding variations can also cause amplitude variations
in the laser measurements. Figure 10 shows the amplitudes of the direct arrivals
for all 13 laser measurements of the hole, where all curves are rotated such that 0◦
corresponds to the direction of propagation from the transmitting transducer to the
hole; the mean of all the curves is plotted as the thick black line. The middle part
of each curve corresponds to the forward scattering path, where the direct arrival
interferes with the scattered signal from the hole, causing amplitude uctuations. All
of the measurements demonstrate the same basic scattering pattern but with outliers
and overall amplitude variations. To compensate for the overall amplitude variations,
laser measurements from each transmitter were scaled to the mean via least-squares
minimization. The same scaling coecients were also used to compensate the hole-
plus-notch signals.
The procedures described in Sections 3.1.1 and 3.1.2 were then applied to the
laser measurements, which included using the same 4.7-cycle WPSL compensation,
obtaining scattering values from the envelope of residual signals, and applying the
scattering distance compensation. To compare the estimated scattering matrix with
the laser-measured scattered patterns, additional normalizations were applied to scale
both sets of data to the range [0, 1], which was necessary because of dierences
in excitation voltages and receiver responses. As was shown in Figures 5 and 10,
inconsistent surface conditions can generate variations in the laser measurements that
lead to obvious outliers in the scattering values. These outliers were identied, and
the laser-measured scattering values were normalized to their non-outlier maximum
value. For the array measurements, the corresponding scattering values, which are
indexed by the same 13 incident angles as the laser measurements, were extracted as
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Figure 10: Direct arrival amplitude versus scattered angle from all 13 laser measure-
ments of the through-hole. All curves are rotated such that 0◦ is the direction of
propagation of the incident wave, and their mean is plotted as the thick black line.
columns of the estimated scattering matrix and normalized by the maximum of these
exacted values.
Figure 11 shows nine of the thirteen normalized scattering patterns of the 10
mm notch as polar plots, where the directions of the incident waves are indicated by
black arrows. The laser-measured scattering patterns are shown by the + symbols,
and those obtained from the sparse array by solid lines. Not surprisingly, the laser-
measured patterns show more structure and detail than the ones generated from the
sparse array data. For Figures 11(d), 11(e) and 11(f), where the incident waves are
broadside or near broadside to the notch, the scattering patterns are relatively simple
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and those from the sparse array data agree well with the laser-measured patterns.
When the incident angles are ±90◦, as shown in Figures 11(a) and 11(i), the overall
scattering amplitudes are small and the forward scattering laser measurements are
very noisy because of the overlap of the scattered signals with the much stronger
direct arrivals. The patterns generated from sparse array data still provide a reason-
able approximation to the laser-measured ones. The marked dierence in scattering
patterns between Figures 11(a) and 11(i) for both methods clearly indicates that the
scattering is not symmetric as it would be for a notch alone. The worst agreement
between the sparse array and laser-measured scattering patterns is exhibited in Fig-
ures 11(b), 11(c), 11(g), and 11(h). At these incident angles, which are not present
in the sparse array, the lobe structure shown in the laser measred patterns is not
accurately captured by the sparse array. Although not shown here, the scattering
patterns of waves incident at ±165◦ (close to broadside) are very similar to that of
the broadside direction (180◦) but somewhat reduced in amplitude. The scattering
patterns of waves incident at ±105◦ (close to the end-on direction) are similar to those
of waves incident at ±120◦, but with about half the amplitude. All-in-all, the scat-
tering patterns generated from the sparse array data are a reasonable representation
of the laser-measured ones, particularly considering the limited number of raw data
points (28 for the 8-transducer array) used to construct the patterns.
3.5 Discussion on Estimation Errors
Measurement of scattering is in general challenging, but presents an even greater chal-
lenge when the scattering is incremental; that is, when the scatterer of interest is an
addition to an existing geometrical feature rather than being a standalone scatterer.
Such a situation is the case here for the addition of a notch to an existing hole, which
is motivated by the initiation of a crack from a fastener hole. For every measurement

















































































































































(i) −90◦ incident angle
Figure 11: Polar plots for a 5-cycle, 100 kHz, A0 mode wave scattered from a 10
mm notch originating from a 5 mm diameter through-hole at an orientation of −90◦.
Incident directions are shown with a black arrow and are (a) 90◦, (b) 121◦, (c) 136◦, (d)
151◦, (e) −179◦, (f) −149◦, (g) −134◦, (h) −119◦, and (i) −90◦. Laser measurements
are shown by the + symbols, and the solid lines correspond to curves extracted
from the estimated scattering matrix.
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yields the incremental scattering from the notch. At angular positions correspond-
ing to forward scattering, there is the additional complication of the presence of the
interfering direct arrival, which is also problematic for a standalone scatterer.
Although not investigated here, interference patterns between the original and
incremental scatterers are expected to give rise to a more complicated dependence
on frequency than a simple standalone scatterer, as was also noted in [63]. Dier-
enced signals at all locations are thus very sensitive to any unexpected phase shifts
between the signals prior to subtraction such as may be caused by temperature or
spatial misalignment (for the laser data). The measurements here were based upon a
5-cycle tone burst excitation, which is an additional source of estimation error due to
the frequency dependence of the scattering. More cycles would result in a narrower
bandwidth, which is desirable for frequency purity as well as for causing less disper-
sion; in fact, WPSL can be neglected for the array geometry considered here if more
than seven cycles are used. However, because of the relatively short propagation dis-
tances for both experiments, ve cycles were selected to maintain separation in time
of the desired scattered signals.
The primary factor aecting estimation of the scattering matrix from the sparse
array data is due to the paucity of points, which is unavoidable with a sparse array.
The performance of RBF interpolation, which mainly depends upon the lling dis-
tance and shape parameter, is also a factor. The lling distance h, which indicates
how well the initial data points ll out the interpolation domain, is usually dened
as the maximum nearest-neighbor distance for all of the points. It has been shown
that the error convergence rate for MQ-RBF interpolation is O(hk) as h → 0 and
with k being arbitrary large; i.e., a smaller h tends to generate a more accurate re-
sult [142, 143]. For this application, h is controlled by the design of the sparse array
and the scatterer locations. Although a symmetric array geometry was used here, the
performance of the estimation methodology is not likely to be severely aected by a
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non-symmetric array based on the author's work.
The lack of pulse-echo data, which corresponds to the directly backscatterered
signals, not only increases the lling distance but can cause regions of the scatter-
ing matrix to be poorly estimated. This lack of data is particularly important for
broadside incidence where the backscattering is large. In this research, by placing
transducers 30◦ away from the broadside path, fairly good estimates of backscatter-
ing were obtained, but results would undoubtedly be improved if pulse-echo data were
available.
As mentioned in Section 3.1.3, the shape parameter aects interpolation accu-
racy. Similar to the ndings in [137, 138], a larger c was observed to improve the
interpolation accuracy. As an example, polar plots of the scattered eld from the 10
mm notch for two incident angles are shown in Figure 12. The dotted, solid, and
dashed lines are the results extracted from estimated scattering matrices using shape
parameters of 1, 7, and 40, respectively. In terms of the overall prole, the dashed
line matches the best with the laser measured results shown by the + symbols,
particularly for the forward scattering lobes; however, there are negative values near
90◦ for the dashed pattern (c = 40) of Figure 12(b), which is physically impossible.
Therefore, the criterion used here is to choose the maximum possible c under the con-
straint that all the scattering values be positive. The upper bound of c is the value
that forces the inverse of the condition number of the matrix to be smaller than the
machine precision, which is not a factor here. Based on this criterion and restricting
c to integer values, it was selected as 35, 27, 7, and 39 for notch lengths of 1.6 mm,
5.4 mm, 10 mm, and 14 mm, respectively.
Other factors that may also aect the estimation results include possible small dif-
ferences in notch orientation between the two separate experiments, and determining
the exact location along the notch to calculate incident and scattered angles for each

































(b) −119◦ incident angle
Figure 12: Polar plots of scattering patterns showing the eect of varying the RBF
shape parameter on interpolation performance. Laser measurements are shown by the
+ symbols, and curves extracted from the estimated scattering matrices are shown
as the dotted lines (c = 1), the solid lines (c = 7), and the dashed lines (c = 40).
Waves are incident from (a) 121◦ and (b) −119◦.
3.6 Summary
This chapter has presented an eective approach for estimating Lamb wave scatter-
ing patterns using measurements from a sparse transducer array. The array signals
were preprocessed to compensate for the geometric spreading loss, dispersion loss and
transducer and bonding variations. The initial scattering values were then extracted
from the amplitudes of scattered wave packets and the MQ-RBF interpolation method
was performed to obtain the complete scattering matrix. The estimation results for a
notch originating from a through-hole were compared to laser measurements by gen-
erating multiple polar plots for a range of incident angles. It was observed that the
estimation results agreed reasonably well with the laser measurements, particularly
considering the limited amount of data available from the sparse array. Factors inu-
encing the estimation error such as the bandwidth of the excitation signal, parameters
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used in the MQ-RBF interpolation, and the array design were discussed.
The main contributions of this chapter include proposing and validating a method-
ology to obtain scattering patterns from an in situ sparse array, providing estimated
scattering matrices for notches of dierent lengths emanating from a through-hole for
the A0 Lamb wave mode, and presenting high angular resolution scattering patterns
for one notch as obtained from laser measurements. The demonstrated scattering
matrix estimation methodology has the potential to be used as part of a variety of
SHM methods based upon sparse arrays where the inherent lack of detail resulting
from the small number of measurements can be well-tolerated.
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CHAPTER IV
APPLICATIONS OF THE SCATTERING PATTERN
ESTIMATION METHODOLOGY
The estimation method introduced previously provides a reasonable quantication of
Lamb wave scattering. One of its applications to SHM is to characterize a defect
by directly evaluating the estimated scattering patterns. In [55], an experimentally
measured bulk wave scattering matrix was used to determine the shape, orientation,
and length of a 2-D crack-like defect. Similarly, the approximate length and orien-
tation of an unknown notch emanating from a hole could be obtained by comparing
the amplitude and directionality of its estimated scattering matrix to the calibrated
ones, such as those shown in Figure 9. In addition to the straightforward application,
the scattering pattern estimation method can also be used for a variety of other SHM
techniques based upon sparse arrays. This chapter describes two applications: the
rst uses estimated scattering patterns to aid in the design of sparse array geometries
and the second incorporates estimated scattering patterns with sparse array imaging
algorithms for improved defect characterization.
4.1 Sparse Array Design Based upon Scattering Pattern Esti-
mation
The sparse or spatially distributed transducer array oers a cost-eective solution for
rapid interrogation; therefore it is promising for widespread deployment. Because the
spatially distributed array uses a limited number of sensors, the design of such an
array is critical for its performance. Croxford et al. [45] used the scattering matrices
of holes and notches to calculate the worst-case SNR of dierent array congurations.
The worst SNR resulted from the geometry for which multiple transducer pair paths
53
were at or near nulls in the scattering matrix. Fromme [44] studied the scattering of
the A0 Lamb wave mode by directional defects through waveeld scanning and nite
element simulations and recommended that scattering information should be taken
into account when designing transducer arrays.
In this section, the scattering estimation methodology is used to evaluate the
performance of a specic guided wave transducer array in terms of its ability to
capture scattering information for a specic defect and incident wave type. Simulation
results of the performance of dierent array designs are presented.
4.1.1 Scattering Pattern Approach to Array Design and Analysis
Scattering pattern estimation consists of two steps: (1) obtaining initial scattering
values, and (2) interpolating them to estimate the scattering matrix. The initial scat-
tering values can be obtained by two approaches. The rst approach uses experimental
measurements from a specic transducer array as per the description in Chapter 3.
Another approach, which is introduced here, re-samples a known scattering matrix
of a specic defect based upon an assumed transducer array conguration. For each
transducer pair of the assumed transducer array, a scattering value is sampled from
the known scattering matrix indexed by its computed incident and scattered angles.
Figure 13(a) shows an example of the incident and scattered angles associate with
one transducer pair; i.e., transducer pair 1-2 . The corresponding sampled scattering
amplitude is indicated by the + sign in Figure 13(b), which shows the scattering
matrix of the A0 mode for a 10 mm horizontal notch obtained from FEM
1. For an
N -element array, the N(N − 1) transducer pairs result in N(N − 1) corresponding
scattering amplitudes. By varying the assumed array conguration, this approach can
be used to evaluate the ability of such an array to capture the scattering information
of a specic defect and furthermore provide guidance for array design.
1FEM data provided by Prof. Paul Fromme of University College London.
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(a) Incident and scattered angles associated
































(b) FEM results of the scattering matrix of
the A0 mode for a 10 mm horizontal notch
Figure 13: (a) Example showing the incident and scattered angles associated with
transducer pair 1-2. (b) The scattering matrix of the 100kHz, A0 mode for a 10mm
horizontal notch obtained from FEM. The + sign shows the sampled scattering
amplitude associate with the transducer pair.
After the initial scattering values are obtained from an assumed array congura-
tion, MQRBF interpolation is used to estimate the full 2D scattering matrix. The
estimation result is compared to the known matrix by computing the root mean





S̃ (θj)− S (θj)
]2
, (8)
where P is the number of points being used to the compute error and θj, j = 1, . . . , P
are those points. In this case, the RMS error was computed using all points in the
scattering matrix, i.e., P = 130, 321 (calculated for 361 × 361). S̃ (θj) is the inter-
polated scattering matrix based upon samples using one specic array conguration
and S (θj) is the known matrix obtained from FEM. As discussed in Chapter 3, the
shape parameter c plays a critical role on RBF interpolation accuracy. An exhaustive
search of the c ranging from 0 to the value decided by the ad-hoc criterion proposed in
Chapter 3 is used here to obtain the minimum RMS error for each array conguration.
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4.1.2 Analysis of Typical Array Congurations
Three six-transducer arrays with typical congurations are analyzed and their esti-
mated scattering matrices are compared to the known matrix by the RMS error of
Eq. 8. All of the arrays are assumed to work with the pitch-catch method as they
commonly do in the majority of sparse array SHM systems.
As Figure 14(a) shows, the rst array has evenly distributed transducers in angle
and one transducer pair placed broadside to the defect orientation. The initial scat-
tering data shown in Figure 14(b) indicate that such an array samples the scattering
matrix evenly except for the back-scattering regions due to the lack of pulse-echo
data. It also shows that this array captures the strong forward scattering well by
having a transducer pair at the broadside of the notch but does poorly at capturing
the weak scattering in line with the notch orientation. These observations are further
conrmed by its corresponding estimated scattering matrix shown in Figure 14(d).
The matrix was obtained using the optimal shape parameter c of 160 that gener-
ates the minimum RMS error of 0.0514. Figure 14(c) shows that the RMS error as a
functon of c ranging within [0,360], where 360 is the maximum angualr span of a scat-
tering matrix. For the range of c considered here, all values generate a non-negative
scattering matrix.
The second array, which is shown in Figure 15(a), has evenly distributed transduc-
ers in angle as well but one transducer pair placed in line with the defect orientation.
The initial scattering data shown in Figure 15(b) indicates that this array captures
the weak scattering well but does poorly with the strong scattering. Its RMS error
curve is shown in Figure 15(c), where the minimum error (0.0628) occurs when using
a shape parameter c of 90. However, any c > 4 generates negative scattering ma-
trices; therefore, the practical c for this array conguration is selected to be 4. The
corresponding estimated scattering matrix is shown in Figure 15(e) with a RMS error
of 0.1081.
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The last array shown in Figure 16(a) has more broadside transducer pairs. In-
tuitively, it might be considered to be a better design given that the orientation of
the defect is known. However, as shown in Figure 16(c), the overall level of the RMS
error is large with the minimum value being 0.1155, which is the largest of all three
arrays. As Figures 16(b) and 16(d) indicate, this array mostly captured the stronger
amplitude part of the scattering pattern, but it failed to capture any weak scattering.
4.1.3 Monte Carlo Simulation Results
A Monte Carlo simulation was performed to randomly vary the array conguration in
terms of the angular locations of the transducers relative to the scatterer with the goal
of obtaining some general insights about array design. The simulation was performed
using a six-element circular array with a radius of 100 mm interrogating a 10 mm
horizontal notch. The angles between the six transducers and the scatterer were
drawn from a uniform distribution in the interval of [180◦,+180◦); congurations
with transducers too close together were discarded. The known scattering matrix
was resampled as per the array conguration; the samples were interpolated and the
estimated scattering matrix was compared to the known matrix using the RMS error.
The total number of trials performed was 10,000.
Figure 17 shows three good array congurations obtained from simulation. The
value of RMS error is 0.0456 for array #4, 0.0450 for array #5, and 0.0424 for array
#6. From the analysis of the three typical array congurations and the results of the
Monte Carlo simulation, a good array design is shown to capture both strong and weak
scattering information. For a transducer array working in strictly pitch-catch mode,
it is not possible to obtain the directly backscattered information from the array
measurements (i.e., the pulse-echo data). However, capturing both of the forward
and backscattered regions is still possible by placing transducer pairs relatively close
together, which is another factor that was observed from the good array design.
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(b) Initial scattering data samples















































(d) Estimated scattering matrix (c = 160)
Figure 14: Analysis of the typical array conguration #1. (a) Array conguration.
(b) Initial scattering data samples. (c) RMS error of the estimation as a function of
the shape parameter. (d) The nal estimated scattering matrix with c = 160.
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(b) Initial scattering data samples


















































































(e) Estimated scattering matrix (c = 4)
Figure 15: Analysis of the typical array conguration #2. (a) Array conguration.
(b) Initial scattering data samples. (c) RMS error of the estimation as a function of
the shape parameter. (d) The nal estimated scattering matrix with c = 90. (e) The
nal estimated scattering matrix with c = 4.
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(b) Initial scattering data samples

















































(d) Estimated scattering matrix (c = 100)
Figure 16: Analysis of the typical array conguration #3. (a) Array conguration.
(b) Initial scattering data samples. (c) RMS error of the estimation as a function of
the shape parameter. (d) The nal estimated scattering matrix with c = 100.
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(b) Estimated scattering matrix #4








































(d) Estimated scattering matrix #5








































(f) Estimated scattering matrix #6
Figure 17: Array congurations from the results of the Monte Carlo simulation. The
left column shows array designs and the right shows estimated scattering matrices.
The RMS error is 0.0456 for array #4, 0.0450 for array #5, and 0.0424 for array #6.
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4.2 Sparse Array Imaging with Estimated Scattering Patterns
Scattering matrices can also be incorporated into dierent guided wave SHM algo-
rithms to improve detection and characterization performance. One example is to
include them as part of an overall propagation model to enhance detection using
a maximum likelihood-based approach [144]. Another promising approach is to in-
corporate scattering matrices with sparse array imaging algorithms to improve the
performance of SHM systems for defect characterization [15]. The following section
reviews two Lamb wave sparse array imaging algorithms and demonstrates the ef-
cacy of using the previously estimated scattering patterns with the MV imaging
method for damage characterization.
4.2.1 Experimental Setup
An aluminum plate specimen with dimensions of 292 mm × 610 mm × 3.18 mm
was used to mimic an actual part in realistic engineering structures. As shown in
Figure 18, the plate was instrumented with an array of six piezoelectric transducers
attached using two-component epoxy. The transducers were fabricated from 7 mm
diameter, 300 kHz, radial mode PZT discs. An NI PXI-5412 waveform generator
was programmed to apply a 50-to-500 kHz linear chirp excitation to the transducers,
and an NI PXI-2593 multiplexer was used to switch the 15 unique transmit-receive
pairs. The signals were digitized with an NI PXI-5122 14-bit digitizer at a sampling
frequency of 20 MHz. Fifty waveforms were averaged for each acquisition and the
nal output was ltered to obtain the equivalent response to a 3-cycle, 100 kHz,
tone burst [35] for which the A0 mode was dominant. A 5.1 mm diameter through-
thickness hole was drilled to simulate a fastener hole and a set of reference data was
recorded. A notch was then cut from the hole at an orientation of −50◦ and two more
sets of data were recorded for dierent notch sizes as summarized in Table 1.
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Figure 18: Small aluminum plate specimen instrumented with an array of six trans-
ducers. Close-up images are shown of the 4 mm and 8 mm notches.
Table 1: Summary of data sets acquired
Data Set Description
1 5.1 mm diameter through-thickness hole
2 4 mm notch
3 8 mm notch
63
4.2.2 Analysis Methodology
4.2.2.1 Sparse Array Imaging Methods
The two sparse array imaging methods described here are conventional delay-and-
sum (DAS) imaging and minimum variance (MV) imaging. Both algorithms use
dierenced signals after baseline subtraction, and readers are referred to the literature
for detailed descriptions of these imaging methods [12, 18, 42, 145]. Both DAS and
MV images generated using a sparse array should be interpreted as detection and
localization maps since the small number of spatially distributed elements are not
able to image the details of a scatterer in the same manner as a true phased array.
The DAS method requires little a priori information, and, as its name suggests,
shifts the array signals in time and sums them. For transducer pair i, if a scatterer





where dixy is the total distance of Lamb wave propagation from the transmitter to
the receiver by way of the scatterer, and cg is the group velocity. The image value at









where ri (t) is the dierenced (or residual) signal for transducer pair i and wixy is a
weighting coecient that is specic to both the transducer pair and the pixel location.




where H denotes the Hermitian transpose operation, wxy is a vector of weighting
coecients, and Rxy is a singular autocorrelation matrix dened as Rxy = rxyr
H
xy.
rxy is a vector containing all ri (t− txy) values for pixel location (x, y). Because the
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DAS method as used here does not use any a priori information about potential
scatterers, each element of the weighting coecient vector wxy is assigned a constant
value, typically one or 1/M .
While DAS imaging is capable of performing reasonably well for damage detection
and localization, the resulting images frequently contain large artifacts and provide
little or no information about damage characteristics. Adaptive imaging methods, on
the other hand, are able to achieve better performance than DAS imaging and also
have the potential to characterize damage if a priori knowledge is incorporated. One
example is the MV sparse array imaging method [12]. Rather than using constant




wHxyRxywxy, such that w
H
xyexy = 1, (12)
where exy is a unit norm vector called the steering vector and has elements pro-
portional to expected scattered amplitudes. By incorporating Sixy, the scattering





· · · SMxy√
d×Mxy
T (13)
where d×ixy is the product of the propagation distance from transmitter to pixel lo-
cation (x, y) and the propagation distance from pixel location (x, y) to receiver for
transducer pair i. With such a steering vector, Eq. (12) can be interpreted as mini-
mizing each pixel value while preserving the pixel values that correspond to expected
scattering behavior.








where the −1 denotes the matrix inverse. Because Rxy is a singular matrix, its
inversion is regularized through diagonal loading. Another advantage of applying
diagonal loading is that it can increase the robustness of the MV imaging method to
errors in the steering vector.
4.2.2.2 Scattering Matrix Estimation and Rotation
Using appropriate scattering information is critical to the performance of MV imaging.
The estimation method described in Chapter 3 provides a feasible way to obtain
reasonable far eld scattering behavior of Lamb waves. Scattering matrices for two
notches of dierent lengths at an orientation of −50◦ emanating from a 5 mm diameter
through-hole are presented here and subsequently used for imaging. These scattering
matrices are for the 100 kHz, 3-cycle A0 Lamb wave mode and both of them were
generated by rotating the scattering matrices obtained from a separate experiment
using the estimation methodology described in Chapter 3. The matrix rotation allows
a new scattering matrix to be obtained for the same scatterer but at a dierent
orientation from that of a known one and is
Snew (θ) = Sknown (θ + [∆ψ,∆ψ]) , (15)
where ∆ψ = ψnew − ψknown is the angular dierence between scatterer orientations.
As shown in Figures 19(a) and 19(b), both matrices demonstrate the expected highly
directional scattering behavior of the notches. The two high-value regions along the
main diagonal quanties forward scattering behavior to the notch, i.e., a scattered
wave propagating in the same direction as the incident wave. Direct backscattering,
which are the other two high-value regions , corresponds to the incident and scattered
angles diering by 180◦. As the length of notch increases from 4 mm to 8 mm, the
extents of both the forward and back scattering lobes increase, and the backscattered

































































(b) 8 mm notch
Figure 19: Scattering matrices for the 100 kHz, 3 cycle A0 mode describing the far-
eld scattering from: (a) a 4 mm through-thickness notch; and (b) a 8 mm through-
thickness notch. Both matrices are estimated results obtained from a separate exper-
iment, where both notches originate from a 5 mm diameter through-hole at a −50◦
orientation.
4.2.3 Results
4.2.3.1 Sparse array imaging results
Both the DAS and MV images of the two notches are shown in Figure 20. These
images clearly demonstrate that the MV imaging algorithm signicantly reduces arti-
facts and improves detection and localization performance as compared to the simpler
DAS method. Figures 20(c) and 20(e) are both the MV images of the 4 mm notch
but using scattering matrices of two dierent notch lengths. Although both of them
indicate the defect correctly, the peak amplitude of Figure 20(c), which uses the scat-
tering matrix of a 4 mm notch that matches the real defect size, is larger than that of
Figure 20(e), which uses the scattering matrix of an 8 mm notch. The same results
can also be observed by comparing the two MV images of the 8 mm notch shown in
Figures 20(d) and 20(f). Such peak amplitude dierences indicate that the scattering
























































(c) MV image of the 4 mm notch using the


















(d) MV image of the 8 mm notch using the


















(e) MV image of the 4 mm notch using the


















(f) MV image of the 8 mm notch using the
scattering matrix of an 8 mm notch
Figure 20: DAS and MV images for the two notches originating from a through-hole.
DAS results are shown in the top row (a and b). MV images using the scattering
matrix of a 4 mm notch are shown in the middle row (c and d). MV images using
the scattering matrix of an 8 mm notch are shown in the middle row (e and f). Each
image is shown on a 10 dB color scale normalized to its maximum amplitude.
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4.2.3.2 Orientation curves
The images of Figure 20 conrm the potential of incorporating proper scattering
information for improved crack detection if the crack orientation is known. If the
orientation information is not known, an extended method is to generate multiple
MV images with scattering matrices corresponding to assumed scatterer orientations
ranging from −180◦ to +180◦ (here with a 1◦ increment) and then plot the maximum
amplitude of each image as a function of orientation [15]. This plot of amplitude
versus assumed defect orientation is referred to here as an orientation curve. It
is more ecient to generate this curve using a small region around the scatterer
location, which could be determined to encompass a known high-stress hot spot.
Alternatively, a reduced monitoring area could be dened after preliminary detection
with either DAS imaging or MV imaging with a uniform scattering matrix.
Figure 21(a) shows the orientation curve for the 4 mm notch generated using the
scattering matrix of a 4 mm notch and an 80 mm × 80 mm monitoring area centered
on the hole. The two peaks in the gure clearly indicate that the notch is highly
directional, and the largest peak is located at −55◦, which is a reasonable estimate of
the true orientation of −50◦. There is a second, smaller peak at about 128◦, which is
approximately 180◦ from the main peak and is present because the scattering matrices
for a notch on one side of the hole versus the other are very similar. The result for the
8 mm notch is shown in Figure 21(b), where its orientation curve was generated using
the scattering matrix of an 8 mm notch and an 80 mm × 80 mm monitoring area
centered on the hole. Similar to Figure 21(a), the two peaks are about 180◦ apart,
where the larger one is at −53◦ and the smaller one is at 129◦. Orientation curves
with double peaks separated by about 180◦ are characteristic signatures of notch (or
any linear scatterer).
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(a) 4 mm notch


































(b) 8 mm notch
Figure 21: Orientation curves for two notches of dierent lengths: (a) the 4 mm
notch using the scattering matrix of a 4 mm notch; and (b) the 8 mm notch using
the scattering matrix of an 8 mm notch.
4.3 Summary
This chapter has described two applications of the scattering pattern estimation
methodology. This rst one uses it to evaluate the ability of a transducer array
conguration to capture scattering information for a specic defect. Three typical
array congurations were analyzed and a Monte Carlo simulation was performed to
provide some guidance for the design of sparse transducer array congurations. One
nding is that it is critical for an array to obtain information for both strong and
weak parts of the scattering pattern for directional scatterers, such as cracks, to be
able to estimate the total scattering matrices. Another observation from a sparse
transducer array working in pitch-catch mode is that a trade-o exists between plac-
ing transducers close together to obtain direct backscattering versus further part to
obtain a wider range of interrogation angles.
The second application is to incorporate the scattering matrices obtained from
estimation with Lamb wave sparse array imaging methods for defect monitoring.
Scattering matrices of notches of dierent lengths at one orientation estimated from
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one plate are shown to be useful for the detection, localization, and characterization of
similar notches at a dierent orientation in another plate. The orientation information
of notches was obtained from orientation curves generated using the MV imaging
with rotated scattering matrices. A characteristic signature of the orientation curves
of notches (or any linear scatterer) is having two peaks separated by 180◦, which can
be used to discriminate them from other scatterers.
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CHAPTER V
LOAD-ENHANCED METHODS FOR THE IN SITU
DETECTION, LOCALIZATION, AND
CHARACTERIZATION OF SCATTERERS
The sparse array imaging methods introduced previously are extended in this chap-
ter to structures with complex geometries for the detection, localization, and char-
acterization of fatigue cracks. A series of fatigue tests were conducted on aluminum
plate specimens with increasing geometric complexity and Lamb wave signals were
recorded at dierent loads and at various number of cycles throughout fatiguing. A
baseline-free load-dierential DAS imaging method is used rst for fatigue crack
detection and localization. Then, load dierential features are extracted from these
images that capture the eects of loading as cracks are opened. Damage detection
thresholds are adaptively set based upon the load-dierential behavior of two fea-
tures, which further enables implementation of an automated fatigue crack detection
process. Based on the detection from the load dierential DAS images as well as the
features, corresponding load-dierential MV images are generated by incorporating
assumed scattering patterns obtained from estimation results described in Chapter
3. Discrimination of cracks from several types of benign scatterers is accomplished
by identifying characteristic patterns in the orientation curves. Large portions of this
chapter have been reported in [1, 23, 25].
5.1 Analysis Methodology
The methodology applied here for data analysis is almost the same as that of Chap-
ter 4.2 except for calculating the residual signals used in Eq. 10. Instead of subtracting
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baseline signals (recorded when the plate is assumed to have no damage) from cur-
rent signals of interests (which were recorded after damage is introduced), the residual
signals here are obtained from subtracting signals at the same damage state but a
dierent load, i.e., the residuals are load-dierential signals. The DAS and MV imag-
ing algorithms using these load-dierential signals are referred to as load-dierential
DAS imaging and load-dierential MV imaging, respectively.
5.2 Fatigue Test #1: Simple Plate
5.2.1 Experimental Setup
Fatigue cracks were initiated and grown in a 6061-T6 aluminum alloy plate of dimen-
sions 305 mm × 610 mm × 3.18 mm. As can be seen in Figure 22, an array of six
piezoelectric transducers was axed to one side of the plate using two-component
epoxy, and each transducer was further backed with a bubble-lled epoxy protection
layer. The surface-mounted transducers were fabricated from 300 kHz, radial mode
PZT discs (7 mm in diameter and 0.5 mm thick).
The aluminum specimen was then mounted in a servo-hydraulic test machine run-
ning in load control mode. A NI PXI-5412 waveform generator was used to generate
a linear chirp excitation sweeping from 50 to 500 kHz with a duration of 0.2 ms. A
Panametrics 5072PR pulser-receiver was used to amplify the received signals, and
a custom multiplexer switched between the 15 unique transmit-receive pairs. The
received signals were then digitized by a NI PXIe-5122 14-bit digitizer at a sampling
frequency of 20 MHz. For each acquisition, 20 waveforms were averaged to improve
the signal-to-noise ratio.
The broadband chirp excitation resulted in multiple Lamb wave modes propagat-
ing in the plate. Received signals were ltered to yield the equivalent narrow-band
tone burst response as described in [35]. A 3-cycle Hanning windowed tone burst
response centered at 100 kHz was selected because of the purity of the A0 mode and
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its sensitivity to through-thickness cracks.
Prior to fatiguing the specimen, a set of reference signals was recorded from the
pristine sample. A through-hole measuring 5.1 mm in diameter was then drilled in
the center of the plate, and a small starter notch was introduced on the left side of
the hole as a site for crack initiation. The plate was fatigued with a 3 Hz sinusoidal
tension-tension load prole ranging from 16.5 to 165 MPa. Fatiguing was periodically
paused and ultrasonic data were recorded as a function of applied static tensile load
from 0 to 115 MPa in steps of 11.5 MPa, which corresponds to 0% to 100% load with
a 10% load step (11 loading conditions for each data set). Fatiguing was continued
until the largest crack was about 25 mm in length, and a total of 14 data sets were
recorded. Fatigue cycles and observations of the cracks, which were measured using
a caliper, are summarized in Table 2 for each data set, and photographs of the cracks
after data sets 7, 10 and 14 are shown in Figure 22.
Figure 22: Aluminum plate specimen with attached transducers (numbered 1 through
6) of fatigue test #1 mounted in the MTS machine prior to fatiguing (left), and
photographs of fatigue cracks corresponding to data sets 7, 10 and 14 (right).
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Table 2: Summary of data sets acquired from fatigue test #1 : simple plate
Data Set Fatigue Cycles
Notes/Crack Length at Surface (mm)
Left Right
1 0 Baseline, no hole, no notch
2 0 5.1 mm diameter hole drilled
3 0 Starter notch cut (left, front of hole)
4 5,000 No visible cracks
5 8,000 1.6 ----
6 10,000 3.6 ----
7 12,500 5.4 ----
8 15,500 7.7 ----
9 17,000 9.9 ----
10 18,500 13.4 4.7
11 19,500 16.8 8.4
12 20,000 19.5 11.5
13 20,400 22.7 15.6
14 20,600 25.2 18.8
(Orientation relative to side with transducers)
5.2.2 DAS Imaging with Damage-Free Reference Signals
The previously-described DAS imaging algorithm was rst applied to residual signals
computed from damage-free reference signals. Consider images constructed from data
set 2 (current signals) and data set 1 (damage-free reference signals), between which
the only dierence is the drilling of a center through-hole. Figure 23 shows three
images that were generated from current signals and reference signals recorded under
identical loads. These and subsequent gures were created with a pixel resolution of
4 mm. Under the matched loads of 0%, 50% and 100%, the three images are almost
identical because the static load has minimal eects on the through-hole.
The results are much dierent when the imaging algorithm was applied to the same




































(c) DAS image of the hole
at 100%/100% load
Figure 23: DAS images generated between data set 1 (baseline signals) and data set
2 (current signals, after hole drilled) of fatigue test #1 under matched loads. (a) 0
MPa (0% load), (b) 57.5 MPa (50% load), and (c) 115 MPa (100% load). All three



































(c) DAS image of the hole
at 0%/100% load
Figure 24: DAS images generated between data set 1 (baseline signals) and data set
2 (current signals, after hole drilled) of fatigue test #1 under mismatched loads. All
three images are shown on a 10 dB color scale normalized to their maximum ampli-
tudes. (a) 0/23 MPa (0/20% load), max amplitude of −13 dB. (b) 0/69 MPa (0/60%
load), max amplitude of −12 dB. (c) 0/115 MPa (0/100% load), max amplitude of
−8 dB.
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between data sets 1 and 2, where the reference signals were recorded under zero load
and the current signals were recorded under 20%, 60% and 100% loads. Although a
20% load mismatch exists for Figure 24(a), the image is not signicantly degraded
from those of Figure 23, and the center hole is clearly observed. However, the image
with a 60% load mismatch is obviously degraded as Figure 24(b) shows with the
largest amplitude features in the image being artifacts near the plate edges. The
image of Figure 24(c) with a 100% load mismatch is degraded to a degree that the
hole is no longer detectable.
Image degradation under mismatched loads can be explained by the eects of
applied loads on Lamb wave propagation. Two primary eects are wave speed changes
as a result of the acoustoelastic eect and specimen dimension changes [114]. Both
of these changes perturb the TOA of individual echoes, and thus result in signicant
residual signals from baseline subtractions regardless of whether damage has also been
introduced.
Now consider images obtained from data set 7 (current signals) and data set 3
(reference signals), where the primary dierence between the two data sets is a 5.4 mm
long single crack. Unlike Figure 23, which illustrates that matched applied loads have
only very small eects on the through-hole, Figure 25 shows much more signicant
eects that applied loads can have on a fatigue crack. As shown in Figure 25(a), the
crack is not detectable under zero load because it is still tightly closed. By increasing
the applied load, clear crack detection is obtained as the crack opens. Figure 25(b)
is generated under 50% load and Figure 25(c) is generated under 100% load, and it
is obvious that higher loads open the crack more completely and thus the images are
improved.
Figure 26 shows images from data set 3 and data set 7 under mismatched loads
where current signals were all recorded under 0% load but reference signals were
recorded under 20%, 60% and 100% loads. The crack is closed under zero load and
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thus the Lamb waves propagate through it with almost no measurable eect. This
situation produces images that are equivalent to those that would be obtained if
there were no damage and thus illustrate the eects of applied loads only. These
images show that the mismatched loads generate stronger artifacts around the image
edges; however, the maximum residual signal energy from these artifacts, as shown
in Figure 26(c) for the greatest load mismatch, is about 2 dB less than that from the
opened crack shown in Figure 25(c).
Figure 27 shows the images of data set 3 and date set 7 under mismatched loads
where current signals were recorded under 100% load and reference signals were
recorded under 0%, 40% and 80% loads. As shown in Figures 27(a) and 27(b),
the crack is not clearly detected when the loads are signicantly mismatched even
though it is fully opened. The image of Figure 27(c), which has only a 20% load
mismatch, clearly shows the crack and is not signicantly degraded from Figure 25(c).
These results, along with the image of Figure 24(a) for the hole, indicate that load



































(c) DAS image of the crack
at 100%/100% load
Figure 25: DAS images generated between data set 3 (baseline signals) and data set
7 (current signals, 5.4 mm long fatigue crack) of fatigue test #1 under matched loads.
(a) 0 MPa (0% load), (b) 57.5 MPa (50% load), and (c) 115 MPa (100% load). All




































(c) DAS image of the crack
at 100%/0% load
Figure 26: DAS images generated between data set 3 (baseline signals) and data set
7 (current signals, 5.4 mm long fatigue crack) of fatigue test #1 under mismatched
loads. All three images are shown on a 10 dB color scale normalized to their maxi-
mum amplitudes. (a) 23/0 MPa (20/0% load), max amplitude of −14 dB. (b) 69/0
MPa (60/0% load), max amplitude of −12 dB. (c) 115/0 MPa (100/0% load), max



































(c) DAS image of the crack
at 80%/100% load
Figure 27: DAS images generated between data set 3 (baseline signals) and data set
7 (current signals, 5.4 mm long fatigue crack) of fatigue test #1 under mismatched
loads. All three images are shown on a 10 dB color scale normalized to the maximum
amplitude of each image. (a) 0/115 MPa (0/100% load), max amplitude of −5 dB.
(b) 46/115 MPa (40/100% load), max amplitude of −6 dB. (c) 92/115 MPa (80/100%
load), max amplitude of −6 dB.
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5.2.3 Crack Detection Using Load-Dierential DAS Imaging
The results of Section 5.2.2 motivate an alternative approach for fatigue crack detec-
tion and localization  load-dierential imaging. For this method, signals recorded
under one load are referred to the reference signals and the signals recorded at the
same damage state but under a slightly increased tensile load are called the current
signals. Dierences between the signals are thus caused by a combination of crack
opening eects and load eects. Figures 24(a) and 27(c) indicate that a 20% load
dierence (or less) will not adversely aect imaging of damage. To minimize artifacts
resulting from loads while maintaining detection, a 10% load dierence is consid-
ered. The reference signal loads start from 0% and end at 90% with a increment of
10%, and the current signal loads range from 10% to 100% accordingly; a total of 10
dierential-load pairs are thus considered for each data set.
5.2.3.1 Pair-wise load-dierential signals
Figure 28 shows received signals at 11 loads from two transducer pairs of data set
10, where two cracks are present. Signals for each transducer pair are normalized by
the peak amplitude of the rst arrival at 0% load, where cracks are assumed to be
less opened or possibly even closed. Figure 28(a) shows signals from transducer pair
25 (i.e., transmitting on 2 and receiving on 5), where the incident wave is broadside
to the cracks and the received signals are thus strongly aected by opening of the
cracks with load. An abrupt amplitude drop occurs between 0% and 10% load within
the time window of the rst arrival (between 80 and 110 ms). The signals amplitude
continues to decrease as loads increase and further open the cracks. Figure 28(b)
shows signals from the transducer pair 13, where the direct path does not go through
the cracked area and thus received signals are less aected by the cracks. The signal
amplitude and shape change with load between 90 and 120 ms, which corresponds to
the propagation path from the transmitter to the cracks to the receiver.
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Figure 28: Signals recorded from data set 10 of fatigue test #1 at 11 loads ranging
from 0 to 115 MPa (0 to 100%). (a) Transducer pair 25, and (b) transducer pair
13.
Figure 29 shows waterfall plots of the ten load-dierential signals for transducer
pairs 25 and 13, where signals are normalized as previously described prior to
subtraction. Figure 29(a) shows more clearly that the larger crack on one side of the
hole opens up at 10% load and blocks the transmitting guided wave, resulting in the
large amplitude change of the rst arrival. At about 70% load the smaller crack on
the other side opens up and decreases the signal amplitude further. For Figure 29(b),
the residual signals correspond to guided waves reected from the crack site. Similar
eects can be observed as one crack opens at lower load and another crack opens at
higher load.
5.2.3.2 Crack detection using load-dierential DAS images
Load-dierential signals such as shown in Figure 29 can be used as the dierenced
signals in Eq. 10 to generate ten load-dierential images for each data set, which
correspond to dierential loads ranging from 010% to 90100%. Figure 30 is the
image collage constructed from all 14 data sets recorded from the fatigue test where
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(a) Transducer pair 25



























(b) Transducer pair 13
Figure 29: Dierential signals from data set 10 of fatigue test #1 at ten dierential
loads (010%, 1020%, . . . , 90100%). (a) Transducer pair 25, and (b) transducer
pair 13.
all images are shown on the same 30 dB color scale. The 40 images from the rst
four data sets are very similar because there are no cracks even though there are
signicant changes to the specimen (i.e., introduction of the drilled hole and starter
notch). The rst crack is barely seen at 40% load from the images of data set 6, and
is clearly visible by data set 7. From data set 7 to 9, images that show the crack
appear at progressively lower loads, which is consistent with the crack growing as
fatiguing continues and thus becoming easier to open at lower loads. For data set
10, the crack on one side of the hole starts to open at very low loads (010% load),
whereas the crack on the other side of the hole opens up at higher loads (5060%
load); both cracks are completely opened at 90% load. Images from data sets 11
through 14 continue to show that the cracks become easier to open at low loads as
both cracks keep growing. By data set 14 both cracks are very large, but there is still
some evidence that they are not opening simultaneously.
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Figure 30: Load-dierential DAS images from data sets 114 of fatigue test #1 plotted
on a xed 30 dB scale (−20 dB to 10 dB).
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5.2.4 Crack Localization Using Load-Dierential DAS Imaging
The load-dierential images also suggest that it may be possible to discriminate be-
tween the two cracks on either side of the hole. For example, Figure 31 shows three
images from data set 12 under dierential loads of 20-30%, 30-40%, and 60-70%. For
this data set, the crack on the left side of the hole is 19.5 mm in length, whereas the
one on the right side is 11.5 mm. At lower loads, the larger crack opens rst, and
Figure 31(a) shows the indication on the left side of the hole as the load changes from
20% to 30%. When the load further increases from 30% to 40%, there are indications
in the image on both sides of the hole as can be seen in Figure 31(b), presumably
corresponding to the left crack becoming fully opened and the right crack starting to
open. Finally, as can be seen in Figure 31(c), the indication in the image is completely
on the right side of the hole as the load increases from 60% to 70% and the right crack
becomes fully opened. Given the generally low resolution of delay-and-sum images
generated from a sparse array, it is not a realistic expectation to track the spatial
location of an opening crack tip. However, as shown here for the situation where
specic cracks are opening individually, the resolution is adequate to obtain some


































Figure 31: Load-dierentia DAS images generated from data set 12. (a) 2334.5 MPa
(2030% load), (b) 34.546 MPa (3040% load), and (c) 6980.5 MPa (6070% load).
All three images are shown on the same 10 dB color scale (−17 dB to −7 dB).
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5.2.5 Features Extracted from Load-Dierential Images for Automated
Crack Detection
5.2.5.1 Loading eects at maximum load level
After generating the load-dierential images, several features are examined for auto-
mated detection of cracks. It is assumed that as the load increases above a certain
level, all fatigue cracks are fully opened. Under this assumption, the load-dierential
signals at the maximum load level (90% to 100%) reect only the loading eects, not
any crack opening eects. Figure 32(a) shows the load-dierential signals at maxi-
mum load level for all of the 14 data sets from transducer pair 1-2 (i.e., transmitting
on 1 and receiving on 2), where the direct path does not go through the cracked area
and thus the signals are less aected by the cracks. Figure 32(b) shows the load-
dierential signals from transducer pair 2-5, where the direct path does go through
the cracks and thus the signals are most aected by the cracks. It is clear in both
cases that the load-dierential signals at maximum load level are similar in both am-
plitude and shape for all data sets, and are thus likely to be minimally aected by
cracks.
Evaluation of load-dierential images instead of individual load-dierential sig-
nals is advantageous because information from all transducer pairs is automatically
incorporated. Similar to the situation for load-dierential signals, it is assumed that
the load-dierential images generated at the maximum dierential load levels are also
minimally aected by cracks. The small amplitude artifacts in the images (right-most
column of Figure 30) are thus assumed to be caused by load eects, which can be
further conrmed by comparison to all of the images from data set 4 (fourth row
of Figure 30), which correspond to the damage-free plate. The last load-dierential
image is used as a reference for the other images from the same data set (i.e., the
same damage state) to detect fatigue crack(s).
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(a) Transducer pair 12




























(b) Transducer pair 25
Figure 32: Load-dierential signals at the maximum dierential load levels (90%
to 100%) for data sets 114 of fatigue test #1. (a) Transducer pair 1-2, and (b)
transducer pair 2-5.
5.2.5.2 Total energy feature
The rst feature used in this study tracks the energy of the load-dierential images as






where k is the kth load-dierential image of each data set (k = 1, . . . , K) and K is
the number of dierential loading cases; in our case K = 10. The variable eki is the
energy of the ith pixel of the kth image.
The total energy from each dierential image is then normalized to that of the


















This feature is used to decide if fatigue cracks are present for the data set of interest.
Figure 33(a) is the plot of normalized total energy vs. dierential loading for data
sets 4, 8 and 12. As expected, it clearly shows that load-dierential images with crack
opening eects have much higher energy values than those with only loading eects.
As suggested by Figure 30, if the total energy from the last-dierential image of each
data set is used as a threshold, all images with the crack opening eects should be
detected as damaged. To further simplify the auto-detection process, the mean of
the normalized total energy for each data set is plotted in a bar chart as shown in
Figure 33(b). Values above 0 dB indicate existence of fatigue crack(s), and correlate
well to a visual analysis.
5.2.5.3 2-D correlation coecient feature
The next feature considered compares the pattern of each image to that of the last
one, which is based upon the maximum loads. The 2-D correlation coecient is used

































(a) Normalized total energy





































(b) Automated crack detection
Figure 33: Results of crack detection from the total energy feature. (a) Normalized
total energy vs. dierential loading for data sets 4, 8 and 12. (b) Automated crack
detection from the mean of the normalized total energy.
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to determine the similarity of the images [146]. In contrast to the energy feature, this
method is not dependent upon the overall image intensity but tracks the changes in
the pattern of the load-dierential images. As Figure 30 shows, the pattern dierences
are obvious between the set of images that include crack opening eects and those
that reect only loading eects. Thus, the correlation coecient between an image
and the last image in the sequence for each data set is evaluated as a damage-sensitive
























and N is the number of pixels in the image.
The 2-D correlation coecients from data sets 4, 8 and 12 are plotted in Fig-
ure 34(a). Negative coecients indicate signicant dierences between image pat-
terns, which are further evidences that these images may indicate the presence of
fatigue cracks. The minimum correlation coecient is selected for each data set and
plotted in a bar chart as shown in Figure 34(b). Negative values indicate the possible
existence of fatigue cracks and are in excellent agreement with visual interpretation
of all images (such as are shown in Figure 30).
As shown in Figures 33(b) and 34(b), both features are shown to successfully
indicate the presence of fatigue crack(s). While the energy feature shows a near-
monotonic increasing trend with the number of cracks and their lengths, the 2-D
correlation coecient feature provides a more pronounced and somewhat earlier in-
dication of the onset of cracking. Additional data from more samples is needed to
further validate the ecacy of both features.
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(a) 2-D correlation coecients

































(b) Automated crack detection
Figure 34: Results of crack detection from the 2-D correlation coecient feature.
(a) 2-D correlation coecient vs. dierential loads for data sets 4, 8 and 12. (b)
Automated crack detection from the minimum 2-D correlation coecients.
5.2.6 Crack Characterization Using Load-Dierential MV Imaging
The results in Section 4.2 demonstrate that using appropriate scattering information
is critical to the performance of MV imaging and that the orientation curves generated
from MV images for notches are shown to have characteristic signatures, which could
be further used for defect discrimination. This idea is extended to the load-dierential
signals for the characterization of fatigue cracks in this section.
Figure 35(a) shows the scattering matrix of a 4 mm notch at an orientation of
180◦ emanating from a 5 mm diameter through-hole for the 3-cycle, 100 kHz A0
mode. This matrix is actually a rotated version of Figure 19(a), which was obtained
from the scattering matrix estimation method. Clearly, it demonstrates the expected
highly directional scattering behavior of the notch. In contrast, Figure 35(b) shows a
completely uniform scattering matrix, which describes the scattering behavior of an
ideal omnidirectional scatterer.
The sparse array imaging algorithms described previously were applied to the 5.1
mm diameter through-hole data. The dierenced signals used in Eq. 10 were obtained
by subtracting dataset 1 (baseline) from dataset 2 (drilled hole). Figure 36(a) shows
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the DAS image of the hole under zero load. The image clearly indicates the existence
of the hole and its location. Figure 36(c) shows the MV image of the hole under
zero load using the uniform scattering matrix. Because of its geometric symmetry,
the hole is similar to an omnidirectional scatterer for the 100 kHz A0 mode, and
incorporating the assumed uniform scattering information is shown to provide an
improvement in image quality. Figure 36(e) shows the MV image of the hole under
zero load using the scattering matrix of a 4 mm notch at a 180◦ orientation (horizontal,
left side of the hole). Compared to Figure 36(c), the image quality of Figure 36(e) is
signicantly deteriorated; not only is the amplitude at the hole location much smaller
but the amplitudes of artifacts around the edges surpass that of the center hole.
This comparison conrms that the hole is better detected and localized by using the
uniform scattering matrix that approximately matches its actual scattering than the
mismatched notch scattering matrix. Although these results are shown at zero load,
they are not signicantly dierent if other (matched) loads are used since the hole
































































(b) a uniform scatterer
Figure 35: (a) An estimated scattering matrix of a 4 mm notch originate from a 5
mm diameter through-hole at a 180◦ orientation for the 100 kHz, 3 cycle A0 mode.


































































(d) load-dierential MV image of the crack
















(e) MV image of the hole using the
















(f) load-dierential MV image of the crack
using the scattering matrix of a 4 mm notch
Figure 36: DAS and MV images of the 5.1 mm through-hole at zero load and the
5.4 mm crack using 3040% load-dierential signals. (a) DAS image of the hole; (b)
load-dierential DAS image of the crack; (c) MV image of the hole using the uniform
scattering matrix; (d) load-dierential MV image of the crack using the uniform
scattering matrix; (e) MV image of the hole using the scattering matrix of a 4 mm
notch; (f) load-dierential MV image of the crack using the scattering matrix of a 4
mm notch.
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Figures 36(b), 36(d), and 36(f) were generated using the 3040% load-dierential
signals of dataset 7 (a single 5.4 mm crack). The load-dierential DAS image of the
crack is shown in Figure 36(b). By using the uniform scattering matrix, the load-
dierential MV image shown in Figure 36(d) is degraded compared to Figure 36(b)
in terms of larger artifacts although the spot size is reduced. However, as shown in
Figure 36(f), the load-dierential MV image using the scattering matrix of a 4 mm
horizontal notch at 180◦ orientation is signicantly improved over the other two in
terms of detection with minimal artifacts. The selection of the 180◦ orientation was
based upon the loading direction and is a reasonable approximation of the real crack
orientation, which was measured to be about 170◦. A comparison of Figures 36(d)
and 36(f) indicates that the scattering characteristics of the crack match those of a
notch (highly directional) much better than those of an omnidirectional scatterer.
Figure 36 conrms the potential of incorporating proper scattering information
for crack characterization and defect discrimination if the crack orientation is known.
If the orientation information is not known, the orientation curves dened previously
can be used. Figure 37(a) is the orientation curve for the hole under zero load using
an 80 mm × 80 mm monitoring area centered on the hole. Although the curve is not
perfectly at, there is no obvious peak that would correspond to a scatterer orienta-
tion. This behavior is expected since the hole is approximately an omnidirectional
scatterer. Figure 37(b) shows an orientation curve generated using the same moni-
toring area from the 3040% loading signals of dataset 7 (a single 5.4 mm crack at
170◦). Similar to the orientation curves for notches, the gure has two peaks, which
clearly indicate that the crack is highly directional, and the largest peak is located
at 179◦, which is a reasonable estimate of the true orientation. There is a second,
smaller peak at about 0◦, which is approximately 180◦ from the main peak and is
present because the scattering matrices for cracks on one side of the hole versus the
other are very similar. Orientation curves with double peaks separated by about 180◦
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are the characteristic signatures of linear scatterers such as cracks and notches.
Figure 38 shows orientation curves of dataset 10 (two cracks, left: 13.4 mm, right:
4.7 mm) calculated from 20% load-dierential MV images (i.e., 020%, 2040%, 40
60%, 6080% and 80100%) using the same 80 mm × 80 mm monitoring area as
that of Figure 37. Figure 38(a) uses the scattering matrix of a 4 mm notch, while
Figure 38(b) uses that of an 8 mm notch. Both sets of plots have two dominant peaks
180◦ apart, which are characteristic of cracks. The larger of the two peaks for both
gures is at 173◦ at lower loads and at −4◦ at higher loads (e.g., compare 020%
curves with 6080% curves). This shifting of the peak location with load provides an
indication that there are two cracks opening at dierent loads; these two angles are
very close to the measured crack orientations (170◦ for the larger left crack and −6◦
for the smaller right crack). The highest dierential load case of 80100% is almost
zero for every angle, indicating that any cracks present are fully opened. The mean of
all ve load-dierential curves, which are plotted with a thick gray line, can be used
as a more robust feature than any individual curve to indicate crack directionality.
Another observation from Figure 38 is that the amplitude of the 020% curve
obtained using the scattering matrix of an 8 mm notch is larger than that using the
scattering matrix of a 4 mm notch. This might indicate that the degree of crack
opening caused by the rst 20% load is more likely close to 8 mm. However, it is
not practical to use orientation curves generated with scattering matrices of dierent
notch lengths to size fatigue cracks, since crack opening is non-linear under load. In
terms of obtaining patterns that indicate the existence of cracks and estimate their
orientations, at least for the data reported here, the orientation curves are relatively
insensitive to the details of the assumed scattering matrices as long as they capture
the directionality of the scatterer. In other words, the orientation curves are tolerant
of mismatched scattering matrices to a certain extent as long as they represent a
similar scatterer.
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(b) the partially opened single crack
Figure 37: Orientation curves for two scatterers generated using the scattering matrix
of a 4 mm notch. (a) the 5.1 mm through-hole at zero load (b) the partially opened
5.4 mm single crack under 30-40% load dierence .










































(a) using scattering matrix of a 4 mm notch










































(b) using scattering matrix of an 8 mm notch
Figure 38: Orientation curves for the case of two cracks generated using (a) the
scattering matrix of a 4 mm notch and (b) the scattering matrix of an 8 mm notch.
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5.3 Fatigue Test #1: Plate with a Bonded Doubler and Tight-
ened Bolts
5.3.1 Experimental Setup
After the completion of fatiguing summarized in Table 2, the plate was modied by
adding geometric complexities. A doubler of dimensions 305 mm × 25 mm was rst
bonded to the plate using epoxy, and its location is indicated by the black dashed box
in Figure 39. Three holes were drilled through the doubler and the plate, and bolts
were later mounted to these holes in dierent combinations to further reinforce the
bonding. Note that the center hole is coincident with the original 5.1 mm through-
hole of the plate. Recorded data sets are summarized in Table 3, and photographs
of the added geometries corresponding to data sets 25, 32, and 35 are shown in the
right column of Figure 39.
Figure 39: Aluminum plate specimen of fatigue test #1 showing the location of the
installed doubler (left), and photographs of the added geometries corresponding to
data sets 25, 32 and 35 (right).
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Table 3: Summary of data sets acquired from fatigue test #1: added geometric
complexities
Data Set(s) Description of Additional Plate Modications
1518 New baselines
1921 Added glued-on doubler
2224 Center hole drilled through the doubler aligned with the
plate center hole
2527 A tightened bolt through the center hole
2830 A loosened bolt through the center hole
31 Two side holes drilled, tightened bolts in all three holes
32 Tightened bolts in hole 1 and hole 2, no bolt in center hole
33 Loosened bolt in hole 1, tightened bolt in hole 2, no bolt in
center hole
34 No bolt in hole 1 and hole 2, tightened bolt in center hole
35 No bolt in all three holes
5.3.2 Crack Detection Using Load-Dierential DAS imaging
No additional fatiguing was performed after data set 14, so there was no additional
crack growth. However, since 21 sets of load-dependent data were recorded, the plate
was subjected to signicant static loads that likely introduced plastic deformation.
In particular, the cracks were held open under load enough times so that the degree
of crack closure when the load was released likely decreased over the time of the test.
Figure 40 shows load-dierential images for data sets 14 through 24. Recall that
data set 14 corresponds to the nal fatigue cycles, data sets 1518 are of the unchanged
specimen after fatiguing was terminated, data sets 1921 are after a doubler was
bonded to the plate, and data sets 2224 are after a center hole was drilled through
the doubler (aligned with the existing hole in the plate). There are no surprises in
this gure. Data sets 1518 have less of a load response for the lowest dierential
loading step, most likely because of the crack not closing to its previous degree after
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the static loads of data set 14. The images from data sets 1924, which are after
bonding of the doubler, are of lower amplitude. This is not unexpected and is caused
by a combination of two eects. First, the bonded doubler partially restrains the
crack from responding to load changes. Such a restraint is most obviously shown in
the load-dierential images of data set 19, after which partial unbonding may occur
such that the restraint becomes much smaller. The second eect results from the
scattering of incident waves from the doubler.
Figure 41 shows load-dierential images for data sets 25 through 35. The most
dramatic changes can be seen in data sets 2527 after insertion and tightening of
a center bolt. This change almost entirely obscures the crack response because the
tightened bolt keeps it from fully opening under load. After the bolt is loosened, in
data sets 2830, the crack response is again evident. The various bolt changes in data
sets 3134 cause similar eects. Data set 35, after all bolts are removed, again shows
a larger amplitude crack response. The adhesion of the doubler around the crack
site has probably become unbonded because of the multiple loading cycles. Another
observation is that transducer degradation may occur after data set 31, as the energy
of load-dierential DAS images at the maximum load of data sets 3235 is noticeably
higher than that of the other data sets.
These results, although not completely realistic of a built-up structure, do partially
indicate the potential ecacy of load-dierential DAS imaging. In a real structure,
it is probable that local disbonding and fastener loosening/movement would either
precede or occur along with signicant cracking; otherwise, it is unlikely that the
local strains would be large enough for large cracks to form. The experiments with
the simple plate in fatigue test #1 have not fully investigated this, but do show that
successful load-dierential DAS imaging can take place with a bonded doubler in
place.
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Figure 40: Load-dierential DAS images from data sets 1424 of fatigue test #1
plotted on a xed 30 dB scale (−20 dB to 10 dB).
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Figure 41: Load-dierential DAS images from data sets 2535 of fatigue test #1
plotted on a xed 30 dB scale (−20 dB to 10 dB).
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5.3.3 Automated Crack Detection Using Features Extracted from Load-
Dierential DAS Images
The previously described two features extracted from load-dierential DAS images
are also used here for the automated crack detection. Figure 42 shows the detection
results using the total energy feature; the existence of crack(s) is successfully indicated
for all data sets in spite of changes in the geometric complexities between them. The
amplitude decrease of the feature after data set 18 is consistent with that of the load-
dierential DAS images, which shows that adding the doubler and bolts connes the
crack opening. The feature values of data sets 33 and 34 are the smallest among all
data sets as a result of weaker crack indications and higher background noise, which
can also be observed from the load-dierential images.
Figure 43 shows the detection results using the 2-D correlation coecient feature.
This feature is shown to be able to indicate the existence of crack(s) for all data
sets except for data set 32. It can be seen from Figure 40 that the 90100% load-
dierential image of data set 32 is much noisier than those of data sets 2431, which
may result from its highly complex geometry or transducer degradation. Although
such a high energy level can also be observed in the 90100% load-dierential images
of data sets 3335, the energy centroid of the maximum load-dierential image of
data set 32 happens to be very close to those of the crack indication images in the
same data set and such a similarity in their patterns causes the mis-detection.
The degraded performance for data sets 32 through 34 indicates the need to com-
pensate for the high background noise or nd other features that are more robust to
the noise. For the two features considered here, when the detection results from them
are contradictory, more information, such as that obtained from orientation curves,
is needed.
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(a) Data sets 1424 of fatigue test #1



































(b) Data sets 2535 of fatigue test #1
Figure 42: Results of crack detection from the total energy feature. (a) Data sets
1424 of fatigue test #1. (b) Data sets 2535 of fatigue test #1.





























(a) Data sets 1424 of fatigue test #1





























(b) Data sets 2535 of fatigue test #1
Figure 43: Results of crack detection from the 2-D correlation coecient feature. (a)
Data sets 1424 of fatigue test #1. (b) Data sets 2535 of fatigue test #1.
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5.3.4 Crack Characterization Using Load-Dierential MV Imaging
Fatigue crack characterization is again obtained using orientation curves generated
from 20% load-dierential MV images. The same 80 mm × 80 mm monitoring area
around the center hole and the scattering matrix of a 8 mm notch emanating from a
through-hole are used for the following data sets in this section. .
Figure 44(a) shows the orientation curves from data set 18 for which the two cracks
are fairly large (left: 25.2 mm; right: 18.8 mm). The 020% curve has two dominant
peaks at the correct orientation angles, i.e., 174◦ vs. the measured 170◦ for the left
crack and −6◦ the same as measured for the right one. Although a smaller peak
appears at around 130◦, it should be treated as a false alarm since no obvious peak is
180◦ away from it. Compared to the 020% curve, the four curves obtained from the
other 20% load dierences have much lower amplitude levels and no dominant peaks.
The amplitude dierences are likely caused by the large size of both cracks considered
here; therefore 020% load opens them proportionally much more than the remaining
load increments. Another observation of these curves is that the amplitudes do not
approach zero in between the peaks.
The characteristic signatures of these curves do not strongly match that of curves
indicating cracks. The reason could be an inappropriate selection of the predicted
scattering matrix; using a scattering matrix of two notches emanating from a through-
hole is expected to improve the performance because it provides a better match to the
actual scatterer. Still, the mean curve provides a good indication of crack existence
and a reasonable estimation of their orientations.
Figure 44(b) shows the orientation curves from data set 19 for which a doubler
was installed over the existing two large cracks. Compared to those of Figure 44(a),
the amplitude levels of the orientation curves here have a large drop, especially for
the 020% curve. This observation indicates that the doubler connes the opening of
cracks. As a result, the 2040% curve, instead of having two dominant peaks, has a
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third peak at around 130◦, whose amplitude is comparable to that at around 170◦.
Similar to that of the 020% curve in Figure 44(a), this peak should be a false alarm
due to the lack of another one at around −50◦. Both the 020% and 4060% curves
still exhibit the peak characteristic of cracks. As a more roust feature, the mean curve
provides reasonable crack indications but is less directional as compared to that of
Figure 44(a).
Figure 45(a) shows the orientation curves from data set 22 for which a hole was
drilled through the doubler aligned with the plate center hole. Compared to that of
Figure 44(b), the 020% curve here has a higher amplitude level and two dominant
peaks 180◦ apart from each other. However, the 2040% and 4060% curves either
have multiple dominant peaks or two peaks not 180◦ apart. Moreover, the mean curve
demonstrates even less directionality than that of Figure 44(b). These observations
indicate that the hole drilling and static loading applied during taking data sets 19
through 21 may have caused possible partial disbonding of the doubler.
Figure 45(b) shows the orientation curves from data set 25 for which a bolt was
installed through the center hole and tightened to reinforce the bonding of the doubler.
The amplitude level changes of the 020% and 6080% curves compared to those of
Figure 45(a) clearly indicates that the bonding is reinforced by the tightened bolt.
The 2040% curve having the largest amplitude compared to the others conrms the
bonding reinforcement eects as well. Moreover, both the 2040% and 4060% curves
clearly shows the characteristics of cracks by having two dominant peaks 180◦ apart.
The mean curve also exhibit the expected patterns indicating crack existence.
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(a) Two large cracks











































Figure 44: Orientation curves for the case of two large cracks generated using the
scattering matrix of an 8 mm notch. (a) Two large cracks. (b) With doubler installed.










































(a) Center hole drilled through doubler










































(b) A tightened bolt through center hole
Figure 45: Orientation curves for the case of two large cracks generated using the
scattering matrix of an 8 mm notch. (a) A center hole drilled through doubler aligned
with the plate center hole. (b) A tightened bolt through the center hole.
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Figure 46(a) shows the orientation curves from data set 28 for which the bolt in
the center hole was loosened. Without the reinforcement of the tightened bolt, the
eect of partial disbonding of the doubler combines with that of the crack opening
under load. As a result, the orientation curves and the mean curve no longer have
clear characteristics of cracks.
Figure 46(b) shows the orientation curves from data set 31 for which two side
holes were drilled and tightened bolts were installed in all three holes. The doubler
was again reinforced by the three tightened bolts; therefore, the curves are able to
indicate the existence of cracks and provide a good estimation of crack orientations.
Figure 47(a) shows the orientation curves from data set 32 for which only the two
side holes had tightened bolts. Compared to the orientation curves of Figure 46(b), it
is very likely that tightened side bolts might bend the doubler in the middle, especially
given that the center bolt was missing. Such a bending has adverse eects on the
bonding quality, and further deteriorates crack indication (especially for the 020%
and 4060% curves). The 2040% curve and the mean are less aected in terms
of their patterns. Another observation is that the 80100% curve seems to also have
crack-like characteristics, although the indicated crack orientations are incorrect. This
observation matches that from the 90100% load-dierential DAS image of this data
set, where the energy centroid of background noise happens to be close to the crack
location. Such a crack indication can be conrmed as a false alarm since the 6080%
curve is almost at. As mentioned previously, such an investigation can resolve the
contrary results given by dierent features for automated crack defection.
Figure 47(b) shows the orientation curves from data set 33 for which the bolt in
side hole 1 was loosened and in side hole 2 was tightened. Surprisingly, the orientation
curves are very similar to those of Figure 46(b) and they clearly indicate the existence
of cracks. The reason might be that the loosened bolt in side hole 1 reduces bending
in the middle of the doubler and thus reinforces the bonding.
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(a) A loosened bolt through center hole










































(b) Three tightened bolts
Figure 46: Orientation curves for the case of two large cracks generated using the
scattering matrix of an 8 mm notch. (a) A loosened bolt through the center hole.(b)
Two side holes drilled, tightened bolts in all three holes










































(a) Tightened bolts in two side holes










































(b) Loosened bolt in hole 1 and tightened bolt
in hole 2
Figure 47: Orientation curves for the case of two large cracks generated using the
scattering matrix of an 8 mm notch. (a) Tightened bolts in both two side holes.(b)
Loosened bolt in side hole 1 and tightened bolt in side hole 2.
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Figure 48(a) shows the orientation curves from data set 34 for which only the
center hole had a tightened bolt. The patterns of orientation curves are very similar
to those of Figure 47(b); but the amplitudes are smaller since the tightened bolt in
the center hole connes the crack opening. All in all, the orientation curves and their
mean are able to indicate the existence of the fatigue cracks.
Figure 48(b) shows the orientation curves from data set 35 for which no bolts
were installed. The plate geometry is very similar to that of data set 19 except for
the two side holes. However, their orientation curves show some dierences. The rst
dierence is the amplitude; the curves from data set 35 have smaller values. Another
dierence is the pattern; the curve peaks of data set 35 are less dominant and the
amplitudes between their peaks do not approach zero. These dierences could be
caused by the disbonding, which results from the extended static loads applied after
data set 19, along with possible transducer degradation. In fact, possible transducer
degradation may occur from data sets 32 through 35 as shown by the relatively higher
amplitude of the 80100% curves compared to those of data sets 19 through 31.










































(a) Tightened bolt only in the center hole










































(b) No bolts in three holes
Figure 48: Orientation curves for the case of two large cracks generated using the
scattering matrix of an 8 mm notch. (a) Tightened bolt only in the center hole.(b)
No bolts in three holes.
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5.4 Fatigue Test #2: Plate with Four Drilled Through-Holes
5.4.1 Experimental Setup
The second fatigue test used an identical aluminum plate and the same transducer
array conguration as the rst test. As shown in Figure 49, this plate had four
initial drilled through-holes. The same fatiguing protocol was applied to the plate,
and six fatigue cracks (two at hole #2, three at hole #3 and one at hole #4) were
observed at the end of fatiguing. All six cracks are shown in the right column of
Figure 49, where the largest one at the left side of hole #2 had a length of 12.95 mm
and the smallest one at the lower left side of hole #3 had a length of 2.3 mm. Upon
termination of fatiguing, the plate was insulated within a foam box with a heating pad
to enable recording of load-dependent data at dierent temperatures. Fatigue cycles,
observations of the cracks, and recorded temperatures are summarized in Table 4.
Figure 49: Aluminum plate specimen of fatigue test #2 showing four initial through-
holes (left), photographs of multiple cracks at three holes of data set 16 (center), and
with foam box mounted (right).
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1 0 Baseline, no notch
2 0 Baseline, no notch  one bad pair
3 0 Baseline, no notch
4 0 Baseline, no notch
5 0 Two starter notches
6 2,000 0.7 ---- ---- ---- ---- ----
7 2,500 1.3 ---- ---- ---- 0.6 ----
8 3,000 1.7 ---- ---- ---- 1.1 ----
9 3,500 2.0 ---- ---- ---- 1.5 ----
10 5,500 4.1 ---- ---- ---- 3.3 ----
11 6,500 4.7 1.4 ---- ---- 4.2 ----
12 7,000 5.3 2.8 ---- 1.4 4.7 ----
13 7,500 6.3 3.6 1.6 1.6 5.4 ----
14 8,500 8.2 5.4 2.3 1.9 6.8 ----
15 9,500 10.3 7.9 3.9 1.9 8.8 1.1
16 10,400 13.0 10.5 7.0 1.9 11.5 2.3
17 10,400 Data recorded at nner loading steps (2%)
18 10,400 Temperature ∼ 18.6◦
19 10,400 Temperature ∼ 21.3◦
20 10,400 Temperature ∼ 18.8◦
21 10,400 Temperature ∼ 20.1◦
22 10,400 Temperature ∼ 20.8◦
23 10,400 Temperature ∼ 20.8◦
24 10,400 Temperature ∼ 20.8◦
(Orientation relative to side with transducers)
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5.4.2 Crack Detection Using Load-Dierential DAS imaging
The original intent of fatigue test #2 was to include multiple holes so that signals
would include multiple scattering from both the holes and cracks. Notches were cut
in two of the four holes (outside of the two inner holes) with the expectation that
cracks would primarily grow from these two notches. However, as can be seen from
Table 4, that was not the case. Crack growth was very complicated with multiple
cracks growing from the two inner holes, and ultimately cracks also grew from one of
the other holes.
Figure 50 shows 10% load-dierential images from data sets 3 through 16, which
is from the undamaged condition up through the end of fatiguing. Data sets 1 and
2 are not shown; data set 2 has one bad signal that results in two dierential images
with elliptical artifacts. Data set 1 does not show any loading eects, as would be
expected prior to fatiguing. The background noise level in these images indicates
possible transducer problems, although there are not any data sets that are clearly
bad. Data set 9 is ambiguous in terms of whether load-dependent activity is caused
by bad transducers versus cracking. Indication of cracking is barely seen at 50% load
from the images of data set 10 and is clearly visible by data set 11. At this point
there are six cracks with the largest ones about 5 mm in length (on the surface). The
minimum crack length being detected is similar to that of the simple plate case of
fatigue test #1, where the unambiguously detected crack length was about 4 mm.
Subsequent data sets show progression of cracking combined with possible transducer
degradation issues as manifested by characteristic elliptical patterns on the images.
It still can be observed from these load-dierential DAS images that dierent cracks
open at dierent loads, especially for data set 15. However, the images cannot identify
the opening for all cracks, which is not unexpected considering the large number of
cracks (six).
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Figure 50: Load-dierential DAS images from data sets 316 of fatigue test #2 plotted
on a xed 30 dB scale (−20 dB to 10 dB).
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Figure 51 shows load-dierential DAS images from data sets 16 and 18 through
25, where data set 16 is the last fatiguing data set. Data sets 18 through 25 are at
nominally the same structural conditions (cracks) but were recorded at slightly dif-
ferent temperatures. The entire testing machine acted as a heat sink and it was not
possible to raise the temperature more than about 2.5 ◦C. In addition, the amplitude
changed by several dB between the various measurements because of an amplier
problem. It can be seen that the load-dierential images for data sets 16 and 1821
are very close to each other, illustrating that this method is inherently not depen-
dent upon temperature. However, data sets 2224 do show some changes, where the
changes of data set 22 are most likely due to permanent deformation caused by the
extended static loadings and the changes of data sets 23 and 24 are mainly caused by
the amplier gain change.
Figure 51: Load-dierential DAS images from data sets 16 and 18 through 24 of
fatigue test #2 plotted on a xed 30 dB scale (−20 dB to 10 dB).
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5.4.3 Automated Crack Detection Using Features Extracted from Load-
Dierential DAS Images
The total energy and 2-D correlation coecient features extracted from the load-
dierential images of fatigue test #2 are plotted in Figure 52. Only the data sets 3
through 16 are examined since the load-dierential DAS images have been shown to be
independent of temperature. Both features are able to clearly indicate the existence
of crack(s) from data sets 13 through 16, for which the load-dierential images are
clean and transducer degradation issues are minor. For data sets 9 through 12, both
features still provide the correct indication in spite of the high background noise level
and possible transducer problems. For data sets 4 through 8, the background noise
was considerably higher such that contrary results are provided by the two features.
The total energy feature detects cracks for data set 5 but not for data set 7, while the
2-D correlation coecient feature obtains totally opposite results. To validate these
results, investigations based on the orientation curves are needed. For data set 3, all
load-dierential DAS images are clean and both features indicate that there are no
cracks.







































(a) Total energy feature































(b) 2-D correlation feature
Figure 52: Results of automated crack detection for fatigue test #2 using the load-
dierential features. (a) Total energy feature. (b) 2-D correlation feature.
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5.4.4 Crack Characterization Using Load-Dierential MV Imaging
Figure 53 shows orientation curves from data sets 11 and 16 from fatigue test #2,
which had four initial holes. The monitoring area was selected as a 232 mm × 80 mm
rectangle in the center of the plate, which encompassed all four holes. Monitoring each
hole separately was attempted, but the distance between them was too small to avoid
interference between echoes from adjacent holes. Figure 53(a) shows the orientation
curves of dataset 11 (three cracks at two holes) using the scattering matrix of a 4 mm
notch, and Figure 53(b) shows the orientation curves of dataset 8 (six cracks at three
holes) using the scattering matrix of an 8 mm notch. Both gures clearly indicate
the existence of cracks by having dominant peaks separated by 180◦, and with little
additional crack opening after 60% load. Because of the uniaxial loading direction,
the orientations of all the cracks are similar, that is, almost horizontal (0◦ or 180◦),
and as expected only two peaks are observed for each curve and the mean curve.










































(a) Three cracks at two holes










































(b) Six cracks at three holes
Figure 53: Orientation curves for the cases of four through-holes with multiple cracks.
(a) Three cracks at two holes, using the scattering matrix of a 4 mm notch. (b) Six
cracks at three holes, using the scattering matrix of an 8 mm notch.
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Figure 54 shows orientation curves from data sets 5 and 7 of fatigue test #2; they
are used to resolve the contrary crack detection results from the two load-dierential
features. The monitoring area was the same 232 mm × 80 mm rectangle in the
center of the plate that encompassed all four holes. The orientation curves shown
in Figure 54(a) do not have any patterns and their amplitude levels are very small.
Such curves are typical of ones generated from the background noise signals using
the scattering matrices of highly directional scatterers. The curves in Figure 54(b)
are slightly dierent. Compared to those of Figure 54(a), each individual curve in
Figure 54(b) appears to have more dominant peaks, although the amplitudes are very
small as well. However, these peaks are shown within a very large span of orientation
angles. The mean curve clearly indicates that there are also no cracks for this data
set.










































(a) Data set 5










































(b) Data set 7
Figure 54: Orientation curves generated using the scattering matrix of a 4 mm notch
for two data sets of fatigue test #2 (a) Data set 5. (b) Data set 7.
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5.5 Fatigue Test #3: Plate with an Initially Bonded Doubler
5.5.1 Experimental Setup
The third fatigue test also used an identical aluminum plate and the same transducer
array conguration as the rst test. As shown in Figure 55, this plate had an initially
bonded doubler. The same fatiguing protocol was applied to the plate, and it was
fatigued until the largest crack was about 15 mm in length. Shortly before the test
was terminated it was noticed that the doubler had become partially unbounded, at
which point it was secured with bolts about 25 mm from each end. The disbonding
is shown in the left part of Figure 55. Fatigue cycles and observations of the cracks
are summarized in Table 5.
Figure 55: Aluminum plate specimen of fatigue test #3 showing four initial through-
holes (left), photographs of multiple cracks at three holes of data set 16 (center), and
with foam box mounted (right).
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1 0 ---- ----
Baseline with the doubler and
center hole
2 0 ---- ----
Starter notch cut (left, front of
hole)
2A 0 ---- ----
Data recorded at ner loading
steps (2%)
3 5,000 1.5 ----
Initial crack observed at the left
side of center hole
4 6,500 2.6 ----
5 9,000 4.8 ----
Possible transducer bonding
issues at high loads
6 11,000 6.8 0.9
7 13,000 9.1 2.7
Noticed disbond at the right
edge of the doubler
8 14,000 11.5 4.6
9 14,000 11.5 4.6
Secured doubler with bolts 25
mm from each end
10 14,000 11.5 4.6
11 15,000 14.0 6.7 Continued fatiguing
12 15,700 15.5 8.5
(Orientation relative to side with transducers)
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5.5.2 Crack Detection Using Load-Dierential DAS imaging
Figure 56 shows load dierential images from all 12 data sets of fatigue test #3.
The doubler was bonded to the plate prior to taking any data, and the rst two
data sets show some initial bonding changes in the doubler. In particular, data set
2 shows the right end of the doubler becoming partially disbonded, as can be seen
from the higher amplitude indications on the right side of the image as the loads
increase. This disbonding was not noticed when it occurred, so fatiguing began after
data set 2 was recorded. Data sets 3 and 4 do not show any more evidence of the
doubler disbonding, and the rst evidence of cracking can be seen in data set 5 at
high load levels. The crack continues to grow as is evidenced by the higher amplitude
localization taking place at progressively lower loads. After data set 7 the disbonding
of the doubler was visually observed, and after data set 8 the doubler was secured by
drilling holes and installing bolts about 25 mm from either end. Fatiguing continued
with data sets 11 and 12, and the installed bolts appeared to have minimal eects on
the load-dierential images. Fatiguing was discontinued after data set 12 when the
largest crack was about 15 mm in length.
5.5.3 Automated Crack Detection Using Features Extracted from Load-
Dierential DAS Images
Figure 57 shows the results of automated crack detection using the features extracted
from load-dierential DAS images. Results from the total energy feature indicate de-
tection for data sets 2 through 4, which are contrary to those from the 2-D correlation
coecient feature. These contrary results again indicate the limited performance of
these two features when crack opening eects are not dominant in the load-dierential
images, such as the disbonding shown here and transducer problems shown in Fig-
ure 50. Both features indicate crack detection starting at data set 5, which is the rst
data set showing evidence of cracking from the load-dierential images.
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Figure 56: Load-dierential DAS images from all data sets of fatigue test #3 plotted
on a xed 30 dB scale (−20 dB to 10 dB).
119






































(a) Total energy feature





























(b) 2-D correlation feature
Figure 57: Results of automated crack detection for fatigue test #3 using the load-
dierential features. (a) Total energy feature. (b) 2-D correlation feature.
5.5.4 Crack Characterization Using Load-Dierential MV Imaging
Two orientation curves are generated using the scattering matrix of an 8 mm notch
for two types of scatterers and are shown in Figure 58 for comparison. Figure 58(a)
shows the orientation curves of data set 12 (two cracks) calculated from MV images
generated using 20% load dierences. The curves clearly demonstrate characteristics
typical of cracks. Figure 58(b) shows the orientation curves of data set 2 (a partially
unbonded doubler with no crack). The monitoring area was selected as a 305 × 100
mm rectangle that contains the entire doubler. Compared to the orientation curves
in Figure 58(a) that strongly indicate cracks by having two dominant peaks, the
peaks in Figure 58(b) are much less dominant and the curves exhibit characteristics
more typical of omnidirectional scattering. Because the disbonding occurred close
to the plate edge, those peaks likely result from edge reections that exhibit some
directionality. The mean curve provides a clearer indication than the individual curves
that the scattering is not highly directional. These results also conrm that the crack
indications for data sets 2, as well as 3 and 4 (although not shown here), calculated
using the total energy feature are false alarms.
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(b) Partially disbonding at plate edge
Figure 58: Orientation curves for two cases of fatigue test #3. (a) Two cracks em-
anating from the center hole (data set 12). (b) partially disbonding at plate edge
(data set 2).
5.6 Summary
This chapter has investigated the positive and negative eects of loads on Lamb wave
imaging systems that are based upon changes from damage-free reference signals. A
large mismatched load causes signicant changes in ultrasonic signals and can thus
result in both false alarms (when there is no damage) and missed detection of dam-
age if it is present. However, a relatively small load can open cracks to enhance their
detectability. These observations have motivated the introduction and demonstration
of load-dierential sparse array imaging methods for fatigue crack detection, localiza-
tion, and characterization for which the reference signals are taken to be at the same
damage state but at dierent loads.
A series of DAS images generated from load-dierential signals clearly shows the
initiation and progression of fatigue crack growth in structures with dierent geome-
tries. Furthermore, load-dierential DAS imaging has the potential for identifying
multiple cracks if they open at dierent loads. Two features of the load-dierential
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DAS images, the total energy and the 2-D correlation coecient, are evaluated and
are shown to be promising for automated crack detection. The results from addi-
tional experiments also conrm that the load-dierential method is inherently not
dependent upon temperature.
Crack characterization is obtained by using the orientation curves generated from
load-dierential MV images, which exhibit a characteristic signature for fatigue cracks
by having peaks corresponding to the approximate crack orientation. The orienta-
tion curves generated using a highly directional scattering matrix essentially highlight
scattering responses that match the directionality of the actual scatterer. Further-
more, the orientation curves generated for non-crack scatterers (a through-hole and a
disbonded doubler) are shown to be substantially dierent from those corresponding
to cracks. These results indicate that it is possible to discriminate cracks from other
scatterers using permanently mounted transducers as well as determine the approxi-
mate orientation of the cracks. Although not fully investigated here, the ecacy of
the proposed technique does not appear to be strongly dependent on the accuracy of
the scattering matrices as long as they capture the main characteristics of disconti-
nuities being considered, which enhances its potential applicability to a wider variety





This research investigates the eects of loading condition changes on Lamb waves
and proposes a methodology that leverages loading eects to monitor damage with
Lamb waves but without a direct baseline comparison. Based upon sparse array mea-
surements under small load changes, the load-enhanced methods were successfully
demonstrated to detect fatigue cracks by their load-dependent response. In some
cases localization of individual cracks was achieved. The discrimination of cracks from
drilled holes and disbonds, and the approximate orientation of cracks were obtained
under dierent plate geometric complexities. In particular, experimental results also
demonstrated the importance of both stable transducers and boundary conditions
during load variations, although some changes in both were fairly well tolerated. The
success of the proposed methods depends upon three conditions: (1) knowledge of
the load associated with each recorded signal, (2) the absence of other changes tak-
ing place during the load variations, and (3) the appropriate a priori information of
Lamb wave scattering patterns from expected scatterers. The results of defect de-
tection, localization, and characterization in aluminum plates with dierent complex
geometries are shown in Chapter V.
Data recorded from fatigue tests performed as part of this research were analyzed
primarily using conventional DAS imaging and adaptive MV imaging. DAS imaging
not only provided a convenient way to combine data from multiple transducer pairs,
it also gave condence in the consistency of the data by providing localization infor-
mation. By incorporating appropriate scattering information, MV imaging generated
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orientation curves that demonstrated distinct characteristics for dierent scatterers,
which were further used to characterize them. The performance of the two sparse
array imaging methods are evaluated in both Chapters IV and V.
Scattering pattern estimation, which served as an critical steppingstone for the MV
imaging method, was also a major part of this research (Chapter III). The estimation
was based upon sparse array measurements such that it reduced both the time and
computational requirements to a large degree compared to alternative techniques.
The success of estimation relied on selecting an appropriate method for interpolating
the sparse samples to obtain the scattering matrix using smooth, continuous functions.
The estimation results were also compared to those obtained from a carefully designed
experiment using laser waveeld scanning. In addition, the compensation algorithms
used in both sparse array and laser measurements were straightforward to implement
and may have a wider range of applicability for other Lamb wave SHM and NDE
methods. The applications of the estimated scattering matrices are demonstrated in
Chapters IV and V.
Results from this research also point out the well-known diculty of detecting
tightly closed fatigue cracks using ultrasonic methods. Many proposed SHM systems
are considering permanently mounted sensors combined with ground-based instru-
mentation that interrogates the sensors on the ground under static conditions. The
danger of this approach is that some fatigue cracks may be tightly closed under these
conditions and thus undetectable. On the other hand, instantaneous measurement
of dynamic loads in ight may also be problematic, as well as achieving the range of
loads needed to implement a full load-dierential measurement regimen. This study
provides initial data to help determine if the benets of such an approach outweigh
the obstacles to implementation. It also may provide justication to change ground-
based testing methods to ensure that cracks are open by application of appropriate
static loads.
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6.2 Recommendations for Future Work
The work performed to date has established a systematic methodology for in situ
detection, localization, and characterization of damage using load-enhanced Lamb
wave methods. However, a considerable amount of work remains if the proposed
method could be robustly applied to current in-service SHM.
First, the ecacy of load-enhanced methods have been evaluated using aluminum
plate specimens of one size and with several complex geometries that mimic realistic
engineering components to a certain extent. More experiments considering dierent
sizes of the interrogation structure in addition to increasing complexity should be
investigated in the future work.
Second, it is benecial to examine the ecacy of load-enhanced methods using
Lamb waves of frequencies and modes other than the 100 kHz, A0 mode. For example,
the use of the S0 mode is expected to enable the proposed methods to work under
surface wetting, because its displacement is mainly in-plane and thus little leakage
will occur at the surface. Another possibility is to generate load-dierential images
at multiple frequencies and fuse them to obtain improved performance.
Third, the basic idea of load-enhanced methods builds upon the fact that the ef-
fect of a small load dierence (10% or 20%) on Lamb wave propagation is much less
dominant compared to that of the appearance of defects. It is desired, however, to
investigate algorithms to compensate for load dierences, either small or large, and
apply them for improved performance of load-enhanced methods. Such a compen-
sation can signicantly promote the applicability of the proposed methods into eld
practices, since load changes in operating structures can be large.
Fourth, other sparse array imaging methods, such as those based upon sparsity
reconstruction and statistical approaches, could also be applied to the load-dierential
signals. Their results could be fused with the DAS and MV images to further improve
the performance of load-enhanced methods.
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Finally, more investigations should be conducted to examine additional features
generated from the load-dierential images for automated detection of damage. The
selection of optimal thresholds for each feature is needed; this also applies to the
orientation curves to obtain robust discrimination results.
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