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ABSTRACT 
 
Nanocrystalline metals are promising materials for applications that require outstanding 
strength and stability in extreme environments. Further improvements in the desirable 
mechanical properties of these materials require a better understanding of the relationship 
between their microstructure and grain boundary deformation behavior. Previous molecular 
dynamics simulations suggested that solute additions to grain boundaries can enhance the 
strength of nanocrystalline metals, but there has been a lack of experimental studies investigating 
this prediction. This dissertation presents mechanical and microstructural characterization of 
nanocrystalline Cu alloys and demonstrate that addition of Nb solutes to grain boundaries greatly 
enhances the strength of Cu. The measured hardness of Cu90Nb10 alloy is 5.6 GPa which is more 
than double the hardness of nanocrystalline pure Cu. Microstructural characterization through 
transmission electron microscopy and energy-dispersive X-ray spectroscopy on these alloys 
indicates a strong correlation between the grain boundary composition and the hardness. 
Variation of measured hardness with measured grain boundary composition is in very good 
agreement with previous molecular dynamics simulation predictions. The results of this work 
provide experimental evidence that grain boundary doping enhances the strength of 
nanocrystalline Cu far beyond that predicted by classical Hall-Petch strengthening and 
decreasing grain boundary energy through solute additions is the key to reaching theoretical 
strength in nanocrystalline metals. 
Irradiation induced creep is a deformation mechanism that takes place under combined 
stress and particle bombardment. Effective characterization of this phenomenon on 
nanostructured materials is crucial for the assessment of their potential use in next generation 
nuclear power plants. Direct measurements of irradiation induced creep under MeV-heavy ion 
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bombardment have not been feasible until recently due to the requirements of micron-sized 
specimens, μN-level force sensitivity, and nm-level displacement sensitivity. A recently 
developed mechanical characterization technique, micropillar compression, has enabled the 
testing of miniaturized specimens; however, there has been no demonstration of the application 
of this technique to irradiation induced creep measurements. This dissertation presents the 
development of an in situ measurement apparatus for compression testing of micron-sized 
cylindrical specimens under MeV-heavy ion bombardment. The apparatus has a force resolution 
of 1 μN and a displacement resolution of 1 nm. The apparatus measured irradiation induced 
creep in four different amorphous materials and the findings clarified the significance of 
different creep mechanisms in these materials. In amorphous metals and amorphous Si, the 
measured irradiation induced fluidity is ≈ 3 dpa-1GPa-1 (dpa: displacements per atom). The 
measured fluidity is in excellent agreement with previous molecular dynamics simulation 
predictions, providing experimental evidence for point defect mediated plastic flow under ion 
bombardment. For amorphous SiO2, stress relaxation through thermal spikes further contribute to 
the creep response, resulting in higher fluidities up to ≈ 83 dpa-1GPa-1. 
Finally, this dissertation presents the further development of the creep testing apparatus 
for high temperature measurements. The apparatus demonstrated good thermal and mechanical 
stability and measured irradiation induced creep of nanocrystalline Cu at 200°C. Resulting 
irradiation induced fluidity is ≈ 10% of the fluidity of the amorphous metals, in agreement with 
previous measurements on free-standing films. Understanding the creep behavior of 
nanostructured metals under heavy ion bombardment at elevated temperatures is important for 
identifying the governing creep mechanisms in these materials. The developed apparatus 
provides a new and effective method of accelerated mechanical characterization of such 
promising materials for their potential use in future nuclear applications. 
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CHAPTER 1: INTRODUCTION 
 
This chapter is partly reproduced with permission from the following [1–3]:  
S. Özerinç, K. Tai, N.Q. Vo, P. Bellon, R.S. Averback, W.P King, Grain boundary doping 
strengthens nanocrystalline copper alloys, Scripta Materialia 67(7-8) (2012) 720-723. Copyright 
2012, Elsevier. 
S. Özerinç, R.S. Averback, W.P King, In situ creep measurements on micropillar samples during 
heavy ion irradiation, Journal of Nuclear Materials 451(1-3) (2014) 104-110. Copyright 2014, 
Elsevier. 
S. Özerinç, H.J. Kim, R.S. Averback, W.P. King, Direct measurements of irradiation-induced 
creep in micropillars of amorphous Cu56Ti38Ag6, Zr52Ni48, Si, and SiO2, Journal of Applied 
Physics 117 (2015) 024310. Copyright 2015, AIP Publishing LLC. 
 
Nanostructured materials are materials that have characteristic dimensions below 100 nm. 
Polycrystalline materials with nano-sized grains [4], multilayered structures with layer 
thicknesses at the nanoscale [5], and composites with dispersed nanoparticles [6] are some 
examples of these type of materials. Recent advances in nanotechnology have enabled the 
effective fabrication and characterization of these new generation materials [7–9], increasing 
their practical importance. Nanostructured materials are very promising for various engineering 
applications due to their unique mechanical, thermal, electrical, and optical properties [4]. 
Nanocrystalline materials possess much higher strength than their microcrystalline 
counterparts due to the well-known Hall-Petch strengthening behavior [10]. Their strength can 
be further enhanced by optimizing the grain size and the composition [11,12]. Alternating 
nanolayers of metals have also shown outstanding mechanical strength combined with excellent 
microstructural stability in high temperature and ion irradiation environments [13,14,5]. Further 
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advancements in this field require a clear picture of the relationship between the deformation 
mechanisms and the microstructural parameters of these materials. 
For these advanced materials, conventional mechanical testing procedures are not 
feasible for many reasons. Most nanostructures currently can only be manufactured through film 
deposition techniques [15], which limits the thickness of the material available for testing. 
Therefore, special miniaturized mechanical testing techniques are necessary for the effective 
characterization of these materials. Application of the miniaturized mechanical testing 
techniques and combining them with microstructural analyses is key to obtaining a better 
understanding of the nanoscale mechanical behavior and optimizing the mechanical properties of 
nanostructured materials for various engineering applications. 
 
1.1 Microscale Mechanical Characterization 
Microscale mechanical characterization is the characterization of a material for its 
hardness, elastic modulus, yield strength, ductility and other mechanical properties by deforming 
the specimens at the microscale. The sample can be macroscopic and the deformation might take 
place in a confined region with dimensions on the order of a μm or smaller, or the specimen itself 
might be μm-sized or smaller. In either case, the mechanical response is governed by the 
behavior of the tested material at the nanoscale, providing insight to the associated deformation 
mechanisms. 
1.1.1 Nanoindentation 
One of the most popular microscale characterization techniques is nanoindentation [16]. 
In nanoindentation, a very sharp tip made of diamond indents the specimen surface with depths 
ranging from 10 nm to several μm. During the indentation, the displacement into the sample 
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surface and the load on the sample are measured continuously. From the load vs. displacement 
data, the projected area of the contact can be estimated [17], and hardness can be determined. 
Hardness is defined as, 
 
p
P
H
A
  , (1.1) 
where H is the hardness, P is the peak load, and Ap is the projected area of the contact surface 
between the tip and the sample. The measurement also provides the elastic modulus of the 
material [17]. 
The instruments that are designed for performing nanoindentation tests are called 
nanoindenters. Usually a Berkovich diamond tip which is a three-sided pyramid with a half angle 
of 65.35° is used in nanoindentation experiments. Conventional nanoindentation provides a 
single hardness and elastic modulus value per indentation. In an improved nanoindentation 
technique called continuous stiffness measurement [18], a small oscillation is superimposed on 
the force applied on the specimen. The resulting oscillatory displacement response is recorded 
and used to obtain the stiffness of the contact throughout the indentation. This technique allows 
continuous hardness and elastic modulus data to be obtained from a single indentation. 
Most nanostructured materials are obtained in the form of thin films and it is very 
difficult or impossible to perform any conventional mechanical testing on these specimens. 
Nanoindentation provides a very effective approach to mechanically testing these samples. 
Nanoindentation requires little or no sample preparation, data analysis is straightforward, and 
many indentations can be made quickly on the same sample for statistical analysis. 
The major drawback of the nanoindentation testing is that it does not directly provide the 
yield strength of a material but its hardness. A material’s yield strength and its hardness are 
approximately related to each other through the following expression [19]. 
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  0.1
3
n
y
H
   , (1.2) 
where σy is the yield strength and n is the strain hardening exponent. Due to the complicated 
stress state of the material under the indenter tip, hardness measurements are difficult to interpret 
and they are usually used for having a comparison between the strength of different materials 
rather than being used for determining the absolute strength. 
There are various artifacts associated with testing thin films on a substrate by using 
nanoindentation [20]. Since the plastically deforming region during an indentation is much larger 
than the indentation depth [21], a rule of thumb regarding nanoindentation is not to indent a film 
beyond one-tenth of its thickness [17]. On the other hand, indentations with depths below ≈ 50 
nm are not very reliable due to sample roughness and tip irregularity effects. Therefore, 
nanoindentation experiments might provide erroneous results when the sample is a very thin film 
on a substrate with mechanical properties significantly different than the sample. There exist 
theoretical models for correcting the associated artifacts in the hardness and elastic modulus data 
[22–24]. In addition to the substrate effect, the stress in the thin film and the pile-up behavior 
around the indenter tip can also affect the measurement results. Several studies available in the 
literature discuss these artifacts and describe key aspects of obtaining reliable information from 
nanoindentation measurements [25–28,18,29]. 
1.1.2 Micropillar Compression 
A more recently developed microscale mechanical characterization method is micropillar 
compression [30,31]. This method is a miniaturized version of conventional compression testing. 
A cylindrical specimen with sizes on the order of a μm or smaller is compressed by a diamond 
flat punch while the force on the specimen and the displacement of the punch are being 
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monitored. The cylindrical specimens are called micropillars. Since nanoindenters are capable of 
sensing force and displacement at the nanoscale, micropillar compression tests can be done using 
nanoindenters by replacing the sharp tip with a flat punch. 
The most critical and problematic part of micropillar compression experiments is the 
micropillar fabrication. There are mainly two methods of micropillar preparation. First method 
uses focused ion beam to mill the material around a cylinder with the desired diameter, leaving 
the specimen supported from its bottom side [32]. Micropillars ranging from about 20 μm in 
diameter [32] to 100 nm in diameter [33] can be fabricated by using this method. Larger 
micropillars are usually impractical as it takes a very long time to mill, and smaller micropillars 
are difficult to prepare due to the resolution limitations of the focused ion beam.  
There are mainly two schemes of milling micropillars by using focused ion beam. The 
first and the easier method is the annular milling technique where a ring-shaped pattern is milled 
from the bulk specimen, leaving a cylinder at the center [33,34]. Due to the redeposition of the 
sputtered material towards the bottom of the micropillar and the variations in the sputter yield as 
a function of incidence angle [35], it is not possible to obtain micropillars with completely 
vertical walls using this technique. The taper results in an inhomogeneous stress distribution 
along the axis of the micropillar, and might result in erroneous yield strength measurements [36]. 
The second scheme of focused ion beam micropillar milling is the lathe milling method 
where the ion beam is oriented at a glancing angle with respect to the sample surface and a 
rectangular pattern is milled [32]. The sample is rotated incrementally by small angles and the 
rectangular milling is repeated which is analogous to the machining of a cylindrical workpiece in 
a lathe. This method can provide completely vertical walls if properly performed; however, it is 
time consuming when compared to the annular milling method and it is difficult to implement 
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for obtaining micropillars with diameters below 2 μm and for making micropillars out of 
heterogeneous specimens. 
Micropillars can also be fabricated by combining conventional microfabrication 
techniques and electron beam lithography with electrodeposition [37]. The main advantages of 
this approach is that many micropillars are produced in parallel and that the fabricated 
micropillars have vertical walls. The main disadvantage is the limitation of the sample synthesis 
to specific deposition techniques, specifically electrodeposition, whereas there is almost no 
sample limitation regarding the use of focused ion beam for making micropillar specimens. 
The main advantage of the micropillar compression testing is that it provides direct yield 
strength and elastic modulus values based on a simple stress state. Furthermore, the specimen 
size can be systematically varied to investigate the size effects in materials [30]. A recently 
introduced modification to the technique has enabled interface shear strength measurements of 
multilayered structures [38,39]. 
Micropillar compression has also been combined with in situ techniques to gain further 
insight to the mechanical behavior at the nanoscale. Compression tests performed inside 
scanning electron microscopes (SEM) and transmission electron microscopes (TEM) allow the 
direct observation of the plastic behavior of the specimen [40]. The micropillar compression 
technique has also enabled a new and effective approach to irradiation induced creep 
measurements which is discussed in detail in Chapter 3 [2]. 
 
1.2 Grain Boundary Strengthening in Nanocrystalline Materials 
In a crystalline material, deformation mostly takes place through the motion of 
dislocations [41]. Therefore the dynamics of the dislocations in a material under stress determine 
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the plastic response of the material. Such dynamics depend on grain size, solute composition, 
precipitation size and many other microstructural properties, which in turn determine the 
mechanical properties of the material such as yield strength, fracture strength, and ductility. Each 
microstructural parameter affects the dislocation motion in different ways, therefore, altering 
these parameters provides distinct strengthening mechanisms through which the mechanical 
properties can be enhanced. The main strengthening mechanisms in polycrystalline materials are 
grain boundary strengthening, solid solution strengthening, precipitation hardening, and work 
hardening [41]. 
Grain boundary strengthening is the key mechanism that makes nanocrystalline materials 
very promising for high strength applications. In polycrystalline materials, grain boundaries are 
the interfaces between grains with different crystallographic orientations. These interfaces act as 
barriers to dislocation motion, increasing the strength of the material [42]. As the grain size 
decreases, the ratio of the grain boundary volume to the total volume increases, increasing the 
density of the barriers to dislocation motion. Furthermore, decreasing grain size decreases the 
number of dislocations available per grain which reduces the extent of dislocation pile-up at the 
grain boundaries, which in turn increases the stress required to move a dislocation across a grain 
boundary [43]. The associated increase in the yield strength can be described by the Hall-Petch 
relationship [41], 
 
0y
k
d
   , (1.3) 
where σy is the yield stress, σ0 is a frictional stress required to move dislocations, k is the 
strengthening coefficient specific to each material, and d is the grain size. 
 At grain sizes smaller than 1 μm, the size of the dislocations becomes comparable to the 
size of the grain, and deviations from the Hall-Petch behavior is expected. Nevertheless, the 
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strength keeps increasing with decreasing grain size down to grain sizes of ≈ 15 nm. But at this 
grain size regime, there are only a few dislocations available inside each grain [44]. Therefore, 
the dislocation pile-up at the grain boundaries is not very effective, and other mechanisms such 
as GB sliding [11,45] or GB shuffling [46] start to dominate the plastic deformation. As a 
consequence, the grain size dependence of the strength changes. Figure 1.1 illustrates this 
deviation from the Hall-Petch behavior. The figure shows the experimental yield strength of pure 
Cu with respect to grain size [47–52]. For grain sizes smaller than about 15 nm, there is 
experimental data suggesting a softening behavior as well as a mostly constant strength with 
decreasing grain size. The softening trend observed is called the inverse Hall-Petch behavior 
[10]. Since the softening is attributed to the grain boundary mediated deformation mechanisms, 
one can argue that further strengthening of a nanocrystalline material in the inverse Hall-Petch 
regime should be possible through impeding those grain boundary-related plasticity events. 
Molecular dynamics (MD) simulations suggest that such strengthening is possible by the 
minimization of grain boundary energy through relaxation treatments [53]. Grain boundary 
energy can also be reduced by the addition of solute atoms to the grain boundaries, and MD 
simulations predict further strengthening in such cases [54–56]. There is a need for experimental 
studies and further simulations to optimize the resistance of grain boundaries to plastic 
deformation. A better understanding of the effect of grain boundary chemistry on the strength 
will enable the path towards achieving the theoretical strength of materials. 
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Figure 1.1: Yield strength of nanocrystalline Cu as a function of grain size. Hall-Petch behavior and 
inverse Hall-Petch behavior are observed at grain sizes above and below 15 nm, respectively [47–52]. 
 
1.3 Irradiation Induced Creep Experiments 
Next generation (Generation IV) nuclear power plants are expected to operate at 
temperatures as high as 1000°C (very high temperature reactor) with displacement damages 
reaching 150 displacements per atom (dpa) in cladding materials (sodium fast reactor) [57,58]. 
Maintenance of the dimensional stability of the reactor and the surrounding components under 
these extreme conditions requires new structural materials with superior irradiation induced 
creep (IIC) resistance [59]. Experimental investigations of IIC constitute an essential part of the 
development of these new generation materials. 
IIC is investigated either through in-reactor or accelerated ion beam experiments. In-
reactor experiments enable the direct evaluation of neutron irradiation effects, and usually 
employ expansion of pressurized tubes [60–67], and stress relaxation of bent beams [68–71] and 
loaded helical springs [72–74]. These methods allow simultaneous irradiation of multiple 
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specimens with minimal in situ instrumentation; however, each method has some limitations. 
Dimensional changes in a pressurized tube are an interdependent combination of swelling, void 
formation, and phase transformation [75] which complicates the data interpretation. In stress 
relaxation methods, maximum strain corresponds to the elastic limit of the specimen which is 
usually in the range 10-6–10-3. Therefore, the analysis is usually restricted to primary creep and 
cannot provide information about steady-state creep [76]. In addition, the intermittent nature of 
both pressurized tube and stress relaxation measurements limits the understanding of continuous 
evolution of the creep response of the material [77]. 
In-reactor uniaxial stress creep apparatus have been developed to overcome the 
aforementioned limitations [78–88]. However, the complicated instrumentation involved limits 
the number of specimens that can be simultaneously tested. As a consequence, these experiments 
are very expensive and time consuming. 
High energy ion irradiation of specimens by utilizing particle accelerators provides an 
alternative and accelerated approach for simulating the neutron induced displacement damage in 
nuclear power plants. Experimental methods include stress relaxation measurements and uniaxial 
stress creep tests. Stress relaxation measurements are advantageous due to straightforward 
sample preparation and availability of curvature measurement techniques with very high strain 
sensitivity [89,90]. Samples are either in the form of thin films on substrates [91–96] or 
cantilevers [97,98]. Similar to in-reactor counterparts, these experiments are limited to very low 
strains. In addition, during irradiation of thin films, the substrate also experiences displacement 
damage, and this leads to difficulties in data interpretation [95,96]. Some experiments utilize 
lower energy ions to confine the displacement damage to the thin film [91–94]; however, this 
results in severe damage inhomogeneity across the thickness of the film. 
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Uniaxial stress creep tests using ion beam irradiation are beneficial due to active control 
of specimen stress and straightforward data interpretation. Most experiments employ uniaxial 
tension [77,99–108], with the exceptions of a combined compression and cyclic loading 
apparatus developed by Jung et al. [109], and torsion tests by Opperman et al. [110] and 
Nagakawa et al. [111]. In most of these experiments, protons [77,100,109–111] and light ions 
[99,101,102,104–106] are used for irradiating the samples, resulting in penetration depths in the 
range 50 μm – 1 mm depending on ion type, energy, and target material. The sample thicknesses 
in the associated experiments are in the range 15–400 μm to minimize the displacement damage 
inhomogeneity across the specimen thickness. Gauge lengths in the range 5–25 mm are used 
which provide total creep displacements on the order of 10 μm. 
The main advantage of light ion irradiation creep experiments is that relatively large 
specimens can be utilized which provide high strain sensitivity (≈10-6). However, there are some 
limitations and disadvantages. Light ion irradiation results in low displacement damage rates, 
and total damage is usually below 1 dpa, which fails to simulate the effects of ≈ 50 dpa damage 
in current nuclear power plants. In addition, high beam currents utilized to maximize the 
displacement damage result in beam heating on the order of 300 GJ/m2 per dpa [112]. Such 
severe heating requires complicated cooling solutions that utilize liquid metal contacts [113–115] 
or forced convection with He [112]. Only a few experiments have utilized GeV ion irradiations 
[107,108] which provide higher damage rates; however, the pronounced electronic stopping of 
swift ions does not accurately simulate the neutron damage in nuclear power plants [116]. 
 MeV heavy ion IIC is of interest due to high displacement damage rate combined with 
limited beam heating. Furthermore, the dense cascades produced by heavy ions provide an 
accurate simulation of neutron bombardment effects in nuclear power plants [116]. All the 
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studies in this damage regime have been limited to stress relaxation measurements with total 
strain < 1% [91–95,97,98] with the exception of in situ biaxial creep measurements on free-
standing thin films using bulge testing [117].  There has been no MeV heavy ion IIC 
measurement under uniaxial stress condition so far. 
MeV heavy ion penetration depth restricts the sample dimensions to ≈ 1 μm, requiring 
microspecimens, and nm-level displacement and μN-level force sensing for the direct 
measurement of IIC. Recent advances in micromanufacturing techniques have allowed the 
fabrication of micropillar specimens with diameters ranging from 20 μm to 100 nm through 
focused ion beam (FIB) milling [118] and electron beam lithography [37], as discussed in 
Section 1.1.2. In the meantime, the progress in instrumented mechanical characterization has 
enabled sub-nm displacement and sub-μN force resolution through the use of nanoindenters [17]. 
These advancements provide new opportunities for performing more effective irradiation 
induced creep measurements. 
 
1.4 Dissertation Overview 
Micromechanical characterization studies enhance the understanding about the 
deformation mechanisms at the nanoscale and enable the development of new materials with 
improved mechanical properties. This dissertation analyzes the grain boundary doping 
strengthening in nanocrystalline materials and describes the development of an in situ microscale 
creep testing apparatus. 
Chapter 2 presents the mechanical and microstructural characterization of dilute alloys of 
nanocrystalline Cu through nanoindentation, X-ray diffraction, electron microscopy, and energy-
dispersive X-ray spectroscopy. Comparison of the results with previous molecular dynamics 
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simulation predictions provide insight to ways of reaching theoretical strength in polycrystalline 
materials. 
Chapter 3 presents the development of an in situ micropillar compression apparatus for 
irradiation induced creep measurements. The design and implementation of the measurement 
apparatus is described and test results on room temperature irradiation induced creep of 
Cu56Ti38Ag6 amorphous alloy is discussed. 
Chapter 4 reports irradiation induced creep measurements on four different amorphous 
materials. The chapter combines the measurement results with two theories regarding irradiation 
induced creep in amorphous materials to quantify the relative significance of the associated 
mechanisms. 
Chapter 5 describes the modifications to the creep apparatus for high temperature 
measurements. The thermal and mechanical stability tests of the apparatus are discussed and 
irradiation induced creep measurements on pure nanocrystalline Cu are presented. Chapter 6 
summarizes the findings of the dissertation and discusses the future work. 
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CHAPTER 2: STRENGTHENING IN NANOCRYSTALLINE 
COPPER THROUGH GRAIN BOUNDARY DOPING 
 
This chapter [1] is reproduced with permission from S. Özerinç, K. Tai, N.Q. Vo, P. Bellon, R.S. 
Averback, W.P. King, Grain boundary doping strengthens nanocrystalline copper alloys, Scripta 
Materialia 67(7-8) (2012) 720-723. Copyright 2012, Elsevier. 
 
2.1 Introduction 
Nanocrystalline materials are attractive for advanced structural applications owing to 
their very high strengths [4,119,120] and acceptable ductilities [121,122]. Their strength derives 
from following traditional Hall-Petch behavior down to grain sizes of about 15 nm. At smaller 
sizes, however, nanocrystalline materials often soften and enter a so-called inverse Hall-Petch 
regime [48]. Molecular dynamics simulations (MD) have indicated that the softening results 
from the activation of grain boundary mechanisms, such as grain boundary sliding [11,45] or 
grain boundary shuffling [46]. Experimental evidence is less clear about this point, as some 
studies do not show this softening transition [119,123]. Vo et al. [53] have suggested from MD 
simulations that softening is not an intrinsic property of nanocrystalline metals, and that it can be 
suppressed by lowering the grain boundary energy through various relaxation treatments. 
Experimental studies on nanocrystalline Cu, with a high density of twin boundaries further 
illustrate this point [124,125]. Solute segregation to grain boundaries can also reduce the grain 
boundary energies, and therefore it should also lead to hardening [54]. Indeed, grain boundary 
strengthening by solute additions has been predicted by a number of MD simulations [55,56]. 
For example, nanocrystalline Cu with a grain size of 8 nm can be brought close to the theoretical 
15 
 
yield strength of Cu (≈ 4 GPa) by the appropriate addition of solutes [54]. MD studies further 
indicate that the effect is largest for solutes with large size misfits, since they lower the grain 
boundary energy the most [54,126]. While these various simulations provide strong indications 
that solute segregation to grain boundaries can improve strength in nanocrystalline metals, there 
is presently a lack of experimental verification of these findings. The work presented in this 
chapter provides strong evidence for this strengthening mechanism via nanoindentation hardness 
measurements on Cu-rich alloys containing Fe or Nb solutes. The findings demonstrate a strong 
correlation between the strength of the alloy and the grain boundary composition, with good 
agreement between experiments and MD simulations [54]. 
 
2.2 Experimental Details 
Nanocrystalline Cu, Cu1-cFec, and Cu1-cNbc thin film samples were grown on oxidized Si 
substrates using magnetron sputtering at 2×10-3 Torr Ar.  The solute concentrations varied from c 
= 1 at.% to 15 at.%, and film thickness was either 250 nm or 1 µm.  Samples were annealed in 
vacuum (1×10-8 Torr) at various temperatures ranging from 300°C to 650°C for 1 hour. The 
thickness and composition of each film were determined using Rutherford Backscattering (RBS). 
X-ray diffraction (XRD) analyses were used to estimate the average grain size and the amount of 
Nb in solution. Selected samples were further characterized via transmission electron microscopy 
(TEM). Plan-view TEM samples were prepared by mechanical polishing followed by ion 
milling; cross section samples were prepared with focused ion beam using the lift-out technique. 
The Nb distributions in the Cu-Nb samples were analyzed by energy-dispersive X-ray 
spectroscopy (EDS) with an electron probe size of 1 nm. Grain boundary compositions were 
determined by point analyses whereas the overall compositions were determined by area scans. 
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Point analyses were performed using more than 20 spots and area scans were performed in more 
than five different 1 µm × 1 µm areas. Hardness was measured using an Agilent G200 
Nanoindenter in continuous stiffness measurement mode with a diamond Berkovich tip at room 
temperature.  The hardness values are based on 20 or more measurements per sample, using 
indentation depths of approximately one-tenth of the film thickness. 
 
2.3 Results 
2.3.1 Microstructural Characterization 
The microstructures of the thin film samples consisted of columnar grains aligned along 
<111> direction. Numerous twins were observed parallel to the growth surface, which is 
common for sputtered Cu films [127–130]. Figure 2.1 shows the microstructure of Cu90Nb10 
films in the as-deposited state and after annealing at 500°C. The table summarizes average grain 
size data from TEM and XRD, and grain boundary composition determined from EDS. Plane 
view images show that the lateral grain size increases monotonically with increasing annealing 
temperature, however cross section TEM micrographs show only negligible increases in the twin 
spacing with annealing temperature. Twin spacing values agree well with XRD-determined 
average grain sizes, which is expected since with the θ-2θ geometry used here, X-ray momentum 
transfer is normal to the twin planes. 
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Figure 2.1: Plane view and cross section view bright field TEM images of Cu90Nb10 as-deposited and 
500°C annealed samples. The table summarizes the measured grain size and Nb composition, based on 
XRD, TEM, and EDS. 
 
The solute distribution in the Cu matrix evolves with annealing. In the as-deposited state, 
EDS shows that the Nb is uniformly distributed in the Cu, which is expected for samples sputter-
deposited at room temperature [131].  This is further supported by the absence of Nb reflections 
in the X-ray diffractograms, and by the shift of Cu (111) peak from 43.3˚ for pure Cu to 43.1˚, 
42.9˚, and 42.4˚ for the Cu98Nb2, Cu95Nb5, and Cu90Nb10 films, respectively. These peak shifts, 
with calculations from molecular statics, η = da / (a∙dc) = 0.28 [132], yield Nb solubilities of 
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2.2%, 5.3%, and 11.2% for Cu98Nb2, Cu95Nb5, and Cu90Nb10, respectively. After annealing at 
300°C, EDS measurements show that about 20% of the Nb atoms in the grain boundaries had 
diffused out, or precipitated, while at 500°C, the grain boundaries have become largely depleted 
of Nb. RBS analyses of these annealed samples show that Nb redistribution includes significant 
segregation of Nb to the film surface. In addition, Nb was observed to form nanoscale 
precipitates within the Cu-rich grains. This precipitation was evidenced by the appearance of the 
Nb (110) peaks in electron diffraction patterns and by Z-contrast imaging. The Nb concentration 
in grain boundaries falls to 0 at.% at 500°C, indicating that nearly all of the Nb has precipitated 
or has been lost to the surface. Corresponding RBS data indicated that the average Nb 
concentration inside the film is 7.0% for 400°C and 3.2% for 500°C annealed samples, which 
agrees well with the EDS data and also with previously published results [131]. 
2.3.2 Mechanical Characterization 
Figure 2.2 shows the room temperature hardness as a function of annealing temperature, 
which indicates how annealing and solute redistribution affect strength. All samples become 
softer with annealing. In order to determine the grain size corrected dependence of hardness on 
the grain boundary solute concentration, first the hardness data as a function of grain size is 
plotted in Figure 2.3. Grain size in this case refers to that determined by XRD, and thus 
corresponds to the twin spacing. Each symbol represents a particular alloy composition; no 
distinction is made between as-deposited and annealed samples. The hardness values of the 
alloys are much higher than corresponding values of pure Cu at the same grain size and thus the 
alloying additions influence hardness far more than by merely controlling the grain size. It is 
interesting that the alloy data appear to be well fit by the Hall-Petch relation even though the 
alloy concentration is changing, although this may be coincidental. 
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Figure 2.2: Measured hardness of the metal films as a function of annealing temperature. Dashed lines 
and solid lines correspond to 1 µm and 250 nm film thickness, respectively.  
 
 
Figure 2.3: Hall-Petch plot of Cu-Nb, Cu-Fe, and pure Cu. Open symbols represent literature values of 
Cu hardness [51,119,121,133,134] and yield strength (multiplied by 3 [51,133,135–138]). 
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2.4 Discussion 
The hardness enhancement of the alloys with respect to pure Cu can be calculated as 
Henhancement = Halloy – HCu where HCu is the hardness of the pure Cu at the same grain size as the 
alloy. This value approximately compensates for the different grain sizes of the alloys. Since the 
maximum variation in grain size for all samples is only a factor of two, the correction is not too 
significant. Figure 2.4 plots the hardness enhancement as a function of grain boundary solute 
concentration, including data from both annealed and as-deposited samples. The measurements 
on all alloy samples are included in this plot, illustrating that variations in grain size have only a 
minor influence on the results.  For Cu-Fe, only as-deposited samples are shown. Also included 
in Figure 2.4 are previously published MD results [54]. Solute concentration clearly affects 
hardness, with Nb having a much stronger effect than Fe. Most remarkable is the excellent 
agreement between the experimental results and the MD simulations for both alloys. 
While Figure 2.4 shows a strong correlation between hardness and grain boundary 
concentration (energy), solute atoms may also impact strength of nanocrystalline alloys through 
an effect on the shear modulus and on the lattice parameter [12]. Present nanoindentation 
measurements showed however no differences in the elastic modulus (E = 98 ± 5 GPa) between 
pure nanocrystalline Cu and the nanocrystalline Cu-Nb alloys. The change of the lattice 
parameter can explain at most 10% of the measured effects [12]. In addition, direct calculations 
using MD simulations show that the yield strength decreases from that in pure nanocrystalline 
Cu through the addition of Nb in solid solution. 1% offset method indicates 2.36 GPa for pure 
nanocrystalline Cu, 1.84 GPa for Cu97Nb3, and 1.32 GPa for Cu92Nb8. These results rule out the 
solid solution hardening as the cause of the increase in alloy strength with increasing Nb 
composition or its decrease with annealing. 
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In addition to solid solution strengthening, precipitation hardening might also affect the 
hardness results. Since no precipitates have been observed in the as-deposited samples with a 
TEM resolution of ≈ 1 nm, and annealing leads only to softening, this possibility is unlikely. MD 
simulations have suggested that coherent Nb clusters (as large as 25 Nb atoms) have little effect 
on the yield strength. On the other hand, the somewhat higher values of hardness in the annealed 
samples in comparison to the as-deposited samples of similar grain boundary concentration 
might be due to precipitation. This excess hardness, however, may also be due to uncertainties in 
the concentration of Nb in the grain boundaries, as the hardness appears very sensitive to the Nb 
concentration at low concentrations. 
 
 
Figure 2.4: Hardness enhancement obtained by adding Nb or Fe to Cu when compared to pure Cu as a 
function of grain boundary solute concentration. Filled symbols are results of MD simulations [54]. Open 
symbols indicate experimental data. Triangles refer to annealed samples and squares to as-deposited 
samples. 
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2.5 Conclusion 
Solute additions to grain boundaries can yield significant hardness increases in Cu-Fe and 
Cu-Nb nanocrystalline thin films, well exceeding hardness obtained by grain size reduction 
alone. These observations are in good agreement with recent atomistic simulations [54], where 
these effects can be directly explained by the reduction of grain boundary energy with increasing 
solute concentration. As the simulations predicted, oversized solutes such as Nb in Cu, are found 
to be most effective owing to their large effect on grain boundary energy. The present 
experimental results offer strong support for the idea that nanocrystalline materials can reach 
theoretical strength by grain boundary doping [54]. 
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CHAPTER 3: DEVELOPMENT OF AN IN SITU MICROPILLAR 
COMPRESSION APPARATUS FOR CREEP MEASUREMENTS 
 
This chapter [2] is reproduced with permission from S. Özerinç, R.S. Averback, W.P King, In situ 
creep measurements on micropillar samples during heavy ion irradiation, Journal of Nuclear 
Materials 451(1-3) (2014) 104-110. Copyright 2014, Elsevier. 
 
3.1 Introduction 
Generation IV nuclear power plants are expected to operate at temperatures as high as 
1000°C and with displacement damage reaching 150 displacements per atom (dpa) in the 
cladding materials [58,139]. Maintenance of the dimensional stability of the cladding and the 
surrounding components under these extreme conditions will require advanced structural 
materials that are both resistant to void swelling and irradiation induced creep (IIC) [59]. A 
promising means for reducing void swelling employs materials containing a high density of 
neutral sinks such as nano-precipitates [140], grain boundaries [141], or nanolayered structures 
[142]. While some work has begun to examine the creep resistance in these materials under 
irradiation [77,143,144], these studies have been very limited and a systematic understanding of 
IIC in advanced alloys is still lacking. A key need for faster progress in this area is the 
development of a robust testing procedure that can reliably and quickly measure creep in a wide 
range of materials under reactor-like conditions. This chapter describes a novel capability to 
perform in situ creep experiments on ion irradiated bulk materials. 
IIC has been investigated in the past through both in-reactor tests and accelerated ion 
beam experiments. In-reactor experiments enable the direct evaluation of neutron irradiation 
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effects on bulk materials, typically employing expansion of pressurized tubes [60–67], stress 
relaxation of elastically bent beams [68–71], or loaded helical springs [72–74]. Such in-reactor 
tests, however, generally suffer from high costs, low damage rates, and difficulties associated 
with post-irradiation examination of radioactive materials. High energy ion irradiations provide 
an alternative and accelerated approach for simulating the neutron induced displacement damage 
in nuclear power plants [145]. Simulation by ion irradiation, however, has its shortcomings as 
well: (i) the difference in primary recoil spectra between ions and neutrons, (ii) the difficulty in 
correcting for the accelerated kinetics, and (iii) the small volume of sample that can be irradiated. 
By employing heavy ion irradiations, as opposed to e.g., protons, the first of these issues can be 
largely eliminated [146], and indeed, such experiments have long been utilized to study 
microstructural evolutions in irradiated alloys and ceramics. Measurements of mechanical 
behavior on ion irradiated samples pose more significant problems, since large samples are 
usually required for reliable analysis. Extensive efforts are presently being focused on 
developing new protocols for analyzing mechanical properties from tests on miniaturized 
samples [40]. IIC measurements are particularly challenging owing to the difficulty of measuring 
strain in situ on micron-sized specimens. 
  Experimental methods currently employed to evaluate IIC during ion irradiation usually 
involve either stress relaxation or uniaxial creep measurements. Stress relaxation is attractive 
owing to the ease of specimen preparation and accurate measurement of small strains by wafer 
(or beam) bending methods [89,90]. These experiments, however, are limited to very low strains, 
and they are usually subject to highly inhomogeneous damage [91–96]. Uniaxial creep tests 
using ion beam irradiation have the advantages of active control of specimen stress and 
straightforward data interpretation, but these measurements generally require larger specimens, > 
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50 μm [77,99–111]. For this reason, such studies have mostly been performed using high energy 
protons [77,100,109–111] or other light ions [99,101,102,104–106]. The recoil spectra associated 
with light ion irradiation, however, are shifted to low energies, in comparison to fast neutrons, 
and displacement rates are very low. Damage levels are typically limited to under ≈ 1 dpa in 
these experiments, even after many hours of irradiation. A few experiments have utilized GeV 
heavy ion irradiations [107,108], as they provide more uniform damage and high damage rates; 
however, the damage in this case stems mainly from the pronounced electronic stopping of swift 
ions, not from nuclear collisions, and hence they probe a different physics [116]. 
 In contrast to light ions, MeV heavy ions produce very high damage rates, and the hard-
sphere like interactions between ions and target atoms yield recoil spectra very comparable to 
fast neutrons [116]. MeV heavy ions, however, have short penetration depths in solids, and thus 
they have been used mostly with stress relaxation measurements [91–95,97,98]. Recently, in situ 
bulge tests have been successfully employed with heavy ions, with plastic strains over 5% being 
achieved [117,147]. These experiments, however, have so far required thin film specimens 
grown by physical vapor deposition, and therefore they are not conducive to testing bulk 
materials with complex microstructures, such as nano-ODS ferritic/martensitic steels and other 
technologically significant materials. The method described here overcomes this difficulty, and 
many of the others described above, by using in situ compression tests on micropillar specimens 
that can be cut from any bulk material. The method is applied to the test case of amorphous 
Cu56Ti38Ag6. Creep in amorphous materials is particularly interesting since it is typically orders 
of magnitude greater than in crystalline materials, although the mechanisms of creep [148,149] 
remain uncertain. As part of the analysis of the measurement technique, this chapter uses finite 
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element method to evaluate the errors associated with ion beam heating and the inherent 
inhomogeneous displacement damage with ion irradiation. 
 
3.2 Experimental Details 
3.2.1 Setup Design 
Figure 3.1(a) shows a schematic of the experiment. The measurement apparatus consists 
of an Attocube ECS3030 closed-loop nanopositioner with 1 nm positioning accuracy, an 
Attocube FPS1010 interferometric laser displacement sensor, also with 1 nm reproducibility, and 
a microfabricated doubly clamped Si beam (the transducer). Micropositioning stages (not shown) 
facilitate the alignment between the micropillar, transducer center, and laser spot. The 
nanopositioner controls the position of the micropillar, and the laser sensor measures the height 
of the transducer as illustrated in Figure 3.1(b). The micropillar is moved by the nanopositioner, 
resulting in a deflection of the transducer, and a uniaxial compressive stress in the micropillar 
(Figure 3.1(c)). During the test, the nanopositioner holds the base of the micropillar stationary 
after loading; this results in a nearly constant stress in the micropillar, even for large strains. 
Deformation of the micropillar is obtained from the change in the deflection of the center of the 
transducer, measured by the laser sensor (Figure 3.1(d)). The stress in the micropillar is 
determined from the measured transducer deflection and the transducer spring constant. 
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Figure 3.1: (a) Schematic view of the main components of the experiment. (b) Micropillar is disengaged 
from the transducer. (c) Transducer is deflected and the micropillar is under load. (d) Micropillar deforms, 
resulting transducer deflection to change. 
 
3.2.2 Transducer and Sample Fabrication 
Figure 3.2 shows the fabrication steps of the single crystal Si transducer. Doubly clamped 
beams, 2 mm in length, 80 μm in effective width, and 10 μm in thickness were microfabricated 
from silicon-on-insulator wafers with a 30 μm device layer, a 2 μm SiO2 layer, and a 400 μm 
handle layer. A first photolithography step followed by deep-reactive ion etching (DRIE) for 10 
μm defined the Si beam structure (Figure 3.2(a)). A second step following the same procedure 
formed the 20 μm diameter, 20 μm tall cylindrical punch at the center of the transducer (Figure 
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3.2(b)). This punch facilitates the alignment of the micropillar with the transducer center. 
Backside patterning and subsequent DRIE for 400 μm (Figure 3.2(c)), followed by hydrofluoric 
acid etching of the exposed SiO2 layer released the transducers (Figure 3.2(d)). The final step 
was the sputter-deposition of a 40 nm thick Al layer on the laser side of the transducer for high 
reflectivity. 
 
 
Figure 3.2: Schematic views of the main fabrication steps of the transducer. (a) Pattering of the beam 
structure, and DRIE for 10 μm. (b) Patterning of the cylindrical punch structure, and DRIE for 20 μm. (c) 
Patterning of the backside, and DRIE for 400 μm. (d) Hydrofluoric acid etching of exposed SiO2 and 
removal of the device from the wafer frame. 
 
Figure 3.3(a) shows a scanning electron microscopy (SEM) image of a fabricated 
transducer. The inset shows a close-up view of the cylindrical punch region. The double-leg 
design of the transducer improves the torsional stiffness and facilitates the alignment of the laser 
spot with the center of the transducer. An Asylum MFP-3D atomic force microscope was utilized 
(b)
(c) (d)
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to measure the transducer spring constants (≈ 200 N/m) using a calibrated commercial 
microcantilever. 
 
 
Figure 3.3: (a) SEM image of the microfabricated Si transducer with inset showing the close-up view of 
the cylindrical punch region. (b) Cu56Ti38Ag6 micropillar before the test. (c) After creep deformation. (d) 
XRD data of Cu56Ti38Ag6 compacted cylinder verifying the amorphous structure. 
   
Amorphous Cu56Ti38Ag6 specimens were prepared by high-energy ball milling of 
elemental Cu, Ti, and Ag powders using a SPEX 8000 mill in a purified argon glove box. 
Compaction of the powders at 0.85 GPa at 150°C produced cylinders of 1 cm diameter and ≈ 1 
cm height. Electrical discharge machining (EDM) was used to cut out 1.6 mm diameter pins 
from the cylinder. This was followed by mechanical polishing to reduce the diameter of the pins 
to 20 μm. The final shape of the specimen, 1 μm diameter and 2 μm height, was then obtained 
using an FEI Helios Nanolab 600i focused ion beam (FIB). Figure 3.3(b) and (c) show SEM 
images of a micropillar before and after the creep test. The amorphous structure of the 
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compacted cylinders was confirmed using X-ray diffraction (XRD) measurements with a Philips 
X’Pert diffractometer. Figure 3.3(d) shows two very broad peaks in the XRD data. 
The measurement apparatus was mounted in an irradiation chamber with a vacuum level 
< 1×10-7 Torr. An HVE Van de Graaff accelerator provided the 2.1 MeV Ne+ ion beam at ≈ 
1.7×1012 ions/(cm2∙s) with raster scanning. A 1 mm aperture was placed directly in front of the 
micropillar to limit the irradiation flux on the micropillar holder. The aperture was electrically 
isolated from the apparatus, and the beam current was continuously monitored utilizing a current 
amplifier and a multimeter connected to the aperture. The beam current was also measured by 
using a Faraday cup at the beginning and at the end of each experiment, and continuous 
multimeter reading was calibrated accordingly. 
 
3.3 Results 
Figure 3.4 summarizes the IIC measurements on a 0.95 μm diameter, 2.1 μm tall 
Cu56Ti38Ag6 micropillar. Figure 3.4(a) shows the nanopositioner motion as a function of time 
and displacement damage, while Figure 3.4(b) reports the corresponding deflection of the 
transducer. The laser sensor begins monitoring the transducer position with the initiation of the 
ion irradiation; the micropillar loading starts only after the thermal, mechanical, and ion beam 
induced drifts become negligible. Figure 3.4(c) shows the resulting micropillar deformation. The 
micropillar was subjected to uniaxial compressive stresses of 170 MPa, 290 MPa, and 420 MPa. 
Also recorded in Figure 3.4(c) is the measured creep rate for each level of stress. There are 
jumps in the deformation at the outset of each loading, which is clearly not associated with 
specimen creep. These strain bursts might be due to the engaging (and repositioning) of the 
micropillar with the transducer. 
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Figure 3.4: (a) Nanopositioner position, (b) Laser reading, (c) Micropillar deformation (strain) as a 
function of time and displacement damage. Micropillar stress in each loading stage is indicated in (b). 
Corresponding micropillar deformation rates are shown in (c). Deformation = Nanopositioner reading – 
Laser reading in (c). 
 
From the measured strain rates, applied stresses, and ion currents, the irradiation induced 
fluidity (Fdpa) of the Cu56Ti38Ag6 samples can be calculated using the expression,  
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in the figure are values from the literature for: 6.3 MeV proton irradiated Ni78B14Si8 [150], 700 
keV Kr+ irradiated Zr65Cu27.5Al7.5 [94], 800 keV Kr
+ irradiated Zr65Cu35 [94], and 4 MeV Xe 
irradiated SiO2 [151]. All experimental data are normalized to dpa by using a displacement 
energy of 10 eV in TRIM [152]. Although irradiation parameters and the target materials are 
significantly different in these experiments, the measured values of F are quite similar and in 
good agreement with predictions from molecular dynamics (MD) simulations using an 
embedded atom potential representing CuTi (dashed line) [149]. 
 
 
Figure 3.5: Measured irradiation induced fluidity plotted as a function of absolute value of stress. Filled 
markers show data from the present study; each color denotes a micropillar tested, and each data point 
corresponds to one loading stage. Hollow markers are experimental data from literature and dashed line 
shows MD simulation prediction [149]. 
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3.4 Discussion 
3.4.1 Irradiation Induced Creep 
The experiments show directly that IIC in this amorphous alloy obeys Newtonian flow. 
This had been suggested previously from stress relaxation measurements [153], and MD 
simulations [149], but shown here directly. The results also show that IIC is to within 
uncertainties, independent of displacement rate and the type of ion (Ne or Ar, i.e., nuclear 
stopping power). These findings were also observed in previous studies. Furthermore, the 
magnitude of the IIC in this metallic glass is similar to values reported for Si, SiO2 and other 
metallic glasses, strengthening the argument that the magnitude of IIC should be similar in many 
inorganic amorphous solids. 
3.4.2 Displacement Damage Inhomogeneity 
There are potential sources of error in the presented measurements which derive from the 
somewhat inhomogeneous damage profile in the irradiated sample, micropillar misalignment, 
micropillar taper, and beam heating. Generally, ion irradiation does not provide uniform damage 
creation in a material owing to the dependence of the damage-energy cross section on energy, 
coupled with the rapid loss of energy as the ion slows in a material. In the present experiments 
the 2.1 MeV Ne+ ions lose ≈ 85% of their energy on traversing the micropillar. Before presenting 
the analysis of the effect of such inhomogeneities, this section briefly points out the inherent 
compromise required in ion irradiation simulations in terms of damage homogeneity and damage 
rates. Figure 3.6(a) shows damage profiles for several Ne and He ion irradiations of 1 μm 
Cu56Ti38Ag6 foils based on TRIM simulations [152]. It is observed that damage inhomogeneities 
are present for all ion energies, but slowly decreasing at high energies. 
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For a quantitative comparison, this section defines the damage inhomogeneity as the 
relative standard deviation of energy absorbed by recoils: 
  
21
( )ERSD E x E
E
  , (3.2) 
where E is the energy absorbed by recoils, and x is the position along the depth of the target 
material. Figure 3.6(b) shows damage inhomogeneity (RSDE) and the fraction of the beam 
energy lost in the specimen that creates damage (nuclear energy loss %) as a function of beam 
energy. The figure shows that the damage inhomogeneity is reduced only slowly with increasing 
energy, but at the cost of a rapidly decreasing fractional damage energy. As an example, if the 
highest beam current possible is used without significant beam heating, then increasing the Ne 
beam energy from the presently used 2.1 MeV, to 10 MeV, increases the irradiation time by a 
factor of 17, while reducing the damage inhomogeneity only 37%. Owing to the universal nature 
of ion-solid interactions (see e.g., [152]), this analysis is nearly independent of the type of ion 
employed. This is illustrated in Figure 3.6 where the analysis is performed comparing Ne and He 
irradiations. 
Finally, it should be noted that the choice of 2.1 MeV Ne+ ions was largely dictated by 
the goal to simulate fast neutron damage and the maximum energy of the Van de Graaff 
accelerator used in the experiments, which is ≈ 2.5 MeV. Ne is the heaviest ion that can be used 
below this maximum energy and still provide good homogeneity in the micron-thick specimens 
tested. 
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Figure 3.6: (a) Energy absorbed by recoils as a function of target depth for Ne and He ions at various 
energies. Inset shows the same information for ions with higher energies. (b) Nuclear energy loss and 
damage inhomogeneity for He and Ne ions as a function of energy. 
36 
 
The effect of the inhomogeneous displacement damage on the present results are 
analyzed using finite element method (FEM). Figure 3.7(a) shows a schematic of the micropillar 
irradiated by the ion beam. The cylindrical support region below the micropillar experiences 
much smaller displacement damage and much lower compressive stress when compared to the 
micropillar, and therefore it can be assumed rigid. The schematic also illustrates that the effective 
“thickness” of the micropillar along the ion beam direction is not constant, resulting in a 2D 
variation in the damage profile. 3D-TRIM simulations were performed [152,154] on 10 nm thick 
slices of the micropillar and the damage profile shown in Figure 3.7(b) was obtained. The 3D 
finite element calculation considers the micropillar (1 μm diameter and 3 μm height) compressed 
by a cylindrical Si punch using the Maxwell model for viscoelastic response. The Si punch 
deforms only elastically whereas the viscosity of the micropillar is defined as a function of 
position: 
 
3
( , )
( , )dpa
x y
H x y


 , (3.3) 
where ( , )dpa x y  is a 2D distribution of displacement damage rate based on the damage profile 
of Figure 3.7(b). This assumes that the creep rate is proportional to the local damage rate, as 
suggested by both the present and past studies noted above. The Si punch is restricted to pure 
translational motion parallel to the pillar axis. The bottom of the micropillar is fixed, while the 
contact between the micropillar and the punch is frictionless, thus allowing inhomogeneous 
deformation of the micropillar. A constant load on the punch results in compressive stress in the 
micropillar. Figure 3.7(c) shows the cross sectional strain distribution through the center of the 
micropillar at an average strain of 10%. The strain variation in the micropillar is less than 2%, 
showing that the inhomogeneous damage does not result in severe inhomogeneities in the 
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deformation. Figure 3.7(d) compares the average micropillar strain as a function of time for the 
inhomogeneously damaged micropillar and a hypothetical homogeneously damaged micropillar. 
The inhomogeneously damaged micropillar deforms mostly linearly with time similar to the 
homogeneously damaged micropillar, but the total deformation is smaller. A plot of εinhomogeneous / 
εhomogeneous versus time shows that the nonlinearity is small and occurs mostly below 1% and 
above 20% strain. 
 
 
Figure 3.7: (a) Schematic illustrating the irradiation of the micropillar. (b) Displacement damage rate 
distribution within the micropillar, based on 3D-TRIM [152,154] simulations. (c) Cross sectional strain 
distribution through the center of the micropillar as a result of the inhomogeneous displacement damage. 
(d) Average strain of the homogeneously and inhomogeneously damaged micropillars as a function of 
time and as a function of homogeneously damaged micropillar strain. The ratio of the inhomogeneous-
damage strain to the homogeneous-damage strain is also shown. 
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The rather small effect of inhomogeneous damage is a straightforward consequence of 
the Newtonian viscous response of irradiated amorphous materials. Regions receiving little 
damage builds large stresses and vice versa, which results in the average fluidity. The data in 
Figure 3.4 indeed show linear behavior. The validity of the approach is further supported by the 
simulation prediction of nearly linear strain of the micropillar as a function of time, indicating 
that any nonlinearity due to buckling and/or inhomogeneous deformation is negligible in the 
strain range 1% – 20%. An unsteady stress distribution below 1% strain and buckling above 20% 
strain induces the nonlinearity. For situations involving non-linear creep response, the errors may 
be larger, but they can be corrected by using a combination of more homogeneous damage with 
an analysis similar to that employed here. 
3.4.3 Micropillar Taper and Misalignment 
A second potential source of experimental error is the small misalignment between the 
micropillar axis and the transducer, which might result in bending of the micropillar. Effect of 
the misalignment on the creep rate was analyzed also by FEM. Creep simulation of a cylindrical 
micropillar that is skewed by 3° shows that the strain is mostly linear with time up to 15% strain, 
and it is within 20% of the hypothetical case of zero-misalignment. For the extreme case of 5° 
misalignment, the strain is still mostly linear with time up to 10% strain, and it is within 30% of 
the zero-misalignment case in that range. Therefore, the effect of misalignment on the creep 
measurements is comparable to the other experimental uncertainties even for very large 
misalignments. 
In addition to the micropillar misalignment, the taper in the micropillar can also be a 
source of experimental error. Zhang et al. [36] showed that a taper in micropillars can result in 
erroneous measurements of the elastic modulus, yield strength, and strain hardening. For creep 
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measurements, however, the linear relationship between stress and strain rate allows accurate 
calculation of the fluidity by using the geometric average diameter of the micropillar. The taper 
in the micropillar also introduces displacement damage inhomogeneity along the axis of the 
micropillar. However, this inhomogeneity is much smaller than the inhomogeneity over the 
circular cross section of the micropillar due to the small diameter variation. Therefore, its effect 
should be negligible based on the above discussion of finite element analysis of creep. It should 
also be noted that the FIB lathe milling method, which can provide taper-free micropillars [32] is 
usually limited to diameters > 2 μm, and therefore not appropriate for the current irradiation 
experiments. 
3.4.4 Ion Beam Heating 
The beam heating can also be a source of experimental error. In order to assess this 
problem, FEM is used and the transducer, the micropillar, and the base of the micropillar are 
included as the representative system with appropriate boundary conditions. The irradiation 
conditions employed here result in a heat flux of ≈ 6 kW/m2, and the thermal conductivity of the 
Cu56Ti38Ag6 sample is estimated to be 7 W/(m∙K) [155]. The steady-state FEM solution predicts 
a micropillar temperature rise < 5°C. This increase in temperature is negligible for the presented 
measurements, as previous work indicated that the irradiation induced fluidity is mostly 
independent of temperature in amorphous materials [151,156,157]. For example, fluidity in SiO2 
varies by less than 50% over a temperature range of ≈ 0.1Tg – 0.6Tg where Tg is the glass 
transition temperature in K [151]. A temperature rise of several °C can be important for 
crystalline materials, but these materials generally have larger thermal conductivities; lower 
beam currents could also be employed. 
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3.5 Conclusion 
This chapter presented the development of an in situ micropillar creep measurement 
apparatus and demonstrated IIC measurements of amorphous Cu56Ti38Ag6 micropillars under 2.1 
MeV Ne+ irradiation. Good agreement with the MD simulation predictions and previous 
experimental data provides evidence for the point defect creation dominated IIC of amorphous 
materials in the nuclear stopping regime. The apparatus presents an effective approach for 
accelerated mechanical evaluation of nuclear materials at the microscale. The versatile nature of 
the apparatus allows different creep experiments to be performed. Micropillars can be prepared 
both from bulk samples and films on substrates. The microfabricated Si transducers can be easily 
modified to accommodate different force sensitivity requirements and a double transducer design 
can enable tensile creep tests with minimal modification of the surrounding components.
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CHAPTER 4: IRRADIATION INDUCED CREEP OF 
AMORPHOUS MATERIALS 
 
This chapter [3] is reproduced with permission from S. Özerinç, H.J. Kim, R.S. Averback, W.P. 
King, Direct measurements of irradiation-induced creep in micropillars of amorphous 
Cu56Ti38Ag6, Zr52Ni48, Si, and SiO2, Journal of Applied Physics 117 (2015) 024310. Copyright 
2015, AIP Publishing LLC. 
 
4.1 Introduction 
Amorphous materials are known to experience Newtonian flow under combined stress 
and ion irradiation [97,158], with irradiation induced creep (IIC) rates being orders of magnitude 
higher than those in polycrystalline materials [159]. An understanding of this phenomenon is 
important for applications in ion implantation [160,161] and materials used in nuclear power 
generation [150]. Relatively few IIC measurements have been performed on amorphous 
materials, and of these, most have relied on stress relaxation measurements through wafer 
curvature or beam bending methods [91,94,97,151,158,162]. These measurements, moreover, 
have concentrated on amorphous (a-) SiO2 [91,151,162], although some additional work has 
been performed on metallic glasses [94] and a-Si [97]. While stress relaxation measurements are 
very convenient and accurate, they suffer from a number of problems. Most significantly, the 
measurements integrate the stress relaxation over the entire range of the projectile thereby 
complicating the analysis, particularly when more than one mechanism is taking place such as in 
a-SiO2 which also undergoes phase changes (densification) and anisotropic deformation 
[91,163]. A second difficulty concerns the effect of the end of range damage. Here the 
implantation ion is added, the damage is very high, and an interaction with the undamaged 
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substrate can become important [94]. It can be challenging to interpret the results of such 
experiments [163]. 
Direct tensile creep measurements have the benefit of easier data interpretation, however 
these measurements can be difficult to perform. Direct tensile creep measurements generally 
require relatively thick specimens, up to tens of microns, and as a consequence, only ions with 
large penetration depths can be used, such as light ions [99,101,102,104–106] and protons 
[77,100,110] in the MeV energy range or swift heavy ions [107,108] at much higher energies. 
The former, however, are limited to low damage levels, owing to their small cross sections for 
defect production, while the latter probes physics not associated with ion implantation or defect 
production in reactor materials. Bulge tests on thin films have recently been shown useful for this 
purpose [117,147], and can use MeV heavy ions, although presently they are limited to thin film 
specimens. In Chapter 3, the development of a compression creep apparatus for use with 
submicron-sized specimens is presented [2]. This method is also compatible with use of MeV 
heavy ions and high dpa levels, and it is not restricted to thin films. In this chapter, the versatility 
of this apparatus is demonstrated by measuring the creep properties of three different classes of 
amorphous materials: metallic glasses, a-Si and a-SiO2. The measurement results are interpreted 
by using previously developed theoretical models and the relative significance of different creep 
mechanisms in the tested materials are determined. 
 
4.2 Experimental Details 
Figure 4.1 describes the measurement apparatus, which consists of a nanopositioner, an 
interferometric laser displacement sensor, and a doubly clamped Si beam (the transducer) [2]. 
The micropillar sample is mounted on the nanopositioner, which pushes the micropillar against 
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the compliant transducer. A laser displacement sensor measures the deflection at the center of the 
transducer. Figure 4.1(a-c) shows a schematic of the testing procedure. Initially, the micropillar 
is disengaged from the transducer (Figure 4.1(a)). Then, the micropillar is moved by the 
nanopositioner, and it deflects the transducer, resulting in compressive stress in the micropillar 
(Figure 4.1(b)). The micropillar creeps under combined stress and ion bombardment, and its 
deformation corresponds to a change in the deflection of the transducer, which is measured by 
the displacement sensor, relative to the nanopositioner displacement (Figure 4.1(c)). The 
micropillar stress was calculated in these experiments by using the average deflection of the 
transducer over the compression period, and measuring the spring constant of the transducer, and 
diameter of the micropillar. Strain rate was calculated from the change in the displacement 
(deflection) reading of the laser sensor during compression and height of the micropillar. 
Thermal drift from beam heating of the apparatus was limited by placing a 1 mm aperture in 
front of the sample.  The compression experiment, in any case, was initiated only after this drift 
became negligible. The experiments were performed in an irradiation chamber with a vacuum 
level < 1×10-7 Torr. An HVE Van de Graaff accelerator provided 1.8 – 2.1 MeV Ne+, Ar+, and 
Kr+ ion beams at ≈ 7 × 1011 ions/(cm2∙s). More complete details of the apparatus and the 
measurement principles, including effects of damage inhomogeneity and beam heating, are 
discussed in Chapter 3 [2]. 
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Figure 4.1: Schematic view of the measurement procedure [2]. (a) Micropillar is disengaged from the 
transducer. (b) Nanopositioner moves the micropillar up, deflecting the transducer. Micropillar is now 
under load and ion bombardment. (c) The micropillar deforms, resulting transducer deflection to decrease. 
(d) SEM image of a microfabricated doubly clamped Si beam transducer [2]. The cylindrical punch 
region at the center of the beam facilitates micropillar alignment. 
 
The amorphous (a-) Cu56Ti38Ag6 cylinders were prepared by ball milling followed by hot 
compression. The cylinders were cut in the form of small pins, and mechanically polished to 
obtain a sharp tip. The tips were then ion milled, using an FEI Helios Nanolab 600i focused ion 
beam (FIB), to obtain micropillars approximately 1 μm in diameter and 2 μm in height. a-Si 
samples were prepared by first microfabricating 50 μm diameter, 150 μm tall, single-crystal Si 
posts on 3 mm × 3 mm wafer pieces using deep reactive-ion etching (DRIE). The posts were 
then milled using the FIB to obtain the micropillars. The Si micropillars were given a pre-
nanopositioner
(a) (b) (c)
transducer 
center
micropillar
nanopositioner 
motion
reference 
position
laser 
sensor
transducer 
deflection
of loading
micropillar 
deformation
250 μm
(d)
ion beam
45 
 
irradiation, amorphization treatment, using ion doses greater than 0.4 displacements per atom 
(dpa) [164], prior to creep testing. The a-SiO2 samples were prepared by plasma-enhanced 
chemical vapor deposition (PECVD) onto the microfabricated Si posts. The 3 μm thick a-SiO2 
layers on the posts were then milled using the FIB to obtain the micropillars. a-Zr52Ni48 was 
prepared similarly, but it was deposited on the Si posts using magnetron sputtering. Amorphous 
structures of the samples were verified by X-ray diffraction (XRD) and selected area electron 
diffraction (SAED) analyses. Figure 4.2 shows the XRD data of a-Cu56Ti38Ag6 [2], a-Zr52Ni48 
and a-SiO2 samples before irradiation and SAED pattern of an a-Si micropillar after irradiation. 
Inset of Figure 4.2(d) shows literature data of a-SiO2 after [165]. 
 
 
Figure 4.2: XRD data of a-Cu56Ti38Ag6 [2], a-Zr52Ni48, and a-SiO2 samples before irradiation, and SAED 
pattern of an a-Si micropillar after irradiation, indicating amorphous structure. In (d), the data correspond 
to the difference between the data of the a-SiO2 sample on Si substrate and the data of a single crystal Si 
sample. Inset of (d) shows literature data of a-SiO2 after [165]. 
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4.3 Results 
Figure 4.3 shows SEM images of a-Cu56Ti38Ag6 [2], a-Zr52Ni48, a-Si, and a-SiO2 
micropillars before and after the creep test. Initial experiments with a-Si samples resulted in 
bending of the micropillar, which was attributed to the inhomogeneous amorphization at the base 
region of the micropillar due to the large nonuniformity in the displacement damage at that 
location. The inhomogeneous amorphization was eliminated by placing a ≈ 1 μm thick Pt 
protection layer at the base of the micropillar, using FIB-assisted chemical vapor deposition. The 
penetration depth of 1.8 MeV Ar+ in Pt is ≈ 800 nm [152], therefore the Pt layer completely 
shields the base of the micropillar from irradiation damage. No bending was observed in the a-Si 
micropillars that had this protection layer; a similar protection layer was utilized for the a-SiO2 
micropillars. 
The a-SiO2 micropillars were observed to become thinner along the ion beam direction 
following irradiation, presumably due to irradiation induced anisotropic deformation [91]. In 
order to eliminate the uncertainties that would result from the compression of elongated 
micropillars, the pre-irradiation of the SiO2 micropillars was limited to ≈ 7×1014 ions/cm2, 
minimizing the change in shape. For all the ions used, this damage level is beyond the saturation 
dose required for the irradiation induced densification of SiO2 [91], ≈ 0.05 dpa. The other 
samples, a-Cu56Ti38Ag6, a-Zr52Ni48 and a-Si micropillars did not show any observable 
anisotropic deformation. 
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Figure 4.3: SEM images of the micropillar specimens. (a) a-Cu56Ti38Ag6 before and (b) after the creep 
test [2], (c) a-Zr52Ni48 before and (d) after the creep test, (e) a-Si before and (f) after the creep test, (g) a-
SiO2 before and (h) after the creep test. 
 
Figure 4.4 shows the deformation and strain of a-Cu56Ti38Ag6 [2], a-Zr52Ni48, a-Si and a-
SiO2 micropillars as a function of time and displacement damage. Each micropillar was loaded 
three times with different initial transducer deflections, resulting in different stress levels. In the 
intervals where no deformation is taking place, the micropillar is disengaged from the transducer, 
i.e., no loading, but there is irradiation. For each loading, the deformation increases 
approximately linearly with time, and the deformation rate is proportional to the applied stress. 
These are the consequences of the Newtonian nature of the IIC in amorphous materials, in 
agreement with previous findings [91,97,153]. Deformation jumps are seen at the onset of each 
loading; these artifacts are attributed to the combined effects of repositioning of the transducer 
after each engagement and the finite compliance of the frame of the apparatus. 
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Figure 4.4: Deformation (strain) of the micropillars as a function of time (displacement damage). Each 
micropillar is loaded three times with the indicated stress level in MPa. Regions of zero slope are when 
the micropillar is disengaged from the transducer. 
 
The IIC of an amorphous material under uniaxial stress can be described by the following 
expression. 
 
1
3 3
d F
d
  

   
   , (4.1) 
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where   is strain rate,   is ion flux, σ is applied stress, μ is viscosity, and F is irradiation 
induced fluidity. For point defect mediated creep, it is more convenient to define 1dpa dpaF  , 
where Fdpa (dpa
-1Pa-1) is the fluidity normalized by the displacement damage rate, dpa  (dpa/s), 
which is calculated using TRIM [152]; dpa refers to displacements per atom and is a normalized 
unit of dose. 
Figure 4.5 shows the measured strain rates normalized by dpa  as a function of absolute 
value of the micropillar stress. The slopes of the data in these plots yield Fdpa. Figure 4.5(a) 
shows this work’s results for a-Cu56Ti38Ag6 [2], a-Zr52Ni48, and a-Si, as well as literature values 
for: 6.3 MeV proton irradiated a-Ni78B14Si8 [150], 700 keV Kr
+ irradiated a-Zr65Cu27.5Al7.5 [94], 
and 800 keV Kr+ irradiated a-Zr65Cu35 [94]. The solid line is the prediction of a point defect 
model [149] which is described in the discussion section. The dashed line is a fit to the a-
Cu56Ti38Ag6 and a-Zr52Ni48 data, and the dotted line is a fit to the a-Si data. For the stress 
relaxation measurements [94], an average stress is used for locating the data point (assuming 
Newtonian flow) and biaxial strain rate is multiplied by two in order to obtain the corresponding 
uniaxial strain rate for comparison. 
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Figure 4.5: Normalized strain rate as a function of absolute value of micropillar stress. Filled markers are 
the results of the present study and previously discussed a-Cu56Ti38Ag6 data [2], and hollow markers are 
literature values. In (a), the solid line indicates the theoretical prediction [149], the dashed line is a fit to 
the a-Cu56Ti38Ag6 [2] and a-Zr52Ni48 data, and the dotted line is a fit to the a-Si data. In (b), dashed lines 
are fits to the Ne+ and Ar+ irradiated a-SiO2 data, and the dotted line is the average of stress relaxation 
measurements for 0.25–1.8 MeV Ne+ and 0.25–4 MeV Xe+ irradiation on a-SiO2 [91]. 
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Figure 4.5(b) shows the results of the present work for a-SiO2 bombarded by 1.8 MeV 
Ne+, Ar+, and Kr+. Dashed lines are fits to the Ne+ and Ar+ data, and dotted line indicates the 
average of stress relaxation measurements for 0.25–1.8 MeV Ne+ and 0.25–4 MeV Xe+ 
irradiation on a-SiO2 [91]. Several differences are observed in comparison to the other 
amorphous materials. First, the fluidities for the different ions no longer scale with dpa; the 
fluidities, moreover, tend to be greater than those for a-Cu56Ti38Ag6, a-Zr52Ni48, and a-Si, except 
for the Kr+ irradiation, which is similar to these in magnitude. Several measurements using stress 
relaxation have previously been performed on a-SiO2 [91,151,162,163]. These data representing 
various ions and energies (dotted line in Figure 4.5(b)) all fall close to the line passing through 
the Kr+ irradiation results, and consequently they are also similar to the a-metals and a-Si in 
Figure 4.5(a). 
 
4.4 Discussion 
The irradiation induced fluidities (IIF) in three very different types of amorphous 
materials: metallic glasses, a-Si and a-SiO2, arising from nuclear stopping, are very nearly the 
same when normalized by dpa. While the analysis uses dpa for normalization, the same 
displacement energy of 10 eV is chosen for all materials, and therefore scaling with damage 
energy works equally well. By using dpa, however, comparison can be made directly with MD 
simulations and good agreement is obtained as discussed below. The damage energy is the total 
projectile energy less that going into electronic excitation. Previous work using stress relaxation 
measurements showed that in a-SiO2, IIF scaled with the maximum nuclear stopping power of 
the projectile [91]. Indeed, several later studies using stress relaxation measurements also 
indicated this same behavior [151,163]. While those results are in good agreement with the 
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present results for 1.8 MeV Kr+ irradiation of a-SiO2, they are not, at first glance, in agreement 
with the results using Ne+ and Ar+ irradiations. This is surprising, since the previous work 
included Ne+ irradiation in the same energy range [91]. The present work shows, however, that 
the scaling of IIF in a-SiO2 with damage energy is an approximation that only holds when the 
electronic stopping power can be neglected. In the following discussion, these findings are 
interpreted in terms of current models of IIF and the different results obtained using stress 
relaxation and micropillar creep experiments are explained. 
4.4.1 Irradiation Induced Creep Mechanisms 
There are mainly two mechanisms proposed for explaining the high rates of IIC in 
amorphous materials. The first mechanism is based on the thermal spike model of IIC by 
Trinkaus [166]. The Trinkaus model assumes that energy deposition during the slowing of an ion 
leads to local heating, and if the energy density is sufficiently high in these regions, the local 
temperature can rise above the glass temperature. Elastic relaxations around these thermal spikes 
then lead to permanent plastic deformation when the melt region refreezes [148,166–169]. The 
Trinkaus model distinguishes between spherical spikes and cylindrical spikes, although more 
important for the present work are the causes of the heat spikes. In metals and Si electronic 
excitation plays no significant role since the electronic system carries away the heat before it can 
effectively couple locally to the phonon system. It is only the energy transferred directly to the 
phonon systems that can cause local heating, i.e., nuclear stopping. Thermal spikes arising from 
nuclear stopping tend to be spherical. In insulators, electron excitations remain localized, 
eventually coupling to the phonon system [170]. Since the electronic stopping is more or less 
continuous along the track of the ion, the thermal spike is cylindrical. 
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A second model of IIC due to nuclear stopping derives from MD simulations by Mayr et 
al. [149], i.e., the point defect model. The point defect in this context refers to a Frenkel pair-like 
defect generated by the displacement of an atom from its local site to a new high energy 
“interstitial” site, leaving an excess volume, or “vacancy” behind [149]. Local relaxations around 
these defect sites are biased by an applied stress, and this leads to creep deformation. Such local 
relaxations are akin to shear transformation zones (STZ) in supercooled liquids, although under 
irradiation their concentration is determined by defect production rather than thermal excitations. 
The model differs from the thermal spike model in that spatial location of the defects, and 
therefore energy distribution in the solid, has no direct effect on IIF. Consequently, the near 
universality of IIF is naturally explained within this model, since the number of defects created 
scales with damage energy, i.e., the displacement energy for defect production does not greatly 
vary from one material to the next [116]. As shown in Figure 4.5(a), this model agrees very well 
quantitatively with experiments, with Fdpa ≈ 3 dpa-1GPa-1. The defect model does not account for 
electronic excitation. Additional details of these models are discussed in the literature [149,167]. 
4.4.2 Comparison of Experimental Results with Theoretical Predictions  
The total irradiation induced fluidity can be estimated by Ftotal = Fe + Fn where Fe and Fn 
are the fluidities due to electronic and nuclear stopping, respectively. The definition here 
separates the contributions of nuclear and electronic excitation since the nuclear contribution is 
caused almost entirely by recoils while the electronic component results from the thermal spike 
along the track of the irradiation particle. Fluidity due to nuclear stopping is taken as Fdpa,n = 3 
dpa-1GPa-1 as determined by experiments (or the defect model). Since the spherical thermal spike 
regions and the displacement cascades leading to point defects mostly overlap, the presented 
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analysis ignores the contribution from spherical thermal spikes to avoid relaxing the same 
volume twice. Fluidity due to electronic stopping can be estimated using the expression [148]: 
 
3 e
e
S VB
H K
G Q
 , (4.2) 
where K is the efficiency of the cylindrical spikes, G is the shear modulus, B is a geometric 
factor, Se is the electronic stopping power excluding recoils, V is the volume that goes through 
stress relaxation per spike, and Q is the energy deposited per spike. For uniaxial loading 
perpendicular to the ion beam axis [148],  4 1B   , where ν is Poisson’s ratio, and it is equal 
to 0.17 for a-SiO2 [151,171]. The value of V Q  for the cylindrical spikes is given by the 
expression [148]: 
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where ρ is the density (2.23 g/cm3 for a-SiO2), C is the specific heat capacity (1250 J/(kg∙K) for 
a-SiO2 [151,171]), Tf is the flow temperature (Tf is taken as 2000 K, in accordance with 
references [151,168]), and T0 is the temperature of the irradiated specimen (273 K). 
Below an electronic stopping power threshold, the energy deposited along the ion track 
does not induce effective thermal spikes that contribute to IIF in a-SiO2. Effective thermal spikes 
also result in anisotropic deformation [162,172], which in fact were used to determine the 
threshold value. Van Dillen et al. [173], for example, have measured the dimensional changes of 
spherical silica colloids due to irradiation as a function of Se in the range 0.5–4 keV/nm.  Their 
data suggest a threshold value in the range 0.5–1.5 keV/nm. Benyagoub et al. [174], on the other 
hand have suggested a value of 2 keV/nm. This work uses a threshold of 1 keV/nm for 
calculations below; this value is in the middle of the range of possible values. Therefore, the 
efficiency factor, K = 0 for Se < 1 keV/nm. Due to the presence of this threshold value, the 
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electronic stopping along the paths of the relatively low-energy recoils does not contribute to the 
fluidity, therefore Se does not include the stopping power from recoils in the presented 
calculations. For Se > 1 keV/nm, K is taken as 0.21, following the experimental findings of 
Brongersma et al. [151]. K being equal to unity corresponds to the limiting case where all of the 
electronic stopping power is spent on perfectly efficient cylindrical spikes. 
Figure 4.6(a) shows the electronic stopping and nuclear stopping power of ions as a 
function of depth into the sample for all three experimental conditions of a-SiO2 micropillars. 
The inset shows the same information for a-Cu56Ti38Ag6, a-Zr52Ni48, and a-Si micropillars. 
Electronic stopping due to recoils is not included in the plot for the reasons noted above. As 
mentioned above, the IIF associated with nuclear stopping is known, and since it scales with dpa, 
such scaling is used for calculations discussed below. The vertical line indicates the average 
“thickness” of the 1 μm diameter micropillars as viewed by the ion beam. The electronic 
stopping decreases and the nuclear stopping increases as the ions penetrate through the 
micropillar specimen. For the ion energies and targets selected, nuclear stopping is higher and 
electronic stopping is lower for heavier ions. The horizontal line of 1 keV/nm is the estimated 
threshold electronic stopping power for efficient thermal spikes noted above [173]. For 1.8 MeV 
Kr+ on a-SiO2, the electronic stopping is below the threshold value throughout the micropillar. 
This explains why IIF for 1.8 MeV Kr+ irradiated a-SiO2 is similar to a-metals and a-Si. 
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Figure 4.6: (a) Electronic and nuclear stopping power as a function of depth into the samples for 1.8 
MeV Ne+, Ar+ and Kr+ bombardment on a-SiO2. Inset shows the same information for 2.1 MeV Ne+ on a-
Cu56Ti38Ag6, 2.0 MeV Ne+ on a-Zr52Ni48, and 1.8 MeV Ar+ on a-Si. Electronic stopping excludes the 
contribution from recoils. The horizontal dashed line indicates the threshold value for efficient cylindrical 
spikes, and the vertical lines indicate the thickness of the micropillar specimens. (b) Irradiation induced 
fluidity as a function of depth into the a-SiO2 samples. Inset shows the same information for a-
Cu56Ti38Ag6, a-Zr52Ni48, and a-Si. Fluidities due to electronic stopping, due to point defects, and the total 
values are shown. Inset only shows total fluidities, which is equal to Fn. 
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By using the information in Figure 4.6(a), the irradiation induced fluidity, F, due to each 
mechanism, and the total fluidity, Ftotal = Fe + Fn can now be determined. As noted above for a-
Cu56Ti38Ag6, a-Zr52Ni48, and a-Si, high electron mobility results in rapid dissipation of electronic 
excitations, therefore cylindrical spikes are not effective, Fe ≈ 0. The lack of visible anisotropic 
deformation in these samples supports this assumption since anisotropic deformation takes place 
only due to cylindrical spikes and not due to spherical spikes [169]. 
Before discussing the predicted IIF values in a-SiO2, the effect of anisotropic deformation 
on the compression creep measurements requires an explanation. Anisotropic deformation refers 
to the change in shape of an amorphous material due to ion irradiation, and it arises from the 
cylindrical thermal spikes. It results in shrinkage in the direction parallel to the path of the 
projectile and expansion normal to it. The governing equation that relates the IIC and the 
anisotropic deformation is given by [175], 
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where εij is the strain tensor, σij is the stress tensor, G is the shear modulus, ν is Poisson’s ratio, δij 
is Kronecker delta, Aij is the anisotropic deformation tensor, and Fij is the fluidity tensor. For the 
constant applied stress in these experiments, the first term can be neglected. The anisotropic 
deformation is linearly related to the electronic stopping power [163] and one can write: 
  e thresholdA c S S  , (4.5) 
where c = 3.38×10-24 m2∙nm/eV [163], and Sthreshold is taken as 1 keV/nm. Considering the case of 
the most pronounced anisotropic deformation, 1.8 MeV Ne+ on a-SiO2, Se = 1.2 keV/nm, 
averaged over the thickness of the micropillar, and A = 6.8×10-22 m2/ion. The lowest stress 
applied in the presented measurements is σ ≈ 50 MPa, and corresponding normalized strain rate, 
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   = 1.3×10-20 m2/ion. Therefore, for the parameters of the current experiment, the IIC 
dominates over anisotropic deformation during loading, and the effect of anisotropic deformation 
can be neglected in these creep measurements. 
Figure 4.6(b) shows the IIF due to cylindrical spikes (Fe) and from point defect creation 
(Fn), and the total value (Ftotal) as a function of sample depth for the a-SiO2 micropillars. The 
same information is shown in the inset for a-Cu56Ti38Ag6, a-Zr52Ni48, and a-Si. For a-
Cu56Ti38Ag6, a-Zr52Ni48, and a-Si, Ftotal increases towards the backside of the micropillar, being 
proportional to the nuclear stopping (see Figure 4.6(a)). a-Si has higher F in comparison to a-
Cu56Ti38Ag6 and a-Zr52Ni48 due to the higher displacement damage per ion fluence. 
The trends for a-SiO2 are more complex due to opposing variations of nuclear and 
electronic stopping with the atomic weight of the bombarding ion. In the range 0–780 nm (the 
thickness of the micropillar), electronic stopping of 1.8 MeV Ar+ is about 10% smaller than that 
for 1.8 MeV Ne+, whereas Ar+ has a larger Fn. Therefore, Ftotal is nearly the same for Ne
+ and 
Ar+. In either case, however, the variation of Ftotal is dominated by electronic stopping, which 
decreases with depth and falls below the threshold toward the backside of the micropillar. For 
1.8 MeV Kr+, the electronic stopping power never rises above the threshold (see Figure 4.6(a)), 
so for it, Fe ≈ 0. On the other hand, Fn is very high due to the large nuclear stopping power, and 
it acts toward balancing the loss of Fe contribution. Since Ftotal = Fn for Kr
+ bombardment, it 
increases toward the backside of the micropillar. 
An important aspect of the present IIC measurements is the effect of the inhomogeneity 
of the fluidity across the “thickness” of the specimen. Section 3.4.2 have shown through finite 
element analyses that even for a damage variation on the order of 50%, the measured creep rate 
is within 30% of the hypothetical case of uniform damage for total strains up to 10%. This is due 
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to the increased stress in the low fluidity regions of the micropillar which acts towards balancing 
the damage inhomogeneity through Newtonian flow. 
Table 4.1 shows a summary of F values averaged over the thickness of the specimen 
using the information in Figure 4.6(b). The comparison between the predicted total fluidity, Ftotal, 
and measured fluidity, Fexp shows very good agreement between model predictions and 
experimental data. The agreement for a-Cu56Ti38Ag6, a-Zr52Ni48, a-Si, and 1.8 MeV Kr
+ 
bombarded a-SiO2 shows the accuracy of the point defect model by Mayr et al. [149] whereas 
the agreement for 1.8 MeV Ne+ provides evidence about the validity of the Trinkaus model for 
electronic stopping [148]. It is interesting to note that the predicted fluidity, Ftotal (in units of 
m2/(Pa∙ion)) remains almost the same for a-SiO2 from Ne+ through Kr+ bombardment due to the 
two different mechanisms balancing each other. Experimental data show that the IIF for 1.8 MeV 
Ar+ on a-SiO2 is somewhat larger than the theoretical estimate. The deviation appears too large 
to be experimental error, or an effect on inhomogeneous damage. Possibly the difference derives 
from synergistic effects between the electronic and nuclear stopping. For Ne+, nuclear stopping 
is very small, whereas for Kr+, the electronic stopping is below the threshold. Therefore, Ar+ is 
the only ion that has significant contribution from both effects, and in the regions where the 
cylindrical and spherical spikes overlap, the stress relaxation might be more efficient. For 
example MD simulations indicate that IIF in the point defect model increases by about a factor of 
three when the irradiation temperature is raised from 100 K to 400 K [149], and so the thermal 
spike from electronic stopping may enhance the effect of point defects. Additional work will be 
necessary to clarify this point. 
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Table 4.1: Average stopping power, and theoretical and experimental values of irradiation induced 
fluidity. 
 
2.1 MeV Ne+ 
on  
a-Cu56Ti38Ag6 [2] 
2.0 MeV Ne+ 
on 
a-Zr52Ni48 
1.8 MeV Ar+ 
on 
a-Si 
1.8 MeV Ne+ 
on 
a-SiO2 
1.8 MeV Ar+ 
on 
a-SiO2 
1.8 MeV Kr+ 
on 
a-SiO2 
S (eV/nm)a 
Se 1940 1900 1200 1200 1130 730 
Sn 49 55 77 15 70 350 
F × 1030 
(m2/(Pa·ion))b 
Fe 0 0 0 820 676 0 
Fn 89 129 202 29 134 666 
Ftotal 89 129 202 849 810 666 
Fexp 62 100 214 793 1550 644 
σF,expc 9 28 46 75 380 210 
Fdpa,exp (dpa-1GPa-1) 2.1 2.5 3.2 83 35 2.9 
a Stopping power. Subscripts e and n correspond to electronic and nuclear, respectively. 
b Irradiation induced fluidity. 
c Standard deviation of the measured irradiation induced fluidity. 
 
The reason for the previous work on IIF of a-SiO2 finding that the experimental 
measurements could be fit very well by scaling IIF to nuclear stopping, without a contribution of 
electronic stopping, requires an explanation. The answer derives from using stress relaxation 
measurements where only the average stress in the sample is measured over the entire 
penetration depth of the ion. Since the ions in these experiments are stopped within the sample, it 
tends to diminish the role of the electronic excitation and increase that of the nuclear stopping. In 
the micropillar experiments, the projectile passes through the sample, diminishing the effect of 
the end of range damage, thus enhancing the effect of electronic excitation. This is seen in Figure 
4.6 which shows that the average nuclear stopping (and Fn) for given ion and energy is much 
smaller for the 1 μm-diameter micropillar compression case than the stress relaxation case. On 
the other hand, for Ne+ and Ar+ irradiation, the electronic stopping is less effective for stress 
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relaxation case since the stopping power is below the threshold for most of the thickness of the 
irradiated region. 
 
4.5 Conclusion 
This part of the dissertation performed a comparative experimental analysis of irradiation 
induced creep in a variety of amorphous materials with different types of bonding, using the 
same specimen geometry and testing conditions. The results show strong support for the point 
defect model of plastic flow in a-Cu56Ti38Ag6, a-Zr52Ni48 and a-Si, in agreement with the 
predictions [149]. The model also works well for IIF in a-SiO2, when electronic excitation is not 
too large. In general, however, IIF is larger in a-SiO2 than in the other amorphous materials 
studied here, owing to stress relaxation in cylindrical thermal spikes along the track of the 
irradiation particle [148]. This is important, however, only when electronic stopping power 
exceeds ≈ 1 keV/nm. 
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CHAPTER 5: HIGH TEMPERATURE IRRADIATION INDUCED 
CREEP OF NANOCRYSTALLINE COPPER 
 
5.1 Introduction 
Irradiation induced creep (IIC) mechanisms such as point defect mediated plastic flow 
[149] and stress relaxation in thermal spikes [166] are not effective in crystalline materials. In 
amorphous materials, most of the point defects generated by displacement damage can contribute 
to local stress relaxation [149] whereas in crystalline materials the point defects need to interact 
with dislocations or grain boundaries for any deformation to take place. Most of these 
interactions cancel each other through vacancy and interstitial motion, resulting in smaller creep 
rates [150,159]. Thermal spikes can result in temporary stress relaxation in the localized high 
temperature regions; however, the recrystallization upon cooling brings the system back to its 
previous strain state [148]. 
Next generation nuclear power plants are expected to operate at higher temperatures and 
the reactor components will be subjected to higher doses of irradiation [57,58]. There is a need 
for new materials that can maintain their microstructural and mechanical stability in these 
extreme environments. Nanostructured metals are promising for this application due to their high 
density of grain boundaries and interfaces which act as sinks for radiation induced damage [176]. 
Although there have been extensive studies regarding the microstructural stability of different 
types of nanostructured metals in the literature [140–142], analyses of the IIC behavior of these 
materials have been quite limited. IIC measurements on nanostructured materials at elevated 
temperatures are important for the effective assessment of their potential use in future nuclear 
applications. 
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This chapter of the dissertation modifies the creep measurement apparatus presented in 
Chapter 3 to perform elevated temperature IIC measurements. The chapter discusses the 
challenges associated with micromechanical testing at elevated temperatures, and describes the 
modifications made to the creep apparatus for high temperature experiments. The 
thermomechanical stability of the apparatus at 200°C is demonstrated. Measurements on pure 
nanocrystalline Cu micropillars at 200°C under 2 MeV Ar+ irradiation are presented and 
measured creep rates are compared with literature values. 
5.1.1 Micromechanical Testing at Elevated Temperatures 
Microscale mechanical characterization at elevated temperatures is challenging due to 
difficulties in minimizing thermal drift associated with thermal expansion of experimental 
components [177]. Thermal drift results in a relative motion between the indenter tip and the 
sample surface, which introduces error to the measured displacement. A 1°C temperature change 
in a 1 cm-long stainless steel component causes a thermal expansion of about 100 nm, which 
would correspond to 5% strain of a 2 μm-tall micropillar specimen. Therefore, precisely 
maintaining the thermal and mechanical stability of the experimental setup is key to making 
reliable micromechanical measurements. 
There are many aspects of minimizing the thermal drift of a setup with heated 
components. Using low thermal expansion coefficient materials such as Invar or ZERODUR® 
provides direct ways of reducing the thermal drift [178]. Furthermore, minimizing the volume of 
the heated components reduces the overall thermal input and results in smaller dimensional 
changes. 
When the whole experimental setup is in thermal equilibrium, the thermal drift 
theoretically becomes zero. However, it might take a very long time for the setup to reach to a 
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level of thermal equilibrium where the overall dimensional changes are on the order of nm/min 
or smaller [177,179–181]. Therefore, in addition to minimizing component dimensions and using 
low thermal expansion coefficient materials, the thermal stabilization time of the setup should 
also be minimized. If the heated components are in good thermal contact with the cold 
surroundings, then the temperature of the components next to the heated components also 
increases, and the heat keeps propagating to the remainder of the setup, increasing the time 
needed for thermal stabilization. The thermal response time of the setup can be minimized by 
thermally insulating the high temperature components from the surroundings [178]. Thermal 
insulation can be achieved by using spacers, and the thermal resistance can be further improved 
by selecting low thermal conductivity materials for the spacers and the fasteners, such as 
MACOR [182], zirconia and glass. 
The components surrounding the heated parts are inevitably larger in size and their 
thermal behavior is similar to that of a semi-infinite medium. Such a medium has constant 
ambient temperature boundary condition at infinity, which results in very long thermal 
development times in practice. Using water cooling at the cold side of the setup addresses this 
problem [182]. Active cooling introduces a constant temperature boundary condition at the 
location of the cooling. Minimizing the distance between the cooling surface and the heated 
components further decreases the thermal stabilization time. 
Another source of perturbation to the thermal equilibrium might come from a temperature 
difference between the indenter tip (or the compression surface of the apparatus) and the sample. 
Most commercial nanoindenters [183,182,184,178,185] only provide sample side heating and no 
tip heating. In this case, upon engagement, the temperature of the tip and the surrounding 
components start increasing. The apparatus monitors the thermal drift associated with this 
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temperature redistribution by maintaining the tip-sample contact through a very small applied 
load and measuring the associated surface displacement. The nanoindentation or micropillar 
compression test starts after the measured drift becomes smaller than a specified threshold. 
Implementing tip heating eliminates the complications associated with the temperature 
mismatch [186–192]. In practice, the thermal drift associated with the temperature mismatch 
might persist due to the difficulties in accurately measuring the temperature of the tip and the 
sample at the exact location of contact. The temperature is usually measured at some distance 
from the contact point and the absolute errors in the temperature measurements due to this 
distance can be of different magnitude for the tip and the sample side. In such a scenario, when 
the temperature readings are exactly the same, the real temperatures at the two sides of the 
contact are actually different. As a consequence, a temperature redistribution takes place upon 
contact, which results in thermal drift. The temperature readings that correspond to a true 
isothermal contact can be determined by trial and error [189,190]. This procedure includes 
indentation (or compression) tests at very small load levels performed at different tip and sample 
temperature combinations around the nominal measurement temperature. Due to the small load 
applied, the displacement reading directly provides the thermal drift, and the temperature 
combination that shows the smallest amount of drift is closest to the ideal isothermal contact. 
Wheeler et al. [193] suggests an improved approach to the contact temperature adjustment where 
thermocouple indentation and Raman spectroscopy calibrate the tip temperature. 
The high temperature modifications to the creep apparatus developed in this dissertation 
have been implemented by taking the aforementioned considerations into account. Next section 
describes the design details of the high temperature setup. 
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5.2 Experimental Details 
This work modifies the measurement apparatus described in Chapter 3, for high 
temperature measurements. Figure 5.1 shows the solid model of the design and a photograph of 
the apparatus. The transducer and the sample are heated independently using ceramic resistive 
heaters. The transducer holder and the sample holder are made of oxygen-free Cu, and MACOR 
spacers and zirconia screws thermally insulate them from the surroundings. A second laser 
sensor next to the first laser sensor measures the displacement of the sample holder for 
monitoring the sample-side thermal drift. The Si transducers used in the high temperature 
experiments do not have a punch region. Apart from this difference, the transducers are the same 
as the ones used for the room temperature measurements. 
5.2.1 Temperature Control 
The sample and the transducer heaters are disk-shaped heaters made by Induceramic, 
with an Al2O3 body and a metal-oxide resistive element. Induceramic provided the sample heater 
with Ag-plated Cu leads. Similar leads were added to the transducer heater by using Pyro-Duct™ 
597-A, a Ag-based adhesive by Aremco. A 6-pin power feedthrough by Accuglass connected the 
vacuum side power wiring to the ambient. Type K thermocouples measured the temperature of 
the transducer and the sample. The thermocouples were attached to the surface of the transducer 
holder and the sample holder by screws, and fiberglass sleeving from AlphaWire electrically 
insulated the thermocouple wires. A third thermocouple monitored the nanopositioner 
temperature as the nanopositioner has a maximum operating temperature of ≈ 100°C. A 
thermocouple feedthrough by Kurt J. Lesker Company with five miniature connectors connected 
the vacuum-side thermocouple wiring to those at the ambient side. 
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Figure 5.1: (a) Solid model, (b) photograph, and (c) cross section view of the creep measurement 
apparatus modified for high temperature measurements. 
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An Agilent E3620A DC power supply with two output channels applied independent 
constant voltages to the transducer and the sample heaters. Both the transducer and the sample 
heaters have a resistance of ≈ 2 Ω. A constant DC voltage of ≈ 1.7 V and ≈ 1.2 V applied on the 
transducer and the sample heaters, respectively, resulted in temperatures of 200°C. A LabVIEW 
code controlled the voltages and monitored the temperatures; and voltages were fine adjusted 
until the desired temperatures were reached. 
5.2.2 Thermal Drift Minimization 
MACOR spacers and zirconia screws thermally insulated the heated components from 
the surrounding components (see Figure 5.1). Spacers minimized the contact area available for 
heat transfer, and low thermal conductivity of MACOR and zirconia further improved the 
insulation, minimizing the thermal drift of the setup. The thermal drift characteristics of the 
apparatus design were finite-element analyzed using the software package COMSOL, and the 
assembly configuration and component dimensions were optimized based on the analysis results. 
A second interferometric laser displacement sensor, identical to the first sensor, 
monitored the drift of the sample holder. The second laser is focused on an Al coated Si wafer 
piece which is mounted on the sample holder, as illustrated in Figure 5.1. Upon engagement of 
the micropillar to the transducer beam, transducer laser reading also starts indicating the motion 
of the sample holder, through the micropillar-transducer contact. This enables correcting for the 
drift of the sample holder, and the difference between the two readings provides the deformation 
of the micropillar. 
5.2.3 Thermal and Mechanical Stability 
The heating results in the thermal drift of both the transducer and the sample with respect 
to the laser sensors. By reaching a nominal temperature of 200°C, the transducer and the sample 
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move by ≈ 15 μm and ≈ 23 μm, respectively, from their room temperature positions with respect 
to the laser sensors. Both the transducer and the sample drift go below 0.05 nm/min after about 
24 hours of annealing. Thermomechanical stability further improves for longer annealing times. 
Figure 5.2 illustrate such stability for the dummy compression of a 10-μm diameter Si 
micropillar. 2 μm-deflection of the transducer beam results in a stress of ≈ 1 MPa in the 
micropillar. Since no deformation takes place apart from the elastic deformation at this stress 
level, the transducer reading directly corresponds to the sample drift. During the loading, the 
laser reading stability is within 5 nm for the transducer and 20 nm for the sample over ≈ 2 hours. 
Figure 5.2 shows that the measured transducer and sample temperatures are constant 
within 0.02°C over the loading period after the initial jumps in the temperature upon 
engagement. This initial change is due to the temperature redistribution caused by the non-
isothermal contact. The long contact duration and relatively large diameter of the micropillar 
allow the temperature profile to stabilize, and the resulting steady-state temperature readings of 
the transducer and the sample are 199.9°C and 199.3°C, respectively. This ≈ 0.6°C temperature 
offset corresponds to the isothermal contact, and subsequent creep measurements on Cu 
micropillars utilized this temperature offset for minimizing the drift. 
In addition to the drift associated with the heated components, ion beam heating also 
results in drift. Since the transducer holder and the sample holder are well insulated from the 
surroundings, the beam heating effect is more pronounced for the high temperature setup when 
compared to the room temperature version of the apparatus. The transducer, the micropillar, and 
the surrounding 1 mm-diameter region defined by the aperture were irradiated before creep 
testing until the associated thermal drift becomes sufficiently small. The necessary pre-
irradiation duration depends on the ion beam current and its stability, and it is on the order of a 
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few hours. Slightly reducing the applied voltages to the heaters with the start of the irradiation 
acts toward balancing the ion beam heating and reduces the pre-irradiation time. 
 
 
Figure 5.2: Transducer and sample position readings and corresponding temperatures as a function of 
time during a stability test without ion irradiation. A 10 μm-diameter Si micropillar is engaged to the 
transducer. 2 μm-deflection of the transducer beam results in a stress of ≈ 1 MPa in the micropillar. 
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5.2.4 Measurements on Nanocrystalline Copper 
For the evaluation of the high temperature apparatus, IIC of pure nanocrystalline Cu at 
200°C was measured. The nanocrystalline Cu was magnetron sputtered on Si microposts that are 
identical to those used for the deposition of a-Zr52Ni48 and a-SiO2 (see Chapter 4). FIB milled the 
sputtered film to obtain Cu micropillars of 1 μm diameter and 2 μm height. Figure 5.3 shows an 
SEM image of a Cu micropillar before and after the creep test. 
The apparatus tested the Cu micropillars in the compressive stress range of 10–120 MPa 
under 2.0 MeV Ar+ irradiation at ≈ 3.5×1012 ions/cm2∙s. The long pre-irradiation (see Section 
5.2.3) resulted in 50 dpa or higher displacement damage prior to creep in all Cu samples tested in 
this work. Previous studies show that Kr+ irradiation at 200°C to similar levels of displacement 
damage increases the lateral grain size of nanocrystalline Cu from ≈ 50 nm to ≈ 400 nm [117]. 
Since the resulting grain size after irradiation is about half of the micropillar diameter, additional 
displacement damage is not expected to further change the microstructure drastically. Therefore, 
it can be assumed that all the tested micropillars have very similar microstructural characteristics, 
and in turn, have very similar creep responses during the compression testing. 
 
 
Figure 5.3: SEM image of a nanocrystalline Cu micropillar before (left) and after (right) irradiation 
induced creep at 200°C. 
1 μm 1 μm
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5.3 Results 
Figure 5.4 shows the laser sensor, temperature and ion beam current measurements 
during the loading of a pure Cu micropillar at 200°C under 2.0 MeV Ar+ bombardment. The 
loading starts with the nanopositioner moving the micropillar toward the transducer and 
deflecting the transducer by ≈ 1100 nm. The AFM-calibrated spring constant of the transducer is 
≈ 50 N/m, and the micropillar has a diameter of 1 μm, which result in a compressive stress of ≈ 
70 MPa. The sample position remains stationary within 4 nm as illustrated in Figure 5.4, 
indicating that the drift of the sample with respect to the laser sensor is negligible. The 
temperature of the transducer and the sample are stable within 0.05°C, and ion beam current is 
constant within 5 nA apart from intermittent drops of very short duration. The transducer 
position reading during the loading directly corresponds to the deformation of the micropillar. 
The position reading changes at a rate of 3.2 nm/min, which corresponds to a strain rate of 
0.0016 s-1. The measured ion beam current corresponds to a displacement damage rate of 5.63 × 
10-3 dpa/s. Irradiation induced fluidity (IIF) of the micropillar at this stress level can be 
calculated by using the following expression. 
 
3
dpa
dpa dpa
Fd
d
 

 
  , (5.1) 
where   is strain rate (1/s), dpa  is displacement damage rate (dpa/s), and σ is applied stress (Pa). 
Fdpa denotes IIF, and it is calculated as 0.20 dpa
-1GPa-1 for this loading. 
The aforementioned testing procedure that is illustrated in Figure 5.4 has been repeated 
on different micropillars for different transducer deflections corresponding to various micropillar 
stress levels. Figure 5.5 shows the summary of the results in terms of the variation of strain rate 
normalized by the displacement damage rate with micropillar stress. The data suggest that the 
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relationship between the strain rate and the stress is close to linear. The average IIF is 0.20     
dpa-1GPa-1, based on Equation (5.1). The data at relatively high stresses indicate a possibility of a 
stress exponent larger than 1, but verification of this observation requires additional data points 
at higher stress levels. 
 
 
Figure 5.4: Position and temperature of the transducer and the sample, and the ion beam current as a 
function of time for 2.0 MeV Ar+ irradiated pure nanocrystalline Cu micropillar. The micropillar is under 
a compressive stress of 70 MPa. The almost vertical parts of the transducer and the sample readings 
correspond to the loading and the unloading of the micropillar. 
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Figure 5.5: Variation of strain rate normalized by the displacement damage rate with compressive stress 
for 2.0 MeV Ar+ irradiated nanocrystalline pure Cu micropillars. The slope of the data indicate an 
irradiation induced fluidity of 0.20 dpa-1GPa-1. 
 
5.4 Discussion 
Reported IIC measurements on nanocrystalline materials are quite limited. Tai et al. [117] 
performed bulge tests on free-standing nanocrystalline films of pure Cu. This test applies 
pressure on one side of the film, and the film is irradiated from the opposite side, while an 
interferometer measures the deflection at the center of the film which provides the elastic and 
plastic strain of the film [117]. The bulge testing of 300-nm thick Cu films at 200°C under 1.8 
MeV Kr+ bombardment resulted in an IIF of 0.48 dpa-1GPa-1 [117]. This is about an order of 
magnitude smaller than the IIF of amorphous materials at room temperature (see Chapter 4). The 
fluidity obtained from the present tests on nanocrystalline Cu micropillars, ≈ 0.20 dpa-1GPa-1, is 
in general agreement with the finding that IIF is much smaller in crystalline materials when 
compared to amorphous materials. However, the measured IIF of the Cu micropillars is less than 
half of the reported IIF of the Cu free-standing films. A possible reason of the discrepancy is the 
0.000
0.002
0.004
0.006
0.008
0.010
0 20 40 60 80 100 120
Stress (MPa)
(1
/d
p
a
)
75 
 
relatively large damage inhomogeneity in the micropillar specimens. Figure 5.6 compares the 
displacement damage profiles obtained by TRIM [152] for the micropillar compression and the 
bulge test. In the micropillar compression, 1 μm-diameter specimens are irradiated with 2 MeV 
Ar+, and in the bulge test, 300 nm-thick films are irradiated with 1.8 MeV Kr+. The figure shows 
that the micropillar has much larger damage inhomogeneity than the thin film. Finite element 
simulations presented in Section 3.4.2 [2] have shown that a damage inhomogeneity on the order 
of 40% can reduce the measured creep rate by ≈ 30%. In the present case of Ar+ irradiated Cu, 
the damage inhomogeneity is even higher than those of the amorphous samples discussed 
previously, and this might explain the significantly lower fluidities of Cu obtained by the 
micropillar compression experiments. 
 
 
Figure 5.6: Displacement damage distribution of a 1 μm-diameter Cu micropillar irradiated by 2 MeV 
Ar+ (micropillar compression), and a 300 nm-thick Cu film irradiated by 1.8 MeV Kr+ (bulge test), based 
on TRIM [152]. 
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5.5 Conclusion 
This chapter described the modifications to the creep apparatus for elevated temperature 
measurements, and demonstrated the thermal and mechanical stability of the apparatus at 200°C. 
Preliminary IIC data of nanocrystalline Cu at 200°C under 1.8 MeV Ar+ irradiation are in good 
agreement with previous findings of the bulge test [117], considering the potential sources of 
discrepancies between the results of the two experiments. 
High temperature IIC characterization of nanostructured materials are important for 
understanding the feasibility of using these materials in future nuclear power applications. The 
high temperature creep measurement apparatus described in this chapter has enabled an effective 
approach to accelerated characterization of IIC of these promising materials. 
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
 
This dissertation investigated the plastic deformation response of nanostructured and 
amorphous materials through micromechanical characterization techniques. Nanoindentation 
hardness measurements on Cu alloys provided insight to the grain boundary plasticity in 
nanocrystalline metals [1]. An in situ micropillar compression apparatus was developed [2], and 
creep of amorphous materials [3] and nanocrystalline Cu were characterized under ion 
bombardment to obtain a better understanding about the governing deformation mechanisms. 
Optimization of the strength of nanocrystalline materials is desirable for utilizing their 
full potential in future applications. This dissertation combined micromechanical and 
microstructural analysis techniques to gain insight to the deformation mechanisms in these 
materials.  The results of nanoindentation hardness, electron microscopy, and energy-dispersive 
X-ray spectroscopy provided experimental evidence that grain boundary doping is an effective 
method for strengthening nanocrystalline alloys beyond that is predicted by the classical Hall-
Petch strengthening [1]. The results indicate that the efforts for the optimization of the strength 
of nanocrystalline materials should focus on engineering the grain boundaries for impeding the 
grain boundary-mediated deformation mechanisms. Combination of advanced mechanical and 
microstructural characterization techniques and molecular dynamics simulations are expected to 
provide new paths for strengthening the grain boundaries. 
Characterization of irradiation induced creep (IIC) is important for the reliable operation 
of structural materials in nuclear power applications. This dissertation developed a novel in situ 
micromechanical characterization apparatus that enabled direct measurements of creep under 
MeV-heavy ion bombardment for the first time in the literature [2]. The versatile nature of the 
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apparatus allows the testing of both bulk materials and materials fabricated by deposition 
techniques, which was demonstrated by quantifying IIC in four different amorphous materials 
[3]. Measurements on a-metals and a-Si provided experimental evidence that point defect 
generation due to nuclear stopping mediates the creep response of amorphous materials under 
ion bombardment [3]. Ne+ and Ar+ bombarded a-SiO2 samples showed higher creep rates due to 
the additional contribution from stress relaxation in thermal spikes caused by electronic stopping 
[3]. Interpretation of the results using previous theoretical models clarified the relative 
significance of the effects of nuclear and electronic stopping on creep. Previous IIC studies 
through stress relaxation methods did not clearly identify the effect of the electronic stopping due 
to the limitations and the complicated nature of the indirect measurements. The unique electronic 
and nuclear stopping profiles obtained by using the micropillar specimen geometry, and the 
direct measurements enabled by the presented technique have allowed the clear observation of 
the electronic stopping effects. The findings demonstrated the success of the developed apparatus 
in effectively probing IIC physics to improve the understanding about the underlying 
mechanisms. 
Finally, this dissertation described the high temperature modifications to the creep 
measurement apparatus. The design of the assembly focused on minimizing the thermal drift, 
and the apparatus demonstrated good thermal and mechanical stability at elevated temperatures. 
This work presented preliminary results of IIC of pure nanocrystalline Cu under 2.0 MeV Ar+ 
bombardment at 200°C. Measured irradiation induced fluidity is about 10% of the fluidity of 
amorphous metals, which is in general agreement with previous studies [117]. The capability of 
directly measuring creep at elevated temperatures under heavy ion bombardment enables new 
opportunities for the effective characterization of nanostructured materials. 
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6.1 Future Work 
6.1.1 Strengthening through Grain Boundary Doping 
The analysis of Cu-Nb and Cu-Fe alloys presented in this dissertation demonstrates that 
grain boundary doping enhances the strength of nanocrystalline materials [1]. Previous molecular 
dynamics simulation results [54] indicate that the strengthening is due to the reduction in grain 
boundary energies as a result of the doping. The simulation findings suggest that grain boundary 
energies can be reduced more by using oversized solutes, which in turn enhance the strength 
further. Experimental analyses of different Cu alloys based on these predictions can improve the 
understanding about the relationship between the solute size and the hardness enhancement. 
Introduction of more than one type of solute to the grain boundaries can also provide further 
information for the optimization of the resistance of grain boundaries to plastic deformation.  
The hardness measurements presented in this dissertation required careful analysis for 
ruling out the potential sources of additional strengthening such as solid solution strengthening 
and precipitation strengthening mechanisms [1]. Although the findings suggest that these 
strengthening mechanisms are not very effective in the tested samples, a more direct 
measurement of the resistance of the grain boundaries to plastic deformation would have been 
more informative. A recently developed variation of micropillar compression technique now 
allows the measurement of interface shear strength in multilayered materials [38,39]. The same 
technique can be extended to shearing measurements on grain boundaries. In addition, 
application of the method in situ using transmission electron microscopy can provide valuable 
insight to the grain boundary sliding behavior of nanocrystalline materials. Furthermore, such 
experiments can also clarify the relative significance of large-angle grain boundaries and twin 
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boundaries regarding grain boundary doping strengthening in magnetron sputtered 
nanocrystalline films. 
6.1.2 In situ Creep Measurement Instrumentation 
This dissertation presented the development and successful operation of an in situ 
micropillar compression apparatus for IIC measurements [2]. Various modifications to the 
apparatus are possible for increasing its capability and enhancing its repeatability. 
The transducer design is one of the aspects of the apparatus that allows for modifications 
and improvements. Currently, the laser sensor’s spot size and the transducer width are very close 
to each other, and increasing the width of the transducer might provide better signal-to-noise 
ratios for the laser sensor. The finite curvature of the reflection surface during loading adversely 
affects the laser sensor repeatability, and a Si beam that is thicker in the reflection region would 
improve the flatness of the surface, increasing the displacement reading performance. In addition 
to these minor modifications, a completely new transducer design is also possible that would 
allow for tensile testing. This transducer can keep using the same interferometry-based 
displacement sensing and nanopositioner-based actuation approach, and would provide better 
strain rate sensitivity since tensile specimens can be made longer than compression specimens 
for given thickness. 
In addition to improving the current transducer design, utilization of a completely 
different actuation and displacement measurement approach might also enable more accurate and 
precise characterization. One of the alternatives is combining a piezoelectric actuator and a load 
cell [192]. In this approach, the piezoelectric actuator moves a flat punch toward the micropillar. 
The displacement of the actuator is usually monitored by a strain gauge. Upon engagement, the 
load cell starts measuring the force applied by the punch on the micropillar. Calibrating frame 
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stiffness of the setup allows the calculation of the deformation of the micropillar through a 
change in the measured force. This method results in a displacement-controlled measurement, 
and implementation of a closed loop control system can allow controlling the force. Another 
alternative testing approach is utilizing electrostatic actuation and capacitive displacement 
sensing [194]. Commercial instruments usually employ this approach and provide sub-nm 
displacement and sub-μN force resolutions. 
High temperature creep measurements have been more challenging due to the thermal 
drift, and modifications are possible for improving the thermal and mechanical stability of the 
apparatus. Water cooling of the cold components of the apparatus next to the hot components can 
reduce the thermal stabilization times dramatically. The conceptual design of the cooling system 
for both the transducer and the sample side of the assembly has already been completed. In 
addition to the application of active cooling, another way of reducing the thermal drift is to 
miniaturize the heaters. Deposition of a thin metal layer on the transducer would enable self-
heating through the application of voltage. In this case, the heating would be confined to the 
doubly-clamped beam instead of the complete heating of the whole transducer chip and much 
larger transducer holder. The variation of the electrical resistivity of the metal layer with 
temperature can be calibrated to measure the temperature of the transducer during operation. A 
similar microfabricated heating circuit is possible to implement on the chips of the Si posts that 
have been used for the deposition of films for micropillar preparation. 
Another source of dimensional instability is the ion beam heating, and using a smaller 
aperture than the current 1 mm-diameter aperture can reduce its undesirable effects. Furthermore, 
the heating of the aperture component by the ion beam also introduces some drift, and thermally 
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isolating the aperture from the measurement apparatus can help eliminating the associated 
effects. 
Temperature control scheme of the current LabVIEW code can also be improved for 
better thermal stability. The ramping of the voltages applied to the heaters at the beginning of 
heating can be optimized for the minimization of the response time by applying simple principles 
of control theory. A further improvement is possible by readjusting the heater power upon the 
start of irradiation to balance the effect of the ion beam heating. 
6.1.3 Irradiation Induced Creep in Amorphous and Nanostructured Materials 
This dissertation presented IIC measurements on different amorphous materials [3]. The 
findings clarified the significance of different creep mechanisms in these materials. Previous 
molecular dynamics simulations [195] performed on nanocrystalline materials suggest that the 
IIC behavior of the grain boundaries in these materials are similar to that of amorphous 
materials, since the disorder of the atoms at a grain boundary resembles that of an amorphous 
material. There has been no experimental verification of this important prediction so far. IIC 
measurements on micropillars made of alternating nanolayers of amorphous and crystalline 
materials can provide insight to this prediction. Performing the tests on different samples with 
various amorphous layer thicknesses would give important information about the relationship 
between the creep of an amorphous layer and that of a grain boundary. Understanding this 
relationship has important implications regarding the possible use of nanocrystalline materials in 
nuclear power applications. 
Nanostructured oxide dispersion strengthened (nano-ODS) steels are promising structural 
materials for Generation IV nuclear power plants and fusion reactors [196]. Nanoscale oxide 
particles in these materials provide a high density of defect sinks, and impede dislocation motion, 
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which increase the irradiation damage and the irradiation creep resistance [140,144,197]. The 
MeV heavy ion IIC response of these materials has not been investigated so far. The developed 
high temperature apparatus provides an effective approach to the IIC characterization of nano-
ODS steels which can provide useful information for the assessment of these nanostructured 
materials for their potential use in future nuclear power applications. 
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