Attribute prediction from face images in the wild is a challenging problem. To automatically describe face attributes from face containing images, traditionally one needs to cascade three technical blocks -face localization, facial feature extraction, and classification -in a pipeline. As a typical classification problem, face attribute prediction has been addressed by using deep learning networks. Current state-of-the-art performance was achieved by using two cascaded CNNs, which were specifically trained to learn face localization and facial attribute prediction. In this paper we experiment in an alternative way of exploring the power of deep representations from the networks: we employ off-the-shelf CNNs trained for face recognition tasks to do facial feature extraction, combined with conventional face localization techniques. Recognizing that the describable face attributes are diverse, we select representations from different levels of the CNNs and investigate their utilities for attribute classification. Experiments on two large datasets, LFWA and CeleA, show that the performance is totally comparable to state-of-the-art approach. Our findings suggest two potentially important questions in using CNNs for face attribute prediction: 1) How to maximally leverage the power of CNN representations. 2) How to best combine traditional computer vision techniques with deep learning networks.
Introduction
The recent success achieved by Convolutional Neural Networks (CNNs) have vastly driven the advances in many aspects of computer vision, such as image classification, object detection and also pushed the boundary of understanding the image content through vision. In face recognition, we have also witnessed great improvements brought by CNNs in solving the challenging tasks [5, 8] .
Like identity recognition, describing the attributes from face images in the wild have been an active research topic for years. Being able to automatically describe face attributes from face images in the wild is very challenging but at the same time is also far-reaching. For instance, one can not only build identifiers directly based on attributes [10] , but also efficiently construct highly flexible large scale hierarchical datasets, which would further benefit image classification and attribute-to-image generation [23, 22] .
To predict face attributes, the general principle is to construct face representations and train domain classifiers for prediction. As summarized in Figure 1 , face attribute prediction could be conducted in three ways. The traditional approach constructs low level descriptors, such as SIFT [11] and LBP [1] , through landmark detection. These descriptors are then utilized for building attribute classifiers. Similarly, by using CNNs one can also use massive sentence and image training instances and construct end-to-end deep architectures to learn the semantic-visual correspondence as in [6, 21] . However, such approach is rather demanding.
An intuitive alternative way is to decompose the functionality of the end-to-end network into localization network, feature extraction network, and classifiers, and build them individually [25] . By cascading the trained components, this pipeline has shown to be the current state-of-the-art on large scale benchmarks. However, the requirement of this approach on data and the efforts on training seems enormous. Although it showed that this deep learning framework outperformed the traditional pipeline, considering the success of CNN in image classification, we would wonder if we employ CNN features with traditional detection/alignment component, do we have the chance to be close to the current best?
In this paper, we tackle the problem of predicting face attributes in the wild. We employ a pipeline composed by conventional localization component, CNN features, and classifiers as shown in the bottom of Figure 1 . Our focus is using the feature representations from classification CNNs to boost the attribute perdition. We use the off-the-shelf architectures and a publicly accessible model intended for face recognition to do feature extraction and investigate what type of feature representations from the network can efficiently improve the face attribute prediction. Our investigations show that the intermediate representations from CNNs have distinct advantages over the identityrepresenting feature for the targeting problem. By simply utilizing these features, we achieved results that are entirely comparable to the state-of-the-art which was produced by the intensively trained two-stage CNN on the recently released face attribute prediction datasets CelebA and LFWA [25] .
The disposition of our paper is as follows: we first briefly review the related work on face attribute prediction and CNN solutions for face recognition in the wild. Our approach is described in Section 3 , where we also investigated the utility of intermediate spatial deep representations extracted by two well-known architectures using comparative experiments and cross-validations. We discuss our findings thereafter and offer conclusions in Section 4.
Related Work
Attribute prediction. Traditionally, face descriptors are built upon low level features. These features were constructed either from the whole face area, or alternatively, extracted from local components and concatenated into a train of descriptors [9] . The localization of facial components are based on facial feature point detection. Face attribute classifiers are trained based on these features to automatically recognize the presence and quantitative degree of the domain attributes. Recently, Liu. et.al [25] propose a cascaded leaning frame work to perform attribute prediction in the wild. By learning from massive object dataset and face data, the proposed framework can efficiently localize faces, extract features and produce semantic attributes with arbitrary size of faces without alignment.
CNN for face recognition. CNNs have been successfully applied in face recognition especially for solving the challenging face recognition in the wild problem [5] . Exemplified as the DeepID series approaches [18, 16, 17] , efforts have been made to pose correction [20] , architectures design [19, 14] and data collection skills [12] . With recently launched hardware platforms and especially the publicly accessible large-scale dataset [24] , developing deep learning based face recognition approaches becomes feasible with less resources.
3 Attribute Prediction using CNNs Off-the-shelf
Overview
To describe face appearances using CNN features, it is critical to first consider a proper face representation from the deep neural network. One natural way is to represent face using the discriminatively learned feature, which is the 1-dimensional vector mostly used for representing identities in face recognition tasks, as in [18] . In this case, appearance attributes are embedded in the activation of neurons in the discriminative feature. However, to describe the appearance using the deep representations from CNNs, it is easy to expect that the selected representation should preserve the variability to appearance variations regarding physical characteristics of faces, such as "big eyes" and "open mouth". While on the contrary, when attributes are identity correlated (e.g., gender and ethnicity), such representation should be robust to non-identity related interference. Thus, a proper representation that most suitable to describe a certain feature highly depends on the property (e.g., if subject to person's identity) of the attribute itself. Given that CNN enables its intermediate representations maintain both discriminality and rich spatial information [2, 13] , it is therefore tenable to employ flexible selections of feature presentation for predicting different face attributes.
Experiments

Procedures
To identify the most effective deep representations, our method is to explore the attribute prediction power of intermediate representations versus the final representation 1 from CNNs trained for recognition. Therefore, our procedure was first training a CNN (or use the publicly available model) for face recognition. Then, we evaluated the prediction performance of the representations extracted from different levels of the CNN. The training of CNNs and the evaluation of the prediction power were conducted separately on two independent databases, the WebFace [24] and CelebA [25] . We adopted two well known off-the-shelf architectures (convolution filter stacks) in our experiments, so that one can benefit from latest development in architecture design and replicate this work to a maximum extent.
Network architecture. The networks used in our experiments shared the same format: they were composed by the filter stack of Google's FaceNet NN.1 [14] (shorten as "FaceNet" in the following) or VGG's "very deep" model [15] structure followed by two Fully Connected (denoted by FC1 and FC2) layers. The FC1 layer was intended for studying the change of attribute prediction power between the intermediate representations that have rich local information and the final holistic representation. The CNNs were trained in the most fundamental flat classification manner with Softmax layer attached to the last FC layer during training (Softmax is removed in test phase).
The selection of these architectures was based on the considerations of ease of training and efficient inference during test phase. We used dropout regularization between FCs to prevent overfitting and the dropout rate was set to 0.5 for all the FC layers in our networks. PReLU [4] rectification was attached to each convolution and FC layer.
Training. Approximately 10, 000 identities with 350, 000 image instances of the WebFace dataset were used in the training. Random mirroring, slight rotation and jittering were utilized as data augmentation. The learning rate was initially set to 0.015, and then decreased by a factor of 10 when the validation set accuracy stopped increasing. The networks were trained by 3 decreasing learning rates. Faces were segmented and normalized to a size of 120 × 120 and a random patch of 112 × 112 was fed into the network.
Feature Extraction. To extract face features from CNN, only the center patch (112 × 112) and its mirrored version of aligned face images were fed into the CNN unless otherwise stated. We aligned faces using detected feature points by random forest [7] . We took the averaged representations of the two fed-in patches at different levels of the network namely "Spat.1 × 1", "Spat.3 × 3", "F C1" and "F C2" , as shown in Figure 2 , and evaluated their attribute estimation performance to identify the most effective representation corresponds to each attribute. In total, 4 types of representations will be studied for face attribute prediction.
We selected the last output of the filter stack as the representative of the intermediate representation of conv. layers since it was shown to have the most discriminality and spatial information for recognition and image retrieval [2] . Extra max pooling steps were applied to the output of convolution filter to reduce the dimensionality of intermediate spatial representations. The output of the extra pooling is always 3 × 3 × K and 1 × 1 × K in our experiments regardless of the network, where K for the channel depth of the employed network.
Attribute prediction. The face attribute prediction performance was evaluated on the released version of CelebA and LFWA benchmarks. The CelebA contains around 200, 000 images of around 10, 000 identities and LFWA has 13, 233 images of 5, 749 identities. Each image in CelebA and LFWA is annotated with forty face attributes. We used the same procedure to build our attribute classifier as in [25] : binary linear SVM [3] classifiers were trained directly for each type of representations (i.e., FCs and Spat.'s) to classify face attributes. On the CelebA, the training set for each attribute classifier had 20, 000 image instances (where available). Since this dataset and the data for training our CNN are independent (the learning targets are also different), we tested the attribute prediction accuracy of our classifiers across the whole dataset through random selection of training and testing face instances. On LFWA, we took the training instances defined by the dataset. We report the prediction accuracy as the mean of True Acceptance Rate and Ture Rejection Rate for each attribute on both CelebA and LFWA datasets.
Evaluations and Comparison. The same evaluation protocol as in [25] was used in our experiments. Since the features in our experiment was extracted from aligned face images and the alignment process was independent of the network, we selected the corresponding approach, denoted by " [17] + ANet" in [25] , as the baseline method. The current state of the art in [25] is denoted by "Two-stage CNN" and "LNet+ANet" in this paper.
The above mentioned procedures were used in the following experiments. We first start with using our FaceNet to thoroughly study the discrepancy between different representation types for face attribute prediction. The identified best performing features were utilized to challenge on CelebA and LFWA and compared to state of the art. We then extended our experiments by further investigating the FaceNet with different configurations, the VGG's "very deep" architectures and VGG off-theshelf model to ensure the discrepancy in attribute prediction power among the deep representations to be explored.
Performance Discrepancy between Deep Representations
Our intuition as stated above was that the intermediate face representations would be promising for describing some attributes regarding physical characteristics and image conditions. To validate such, we trained a face recognition CNN with a structure of FaceNet. Both length of FCs were set to 512 to reduce the number of parameters in the model and the risk of overfitting. The recognition rate of the trained CNN on the validation set was less than 98% and the face verification performance on the LFW [5] Figure 3 : Prediction performance of deep representations on CelebA. The Spat.1 × 1 was set as the reference on each attribute and the relative prediction power of each representation type is plotted based on its difference to the reference. The attributes are sorted based on the absolute prediction accuracy of the baseline method on CelebA. The absolute mean prediction accuracy of F C1 = 83% , F C2 = 82% , Spat.3 × 3 = 87% , Spat.1 × 1 = 82%.
F C1, and F C2) from our trained model and linear classifiers were constructed and evaluated respectively on the training set. The prediction performance on each attribute for each representation type is shown in Figure 3 and Figure 4 (note that the attributes are organized in different orders).
While it is intuitive that FC2 -the identity discriminative feature -is likely not to be the best choice for describing facial attributes all the time, it is still astonishing that FC2 was significantly outperformed ( 5% in accuracy) by others on 18 attributes -almost 50% of the attributes on CelebA! Similar disadvantages can also be found on the LFWA dataset. It is easy to observe that:
1. Representations at different levels of the network feature quite diverse performance in attribute description.
intermediate representations, especially
Spat.3 × 3, are likely more effective in telling the weak-identity-related attributes that describing expressions and image conditions, which counting more on spatial information.
For example, for attributes related to mouth and eyes which can produce dynamic facial expressions, such performance gap is significant. On the other hand, for "Spat.3 × 3" which better preserved spatial information, it is more effective in specifying shape and motion of facial components (e.g., Attribute 20 and 34 in Figure 3 ). This is natural since intermediate representations are further away from the feature that the network was trained for (remember that the CNN was trained for face recognition), it is more general than the final representation FC2 to describe face attribute.
Our investigations show that the best performing representations achieved attribute prediction accuracy of 86.6% on CelebA and 84.8% LFWA, which is totally comparable to state of the art "Two-stage CNN" approach that trained by massive image classification and face data. The relevant detailed results are comparatively listed in Table 1 and shown Figure 5 . One can see that:
Face Attribute Prediction Using Off-The-Shelf Deep Learning Networks Figure 4 : Prediction performance of deep representations on LFWA. The Spat.1 × 1 was set as the reference on each attribute. The relative prediction power of each representation type is plotted and arranged in the same manner as in Figure 3 . The absolute mean prediction accuracy of CelebA  Baseline  86  75  79  77  92  94  63  74  77  86  83  74  80  86  90  96  92  93  87  85  LNet+ANet  91  79  81  79  98  95  68  78  88  95  84  80  90  91  92  99  95  97  90  87  Ours  89  83  82  79  96  94  70  79  87  93  87  79  87  88  89  99  94  95  91  87  LFWA  Baseline  78  66  75  72  86  84  70  73  82  90  75  71  69  68  70  88  68  82  89  79  LNet+ANet  84  82  83  83  88  88  75  81  90  97  74  77  82  73  78  95  78  84  95  88  Ours  77  83  79  83  91  91  78  83  91  97  88  76  83  75  80  91  83  87  95 Face Attribute Prediction Using Off-The-Shelf Deep Learning Networks 
Further Validations on CelebA
To further verify the potential utility of intermediate spatial representations for face attribute prediction, we also evaluated various network architectures trained by different configurations, which for each model are listed in Table 2 . CelebA was selected as the evaluation dataset due to its larger scale.
Specifically, we first evaluated two different networks of the FaceNet architecture. Model 1 was trained by the first 8, 000 identities on WebFace that has the most images (i.e., taking away the longtail data). Since the length of the representing features plays a vital role in face representation [12] , we then evaluate the influences of varying the length of the FC layers in face attribute prediction with Model 2 by increasing the length of FC layers to 1024. The perception field was kept the same as 112 × 112.
We also cross validated the utility of the deep representations with VGG type architectures in Model 3 and 4. Model 3 had filter stack as VGG filter-Config.B [15] but with an duplicated conv. and pooling section appended to the fifth pooling so that it was even deeper. (Thus, for this configuration, the filter stack directly gave output with size of 3 × 3. It was then max pooled to get 1 × 1 tensor output.) To bring more divergence, we decreased the perception size to 96 × 96 (still crop from 120×120) and set FCs to 4096. Model 4 was the off-the-shelf VGG-Face network 2 . The perception area for Model 4 was 224 × 224. The corresponding results in terms of the averaged prediction accuracy are provided in Table 3 .
Still, we observe that in average the spatial representations excelled at more than 75% of 40 attributes. The spatial representation from the off-the-shelf VGG-Face model even showed a dominating trend. We attribute it to the dramatic increase of the perception area. The intermediate representations embedded more detail spatial information further boosted the performance of FC2, which was as effective as the Spat.3×3. The slightly worse performance of the features from Model 3 can also be attribute to lower perception field and the 6th extra pooling, which caused the transfer of the prediction power of Spat.3 × 3 to Spat.1 × 1.
Through further analysis of the results, we found that the intermediate spatial representations predicted these 5 attributes much better than the last FC representation. They are: "Bags Under Eyes" , "Blurry", "Mouth S. Open", "Pale Skin" and "Narrow Eyes".
We believe the reason that the intermediate spatial representations outperformed at so many attributes is that these human describable attributes are more likely to be told based on the spatial information captured by human brain. Consider that these attributes are semantic concepts relating to specific domains and these domains by themselves alone can hardly be used to pin point a specific identity from a crowd of people. Thus the utility the intermediate features, which is less discriminating than the high level abstraction, from CNNs makes sense.
Conclusions
In this paper, we address the problem of predicting face describable attributes using CNNs trained for recognition. We employ CNNs with off-the-shelf architectures and publicly available models -Google's FaceNet and VGG's "very deep" model -with the conventional pipeline to study the prediction power of different representations from the trained CNNs. Our investigations present the correspondence diversity between best performing representations and the describable attributes, and the intermediate representations from the CNN are very effective in general for predicting facial attributes. By proper leveraging the CNN representations, we achieved effective prediction that is totally comparable to the current state-of-the-art on two recently released large benchmarks. While we use traditional face alignment approach, we believe it is very promising to replace it with localization CNN to further advance the state-of-the-art.
