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Abstract. The concept of "{pseudospectra for matrices, introduced by Trefethen
and his co-workers, has been studied extensively since 1990. In this paper, "{
pseudospectra for matrix pencils, which are relevant in connection with generalized
eigenvalue problems, are considered. Some properties as well as the practical compu-
tation of "{pseudospectra for matrix pencils will be discussed. As an application, we
demonstrate how this concept can be used for investigating the asymptotic stability
of stationary solutions to time-dependent ordinary or partial dierential equations;
two cases, based on Burgers' equation, will be shown.
Key words: "{pseudospectra, "{pseudospectra for matrix pencils, (generalized)
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1 Introduction
In 1990, Trefethen and his co-workers introduced the concept op "-pseudospectra (see, e.g.,
[12, 13, 18]). For a given N N matrix A and "  0 the set 
"
(A), the "-pseudospectrum
of A, is dened by

"
(A) = f 2 C : k(I  A)
 1
k  "
 1
g;(1.1)
with k(I A)
 1
k =1 whenever  is an eigenvalue of A. Here k  k stands for the spectral
norm, i.e. the matrix norm induced by the Euclidean vector norm, and I is the identity
matrix. Denition (1.1) is equivalent to (see, e.g., [13])

"
(A) = f 2 C : 9 E with kEk  " such that  is an eigenvalue of A+ Eg(1.2)

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which explains the name pseudospectra.
When the matrix A is normal, its behaviour in numerical processes is determined by
the location of the eigenvalues. For non-normal matrices, however, this does not need to
be true; predictions based on eigenvalues may lead to wrong results. These phenomena
occur e.g. in the convergence behaviour of iterative methods for linear equations (such
as GMRES, compare [9, 12]), or in the stability behaviour of time-stepping methods for
ordinary and partial dierential equations [6, 13, 14]. In these cases knowledge of "-
pseudospectra may be useful for understanding the behaviour of the processes involving
A.
The denitions (1.1), (1.2) are immediately connected to the eigenvalue problem Av =
v. However, in many applications one has to deal with the generalized eigenvalue problem
Av = Bv(1.3)
where B is a given N N matrix, which may be singular (see, e.g., [5]).
In this paper we consider "-pseudospectra for matrix pencils, so that there is a connec-
tion with eigenvalue problem (1.3); dene for "  0 the set 
"
(A;B), the "-pseudospectrum
of the matrix pencil (A;B) as

"
(A;B) = f 2 C : k(B  A)
 1
k  "
 1
g;
with k(B A)
 1
k =1 whenever  is an eigenvalue of (1.3). This denition is equivalent
to (see Section 2.1)

"
(A;B) = f 2 C : 9 E with kEk  " such that A+ E   B is singularg:(1.4)
Note that 
"
(A; I) = 
"
(A), so our denition can be seen as a generalization of "-
pseudospectra to arbitrary matrix pencils (A;B). From (1.4) one sees that only perturba-
tions of the matrix A are considered; one could also consider perturbations of both A and
B as well. However, in this paper we will deal with a range of applications in which only
perturbations of A will play a role. In [15] the set 
"
(B
 1
A) is considered for nonsingular
matrices B; this set will be related to 
"
(A;B) (in Section 2.1).
In this paper we demonstrate how "-pseudospectra for matrix pencils can be used to in-
vestigate the asymptotic stability of stationary solutions to systems of ordinary dierential
equations, when inexact Jacobian matrices are used. To illustrate this approach, we con-
sider two systems of ordinary dierential equations; both systems have been obtained from
semi-discretizing Burgers' equation, using a nite dierence and a nite element method,
respectively.
The paper is organized as follows. In Section 2.1 we present properties of 
"
(A;B), and
the computation of 
"
(A;B) will be discussed in Section 2.2. In Section 3.1 we consider
the application of "-pseudospectra for investigating the asymptotic stability of equilibria.
An illustration, based on Burgers' equation, will be given in Section 3.2.
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2 Pseudospectra for matrix pencils
2.1 Some properties of pseudospectra
Unless stated otherwise, all matrices may have complex entries. The matrices A and B
may be singular.
Note that the set 
0
(A;B) = f 2 C : B  A is singularg is the spectrum (the set of
eigenvalues) of the matrix pencil (A;B). In the remainder of this paper the spectrum of
the matrix pencil (A;B) will be denoted by 
0
(A;B).
Most properties of 
"
(A) can easily be generalized to 
"
(A;B). An important obser-
vation is

"
(A;B)  
"
0
(A;B) for 0  "  "
0
;
i.e. the sets 
"
(A;B) are nested. Now some equivalent denitions of 
"
(A;B) will be
given; some of them can be useful in practice. Consider for given N  N matrices A and
B and " > 0 the following denitions (kuk stands for the Euclidean norm of the vector u)

"
(A;B) = f 2 C : 9 E with kEk  " such that A+ E   B is singularg;(2.1)

"
(A;B) = f 2 C : 9 E with kEk = " such that A+ E   B is singularg;(2.2)

"
(A;B) = f 2 C : 9 U 2 C
N;N
with kUk = 1 such that k(B  A)Uk  "g;(2.3)

"
(A;B) = f 2 C : 9 u 2 C
N
with kuk = 1 such that k(B  A)uk  "g;(2.4)

"
(A;B) = f 2 C : B  A is singular or k(B  A)
 1
k  "
 1
g;(2.5)

"
(A;B) = f 2 C : the smallest singular value of B  A is  "g:(2.6)
Theorem 2.1. For N  2 the denitions (2.1) { (2.6) are equivalent.
Proof. The equivalence (2.1) { (2.5) follows from a straightforward generalization of the
proof for B = I (see, e.g., [6, Theorem 4.2]). The equivalence of (2.5) and (2.6) is obvious.
2
Before we discuss other properties, some examples will be presented. Consider the matrices
A
1
=
 
0 0
0 1
!
; A
2
=
 
1 
0 1
!
( 2 C); and A
3
=
 
0  1
1 0
!
:
Furthermore, D[; ] stands for the disk in the complex plane with center  and radius .
After some computations, using e.g. (2.6), one can see that 
"
(A
1
; I) = 
"
(A
1
) = D[0; "][
D[1; "], 
"
(A
2
; I) = D
h
1;
q
jj"+ "
2
i
, 
"
(A
3
; I) = D[ i; "] [ D[i; "], and 
"
(A
1
; A
3
) =
D
h
0;
p
"+ "
2
i
.
For singular matricesB the set 
0
(A;B) can be degenerated; for example 
0
(A;B) = ;
or 
0
(A;B) = C is possible. In order to see how 
"
(A;B) might behave for singular B, the
sets 
"
(I;A
1
) and 
"
(A
3
; A
1
) have been determined. For " < 1 we have 
"
(I;A
1
) = D[1; "],
4 Jos L.M. van Dorsselaer
and 
"
(I;A
1
) = C for "  1. Furthermore, 
0
(A
3
; A
1
) = ; and 
"
(A
3
; A
1
) = fz 2 C :
jzj  (1  "
2
)="g for " > 0, implying that 
"
(A
3
; A
1
) = C for "  1.
In these examples we observed that 
"
(A;B) is bounded for nonsingular matrices
B, while 
"
(A;B) = C is possible for singular B and " suciently large. One might
ask whether these phenomena occur in general. Another interesting question is whether

"
(A;B) can be empty for positive ". The following theorem answers these questions. In
order to formulate the result we introduce for the matrix pencil (A;B) with singular B the
constant
"

= minf kAuk : u 2 C
N
with kuk = 1 and Bu = 0g:
Theorem 2.2. (a) 
"
(A;B) is bounded for nonsingular matrices B.
(b) For singular matrices B one has 
"
(A;B) = C for "  "

.
(c) Let B 6= O (the null matrix). Then 
"
(A;B) 6= ; for all " > 0.
Proof. For nonsingular matrices B we have k(zB   A)
 1
k = k(zI   B
 1
A)
 1
B
 1
k 
kB
 1
k  k(zI  B
 1
A)
 1
k ! 0 as jzj ! 1, and result (a) follows from (2.5).
Statement (b) follows immediately from (2.4).
Now (c) will be proved. It is clear that the result holds if 
0
(A;B) 6= ;. In the
remainder of the proof we assume that 
0
(A;B) = ;. Let e
j
be the jth unit vector in
C
N
and consider for 1  j; k  N the functions '
j;k
(z) = e
j

(zB  A)
 1
e
k
(the entries of
(zB   A)
 1
). The functions '
j;k
are analytic on C, and according to Liouville's theorem
(see, e.g., [1, p. 122]) '
j;k
is unbounded or constant. If at least one of the functions '
j;k
is unbounded, then k(zB   A)
 1
k  j'
j;k
(z)j ! 1 for some jzj ! 1, and from (2.5) it
follows that 
"
(A;B) 6= ; for all " > 0. Otherwise, if all '
j;k
's are constant, the entries of
the matrix (zB  A)
 1
do not depend on z, which implies B = O.
2
Another important property of 
"
(A) is that 
"
(A) contains the disks with radius " around
the eigenvalues [18]; for normal matrices A the set 
"
(A) is the union of these disks, but in
general 
"
(A) can be much larger (compare the examples presented above, or the pictures
in [13, 14, 18], and in Section 3.2). For B 6= O this inclusion can be generalized to

"
(A;B) 
[
fD[; "=kBk] :  2 
0
(A;B)g:
From our examples we conclude that 
"
(A;B) can be much larger than the union of the
disks with radius "=kBk around 
0
(A;B) | even when both A and B are normal.
For nonsingular matrices B the equality 
0
(A;B) = 
0
(B
 1
A; I) holds; one might ask
whether there is a relation between 
"
(A;B) and 
"
(B
 1
A) (the latter set is considered
in [15]). From (2.1) one easily obtains the inclusions

"=kBk
(B
 1
A)  
"
(A;B)  
"kB
 1
k
(B
 1
A);(2.7)
which implies, e.g., 
"
(A;B) = 
"
(B
 1
A) for unitary matrices B.
In general it is not possible to determine 
"
(A;B) analytically, and in practice one
may compute 
"
(A;B) numerically in some interesting region V  C; usually V is a
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rectangle containing 
0
(A;B) (cf. Section 2.2). In the following we will discuss how
the inclusion 
"
(A;B)  V can be veried. In view of (2.5) this amounts to computing
supfk(B A)
 1
k :  62 V g. In order to compute this quantity we introduce the constants
M
@V
= sup
2@V
k(B  A)
 1
k and M
1
= lim
jj!1
k(B  A)
 1
k
(@V denotes the boundary of V ). The quantityM
1
2 [0;1] always exists; for nonsingular
matrices B one has M
1
= 0, while M
1
 1="

> 0 for singular matrices B. If the degree
of the polynomial p() = det(B  A) equals the rank of B, then M
1
is nite; otherwise
M
1
=1 is possible (compare our examples).
Theorem 2.3. Assume that M
1
< 1, 
0
(A;B)  V n@V and CnV is open and con-
nected. Then

"
(A;B)  V for "  1=max (M
@V
;M
1
) :
Proof (suggested by L.N. Trefethen [19]). Dene for u; v 2 C
N
, kuk = kvk = 1, the function
 
u;v
(z) = v

(zB  A)
 1
u:
This function is analytic outside 
0
(A;B), and from the maximum principle (see, e.g., [1,
p. 134]) it follows that
sup
z 62V
j 
u;v
(z)j = max
 
sup
z2@V
j 
u;v
(z)j; lim
jzj!1
j 
u;v
(z)j
!
;
which implies
sup
z 62V
k(zB  A)
 1
k = max
 
sup
z2@V
k(zB  A)
 1
k; lim
jzj!1
k(zB  A)
 1
k
!
;
and the result follows from (2.5).
2
More results, examples, and discussion on "-pseudospectra for matrices can be found in
[18, 20].
Remark 2.4. In this paper we only deal with the spectral norm, although 
"
(A;B) could
be dened also for matrix norms k  k generated by an arbitrary vector norm on C
N
(cf.
[6]). The equivalence of (2.1) { (2.5), Theorem 2.2, and (2.7), remain valid in this case.
2.2 The computation of pseudospectra
Most techniques to compute 
"
(A) numerically, can easily be adapted for 
"
(A;B). Sup-
pose one would like to know 
"
(A;B) in some region V  C. The set 
"
(A;B) can be
determined as follows (compare [18, 20]): compute for several z 2 V the quantity 
min
(z),
the smallest singular value of zB  A, and draw some level curves of 
min
(z). In most ap-
plications V is a rectangle containing 
0
(A;B), and 
min
(z) is computed on a rectangular
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grid. When all entries of A and B are real, one can use the fact that 
"
(A;B) is symmetric
with respect to the real axis. The procedure described above has been used to produce the
gures in Section 3.2.
For smallN (the order of the matricesA and B) one can use e.g. MATLAB or LAPACK
routines to compute 
min
(z). Unfortunately, this is not practical for large (sparse) matrices
A and B, and the quantity 
min
(z) has to be computed in a dierent way. In [4] they use
a variant of Davidson's method to compute the smallest eigenvalue of (zI   A)

(zI  A),
and in [3] a continuation method is used to determine level curves of k(zI  A)
 1
k; both
techniques can be adapted for 
"
(A;B).
Another approach is based on the following idea (cf. [17]): determine an N m matrix
W with W

W = I, m N , and approximate 
"
(A;B) by 
"
(W

AW;W

BW ); the latter
set can be computed easily. Dierent choices for W have been considered for B = I; a
possibility described in [17] is to choose W as an orthonormal basis of some eigenvectors
corresponding to the eigenvalues with maximal real part.
3 An application of pseudospectra
3.1 Asymptotic stability of equilibria and pseudospectra
In the study of time-dependent ordinary, or partial dierential equations, one is often inter-
ested in the occurrence of equilibria and their stability behaviour, and how these equilibria
and their stability properties depend on some parameter(s) in the model. Consider the
systems of dierential equations
BU
0
(t) = F (U(t); ) for t  0;(3.1)
with B 2 R
N;N
,  2 R, U(t) 2 R
N
for t  0, and F : R
N+1
! R
N
is a smooth function.
Here  stands for a certain parameter. Although the solutions to (3.1) depend on , we
will not express this dependence in order to keep the notation transparent. Also (systems
of) time-dependent partial dierential equations lead to (3.1), after discretizing the spatial
derivative(s). Finite element discretizations often lead to (3.1) with B 6= I; problems in
uid dynamics often lead to problems of type (3.1) with singular B (cf., e.g., [5]).
The equilibria U
eq
(sometimes called stationary solutions or steady states [5, 16]) to
(3.1) satisfy F (U
eq
; ) = 0. The equilibrium U
eq
is called asymptotically stable [16] when
lim
t!1
U(t) = U
eq
for all U(0) close to U
eq
. In order to investigate whether U
eq
is asymptoti-
cally stable, equation (3.1) is linearized around U
eq
(note that F (U
eq
; ) = 0):
BU
0
(t) = F
0
(U
eq
; )  (U(t)  U
eq
);
where F
0
(y; ) = (@F
i
(y; )=@y
j
) 2 R
N;N
stands for the Jacobian matrix of the function F
(with respect to y) evaluated at (y; ). If all eigenvalues of the problem
F
0
(U
eq
; )v = Bv(3.2)
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have strictly negative real parts, then, when certain technical conditions are satised (cf.,
e.g., [16, p. 20]), the equilibrium U
eq
to (3.1) is asymptotically stable. When at least
one eigenvalue of (3.2) has a positive real part, the equilibrium U
eq
is unstable [16, p.
20]. Hence investigating the asymptotic stability of equilibria amounts to compute the
eigenvalues (with largest real part) of (3.2).
In practice one computes a solution (y; ) satisfying F (y; ) = 0, by using (a variant
of) Newton's method. It might be quite cumbersome to compute (and code) the Jacobian
matrix F
0
(y; ), so the question arises whether determination of F
0
(y; ) can be avoided.
A standard approach, when applying Newton's method, is to replace the entries of F
0
(y; )
by dierence quotients (cf. [16]). For small problems (i.e. N is small) this approach is
feasible. When applying Newton's method for large problems, the resulting linear equations
are often solved iteratively, e.g. by a Krylov subspace method [7]. Most Krylov methods
do not need F
0
(y; ) explicitly; only matrix-vector products F
0
(y; )v are required, and
one can use the fact that
F
0
(y; ) v  fF (y+ hv; )  F (y; )g=h(3.3)
for small h > 0. In the actual execution of Newton's algorithm, the computation of
F
0
(y; )v can be replaced by the right hand side of (3.3) [2, 7].
Suppose that some equilibria have been computed without using the exact Jacobian
matrix F
0
(U
eq
; ). One might ask whether it is possible to investigate the asymptotic
stability of these equilibria without using F
0
(U
eq
; ) explicitly. Let the matrix A be an
approximation to F
0
(U
eq
; ) (for example, the jth column of A might be the dierence
quotient in (3.3) with v = e
j
, the jth unit vector) and consider the eigenvalue problem
Av = Bv(3.4)
instead of (3.2). Now the question arises how we can get relevant information on the spec-
trum of (3.2) from (3.4). In order to answer this question, the concept of "-pseudospectra
is useful. The matrix F
0
(U
eq
; ) = A + (F
0
(U
eq
; )   A) can be seen as a perturbation of
A. From (2.1) it follows that

0
(F
0
(U
eq
; ); B)  
"
(A;B) with " = kF
0
(U
eq
; ) Ak:(3.5)
Hence when 
"
(A;B) | with " = kF
0
(U
eq
; )   Ak | lies in the interior of the left
half plane, we know that all eigenvalues to (3.2) have strictly negative real parts. In these
situations we are able to conclude that the equilibriumU
eq
is asymptotically stable, without
computing any eigenvalue of (3.2)!
In order to make this practical, we need to estimate kF
0
(U
eq
; ) Ak without computing
the entries of F
0
(U
eq
; ). Let Q be an N  N matrix with Q

Q = I and denote the jth
column of Q by q
j
. Assume that A is (implicitly) dened by
Aq
j
= fF (U
eq
+ h
j
q
j
; )  F (U
eq
; )g=h
j
= F (U
eq
+ h
j
q
j
; )=h
j
for some small h
j
> 0 (take e.g. Q = I). From Q

Q = I one obtains the estimate
kF
0
(U
eq
; ) Ak 
p
N  max
1jN
kF
0
(U
eq
; )q
j
 Aq
j
k;(3.6)
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the constant
p
N in (3.6) cannot be replaced by a smaller constant. In order to estimate
kF
0
(U
eq
; )q
j
  Aq
j
k, we note that Aq
j
is an approximation to the directional derivative
F
0
(U
eq
; )q
j
; the error F
0
(U
eq
; )q
j
 Aq
j
can be expressed in terms of second order partial
derivatives of F . However, our goal was to avoid rst order partial derivatives, so we
certainly do not want to compute second order derivatives; these will also be approximated
by nite dierence quotients. From a Taylor expansion it follows that (assuming that F is
suciently smooth)
F
0
(U
eq
; ) q
j
  Aq
j
=
 
h
j
2
 
F (U
eq
  h
j
q
j
; )   2F (U
eq
; ) + F (U
eq
+ h
j
q
j
; )
h
j
2
!
+ O(h
j
2
):
(3.7)
Hence one sees that
~" =
p
N  max
1jN





 
h
j
2
 
F (U
eq
  h
j
q
j
; )   2F (U
eq
; ) + F (U
eq
+ h
j
q
j
; )
h
j
2
!





(3.8)
might be a reasonable estimate for an upper bound for kF
0
(U
eq
; ) Ak. Note that it takes
N additional function evaluations to compute ~".
In view of (3.7) and (3.8), one would like to choose h
j
close to zero. However, round-
ing errors may eect the accuracy of the computed vector Aq
j
whenever h
j
is too small;
rounding errors in F (U
eq
+ h
j
q
j
; )   F (U
eq
; ) are multiplicated by a factor 1=h
j
. The
choice h
j
= O(
p
), with  the machine precision, seems reasonable (see, e.g., [16, p. 38]).
In order to determine whether equilibria are asymptotically stable we may proceed as
follows. Compute the eigenvalues of (3.4). Only when all these eigenvalues have strictly
negative real parts, we have to investigate whether the equilibrium under consideration is
really asymptotically stable. In order to validate this, one determines 
"
(A;B) for " = ~". If

~"
(A;B) is in the interior of the left half plane, this almost implies that the equilibriumU
eq
is asymptotically stable (note that ~" estimates an upper bound for kF
0
(U
eq
; ) Ak, so one
is not completely certain that ~"  kF
0
(U
eq
; ) Ak). If 
"
(A;B) with " = kF
0
(U
eq
; ) Ak
is not entirely in the left half plane, then this does not need to imply that U
eq
is unstable
(compare (3.5)).
For large problems, it is not possible to compute all eigenvalues of (3.4). In such cases
one attempts to compute only the eigenvalues with largest real parts; special algorithms
for computing these eigenvalues have been developed (see [5, 10] and the references cited
therein). The so-called Jacobi-Davidson QZ method [8] might also be suitable to deter-
mine some of the eigenvalues with largest real part. For large problems one may also use
"-pseudospectra to investigate the asymptotic stability of equilibria. Since we are only
interested in 
"
(A;B) for one single value " (viz. " = ~"), the ideas described in [3] are
useful for computing the boundary of 
~"
(A;B) (cf. Section 2.2).
Remark 3.1. The concept of "-pseudospectra for matrix pencils is also useful for inves-
tigating the stability of time-stepping methods for linear initial value problems B U
0
(t) =
AU(t) with nonsingular matrix B. Formally one applies such time-stepping methods, e.g.
Pseudospectra for matrix pencils and stability of equilibria 9
Runge-Kutta methods or linear multistep methods, to U
0
(t) = B
 1
AU(t). Roughly speak-
ing, the numerical process for solving U
0
(t) = B
 1
AU(t) is stable if 
"
(B
 1
A) satises a
certain condition with respect to the so-called stability region of the time-stepping method
(see [13, 14]). By using the left inclusion in (2.7), this condition, dealing with 
"
(B
 1
A),
can be replaced by a requirement for 
"
(A;B); hence the theory in [13, 14] can be applied
without determining B
 1
A.
3.2 An illustration
As an illustration to the theory of Section 3.1 we consider Burgers' equation
8
>
>
<
>
>
:
@u
@t
(x; t) +
1
2
@
@x
h
u(x; t)
2
i
= 
@
2
u
@x
2
(x; t); 0  x  1; t  0;
u(0; t) = u(1; t) = 1;
(3.9)
where  is a positive constant. Note that u  1 is a stationary solution to (3.9), and this
solution is stable in the sense that
d
dt
Z
1
0
ju(x; t)  1j
2
dx =  2
Z
1
0
h
@u
@x
(x; t)
i
2
dx < 0
whenever u satises (3.9) and u 6 1.
We will consider two dierent schemes for discretizing the spatial derivatives in (3.1),
viz. a nite dierence and a nite element scheme. The scheme based on nite dierence
discretization leads to a problem of type (3.1) with B = I, while nite element discretiza-
tion leads to (3.1) with B 6= I. For both methods an equidistant grid is used; for N 2 N
we dene x = 1=(N + 1) (the mesh size) and x
j
= jx (j = 1; 2; : : : ; N).
In the nite dierence scheme the diusion term 
@
2
u
@x
2
has been discretized by second
order central dierences, and for the non-linear advection term
1
2
@
@x
[u
2
] we have used the
upwind discretization
@
@x
[u(x
j
; t)
2
] 

u(x
j
; t)
2
  u(x
j 1
; t)
2

=x. This leads to a system
of type (3.1), with B = I and U
j
(t)  u(x
j
; t). Note that U
eq
= (1; 1; : : : ; 1)
T
is an
equilibrium for all  > 0.
In our numerical experiments (with MATLAB) we set N = 64,  =
1
100
or  =
1
1000
,
U
eq
= (1; 1; : : : ; 1)
T
, h = h
j
= 10
 6
andQ = I. We found ~" = 3:710
 4
for  =
1
100
as well as
 =
1
1000
; note that F (y; ) can be written as F (y; ) = G(y)+Cy with a xed matrix C,
and therefore ~" does not depend on . Because all components of G are at most quadratic
in the variables y
j
, one can show that F
0
(U
eq
; )q
j
 Aq
j
equals the right-hand side of (3.7)
except for the O(h
j
2
) term. Hence ~" is an upper bound for kF
0
(U
eq
; ) Ak. The quantity
kF
0
(U
eq
; ) Ak has also been computed; note that kF
0
(U
eq
; ) Ak does not depend on ,
because  appears only in the linear part of F . We found kF
0
(U
eq
; ) Ak = 6:5 10
 5
< ~".
In Figure 1 the boundaries of the sets 
"
(A) have been plotted for " = 10
 1
; ~" and
" = kF
0
(U
eq
; )   Ak. For  =
1
1000
and  =
1
100
, we conclude from our experiments that

~"
(A) is in the interior of the left half plane, which implies that U
eq
is asymptotically
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stable; this is nicely in agreement with the stability of the stationary solution u  1 to
(3.9).
Finally, we note that the eigenvalues of F
0
(U
eq
; ) can be computed analytically (com-
pare [11, p. 10]); for each  > 0 and N 2 N, these eigenvalues are real and negative. The
eigenvalues of F
0
(U
eq
; ) are also displayed in Figure 1. This example illustrates nicely how
"-pseudospectra can be used to investigate the asymptotic stability of equilibria.
−150 −100 −50 0
−60
−40
−20
0
20
40
60
−300 −200 −100 0
−60
−40
−20
0
20
40
60
Figure 1. The sets 
"
(A) for " = 10
 1
; ~"; kF
0
(U
eq
; )   Ak. The left gure
corresponds to  =
1
1000
, the right one to  =
1
100
. The dots are the eigenvalues
of F
0
(U
eq
; ), and the imaginary axis is indicated by a dashed line.
In order to illustrate the use of "-pseudospectra for matrix pencils, we have also dis-
cretized the spatial derivatives in (3.9) with a nite element method. Piecewise linear
elements with basis functions '
j
, given by '
j
(x
i
) = 0, for i 6= j, and '
j
(x
j
) = 1, are
used. This leads to (3.1) with an N  N mass matrix B =
1
6
x  tridiag(1; 4; 1) and
U
j
(t)  u(x
j
; t).
In this case we also have F (U
eq
; ) = 0 for all  > 0 and U
eq
as above. Just as in the
nite dierence case we take N = 64,  =
1
100
or  =
1
1000
, U
eq
= (1; 1; : : : ; 1)
T
, h = h
j
=
10
 6
and Q = I. Again the function F (y; ) can be written as F (y; ) = G(y) + Cy,
and the components of G are polynomials of degree at most two in y
j
. This implies again
that ~" is an upper bound for kF
0
(U
eq
; ) Ak (no O(h
j
2
) has been neglected). Both ~" and
kF
0
(U
eq
; ) Ak do not depend on ; we found ~" = 1:910
 6
and kF
0
(U
eq
; ) Ak = 3:310
 7
respectively.
In Figure 2 the boundaries of the sets 
"
(A;B) have been plotted for " = 10
 1
; 10
 3
; ~",
and " = kF
0
(U
eq
; )   Ak. For  =
1
1000
and  =
1
100
, we conclude from our experiments
that 
~"
(A;B) is in the interior of the left half plane, which implies that the equilibrium
U
eq
is asymptotically stable, as in the nite dierence case. Furthermore one can prove
that for  > 0 and N 2 N all eigenvalues  2 
0
(F
0
(U
eq
; ); B) have strictly negative
real parts; this follows from Ref(v

F
0
(U
eq
; )v) = (v

Bv)g < 0 for all v 2 C
N
nf0g. This
example provides a nice application of "-pseudospectra for matrix pencils.
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The set 
0
(F
0
(U
eq
; ); B) has been computed numerically, and these eigenvalues are
also displayed in Figure 2. For  =
1
100
, the computed eigenvalues are not symmetric with
respect to the real axis; this behaviour is due to rounding errors.
−80 −60 −40 −20 0
−150
−100
−50
0
50
100
150
−600 −400 −200 0
−150
−100
−50
0
50
100
150
Figure 2. The sets 
"
(A;B) for " = 10
 1
; 10
 3
; ~"; kF
0
(U
eq
; )   Ak. The
left gure corresponds to  =
1
1000
, the right one to  =
1
100
. The set 
"
(A;B)
with " = kF
0
(U
eq
; )   Ak is not visible in the left picture. The dots are the
eigenvalues of F
0
(U
eq
; )v = Bv, and the imaginary axis is indicated by a
dashed line.
Our experiments have also been carried out with N = 128, instead of N = 64. In all
four cases we found that the corresponding sets 
~"
(A;B) are in the interior of the left half
plane, implying that the equilibrium U
eq
= (1; 1; : : : ; 1)
T
is asymptotically stable.
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