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RING EXTENSIONS OF LENGTH TWO
GABRIEL PICAVET AND MARTINE PICAVET-L’HERMITTE
Abstract. We characterize extensions of commutative rings R ⊂
S such that R ⊂ T is minimal for each R-subalgebra T of S with
T 6= R,S. This property is equivalent to R ⊂ S has length 2. Such
extensions are either pointwise minimal or simple. We are able to
compute the number of subextensions of R ⊂ S. Besides commu-
tative algebra considerations, our main result is a consequence of
the recently introduced by van Hoeij et al. concept of principal
subfields of a finite separable field extension. As a corollary of this
paper, we get that simple extensions of length 2 have FIP.
1. Introduction and Notation
This paper has twin objectives. One of them is to answer a ques-
tion on length 2 ring extensions, raised when writing our earlier joint
paper with P.-J. Cahen on pointwise minimal extensions [3]. Indeed
co-pointwise minimal extensions have length 2. Are there other exten-
sions of length 2? The other objective is to study towers of two minimal
ring extensions. Dobbs and Shapiro already considered them without
the above length condition [10]. Our methods are completely different
and lead to a characterization which allows us to compute cardinalities
of sets of intermediate extensions and then to answer a question ad-
dressed by these authors. As a deep consequence, we show that length
2 simple extensions have FIP. The terminology is explained in the next
paragraphs and in Section 4 for t-closedness.
We consider the category of commutative and unital rings. Epimor-
phisms are those of this category. Let R ⊆ S be a (ring) extension. Its
conductor is denoted by (R : S) and the set of all R-subalgebras of S
by [R, S]. We set ]R, S[:= [R, S] \ {R, S} (with a similar definition for
[R, S[ or ]R, S]). Moreover, R is the integral closure of R in S. Any
writing [R, S] supposes that there is an extension R ⊆ S.
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The extension R ⊆ S is said to have FIP (or is called an FIP ex-
tension) (for the “finitely many intermediate algebras property”) if
[R, S] is finite. A chain of R-subalgebras of S is a set of elements of
[R, S] that are pairwise comparable with respect to inclusion. We say
that an extension R ⊆ S has FCP (or is called an FCP extension)
(for the “finite chain property”) if each chain in [R, S] is finite. An
extension R ⊆ S is called an FMC extension if there exists a finite
maximal chain from R to S. D. Dobbs and the authors characterized
FCP and FIP extensions [6]. Our main tool will be the minimal (ring)
extensions, a concept that was introduced by Ferrand-Olivier [11]. Re-
call that an extension R ⊂ S is called minimal if [R, S] = {R, S}.
The key connection between the above ideas is that if R ⊆ S has
FCP, then any maximal (necessarily finite) chain of R-subalgebras of
S, R = R0 ⊂ R1 ⊂ · · · ⊂ Rn−1 ⊂ Rn = S, with length n < ∞, results
from juxtaposing n minimal extensions Ri ⊂ Ri+1, 0 ≤ i ≤ n− 1. For
any extension R ⊆ S, the length of [R, S], denoted by ℓ[R, S], is the
supremum of the lengths of chains of R-subalgebras of S. It should
be noted that if R ⊆ S has FCP, then there does exist some maximal
chain of R-subalgebras of S with length ℓ[R, S] [8, Theorem 4.11].
In an earlier paper [3], P-J. Cahen and the authors characterized
pointwise minimal extensions, a concept introduced by P.-J. Cahen,
D. Dobbs and T. Lucas [2]. An extension R ⊂ S is called a simple
(or monogenic) extension if S = R[t] for some t ∈ S and is called a
pointwise minimal extension if R ⊂ R[t] is minimal for each t ∈ S \R,
whereas it is called a co-pointwise minimal extension if R[x] ⊂ S is
minimal for each x ∈ S \R [3]. In particular, R ⊂ S is a co-pointwise
minimal extension ⇒ R ⊂ S is a pointwise minimal extension.
In the present work, we study a notion connected to the previous
contexts. We will temporarily call an extension R ⊂ S a minimal pair
(resp. a co-minimal pair) if each extension R ⊂ T (resp. T ⊂ S) is
minimal for T ∈]R, S[. We show in Section 2 that such extensions co-
incide with length 2 extensions and they are either pointwise minimal
or simple (Proposition 2.2). Dobbs and Shapiro considered a close sit-
uation, namely extensions that are a tower of two minimal extensions.
Their main theorem [10, Theorem 4.1] characterizes such extensions
having FIP, exhibiting 13 mutually exclusive cases. We recall them in
(Theorem 6.3). Their extensions are not necessarily of length 2 and
worse: they may have an infinite length. The present paper is writ-
ten with a point of view different from Dobbs-Shapiro’s. By the way,
we answer two questions raised in [4, Remark 2.11 (a)] by Dobbs. As
usual, Spec(R) and Max(R) are the set of prime and maximal ideals of
a ring R, and Rad(R) is the (Jacobson) radical of R. We recall that the
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support of an R-module E is SuppR(E) := {P ∈ Spec(R) | EP 6= 0},
and MSuppR(E) := SuppR(E)∩Max(R). We say that R ⊂ S is locally
minimal if RM ⊂ SM is minimal for each M ∈ SuppR(S/R). Next
notions and results are involved in our study. Recall that an exten-
sion R ⊆ S is called Pru¨fer if R ⊆ T is a flat epimorphism for each
T ∈ [R, S] [13]. An extension R ⊆ S is classically called a normal pair
if T ⊆ S is integrally closed for each T ∈ [R, S]. Then R ⊆ S is Pru¨fer
if and only if it is a normal pair [13, Theorem 5.2(4)]. In [22], we ob-
served that an extension is a minimal flat epimorphism if and only if it
is Pru¨fer and minimal. In this paper, we also call an extension R ⊆ S
quasi-Pru¨fer if R ⊆ S is a Pru¨fer extension [22]. An FMC extension
is quasi-Pru¨fer. From now on, we use these terminologies.
A first result is that a ring extension R ⊂ S of length 2 is quasi-Pru¨fer
and |SuppR(S/R)| ≤ 2 (Proposition 2.3). In Section 3, we characterize
extensions R ⊂ S of length 2, such that |SuppR(S/R)| = 2. These
extensions are simple. In Section 4, we characterize extensions R ⊂ S
of length 2, such that |SuppR(S/R)| = 1. The quasi-Pru¨fer property
of these extensions induces a first characterization where the integral
closure is involved. For integral extensions, seminormalizations and
t-closures are also involved.
Examples attest that all cases of our exhaustive classification occur.
For a length 2 t-closed extension R ⊂ S, such that SuppR(S/R) =
{M}, we get that M = (R : S). This allows us to reduce our study to
the field extension R/M ⊂ S/M . Finite separable field extensions are
surprisingly difficult to handle and need the whole Section 5. To get
conditions in order that a field extension k ⊂ L has length 2, we need a
tight study of the k-subalgebras of L. We use the noteworthy notion of
principal subfields introduced by van Hoeij, Klu¨ners and Novocin [27].
Here again, several examples show that various situations may occur.
Section 6 collects in the preceding sections, 11 mutually exclusive and
comprehensive conditions that extensions R ⊂ S do verify to have
length 2. For each of them, we give the cardinality of [R, S]. Our
classification differs from Dobbs-Shapiro’s as the reader may see with
the help of a comparative table.
A local ring is here what is called elsewhere a quasi-local ring. The
characteristic of an integral domain k is denoted by c(k). If E is an
R-module, LR(E) is its length. If R ⊆ S is a ring extension and
P ∈ Spec(R), then SP is both the localization SR\P as a ring and
the localization at P of the R-module S. Finally, ⊂ denotes proper
inclusion, |X| the cardinality of a set X , for a positive integer n, we
set Nn := {1, . . . , n} and P is the set of all prime numbers. In a ring
R, for a, b, c ∈ R such that c divides a− b, we write a ≡ b (c).
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Definition 1.1. Let R ⊆ S be a ring extension and M ∈ Spec(R). We
say thatM is the crucial ideal C(R, S) of the extension if SuppR(S/R) =
{M}. Such an extension is called M-crucial. A crucial ideal needs to
be maximal because a support is stable under specialization.
Proposition 1.2. Let R ⊂ S be an extension, with conductor C. The
following statements hold:
(1) If R ⊂ S is M-crucial, then C ⊆ M .
(2) If R ⊂ S is integral, then R ⊂ S has a crucial ideal if and only
if
√
C ∈ Max(R), and then C(R, S) = √C.
Proof. (1) If the extension is M-crucial, suppose that there is some
x ∈ C \M , then it is easily seen that RM = SM , a contradiction.
We denote by {Rα | α ∈ I} the family of all finite extensions R ⊂ Rα
with Rα ∈ [R, S] and conductor Cα.
(2) For M ∈ Spec(R), observe that M is a crucial ideal of R ⊂ S if
and only ifM is a crucial ideal of each R ⊂ Rα. Then it is enough to use
the following facts: Supp(Rα/R) = V(Cα) and C = ∩[Cα | α ∈ I]. 
Theorem 1.3. [11, De´finition 1.1] and [3, Theorem 3.2] A pointwise
minimal extension A ⊂ B admits a crucial (maximal) ideal M and
is either integral or Pru¨fer minimal, these conditions being mutually
exclusive. Moreover, a minimal extension is a simple algebra.
Three types of minimal integral extensions exist, characterized in the
next theorem, (a consequence of the fundamental lemma of Ferrand-
Olivier), so that there are four types of minimal extensions.
Theorem 1.4. [6, Theorems 2.2 and 2.3] Let R ⊂ T be an extension
and M := (R : T ). Then R ⊂ T is minimal and finite if and only if
M ∈ Max(R) and one of the following three conditions holds:
(a) inert case: M ∈ Max(T ) and R/M → T/M is a minimal field
extension;
(b) decomposed case: There exist M1,M2 ∈ Max(T ) such that M =
M1 ∩M2 and the natural maps R/M → T/M1 and R/M → T/M2 are
both isomorphisms; or, equivalently, there exists q ∈ T \ R such that
T = R[q], q2 − q ∈M , and Mq ⊆M .
(c) ramified case: There exists M ′ ∈ Max(T ) such that M ′2 ⊆ M ⊂
M ′, [T/M : R/M ] = 2, and the natural map R/M → T/M ′ is an
isomorphism; or, equivalently, there exists q ∈ T \ R such that T =
R[q], q2 ∈M , and Mq ⊆ M .
We give here two lemmas used in earlier papers and recall some
needed results.
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Lemma 1.5. Let R ⊂ S be an extension and T, U ∈ [R, S] such that
R ⊂ T is a finite minimal extension and R ⊂ U is a Pru¨fer minimal
extension. Then, C(R, T ) 6= C(R,U), so that R is not a local ring.
Proof. Assume that C(R, T ) = C(R,U) and set M := C(R, T ) = (R :
T ) = C(R,U) ∈ Max(R). Then, MT = M and MU = U because
R ⊂ U is a Pru¨fer minimal extension [22, Scholium A (1)]. It follows
that MUT = UT = MTU =MU = U , a contradiction. 
Proposition 1.6. [6, Corollary 3.2] If there exists a maximal chain
R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S of extensions, where Ri ⊂ Ri+1 is
minimal, then Supp(S/R) = {C(Ri, Ri+1) ∩ R | i = 0, . . . , n− 1}.
Lemma 1.7. Let R ⊂ S be an FMC extension. If M ∈ MSupp(S/R),
there exists T ∈ [R, S] such that R ⊂ T is minimal with C(R, T ) = M .
Proof. Let {Ri}ni=0 be a finite maximal chain such that R0 := R and
Rn := S. If C(R,R1) = M , then, T = R1. So, assume that M 6=
C(R,R1). Let k ∈ {1, . . . , n − 1} be the least integer i such that
M = C(Ri, Ri+1) ∩ R (Proposition 1.6). For each i < k, we have
M 6= C(Ri, Ri+1) ∩ R, so that M ∈ Max(R) \MSupp(Rk/R). In view
of [20, Lemma 1.10], there exists T ∈ [R,Rk+1] such that R ⊂ T is
minimal (of the same type as Rk ⊂ Rk+1) with C(R, T ) = M . 
Lemma 1.8. (Crosswise exchange) [6, Lemma 2.7] Let R ⊂ S and
S ⊂ T be minimal extensions, M := C(R, S), N := C(S, T ) and P :=
N ∩R be such that P 6⊆M . Then there is S ′ ∈ [R, T ] such that R ⊂ S ′
is minimal of the same type as S ⊂ T and P = C(R, S ′); and S ′ ⊂ T
is minimal of the same type as R ⊂ S and MS ′ = C(S ′, T ). Moreover,
[R, T ] = {R, S, S ′, T} and RQ = S ′Q = TQ for Q ∈ Max(R) \ {M,P}.
2. First properties of extensions of length 2
Next Theorem allows us to only speak of length 2 extensions.
Theorem 2.1. Let R ⊂ S be a non-minimal extension. The following
statemens are equivalent:
(1) R ⊂ S is a minimal pair.
(2) R ⊂ S is a co-minimal pair.
(3) ℓ[R, S] = 2.
Hence, an extension R ⊂ S with |[R, S]| = 3 has length 2.
Proof. (1) ⇒ (2) Let T ∈]R, S[ be such that R ⊂ T is minimal. If
T ⊂ S is not minimal, there exists a tower of extensions R ⊂ T ⊂ T ′ ⊂
S. But the assumption gives that T ∈]R, T ′[ with R ⊂ T ′ minimal, a
contradiction and then T ⊂ S is minimal.
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(2) ⇒ (1) and (3) Let T ∈]R, S[ be such that T ⊂ S is minimal.
Assume that R ⊂ T is not minimal. There is a tower of extensions
R ⊂ T ′ ⊂ T ⊂ S. As T ∈]T ′, S[ contradicts T ′ ⊂ S minimal, it follows
that R ⊂ T is minimal. In particular, any maximal chain from R to S
has length 2 and ℓ[R, S] = 2.
(3) ⇒ (1) Assume that ℓ[R, S] = 2. In particular, R ⊂ S is non-
minimal. Let T ∈]R, S[, then, R ⊂ T ⊂ S is a maximal chain, so that
R ⊂ T is a minimal extension.
The last result is obvious. 
Proposition 2.2. Let R ⊂ S be a length 2 extension. Then:
(1) Either R ⊂ S is pointwise minimal (equivalently, co-pointwise
minimal) or there exists x ∈ S such that S = R[x], that is S is simple
and these conditions are mutually exclusive.
(2) R ⊂ S is a quasi-Pru¨fer extension; so that either R ∈ {R, S}, or
R ⊂ R and R ⊂ S are minimal.
Proof. (1) Obviously, R ⊂ S is not minimal. Asssume that S 6= R[x]
for any x ∈ S. Let x ∈ S \ R and set T := R[x]. Then, T ∈]R, S[
so that R ⊂ T and T ⊂ S are minimal (Theorem 2.1). By definition,
R ⊂ S is a pointwise minimal extension and a co-pointwise minimal
extension.
The first part of (2) is [22, Corollary 3.4]. For the second part,
consider the tower R ⊆ R ⊆ S whose length is ≤ 2. 
Proposition 2.3. If R ⊂ S has length 2, then, |Supp(S/R)| ≤ 2.
Proof. By definition, R ⊂ S is an FCP extension. It follows from
(Proposition 1.6) that |Supp(S/R)| ≤ 2. In particular, for any T ∈
]R, S[, we have Supp(S/R) = {C(R, T ),C(T, S) ∩ R}. 
We recall the characterization of co-pointwise minimal extensions
gotten in [3, Theorem 3.2, Proposition 3.9 and Corollary 5.9]:
Proposition 2.4. Let R ⊂ S be a ring extension. Then R ⊂ S is a
co-pointwise minimal extension if and only if there is a maximal ideal
M of R such that MS = M and one of the following mutually exclusive
conditions is satisfied, where k := R/M and p := c(k).
(1) k = Z/2Z and S/M ∼= k3.
(2) S/M is a field, xp ∈ R for each x ∈ S and [S/M : k] = p2.
(3) S/M ∼= k[X, Y ]/(X2, XY, Y 2).
In each case, S = R[x, y], where {x, y} is a minimal system of gen-
erators and ℓ[R, S] = 2.
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Taking into account the above results, to obtain a complete charac-
terization of length 2 extensions, we need only to study those who are
simple. In view of (Proposition 2.3), each possible cardinality of the
support is examined in different sections.
3. Length 2 extensions whose support has two elements
We remark that an extension whose support has two elements is not
pointwise minimal (Theorem 1.3) and is necessarily simple.
Proposition 3.1. Let R ⊂ S be an extension such that |Supp(S/R)| =
2 and Supp(S/R) ⊆ Max(R). The following conditions are equivalent:
(1) ℓ[R, S] = 2.
(2) R ⊂ S is locally minimal.
(3) |[R, S]| = 4.
If these conditions hold, then R ⊂ S is simple.
Proof. Set Supp(S/R) := {M1,M2}.
(1)⇒ (2) By (Lemma 1.7), there exists Ti ∈]R, S[ such that C(R, Ti) =
Mi for i = 1, 2. Of course, T1 6= T2 with R ⊂ Ti and Ti ⊂ S minimal
for i = 1, 2. Since (Ti)Mj = RMj , it follows that (Ti)Mj 6= SMj for i 6= j,
giving that RMj ⊂ SMj is minimal for j = 1, 2, whence (2) holds.
(2) ⇒ (3) Let T ∈]R, S[. Then, TP = RP = SP for each P ∈
Spec(R)\{M1,M2}. Let i ∈ {1, 2}. Since RMi ⊂ SMi is minimal, we get
either TMi = RMi (∗), or TMi 6= RMi (∗∗), and in this case, TMi = SMi.
In case (∗), we cannot have TMj = RMj , so that TMj = SMj . Then,
there is at most one T ∈]R, S[ satisfying (∗), and, in the same way,
there is at most one T ′ ∈]R, S[ satisfying (∗∗). Hence, |[R, S]| ≤ 4.
In particular, R ⊂ S has FMC and, using (Lemma 1.7), there exist
Ti ∈]R, S[ such that C(R, Ti) = Mi for i = 1, 2, so that |[R, S]| = 4.
(3) ⇒ (1) Assume that |[R, S]| = 4 and set [R, S] = {R, T, T ′, S}.
Since R ⊂ T, T ′ ⊂ S, either T and T ′ are comparable, or they are
incomparable. In this last case there are only two maximal chains
of length 2 from R to S, because |[R, S]| = 4. If T and T ′ are
comparable, we have a chain of length 3, containing necessarily two
minimal extensions R1 ⊂ R2 ⊂ R3, with R1, R2, R3 ∈ [R, S] such
that N1 := C(R1, R2) and N2 = C(R2, R3), satisfying (for instance)
Mi = Ni ∩ R for i = 1, 2. We claim that N2 ∩ R1 6⊆ N1. Deny, then
N2 ∩ R ⊆ N1 ∩ R entails that M1 and M2 are comparable, a con-
tradiction. Using again the Crosswise Exchange Lemma, we get that
there is some R′2 ∈ [R1, R3] such that R1 ⊂ R′2 and R′2 ⊂ R3 are min-
imal with R′2 6= R2, so that |[R, S]| > 4, a contradiction. Therefore,
ℓ[R, S] = 2. 
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Proposition 3.2. Let R ⊂ S be a length 2 extension. Assume that
|Supp(S/R)| = 2 and Supp(S/R) 6⊆ Max(R). Then, R ⊂ S is a Pru¨fer
extension, |[R, S]| = 3 and R ⊂ S is a simple extension.
Proof. Set Supp(S/R) = {M,P}. Since a support contains necessarily
a maximal ideal, we can assume that M ∈ Max(R). Moreover, since
P 6∈ Max(R), we have P ⊂ M because any maximal ideal of R con-
taining P belongs to Supp(S/R). Observe that R ⊂ S is quasi-Pru¨fer
(Proposition 2.2). We have either R ∈ {R, S} or R ⊂ R and R ⊂ S
both minimal. Assume R = S, then R ⊂ S is an integral extension
and Supp(S/R) ⊆ Max(R) by [6, Theorem 3.6(b)], a contradiction. If
R ⊂ R and R ⊂ S are both minimal, then C(R, S) ∈ Max(R), giving
again Supp(S/R) ⊆ Max(R), still a contradiction. The only possi-
ble case is R = R, so that R ⊂ S is a Pru¨fer extension. Since the
map [R, S] → [RM , SM ] defined by T 7→ TM is a poset isomorphism
[6, Lemma 3.5, Theorem 3.6], we get that |[R, S]| = 3 [6, Theorem
6.10(b)]. 
Corollary 3.3. Let R ⊂ S be a Pru¨fer extension. Then, ℓ[R, S] = 2
if and only if |Supp(S/R)| = 2, in which case R ⊂ S is simple.
Proof. Assume that ℓ[R, S] = 2, so that |Supp(S/R)| ≤ 2 by Proposi-
tion 2.3. If |Supp(S/R)| = 1, we may assume that (R,M) is a local ring
with Supp(S/R) = {M}. Then, R ⊂ S is minimal by [6, Theorem 6.10
and Proposition 6.12], a contradiction. It follows that |Supp(S/R)| = 2.
Conversely, assume that |Supp(S/R)| = 2. Since R ⊂ S is Pru¨fer,
it is a normal pair, R ⊂ S has FIP [6, Proposition 6.9] and then
ℓ[R, S] = 2 [6, Proposition 6.12]. 
An obvious example is a valuation domain R of dimension 2 with
maximal ideal M . Then, for T := RP , where Spec(R) = {P,M} and
S being the quotient field of R, we get that |Supp(S/R)| = 2, so that
[R, S] = {R, T, S}, ℓ[R, S] = 2 and |[R, S]| = 3.
4. M-crucial extensions of length 2
The remaining case occurs for |Supp(S/R)| = 1, which means that
the extension is M-crucial. Next result shows that in the rest of the
paper, we can reduce our proofs to the case a local ring.
Proposition 4.1. An extension R ⊂ S with MSupp(S/R) = {M}
verifies:
(1) The map ϕ : [R, S] → [RM , SM ] defined by T 7→ TM for any
T ∈ [R, S] is a poset isomorphism. Therefore, ℓ[R, S] = ℓ[RM , SM ] and
|[R, S]| = |[RM , SM ]|.
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(2) Let R = R0 ⊂ R1 ⊂ · · · ⊂ Rn−1 ⊂ Rn = S be a maximal chain
(whence Ri ⊂ Ri+1 is minimal for each i = 0, . . . , n − 1). Then so
is RM ⊂ (R1)M ⊂ · · · ⊂ (Rn−1)M ⊂ SM and (Ri)M ⊂ (Ri+1)M is
minimal of the same type as Ri ⊂ Ri+1 for each i = 0, . . . , n− 1.
(3) R ⊂ S has FCP (resp. FIP) if and only if RM ⊂ SM has FCP
(resp. FIP).
(4) Assume that R ⊂ S is an integral extension. Then, Max(SM) =
{NRM | N ∈ Max(S), N ∩ R = M} = {NRM | N ∈ V(MS)}.
Moreover, if R ⊂ S is finite, then (RM : SM) = (R : S)M .
Proof. (1) ϕ is obviously a poset isomorphism. This gives the equalities
for the lengths and cardinalities.
(2) Let i ∈ {0, . . . , n − 1}. Since MSupp(S/R) = {M}, we get that
C(Ri, Ri+1) ∩ R ⊆ M , so that M ∈ MSupp(Ri+1/Ri) and (Ri)M ⊂
(Ri+1)M is minimal [11, Lemme 1.3]. It is then enough to check the
characterization of each type of minimal extensions to see that (Ri)M ⊂
(Ri+1)M is a minimal extension of the same type as Ri ⊂ Ri+1.
(3) is obvious since ϕ is bijective and (4) comes from properties of
localizations. 
In this section, we characterize length 2 extensions that areM-crucial
(i.e when Supp(S/R) = {M}). If a co-pointwise minimal extension is
involved, we recall the ad hoc result. By an exhaustive process, we
achieve a characterization of length 2 simple M-crucial extensions.
Proposition 4.2. Let R ⊂ S be a non-integral M-crucial extension.
Then the following conditions are equivalent:
(1) ℓ[R, S] = 2.
(2) R ⊂ R and R ⊂ S are minimal.
(3) |[R, S]| = 3.
If the above equivalent conditions hold, R ⊂ S is simple. Moreover,
R ⊂ S is quasi-Pru¨fer and not Pru¨fer.
Proof. (1)⇒ (2) R ⊂ S is not a Pru¨fer extension in view of [6, Theorem
6.3 and Proposition 6.12]. It follows that R 6= R, S so that R ⊂ R and
R ⊂ S are minimal extensions.
(2) ⇒ (3) R ⊂ S has FCP in view of [6, Theorem 3.13]. Assume
that there exists T ∈]R, S[\{R}. Then, T and R are not comparable,
and we may assume that R ⊂ T is minimal. Since R ⊂ R is minimal,
R ⊂ T cannot be minimal integral and R ⊂ T cannot be minimal
Pru¨fer (Lemma 1.5). Hence, we get a contradiction and |[R, S]| = 3.
(3) ⇒ (1) Obvious.
Moreover, R ⊂ S is simple beause of (Proposition 2.2) and the clas-
sification of co-pointwise minimal extensions of (Proposition 2.4). 
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Corollary 4.3. Let R ⊂ S be a non-integral non-minimal quasi-Pru¨fer
M-crucial extension with |SuppR(S/R)| = 1. Then, ℓ[R, S] = 2 if and
only if R ⊂ R is minimal.
Proof. Since R ⊂ S is M-crucial, Supp(S/R) = {M}. Moreover, S 6=
R, so that R ⊂ S is Pru¨fer with SuppR(S/R) finite. Then, R ⊂ S
has FCP [22, Proposition 1.3]. It follows that R ⊂ S has FIP [6,
Proposition 6.9] and is minimal in view of [6, Proposition 6.12]. The
equivalence is then obvious. 
Here is an explicit example [23, Example 1, page 376]. It is enough
to choose an order of algebraic integers R such that R ⊂ T is minimal
inert with conductorM = Rp, where T is the integral closure ofR and a
PID. Setting S := Rp, we get that T = R is such thatR ⊂ R and R ⊂ S
are minimal, R ⊂ S is a non-integral FCP M-crucial extension such
that |SuppR(S/R)| = 1 since Supp(S/R) = {M}. Then, ℓ[R, S] = 2.
Take for instance R := Z[5
√−2], R = Z[√−2] and S := (R)5.
The last case to consider, which will be the more complicated, is
when R ⊂ S is an integral M-crucial extension of length 2. To get a
characterization of such extensions, we need the following recalls.
Definition 4.4. An integral extension R ⊆ S is called infra-integral
[18] (resp.; subintegral [25]) if all its residual extensions RP/PRP →
SQ/QSQ, (with Q ∈ Spec(S) and P := Q∩R) are isomorphisms (resp.;
and the spectral map Spec(S) → Spec(R) is bijective). An extension
R ⊆ S is called t-closed (cf. [18]) if the relations b ∈ S, r ∈ R, b2−rb ∈
R, b3−rb2 ∈ R imply b ∈ R. The t-closure tSR of R in S is the smallest
element B ∈ [R, S] such that B ⊆ S is t-closed and the greatest element
B′ ∈ [R, S] such that R ⊆ B′ is infra-integral. An extension R ⊆ S
is called seminormal (cf. [25]) if the relations b ∈ S, b2 ∈ R, b3 ∈ R
imply b ∈ R. These two properties are stable under the formation
of localizations. The seminormalization +SR of R in S is the smallest
element B ∈ [R, S] such that B ⊆ S is seminormal and the greatest
element B′ ∈ [R, S] such that R ⊆ B′ is subintegral.
The canonical decomposition of an arbitrary ring extension R ⊂ S
is R ⊆ +SR ⊆ tSR ⊆ R ⊆ S.
Next proposition gives the link between the elements of the canonical
decomposition and minimal extensions.
Proposition 4.5. [21, Lemma 3.1] Let there be an integral extension
R ⊂ S and a maximal chain C of R-subextensions of S, defined by
R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S, where each Ri ⊂ Ri+1 is minimal.
The following statements hold:
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(1) R ⊂ S is subintegral if and only if each Ri ⊂ Ri+1 is ramified.
(2) R ⊂ S is seminormal and infra-integral if and only if each
Ri ⊂ Ri+1 is decomposed.
(3) R ⊂ S is t-closed if and only if each Ri ⊂ Ri+1 is inert.
Proof. [21, Lemma 3.1] asserts that (3) holds and gives the infra-
integral part of (1) and (2). Now (1) is clear since we deal with a
bijective spectral map. If R ⊂ S is seminormal, (R : S) is a finite in-
tersection of maximal ideals of S (resp. Ri+1) by an easy generalization
of [6, Proposition 4.9], giving (2). 
Definition 4.6. Let R ⊂ S be an integral extension of length 2. The
tower R ⊆ +SR ⊆ tSR ⊆ S shows that |{R, +SR, tSR, S}| ≤ 3, so that
at least two of these elements are equal. This gives the six following
cases:
(a) R = +SR =
t
SR 6= S. (b) R = +SR 6= tSR 6= S.
(c) R = +SR 6= tSR = S. (d) R 6= +SR = tSR 6= S.
(e) R 6= +SR 6= tSR = S. (f) R 6= +SR = tSR = S.
(Proposition 2.4) recalls that there are three types of co-pointwise
minimal extension R ⊆ S: In (1) R ⊂ S is seminormal and infra-
integral (R = +SR and S =
t
SR): case (c), in (2) R ⊂ S is inert
(R = +SR =
t
SR): case (a) and in (3) R ⊂ S is subintegral (S = +SR =
t
SR): case (f). In particular, if R ⊂ S is co-pointwise minimal, then
{+SR, tSR} ⊆ {R, S}. To consider integral extensions of length 2 which
are not co-pointwise minimal, we begin to consider the cases of an
extension R ⊂ S where either the seminormalization or the t-closure is
different from R and S, that is cases (b), (d) and (e). Such extensions
are simple.
We first consider cases (b) and (d) which give the same result.
Proposition 4.7. Let R ⊂ S be an integral M-crucial extension. The
following are equivalent:
(1) tSR 6= R, S and ℓ[R, S] = 2.
(2) R ⊂ tSR and tSR ⊂ S are minimal extensions and |[R, S]| = 3.
If these conditions hold, then R ⊂ S is a simple extension.
Proof. (1) ⇒ (2) Assume that tSR 6= R, S and ℓ[R, S] = 2. The first
assertion is obvious. In particular, R ⊂ tSR is a minimal infra-integral
extension and tSR ⊂ S is a minimal inert extension. Assume that there
exists T ∈]R, S[\{tSR}, so that R ⊂ T is a minimal extension. Since
R ⊂ tSR is minimal, R ⊂ T cannot be minimal infra-integral, so that
R ⊂ T is minimal inert. Moreover, we get that S = T (tSR). Then,
an appeal to [9, Propositions 7.1 and 7.4] shows that ℓ[R, S] > 2, a
contradiction. To conclude, |[R, S]| = 3.
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(2) ⇒ (1) is obvious.
Finally, (Proposition 2.4) shows that R ⊂ S cannot be a co-pointwise
minimal extension, so that R ⊂ S is simple. 
Corollary 4.8. Let (R,M) be a local ring and R ⊂ S an integral M-
crucial extension such that tSR 6= R, S and tSR ⊂ S is minimal. Then,
ℓ[R, S] = 2 if and only if one of the following condition holds:
(1) |Max(S)| = 1 and LR(N/M) = 1 for Max(S) := {N}.
(2) |Max(S)| = 2 and M is an intersection of two maximal ideals of S.
If R ⊂ S satisfies one of these conditions, then |[R, S]| = 3.
Proof. Setting T := tSR, we observe that T ⊂ S is minimal inert and
R ⊂ T is infra-integral.
Assume that ℓ[R, S] = 2. Then R ⊂ T is minimal either ramified or
decomposed. Moreover, R ⊂ S has FCP.
If R ⊂ T is ramified, T and S are local rings, so that |Max(S)| = 1.
Let N be the maximal ideal of T . Then, N = (T : S) and is the
maximal ideal of S. Moreover, LR(N/M) = 1 by [6, Lemma 5.4].
If R ⊂ T is decomposed, then |Max(T )| = 2. Let {M1,M2} :=
Max(T ). Then, M = M1 ∩M2 = M1M2 (∗), and (T : S) is one of the
Mi. Assume that (T : S) = M1 for instance, then M1 is a maximal
ideal of S, the other being M ′2 := M2S [6, Lemma 2.4]. By (∗), we get
that M = M1SM2 = M1M
′
2 =M1 ∩M ′2, which is a radical ideal in S.
Conversely, assume that |Max(S)| = LR(N/M) = 1 for Max(S) =
{N}. Since T ⊂ S is minimal inert, we get that |Max(T )| = 1 and
Max(T ) = {N} because N = (T : S). But R ⊂ T is subintegral gives
that R/M ∼= T/N , whence T = R + N 6= R since LR(N/M) = 1.
Hence, T = R + Rx for some x ∈ N \M such that N = M + Rx.
So, we have M ⊆ M + Mx ⊆ M + Rx = N which leads to either
M = M + Mx (∗) or M + Mx = M + Rx (∗∗). In case (∗), we
get that Mx ⊆ M so that M = (R : T ). In case (∗∗), we get that
x ∈ M +Mx, so that there exist m,m′ ∈ M such that x = m +m′x,
which implies (1 −m′)x = m ∈ M . But 1 −m′ is a unit in R so that
x ∈M , a contradiction. It follows that only case (∗) holds. Now, T =
R+Rx and R/M is Artinian give that R ⊂ T has FCP by [6, Theorem
4.2]. It follows that R ⊂ T is minimal ramified by [6, Lemma 5.4].
Moreover, |[R, S]| = 3, because there does not exist T ′ ∈]R, S[\{T} [9,
Proposition 7.4]. Then, use (Proposition 4.7) to get ℓ[R, S] = 2.
Assume now that |Max(S)| = 2 and M is an intersection of two
maximal ideals of S. Since T ⊂ S is minimal inert, we get that
|Max(T )| = 2. Then, M is also an intersection of two maximal ideals
of T and M = M1M2 = M1 ∩ M2, where Max(T ) = {M1,M2}.
Moreover, we infer from R/M ∼= T/Mi, for i = 1, 2 that T/M ∼=
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T/M1 × T/M2 ∼= (R/M)2 and then R/M ⊂ T/M is minimal decom-
posed, and so is R ⊂ T . At last, |[R, S]| = 3, because there does
not exist T ′ ∈]R, S[\{T} in view of [9, Proposition 7.1]. Then, use
(Proposition 4.7) to get ℓ[R, S] = 2. 
Corollary 4.9. Let R ⊂ S be an integral M-crucial extension such
that tSR 6= R, S and tSR ⊂ S is minimal. Then, ℓ[R, S] = 2 if and only
if one of the following condition holds:
(1) |V(MS)| = 1 and LR(N/M) = 1 for V(MS) = {N}.
(2) |V(MS)| = 2 and M = N1 ∩N2, where N1, N2 ∈ Max(S).
If R ⊂ S satisfies one of these conditions, then |[R, S]| = 3.
Proof. Because of (Proposition 4.1), we get that ℓ[R, S] = ℓ[RM , SM ],
|[R, S]| = |[RM , SM ]| and Max(SM) = {NRM | N ∈ V(MS)}, giving
|Max(SM)| = |V(MS)|.
Assume that |Max(SM)| = 1, so that there is a unique N ∈ Max(S)
lying over M . In view of the localization formula of Northcott [15,
Theorem 12, page 166], we have LR(N/M) = LRM (NM/MM).
Assume that |Max(SM)| = 2. There exist N1, N2 ∈ Max(S) lying
over M , such that Max(SM) = {(N1)M , (N2)M} which are lying over
MM . If MM is a radical ideal of SM , intersection of two ideals of S,
then MM = (N1)M ∩ (N2)M = (N1 ∩N2)M , giving M = N1 ∩N2.
It is now enough to translate the conditions of (Corollary 4.8) 
Example 4.10. We illustrate (Corollary 4.8) with examples due to D.
Dobbs and J. Shapiro.
(1) [10, Remark 3.4 (h)] Let K ⊂ L be a minimal field extension of
degree 2, so that there exists y ∈ L such that L = K[y] = K + Ky.
Set S := L[X ]/(X2) and let x be the class of X in S, so that x2 = 0
and S = L + Lx = K + Ky + Kx + Kxy. Set R := K + Kx and
T := K + Lx = K +Kx+Kxy = R+Rxy = R[xy] (because x2 = 0).
Since K ⊂ R is obviously a minimal ramified extension with crucial
maximal ideal 0, it follows that R is a local ring with maximal ideal
M = Kx. But, Mxy = Kx2y = 0 ⊆ M and (xy)2 = 0 give that
R ⊂ T is minimal ramified, so that T is a local ring with maximal
ideal M ′ := M +Rxy = Kx+Kxy. In the same way, L ⊂ S is also a
minimal ramified extension, so that S is a local ring with maximal ideal
N := Lx = Kx+Kxy =M ′. Now, T/M ′ = T/N ∼= K and S/M ′ ∼= L
imply that T ⊂ S is minimal inert . Moreover, R ⊂ S is M-crucial. To
end, LR(N/M) = dimK((Kx+Kxy)/(Kx)) = 1 gives that ℓ[R, S] = 2
and |[R, S]| = 3 by (Corollary 4.8(1)). In fact, S = R[y].
(2) [10, Remark 3.4 (c)] Let K ⊂ L be a minimal field extension.
Set R := K, T := K × K and S := K × L. Then, R ⊂ T is a
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minimal decomposed extension with crucial maximal ideal M := 0.
Let N := K × 0, which is a maximal ideal of T lying above M and
the conductor of T ⊂ S. Since S/N ∼= L, we get that N is also a
maximal ideal of S. Let N ′ := 0×K, which is the other maximal ideal
of T , so that N ∩ N ′ = NN ′ = 0 = M . Now, T ⊂ S is minimal inert
because T/N ∼= K. Then, tSR = T . The (only) maximal ideal of S
lying above N ′ is P := 0× L. It follows that |Max(S)| = 2. Moreover,
0 = NP = N ∩ P is a radical ideal of S, giving that ℓ[R, S] = 2 and
|[R, S]| = 3 by (Corollary 4.8(2)). In fact, S = R[y] where y = (0, z) is
such that L = K[z].
In the two previous examples, R ⊂ S is not pointwise minimal be-
cause M 6= (R : S) in (1) and by [3, Proposition 4.14] in (2).
The following tables summarize characterizations of ramified and
decomposed extensions gotten in (Theorem 1.4) and (Proposition 4.5).
In each table, the two lines of each column are equivalent:
Table T1: R ⊂ S is a minimal extension with conductor M .
R ⊂ S ramified R ⊂ S decomposed
∃x ∈ S such that S = R[x], ∃x ∈ S such that S = R[x],
x2 ∈M and xM ⊆M x2 − x ∈ M and xM ⊆ M
Table T2: R ⊂ T and T ⊂ S are minimal and R ⊂ S is infra-integral
R ⊂ S subintegral R ⊂ S seminormal +SR 6= R, S
R ⊂ T ramified R ⊂ T decomposed R ⊂ +SR ramified
T ⊂ S ramified T ⊂ S decomposed +SR ⊂ S decomposed
Proposition 4.11. Let (R,M) be a local ring and R ⊂ S an infra-
integral M-crucial extension and N := Rad(S). Then, ℓ[R, S] = 2 if
and only if LR(N/M) + |Max(S)| = 3.
Proof. Assume that ℓ[R, S] = 2. Then, R ⊂ S has FCP. Now, use [6,
Lemma 5.4] to get the wanted equality.
Conversely, assume LR(N/M) + |Max(S)| = 3. Since |Max(S)| ≥
1, we have three cases: (1) LR(N/M) = 0 and |Max(S)| = 3, (2)
LR(N/M) = 1 and |Max(S)| = 2, (3) LR(N/M) = 2 and |Max(S)| = 1.
(1) Assume that LR(N/M) = 0 and |Max(S)| = 3. We get N =M =
M1 ∩M2 ∩M3, where {M1,M2,M3} = Max(S). Since R ⊂ S is infra-
integral, R/M ∼= S/Mi for i ∈ {1, 2, 3}. Then, S/M ∼=
∏3
i=1(S/Mi)
∼=
(R/M)3 entails that R/M ⊂ S/M is a seminormal infra-integral FCP
extension of length 2 [8, Proposition 4.15] and [6, Lemma 5.4], and so
is R ⊂ S. To conclude, ℓ[R, S] = 2.
(2) Assume that LR(N/M) = 1 and |Max(S)| = 2, so that N =
M1 ∩ M2, where {M1,M2} = Max(S). Moreover, there exists some
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x ∈ N \ M such that N = M + Rx. It follows that M ⊆ M +
Mx ⊆ M + Rx = N . From LR(N/M) = 1 we deduce that either
M + Mx = M (∗) or M + Mx = M + Rx (∗∗). We claim that
(∗∗) cannot occur. Deny, then x ∈ M + Mx implies that there are
m,m′ ∈ M with x = m + m′x. Therefore, (1 − m′)x = m and since
1 −m′ is a unit of R, we get x ∈ M , a contradiction. Then, only (∗)
holds, so that Mx ⊆ M . Set T := R + N = R + Rx ∈ [R, S], then
N is an ideal of T . Now, T/N = (R + N)/N ∼= R/M shows that
N ∈ Max(T ) and is the only maximal of T since M1,M2 lie over N . To
end LR(T/R) = LR((R + N)/R) = LR(N/(R ∩ N)) = LR(N/M) = 1
shows that R ⊂ T is a minimal, necessarily ramified extension.
Since R ⊂ S is infra-integral, we get R/M ∼= T/N ∼= S/Mi for
i = 1, 2. But S/N ∼= S/M1×S/M2 ∼= (T/N)2 implies that T/N ⊂ S/N
identifies with T/N ⊂ (T/N)2, which is minimal decomposed, and so is
T ⊂ S. Then, R ⊂ S has FCP since it is a tower of two minimal finite
extensions [6, Theorem 4.2]. To conclude ℓ[R, S] = 2 by [6, Lemma
5.4] since R ⊂ S is infra-integral.
(3) Assume that LR(N/M) = 2 and |Max(S)| = 1, so that {N} =
Max(S). Then, S is a local ring and R ⊂ S is subintegral. Moreover,
S/N ∼= R/M gives that S = R + N . It follows that LR(S/R) =
LR((R+N)/N) = LR(N/(R∩N)) = LR(N/M) = 2, which shows that
R ⊂ S has FCP. At last, [6, Lemma 5.4] shows that ℓ[R, S] = 2. 
Proposition 4.12. If R ⊂ S is an infra-integral M-crucial extension
and N :=
√
MS, then ℓ[R, S] = 2 if and only if LR(N/M)+|V(N)| = 3.
Proof. Because of (Proposition 4.1), we get that ℓ[R, S] = ℓ[RM , SM ].
If either ℓ[R, S] or V(N) is finite, we get that NM =
√
MSM and
|V(MS)| = |Max(SM)| as in (Corollary 4.9). For the same reason,
LR(N/M) = LRM (NM/MM). To conclude, use (Proposition 4.11). 
We now consider case (e) of (Definition 4.6).
Proposition 4.13. Let R ⊂ S be an infra-integralM-crucial extension
such that T := +SR ∈]R, S[. Then, ℓ[R, S] = 2 if and only if 3 ≤
|[R, S]| ≤ 4 and (R : S) = M when |[R, S]| = 4. In that case, R ⊂ +SR
is minimal ramified, +SR ⊂ S is minimal decomposed and R ⊂ S is
simple. Moreover, if |[R, S]| = 3, then (R : S) 6=M .
Proof. By (Proposition 4.1), we can assume that (R,M) is local since
ℓ[R, S] = ℓ[RM , SM ] (resp. |[R, S]| = |[RM , SM ]|).
Assume first that ℓ[R, S] = 2. Since R ⊂ S has FCP, the chain R ⊂
T ⊂ S has length 2 ([6, Lemma 5.4]), so that R ⊂ T is minimal ramified
and T ⊂ S is minimal decomposed. Therefore, |Max(S)| = 2 and
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R ⊂ S is simple by (Proposition 2.2) and because of the classification of
co-pointwise minimal extensions described in (Proposition 2.4). We will
discuss with respect to the emptiness of ]R, S[\{T}. If ]R, S[\{T} = ∅,
then |[R, S]| = 3.
Assume that there is some T ′ ∈]R, S[\{T}, so that R ⊂ T ′ is mini-
mal. Since R ⊂ T is minimal, R ⊂ T ′ cannot be minimal ramified, so
that R ⊂ T ′ is minimal decomposed. In particular, |Max(T ′)| = 2 and
T ′ has two maximal ideals M1,M2 satisfying M = M1M2. Moreover,
T ′ ⊂ S is necessarily minimal ramified since |Max(S)| = 2. Then,
(T ′ : S) is for example M1, an ideal shared by T
′ and S. Hence, [6,
Lemma 2.4] yields that there is a unique maximal ideal in S lying above
M2 which isM
′
2 :=M2S. But, M =M1M2 = (M1S)M2 = M1(SM2) =
M1M
′
2 is an ideal of S, so that M = (R : S). Assume there is some
T ′′ ∈]R, S[\{T ′, T}, so that R ⊂ T ′′ is minimal. By the same rea-
soning as for T ′, we get that R ⊂ T ′′ is minimal decomposed. Then,
S = T ′′T ′ gives that R ⊂ S should be seminormal [9, Proposition 7.6]
and (Proposition 4.5), a contradiction. Then, |[R, S]| = 4.
We show the converse. If |[R, S]| = 3, then ℓ[R, S] = 2. Assume
now that (R : S) = M with |[R, S]| = 4 and set [R, S] = {R, T ′, T ′′, S}
with all elements distinct. Since R ⊂ T ′, T ′′ ⊂ S, either T ′ and T ′′
are comparable, or they are incomparable. In this last case we get two
maximal chains of length 2 from R to S and ℓ[R, S] = 2. If T ′′ and
T ′ are comparable, we have a chain of length 3, with, for instance,
R ⊂ T ′ ⊂ T ′′ ⊂ S, where R ⊂ T ′ is minimal ramified, and T ′′ ⊂ S
is minimal decomposed. But, since R ⊂ T ′ is ramified, there exists
x ∈ T ′ \R such that x2 ∈ M and x 6∈M (Theorem 1.4). In particular,
M = (R : S) is not a radical ideal of S. Then, [7, Lemma 17] yields
again that there exists some T ′′′ ∈ [R, S] such that T ′′′ ⊂ S is minimal
ramified, so that T ′′′ 6= T ′, T ′′, contradicting the assumption.
We show that (R : S) 6= M when |[R, S]| = 3. Deny and assume
that (R : S) = M . Since R ⊂ T is minimal ramified, there exists
x ∈ T \ R such that T = R[x] with x2 ∈ M and x 6∈ M (Theorem
1.4). In particular, M is not a radical ideal of S. Then, [7, Lemma 17]
yields that there exists some T ′ ∈ [R, S] such that T ′ ⊂ S is minimal
ramified, so that |[R, S]| > 3, an absurdity. Hence, (R : S) 6= M . 
We will see later on (Example 4.19(4)) that the condition (R : S) =
M to have ℓ[R, S] = 2 is necessary when |[R, S]| = 4.
Example 4.14. We are going to give examples satisfying each condi-
tion of (Proposition 4.13) using (Table T1).
(1) We gave this example to D. Dobbs in [5, Example]. Let (R,M)
be a SPIR such that M2 = 0 with M 6= 0. There exists t ∈ M such
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that M = Rt, so that t2 = 0. Set S := R[Y ]/(Y 2 − Y ) = R[y], where
y is the class of Y in S. Set x := ty and T := R[x]. It follows that we
have the tower R ⊂ T ⊂ S with R ⊂ S an M-crucial extension such
that (R : S) = 0 6= M . We get that T = +SR with R ⊂ T minimal
ramified and T ⊂ S is minimal decomposed. Then, |[R, S]| = 3 and
[R, S] = {R, T, S} by (Proposition 4.13).
(2) Let (R,M) be a PVD withM := Rt. Set S := R[X, Y ]/(X2, Y 2−
Y,XY, tX, tY ) and let x (resp. y) be the class of X (resp. Y ) in S, so
that x2 = y2−y = xy = tx = ty = 0. Then S = R[x, y] = R+Rx+Ry.
Set T := R[x] and T ′ := R[y]. Then, x2 = tx = 0 shows that R ⊂ T
is ramified minimal with crucial maximal ideal M . This implies that
there is a unique maximal ideal N in T lying above M and it satisfies
N = M +Rx = Rt+ Rx. Now, y2 − y = ty = 0 shows that R ⊂ T ′ is
decomposed minimal, with crucial maximal ideal M . Therefore, there
are two maximal ideals N1, N2 in T
′ lying above M and satisfying (for
example) N1 =M+Ry = Rt+Ry and N2 = M+R(1−y) = Rt+R(1−
y). Moreover, M = N1N2. Since T 6= T ′, we have |[R, S]| ≥ 4. From
[9, Proposition 7.6 (a)], we infer that T ⊂ S is minimal decomposed
because NN1 ⊆M . In particular, R ⊂ S = TT ′ is an infra-integralM-
crucial extension which is not seminormal with (R : S) = M . Moreover
T = +SR and ℓ[R, S] = 2 by [6, Lemma 5.4]. Then, |[R, T ]| = 4 and
[R, S] = {R, T, T ′, S} by (Proposition 4.13).
We next have to consider extensions R ⊂ S whose seminormaliza-
tions and t-closures are either R or S, leading to the following cases of
(Definition 4.6) : R ⊂ S is either subintegral (case (f)), or seminormal
infra-integral (case (c)), or t-closed (case (a)). In each of these cases,
we have either co-pointwise minimal extensions or simple extensions.
We begin with case (f).
Proposition 4.15. Let (R,M) be a local ring and R ⊂ S a subintegral
M-crucial extension. Then, ℓ[R, S] = 2 if and only if either R ⊂ S is
simple and |[R, S]| = 3 or R ⊂ S is co-pointwise minimal. In the last
case, |[R, S]| = |R/M |+ 3.
Proof. Clearly, S is a local ring. Let N be its maximal ideal.
Suppose that ℓ[R, S] = 2, then, R ⊂ S is either simple or co-
pointwise minimal by (Proposition 2.2). Assume first that R ⊂ S is
simple. Let T ∈]R, S[ so that R ⊂ T and T ⊂ S are minimal ramified
by Table T2. Setting M
′ := N ∩T , which is the maximal ideal of T , we
get M ′ = (T : S), N2 ⊆ M ′ and T = R +M ′. Since R ⊂ S is subin-
tegral, R/M ∼= S/N and S = R + N . As R ⊂ S is not co-pointwise
minimal, we deduce from [3, Propositions 3.9 and 5.6 and Lemma 5.3],
that either (R : S) 6= M (1) or N2 6⊆M (2). In case (1), it follows that
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MS 6⊆ R, but MS ⊆M ′S = (T : S)S ⊆ T and then T = R +MS. In
case (2), N2 6⊆ R, but N2 ⊆M ′ show that R+N2 = T . In any case, T
is uniquely defined by the properties of M and N , so that |[R, S]| = 3.
Conversely, |[R, S]| = 3 implies that ℓ[R, S] = 2.
Assume that R ⊂ S is co-pointwise minimal. Then, (Proposition 2.4)
yields that ℓ[R, S] = 2. Under these conditions, M = (R : S) and
there is a poset isomorphism [R, S] ∼= [R/M, S/M ], so that |[R, S]| =
|[R/M, S/M ]|. Set k := R/M and S ′ := S/M . From (Proposition 2.4),
we infer that there are x, y ∈ k \ {0} such that S ′ = k + kx + ky,
with x2 = y2 = xy = 0, so that S ′ has {1, x, y} as a basis and is a
three-dimensional k-vector space. Let T ∈]k, S ′[ so that T is a two-
dimensional k-subalgebra of S ′. Then, T = k + kz = k[z], where
z = ax + by, (a, b) ∈ k2 \ {(0, 0)}. If a 6= 0, set c := a−1b and
tc := a
−1z = x + cy, so that T = k[tc]. We get an injection k →]k, S ′[
defined by c 7→ k[tc]. At last, if a = 0, then b 6= 0 so that k[by] = k[y]
and k[y] ∈]k, S ′[. It follows that ]k, S ′[= {k[tc] | c ∈ k} ∪ {k[y]}, giving
|]k, S ′[| = |k|+ 1, and |[R, S]| = |R/M |+ 3. 
Proposition 4.16. A subintegral M-crucial extension R ⊂ S has
length 2 if and only if either R ⊂ S is simple and |[R, S]| = 3 or
R ⊂ S is co-pointwise minimal. In the last case, |[R, S]| = |R/M |+ 3.
Proof. Use (Proposition 4.15) and (Proposition 4.1). 
We can say more for a simple extension of length 2.
Corollary 4.17. Let (R,M) be a local ring and R ⊂ S a M-crucial
simple subintegral extension. Then S is local and we set {N} = Max(S).
(i ) There is some y ∈ N such that S = R[y].
(ii) ℓ[R, S] = 2 if and only if M2 ⊆ (R : S) ⊆ M and one of the
following condition holds:
(1) (R : S) = M, N2 6⊆M and N3 ⊆M .
(2) (R : S) 6= M, y2 6∈ R, MS = M + N2 = M + Ry2 ⊂ N and
MN2 ⊆M .
(3) (R : S) 6= M, y2 ∈ R and dimR/M ((M +My)/M) = 1.
If these conditions hold, then [R, S] = {R,R+N2, S}.
Proof. By subintegrality, S is a local ring with maximal ideal N and
S = R+N . Since R ⊂ S is simple, there is z ∈ S such that S = R[z].
But z = a + y, for some a ∈ R and y ∈ N , so that R[z] = R[y].
Assume first that ℓ[R, S] = 2, so that there is T ∈ [R, S] such that
R ⊂ T and T ⊂ S are minimal ramified and then T is a local ring
with maximal ideal M ′. From MM ′ ⊆ M, M ′2 ⊆ M ⊂ M ′, M ′S =
M ′ and N2 ⊆ M ′, we deduce that M2S ⊆ MM ′S = MM ′ ⊆ M ,
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so that M2 ⊆ (R : S) ⊆ M . In particular, N4 ⊆ M , which gives
S = R +Ry +Ry2 +Ry3 and N = M + Ry +Ry2 +Ry3.
(1) If (R : S) =M , then y2 6∈M , because, if not, by Table T1, R ⊂ S
would be minimal ramified, whence N2 6⊆M . Moreover, M is an ideal
of both R, T and S. Setting k := R/M, T ′ := T/M, S ′ := S/M, N ′ :=
N/M and y′ the class of y in S ′, we get the tower k ⊂ T ′ ⊂ S ′ = k[y′],
where k is a field and k ⊂ T ′ and T ′ ⊂ S ′ are minimal ramified, so that
there exists x′ ∈ T ′ such that T ′ = k[x′]. Since y′2 ∈ T ′ \ k, there is no
harm to choose x′ = y′2. Now, T ′ = k+kx′ = k+ky′2 is a local ring with
maximal ideal kx′ such that x′2 = 0. Then, N ′ = kx′+T ′y′ = kx′+ky′
because x′y′ ∈ kx′. We get x′3 = x′2y′ = x′y′2 = x′2 = 0. Finally, from
y′3 = x′y′ ∈ kx′, we infer that there is some a ∈ k such that x′y′ = ax′
which implies that x′(a−y′) = 0 in S ′. If a 6= 0, then a−y′ is a unit in
S ′, so that x′ = 0, a contradiction. Then, a = 0 and y′3 = 0. Therefore,
N ′3 = 0 and then N3 ⊆ M . From N2 6⊆ M , we deduce R ⊂ R + N2.
Now N2 ⊆ M ′ shows that y 6∈ N2 and that R ⊂ R +N2 ⊆ T . Then,
T = R +N2 and [R, S] = {R,R +N2, S}.
(2) Assume that (R : S) 6= M and y2 6∈ R, so that M 6= MS,N2.
Since T ⊂ S is minimal ramified, N2 ⊆ M ′. It follows that T =
R +MS = R +N2 and M ′ = MS = M +N2 ⊂ N . Finally, MN2 ⊆
MM ′ ⊆ M . Moreover, y2 ∈ T implies M ′ = M + Ry2. In particular,
[R, S] = {R,R+N2, S}.
(3) Assume that (R : S) 6= M and y2 ∈ R. We show that My 6⊆ M .
Denying, we would have Ry2, Ry3 ⊆ M , so that (R : S) = M , a
contradiction. In particular, there is some m ∈ M such that my 6∈ R.
Set xm := my. Then, x
2
m = m
2y2 ∈M . Since Mxm =Mmy ⊆M2S ⊆
M , we get that R ⊂ R[xm] is minimal ramified, so that R[xm] = T
by (Proposition 4.15). In particular, M ′ = M + Rm′y holds for any
m′ ∈ M such that m′y 6∈ M . It follows that M ′ = M + My ⊆
M + N2 ⊆ M ′. Then, T = R + MS = R + N2 because T = R +
M ′ ⊆ R + N2 ⊆ R + M ′ = T . Since MM ′ ⊆ M and R ⊂ T is
minimal ramified, LR(M
′/M) = 1 = dimR/M ((M +My)/M) holds. In
particular, [R, S] = {R,R +N2, S}.
Conversely, assume that M2 ⊆ (R : S) ⊆ M and one of the condi-
tions (1), (2) or (3) holds.
(1) Assume that (R : S) = M, N2 6⊆M and N3 ⊆ M . We keep the
same notation as in the direct part of (1) for k, S ′, N ′ and y′. Then,
y′3 = 0 gives S ′ = k + ky′ + ky′2 and N ′ = ky′ + ky′2. It follows that
N ′2 = ky′2 6= 0, so that T ′ := k[y′2] 6= k. Set x′ := y′2. Then, T ′ = k[x′]
verifies x′2 = y′4 = 0, so that k ⊂ T ′ is minimal ramified and T ′ is a
local ring with maximal ideal kx′. In particular, T ′ 6= S ′ since k ⊂ S ′
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is not minimal. Finally, y′2 = x′ ∈ kx′ and x′y′ = y′3 = 0 show that
T ′ ⊂ S ′ is minimal ramified. Then, ℓ[k, S ′] = 2 = ℓ[R, S].
(2) Assume that (R : S) 6= M, y2 6∈ R, MS = M+N2 =M+Ry2 ⊂
N andMN2 ⊆ M . In particular, N2 ⊆MS implies that N4 ⊆M2S ⊆
M . Set x := y2 ∈ N2. Then, Mx ⊆ M and x2 ∈ N4 ⊆ M show that
R ⊂ T := R[x] is minimal ramified, with T a local ring whose maximal
ideal is M ′ := M + Rx = M + Ry2 = MS = M + N2. Moreover,
T ⊂ S = T [y] since (R : S) 6= M = (R : T ). Now, y2 ∈ M ′ and
M ′y = My + Ry3, with My ⊆ MS = M ′ and y3 ∈ N2 ⊆ M ′, imply
that T ⊂ S is minimal ramified.
(3) Assume that (R : S) 6= M, y2 ∈ R and dimR/M ((M+My)/M) =
1. We get that y2 ∈ M and yn ∈ M for any integer n ≥ 4 since M2 ⊆
(R : S). It follows that S = R+Ry+Ry3. Set M ′ := M +My. Then,
M ′ is an ideal of S containing strictlyM , sinceM ′y =My+My2 ⊆M ′
and M ′y3 ⊆M ′y ⊆M ′. Set T := R+M ′ ∈ [R, S] \ {R}. Then, R ⊆ T
is subintegral and MT ⊆ M +M2 +M2y ⊆ M , so that M = (R : T ).
Now, dimR/M ((M+My)/M) = 1 = LR(M
′/M) shows that there exists
x ∈M ′ \M such that M ′ =M +Rx, giving T = R+Rx = R[x]. Since
Mx ⊆ MM ′ = M2 +M2y ⊆M and x2 ∈M ′2 ⊆M2 +M2y+M2y2 ⊆
M , we get that R ⊂ T is minimal ramified.
Then T 6= S since M = (R : T ) 6= (R : S), y2 ∈ M ⊆ M ′ and
M ′y = My + My2 ⊆ My + M = M ′ show that T ⊂ S is minimal
ramified. 
Corollary 4.18. Let R ⊂ S be a simple subintegral M-crucial exten-
sion. Let N be the only maximal ideal of S lying over M . There exists
y ∈ N such that S = R[y].
Then, ℓ[R, S] = 2 if and only if M2 ⊆ (R : S) ⊆ M and one of the
following condition holds:
(1) (R : S) = M, N2 6⊆M and N3 ⊆M .
(2) (R : S) 6= M, y2 6∈ R, MS = M + N2 = M + Ry2 ⊂ N and
MN2 ⊆M .
(3) (R : S) 6= M, y2 ∈ R and dimR/M ((M +My)/M) = 1.
If these conditions hold, then [R, S] = {R,R+N2, S}.
Proof. Use (Proposition 4.15) and (Corollary 4.17). 
Example 4.19. We are going to give three examples satisfying each
condition of (Corollary 4.17) and one example showing that (Proposi-
tion 4.13) does not hold when (R : S) 6=M and |[R, S]| = 4.
(1) Let k be a field and set S := k[Y ]/(Y 3) = k[y], where y is the
class of Y in S. Set x := y2 6= 0, which satisfies x2 = 0, so that k ⊂ k[x]
is minimal ramified, and T := k[x] is a local ring with maximal ideal
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M ′ := kx. Moreover, T 6= S because y 6∈ T . Since y2 = x ∈ M ′ and
xy = y3 = 0 ∈M ′, we get that T ⊂ S is also minimal ramified and we
are in case (1) of (Corollary 4.17)
(2) Let (R,M) be a SPIR such that M = Rt 6= 0, with t2 = 0. Set
S := R[Y ]/(tY 2, tY −Y 2, Y 3) and let y be the class of Y in S. We have
an extension R ⊂ S and (R : S) 6= M since ty 6∈ R. Set x := y2 6∈ R
and T := R[x]. Then, x2 = tx = 0 ∈ M show that R ⊂ T is minimal
ramified. Moreover, T = R + Rx is a local ring with maximal ideal
M ′ := M + Rx = Rt + Rx. We claim that T ⊂ S. Deny, and assume
that y ∈ T , so that y ∈ M ′, since y2 ∈ M ′. There exist a, b ∈ R such
that y = at + bx = at + by2, which gives 0 6= yt = at2 + bty2 = 0,
a contradiction. To end, ty = y2 = x ∈ M ′ and xy = y3 = 0 ∈ M ′
show that T ⊂ S is minimal ramified, S = T + Ty = R + Rx + Ry
is a local ring with maximal ideal N := M ′ + Ty = Rt + Rx + Ry.
Then (Corollary 4.17(2)) holds since y2 6∈ R, MS = Rt+Rtx+Rty =
Rt + Ry2 = M + Ry2 = M + N2 ⊂ N because N2 = Ry2. Finally,
MN2 = 0 ⊂M .
(3) Let (R,M) be a SPIR such that M = Rt 6= 0, with t2 = 0. Set
S := R[Y ]/(Y 2), which gives an extension R ⊂ S. Let y be the class
of Y in S. Then, (R : S) 6= M because ty 6∈ R. Set x := ty 6∈ R
and T := R[x]. Then, x2 = tx = 0 ∈ M show that R ⊂ T is minimal
ramified. Moreover, T = R + Rx is a local ring with maximal ideal
M ′ := M + Rx = Rt + Rx. We claim that T ⊂ S. Deny, and assume
that y ∈ T , so that y ∈ M ′, since y2 = 0 ∈ M ′. There exist a, b ∈ R
such that y = at + bx = at + bty, which gives 0 6= yt = at2 + bt2y = 0,
a contradiction. Now ty = x ∈ M ′ and xy = ty2 = 0 ∈ M ′ show that
T ⊂ S is minimal ramified, S = T + Ty = R +Ry is a local ring with
maximal idealN :=M ′+Ty = Rt+Ry. Then (Corollary 4.17(3)) holds
since y2 = 0 ∈ R. Moreover, M +My = Rt + Rty = Rt + Rx = M ′
verifies dimR/M ((M +My)/M) = dimR/M (M
′/M) = LR(M
′/M) = 1
since R ⊂ T is minimal ramified [6, Lemma 5.4].
(4) Let R be a DVD with maximal ideal M = Rt. Set S :=
R[Z]/(Z2 − Z, t3Z) = R[z], where z is the class of z in S and satisfies
z2 = z and t3z = 0. Set x := t2z, y := tz, and T := R[x], T ′ := R[y].
Since x2 = tx = 0, we get by T1 that R ⊂ T is minimal ramified, so that
T is a local ring with maximal ideal N := M + Rx = Rt + Rx. Now,
y2 = ty = x ∈ N and yx = 0 show that T ⊂ T ′ is minimal ramified, so
that T ′ is a local ring with maximal ideal N ′ := N +Ty = Rt+Ry. It
follows thatR ⊂ T ′ is a subintegral simple extension of length 2 because
T ′ = R[y]. Moreover, M2 ⊆ (R : T ′) ⊆ M . At last, ty = x 6∈ R shows
that (R : T ′) 6= M and MT ′ = Rt + Rx = M + Ry2 = M +N ′2 ⊂ N ′
and MN ′2 ⊆M . Then, (Corollary 4.17(2)) shows that [R, T ′]| = 3.
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Since z2 − z = 0 ∈ N ′ and tz = y ∈ N ′, ty = x ∈ N ′, tx = 0 ∈ N ′,
we get that T ′ ⊂ S is minimal decomposed by T1, so that T ′ = +ST . In
particular, T ⊂ S is an infra-integral N -crucial extension of length 2
with +ST = T
′ 6= T, S by T2. We also get that R ⊂ S is infra-integral
with T ′ = +SR. We claim that |[R, S]| = 4. Deny, so that there exists
T ′′ ∈]R, S[\{T, T ′}. We may first assume that T ′′ ⊂ S is minimal.
Because of T ′ ⊂ S minimal decomposed and +SR = T ′, we have that
T ′′ ⊂ S is ramified, since it cannot be decomposed. Then, [7, Lemma
17] yields that MS is not a radical ideal of S (only the FCP condition
is necessary in the proof), a contradiction with MS = Rt + Ry =
N ′ = (T ′ : S), the conductor of a decomposed minimal extension. It
follows that R ⊂ T ′′ is minimal with T ′′ ∈ [R, T ′], another contradiction
since |[R, T ′]| = 3. To conclude, |[R, S]| = 4 with (R : S) 6= M , but
ℓ[R, S] 6= 2, showing that the condition (R : S) = M is necessary
to have ℓ[R, S] = 2 when |[R, S]| = 4 and R ⊂ S infra-integral and
M-crucial, with +SR 6= R, S.
Consider now case (c) of (Definition 4.6).
Proposition 4.20. Let (R,M) be a local ring and R ⊂ S a seminor-
mal infra-integral M-crucial extension. The following conditions are
equivalent:
(1) ℓ[R, S] = 2.
(2) |Max(S)| = 3.
(3) |[R, S]| = 5.
Proof. Since R ⊂ S is seminormal, (R : S) is a radical ideal of R and S
[6, Lemma 4.8]. Then (Proposition 1.2) entails that (R : S) ∈ Max(R)
because R ⊂ S is integral M-crucial, so that (R : S) =M .
(1) ⇒ (2) If ℓ[R, S] = 2, there exists T ∈ [R, S] such that R ⊂ T
and T ⊂ S are minimal decomposed. It follows that |Max(S)| = 3.
(2) ⇒ (3) Setting Max(S) := {M1,M2,M3}, we have M = ∩3i=1Mi,
so that S/M ∼= ∏3i=1 S/Mi ∼= (R/M)3. Then |[R, S]| = |[R/M, S/M ]| =
B3 = 5 [8, Proposition 4.16], where B3 is the 3rd Bell number.
(3) ⇒ (1) If |[R, S]| = 5 = B3, we get that R ⊂ S has FIP, so that
|Max(S)| = 3, giving (1) [6, Lemma 5.4] and [8, Proposition 4.16]. 
Proposition 4.21. Let R ⊂ S be a seminormal infra-integral M-
crucial extension. Then the following conditions are equivalent:
(1) ℓ[R, S] = 2.
(2) |V(MS)| = 3.
(3) |[R, S]| = 5.
Proof. Use (Proposition 4.20) and (Proposition 4.1). 
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We may remark that the results hold as well for simple extensions
as for co-pointwise extensions.
Corollary 4.22. Let R ⊂ S be a seminormal infra-integral M-crucial
extension of length 2. Then R ⊂ S is simple if and only if |R/M | 6= 2.
Proof. (Proposition 2.4) excludes co-pointwise minimal extensions since
S/M ∼= (R/M)3. 
It remains to consider when R ⊂ S is t-closed, integral and M-
crucial, i.e. the case (a) of (Definition 4.6). Then (R : S) = M , by
the same reasoning as in the previous proof since R ⊂ S is seminormal
and M ∈ Max(S) [17, Lemme 3.10]. Because of the bijection [R, S]→
[R/M, S/M ], where R/M ⊂ S/M is a field extension, we can reduce
our study to field extensions of length 2, which is achieved in next
section.
5. Field extensions of length 2
We will call in this paper radicial any purely inseparable field ex-
tension. We recall that a minimal field extension is either separable or
radicial ([19, p. 371]). We will use the separable closure of an algebraic
field extension.
5.1. Finite non separable field extensions. Let k ⊂ L be a finite
radicial extension and p := c(k) ∈ P. Then [L : k] = pn for some
positive integer n, ℓ[k, L] = n and any maximal chain of subextensions
of k ⊂ L has length n. Moreover, k ⊂ L is minimal if and only if
[L : k] = p. For a positive integer n, a radicial extension k ⊂ L of fields
is said to have height n if xp
n ∈ k for each x ∈ L, and there exists
y ∈ L such that ypn−1 6∈ k, [1, Proposition 1, A V.23].
Proposition 5.1. Let k ⊂ L be a finite radicial field extension and
p := c(k) ∈ P. Then ℓ[R, S] = 2 if and only if either k ⊂ L is simple
of height 2 or co-pointwise minimal.
If these conditions hold, then |[k, L]| = 3 when k ⊂ L is a simple and
|[k, L]| =∞ when k ⊂ L is a co-pointwise minimal extension.
Proof. Assume that ℓ[R, S] = 2. If L is simple, there exists some y ∈ L
such that L = k[y], which satisfies yp
n ∈ k for a least integer n. In
particular, for any z ∈ L, we have zpn ∈ k, so that n is the height of the
extension k ⊂ L. Let K ∈ [k, L] be such that k ⊂ K and K ⊂ L are
minimal field extensions. Then, they are both radicial field extensions
of degree p. In particular, yp ∈ K and (yp)p = yp2 ∈ k. It follows that
for any z ∈ L, we have zp2 ∈ k, so that k ⊂ L of height 2.
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If k ⊂ L is not simple, then it is a co-pointwise minimal extension.
Conversely, assume that k ⊂ L is a simple extension of height 2 such
that L = k[y], then yp
2 ∈ k and yp 6∈ k. Set K := k[yp]. Then, k ⊂ K
and K ⊂ L are minimal field extensions of degree p. Assume that there
exists K ′ ∈]k, L[. Then, y 6∈ K ′. If yp ∈ K ′, we get that K ⊆ K ′ ⊂ L,
so that K ′ = K. If yp 6∈ K ′, then, [K ′ : L] = p2, giving k = K ′, a
contradiction. Then, [k, L] = {k,K, L}, |[k, L]| = 3 and ℓ[R, S] = 2.
If k ⊂ L is a co-pointwise minimal extension, then ℓ[R, S] = 2.
Since a co-pointwise minimal extension k ⊂ L is not simple, the
Primitive Element Theorem asserts that |[k, L]| =∞. 
We do not give here a special example since such an extension is of
the form k ⊂ k[y], with yp2 ∈ k, where p := c(k) ∈ P.
Let k ⊂ L be a finite field extension and Ls (resp. Lr) be the
separable (resp. radicial) closure of k in L.
Definition 5.2. [12] A finite field extension k ⊂ L is said to be excep-
tional if k = Lr and Ls 6= L.
Proposition 5.3. Let k ⊂ L be a finite field extension, which is neither
separable, nor radicial. Then ℓ[k, L] = 2 if and only if one of the
following condition holds:
(1) k ⊂ L is exceptional and |[k, L]| = 3.
(2) k ⊂ L is not exceptional and |[k, L]| = 4.
If the above conditions hold, then k ⊂ L is a simple extension.
Proof. Since k ⊂ L is neither separable nor radicial, Ls 6= k, L. More-
over, k ⊂ L is not co-pointwise minimal by (Proposition 2.4).
Assume first that ℓ[k, L] = 2. It follows that k ⊂ Ls and Ls ⊂ L are
minimal. Assume that there exists some K ∈]k, L[\{Ls} so that k ⊂ K
is minimal. Then, either k ⊂ K is separable, or k ⊂ K is radicial. If
k ⊂ K is separable, then, K ⊆ Ls, and we get a contradiction, so that
k ⊂ K is radicial and K ⊆ Lr. If k ⊂ L is exceptional, we get again
a contradiction and then |[k, L]| = 3. If k ⊂ L is not exceptional, then
K ∈ [k, Lr] and we have the tower k ⊂ K ⊆ Lr ⊂ L since k ⊂ L is not
radicial. Then, K = Lr, [k, L] = {k, Ls, Lr, L} and |[k, L]| = 4.
Conversely, assume that either k ⊂ L is exceptional and |[k, L]| = 3
or k ⊂ L is not exceptional and |[k, L]| = 4. In the first case, we have
obviously ℓ[R, S] = 2. In the second case, we have Lr ∈]k, L[\{Ls},
so that [k, L] = {k, Ls, Lr, L}. As Ls and Lr are not comparable, it
follows that k ⊂ Ls, Ls ⊂ L, k ⊂ Lr and Lr ⊂ L are all minimal
extensions, so that ℓ[k, L] = 2. 
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Example 5.4. (1) [1, Ex. 3, A V.144]. Let F be a field with p :=
c(k) > 2 and let k := F (X, Y ) be the rational function field in two
indeterminates X, Y over F . Set L := k[α], where α is a zero of the
polynomial f(Z) := Z2p +XZp + Y . Then k ⊂ L is exceptional and
[L : k[αp]] = p. Set K := k[αp]. It follows that k ⊂ K is minimal
separable and K ⊂ L is minimal radicial, so that Ls = K. Moreover,
Lr = k since k ⊂ L is exceptional. To end, |[k, L]| = 3 because
[k, L] = {k,K, L}, giving that ℓ[k, L] = 2.
(2) The following example, due to Morandi [14, Example 4.18, p.46],
illustrates case (2). Let k := F2(X) be the rational function field
in one indeterminate over F2 and set L := k[α], where α
6 = X .
Then, Ls := k[α
2] is the separable closure of k in L and Lr := k[α
3]
is the radicial closure of k in L. It follows that all the extensions
k ⊂ Lr, k ⊂ Lr, Lr ⊂ L and Ls ⊂ L are minimal. Moreover, k ⊂ L is
not exceptional. At last, |[k, L]| = 4 since [k, L] = {k, Lr, Ls, L}. Deny
and assume that there exists someK ∈]k, L[\{Lr, Ls}. We cannot have
k ⊂ K minimal, because in this case it would be either radicial, or sep-
arable, giving K = Lr or Ls, a contradiction. Then, either Lr ⊂ K or
Ls ⊂ K, a contradiction. Hence |[k, L]| = 4 and ℓ[k, L] = 2.
5.2. Finite separable field extension. The last case to consider is
a finite separable field k ⊂ L extension of length 2. We need some
new concept that will allow us to characterize minimal separable field
extensions, namely the family of generating principal subfields of L
introduced by van Hoeij, Klu¨ners and Novocin in [27]. The set of
monic polynomials of k[X ] is denoted by ku[X ].
From now on, our riding hypotheses for the section will be: L := k[x]
is a separable (FIP) field extension of k with degree n and f(X) ∈ ku[X ]
is the minimal polynomial of x over k. If g(X) ∈ Lu[X ] divides f(X),
we denote by Kg the k-subalgebra of L generated by the coefficients
of g. For any K ∈ [k, L], we denote by fK(X) ∈ Ku[X ] the minimal
polynomial of x over K. The proof of the Primitive Element Theorem
shows that K = KfK (∗). Of course, fK(X) divides f(X) in K[X ]
(and in L[X ]). If f(X) := (X−x)f1(X) · · ·fr(X) is the decomposition
of f(X) into irreducible factors of Lu[X ], we set F := {f1, . . . , fr}
because the f ′αs are different by separability. There are ring morphisms
pα : k[X ]/(f(X)) ∼= L → L[X ]/(fα(X)) for α = 1, . . . , r. If Lα is
the pullback field associated to pα and L → L[X ]/(fα(X)), we get
subextensions k ⊆ Lα of k ⊆ L according to the following diagram:
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k −→ Lα → L
ց ↓ ↓
k[X ]/(f(X)) pα−−→ L[X ]/(fα(X))
The Lαs are called the principal subfields of k ⊂ L. As we will see
later, it may be that Lα = Lβ for some α 6= β. To get rid of this
situation, we define Φ : F → [k, L] by Φ(fα) = Lα. If t := |Φ(F)|, we
set Φ(F) := {E1, . . . , Et} := E and mβ := fEβ for β ∈ Nt.
For K ∈ [k, L[ , we set I(K) := {α ∈ Nr | fK(X)/fα(X) ∈ Lu[X ]}
and we say that I(K) is the subset of Nr associated to fK . In particular,
I(k) = Nr. We also set J(K) := {β ∈ Nt | Φ(fα) = Eβ for all α ∈
I(K)}. For β ∈ Nt, we define Γ(β) as the set of α such that the fα are
in the same class of equivalence for the equivalence relation associated
to Φ, that is Γ(β) := {α ∈ Nr | Eβ = Φ(fα)}. Each K ∈ [k L] is an
intersection of some of the Eβs [27, Theorem 1] and more precisely, the
proof of this theorem gives the next result.
Theorem 5.5. Let K ∈ [k, L[. Then, fK(X) = (X−x)
∏
α∈I(K) fα(X)
andK = {g(x) ∈ L | g(X) ∈ k[X ], g(X) ≡ g(x)(fK(X))} = ∩β∈J(K)Eβ.
It follows that Eβ = {g(x) ∈ L | g(X) ∈ k[X ], g(X) ≡ g(x) (fα(X))
for any α such that Φ(fα) = Eβ}. In the following, we write Kα := Kgα,
where gα(X) := (X − x)fα(X). In fact, k = ∩rα=1Lα = ∩tβ=1Eβ.
Remark 5.6. Let R ⊂ S be a t-closed M-crucial extension such that
R/M ⊂ S/M is a separable field extension. Because of the bijection
[R, S]→ [R/M, S/M ] defined by T 7→ T/M , there exists a finite family
{Tα} ⊂ [R, S[ such that each element of [R, S[ is an intersection of some
of the Tα’s by (Theorem 5.5).
Lemma 5.7. Let g(X) ∈ Lu[X ] dividing f(X) and such that g(X) :=
(X − x)g′(X) with g′(X) irreducible and Kg 6= L, then Kg ⊂ L is
minimal and g = fKg .
Proof. Since g′(X) ∈ Lu[X ] is irreducible, divides f(X) and is such
that g′(x) 6= 0, it follows that g′ = fα for some α ∈ {1, . . . , r}. Assume
that Kg 6= L, and let K ∈ [Kg, L] be such that K ⊂ L is minimal, so
that g(X) ∈ K[X ]. Then, fK(X) divides g(X) in K[X ] since g(x) = 0.
Moreover, fK(X) = (X − x)h(X), with h(X) ∈ L[X ] \ L. Then, h
divides g′ in L[X ], which is irreducible in L[X ], so that h = g′, giving
fK = g, whence K = Kg. Hence, Kg ⊂ L is minimal and g = fKg . 
Proposition 5.8. The following statements hold:
(1) fα divides fΦ(fα) in L[X ] for each α ∈ Nr.
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(2) Let β ∈ Nt. Then, Γ(β) ⊆ I(Eβ) and (3) holds.
(3) mβ(X) = (X − x)
∏
[fα(X) | α ∈ Γ(δ), Eβ ⊆ Eδ].
Proof. (1) is [26, Lemma 45]. (We benefited from a preprint and cor-
respondence with M. van Hoeij).
(2) Let α ∈ Γ[β], so that Eβ = Φ(fα). In particular, fα divides
fEβ = mβ . It follows that α ∈ I(Eβ).
(3) Let β ∈ Nt and let Eδ be such that Eβ ⊆ Eδ. Then, mδ divides
mβ. Let α ∈ Γ(δ). By (2), we get that fα divides mδ, yielding fα
divides mβ. Conversely, let fα dividing mβ and set Eδ := Φ(fα). This
implies that Eβ ⊆ Eδ by (Theorem 5.5). 
Remark 5.9. The inclusion (2) of the previous proposition may be
strict (see (Example 5.15)).
Lemma 5.10. The following statements hold:
(1) Eβ 6= L for each β ∈ Nt.
(2) If Kα 6= L, then Kα = Φ(fα). In particular, Kα ⊂ L is minimal
for each α such that Kα 6= L and then fKα(X) = (X−x)fα(X).
(3) Let K ∈ [k, L] be such that K ⊂ L is minimal. There exists
some β ∈ Nt such that K = Eβ.
Proof. (1) Assume that Eβ = L for some β, so that x ∈ Eβ . Let α ∈
Γ(β) and set g(X) := X . Since g(x) = x ∈ Eβ, the characterization of
Eβ entails that fα(X) divides g(X) − g(x) = X − x, a contradiction,
since f(X) is separable. Therefore, Eβ 6= L.
(2) Assume that Kα 6= L. By (Lemma 5.7), Kα ⊂ L is minimal and
gα = fKα. In view of (Theorem 5.5), we get that Kα = ∩β∈J(Kα)Eβ,
where fKα(X) = (X − x)
∏
δ∈I(Kα)
fδ(X) = gα(X) = (X − x)fα(X), so
that I(Kα) = {α}. Then, Φ(fα) = Kα = Eβ such that Γ(β) = {α}. 
As a by-product, using the pullbacks Ej , we get a characterization of
minimal separable fields extensions. Our result is completely indepen-
dent of Galois theory, contrary to Philippe’s methods [16]. She proved
that a separable extension k ⊂ k(x) is minimal if and only if the Ga-
lois group of the minimal polynomial of x is primitive [19, Proposition
2.2(3)].
Proposition 5.11. Let k ⊂ L = k[x] be a finite separable field exten-
sion of degree n. Then the following statements are equivalent:
(1) k ⊂ L is a minimal extension.
(2) t = 1.
(3) For each α ∈ Nr and each h(X) ∈ k[X ] \ k with degree <
n, h(X) 6≡ h(x) (fα(X)).
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(4) Kg = L for each g(X) ∈ L[X ] dividing strictly f(X) and such
that g(x) = 0.
In particular, if r = 1, then k ⊂ L is minimal.
Proof. (1)⇒ (2) From (Lemma 5.10), we deduce that Eβ 6= L for each
β, so that Eβ = k and then t = 1.
(2) ⇒ (3) Since t = 1, we get that E1 = k is the only Eβ. Assume
that there is some h(X) ∈ k[X ] \ k with degree < n such that h(X) ≡
h(x) (fα(X)) and set K := k[h(x)]. Then, h(X) ≡ h(x) (fK(X)),
so that deg(fK) < n, whence K 6= k. By (Theorem 5.5) K is an
intersection of some Eβ ’s, a contradiction. Then, for each h(X) ∈
k[X ] \ k with degree < n, h(X) 6≡ h(x) (fα(X)), for each α ∈ Nr.
(3) ⇒ (1) Assume that k ⊂ L is not minimal and let K ∈ [k, L] \
{k, L}. Let h(X) ∈ k[X ] \ k with degree < n such that K = k[h(x)].
In particular, deg(h) > 1. By (Theorem 5.5), some fα(X) divides both
fK(X) and h(X)− h(x), a contradiction. Then, k ⊂ L is minimal.
(1) ⇔ (4) k ⊂ L is not minimal if and only if there exists some K ∈
[k, L] such that k ⊂ K ⊂ L. In this case, fK(X) divides strictly f(X)
and fK(x) = 0 with K = KfK 6= L. Conversely, assume that there is
some g(X) ∈ L[X ] dividing strictly f(X) and such that g(x) = 0 with
Kg 6= L. Then, k ⊂ Kg ⊂ L follows and k ⊂ L is not minimal.
If, in particular, r = 1, then, t = 1 and k ⊂ L is minimal. 
Example 5.12. If k ⊂ L is Galois of degree 3, then f(X) = (X −
x)(X − x1)(X − x2), with x, x1, x2 ∈ L \ k all distincts. Set fα(X) =
X − xα, for α = 1, 2 and gi(X) = (X − x)fα(X). Then, Kα = k[x +
xα, xxα] = k[xβ ] = L, where α 6= β ∈ {1, 2}. So, we recover the fact
that k ⊂ L is minimal, giving t = 1 and E1 = k
For each β ∈ Nt, we set Fβ := {fα ∈ F | fα divides mβ}, so that
mβ(X) = (X − x)
∏
fα∈Fβ
fα(X).
Proposition 5.13. The following conditions are equivalent:
(1) Eβ ⊂ L is minimal for each β ∈ Nt.
(2) For each β ∈ Nt, Fβ = {fα ∈ F | Φ(fα) = Eβ}.
If these conditions hold, ℓ[k, S] = 2 if and only if |[k, L]| = t+ 2.
Proof. (1) ⇒(2) Let β ∈ Nt. Then, mβ(X) = (X − x)
∏
fα∈Fβ
fα(X).
Let fα ∈ Fβ and set Eδ := Φ(fα). By Theorem 5.5, Eβ ⊆ Eδ ⊂ L
which implies Eβ = Eδ since Eβ ⊂ L is minimal, so that Φ(fα) = Eβ.
Conversely, let α ∈ Nr be such that Φ(fα) = Eβ, whence α ∈ Γ(β) ⊆
I(Eβ) by (Proposition 5.8). Therefore fα divides mβ, giving fα ∈ Fβ.
(2) ⇒(1) Assume that Eβ ⊂ L is not minimal. Then, there is some
K ∈]Eβ , L[. By (Theorem 5.5), K is an intersection of some Eδ, for
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some δ ∈ Nt. In particular, Eβ ⊂ K ⊆ Eδ, giving mδ divides strictly
mβ. Let α ∈ I(Eδ), so that fα dividesmδ (∗), and alsomβ (∗∗). But (∗)
implies that fα ∈ Fδ, giving Φ(fα) = Eδ and (∗∗) implies that fα ∈ Fβ,
giving Φ(fα) = Eβ. To conclude, we get Eδ = Eβ , a contradiction.
Then, Eβ ⊂ L is minimal.
Assume that these conditions hold. If k = Eβ for some β, we get
that k ⊂ L is minimal, t = 1, ℓ[k, L] = 1 and |[k, L]| = 2.
Now, assume that k 6= Eβ for any β.
If ℓ[k, L] = 2, let K ∈]k, L[, so that k ⊂ K and K ⊂ L are both
minimal. But, K = ∩β∈J(K)Eβ ⊂ L. It follows that K = Eβ for one
β ∈ J(K), since Eβ 6= L, so that [k, L] = {k, E1, . . . , Et, L} giving
|[k, L]| = t + 2. Conversely, if |[k, L]| = t + 2, we get that [k, L] =
{k, E1, . . . , Et, L} since Eβ 6= Eδ for β, δ ∈ {1, . . . , t}, δ 6= β. But Eβ ⊂
L being minimal for each β ∈ {1, . . . , t}, the Eβ’s are incomparable and
we get that ℓ[k, L] = 2. 
Theorem 5.14. The two following statements are equivalent:
(1) ℓ[k, L] = 2
(2) t > 1 and Eα ∩ Eβ = k for all α, β ∈ Nt, α 6= β.
If the above statements hold, then
(3) |[k, L]| = t+ 1 if k is one of the Eα
(4) |[k, L]| = t+ 2 if k 6= Eα for all α ∈ Nt.
Proof. If (1) holds, then, t > 1. Deny. Then t = 1. In this case,
k = E1 by (Theorem 5.5) and ]k, L[= ∅, so that k ⊂ L is minimal, a
contradiction. Let α, β ∈ Nt, α 6= β. It follows that k ⊆ Eα ∩ Eβ ⊆
Eα, Eβ ⊂ L, with either Eα ∩ Eβ ⊂ Eα or Eα ∩ Eβ ⊂ Eβ. In any case,
Eα ∩ Eβ = k for all α, β ∈ Nt, α 6= β. Hence, (2) is proved.
Assume that (2) is valid. Since any K ∈ [k, L[ is equal to an inter-
section of some Eα, we get that [k, L[= {k, Eα, α ∈ Nt}. We claim
that two Eα, Eβ 6= k are incomparable. If not, Eα ⊂ Eβ for some
α, β ∈ Nt, α 6= β and then k = Eα = Eα ∩ Eβ, a contradiction.
Therefore, (1) holds. 
Example 5.15. Set k := Q and L := k[x] ⊂ R, where x := 4√2 is
the positive real zero of the polynomial f(X) := X4 − 2, the minimal
polynomial of x over k. Then, f(X) = (X − x)(X + x)(X2 + x2), a
product of irreducible polynomials in L[X ]. Set f1(X) = X + x and
f2(X) = X
2 + x2. Then, g1(X) = X
2 − x2 and g2(X) = X3 − xX2 +
x2X − x3, giving K1 = L1 = k[x2] = E1 and K2 = L. In order to
determine all elements of [k, L], it remains to calculate E2 = L2 =
{g(x) ∈ L | g(X) ∈ k[X ], g(X) ≡ g(x) (f2(X))}. In fact, it is enough
to consider g(X) ∈ k[X ] of degree < 4. Set g(X) = aX3+ bX2+ cX +
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d, a, b, c, d ∈ k. Then, g(X)−g(x) = (X−x)[a(X2+xX+x2)+b(X+
x)+c] (∗). It follows that f2(X) divides g(X)−g(x)⇔ X2+x2 divides
a(X2+xX+x2)+b(X+x)+c⇔ a(−x2+ix2+x2)+b(ix+x)+c = 0⇔
a = b = c = 0. So, g(x) ∈ E2 ⇔ g(x) = d, for any d ∈ k, giving E2 = k.
Then, [k, L] = {k = E2, K1 = E1, L = K2}, |[k, L]| = 3 and ℓ[k, L] = 2.
In particular, m1 = g1, m2 = f and Γ(2) = {2} ⊂ I(E2) = {1, 2} (see
notation before Theorem 5.5 and Remark 5.9).
The case of a Galois extension is a lot simpler.
Proposition 5.16. Suppose that k ⊂ L is a finite Galois extension.
(1) If [L : k] is a product of two prime integers, then ℓ[k, L] = 2.
(2) Assume that ℓ[k, L] = 2 and [L : k] = n. Then |[k, L]| ≤ n+ 1.
(3) Let k ⊂ L be an Abelian field extension. Then ℓ[k, L] = 2 if
and only if [L : k] is a product of two prime integers p and q.
In this case, |[k, L]| = 3 if p = q and |[k, L]| = 4 if p 6= q.
Proof. (1) Assume that [L : k] = pq, with p and q two prime integers.
Then, k ⊂ L is not minimal [19, Proposition 2.2 (2)]. Let k = K0 ⊂
K1 ⊂ . . . ⊂ Ki ⊂ . . . ⊂ Kn = L be a maximal chain of intermediate
fields. Then, [L : k] =
∏n−1
i=0 [Ki+1 : Ki] implies n = 2 = ℓ[k, L].
(2) Assume that ℓ[k, L] = 2 and [L : k] = n. Then, f(X) = (X −
α)
∏n−1
i=1 (X − αi) ∈ L(X). The number of the different Li’s is at most
n− 1, so that |[k, L]| ≤ n+ 1 by (Theorem 5.14).
(3) If k ⊂ L is Abelian, it is Galois. Assume that ℓ[k, L] = 2 and let
K ∈]k, L[. Then, K ⊂ L is minimal and Galois, so that [L : K] = p,
a prime integer. Moreover, k ⊂ K is also minimal Galois (see the
Fundamental Theorem of Galois Theory [14, Theorem 5.1, p. 51]). It
follows that [K : k] = q, a prime integer, so that [L : k] = pq. The
converse is (1).
Now, if these conditions hold, |[k, L]| is the number of subgroups of
the Abelian group Gal(L/k), equal to 3 if p = q and 4 if p 6= q (see [1,
The´ore`me 3 and Corollaire 2, AVII, p.22]) because Gal(L/k) ∼= Z/p2Z
or Z/pqZ. 
We end by two examples giving explicitly the subfields Lα and using
results of [14, Examples 5.2, p.52 and 5.3, p.53]. We give only an
outline of the proofs. The method is the same as in (Example 5.15).
Example 5.17. (1) Set k := Q, y := 3
√
2 and L := k[x], where x :=
(1 − j)y with j = (−1 + i√3)/2, a third root of unity. Then, k ⊂ L
is a Galois extension of degree 6, ℓ[k, L] = 2 and f(X) = X6 + 108 =
X6 − x6 = (X − x)f1(X)f2(X)f3(X)f4(x)f5(X) where f1(X) = X +
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x, f2(X) = X − jx, f3(X) = X + j2x, f4(X) = X + jx, f5(X) =
X − j2x. We get:
g1(X) = (X − x)(X + x) and K1 = L1 = E1 = k[j2y].
g2(X) = (X − x)(X − jx) and K2 = L and L2 = E2 = k[j].
g3(X) = (X−x)(X+j2x) andK3 = k[y] 6= L, so thatK3 = L3 = E3.
g4(X) = (X − x)(X + jx), K4 = k[jy] 6= L, whence K4 = L4 = E4.
g5(X) = (X −x)(X − j2x), K5 = k[jy, y] = L, L5 = k[j] = L2 = E2.
Therefore [k, L] = {k, E1, E2, E3, E4, L] and |[k, L]| = 6. In particular,
m1 = g1, m2 = f2g5 = f5g2, m3 = g3, m4 = g4.
(2) Set k := Q and L := k[x], where x :=
√
3 +
√
2. Then, k ⊂ L is
a Galois extension of degree 4, ℓ[k, L] = 2 and f(X) = X4 − 10X2 +
1 = (X − x)f1(X)f2(X)f3(X), where f1(X) = X + x, f2(X) = X −
x−1, f3(X) = X + x
−1.
Set ki := k[
√
i], i = 2, 3, 6. Then, g1(X) = (X−x)(X +x), g2(X) =
(X − x)(X − x−1) and g3(X) = (X − x)(X + x−1) giving L1 = K1 =
E1 = k6, L2 = K2 = E2 = k3, L3 = K3 = E3 = k2 by (Lemma 5.10).
To conclude, we have [k, L] = {k, E1, E2, E3, L}, |[k, L]| = 5 and the
following diagram:
L
ր ↑ տ
E1 E2 E3
տ ↑ ր
k
Contrary to (1), we have Ei = Ki for all i = 1, 2, 3.
6. Summing up length 2 extensions characterization
We are now able to sum up the results of Sections 3,4 and 5 with
respect to the cardinality of [R, S] for an extension of length 2.
Theorem 6.1. A ring extension R ⊂ S is of length 2 if and only if
one of the following conditions hold:
(1) |Supp(S/R)| = 2, Supp(S/R) ⊆ Max(R) and |[R, S]| = 4.
(2) |Supp(S/R)| = 2, Supp(S/R) 6⊆ Max(R) and |[R, S]| = 3.
Such an extension is Pru¨fer.
(3) R ⊂ S is a non-integral M-crucial extension and |[R, S]| = 3.
Such an extension satisfies R 6= R, S.
(4) R ⊂ S is an integral M-crucial extension such that tSR 6= R, S
and |[R, S]| = 3.
(5) R ⊂ S an infra-integral M-crucial extension such that +SR 6=
R, S and either |[R, S]| = 3 or (R : S) = M with |[R, S]| = 4.
(6) R ⊂ S is a subintegralM-crucial extension with either |[R, S]| =
3 or R ⊂ S is co-pointwise minimal. In this last case, |[R, S]| =
|R/M ] + 3.
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(7) R ⊂ S is a seminormal infra-integral M-crucial extension such
that |[R, S]| = 5.
(8) R ⊂ S is a t-closed integral M-crucial extension, so that M =
(R : S), and the field extension R/M ⊂ S/M satisfies one of
the following conditions:
(a) R/M ⊂ S/M is radicial and either |[R, S]| = 3 or |[R, S]| =
∞ with R ⊂ S co-pointwise minimal.
(b) R/M ⊂ S/M is neither radicial nor separable, but excep-
tional and |[R, S]| = 3.
(c) R/M ⊂ S/M is neither radicial nor separable, nor excep-
tional and |[R, S]| = 4.
(d) R/M ⊂ S/M is a finite separable field extension and
|[R, S]| = t + 2, where t is the number of principal subfields of
S/M different from R/M .
Proof. Propositions 3.1, 3.2, 4.2, 4.7, 4.13, 4.16, 4.21, 5.1, 5.3, and
Theorem 5.14. 
Remark 6.2. (1) With the notation of (Theorem 6.1), R ⊂ S is simple
in cases (1)-(5), (8) (b)-(d).
(2) In case (8)(d), R ⊂ S is t-closed of length 2 with M = (R : S).
Let x ∈ S be such that S = R[x] and let x be the class of x in S/M . Let
P (X) = Xn+
∑n−1
i=0 aiX
i ∈ R[X ] be a monic polynomial of least degree
such that P (x) = 0. Then, P (X) := Xn+
∑n−1
i=0 aiX
i ∈ (R/M)[X ] is a
monic polynomial such that P (x) = 0. Let f(X) = X l +
∑l−1
i=0 biX
i ∈
(R/M)[X ] be the minimal polynomial of x. Then, f divides P in
(R/M)[X ] and l ≤ n. But f(x) = xl+∑l−1i=0 bixi = 0 ∈ R/M gives that
xl +
∑l−1
i=0 bix
i = m ∈M , so that f(X) := X l +∑l−1i=0 biX i−m ∈ R[X ]
is a monic polynomial such that f(x) = 0. Then, n = l by the choice
of n. It follows that |[R, S]| = t+ 2 ≤ n+ 1, where n = [S/M : R/M ].
We recall below [10, Theorem 4.1] and give a table showing the link
between (Theorem 6.1) and [10, Theorem 4.1].
Theorem 6.3. Let R ⊂ S and S ⊂ T be minimal extensions, whose
crucial maximal ideals are respectively M and N . Then R ⊂ T has
FIP if and only if (exactly) one of the following conditions holds:
(i) Both R ⊂ S and S ⊂ T are integrally closed.
(ii) R ⊂ S is integral and S ⊂ T is integrally closed.
(iii) R ⊂ S is integrally closed, S ⊂ T is integral, and N ∩ R 6⊆M .
(iv) Both R ⊂ S and S ⊂ T are integral, and N ∩ R 6⊆M .
(v) Both R ⊂ S and S ⊂ T are inert, N ∩R = M , and either R/M
is finite or there exists γ ∈ TM such that TM = RM [γ].
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(vi) R ⊂ S is decomposed, S ⊂ T is inert and N ∩ R =M .
(vii) Both R ⊂ S and S ⊂ T are decomposed and N ∩R =M .
(viii) R ⊂ S is inert, S ⊂ T is decomposed and N ∩ R = M .
(ix) R ⊂ S is ramified, S ⊂ T is decomposed and N ∩ R =M .
(x) R ⊂ S is decomposed, S ⊂ T is ramified and N ∩ R =M .
(xi) R ⊂ S is ramified, S ⊂ T is inert and N ∩ R = M .
(xii) R ⊂ S is inert, S ⊂ T is ramified, N ∩ R = M , and the two
conditions stated in [10, Proposition 3.5 (a)] hold.
(xiii) Both R ⊂ S and S ⊂ T are ramified, N ∩R = M , and the two
conditions stated in [10, Proposition 3.5 (b)] hold.
There is not a one-to-one correspondence between the different state-
ments of Theorem 6.1 and [10, Theorem 4.1]. Obviously, any extension
of length 2 (in Theorem 6.1) is of the form of some extension of [10,
Theorem 4.1], but it has not necessarily FIP (for example if R ⊂ S is a
co-pointwise minimal t-closed extension (Proposition 5.1), or if R ⊂ S
is a co-pointwise minimal subintegral M-crucial extension such that
|R/M | = ∞ (Theorem 6.1 (b))). Conversely, there exist some exten-
sions R ⊂ S ⊂ T (see [10, Theorem 4.1 (viii) and (xii)]) such that
R ⊂ S and S ⊂ T are minimal, but such that ℓ[R, T ] > 2. And worse,
ℓ[R, T ] =∞ in [6, Remark 2.9(c)]. The following table shows, for each
case of Theorem 6.1, which cases of [10, Theorem 4.1] may occur.
Theorem 6.1 [10, Theorem 4.1]
(1) (i), (ii), (iii), (iv)
(2) (i)
(3) (ii)
(4) (vi), (xi)
(5) (ix), (x)
(6) (xiii)
(7) (vii)
(8) (v)
In [4], D. Dobbs has characterized extensions R ⊂ S of length 2 sat-
isfying |[R, S]| = 3. His results coincide with ours, but (Theorem 6.1)
holds for any extension of length 2, whatever the value of |[R, S]|. In [4,
Remark 2.11], he addresses the open problem to know when |[R, S]| = 3
for an M-crucial extension R ⊂ S which is either t-closed or subinte-
gral. (Theorem 6.1) answer this question in (8) (a), (b) and (d) with
t = 1, for the t-closed case and in (6) for the subintegral case. In both
cases, R ⊂ S is simple.
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The following Theorem generalizes the Primitive Element Theorem
for ring extensions of length 2.
Theorem 6.4. A simple ring extension of length 2 has FIP.
Proof. Use (Theorem 6.1). 
Remark 6.5. We emphasize that when R ⊂ S is co-pointwise mini-
mal and either R ⊂ S is a subintegral M-crucial extension such that
|R/M | =∞, or R/M ⊂ S/M is radicial, then R ⊂ S has not FIP and
is not simple. See Theorem 6.1 (6) and (8) (a). See also [3, Example
6.2 (2)].
The next proposition shows that there is some rigidity in extensions
of length 2.
Proposition 6.6. Let R ⊂ S be an integral extension of length 2 (resp.;
an FMC extension). If R is integrally closed (in Tot(R)) and not a
field, S is not an integral domain.
Proof. It is enough to assume that R ⊂ S has FMC. Assume that S
is an integral domain and let T ∈]R, S[ so that R ⊂ T is minimal.
Let M := (R : T ) ∈ Max(R). Then RM ⊂ TM is a minimal finite
simple extension which is torsion-free over RM and with conductor
MRM . Seydi Lemma states that a simple and finite extension which is
torsion-free over an integrally closed domain is free [24, Corollaire 1.2].
Since RM is integrally closed, TM is free over RM , so that RM ⊂ TM is
flat. But [11, Lemme 4.3.1] shows that RM is field, which is absurd. 
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