Abstract-Bit-interleaved coded modulation with iterative decoding (BICM-ID) is a better scheme than BICM through applying iterative decoding algorithm at the receiver. It can get excellent performances both in AWGN and in Rayleigh fading channels. However, the iterative algorithm increases the complexity of the receiver and leads to much decoding delay. Thus, the stopping criterion, which can timely terminate the unnecessary decoding iterations, is put forward. In this paper, based on the cross-entropy (CE) concept, we propose a new method named LLR (log-likelihood-ratio) stopping criterion. Simulation results show that without any exponential computation, the proposed LLR scheme can take a better trade off between the average iteration numbers and the bit-errorrate (BER) performance degradation. Although with a little more iterative numbers than CE at high signal-to-noise ratio (SNR) sections, it obtains excellent BER performance as compensation. More importantly, besides the less iteration numbers, the LLR scheme performs even better than the fixed scheme at high SNR sections in terms of BER performance.
INTRODUCTION
Bit-interleaved coded modulation with iterative decoding (BICM-ID) is a smart scheme for its excellent performances both in AWGN and in Rayleigh fading channels [1] . The iterative decoding algorithm in the receiver is proposed especially to overcome the disadvantages that caused by BICM in AWGN channel through increasing the free Euclidean distance, which is the most important element that affects the AWGN channel properties [2] [3] . The iterative decoding process is between the soft-input soft-output (SISO) decoder and the demapper, which is different from the turbo iteration. In turbo receiver, the iterative process is between the two inner SISO decoders. The similarity of the two iterative decoding algorithms is that they both designed to achieve the global optimum through a step-by-step local search. The conventional iterative decoding algorithm is a scheme with fixed iteration number. As the iteration number increases, the bit-error-rate (BER) performance improves as well. Yet, after a sufficient number of iterations, the system gets very little performance improvement with any further iteration. In consideration of the unnecessary decoding delay and the complex decoding computation, stopping criterion is inevitably introduced. Cross-entropy (CE) is one of the widely used stopping criterions [4] . References [5] [6] [7] [8] are all efficient criterions based on CE scheme. However, all these stopping criterions are designed not for BICM-ID system but for turbo receiver. In [9] , CE is modified to be successfully used in BICM-ID system. This paper devises a new scheme called LLR (log-likelihood-ratio) stopping criterion based on CE for BICM-ID system. The proposed LLR scheme can get better performances than the fixed, which is a scheme with fixed iteration numbers, both from the BER properties and from the average iteration numbers points of view. With a little more iteration numbers at high signal-to-noise ratio (SNR) sections, the proposed LLR criterion can get more than 0.1dB coding gains than the CE scheme. Furthermore, the LLR stopping criterion doesn't need any exponential computation, which greatly reduces the computation complexity of BICM-ID receiver.
This paper is organized as follows: Section II describes the structure of BICM-ID receiver. Section III gives a general review about CE stopping criterion and introduces the proposed LLR stopping criterion. The simulation results are given in section , and section concludes the paper. Fig. 1 shows the structure of BICM-ID receiver. Before being applied to the SISO decoder, the extrinsic information L e (c t (i)) of the demapper is deinterleaved. The deinterleaved output is considered as the a priori information L a (c t (i)) of the SISO decoder, where
II. THE STRUCTURE OF BICM-ID RECEIVER
Likewise, the extrinsic information of the SISO decoder is then interleaved and fed back to the demapper as the a prior information of the next iteration.ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ ҏ Note that L a (c t (i)) is set to be zero during the first iteration as the assumption that the input takes value 0 and 1 with the same probability. In the last iteration, the hard decision of the information bit is ultimately made based on the sign of its LLR value. The iterative process stops only when it reaches the preset maximum iteration number M. Usually M is set to be 10. This is the conventional iterative process. As it iterates with a fixed iteration number, we call it the fixed scheme. 
III. THE STOPPING CRITERIONS

A. The CE stopping criterion
The cross-entropy (CE) is a measurement of how close two distributions are. For distributions p and q of a finite alphabet Ȥ , the CE is defined as ( ) [ , ] ( )log ( )
In turbo receiver, CE is between the probability distributions of two inner SISO decoders [4] , while in BICM-ID receiver, the CE is between the outputs of two consecutive iterations of the SISO decoder [9] . Hereby, we only consider the BICM-ID iteration.
Assume 
From equation (2) we get
Substituting (5) and (6) into equation (4), we get CE as follows:
As the iteration number increases, the outputs between the two consecutive iterations i and i-1 of the SISO decoder come to be approximately the same. Thus, the value of CE becomes smaller and smaller. When the iteration proceeds to a certain extent, although the iteration number continues increasing, the CE value won't decrease any more, which means that the iteration has reached the decoding limit. Then, the iterative process can be terminated. We usually set a threshold to immediately stop the meaningless iteration
The proposed LLR stopping criterion As introduced above, the decoding converges as the iteration proceeds to a certain extent. Suppose that the decoding process can be terminated at iteration i, then, we get )) ( ( )) ( ( 
Considering the sign effect, we use 2 LLR(i) as the decision element in the iterative decoding process, where
Thus, our proposed LLR stopping criterion can be described as: LLR (log-likelihood-ratio) Criterion: Compare 2 LLR(i) with a threshold, which is a sufficiently small value, (in this paper, we set the threshold as 10 - 4 2 LLR (1) LLR (1), stop iteration. We should note that a fixed scheme, which uses 10 as the fixed iteration number is included for comparison. We can see obviously from Fig.2 that the BER performance of proposed LLR stopping criterion is about the same as CE criterion and the fixed iteration number scheme. Fig.4 shows that the proposed LLR criterion has a great advantage over the fixed scheme in terms of the average iteration numbers. The iteration number can be reduced from 10 to about 4 and 5 at low SNR sections and high SNR sections respectively. Although at high SNR sections the iteration number is a little more than the CE scheme, the LLR criterion can get better BER performance as compensation. Fig.3 shows that when BER is below 10 -6 , the proposed LLR criterion can get almost 0.1dB coding gains than CE scheme. Furthermore, the proposed scheme performs even better than the fixed scheme in terms of BER performance at high SNR sections. In this paper, we propose a new stopping criterion for BICM-ID system, which is called the LLR stopping criterion. It's designed based on the widely used CE stopping criterion, but there exists much difference. First, the proposed LLR criterion only needs to deal with the LLR values from the decoder, while the CE criterion has to deal with both the extrinsic values and the LLR values. Then, different from CE, the LLR criterion doesn't need any exponential computation, which is much simpler for implementation. What's more, the LLR scheme shows a great advantage over the CE scheme in terms of BER performance at high SNR sections. In addition, the proposed LLR scheme can get better performance than the fixed scheme both from the BER properties and from the average iteration numbers points of view. Above all, the proposed LLR stopping criterion can take a better trade off between the BER performance degradation and the average iteration numbers, which makes it a desired choice for BICM-ID system. 
