Renewable energy sources provide a constantly increasing contribution to the total energy production worldwide. However, the power generation from these sources is highly variable due to their dependence on meteorological conditions. Accurate forecasts for the production at various temporal and spatial scales are thus needed for an efficiently operating electricity market. In this article -part 1 -we propose fully probabilistic prediction models for spatially aggregated wind power production at an hourly time scale with lead times up to several days using weather forecasts from numerical weather prediction systems as covariates. After an appropriate cubic transformation of the power production, we build up a multivariate Gaussian prediction model under a Bayesian inference framework which incorporates the temporal error correlation. In an application to predict wind production in Germany, the method provides calibrated and skillful forecasts. Comparison is made between several formulations of the correlation structure.
Introduction
Recent years have seen a worldwide proliferation in energy production from renewable energy sources. In Germany, for instance, renewable energy accounted for 36.0% of the total national energy production in 2017 compared to 6.6% in 2000 according to the Arbeitsgemeinschaft Energiebilanzen, a working group founded by energy related associations in Germany. This increase is to a large extent due to expansion in wind and photovoltaic (PV) solar power production. (Wind power production accounted for 1.6% in 2000 and as much as 17.6% in 2017.) However, as these energy sources rely on the prevailing wind and solar irradiance conditions, as well as other weather variables, the resulting power generation is highly variable and uncertain. Simultaneously, accurate production forecasts are needed for the management of electricity grids, for scheduling of the production at conventional power plants as well as for general decision making on the energy market e.g. [20, 5] . These different contexts imply varying loss functions which, together with the need to control the trade-off between risk and return, calls for a probabilistic forecasting framework [9] . Probabilistic forecasts are becoming increasingly frequent for wind power forecasting [1, 31, 17, 29, 30, 16, 4] .
Time series approaches e.g. [11, 30, 4] usually outperform other methods for lead times up to 3-6 h after which they may be improved upon by statistical methods that relate the expected production to weather forecasts from numerical weather prediction (NWP) models. The usual approach is to model a single unit or a farm. [36] utilize the local wind speed observations to calibrate wind speed density forecasts which are subsequently transformed to wind power while [1] and [32] directly model the relationship between the wind speed forecasts and the power production. Alternatively, [24] employ an inverse power curve transformation in a regression framework and [17] consider a stochastic power curve model. A recent comprehensive review of available wind power prediction models at various time scales is [8] . The Global Energy Forecasting Competitions (GEFCom2012 [15] and GEFCom2014 [16] ) have attracted hundreds of participants worldwide, who contributed many novel ideas to the energy forecasting field, and day ahead wind power forecasting in particular. A clear majority of the contestants applied machine learning methods, like gradient boosting regression and quantile regression forest [27] or K-nearest neighbors [38] .
Many end-users require forecasts of aggregated power production over a market region or for a regional transmission organization. Regional forecasts are often formed by an upscaling of a set of individual sites [20, 35] . This requires an up-to-date account of the overall installed capacity, hourly production data for the region as a whole and production data from a representative set of sites. In countries such as Germany with continued expansion of renewable energy production, this can be a cumbersome task. Instead, we propose to directly predict the aggregate country-wide production using spatially averaged NWP forecasts of the relevant weather variables as inputs. Similarly, applications in system operation and planning call for forecasts over multiple lead times returning calibrated forecast trajectories. Several studies have applied copula approaches to account for the error correlation structure across lead times [33] or the correlation between different locations [13, 23, 28] . However, the marginal predictive distributions are often modeled independently in a non-parametric fashion e.g. [33] . We specify the probabilistic prediction model as a Bayesian hierarchical model, which allows us to incorporate a correlation structure in both the model parameters associated with each lead time as well as the error structure across lead times. A recent review [6] notes that renewable energy forecasting systems that focus on long lead-times, regional level data and use the combination of meteorological and production data is largely unexplored in the literature, making this system one of the first to combine these aspects.
The NWP forecasts and the German power production data are introduced in the next Section 2. The prediction models and the statistical inference methods are derived in Section 3. The forecast verification methods we employ are described in Section 4, and the results are presented in Section 5. We conclude with a discussion in Section 6.
Forecast and observation data
We employ the NWP forecast ensemble issued by the European Centre for Medium-Range Weather Forecasts (ECMWF) which has been shown to perform well in this setting [7] . The 50-member ECMWF ensemble system operates at a global horizontal resolution of 0.25×0.25 degrees, a resolution of approximately 32 × 32 km over Germany, and a temporal resolution of 3-6 h with lead times up to ten days [22, 26] . We restrict attention to the forecast initialized at 00:00 UTC, corresponding to 2:00 am local time in summer and 1:00 am local time in winter, and lead times up to 72 h for 100 m wind speed.
The hourly wind power production data for Germany are obtained from the European Energy Exchange (EEX) where they are available to all members that trade on the EEX, see www.transparency. eex.com/en/. We use data from the calendar year 2011 to assess the optimal length of the training period for parameter estimation as well as for determining the prior parameters of the Bayesian model. Given these values, we then test our methods on data from 2012. In order to obtain equally long training periods for all dates, data from the previous year is used for the parameter estimation at the beginning of a year.
The differences between the individual members in an ECMWF ensemble stem from random perturbations in initial conditions and stochastic physics parameterizations in the numerical model. The ensemble members are thus statistically indistinguishable, or exchangeable, and should be given equal weights in a regression framework. We therefore reduce the ensemble to a single forecast given by the ensemble average. For the operation and management of electricity grids, power production predictions are needed on an hourly basis. However, for the first 72 h, the ECMWF forecasts have a temporal resolution of 3 h. We derive hourly forecasts through a spline interpolation conditional on the variables being non-negative.
In a third preprocessing step, we aggregate the forecasts in space by taking the spatial average. The wind power production is largely concentrated in the northern half of the country. Rather than employing the aggregated forecasts over the entire country, we thus focus on the northern half only (latitudes greater than 51) for the wind speed, which results in a stronger relationship between the forecasts and the power production. As a result, the wind speed forecast is an average over 371 grid locations.
Wind power prediction model
The nonlinear relationship between wind speed and the power output from an individual turbine is described by the power curve. The turbine blades begin to rotate at the cut-in speed and the maximum power output of the turbine is generated from the rated speed until the cut-out speed, at which speed the blades stop rotating to prevent damage. These parameters may vary between different turbines and, in practice, the power curve is not deterministic [17] . Our production data is the aggregated power output from thousands of wind turbines spread over a large geographic area. It is thus highly unlikely that the wind speed is below the cut-in speed or above the cut-out speed simultaneously at all the turbines. This is confirmed by Figure 1 which shows that the data does not appear heavily censored. For wind speed values between the cut-in speed and the rated speed, the power output from an individual turbine is generally proportional to the cubed wind speed [14] . As shown in Figure 1(a) , the relationship between the cubed average wind speed forecasts and the aggregated wind power production is highly heteroskedastic with a larger spread for higher wind speeds. We thus follow [24] and, in our prediction model, we model the relationship between the average wind speed forecasts and the cube root of the resulting wind power, see Figure 1 (b). Denote by x w = (x w1 , . . . , x wT ) the wind speed forecast for lead times 1 to T . The wind power production Y wt at time t ∈ {1, . . . , T } is then given by Y 1/3
where β it ∈ R for i = 0, 1, 2 and the error terms ε = (ε 1 , . . . , ε T ) are assumed correlated in time,
for some precision matrix K = {K ij } T i,j=1 . The particular form of the regression equation in (1) was selected based on the average marginal predictive performance for 1-24 h forecasts in 2011 (results not shown). Alternatives included regression equations with one to three covariates from the set {x w , x 2 w , x 3 w }. The power production is inherently nonnegative and the normal assumption in (2) might therefore be physically unrealistic. However, as the predictand in (1) never takes values close to zero, see Figure 1 (b), we find that, in practice, the predicted probability of negative production is negligible. Further model validation criteria are discussed in Section 5 below.
wT based on the model in (1) . Here, I T is the identity matrix of size T and Diag(x) denotes a diagonal matrix with x on the diagonal. The likelihood model for
where β = (β 0 , β 1 , β 2 ) with β i = (β i1 , . . . , β iT ) for i = 0, 1, 2. We estimate the parameters under a Bayesian inference framework with conjugate prior distributions of the form
where ⊗ denotes the Kronecker product, n 0 = (n 00 , n 01 , n 02 ) ∈ R 3 + and the gamma distribution is parameterized in terms of shape and rate. The three vectors β 0 , β 1 and β 2 are thus assumed independent under the prior and the inflation factors n 0 account for the potential variation in the scale of the covariates.
The conjugate prior distribution for the precision matrix K is the G-Wishart distribution W G [34] , where we use the notation of [21] . The support of W G is the space of all symmetric positive definite matrices which fulfill the conditional independence structure given by the graph G = (V, E) where V = {1, . . . , T } and E ⊂ V × V . That is, K ij = 0 whenever (i, j) / ∈ E. For instance, if G is the conditional independence structure of an autoregressive process of order 1, AR(1), then it holds that (i, j) ∈ E if and only if |i − j| ≤ 1. The autoregressive structure is, however, completely flexible and may vary over time with the prior parameters in (5) providing a slight shrinkage towards no autocorrelation to prevent potential overfitting. If G is the independence graph with (i, j) ∈ E if and only if i = j, the prior distribution in (5) is equivalent to a Γ(3/2, 1/2) prior distribution on each marginal precision.
Full model
Under the full model, we simultaneously estimate the marginal predictive distributions and the error correlation. Here, we set K 0 = K, implying a weakly informative prior, with G = G 0 the conditional independence structure of an AR(1) process. Let us assume that N forecast-observation pairs are available. In order to obtain samples from the joint posterior distribution of β and K given the data, we iteratively sample from the full conditional distributions
While it is straight forward to sample from the distributions in (8) and (10), we employ the direct sampler of [21] to obtain samples from the G-Wishart distribution in (9) . Given the posterior parameter samples and the current wind speed forecast, we then obtain samples from the posterior predictive distribution for the wind power production by sampling a value from the likelihood model in (3) for each posterior parameter sample and transforming these to wind power.
Two-stage copula model
An alternative model construction is a two-stage Gaussian copula model which builds on the work of [3] and [25] . In the first stage, we perform joint estimation of the marginal predictive distributions following the set up above with G equal to the independence graph. If G 0 is equal to the independence graph, the marginal predictive distributions are estimated independently, while an AR(1) structure in the graph G 0 imposes an autogressive structure on each of β i for i = 0, 1, 2. We consider both of these options.
To estimate the error correlation, we proceed as follows. The estimation of the marginal predictive distributions yields forcast-observation pairs {F tn , y tn } for n = 1, . . . , N and t = 1, . . . , T , where F denotes the predictive distribution. We may then infer N latent Gaussian observations {z n } N n=1 by setting z tn = Φ −1 (F tn (y tn )), where we denote the standard Gaussian cumulative distribution function by Φ. The latent Gaussian data has likelihood
where U = N n=1 z n z n and K z is an N × N precision matrix. Under a prior distribution of the form (5), the posterior distribution for K z is thus given by
Finally, a sampleŷ from the posterior predictive distribution for the wind power production is obtained in three steps:
1. SampleK z from (11). Here, F t denotes the marginal predictive distribution at time t. Note that the latent Gaussian vector in step 2 is normalized as the inverse ofK z which may be a covariance matrix rather than a correlation matrix.
Forecast verification methods
We apply various forecast verification methods for probabilistic predictions with the aim of assessing which method provides the sharpest predictive distributions subject to calibration [10] . A forecasting method is calibrated if events predicted to happen with probability p ∈ [0, 1] are also realized with empirical relative frequency p. Calibration of univariate forecasts may be assessed empirically by plotting histograms of the probability integral transform (PIT) F (y) for a predictive distribution F and the corresponding realized obervation y over a large set of forecast cases. For a calibrated forecast, the PIT histogram will have a uniform (flat) shape [2] . Alternatively, calibration and sharpness can be assessed directly for a fixed p by calculating the average coverage and width of the corresponding prediction interval. For assessing multivariate calibration, we calculate the multivariate rank of an observed temporal trajectory y = (y 1 , · · · , y T ) in an ensemble with y and m − 1 samplesŷ 1 , · · · ,ŷ m−1 from the multivariate predictive distribution F. Here, we use the band depth ranking of [37] . That is, we first apply a pre-rank function ρ : R T → R + given by
where rank(y t ) denotes the standard univariate rank of y t in (ŷ 1t , · · · ,ŷ (m−1)t , y t ). The multivariate rank of y is then given by the univariate rank of ρ(y) in (ρ(ŷ 1 ), · · · , ρ(ŷ m−1 ), ρ(y)). The calibration may now be assessed empirically by plotting the histogram of the ranks of ρ(y) over multiple forecast cases with a uniform shape indicating a calibrated forecast. Note that the definition in (12) only holds if, with probability one, no two trajectories in the ensemble are equal, see the discussion in [37] . In addition, we calculate multiple proper scores which assess various different aspects of the predictive distribution [12] . The absolute error |median(F ) − y| compares the median of the univariate predictive distribution F against the observation y, while under the squared error (mean(F ) − y) 2 , the mean of F is the optimal point forecast [9] . These scores are then averaged over multiple forecast cases resulting in the mean absolute error (MAE) and the root mean squared error (RMSE). Similarly, we calculate the mean continuous ranked probability score (CRPS), which compares the full distribution F against the empirical distribution function of the observation y,
where 1 denotes the indicator function. To estimate the integral in (13) we employ the approximation methods described in [19] as implemented in the R package scoringRules [18] . All three scores are negatively oriented such that a smaller score indicates a better predictive performance. Furthermore, the score units are equal to that of y or MWs in our case.
Results

Length of training period
We assess the influence of the amount of training data on the results by comparing the average marginal predictive performance under rolling training periods of different lengths. For wind power predictions, this is performed for the full model described in Section 3.1 as well as independent marginals with either an independent or AR(1) structure on the regression coefficients. Aggregated results for lead times up to 24 hours and the months of January, April, July and October of 2011 indicate that the prediction models are very robust against the amount of training data. For rolling training periods of length 50 to 150 days, the performance of all methods changes by less than 3% when measured by the CRPS. Results for the MAE and the RMSE are similar. In the following, we use a training period of 100 days for both the marginal and the multivariate models. We start by assessing the marginal predictive performance of the various models. The probility integral transform (PIT) historgrams (Fig. 2) indicate minor deviations from the ideal uniform pre-dictive distribution, most notably a bias to the right, but not a clear under-or overdispersion. The results for the three different marginal models are very similar. Table 1 shows the average width and coverage of 80% prediction intervals aggregated over lead times of 1-24h (Day 1), 25-48h (Day 2) and 49-72h (Day 3). While the coverage is similar for different lead times, the width of the prediction intervals expectedly increases with lead time. The full model has somewhat wider prediction intervals and slightly better coverage than the other two models. When the marginal predictive performance is assessed by proper scores, the marginal models perform considerably better than the full model across all scores, see Table 2 . In addition to independent and AR(1) marginals, we have also tested using higher order AR structures which yielded reduced predictive performance (results not shown). For the best model, the performance is reduced 14-24% from day 1 to day 2 and 20-21% from day 2 to day 3, depending on the score. Figure 3 shows the band depth histograms for the joint predictive distribution over hours 1-24. For each of the three approaches, the independent model is shown on the top row while the bottom row shows the results after copula post-processing.
Marginal predictive performance
Multivariate calibration
As expected, under the univariate approach only the full model shows evidence of near calibration, while the two approaches with completely independent errors show substantial multivariate over-dispersion. This is unsurprising, given the strong degree that errors are correlated across hours. However, the bottom row of Figure 3 shows that copula post-processing is capable of addressing these issues, and all three aproaches, after copula processing, show roughly the same degree of multivariate calibration. This suggests that it is acceptable to perform marginal inference first and then subsequently address the multivariate aspects of the forecast distribution. 
Predicting daily maxima and totals
We now consider two distributional forecasts derived from the entire multivariate forecast. Namely, we look at the total wind speed and forecasted maximum windspeed over the 72 hours. Since these two quantities are affected by the joint behavior of the underlying forecast, assessments of their distributional performance provides an indication of the quality of the overall joint distributional forecast. Table 3 shows the scores for each method for the sum of wind power across all 72-hours. We see that acording to the MAE, the full model performs best, while the model with independent marginal errors followed by a copula post-processing shows the best performance.
The conclusion from Table 3 is two-fold. First, it is (self-evidently) important to have dependence in the errors in the joint distribution either by explicit direct modeling (Full model) or via subsequent copula post-processing. Furthermore, including dependence in the regression coefficients is beneficial, which can be seen by the fact that the Fully Independent model underperforms the other methods, even after copula post processing to correlate the sampling distribution. These results speak to the usefulness of a joint Bayesian model with dependence built into the prior. Table 4 shows similar scores for the maximum. The conclusions here are broadly in-line with those from Table 3 . We see that the independent errors model with copula performs best according to MAE while the Full model with subsequent copula post processing performs best according to RMSE and CRPS. While the ordering has changed slightly the key points hold, namely that dependence in the sampling distribution and model-imposition of dependence in regression coefficients are beneficial to predictive performance. Figure 4 shows the PIT histograms for the total wind forecast under the various model combinations. In general, even the best cases we seem some evidence of a slight downward bias. However it is clear that the independence errors approaches are substantially under-dispersive, a behavior that would be expected when the joint distribution is uncorrelated. Figure 5 shows the PIT histograms for the maximum wind-speed over 72 hours. In this case, we again see that the independent errors distribution are biased upwards, the actual maximum tends to fall in the lowest quantiles of the predictive distribution. The copula post-processing of the non-full models appear to have the highest degree of calibration, though potentially too much dispersion at the upper end of the prediction interval.
In general, the results in Tables 3 and 4 Figure 4 : PIT for the sum by model type (full, independent errors and fully independent respectively going from left to rigth) and under either the univariate (top row) or copula (bottom row) approach.
Discussion
We have built a hierarchical Bayesian model for issuing joint distributional forecasts of wind power production in Germany. This system uses the output of a numerical weather predicition model to derive a predictive feature set. Our results are clear in the necessity for a joint predictive distribution. However, we have shown that copula post-processing of marginal forecasts can be a competitive alternative to building a direct full model.
Since neighboring hours are likely to translate features into production estimates in a similar manner, we introduced dependence between regression coefficients via a G-Wishart prior distribution. Our results show that this approach yields estimates which are sharp and calibrated, both on the univariate and multivariate scales and outperform approaches that use an independent prior on the regression parameters.
There are number of technical manners by which the model could be embellished. For instance, at the moment the NWP output in a given hour is used to form the features for that particular hour. There is reason to believe that sharing this information across hours could be beneficial. More flexible representations than a linear function relating NWP output and wind power production could also be entertained, e.g. smoothing splines which still enable the methodology used here on an expanded feature set.
