Answering a question of Benjamini & Schramm [4], we show that the Poisson boundary of any planar, uniquely absorbing (e.g. one-ended and transient) graph with bounded degrees can be realised geometrically as a circle, namely as the boundary of a square tiling of a cylinder. For this, we introduce a general criterion for identifying the Poisson boundary of a Markov chain that might have further applications.
Introduction

Overview
In this paper we prove the following fact, conjectured by Benjamini & Schramm [4, Question 7.4 .] Theorem 1.1. If G is a plane, uniquely absorbing graph with bounded degrees, then the boundary of its square tiling is a realisation of its Poisson boundary.
The main implication of this is that every such graph G can be embedded inside the unit disc D of the real plane in such a way that random walk on G converges to ∂D almost surely, its exit distribution coincides with Lebesgue measure on ∂D, and there is a one-to-one correspondence between the bounded harmonic functions on G and L ∞ (∂D) (the innovation of Theorem 1.1 is the last sentence).
A plane graph G ⊂ R 2 is uniquely absorbing, if for every finite subgraph G 0 there is exactly one connected component D of R 2 \G 0 that is absorbing, that is, random walk on G visits G\D only finitely many times with positive probability (in particular, G is transient). Uniquely absorbing graphs are precisely those admitting a square tiling. Example classes include all transient 1-ended planar graphs, which includes the bounded-degree 1-ended planar Gromov-hyperbolic graphs, all transient trees and, more generally, all transient graphs that can be embedded in R 2 without accumulation points of vertices. Knowing that a graph G is not uniquely absorbing provides a lot of information about its Poisson boundary; in particular, G is not Liouville. Thus it is not a significant restriction in our context to assume that G is uniquely absorbing. Loosely speaking, Theorem 1.2 states that in order to check that a candidate space is a realisation of the Poisson boundary, it suffices to consider its behaviour with respect to the sharp harmonic functions rather than all bounded harmonic functions. This fact, and its proof, can be generalised to many continuous stochastic processes. We will have a closer look at Theorem 1.2 and its implications in Section 1.4, after some background information.
Square tilings -a discrete analogue of conformal uniformization
Motivated by Dehn's problem of dissecting a rectangle into squares of distinct side lengths [8] , Brooks et. al. [5] showed how any finite planar graph G can be associated with a tiling of a rectangle by squares in such a way that every edge e of G corresponds to a square R e in the tiling and every vertex x corresponds to an interval tangent with all squares corresponding to the edges of x. The construction was made using an electrical current on the graph, and the square R e is given side length equal to the current going through e, while the position of R e is determined by the voltages of the vertices (see Section 5 for details). This construction has become a classic, with a lot of applications ranging from recreational mathematics to statistical mechanics; see e.g. [7, 10, 24, 25] . Benjamini and Schramm [4] showed that the construction of [5] can be applied to an infinite planar graph G in the uniquely absorbing case; the electrical current now emanates from a single vertex o and escapes to infinity, and is intimately connected to the behaviour of random walk from o. The square tiling takes place on the cylinder K = R/Z × [0, 1], the edges of the graph being mapped to disjoint squares tiling K; see Figure 1 or [4, FIG. 1] for examples. Their motivation was to find discrete analogues of Riemann's mapping theorem; the following quote is from [4] "The tiling plays the same role as conformal uniformization does for planar domains. In fact, the proof of its existence illustrates parallels with the continuous theory. In a way, it is a discrete analogue of Riemann's mapping theorem."
For more on the relationship between square tilings and Riemann's mapping theorem see [6] . The paper [3] is similar in nature to [4] and provides a further discrete analogue of Riemann's mapping theorem. A well known corollary of both [3, 4] is that every planar transient graph admits non-constant harmonic functions of finite energy. This result, in fact a detailed description of the space of such functions, can now be derived combinining Theorem 1.1 with the results of [14] . The quest for discrete occurences of conformal invariance, either as discretised analogues of the continuous theory, or as original constructions, is imminent in much of the work of Schramm and was followed up by many others, leading to several impressive applications; see [28] for a survey.
The Poisson boundary of a stochastic process
The Poisson(-Furstenberg) boundary of a transient stochastic process M is a measure space P associated with M such that every bounded harmonic function on the state space of M can be represented by an integral on P and, conversely, every function in L ∞ (P) can be integrated into a bounded harmonic function of M . The standard example [12, 17] In this example, the boundary was geometric and obvious. If M is now an arbitrary transient Markov chain, then there is an abstract construction of a measurable space P, called the Poisson boundary of M , endowed with a family of measures ν z indexed by the state space V of M , such that the formula h(z) = Pĥ dν z provides an isometry between the Banach space H ∞ (M ) of bounded harmonic fuctions of M (endowed with the supremum norm) and the space L ∞ (P). Triggered by the work of Furstenberg [12, 13] , a lot of research has concentrated on identifying the Poisson boundary of various Markov chains, most prominently locally compact groups endowed with some measure; see [1, 19, 20, 22] just to mention some examples, and [11, 18] for more references. The best example for the reader of this paper to have in mind, is simple random walk on a Cayley graph of some discrete group.
In general, one would like to identify the Poisson boundary of a given Markov chain with a geometric object as we did for D, which could for example be a compactification of a Cayley graph on which our group acts. This task can however be very hard. Some general criteria have been developed for the case of groups, mostly by Kaimanovich [17, 20] , that have helped to identify 'geometric' Poisson boundaries for certain classes of groups e.g. hyperbolic groups, but others, like lamplighter groups [11] , defy such identification despite extensive efforts. A well-known open problem is whether the Liouville property, which can be expressed as triviality of the Poisson boundary, for simple random walk on a Cayley graph G = Cay(Γ, S) is a group invariant, i.e. independent of the choice of the generating set S of a given group Γ.
The aforementioned general criteria for geometric identification of the Poisson boundary only apply to groups. Theorem 1.2, and its corollary Corollary 1.3 below, may be the first general criterion for arbitrary Markov chains, while still being applicable in the case of groups.
Our results
There are various definitions of the Poisson boundary for general Markov chains in the literature. In this paper, rather than choosing one of them, or introducing our own, we will follow a more flexible approach, accepting any measure space that fullfils the properties expected from "the" Poisson boundary as "a" Poisson boundary. More precisely, given a transient Markov process M , we let an Mboundary, or a G-boundary if M happens to be random walk on a graph G, be any measurable space N endowed with a family of measures (ν z ), z ∈ V (recall our D example) and a measurable, measure preserving, shift-invariant function f from the space of random walk trajectories W to N ; see Section 3 for details. This definition is rather standard [17] . We say that an M -boundary N is a realisation of the Poisson boundary of M , if every bounded harmonic function h on the state space V of M can be obtained by integration of a bounded functionĥ ∈ L ∞ (N ), where thisĥ is unique up to modification on a null-set, and conversely, for everyĥ ∈ L ∞ (N ) the function f : V → R defined by z → Nĥ (η)dν z (η) is bounded and harmonic.
Recall the definition of a sharp function from Section 1.1. In Section 3 we introduce 'intersection' and 'union' operations between pairs or families of sharp harmonic functions using probabilistic intuition, and show that the family S of sharp harmonic functions of a Markov chain is closed under these operations. Thus S carries a σ-algebra structure, except that there is no ground set. Theorem 1.2 can be interpreted in the following way: any M -boundary N that can be used as the ground set for this σ-algebra structure, with its measures agreeing with corresponding probabilities defined with respect to sharp harmonic functions, is a realisation of the Poisson boundary. A bit more precisely, if N is faithful to S, that is, if for every measurable subset X of N there is s ∈ S such that almost surely random walk ends up in X if and only if the values of s along its trajectory converge to 1, then N is a realisation of the Poisson boundary.
A direct implication of the comparison of the σ-algebra structure of S to that of N is that any two realisations of the Poisson boundary of M are cryptomorphic, see Corollary 3.5 (this fact will not be surprising to experts). Given a Markov chain it is often easy to guess a realisation of its Poisson boundary, most often in the form of some topological space naturally associated to the chain, e.g. the boundary of a compactification, but it is much harder to prove that the guess is correct. Our case, the boundary of a square tiling, is such an example. Other examples include the end-compactification of a tree, and the hyperbolic boundary of a hyperbolic group [17] . The following tool, abstracted from the proof of Theorem 1.1 via Theorem 1.2, may be helpful in further such cases. A topological G-boundary of a graph G is a topological space (N , O) endowed with a 'projection' τ : V → O so that τ (Z n ) converges to a point in N for almost every random walk trajectory Z n , and there is a Borel-measurable function τ * : W → N mapping almost every (
for every b ∈ B n , where µ n z denotes the exit distribution of G n for random walk from z. Corollary 1.3. Let G be a transient graph and let N be a layered topological G-boundary with projection τ . If for every sharp harmonic function s we have lim m,n ν(τ (F m )△τ (F n )) = 0, where
, then N endowed with the measures (ν z ) as above is a realisation of the Poisson boundary of random walk on G.
The following observation, proved in Section 6.1, is one of the main tools in the proof of Theorem 1.1 and might be of independent interest. Here, a graph is considered as a metric space where every edge is a copy of the real unit interval, and so each square of the tiling is foliated into horizontal intervals, one for each inner point of the corresponding edge. Observation 1.4. Let G be a plane, uniquely absorbing graph and consider its square tiling T of the cylinder K. For any circle L ⊂ K parallel to the base of K, let B be the set of points of G the images of which lie in L. Then the widths w(T (b)), b ∈ B of these images coincide with the exit probabilities of standard brownian motion on G started at the reference vertex o and killed at B.
Our proof of Theorem 1.1 applies to a larger class of graphs where the degrees are not necessarily bounded, see Corollary 7.8. Such graphs have attracted a lot of interest lately, see [16] and references therein.
We prove Theorem 1.2 in Sections 3 and 4 and Theorem 1.1 in Section 7, after constructing the square tiling in Section 5 and proving some general properties, including interesting probabilistic interpretations of its geography like Observation 1.4, in Section 6. We deduce Corollary 1.3 in Section 7.3.
Preliminaries
Let G = (V, E) be a graph fixed throughout this section, where V = V (G) is its set of vertices. A walk on G is a (possibly finite) sequence (v n ) n∈N of elements of V such that v i is always connected to v i+1 by an edge. More generally, we define a walk on the state space V of a Markov chain in a similar manner, where we might or might not demand that the transition probabilities p vi→vi+1 be positive.
We assume that G is endowed with an assignment c : E → R + of conductances to its edges, which are used to determine the behaviour of random walk on G as follows.
A random walk on G begins at some vertex and when at vertex x, traverses one of the edges − → xy incident to x according to the probability distribution
where π x := y∈N (x) c(xy) and N (x) denotes the set of neighbours of x. When c = 1, which is the case most often considered, π x coincides with the degree of x, and we have simple random walk , i.e. y is chosen according to the uniform distribution on N (x). Formally, there are two standard ways of rigorously formalising random walk as a probability space: the first is as a Markov chain in the obvious way. The second, and the one that we will adher to in this paper, is by considering random walk on G as a measurable space (W, Π), endowed with a family of measures (µ z ) z∈V indexed by the vertices of G, where W is the set of 1-way infinite walks on G, called path space, Π is the σ-algebra on W generated by the cylinder sets, i.e. subsets of W comprising all walks having a common finite initial subwalk, and µ z is the probability measure on (W, Π) corresponding to fixing z as the starting vertex. Note that once z is fixed, (1) uniquely determines µ z ; see [29] for details.
For convenience, we will also assume that every Markov chain M in this paper is formally given in the above form, that is, a choice of a (possibly random) starting point o and a family of measures (µ z ) z∈V on path space (W, Π), where V denotes the state space of M and µ z is the law of M conditioning on the starting point being z. In other words, we formalize M as a random walk on V ; in contrast to the random walk on a graph defined above, such random walk need not be reversible, see [26] .
It will be convenient in some cases to think of our graph G as a metric space constructed as follows. Start with the discrete set V , and for every edge xy ∈ E join x to y by an isometric copy of a real interval of length 1/c(e) (the resistance of e). Then, one can consider a brownian motion on this space (as defined e.g. in [2, 27] ) that behaves locally like standard brownian motion on R, and it turns out that the sequence of distinct vertices visited by this brownian motion has the same distribution as random walk governed by (1) .
A function h : V → R on the vertex-set of a graph G, or more generally on the state space V of a Markov chain, is harmonic at x ∈ V if it satisfies
where again p x→y denotes the transition probability, and it is called harmonic if it is harmonic at every x. A fundamental property of harmonic functions is that their values inside a set are determined by the values at the boundary of that set; to make this more precise, let B be a subest of V , and x a vertex such that random walk from x visits B almost surely; for example, B could be the boundary of a ball of G containing x. Then, letting b be the first vertex of B visited by random walk from x, we have
In other words, the boundary values of a harmonic function uniquely determine the function. We say that random walk hits B at b ∈ B if the first element of B it visit is b.
The following fact, which is a special case of Levy's zero-one law [21] , will come in handy in many occasions For every µ-measurable event A ⊆ W, random walk Z n satisfies lim n µ Z n (A) = 1 A almost surely. In particular, µ Z n (A) converges to 0 or 1.
(4)
Here, 1 A is as usual the characteristic function (from W to 0, 1) of A. In other words, if we observe at each step i of our random walk the probability p i that A will occur given the current position (the past does not matter because of the Markov property), then almost surely p i will converge to 1 and A will occur or p i will converge to 0 and A will not occur.
For a walk W ∈ W define the shift t(W ) to be the walk obtained from W by deleting the first step. An event A ⊆ W is called if tail event if t(A) = A (we could be less strict here and write µ(t(A)△A) = 0 instead, where △ denotes symmetric difference).
Sharp functions and the Poisson boundary
. . be an irreducible Markov chain with state space V fixed throughout this section. Call a harmonic function h : V → R + sharp, if the range of h is [0, 1] and lim n h(Z n ) equals 0 or 1 almost surely (the limit exists almost surely by the bounded martingale convergence theorem). Note that whether h is sharp or not does not depend on the (possibly random) starting point o, for if r is any other element of V then, by irreducibility, the probability to visit r from o is positive. Let S = S(V ) denote the set of sharp harmonic functions on V .
] equals the probability that random walk from z will satisfy a tail event A for every z, then h is a sharp harmonic function.
Proof. The fact that h is harmonic follows immediately from the fact that A is a tail event and the Markov property. Sharpness follows from (4).
Let s ∈ S and fix z ∈ V . Define the real valued random variable X n to be s(Z n ) where Z n denotes random walk from z. Define the random variable X by letting X = lim s(Z n ) if this limit exists (which it does almost surely by the bounded martingale convergence theorem), and X = 0 otherwise. Since almost sure convergence implies weak convergence [23] , we immediately obtain
The sequence X n converges weakly to X.
Alternatively, let (B n ) n∈N be a sequence of subsets of V such that our Markov chain visits every B n almost surely, and let X n = s(Z tn ), where t n is the first time t such that Z t ∈ B n (if no such t exists, which happens with probability 0, we can let X n = 0 to make sure X n is always defined). Then lim s(X n ) still exists almost surely by the choice of (B n ) n∈N , and so (5) also holds in this case.
As s is harmonic, we have
Given z ∈ V , let 1 s be the event, in the path space W z , that for random walk Z n from z we have lim s(Z n ) = 1. Note that this event is µ z -measurable. Define the event 0 s similarly.
Proof. Since the X n are uniformly bounded, their weak convergence
, where X is defined as in (5). Since s is sharp, E [X] equals the probability to have lim n s(Z n ) = 1 by the definition of X. Combined with (6) and the definition of 'sharp' this completes our proof. 
are also harmonic and sharp.
Proof. Since all these functions are probabilities of tail events of random walk, they are harmonic and sharp by Lemma 3.1.
This means that the family of sharp harmonic functions satisfies the axioms of a σ-algebra, except that it is formally not a family of subsets of a given set. One way to intuitively interpret Theorem 1.2 is to say that if a measure space N has the 'same' σ-algebra structure as the family of sharp harmonic functions of G, and some obvious requirements are fulfilled, then N can be identified with the Poisson boundary of G. Let us make this idea more precise.
A M -boundary, or a G-boundary if M happens to be random walk on a graph G, is a measurable space (N , Σ) endowed with a family of measures {ν z , z ∈ V } and a measurable, measure preserving, shift-invariant function f : W → N , where W := z∈V W z is the set of 1-way infinite walks in G. Here, we say that f is measure preserving if ν z (X) = µ z (f −1 (X)) for every z ∈ V and X ∈ Σ. The term shift-invariant means that if the walk W ′ is obtained from W by skipping the first step, then f (W ) = f (W ′ ); in other words, f can be thought of as a function from the set of equivalence classes with respect to the shift (called 'ergodic components' in [17] ) to N .
The fact that f is shift-invariant and measure preserving implies
Indeed, since f is shift-invariant, random walk from z 'finishes' in X ∈ Σ if and only if its subwalk after the first step finishes in X, and so we have
Since we are demanding that f is measure preserving, our assertion follows.
This means in particular that the measures ν z are pairwise equivalent when G is connected: if ν z (X) > 0 for some set X ∈ Σ, then ν y (X) > 0 for any neighbour y of z.
Let s be a sharp harmonic function. We say that N is faithful to s, if there is X ∈ Σ such that µ z (1 s △f −1 (X)) = 0 for every z ∈ V , where △ denotes symmetric difference. Note that such a set X is unique up to modification by a null-set of ν.
For every measurable subset X of N , the function s = s X defined by z → ν z (X) is harmonic and sharp by Lemma 3.1. We claim that
To see this, set Φ := f −1 (X)△1 s , and recall that both f −1 (X) and 1 s are µ-measurable events in path space, hence so is Φ. Now note that
, where we used the fact that µ z (1 s ∪ 0 s ) = 1 as s is sharp. It is easy to see that both these summands equal 0 using the definition of s, the Markov property of random walk, and the fact that f is measure preserving.
Note that if N is faithful to every sharp harmonic function, then combined with (8) this means that, up to perterbutions by null-sets, the correspondence between measurable subsets of N and sharp harmonic functions is one-to-one. Combined with Theorem 1.2, this observation yields
is a realisation of the Poisson boundary of G, then there is a bijection σ from the set of equivalence classes of Σ (where two elements are equivalent if they differ by a null-set) to the set of sharp harmonic functions
) for every X ∈ Σ. Thus any two realisations of the Poisson boundary of G are cryptomorphic.
Proof of the Poisson boundary criterion
We start by proving the easier direction of Theorem 1.2, namely that if N is a realisation of the Poisson boundary then it is faithful to every sharp harmonic function s. For this, given s letŝ ∈ L ∞ (N ) be such that s(z) = Nŝ (η)dν z (η) for every z.
We claim thatŝ equals 0 or 1 almost everywhere on N . Indeed, since f is measure preserving, it suffices to prove that µ(f −1 (X) ∪ f −1 (Y )) = 1, where X := {η |ŝ(η) = 1} and Y := {η |ŝ(η) = 0}. For ǫ ∈ (0, 1), let
. By Lemma 3.1 s ǫ is harmonic and sharp. Now note that if s ǫ (W n ) converges to 1 for some walk W n , then s(W n ) does not converge to 0 or 1. But as s is sharp, this occurs with probability 0 for our random walk. Since s ǫ is sharp, this implies that s ǫ (W n ) converges to 0 for almost every random walk W n . But now Levy's zero-one law (4) implies that µ z (f −1 (X ǫ )) = 0 for every z. Since this holds for every ǫ, our claim follows.
Asŝ equals 0 or 1 almost everywhere on N , we have s(z) = ν z (X) by the choice ofŝ and X. Thus (8) yields µ z (1 s △f −1 (X)) = 0, which means that N is faithful to s as desired.
Splitting N according to the values of h
In this section collect some lemmas that will be useful in the proof of the other direction of Theorem 1.2. The reader may choose to skip to Section 4.2 at this point and come back later.
We denote the set of bounded harmonic functions of G by BH(G).
) is harmonic and sharp.
Proof. To begin with, it is easy to check that the event {lim n h(Z n ) ∈ [a, b)} is measurable. The assertion now follows from Lemma 3.1.
be an M -boundary that is faithful to every sharp harmonic function, and let h ∈ BH(G). Recall that for every measurable X ⊆ N , there is a sharp function s X such that f −1 (X) = 1 sX △Φ where Φ is a null-set in path space (8) . 
be an M -boundary that is faithful to every sharp harmonic function, and let h ∈ BH(G). Let a 0 < a 1 < . . . a k < a k+1 ∈ R be points such that the range of h is contained in
. By our definitions, we have
where s(·) := ν · (X). Now recall that h [ai,ai+1) is a probability, namely of the event that random walk W ′m from (the random vertex) W n will have its h values converge to [a i , a i+1 ). Now note that the distribution of W ′m is the same as that of the continuation of W n after the nth step. This means that h [ai,ai+1) (W n ) equals the probability that W n itself displays this behaviour. Applying Levy's zero-one law (4) to the latter probability, we can thus deduce that the last expression above equals
Plugging this into the above sum, we obtain
The latter sum however equals µ z (1 s ) since, by the bounded martingale convergence theorem, with probability 1 exactly one of the events (8) and the fact that f is measure preserving.
Main proof of Theorem 1.2
We proceed with the proof of the backward direction of Theorem 1.2, that if N is faithful to every sharp harmonic function then it is a realisation of the Poisson boundary.
Let us start with the easier assertion we have to prove, namely that for everŷ
It is immediate from its definition that the range of f is contained in the range ofĥ, and so f is bounded. The fact that f is harmonic follows easily from (7).
Next, we prove that for every h ∈ BH(G) there isĥ : N → [0, 1] such that for every z ∈ V we have h(z) = Nĥ (η)dν z (η), which is the core of Theorem 1.2. Assume without loss of generality that the range of h is the interval [0, 1].
Recall that for every 0 < a < b < 1 and any measurable X ⊆ N , we can define the measurable set X ↾ [a,b) (Definition 4.2). Using this we can, for every z ∈ V , and any measurable X ⊆ N , induce a measure ν 
It is straightforward to check that H z is a measure on N . Easily, H z is uniformly continuous to ν z . Thus we can let
be the corresponding Radon-Nikodym derivative. The range of R z is contained (up to a null-set) in the closure of the range of h. Thus R z ∈ L ∞ (N ). Recall that we would like to findĥ : N → [0, 1] such that for every z ∈ V we have h(z) = Nĥ (η)dν z (η). Thus it suffices to prove the following two claims.
This allows us to defineĥ :
To prove Claim 1, suppose to the contrary that there is X ⊆ N of positive measure such that R z (η) > R o (η) + ǫ for some ǫ > 0 and every η ∈ X. By Lemma 4.3, we can decompose N into a union 0≤i≤k N ↾ [ai,ai+1) of measurable subsets, with a 0 = 0 and a k+1 = 1, where we are free to choose the a i as we wish. So let us choose them in such a way that a i+1 − a i < ǫ for every i. Now note that, by the definition of H z , we have
) of positive measure, we also have
) . But as this holds for every z, and a i+1 − a i < ǫ, this means that |R z (η) − R o (η)| < ǫ for almost every η ∈ N , contradicting the existence of X as defined above. This proves Claim 1.
To prove Claim 2, we have to show that h(z) For this, call a number a ∈ R h-singular, if µ o (lim n h(Z n ) = a) > 0. Let I be the family of intervals contained in [0, 1] the endpoints of which are not hsingular. Since there are at most countably many h-singular points, I is clearly a basis of [0, 1] .
To see that for every da ∈ I we have lim µ
where we used (9) , and note that µ z ({lim f (W n ) ∈ da}) ≤ lim inf n µ n z (da) because, as the endpoints of da are not h-singular, subject to {lim f (W n ) ∈ da} our random walk almost surely visits da = {b ∈ B n | h(b) ∈ da} for almost every n. We claim that, conversely, ν It remains to check thatĥ is unique up to modification on a null-set. If this is not the case, then there is another candidateĥ ′ such that, for every z ∈ V , we have
Define the functionk(η) :=ĥ(η) −ĥ ′ (η) on N , and note that k(z) := Nk (η)dν z (η) = 0 for every z. Now ifĥ does not coincide withĥ ′ ν-almost everywhere, there is some ǫ > 0 such that the measurable set X := {η ∈ N |k(η) > ǫ} is not a null-set. Let s X (z) := ν z (X) = µ z (f −1 (X)), which is a sharp harmonic function by Lemma 3.1. Thus, by Corollary 3.3, there is x ∈ V with s X (x) = ν x (X) > 1 − ǫ ′ for any ǫ ′ > 0 we choose. But this means that k(x) > ǫ(1 − ǫ ′ ) − ǫ infk by the choice of X. Choosing ǫ ′ large enough compared to ǫ infk, we obtain a contradiction to k = 0 that completes the proof.
Construction of the tiling
In this section we show how any plane transient graph can be associated with a tiling of the cylinder K := R/Z × [0, 1] with squares, or rectangles if the edges of G have various resistances. Our construction follows the lines of [4] , but we will be pointing out many properties of this tiling that we will need later. Thus this section could be useful to the reader already acquainted with [4] .
The Random Walk flow
Fix a vertex o ∈ V and for every vertex v ∈ V let h(v) be the probability p v (o) that random walk from v will ever reach o. Thus h(o) = 1. We will use h(v) as the 'height' coordinate of v in the construction of the square tiling in the next section.
Recall that the Green function G(x, y) is defined as the expected number of visits to y by random walk from x. Let
where as usual π x := y∈N (x) c(xy).
We claim that
Indeed this is a consequence of the reversibility of our random walk: it is well-known, and not hard to prove (see [26, 
It is no loss of generality to assume that the constant
appearing in the definition of h ′ equals 1: multiplying the conductances c by a constant does not affect the behaviour of our random walk, and hence G(o, o), and so we can achieve π o = G(o, o) by multiplying with the appropriate constant. Thus, from now on we can assume that
A directed edge − → xy of G is an ordered pair (x, y) of vertices such that {x, y} is an edge of G. Define the random walk flow to be the function w( e) on the set of directed edges e of G equaling the expected net number of traversals of e by random walk from o:
Since our random walk is transient, w( e) is always finite. Note that, by (12) and (1), we have
In electrical network terminology, (13) says that the pair h, w satisfies Ohm's law. Thus w is 'antisymmetric', i.e. w( − → xy) = −w( − → yx). Moreover, w is a flow from o to infinity, by which we mean that it satisfies the following conservation condition, known as Kirchhoff's node law, at every vertex x other than o:
where N (x) is the set of neighbours of x. This is equivalent to saying that h is harmonic at every vertex except o.
The following fact can be found in [26, Exercise 2.87].
Lemma 5.1. For almost every random walk (Z n ), we have lim n h(Z n ) = 0.
Note that up to now we did not use the planarity of G, so all above statements hold for an arbitrarily transient graph.
The dual graph G *
Let G = (V, E) be a planar graph, and fix a proper embedding of G into the plane R 2 . Our graph can now be considered as a plane graph, in other words, V is now a subset of R 2 and E a set of arcs in R 2 each joining two points in V . It is a standard fact that one can associate with G a further plane graph G * = (V * , E * ), called the (geometric) dual of G, having the following properties:
(i) Every face of G contains precisely one vertex of G * and vice versa;
(ii) There is a bijection e → e * from E to E * such that e ∩ G * = e * ∩ G consists of precisely one point, namely a point at which the edges e, e * meet.
Note that if G * is a geometric dual of G then G is a geometric dual of G * , but we will not need this fact. For example, the geometric dual of a hexagonal lattice is a triangular lattice with 6 triangles meeting at every vertex. See [9] for more details on dual graphs.
The orientability of the plane allows us to extend the bijection e → e * to a bijection between the directed edges of G and G * in such a way that if C is a directed cycle of G and E(C) its set of directed edges, then { e * | e ∈ E(C)} is a directed cut , that is, it coincides with the set of edges from a subset A of V to V \A, directed from the endvertex in A to the endvertex in V \A (where A is the set of vertices of G * cointained in one side of C).
The Tiling
Given a plane, transient, and uniquely absorbing graph G, we now construct a tiling of the cylinder K := R/Z × [0, 1] by associating to each edge of N a rectangle R e ⊆ K, with sides parallel to the boundary of K.
In order to specify R e we will use four real coordinates, corresponding to the endvertices x, y of e in G and the endvertices x ′ , y ′ of e * in the dual G * : two of these coordinates will be the values h(x), h(y), where h is the function from Section 5.1 defined by means of the random walk flow; these values will be used as 'height' coordinates. We now specify a 'width' function w on the vertices of G * to be used for the other coordinates.
Fix an arbitrary vertex ζ of G * and set w(ζ) = 0. For every other vertex z ∈ V (G * ), pick a z-ζ path P z = z 0 z 1 . . . z k , where z 0 = z and z k = ζ, and let w(z) = i<k w( −−−→ z i z i+1 * ) mod 1, where −−−→ z i z i+1 * denotes the directed edge e of G such that e * = −−−→ z i z i+1 (recall the remark on orientability at the end of the previous section).
This value w(z) does not depend on the choice of P z , but only on the endpoint z; this fact is a consequence of a well-known duality between Kirchhoff's node law on a plane network G and Kirchhoff's cycle law on its dual G * .
To be more precise, if C = − → e 1 − → e 2 . . . − → e k is a directed cycle in G * such that the set of vertices U of G contained in one of the sides of C is finite, then w( − → e i ) = x∈U w * (x). Using this, and the fact that G is uniquely absorbing, it is not hard to check that the latter sum equals a multiple kη of the total flow η := w
Having defined w : V (G * ) → R/Z, we can now specify the rectangle R e corresponding to an edge e as above in our tiling: R e is one of the two rectangles in K bounded between the horizontal lines h = h(x) and h = h(y) and the perpendicular lines w(x ′ ) and w(y ′ ). To decide which of the two, orient e from its endvertex of lower h value into the one with higher value, recall that this induces an orientation of e * , and choose that rectangle in which the w values increase as we move from the initial vertex of e * to the terminal vertex inside the rectangle.
This completes the definition of the tiling, which from now on we denote by T = T G,o . Formally, T can be defined as a function on E mapping each e to a rectangle R e ⊂ K, but it will be more convenient in the sequel to assume T to be a function on G, seen as a metric space (recall the discussion in Section 2), mapping any interior point p of an edge e to the maximal horizontal interval at height h(p) contained R e , and any vertex x to the maximal horizontal interval at height h(p) contained in x∈e R e .
Note that T (G) does not meet the base C := R/Z × {0} of our cylinder K. It is the main aim of this paper to show that C, to be thought of as the boundary of K, is a realisation of the Poisson boundary of G.
Let us point out some further properties of our tiling T . By (13), the aspect ratio of R e equals the conductance of e:
w(e) dh(e) = c(e).
In particular, if c is identically 1 then we obtain a square tiling. Let E(x) be the set of directed edges emanating from vertex x. Let E + (x) ⊆ E(x) be the set of directed edges − → xy with h(y) ≥ h(x) and E − (x) be the set of directed edges − → xy with h(y) < h(x). Note that the random walk flow flows into x along the edges in E + (x) and out of x along the edges in E − (x). For a vertex x, define w(x) to be the width of its image in T ; that is, w(x) := e∈E − (x) w( e) = e∈E + (x) w( e) = 1/2 e∈E(x) |w( e)| (w(x) should not be confused with w * (x)). By the definitions, we have w(x) = E [net # of particles ariving to x from above].
The energy of a function u : V → R is defined by
Proof. If there are infinitely many x i with w(x i ) ≥ ǫ > 0, then each of them is incident with an edge e i with w(e i ) > ǫ/D where D is the maximal degree. But each such edge contributes more than (ǫ/D) 2 to E(h), contradicting the fact that the latter is finite.
We formulated Theorem 1.1 for graphs of bounded degree only, but most of our proof applies to all graphs satisfying the weaker condition (17), the only exception being the part on convergence to the boundary (Section 6.3).
Probabilistic interpretations of the geography of the tiling cylinder
Our next observation is that if we modify our graph by subdividing some edge e into two edges the total resistance of which equals the resistance 1/c(e) of e, then the tiling remains practically unchanged. Note that in our metric space model of G introduced in Section 2, such an operation is tantamount to declaring some interior point x of the arc e to be a vertex while leaving the metric unnchanged.
Lemma 6.1. Let G be a transient plane graph and x be an interior point of an edge e of G, and let G ′ be the plane graph obtained from G by declaring x to be a vertex. Then T o (G ′ ) can be obtained from T G by cutting the rectangle R e into two rectangles along the horizontal line h(x).
Proof. Observe that the functions h and w of Section 5.1 remain unchanged at every old vertex or edge. This can be checked directly, or by using the fact that our random walk can be obtained as the sequence of distinct vertices visited by brownian motion on G, defining h(x) to be the probability that brownian motion from any point x of N will ever reach o, noticing that this definition of h coincides with that of Section 5.1 on V , and observing that brownian motion cannot tell the diference between G and G ′ . The assertion now is an immediate consequence of the construction of the tilings.
Another way of stating Lemma 6.1 is that if we consider our tiling T to be a function on G as described above, then declaring interior edge points to be vertices does not change T .
Parallel circles
We are now going to consider a sequence (G n ) n∈N of subgraphs of G with nice properties using our tiling T of the cylinder K: let (l n ) n∈N , 0 < l n < 1, be a sequence of numbers monotonely converging to 0, define the parallel circle L n to be the set of points of K at height l n , and let G n be the subgraph mapped by T to the strip between the top of the cylinder K and L n ; in other words, G n is the subgraph spanned by the vertices x with h(x) ≥ l n . Similarly, for m < n ≤ ∞ define the strip G m n to be the subgraph of G (and G n ) spanned by the vertices x with l m ≥ h(x) ≥ l n , where we set
We may, and will, assume that each L n meets G at vertices only (thus
for if e is an edge dissected by L n , then we can, by Lemma 6.1, put a dummy vertex at the point x in the interior of e with h(x) = l n . Let B n be the preimage of L n , i.e. the set of (possibly dummy) vertices b with h(b) = l n . We claim that random walk from o visits every B n almost surely.
Indeed, by Lemma 5.1 the heights of the vertices visited by random walk almost surely converge to 0; in other words, random walk converges to the base of K.
Thus it almost surely visits every parallel circle L n . Note that (18) is trivially true if each G n is a finite graph, which is the case for a large class of planar graphs G but not always. The advantage of our assumtion that each L n meets G at vertices only can be seen in the following lemma. Denote by µ This important observation does not presuppose G to be planar; in the planar case we can visualise w as width with respect to T , but w is well-defined, and Lemma 6.2 true, for any transient graph. Note that Lemma 6.2 is a reformulation of Observation 1.4 when considering the brownian motion mentioned in Section 2; the advantage of that formulation is that it is not affected by the dummy vertices we introduced above (recall the discussion in the proof of Lemma 6.1).
We will also show that w(b), b ∈ B n also coincides with the distribution of the last vertex of B n visited by random walk from o (and so the distribution of the first vertex of B n visited coincides with that of the last).
Before we prove all this, we need to introduce a further tool. If G is any finite (or recurrent) planar graph, then it is possible to construct a tiling as we did in the infinite case, except that we now have to stop the random walk at some point because if we do not, then h(v) (the probability to reach o from v) will be 1 for every v, yielding a trivial tiling. One possibility is to stop our random walk upon its first visit to a fixed vertex o ′ ; this is in fact what Brooks et. al. did when they first introduced square tilings [4, 5] .
We will follow a slightly different approach: we will construct a tiling T Gn corresponding to G n by starting our random walk at o and stopping it upon its first visit to the set B n (recall that such a visit exists almost surely (18) ). For this, we repeat the construction of Section 5 except that we now define h n (v) to be the probability for random walk from v to reach o before B n . Note that now we can reformulate (12) as h n (v) = 1 πv E [# of visits to v by random walk from o stopped at B n ]. The rest of the construction of the tiling remains the same. Note that we now have h n (v) = 0 for every v ∈ B n ; in fact this tiling T Gn can be obtained from our tiling T G of G by linearly stretching the part of T G bounded between the lines h = l 0 and h = l n to bring the latter line to height zero: Lemma 6.3. T Gn can be obtained from T G by the following transformation: if T G maps a point p of G n to the interval I p × {h(p)}, then T Gn maps p to the interval
Note that the formula h n (v) = f (v) is trivially correct for v ∈ B n ∪{o}, and that both h and h n are harmonic on the rest of G n . Moreover, f is harmonic since h is, because the former is a linear transformation of the latter. Recall that random walk from o visits B n almost surely (18) . Thus, since the values of a harmonic function are uniquely determined by its boundary values (recall (3) and the remark after it), h n must coincide with f everywhere.
Recall that w is uniquely determined by h (13). Thus the width of each vertex is the same in the two tilings, and as we are using the same embedding in both cases, the position of the interval corresponding to any vertex is also the same. Lemma 6.3 easily implies Lemma 6.2: recall that w(b) equals the net number of particles ariving to v from above by (16) . But in the killed random walk we used in the construction of T Gn , this number coincides with the exit probability µ For m ∈ N and a walk W from o, we define an m-subwalk of W to be a maximal subwalk of W that has no interior vertex in B m . Note that W is the concatenation of all its m-subwalks. The first of them is called the initial msubwalk, and if there is a last one it is called the final m-subwalk; all others are interior m-subwalks, and start and end in B m but do not visit B m in between.
Recall that w( e) was defined as the expected net number of traversals of e by random walk from o. Let w m ( e) be the contribution to w by the initial and final m-subwalks of random walk from o, i.e. we let W be a random walk from o and let w m ( e) be the expected net number of times that the initial m-subwalk of W goes through e plus the expected net number of times that the final m-subwalk of W goes through e. We define w m n ( e) similarly for n > m, except that W is stopped upon its first visit to B n . Lemma 6.4. w( e) = w m ( e) = w m n ( e) for every e ∈ E(G). Proof. By the definitions, an equivalent statement is that for every directed edge e, the interior m-subwalks of random walk from o traverse e in each direction equally often in expectation, where random walk is stopped upon its first visit to B n when considering the second equation.
To prove that these traversals indeed cancel out, let Q be a walk that starts and ends in B m and does not visit B m in between, in other words, a candidate for an interior m-subwalk of our random walk; for the proof of w = W m n we also demand Q to avoid B n here. Let a, z ∈ B m be the endvertices of Q. Let p az denote the probability that random walk from a will coincide with Q up to its first re-visit to B m , and conversely, let p za denote the probability that random walk from z will coincide with the inverse Q − of Q up to its first re-visit to B m . It is well-known, and straightforward to prove using (1) , that π(a)p az = π(z)p za . Now recall that h(a) = G(o, a)/π(a) by (12), and similarly h(z) = G(o, z)/π(z), where G(o, a) denotes the expected number of visits to a. Since a, z ∈ B m , we have h(a) = h(z). Now note that the expected number of times that an msubwalk of our random walk coincides with Q equals G(o, a)p az by linearity of expectation and the Markov property. Similarly, the expected number of times that an m-subwalk of our random walk coincides with Q − is G(o, z)p za . Putting all this together we have
Thus, the contribution of the pair of walks Q, Q − to w( e) is zero, for even if they contain the edge e, their contributions cancel out in expectation. Since all walks that are candidates for an interior m-subwalk of our random walk can be organised in such pairs, their overall contribution to w( e) is zero as claimed.
This implies the following assertion, which complements Lemma 6.2. (The reader might be upset at this point for our use of the letter m here and the letter n in Lemma 6.2, but will be grateful for this when reading Section 7.) Proof. The difference between the distributions of the first and last visits to B m is determined by the behaviour of the interior m-subwalks of random walk from o. But by Lemma 6.4 the influences of these m-subwalks cancel out, and so Lemma 6.2 implies our claim. For the second sentence we use Lemma 6.3.
Meridians
Having studied the nice probabilistic behaviour of parallel circles, we now turn our attention to meridians, i.e. lines in K with a constant width coordinate. We will prove an assertion which is, in a sense, dual to Lemma 6.4: for every meridian M , the expected number of particles crossing M from left to right equals the expected number of particles crossing M from right to left.
Some care needs to be taken before we can make such an assertion, since if our random walk is currently at a vertex x the span T (x) of which (recall that T (x) is a horizontal interval in K) is dissected by M , then we cannot say whether the particle is on the right or left of M . To amend this, we assume that at each step n of our random walk, an additional random experiment is made to choose a random point P n in the span T (Z n ) of the current position Z n uniformly among all points in T (Z n ), and all these experiments are independent from each other and Z i , i < n, and we think of P n as the position of our random walk at step n. With this assumption in mind, we can now state the following Lemma 6.6. For every vertex x and every meridian M meeting T (x), the expected number of particles crossing M from left to right at x equals the expected number of particles crossing M from right to left at x.
Proof. To begin with, suppose for simplicity that M does not dissect any square R e ⊂ K associated to an edge e incident with x. Thus locally the position of M is like in the left of Figure 2 . By the construction of T , this implies that for the two vertices r, s of G * lying in the faces of G separating the edges mapped to the left of M from those mapped to its right we have w(r) = w(s) = w(M ), where w(M ) denotes the common width coordinate of the points in M (Figure 2 right). Now let P be the r-s path in G * comprising the set of edges E r incident with x on the 'left' of M . Recall that the values w(r), w(s) where specified by choosing arbitrary paths P r , P s from r, s respectively to the reference vertex ζ of G * , and adding the w( e) values along such a path. Now note that we can obtain a candidate for P r by prefixing P s by P . But since w(r) = w(s), this implies that e∈P w( e) = 0. The definition of the random walk flow w now implies that the net flow into x along edges in E r is zero. Likewise, the net flow into x along the 'right' edges E l is zero. Our claim that the expected number of particles crossing M from left to right at x equals the expected number of particles crossing M from right to left now follows from Kirchhoff's node law (14) and the Sand-bucket Lemma below (brown sand corresponds to particles coming to x from the left; shovel them to B if they leave x from the right).
It is straightforward to adapt this argument to the general case where M does dissect some square R e ; we leave the details to the reader. Lemma 6.7 (Sand-bucket Lemma). Alice has two (not necessarily equally full) buckets of sand A and B, where A contains only brown sand and B only white sand. If she puts one shovelful from A to B, mixes arbitrarily, then puts back one shovelful from B to A, then the amount (measured by volume) of white sand in A equal the amount of brown sand in B.
Convergence of random walk to the boundary
In this section we provide a proof of the almost sure convergence of the image of the trajectory or random walk under T to the boundary C of K which is maybe simpler than the proof of [4] . This proof is the only occasion in this paper where the bounded degree condition cannot be replaced by the weaker (17) . Let D := max x∈V d(x) be the highest degree in G.
To begin with, recall that the image of our random walk converges to the boundary C of K by Lemma 5.1 (we do not need the bounded degree condition for this). So it just remains to show that the width coordinates converge too.
For this, let X be an interval of C, and let M L , M R be the two meridians corresponding to the endpoints of X. Let L be the set of vertices x such that M L intersects T (x), and define R similarly. Note that unless M L , M R happen to meet some vertex at an endpoint of its span -a possibility we can exclude since there are countably many such meridians-L, R are the vertex sets of two 1-way infinite paths of G.
We claim that the expected number of times that our random walk alternates between L and R is finite. This implies that almost surely the number of such alternations is finite, and as this holds for every X, convergence to the boundary follows.
It is not hard to see that the expected number of times that random walk from o goes from L to R equals x∈L G(o, x) y∈L p xy , where as usual G(o, x) denotes the expected number of visits to x, and p xy denotes the probability that random walk from x exits L ∪ R at a given vertex y ∈ R. Thus, we can write the above claim as follows:
We are going to prove this exploiting the relations between random walks and electrical networks.
Recall that G(o, x) = h(x)π x (12), and so the above sum equals x∈L,y∈L h(x)π x p xy . The quantity π x p xy was shown in [15] to equal the 'effective conductance' C xy between x and y when the network is finite. Effective conductance is closely related to energy (recall the physical formula E = I 2 R = I 2 /C), and we are going to exploit this fact using an argument similar to the proof of Lemma 5.2. We cannot directly apply the results of [15] as the graph is infinite in our case, however, there is an easy way around this: we can consider an increasing sequence of finite subgraphs H 1 ⊆ H 2 ⊆ . . . ⊆ G such that H n = G, apply the results of [15] to H n and take a limit.
To make this more precise, let p n xy be the probability that random walk on H n from a vertex x ∈ L ∩ H n exits (L ∪ R) ∩ H n at y ∈ R ∩ H n , and let C n xy := π x p n xy . It is a well known property of electrical networks, called Reyleigh's monotonicity law, that C n xy is monotone increasing with n [26] . Thus lim p n xy = lim C n xy /π x exists. It is now not hard to prove that p xy ≤ lim p n xy using coupling and elementary probabilistic arguments. Thus, to prove (19) it suffices to find a uniform upper bound for n := x∈L,y∈L C n xy (where we used the fact that h is bounded). It is shown in [15] that the above sum n equals the energy E n of the harmonic function (or the electric current) on H n with boundary conditions 1 at L ∩ H n and 0 at R ∩ H n . Thus, all we need to do is to prove that the E n are bounded.
To achieve this, we will invoke the following well known fact: on a finite network, the harmonic function with given boundary conditions minimises energy among all function satisfying the boundary conditions. This means that it suffices in our case to find arbitrary functions v n with boundary conditions 1 at L ∩ H n and 0 at R ∩ H n and uniformly bounded energies E(v n ). We will do so by defining a single function v : V → R with finite energy E(v) equaling 1 on L and 0 on R, and letting v n be its restriction to H n . Since E(v n ) ≤ E(v), the E(v n ) will indeed be bounded. To define this v, let v(x) = 1 if x ∈ L, let v(x) = o if x ∈ R, and let v(x) be any value in T (x) otherwise, where we think of T (x) as an interval of R/Z by projecting it to the base of K. To check that E(v) < ∞, we will compare E(v) with the energy E(h) of the height function h we used in the construction of the tiling. Recall that E(h) equals the area of K, which is finite. Now consider an edge e = wz, set a := |v(w) − v(z)| and recall that the contribution of e to E(v) is (v(w) − v(z)) 2 = a 2 . Note that as e joins w to z, the construction of the tiling implies that T (w), T (z) meet when projected vertically. Combined with our choice of v, this implies that at least one of T (w), T (z) has length at least a/2; assume without loss of generality this is T (z). Now since d(z) is bounded by D, there is at least one edge f = f (e) incident with z such that the corresponding square R f in the tiling has side length at least a/2D. This means that the area of R f is at least a 2 /(2D) 2 , which is a constant times the contribution a 2 of e to E(v). Now note that each edge f of G can be considered as f (e) for a bounded number of edges e, namely those sharing an endvertex with f . This easily implies that E(v) is bounded by a constant times E(h), and so E(v) is finite since E(h) is. This proves our claim that the expected number of times that our random walk alternates between L and R is finite. Applying this to a countable family of pairs L i , R i such that the corresponding intervals generate the topology of C, and combinining this with the almost sure convergence of h along a random walk trajectory, immediately yields Theorem 6.8. For random walk Z n on G, the intervals T (Z n ) almost surely converge to a point in C.
This allows us to view C as a G-boundary as defined in Section 3: define f : W → C as follows. For a walk W on G such that T (W n ) converges to a point p ∈ C, we let f (W ) = p; otherwise we let f (W ) be a fixed arbitrary point of C (such walks form a null-set, so it does not really matter). It is easy to check that f is measurable and shift-invariant. Naturally, we define the measures ν z on C by ν z (X) := µ z (f −1 (X)), making sure that f is measure preserving. Combining Theorem 6.8 with Lemma 6.2, it is an easy exercise to deduce the following fact, already proved in [4] , that will be useful later Corollary 6.9. ν o is equal to Lebesgue measure on C.
Faithfulness of the boundary to the sharp harmonic functions
In this section we prove that the boundary C of the tiling constructed above is faithful to every sharp harmonic function, which we plug into Theorem 1.2 to complete the proof that C is a realisation of our planar graph G(Theorem 1.1).
Let s be such a function, fixed throughout this section.
Some basic random walk lemmas
We first collect some basic general lemmas on random walks that will be useful later. The results of this section hold for general Markov chains, but we will only formulate them for random walk. Let A be a tail event of our random walk, i.e. an event not depending on the first n steps for every n. (The only kind of event we will later consider is the event 1
s that s(Z n ) converges to 1, where s is our fixed sharp harmonic function.)
For r ∈ (0, 1/2], let
Note that A r ∩ Z r = ∅ for every such r. By Corollary 3.2, if we let A := X then we have A r = {v ∈ V | s(v) > 1 − r} and Z r = {v ∈ V | s(v) < r}.
Lemma 7.1. For every ǫ, δ ∈ (0, 1/2], and every v ∈ A ǫ , we have
Proof. Start a random walk (Z n ) at v, and consider a stopping time τ at the first visit to V \A δ . If τ is finite, let z = Z τ . Since z ∈ A δ , we have P [X c z ] ≥ δ by the definition of A δ . Thus, subject to visiting V \A δ , the event A fails with probability at least δ since it is a tail event. But A fails with probability less than ǫ because v ∈ A ǫ , and so
The second assertion follows by the same arguments applied to the complement of A.
Corollary 7.2. If random walk from v ∈ A ǫ (respectively, v ∈ Z ǫ ) visits a set W ⊂ V with probability at least κ, then there is a v-W path all vertices of which lie in A ǫ/κ (resp. Z ǫ/κ ).
Proof. Apply Lemma 7.1 with δ = ǫ/κ. Lemma 7.3. For every r ∈ (0, 1/2), the probability that random walk alternates k times between A r and Z r is less than (2r) k .
Proof. Applying Lemma 7.1 for ǫ = r and δ = 1/2, we deduce that for every v ∈ A r , P v visit V \A 1/2 < 2r. Since r < 1/2 we have Z r ⊆ V \A 1/2 , and so
Using this, and the Markov property of random walk, we can prove by induction that the probability for random walk from any vertex to alternate k times between A r and Z r is less than (2r) k as claimed.
Lemma 7.4. Let x, y ∈ B m and ǫ, δ ≤ 1/2. There is no x-y path in A δ ∩G−G m separating a vertex z ∈ B m ∩ Z ǫ from C.
Proof. If there is such a path, then random walk from z in G − G m would have to visit it with probability 1. But by the Markov property of Z n , this would imply that z ∈ A δ , contradicting z ∈ Z ǫ since A δ ∩ Z ǫ = ∅.
The main lemma
Let s be a sharp harmonic function of G. For every n ∈ N , we let
The following lemma is the main ingredient of the proof that C is a realisation of the Poisson boundary. Let F n denote the projection of T (F n ) to the base C of K. Proof. Suppose to the contrary there is λ > 0 such that for arbitrarily large m there is an arbitrarily large n > m with w(F n △F m ) > 2λ.
Since s is sharp, the weak convergence of (5) -and the remark after iteasily implies that there are sequences (ǫ n ) n∈N ,(ζ n ) n∈N such that lim ǫ i = 0, lim ζ i = 0 and, defining X i by
we have w(F i △X i ) < ζ i . Note that X i = F i ∩ A ǫi by Corollary 3.2, where A r is defined as in the previous section for A := 1 s . We may assume that both (ǫ n ) n∈N ,(ζ n ) n∈N are decreasing. Fix such sequences, and define Y i similarly to X i by Y i := {b ∈ B i | s(b) < ǫ i }. Assume that ǫ 1 < 1/2, to ensure that X i , Y i are always disjoint and that X i ⊆ F i and Y i ⊆ F ′ i . We may also assume that
, which exists by (5) and (3) . Note that
Given λ as above, we can choose m ∈ N large enough that ǫ m , ζ m are very small compared to λ. We will later be able to specify how much smaller we want them to be. In order to avoid tedious delta-epsilontics, we introduce the notation Ψ ≃ Ω, where Ψ, Ω are functions of m, or quantities bounded by functions of m, to express the assertion that |Ψ − Ω| is bounded from above by a function of m that converges to 0 as m goes to infinity. Similarly, the notation Ψ Ω means that Ω − Ψ is bounded from above by such a function if it is positive. We will use this notation as a means of simplification, the point being that when we introduce an error that can be bounded by some function of ǫ m , ζ m , we do not have to write down that function explicitely to know that the error is small, if we know that we can make the error as small as we wish by choosing m accordingly large.
Note that ǫ m , ζ m ≃ 0 by their definition. This implies, for example, that ǫ m /λ ≃ 0 since λ is fixed, an observation we will use later. As another example, we have µ It thus follows from our assumption w(X n △X m ) ≃ w(F n △F m ) > 2λ and (22) that the proportion of the m → n projection of T (X m ) which is not in T (X n ) is λ; to make this more precise, we denote by x ↓ n , where x is an element or a subset of X m , the set of vertices y ∈ B n such that T (y) and T (x) meet when vertically projected to C. Then we have w(X m ) − y∈Xm↓n w(y) λ, where we used the fact that vertex widths converge to 0 as we move down the tiling (17) .
We will now use Lemma 7.1 to show that for most vertices b ∈ B m there is a b-B n path in G m n along which the values of s are close to s(b). To make this more precise, define A r , Z r as in the previous section, putting A = 1 s . Then Lemma 7.1 and the Markov property implies that, for any δ < 1/2,
Now let δ = λ, and call a X m -B n path in G 
Indeed, recall that, by Lemma 6.5, w coincides with the distribution of the last visit of our random walk to B m . Now subject to this last visit being in W ′ m ∩ X m , random walk will visit V \A δ with probability 1 because random walk eventually reaches B n but there is no (W On the other hand, we have µ o {visit X m and then V \A δ } ≤ µ o {visit A ǫm and then V \A δ }, but the latter probability is bounded from above by ǫ m /δ by (24) . Putting the two inequalities together we obtain x∈W ′ m ∩Xm w(x) ≤ ǫ m /δ ≃ 0. Similarly, we can prove that x∈W ′ m ∩Ym w(x) ≃ 0. As
We are now going to partition B m into classes, called clusters, in such a way that every cluster is incident with a barrier, and vertices in the same cluster have similar s-values except for a subset of small width. For this, define first a pre-cluster to be either a maximal subset of X m \W Note that every pre-cluster of the first type is, by definition, incident with an A-barrier, and every pre-cluster of the second type is incident with a Z-barrier.
Next, we associate each vertex in W ′ m (these are precisely the vertices not belonging to any pre-cluster) to the first pre-cluster to their 'left' along L m , and define a quasi-cluster to be the union of a pre-cluster with the set of vertices associated with it. Note that each quasi-cluster is incident with at least one Abarrier or Z-barrier, but not with both. This allows us to classify quasi-clusters into two types, called type A and type Z accordingly. Finally, we define a cluster to be the union of a maximal set of quasi-clusters that spans an interval of L m and is not incident with both an A-barrier and a Z-barrier.
Note that clusters can be still classified into types as above, as each cluster is incident with either an A-barrier or a Z-barrier. Let Ξ m denote the set of clusters of type A and Υ m the set of clusters of type Z. By construction, no two clusters of the same type are adjacent as intervals of L m .
A cluster of type A may in principle have more of its width in Y m than X m , but such clusters are rare when measured by w. For a typical cluster, its type agrees with the kind of most of its width:
Combined with (23) , this implies that the proportion of the m → n projection of the clusters of type A that is in Y n is at least λ, i.e.
and note that Ξ ′ m consists of those clusters of type A that have a relatively large contribution to (27) . We claim that Ξ ′ m is a relatively large set, namely,
1−λ/2 . For this, let P = w( Ξ m ↓ n ∩Y n ), and recall that P λ by (27) . Note that w(
P by the definition of Ξ ′ m . Since P λ, an easy calculation proves our claim w(Ξ ′ m )
Since the proportion of the m → n projection of the clusters of type A that is in Y n is at least λ (27), the results of Section 6.1 (Lemmas 6.5 and 6.2) imply that with positive probability our random walk has its last visit to B m in some cluster c of type A and then diverts to hit B n outside c ↓ n . Let us make this more precise. We say that random walk from o goes astray, if its final m-subwalk (this terminology was introduced in the proof of Lemma 6.3) starts at a cluster c and does not hit B n in c ↓ n . We claim that Conditioning random walk from o to have its last visit to B m in Ξ ′ m , it goes astray with probability λ/2.
To prove this, recall that the distribution of the last vertex on B m visited (which coincides with the first vertex of the final m-subwalk) coincides with w by Lemma 6.5, and that the hitting distribution to B n coincides with w (Lemma 6.2). Thus the definition of Ξ ′ m implies that if our claim (29) is wrong, then the probability that the final m-subwalk starts in Ξ ′ m and exits in Y m is not ≃ 0. This probability however is bounded from above by µ o {visit X m and then Y m }, which by (24) is at most ǫm 1/2 ≃ 0, which leads to a contradiction. This proves (29) .
The fact that random walk goes astray with positive probability combined with Lemma 7.1 implies the existence of certain L m -L n paths with vertices in A δ that our random walk can follow, which can be proved by arguments similar to those that we used above to prove the existence of barriers. To make this more precise, let Ξ 
w( Ξ
To see this, note that subject to going astray having started the final m-subwalk in Ξ ′ m \ Ξ ′′ m , our random walk visits V \A δ with probability 1, and so this happens with probability ≃ 0 by (24) .
Note that every such path P c is an A-barrier by definition. But what is special about it, is that it must cross one of the meridians of c, in fact the part of the meridian contained in the strip G m n , which part we denote by M c . A more carefull examination of the proof of the existence of P c shows that we can strengthen (29) to demand that random walk goes astray crossing M c .
Since
λ/2 by (28) and (30), we have just proved that the final m-subwalk of random walk from o crosses an M c as above with probability λ 2 /4. These crossings account for a flow of particles from one side of these meridians to the other. By Lemma 6.6, this flow has to be compensated for by other particles, crossing the meridian in the other direction. Such particles have to cross not only M c , but also P c by a topological argument; in particular, they have to visit A δ . To see that such particles do indeed have to cross P c , suppose for a moment that Figure 3 is not showing part of a cylinder, but part of a rectangular strip, i.e. we have cut the cylinder along a perpendicular line not visible in the figure. Let P be a path that starts in B m , finishes in B n , and crosses M c from left to right. For our purposes, it is enough to consider such a P whose width coordinates grow monotonely, for if a particle crosses M c in one direction and then back in the other direction then it has no compensating contribution to the aforementioned flow. Thus P starts on B m on the left of M c , and finishes on B n on the right of M c . But then P c separates the two endpoints of P , and so P has to cross P c . Now since we are on a cylinder rather than a strip, the words 'left,right' make less sense. However, for this argument it makes little difference; for example, we can consider a covering of the cylinder K by an infinite strip, lift P, M c and P c to the covering, and then apply the above argument.
Recall that only the initial and final m-subwalk can have a non-zero contribution to the expected number of traversals of an edge by Lemma 6.4, and so only the final m-subwalk can have a compensating contribution for the above flow since M c lies below L m . We can bound the probability with which the particle starts its final m-subwalk in Y m and displays this behaviour, i.e. crosses an M c and hence visits A δ , applying (24) with the roles of A and Z reversed: this probability is at most ǫ m /δ ≃ 0.
Note however, that although a particle visiting Y m crosses an M c with low probability, it might be that when it does so it crosses the M c of several clusters c, and so its expected contribution in compensating the above flow becomes considerable. But we can use Lemma 7.3 to bring this possibility under control as follows. Again, only the final m-subwalk is relevant. Now suppose that the final m-subwalk of random walk from o crosses the M c of several c ∈ Ξ ′′ m , say k of them. Then, as no two clusters of type A can be adjacent as intervals of L m , and as every cluster has a barrier of its own type, such a subwalk must, by a geometric argument, visit at least k A-barriers and k−1 Z-barriers alternatingly. Thus, such a subwalk alternates between A δ and Z δ k times. The probability of this event though can be bounded using Lemma 7.3: using an argument similar to the one we used to derive (24) from Lemma 7.1, we see that the expected number of alternating visits between A δ and Z δ is less than 2. Combining this fact with the above bound for the probability of even visiting a single A-barrier from Y m , and using the Markov property of random walk, we deduce that the expected number of A-barriers crossed by final m-subwalks starting in Y m , which equals the compensating contribution of Y m to the above flow, is ≃ 0. Now consider the case where the particle starts it final m-subwalk at x ∈ X m . If x happens to be in Ξ ′′ m , then it cannot cross the A-barrier of its own cluster c in a compensating manner, i.e. coming into the vertical strip under c from outside, unless it travels all the way around the cylinder. In any case, in order for such a subwalk to have a compensating contribution, it has to cross the A-barrier of some other cluster z ∈ Ξ ′′ m . But then it would have to visit the Z-barriers of all the cluster of type Z lying between c and z, and there is at least one such cluster by construction. Using the same arguments as in the previous case, we deduce that the expected compensating contribution of X m to the above flow is also less than ≃ 0.
Finally, random walk starts its final m-subwalk in W m with probabilty ≃ 0, and again its compensating contribution is ≃ 0 too by similar arguments.
This proves that our alleged flow crossing the M c cannot be compensated for in accordance with Lemma 6.6, yielding a contradiction that completes our proof.
Note that we can replace F m , F n with X m , X n , defined as above (20) , in the assertion of Lemma 7.5 because w(F i △X i ) < ζ i and lim ζ i = 0, which means that lim w(F i △X i ) = 0.
An (m, n)-impurity is a vertex in F n that has an m-predecessor in F (32)
Faithfulness
Using (32) we can now show that C is faithful to S.
Lemma 7.6. For every sharp harmonic function s there is a measurable subset X of C such that µ o (1 s o △f −1 (X)) = 0.
Proof. Let ǫ i = 2 −i and apply Lemma 7.5, or (32) , to obtain a sequence (n ǫi ) i∈N such that for every m, n ≥ n ǫi we have w(M m n ) < 2 −i . Since our choice of the levels l n was arbitrary, we may assume without loss of generality that n ǫi = i, and we will make this assumption to avoid subscripts in our notation. Our choice of (ǫ i ) has the effect that m := n>m w(M m n ) < ∞ for every m, and lim m m = 0. In other words, we have lim m µ o ({exit some n > m at an (n − 1, n)-impurity}) = 0.
Recall the dedinition of F i from the previous section, and let F i denote the projection of T (F i ) to the base C of K. Let X be the set of points eventually in F i , i.e.
X := {x ∈ C | there is k such that x ∈ F i for every i > k}, and difine Y similarly replacing F i by F ′ i . Note that X = lim inf i F i := j i≥j F i . Thus X is a borel subset of C, hence ν-measurable. We will prove that X has the desired property µ o (1 because any point p ∈ F m △X lies in F n △F n−1 for some n > m by the definition of X. Next, we claim that there is a sequence (n i ) i∈N of levels such that i µ o ({visit F ni and then visit F ′ nj for some j > i}) < ∞.
For this, recall that visiting F ni is almost the same event as visiting X ni by (31) (recall the definition (20) of X n ); similarly, visiting F ′ nj is almost the same event as visiting Y nj , and it is unlikely to visit any Y nj after having visited X ni by Lemma 7.1. We can thus use the above technique of choosing a sequence (n i ) i∈N corresponding to the sequence ǫ i where the ǫ i are used as upper bounds of probabilities of the unlikely events we want to avoid, to achieve (35).
Again, we may assume without loss of generality that n i = i as we did above. Using (33), (35) and the Borel-Cantelli lemma, we deduce that our random walk almost surely exits finitely many B n at an (n − 1, n)-impurity and switches between the F i and the F ′ i finitely often. This means that almost surely there is some m such that its trajectory converges to a point in F m if it has hit B m in F m and to a point in F ′ m if it has hit B m in F ′ m , having exited each B n , n > m at F n in the former case and at F ′ n in the latter. Note that conditioning on the first case we have almost sure occurence of the event 1 s , while conditioning on the latter we have 0 s almost surely. Moreover, the probability with which the limit of the random walk trajectory lies in F m but not in X (and similarly with F ′ m and Y ) is at most w(F m △X) because w coincides with the exit measure by Lemma 6.2. Since, clearly, we can choose m arbitrarily large, this probability can be made arbitrarily small by (34). Putting these remaks together, we obtain µ o (1 s o △f −1 (X)) = 0 as desired.
The following is essentially a reformulation of Corollary 1.3.
Corollary 7.7. Let G be a locally finite transient graph and let µ o be the distribution of random walk from o ∈ V . Let (N , O) be a topological space endowed with Borel measures (ν z ) z∈V and a 'projection' τ : V → O so that the following are satisfied (i) there is a Borel-measurable function τ * : W → N mapping almost every (Z n ) ∈ W to lim n τ (Z n ) -in particualr, for random walk Z n on G, τ (Z n ) converges in N µ-almost surely-and µ z ({τ * ((Z n )) ∈ O}) = ν z (O).
(ii) there is a sequence (G n ) n∈N of subgraphs of G with G n = G such that random walk visits all boundaries B n of G n almost surely (this is automatically satisfied when G n is finite), and µ Then N is a realisation of the Poisson boundary of G.
Proof. Note that N endowed with the measures (ν z ) z∈V satisfies the axioms for being a G-boundary. The proof of Lemma 7.6 applies almost verbatim, replacing C with N and w with ν, the role of τ being played by the 'horizontal' position in the tiling. The set M m n of (m, n)-impurities can be defined in general as τ (F m )△τ (F n ). This yields that N is faithful to every sharp harmonic function, and so by Theorem 1.2 it is a realisation of the Poisson boundary.
In condition (iii) we can replace F m , F n by sets X m , X n defined as above (20) because of (31), and it will probably be helpful to do so in applications.
Recall that the only cases in which we used the bounded degree assumption on G were in proving that the widths w(x) converge to zero (17) and that the image of random walk almost surely converges to C (Theorem 6.8). Thus we can strengthen Theorem 1.1 as follows Corollary 7.8. If G is a plane, uniquely absorbing graph such that lim sup n max b∈Bn µ n o (b) = 0, and the image of random walk in the square tiling of G almost surely converges to the boundary C, then C is a realisation of the Poisson boundary of G.
Here, B n is the boundary of the nth member of a sequence G n as in our proof, and we applied Lemma 6.2 to rewrite (17) in terms of the exit distributions µ n o .
