Classical approaches to modeling the near-surface (i.e., below 200 m) wind profile are equilibrium based (i.e., no time evolution) and either lack a physical basis or are based on surface-layer physics. In this study, the limits of the equilibrium approach in stable stratification are further tested by applying the method within a more physically comprehensive single-column model (SCM) framework. The SCM considered here is a highly idealized momentum and temperature budget model that uses a range of different parameterizations of turbulent fluxes. A 10-yr observational dataset obtained from the 213-m Cabauw tower in the Netherlands is used to drive the SCM and to assess model performance. Results from this study demonstrate several limitations of this SCM-based equilibrium approach. The existence of two physically meaningful equilibrium solutions for a given value of the surface turbulent temperature flux (used as a lower boundary in the SCM) generally results in either a tendency to underestimate stratification or the breakdown of the model because of runaway cooling and collapsed turbulence. Different representations of the geostrophic wind profile accounting for baroclinic effects caused by the strong land-sea temperature gradient at Cabauw are shown to have only a modest influence on the mean wind profile. The local internal boundary layer (IBL) at Cabauw results in a strong tendency for the SCM to overestimate wind speeds in weakly to moderately stable conditions. In very stable conditions (where the IBL influence was low), the equilibrium approach remained limited because of its inability to account for time-evolving phenomena such as the inertial oscillation and the low-level jet.
Introduction

a. Idealized modeling of the stable boundary layer
The modeling of the stable boundary layer (SBL) continues to be a challenge (Mahrt 2014) because of the presence of weak or almost collapsed turbulence and, consequently, the influence of a range of other processes [e.g., intermittent turbulence (Poulos et al. 2002) , gravity waves (Mahrt 1998) , baroclinicity (Mahrt 1998) , surface heterogeneity (Verkaik and Holtslag 2007; Optis et al. 2014) , thin and ''upside down'' boundary layers (Mahrt and Vickers 2002) , inertial oscillations (Baas et al. 2012) , and low-level jets (LLJs; van de Wiel et al. 2010) ]. Research into the SBL has focused mainly on the representation of turbulence given the high sensitivity of atmospheric models to different parameterization schemes (ECMWF 2015; Beljaars and Viterbo 1999) . Turbulence parameterizations are generally determined through a combination of field measurements (e.g., Beljaars and Holtslag 1991; Persson et al. 2002; Poulos et al. 2002) and modeling experiments (e.g., fluxgradient relationship analysis, 1D and 3D atmospheric models). Within the surface layer (SL), Monin-Obukhov similarity theory (MOST) is an accurate method for relating turbulent fluxes to properties of the mean flow (Monin and Obukhov 1954) . Above the SL in the SBL (where MOST does not apply), single-column models (SCMs) are often used to formulate or evaluate a turbulence parameterization scheme. These models are advantageous because of their low computational requirements and the flexibility in which processes and parameterizations are included (turbulence, radiation, entrainment, land surface characteristics, etc.). The complexity of an SCM can vary from models that incorporate the complete physics of a 3D model to highly idealized representations that consider only the momentum and temperature budgets.
There is a growing body of research exploring the use of SCMs to study turbulence in the SBL (e.g., Cuxart et al. 2006; Edwards et al. 2006; Weng and Taylor 2006; Baas et al. 2010; Sterk et al. 2013; Bosveld et al. 2014b; Sorbjan 2014) . The most comprehensive study has been the Global Energy and Water Cycle Experiment (GEWEX) Atmospheric Boundary Layer Study (GABLS), a series of comparisons between both operational and research-based atmospheric models focusing mainly on the representation of turbulence in the SBL (Holtslag 2014) . The first phase of the experiment (GABLS1) compared 19 SCMs with large-eddy simulations using a specified surface temperature cooling rate and constant geostrophic wind representing moderately stable conditions (Cuxart et al. 2006) . The second phase (GABLS2) compared the representation of the diurnal cycle for 30 different SCMs using a prescribed geostrophic wind speed and surface temperature (Svensson et al. 2011) . The third phase (GABLS3) focused on the representation of the diurnal cycle for 19 different SCMs using observations over a 24-h period from the Cabauw meteorological tower in the Netherlands (Bosveld et al. 2014b) . These studies demonstrated a broad range of results depending on the turbulence scheme, including large variations in the degree of turbulent mixing, surface wind speeds, temperature and turbulent fluxes, the onset of the evening and morning transitions, the evolution of the inertial oscillation, and the amplitude and altitude of the LLJ. The tendency to over-or underestimate turbulent mixing was related mainly to the tunable constants used to determine the mixing length and stability functions.
An accurate SCM simulation of the observed SBL is difficult to achieve because of the influence of 3D processes [e.g., momentum and temperature advection, baroclinic effects, internal boundary layers (IBLs)]. To facilitate comparison between SCMs, Bosveld et al. (2014a) prescribed advective tendencies as piecewise constant functions as well as a geostrophic wind vector profile based on simulations from a mesoscale model. Baas et al. (2010) demonstrated that compositing SCM results over seven LLJ events with comparable external forcings averaged out the effects of advective tendencies, facilitating comparison with similarly composited observations.
b. Wind energy context
Turbulence parameterization in the SBL is of particular importance in the field of wind power meteorology. The accurate modeling of the wind speed profile across altitudes swept out by a wind turbine blade (the ''wind power altitude range'' between roughly 30 and 200 m) is important for preliminary resource assessments and forecasting of the wind resource. As wind power varies with the cube of the wind speed, small errors in wind speed can lead to large errors in wind power.
A hierarchy of models of varying complexity is used to simulate the wind profile ( Fig. 1) . On the left end of the spectrum are the conventional, computationally efficient, equilibrium-based (i.e., no time dependence) approaches that either lack a physical basis or are based on limited physics. These models include the power law, logarithmic wind speed profile, and the two-layer logarithmic Ekman model (Lange and Focken 2005; Emeis 2013; Optis et al. 2014 ). On the opposite end of the spectrum are the time-evolving 3D models that have increasingly been used in wind power meteorology over the last decade (Giebel et al. 2011 ). These models provide considerably more comprehensive representations of atmospheric boundary layer (ABL) physics compared to conventional equilibrium approaches, though at considerably higher computational cost. Similar to SCMs, wind profiles generated within a 3D model [such as the Weather Research and Forecasting (WRF) Model; Skamarock et al. 2008] are highly sensitive to the turbulence parameterization scheme (e.g., Shimada et al. 2011; Carvalho et al. 2012 Carvalho et al. , 2014 Deppe et al. 2013; Draxl et al. 2014; Marjanovic et al. 2014) . In general, turbulence schemes that incorporate nonlocal transport produce the most accurate wind profiles in unstable conditions, while local diffusion schemes perform better in stable conditions. is the focus of this study.
However, the relative performance of turbulence schemes tends to vary with location. The SCM approach, which falls within the center of the spectrum in Fig. 1 , is the focus of this study. SCMs occupy a potentially useful middle ground by providing more comprehensive physics than conventional extrapolation approaches while being considerably more computationally efficient than 3D models. Another advantage of an SCM approach is the ability to specify lower boundary conditions in terms of well-constrained and easily measured quantities such as wind speed, air temperature, and turbulent fluxes; by contrast, lower boundary conditions in a 3D model must be specified in terms of more poorly constrained quantities such as roughness length, surface temperature, and surface cooling. This advantage is particularly appealing within the context of wind power meteorology, as near-surface measurements of wind speeds are common in initial resource assessments. Provided a value for the geostrophic wind is specified, this approach in particular avoids the need to specify roughness lengths for momentum and temperature, which have been shown to be poorly constrained parameters to which the wind profile is highly sensitive (Verkaik and Holtslag 2007; Optis et al. 2016 ). Furthermore, lower boundary values of temperature or the turbulent temperature flux avoid the need to specify an SL scheme, which is generally required in atmospheric models to determine turbulent fluxes at the surface. A lower boundary above the surface also helps to mitigate the influence of horizontal heterogeneity in surface roughness and the development of IBLs (Optis et al. 2016) .
To our knowledge, the application of an SCM in wind power meteorology has not been explored although it has been suggested (e.g., Rostkier-Edelstein and Hacker 2010). Furthermore, the use of an SCM with a lower boundary above the surface has not been explored in any context to our knowledge.
c. Motivation and intent of study
In Optis et al. (2014) , we demonstrated the breakdown of MOST (and various MOST-based alternative models) for extrapolating wind speeds aloft in stable stratification. We now consider the extent to which an SCM approach can provide improved accuracy compared to MOST or other equilibrium approaches given its ability to incorporate a more comprehensive representation of ABL turbulence. We consider a highly idealized SCM that considers only the momentum and temperature budget equations and requires specification only of the geostrophic wind vector, the 10-m wind vector, and the 5-m turbulent temperature flux. We consider composite results over a large (10 yr) dataset in order to average out the effects of advective tendencies (as in Baas et al. 2010) . We also consider a range of turbulence closure schemes identified in the GABLS3 study (Bosveld et al. 2014b; Kleczek et al. 2014) . We compare the performance of the SCM to that of the twolayer model, found to be the most accurate of a range of analytic models considered in Optis et al. (2014) . In section 2 we describe the data sources. The model setup including the different turbulence schemes considered is provided in section 3. In section 4 we compare the model results with observations over a range of stability classes. The influence of baroclinicity at Cabauw, methods to account for the resulting thermal wind, and the effect on the modeled wind profile are explored in section 5. A discussion is provided in section 6, and conclusions are presented in section 7.
Data sources
Data for this analysis were taken from a range of sources. Most of the data were obtained from the Cabauw Meteorological Tower in the Netherlands, operated by the Royal Netherlands Meteorological Institute (KNMI). Measurements of meteorological variables at 10-min resolution were obtained from 1 January 2001 to 31 December 2010 (KNMI 2013 . Wind speed and direction measurements are available at 10, 20, 40, 80, 140, and 200 m, and temperature measurements are available at these altitudes as well as at 2 m. Turbulent temperature flux data at 5 m at 10-min resolution were also provided. Surface pressure measurements at 10-min resolution were used to calculate the potential temperature at different heights. Turbulent momentum flux data at 10-min resolution were provided for the period July 2007-June 2008 at altitudes of 5, 60, 100, and 180 m. Two different datasets were used to estimate the geostrophic wind. The first dataset was provided by KNMI and was derived from 1-h surface pressure measurements from weather stations near Cabauw using a second-order polynomial fit. The second dataset was the 6-h-averaged wind vector data at 800 hPa taken from the interim European Centre for Medium-Range Weather Forecasts (ECMWF) global atmospheric reanalysis (ERA-Interim; available online at http://apps.ecmwf. int/datasets/data/interim_full_daily). These data were linearly interpolated horizontally to the location of Cabauw. To estimate the thermal wind, near-surface temperature measurements from 2001 to 2010 in 1-h averages were taken from nearby weather stations operated by KNMI (data are available online at http:// www.knmi.nl/klimatologie/uurgegevens/). All data used in this analysis were linearly interpolated to 10-min resolution unless otherwise indicated. We consider 10-min-averaged data once every 30 min (1200 ( , 1230 ( , 1300 to reduce computational requirements while still obtaining a comprehensive sampling of conditions at Cabauw.
Model setup a. SCM governing equations and turbulence schemes
We consider an idealized, horizontally homogeneous ABL with no radiative or moist processes, resulting in the following eddy-averaged equations:
where u and y are the horizontal components of the wind vector, u is the potential temperature, f is the Coriolis parameter, u G and y G are the components of the geostrophic wind, u 0 w 0 and y 0 w 0 are the horizontal components of the vertical turbulent momentum flux per unit mass, u 0 w 0 is the vertical turbulent temperature flux, and z is the height above the surface. For simplicity, the air density is assumed to be constant. The turbulent fluxes in Eq.
(1) are parameterized as diffusion processes:
where K m and K h are, respectively, the eddy diffusivities of momentum and temperature, which can be specified through a range of turbulence closure schemes classified by the closure order (Stull 1988; Cuxart et al. 2006 ). For first-order closure, the diffusivities are expressed as
where l m and l h are the mixing lengths for momentum and heat, respectively; U 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi u 2 1 y 2 p is the wind speed; and f m (Ri) and f h (Ri) are stability functions expressed in terms of the local Richardson number Ri.
In 1.5-order closure schemes, the diffusivities are expressed in terms of the turbulent kinetic energy (TKE),
where c m and c h are constants and E is the TKE determined through the prognostic TKE budget (where we neglect TKE transport from pressure perturbations):
where g is the acceleration due to gravity. In Eq. (5), E 0 w 0 is the vertical turbulent flux of TKE, often expressed as a diffusion process,
with K e being the TKE diffusivity. The term « in Eq. (5) is the dissipation rate, which in 1.5-order TKE closure models is parameterized according to
where c d is a constant and l d is the dissipation length scale (Stull 1988; Garratt 1994) . Higher-order closure schemes make use of one or more additional prognostic equations for variables such as «, the mixing lengths, and the vertical turbulent fluxes. The Mellor and Yamada (1982) formulation is one such scheme in which prognostic equations for the turbulent fluxes are related algebraically, resulting in simplified expressions (Tables 1 and 2) . We consider a range of turbulence closure schemes based on the GABLS3 study, in which Bosveld et al. (2014b) considered 19 different SCMs and Kleczek et al. (2014) considered seven turbulence schemes within the WRF Model. Limiting the order of schemes to 1.5-order TKE closure, we identify and select for consideration in this study a total of eight different turbulence closure schemes considered in Bosveld et al. (2014b) and Kleczek et al. (2014) . These schemes are summarized in Table 1 with complete parameterizations provided in Table 2 .
For the Yonsei University (YSU) scheme, we specify h ABL as the altitude at which the momentum flux reaches 5% of its surface value. We also replace the standard stability function f 5 1 1 bz/L with the Beljaars and Holtslag (1991) formulation (see Table 2 ), which has been demonstrated to be more accurate in stable stratification (Beljaars and Holtslag 1991; Lange and Focken 2005; Emeis 2013; Optis et al. 2014) . Normally, the Mellor-Yamada-Janjić (MYJ) scheme uses a mixing length limit of form
with q 5 ffiffiffiffiffiffi 2E p and b being a constant. To simplify our calculations, we use instead the form l 5 au * /f . Both representations of l scale with h ABL , so the substitution is not expected to result in significant changes to the model results. For the Met Office (UKMO) scheme, Smith (1990) uses a value of l that scales with h ABL , but no equation is provided. We therefore assume the form l 5 au * /f . G h 5 2(l m q 21 N) 2 S 2 5 ›u ›z 2 1 ›u ›z 2 l 21 m 5 (kz) 21 1 l 21 ; l 5 au * /f l d 5 l m c d 5 B 21 1 ; a 5 0. 0063; A 1 5 0.660; A 2 5 0. 657; B 1 5 11.9; B 2 5 7. 23;
In this section, we describe the approach used to generate wind profiles that are in equilibrium (i.e., stationary in time) with observed external forcings. Of principal interest in this study is the final equilibrium wind profile, while the process used to arrive at this equilibrium profile is less relevant in the present context. We describe the process here for transparency.
To generate an equilibrium wind profile, we adopt an approach commonly used in other SCM studies of the SBL (e.g., Weng and Taylor 2003, 2006; Cuxart et al. 2006; Sorbjan 2012 Sorbjan , 2014 . Using observed external parameters at a given point in time (specifically the geostrophic wind, 10-m wind, and 5-m turbulent temperature flux), we begin from a neutral wind profile and integrate Eqs. (1a)-(1c) forward in time while keeping the external parameters constant. The goal of this approach is to reach a ''quasi equilibrium'' state in which the vertical wind profile and the vertical potential temperature gradient become constant in time in the lower ABL (i.e., below roughly 500 m). The potential temperature in the lower ABL does not reach equilibrium because of continued surface cooling. Previous studies have found that a period of 9 h was sufficient to reach quasi equilibrium in moderately stable conditions Cuxart et al. 2006; Sorbjan 2014) . We adopt the same time period in this analysis. Under very stable stratification, quasi equilibrium is generally not reached because of low turbulent mixing and the generation of inertial oscillations (Sorbjan 2014) .
The initial neutral profile is solved by assuming equilibrium (i.e., ›u/›t 5 ›y/›t 5 0) in Eqs. (1a) and (1b) and then solving the resulting set of ordinary differential equations using a boundary-value problem (BVP) solver in the MATLAB software package (''bvp4c,'' described online at http://www.mathworks.com/help/ matlab/ref/bvp4c.html). For this calculation, we specify a first-order closure scheme with a mixing length of the form l 21 m 5 (kz) 21 1 l 21 , with l 5 70 m (this mixing length is used only to initialize the wind profile). An initial neutral profile is used to allow a faster and simpler solution to the BVP solver. We note that the final equilibrium solution is insensitive to this initial neutral profile. We specify an initial logarithmically scaled vertical grid with 200 vertical levels to provide high nearsurface resolution and an upper-altitude limit based on the magnitude of the geostrophic wind (Table 3 ). The BVP solver determines an optimal discretization on which a solution can be obtained. This discretization remains logarithmically scaled and generally contains between 200 and 400 levels. From the initial neutral profile, Eqs. (1a)-(1c) are integrated forward in time using a partial differential equation solver in the MATLAB software package (pdepe, described online at http://www.mathworks.com/help/matlab/ref/pdepe.html). The discretization from the initial neutral profile remains constant throughout the integration. Mixing lengths as described in Table 2 are used. We assume an initial potential temperature of 295 K at all levels, noting that the value of temperature (in contrast to the temperature profile) is arbitrary and has negligible influence in the denominators of the gradient Richardson number (used to determine stability in first-order closure), the buoyancy production term in the TKE budget, and the Brunt-Väisälä frequency, N ( Table 2) .
We specify the observed 10-m wind vector and the 5-m temperature flux as lower boundary conditions at 10 m, noting that the use of lower-altitude fluxes will slightly overestimate the degree of stable stratification. For TKE-based closure, we adopt the approach taken in Weng and Taylor (2003) and Weng and Taylor (2006) and specify a lower boundary condition on the TKE by assuming the vertical turbulent flux of TKE is negligible near the surface compared to TKE production and dissipation (Stull 1988) . With this assumption, the TKE at 10 m is in equilibrium (i.e., ›E/›t 5 0) and using Eq. (5) the value is calculated as
For upper-boundary conditions, we specify the geostrophic wind vector and a constant potential temperature of 295 K. For TKE-based closure, we specify an upper-boundary value of zero for the vertical turbulent TKE flux.
c. Two-layer model setup
The two-layer model [described in detail in Optis et al. (2014) ] consists of a MOST-based logarithmic wind speed profile applied within the SL and the Ekman equations applied above. Required observational data include the 10-m wind speed, the bulk Richardson number between 10 m and the surface (with the assumption that 2-m temperatures are representative of surface values), and the magnitude of the geostrophic wind. The height of the SL is computed internally based on the nondimensional parameter u * f 21 L 21 . Note that the two-layer model is strictly a wind vector extrapolation model and does not account for temperature profiles.
Results
Throughout this analysis, we consider model performance within different stability classes based on the observed bulk Richardson number determined between 200 m and the surface (Table 4) :
where u avg is the average potential temperature in the lower 200 m and 2-m measurements are used to estimate the surface values. We acknowledge that Eq. (10) is not a precise indicator of local turbulence; it is used here only to specify broad stability classes in which model results are filtered. We exclude data where the 200-m wind speed is less than 5 m s 21 . Under such conditions, turbulence tends to become discontinuous (van de Wiel et al. 2012b ) and flux-gradient relationships are known to perform poorly (Mahrt 1998 ). Furthermore, SCM breakdown is frequent under such conditions given the weak turbulence. Finally, low wind speed conditions are not of interest for wind power applications, so the accuracy of different wind speed profile models under these conditions is not relevant in the present context. We note that low wind speeds are often a feature of extremely stable conditions, and therefore the criteria as specified in Table 4 include only a subset of the extremely stable cases. To make meaningful comparisons between models, only the time intervals for which results are available for all models (including the two-layer model) are included in this analysis. In Fig. 2 , we compare modeled and observed probability density functions (PDFs) of Du between 200 and 10 m (i.e., Du 200210 ). In general, all models tend to underestimate stratification (the bias for the MYJ and UKMO models in weakly stable conditions is difficult to distinguish given the logarithmic scaling along the x axis). In weakly stable conditions ( Fig. 2a) , the MYJ, quasi-normal scale elimination (QNSE), and UKMO models (all with u * -scaled l values) provide the most accurate Du 200210 distributions. Conversely, the higher are associated with greater tendencies to overestimate turbulent mixing and therefore underestimate stratification. The Environment Canada (ECAN) model, which uses the highest l value (i.e., 200 m) but also uses a stability function biased toward low turbulence levels (Table 2) , demonstrates the broadest range of modeled stratifications. Figures 2b-d demonstrate that as the observed stratification increases, the modeled stratifications tend to remain relatively unchanged. For several models, stratification is lowest in extremely stable conditions. This bias toward low modeled stratifications can be related to the existence of two physically meaningful equilibrium solutions for the SBL for a fixed value of u 0 w 0 (van de Wiel et al. 2007; Gibbs et al. 2015) . Specifically, a given value for u 0 w 0 can occur in relatively strong stratification (i.e., larger values of u 0 and smaller values of w 0 ) and relatively weak stratification (i.e., smaller values of u 0 and larger values of w 0 ). We demonstrate the existence of these two equilibrium states in Fig. 3 , showing joint PDFs of the magnitude of the observed 5-m turbulent temperature flux with both the observed and modeled (UKMO scheme) near-surface stratifications. We choose Du 40210 values for the observed and modeled stratification (noting that the bottom boundary condition is applied at 10 m). For the observed distributions, note that the large population centered around Du 5 0:1 K in weakly and moderately stable conditions represents the lowest possible value for the observed Du as a result of instrument precision (60.1 K using a Pt500 element; F. C. Bosveld 2015, personal communication) . As seen in Fig. 3 , low magnitudes of the observed u 0 w 0 generally correspond to low values of the observed Du in weakly stable conditions but to high values of Du in extremely stable conditions. This result provides evidence of a regime transition in very stable conditions [demonstrated in detail in Monahan et al. (2015) and van de Wiel et al. (2012a,b) ] when the net radiative cooling at the surface largely exceeds the maximum heat flux that can be sustained by the flow. Van de Wiel et al. (2007) demonstrated that models generally tend toward the computationally stable weak stratification equilibrium and away from the computationally unstable strong stratification equilibrium. If the value of u 0 w 0 exceeds a certain threshold relative to the turbulence, the model breaks down as a result of runaway surface cooling and the collapse of turbulence (van de Wiel et al. 2007 (van de Wiel et al. , 2012a van Hooijdonk et al. 2015) . Consequently, the collapsed state does not appear in the model simulations. The equilibrium SCM results found in this study are generally consistent with this pattern of behavior. The proportional relationship across all stability classes between u 0 w 0 and the low modeled values of Du (Fig. 3) demonstrates the model tendency toward the more computationally stable weak stratification solution. Furthermore, the equilibrium SCM frequently broke down, as shown in Table 5 , by turbulence scheme and stability class. However, there are other reasons for this breakdown besides collapsed turbulence. First, the equilibrium SCM is sensitive to the height of the upper boundary. If the upper boundary is too low, the upper-boundary values (e.g., zero turbulent flux of TKE) may be unrealistic and the SCM can break down. If the upper boundary is too high, large altitude ranges aloft can exist where gradients are small and the flux-gradient relationship becomes numerically unstable [e.g., due to small values of (›U/›z) 2 in the denominator of the gradient Richardson number]. Second, an imposed constant value for the 10-m wind speed over 9 h of ABL cooling may in some cases result in large and unrealistic wind shears near 10 m causing discontinuities in the wind and temperature profiles, resulting in model breakdown. These two additional factors likely account for a large portion of the breakdown in weakly stable conditions (28%-42% of all cases) where the collapse of turbulence is expected to be infrequent. In extremely YSU  28  17  15  15  RACMO  29  18  15  15  MYJ  42  38  41  48  QNSE  34  29  28  25  UKMO  28  17  15  15  WUR  29  18  15  15  ECMWF  30  18  15  15  ECAN  35  28  25  23 FIG. 4. Mean vertical profiles of modeled and observed wind speeds for the different stability classes. Note that the MYJ and RAC profiles overlap with the QNSE and ECMWF profiles, respectively, and are therefore difficult to distinguish. stable conditions (breakdown in 15%-48% of all cases), the collapse of turbulence is likely more frequent. Model breakdown is also more frequent for TKE-based closure schemes, likely attributed to the dependence of the TKE lower boundary value on the wind vector gradients at 10 m [Eq. (9)], which as discussed above may demonstrate discontinuities because of the constant U 10 condition. Finally, turbulence schemes that are biased toward low turbulence levels (e.g., MYJ) break down more frequently, which can be attributed either to the collapse of turbulence or to the larger altitude range aloft demonstrating low wind speed gradients.
The mean vertical profiles of modeled and observed wind speed are shown in Fig. 4 for the different stability classes. Observed wind speeds tend to decrease with increasing stratification and demonstrate an LLJ below 200 m on average in extremely stable conditions. The different turbulence closure schemes result in a broad range of mean profiles across all stability classes. The modeled profiles all overestimate the wind speed in weakly stable conditions (Fig. 4a) , and are more evenly distributed around the mean observed profile in the other stability classes. By comparing Figs. 2 and 4 , it is evident that the tendency to underestimate stability (i.e., overestimate mixing) is associated with low wind speed shear below 200 m, as expected. Conversely, models that best represent the stratification demonstrate the highest wind speed shear below 200 m. The two-layer model shows strong agreement with the mean observed profiles for weakly to moderately stable conditions. This result was demonstrated in Optis et al. (2016) and is not surprising given that the model parameters were tuned to the Cabauw data. In very to extremely stable conditions, the two-layer model overestimates the wind speeds.
It is interesting to note that all modeled profiles in Fig. 4 overestimate wind speeds in the lower stability classes despite the tendency to underestimate stratification. We highlight this tendency in Fig. 5 , where mean modeled and observed wind profiles are shown for weakly to moderately stable conditions but using higherresolution stability classes. We show results only for the UKMO model given that it best represented the stratification in Fig. 2 . The tendency to overestimate wind speeds is highest at the lowest stratifications. With increasing stratification, the mean modeled profiles show stronger agreement with the observed profiles. The tendency to overestimate wind speeds and wind shear in weakly stable conditions is caused by the local IBL at Cabauw (Beljaars 1982; Verkaik and Holtslag 2007; Optis et al. 2016 ). The immediate surroundings at FIG. 5 . As in Fig. 4 , but using higher-resolution Ri stability classes and only the UKMO turbulence closure scheme.
Cabauw (within 200 m) have relatively low roughness, while farther from the tower (within 1-2 km) roughness increases significantly as a result of the presence of small towns and belts of trees. Turbulence at 10 m (and therefore the wind speed) in weakly stable conditions is representative of the low local roughness. At higher stratification, the height of the IBL is reduced and the 10-m wind speeds become more representative of regional roughness.
We explore the effect of the IBL on the SCM wind profile in Fig. 6 , which shows observed and modeled mean momentum flux profiles and mean wind speeds for weakly stable conditions using data collected between 1 July 2007 and 30 June 2008 (for which turbulent flux profile observations are available). We use the UKMO turbulence scheme and consider three different lower boundary conditions: specified winds at 10 m, specified surface roughness of z 0 5 0:15 m (representative of regional roughness), and z 0 5 0:03 m (representative of local roughness). The local maximum at 60 m for the observed momentum flux profile (Fig. 6a) suggests the existence of the IBL, a feature that has been documented in detail at Cabauw (Beljaars 1982; Verkaik and Holtslag 2007) , although other causes such as the presence of gravity waves are possible. Furthermore, the observed fluxes at 180 m are on average higher than those at 100 m, suggesting the existence of a regional high-roughness IBL at Cabauw. In contrast, the modeled profiles (which by construction do not account for IBLs) decrease monotonically with altitude. Different values for the lower boundary shift the modeled profiles (lower fluxes corresponding to lower surface roughness) while the momentum flux gradient is approximately the same between different models. These differences in the modeled and observed momentum flux profiles correspond to differences in the modeled and observed wind speed profiles (Fig. 6b) . The negative modeled momentum flux gradient (indicating the downward transport of momentum) produces relatively high wind speeds above 100 m, while the approximately constant observed momentum flux gradient above 60 m (indicating weak transport of momentum) is associated with comparatively lower observed wind speeds above 100 m. The local IBL at Cabauw (generally above 10 m in weakly stable conditions) results in observed 10-m wind speeds that agree well with those modeled using the low local roughness value (i.e., z 0 5 0:03 m). As a result of these Regardless of the lower boundary conditions, the SCM (which assumes horizontal homogeneity) is unable to account for a wind profile structure fundamentally associated with horizontal inhomogeneities in the surface roughness.
Box plots of the relative error between modeled and observed winds at different altitudes and stability classes are shown in Fig. 7 . In general, the spread of the error increases with stratification. Within individual stability classes, there is little variation in spread between the different SCM turbulence closure schemes. Models that use a u * -scaled l value (i.e., MYJ, QNSE, and UKMO) tend to show slightly less spread than the other models. The two-layer model shows similar spread as the SCMs for weakly to moderately stable conditions, but noticeably higher spread in very to extremely stable conditions.
Accounting for baroclinicity in the geostrophic wind profile
As demonstrated in the previous section, the effect of the local IBL results in a strong tendency for the SCM (in which horizontal homogeneity was assumed) to overestimate wind speeds in weakly stable conditions. However, the local IBL may not be the only factor producing this bias. It is possible that the vertical structure of the geostrophic wind may be important. We assumed in the previous section that the geostrophic wind vector (calculated from surface pressure measurements) was constant with altitude. In general, this is not the case, particularly at near-coastal sites where the land-sea temperature gradient results in baroclinic Table 1 , and the T denotes the two-layer model. conditions and a nonzero thermal wind. Given the high sensitivity of the wind speed profile throughout the ABL to small changes in the geostrophic wind Bosveld et al. 2014a) , an accurate representation of the geostrophic wind profile is important. In this section, we explore two different approaches to determining the geostrophic wind profile.
a. Horizontal temperature gradient approach
Cabauw is approximately 50 km from the North Sea (Fig. 8) and is subject to mesoscale temperature gradients due to the land-sea temperature contrast (Tijm et al. 1999; Bosveld et al. 2014a) . We demonstrate this temperature gradient and the resulting thermal wind in Fig. 9 for the different stability classes. Distributions of the differences in 2-m temperatures measured at Cabauw and at Hoek van Holland (located about 50 km west of Cabauw and along the coastline) are shown in Fig. 9a . The temperature difference is generally negative as a result of a relatively warmer sea temperature in stable conditions. Furthermore, the difference is larger for higher stability classes (often more than 6 K in extremely stable conditions), which can be attributed to colder land temperatures in higher stability classes.
The mesoscale horizontal temperature gradient can be estimated at Cabauw by using near-surface temperature data from nearby weather stations. For this analysis we select 11 weather stations including Cabauw (Fig. 8 ; Cabauw circled in red, with the remaining stations circled in blue), selected based on the following criteria: the availability of data from 2001 to 2010, a distribution of locations covering all directions around Cabauw, a maximum distance of 150 km from Cabauw, and station altitudes below 15 m. Data from each weather station are measured at 1.5 m above the ground and in 1-h intervals. We perform a least squares planar fit of the data to estimate mesoscale values of ›T/›x and ›T/›y. Vertical gradients of the geostrophic wind vector at the surface at Cabauw are then calculated according to the approximate thermal wind balance: 
where u 2m is the 2-m potential temperature at Cabauw. The thermal wind components u T and y T are calculated according to 
where R is the gas constant, p z is the pressure at altitude z, and p s is the surface pressure. The pressure at altitude z is calculated using the vertical temperature gradient at Cabauw, the ideal gas law, and the assumption of hydrostatic equilibrium. Using Eq. (12), and assuming the horizontal temperature gradient is constant with height, we calculate the thermal wind between the surface and 200 m. The spatial scale of the observational network is on the threshold between the mesoscale and synoptic scale; therefore, we expect this thermal wind approximation to be reasonable. Distributions of the thermal wind direction are shown in Fig. 9b for the different stability classes. The thermal wind is predominately from the north-northeast for all stability classes, indicative of a temperature gradient toward the west-northwest and consistent with the expectation that T land , T sea . A slightly more northerly component to the thermal wind is observed with increasing stability. Distributions of the magnitude of the thermal wind are shown in Fig. 9c . Magnitudes are higher in extremely stable conditions as a result of the stronger temperature gradients (Fig. 9a) . The magnitudes in all cases are generally sufficient to have a nonnegligible influence on the wind vector profile up to 200 m.
b. Synoptic interpolation approach
Temperature measurements from nearby weather stations may in general not be available for estimation of the thermal wind. An alternative measure of the thermal wind can be made by comparing the angle between the geostrophic wind vector aloft and that at the surface. For this analysis, we consider the 800-hPa (roughly 2000 m) wind vector from the ERA-Interim model as an estimate of the geostrophic wind vector at 2000 m. The thermal wind between the surface and 2000 m is then calculated as the vector difference between the 2000-m and surface geostrophic FIG. 9 . Characteristics of the thermal wind between 200 m and the surface by stability class, based on 1.5-m temperature measurements from 11 KNMI weather stations (Fig. 8) . Shown are PDFs of (a) DT between Cabauw and Hoek van Holland, (b) the direction of the thermal wind at Cabauw, and (c) the magnitude of the thermal wind at Cabauw. winds. We consider only cases where both wind vectors have magnitudes greater than 5 m s 21 to exclude the high variability in the thermal wind direction during low wind speed events. Distributions of the resulting thermal wind direction are shown in Fig. 10a for the different stability classes. Relative to the surface-200-m thermal wind direction PDFs estimated in the previous section, the distributions in Fig. 10a demonstrate a broader range of values and in particular a larger representation of westerly thermal winds. This broader range is expected given that the temperature gradient is not generally uniform with altitude between the surface and 2000 m. The westerly thermal winds may be attributed to the planetaryscale north-south temperature gradient, which is expected to have some influence well above the surface. Distributions of the magnitude of the thermal wind are shown in Fig. 10b . Differences in the magnitudes for different stability classes are much smaller than are found for the surface-200-m estimates. Furthermore, the magnitudes are considerably higher than those found for the surface-200-m estimates, which is expected given the larger (by a factor of 10) altitude range.
c. Applying the baroclinic correction to the wind speed profiles
Having demonstrated two reasonable and broadly consistent approximations of the thermal wind, we now examine the influence of the thermal wind on the wind speed profile up to 200 m at Cabauw.
We focus on the 0:075 , Ri B , 0:15 stability range in which the effect of the local IBL is reduced (Fig. 5 ) and the equilibrium approach remains a reasonable approximation. We consider all seasons and use only the UKMO turbulence closure scheme, which most accurately represented the stratification as well as the wind profile up to 200 m in the specified stability range. We conduct a sensitivity analysis on the wind speed profile below 200 m by considering a range of representations of the geostrophic wind vector profile. For the ''mesoscale temperature gradient'' approach (G 500 and G 1000 in Table 6 ), an altitude limit must be specified under which the surface-derived ›u G /›z and ›y G /›z values [Eq. (11)] at Cabauw should apply. Using a mesoscale model, Bosveld et al. (2014a) demonstrated considerable geostrophic wind shear at night up to 1000 m that was strongest at the surface. Based on their results, we consider two altitude limits in this analysis, 500 and 1000 m, below which ›u G /›z and ›y G /›z are kept constant and above which these values are set to zero. For the ''synoptic interpolation approach'' (Syn linear and Syn log in Table 6 ), we interpolate the surface geostrophic wind vector components to the 800-hPa wind vector components at 2000 m. Above 2000 m (where applicable), the geostrophic wind vector is kept constant at the 800-hPa values. We consider both linear and logarithmic interpolation, acknowledging that the thermal wind (and therefore the geostrophic wind shear) will be strongest closest to the surface.
Mean modeled and observed wind profiles are shown in Fig. 11 for different wind direction sectors (based on the observed 200-m wind direction). The influence of the thermal wind on the modeled wind profile is strongly dependent on wind direction. For the mesoscale temperature gradient approach, the influence is largest in the southwest (SW) sector and smallest in the northeast (NE) sector. These results indicate a surface-200-m thermal wind from the northeast on average and are consistent with results found in Fig. 9 for moderately stable conditions. For the synoptic interpolation approach, the influence is largest in the NE and southeast (SE) sectors and negligible in the northwest (NW) and SW sectors. These results indicate a surface-2000-m thermal wind from the west on average, broadly consistent with the results found in Fig. 10a . We note that the Syn log approach produces TABLE 6. Different representations of the geostrophic wind vector profiles considered in this analysis.
Name
Abbreviation Description
Const C Surface geostrophic wind vector is assumed constant with altitude (as in section 4) G 500 G1 ›u G /›z and ›u G /›z at the surface (based on temperature measurements from nearby weather stations) are assumed constant up to 500 m, and zero above G 1000 G2 As above, but up to 1000 m Syn linear S1 Surface geostrophic wind vectors at 10 m are linearly interpolated to the 800-hPa wind vectors at 2000 m Syn log S2 As above, but using logarithmic interpolation FIG. 11. Mean modeled and observed wind speed profiles for the NW, NE, SW, and SE wind direction sectors. Different models account for different representations of the geostrophic wind profile ( Table 6 ). The UKMO turbulence scheme is used, and the 0:075 , Ri B , 0:15 stability range is considered. much larger corrections to the wind profile for the NE and SE directions relative to the other approaches, generally producing unrealistic-looking profiles.
Box plots of the relative error between modeled and observed winds at different altitudes and stability classes are shown in Fig. 12 . In general, there is little variation in the spread between different models apart from the Syn log model, which shows substantial spread in the NE and SE sectors. The Syn linear approach tends to show slightly less spread than the other models, while the G 1000 approach tends to show slightly more spread.
Discussion
To our knowledge, this is the first study to carry out an observationally based assessment of SCM wind and temperature profiles using an equilibrium approach. In previous studies, equilibrium approaches have been employed for intermodel comparisons (Weng and Taylor 2003; Cuxart et al. 2006) or for exploring the general characteristics of the ABL (Weng and Taylor 2006; Sorbjan 2014 ) without comparison to atmospheric observations. Furthermore, to our knowledge this is the first SCM study to use an observational dataset sufficiently large (10 years) to obtain a comprehensive sampling of atmospheric conditions. Previous observation-based SCM studies have focused only on one or several case studies Bosveld et al. 2014b) .
Results from this study clearly demonstrate the limitations of an equilibrium-based SCM in modeling the SBL under stable stratification. Specifically, the use of near-surface u 0 w 0 values as a lower boundary condition was found to be a crucial limitation. Two physically meaningful equilibrium values have been found to exist for a given u 0 w 0 value in stably stratified conditions (van FIG. 12 . As in Fig. 7 , but for the NW, NE, SW, and SE wind direction sectors. Different models account for different representations of the geostrophic wind profile ( Table 6 ). The UKMO turbulence scheme is used, and the 0:075 , Ri B , 0:15 stability range is considered. de Wiel et al. 2007 ): a relatively weak stratification solution and a relatively strong stratification solution. Both of these equilibriums were found to exist at Cabauw. However, as demonstrated in van de Wiel et al. (2007) , a model generally either tends toward the weak stratification solution or breaks down as a result of the collapse of turbulence. This mechanism was clearly evident for the equilibrium SCM considered in this study. In addition, the equilibrium approach was limited in its ability to account for time-evolving phenomena such as the IO and LLJ in very to extremely stable conditions. Fundamentally, turbulent time scales are considerably higher in the SBL (minutes to hours) compared to the neutral or unstable ABLs (seconds to minutes). Therefore, the state of the SBL (and particularly the extremely stable SBL) at a given point in time depends on the state of the SBL minutes to many hours previous. Though useful for exploring SBL properties and for intermodel comparisons within an idealized framework, the equilibrium approach is generally not able to provide an accurate simulation of the observed SBL.
The assumption of horizontal homogeneity also contributed to the bias between the SCM results and observations. In particular, the local IBL at Cabauw resulted in a strong tendency for the SCMs to overestimate wind speeds in weakly stable conditions. In contrast, the two-layer model was accurate in this stability class. This result can be attributed to the degree to which the two-layer model was tuned to the Cabauw data. As described in Optis et al. (2014) , the two-layer model uses a MOST-based stability function within the surface layer that was derived based on Cabauw data (Beljaars and Holtslag 1991) . Furthermore, in cases where the diagnosed surface-layer height was less than 10 m (i.e., very to extremely stable conditions), the model reduced to an Ekman model and a parameterization of the diffusivity coefficient was selected that best matched the mean wind profile at Cabauw. Finally, surface stability was determined from the Richardson number calculated between 10 m and the surface, based on the assumption that 2-m temperatures were representative of surface values. This assumption tended to underestimate near-surface stability and often modeled neutral stratification in weakly to moderately stable conditions. This unintentional bias toward neutral conditions resulted in a wind profile that matched the observed IBL-influenced wind profile at Cabauw. In very to extremely stable conditions, the breakdown of the two-layer model was evident and the equilibrium SCM was more accurate.
As demonstrated in this and in previous studies, the modeled wind profiles are highly sensitive to the choice of the turbulence closure scheme. Schemes with constant or no asymptotic mixing length limits resulted in the largest underestimates of stratification, while those schemes with asymptotic mixing length limits that scaled with the boundary layer height (i.e., l 5 au * /f ) resulted in the most accurate representations of stratification. These latter schemes (i.e., MYJ, QNSE, and UKMO) performed nearly identically in the modeling of wind profiles, despite using different levels of turbulence closure. The RACMO (1.5 order) and ECMWF (first order) schemes also performed similarly though they were less accurate than the MYJ, QNSE, and UKMO models. The accuracy of a given turbulence closure scheme depends fundamentally on an accurate representation of the diffusivity coefficients, as calculated using appropriate mixing length and stability function formulations. The results of this study suggest that higher-order (and more computationally expensive) turbulence schemes offer no more increased accuracy than do computationally simpler first-order schemes for SCM below 200 m.
This analysis also demonstrated the influence of baroclinicity on the wind profile at a near-coastal site. Although the effects of baroclinicity at Cabauw during unstable conditions have been well demonstrated (Tijm et al. 1999; Bosveld et al. 2014a) , the effects in stable stratification have to our knowledge not been explored. We demonstrated that the land-sea temperature difference in stable stratification is often large and we considered several representations of the geostrophic wind profile. Contrary to unstable conditions, where accounting for the thermal wind has been shown to have substantial influence on the wind profile below 200 m (Bosveld et al. 2014a) , the influence in stable stratification was shown here to be modest.
In general, an equilibrium-based SCM approach for modeling the wind profile is fundamentally limited. A natural question is whether an SCM that makes use of time-evolving observations will result in more accuracy across all stability classes. Such an approach has the added benefit of less computational cost compared to the equilibrium approach (which evolved for 9 h for each fixed point in time) and less likelihood of model breakdown since an equilibrium state is not required. Furthermore, such an approach would allow for a distinction between errors arising from the equilibrium assumption and that of horizontal homogeneity. By considering the time-evolving problem, we can determine the overall utility of the single-column approach. The performance of a time-evolving SCM relative to the equilibrium SCM as well as to a timeevolving 3D mesoscale model will be the subject of a subsequent study.
Conclusions
In this study, we used an idealized equilibrium SCM to extrapolate 10-m winds within the altitude range most relevant to wind power. We explored the sensitivity of the wind profile to different turbulence closure schemes and to different estimates of the geostrophic wind vector profile accounting for baroclinic conditions. We compared model results with 10 yr of 10-min-averaged observations at the 213-m Cabauw tower in the Netherlands. Results from this study demonstrated several limitations to the equilibrium approach. First, the existence of two physically meaningful equilibrium solutions for a given value of the surface turbulent temperature flux (used as a lower boundary in the SCM) generally resulted in either a tendency to underestimate stratification or the breakdown of the model as a result of runaway cooling and collapsed turbulence. Second, the equilibrium approach was by design unable to accurately account for time-evolving phenomena such as the inertial oscillation and low-level jet. We further demonstrated in this study no clear association between the accuracy of the wind profile and the order of turbulence closure. Rather, the accuracy of the diffusivity coefficient (calculated using appropriate mixing length and stability function formulations) varied across all orders of turbulence closure and had predominant influence on wind profile accuracy. Baroclinic influences due to the land-sea temperature gradient were shown to have only modest influence on the wind speed profile below 200 m for moderately stable conditions. The IBL at Cabauw resulted in a strong tendency for the SCM to overestimate wind speeds in weakly to moderately stable conditions. In very stable conditions (where the IBL influence was low), SCM accuracy was improved. Despite these limitations, the equilibrium SCM was found to outperform a highly tuned two-layer logarithmic Ekman model. Results from this study indicate the need to assess the role of time dependence relative to the other limitations of the equilibrium SCM approach.
