3
with some (important) exceptions, Gaussian channels which operate on a single bosonic mode (i.e. one-mode Gaussian channels) can be classified as weakly degradable or anti-degradable. This paved the way for the solution of the quantum capacity [19] for a large class of these maps [15] .
Here, first we propose a general construction of unitary dilations of multi-mode quantum channels, including all rank-deficient cases. We characterize the minimal noise maps involving only true quantum noise. Then, by using a generalized normal mode decomposition recently introduced in [20] , we generalize the results of [16, 17] concerning Gaussian weak complementary channels to the multi-mode case giving a simple weak-degradability/antidegradability condition for such channels. The paper ends with a detailed analysis of the two-mode case. This is important since any n-mode channel can always be reduced to singleand two-mode components [20] . We detail the degradability analysis and investigate a useful decomposition of a channel with the additive classical noise map that allows us to find new sets of channels with zero quantum capacity.
Multi-mode BGCs
Gaussian channels arise from linear dynamics of an open bosonic system interacting with a Gaussian environment via quadratic Hamiltonians. Loosely speaking, they can be characterized as completely positive trace-preserving (CPT) maps that transform Gaussian states into Gaussian states [21, 22] .
Notation and preliminaries
Consider a system composed of n-bosonic modes having canonical coordinatesQ 1 , P 1 , . . . ,Q n ,P n . The canonical commutation relations of the canonical coordinates, [R j ,R j ] = i(σ 2n ) j, j , whereR := (Q 1 , . . . ,Q n ;P 1 , . . . ,P n ), are grasped by the 2n × 2n commutation matrix
when this order of canonical coordinates is chosen, (here 1 n is the n × n identity matrix) [3, 4, 21] . Even though different reordering of the elements ofR will not affect the definitions that follow, we find it useful to assume a specific form for σ 2n . One defines the group of real symplectic matrices Sp(2n, R) as the set of 2n × 2n real matrices S which satisfy the condition ∈ Sp(2n, R). Similarly, one has S T ∈ Sp(2n, R). Symplectic matrices play a key role in the characterization of bosonic systems. Indeed, define the Weyl (displacement) operators aŝ V (z) =V † (−z) := exp[iRz] with z := (x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n ) T being a column vector of R 2n . Then, it is possible to show [1] that for any S ∈ Sp(2n, R) there exists a canonical unitary transformationÛ , which maps the canonical observables of the system into a linear combination of the operatorsR j , satisfying the condition
4 for all z. This is often referred to as the metaplectic representation. Conversely, one can show that any unitaryÛ which transformsV (z) as in equation (3) must correspond to an S ∈ Sp(2n, R).
Weyl operators allow one to rewrite the canonical commutation relations aŝ
and permit a complete description of the system in terms of (characteristic) complex functions. Specifically, any trace-class operatorˆ (in particular, any density operator) can be expressed asˆ
where d 2n z := dx 1 . . . dx n dy 1 . . . dy n and φ(ˆ ; z) is the characteristic function associated with the operatorˆ defined by φ(ˆ ; z) := Tr ˆ V (z) .
Within this framework, a density operatorρ of the n modes is said to represent a Gaussian state if its characteristic function φ(ρ; z) has a Gaussian form, i.e. φ(ρ; z) = exp − 1 4
with m being a real vector of mean values m j := Tr[ρR j ], and the 2n × 2n real symmetric matrix γ being the covariance matrix [1, 4, 7] ofρ. For generic density operatorsρ (not only the Gaussian ones), the latter is defined as the variance of the canonical coordinatesR, i.e. γ j, j := Tr ρ{(R j − m j ), (R j − m j )} ,
with {·, ·} being the anti-commutator, and it is bound to satisfy the uncertainty relations γ iσ 2n (9) with σ 2n being the commutation matrix (1) . Up to an arbitrary vector m, the uncertainty inequality presented above uniquely characterizes the set of Gaussian states, i.e. any γ satisfying (9) defines a Gaussian state. Let us first notice that if γ satisfies (9) then it must be (strictly) positive definite γ > 0, and have Det[γ ] 1. From Williamson's theorem [23] , it follows that there exists a symplectic S ∈ Sp(2n, R) such that
where D := diag(d 1 , . . . , d n ) is a diagonal matrix formed by the symplectic eigenvalues d j 1 of γ . For S = 1 2n , equation (10) gives the covariance matrix associated with thermal bosonic states. This also shows that any covariance matrix γ satisfying (9) can be written as
with 0 6 . The extremal solutions of equation (11), i.e. γ = SS T , are minimal uncertainty solutions and correspond to the pure Gaussian states of n modes (e.g. multi-mode squeezed 6 This is indeed the matrix (12) with D as in equation (10) , which is positive since D 1 n . vacuum states). They are uniquely determined by the condition Det[γ ] = 1 and satisfy the condition [18] γ = −σ 2n (γ −1 )σ 2n .
BGCs
In the Schrödinger picture, evolution is described by applying the transformation to the states (i.e. the density operators)ρ → (ρ). In the Heisenberg picture, the transformation is applied to the observables of the system, while leaving the states unchanged,ˆ → H (ˆ ). (5) and (6) any CPT transformation on the n modes can be characterized by its action on the Weyl operators of the system in the Heisenberg picture (e.g. see [17] ). In particular, a BGC is defined as a map which, for all z, operates on V (z) according to [3] 
with v being some fixed real vector of R 2n , and with Y, X ∈ R 2n×2n being some fixed real 2n × 2n matrices satisfying the complete positivity condition
In the context of BGCs, the above inequality is the quantum channel counterpart of the uncertainty relation (9) . Indeed up to a vector v, equation (15) uniquely determines the set of BGCs and bounds Y to be positive-semidefinite, Y 0. However, differently from (9), in this case strict positivity is not a necessary prerequisite for Y . A completely positive map defined by equations (14) and (15) will be referred to as BGC. As mentioned before, such a map is a model for a wide class of physical situations, ranging from communication channels such as optical fibers, to open quantum systems, and to dynamics in harmonic lattice systems. Whenever one has only partial access to the dynamics of a system that can be well described by a time evolution governed by a Hamiltonian that is a quadratic polynomial in the canonical coordinates, one will arrive at a model described by equations (14) and (15) 7 . An important subset of the BGCs is given by set of Gaussian unitary transformations which have Y = 0, X ∈ Sp(2n, R) and v arbitrary. They include the canonical transformations of equation (3) (characterized by v = 0), and the displacement transformations (characterized by having X = 1 2n and v arbitrary). The latter simply adds a phase to the Weyl operators and corresponds to unitary transformations of the form
In the Schrödinger picture, the BGC transformation (14) induces a mapping of the characteristic functions of the form
6 which in turn yields the following transformation of the mean and the covariance matrix:
Clearly, BGCs always map Gaussian input states into Gaussian output states. For purposes of assessing quantum or classical information capacities, output entropies, or studying degradability or anti-degradability of a channel [14] - [17] , the full knowledge of the channel is not required: transforming the input or the output with any unitary operation (say, Gaussian unitaries) will not alter any of these quantities. It is then convenient to take advantage of this freedom to simplify the description of the BGCs. To do so, we first notice that the set of Gaussian maps is closed under composition. Consider then and two BGCs described respectively by the elements X , Y , v and X , Y , v . The composition • where, in Schrödinger representation, we first operate with and then with , is still a BGC and it is characterized by the parameters
Exploiting these composition rules it is then easy to verify that the vector v can always be compensated by properly displacing either the input state or the output state (or both) of the channel. For instance by taking X = 1 2n , Y = 0 and v = −v , equation (18) shows that is unitarily equivalent to the Gaussian channel , which has v = 0 and X = X , Y = Y . Therefore, without loss of generality, in the following, we will focus on BGCs having v = 0.
More generally consider the case where we cascade a generic BGC described by matrices X and Y as in equation (15) with a couple of canonical unitary transformationÛ 1 andÛ 2 described by the symplectic matrices S 1 and S 2 , respectively. The resulting BGC is then described by the matrices
For single mode (n = 1), this procedure induces a simplified canonical form [13, 14, 17] which, up to a Gaussian unitarily equivalence, allows one to focus only on transformations characterized by X and Y which, apart from some special cases, are proportional to the identity. In this paper, we will generalize some of these results to an arbitrary number of modes n. To achieve this goal, in the following section, we first present an explicit dilation representation in which the mapping (14) is described as a (canonical) unitary coupling between the n modes of the system and some extra environmental modes which are initially prepared into a Gaussian state. Then, we will introduce the notion of a minimal noise channel, showing a useful decomposition rule.
Unitary dilation theorem
In this section, we introduce a general construction of unitary dilations of multi-mode quantum channels. Specifically, we show that a CPT channel acting on n modes is a BGC if and only if it can be realized by invoking 2n additional (environmental) modes E through the expression
7 whereρ is the input n-mode state of the system,ρ E is a Gaussian state of an environment, U is a canonical unitary transformation which couples the system with the environment and Tr E denotes the partial trace over E. In the case in whichρ E is pure, equation (20) corresponds to a Stinespring dilation [25] of the channel , otherwise it is a physical representation analogous to those employed in [16, 17] for the single-mode case.
General dilations
In this subsection, we will construct Gaussian dilations, including a discussion of all rankdeficient cases, and later focus on dilations involving the minimal number of modes. To proceed, we will first establish some conventions and notation. To start with, we write the commutation matrix of our n + modes in the block structure
stateρ ⊗ρ E can be expressed as γ ⊕ γ E . With these definitions, the first part of the unitary dilation property (20) can be written as follows:
Proposition 1 (Unitary dilations of Gaussian channels). Let γ E be the covariance matrix of a Gaussian state of modes and let S ∈ Sp(2(n + ), R) be a symplectic transformation. Then there exists a symmetric 2n × 2n-matrix Y 0 and a 2n × 2n-matrix X satisfying the condition (15) , such that equation (24) holds for all γ .
Proof. The proof is straightforward: we write S in the block form (22) and take X = s
Since γ E is a covariance matrix of modes, γ E − iσ 2 0 and therefore
0. This leads to equation (15) This proves that any CPT map obtained by coupling the n modes with a Gaussian state of environmental bosonic modes through a Gaussian unitaryÛ is a BGC. The converse property is more demanding. In order to present it we find it useful to state first the following: (22) is symplectic with respect to the commutation matrix (21) .
Lemma 1 (Extensions of symplectic forms
Proof. Since the rows of S form a symplectic basis, given s 1 and s 2 (an incomplete symplectic basis), it is always possible to find s 3 and s 4 as above. The proof easily follows from a skew-symmetric version of the Gram-Schmidt process to construct a symplectic basis [26] . For a special subset of BGCs, in section 2.5 we will present an explicit expression for S based on a simplified (canonical) representation of the X matrix that defines . See also appendix A. Due to the above result, the possibility of realizing unitary dilation equation (20) for a generic BGC described by the matrices X and Y i = i(σ 2n − X T σ 2n X ), can be proven by simply taking s 1 = X T and finding some 2n × 2 real matrix s 2 and an -mode covariance matrix γ E iσ E 2 that solve the equations
With this choice in fact equation (24) is trivially satisfied for all γ , while s 1 and s 2 can be completed to a symplectic matrix S ∈ Sp(2(n + ), R). The unitary dilation property (20) can hence be restated as follows:
Theorem 1 (Unitary dilations of Gaussian channels: converse implication). For any real 2n × 2n-matrices X and Y satisfying the condition (15) , there exists smaller than or equal to 2n, S ∈ Sp(2(n + ), R), and a covariance matrix γ E of modes, such that equation (24) is satisfied.
Proof. As already noted the whole problem can be solved by assuming s 1 = X T and finding s 2 and γ E that satisfy equations (25) and (26) . We start by observing that the 2n × 2n matrix defined in equation (15) (i) k = 2n and r = 2n, i.e. both Y and are full rank and hence invertible. Loosely speaking, this means that all the noise components in the channel are basically quantum (although may involve classical noise as well). (ii) k = 2n and r < 2n, i.e. Y is full rank and hence invertible, whereas is singular. This means that some of the noise components can be purely classical, but still nondegenerate. (iii) 2n > k r , i.e. both Y and are singular. There are noise components with zero variance.
Even though (i) and (ii) admit similar solutions, it is instructive to analyze them separately. In the former case, in fact, there is a simple direct way of constructing a physical dilation of the channel with = n environmental modes.
(i) Since is skew-symmetric and invertible there exists an
where µ = diag(µ 1 , . . . , µ n ) and µ i > 0 for all i = 1, . . . , n (see p 107 in reference [27] ).
Taking then s 2 := K −1 we get
which corresponds to equation (25) for = n. Since s 1 = X T , lemma 1 guarantees that this is sufficient to prove the existence of S. The condition (24) finally follows by taking γ E = K Y K T which is strictly positive (indeed K is invertible and Y > 0 because it has full rank) and which satisfies the uncertainty relation (9), i.e.
This shows that the channel admits a unitary dilation of the form as specified in equation (20) with = n environmental modes with commutation matrix, σ E 2n = σ 2n -see discussion after equation (21) . Such a solution, however, will involve a pure stateρ E only if
(31)
we can still construct a pure dilation by simply adding further n modes which purify the state associated with the covariance matrix γ E and by extending the unitary operatorÛ associated with S as the identity operator on them. 9 From now on, the symbol A −T will be used to indicate the transpose of the inverse of the matrix A, i.e.
For details, see the discussion of case (ii) given below. This corresponds to constructing a unitary dilation (20) with the pure stateρ E being defined on = 2n modes.
(ii) In this case, Y is still invertible, whereas is not. Differently from the approach we adopted in solving case (i), we here derive directly a Stinespring unitary dilation, i.e. we construct a solution with a pure γ E that involves = 2n environmental modes. In the next section, however, we will show that, dropping the purity requirement, one can construct unitary dilation that involvesρ E with only = 2n − r/2 modes.
To find s 2 and γ E which solve equations (25) and (26), it is useful to first transform Y into a simpler form by a congruent transformation, i.e.
with C ∈ Gl(2n, R) being not singular, e.g. C := Y −1/2 . From equation (15), it then follows that
with [27] . We then observe that introducing
the conditions (25) and (26) can be written as
Finding s 2 and γ E which satisfy these expressions will provide us also a solution of equations (25) and (26) . As in the case of equation (27) , there exists an orthogonal matrix O ∈ O(2n, R) which transforms the skew-symmetric matrix in a simplified block form. In this case, however, since is singular, we find [27] 
where now µ = diag(µ 1 , . . . , µ r/2 ) is the r/2 × r/2 diagonal matrix formed by the strictly positive eigenvalues of | | which satisfy the conditions 1 µ j > 0, this being equivalent to
as a consequence of inequality (33). Define then
It satisfies the identity
To show that equations (35) and (36) admit a solution we take = 2n and write σ E 4n = σ 2n ⊕ σ 2n = σ 4n with σ 2n as in equation (1). With these definitions the 2n × 4n rectangular matrix s 2 can be chosen to have the block structure
with A being the following 2n × 2n symmetric matrix
By direct substitution one can easily verify that equation (35) is indeed satisfied, see appendix B for details. Inserting equation (41) into (36) yields now the following equation:
for the 4n × 4n covariance matrix
see appendix C for details. A solution can be easily derived by taking
with ξ = 5/4 and
For all diagonal matrices µ compatible with the constraint (38) the resulting γ E satisfies the uncertainty relation γ E iσ 4n . Moreover, since it has Det[γ E ] = 1, this is also a minimal uncertainty state, i.e. a pure Gaussian state of 2n modes. It is worth stressing that for r = 2n, i.e. when also the rank of is maximum, the above solution provides an alternative derivation of the unitary dilation discussed in part (i) of the theorem. In this case, the covariance matrix γ E has block elements
where µ is now a strictly positive n × n matrix, whereas equations (34) and (41) yield
(iii) Here, both Y and are singular. This case is very similar to case (ii). Here, the dilation can be constructed by introducing a strictly positive matrixȲ > 0 which satisfies the condition
with being the projector onto the support of Y . Such aȲ always exists (Ȳ = Y + (1 − )). By construction, it satisfies the inequalityȲ Y i . According to section 2.2,Ȳ and X define thus a BGC. Moreover, sinceȲ is strictly positive, it has full rank. Therefore, we can use part (ii) of the proof to find a 2n × 2 matrixs 2 andγ E iσ 2 which satisfy the conditions (25) and (26)
A unitary dilation for the channel Y, X is then obtained by choosing γ E =γ E and s 2 = s 2 . In fact from equation (51), we get
whereas from equation (50)
where we have used the fact that
In proving the second part of the unitary dilations theorem, we provided explicit expressions for the environmental stateρ E of equation (20) . Specifically, such a state is given by the pure 2n-modes Gaussian stateρ E characterized by the covariance matrix γ E of elements (45) and (46). A trivial observation is that this can always be replaced by the 2n-modes vacuum state |Ø Ø| having the covariance matrix γ (0) E = 1 2n . This is a consequence of the obvious property that according to equation (11) all pure Gaussian states are equivalent to |Ø Ø| up to a Gaussian unitary transformation. On the level of covariance matrices, Gaussian unitaries correspond to symplectic transformations. For a remark on unitarily equivalent dilations, see also appendix D. Hence, by means of a congruence with an appropriate symplectic transformation, we immediately arrive at the following corollary: (20) withρ E = |Ø Ø| being the vacuum state on 2n modes.
Corollary 1 (Gaussian channels with pure Gaussian dilations). Any n-mode Gaussian channel admits a Gaussian unitary dilation

Reducing the number of environmental modes
An interesting question is the characterization of the minimal number of environmental modes that need to be involved in the unitary dilation (20) . From theorem 1, we know that this number is certainly smaller than or equal to twice the number n of modes on which the BGC is operating: we have in fact explicitly constructed one such representation that involves = 2n modes in a minimal uncertainty, i.e. pure Gaussian state. We also know, however, that there are situations 10 in which can be reduced to just n: this happens for instance for BGCs with rank[Y ] = rank[ ] = 2n, i.e. case (i) of theorem 1. In this case, one can represent the channel in terms of a Gaussian unitary coupling with = n environmental modes which are prepared into a Gaussian state with covariance matrix
13
-see equation (30) . In general, this will not be of Stinespring form (not be a pure unitary dilation) since γ E is not a minimal uncertainty covariance matrix. In fact, for n = 1 this corresponds to the physical representation of of [17] . However, if Y and X satisfy the condition (31), our analysis provides a unitary dilation involving merely = n modes in a pure Gaussian state. We can then formulate a necessary and sufficient condition for the channels of class (i) which can be described in terms of n-environmental modes prepared into a pure state. It is given by
which follows by imposing the minimal uncertainty condition (13) on the n-mode covariance matrix (54) and by using (28) . Similarly, one can verify that given a pure n-modes Gaussian stateρ E and an S ∈ Sp(4n, R) (22) with an invertible subblock s 2 , then the corresponding BGC satisfies condition (55). The above result can be strengthened by looking at the solutions for channels of class (ii) of which the channels of class (i) are a proper subset. To achieve this goal, let us first note that with the choice we made on σ E 2 = σ 4n , the two matrices α and β of equation (45) are 2n × 2n covariance matrices for two sets of independent n bosonic modes satisfying the uncertainty relations (9) with respect to the form σ 2n . In turn, the matrices δ and δ T of equation (46) represent cross-correlation terms among such sets. After all, the entire covariance matrix γ E corresponds to a pure Gaussian state.
The key point is now the observation that in equation (43), the matrix A couples only with those rows and columns of the matrices δ and β, which contain elements ξ 1 n−r/2 or f (ξ 1 n−r/2 ) : as far as A is concerned, one could indeed replace the element µ −1 and f (µ −1 ) of such matrices with zeros. The only reason we keep these elements the way they are in equations (45) and (46), is to render γ E the covariance matrix of a minimal uncertainty state. In other words, the elements of δ and β proportional to µ −1 or f (µ −1 ) are only introduced to purify the corresponding elements of the submatrix α, which is in itself hence a covariance matrix of a mixed Gaussian state.
Suppose then that µ of equation (38) has (say) the first r /2 eigenvalues equal to 1, i.e. µ 1 = µ 2 = · · · = µ r /2 = 1, while for j ∈ {r /2 + 1, . . . , r/2} we have that µ j ∈ (0, 1). In this case, the corresponding sub-matrix of α associated with those elements represents a pure Gaussian state, specifically the vacuum state. Accordingly, there is no need to add further modes to purify them. Taking this into account, one can hence reduce the number of environmental modes pure that allows one to represent as in equation (20) in terms of a pure stateρ E from 2n to
i.e. we need the n modes of α plus n − r /2 additional modes of β to purify those of α which are not in a pure state already. An easy way to characterize the parameter r is to observe that, according to equation (37), it corresponds to the number of eigenvalues having modulus 1 of the matrix of O O T , i.e.
The explicit expressions for corresponding values of γ E and s 2 are given in appendix C.1. Here, we notice that for r = r = 2n, we get pure = n. This should correspond to the channels (55) of class (i) for which one can construct a unitary dilation with pure input states. Indeed, according to equation (57), when r = 2n the matrix
T must be zero, leading to the identity (55).
Taking into account that r r = rank[ ], a further reduction in the number of modes can be obtained by dropping the requirement of γ E being a minimal uncertainty covariance matrix. Indeed, an alternative unitary representation (20) of can be constructed with only
environmental modes (see appendix C.2 for the explicit solution). The whole analysis can be finally generalized to the BGCs of class (iii), corresponding to channels that have non-invertible matrices Y . We have seen in fact that, in this case, the statê ρ E which provides us the unitary dilation of theorem 1 is constructed by replacing Y with the strictly positive operatorȲ of equation (49). Therefore for these channels pure of equation (56) are defined by equation (57) with Y replaced byȲ , i.e.
TakingȲ := Y + (1 2n − ) with being the projector on Supp[Y ] this gives,
where 
Theorem 2 (Dilations of BGCs involving fewer additional modes). Given a BGC described by matrices X and Y satisfying the conditions (15) and characterized by the quantities
Then it is possible to construct a unitary dilation (20) It is worth stressing that, for channels of class (ii) and (iii), theorem 2 only provides upper bounds for the minimal values of and pure . Only in the generic case (i) do these bounds coincide with the real minima.
Minimal noise channels
In a very analogous fashion to the extremal covariance matrices corresponding to pure Gaussian states, one can introduce the concept of a minimal noise channel. In this section, we review the concept of such minimal noise channels [18] and provide criteria to characterize them. Given X, Y ∈ R 2n×2n satisfying the inequality (15) , any other Y = Y + Y with Y 0 will also satisfy this condition, i.e.
Furthermore, due to the composition rules (18) , the BGC associated with the matrices X and Y can be described as the composition
between the channel associated with the matrices X and Y , and the channel described by the matrices X = 1 n and Y = Y . The latter belongs to a special case of BGC that includes the so-called additive classical noise channels [3, 4, 17 ]-see section 2.4 for details. For any X ∈ R 2n×2n , one can then ask how much noise Y it is necessary to add in order to obtain a map satisfying the condition (15) . This gives rise to the notion of minimal noise [18] , as the extremal solutions Y of equation (15) for a given X . The corresponding minimal noise channels are the natural analogue of the Gaussian pure state and allow one to represent any other BGC as in equation (63) with a proper choice of the additive classical noise map .
Let us start by considering the case of a generic channel of class (i) described by matrices X and Y . According to theorem 1, it admits unitary dilation with = n modes described by some covariance matrix γ E satisfying the condition
for some proper 2n × 2n real matrix s 2 . According to equation (11) γ E can be written as (63), where now is the BGC associated with the minimal noise environmental state γ E . Most importantly since the decomposition (65) is optimal for γ E , the channel is an extremal solution of equation (15) . We stress that by construction is still a channel of class (i): in fact, it has the same as , whereas Y is still strictly positive since γ E > 0 and s 2 is invertible-see equation (64). We can then use the results of section 2.2 to claim that must satisfy the equality (55). This leads us to establish three equivalent necessary and sufficient conditions for minimal noise channels of class (i):
with r and r as in equation (61). Since for class (i) we have that r = 2n, the minimal noise condition m 3 simply requires the eigenvalues of the matrix µ of equation (37) to be equal to unity. Similarly, minimal noise channels in cases (ii) and (iii) can be characterized.
Theorem 3 (Minimal noise condition). A Gaussian bosonic channel characterized by the matrices Y and X ∈ R 2n×2n is a minimal noise channel if and only if
where, as throughout this work,
Proof. The complete positivity condition (15) of a generic BGC is a positive semidefinite constraint for the symplectic form , corresponding to the constraint γ − iσ 2n 0 in the case of covariance matrices of states of n modes. In general, r = rank[ ] is not maximal, i.e. not equal to 2n. When identifying the minimal solutions of the inequality (15), without loss of generality we can look for the minimal solutions of 
so a symplectic matrix with respect to the modified symplectic form, so an element of {M ∈ Gl(r, R) :
From this, it follows that the minimal solutions of (70) are exactly given by the solutions of Y = (Y ) 1 ( ) T , from which the statement of the theorem follows.
Additive classical noise channel
In this subsection, we focus on the maps which enter in the decomposition (63). They are characterized by having X = 1 2n and Y 0. Note that with this choice the condition (15) is trivially satisfied. This is the classical noise channel that has frequently been considered in the literature (for a review, e.g., see [4] ). For completeness of the presentation, we briefly discuss this class of multi-mode BGCs.
If the matrix Y is strictly positive, the channel is the multi-mode generalization of the single mode additive classical noise channel [3, 4, 17] . In the language of [17] , these are the maps which have a canonical form B 2 . Indeed, one can show that these maps are the (Gaussian) unitary equivalent to a collection of n single mode additive classical noise maps. To see this, let us apply symplectic transformations (S 1 and S 2 ) before and after the channel . Following equation (19) [23] , we can find a S 2 ∈ Sp(2n, R) such that S T 2 Y S 2 is diagonal diag(λ 1 , . . . , λ n , λ 1 , . . . , λ n ) with λ i > 0. We can then take S 1 = S −1 2 to have S 1 S 2 = 1 2n . For Y 0 but not Y > 0, the maps that enter the decomposition equation (63), however, include also channels which are not unitarily equivalent to a collection of B 2 maps. An explicit example of this situation is constructed in appendix E.
Canonical form for generic channels
Analogously to [13, 14, 17] , any BGC described by the transformation equation (17) can be simplified through unitarily equivalence by applying unitary canonical transformations before and after the action of the channel which induces transformations of the form (19) . Specifically, given a n-mode Gaussian channel described by matrix X and Y we can transform it into a new n-mode Gaussian channel c described by the matrices
with S 1,2 ∈ Sp(2n, R). As already discussed in the introductory sections, from an information theoretical perspective and c are equivalent in the sense that, for instance, their unconstrained quantum capacities coincide. We can then simplify the analysis of the n-mode Gaussian channels by properly choosing S 1 and S 2 to induce a parametrization of the interaction part (i.e. X ) of the evolution. The resulting canonical form follows from the generalization of the Williamson theorem [23] presented in [20] . According to this result, for every non-singular matrix X ∈ Gl(2n, R), there exist matrices S 1,2 ∈ Sp(2n, R) such that
where J T is an n × n block-diagonal matrix in the real Jordan form [27] . This can be developed a little further by constructing a canonical decomposition for the symplectic matrix S associated with the unitary dilation (20) of the channel.
For the sake of simplicity in the following, we will focus on the case of generic quantum channels which have non-singular X ∈ Gl(2n, R) and belong to class (i) of theorem 1 (i.e. which have r = rank[ ] = 2n). Under these conditions, X must admit a canonical decomposition of the form (74) in which all the eigenvalues of J are different from 1. In fact one has
with c being the skew-symmetric matrix associated with the channel c , i.e.
c :=
Since rank[ c ] = rank[ ] = 2n, it follows that J cannot have eigenvalues equal to 1. Similarly, it is not difficult to see that if X has a canonical form (74) with all the eigenvalues of J being different from 1, then and c are of class (i). However, a special case in which X = 1 2n is investigated in detail in appendix E. Consider then a unitary dilation (20) of the channel c constructed with a not necessarily pure Gaussian stateρ E of = n environmental modes. According to the above considerations, such a dilation always exists. Let S ∈ Sp(4n, R) be the 4n × 4n real symplectic transformation (22) associated with the corresponding unitaryÛ . Assuming s 1 = X T c , an explicit expression for this dilation can be obtained by writing
where, for j = 2, 3, F j , G j are n × n real matrices. Imposing equation (23), one obtains the following relations:
whose solution gives an S ∈ Sp(4n, R) of the form
with G being an arbitrary matrix G ∈ Gl(n, R) . As a consequence of this fact, and because the eigenvalues of J are assumed to be different from 1, s 2 , s 3 and s 4 are also non-singular. This is important because it shows that in choosing S as in the canonical form (79) we are not restricting generality: the value of s 2 can always be absorbed into the definition of the covariance matrix γ E ofρ E by writing
(see also appendix D). Taking this into account, we can conclude that equation (79) provides an explicit demonstration of lemma 1 for channels of class (i) with non-singular X . Since c is fully determined by X c and Y c , the above expressions show that the action of c on the input state does not depend on the choice of G. As a matter of fact, the latter can be seen as a Gaussian unitary operationÛ G characterized by the n-mode symplectic transformation Sp(2n, R) ,
applied to the final state of the environment after the interaction with the input, i.e.˜ G = U G˜ Û T G , where˜ is the weak complementary map for G = 1 n , and˜ G is the weak complementary map in presence of G = 1 n -see the next section for details. Since the relevant properties of a channel (e.g. weak degradability [16, 17] ), do not depend on local unitary transformations to the input/output states, without loss of generality, we can consider G = −J and the canonical form for S ∈ Sp(4n, R) assumes the following simple expression:
The possibility of constructing different, but unitarily equivalent, canonical forms for S is discussed in appendix D.
Weak degradability
Among other properties, the unitary dilations introduced in section 2 are useful to define complementary or weak complementary channels of a given BGC . These are defined as the CPT map˜ which describes the evolution of the environment under the influence of the physical operation describing the channel [16, 17] , i.e.
whereρ,ρ E andÛ are defined as in equation (20), but the partial trace is now taken over the system modes. Specifically, if the stateρ E we employed in constructing the unitary dilation of equation (20) is pure, then the map˜ is said to be the complementary of and, up to partial isometry, it is unique [28] - [31] . Otherwise it is called weak complementary [16, 17] . Since in equation (20) the stateρ E is Gaussian andÛ is a unitary Gaussian transformation, one can verify that˜ is also BGC 11 . Expressing the Gaussian unitary transformationÛ in terms of its symplectic matrix S of equation (22) the action of˜ is fully characterized by the following mapping of the covariance matrices γ ofρ, i.e.
:
which is counterpart of the transformations (16) and (24) that characterize . The channel˜ is then described by the matricesX = s T 3 andỸ = s 4 γ E s T 4 which, according to the symplectic properties (23) , satisfy the conditioñ
The relations between and its weak complementary˜ contain useful information about the channel itself. In particular, we say that the channel is weakly degradable (WD), whereas˜ is anti-degradable (AD), if there exists a CPT map T which, for all inputsρ, allows one to recover˜ (ρ) by acting on the output state (ρ), i.e.
Similarly, one says that is AD and˜ is WD if there exists a CPT mapT such that
Weak degradability [16, 17] is a property of quantum channels generalizing the degradability property introduced in [28] . The relevance of weak-degradability analysis stems from the fact that it allows one to simplify the quantum capacity scenario. Indeed, it is known that AD channels have zero quantum capacity [16, 17] , whereas WD channels withρ E pure are degradable and thus admit a single letter expression for this quantity [28] . A complete weakdegradability analysis of single-mode BGCs has been provided in [16, 17] . Here, we generalize some of these results to n > 1.
A criterion for weak degradability
In this section, we review a general criterion for degradability of BGCs which was introduced in [15] , adapting it to include also weak degradability. Before entering the details of our derivation, however, it is worth noting that generic multi-mode Gaussian channels are neither WD nor AD. Consider in fact a WD single-mode Gaussian channel having no zero quantum capacity Q > 0 (e.g. a beam-splitter channel with transmissivity > 1/2). Define then the two-mode channel ⊗˜ with˜ being its weak complementary defined in [16, 17] . This is Gaussian since both and˜ are Gaussian. The claim is that ⊗˜ is neither WD nor AD. Indeed, its weak complementary can be identified with the map˜ ⊗ . Consequently, since ⊗˜ and˜ ⊗ differ by a permutation, they must have the same quantum capacity Q . Therefore, if one of the two is WD then both of them must also be AD. In this case, Q should be zero which is clearly not possible given that Q Q. In fact, one can use ⊗˜ to reliably transfer quantum information by encoding it into the inputs of . In this respect, the possibility of classifying (almost) all single-mode Gaussian maps in terms of weak degradability turns to be rather a remarkable property. We now turn to investigating the weak degradability properties of multi-mode BGCs deriving a criterion that will be applied in section 4.1 for studying in detail the two-mode channel case.
Consider an n-mode BGC characterized by the unitary dilation (20) and its weak complementary˜ (83). Let {X, Y } and {X ,Ỹ } be the matrices which define such channels. For the sake of simplicity, we will assume X andX to be non-singular, with X,X ∈ Gl(2n, R).
Examples of such maps are for instance the channels of class (i) with X non-singular described in section 2.5. Adopting in fact the canonical form (82) for S we have that
with all the eigenvalues of J being different from 1.
Suppose now that is weakly degradable with T being the connecting CPT map which satisfies the weak degradability condition (86). As in [16, 17] , we will focus on the case in which T is BGC and described by matrices {X T , Y T }. Under these hypotheses the identity (86) can be simplified by using the composition rules for BGCs given in equation (18) . Accordingly, one must have
These definitions must be compatible with the requirement that T should be a CPT map which transforms the n-system modes into the -environmental modes, i.e.
Combining the expressions above, one finds the following weak-degradability condition for nmode BGCs [15] , i.e.
In order to obtain the anti-degradability condition (87), it is sufficient to swap {X, Y } with {X ,Ỹ } and the system commutation matrix σ 2n with σ
Equations (91) and (92) are strictly related. Indeed since
equation (92) corresponds to reverse the sign of the inequality (91), i.e.
Hence to determine if is a WD or AD channel, it is then sufficient to study the positivity of the Hermitian matrix
In the case in which = n, this can be simplified by recalling that a Hermitian 2n × 2n matrix W partitioned as
with W i being n × n matrices, is semi-positive definite if and only if W 1 0 and
the right-hand side being the Schur complement of W (see, e.g., p 472 in [27] ). Using this result and the canonical form (82), equation (91) can be written as in equation (97) with 
where
and c = cosh(2r ), s = sinh(2r ), h = cos(2φ), q = sin(2φ) and = r e 2iφ being the squeezing parameter [32] . Finally, it is interesting to study how the canonical forms of two-mode BGCs compose under the product. A simple calculation shows that the following rules apply
In this table, for instance, the element on row 1 and column 1 represents the class (i.e. A) associated with the composition of two channels of the same class A. Note that the canonical form of the products with a 'coupled' channel (i.e. with B or C) is often not uniquely defined. For instance, composing two class B channels characterized by the matrices
with i = 1, 2, will give us either a class A 2 channel (if a 1 + a 2 = 0) or a class B channel (if a 1 + a 2 = 0). Composition rules analogous to those reported above have been analyzed in detail for the one-mode case in [17] . In the following, we will study the weak-degradability properties of these three classes of two-mode Gaussian channels.
Weak-degradability properties
The weak-degradability conditions in equation (97) become
and
In the same way, the anti-degradability is obtained when both these quantities are non-positive. As concerns the environmental initial state of the unitary dilation, one can consider a generic two-mode state as in equation (105). On one hand, we find that, if [J, R] = 0, this two-mode squeezing transformation V ( ) can be simply 'absorbed' in local symplectic operations to the output states and then it does not affect the weak-degradability properties. On the other hand, if [J, R] = 0, we find numerically that the introduction of correlations between the two environmental modes contrasts with the presence of (anti-) weak-degradability features. Therefore, one can consider the particular case in which the environment is initially in a state with a symmetric covariance matrix γ E as in equation (103) with x = y = 2N + 1 and In the uncoupled case, J 0 as in equation (100), substituting in equation (91), we find that these two-mode BGCs are WD if a, b 1/2 and AD for a, b 1/2 (any N 0). In other words, in the case of two uncoupled modes, the weak-degradability properties can be derived from the results for one-mode BGCs: tensoring two WD (AD) one-mode Gaussian channels with WD (AD) one-mode Gaussian channels yield two-mode Gaussian channels which are WD (AD).
In the case of defective J , i.e. J 1 as in equation (101), corresponding to noisy interaction coupling the two system modes, substituting in equation (91), we find that, on one hand, these two-mode BGCs are WD if a > 1 and
On the other hand, it is AD if a < 0 and N N 1 (see figure 2) . Note that the defective Jordan blocks are not usually stable with respect to perturbations [20] . Indeed, we find numerically that, applying proper two-mode squeezing transformations to the environmental input, these weak-degradability conditions reduce to the decoupled case ones. In figure 1 , we consider, for simplicity, a symmetric environmental initial state γ E as in equation (105) with x = y, z − = 0 and = r , and we plot the relation between x, z + and the minimum value of r such that J := J 1 reduces to J := J 0 corresponding to the decoupled case. One realizes that a squeezing parameter r close to 1 is enough to decouple the two modes representing the system carrying quantum 
while they are AD if a < 1/2 and N N 2 (see figure 2) . In both of these cases (real and complex eigenvalues), in which the interaction term couples the two bosonic modes, there is the (apparently) counter-intuitive fact that above a certain environmental noise threshold the weakdegradability features appear, while for one-mode BGCs they do not depend on the initial state of the environment. Actually, one would expect at most that, when the level of the environmental noise increases, the coherence progressively decreases until it is destroyed. This would mean that it becomes more and more difficult to recover the environment (system) output from the system (environment) output after the noisy evolution. However, things go the other way around when multi-mode BGCs are considered.
Channels with zero quantum capacity
Analogously to [17] where the one-mode case is investigated, one can enlarge (other than the AD maps) the class of two-mode BGCs with Q = 0, composing a generic channel with an AD one. First of all, consider a channel as in section 2.3, but being AD (not necessarily minimal noise), then the maps , defined in equation (63), have zero quantum capacity, i.e. they cannot be used to transfer quantum information. For instance, one can choose γ E = (2N c + 1)1 n , i.e. the environmental initial state of the map is a multi-mode thermal state with N c being the average photon number for each mode, such that is AD or simply with zero capacity; therefore, for any γ E γ E = (2N c + 1)1 n , as in equation (65), the map of equation (63) has Q = 0. Particularly, for n = 2, using these observations and choosing N c equal to either N 1 (and a < 0) or N 2 (and a < 1/2) as in equations (110) and (111), one obtains that for X = 1 2 ⊕ J 1,2 and Y = s 2 γ E s T 2 (with s 2 as in equation (82)) the resulting channel always has zero capacity. In this way, one extends considerably the set of two-modes maps with zero capacity, other than the very particular cases of two-mode environmental thermal states studied above and shown in figure 2 . For instance, two-mode squeezing can be applied to the thermal state γ E including not only states with N > N c but also with non-trivial two-mode correlations such that γ E (2N c + 1)1 2 . Therefore, just considering this last simple inequality one includes a larger set of maps that have zero quantum capacity.
Moreover, we observe that, according to the composition rules above, the combination = I I • I of two channels I and I I of class A 2 and C, respectively, with Jordan blocks J I as in equation (100) with a I = b I and J I I as in equation (102) 
Note that a I has been chosen equal to 1/2 and I corresponds to two uncoupled beam-splitter maps with transmissivity 1/2. We can therefore conclude that all channels of the form C with N as in equation (112) have zero quantum capacity-see figure 3 . Consider now the composition = I I • I of two channels I and I I of class C and A 2 (i.e. in the opposite order with respect to above), respectively, with Jordan blocks J I as in equation (102) with a I and b I = 0 and J I I as in equation (100) with a I I = b I I , giving J = a I I J I which is in the class C. As before, since we have N 1 0, N 2 0 and assuming again a I I 1/2, the channel 2 is AD and the resulting channel has Q = 0. Varying the parameters but keeping the product a I a I I = a and b I a I I = b fixed, the parameter N can assume any value satisfying the inequality N 1 4
where again a I I is chosen equal to 1/2. Again, we can conclude that all class C channels with N as in equation (113) have zero quantum capacity. However, notice that the constraint in equation (113) is an improvement with respect to the constraint of equation (112)-see figure 3.
Conclusions
In this work, we have presented a complete analysis of generic multi-mode Gaussian channels by proving a unitary dilation theorem and by finding their canonical form. This is a simple form that can be achieved for any Gaussian quantum channel, as a convenient starting point for various considerations. For instance, it allows us to simplify the analysis of the weak-degradability properties of multi-mode BGCs. Minimal output entropies, or quantum and classical information capacities and other difficult questions might be tackled using the canonical form of multi-mode Gaussian channels shown in this paper. Here, we investigated in detail the two-mode scenario that is relevant since any n-mode channel can always be reduced to single-mode and two-mode parts [20] . Furthermore, the results of this paper could play a basic role in characterizing the efficiency of continuous-variable quantum information processing, quantum communication and quantum key distribution protocols.
then equivalent to the following problem: suppose we are given column vectors e 1 , . . . , e n and f 1 , . . . , f n from R 2(n+ ) that satisfy
for j, k = 1, . . . , n. The procedure continues by identifying vectors e n+1 and f n+1 such that e T n+1 σ 2(n+ ) f n+1 = 1 and e
where the first term is an element of W n and the second of W ⊥ n . Following a symplectic Gram-Schmidt procedure, the symplectic basis can hence be completed, which is equivalent to extending the matrices s 1 and s 2 to a symplectic
Appendix B. Derivation of equation (35)
Here, we show that equation (35) admits a solution for s 2 as in equation (41). In fact, assuming σ E 4n = σ 2n ⊕ σ 2n with σ 2n as in equation (1), one has 
Similarly, the covariance matrix γ E can be still expressed as in equation (44). In this case, however, α is a 2n × 2n matrix of block form with f as in equation (46). By looking at the structure of this covariance matrix, one realizes that it is composed by three independent pieces. The first one describes a collection of r /2 vacuum states. The second one, in turn, describes (r − r )/2 thermal states characterized by the matrices µ −1 o which have been purified by adding further (r − r )/2 modes. The third one, finally, reflects a collection of 2(n − r/2) = 2n − r modes prepared in a pure state formed by n − r/2 independent pairs of modes which are entangled.
C.2. Solution for = 2n − r/2 not necessarily pure environmental modes
In this subsection, we present the alternative derivation of a dilation that does not necessarily involve an environment prepared in a pure state. Choosing the commutation matrix σ E 2 = σ 2n ⊕ σ 2n−r with σ 2n and σ 2n−r as in equation (1) Similarly, γ E has the block form (44), where α is still the 2n × 2n matrix of equation (45), whereas β and δ are, respectively, the following (2n − r ) × (2n − r ) and 2n × (2n − r ) real matrices: with 1 = 1 n−r/2 . This covariance matrix now consists of two independent parts: the first one describes a collection of r/2 thermal states described by the matrices µ −1 . The second instead reflects a collection of 2(n − r/2) = 2n − r modes prepared in a pure state formed by n − r/2 independent couples of modes which are entangled. The covariance matrix given in theorem 1 can be recovered from the one given above by adding r modes to purify the thermal states µ −1 . 3) with V ∈ Sp(2 , R) and W ∈ Sp(2n, R) being symplectic transformations of and n modes, respectively. With this choice in fact γ E is still a covariance matrix while the conditions (23) and (24) are automatically satisfied. From a physical point of view the symplectic transformations V and W correspond to unitary local operations applied to the environmental input and output states, respectively, by virtue of the metaplectic representation. Consequently, the weak complementary channels˜ and˜ associated with these two representations are unitarily equivalent and the weak-degradability properties one can determine for will be the same when studied for .
Appendix D. Equivalent unitary dilations
Let
Conversely, let us suppose we have two unitary dilations of , realized with = n environmental modes and characterized by the symplectic matrices S and S as in equations (D.1) and (D.2), respectively, with s i and s i being 2n × 2n square matrices. Then it is possible to show that they must be related as in equation (D.3) under the hypothesis that s 2 and s 3 are nonsingular. First of all, since equation (24) = σ 2n , (D.6) which proves that W is a symplectic. Finally, let us observe that the proof above does not use the non-singularity of s 3 . Indeed, one can relax this hypothesis and assume more simply that there exists a W such that s 3 = W s 3 ; from equation (23) W has to still be a symplectic matrix but s 3 and s 3 may be singular.
As an application of these equivalent unitary dilation results, we can find an alternative canonical form to the one in section 2.5 with the same s 1 and s 4 but with s 2 and s 3 of the following anti-diagonal block form:
where, for j = 2, 3, F j , G j are n × n real matrices. Imposing equation (23), one obtains the following relations: J
