Abstract. We propose a general framework for solving the structurebased NMR backbone resonance assignment problem. The core is a novel 0-1 integer programming model that can start from a complete or partial assignment, generate multiple assignments, and model not only the assignment of spins to residues, but also pairwise dependencies consisting of pairs of spins to pairs of residues. It is still a challenge for automated resonance assignment systems to perform the assignment directly from spectra without any manual intervention. To test the feasibility of this for structure-based assignment, we integrated our system with our automated peak picking and sequence-based resonance assignment system to obtain an assignment for the protein TM1112 with 91% recall and 99% precision without manual intervention. Since using a known structure has the potential to allow one to use only N-labeled NMR data and avoid the added expense of using C-labeled data, we work towards the goal of automated structure-based assignment using only such labeled data. Our system reduced the assignment error of Xiong-Pandurangan-BaileyKellogg's contact replacement (CR) method, which to our knowledge is the most error-tolerant method for this problem, by 5 folds on average. By using an iterative algorithm, our system has the added capability of using the NOESY data to correct assignment errors due to errors in predicting the amino acid and secondary structure type of each spin system. On a publicly available data set for Ubiquitin, where the type prediction accuracy is 83%, we achieved 91% assignment accuracy, compared to the 59% accuracy that was obtained without correcting for typing errors.
Introduction
Nuclear Magnetic Resonance (NMR)-based technologies are not only important for determining protein structure in solution [3, 7] , but also studying proteinprotein, protein-ligand interactions [31, 42] , and identifying new drugs [35, 41] . However, presently, it can still take an experienced NMR spectroscopist weeks to months to process the data after the NMR spectra are collected. A key bottleneck step in the data processing is backbone resonance assignment, where the goal is to assign chemical shift values extracted from the spectra to the underlying backbone atoms. If the protein is examined under multiple experimental conditions, or different mutants of the protein are being studied, the assignment step needs to be repeated each time. Automated methods can accelerate this process especially if a similar 3D structure is already known, such as one obtained from a previous step. The use of a structure may also allow subsequent steps to use only N-labeled NMR data.
Traditional, sequence-based, resonance assignment methods depend mainly on the amino acid sequence and carbon connectivity information extracted from triple resonance experiments [1, 4, 6, 10, 17, 19, 21, 22, 23, 24, 27, 28, 30, 32, 36, 43, 46, 50, 51] . With the rate of new unique protein folds being discovered decreasing relative to the rate of protein structures being determined [33, 34] , one can expect that most proteins have homologs with a known protein structure. Analogous to molecular replacement in X-ray crystallography [12] , the known structure can be used as a template to which the NMR experimental evidence is matched, as is done in various structure-based assignment methods [4, 5, 6, 13, 14, 18, 21, 26, 38, 39, 43, 49, 50] .
The Nuclear Vector Replacement (NVR) approach [26, 27] uses 15 N-HSQC spectra, H N -15 N residual dipolar couplings (RDC), sparse d NN NOEs, amide exchange rates, and no triple resonance data for structure-based assignment. The problem was cast as a maximum bipartite matching problem, which they solved in polynomial time. Using close structural templates, they achieved an accuracy of over 99%. Their work was extended to handle more distant templates using normal mode analysis to obtain an ensemble of template structures [4] . Unlike NOEs, which stem from short-range interactions, RDCs can provide long-range orientation information. However, currently in NMR labs, RDC experiments are not as commonly used for backbone resonance assignment.
For assignment using 3D NOESY data, Xiong et al. developed a branch-andbound algorithm [49] , which they later improved to a randomized algorithm [50] , which we shall refer to as the contact replacement (CR) method. The CR method was demonstrated to tolerate 1-2Å structural variation, 250-600% noise, and 10-40% missing contact edges. Although they mention that there exists methods with close to 90% average accuracy for predicting a spin system's amino acid class prior to an assignment, the CR method ignored such errors. The method achieved an assignment accuracy of above 80% in α-helices, 70% in β-sheets, and 60% in loops. To our knowledge, it is the most error-tolerant structurebased assignment method in terms of the noise level. The data used consisted of only N-labeled spectra: 2D
15 N-HSQC, 3D 15 N-TOCSY-HSQC, 3D 15 N-NOESY-HSQC, and 3 J HN Hα coupling constants derived from 3D HNHA. The problem was cast as a subgraph matching problem, where one graph consisted of the contacts in the known protein structure, and the other consisted of the NOESY cross peaks (NOEs) that connected spin system pairs. In general, the mapping of NOESY peaks to specific contacts is ambiguous due to experimental errors, missing peaks, and false peaks. Although the graph problem that was solved is NP-hard, Xiong et al. proved that under their noise model, the problem could be solved in polynomial time with high probability. In NOEnet [43] , the problem was also cast as a subgraph matching problem. Unlike the CR method, NOEnet generates an ensemble of assignments containing all assignments compatible with the NMR data, and it requires only 1 H N -1 H N NOEs. However, it requires unambiguous NOEs, such as those from 4D NOESY experiments, so the noise is less than that handled by the CR method.
In NMR studies, NMR spectra are often examined by visual inspection, where the cross peaks get picked by inspection, or by automatic methods but then checked by the scientist. The peaks get accumulated in a list of peaks, and this list can change during the study as errors and inconsistencies are discovered during the assignment step. Therefore, the peak picking and the resonance assignment steps are usually done together. We aim to build a system that automates this process without any manual intervention. To our knowledge, current structurebased methods are still semi-automated. The heart of our system is a novel and general 0-1 integer linear programming (ILP) model. We focus on structure-based assignment using only N-labeled NMR data because using a known structure has the potential to allow one to avoid the added expense of using C-labeled data. Nevertheless, the ILP model can be adapted to include carbon connectivity information from C-labeled data.
To test the feasibility of fully-automated structure-based assignment, we first build upon our earlier work on automated sequence-based resonance assignment, IPASS [1] , which uses peak lists that are automatically picked from the spectra. These peak lists, which tend to be more noisy than manually picked peaks, are generated from our automated peak picking system, PICKY [2] . We used our method to refine the IPASS assignment to achieve an accuracy of 91% recall and 99% precision, an improvement over the input assignment, which had a recall value of 84% and precision of 97%. Recall is defined as C ÷ R and precision as C ÷ S, where C is the number of correct assignments, R is the number of residues that can be assigned, and S is the number of assignments made by the method. Typically, by accuracy we mean precision. Although the improvement is modest, we started directly from the spectra using systems that are completely automated.
For using only N-labeled data, automated and robust structure-based assignment is still a challenge. In comparison to the CR method, on 9 proteins from the data set used by the CR method, our method, on average, has 5 times fewer incorrect assignments. As a step towards robust assignment, we achieve further error tolerance by using the NOESY data to directly handle errors in predicting each spin system's amino acid and secondary structure type. This was tested on 5 proteins with typing errors introduced, and on a publicly available data set for Ubiquitin with a combined type prediction accuracy of 83% (both amino acid and secondary structure type correct). On Ubiquitin, we achieved an assignment accuracy of 91%, which is a large improvement over the 59% accuracy that was obtained without correcting for typing errors. Although we focused on resonance assignment using only N-labeled spectra, we also discuss generalizations of the ILP model to take into account other sources of data.
Methods
We use the graph representations from the CR method [50] s can be used. To find the best match between the two graphs, we look for the common edge subgraph that maximizes the match score, subject to the constraint that the vertex and edge labels match. Finding the maximum common weighted edge subgraph (and also the maximum common node subgraph), in general, is NPhard [40] . We use integer programming to do the maximization because it models the problem naturally as we will show. Our ILP formulation is similar to that for the maximum clique problem [8] , to which subgraph matching can be reduced [40] . To solve the ILP model, we used the solver in the commercial optimization package ILOG CPLEX R version 9.130. Note that if we consider only vertex matches, we get a maximum bipartite matching problem, which can be solved in polynomial time as in the NVR method.
0-1 Integer Programming Model
Define V c , V i to be the set of vertices in the contact graph and interaction graph, respectively. Define E c , E i to be the set of edges in the contact and interaction graph, respectively.
Input Data m(a, s, b, t)
The edge match score between amino acids a, b ∈ V c and spin systems s, t ∈ V i , where a is matched with s, and b is matched with t. In our model, it is equal to the sum of the match scores of the NOESY peaks that match (s, t) and match an interaction type of (a, b). The score is assumed to be non-negative.
m(a, s)
The vertex match score between amino acid a and spin system s.
The score is assumed to be non-negative
The set of edges in the interaction graph that match the edge (a, The set of all matching (a, s), where a ∈ V c and s ∈ V i , and there exists (a, b) ∈ E c and (s, t) ∈ E i such that (s, t) matches (a, b).
Decision Variables

X(a, s, b, t)
A binary variable. It equals to 1 if spin system s is assigned to amino acid a, and spin system t is assigned to amino acid b; and 0 otherwise. This variable represents an edge match between the graphs.
X(b, t, a, s) is equivalent to X(a, s, b, t). For the purpose of exposition, we use X(a, s, b, t) to denote either X(b, t, a, s) or X(a, s, b, t), although the model contains only one such variable. X(a, s)
A binary variable. It equals to 1 if spin system s is assigned to the amino acid a; and 0 otherwise. This variable represents a vertex match.
Discussion. Equation (1), the objective function, expresses the total edge and vertex match score of the assignment. The first summation is over all vertices that are involved in at least one edge match. The second summation is over all edges that match. Unlike subgraph isomorphism, we look for edge matches only rather than non-matches. Non-matches are scored implicitly as described below. We generate only the variables involved in at least one edge match. We do not assign vertices that are isolated, unless the vertices can be unambiguously assigned, such as being the only ones with a particular type. Constraint (2) ensures that each amino acid is assigned to at most one spin system. Constraint (3) ensures that each spin system is assigned to at most one amino acid. Therefore, extra amino acids or spin systems can be unassigned, and missing amino acids or spin systems implicitly have a score of 0. Constraint (4), in conjunction with (2) and (3), ensure that if X(a, s, b, t) = 1, then X(a, s) = 1 and X(b, t) = 1. If X(a, s) = 1 and X(b, t) = 1, the left hand side of (4) can be zero, so missing edges are allowed. However, edge match scores are always non-negative and we are maximizing the score. If a match exists, we are guaranteed that one edge match variable is set to 1. Note that (2) and (3) prevent the situation in (4) where X(a, s, b, t) = 1 and X(a, u, b, v) = 1, or X(a, s, b, t) = 1 and X(i, s, j, t) = 1, so each contact graph edge has at most one matching interaction graph edge that gets picked, and vice versa. Since the interaction graph tends to have more edges than the contact graph, extra edges can get unmatched. Since edge match scores are non-negative, missing edges implicitly have a score of 0, so a missing edge penalty for the scoring function is not necessary. To implicitly allow a negative missing edge penalty, all the edge match scores can be shifted by the penalty. The final two constraints ensure that the decision variables are binary. Note that the above formulation does not enforce that the common subgraph be connected, so contacts in different domains of the protein can get matched, while the parts in-between are unmatched.
ILP Model Generalizations
The ILP model can be adapted to accommodate different situations by setting, adding or removing variables, modifying their coefficients, and adding or removing constraints.
Different Sources of Data. Although we considered only chemical shift matches in the scoring function, the objective function of the ILP model can model any function that models the assignment of spins to residues and also the assignment of pairs of spins to pairs of residues. For C-labeled data, if there is carbon connectivity evidence that supports that spin systems s and t is associated with adjacent amino acids a i and a i+1 , the value of m(a i , s, a i+1 , t) can be increased. The variable X(a i , s, a i+1 , t) can also be removed if there is insufficient connectivity and contact information.
For RDC data, once an alignment tensor has been estimated, back-computed RDCs can be computed and compared with the experimental values to yield a value for each m(a, s). After running the ILP, the assignment information can be used to update the alignment tensor and m(a, s) terms.
The coefficients m(a, s, b, t) did not use all the information in amino acids a and b. Different scores or weights can be used to account for matches to specific types of contacts in the template protein structure, such as long range β-sheet contacts and local H α and H N contacts in α-helices. The CR method focused on finding common Hamiltonian path fragments in the graphs to be matched. Similar to carbon connectivity, the score for matches to pairs of adjacent amino acids can be scaled up to emphasize the Hamiltonian path, so that the objective function contains a weighted version of the Hamiltonian path length. Alternatively, to enforce a maximum allowable number of missing edges along the path, we can add the constraint
where the sum is over all spin system pair matches to adjacent amino acids. n is the number of amino acids minus one, and m is the maximum allowable number of missing edges along the path. Note that if we remove the X(a, s, b, t) variables, and consider only the X(a, s) variables and use dummy vertices in the case that the size of V c is not equal to V i , we get a maximum bipartite matching problem. In this case, we can relax the constraint that the variables are integers because the constraint matrix becomes totally unimodular [9] , so linear programming, which is not NP-hard, will give an integer optimal solution.
Apriori Assignment Information. ILP solvers can start from an initial solution to improve performance. This initial solution can even be a partial assignment. If specific spin system-amino acid assignments are known, the corresponding vertex match variables can be fixed to 1. The ability to fix specific assignments and to start from an existing assignment allows for a semi-automated approach, where the returned assignment is examined and corrected manually. The ILP can then be rerun using the new information rather than starting from scratch.
Multiple Solutions. The maximum common subgraph is not necessarily unique, so there may be multiple best scoring assignments. The sequential algorithm, introduced by Greisdorfer et al. [16] and generalized to more than two solutions in [11] , can be used to generate solutions that are within a certain percentage of the optimal solution and have maximum diversity as measured by a diversity measure, such as average pairwise hamming distance. The one tree algorithm can also be used [11] . Examining the variability of each amino acid's possible assignments among a set of optimal or near optimal assignments allows one to assess the assignment stability. The set of assignments can be used in consensus methods. For instance, the above ILP can be used to generate a consensus assignment by ignoring the X(a, s, b, t) variables and setting each m(a, s) to the number of times amino acid a got assigned to spin system s.
NOE Assignment. The current ILP model simplifies the assignment problem by using edge match variables, where each variable represents a match between an amino acid pair and spin system pair rather than between an atom and a spin. This leads to the problem where a given NOESY peak can explain more than one edge match. If we remove this problem and identify which NOESY peak corresponds to exactly which pair of contacting atoms, perhaps the accuracy of resonance assignment will improve. The ILP model can be modified to perform both resonance and NOE assignment simultaneously. However solving both problems increases the size of the model, so we leave it as future work. To enforce that each NOESY peak corresponds to at most one interaction, for each NOESY peak p, we have 
where k is the number of NOESY peaks that match the spin system pair (s, t). Constraint (9) ensures that if there is an edge match, the match is due to at least one NOESY peak. Constraint (10) ensures that if there are NOESY peaks explaining an edge match, the corresponding edge match variable will get selected. The m(a, s, b, t) · X(a, s, b, t) terms in the objective function would then be replaced by terms of the form m(a, s, b, t, p) · X(a, s, b, t, p) , where m(a, s, b, t, p) is the match score of NOESY peak p that matches (s, t) and matches an interaction type of (a, b).
Spin System Type Prediction Errors
In the current ILP model, an edge match requires that the corresponding vertices match in amino acid and secondary structure type. If the type prediction for a spin system is incorrect, then it will get assigned to the wrong amino acid, and the correct spin system for that amino acid will also get incorrectly assigned. Assuming that the other assignments are correct, if the type matching requirement is then relaxed, we expect that the edge match scores for the incorrectly assigned spin systems will be greater when they are assigned to the correct amino acids. We do not, however, want to relax the type matching requirement for the correctly assigned spin systems. This forms the basis of our approach to handle type prediction errors as summarized in Fig. 1 . The ILP model is first solved with the type matching requirement. Putative correct assignments are then identified, and then the ILP is resolved with these assignments fixed, while the type matching requirements are relaxed for the non-fixed spin systems. To determine whether or not an assignment should be fixed, we examine the percentage of contacts matched involving each assigned amino acid. This percentage can be outputted as a confidence measure for each assignment. Due to erroneous assignments, a tight criteria for identifying fixed assignments may exclude correct assignments and result in a large problem size. For the initial criteria, we chose a 50% cutoff. Analogous to gradually decreasing the temperature in the simulated annealing optimization method [25] , we used progressively tighter criteria. Once the ILP is resolved, the previously fixed assignments may no longer satisfy the criteria, while new assignments may satisfy it. Therefore, for a given criteria, we resolve the ILP until the fixed assignments do not change, or after a maximum number of iterations. We chose 50% because the majority of the missing edge percentages in our data are below 50% (Table 1) . To tighten the criteria, we considered the requirement that a certain number of sequential neighboring contacts, nonlocal contacts between β-sheet amino acids, and local helix contacts (i ± 5) in the template protein structure be matched. We first required only one sequential neighbor and then later two (assignments for amino acids at the end points will not be fixed). Finally, we required that β-sheet amino acids have at least one β-sheet contact match, and that α-helix amino acids have at least one local contact match before and one local contact match after the residue. We did not attempt to optimize the set of criteria for fixing assignments as this is a modeling issue, and we wanted to show that our ILP model is flexible in modeling the problem.
For a given fixed assignment, ILP solvers can return a solution with score within N % of the optimal solution, where we chose N to be 1%. If the fixed assignment is correct, then this solution will have score close to the global optimal solution. If not, other possible fixed assignments would need to be considered. We found that generating multiple solutions, improving each one, and then taking the best scoring one at the end produces a better final assignment. The generation of multiple solutions can be started at the initial ILP step or at subsequent ILP steps. In the latter case, previous assignments could be supplied to CPLEX as an initial feasible solution to speed up the optimization. Multiple solutions can also be generated from the final assignment by fixing assignments and then running the sequential or one tree algorithm. This allows the examination of the possible assignments for the non-fixed residues. 
Results
TM1112, an 89 residue protein from Thermotoga maritima [48] , was provided by the Arrowsmith Lab at the University of Toronto. Accounting for 5 prolines, manual resonance assignment by the lab yielded 84 assigned residues. The protein has 17 residues in α-helices, 58 in β-sheets, and 14 in loops. The assignment obtained without manual intervention from IPASS was refined using the X-ray structure PDB ID:1O5U and the spectra 15 N-HSQC, 15 N-edited NOESY, and HCCONH-TOCSY. HCCONH-TOCSY was used in place of 3D
15 N TOCSY-HSQC because we did not have the latter. Since we did not have the latter, contacts from H i α to H j N were represented by edges from H i α to H j+1 N . The step that handles type prediction errors was also omitted because we did not have TOCSY-HSQC to do type prediction. Peak lists were obtained automatically from the spectra using PICKY. To compile the spin systems, chemical shift match tolerances of 0.5 ppm for N and 0.05 ppm for H were used. The IPASS assignment was fixed except where amino acids had greater than 70% of its contacts unmatched by the NOESY peaks of the assigned spin systems. We used an iterative approach of generating multiple assignments, taking the consensus, and discarding amino acids with no assigned spin system that occurred at least 50% of the time. This was repeated until no amino acids could be discarded. To handle the discarded amino acids, carbon connectivity information generated from IPASS was used to add any amino acids that could be unambiguously assigned. Although we started with the IPASS assignment, this test is non-trivial because we used only a subset of the spectra used by IPASS, we could not do spin system type prediction, and the noise level (number of NOE edges per contact graph edge) was 12× at a distance cutoff of 4 Å. Nevertheless, by using contact information from the X-ray structure, we achieved an accuracy of 76 correct assignments out of 77 assigned amino acids, yielding 91% recall and 99% precision. This is a 5 residue improvement over the IPASS assignment, which achieved a recall value of 84% and precision of 97%. One wrong assignment made by IPASS was corrected. In general, the majority of the contacts of the unassigned residues were missing NOESY peaks. Although the improvement is modest, we started directly from the spectra using systems that are completely automated.
We then tested the performance of our method on the synthetic data set used by the CR method. It consisted of 9 proteins. The authors provided us with data that was simulated from the following NMR structures from the PDB: 1KA5, 1EGO, 1G6J, 1SGO, and 1YYC. The data for the other 4 proteins were simulated similar to their simulation method described in [49] , where only one of the NMR models was used to generate the NOESY peaks. Although the simulated data was derived from one of the models in the PDB file, similar to the CR experiments, we tested the data using every model in the PDB file as the template structure, where the number of models per PDB file ranged from 10 to 32. The structural noise (in RMSD) of the models within each PDB file is given in Table 1 , which summarizes the test set. To control noise, our method automatically increases the distance cutoff at 0.25 Å increments until the noise level is under 8. This gives an improvement over using a fixed 4 Å cutoff. We used the same distance cutoffs on the CR software. Table 2 compares our method with the CR method, where the first row of each entry gives our results, while the row below gives the CR's. On 8 of the 9 proteins, our average accuracy on the entire protein is better. We achieved an average accuracy of 97.1%, whereas the CR method has 86.0% accuracy, resulting in 4.8 times fewer wrong assignments by our method. We also noticed that the ILP model significantly outperforms the CR method on both β-sheet and loop regions. This may be due to the fact that our method can maximize the score better as shown in column 4 of Table 2 . In many instances, the score is higher than the score of the correct assignment, which indicates that maximizing Table 1 . Summary of the test set. From left to right: template structure, number of residues in the template (total/helix/sheet/loop); number of spin systems (total/helix/sheet/loop); number of prolines; noise level (number NOE edges per contact); percentage of contacts missing in the NMR data (total/helix/sheet/loop); average pairwise RMSD of the models in the template PDB file (total/helix/sheet/loop). contact matches alone may not necessarily give the correct assignment. For 2NBT, where 40% of loop contacts are missing, we did slightly worse, but the score is greater than the score of the correct assignment; similarly for helix residues in 1RYJ. In general, since amino acids in helices tend to have local contacts with nearby amino acids, in many of our tests, we observed that missing NOE edges and typing errors produced local errors in helices. For 1RYJ, the accuracy for helices using a (i ± 2) window, i.e., allowing a spin system to be assigned within two residues away from the correct residue, was 100%. Our program ran significantly faster. However, the CR program was written in Python, and ours was written in Java, and we used CPLEX. Both the CR and our program were run on our servers, consisting of Pentium 4 1.4Ghz, 4 GB RAM machines.
The CR software did not allow for the input of amino acid and secondary structure type predictions, so we could only perform the comparison assuming correct amino acid and correct secondary structure typing. Nevertheless, since perfect spin system typing cannot easily be achieved, we also tested our method on predicted spin system types. First we tested with only amino acid type prediction, and then we tested with both amino acid and secondary structure typing errors. For the 5 data sets received, we ran RESCUE Version 1 [37] on the experimental proton chemical shifts from the protein's entry in the Biological Magnetic Resonance Bank (BMRB) [44] . Table 3 gives the results with amino acid type prediction. For comparison, we included the results of using type matching as strict constraints; that is, the result without using the iterative algorithm that tries to correct for typing errors. In general, type correction resulted in large improvements. For 1G6J, the amino acid typing accuracy is high, so the improvement is minimal. For 1YYC, the improvement is significant even though the typing accuracy is low. The accuracy, however, varied substantially depending on the model used as the template. Nevertheless, the template with the best score yielded an accuracy of 89.9%, which increases to 94.1% when considering Table 2 . Comparison between the ILP model and the Contact Replacement Method for correct amino acid and secondary structure typing. For each protein, the first row gives our results, while the second row gives the CR's. From left to right: template structure; average accuracy over all the models (total/helix/sheet/loop); accuracy ranges (total/helix/sheet/loop); number of times the assignment score was greater than, less than, or equal to the score of the correct assignment; the CPU time per model. an (i ± 2) window. This indicates that using multiple templates, such as those generated by normal mode analysis [4] , may improve accuracy. In these tests, we used weaker criteria for fixing assignments. We did not require nonlocal β-beta sheet and local α-helix contact matches. Table 4 gives the results for both amino acid and secondary structure typing errors. The standard method for predicting secondary structures from 3 J HN Hα coupling constants [47] is similar to the following: if the coupling value is between 2.5 and 5.5, the spin system is predicted as helix. If the value is between 8 and 11.5, the spin system is predicted as β-sheet; otherwise, it is predicted as loop. From a test set of the following BMRB entries with accession numbers 4267, 4071, 2151, 4458, 4376, 4136, 4784, 4347, 4163, 4297, plus ubiquitin experimental values from the literature [45] , we obtained an average typing accuracy of 60% with a range of 50-69%. This will likely be too low for resonance assignment, so we classified coupling constants into classes consisting of two secondary structure types, which dramatically increased the average accuracy at the cost of increased problem size. For values less than 6.5, we classify it as helix and loop; otherwise we classify it as β-sheet and loop. With this, we obtained an average accuracy of 92% with a range of 82-100%. Table 3 . Assignment accuracy for amino acid typing errors and correct secondary structure typing. From left to right: template structure; average accuracy for strict type matching; average accuracy for iterative error correction over all the models (total/helix/sheet/loop); accuracy ranges for iterative error correction (total/helix/sheet/loop); amino acid typing accuracy; number of times the assignment score was greater than, less than, or equal to the score of the correct assignment; the CPU time per model. Values in parenthesis give the accuracy within an i ± 2 window. For our tests, we introduced secondary structure class prediction errors yielding the typing accuracies in Table 4 , which are slightly below 92%. In these tests, we used nonlocal β-beta sheet and local α-helix contact matches for fixing assignments. For the convenience of time, we tested each target using only the first model in the template. The noise level and percentage of missing NOEs is similar to the average values in Table 1 . From column 2 of Table 4 , we see that low assignment accuracies can result if spin system type prediction errors are not handled, even if the type prediction accuracy is high. For 1KA5, the assignment accuracy did not change from the previous test. For 1EGO, the accuracy actually improved because of the tighter criteria for fixing assignments. The larger 1SGO struggled to maximize the score, but the accuracy is still much higher than without the iterative algorithm. For 1YYC, its large size combined with its low amino acid typing accuracy, produced poor quality fixed assignments, but there is still a large improvement over the case without the iterative algorithm.
For ubiquitin, we obtained 15 N HSQC, 15 N TOCSY-HSQC, and 15 N NOESY-HSQC data from Richard Harris's The Ubiquitin Resource Page [20] . We picked the peaks manually by inspecting the spectra with SPARKY [15] . Ubiquitin has 76 residues and 3 prolines. The noise level is 4.6 at 4 Å cutoff, and the missing edge percentage is 28.3%. HSQC peaks without an H α chemical shift were correctly filtered out as noise. For amino acid typing, RESCUE performed poorly, giving an accuracy of 68.6%. The errors appear to be due to missing peaks that are hidden by peak overlap. Using a higher resolution TOCSY spectrum may improve accuracy. We performed the typing manually using each type's expected number of proton shifts and their expected range of values. Manual typing gave an accuracy of 90%, where the average number of possible amino acid types per spin system was 3.3 with a range of 1 to 8. We used the results of manual typing for assignment. We used experimental 3 J HN Hα coupling constants from the literature [45] . Eight spin systems did not have J-coupling values, so their predicted class included all three secondary structure types. The accuracy of secondary structure type prediction was 91%, yielding a combined typing accuracy of 83%. Model 1 from PDB 1D3Z was used as the template structure. Table 4 . Assignment accuracy for both amino acid and secondary structure typing errors. From left to right: template structure; accuracy for strict type matching; accuracy of the best scoring model for iterative error correction (total/helix/sheet/loop); amino acid typing accuracy; secondary structure typing accuracy; percentage difference in score of the best scoring assignment compared to the correct one (+ means score of our assignment was higher); the CPU time per model. Values in parenthesis gives the accuracy in a (i ± 2) window. The template structure was not derived from the NMR data. An NMR model was used to test the case of using results from previous NMR studies. The best scoring assignment had accuracy 87.1%, with 64.3% on α-helix (85.7% with i ± 2 window), 95.7% on β-sheet, and 90.0% on loops. Although the accuracy for helix residues is low, many of the errors are due to a +1 assignment position error due to the HSQC peak of a nearby amino acid not being present in the NMR data. We also obtained a consensus assignment by generating 10 solutions from the best scoring assignment with fixed assignments meeting the secondary structure contact matching criteria. Consensus gave an accuracy of 91% with 78% for helices (92% i ± 2) and the other types unchanged. Without the iterative algorithm, the accuracy is 59%.
Discussion
Local assignment errors in helices show the limitations of using only backbone proton contact information. Since our ILP model can accommodate different sources of information, it is of interest to test the relative contribution of each source to assignment. Our attempt at robust structure-based assignment using only N-labeled NMR data also reveals the challenges that impede complete automation. Amino acid type prediction from the unassigned chemical shifts of the side chain protons is impeded by missing and artifact TOCSY peaks, incorrect assignment of TOCSY peaks to their corresponding HSQC peak, and incorrect assignment of proton chemical shifts to their proton type (H β , H γ , . . . ). Type prediction is further impeded by an increase in protein size, which tends to result in increased chemical shift overlap. Such overlap may result in ambiguous spin systems, where a TOCSY peak matches more than one spin system. Unfortunately, one cannot use fewer proton types while also using backbone nitrogen chemical shifts because it results in poor typing accuracy unless carbon chemical shifts are also used [29] . The test set obtained from the authors of the CR method did not have any ambiguous spin systems. For secondary structure type prediction, obtaining a high yield of J-coupling constants from HNHA becomes more difficult as the protein size increases. An increase in size also tends to lead to an increase in the noise level of the edges, so correct contact matches may become lost. The level is increased futher if automatically picked peaks are used. Using such peak lists for Ubiquitin yielded a noise level above 12 versus 4.6 from manually picked peaks. Rather than predicting a spin system's amino acid and secondary structure type, it might be simpler to exploit the known assignments in the BMRB, and predict a putative set of amino acids for each spin system. Promising preliminary results were obtained by using BMRB chemical shift data, H α from TOCSY, and protein structure information for building an interaction graph with a reduced noise level. Although this requires information about previous assignments, such information will become available during NMR studies involving different mutants of a given protein once one assignment has been determined.
