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INTRODUCCIÓN 
Esta tesis de maestría se centra en el análisis de las aplicaciones de unidades de medición 
fasorial (Phasor Measurement Unit, PMU) en relación con la estabilidad de los sistemas de 
potencia; dado que los análisis de estabilidad que utilizan medidas del sistema de potencia 
están basados en la medición de las magnitudes de las variables o en la obtención de los 
fasores por medio de la aplicación de modelos del sistema.  
Las PMU dan la posibilidad de tener la medida de la frecuencia, los fasores de tensión y 
corriente con un error bajo y una alta tasa de muestreo entre 20 a 100 muestras por 
segundo, lo que permite modificar algunos procedimientos y aplicaciones para el análisis 
de estabilidad de sistemas de potencia o crear nuevas procedimientos en base a estas 
medidas. 
En el primer capítulo de este documento se describen las principales características de las 
PMU’s, entre las cuales se encuentra el uso de la transformada discreta de Fourier y la 
señal de tiempo del sistema de posicionamiento global GPS, para medir los fasores y la 
frecuencia del sistema de potencia. 
En el segundo capítulo se presentan los Sistemas de Evaluación de seguridad dinámica 
Dinamic Security Assessment, DSA los cuales se están comenzado a implementar en los 
Sistemas de Potencia complejos como en China y Estados Unidos. Estos sistemas utilizan 
como entradas las señales de los sistemas SCADA Supervisory Control and Data Adquisition  
y PMU para determinar la confiabilidad y seguridad del sistema en estado dinámico y 
estable en un momento dado para un número determinado de contingencias. 
Lo anterior permite tener un visión global de cómo se está evaluando la seguridad y la 
confiabilidad en los sistemas de potencia y cuál es la función que cumplen los sistemas de 
medida, específicamente las PMU’s, en este análisis. Sobre esta base, en el capítulo tercero 
se realiza una descripción de las principales aplicaciones de PMU y estabilidad de sistemas 
analizando aspectos como aportes, PMU necesarias, problemas encontrados, etc.  
Teniendo en cuenta este análisis, en los capítulos cuarto y quinto se estudian dos de las 
aplicaciones más prometedoras, desarrollando algoritmos en MATLAB y utilizando como 
herramientas de simulación y extracción de datos los programas PSAT y NEPLAN.  
De igual modo, esta tesis de maestría hace parte de un proyecto de investigación del grupo 
de investigación en sistemas de potencia de la universidad Nacional Sede Bogotá,  
UNALPOT, sobre aplicación de nuevas tecnologías al análisis del comportamiento del 
Sistema Interconectado Nacional SIN liderado por la Ingeniera Estrella Parra. 
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1. UNIDADES DE MEDICIÓN FASORIAL PMU. 
 
 
La estructura compleja de los sistemas de potencia implica una mayor dificultad en el 
análisis de los problemas dinámicos. En estos días la atención se centra  en un control y 
protección que esté en capacidad de identificar modos de oscilación pre-falla con un 
sistema global y prevenir el disparo y la sobrecarga de líneas, especialmente estos son 
importantes en los sistemas inter área y los corredores de flujos de potencia. Este sistema 
de control debe ser capaz de actuar como un coordinador  global de sistemas de 
protección y permitir que el sistema opere cerca de sus límites de estabilidad. Las 
unidades de medición fasorial PMU son una de las soluciones más prometedoras para que 
sean el sistema de medida que proporcione la entrada de datos al control global. 
1.1. TRANSFORMADA DISCRETA DE FOURIER Y MEDICIÓN DE FRECUENCIA. 
El proceso básico que realizan las PMU’s es la Transformada Discreta de Fourier Discrete 
Fourier Transform DFT, con la cual se puede encontrar la magnitud y el ángulo de una 
señal sinusoidal (tensiones y corrientes del sistema de potencia), para lo cual se debe 
tener una señal X(t) (Tensión o corriente), que está siendo monitoreada en línea por una 
PMU.  
  Ec. 1.1-1 
jXeX 

   Ec. 1.1-2 
Donde: 
X = La magnitud rms de la señal. 
0 = La frecuencia fundamental.  
  = El ángulo de fase de la señal.  
 
Para obtener el fasor (1.1-2) derivado de la señal en el dominio del tiempo (1.1-1) se 
utiliza la DFT, con N muestras xk de la señal X(t), tomadas cada Tk, comenzando en el 
instante t=0, (1.1-3) da el fasor X

que es el fasor representativo de la señal X(t): 



N
k
Nkj
kex
N
X
1
/22 
  Ec. 1.1-3 
Donde el intervalo de muestreo está dado por: 
0
1
Nf
t 
  
Ec. 1.1-4 
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Figura 1.1-1. Cálculo de un fasor  por medio de la DTF. 
 
En la figura 1.1-1 se muestra cómo el vector es la suma de los diferentes vectores en los 
instantes de muestreo tk.  
Las PMU’s no utilizan la ecuación 1.1-3 para calcular los fasores de tensión y corriente. Las 
PMU’s utilizan una ecuación recursiva 1.1-5 que introduce el muestreo en el instante tN+1 y 
el fasor calculado con los anteriores N muestreos para encontrar el fasor del instante tN+1. 
 11
/21 2 xxe
N
XX N
Nkj  
 

  
Ec. 1.1-5
 
En general, cuando se tiene un muestreo en el instante tN+r, puede obtenerse un nuevo 
fasor Xr de forma recursiva a través del fasor previo Xr-1. 
 rrN
Nkjrr xxe
N
XX  
 /21 2 
 
Ec. 1.1-6 
Este proceso de cálculo se aplica para cada una de las tres señales de tensión y corriente 
en un sistema trifásico; con lo cual se obtiene los fasores correspondientes a cada una de 
las fases del sistema de potencia. Para la mayoría de análisis lo que el operador de la red 
necesita es la componente de secuencia positiva del sistema, la cual se puede obtener por 
medio de la transformada de Fortescue, de acuerdo con la siguiente expresión: 































c
b
a
x
x
x
aa
aa
X
X
X
2
2
2
1
0
1
1
111
3
1
 
Ec. 1.1-7 
Donde: 3/2jea   
Si la frecuencia está por encima de la frecuencia nominal (50 o 60 Hz) el ángulo de fase de 
la ecuación 1.1-2 se incrementa en el tiempo. El ángulo de fase medido por la ecuación  
1.1-3 puede estar cambiando continuamente. Por lo tanto, el procedimiento da un método 
preciso para calcular la frecuencia del sistema. Si se asume que la frecuencia cambia 
suavemente con respecto a la nominal (60 Hz) con un valor Δf Hz, mientras la frecuencia 
de muestreo es constante, la ecuación recursiva se convierte en: 
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r
N
f
jr
f e
N
f
N
f
XX 50
2
)0(
60
)(
60
50
sin
50
sin
*


 

 



Ec. 1.1-8 
 
Donde  es el cálculo del fasor a la frecuencia nominal y r es el número recursivo: 
)(
)
50
2
(
rj
r
N
f
j
ee 



 Ec. 1.1-9
 
rr
N
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Si r se incrementa en 1 en cada iteración, se tiene: 
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De la ecuación 1.1-12, se puede obtener la desviación de frecuencia  que depende 
directamente de los cambios de ángulo  y el número de muestras por periodo. Este 
algoritmo tiene una precisión de 0.0025 HZ [3]. La desviación de frecuencia se convierte 
en una de las medidas más importantes de las PMU que pueden ser utilizadas para la 
estimación de estado, el control de estabilidad y las aplicaciones de protecciones de los  
sistemas de potencia. La ventaja es que como cada vez se introduce un nuevo muestreo las 
PMU’s pueden calcular un nuevo fasor. Esta desviación de frecuencia se está midiendo N 
veces por ciclo y no como en otros sensores de velocidad (detector paso por cero), que 
necesitan varios ciclos para medir la velocidad. 
1.2. SINCRONIZACIÓN DE MEDIDAS FASORIALES. 
 
La necesidad de medir dos señales eléctricas (Tensión o Corriente), en dos puntos 
distantes no puede ser resuelta con dos instrumentos que no realicen el muestreo de la 
señal en el mismo instante tk, por lo que se hace necesario sincronizar la señal de 
referencia de tiempo con un sistema Global Positioning System GPS. 
 
El GPS es un sistema global de navegación por satélite que permite determinar la posición 
de un objeto en cualquier parte del planeta. Además de las aplicaciones de 
posicionamiento, como coordenadas geográficas, velocidad y dirección de desplazamiento, 
existen otras relacionadas con el tiempo como son la hora universal coordinada UTC  y la 
señal de un pulso por segundo (Pulse per Second PPS). 
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Para utilizar la ecuación 1.1-6 cada PMU recibe la señal de un pulso por segundo (1 PPS) 
para sincronizar sus respectivos temporizadores de muestreo. Los fasores medidos por la 
PMU se envían junto a una etiqueta de tiempo, la cual contiene el año, el día, la hora, los 
minutos y los segundos en la hora local u hora universal coordinada (UTC).  
 
Figura 1.2-1. Procesos Básicos de las Unidades de Medición Fasorial. 
 
Las señales análogas son tomadas de los secundarios de los transformadores de medida y 
pasan por filtros anti-aliasing y de sobretensión; luego por medio de un oscilador 
bloqueador de fase, dividen la señal en un número de pulsos por segundo para su 
muestreo. El microprocesador determina los fasores y la frecuencia a los que les asigna 
una etiqueta de tiempo. 
1.3.  SISTEMAS AMPLIOS DE MEDIDA “WAMS”. 
 
 
Un sistema amplio de medida Wide area measurement systems WAMS colecta datos de 
satélites sincronizados para controlar la confiabilidad de la red mientras ésta opera cerca 
de sus límites. Las WAMS están siendo aplicadas por el Western System Coordinating 
Council WSCC y otros entes regionales en los Estados Unidos. Su operación se basa en el 
monitoreo de alta velocidad (medidas desde nodos específicos del sistema), y rápidas 
acciones de control. Estas medidas están basadas en las PMU’s. El objetivo de las WAMS es 
detectar disturbios dinámicos del sistema y prevenir la propagación de estas 
inestabilidades, que si no son localizadas y detenidas pueden causar apagones regionales. 
Las tecnologías WAMS mejoran el monitoreo de los sistemas de potencia y dan 
confiabilidad en línea, información dinámica del estado del sistema, y la oportunidad de 
diseñar e implementar sistemas de control basados en estos datos [25].  
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Uno de los principales aportes de las WAMS es que a través de las PMU pueden tener 
medidas del sistema con tazas de 10-20 Hz sincronizadamente, con lo cual se está 
reemplazando la tecnología tipo radar del sistema SCADA (con más de 50 años de 
antigüedad). Por sus altas tasas de muestreo, las WAMS tienen una gran cantidad de datos 
que deben ser apropiadamente procesados para utilizarlos en las diferentes aplicaciones 
de monitoreo y en el control del sistema de potencia. 
 
 
Figura 1.3-1. Evolución de WAMS y PMU. 
Siglas Figura 1.3-1. Western Area Power Administration  WAPA, Bonneville Power Administration BPA,  Southern California 
Edison  SCE. California Independent System Operator  CAISO,  Eastern Interconnection Phasor Project  EIPP,  Western 
Electricity Coordinating Council  WECC. 
 
En la figura 1.3-1 se muestra el desarrollo de las tecnologías WAMS desde las 
investigaciones sobre sus elementos básicos como la PMU y los Phasor Data Concentrate  
PDC, dispositivos encargados de recibir datos de las PMU y otros PDC, calculando nuevas 
señales, almacenando datos y enviando datos a otros PDC; lo que los convierte en el 
corazón de las WAMS, capaces de llevarlas cerca de los requerimientos de control con 
tiempos de retraso de menos de 1 segundo (típicamente 100-200 ms) [5] en comparación 
con los sistemas Supervisory Control and Data Adquisition SCADA  con intervalos de 
medida de 1-5 segundos en intervalos de medida [5].  
 
Es preciso anotar que el desarrollo en las PMU’s se ha incrementado en los últimos 5 años 
debido a que el reporte sobre el apagón del 2003 en los Estados Unidos y Canadá 
recomendó el desarrollo de las PMU y su instalación para mejorar la visibilidad de las 
WAMS, lo que se está realizando con el Eastern Interconnection Phasor Project EIPP  [6], 
cuya primera etapa fue la instalación de 50 PMU’s y 5 PDC’s. De igual manera, se planea 
instalar 350 PMU’s en su segunda etapa [1].  
 
Los nuevos retos para las WAMS son desarrollar aplicaciones basadas en medición fasorial 
que se conviertan en parte de la evaluación de seguridad dinámica de la que se hablará 
más adelante, para lo cual se deben disminuir los tiempos de retraso, hacer todas las 
medidas consistentes sin importar la marca de la PMU y disminuir el Total Vector Error 
TVE (ecuación 1.3-1) definido en el estándar de la IEEE sobre PMU C37.118.   
 
    Ec. 1.3-1 
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2. DSA “EVALUACIÓN DE SEGURIDAD DINÁMICA” 
 
Cuando un sistema tiene un bajo grado de  seguridad se convierte en un riesgo y, algunas 
veces, en fallas catastróficas como las observadas en los últimos años en los sistemas de 
potencia; las cuales son eventos que se caracterizan por pérdidas económicas y en algunos 
casos la pérdida de vidas. Estas deficiencias en la seguridad se deben  en parte a los 
cambios constantes en las redes eléctricas con las plantas que entran y salen de línea 
según los requerimientos de la demanda de carga, y por otro lado, con las líneas de 
transmisión entrando y saliendo de acuerdo con los horarios de mantenimiento. En el 
estado del arte de los centros de control, los operadores de la red utilizan el Energy 
Magnament System EMS para el monitoreo de la red y de la carga, funcionamiento que 
requiere acciones de control  y manejo de los flujos de carga de la red en el área de control. 
Cuando la economía era vertical y regulada, los sistemas tendían a ser mucho más 
robustos; estos sistemas eran construidos y operados por un solo ente, lo que aseguraba 
un balance entre los incrementos de carga, generación y transmisión. Los programas de 
mantenimiento eran rigurosos, por lo tanto los sistemas estaban expuestos a menos 
disturbios. 
Sin embargo, el ingreso del libre mercado en la última década ha incrementado el número 
de factores de posibles fuentes de disturbios, reducción en la robustez de los sistemas, y 
dificultades en la predicción de la operación.  
Para asegurar un sistema de potencia lo suficientemente confiable se debe tener en 
cuenta: 
1) Un diseño con criterios de seguridad. 
2) Monitoreo durante la operación para asegurar suficiente margen de seguridad en 
todo tiempo. 
Para lograr estos objetivos se debe incrementar la confianza en la implementación de 
herramientas de análisis.  
Dynamic Security Assessment DSA se refiere al análisis requerido para determinar si un 
sistema de potencia tiene una determinada confiabilidad y seguridad en estado estable y 
dinámico para todas las contingencias posibles [7]. Esto implica que el análisis debe ser 
desempeñado para investigar todos los aspectos de seguridad, incluyendo los análisis de 
carga, tensión y variaciones de frecuencia (en estado estable y transitorio). Los 
computadores son necesarios para el exacto análisis de la seguridad de una condición 
definida del sistema, con rigurosidad técnica, y requieren de un considerable esfuerzo. De 
esta manera, los análisis de seguridad se han realizado fuera de línea  para el 
planeamiento, utilizando predicciones de corto plazo de las condiciones del sistema, 
examinando todas las contingencias posibles del sistema, aunque la mayoría de ellas jamás 
ocurran. 
 
En el nuevo ambiente competitivo, la incertidumbre en las predicciones de las condiciones 
futuras ha creado la necesidad de una nueva mirada acerca de la evaluación de seguridad. 
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En el DSA en línea, la estabilidad del sistema es analizada para la condición en la cual se 
encuentra el sistema y con la suficiente rapidez para activar un control automático o darle 
tiempo al operador para reaccionar si la contingencia muestra que puede ser insegura. 
Como esta aproximación analiza un instante de la condición actual, la incertidumbre que 
se tiene con los análisis fuera de línea es prácticamente eliminada. El DSA en línea provee 
un sistema tipo radar que continuamente barre el sistema de potencia buscando posibles 
problemas que se originarían si alguna contingencia ocurre (criterio de n-1 o n-x). Aunque 
este proceso contiene un porcentaje de incertidumbre se espera que el DSA en línea pueda 
prevenir los eventos como los ocurridos el  14 de agosto de 2003 con el apagón en 
Norteamérica. En efecto, el reporte final del apagón de Canadá  del 14 de agosto de 2003 
incluye recomendaciones sobre la investigación y la evaluación de tecnologías que 
apunten al establecimiento de lineamientos de herramientas de operación en tiempo real. 
 
El software del DSA  está en capacidad de realizar estudios de respuestas dinámicas a un 
gran número de disturbios en el sistema (contingencias), que normalmente son mayores 
de 10 antes que se de el colapso. Las grandes simulaciones que realizan los DSA se vuelven 
imprácticas cuando el tiempo de simulación aumenta y el operador no tiene  la capacidad 
de realizar las acciones de control en un lapso de minutos para evitar entrar en una 
inestabilidad de tensión y/o un apagón en cascada. 
 
Por consiguiente, el cálculo del DSA debe realizarse en menos de 10 minutos [7]. Los 
operadores deben controlar las condiciones de emergencia (causadas por terrorismo o 
normales), deben tener el suficiente tiempo para tomar las medidas de control apropiadas 
y estar en capacidad de identificar los eventos críticos que puedan causar inestabilidad en 
la red, o apagones en cascada que puedan tener impacto en la región de control y sus áreas 
vecinas, a la vez que puedan generar pérdidas por billones de dólares asociadas con la 
región  del apagón.  
 
2.1. COMPONENTES DEL DSA EN LÍNEA. 
 
 
El DSA en línea toma medidas de las condiciones actuales del sistema,  desarrolla un 
análisis de seguridad cerca del tiempo real y da información al operador o directamente 
toma control de los sistemas. Los principales  componentes  son mostrados en la figura 
2.1-1: 
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Figura 2.1-1. Componentes de DSA en línea. 
2.1.1. MEDIDAS. 
 
Las medidas pueden ser obtenidas de diferentes fuentes: SCADA, PMU, y los monitores de 
disturbios. Las medidas obtenidas son utilizadas para los siguientes procesos 
primordiales, como sigue: 
- Entrada al estimador de estado para lo cual los modelos del sistema deben ser 
desarrollados (SCADA y/o PMU). 
- Entrada directa para el procesador de seguridad (SCADA y/o PMU). 
- Referencia de los resultados de la estimación de estado o los resultados 
computacionales (monitores de disturbios y/o PMU). 
- Armar o disparar los Special Protection System SPS (SCADA y/o PMU). 
Como todos los sistemas de potencia tienen sistemas SCADA, ésta se convierte en una red 
primordial de datos de entrada para el sistema DSA. Los sistemas SCADA también ofrecen 
un gran rango de medidas que son tomadas a una tasa bastante alta. De otro lado, las 
PMU’s tienen sustanciales ventajas ya que pueden proveer datos rápidos, exactos, 
continuos y sincronizados de las magnitudes y el ángulo de las cantidades del sistema.  
Esto ayuda a mejorar los modelos para las aplicaciones del DSA  y en la medida que el 
número de PMU’s aumenten en los sistemas de potencia los algoritmos deberán cambiar 
para poder utilizar todas las ventajas que ofrece este sistema de medida. 
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2.1.2. MODELAMIENTO DEL SISTEMA. 
 
Cuando se realizan análisis detallados por el DSA en línea, los modelos de alta calidad del 
sistema interconectado son requeridos. En efecto, como todos los análisis dependen de la 
calidad del modelo del sistema, esto se puede convertir en la característica más 
importante del DSA en línea; lo cual es particularmente cierto si los resultados de la  
evaluación van a ser utilizados para la protección o la definición del modelo del sistema. 
Los estimadores de estado convencionales son la fuente principal de modelos de flujo de 
carga que se complementan con modelos dinámicos. Un número de problemas clave es 
asociado con el moldeamiento, el tamaño del modelo, el detalle del modelo, la 
representación dinámica, la precisión del modelo y la validación.  
2.1.2.1. TAMAÑO DEL MODELO. 
 
Algunos sistemas interconectados han aumentado de complejidad, y como resultado, su 
simulación ha aumentado de dimensión. Por ejemplo: el modelo de planeamiento del  
North American Electric Reliability Council NERC  del este de Norteamérica tiene 
aproximadamente 45000 nodos y varios modelos de estimación de estado (que intentan 
representar todo el sistema). En general, es necesario un modelo que abarque grandes 
partes del sistema en el DSA en línea, porque algunos fenómenos, en particular el análisis 
de pequeña señal, puede involucrar grandes áreas del sistema. Los datos del SCADA (u 
otros sistemas de medida) y las salidas del estimador de estado pueden limitar a una  
región de observabilidad que normalmente es la región de control.  
Por lo tanto, es necesario incluir representación de sistemas externos para llevar a cabo 
los análisis. Es posible lograrlo añadiendo al modelo del estimador de estado una 
representación externa desarrollada fuera de línea, o uniendo varios modelos de 
estimadores de estado para diferentes partes del sistema interconectado.  
2.1.2.2. DATOS DE ENTRADA DEL DSA. 
 
Los datos de entrada del DSA consisten en tres conjuntos de datos [9]: 
- Los datos del flujo de carga, que contienen todas las configuraciones de las líneas, 
los tap de los transformadores, la fase de los transformadores de cambio de fase, la 
representación de carga, la información de los interruptores, la información de las 
protecciones y el tipo y la localización de las plantas de generación.  
 
- Los datos dinámicos, que contienen varios tipos de modelos de los generadores, 
incluyendo los modelos de los excitadores, los gobernadores, Power System 
Stabilazers PSS, los excitadores y los parámetros básicos de los generadores (sus 
límites y constantes de tiempo, los modelos de carga y los modelos de  las 
protecciones). 
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- Los datos de las contingencias, que constan de varios tipos de falla, incluyendo su 
tipo, locación, duración y disparo de las fallas y las acciones después de éstas.  
2.1.2.3. DETALLE DEL MODELO. 
 
El nivel de detalle que tiene el modelo es también crítico. Por momentos, representar las 
características clave del sistema de distribución es vital para el análisis de estabilidad de 
tensión. Los modelos más poderosos son derivados de los modelos de estimación de 
estado, que incluyen los modelos de carga en los cuales todos los componentes del sistema 
de distribución son incluidos en la potencia activa y reactiva. Para el análisis de estabilidad 
de tensión, es necesario representar las características principales de un porcentaje de la 
carga, tales como los transformadores de distribución, los condensadores de distribución y 
los motores de inducción. Similarmente, los detalles de la capacidad de potencia reactiva 
de los generadores y la máxima potencia despachada son críticos al calcular los márgenes 
de estabilidad de tensión para condiciones específicas del sistema. 
Los DSA utilizan una representación completa de todos los generadores (por ejemplo, los 
generadores a carbón, los nucleares, los a gas, los hidroeléctricos, y los eólicos) incluyendo 
sus excitadores, gobernadores y estabilizadores, líneas de transmisión y muchos otros 
componentes lineales y no lineales. Por ejemplo: los dispositivos no lineales incluidos en el 
modelo del DSA son los siguientes: 
- Máquinas sincrónicas. 
- Motores de inducción. 
- Flexible AC Transmission System FACTS. 
- Modelos de carga estática. 
- High Voltage Direct Current HVDC. 
Además el DSA debe modelar diferentes tipos de protecciones: 
- Deslastre de carga. 
- Deslastre por baja frecuencia. 
- Deslastre por diferencia de tensión. 
- Baja frecuencia de generación. 
- Baja frecuencia para disparo de líneas. 
- Protección de impedancia. 
- Protección de rata de cambio de potencia. 
También se tienen en cuenta los siguientes cuatro tipos de carga no linear: 
- Corriente constante. 
- Potencia constante. 
- Exponencial dependiente de tensión y frecuencia. 
- Cargas térmicas  
Las contingencias en el DSA son definidas en términos del tipo de falla, la locación, la 
duración y la secuencia de eventos después del escenario de la contingencia. Las 
típicas fallas por cortocircuito son trifásicas, bifásicas y monofásicas. Los interruptores 
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que funcionan automáticamente también son tenidos en cuenta en el modelo, y el 
punto donde se da la falla que puede ser en el nodo o en cualquier parte en la línea.   
2.1.2.4. PRECISIÓN DEL MODELO Y VALIDACIÓN. 
 
Para tener confianza en los resultados de los análisis, los modelos usados deben ser 
validados con precisión. Aunque es considerado un reto, esto puede ser separado en tres 
componentes. 
El primer tipo de validación es la validación de las mediciones y puede ser logrado por 
medio del uso de avanzadas tecnologías de medida (PMU), y avanzados algoritmos de 
estimación de estado. 
La segunda validación es la de modelos de los dispositivos que puede ser lograda a través 
de las medidas en los generadores y en las cargas. Por ejemplo, por causa del apagón de 
1996 en el oriente de Norteamérica, se desarrolló una labor de medición y validación de 
los generadores, que mostró un gran número de errores en la base de datos del modelo 
dinámico de los generadores y sus controles. El modelamiento de carga es un reto más 
grande debido a su variación en el tiempo y es un campo de estudio con logros limitados; 
los modelos de identificación de carga en línea han tenido mayor acogida.  
La tercera validación es el modelo del sistema. Ésta consiste en verificar que la mayoría de 
las respuestas de simulaciones en el modelo sea consistente con el funcionamiento actual 
del sistema. Pero solo un número limitado de pruebas es posible en este aspecto: la mayor 
fuente de validación es la simulación de disturbios que le han ocurrido al sistema. Los 
datos obtenidos de los apagones de 1996 en Western Electricity Coordinating Council  
WECC   y el del Noreste en años más recientes, por los monitores de disturbios y las PMU’s  
pueden ser invaluables en estos esfuerzos.  
2.1.3. MÉTODOS DE ANÁLISIS. 
 
Los métodos en el DSA en línea son variados y se puede considerar que toman dos 
extremos: 
- Una evaluación determinística usando soluciones analíticas: En las aproximaciones 
más complejas en las cuales la respuesta del sistema de potencia es evaluada 
usando modelos detallados de estado estable y dinámico, las contingencias son 
aplicadas y las respuestas calculadas usando técnicas como simulaciones en el 
dominio del tiempo. 
 
- Una Interface directa desde las medidas: Esta es una aproximación simple en la 
cual la seguridad del sistema de potencia es inferida directamente de las medidas a 
la red.  
Entre estos dos extremos existen diferentes acercamientos en los cuales la complejidad 
computacional puede incluir acercamientos híbridos que combinan simulaciones y 
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algunos datos directamente medidos del sistema. La selección del mejor método 
computacional se basa en el balance de los siguientes requerimientos: 
2.1.3.1. CAPACIDADES COMPUTACIONALES GLOBALES Y PRECISAS. 
Los operadores lo que necesitan conocer en todo instante de tiempo es 1) qué tan seguro 
es el estado actual del sistema 2)  qué tan seguro sería el sistema en los siguientes minutos 
si se realiza una maniobra de un estado a otro 3) Si el grado de seguridad del sistema es 
inaceptable, qué medidas se deben tomar para hacerlo aceptable. 
En esencia, el primer desafío es verificar la seguridad del estado actual y buscar una región 
de seguridad desde la cual se pueda maniobrar, visualizar y definir límites que estén 
asociados a diferentes criterios de seguridad como: 
- Límites térmicos. 
- Límites de estado estable de la frecuencia y la tensión. 
- Oscilaciones de tensión. 
- Estabilidad dinámica. 
- Estabilidad de pequeña señal. 
- Estabilidad de tensión. 
- Estabilidad de frecuencia. 
- Otras. 
La evaluación de los límites asociados a los anteriores ítems se pueden lograr utilizando 
simulaciones completas o métodos aproximados. Los ejemplos de métodos completos 
incluyen la solución de las curvas PV, las simulaciones en el dominio del tiempo de 
estabilidad, y el análisis de valores propios para el análisis de pequeña señal. Los métodos 
aproximados incluyen técnicas tales como métodos sensitivos para evaluar la seguridad de 
tensión, y  los métodos de energía para la evaluación de la estabilidad dinámica. Aunque 
los métodos aproximados ofrecen algunas ventajas de velocidad, los métodos de 
simulación completa dan una mejor evaluación de la seguridad y eliminan las reducciones 
de los métodos simplificados. 
2.1.3.2. VELOCIDAD DE LOS CÁLCULOS. 
Aunque se reconoce que las simulaciones completas proveen exactitud en los DSA en línea, 
la velocidad de cómputo se presenta como un reto para los modelos complejos requeridos 
para analizar grandes sistemas interconectados. Los métodos simplificados pueden jugar 
un papel complementario con las simulaciones complejas, en particular en la búsqueda de 
contingencias. El tiempo de cálculo típico para un sistema en línea es de 5 a 15 minutos 
[7], lo que quiere decir que el DSA en línea completo está entre 5 y 15 minutos después 
que se tomaron los datos en un instante determinado. Como el DSA debe determinar la 
seguridad para contingencias críticas, y es impráctico estudiar todas las contingencias en 
detalle, uno de los elementos importantes en el DSA es la búsqueda de contingencias (la 
habilidad de buscar las contingencias que deben ser evaluadas en detalle). Aunque 
numerosos métodos fueron propuestos para abordar este problema, el punto se centra en 
un balance entre la velocidad y la precisión.  
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Otro   acercamiento que se está haciendo al problema del tiempo de cálculo es incrementar 
la capacidad de cálculo del DSA distribuyendo los cálculos a lo largo de múltiples 
servidores.  
2.1.3.3. AUTOMATIZACIÓN Y CONFIABILIDAD. 
 
El sistema DSA en línea debe ser altamente automatizado y estar en capacidad de 
completar todas las tareas, repetitivamente, en condiciones variables sin o con poca 
intervención humana. Esto no solo demanda altos estándares en el software del DSA sino 
también funciones con cierto grado de inteligencia para proveer los resultados requeridos. 
Por ejemplo, la determinación de las acciones de control puede necesitar de la evaluación 
de contingencias adicionales o escenarios del sistema, dependiendo de los resultados de la 
evaluación de seguridad. 
La confiabilidad es otro problema a tener en cuenta en el DSA en línea. Como se manifestó 
en el apagón del 14 de agosto de 2003, la no viabilidad de aplicaciones de software puede 
tener consecuencias devastadoras. Además, para asegurar el despliegue del software de 
alta calidad y hardware para el DSA, las técnicas como la redundancia y la auto-
recuperación deben ser consideradas para los requerimientos de confiabilidad.  
2.1.4. REPORTES Y VISUALIZACIÓN.  
 
La habilidad de mostrar los resultados de la evaluación de seguridad de manera simple y 
manejable es crítico para aplicaciones en línea. Los resultados del DSA deben tener 
reportes claros en búsquedas clave, tales como las contingencias críticas, los potenciales 
criterios de violación, los márgenes de seguridad, las condiciones del sistema en el mínimo 
nivel de seguridad, y las acciones requeridas. Lo anterior puede ser provisto en varios 
formatos, como en tablas o en gráficas. 
2.1.4.1. FORMATO DE TABLAS. 
 
La figura 2.1.4.1-1 muestra una tabla resumen [7] de una evaluación de seguridad 
dinámica en la que cada fila muestra una determinada contingencia y en las columnas se 
da un resumen de los criterios de estabilidad. En la tabla se muestran los resultados de 10 
contingencias  que dan al operador un rápido indicador de cuáles causan violaciones de 
seguridad, y dan información del tipo y el grado de la violación. Las tablas similares 
pueden ser usadas para mostrar los resultados de otros tipos de análisis de seguridad y 
mostrar los límites de transmisión de potencia. 
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Figura 2.1.4.1-1. Esta tabla muestra los resultados de una evaluación de seguridad dinámica [7]. 
En Rojo se muestra cuales contingencias causan violaciones de seguridad, y se da la información del tipo  y  el 
grado de la violación. 
2.1.4.2. FORMATO GRÁFICO.   
La figura 2.1.4.2-1 muestra los resultados de un análisis de pequeña señal desplegado en 
un mapa. La visualización claramente indica las regiones (y los generadores específicos) 
envueltos en una oscilación inter área después de una contingencia. Como éste, existen 
gráficos de regiones de estabilidad de tensión, seguridad dinámica, etc. 
Los resultados del DSA mostrados anteriormente se pueden asociar con otros tipos de 
visualización para tener un completo panorama de las condiciones estudiadas. Por 
ejemplo, una condición crítica del sistema puede llevar a un mapa de ayuda para  
identificar las peores regiones del sistema. Un gráfico de la historia de la seguridad del 
sistema puede ser útil para identificar e interpretar la seguridad del sistema. 
 
Figura 2.1.4.2-1. Resultados de un análisis de pequeña señal para una oscilación inter área [7]. 
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Otra tendencia de la visualización es proveer todas las evaluaciones de seguridad al 
Energy Management System  EMS  local a través de trasmisiones por internet, que puede 
ser visto en cualquier terminal remota por personal autorizado. De igual manera, dicha 
visualización puede facilitar el fortalecimiento de la información de seguridad por todos 
los centros de control y las medidas de control se pueden efectuar una vez el análisis de 
seguridad sea terminado. 
2.1.5. CONTROL. 
 
Si el DSA en línea determina que cierta contingencia es insegura o la condición del sistema 
puede llevar a una situación insegura, las acciones de control se deben efectuar. Las 
acciones de control pueden ser tanto preventivas como correctivas y pueden incluir 
acciones como deslastre de carga, compensación de reactivos, reprogramación de 
generación, tap de transformadores o apuntar a sistemas de protección especial, tales 
como rechazo de generación. Estos controles pueden ser dados por el operador después 
de la recomendación del DSA o ser realizados por el DSA automáticamente. De esta 
manera el DSA se puede convertir en parte integral de la protección de sistemas. 
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3. APLICACIONES DE PMU'S Y ESTABILIDAD. 
 
Existen variadas aplicaciones de las PMU's que han venido siendo estudiadas 
conjuntamente con el desarrollo de las WAMS y los DSA [1], entre las cuales tenemos 
clasificaciones como: 
La supervisión del sistema de potencia. 
- Monitoreo de la diferencia angular en fasores de tensión. 
- Medición de frecuencia. 
- Monitoreo del estado de operación del generador de acuerdo a la observación de la 
gráfica P-Q. 
- Estimación de Estado. 
El control del Estado del Sistema de Potencia. 
- Predicción de inestabilidad en tiempo real. 
- Estabilidad de tensión por medio de la observación de la curva P-V. 
- Protección Adaptativa. 
- Estimación de la seguridad de tensión. 
- Amortiguamiento de oscilaciones inter área con PSS y unidades de medición 
fasorial. 
- Control de sistemas FACTS. 
- Monitoreo de estabilidad de acuerdo a la medición de la velocidad del rotor del 
generador ω (Análisis de Energía). 
La grabación de Eventos. 
- Registro sincronizado de disturbios. 
El análisis del sistema de potencia. 
- Identificación de modelos y parámetros. 
- Validación de simulaciones. 
Como se puede ver, estas aplicaciones se encuentran entre los dos extremos de las 
aplicaciones del DSA explicadas anteriormente, desde la identificación de parámetros y la 
validación de simulaciones que son totalmente determinísticas, hasta el monitoreo de los 
ángulos de tensión y de la frecuencia las cuales son de interface directa con las medidas. 
En este capítulo se presentan los principales aspectos de las aplicaciones de las PMU que 
están relacionadas con el control y la estabilidad de sistemas de potencia para analizar 
aspectos como las metodologías, las PMU's necesarias, los aportes, los problemas y las 
acciones de control.  
 Las aplicaciones que están más relacionadas con la supervisión, la identificación de 
parámetros, el análisis del sistema de potencia y la grabación de eventos no son tenidas en 
cuenta por no ser el principal objetivo del presente documento. 
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3.1. PREDICCIÓN DE ESTABILIDAD EN TIEMPO REAL.  
 
Utilizando las unidades de medición fasorial PMU, capaces de seguir los eventos 
dinámicos en los sistemas de potencia, las modernas herramientas de comunicación 
WAMS y las nuevas arquitecturas de cálculo distribuido están llevando al desarrollo de 
los sistemas DSA, en los cuales se encuentran herramientas para seguir el 
comportamiento dinámico del sistema después de un evento y seleccionar una 
apropiada  acción de control. 
Existen diferencias entre la predicción de inestabilidad en tiempo real y los estudios 
de estabilidad fuera de línea. En los análisis de estabilidad convencionales fuera de 
línea, uno de los parámetros que se busca es el tiempo crítico de despegue de falla por 
medio de metodologías como análisis de energía [10],  en el cual, el sistema pasa por 
tres estados fundamentales pre falla, en falla y post falla.  
En el problema de predicción en tiempo real, el tiempo de despegue de falla no es de 
importancia porque en este contexto este tiempo no es una de las variables de control, 
por lo cual solo se analizan los estados pre falla y post falla, los cuales son seguidos 
gracias a los fasores obtenidos de las PMU. 
Otra de las grandes diferencias de los análisis de estabilidad en tiempo real con los 
análisis fuera de línea es la complejidad de los modelos utilizados para lograr calcular 
la trayectoria del  sistema un segundo en el futuro en unos cientos de milisegundos, a 
través de la integración de las ecuaciones diferenciales y las algebraicas DAE y un 
punto inicial (tomado de las PMU's). 
Aunque los modelos simplificados son útiles para lograr tiempos de cálculo pequeños 
en relación con la ventana de predicción, éstos pueden llegar a ser muy optimistas [11] 
lo que causaría problemas en el momento de tomar acciones de control. Por ejemplo, 
eliminar los efectos de las cargas, simulándolas como impedancias constantes, es 
demasiado optimista por lo que es recomendable utilizar los modelos más aceptados 
como las cargas ZIP que puedan dar resultados más conservativos. 
3.1.1. CRITERIO DE ESTABILIDAD. 
 
El criterio de estabilidad después de un disturbio en análisis fuera de línea está muy 
ligado con el comportamiento de los ángulos de los generadores y su capacidad para 
no perder el sincronismo. Este criterio también es aplicable para el análisis de 
predicción de estabilidad, si los ángulos se separan indefinidamente el disturbio es 
calificado como inestable, de otra manera es estable.  
Hay que tener en cuenta que en un disturbio, los ángulos de los generadores no son los 
únicos que oscilan: los flujos de potencia, las tensiones de los nodos y la frecuencia del 
sistema también oscilan y estos cambios pueden llevar a la acción de las protecciones 
del sistema que podrían causar eventos indeseables; por lo que la estabilidad de un 
cierto disturbio se tiene que definir en términos de una región de seguridad para tener 
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en cuenta el efecto de las protecciones y otros parámetros de los componentes del 
sistema como los límites de trasferencia de potencia de las líneas.  
3.1.1.1. REGIÓN DE SEGURIDAD DEL ÁNGULO DE LOS GENERADORES. 
Las consideraciones de sincronismo imponen límites a los ángulos de los 
generadores con respecto al nodo de referencia como: 
 k  Ec. 3.1.1.1-1 
Se describe la región de seguridad como: 
   KKR ::  Ec. 3.1.1.1-2 
3.1.1.2.  REGIÓN DE SEGURIDAD DE LA DESVIACIÓN DE LA FRECUENCIA DE LOS 
GENERADORES. 
Las desviaciones de frecuencia que acompañan a los disturbios en el sistema se 
deben al desbalance de carga y generación. El exceso de generación causa un 
incremento de frecuencia, el exceso de carga causa una disminución de frecuencia. 
Los dos casos pueden causar daños permanentes en las turbinas de vapor, por lo 
que los límites para la desviación de frecuencia se pueden describir como: 
 k  
Ec. 3.1.1.2-1 
Se describe la región de seguridad como: 
   KKR ::  Ec. 3.1.1.2-2 
3.1.1.3. REGIÓN DE SEGURIDAD DE LA MAGNITUD DE TENSIÓN DE LOS NODOS 
DE CARGA. 
Las consideraciones de operación y regulación de tensión imponen límites en las 
tensiones de los nodos de carga en pu como: 
1kV  
Ec. 3.1.1.3-1 
Se describe la región de seguridad de tensión como: 
  1:: kkV VVR  Ec. 3.1.1.3-2 
3.1.1.4. REGIÓN DE SEGURIDAD DEL ÁNGULO DE TENSIÓN DE LOS NODOS DE 
CARGA. 
Las consideraciones en los límites térmicos de las líneas y de los transformadores 
pueden ser expresados en términos de las diferencias de ángulo. Esto impone 
límites a los ángulos de los nodos de carga como: 
 k  
Ec. 3.1.1.4-1 
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Se describe la región de seguridad de ángulo de tensión como: 
   kkR ::  Ec. 3.1.1.4-2 
3.1.1.5. LA REGIÓN DE ESTABILIDAD DINÁMICA. 
Con las definiciones anteriores ),,,( V se puede definir la región de 
estabilidad: 
vTS xRxRxRRR   
Ec. 3.1.1.5-1 
Con esta región se puede determinar la estabilidad de un disturbio en tiempo real. 
3.1.2. DEFINICIÓN DEL PROBLEMA DE PREDICCIÓN EN TIEMPO REAL. 
 
Dadas las matrices de  medida en tiempo real: 





















)()(
..
)()()()(
....
)()()()(
)(
1111
TkVTk
TkVTkTkTk
TkVTkTkTk
kZ
MM
NNNN



 Ec. 3.1.2-1 
Donde: 
N   Nodos de Generación. 
M   Nodos de carga. 
T   Intervalo de muestreo. 
Pk ...1,0  Número de muestreos. 
T *P  Tamaño de la ventana de observación después de falla.  
Z(0)  Matriz de medida en el estado pre falla. 
)1( PkZ   Matriz de medida en los estados post falla. 
Se debe buscar una metodología para que a través de estas matrices de medida se 
encuentren las matrices Z(k) para k=P+1,P+2…. P+Q. Las que representan la ventana 
de predicción en tiempo real de tamaño T *Q.  
Una vez se tiene el conjunto de matrices de predicción se puede comparar si éstas se 
encuentran dentro de la región de estabilidad TSR  para determinar la estabilidad del 
disturbio. 
Existen incertidumbres en el modelo y errores en las medidas en tiempo real, por lo 
que es prudente realizar la predicción de las oscilaciones del sistema procesando 
sucesivas medidas como diferentes condiciones iniciales del sistema. Si el número de 
estados inestables del sistema es mayor que el número de estados estables, se 
determina el disturbio como inestable.   
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3.1.3. EQUIVALENTE DE CORRIENTE DE CARGA CONSTANTE POR TRAMOS.  
 
Este método propuesto en [12] es una técnica que elimina las ecuaciones algebraicas 
de tal manera que solo los nodos de generación son preservados y las características 
de las cargas con modelos ZIP son tenidas en cuenta aproximadamente.  
Esta aproximación se logra representando las cargas como corriente constante por 
tramos, que se comportan como cargas lineales en cada tramo; luego por la teoría de 
circuitos, los efectos de las  corrientes de carga pueden ser reflejadas en inyecciones 
de corriente en los nodos de generación para su uso en las ecuaciones de oscilación.  
Existen diferentes posibilidades para expresar un modelo de cargas ZIP por tramos, 
por ejemplo en lugar de utilizar cargas de corriente constante, se podrían aproximar a 
cargas de potencia constante [13].  
En la figura 3.1.3-1 se muestra un sistema que está compuesto por dos generadores y 
diferentes nodos que son modelados como carga ZIP, que pueden ser reducidos a un 
sistema de dos nodos de generación, con dos fuentes de corriente en cada nodo que 
representan las inyecciones de corriente de carga, y otra inyección de corriente en los 
nodos de generación que es función de los ángulos de los generadores.  
 
Figura 3.1.3-1. Ejemplo Piecewise Constant-Current Load Equivalent PCCLE en un sistema de dos 
generadores [12]. 
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3.1.3.1. PROCESO  DEL PCCLE: 
 
Para el sistema de potencia los fasores de corriente se relacionan con los fasores 
de tensión a través de la matriz de admitancia: 















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

l
g
ll
glgg
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g
V
V
YY
YY
I
I
lg
 Ec. 3.1.3.1-1 
Donde: 
= Corrientes de Generadores. 
= Corrientes de Cargas. 
= Tensiones de Generadores. 
= Tensiones de Cargas. 
 
lllgl VYVYI  lg  
lllgl VYVYI  lg  
lglll VVYIY 

)( lg
1
 
)(( lg
1
glllglgggg VYIYYVYI 
  
gllgllllglgggg VYYYIYYVYI lg
11    
lllglgllglggg IYYVYYYYI
1
lg
1 )(    
l
eq
g
eq
g IDVYI   Ec. 3.1.3.1-2 
lg
1YYYYY llglgg
eq   
1 llgl
eq YYD  
La ecuación 3.1.3.1-2  tiene dos términos: el primero representa las contribuciones  de las 
corrientes en los generadores debido a las tensiones de los generadores y el segundo  
representa las contribuciones de las corrientes de carga.  
Utilizando la ecuación 3.1.3.3.1-2, las ecuaciones de oscilación de los generadores se 
pueden escribir como: 
ii  
  Ec. 3.1.3.1-3 
)(
1
iiimi
i
i PdP
m
   Ec. 3.1.3.1-4 
Donde: 
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)Re( *gigii IVP   Ec. 3.1.3.1-5 




N
Ngj
eq
ijijiij
eq
ijgi
Ng
eq
ijjigi
eq
ijgii IDVVYVP
1
1
))(cos()()cos(   Ec. 3.1.3.1-6 
eq
ij
eq
ijY   Impedancia ij de la matriz 
eqY  
eq
ij
eq
ijD   Impedancia ij de la matriz 
eqD  
llI    Corriente de carga. 
Es preciso comentar que las corrientes de carga son una función de los ángulos de los 
generadores por el modelo ZIP. El principio de esta técnica es aproximar la corriente de 
carga como una constante, mientras los ángulos de los generadores se muevan dentro de 
una cierto rango que se puede definir como: 
   oiii :  Ec. 3.1.3.1-7 
Donde  es un parámetro definido por el operador y oi es el ángulo base de la trayectoria. 
Cuando los ángulos de los generadores superan a   se deben calcular nuevamente las 
corrientes de carga, y el comportamiento dinámico del sistema es descrito por las 
ecuaciones  3.1.3.1-4 y  3.1.3.1-6. 
Para volver a calcular las corrientes de carga cuando los ángulos de los generadores  
superan el límite se debe seguir el siguiente procedimiento: 
Primero, escoger los nuevos ángulos de los generadores oi , resolver el flujo de carga para 
los ángulos y las magnitudes  de los nodos de carga. Con este flujo, se pueden calcular los 
nuevos equivalentes de carga en el nodo j  como: 
ljjjlj QPS 
22

 Ec. 3.1.3.1-8 
ljljlj VV 

 
Ec. 3.1.3.1-9 

 ljljlj IVS

 Ec. 3.1.3.1-10 
*
*
lj
lj
lj
V
S
I 

  Ec. 3.1.3.1-11 
)(
22
ljlj
lj
jj
ljlj
V
QP
I  

 Ec. 3.1.3.1-12 
La metodología PCCLE utilizada para la predicción en tiempo real básicamente tiene dos 
tipos de procesos: el método de Runge Kutta y el flujo de carga desacoplado.  
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La integración de Runge Kutta es utilizada para integrar las ecuaciones de oscilación por 
tramos 3.1.3.1-4 y  3.1.3.1-6.  El flujo de carga desacoplado es utilizado para encontrar las 
corrientes de carga cada vez que los ángulos de los generadores excedan el límite de 
variación . Desde que las tensiones de los nodos de carga (magnitudes y ángulos) no 
aparecen explícitamente en las ecuaciones de oscilación, éstos se deben obtener usando 
un análisis de sensibilidad. 
Primero, las cantidades de 
eqeq DY , y las corrientes de carga en el estado pre falla 0lI  son 
calculadas y almacenadas. Sin embargo, hay que tener en cuenta que en la ecuación 
3.1.3.1-2, 
eqeq DY , corresponden al estado del sistema después de falla; por lo tanto, no son 
conocidas en el estado pre falla. Una de las opciones para solucionar este problema es 
calcular varias matrices de impedancia para diferentes configuraciones de falla. Como la 
configuración de post falla es casi igual a la pre falla con la diferencia de la línea en falla, 
dicha operación no significa ningún esfuerzo en memoria para un sistema típico. 
Los incrementos de potencia activa y reactiva, pueden ser expresados en términos de los 
incrementos de tensión, los incrementos en los ángulos  y la matriz jacobiana. 
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Asumiendo que las magnitudes de las tensiones de los generadores son constantes 
0 gV , la ecuación 3.1.3.1-13 se reduce a: 
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Si se utilizan  el primer término de la expansión de Taylor para el modelo de carga ZIP 
como: 
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Donde: 
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En forma matricial: 
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Sustituyendo la ecuación 3.1.3.1-14 y 3.1.3.1-20,  
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Donde: 
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Como el flujo de carga es desarrollado en cada cálculo de las corrientes de carga en el 
método PCCLE, la matriz jacobiana en la ecuación 3.1.3.1-13 está disponible en el punto 
base de los ángulos de los generadores. Es típico, sin embargo, calcular la matriz G en el 
punto de operación pre-falla; lo cual no repercute en demasiada pérdida de exactitud, 
mientras que el tiempo de cálculo que se ahorra es considerable. La ecuación 3.1.3.1-21 
expresa los incrementos de carga y ángulos como función de los incrementos de los 
ángulos de los generadores. Por consiguiente, la magnitud y el ángulo de los nodos de 
carga pueden ser monitoreadas en términos de los ángulos de generación. 
El procedimiento del PCCLE para la predicción de estabilidad en tiempo real puede ser 
expresado de esta manera: 
Paso 1: Encontrar la región de seguridad de estabilidad TSR  y fijar el parámetro  . 
Calcular las matrices 
eqeq DY , y las corrientes pre falla 0lI . 
Paso 2: Integrar las ecuaciones de oscilación y resolver el flujo de carga lineal un paso 
adelante usando las medidas de las PMU's. Si la matriz de predicción no está dentro de la 
región de seguridad de estabilidad, se muestra el disturbio como inestable. Si la 
inestabilidad no ocurre, se verifica si los ángulos de los generadores no exceden el 
parámetro  ; si lo excede, se vuelven a calcular las corrientes de carga y las ecuaciones de 
oscilación.  
Paso 3: Repetir el paso dos hasta que la inestabilidad sea determinada o el intervalo de 
predicción sea culminado.    
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Figura 3.1.3.1-1. Diagrama de flujo de la predicción de la estabilidad en tiempo real. 
3.2. MODELAMIENTO DE LA ESTABILIDAD DE TENSIÓN.  
 
La estabilidad de tensión es la habilidad del sistema de potencia por mantener los niveles 
de tensión en los rangos aceptables en todos los nodos. Un sistema entra en un estado de 
inestabilidad de tensión cuando en un disturbio un cambio en la potencia demandada o 
cambio en las condiciones del sistema causa una progresiva e incontrolable caída de 
tensión. El factor principal que causa la inestabilidad es la inhabilidad del sistema para 
satisfacer la demanda reactiva. 
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Los grandes disturbios en los sistemas de potencia, tales como el colapso de tensión, y sus 
consecuencias, representan un desafío para la industria. Los grandes disturbios en el 
sistema son mitigados por medio de las acciones de control y la protección, que intentan 
detener la degradación, restaurar el estado normal cuando se minimiza el impacto del 
disturbio. Las acciones actuales de control no están diseñadas para tener un desempeño lo 
suficientemente rápido para algunos disturbios. 
Los diferentes tipos de acciones como el gran número de contingencias operacionales, los 
cambios en el sistema que distan de los previstos, la combinación de elementos inusuales 
y la filosofía económica, llevan al sistema cada vez más cerca de sus límites.  
Por estas razones, se está llevando a cabo la implementación de tecnologías de monitoreo 
y control distribuido que en las últimos tiempos se han vuelto comercialmente económicas  
como PMU y WAMS. 
Para lograr implementar estas nuevas herramientas de control se debe estudiar en qué 
nivel de prioridad deben ser implementadas, por las posibles desventajas de confiabilidad 
que puedan tener los algoritmos de análisis y que el sistema no pierda su capacidad de 
reacción ante un disturbio.  
3.2.1. MARGEN DE ESTABILIDAD DE TENSIÓN Y MODELO DE DOS NODOS. 
 
Las medidas tomadas por las PMU's (fasores de tensión y corriente) dan la posibilidad de 
realizar análisis locales y globales en los sistemas de potencia. Los análisis locales se 
caracterizan por la simplicidad de los modelos utilizados, la confiabilidad, las acciones de 
control en un nodo específico y formar un sistema de respaldo cuando el sistema global de 
protección falla, pero por su definición, éstos no garantizan que en todos los casos ayuden 
a la estabilidad total del sistema.   
El problema principal es que la máxima carga que puede tener un nodo no es una cantidad 
fija. Esta cantidad depende de la topología de la red, la generación, el tipo de carga y la 
disponibilidad de las fuentes de potencia reactiva. Estos factores pueden variar con el 
tiempo, los horarios de mantenimiento de la red y los disturbios inesperados.  
Los controles que utilizan datos locales proveen una atractiva opción para la industria por 
sus bajos costos y una simple construcción. La forma más común es el deslastre de carga 
basado en el nivel de tensión Undervoltage load shedding. Este sistema fue instalado en el 
Pacific Northwest system [14]. Sin embargo, en esta metodología existen problemas para 
encontrar el limite (8%, 10% por debajo de la tensión normal) y la cantidad de carga para 
realizar el deslastre.  
En efecto, el nivel de tensión es un pobre indicador de la inestabilidad [15]; fijar un límite 
basado en el nivel de tensión puede resultar en un deslastre de carga innecesario, o que el 
disturbio no tenga ninguna acción de control. Un sistema puede estar lejos del verdadero 
límite, mientras en otro instante la tensión puede aparentar ser normal aunque la red está 
en el límite de la inestabilidad. 
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 Debido a que medidas locales como el nivel de tensión y la reserva de reactivos son 
pobres indicadores del colapso de tensión, uno de los métodos para el control de la 
estabilidad está basado en los Voltage Inestability Predictors VIP [16] [17]. El método es 
simple y no requiere de simulaciones fuera de línea y entrenamiento de redes neuronales.  
Basados en las medidas locales suministradas por las PMU's (fasores de tensión y 
Corriente) se produce una estimación de la fortaleza o la debilidad del sistema de potencia 
conectado al nodo y se compara con la demanda local. Cuanto más cercano está la 
demanda local a la capacidad de transmisión de potencia, más inminente es el colapso de 
voltaje. Esta información puede ser usada para el deslastre de carga como para otras 
aplicaciones. 
3.2.2. EQUIVALENTE EN TIEMPO REAL DEL SISTEMA. 
El método VIP de monitoreo y control de la estabilidad de tensión se fundamenta en el 
sistema equivalente de dos nodos: en uno de los nodos está conectado un generador 
supliendo la carga por una sola línea. La línea y la fuente del sistema son representadas 
por una impedancia, eqeqeq jXRZ 

 y un fasor eqE

 respectivamente. Donde estos 
representan el equivalente de la red vista en los terminales del nodo de interés: 
 
Figura 3.2.2-1 Modelo equivalente de dos nodos. 
Del modelo equivalente de dos nodos se obtiene la siguiente ecuación: 
*
*
* )()( VEVZjQP
Z
VE
I
V
jQP
eqeq
eq
eq




 







 


     Ec. 3.2.2-1 
Donde: 
 
 
 
 
 
 
Para este equivalente de dos nodos un punto crítico de la estabilidad de tensión es cuando 
la impedancia del sistema es igual a la impedancia de la carga (ecuación 3.2.2-2), este es el 
punto de máxima transferencia de potencia y es el punto de bifurcación dependiendo de 
las características de la carga conectada al nodo.  
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*)( VEV eq

  o ZZeq  Ec. 3.2.2-2 
Como la carga Z  varía, traza un camino en el plano de impedancia para seguir su 
recorrido hacia la inestabilidad de tensión; se debe monitorear la distancia en tiempo 
presente de  Z  al círculo de radio . Este círculo no es un objetivo fijo porque 
representa el resto del sistema de potencia, que tiene cientos de equipos, en los que cada 
uno puede cambiar sus condiciones en el tiempo. Cuando el círculo de  se expande, el 
sistema se vuelve débil; cuando la impedancia  se mueve hacia él, la carga se incrementa. 
Estos dos efectos son comunes en un colapso de tensión. Existen dispositivos que siguen la 
inestabilidad de tensión a través de la impedancia  como el  Smartdevice “Stability 
Monitoring and Referencia Tuning Device” descrito en [18] 
De la ecuación 3.2.2-2 se puede evaluar la distancia al  punto crítico de la estabilidad al 
monitorear eqE

y eqZ

 y los índices de estabilidad de la ecuación 3.2.2-3, Impedance 
Stability Index (ISI) y Voltage Stability Index (VSI). 
 
Z
Z
ISI
eq
     
V
V
VSI

      Ec. 3.2.2-3 
Los valores cercanos a uno son indicativos de proximidad al punto crítico de estabilidad. 
Un valor pequeño en todos los “ISI” determina la estabilidad de todo el sistema.  
Con el modelo de dos nodos, la PMU puede determinar el margen de estabilidad para 
cualquier corriente utilizando la ecuación 3.2.2-4, que representa los MVAR, que puede 
aumentar la carga antes de llegar al colapso de tensión, cuyo valor puede ser utilizado para 
determinar la cantidad de carga que debe tenerse en cuenta para el deslastre.  
22 IZZIS eq   Ec. 3.2.2-4 
3.2.3. IDENTIFICACIÓN DE PARÁMETROS DEL SISTEMA. 
 
Uno los procedimientos esenciales es encontrar el modelo de dos nodos para la detección 
del colapso de tensión. Existen diferentes métodos para seguir los parámetros Thevenin, 
algunos utilizan un filtro Kalman.  
Otra de las posibilidades es utilizar el Recursive least Squares RLS que es un método para la 
estimación de parámetros que varían en el tiempo. 
La relación entre los parámetros desconocidos eqE

, eqZ

 y los parámetros del nodo de 
carga están dados por: 
IZEV eqeq

     Ec. 3.2.3-1 
ireq EjEE

      Ec. 3.2.3-2 
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eqeqeq jXRZ 

   Ec. 3.2.3-3 
ir jIII 

   Ec. 3.2.3-4 
ir jVVV 

  Ec. 3.2.3-5 
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Hay que tener en cuenta que los parámetros de la ecuación 3.2.3-1 están variando en el 
tiempo, y con un solo muestreo de los fasores por la PMU no se puede resolver el sistema 
de la ecuación 3.2.3-6, por lo que se necesitan muestreos de diferentes estados del sistema 
para obtener información útil para la identificación del equivalente de dos nodos. Esta 
restricción no representa un mayor obstáculo, porque si el sistema se encuentra en estado 
estacionario el colapso de tensión no puede ocurrir. Cuando estos cambios ocurren la PMU 
está en capacidad de calcular el sistema equivalente y tomar acciones remediales como 
deslastre de carga. 
Este sistema de análisis puede utilizarse para imponer un límite de carga para cada nodo; 
además, realizar un deslastre de carga cuando este límite sea excedido, y también puede 
ser usado para incrementar los controles de tensión existentes. A su vez, se puede realizar 
un control coordinado si la comunicación está disponible. 
No solo se debe tener en cuenta los límites en los nodos de carga dados por los VIP, sino 
también los límites de potencia reactiva de los generadores, que pueden ser estimados por 
los márgenes de potencia reactiva de los generadores y la generación actual. 
3.2.4. MODELOS DE CARGA ZIP Y PUNTO DE BIFURCACIÓN. 
 
Dependiendo de la disponibilidad de los datos, las cargas se pueden modelar como la 
impedancia, la corriente y la potencia constante o una suma de los tres ZIP. 

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1321  BBB  
Donde: 
0P , 0Q   Potencia nominal. 
LP , LQ  Potencia en condiciones actuales. 
k  Factor de carga. 
 
Para el sistema equivalente de dos nodos se puede llegar a la siguiente ecuación:  
  0)()(2 222224  LLLL QPZEXQRPVV  Ec. 3.2.4-3 
El sistema se convierte en inestable en el punto de operación en el cual la característica de 
carga es tangente a la curva PV del sistema. Esto es lo equivalente a una singularidad en el 
jacobiano del sistema. Por lo tanto hay que notar que la nariz de la curva PV es un punto 
crítico, mas no es el punto de colapso con la excepción de que la carga conectada al nodo 
sea PQ (potencia constante). Cuando la carga conectada es impedancia constante no existe 
punto de bifurcación. 
De esta manera, para encontrar el verdadero punto de bifurcación, se debe estudiar el tipo 
de carga conectada al nodo, cálculo que requiere un disturbio de tensión, que puede ser 
obtenido con los tap de los transformadores.  
3.2.5. ACCIONES DE CONTROL. 
Uno de los problemas para las acciones de control es escoger cuál es el límite. Por ejemplo, 
si el límite se evalúa por la diferencia  y  por su no linealidad puede que esta 
diferencia tenga una elevada derivada con respecto a un cambio en la carga. Esto significa 
un riesgo al esperar que la distancia disminuya a cero para realizar acciones de control o 
de utilizar este tipo de índices. 
Para realizar un esquema práctico, es necesario actuar en un punto conservativo y por 
tanto crear un margen y el dispositivo debe actuar cuando el margen es violado. El escoger 
este margen depende del nodo. Esto también envuelve un análisis heurístico.  
El margen de impedancia puede ser cambiado a un margen de potencia de la ecuación 
3.2.2-4; este margen representa los MVAR que pueden ser entregados al nodo antes de 
llegar al colapso. Por lo tanto cuando cierto margen de potencia es superado, se puede 
hacer un deslastre para recuperar este margen. Esta cantidad de carga no puede ser fijada 
en el nodo y por esto el modelo de dos nodos provee una forma de deslastre de carga 
adaptativo.  
El deslastre de carga para mantener un margen de reserva deseado solo es uno de los 
métodos que pueden ser aplicados. El análisis de sensibilidad  para el deslastre de carga es 
otro método presentado en [19]. El método está descrito como una aplicación de control 
central o una aplicación local si la comunicación no está disponible.  
Otro de los métodos es utilizar el margen de colapso como el mínimo tiempo estimado en 
todos los nodos (si el pronóstico de carga de corto plazo está disponible). Si este tiempo es 
más grande que un cierto límite, la PMU debe asumir que el nodo no es crítico y el sistema 
  
41 
 
va a ser estable. Sin embargo, un tiempo entre dos límites (alerta y Emergencia) se puede 
utilizar la PMU para tomar acciones correctivas en el nodo, tales como la reducción  de 
tensión, para prevenir el colapso. La PMU puede tomar acciones de control más severas 
como el deslastre de carga si el tiempo es menor que el margen de emergencia. 
El efecto de las acciones de control puede ser censado inmediatamente por medio de las 
nuevas medidas de tensión, corriente y la carga correspondiente del nodo. Esto da la 
posibilidad a la PMU de evaluar  el efecto de las acciones de control y ajustar éstas en 
respuesta a los cambios en el margen estimado.  
3.3. AMORTIGUAMIENTO DE OSCILACIONES INTER ÁREA CON PSS Y UNIDADES DE 
MEDICIÓN FASORIAL. 
Las oscilaciones de baja frecuencia son un problema para llevar a los sistemas de potencia 
a sus límites térmicos de trasferencia de potencia. La solución más utilizada es la adición 
de Power System Stabilizers PSS a los reguladores de tensión Automatic Voltage Regulators 
AVR en los generadores del sistema de potencia. Una nueva modificación es la adición de 
otro lazo de realimentación de una fuente remota para acelerar la amortiguación en el 
sistema de potencia no sólo de las oscilaciones locales sino también de las oscilaciones 
inter-área, esta señal puede ser medida por medio de una PMU. 
Las oscilaciones de baja frecuencia relacionadas con el análisis de pequeña señal en los 
sistemas de potencia están en contra de la máxima transferencia de potencia y la 
seguridad del sistema. Los reguladores de tensión AVR ayudan a mejorar el 
comportamiento de estado estable, pero no son útiles para mantener la estabilidad en 
condiciones  transitorias. La adición de los PSS en los lazos de control de los AVR provee 
un amortiguamiento en este tipo de oscilaciones.  
Normalmente, los AVR y los PSS son diseñados para actuar con medidas locales como la 
tensión o la velocidad del rotor del generador o el ángulo asociado a la máquina. Este tipo 
de control retroalimentado es para uso local, pero no  es aplicable a las oscilaciones inter- 
área [20].   
El análisis de pequeña señal parte de la forma lineal de las ecuaciones diferenciales que se 
puede expresar en la forma matricial como: 
ZNXMX     
UBZQXP NR0  
Ec. 3.3-1 
ZCY NR Ec. 3.3-2 
Donde: 
s el vector de estado.  
= Es el vector de entrada.  
= Es el vector de salida.   
= Es el vector de variables algebraicas.  
= Es la matriz de entrada. 
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= Es  la matriz de salida. 
Una  vez las variables Z  son eliminadas, la siguiente representación de estado es 
obtenida. 
UBXAX   Ec. 3.3-3 
UDXCY   Ec. 3.3-4 
Donde A es la matriz de estado B, C y D son la matriz de entrada, salida y 
retroalimentación, respectivamente. 
Utilizando la teoría del análisis de pequeña señal que estudia la matriz A, se pueden 
determinar aspectos como la estabilidad del sistema para un determinado punto de 
operación (el punto alrededor del cual se realiza la linealización de las ecuaciones del 
sistema),  los valores propios del sistema, los factores de participación de las variables de 
estado para un determinado valor propio, los modos de oscilación local o inter-área. Con 
toda esta información se puede determinar la necesidad de instalar un PSS para 
amortiguar las oscilaciones inter-área, si existen, y cuál sería la mejor localización del PSS 
utilizando, por ejemplo, los factores de participación de las variables de estado. 
El análisis de pequeña señal también puede ser utilizado para ver los efectos de la 
instalación de los sistemas de control en diferentes puntos de operación al ir 
incrementando la carga del flujo de potencia hasta que un grupo de valores propios crucen 
el eje imaginario, lo que significa una inestabilidad; este punto es llamado Hopf Bifurcation 
Point, y así comparar el incremento en la capacidad de transmisión de potencia del sistema  
[21]. 
3.3.1. VARIABLE DE CONTROL DESDE UNA PMU REMOTA. 
 
Uno de los supuestos para los sistemas que tienen una variable de control desde una PMU 
remota es que la señal se puede proveer en tiempo real, de manera sincronizada, y con un 
retardo despreciable. Estos supuestos son reales si se utilizan las PMU's para realizar el 
muestreo de la señal y se utiliza con un canal exclusivo de comunicación.  
La variable de control desde una PMU remota Remote Feedback Controller (“RFC”) es un 
PSS con señales locales y remotas. Para determinar los parámetros del RFC, el método del 
residuo del modo crítico de los valores propios es uno de los más usados [34]. 
La cantidad de la fase a compensar ij  es determinada por el residuo ijR   
dado por: 
)(018 ijij Rang

 
Ec. 3.3.1-1 
Donde: 
ijijij idadObservabildadControbiliR *  
 j es el generador . 
i es el modo de oscilación.  
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La controlabilidad del modo i-th  de la máquina j-th está dada por. 
jiij BLevdadControbili 
 
Ec. 3.3.1-2 
La observabilidad del i-th modo de la máquina j-th está dada por. 
ijij revCidadObservabil 
 
Ec. 3.3.1-3 
Donde Lev es valor propio izquierdo, rev es valor propio derecho y B y C son las matrices 
de entrada y de salida del sistema respectivamente.  
Dependiendo de la configuración del sistema de potencia que se esté estudiando, es 
posible que existan modos de oscilación que tengan un mejor amortiguamiento utilizando 
un PSS con un RFC que un PSS que utilice únicamente señales locales. 
3.4. ANÁLISIS DE ENERGÍA. 
 
En 1958 Aylett postuló que sí se puede medir la energía transitoria del sistema lo bastante 
rápido, y si las correcciones al sistema se pueden hacer lo bastante rápido, el disturbio 
puede ser literalmente absorbido.   
Los dos métodos primordiales para realizar este análisis son: por un lado, los métodos de 
análisis de energía y, por otro, la medición precisa dada por las PMU's; de este modo, se 
compara los valores críticos de la inestabilidad. 
El análisis de energía ha avanzado sustancialmente en los últimos años. A través de 
simulaciones se puede encontrar la energía de cada elemento del sistema y lo más 
importante la energía crítica del sistema para que sus generadores lleguen a una 
inestabilidad. A través de las PMU's estos parámetros se pueden medir y ser comparados 
momento a momento con sus valores críticos y tomar acciones de control como el 
deslastre de una cierta cantidad de generación para evitar la inestabilidad, implementando 
el monitoreo de estos valores de energía en las protecciones del sistema. 
El análisis de energía es un método matemático que relaciona los cambios de energía con 
los cambios en las tensiones y los ángulos del sistema. La energía asociada con un 
disturbio que aleja al sistema del punto de equilibrio es cuantificada con el escalar (KE) y 
es expresada como una función de energía (PE). 
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Figura 3.4-1. Diagrama de Kimbark [38]. 
El método de análisis para la estabilidad de un generador dado por Kimbark no es apto 
para el análisis multimáquina pero da unas pautas para el entendimiento de los análisis de 
energía transitorios con el análisis de sus diagramas de potencia-ángulo (Figura 3.4-1): 
1. El criterio de Kimbark muestra la función de energía transitoria como la integral 
de la potencia entre dos ángulos, que es la diferencia entre la potencia que entrega 
la máquina y la que el sistema está recibiendo a través de los tres estados del 
sistema: pre-falla, falla y post-falla. 
 
2. Las áreas en la gráfica de Kimbark se pueden clasificar en áreas que aportan a  la 
inestabilidad (cuando la potencia de la máquina es mayor a la que absorbe el 
sistema) y al inverso en áreas que aportan a la estabilidad. Con estas áreas se 
pueden definir tres puntos: el ángulo de falla, el ángulo de despeje de falla y el 
ángulo de re-cierre; además del ángulo máximo para conservar estabilidad. 
3. El área A1 puede ser determinada por la ecuación de energía cinética donde la 
velocidad es la máxima que alcanza el rotor y es medida directamente de éste. Se 
pueden encontrar valores críticos para A1 con análisis fuera de línea y 
compararlos con los valores medidos por las PMU's a través de la ecuación 3.4-1.   

a
i
b
i
iii dPV


   Ec. 3.4-1 
4. Con simulaciones fuera de línea se puede determinar la máxima velocidad  para 
no perder estabilidad. Así sólo se compara esta velocidad con los parámetros 
tomados por las PMU's. 
3.4.1. GENERACIÓN MULTIVARIADA.  
 
Las funciones de energía para sistemas reales calculan la energía total del sistema, esto 
es la energía total del sistema representada en un sólo número por medio de las 
funciones parciales de energía (ver ecuación 3.4.1-1). Para encontrar la energía de falla 
(A1), se integra la energía parcial desde el instante de falla hasta que la energía del 
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disturbio se termina de inyectar en el sistema. La potencia del generador i relativa al 
centro de inercia (coi) del sistema está dada por: 
icoi
t
i
eimiii PP
M
M
PPM 
 
Ec. 3.4.1-1 
Donde: 
Pcoi = la potencia mecánica total dada. 
Mt = la sumatoria de todas las inercias. 
 
Lo importante es que la energía de falla puede ser calculada con las mediciones de las 
PMU's y comparada con la máxima energía crítica que es encontrada con análisis de 
estabilidad. También se puede encontrar la velocidad crítica y la velocidad de falla con 
la integración del ángulo por la inercia entre dos tiempos. 
Con las PMU's se puede encontrar esta velocidad del centro de inercia como la suma 
ponderada por su inercia de las velocidades de cada generador y luego encontrar la 
velocidad de cada generador con respecto a esta referencia.  
Los pasos del algoritmo de protección son los siguientes [38]: 
1. Medir la velocidad de los rotores. 
2. Encontrar la velocidad del centro de inercia. 
3. Encontrar la diferencia de la velocidad de cada generador de la del centro de 
inercia.  
4. Si la velocidad del rotor i es mayor que la crítica, tomar acciones remediales.  
 
Hay que tener en cuenta que esta velocidad crítica depende mucho de las múltiples 
posibilidades de falla y los cambios que pueda haber en la red.  
3.5. ESTIMACIÓN DE LA SEGURIDAD DE TENSIÓN Y ÁRBOLES DE DECISIÓN. 
 
La Seguridad de tensión puede ser estimada desde varios puntos de vista. Uno de ellos es 
encontrando un modelo desde un nodo de carga y analizando cuando ese modelo va a 
llegar al colapso de tensión, como se vio anteriormente, o utilizando métodos que utilicen 
las medidas de las PMU's  y las técnicas de análisis como árboles de decisión.  
La arquitectura del árbol de decisión es diseñada usando los datos de flujos de carga 
continuos. Los estudios han demostrado que las diferencias de ángulos de tensión  y los 
flujos de potencia reactiva son las mejores medidas para determinar la seguridad de 
tensión. 
Para determinar la seguridad de tensión (Voltage Security VS) se utilizan árboles de 
decisión (Desicion Tree DT) debido a que éstos no poseen complejos cálculos matemáticos 
y por lo tanto dan facilidades en la rapidez de los algoritmos, que sumado al tiempo de 
trasmisión de los datos de las PMU's, se convierte en el tiempo para obtener análisis de 
seguridad de tensión.  
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3.5.1. ÁRBOL DE DECISIÓN BASADO EN EL MONITOREO DE LA SEGURIDAD DE 
TENSIÓN. 
 
La seguridad de tensión es la habilidad del sistema de potencia de mantener la estabilidad 
de tensión a través de una serie de eventos posibles, entre estos eventos posibles están la 
salida de un generador o una línea, un cambio de carga, o cualquier otro evento que afecte 
el sistema de potencia. Este análisis de seguridad de tensión asocia las condiciones 
actuales del sistema con un  estatus de seguridad de tensión. La condición del sistema es 
caracterizada con las tensiones del sistema (Fasores de tensión) o los parámetros 
calculados a través de ellos tales como los flujos de potencia real y reactiva, etc.  
El estatus de la seguridad de tensión puede ser seguro o inseguro; si el sistema es 
inseguro, alguna acción debe iniciarse para lograr la seguridad. Las acciones preventivas 
incluyen control de condensadores, re-despacho de generadores, cambio de tap en los 
transformadores, etc. Si el sistema es seguro, una medida importante es la distancia hasta 
la inseguridad. Esta “distancia” puede estar en cantidades como una reserva de carga o el 
límite de flujos de potencia. Por ejemplo, un margen de MW para el colapso de tensión  son 
los MW que faltan para que el sistema llegue al colapso, tomando como punto de partida el 
punto inicial del sistema de potencia.  
3.5.2. MARGEN AL COLAPSO DE TENSIÓN. 
Determinar la seguridad de tensión es un aspecto importante. Este aspecto es equivalente 
a asignar una clase (seguro o inseguro) para una condición de operación, la cual no es una 
aproximación universal para clasificar la seguridad de tensión.  
El margen de colapso de tensión es simplemente una cantidad adicional de potencia real 
que podría llevar al sistema al colapso. Desde el punto de vista del operador, el 
crecimiento de carga es monitoreado junto con sus derivadas, por lo que el cambio de 
carga en un determinado periodo puede ser estimado. Si este crecimiento de carga excede 
el margen de colapso del sistema, el sistema debe ser clasificado como inseguro y tomar 
acciones de control para no llegar al punto de colapso. 
La pregunta es qué tan rápido el operador está en capacidad o puede realizar estas 
acciones de control, para que se encuentre un tiempo en el cual las acciones de control 
sean efectivas, y por tanto, identificar un margen de tiempo asociado con el margen de 
reacción. 
3.5.3. ALGORITMO DEL ÁRBOL DE DECISIÓN. 
 
Los DT utilizan técnicas de aprendizaje para sacar información de las bases de datos. Los 
árboles de decisión pueden partir la información en dos regiones mutuamente 
excluyentes, para lo cual a cada región se le asigna un nivel o algún valor [23].  
Para el análisis de estabilidad de seguridad de tensión, los siguientes tipos  de árboles son 
posibles [36]: 
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- De clasificación: Clasificar el punto de operación como “seguro” o “inseguro” 
basado en una región predefinida de seguridad de tensión. 
- De regresión: Asociar un punto de operación con un margen al colapso. 
Para realizar la clasificación del sistema, el vector de medidas en tiempo real es bajado en 
el nodo raíz (nodo de comienzo del algoritmo). Cada nodo del árbol posee un test 
)()( asax  ?, asociado a un ángulo de tensión del sistema, por lo que las PMU's son el 
único sistema de medida capacitado para este algoritmo. Dependiendo del resultado de 
este test el vector de medida puede caer en otro nodo (nodo hijo),  sobre el cual se realiza 
otro test. El proceso de calificación termina cuando el vector de estado llega al nodo 
terminal. El nodo terminal es un nodo que se le asigna una clase cuando se crea el árbol de 
decisión, la cual da la clasificación de estable o inestable al estado en el cual se encuentra 
el sistema. 
El árbol de decisión es construido desde el nodo raíz hasta el nodo terminal usando datos 
históricos o simulaciones en N casos de la forma . Cada  es un 
vector de medida de M dimensión y una clase predefinida . El espacio de medida 
asociado con cada nodo t es buscado a través del test, que intenta encontrar una clase pura 
al determinar los óptimos  en cada atributo , que resulte en la mejor reducción de las 
impurezas del nodo t. La búsqueda se termina cuando todos los vectores de medida que 
llegan al nodo corresponden a la misma clase.  
Todo el proceso de clasificación de los nodos es repetido hasta que: 1) Todos los nodos 
son de clase pura. 2) Un determinado número de malas clasificaciones para los nodos 
terminales es alcanzado  
La confiabilidad del árbol de decisión se mide por la robustez de la capacidad de 
clasificación de distintos datos de prueba. Esta confiabilidad es expresada como una razón 
de los errores de clasificación y los casos totales con los que se alimentó al árbol de 
decisión. Una de las principales características de los DT es su rapidez y esta se incrementa 
al utilizar de las capacidades que brindan las PMU's. 
Los árboles de decisión requieren puntos de entrenamiento que hagan parte de puntos 
reales de operación en términos de la carga, las unidades de generación y las fallas en el 
sistema.  
3.6. PROTECCIÓN ADAPTATIVA. 
La protección adaptativa puede ser aplicada a las interconexiones de sistemas que se 
pueden comportar como un sistema de dos máquinas. Se ha aplicado en interconexiones 
como la del sistema de potencia entre Florida y Georgia [37]. La idea de la protección 
adaptativa es detectar las oscilaciones en los sistemas de potencia y luego clasificarlos en 
inestables o estables. 
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Figura 3.6-1 Característica de la protección tradicional. 
Las protecciones tradicionales utilizan la distancia y los contadores de tiempo para su 
funcionamiento.  Éstos utilizan un gran número de simulaciones de contingencias que 
podrían llevar al sistema a una inestabilidad, las cuales son graficadas como una 
trayectoria de impedancia en el plano R-X y utilizadas para dividir este plano en zonas 
inestables y estables como se muestra en la figura 3.7-1. Cuando la trayectoria de 
impedancia entra en la zona inestable, un temporizador actúa para determinar si ésta se 
encuentra en la zona por más  tiempo del límite máximo para  declarar el disturbio como 
inestable. 
3.6.1. PRINCIPIOS DE LA PROTECCIÓN ADAPTATIVA. 
 
Una protección adaptativa es aquella en la que sus parámetros cambian según la condición 
del sistema. Como las condiciones del sistema varían continuamente, la respuesta del 
sistema puede ser diferente para un mismo disturbio dependiendo de su condición. No es 
viable estudiar todos los estados del sistema cuando se realizan los diseños de las 
protecciones tradicionales, ya que existen disturbios en los cuales la protección puede 
tener un mal funcionamiento y/o disturbios que son estables y fueron mal clasificados por 
el factor de seguridad utilizado por las limitaciones en el estudio. Las protecciones 
adaptativas están diseñadas para reconocer los cambios del sistema  y adaptar sus 
parámetros en consecuencia. 
Como el objetivo de la protección adaptativa es determinar la inestabilidad de un 
disturbio, la protección está  basada en las descripciones del modelo de dos máquinas y el 
criterio de áreas iguales usado como análisis de estabilidad.   
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Figura 3.6.1-1 Modelo general del sistema de dos máquinas. 
Las principales variables del sistema de dos máquinas se muestran en la figura 3.7.1-1. Las 
impedancias de carga son incluidas entre los nodos internos del generador usando 
técnicas de reducción. La ecuación del ángulo entre las dos máquinas es dada por: 
 Ec. 3.6.1-1 
Donde ,  y  son los momentos de inercia de los dos rotores, y  
 
 
  Ec. 3.6.1-2 
 
 
Donde es el ángulo de  y  son las partes reales de los elementos correspondientes 
a la matriz de impedancia.  Cuando ocurre un falla, los parámetros de  y cambian. El 
criterio de áreas iguales como se vio anteriormente, determina la estabilidad del disturbio 
cuando las áreas que contribuyen en la aceleración son menores (Figura 3.4-1). 
 
Si el tiempo en el cual actúan las protecciones es lo suficientemente rápido, el área hasta el 
ángulo  de la figura 3.4-1 es pequeña y puede ser despreciada para realizar el análisis  
únicamente teniendo en cuenta los estados pre-falla y post-falla. Los principales disturbios 
que pueden ser analizados son la perdida de una línea y la pérdida de generación en 
cualquiera de los dos sistemas. 
 
Si se detecta la salida de una línea en cualquiera de los dos sistemas, la protección 
adaptativa debe ser informada para calcular cuál es el estado post-falla y, con el estado de 
pre-falla conocido, realizar el análisis de estabilidad del disturbio basado en el criterio de 
áreas iguales.  
 
En el caso de las pérdidas de generación, para detectar el estado post falla, se deben 
encontrar los cambios en el parámetro  , por lo que se deben tomar medidas de  ángulo 
sincronizadas por medio de las PMU's y así estimar el parámetro. Una vez el nuevo  es 
determinado se puede realizar el análisis de estabilidad. 
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El problema se centra en estimar el cambio de a con un número de medidas de 
ángulo  y con una tasa de muestreo . Para lo cual la estimación de los 
mínimos cuadrados de    se puede expresar como: 
 
 Ec. 3.6.1-3 
La ecuación 3.7.1-3 puede ser utilizada por 5 o 6 muestreos para determinar un valor 
promedio de  
3.6.2. DIAGRAMA DE LA PROTECCIÓN ADAPTATIVA. 
 
Los principales bloques de la protección adaptativa son mostrados en la figura 3.7.2-1. Las 
PMU's son las encargadas de medir los fasores de tensión y corriente en todas las líneas de 
las subestaciones, así como el estado de los interruptores de la subestación. El modelo 
equivalente de dos máquinas del sistema de potencia debe ser inicializado con los flujos de 
potencia observados por la interconexión entre los sistemas. Los datos de los flujos de 
potencia son complementados con la estructura de la red, los datos de generación y carga, 
los cuales son obtenidos de la red de comunicaciones de la WAMS. Con estos datos se debe 
obtener el mejor equivalente de dos máquinas en tiempo real. También existe la opción de 
una configuración de la red guardada y que dependiendo de los datos de generación, la 
carga o la hora del día es utilizada como modelo pre-falla.  
 Cuando se utiliza la opción de tener una equivalente de red histórica guardada, se pueden 
utilizar los fenómenos ocurridos en cada sistema para refinar el modelo para el siguiente 
disturbio. 
PMU
PROTECCIÓN
MODELO
- CENTRO DE CONTROL.
- MODELO HISTÓRICO
PMU
PROTECCIÓN
MODELO
- CENTRO DE CONTROL.
- MODELO HISTÓRICO
ESTADO 
INTERRUPTORES 
LÍNEAS
ESTADO 
INTERRUPTORES 
LÍNEAS
SISTEMA 1 SISTEMA 2
 
Figura 3.6.2-1 Modelo de bloques de la protección adaptativa. 
3.7. CUADRO COMPARATIVO APLICACIONES PMU Y ESTABILIDAD. 
En la tabla 3.7-1 se muestra un comparativo entre las aplicaciones de estabilidad descritas 
anteriormente, analizando parámetros como la localización de las PMU's necesarias, los 
aportes de la PMU, los problemas y las acciones de control. 
  
51 
 
En cuanto a las PMU's necesarias es importante tener en cuenta que, para la mayoría de las 
aplicaciones, las PMU's deben estar ubicadas en lugares puntuales, como nodos de carga, 
nodos generación, interconexiones entre áreas, todos los nodos del sistema, etc. Esto 
representa una gran diferencia con la mayoría de las aplicaciones de estado estacionario, 
que necesitan un sistema observable en el cual pueden calcular las tensiones en los nodos 
del sistema por medio de las impedancias de las líneas. Por ende, estas aplicaciones 
presentan mayores dificultades en su instalación en los sistemas de potencia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 3.7-1. Comparación de aplicaciones de PMU`s  y Estabilidad. 
Los principales aportes de la PMU como sistema de medida sincronizada para cada  
aplicación son dar los fasores de tensión y la frecuencia: la mayoría de aplicaciones no 
necesitan toda esta información, algunas como los análisis de energía sólo requieren la 
frecuencia y otras requieren únicamente los ángulos de las tensiones como los árboles de 
decisión. La única aplicación que requiere toda esta información es la predicción en 
tiempo real, además de requerir PMU en todos los nodos del sistema y no tener acciones 
de control definidas, lo que la convierte en una de las aplicaciones de mayor complejidad 
en su implementación.  
Para lograr implementar estas nuevas herramientas de control, además de la 
infraestructura de comunicaciones y la instalación de las PMU's, se debe estudiar en qué 
nivel de prioridad deben ser implementadas, dado que existe la posibilidad que para un 
determinado disturbio éstas den un resultado distinto sobre si etiquetar el disturbio como 
estable o si se debe realizar deslastre de carga y cuál debe ser la cantidad de este deslastre. 
Para esta clasificación del nivel de prioridad se puede tener en cuenta si la aplicación 
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realiza una evaluación determinística o si ésta tiende más a ser una interface directa con 
las medidas. 
Teniendo en cuenta las acciones de control y los aportes de las PMU's, se escogió como una 
de las aplicaciones para realizar una investigación más profunda la estabilidad de tensión 
y modelo de dos nodos, por no requerir un análisis fuera de línea y dar una medida de su 
acción de control, el deslastre de carga. La otra aplicación escogida es el la variable de 
control desde una PMU remota, dado que éste tiene la posibilidad de amortiguar las 
oscilaciones inter-área y, por tanto, aumentar la potencia transmitida por las líneas de 
transmisión.   
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4. MODELO DE ESTABILIDAD DE TENSIÓN 
4.1. IDENTIFICACIÓN DE SISTEMAS. 
 
En el diseño de controles para sistemas dinámicos es necesario tener un modelo que 
pueda ser adecuado para describir el cambio en el sistema. La información necesaria 
para obtener el modelo del sistema está disponible de dos formas. En primer lugar, 
utilizando el conocimiento de ciencias básicas que han desarrollado por años 
ecuaciones de movimiento que explican  el comportamiento dinámico de los sistemas 
como cuerpos rígidos, circuitos eléctricos, fluidos etc. Sin embargo, en la mayoría de 
los casos, debido a la gran complejidad del fenómeno, las leyes que se van a aplicar son 
demasiado complicadas e inadecuadas para describir el comportamiento del sistema. 
Bajo estas circunstancias, se puede utilizar la segunda opción  excitando el sistema y 
tomando su respuesta. Este proceso de construir modelos y estimar los mejores 
valores de parámetros desconocidos de datos experimentales es llamado 
identificación de parámetros.  
4.1.1. MÍNIMOS CUADRADOS (LEAST SQUARES). 
 
Para analizar esta metodología de Identificación de Sistemas, se tomara un modelo en 
el cual el estado se presenta en función de las salidas y entradas anteriores, si se tienen 
 ky   y  ku  se tiene el estado del sistema la ecuación  4.1.1-1. 
kk xHy )(    Ec. 4.1.1-1 
Donde: 
)...,,...,( 2121 nn bbbaaaH   
Ec. 4.1.1-2 
Tnkukukunkykykykx )](),...,2(),1(),(),...2(),1([)( 
 
Ec. 4.1.1-3 
Este sistema tiene una ecuación de error 4.1.1-4 para un caso de orden n.  
)(...)2()1()( 21 nkyakyakyaky n 
);()(...)2()1( 21 kenkubkubkub n   Ec. 4.1.1-4 
Si se asume que se tiene disponibilidad para poder medir las entradas y las salidas:  
 )(),...,1(),0(),(),...,1(),0( NyyyNuuu
 
Ec. 4.1.1-5 
Se desea encontrar el vector de parámetros  : 
 Tnn bbbaaa ...,,..., 2121  Ec. 4.1.1-6 
Como  )(ky  depende de los datos pasados n periodos atrás, el primer error que se 
puede encontrar es );( ne . Se pueden encontrar vectores de error para cada 
.,...,1, Nnnk 
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),;()()(  nenxny T     
),;1()1()1(   nenxny T
 
Ec. 4.1.1-7 
. 
. 
. 
),;()()(  NeNxNy T    
 
Para manejar el error de una manera más compacta, se introduce la siguiente notación 
de ecuaciones: 
 TNynyNY )()...()( 
 
Ec. 4.1.1-8 
 TNxnxnxNX )(),...,1(),()( 
 
Ec. 4.1.1-9 
 TNeneN )(),...,();(  
 
Ec. 4.1.1-10 
 Tnn bbaa ,...,,,..., 11  Ec. 4.1.1-11 
)(kX Es una matriz con 2n columnas y N-n+1 filas. En términos de las anteriores 
definiciones se puede escribir el error como [39]: 
).;(  NXY    Ec. 4.1.1-12 
Los mínimos cuadrados son el valor de  minimiza la suma de los cuadrados del error, 
que se puede definir como: 
 
N
nk
keJ );()( 2    Ec. 4.1.1-13 
Y en términos de la ecuación  4.1.1-12: 
);();()(  NNJ T 
 
Ec. 4.1.1-14 
 es  una función cuadrática con 2n parámetros  , y por lo tanto la solución de 
mínimos cuadrados 
 
es tal que las derivadas parciales de J con respecto a   en 
LS

 debe ser cero. Este se puede encontrar: 
TJ  
Ec. 4.1.1-15 
)()(  XYXYJ
T 
 
Ec. 4.1.1-16 
 XXXYYXYYJ
TTTTTT 
 
Ec. 4.1.1-17 
XXXY
J TTT
i


22 







  Ec. 4.1.1-18 
Al igualar la ecuación 4.1.1-18 a cero y realizar la transpuesta se tiene: 
YXXX TLS
T 

 
Ec. 4.1.1-19 
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Estas ecuaciones son llamadas ecuaciones normales del problema, y su solución da el 
vector de mínimos cuadrados  . Que estas ecuaciones tengan solución depende que 
la matriz  no sea singular. Esto depende en gran medida de las señales de entrada 
 ku ; por ejemplo, si éstas son constantes algunos componentes de   aparecerán en 
cada paso como sumas y su separación no sería posible cuando una entrada es 
constante. Se puede escribir la solución explícita como: 
YXXX TTLS
1)( 

  Ec. 4.1.1-20 
La ecuación 4.1.1-14 está basada en que todos los errores son igualmente importantes. 
Esto no es indispensable, puede que la exactitud de los errores varíe con el tiempo y 
por tanto dar un valor acorde a este cambio. Este criterio está basado en Weighted 
Least Squares WLS y se fundamenta en el siguiente criterio: 
  
N
nk
T WkekwJ );()()( 2     Ec. 4.1.1-21 
Al tener en cuenta el peso de los errores la solución para el vector de parámetros es: 
WYXWXX TW LS
T 

 
Ec. 4.1.1-22 
WYXWXX TTW LS
1)( 

   Ec. 4.1.1-23 
La ecuación 4.1.1-21 se reduce a los mínimos cuadrados ordinarios cuando W=I, otra 
elección para )(kw es KNkw   )1()( . Esta elección da un mayor peso a las 
últimas mediciones (k cercano a N) [39]. Si   es cercano a 1, la memoria del filtro es 
larga, y los efectos del ruido se reducen, para un   pequeño, la memoria se vuelve 
corta y la estimación puede seguir los cambios que pueden ocurrir en  si el cálculo es 
realizado cíclicamente cuando N se incrementa. Este proceso se conoce como Recursive 
Least Squares RLS. 
4.1.2. MÍNIMOS CUADRADOS RECURSIVOS RLS. 
 
El WLS dado en la ecuación 4.1.1-21 supone que las matrices YX , están compuestas 
de acuerdo con las definiciones de la ecuación 4.1.1-9 y por lo tanto tienen N 
muestreos. Existen casos en los cuales los datos se toman secuencialmente y tienen 
una mayor longitud de N, por lo cual se puede realizar el proceso varias veces y mirar 
cuáles son los cambios en el vector  W LS

. 
La ecuación 4.1.1-23 puede ser utilizada para un proceso secuencial al resolver para N 
muestreos y considerar las consecuencias de utilizar una nueva observación. Se debe 
considerar la estructura de y  cuando un nuevo dato es dado, 
considerando primero . Para tener en cuenta un peso para los datos, se asume 
que , si  y  se tienen los mínimos cuadrados dado igual 
importancia a todos los datos, y si  se tienen los mínimos cuadrados con 
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pesos exponenciales. De la ecuación 4.1.1-9 se pueden obtener los datos para el 
muestreo N+1, 
 )1()(),...,1(),(  NxNxnxnxX T    Ec. 4.1.2-1 
Y 
 





1 1 1 )()()()()(
N
nk
N
nk
TkNTT kxakxkxkwkxWXX 
  
Ec. 4.1.2-2 
Estas se pueden escribir en dos términos: 
)1()1()()(  
 NaxNxkxakxWXX T
N
nk
TkNT 
 
Ec. 4.1.2-3 
)1()1()()()(  NaxNxNXNWNXWXX TTT 
 
 Ec. 4.1.2-4 
De la ecuación 4.1.1-23 se sabe que se necesita la inversa de la ecuación 4.1.2-4, y por 
conveniencia se define la matriz P como: 
  1)1()1()1(  NWXNXNP T   Ec. 4.1.2-5 
Escribiendo P en forma recursiva. 
  11 )1()1()()1(   NaxNxNPNP T   Ec. 4.1.2-6 
Como se necesita obtener la inversa de la suma de dos matrices, se aplica la fórmula 
encontrada por Householder. 
1111111 )()(   DABDACBAABCDA   Ec. 4.1.2-7 
Al aplicar (15) a (14) se pueden hacer las siguientes asociaciones. 
)(1 NPA  
  
Ec. 4.1.2-8 
xNxB  )1(
 
Ec. 4.1.2-9 
aNwC  )1(
 
Ec. 4.1.2-10 
TT xNxD  )1(
 
Ec. 4.1.2-11 
Y se obtiene la ecuación para P. 

)(
)
)(1
(
)()(
)1( 1
NP
xx
NP
x
a
x
NPNP
NP TT 
 
Ec. 4.1.2-12 
En la solución también se necesita WYX
T
que se puede escribir como: 
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 
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

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)1(
)(
...
)(
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1
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a
NxNxnxWYX
nN
T


 
Ec. 4.1.2-13 
La cual puede ser expresada en dos términos: 
)1()1()()1(  NayNxNWYXNWYX TT 
 
Ec. 4.1.2-14 
Si reemplazamos la expresión  4.1.2-12 y 4.1.2-14 en 4.1.1-13 se tiene. 
yNyxNxPNP  )1(,)1(,)(
 
Ec. 4.1.2-15 
 xayNXWYPxxPx
a
x
PP
N TTW LS 
















)(
1
)1(
1




 
Ec. 4.1.2-16 
Existen varios términos en la ecuación 4.1.2-16, que se pueden expresar en términos 
de )(NW LS

que reducen la expresión a: 
xay
P
xx
P
x
a
x
P
xx
P
x
a
x
P
xay
P
NN TTW LS
TT
W LSW LS




11
11
)()1(















Ec. 4.1.2-17 
Si se define: 
1
1
)1(









Pxx
a
x
P
NL
T
 
Ec. 4.1.2-18 
Se obtiene: 
))()1()(1()()1( NxNyNLNN W LS
T
W LSW LS 

    Ec. 4.1.2-19 
Las ecuaciones 4.1.2-12, 4.1.2-18 y 4.1.2-19 constituyen el algoritmo para encontrar 
recursivamente. El algoritmo se puede resumir con los siguientes pasos [39], [40]: 
1. Seleccionar a y  y N. 
2. Seleccionar valores iniciales para P(N) y )(ˆ N . 
3. Leer los valores de )(),...,0( Nyy y )(),...,0( Nuu  y formar )(),...,0( Nuu y formar 
)1( NxT . 
4. Hacer k=N. 
5. 
1
)1()()1(1
)1(
)(
)1(






 


kxkPkx
a
kx
kP
NL
T
 
6. Leer los datos )1( ky y )1( ku . 
7. )).()1()1()(1()()1( kkxkykLkk W LS
T
W LS 

     Ec. 4.1.2-20 
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8.   )()1()1(1)1( kPkxkLIkP T 

. 
9. Formar )2( NxT . 
10. Hacer .1 kk  
11. Volver al paso 5.  
 
Los valores del algoritmo pueden ser determinados de la siguiente manera: 
 
1. Tomar muestras de nN 2 y resolver la ecuación 4.1.1-23 una vez para P(N). 
L(N+1), y )(ˆ N y tomar éstos como datos del paso 3. 
2. Hacer 0)(ˆ N , INP )( , donde  es un escalar lo bastante grande. Una de las 
sugerencias para este escalar es: 



N
i
iy
N 0
2 ).(
1
1
)10(
 
Ec. 4.1.2-21 
Los pasos descritos en la ecuación 4.1.2-20 encuentran la estimación del vector de 
parámetros cuando un nuevo par de muestras son tomadas. Se puede asumir que los 
parámetros están definidos por un sistema descrito como: 
),;()()(  nenxny T     Ec. 4.1.2-22 
Estos parámetros están definidos por un modelo multivariado, de la ecuación  4.1.2-23.  



n
i
i
n
i
i ikuBikyaky
11
)()()(   Ec. 4.1.2-23 
Donde ia es un escalar, iB es una matriz de pxm ,  es un vector de 1)(  npmn , y )(kx
es una matriz de pnmpn  )( , si se definen YX , y según la ecuación 4.1.1-9 un 
desarrollo igual al descrito anteriormente lleva a la ecuación 4.1.1-23 con un cambio en las 
dimensiones de las matrices.  
Para calcular el vector de parámetros, se debe utilizar 4.1.2-20 con las siguientes 
ecuaciones: 
1
1)1(










Pxx
ax
P
NL
T
 
Ec. 4.1.2-24 
 PxNLINP T)1(1)1( 

 
Ec. 4.1.2-25 
)).()1()(1()1( NxNykLN W LS
T
W LS 


 
Ec. 4.1.2-26 
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4.2. PROBLEMAS PARA LA IMPLEMENTACIÓN DE RLS. 
 
Una de las propiedades de RLS es que puede seguir cambios en el vector de parámetros lo 
que es la propiedad más importante para la aplicación que es relevante en la identificación 
de los parámetros de un modelo de dos nodos, para lo cual se debe tener poca memoria 
para datos antiguos. 
Existen dos posibilidades cuando los parámetros varían en el tiempo. Uno es cuando los 
parámetros varían suave y continuamente, otro es cuando los parámetros son constantes 
por largos periodos de tiempo y varían súbitamente  de un valor a otro. En el problema de 
la identificación de parámetros del modelo de dos nodos se presenta las dos situaciones. 
En la mayoría del tiempo el sistema se encuentra en estado semi-estacionario con las 
cargas variando lentamente siguiendo la curva de carga y con el sistema sin cambios de 
topología, con lo cual los parámetros del modelo varían lentamente. También existen 
momentos en los cuales se tienen cambios topológicos en el sistema como salida y entrada 
de líneas, generadores y cargas, que causan una súbita variación en los parámetros del 
modelo de dos nodos. Existen diferentes métodos para realizar ajustes a las ecuaciones 
básicas del RLS, las ecuaciones 4.1.2-24 a 4.1.2-26, para tener en cuenta este tipo de 
comportamientos en el vector de parámetros. 
4.2.1. FACTOR DE BÚSQUEDA  
 
El Factor de  búsqueda es la manera de descartar los datos antiguos basados normalmente 
en una función de peso exponencial para los errores que depende del tiempo en el cual se 
realizó el muestreo . Este peso se puede simplificar a 
KNw    con lo cual se 
tendrían las siguientes ecuaciones para el RLS [40]: 
  1)1(  PxxIPxNL T
 
Ec. 4.2.1-1 
 PxNLINP T)1(1)1( 

  Ec. 4.2.1-2 
)).()1()(1()1( NxNykLN W LS
T
W LS 


  
Ec. 4.2.1-3 
Para estimar el factor de búsqueda se pude utilizar la ecuación 4.2.1-4 donde h es el 
periodo de muestreo, fT es el tiempo constante del factor de búsqueda. La  tabla 4.2.1-1 
muestra diferentes valores del factor de búsqueda para diferentes valores de la razón 
fTh / : 
fThe
/
  Ec. 4.2.1-4  [24] 
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Tabla 4.2.1-1. Factor de búsqueda. 
La mejor forma de verificar cuál es el mejor factor de búsqueda es utilizar la ecuación 
4.2.1-4 y verificar este valor con el comportamiento del error en el RLS, ya que en la 
mayoría de casos el fT  no es un valor fácil de identificar.  
4.2.2. RESTABLECER COVARIANZA.  
 
En algunos casos los parámetros son constantes en largos periodos de tiempo y cambian 
súbitamente. El factor de búsqueda asume que el comportamiento de los parámetros es 
homogéneo en el tiempo. En este caso lo más apropiado es restablecer la matriz de 
covarianza por una matriz con valores suficientemente grandes cuando estos cambios 
ocurren. Este proceso es llamado covariance resetting [41]. 
La mejor forma para restablecer la matriz de covarianza   es en la iteración donde los 
parámetros cambian al utilizar un factor de búsqueda  pequeño por ejemplo  
Para utilizar esta herramienta efectivamente es necesario detectar estos cambios súbitos 
en el vector de parámetros. Esto se puede lograr por medio del análisis de los residuos o 
los cambios del vector de parámetros; también se puede restablecer la matriz 
periódicamente. 
Dado que los cambios en los sistemas de potencia no son periódicos el mejor método para 
analizar los cambios en el vector de parámetros es utilizar los residuos.  
4.2.3. ESTIMADORES EN PARALELO Y OTROS ESQUEMAS.  
 
Hay diferentes maneras para seguir los cambios en el vector de parámetros. Una 
posibilidad es tener varios estimadores en paralelo con diferentes factores de búsqueda   
y escoger el que tenga los menores residuos u otros esquemas que restablezcan el vector 
de parámetros con diferentes criterios y que estén estimando los parámetros en paralelo 
[41].  
4.2.4. EXCITACIÓN.  
 
El factor búsqueda de parámetros funciona adecuadamente si el sistema es debidamente 
excitado en todo tiempo. Este es otro de los problemas que es frecuente en la 
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identificación de los parámetros del modelo de dos nodos, ya que cuando el sistema se 
encuentra en estado estable los datos de los fasores de corriente y tensión del nodo, 
obtenidos de la PMU serian constantes y por tanto el algoritmo del RLS no es excitado. 
Para entender esto, primero se debe analizar el caso extremo cuando la excitación es cero, 
es decir  0x , las ecuaciones del RLS se convierten en [41]: 
)(
1
)1( NPNP

   Ec. 4.2.4-1 
)()1( NN 


 
Ec. 4.2.4-2 
La ecuación para estimar 

es inestable con valores propios igual a 1, y la ecuación de la 
matriz  es inestable con valores propios igual a . Como se puede observar en 
la ecuación 4.2.4-1 la estimación se convierte en constante, y la matriz  crece 
exponencialmente dado que  . Como la ganancia del estimador es  , la ganancia del 
estimador crece exponencialmente. Esto quiere decir que la estimación puede cambiar 
drásticamente si x se convierte en un valor diferente de cero. Este fenómeno se conoce 
como estimator windup. 
Para mostrar el comportamiento de estimator windup se asume que el vector de regresión 
es constante, . La inversa de la matriz P  de la ecuación 4.1.2-6 está dada por: 
T
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NN
R
tRNN xxPxxPNP 00
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Ec. 4.2.4-3 
Usando el teorema de la ecuación 4.1.2-7 se tiene: 
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PxxP
PNP
TN
T
N 

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Ec. 4.2.4-4 
Donde 
N
N






1
1
)(
 
Ec. 4.2.4-5 
Se pude encontrar. 
)
)(
)(()1(
000
00
0
xPxN
xP
NxNP
TN 
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
   Ec. 4.2.4-6 
La matriz P  puede ser descompuesta como: 
TxxNNPNP 00)()(
~
)1( 
 
Ec. 4.2.4-7 
Donde  
T
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xxN
xPxN
PxxP
PNP 00
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


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Ec. 4.2.4-8 
y 
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Ec. 4.2.4-9 
Como 1  cuando N tiende a infinito se tiene: 
 
N  
 1)(N
  
Ec. 4.2.4-10 
2
00 )(
1
)(
xx
N
T




 
Ec. 4.2.4-11 
En la descomposición de   se tiene que la matriz   tiende a infinito y 
TxxN 00)(
tiende a una constante 20000 )/()1( xxxx
TT . 
Cuando el vector de regresión 
 
es constante, se obtiene información solamente sobre la 
componente de parámetros que es paralela al vector de regresión. Dicha componente 
puede ser estimada por medio del factor de búsqueda. Cuando   la matriz tiende a 
infinito como . Estimator windup se produce por causa del factor de búsqueda 
combinado con una pobre excitación. Existen varias maneras de evadir este fenómeno. 
La más conocida es el muestro condicional. El método se basa en calcular la estimación de 
parámetros   y la matriz de covarianza  solamente cuando existe una 
excitación; estos algoritmos se caracterizan por tener zonas muertas. Para detectar si la 
excitación es adecuada se pueden tener en cuenta los  cambios en el vector de regresión 
, u otras magnitudes dentro del proceso como . Vale la pena notar que    está 
libre de dimensión. 
Si el vector de regresión es constante, de la ecuación 4.2.4-6 se puede obtener: 
)
)(
)(()1(
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000
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xPxN
xPx
NxNPx
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T

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
 
Ec. 4.2.4-12 
Si , entonces   y , por lo tanto si  
es utilizado como parámetro para activar las zonas muertas es natural utilizar a  para 
normalizar este parámetro.  
La selección de este parámetro es crítica, debido a que si es demasiado estricto  la 
estimación es igualmente pobre debido a que es realizada muy pocas veces; por el 
contrario,  si el criterio es demasiado liberal, se podría tener Estimator windup. 
4.2.5. ALGORITMOS INTERNOS. 
 
En los últimos años, se han desarrollado un algoritmo interno que no requiere más 
información que la que necesita el RLS  y con un proceso interno aumenta la precisión del 
RLS sin demasiado esfuerzo de cómputo. El algoritmo es descrito en [23], el cual se ilustra 
en la tabla 4.2.5-1 
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a. inicio algoritmo interno. 
)()0( kPPin   
)()0( kin    
)(kxxin   
 
b. Entre los muestreos n-th y n-1 th. 
  1)()()1(  ininTinininin xNPxIxNPNL   
 
)).()(1()()1( NxykLNN in
T
ininininin 

 (29) 
 
  )()1(1)1( NPxNLINP inTininin 

 
c. Si n-th = Kin. 
)()( kKinin 

  
 
Tabla 4.2.5-1. Algoritmo Interno. 
Donde )(kP )(k  y )(kx , son valores del algoritmo del RLS. 
Como se puede observar en la tabla 4.2.5-1, este algoritmo toma valores en cada iteración 
del RLS restableciendo las condiciones iniciales, sus entradas y salidas son las mismas que 
las de RLS en el instante k y sigue el vector de parámetros, en un proceso recursivo que  se 
puede realizar Kin veces, donde Kin es un número definido por el programador. 
4.3. IMPLEMENTACIÓN DE RLS. 
 
El RLS fue implementado, teniendo en cuenta efectos como el factor búsqueda para datos 
que varían levemente en el tiempo, restablecer la varianza para cambios bruscos, 
muestreo condicional para evadir la pobre excitación y la implementación del algoritmo 
interno para disminuir el error. En la figura 4.3-1 se muestra el diagrama de flujo del 
algoritmo con las rutinas básicas. 
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Número muestras.
Dimensión Vector 
Parámetros. Dimensión 
vector de salida 
P(0), θ(0)
MUESTREO PMU
SINTONIZACIÓN
Factor de Búsqueda.( )
Residuo. (E)
Muestreo condicional (DE)
N=N+1
LEER y(N), x(N)
Cálculo DE(N) (33)
DE(N)>K1
YESNO
CÁLCULO
L(N)  (24)
θ(N)  (24)
 E(N)  (32)
E(N)>K2
NO YES
 =0.000001 = 
Nin=Nin+1
Nin=10
NO YES
ALGORITMO 
INTERNO
Lin, θin, Pin
(Tabla 2)
θ(N)=θin
P(N)  (24)
θ(N)=θ(N-1)
P(N)=P(N+1) 
N=M
NO
YES
CÁLCULO
ERROR=E(N)+ERROR
VSI (3)
ISI (3)
MARGEN CARGA (4)
REGRESIONES
FIN
 
Figura 4.3-1. Diagrama de flujo RLS para identificar los parámetros del modelo de dos nodos. 
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4.3.1. PRUEBAS RLS. 
Para probar el algoritmo del sistema antes de utilizar los datos obtenidos de los flujos de 
carga de un sistema típico, se realizaron pruebas de identificación de parámetros de 
diferentes sistemas de prueba. 
Primero se probaron sistemas ARMA ecuación 4.3.1-1 con parámetros constantes 
utilizando 4.2.1-2. 
)(...)1()(...)1( 11 mNubNubnNyaNyay mn   Ec. 4.3.1-1 
Para este tipo de sistemas el RLS converge con un error igual a cero, para  50  n  y 
 como se puede ver en las siguientes tablas que muestran la estimación de 
parámetros para cada iteración del algoritmo.   
)5(6.0)4(3.0)3(5.1)2(5.0)1(2.1  NyNyNyNyNyy Ec. 4.3.1-2 
Iteración 1 2 3 4 5 6 7 
a1 0 0,905 1,154 1,192 1,21 1,2 1,2 
a2 0 0,413 -0,021 0,516 0,462 0,5 0,5 
a3 0 0,204 0,033 -0,999 -1,47 -1,5 -1,5 
a4 0 0,084 -0,030 -0,414 0,505 0,3 0,3 
a5 0 0,051 0,034 -0,247 0,155 0,6 0,6 
Tabla 4.3.1-1. Iteraciones vector de los parámetros 5n , 0m . 
)5(2.0)4(2.1)2(8.0)1(5.1  NuNuNyNyy Ec. 4.3.1-3 
Iteración 1 2 3 4 5 6 7 8 
a1 0 -0,136 1,226 1,221 1,499 1,5 1,5 1,5 
a2 0 -0,147 -0,206 -0,635 -0,799 -0,8 -0,8 -0,8 
b1 0 -0,441 -0,483 -0,364 -1,199 -1,2 -1,2 -1,2 
b2 0 -0,365 -0,802 -0,771 0,199 0,199 0,199 0,2 
Tabla 4.3.1-2. Iteraciones vector de los parámetros 2n , 2m . 
Si los valores de n y m se aumentan el algoritmo no converge debido a errores numéricos 
básicamente en la ecuación en la que se encuentra la matriz de varianza de forma 
recursiva 4.2.1-2, y por problemas de excitación en la función u(N).  
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4.4. SINTONIZACIÓN RLS PARA DETERMINAR EL MODELO DE DOS NODOS. 
Como se puede ver en la Figura 4.3-1, en el diagrama de flujo del algoritmo se tiene tres 
parámetros que pueden ser variados para tener un algoritmo más robusto del cual se 
obtiene el modelo de dos nodos (figura 3.2.2-1); además de estos tres parámetros, un 
algoritmo interno puede ser implementado para disminuir el vector de error de los 
parámetros estimados. 
Para mostrar los efectos de cada uno de los parámetros en el RLS, se realizó la estimación 
de parámetros para el nodo 14 del sistema de 14 nodos IEEE (Anexo 2), utilizando 
MATLAB y la herramienta de flujo de carga continuo del programa PSAT, para obtener lo 
que serían las medidas fasoriales obtenidas de las PMU's en diferentes estados de carga 
del sistema. 
El parámetro para comparar cuál es la mejor sintonización de los diferentes parámetros 
del algoritmo es la suma de los errores cuadrados de cado uno de los elementos del vector 
de salida de la ecuación 4.4-1. 



m
N
W LS
T
W LS
T NNxNyNNxNyE
1
))()()())'*(()()(( 

   Ec. 4.4-1 
4.4.1. RESTABLECER COVARIANZA. 
Como se explicó anteriormente para tener en cuenta los cambios bruscos en el vector de 
parámetros se pueden dar un valor pequeño al factor de búsqueda. La restricción que se 
utilizó para realizar este proceso fue el residuo. 
))'*((Re W LS
T
W LS
T xyxysiduo 

   Ec. 4.4.1-1 
1Re ksiduo   Ec. 4.4.1-2 
Si el residuo es mayor que 
1k , se da un valor de 1e-5 al factor de búsqueda si no se utiliza 
el factor de búsqueda normal.
 
Figura 4.4.1-1. VSI para diferentes valores de 
1k para el sistema de 14 nodos IEEE. 
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Como se puede ver en la figura, existe un error despreciable (ecuación 4.4.4-1) debido a 
que si 
1k  es muy pequeña, el factor de búsqueda es igual a 1e-5 en la mayoría de las 
iteraciones y el algoritmo pierde memoria. Si 
1k  tiene un valor grande el algoritmo tiene 
demasiada memoria por lo que no es adecuado para cambios en el vector de parámetros. 
Para el algoritmo se encontró que un valor adecuado es 911  ek , un valor pequeño lo 
que indica que para disminuir el error el RLS el algoritmo debe tener una memoria de 
corto plazo. 
4.4.2. MUESTREO CONDICIONAL.  
 
De acuerdo con lo señalado anteriormente, para tener en cuenta los momentos en que el 
sistema se encuentra en estado estacionario se utilizó el muestreo condicional. El límite es 
la suma del valor absoluto de las diferencias de cada uno de los elementos de las matrices 
de entrada 1Nx

de p filas por q columnas.  
  )),(),((
1
1 11 

 

p
j
q
i NN
jixjixDE

 
 Ec. 4.4.2-1 
Figura 4.4.2-1 VSI para diferentes valores de DE para el sistema de 14 nodos IEEE. 
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Como se puede ver en la gráfica con un DE = 0.05 no se realiza la estimación de 
parámetros por largos periodos de tiempo y por tanto hasta un valor de 0.5 en el factor de 
carga se realiza la primera estimación. 
4.4.3. FACTOR DE BÚSQUEDA.  
 
Para tener en cuenta las variaciones continuas del vector de parámetros se utilizó el factor 
de búsqueda  y se varió para ver su influencia en el error de los parámetros encontrados 
para el modelo de dos nodos.  
 
Figura 4.4.3-1. VSI para diferentes valores del factor de búsqueda   para el sistema de 14 nodos IEEE. 
Como se puede ver en la Figura 4.4.3-1 el error despreciable se presenta para un factor de 
búsqueda de 0.1 lo que demuestra que el peso que se le debe dar a los datos antiguos debe 
ser bajo. 
4.4.4. ALGORITMO INTERNO. 
Se aplicó el algoritmo interno [23] para ver su influencia en el error del vector de 
parámetros. 
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Figura 4.4.4-1. VSI con y sin algoritmo interno para el sistema de 14 nodos IEEE. 
Como se puede observar en la figura 4.4.4-1 el algoritmo interno disminuye el error total 
en el vector de parámetros. 
4.5. RESULTADOS SIMULACIÓN RLS SISTEMA DE 14 NODOS. 
 
4.5.1. SIMULACIÓN SIN RESTRICCIONES EN EL SISTEMA 
Utilizando el algoritmo del RLS se aplicó el sistema de 14 nodos IEEE para encontrar los 
índices de colapso ISI, VSI (ecuación 3.2.2-3) y el margen de carga (ecuación 3.2.2-4); para 
el nodo 14 se utilizaron regresiones para predecir el punto de colapso  utilizando los datos 
obtenidos cuando el sistema está en un factor de carga igual a 1.5. El punto crítico 
encontrado con el flujo de carga continuo de PSAT para el sistema es un factor de carga de 
3.97 que coincide con el encontrado con el modelo de dos nodos, de RLS.  
 
 
 
 
 
 
 
 
 
Figura 4.5.1-1.  a) ISI del Sistema IEEE de 14 nodos sin restricciones.    b) Predicción del ISI del nodo 14 sin 
restricciones. 
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Figura 4.5.1-2 a) VSI del Sistema de 14 nodos sin restricciones. b) Predicción del VSI del sistema de 14 
Nodos sin restricción. 
 
Figura 4.5.1-3 a) Margen de Potencia del Sistema de 14 nodos sin restricciones. b) Predicción del 
Margen de potencia del sistema de 14 Nodos sin restricción. 
Comparando los índices de estabilidad de tensión derivados del sistema equivalente de 
dos nodos es posible determinar que el comportamiento del ISI es lineal y da la posibilidad 
de poder predecir a través de una regresión cuál es el valor del factor de carga que va a 
llegar al punto de nariz en la curva PV. 
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4.5.1.1. SIMULACIÓN ERRORES UNIDADES DE MEDICIÓN FASORIAL. 
 
En  las anteriores gráficas los datos que simulan las medidas de las PMU están tomados de 
la salida del flujo de carga continuo de PSAT, sin incluir los errores de medida de las PMU, 
para centrar el análisis en los errores producidos por el algoritmo de estimación y del 
punto crítico que tiene esté en diferentes estados del sistema y así compararlo con el 
punto crítico que produce el flujo de carga continuo de PSAT dado que el modelo de dos 
nodos es una simplificación del sistema de potencia. 
Se realizaron simulaciones incluyendo los errores de las medidas de las PMU el ángulo con 
una desviación estándar de 0.02 grados y un error en magnitud de 0.005 en pu.  
[42][43][44]. 
 
 
 
 
 
 
 
 
 
Figura 4.5.1.1-1 a) VSI  para el sistema de 14 Nodos IEEE incluyendo errores PMU. b) ISI para el sistema 
de 14 nodos IEEE incluyendo errores PMU. 
 
 
   
 
 
 
 
 
 
Figura 4.5.1.1-2 a) VSI  para el Nodo 14 incluyendo errores PMU. b) ISI para el Nodo 14 incluyendo 
errores PMU y predicción punto crítico 
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Tabla 4.5.1.1-1 Errores algoritmo RLS en p.u. y errores PMU en p.u. 
En las anteriores graficas se muestra como afectan los errores en las PMU, el algoritmo del 
RLS, la figura  4.5.1.1-1, se observa que el error genera una oscilación en la predicción del 
ISI y VSI y por lo tanto un aumento en el error (ecuación 4.4-1). 
 Al comparar la predicción del punto crítico en las figuras 4.5.1.1-2b y 4.5.1-1b se ve como 
éste no varía (3.5 en los dos casos), por lo tanto el error de las PMU no afecta los 
resultados de la predicción del punto crítico en el RLS. El mayor rizado que se observa 
cuando se incrementa el factor de carga puede atribuirse esencialmente al mayor número 
de muestreos que PSAT realiza cuando se acerca al punto de nariz de inestabilidad de 
tensión.  
4.5.2. SIMULACIÓN CON RESTRICCIONES EN EL SISTEMA. 
 
Se incluyeron restricciones en los límites de potencia reactiva de los generadores del 
sistema de 14 nodos con lo cual el punto crítico cambió de un factor de carga de 3.79 a 1.7 
y se volvieron a calcular los índices de estabilidad del modelo de dos nodos  a través del 
RLS. 
 
 
 
 
 
 
 
 
 
Figura 4.5.2-1  a) ISI del Sistema de 14 nodos con restricción. b) Predicción del ISI del sistema de 14 nodos con 
restricción. 
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Figura 4.5.2-2 a) VSI del  Sistema de 14 nodos con restricción. b) Predicción del VSI sistema de 14 nodos con 
restricción. 
 
 
 
 
 
 
 
 
 
 
Figura 4.5.2-3 a) Margen de carga en un Sistema de 14 nodos con restricción. b) Predicción Margen de Carga de un 
Sistema de 14 nodos con restricción. 
Al tener en cuenta los límites de potencia reactiva en los generadores el VSI y ISI, éstos 
dejan de ser continuos (existen puntos donde no existe la derivada de la función), por lo 
cual es más difícil intentar predecir el factor de carga crítico por medio de una regresión 
lineal.  
Una ventaja que tiene el análisis del modelo de dos nodos local es la capacidad de analizar 
aumentos de carga en un determinado nodo. 
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Tabla 4.5.2-1. Factor de carga crítico y predicción del factor por medio de la predicción. 
Aunque la tabla 4.5.2-1 muestra errores elevados en la predicción, éstas fueron realizadas 
con datos del RLS en puntos de carga de 1.5 y 1.14  y esta predicción mejora con el 
aumento de la carga, también se puede observar que el error es conservativo. 
4.5.3. COMPARACIÓN CON UN RELÉ DE SOBRE TENSIÓN IDEAL. 
 
Los relés de tensión proveen una simple, y económica mitigación para el colapso de 
tensión [14]. Ellos detectan el colapso comparando la tensión local contra un valor 
determinado. Si la tensión está por debajo del límite, la práctica usual es el deslastre de un 
bloque de carga. Son posibles múltiples  límites y cada límite está relacionado con un 
bloque de carga.  
Es importante mostrar la operación de un relé convencional de tensión en el plano de 
impedancias para compararla con la operación de un relé basado en el modelo de dos 
nodos. Para el modelo de dos nodos de la figura 3.2.2-1 se tiene la ecuación 4.5.3-2, que 
describe un círculo de radio eqZ , y centrado en el origen del plano de impedancias. 
XRZ   Ec. 4.5.3-1 
2222
XRXR eqeq 
 
Ec. 4.5.3-2 
Para el relé de tensión se tiene: 
kV    Ec. 4.5.3-3 
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La ecuación 4.5.3-6 es un círculo que no tiene origen en el centro de impedancias y tiene 
radio  ,  k es el límite del relé de tensión, claramente los círculos descritos 
en las ecuaciones 4.5.3-2 y 4.5.3-6 no coinciden, y como el círculo  representa la 
máxima transferencia de potencia implica que puede existir una mala operación de relé de 
tensión.  
 
Para el nodo 14 del sistema IEEE se tomó el valor  y 
 
 entregados por el RLS en un 
punto de carga y se graficaron el círculo de disparo del relé del sistema de dos nodos y del 
relé de tensión. Como se observa en la ecuación 4.5.3-6 el radio de disparo del relé de 
tensión es variable según el valor de la impedancia de carga y de la constante de tensión K,  
mientras que su centro depende de la impedancia equivalente. Por otro lado, el círculo de 
disparo del relé del modelo de dos nodos solo depende del valor de la impedancia 
equivalente. 
 
 
Figura 4.5.3-1. Operación del VIP y operación de un relé de tensión. 
Como se puede observar en la figura 4.5.3-1, existen diferentes posibilidades para la 
operación de las dos diferentes protecciones, en el punto “c” opera el relé de tensión sin 
que aun se alcance el punto crítico, en “a” el sistema ya se ha alcanzado el punto crítico y el 
relé de tensión no ha realizado ninguna acción de control. 
Hay que tener en cuenta que la Figura 4.5.3-1 está dada para un y  constante lo que 
implica que el sistema de potencia no sufre cambios. Al cambiar el sistema implica que el 
centro del círculo de operación del relé descrito en la ecuación 4.5.3-6 cambia al igual que 
su radio, por lo tanto es mejor tener un sistema basado en el modelo de dos nodos que 
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dependa de las condiciones del sistema y no un límite de tensión que es un pobre 
indicador del punto crítico del nodo. 
4.5.4. PREDICCIÓN DE PUNTOS DE SALIDA DE GENERADORES. 
Además del punto de nariz de la curva PV, otros puntos críticos para el colapso de tensión 
son cuando alguno de los generadores alcanza sus límites de potencia reactiva y se 
dispara, por lo que resulta interesante intentar utilizar el canal de comunicación y 
monitoreo de la WAMS para utilizar los límites de generación y la generación actual para 
predecir cuál va a ser el siguiente generador en alcanzar sus límites de potencia reactiva y 
en qué factor de carga esto sucede. 
 
Tabla 4.5.4-1. Predicción de disparo de generadores basado en los límites de generación y la 
generación actual. 
4.5.5. CURVAS IDEALES PV. 
Utilizando la ecuación 4.5.5-1 de la curva PV para el modelo de dos nodos (Figura 3.2.2-1) 
se puede graficar en los diferentes estados del sistema de potencia para la curva ideal PV. 
  0)()(2 222224  LLLL QPZEXQRPVV   Ec. 4.5.5-1 
 
Figura 4.5.5-1. Curva PV ideal para el nodo 14  utilizando el modelo de dos nodos para diferentes 
estados del Factor de carga (FC). 
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Estas curvas son ideales debido a que suponen que el modelo del sistema es constante a 
través del tiempo (Eeq, Zeq), lo cual no es cierto debido a que el modelo del sistema se ve 
afectado por eventos como un cambio en la carga de otros nodos, la desconexión de 
generadores y líneas, etc. 
Como se muestra en las curvas PV a medida que el nodo aumenta su factor de carga el 
punto de nariz disminuye, mostrando no sólo los cambios en la carga del nodo sino del 
sistema de potencia. 
 
4.5.6. PANTALLA DEL MODELO DE DOS NODOS. 
 
Al utilizar cada uno de los indicadores del modelo de dos nodos, se pude tener un relé 
adaptativo que realice operaciones como el deslastre de carga, ya mencionado 
anteriormente, y además mostrar al operador los indicadores del nodo crítico, para que 
éste tome acciones correctivas antes de llegar al punto crítico. 
 
 
 
Figura 4.5.6-1. Gráficas de cada uno de los indicadores de estabilidad de voltaje para el nodo crítico. 
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Para simplificar la figura 4.5.6-1, y utilizar modelos de gráficas de los sistemas DSA, 
estas gráficas independientes se unificaron para que todas coincidan en el punto de 
operación del nodo, haciendo un cambio en el eje “y” de cada una de ellas y mostrando 
cuáles son los límites de estabilidad de cada uno de los índices.  
 
En la figura 4.5.6-2, el operador puede analizar visualmente a qué distancia está del 
punto de máxima carga, cuál es la predicción de la regresión lineal para el ISI y la 
regresión exponencial de VSI. 
 
 
 
Figura 4.5.6-2. Monitoreo del VIP para un factor de carga de 1.5. 
 
  
79 
 
 
Figura 4.5.6-3 Monitoreo del VIP para un factor de carga de 2. 
 
 
 
Figura 4.5.6-4. Monitoreo del VIP para un factor de carga de 2.5. 
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Figura 4.5.6-5. Monitoreo del VIP para un factor de carga de 3. 
 
Figura 4.5.6-6. Monitoreo del VIP para un factor de carga de 3.5. 
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En las figuras 4.5.6-2 a 4.5.6-6 se muestra el monitoreo basado en el modelo de dos 
nodos; a medida que el sistema se acerca al punto de nariz, la zona de estabilidad se va 
reduciendo gradualmente, y los errores en las predicciones de las regresiones del ISI y 
el VSI se van reduciendo hasta 0.51% cuando el sistema tiene un factor de carga de 3.5 
como se puede observar en la tabla 4.5.6-1.   
 
Tabla 4.5.6-1. Error en la predicción del Punto Crítico según el FC donde se realiza la predicción. PC = 
3.97. 
Una de las principales ventajas de la gráfica para el operador de red es que muestra al 
operador la zona de estabilidad y si éste toma acciones remediales como el deslastre,  el 
efecto se ve reflejado en la zona de estabilidad la cual es conservativa.   
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4.6. VARIABLE DE CONTROL DESDE UNA PMU REMOTA 
4.7. ESTABILIDAD DE PEQUEÑA SEÑAL DEL SISTEMA DE CUATRO GENERADORES. 
 
Para realizar un análisis de los efectos de tener un lazo de control desde una PMU remota 
que implementa el RFC, se utilizó el sistema de cuatro generadores y 11 nodos el cual se 
caracteriza por tener problemas de estabilidad inter-área [27], [28]. 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.7-1 Sistema de cuatro Generadores. 
4.7.1. SISTEMA CON AVR. 
 
Se simula el sistema de cuatro nodos con un AVR en el sistema de excitación de cada 
generador utilizando los programas NEPLAN y PSAT. Los datos  del sistema se encuentran 
en el anexo 4. En las figuras 5.2.1-1 a 5.2.1-3 se muestran los valores propios, sus modos 
de oscilación y participación, en los cuales se encuentra un valor propio inestable 
0.094+j3.84 asociado a un modo inter-área entre los generadores 1 y 2 contra los 
generadores 3 y 4 en un estado de carga nominal del sistema.  
Existe un valor propio cero el cual se debe a que se asume el torque del generador  
independiente de la desviación de velocidad. Los gobernadores de velocidad no son 
simulados, normalmente éstos no representan un efecto significativo en las oscilaciones 
inter-área [28].  
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Figura 4.7.1-1  Modos inter-área y local del Sistema Cuatro generadores con ARV.
 
 
Figura 4.7.1-2. Factores de Participación del Sistema de cuatro generadores con ARV. 
En la Figura 5.2.1-2 se muestran los factores de participación y se puede ver que el mayor 
factor de participación del valor propio inter-área está relacionado con la velocidad 
angular  del generador No. 3. 
4.7.2. SISTEMA DE CUATRO NODOS CON UN PSS GENERADOR 3. 
 
Se simula el sistema de cuatro generadores con un AVR en el sistema de excitación  de los 
generadores 1, 2 y 4, y un  PSS en el generador 3. Se escoge el generador 3 para implantar 
el PSS utilizando los factores de participación de la figura 5.2.1-2, en los que se puede ver 
que el generador 3 tiene los mayores factores de participación en el ángulo y la velocidad 
del generador de 0.156. Para este sistema con inercias de las máquinas similares, otros 
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métodos como la sensibilidad de los valores propios no aportan en el análisis del sitio 
indicado para el PSS. [20], [29], [30]. 
 
Figura 4.7.2-1 Diagrama del PSS y el AVR Generador No. 3.
 
4.7.2.1. DISEÑO DEL PSS. 
 
El tipo de PSS utilizado en el generador 3 se encuentra en la Figura 5.2.2-1. Para encontrar 
el valor de la ganancia del PSS  se tuvo en cuenta el  amortiguamiento de los 
valores propios de los modos local e inter-área al ir incrementando la constante [32]. 
 
Tabla 4.7.2.1-1 Efecto de la ganancia del PSS en los modos del ángulo del rotor. 
En la tabla 5.2.2.1-1 se pude observar cómo al incrementar la ganancia del PSS se 
incrementa el amortiguamiento en los modos local e inter-área. Se escoge como un valor 
aceptable =30, teniendo en cuenta que, aunque para valores mayores existe un 
mejor amortiguamiento, éstos pueden generar una inestabilidad caracterizada por 
oscilaciones crecientes a frecuencias mayores del modo de oscilación local de la máquina 
[31]. 
La constante de tiempo  del PSS hace parte de un filtro pasa altos, que debe permitir el 
paso de las frecuencias de oscilación de , y permite que el PSS responda únicamente a 
cambios de velocidad. Desde el punto de vista de la función del filtro, el valor  no es 
crítico y puede variar en un rango de 1 a 20 segundos. 
Una vez se utilizaron los factores de participación para determinar el mejor lugar para 
localizar el PSS, se puede utilizar el método de los residuos para determinar la 
compensación de la fase requerida y así encontrar los parámetros del PSS [33]; el residuo 
asociado con el  modo y la  función de transferencia máquina está dada por: 
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  Ec. 4.7.2.1-1 
Donde  es la función de lazo abierto de una variable de entrada salida del  generador. 
Si se tiene un controlador para el generador , el amortiguamiento del modo será más 
efectivo si la entrada a éste tiene un residuo máximo. Al añadir el lazo de 
retroalimentación a la máquina con el residuo máximo, cambiará el valor propio del  
modo hacia el plano izquierdo complejo. La manera de mejorar el armortiguamiento del 
 es añadir adelanto de fase por medio de la función de transferencia del controlador 
para compensar el retraso de fase entre la excitación de la entrada y el torque eléctrico, el 
adelanto de fase requerido  definido por la ecuación 5.2.2.1-3. 
 
4.7.2.1-2 Compensación de fase requerida modo ith. 
     Ec. 4.7.2.1-3 
Donde  , j es el generador y i es el modo de 
oscilación.  La controlabilidad del  modo de la máquina  está dado por: 
 Ec. 4.7.2.1-4 
La observabilidad del  modo de la  máquina está dado por: 
 Ec. 4.7.2.1-5 
Donde  son el vector propio izquierdo y derecho respectivamente,   son las 
matrices de entrada y salida. Una vez se encuentra la compensación de fase requerida se 
pueden determinar los parámetros del PSS con la siguientes ecuaciones 5.2.2.1-6 a  
5.2.2.1-8. 
Ec. 4.7.2.1-6 
   Ec. 4.7.2.1-7 
    Ec. 4.7.2.1-8 
Donde  es el número de bloques de compensación de fase,  es la frecuencia del nodo 
local o inter-área en ras/s,  son los tiempos del PSS de la figura 5.2.2-1.  
Hay que notar que la matriz A del sistema de ecuaciones de estado es muy útil para 
analizar los modos de oscilación local e inter-área, pero para encontrar los residuos del 
sistema para un modo de oscilación se necesitan además los vectores fila y columna  y  
respectivamente  relacionados con una entrada . 
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           Ec. 4.7.2.1-9 
Se utilizó el programa de análisis de Sistemas de Potencia PSAT y su librería SSSA que 
realiza el análisis de estabilidad de pequeña señal y dentro de sus variables locales se 
encuentran la matriz de estado del sistema y sus matrices de vectores propios. Para el 
sistema de cuatro generadores esta matriz es de 40x40 y realizando cambios al algoritmo 
SSSA del sistema se volvieron variables globales y se introdujeron las ecuaciones 5.2.21-3 
a  5.2.21-8.  
Para encontrar los vectores  y  se utilizó el desarrollo de las variables de estado en [27]. 
 
 
Donde  y   son vectores de [1x40] y [40x1] para el sistema de cuatro generadores y la 
posición de las constantes en los vectores depende de donde se encuentra la velocidad 
angular de la máquina . 
Es preciso anotar que el diseño de la compensación de fase con respecto al residuo no 
tiene en cuenta los otros modos de oscilación y otras restricciones como los valores 
máximos de a  Ec. 5.2.2.1-8, la cual se recomienda que no supere un valor de 10 [31]. 
Para el sistema de cuatro generadores se encuentran las constantes a  para el PSS  
instalado en el generador No. 3, teniendo en cuenta el valor de los otros valores propios y 
los valores recomendados para a. En la tabla se muestran los valores de las constantes de 
compensación encontradas con el método de residuos. 
T1 (s) T2 (s) T3 (s) T4 (s) 
0,6462 0,1020 0,0473 0,0075 
Tabla 4.7.2.1-2 Valores de compensación de la fase del método de los Residuos. 
 
 
 
 
 
 
 
Figura 4.7.2.1-1. Modos inter área del Sistema de  Cuatro Generadores con un PSS constantes literatura 
[28]. 
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Se realizó la simulación de análisis de pequeña señal para los valores de la tabla 5.2.2.1-2 y 
para los valores de compensación de fase dados en [28], en la que se encuentra que el 
valor propio no amortiguado que se tenía en el sistema con solo AVR se convierte en un 
valor propio amortiguado de -0.024+3.85i con los valores de la literatura y de -0.295 + 
2.695i con los valores del método de residuos. 
4.7.3. SISTEMA DE CUATRO NODOS CON UN RFC. 
 
Se simula el sistema de cuatro nodos con el sistema de excitación, un AVR en cada 
generador  y un  PSS en el generador 3, que tiene como señal de entrada local la velocidad 
de la máquina 3 y como señal de entrada remota sincronizada la velocidad del generador 1 
tomada de una PMU debidamente ubicada. Se escoge la señal de generador 1 según el 
análisis de factores de participación que se encuentra en la figura 5.2.1-1. 
 
Figura 4.7.3-1  Diagrama del PSS y el AVR del Generador No. 3 con un RFC.
 
El análisis de pequeña señal se realizó utilizando las mismas constantes para el PSS sin el 
RFC para que los cambios en los valores propios sean únicamente debidos al cambio en la 
entrada del PSS de la velocidad de la máquina 3 por la diferencia entre la velocidad de la 
máquina 3 y la máquina 1 (Figura 5.2.3-1). 
 
SISTEMA DE CONTROL 
Valor Propio  
(R) Valor Propio (I) Amortiguamiento MODO 
AVR 0.0945 3,844 -0,0246 1,2 VS 3,4 
PSS GENERADOR 3 -0,024 3,853 0,006 1,2 VS 3,4 
RFC -0,123 3,877 0,032 1,2 VS 3,4 
Tabla 4.7.3-1. Valor Propio inter-área con constantes de la literatura [28]. 
 
 
  
88 
 
SISTEMA DE CONTROL  
Valor Propio  
(R)  Valor Propio (I)  Amortiguamiento  MODO  
AVR 0.0945 3,844 -0,0246 1,2 VS 3,4 
PSS GENERADOR 3 -0,295 2,695 0,109 1,2 VS 3,4 
RFC -0,348 2,196 0,156 1,2 VS 3,4 
Tabla 4.7.3-2 Valor Propio inter-área con el  método de los residuos. 
Se puede observar en las tablas anteriores que, aunque el PSS utilizado en el  generador 3 
hace que el valor propio inter-área se convierta en un valor amortiguado, al utilizar una 
PMU para incluir una variable remota en el PSS, el valor propio inter-área mejora su 
amortiguamiento haciendo al sistema más robusto para este tipo de oscilaciones.  
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5. CONCLUSIONES 
5.1. CONCLUSIONES GENERALES. 
 
 Los nuevos retos para las WAMS son implantar aplicaciones basadas en medición 
fasorial que se conviertan en parte de la evaluación de seguridad dinámica DSA, para 
lo cual se debe implantar o en caso que ya se disponga de la medición fasorial 
aumentar el número de PMU's en los sistemas interconectados, de forma que se 
conviertan en el sistema de medida principal desplazando paulatinamente al sistema  
SCADA.  
 
 Las PMU's van a desempeñar un papel crucial, en el monitoreo y control los sistemas 
de potencia, y seguramente se convertirán en la entrada principal y más confiable de 
los sistemas DSA, debido a su precisión, la frecuencia de la medida y simultaneidad. 
 
  
 La migración de los sistemas SCADA convencionales a los sistemas con base en  PMU's 
motivara al desarrollo de sistemas tipo DSA con algoritmos que no sólo tengan en 
cuenta las magnitudes de las variables del sistema, sino las variables adicionales 
medidas por las PMU's como son los ángulos de fase  y la frecuencia del sistema. 
 
 La localización de las PMU's es uno de los aspectos fundamentales para implementar 
los análisis en estado estable y estado dinámico basados en esta tecnología. Mientras 
para la mayoría de los análisis de estado estable tales como la estimación de estado la 
localización se basa en la necesicidad de tener un sistema observable, para los análisis 
en estado dinámico, esta necesidad cambia sustancialmente puesto que según la 
aplicación se pueden necesitar PMU’s en los nodos de generación y/o carga principales 
además de algunos nodos de transmisión importantes.  
 
 Como se dijo en los métodos de análisis del DSA para lograr implementar estas nuevas 
herramientas de control se debe estudiar un nivel de prioridad para la toma de 
decisiones, a raíz de las posibles desventajas de confiabilidad que puedan tener los 
algoritmos de análisis o tener acciones de control diferentes para el mismo disturbio. 
Se debe dar mayor prioridad a los algoritmos con análisis determinísticos y menos a 
los de interface directa desde las medidas. 
 
5.2. CONCLUSIONES RESPECTO A EL MODELO DE ESTABILIDAD DE TENSIÓN. 
 
 
 Para implementar el algoritmo de identificación de paramentos RLS y encontrar el 
modelo de dos nodos, éste debe tener en cuenta efectos como el factor de búsqueda 
para parámetros que varían levemente en el tiempo, restablecer la varianza para 
cambios bruscos de los parámetros y muestreo condicional para evadir la pobre 
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excitación. Todos los anteriores fenómenos ocurren normalmente en los sistemas de 
potencia durante su operación. 
 
 El relé basado en un sistema de dos nodos y PMU tienen un mejor desempeño que los 
relés por nivel de tensión, porque éste cambia sus parámetros según el estado del 
sistema para determinar si se debe realizar el deslastre de carga y además da una 
medida de cuál debe ser la cantidad de carga a deslastrar; mientras los relés de 
sobretensión pueden realizar acciones correctivas sin que el sistema esté en su límite 
o no realizar acciones correctivas cuando son necesarias. 
 
 Las simulaciones incluyendo un error en las mediciones de PMUs permiten concluir 
que los resultados encontrados se alteran solo en la proporción del error introducido 
pero la tendencia de la solución fundamental sigue siendo la misma encontrada sin el 
error. Lo anterior confirma la robustez del algoritmo simulado. Sin embargo se 
considera pertinente estudiar estos aspectos en mayor detalle con casos de un mayor 
número de nodos que se aproximen mejor a un caso real. 
 
 Una de las principales ventajas de la gráfica para el operador de red basada en el 
modelo de dos nodos es mostrarle la zona de estabilidad y su distancia al punto crítico. 
Si el operador toma acciones remediales como el deslastre de carga, el efecto se ve 
reflejado en la zona de estabilidad. 
5.3. CONCLUSIONES RESPECTO AL RFC. 
 
 
 El análisis de pequeña señal permite, por medio del análisis de valores propios, 
determinar si el sistema es estable, e identificar qué variables están asociadas con 
cierto modo de oscilación, pero para realizar el diseño  de los sistemas de control se 
necesita el modelo completo de las ecuaciones de estado. 
 
 El diseño de la compensación de fase del PSS con respecto al residuo mejora el 
amortiguamiento de un valor propio, pero hay que tener en cuenta que este análisis no 
tiene en cuenta los otros modos de oscilación y otras restricciones como los valores 
máximos de los parámetros del PSS. 
 
 Al realizar la adición de una PMU colocada en un generador remoto, ésta puede ser 
utilizada para incluir una señal de control en el lazo de un PSS y mejorar el 
amortiguamiento de las oscilaciones de baja frecuencia del sistema de prueba. 
 
6. RECOMENDACIONES. 
 
 Otras aplicaciones de la tabla 3.7-1 a ser exploradas pueden ser los análisis de energía 
y las protecciones adaptativas, cualquiera de estas aplicaciones puede dar pie a un 
trabajo de tesis de grado. 
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 El algoritmo de estabilidad de tensión puede ser aplicado en una simulación más 
compleja, por ejemplo del Sistema Eléctrico Colombiano, para analizar en cuales nodos 
seria de provecho instalar una PMU que tengan está aplicación.  
 
 Se pueden realizar estudios para amortiguar las oscilaciones inter-área con el uso de 
PMU’s, en sistemas más complejos y/o en los cuales el diseño de PSS no solo tenga en 
cuenta el modo de oscilación inter-área.    
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I. ANEXO 1: ARQUITECTURA Y OTRAS FUNCIONES DEL DSA. 
A. ARQUITECTURA DE UN SISTEMA DSA EN LÍNEA. 
 
La arquitectura básica usada en la implementación del DSA en línea es mostrada en la 
figura I-1. Las herramientas utilizadas en el modo de estudio y la secuencia en tiempo real 
del EMS trabajan con el modelo obtenido de la estimación de estado. Similarmente los 
datos de las contingencias, los datos dinámicos y otros datos del sistema son asignados 
para el uso del sistema DSA.  Los datos auxiliares como archivos de control, pueden ser 
obtenidos a través de la consola del EMS o terminales dedicados y transmitidos con todos 
los otros datos, al sistema DSA. Las aplicaciones del DSA (incluyen los flujos de potencia, 
las simulaciones en el dominio del tiempo, y el análisis nodal), completan la evaluación del 
instante de tiempo dado por el estimador de estado. Cada aplicación del DSA funciona en 
una máquina conectada a un servidor en el que los cálculos son distribuidos. Una vez los 
cálculos son terminados, los resultados críticos son asimilados y pasados a la consola del 
EMS y llevados al servidor web para mostrarlos a otros operadores. La confiabilidad del 
sistema DSA aumenta gracias a los diferentes clientes y los backups que son activados 
automáticamente. 
 
Figura I-1. Arquitectura básica del DSA en línea. 
B. ALGORITMO DEL DSA. 
 
La solución de todos estos dispositivos operando en la red eléctrica requiere resolver un 
gran número de ecuaciones diferenciales. Para una red de 5000 nodos con 300 
generadores hay más de 14000 ecuaciones diferenciales no lineales que deben ser 
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solucionadas simultáneamente. El DSA utiliza análisis numéricos para resolver estas 
ecuaciones diferenciales no lineales, los cuales usan un paso pequeño de 0.01 s, en el cual 
linealizan las ecuaciones para calcular la respuesta futura.  
La respuesta de un programa de estabilidad dinámica puede tomar un considerable 
tiempo para solucionar una contingencia y mucho más para varias contingencias. 
Típicamente, para una red de 5000 nodos con 300 contingencias éstas son investigadas a 
una velocidad de 30s [8], lo cual equivale a tomarse dos horas de tiempo de cálculo, 
dependiendo del tipo de computador utilizado para dicho procedimiento. Para un tiempo 
aceptable se necesita llegar a un DSA que realice estos cálculos en un intervalo de 10 
minutos o menos [8]. 
Basados en estos requerimientos, se han realizados varios estudios que apuntan a: 
- La terminación temprana: En este criterio se evalúa cada contingencia para decidir 
si es inestable o no. Por ejemplo, si la simulación típica de una falla toma 10 s, y si 
antes de llegar a este límite (por ejemplo 2 s) se puede determinar si esta 
contingencia es estable o inestable, entonces la simulación se detiene, y es puesta 
una bandera de inestable o estable. Si no se puede determinar si es estable, se debe 
realizar la simulación completa de la falla. Usando esta técnica, el programa no 
debe correr el algoritmo completo para todas las fallas y realizar la simulación 
total a las fallas que no son fáciles de clasificar como estables o inestables.  
 
- La arquitectura de cálculo distribuida: Es usada como optimizador de tiempo para 
investigar diferentes contingencias. En general, hay dos maneras de desarrollar la 
computación distribuida y las dos están siendo investigadas: una es poner en 
paralelo el algoritmo y sus cálculos, usando unidades de procesamiento central 
(CPU) en paralelo para desarrollar los cálculos; sin embargo no es aconsejable 
porque esparce las ecuaciones diferenciales y no es muy usado. Una mejor técnica 
es correr el DSA completo en cada CPU interconectada y repartir las contingencias  
(en cada computador enviar un grupo de contingencias). El computador maestro 
reparte las contingencias en todos los computadores esclavos que necesite, y el 
límite en la disminución de la velocidad, más que el número de computadores 
esclavos, está en el uso de un solo computador maestro y el recibo de los datos de 
la solución de otros computadores para que estén disponibles. 
Usando los métodos descritos anteriormente y otros, los investigadores desarrollan una 
nueva arquitectura del nuevo DSA, que mejora el tiempo de computación en un factor de 
100 o más, basados en los siguientes componentes de mejoramiento: un mejoramiento de 
2, por no tener que mover datos a lo largo de los computadores y los disco duros, un 
mejoramiento en un factor de 3 usando el criterio de “terminación rápida”, y en un factor 
de 4 utilizando la arquitectura distribuida, y un mejoramiento de un factor de 6 con 
computadores más rápidos [8]. 
En la figura I-2., se muestran los resultados de una investigación del Electric Power 
Research Institute de algunos de los métodos descritos anteriormente. En la escala vertical 
se muestra el tiempo en segundos que se necesita para realizar los cálculos de un DSA para 
un sistema de 2839 nodos, 11680 líneas de transmisión y 779 generadores, en donde se 
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utilizan diferentes números de computadores para correr el software y se utiliza o no la 
terminación rápida.  
 
Figura I-2. Funcionamiento del algoritmo DSA sin y con terminación temprana [8]. 
Los datos muestran grandes avances de 125 s a 10 s con 5 computadores y terminación 
rápida. Estos resultados muestran claramente la efectividad de la arquitectura maestro-
esclavo. Numerosos algoritmos de mejoramiento de la arquitectura del DSA  han sido 
investigados.  
C. IMPLEMENTACIÓN DEL DSA.  
 
El desarrollo de sofisticados, altamente automatizados y confiables herramientas de 
software, combinado con el mejoramiento de las herramientas de hardware, permite la 
instalación de sistemas DSA en varios sitios en el mundo. En Estados Unidos, un número 
mayor de operadores del sistema se están moviendo a sistemas DSA, como el Electric 
Reliability Council of Texas, ERCOT [9], que ha completado la instalación de la seguridad de 
tensión y herramientas de seguridad de estabilidad corriendo en tiempo real con el EMS. 
La Guangxi Electric Power Company de China ha instalado un DSA con un ciclo de 5 
minutos que incluye varios criterios de seguridad de la estabilidad dinámica, el 
amortiguamiento, la estabilidad de tensión y las variaciones de frecuencia (en adición a  
una evaluación de estabilidad de pequeña señal en desarrollo).  Si la contingencia es 
identificada como insegura, el DSA en línea es capaz de evaluar las acciones de control y 
sugerir a los operadores la apropiada acción de control. En adición, las condiciones clave 
del sistema y los resultados del DSA son puestos por la compañía en una intranet para que 
sea analizada por cualquier operario autorizado. 
Hoy, las herramientas disponibles en los DSA básicos están madurando y los problemas se 
están centrando en la fácil conectividad con el EMS, mejorando la determinación de 
  
103 
 
acciones de control, y sistemas especiales de protección, el uso de nuevas tecnologías 
como PMU, y una visualización avanzada.  
 
 
D. OTRAS FUNCIONES. 
 
Otras funciones del DSA en línea incluyen las siguientes: 
- Modo de estudio: Este sistema permite a los ingenieros estudiar cualquier 
escenario de interés en el modo fuera de línea, usando los datos tomados del 
sistema real. 
- Archivo: El DSA está capacitado para, periódicamente y selectivamente, almacenar 
los casos estudiados y sus correspondientes resultados para usarlos a modo de 
estudio o para análisis después de falla.  
- Monitoreo del sistema, diagnóstico y funciones de mantenimiento: Debido a la 
importancia del funcionamiento del sistema DSA, éste es monitoreado 
constantemente y cualquier indicación de operación irregular puede ser 
seleccionada para ser reportada y realizar diagnóstico y/o mantenimiento. Esta 
aplicación es realizada en tiempo real. 
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II. ANEXO 2: PARÁMETROS SISTEMA DE 14 NODOS. 
 
 
Tabla II-1.  Características de los generadores del sistema 14 nodos IEEE. 
 
* 1) Nodo de referencia, 2) Nodo PV, 3) Nodo PQ. 
Tabla II-2. Características de los Nodos del sistema IEEE de 14 nodos. 
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Tabla II-3. Características de las lineas del sistema de 14 nodos IEEE. 
 
Tabla II-4. Características AVR del sistema de 14 nodos IEEE. 
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III. ANEXO 3: ANÁLISIS DE PEQUEÑA SEÑAL. 
 
En los sistemas de potencia pueden existir oscilaciones de baja frecuencia que no son 
amortiguadas, éstas dependen en gran medida del punto de operación del sistema y su 
causa es difícil de encontrar. Dichas oscilaciones son indeseables porque limitan la 
capacidad de transmisión de potencia para las líneas y en algunos casos inducen estrés 
mecánico en los ejes. La forma de análisis para estas oscilaciones es el análisis de valores 
propios.  
El análisis de valores propios (o análisis nodal) es una herramienta para investigar las 
oscilaciones locales e inter-área en grandes sistemas de potencia en donde se indican las 
propiedades dinámicas de todo sistema con una simulación de un escenario de carga. Esto 
se realiza linealizando el modelo DAE (ecuaciones algebraicas y lineales) y encontrando 
qué máquinas y cuáles de sus variables contribuyen más a un determinado valor propio 
[25]. 
Esta herramienta permite analizar la influencia de realizar cambios en la topología del 
sistema como incluir un dispositivo de compensación basado en el uso de electrónica de 
potencia FACT, o la inclusión de un sistema de control en una determinada máquina como 
un PSS.  
A. LINEALIZACIÓN DE LAS ECUACIONES DEL SISTEMA. 
 
El modelo un sistema multimáquina está dado por las ecuaciones algebraicas y 
diferenciales de la máquina y las ecuaciones de flujo de potencia de la red  que conforman 
el modelo DAE de un sistema típico (ecuación 2.1.1-1). En la mayoría de sistemas pueden 
existir más ecuaciones para simular otros elementos como FACT, HVDC, PSS y el tipo de 
carga.   
),,( uyxfx    Ec. III-1 
),,(0 uyxg
  
Ec. III-2 
Donde  incluye las corrientes  y las tensiones  . La ecuación III-1 es de dimensión 
7m para un modelo de la máquina IEEE Tipo 1, donde m es el número de nodos PV y el 
slack. La ecuación III-2 tiene dimensión 2(n+m) donde n es el número de nodos PQ. La 
ecuación III-2 consiste en las ecuaciones algebraicas de la máquina y las ecuaciones del 
flujo de potencia. Para mostrar estas variables independientemente se puede expresar y
como: 
 ttbta yyy   Ec. III-3 
Donde 
 
corresponde a las ecuaciones del flujo de carga y 
 
a las demás ecuaciones 
algebraicas.  
Si se linealizan las ecuaciones III-1 y III-2 alrededor del punto de operación se obtiene:  
  
107 
 
 uE
y
y
x
JD
DD
C
BA
x
dt
d
b
a
LF














21
1211
0
0
 
Ec. III-4 







LF
AE
JD
DD
J
21
1211
 
Ec. III-5 
Al eliminar las ecuaciones algebraicas de la máquina y  las ecuaciones del flujo de carga se 
tiene: 
 uExAx sys     Ec. III-6 
CBJAA AEsys
1
     
Ec. III-7 
Las ecuaciones III-1 y III-2 están basadas en las ecuaciones III-8 a III-11, que representan 
respectivamente las ecuaciones diferenciales de los generadores, las ecuaciones 
algebraicas de la máquina, las ecuaciones del flujo de potencia para los nodos con 
generación y las ecuaciones de flujo de potencia para los nodos PQ. 
uEVBIBxAx gg  1211    Ec. III-8 
gg VDIDxC  2110     
Ec. III-9 
lgg VDVDIDxC  54320    Ec. III-10 
lg VDVD  760   
Ec. III-11 
Donde, 
 ttmt xxx ...1   Ec. III-12 
 tFIrfdidiqiiii RVEEEx 1'''
 
Ec. III-13
 
 tqmdmqdg IIIII ....11   Ec. III-14 
 tmmg VVV  ...11  Ec. III-15 
 tnnmml VVV  ...11    Ec. III-16 
 ttmt uuu ....1   Ec. III-17 
 trefiMii VTu    Ec. III-18 
Con las ecuaciones III-8 a III-11 se pude llegar a la  ecuación III-6, después de realizar 
algunas operaciones para eliminar las corrientes de los generadores con las ecuaciones  
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III-9 y III-8, lo que elimina las ecuaciones algebraicas del generador, reescribiendo el 
sistema para tener sólo una variable de tensión del nodo y eliminar la variable del ángulo 
de referencia del sistema. El proceso se describe en [26], [27]. 
Lo importante de obtener la matriz A del sistema es analizar sus valores propios, para 
identificar la estabilidad del sistema en un determinado punto de carga y, más aún, las 
variables del sistema que están relacionadas con ciertos valores propios. 
Al modelo DAE es fácil implementar diferentes elementos del sistema como los FACT o 
modelos de carga  al incluir sus ecuaciones en el desarrollo de la matriz A. 
 
1. FACTORES DE PARTICIPACIÓN 
 
Para identificar la relación entre las variables del modelo DAE (ángulos, velocidad, flujos 
etc), y un cierto valor propio se estudian los factores de participación  que dan una medida 
de la sensibilidad de un determinado valor propio, con un valor de la diagonal de la matriz 
A ecuación III-19. 
kk
i
ki
a
p




 
Ec. III-19 
Donde 
 
es el   valor propio de la matriz A,  
es el valor de la diagonal de la matriz A 
en la posición  y 
 
 es el factor de participación de la variable de estado  con relación 
al valor propio  .    
Para encontrar una expresión en términos de A, de la ecuación III-19, se deben utilizar los 
vectores propio izquierdo y derecho de un valor propio  que satisfacen: 
iii vAv   Ec. III-20 
i
t
i
t
i wAw   
Ec. III-21 
Si se considera las ecuaciones III-22 y III-23. 
  0 IA i  Ec. III-22 
  0 IAw i
t
i   
Ec. III-23 
Se puede escribir la ecuación de perturbación como: 
))(())(( iiiiii vvvvAA    Ec. III-24 
Expandiendo se tiene: 
           iiiiiiiiiiii vvvvvAvAAvAv    Ec. III-25 
Si se desprecian los términos de segundo orden y usando la ecuación III-20, se obtiene: 
  
109 
 
  iiiii vAvvIA    Ec. III-26 
Multiplicando por el vector propio izquierdo y utilizando la ecuación III-23 se tiene: 
ii
t
ii
t
i vwAvw   
Ec. III-27 
Para obtener la sensibilidad de A con respecto al cambio en una de las variables de estado 
se supone que sólo existe un cambio en el valor de kka  en la matriz A. 
ii
t
iikkkki vwvaw   
Ec. III-28
 
ki
i
t
i
ikki
kk
i p
vw
vw
a



    
Ec. III-29 
Como los vectores propios se pueden multiplicar por cualquier constante y seguir siendo 
vectores propios, se puede utilizar esta propiedad para que la suma de todos los factores 
de participación sean igual a 1, o mejor ésta se puede analizar en porcentaje como lo 
muestra la mayoría de programas de análisis de pequeña señal. 
1
1


n
k
kip    
Ec. III-30
 
2. ACTIVIDAD RELATIVA DE LAS VARIABLES DE ESTADO MODE SHAPE. 
 
La actividad relativa de las variables de estado cuando un cierto modo es excitado mode 
shape está definida por el vector propio derecho. El grado de actividad de la variable  en 
el  modo está dado por el elemento k del vector propio . En la ecuación III-31 se 
muestra la relación entre las variables de estado y las variables z que representan una 
transformación de las variables de estado, en la cual cada variable está relacionada con un 
solo modo [28]. 
      Ec. III-31 
Las magnitudes de los elementos de  determinan la extensión de las variables de estado 
en el modo  y los ángulos de los elementos determinan los desplazamientos de fase de 
las variables de estado con respecto al modo. Debido a que las diferentes variables del 
sistema tienen diferentes unidades no es conveniente comparar los elementos de un 
vector propio para diferentes tipos de variables. Generalmente, únicamente se comparan 
variables del mismo tipo como la velocidad de los rotores. Por ende, el mode shape es una 
herramienta útil para encontrar si un cierto valor propio está relacionado con un modo 
local o inter área.  
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IV. ANEXO 4: PARÁMETROS SISTEMA CUATRO GENERADORES. 
 
 
Tabla IV-1. Parámetros de los Generadores del Sistema de Cuatro Generadores. 
 
Tabla IV-2. Parámetros de los transformadores del Sistema de Cuatro Generadores. 
 
Tabla IV-3. Parámetros de las  líneas del Sistema de Cuatro Generadores. 
 
Tabla IV-4. Parámetros de las Cargas del Sistema de Cuatro Generadores. 
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V. ANEXO 5: CÓDIGO PROGRAMA DE ESTIMACIÓN DE PARÁMETROS “RLS”. 
 
display('ESTIMACIÓN DE PARÁMETROS') 
M=input('Digite el número de muestras: '); 
n=input('Digite la dimensión del vector de parámetros: '); 
p=input('Digite la dimensión del vector de salida: '); 
  
%Utiliza los datos del flujo continuo de PSAT para simular los datos 
obtenidos de una PMU%    
Em=0.005;   
Ea=0.00034;  
for a=1:14 
    for b=1:M 
    Ireal=real(conj((-Varout.p(b,a)-
Varout.q(b,a)*i)/(Varout.V(b,a)*exp(Varout.ang(b,a)*i)))); 
    Iimag=imag(conj((-Varout.p(b,a)-
Varout.q(b,a)*i)/(Varout.V(b,a)*exp(Varout.ang(b,a)*i)))); 
    X1PSAT(4*(a-1)+1:4*a,2*(b-1)+1:2*(b-1)+2)=[1 0;0 1;-Ireal,-
Iimag;Iimag,-Ireal]; %vector parametros sin error pmu. 
    Y1PSAT(2*(a-1)+1:2*(a-
1)+2,b)=[Varout.V(b,a)*cos(Varout.ang(b,a));Varout.V(b,a)*sin(Varout.a
ng(b,a))]; %vector salida sin error pmu. 
     
    Varout.V(b,a)=Varout.V(b,a)+Em*randn(1); 
    Varout.ang(b,a)=Varout.ang(b,a)+Ea*randn(1);     
    Y1(2*(a-1)+1:2*(a-
1)+2,b)=[Varout.V(b,a)*cos(Varout.ang(b,a));Varout.V(b,a)*sin(Varout.a
ng(b,a))]; 
    Imagni(b,a)=abs(Ireal+Iimag*i);                  
    Iangle(b,a)=angle(Ireal+Iimag*i);  
     
    Imagni(b,a)=Imagni(b,a)+Em*randn(1);            
    Iangle(b,a)=Iangle(b,a)+Ea*randn(1); 
     
Imagni(b,a)=Imagni(b,a)+Em*randn(1);               
Iangle(b,a)=Iangle(b,a)+Ea*randn(1); 
 
    Ireal=real(Imagni(b,a)*exp(Iangle(b,a))); 
    Iimag=imag(Imagni(b,a)*exp(Iangle(b,a))); 
     
    
Rmag(b,a)=real((Varout.V(b,a)*exp(Varout.ang(b,a)*i))/(Ireal+Iimag*i))
; 
    
Xmag(b,a)=imag((Varout.V(b,a)*exp(Varout.ang(b,a)*i))/(Ireal+Iimag*i))
; 
    Zmag(b,a)=Varout.V(b,a)/Imagni(b,a); 
    X1(4*(a-1)+1:4*a,2*(b-1)+1:2*(b-1)+2)=[1 0;0 1;-Ireal,-
Iimag;Iimag,-Ireal]; 
    end 
end 
for a=1:14   
%Da los datos iniciales de algoritmo%    
Error1=0; 
Error2=0; 
DE=0; 
P=10000*eye(n); 
L=0.7; 
  
for k=1:n 
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T(1:k,1)=0; 
end 
%Encuentra los vectores de datos de entrada y salida para cada uno de 
los nodos%    
Y=Y1(2*(a-1)+1:2*(a-1)+2,1:M); 
X=X1(4*(a-1)+1:4*a,1:2*M); 
%Encuentra los cambios en el vector de entrada para el muestreo 
condicional%    
for k=1:M-1 
        for r=1:n 
            for j=1:p 
            DE=abs(X(r,p*(k)+j)-X(r,p*(k-1)+j))+DE; 
            end 
        end 
         
  if (DE>=0.001) 
    L=0.7; 
    G(1:n,p*(k-1)+1:p*k)=(P(1:n,n*(k-1)+1:n*k))*X(1:n,p*(k-
1)+1:p*k)*inv(L*eye(p)+X(1:n,p*(k-1)+1:p*k)'*P(1:n,n*(k-
1)+1:n*k)*X(1:n,p*(k-1)+1:p*k)); 
    T(1:n,k+1)=T(1:n,k)+(G(1:n,p*(k-1)+1:p*k)*(Y(1:p,k)-(X(1:n,p*(k-
1)+1:p*k)'*T(1:n,k)))); 
    E(k)=(Y(1:p,k)-X(1:n,p*(k-1)+1:p*k)'*T(1:n,k+1))'*(Y(1:p,k)-
X(1:n,p*(k-1)+1:p*k)'*T(1:n,k+1)); 
%Realiza la estimación de parámetros y calcula el erro% 
    if (E(k)>=3e-7) 
    L=0.0000000001; 
%Restablece la covarianza por cambios bruscos en el vector de 
parámetros% 
    else 
    L=L; 
%Realiza el factor de búsqueda% 
    end; 
        Pin=P(1:n,n*(k-1)+1:n*k); 
        Tin=T(1:n,k+1); 
        Xin=X(1:n,p*(k-1)+1:p*k); 
        Yin=Y(1:p,k); 
        for ni=1:10 
%Ejecuta el algoritmo interno% 
        Gin(1:n,p*(ni-1)+1:p*ni)=(Pin(1:n,n*(ni-
1)+1:n*ni))*Xin*inv(L*eye(p)+Xin'*Pin(1:n,n*(ni-1)+1:n*ni)*Xin); 
        Tin(1:n,ni+1)=Tin(1:n,ni)+(Gin(1:n,p*(ni-1)+1:p*ni)*(Yin-
(Xin'*Tin(1:n,ni)))); 
        Pin(1:n,n*(ni)+1:n*(ni+1))=inv(L)*(eye(n)-(Gin(1:n,p*(ni-
1)+1:p*ni)*Xin'))*Pin(1:n,n*(ni-1)+1:n*ni); 
       end 
    T(1:n,k+1)=Tin(1:n,ni+1); 
    P(1:n,n*(k)+1:n*(k+1))=inv(L)*(eye(n)-(G(1:n,p*(k-
1)+1:p*k)*X(1:n,p*(k-1)+1:p*k)'))*P(1:n,n*(k-1)+1:n*k); 
  else 
    P(1:n,n*(k)+1:n*(k+1))=P(1:n,n*(k-1)+1:n*k); 
    T(1:n,k+1)=T(1:n,k); 
  end; 
  Error1=(Y(1:p,k)-X(1:n,p*(k-1)+1:p*k)'*T(1:n,k+1))'*(Y(1:p,k)-
X(1:n,p*(k-1)+1:p*k)'*T(1:n,k+1))+Error1; 
  German(k)=Error1; 
  Error2=E(k)+Error2; 
DE=0;     
end 
T1(n*(a-1)+1:n*a,1:M)=T; 
end  
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%Calcula los índices ISI, VSI y DELTA DE S. 
for a=1:14 
    for b=1:M 
     Zeqmag(b,a)=abs(T1(n*(a-1)+3,b)+T1(n*(a-1)+4,b)*i); 
     ISI(b,a)=Zeqmag(b,a)/Zmag(b,a); 
     Eeq(b,a)=T1(n*(a-1)+1,b)+T1(n*(a-1)+2,b)*i; 
     Eeqm(b,a)=abs(T1(n*(a-1)+1,b)+T1(n*(a-1)+2,b)*i); 
     deltaV(b,a)=abs(Eeq(b,a)-(Varout.V(b,a)*exp(Varout.ang(b,a)*i))); 
     VSI(b,a)=Varout.V(b,a)/abs(Eeq(b,a)-
(Varout.V(b,a)*exp(Varout.ang(b,a)*i))); 
     DELS(b,a)=(Zmag(b,a)-Zeqmag(b,a))*Imagni(b,a); 
     end 
end 
%Grafica VSI y ISI para los nodos de carga% 
NodoCarga=[4 5 9 10 11 12 13 14]; 
cc='ymcrgbk:'; 
cc1=double(cc); 
for a=1:length(NodoCarga) 
    hold on 
    plot(Varout.t(3:M),ISI(3:M,NodoCarga(a)),char(cc1(a))); 
end 
xlabel('Factor de carga'), figure(gcf) 
ylabel('ISI (Zeq/Z)'), figure(gcf) 
title('Impedance Stability Index') 
hold off 
axis([0,5,0,2]) 
grid 
h=legend('N4','N5','N9','N10','N11','N12','N13','N14',8); 
  
figure(2) 
  
for a=1:length(NodoCarga) 
    plot(Varout.t(3:M),VSI(3:M,NodoCarga(a)),char(cc1(a))); 
    hold on 
end 
xlabel('Factor de carga'), figure(gcf) 
ylabel('VSI (V/DELTA(V))'), figure(gcf) 
title('Voltage Stability Index') 
hold off 
axis([0,5,0,10]) 
grid 
h=legend('N4','N5','N9','N10','N11','N12','N13','N14',8); 
  
figure(3) 
  
for a=1:length(NodoCarga) 
    plot(Varout.t(3:M),DELS(3:M,NodoCarga(a)),char(cc1(a))); 
    hold on 
end 
xlabel('Factor de carga'), figure(gcf) 
ylabel('Margen de Potencia PU'), figure(gcf) 
title('Margen de Potencia') 
hold off 
axis([0,2,-0.5,5]) 
grid 
h=legend('N4','N5','N9','N10','N11','N12','N13','N14',8); 
 
 
