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Sia A un sottoinsieme aperto di R2. La trasformazione ϕ : A→ R2 si
dice regolare se:
(a) ϕ e` iniettiva
(b) ϕ e` parzialmente derivabile con derivate prime continue
(c) det Iϕ(x) 6= 0 per ogni x ∈ A
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Coordinate polari nel piano
Se A = (0,+∞)× [0, 2pi) la trasformazione ϕ : A→ R2
ϕ(ρ, ϑ) := (ρ cosϑ, ρ sinϑ)
e` regolare. Il determinante della matrice jacobiana vale








Sia ϕ : A→ Rm e` una trasformazione regolare, essendo A misurabile.
La funzione misurabile f : A → R e` sommabile su A se e solo se la
































It is an improper integral, but is possible to verify that converges
Gamma extends the factorial since
Γ(z + 1) = z Γ(z)






















































































































































Γ(x)Γ(1− x) = pi
sinpix




Γ(x)Γ(1− x) = pi
sinpix


















s x−1 (1− s) y−1ds
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2 cos2x−1 ϑ sin2y−1 ϑ dϑ
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2 cos2x−1 ϑ sin2y−1 ϑ dϑ
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2 cos2x−1 ϑ sin2y−1 ϑ dϑ



















































































































































































Se Ω e` un insieme non vuoto ed A e` una σ-algebra di sottoinsiemi di





Se Ω e` un insieme non vuoto ed A e` una σ-algebra di sottoinsiemi di
Ω ogni misura completa P su Ω tale che P (Ω) = 1 si dice misura di
probabilita` su A




Se Ω e` un insieme non vuoto ed A e` una σ-algebra di sottoinsiemi di
Ω ogni misura completa P su Ω tale che P (Ω) = 1 si dice misura di
probabilita` su A
Completa significa che A ∈ A, B ⊂ A, P (A) = 0 =⇒ B ∈ A e




Il problema posto dal condizionamento e` quello del modo in cui una
certa quantita` di nuova informazione puo` essere amalgamata con l’in-





Il problema posto dal condizionamento e` quello del modo in cui una
certa quantita` di nuova informazione puo` essere amalgamata con l’in-
formazione gia` immagazzinata in un dato modello di probabilita`
(Ω,A, P )
L’idea e` che l’acquisizione di nuova informazione modifica le nostre
conoscenze e quindi ci mette in condizione di valutare la probabilita`
degli eventi considerati in una maniera diversa da quella consentita




Dato uno spazio di probabilita` (Ω,A, P ) e due eventi A, B ∈ A tali
che sia verificata la relazione P (A) > 0, chiameremo la quantita`
P (B|A) := P (B ∩ A)
P (A)
probabilita` condizionata di B rispetto ad A (probabilita` che si verifichi




Dato uno spazio di probabilita` (Ω,A, P ) e due eventi A, B ∈ A tali
che sia verificata la relazione P (A) > 0, chiameremo la quantita`
P (B|A) := P (B ∩ A)
P (A)
probabilita` condizionata di B rispetto ad A (probabilita` che si verifichi
B sapendo che si e` verificato A).
La quantita` P (B ∩A) prende invece il nome di probabilita` congiunta
di A e B (probabilita` che si verifichino contemporaneamente A e B)
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La funzione P (·|A) : A→ [0, 1] e` una misura di probabilita`
(Ω,A, P (·|A)) si comporta come un nuovo spazio di probabilita` nel
quale e` ora incorporata l’informazione che l’evento A si verifica certa-
mente: infatti dalla definizione si ha P (A|A) = 1
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Formula della Probabilita` Totale
Dati in uno spazio di probabilita` (Ω,A, P ) un arbitrario evento A ∈ A
ed una decomposizione misurabile D = {D1, . . . , Dn} con P (Di) >








Dati due eventi A, B in uno spazio di probabilita` (Ω,A, P ) diremo
che essi sono indipendenti se




Dati due eventi A, B in uno spazio di probabilita` (Ω,A, P ) diremo
che essi sono indipendenti se
P (A ∩B) = P (A)P (B)
Diremo inoltre che due sotto σ-algebre A1 e A2 di eventi di Ω sono
indipendenti se ogni evento di A1 e` indipendente da ogni evento di A2
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Il concetto di indipendenza puo` essere esteso anche al caso in cui il
numero di eventi e` maggiore di due, ma bisogna fare molta attenzione
al fatto che sara` possibile parlare di indipendenza due a due, nel senso
di P (A∩B) = P (A)P (B), di indipendenza tre a tre, nel senso di P (A∩
B ∩C) = P (A)P (B)P (C), e cos`ı via, e che tali livelli di indipendenza
non si implicano affatto l’uno con l’altro, nel senso che ad esempio tre




Dato uno spazio di probabilita` (Ω,A, P ) diremo che gli eventiA1, . . . , An
sono eventi indipendenti se comunque scelti k indici i1, . . . ik con k =
1, . . . , n risulta
P (Ai1 ∩ · · · ∩ Aik) = P (Ai1) · · · P (Aik)
