We present extensive multiconfiguration Dirac-Hartree-Fock and relativistic configuration interaction calculations including 106 states in doubly ionized silicon (Si iii) and 45 states in triply ionized silicon (Si iv), which are important for astrophysical determination of plasma properties in different objects. These calculations represents an important extension and improvement of earlier calculations especially for Si iii. The calculations are in good agreement with available experiments for excitation energies, transition properties, and lifetimes. Important deviations from the NIST-database for a selection of perturbed Rydberg series are discussed in detail.
Introduction
Silicon is one of the most abundant elements on Earth and in the Universe. Due to its high abundance, the lowest ionization ions of Silicon, Si i-iv, play important roles in the diagnostics and modeling of various astrophysical (Becker & Butler 1990; Catanzaro et al. 2008; Iijima & Nakanishi 2008) and laboratory plasmas (Cowpe et al. 2008; Yamazaki et al. 2009; Ogilvie & Nicolich 2009 ). Si i and Si ii have been extensively studied both experimentally and theoretically, see for example Pehlivan Rhodin (2018) and references given therein.
Lines from Si iii and Si iv are observed in the spectra of several different astronomical objects, for example the solar corona and transition region, early-type stars, planetary nebulae, novae, and the interstellar medium, where they have been used for diagnostics of the plasma parameters (Dufton et al. 1983; Nussbaumer 1986; Rubin et al. 1993) . As an example, Dufton et al. (1983) used the Si iii emission lines observed by Skylab to determine the electron density of the solar corona. Discrepancies between observed and predicted Si iii line ratios involving the intercombination line 3s 2 1 S 0 -3s3p 3 P 1 at 1892 Å and the higher excitation 3s3p
1 P 1 -3s4s 1 S 0 at 1313 Å were found. The authors suggested it may have been caused by the presence of a non-Maxwellian electron distributions changing the intensity ratio between the lines. The energy of the upper level of the 1313 Å line is considerably higher than the average electron thermal energy, and the excitation from the ground state can be increased by high-energy electrons (Pinfield et al. (1999) . Similarly, Keenan et al. (1989) presented Spacelab 2 observations and Pinfield et al. (1999) presented spectra from the Solar Ultraviolet Measurements of Emitted Radiation (SUMER) instrument onboard the Solar and Heliospheric Observatory (SOHO) to give a deeper analysis of possible non-Maxwellian emission-line enhancement in different solar regions. The suggestion of the presence of non-Maxwellian electron distributions was followed up by Dzifčáková & Kulinová (2011) . More recently, Del Zanna et al. (2015) investigated the main spectral diagnostics for Si iii ultraviolet lines, to measure electron densities and temperatures. However, they found no conclusive evidence for the presence of non-Maxwellian electron distributions from observations of the low transition region of the solar atmosphere, based on R-matrix scattering calculations for electron collisional excitation of Si iii, carried out with the intermediate-coupling frame transformation method. The updated and more accurate atomic data of Si iii in the present paper, can be used for rederivation of the plasma diagnostics using existing solar observations. Due to their relatively high ionization energies, lines from Si iii and Si iv appear in early-type stars, for example Btype stars, which are massive stars with surface temperatures 10 000-30 000 K showing strong Si iii and Si iv lines in their optical spectra. The present-day chemical abundances of the Galaxy in the solar vicinity, can be determined by studying Btype main sequence stars due to their short lifetimes (Przybilla et al. 2008; Simón-Díaz, S. 2010) . The silicon ionization balance is used as the temperature diagnostics in the B-type star temperature range. Becker & Butler (1990) used Si iii and Si iv spectral lines to determine the temperature, whereas Monteverde et al. (2000) studied the ionization equilibria of Si iii compared to Si ii and Si iv, respectively, to find the Si-abundance. A recent study by Nieva & Przybilla (2012) analyzed 29 early B-type stars in OB associations with a thorough and self-consistent analysis technique. They found the present-day Solar neighborhood to be chemically homogeneous, indicating abundance fluctuations of less than 10 % around the mean. Bailey & Landstreet (2013) carried out a study on the determination of the abundance of Si to clarify discordant results in mid to late B-type stars. The atomic data parameters, particularly transition rates, are essential in the abundance determination and plasma modeling. The work presented here therefore aims to provide accurate atomic data for a large part of the Si iii and Si iv spectrum. Berry et al. (1971) and Livingston et al. (1976a,b) performed radiative lifetime measurements in Si iii and Si iv using the beamfoil technique. Kwong et al. (1983) used a radio-frequency ion trap to measure the lifetime of the long-lived 3s3p 3 P o 1 level of Si iii by observation of the decay to the ground state at 1892 Å and obtained an A-value of (1.67 ± 0.1) × 10 4 s −1 . This result has been included in many later plasma models. Later studies, for instance Ojha et al. (1988) , confirm this value.
Previous work on atomic data for Si iii and Si iv
On the theoretical side, Nussbaumer (1986) used a multiconfiguration approach with an adjustable Thomas-Fermi potential to determine the transition probabilities for the 17 lowest terms in Si iii. They applied various semi-empirical corrections based on the observed energies to improve the accuracy in the term energies. Butler et al. (1993) computed the radiative data for the 3l3l transitions, for Si iii and other Mg-like ions of astrophysical interests by using the close-coupling approximation with a modified version of the R-Matrix code as a part of the international Opacity project (Seaton 1987) . Safronova et al. (2000) used relativistic second-order many body perturbation theory (MBPT) to calculate excitation energies and transition rates for the same transition arrays. Almaraz et al. (2000) applied the CIV3 code (Hibbert 1975 ) to calculate energy levels and oscillator strengths in Si iii.
In more recent studies, Del Zanna et al. (2015) performed a large-scale R-matrix scattering calculation providing 149 LS terms and 283 fine-structure levels arising from 3snl, 3pnl and 3dnl configurations with n ≤ 5 and l ≤ 4. Aggarwal (2017) reported energies and lifetimes for the 141 levels of the 3l3l and 3l4l configurations and radiative rates for four types of transitions (E1, E2, M1, and M2) in Si iii. Iorga & Stancalie (2018) investigated the effect of core-valence and core-core correlations on the energy levels and transition probabilities in the Mg isoelectronic sequence using the Flexible Atomic Code (FAC) (Gu 2008) . The results contained the energy of the levels arising from the valence configurations along with transition rates corresponding to E1, M1, E2, M2 transitions between states arising from 3l3l with l, l ≤ 2 and 3snl with n ≤ 7 and l ≤ 4 configurations.
Froese Fischer et al. (2006) performed extensive and highly accurate multiconfiguration Hartree-Fock (MCHF) calculations for the Mg-like sequences (Z = 12, ..., 26). They used BreitPauli approximation to include relativistic effects. They computed both allowed (E1) and some forbidden (E2, M1, M2) transitions.
For triply ionized silicon Maniak et al. (1993) performed radiative lifetime measurements of 3p, 3d, and 4s levels using the beam-foil technique. Theodosiou & Curtis (1988) used a semi-empirical quantum defect approach to calculate lifetimes for the 3p 2 P 1/2 , 3p 2 P 3/2 , 3d 2 D 3/2 , and 3d 2 D 5/2 levels in the Na isoelectronic sequence. These calculations reached a fair agreement with experiments, but deviated from some ab initio results. Siegel et al. (1998) used a semi-empirical model potential approach to compute electric dipole transition oscillator strengths for low-lying transitions in the Na isoelectronic sequence (Na i -Ca x). The core polarization effects were explicitly included in the calculations. Siems et al. (2001) presented oscillator strengths and lifetimes for Si iv using a multiconfiguration Hartree-Fock relativistic (HFR) approach. In recent years, Nandy & Sahoo (2015) carried out calculations of the relativistic sensitivity coefficients, oscillator strengths, transition probabilities, lifetimes, and magnetic dipole hyperfine structure constants for a number of low-lying states in the Zn ii, Si iv, and Ti iv. Safronova et al. (1998) carried out all-order relativistic many-body calculations of removal energies and hyperfine constants for 3s, 3p 1/2 , 3p 3/2 , 3d 3/2 , 3d 5/2 , and 4s states of Na-like ions with Z = 11 − 16. The reduced dipole matrix elements were determined for 3p 1/2 − 3s, 3p 3/2 − 3s, 4s − 3p 1/2 , 4s − 3p 3/2 , 3d 3/2 − 3p 1/2 , 3d 3/2 − 3p 3/2 , and 3d 5/2 − 3p 3/2 electric-dipole transitions. The calculations included single and double excitations of the Hartree-Fock ground state to all orders in perturbation theory. Theoretical fine-structure intervals had an agreement with measurements to about 0.3% for 3p states and to about 3% for 3d states. Theoretical hyperfine constants and line strengths agreed with the precise measurements to better than 0.3%. Finally, Froese Fischer et al. (2006) performed extensive ab initio non-orthogonal spline CI calculations for the Na-like sequence. Kelleher & Podobedova (2008) presented the latest compilation of Si iii and Si iv transition rates.
Theory
In this work, the calculations were performed using the fully relativistic multi-configuration Dirac-Hartree-Fock (MCDHF) method in j j-coupling (Grant 2007; Froese Fischer et al. 2016 ).
Multiconfiguration Dirac-Hartree-Fock
An electronic state of a many electrons system is determined by a wave function Ψ, which is a solution to the wave equation:
where H is the Hamiltonian operator and E is the total energy of the system. The common starting point of the MCDHF method is the Dirac-Coulomb Hamiltonian:
where V nuc (r i ) is the the monopole part of the electron-nucleus Coulomb interaction, r i j is the distance between electrons i and j, α and β are the 4-by-4 Dirac matrices, and c is the speed of light.
The approximate solutions to the wave equations are referred to as atomic state functions (ASFs). An atomic state function, Ψ(γPJ), is in our approach represented by a linear combination of configuration state functions(CSFs),
where P is the parity and J is the total angular momentum. γ j represents all necessary quantum numbers and the orbital occupancy to define the CSF, while c j are the mixing coefficients. The γ is usually selected as the γ j corresponding to the largest weight |c j | 2 . The CSFs are in turn constructed as angular-momentumcoupled, anti-symmetrized products of one-electron Diracorbitals of the form ψ(r) = ψ nκ,m (r) = 1 r P nκ (r)χ κ,m (θ, ϕ) iQ nκ (r)χ −κ,m (θ, ϕ) ,
where P nκ (r) and Q nκ (r) are the large and small components of the radial wave function, and χ ±κ,m (θ, ϕ) are two-component spin-orbit functions. The extended optimal level (EOL) scheme is used to determine energies and wave functions. In the EOL scheme, the radial parts of the Dirac orbitals and the expansion coefficients of the targeted states are optimized to self-consistency by solving the MCDHF equations, which are derived using the variational approach (Dyall et al. 1989) . In subsequent relativistic configuration interaction (RCI) calculations the transverse photon interaction (Breit interaction) 
may be included in the Hamiltonian (McKenzie et al. 1980 ). The photon frequency w i j , used by the RCI program in calculating the matrix elements of the transverse photon interaction, is taken as the difference of the diagonal Lagrange multipliers associated with the orbitals. The leading quantum electrodynamic (QED) corrections effects, in the form of self-energy and vacuum polarization, are also included. The CSFs are given in the j j-coupling scheme during this procedure, but to make a comparison with experiments more feasible, we transform the resulting wave function to the LS J-coupling scheme, using the JJ2LSJ program (Gaigalas et al. 2003 (Gaigalas et al. , 2004 (Gaigalas et al. , 2017 part of the GRASP2K code (Jönsson et al. 2013) . All the calculations were performed with an updated parallel version of the GRASP2K code by Jönsson et al. (2013) . To calculate the spin-angular part of the matrix elements, the second quantization method in coupled tensorial form and quasispin technique (Gaigalas et al. 1997 (Gaigalas et al. , 2001 ) were adopted.
Computation of transition parameters
Once well-converged and effectively complete ASFs have been obtained radiative transition such as transition probabilities and weighted oscillator strengths can be determined. The transition parameters between two states γJM and γ J M are expressed in terms reduced matrix elements Ψ(γPJ)||T||Ψ(γ P J ) = j,k c j c k Φ(γ j PJ)||T||Φ(γ k P J ) ,
where T is the transition operator (Grant 1974) . For electric multipole transitions, there are two forms of the transition operator, the length (Babushkin gauge) and velocity (Coulomb gauge) forms (Grant 1974) . Due to the definition of these two, the length form is more sensitive to the outer part of the wave functions, which are usually active in radiative transitions. A number of studies have shown that the length form generally gives more reliable values at a given level of valence and core-valence electron correlation although the velocity form seems to be more stable for transitions including highly excited Rydberg states (Pehlivan Rhodin et al. 2017) . It is common to use the agreement between transition rates A l and A v computed in two forms as an indicator of accuracy of the wave functions, (see review by Froese Fischer (2009); Ekman et al. (2014) ). A possible measure of this is the quantity dT , characterizing the uncertainty of the calculated transition rates and defined as
where A l and A v are the transition rates in length and velocity forms respectively. The values of dT do not represent uncertainty estimates for each individual transition but should be considered as statistical indicators of uncertainties within given sets of transitions.
Calculations
Our MCDHF and RCI calculations for doubly and triply ionized silicon started by defining a multireference (MR) set of configurations. From this we allow single and double substitutions to a systematically increasing active set of orbitals.
Si iii
In doubly ionized silicon, calculations were performed for states belonging to the 3s 2 , the 3p 2 ; the 3p4p; the 3sns with n = 4, ..., 9; the 3snd with n = 3, ..., 8; the 3sng with n = 5, ..., 8 even configurations and furthermore, the 3snp with n = 3, ..., 9; the 3sn f with n = 4, ..., 8; the 3pnd with n = 3, 4; and the 3p4s odd configurations. These configurations define the MR for the even and odd parities, respectively. Terms involving configurations with n = 8 and 9 do not belong to our targeted states but they are taken into account to obtain orbitals with large radii to get a reasonable agreement between length and velocity form for the transition properties, see Pehlivan Rhodin et al. (2017) .
In the first step of our calculations, an initial MCDHF calculation in the EOL scheme (Dyall et al. 1989) was performed simultaneously for all even and odd multireference states. These initial calculations were followed by calculations with expansions including the configuration state functions (CSFs) obtained by single (S), double (D) substitutions of electrons from the spectroscopic reference configurations to the active set of orbitals (Olsen et al. 1988; Sturesson et al. 2007) .
In an restricted active set approach (RAS) restrictions are put on the allowed substitutions from the MR, when generating the full space of CSFs. We therefore define the valence region of the atom as the two outer electrons, outside the 1s 2 2s 2 2p 6 core subshells. We kept the 1s 2 -subshell fixed in all calculations, that is, not allowing substitutions from it. After optimizing simultaneously the even and odd states of the MR-set in the first step of calculations, our goal was to include valence-valence (VV) and core-valence (CV) interaction to convergence. We optimized four layers of correlation orbitals based on the VV correlation, only allowing SD substitutions from the valence subshells. The orbitals in the active set were systematically extended to include orbitals up to the 13s, 13p, 12d, 12 f, 12g, and 9h in the final correlation layer. These MCDHF calculations were followed by RCI calculations including Breit-interaction and some QED effects as described above.
As a final step of our work, an RCI calculation was performed. The expansion for that RCI calculation was obtained by augmenting the largest SD valence expansion with a CV expansion. The CV expansion was generated by SD substitutions from the valence orbitals and the 2p 6 core with the restriction that there should be at the most one substitution from the 2s or 2p subshells. We neglected core-core (CC) correlation, meaning more than one excitation from the core, which was comparatively unimportant for both the energy separations and the transition probabilities (Zou & Fischer 2000) . The resulting expansions consisted of 1 401 150 and 1 760 209 CSFs distributed over the J = 0, 1, ..., 6 symmetries for even and odd parity, respectively.
Si iv
In triply ionized silicon, calculations were performed for states belonging to the configurations 2s 2 2p 6 nl where n ≤ 9 and l ≤ 6, defining the MR configurations. We again added two more layers of spectroscopic orbitals, n = 8, 9, in comparison with the states we were targeting to get a reasonable agreement between length and velocity form for the transition properties.
As a starting point for the calculations, MCDHF calculations in the EOL scheme were performed for the even and odd parity states in the MR simultaneously. The initial calculations were followed by separate calculations in the EOL scheme for the even and odd parity states, where the CSFs were obtained by allowing SD substitutions from the configurations in the MR to active orbital sets, which were consecutively enlarged by layers of correlation orbitals. Si iv has one electron outside closed subshells, and consequently there is no VV correlation. The corrections to our results can therefore be classified as CV and CC correlations. The major effect comes from the CV correlation. The CV expansion was obtained by restricting the substitutions in such a way that only one substitution was allowed from the 2s or 2p subshells of the configurations in the MR, and no substitutions from the 1s shell, this means that 1s shell was an inactive closed core.
The active sets of orbitals for the even and odd parity states were extended by layers to include orbitals with quantum numbers n ≤ 12 and l ≤ 6. Each MCDHF calculation was followed by RCI calculations, including the Breit-interaction and leading QED effects. We investigated the CC correlation effects by optimizing one layer of orbitals n = 13 on SD from the 2s 2 2p 6 core in an RCI calculation as a final step of our work. The number of CSFs in the final even and odd state expansions were approximately 995 020 and 993 501, respectively, distributed over the different J symmetries.
Results

Si iii
We present in Table A .1 the computed excitation energies in Si iii for increasing active sets of orbitals labeled with the highest principal quantum number n of the orbitals in the active set. The calculations including only VV correlation, built on three layers of correlation orbitals, is followed by finally including the CV correlation using an RCI-approach.
The computed excitation energies are in good agreement with the values from the NIST-database (Kramida et al. 2018) . For the VV correlation, the mean relative difference between theory and experiment is of the order of 0.9%. The inclusion of CV correlation effects improves the energies dramatically since the values for all computed energy separations have converged.
The final excitation energies are in good agreement with the experimental ones, with a mean difference of only 0.05%. For comparison, the experimental energies from the NIST Atomic Spectra Database (Kramida et al. (2018) ) and also the differences ∆E, between the observed energies and the final computed excitation energies, are given in Table A.1. There is excellent agreement between observations and calculations for most of the levels, with a few important exceptions, due to mislabeling of levels. The NIST label classification for Si iii is based on the analysis done by Toresson (1961) . Since then the NIST designations for the 3p3d 1 P and the 3p4s 1 P have been interchanged as recommended by Victor et al. (1976) and Zetterberg & Magnusson (1977) . The assignments for 3p3d 1 P and 3p3d 1 F levels have been questioned previously by Reistad et al. (1984) and Brage & Hibbert (1989) .
If we start by investigating the 1 F o -levels, we note that the 3p3d 1 F o perturbs the 3sn f Rydberg series. This perturbation has been studied by a number of authors along the Mg-sequence (Brage & Hibbert 1989; Reistad et al. 1984; Aashamar et al. 1986 ). The NIST classification identifies the level at 235413 cm −1 as 3p3d 1 F for convenience, even though the calculated composition is 65 % 3sn f (Fischer & Godefroid 1982) . To illustrate the complexity of the situation, we show the composition of the 1 F levels in Figure 1 . It is clear that the 3p3d 1 F is not the major component for any state and that the same CSF 3s5 f 1 F o is the largest component for two levels. We therefore choose to change the designation as shown in Our second example of a strongly perturbed series investigated by Fischer & Godefroid (1982) is a short-range interaction of the plunging configuration 3p3d 1 P with the 3snp 1 P Rydberg series. In Si iii the 3s6p 1 P 1 and 3p3d 1 P 1 are close to degenerate and the labeling of these levels is hard to reproduce. A closer look at the LS -percentage composition and excitation energies of 3snp 1 P and 3p3d 1 P are shown in Figure 2 , where the level at 234923 cm −1 is best represented as 3p3d 1 P. Also in this case we adjust the labels from NIST.
A third example of a complicated case of level-designation is the 3snd
1 D e Rydberg series, which is perturbed by the 3p 2 1 D for low excitations and the 3p4p 1 D 2 for n = 6 − 8. In our calculations the level energy of 3s7d 1 D 2 is 247946 cm −1 , while the values given by NIST is 250636 cm −1 . However, the LS composition of the former level is 72% 3s7d 1 D 2 and 18% 3p4p 1 D 2 . We suggest that the NIST identification of the level 1 D 2 at 250636 cm −1 and at 247935 cm −1 should be interchanged as shown in Table A.1. A problem in spectroscopic calculations, that includes a large number of states, is to reproduce very close degeneracy between some levels. An example of this is the relative position of the singlet and triplet levels the 3snp Rydberg series with n = 6 − 7. It is clear that we are not able to reproduce the NIST-values for the relative position of these levels, which makes, for example, our values for intercombination lines inaccurate from the 3s6p and 3s7p 3 P-levels. In Table A (2015) . To make the comparison easier the differences between observed and computed energies are also given in the last columns for the different computational approaches. From the comparison, it is clear that the agreement with the present RCI calculations and the MCHF-BP calculations is very good. Furthermore, the agreement between the current RCI results and the observed energies is improved especially above the 3p 2 1 S 0 level. The complete transition data table, using the length form of transition operator, including rates, weighted oscillator strengths, wavenumber, and the uncertainty in the computed rates, for E1 transitions in Si iii for the wavelength range of 40-18239 nm is available on-line. The wavenumber and wavelength values are changed to match the values in the NIST database, which are the values from Reader et al. (1980) . Uncertainties of the transition rates have been estimated from the expressions suggested by Ekman et al. (2014) . The estimated relative uncertainties for most of the strong transitions are below 1%. For many weak transitions the uncertainties are around 10%. However, for weak intercombination transitions the uncertainties are considerably large due to difficulties in calculating the transition rates of intercombination lines. There are some weak twoelectron one-photon transitions with large uncertainties. These transitions are zero in the single configuration approximation and are allowed only through correlation effects. Thus, the twoelectron one-photon transitions are very difficult to compute and the uncertainties are often large.
The 3s4s 1 S 0 → 3s3p 1 P 1 transition is of special importance in the diagnostics of non-Maxwellian electron distributions, as discussed above. According to Dufton et al. (1983) Livingston et al. (1976b) and Bashkin et al. (1980) measured the lifetimes for a few levels in Si iii with the beam foil method. The agreement between the current RCI results and measurements is quite satisfactory, though the results from the measurements of Berry et al. (1971) slightly differ from the RCI values. This may be explained by the uncertainties in the beamfoil method discussed by Zou et al. (1999) . The lifetimes from the current RCI calculations are also compared to results from the MCHF-BP calculations by Froese Fischer et al. (2006) and MBPT calculations by Safronova et al. (2000) , when these include all important transitions from a given state. The overall agreement is good, giving us confidence in the present results. For most states there is no major discrepancy between the current results and MBPT results except for the 3p3d 3 F 0 2,3,4 states. The reason for that is unclear, but for the rest of the states the discrepancies are quite small.
Si iv
In Table A .4, we present the level energies of the lowest 45 levels in Si iv as functions of increasing active sets of orbitals (labeled by the highest principal quantum number n). The calculations are based on CV correlation, including three layers of correlation orbitals. From the inspection of Table A .4, it is clear that the present calculations are well converged with respect to the increasing orbital set. The inclusion of CC correlation effects, adding one more layer of correlation orbitals with n = 13, improves the energies and the final energies are in good agreement with experiment displaying a mean difference of 0.09%. We present the experimental level energies from the NIST-database for Si iv in Table A .4, including the differences between the observed and the computed energies. In Table A The complete transition data table, using the length form of transition operator, including rates, weighted oscillator strengths, wavenumber, and the uncertainty in the computed rates, for E1 transitions in Si iv for the wavelength range of 31-11933 nm is available on-line. Uncertainties of the transition rates have been estimated from the expressions suggested by Ekman et al. (2014) . The wavelength and wavenumber values are changed to match the values in the NIST database, which are the values from Reader et al. (1980) . In general, the estimated relative uncertainties for most of the transitions are less than 10%. However, for some transitions the uncertainties are very large mostly due to difficulties in calculating the transition rates of intercombination lines and two-electron transitions. Table A .5 presents our estimated lifetimes of the excited states (including only E1-transitions) in both length and velocity forms. The average relative difference between lifetimes in two forms is ∼ 0.8%, which is highly satisfactory. This difference might be considered to be an internal validation of the accuracy of the calculations. The comparison of our results with previously reported theoretical and experimental values are also given in Table A .5. Siems et al. (2001) performed a HFR approach to estimate the lifetimes for Si iv. In that approach, the electrostatic parameters were optimized using a least-squares procedure. Berry et al. (1971) and later Bashkin et al. (1980) measured lifetimes using the beam-foil method. The overall agreement between these measured lifetimes and the current lifetimes is rather good. From the table, one can see that our results are in excellent agreement with the results of Froese Fischer et al. (2006) and Siems et al. (2001) .
Conclusions
In this work, we performed self-consistent MCDHF and subsequent RCI calculations for Si iii and Si iv, as an extension and update to earlier calculations. Previous theoretical and experimental data were used to validate our results. Excitation energies from the RCI calculations are in a very good agreement with available observations. Our present study is an extension to the most accurate MCHF-BP and the BSR_CI calculations, and in general in excellent agreements with them. The presented results significantly increase the amount of accurate energy data of astrophysical interest for the two Si-ions. The highly accurate atomic data helps to correct interpretation of the lines. Therefore, we recommend our present results based on a fully relativistic method for abundance analysis and plasma diagnostics. Notes. * Labeling is changed from NIST-standard to better represent the composition of different levels in a Rydberg series, according to our calculations. As an example are two levels labeled with the same 3s5 f 1 F term but different indices are used to distinguish them. Details are given in the text.
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