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Abstract
The hull of linear codes plays an important role in quantum information and coding
theory. In the present paper, by investigating the Galois hulls of generalized Reed-Solomon
(GRS) codes and extended GRS codes over the finite field Fq, we give several new families
of MDS codes with Galois hulls of arbitrary dimensions that are not obtained before.
Some of them generalize the ones in the literature [13]. As a consequence, using these
MDS codes with Galois hulls of arbitrary dimensions, we construct nine new families
of MDS entanglement-assisted quantum error-correcting codes (EAQECCs) with flexible
parameters.
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1 Introduction
Let Fq denote the finite field with q elements, where q = p
e is a prime power. In [1], the
hull of a linear code C is defined as Hull(C) = C
⋂
C⊥, where C⊥ is the Euclidean dual code of
C. When Hull(C) = 0, the code C is just the linear complementary dual (abbreviated to LCD)
code, which was introduced by Massey [22]. He provided the algebraic characterization of this
code and also proved that the asymptotically good LCD codes exist. Afterwards, a great deal
of research on LCD codes have been done by many scholars, see [6–8, 14, 17, 18, 25]. Moreover,
the LCD code has many applications in other fields. For instance, Bringer et al. [2] and Carlet
and Guilley [5] explored the problem of binary LCDs against side-channel attacks (SCAs) and
fault injection attacks (FIAs).
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Quantum error-correcting codes are essential to quantum computation and quantum com-
munication. After the great work in [4,24,26], the theory of quantum codes has achieved great
development these years. As we know, the construction of quantum codes with good parame-
ters is an important and difficult problem in quantum error-correction. Fortunately, as a class
of quantum error-correcting codes, stabilizer codes can be acquired by the so-called CSS con-
struction. By means of this construction, an [[n, 2k − n,≥ d]]q stabilizer code can be yielded
if there exists an Euclidean dual-containing [n, k, d]q code. However, in the above process, the
classical linear code is required to be Euclidean dual-containing, which limits its applications
to some extent. To avoid this problem, a new concept called entanglement-assisted quantum
error-correcting codes (abbreviated to EAQECCs) was introduced by Brun et al. [3], which
contain the standard stabilizer codes as a special case. By utilizing pre-shared entanglement
between the sender and receiver, they showed that one can construct EAQECCs through the
classical linear codes without the self-orthogonality restriction. However, it turns out deter-
mining the number of shared pairs that required to construct an EAQECC becomes a difficult
thing. In [15], Guenda et al. gave the result that this number can be obtained from the dimen-
sion of the hull of classical linear code. Recently, Luo et al. [21] constructed several families
of MDS EAQECCs by investigating the generalized Reed-Solomon (GRS) codes and extended
GRS codes with Euclidean hulls of arbitrary dimensions. Afterwards, Fang et al. [13] stud-
ied the GRS codes and extended GRS codes with Euclidean and Hermitian hulls of arbitrary
dimensions. As a result, they obtained several new classes of MDS EAQECCs with flexible
parameters. These tell us that the study of the hull of linear codes, especially the MDS codes,
is of great significance.
In [11], Fan and Zhang generalized the Euclidean inner product and Hermitian inner product
to a new notion called l-Galois form, where l is an integer with 0 ≤ l ≤ e−1. Therefore, we may
desire to know how to deal with the construction of the GRS codes and extended GRS codes
with Galois hulls of arbitrary dimensions. In this paper, we will devote ourselves to construct
such codes, and thus obtain some new families of MDS EAQECCs. We make two remaks on
our results. Firstly, we provide several new families of MDS codes with Galois hulls of arbitrary
dimensions that are not obtained before. Some of these MDS codes are constructed by means of
certain multiplicative subgroups of F∗q and their cosets. Specially, some of them generalize the
ones in [13]. Secondly, through these MDS codes constructed in Section 3, we obtain nine new
classes of MDS EAQECCs with flexible parameters in Section 4. In particular, the required
number of maximally entangled states can take almost all possible values.
The remainder of this paper is structured as follows. Section 2 recalls some necessary
concepts and properties about the Euclidean, Hermitian and Galois dual codes and (extended)
GRS codes. In Section 3, we in turn present the constructions of GRS codes and extended GRS
codes with Galois hulls of arbitrary dimensions. In Section 4, applying the MDS codes obtained
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in Section 3, we obtain nine families of MDS EAQECCs, and we list some new parameters as
an illustration. Section 5 gives a brief conclusion of this paper.
2 Preliminaries
Throughout this paper, q is alway assumed to be a prime power pe, where p is a prime and
e is a positive integer. Let Fq be the finite field with q elements and let F
∗
q denote the set of
non-zero elements over Fq.
A linear [n, k, d]q code C is a linear subspace of F
n
q with length n, dimension k and minimum
distance d. The minimum distance d of a linear code C must satisfy the well-known Singleton
bound d ≤ n+1−k. We call a linear code C maximum distance separable (MDS) if its minimum
distance achieves the above bound, i.e., d = n+ 1− k.
Given two vectors x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ F
n
q , the Euclidean inner
product of them is defined as
(x,y)E =
n∑
i=1
xiyi.
For a linear code C of length n over Fq, the Euclidean dual code of C is defined as
C⊥E = {x ∈ Fnq |(x,y)E = 0 for all y ∈ C}.
Moreover, for two vectors x, y ∈ Fn
q2
, their Hermitian inner product is defined as
(x,y)H =
n∑
i=1
xiy
q
i .
The Hermitian dual code of C is defined as
C⊥H = {x ∈ Fnq2 |(x,y)H = 0 for all y ∈ C}.
A linear code C is called Euclidean (or Hermitian) dual-containing if C⊥E ⊆ C (or C⊥H ⊆ C).
Apart from the Euclidean inner product and Hermitian inner product, Fan and Zhang [11]
introduced a new notion called l-Galois form, which is defined as
(x,y)l =
n∑
i=1
xiy
pl
i ,
where l is an integer with 0 ≤ l ≤ e − 1. One can see that (x,y)0 is just the Euclidean inner
product. For an even integer e, (x,y) e
2
is just the Hermitian inner product. Therefore, the
concept of l-Galois form generalizes the Euclidean inner product and Hermitian inner product.
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For any code C with length n over Fq, the following code
C⊥l = {x ∈ Fnq |(y,x)l = 0 for all y ∈ C}
is called the l-Galois dual code of C. If C ⊆ C⊥l , then we call C a l-Galois self-orthogonal code.
If C = C⊥l , then we call C a l-Galois self-dual code. Moreover, the l-Galois hull of C is defined
as Hulll(C) = C
⋂
C⊥l .
For a vector v = (v1, v2, . . . , vn) ∈ F
n
q , define v
a = (va1 , v
a
2 , . . . , v
a
n) for any integer a. Let M
be a subset of Fnq , then M
a is defined as the set {va|v ∈M}.
The following lemma characterizes the l-Galois dual code C⊥l of a linear code C.
Lemma 1 ( [19]) For an [n, k, d]q linear code C, we have C
⊥l = (Cp
e−l
)⊥.
Take a = (a1, a2, . . . , an) with a1, a2, . . . , an being distinct elements in Fq, and put v =
(v1, v2, . . . , vn) with v1, v2, . . . , vn ∈ F
∗
q . For k ≤ n ≤ q, the k-dimensional generalized Reed-
Solomon (GRS) code with respect to a and v is defined as
GRSk(a,v) = {(v1f(a1), v2f(a2), . . . , vnf(an))|f(x) ∈ Fq[x], deg(f(x)) ≤ k − 1}.
It is an [n, k, n− k + 1]q MDS code which has a generator matrix
Gk(a,v) =


v1 v2 · · · vn
v1a1 v2a2 · · · vnan
...
...
. . .
...
v1a
k−1
1 v2a
k−1
2 · · · vna
k−1
n


.
Moreover, the extended GRS code with respect to a and v is defined as
GRSk(a,v,∞) = {(v1f(a1), . . . , vnf(an), fk−1)|f(x) ∈ Fq[x], deg(f(x)) ≤ k − 1},
where fk−1 denotes the coefficient of x
k−1 in f(x). It is not difficult to verify that GRSk(a,v,∞)
is an [n+ 1, k, n− k + 2]q MDS code which has a generator matrix as follows:
Gk(a,v,∞) =


v1 v2 · · · vn 0
v1a1 v2a2 · · · vnan 0
...
...
. . .
...
...
v1a
k−2
1 v2a
k−2
2 · · · vna
k−2
n 0
v1a
k−1
1 v2a
k−1
2 · · · vna
k−1
n 1


.
Let 1 = (1, 1, . . . , 1) be the all one vector. Along this paper, for each i = 1, 2, . . . , n, we
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always denote
ui =
∏
1≤j≤n,j 6=i
(ai − aj)
−1,
which will be used frequently from now on.
Based on the above results, we obtain the following lemma.
Lemma 2 A codeword c = (v1f(a1), v2f(a2), . . . , vnf(an)) of GRSk(a,v) is contained in
GRSk(a,v)
⊥l if and only if there exists a polynomial g(x) with deg(g(x)) ≤ n−k− 1, such that
(vp
l+1
1 f
pl(a1), v
pl+1
2 f
pl(a2), . . . , v
pl+1
n f
pl(an)) = (u1g(a1), u2g(a2), . . . , ung(an)).
Proof. It is not difficult to see that Gk(a,v) = Gk(a,1)·D, whereD = diag(v1, . . . , vn). Denote
u = (u1, u2, . . . , un). By Lemma 1, for any c = (v1f(a1), v2f(a2), . . . , vnf(an)) ∈ GRSk(a,v),
we have
c ∈ GRSk(a,v)
⊥l ⇔ c ∈ (GRSk(a,v)
⊥)p
e−l
⇔ cp
l
∈ GRSk(a,v)
⊥
⇔ Gk(a,v)(c
pl )T = 0⇔ Gk(a,1)D(c
pl )T = 0
⇔ cp
l
D ∈ GRSk(a,1)
⊥ = GRSn−k(a,u).
The last equality follows by the result in [16]. 
Remark 1 Indeed, Lemma 2 is a generalization of [9] and [12], which consider the cases of
Euclidean dual and Hermitian dual, respectively.
Analogously, we obtain the following lemma for the case of extended GRS codeGRSk(a,v,∞).
Lemma 3 A codeword c = (v1f(a1), v2f(a2), . . . , vnf(an), fk−1) of GRSk(a,v,∞) is con-
tained in GRSk(a,v,∞)
⊥l if and only if there exists a polynomial g(x) with deg(g(x)) ≤ n− k,
such that
(vp
l+1
1 f
pl(a1), . . . , v
pl+1
n f
pl(an), f
pl
k−1) = (u1g(a1), . . . , ung(an),−gn−k).
Proof. One can check that Gk(a,v,∞) = Gk(a,1,∞) ·D
′, where D′ = diag(v1, . . . , vn, 1). By
Lemma 1, for any c = (v1f(a1), v2f(a2), . . . , vnf(an), fk−1) of GRSk(a,v,∞), we have
c ∈ GRSk(a,v,∞)
⊥l ⇔ c ∈ (GRSk(a,v,∞)
⊥)p
e−l
⇔ cp
l
∈ GRSk(a,v,∞)
⊥
⇔ Gk(a,v,∞)(c
pl )T = 0⇔ Gk(a,1,∞)D
′(cp
l
)T = 0
⇔ cp
l
D′ ∈ GRSk(a,1,∞)
⊥.
Applying [12, Lemma 5], one can complete the proof. 
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3 Construction of MDS codes with l-Galois hulls of arbi-
trary dimensions
In this section, we will construct several families of MDS codes with l-Galois hulls of arbitrary
dimensions.
Theorem 1 For any 0 ≤ h ≤ k, there exists an [n, k]q MDS code C with h-dimensional l-Galois
hull if one of the following conditions holds:
(1) n | (q − 1), 1 ≤ k ≤ ⌊p
l+n−1
pl+1 ⌋;
(2) n | (pl − 1), 1 ≤ k ≤ ⌊n2 ⌋.
Proof. (1) For n | (q − 1), let α be a primitive nth root of unity in Fq. Set z := k − h.
Take a = (α0, α1, . . . , αn−1) and v = (1, . . . , 1, vn−z+2, . . . , vn) with vj 6= 0 and v
pl+1
j 6= 1 for
j = n− z + 2, . . . , n. We have
ui =
∏
1≤j≤n,j 6=i
(ai − aj)
−1 =
∏
1≤j≤n,j 6=i
(αi−1 − αj−1)−1
= α(1−i)(n−1)
∏
1≤j≤n,j 6=i
(1 − αj−i)−1 = α(1−i)(n−1)
∏
1≤i≤n−1
(1− αi)−1
= n−1αi−1.
The last equality follows by the fact
∏
1≤i≤n−1(x− α
i) =
∑n−1
i=0 x
i.
Consider the l-Galois hull of the [n, k]q MDS code C := GRSk(a,v). Then for any c =
(f(α0), . . . , f(αn−z), vn−z+2f(α
n−z+1), . . . , vnf(α
n−1)) ∈ Hulll(C) with deg(f(x)) ≤ k − 1, by
Lemma 2 there exists a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1, such that
(fp
l
(α0), . . . , fp
l
(αn−z), vp
l+1
n−z+2f
pl(αn−z+1), . . . , vp
l+1
n f
pl(αn−1))
= (n−1g(α0), n−1αg(α), . . . , n−1αn−1g(αn−1)). (1)
Comparing the first n − z + 1 coordinates of Eq. (1), one has fp
l
(αi) = n−1αig(αi),
i = 0, . . . , n − z. Hence the number of the distinct roots of fp
l
(x) − n−1xg(x) is at least
n − z + 1 ≥ n − k + 1. On the other hand, since deg(fp
l
(x)) ≤ pl(k − 1) ≤ n − k − 1 and
deg(xg(x)) ≤ n− k, one has deg(fp
l
(x) − n−1xg(x)) ≤ n− k. Thus fp
l
(x) = n−1xg(x), which
yields x | f(x).
Moreover, comparing the last z − 1 coordinates of Eq. (1), one has
vp
l+1
i f
pl(αi−1) = n−1αi−1g(αi−1) = fp
l
(αi−1),
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namely f(αi−1) = 0 for i = n− z + 2, . . . , n. Then we can express f(x) as
f(x) = xc(x)
n−1∏
i=n−z+1
(x− αi)
for some c(x) ∈ Fq[x] with deg(c(x)) ≤ k − z − 1. Thus dim(Hulll(C)) ≤ k − z.
Conversely, let f(x) = xc(x)
∏n−1
i=n−z+1(x−α
i), where c(x) ∈ Fq[x] with deg(c(x)) ≤ k−z−1.
Taking g(x) = nx−1fp
l
(x), then deg(g(x)) ≤ pl(k − 1)− 1 ≤ n− k − 1 and
(fp
l
(α0), . . . , fp
l
(αn−z), vp
l+1
n−z+2f
pl(αn−z+1), . . . , vp
l+1
n f
pl(αn−1))
= (n−1g(α0), n−1αg(α), . . . , n−1αn−1g(αn−1)).
By Lemma 2, we have (f(α0), . . . , f(αn−z), vn−z+2f(α
n−z+1), . . . , vnf(α
n−1)) ∈ Hulll(C), which
illustrates that dim(Hulll(C)) ≥ k − z. Therefore, we have dim(Hulll(C)) = k − z = h.
(2) For n | (pl − 1), there exists a primitive nth root of unity in Fpl . We still denote it as α
and set z := k− h. Besides, let a and v be defined as in part (1). Write f(x) =
∑k−1
i=0 fix
i and
let F (x) =
∑k−1
i=0 f
pl
i x
i. Clearly, fp
l
(αj) = F (αj) for j = 0, . . . , n − 1. Substituting this into
Eq. (1), we obtain
(F (α0), . . . , F (αn−z), vp
l+1
n−z+2F (α
n−z+1), . . . , vp
l+1
n F (α
n−1))
= (n−1g(α0), n−1αg(α), . . . , n−1αn−1g(αn−1)). (2)
According to the first n − z + 1 coordinates of Eq. (2), we have F (αi) = n−1αig(αi),
i = 0, . . . , n − z. Hence the number of the distinct roots of F (x) − n−1xg(x) is at least
n − z + 1 ≥ n − k + 1. Since k ≤ ⌊n2 ⌋, we have deg(F (x)) ≤ k − 1 ≤ n − k − 1, which,
together with deg(xg(x)) ≤ n − k derives that deg(F (x) − n−1xg(x)) ≤ n − k. We thus have
F (x) = n−1xg(x). Then f(0) = 0 since F (0) = 0.
By the last z − 1 coordinates of Eq. (2), one has
vp
l+1
j F (α
j−1) = n−1αj−1g(αj−1) = F (αj−1), j = n− z + 2, . . . , n
Hence F (αj−1) = 0, namely f(αj−1) = 0 for j = n− z+2, . . . , n. Then we can express f(x) as
f(x) = xc(x)
n−1∏
j=n−z+1
(x− αj)
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for some c(x) ∈ Fq[x] with deg(c(x)) ≤ k − z − 1. Thus dim(Hulll(C)) ≤ k − z.
Conversely, let f(x) = xc(x)
∏n−1
j=n−z+1(x−α
j), where c(x) ∈ Fq[x] with deg(c(x)) ≤ k−z−1.
Taking g(x) = nx−1F (x), then deg(g(x)) ≤ k− 2 ≤ n− k− 2 and Eq. (1) holds. By Lemma 2,
we have (f(α0), . . . , f(αn−z), vn−z+2f(α
n−z+1), . . . , vnf(α
n−1)) ∈ Hulll(C), which illustrates
that dim(Hulll(C)) ≥ k − z. Therefore, we have dim(Hulll(C)) = k − z = h. 
The following lemma will be used to construct other new families of MDS codes with l-Galois
hulls of arbitrary dimensions.
Lemma 4 Let q = pe with p being an odd prime number and let 0 ≤ l ≤ e − 1. Then for any
u ∈ F∗
pl
, there exists v ∈ F∗q such that v
pl+1 = u if and only if 2l | e.
Proof. Since Fpl is required to be a subfield of Fq, we immediately obtain l | e. Let e = ll
′ for
some integer l′. Assume F∗q = 〈ε〉, then ord(ε
pl+1) = q−1gcd(q−1,pl+1) . Denote
H := {xp
l+1|x ∈ F∗q},
then H is a multiplicative subgroup of F∗q of order
q−1
gcd(q−1,pl+1) . Note that F
∗
pl
is a multiplicative
subgroup of F∗q of order p
l − 1. Therefore,
F∗pl ⊆ H ⇔ (p
l − 1) |
q − 1
gcd(q − 1, pl + 1)
⇔ (pl − 1) · gcd(q − 1, pl + 1) | (q − 1).
Note that
gcd(q − 1, pl + 1) = gcd(((pl + 1)− 1)l
′
− 1, pl + 1)
= gcd((−1)l
′
− 1, pl + 1)
=


2, l′ is odd,
pl + 1, l′ is even.
(1) If l′ is odd, then (pl − 1) · gcd(q − 1, pl + 1) = 2(pl − 1). On the other hand, q − 1 =
pll
′
− 1 = (pl − 1)
∑l′−1
i=0 p
li and
∑l′−1
i=0 p
li is odd. This yields that
(pl − 1) · gcd(q − 1, pl + 1) ∤ (q − 1).
(2) If l′ is even, we may assume l′ = 2l′′ for some integer l′′. Then (pl−1)·gcd(q−1, pl+1) =
p2l − 1. Since q − 1 = pll
′
− 1 = p2ll
′′
− 1, we have
(pl − 1) · gcd(q − 1, pl + 1) | (q − 1).
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Thus, F∗
pl
⊆ H ⇔ 2l | e. This completes the proof. 
By Lemma 4, we obtain the following MDS code C with h-dimensional l-Galois hull.
Theorem 2 Let q = pe with p being an odd prime number and let 0 ≤ l ≤ e − 1. Let n ≤ pl
with 2l | e. Then for any 0 ≤ h ≤ k, where 1 ≤ k ≤ ⌊n2 ⌋, there exists an [n, k]q MDS code C
with h-dimensional l-Galois hull.
Proof. Since n ≤ pl, we can take n distinct elements a1, a2, . . . , an from Fpl . Then ui ∈ F
∗
pl
.
By Lemma 4, there exists vi ∈ F
∗
q such that v
pl+1
i = ui for i = 1, . . . , n. Set z := k−h and take
β ∈ F∗q such that γ := β
pl+1 6= 1. Put a = (a1, a2, . . . , an) and v = (βv1, . . . , βvz , vz+1, . . . , vn).
Consider the l-Galois hull of the [n, k]q MDS code C := GRSk(a,v). Then for any c =
(βv1f(a1), . . . , βvzf(az), vz+1f(az+1), . . . , vnf(an)) ∈ Hulll(C) with deg(f(x)) ≤ k − 1, by
Lemma 2 there exists a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1, such that
(βp
l+1vp
l+1
1 f
pl(a1), . . . , β
pl+1vp
l+1
z f
pl(az), v
pl+1
z+1 f
pl(az+1), . . . , v
pl+1
n f
pl(an))
= (u1g(a1), u2g(a2), . . . , ung(an)).
Namely,
(γu1f
pl(a1), . . . , γuzf
pl(az), uz+1f
pl(az+1), . . . , unf
pl(an))
= (u1g(a1), u2g(a2), . . . , ung(an)). (3)
Write f(x) =
∑k−1
i=0 fix
i and let F (x) =
∑k−1
i=0 f
pl
i x
i. Since ai ∈ Fpl , we have F (ai) = f
pl(ai)
for i = 1, . . . , n. Then Eq. (3) is transformed into
(γu1F (a1), . . . , γuzF (az), uz+1F (az+1), . . . , unF (an))
= (u1g(a1), u2g(a2), . . . , ung(an)). (4)
In terms of the last n − z coordinates of Eq. (4), we have F (ai) = g(ai), i = z + 1, . . . , n.
Hence the number of the distinct roots of F (x)− g(x) is at least n− z ≥ n− k. Since k ≤ ⌊n2 ⌋,
we have deg(F (x)) ≤ k − 1 ≤ n − k − 1, which, together with deg(g(x)) ≤ n − k − 1 derives
that deg(F (x) − g(x)) ≤ n− k − 1. We thus have F (x) = g(x).
By the first z coordinates of Eq. (4), we have
γujF (aj) = ujg(aj) = ujF (aj), j = 1, . . . , z
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Hence F (aj) = 0, namely f(aj) = 0 for j = 1, . . . , z. Then we can express f(x) as
f(x) = c(x)
z∏
j=1
(x− aj)
for some c(x) ∈ Fq[x] with deg(c(x)) ≤ k − z − 1. Thus dim(Hulll(C)) ≤ k − z.
Conversely, let f(x) = c(x)
∏z
j=1(x − aj), where c(x) ∈ Fq[x] with deg(c(x)) ≤ k − z − 1.
Taking g(x) = F (x), then deg(g(x)) ≤ k − 1 ≤ n− k − 1 and g(ai) = F (ai) = f
pl(ai). Hence,
(βp
l+1vp
l+1
1 f
pl(a1), . . . , β
pl+1vp
l+1
z f
pl(az), v
pl+1
z+1 f
pl(az+1), . . . , v
pl+1
n f
pl(an))
= (u1g(a1), u2g(a2), . . . , ung(an)).
By Lemma 2, we have
(βv1f(a1), . . . , βvzf(az), vz+1f(az+1), . . . , vnf(an)) ∈ Hulll(C).
Then dim(Hulll(C)) ≥ k − z. Therefore, dim(Hulll(C)) = k − z = h. 
Let ord(x) denote the order of the element x in F∗q . We have the following result.
Lemma 5 Let ξ1 = α
x1 and ξ2 = α
x2 , where α is a primitive element of Fq. Then
gcd(ord(ξ1), ord(ξ2)) = 1⇔ (q − 1) | lcm(x1, x2).
Proof. Since ord(ξ1) =
q−1
gcd(x1,q−1)
and ord(ξ2) =
q−1
gcd(x2,q−1)
, then gcd(ord(ξ1), ord(ξ2)) = 1 if
and only if
gcd
(
q − 1
gcd(x1, q − 1)
,
q − 1
gcd(x2, q − 1)
)
= 1. (5)
Let S be the set consisting of all the prime divisors of q−1, x1 and x2. Assume q−1 =
∏
pi∈S
pαii ,
x1 =
∏
pi∈S
pβii , x2 =
∏
pi∈S
pγii , where αi, βi, γi ∈ N. Then
gcd(x1, q − 1) =
∏
pi∈S
p
min(αi,βi)
i ,
which yields that
q − 1
gcd(x1, q − 1)
=
∏
pi∈S
p
αi−min(αi,βi)
i .
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Hence, Eq. (5) holds if and only if for each i,
0 = min(αi −min(αi, βi), αi −min(αi, γi))
= αi −max(min(αi, βi),min(αi, γi)).
That is,
αi = max(min(αi, βi),min(αi, γi))⇔ αi = min(αi, βi) or αi = min(αi, γi)
⇔ αi ≤ βi or αi ≤ γi
⇔ αi ≤ max(βi, γi)
⇔
∏
pi∈S
pαii
∣∣∣ lcm( ∏
pi∈S
pβii ,
∏
pi∈S
pγii
)
⇔ (q − 1) | lcm(x1, x2).
This completes the proof. 
Let α be a primitive element of Fq. Consider ξ1 = α
x1 and ξ2 = α
x2 . Let n = r1r2, where
1 ≤ r1 ≤ ord(ξ1), r2 = ord(ξ2). Denote
R =
r1⋃
i=1
Ri = {a1, . . . , an}, (6)
where Ri = {ξ
i
1ξ
j
2|j = 1, . . . , r2} for i = 1, 2, . . . , r1. Then we have the following result.
Lemma 6 With the above notations. Assume l | e, (q − 1) | lcm(x1, x2) and gcd(x2, q − 1) |
x1(p
l − 1). For any i = 1, . . . , n, let ai ∈ Rs for some 1 ≤ s ≤ r1. Then ai = ξ
s
1ξ
t
2 for some
1 ≤ t ≤ r2. We obtain
ui = aiξ
−sr2
1 r
−1
2
∏
1≤s′≤r1,s′ 6=s
(ξsr21 − ξ
s′r2
1 )
−1.
Besides, a−1i ui ∈ F
∗
pl
.
Proof. Since (q − 1) | lcm(x1, x2), by Lemma 5, gcd(ord(ξ1), ord(ξ2)) = 1 holds, which means
that 〈ξ1〉
⊗
〈ξ2〉 is a subgroup of F
∗
q with order ord(ξ1) · ord(ξ2). Hence, ai 6= aj for any
1 ≤ i 6= j ≤ n. One can see that
ui =
∏
aj∈Rs,ai 6=aj
(ai − aj)
−1 ·
∏
1≤s′≤r1,s′ 6=s
∏
aj′∈Rs′
(ai − aj′)
−1.
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Note that
∏
1≤t′≤r2−1
(x − ξt
′
2 ) =
∑r2−1
i=0 x
i, then
∏
aj∈Rs,ai 6=aj
(ai − aj) =
∏
1≤t′≤r2,t′ 6=t
(ξs1ξ
t
2 − ξ
s
1ξ
t′
2 ) = (ξ
s
1ξ
t
2)
r2−1
∏
1≤t′≤r2−1
(1 − ξt
′
2 ) = a
−1
i ξ
sr2
1 r2.
Besides, in light of
∏
1≤t′≤r2
(x− bξt
′
2 ) = x
r2 − br2 , we have
∏
aj′∈Rs′
(ai − aj′) =
∏
1≤t′≤r2
(ξs1ξ
t
2 − ξ
s′
1 ξ
t′
2 ) = ξ
sr2
1 − ξ
s′r2
1 .
Therefore, ui is obtained.
One can check that ξr21 ∈ F
∗
pl
if and only if gcd(x2, q− 1) | x1(p
l − 1). Then a−1i ui ∈ F
∗
pl
. 
Lemma 7 Let q = pe, l | e. Then for two positive integers x1 and x2, the following statements
are equivalent:
(1) (q − 1) | lcm(x1, x2), gcd(x2, q − 1) | x1(p
l − 1);
(2) (q − 1) | lcm(x1, x2),
q−1
pl−1
| x1.
Proof. (2)⇒(1): For q−1
pl−1 | x1, one has (q − 1) | x1(p
l − 1), which immediately yields that
gcd(x2, q − 1) | x1(p
l − 1).
(1)⇒(2): Note that for any a, b, c ∈ N,
a | lcm(b, c)⇔ a | lcm(b, gcd(a, c)).
Then by (q − 1) | lcm(x1, x2), we have
(q − 1) | lcm(x1, gcd(x2, q − 1)). (7)
Besides, it follows from gcd(x2, q − 1) | x1(p
l − 1) that
lcm(x1, gcd(x2, q − 1)) | lcm(x1, x1(p
l − 1)),
namely
lcm(x1, gcd(x2, q − 1)) | x1(p
l − 1). (8)
Combining Eqs. (7) and (8), we obtain (q − 1) | x1(p
l − 1), then q−1
pl−1
| x1.
This completes the proof. 
Based on the previous lemmas, we have the following theorem.
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Theorem 3 Let q = pe with p being an odd prime number. Assume 2l | e, (q− 1) | lcm(x1, x2)
and q−1
pl−1
| x1. Let n =
r(q−1)
gcd(x2,q−1)
, where 1 ≤ r ≤ q−1gcd(x1,q−1) . Then for any 1 ≤ k ≤ ⌊
pl+n
pl+1
⌋,
(1) there exists an [n, k]q MDS code C with h-dimensional l-Galois hull for any 0 ≤ h ≤ k−1;
(2) there exists an [n+1, k]q MDS code C with h-dimensional l-Galois hull for any 0 ≤ h ≤ k;
(3) there exists an [n+2, k]q MDS code C with h-dimensional l-Galois hull for any 0 ≤ h ≤
k − 1.
Proof. (1) Let a1, a2, . . . , an be defined as in Eq. (6). By Lemmas 4, 6 and 7, there ex-
ists vi ∈ F
∗
q such that v
pl+1
i = a
−1
i ui for i = 1, . . . , n. Set z := k − 1 − h and take β ∈ F
∗
q
such that γ := βp
l+1 6= 1. Put a = (a1, a2, . . . , an) and v = (βv1, . . . , βvz , vz+1, . . . , vn).
Consider the l-Galois hull of the [n, k]q MDS code C := GRSk(a,v). Then for any c =
(βv1f(a1), . . . , βvzf(az), vz+1f(az+1), . . . , vnf(an)) ∈ Hulll(C) with deg(f(x)) ≤ k − 1, by
Lemma 1 there exists a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1, such that
(βp
l+1vp
l+1
1 f
pl(a1), . . . , β
pl+1vp
l+1
z f
pl(az), v
pl+1
z+1 f
pl(az+1), . . . , v
pl+1
n f
pl(an))
= (u1g(a1), u2g(a2), . . . , ung(an)).
Namely,
(γa−11 u1f
pl(a1), . . . , γa
−1
z uzf
pl(az), a
−1
z+1uz+1f
pl(az+1), . . . , a
−1
n unf
pl(an))
= (u1g(a1), u2g(a2), . . . , ung(an)). (9)
Comparing the last n − z coordinates of Eq. (9), we have a−1i uif
pl(ai) = uig(ai), i.e.
fp
l
(ai) = aig(ai) for i = z + 1, . . . , n. Hence the number of the distinct roots of f
pl(x)− xg(x)
is at least n − z ≥ n − k + 1. Since k ≤ ⌊p
l+n
pl+1
⌋, we have deg(fp
l
(x)) ≤ pl(k − 1) ≤ n − k,
which, together with deg(xg(x)) ≤ n − k derives that deg(fp
l
(x) − xg(x)) ≤ n − k. We thus
have fp
l
(x) = xg(x) and x | f(x).
Observing the first z coordinates of Eq. (9), we have
γa−1i uif
pl(ai) = uig(ai) = uia
−1
i f
pl(ai)
for i = 1, . . . , z. Hence fp
l
(ai) = 0, i.e. f(ai) = 0 for i = 1, . . . , z. Then we can express f(x) as
f(x) = xc(x)
z∏
i=1
(x − ai)
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for some c(x) ∈ Fq[x] with deg(c(x)) ≤ k − z − 2. Thus dim(Hulll(C)) ≤ k − z − 1.
Conversely, similar to the proof of Theorem 1, we have dim(Hulll(C)) ≥ k−z−1. Therefore,
dim(Hulll(C)) = k − z − 1 = h.
(2) Let a1, . . . , an be defined as in Eq. (6) and let an+1 = 0. By Lemma 6, we have
∏
1≤j≤n+1,j 6=i
(ai − aj)
−1 = a−1i
∏
1≤j≤n,j 6=i
(ai − aj)
−1 ∈ F∗pl
for any 1 ≤ i ≤ n. For i = n+ 1, we have
n∏
j=1
(an+1 − aj)
−1 = (−1)n
[ r2∏
j=1
(
r1∏
i=1
ξi1ξ
j
2)
]−1
= (−1)nξ
−
r1(r1+1)r2
2
1 ξ
−
r2(r2+1)r1
2
2 ∈ F
∗
pl .
Denote wi =
∏
1≤j≤n+1,j 6=i(ai − aj)
−1, i = 1, . . . , n + 1. Then from Lemma 4, there exists
vi ∈ F
∗
q such that v
pl+1
i = wi for i = 1, . . . , n + 1. Set z := k − h and take β ∈ F
∗
q such
that γ := βp
l+1 6= 1. Put a = (a1, a2, . . . , an+1) and v = (βv1, . . . , βvz , vz+1, . . . , vn+1).
Consider the l-Galois hull of the [n + 1, k]q MDS code C := GRSk(a,v). Then for any c =
(βv1f(a1), . . . , βvzf(az), vz+1f(az+1), . . . , vn+1f(an+1)) ∈ Hulll(C) with deg(f(x)) ≤ k− 1, by
Lemma 2 there exists a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k, such that
(βp
l+1vp
l+1
1 f
pl(a1), . . . , β
pl+1vp
l+1
z f
pl(az), v
pl+1
z+1 f
pl(az+1), . . . , v
pl+1
n+1 f
pl(an+1))
= (w1g(a1), w2g(a2), . . . , wn+1g(an+1)).
Namely,
(γw1f
pl(a1), . . . , γwzf
pl(az), wz+1f
pl(az+1), . . . , wn+1f
pl(an+1))
= (w1g(a1), w2g(a2), . . . , wn+1g(an+1)). (10)
From the last n− z+1 coordinates of Eq. (10), we have wif
pl(ai) = wig(ai), i.e. f
pl(ai) =
g(ai) for i = z + 1, . . . , n + 1. Hence the number of the distinct roots of f
pl(x) − g(x) is at
least n− z + 1 ≥ n− k+1. Since k ≤ ⌊p
l+n
pl+1 ⌋, we have deg(f
pl(x)) ≤ pl(k− 1) ≤ n− k, which,
together with deg(g(x)) ≤ n− k derives that deg(fp
l
(x)− g(x)) ≤ n− k. Hence fp
l
(x) = g(x).
Observing the first z coordinates of Eq. (10), we have
γwif
pl(ai) = wig(ai) = wif
pl(ai)
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for i = 1, . . . , z. Hence fp
l
(ai) = 0, i.e. f(ai) = 0 for i = 1, . . . , z. Then we can express f(x) as
f(x) = c(x)
z∏
i=1
(x− ai)
for some c(x) ∈ Fq[x] with deg(c(x)) ≤ k − z − 1. Thus dim(Hulll(C)) ≤ k − z.
Conversely, similar to the proof of Theorem 2, we have dim(Hulll(C)) ≥ k − z. Therefore,
dim(Hulll(C)) = k − z = h.
(3) Let z := k − 1 − h. Let a = (a1, a2, . . . , an+1), v = (βv1, . . . , βvz , vz+1, . . . , vn+1) and
wi be defined as in part (2). Consider the l-Galois hull of the [n + 2, k]q MDS code C :=
GRSk(a,v,∞). For any c = (βv1f(a1), . . . , βvzf(az), vz+1f(az+1), . . . , vn+1f(an+1), fk−1) ∈
Hulll(C) with deg(f(x)) ≤ k − 1, by Lemma 3 there exists a polynomial g(x) ∈ Fq[x] with
deg(g(x)) ≤ n− k + 1, such that
(βp
l+1vp
l+1
1 f
pl(a1), . . . , β
pl+1vp
l+1
z f
pl(az), v
pl+1
z+1 f
pl(az+1), . . . , v
pl+1
n+1 f
pl(an+1), f
pl
k−1)
= (w1g(a1), . . . , wn+1g(an+1),−gn−k+1).
Namely,
(γw1f
pl(a1), . . . , γwzf
pl(az), wz+1f
pl(az+1), . . . , wn+1f
pl(an+1), f
pl
k−1)
= (w1g(a1), . . . , wn+1g(an+1),−gn−k+1). (11)
For i = z +1, . . . , n+1, by comparing the i-th coordinate of Eq. (11), we have wif
pl(ai) =
wig(ai), i.e. f
pl(ai) = g(ai). Hence the number of the distinct roots of f
pl(x)− g(x) is at least
n−z+1 ≥ n−k+2. Since k ≤ ⌊p
l+n
pl+1
⌋, we have deg(fp
l
(x)) ≤ pl(k−1) ≤ n−k, which, together
with deg(g(x)) ≤ n− k + 1 derives that deg(fp
l
(x) − g(x)) ≤ n− k + 1. Hence fp
l
(x) = g(x).
Moreover, we have fp
l
k−1 = −gn−k+1 from Eq. (11). Assume that fk−1 6= 0. By deg(f
pl(x)) =
deg(g(x)), we have pl(k − 1) = n − k + 1, which yields a contradiction to pl(k − 1) ≤ n − k.
Hence, fk−1 = 0, implying that deg(f(x)) ≤ k − 2.
According to the first z coordinates of Eq. (11), we have
γwif
pl(ai) = wig(ai) = wif
pl(ai)
for i = 1, . . . , z. Hence fp
l
(ai) = 0, i.e. f(ai) = 0 for i = 1, . . . , z. Then f(x) can be expressed
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as
f(x) = c(x)
z∏
i=1
(x− ai)
for some c(x) ∈ Fq[x] with deg(c(x)) ≤ k − 2− z. Thus dim(Hulll(C)) ≤ k − 1− z.
Conversely, similar to the proof of Theorem 2, we have dim(Hulll(C)) ≥ k−1−z. Therefore,
dim(Hulll(C)) = k − 1− z = h. 
Let q = pe with p being a prime number. Assume l | e and set y := q−1
pl−1
. Let m | (q − 1).
Then m can be labeled as m = m1m2, where m1 =
m
gcd(m,y) and m2 = gcd(m, y). Let F
∗
q = 〈α〉.
Denote H = 〈ϑ1〉 and G = 〈ϑ2〉, where ϑ1 := α
q−1
m and ϑ2 = α
y
m2 . Then ord(H) = m and
ord(G) = (pl − 1)m2.
Combining m1 |
q−1
m2
, i.e. m1 | (p
l − 1) · y
m2
with gcd(m1,
y
m2
) = 1, we obtain m1 | (p
l − 1),
which implies that H is a subgroup of G. We may assume ηi to be coset representatives of
G/H , where i = 1, . . . , p
l−1
m1
. Let n = rm, where 1 ≤ r ≤ p
l−1
m1
. Denote
H =
r⋃
i=1
ηiH = {a1, . . . , an}.
We have the following result.
Lemma 8 With the above notations. For any i = 1, . . . , n, let ai ∈ ηsH for some 1 ≤ s ≤ r.
Then ai = ηsϑ
t
1 for some 1 ≤ t ≤ m. We obtain
ui = aiη
−m
s m
−1
∏
1≤s′≤r,s′ 6=s
(ηms − η
m
s′ )
−1.
Besides, a−1i ui ∈ F
∗
pl
.
Proof. One can see that
ui =
∏
aj∈ηsH,ai 6=aj
(ai − aj)
−1 ·
∏
1≤s′≤r,s′ 6=s
∏
aj′∈ηs′H
(ai − aj′)
−1.
We have
∏
aj∈ηsH,ai 6=aj
(ai − aj) =
∏
1≤t′≤m,t′ 6=t
(ηsϑ
t
1 − ηsϑ
t′
1 ) = (ηsϑ
t
1)
m−1
∏
1≤t′≤m−1
(1− ϑt
′
1 ) = a
−1
i η
m
s m,
and we also obtain
∏
aj′∈ηs′H
(ai − aj′) =
∏
1≤t′≤m
(ηsϑ
t
1 − ηs′ϑ
t′
1 ) = η
m
s − η
m
s′ .
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Then ui can be calculated.
For any 1 ≤ i ≤ r, ηi = ϑ
j
2 for some 1 ≤ j ≤ (p
l − 1)m2. Then η
m
i = α
jm1y ∈ F∗
pl
, which
means that a−1i ui ∈ F
∗
pl
. 
By Lemma 6, we have the following theorem.
Theorem 4 Let q = pe with p being an odd prime number. Assume 2l | e and m | (q − 1). Set
y := q−1
pl−1 . Let n = rm, where 1 ≤ r ≤
pl−1
m1
with m1 =
m
gcd(m,y) . Then for any 1 ≤ k ≤ ⌊
pl+n
pl+1 ⌋,
(1) there exists an [n, k]q MDS code C with h-dimensional l-Galois hull for any 0 ≤ h ≤ k−1;
(2) there exists an [n+1, k]q MDS code C with h-dimensional l-Galois hull for any 0 ≤ h ≤ k;
(3) there exists an [n+2, k]q MDS code C with h-dimensional l-Galois hull for any 0 ≤ h ≤
k − 1.
Proof. Similar to the proof of Theorem 3. 
Remark 2 Note that when e = 2l, Theorem 4 is the same to the results in [13, Theorems
3.8-3.10]. Therefore, Theorem 4 is a generalization of [13, Theorems 3.8-3.10].
Remark 3 As far as we know, the MDS codes with Galois hulls of arbitrary dimension in
Theorems 1-4 are constructed for the first time.
4 Construction of EAQECCs
In this section, we will construct nine families of EAQECCs from the previous results in
Section 3. First, let’s review some basic concepts and notations on quantum codes.
For the complex field C, let Cq denote the q-dimensional Hilbert space over C. For a pure
n-qudit state, it can be represented as |v〉 =
∑
a∈Fnq
va|a〉, where va ∈ C with
∑
a∈Fnq
|va|
2 = 1
and {|a〉 = |a1〉
⊗
· · ·
⊗
|an〉 : (a1, . . . , an) ∈ F
n
q } is a basis of C
qn . For a = (a1, . . . , an),
b = (b1, . . . , bn) ∈ F
n
q , let T (a) = T (a1)
⊗
· · ·
⊗
T (an) and R(a) = R(a1)
⊗
· · ·
⊗
R(an) be
the tensor products of n error operators. Then the error set
En = {γ
iT (a)R(b)|0 ≤ i ≤ p− 1, a,b ∈ Fnq }
forms an error group, where γ is a complex primitive p-th root of unity, T (a) and R(b) are
defined as T (a)|v〉 = |v + a〉 and R(b)|v〉 = γtrFq/Fp ((b,v)E)|v〉, respectively. For any error
e = γiT (a)R(b), its quantum weight is defined by wQ(e) = ♯{i|(ai, bi) 6= (0, 0)}. Let En(i) =
{e ∈ En|wQ(e) ≤ i}. For a q-ary quantum code Q, if d is the largest integer such that
〈u|e|v〉 = 0 for any |u〉, |v〉 ∈ Q with 〈u|v〉 = 0 and e ∈ En(d − 1), then Q has minimum
distance d.
We denote by [[n, k, d]]q a q-ary quantum code of length n, dimension q
k and minimum
distance d. It has the abilities to detect d − 1 quantum errors and correct ⌊d−12 ⌋ quantum
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errors. Moreover, the code rate k
n
of such a quantum code is also an important parameter in
practice. For fixed length n and minimum distance d, the larger value of k
n
(or k) means the
better performance of the quantum code.
In the theory of quantum error correction, a significant development was the introduction
of entanglement-assisted quantum error-correcting codes (EAQECCs). It is assumed that in
addition to a quantum channel, the sender and the receiver share a certain amount of pre-
existing entangled bits. By utilizing the shared entangled bits, it is possible that the sender
can send more qubits or correct more errors in the sense of the same rate of transmission. We
denote by [[n, k, d; c]]q a q-ary EAQECC which encodes k logical qubits into n channel qubits
by means of c entangled bits. For an EAQECC, its performance is determined by its rate k
n
and
net rate k−c
n
. The value of net rate can be positive, negative or zero. When c = 0, the EAQECC
is just a quantum stabilizer code. The parameters of an EAQECC satify the following quantum
Singleton bound.
Lemma 9 ( [3]) The parameters of any [[n, k, d; c]]q EAQECC satisfy
n+ c− k ≥ 2(d− 1),
where 0 ≤ c ≤ n− 1.
If the parameters of an EAQECC satisfy the quantum Singleton bound, i.e. n + c − k =
2(d− 1), the it is called a MDS EAQECC.
The following result provided by Wilde and Brun [27] tells us that an EAQECC can be
constructed from two classical codes.
Lemma 10 ( [27]) Assume that C1 : [n, k1, d1]q and C2 : [n, k2, d2]q are two linear codes
with parity check matrices H1 and H2, respectively. Then there exists an [[n, k1 + k2 − n +
c,min{d1, d2}; c]]q EAQECC, where c = rank(H1H
T
2 ) is the required number of maximally en-
tangled states.
For a matrix A = (aij) over Fq, define A
(pe−l) = (ap
e−l
ij ) and denote A
‡ = [A(p
e−l)]T . Then
we have the following lemma.
Lemma 11 ( [19]) Let C be a linear [n, k, d]q code with parity-check matrix H. Then
rank(HH‡) = n− k − dim(Hulll(C)).
Taking C1 = C and C2 = C
(pe−l) in Lemma 10 and applying Lemma 11, one can obtain the
following result.
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Lemma 12 Let C be a linear [n, k, d]q code with parity-check matrix H. Then there exists an
[[n, k − dim(Hulll(C)), d;n − k − dim(Hulll(C))]]q EAQECC. Further, if C is an [n, k]q MDS
code, then exists an [[n, k− dim(Hulll(C)), n− k+1;n− k− dim(Hulll(C))]]q MDS EAQECC.
Applying Theorems 1-4 to Lemma 12, we construct the following nine families of MDS
EAQECCs with flexible parameters.
Theorem 5 For any 0 ≤ h ≤ k, there exists an [[n, k−h, n−k+1;n−k−h]]q MDS EAQECC
if one of the following conditions holds:
(1) n | (q − 1), 1 ≤ k ≤ ⌊p
l+n−1
pl+1
⌋;
(2) n | (pl − 1), 1 ≤ k ≤ ⌊n2 ⌋.
Theorem 6 Let q = pe with p being an odd prime number and let 0 ≤ l ≤ e−1. Let n ≤ pl with
2l | e. Then for any 0 ≤ h ≤ k, where 1 ≤ k ≤ ⌊n2 ⌋, there exists an [[n, k−h, n−k+1;n−k−h]]q
MDS EAQECC.
Theorem 7 Let q = pe with p being an odd prime number. Assume 2l | e, (q− 1) | lcm(x1, x2)
and q−1
pl−1
| x1. Let n =
r(q−1)
gcd(x2,q−1)
, where 1 ≤ r ≤ q−1gcd(x1,q−1) . Then for any 1 ≤ k ≤ ⌊
pl+n
pl+1
⌋,
(1) there exists an [[n, k − h, n− k + 1;n− k − h]]q MDS EAQECC for any 0 ≤ h ≤ k − 1;
(2) there exists an [[n+1, k−h, n−k+2;n−k−h+1]]q MDS EAQECC for any 0 ≤ h ≤ k;
(3) there exists an [[n+2, k−h, n−k+3;n−k−h+2]]q MDS EAQECC for any 0 ≤ h ≤ k−1.
Theorem 8 Let q = pe with p being an odd prime number. Assume 2l | e and m | (q − 1). Set
y := q−1
pl−1
. Let n = rm, where 1 ≤ r ≤ p
l−1
m1
with m1 =
m
gcd(m,y) . Then for any 1 ≤ k ≤ ⌊
pl+n
pl+1
⌋,
(1) there exists an [[n, k − h, n− k + 1;n− k − h]]q MDS EAQECC for any 0 ≤ h ≤ k − 1;
(2) there exists an [[n+1, k−h, n−k+2;n−k−h+1]]q MDS EAQECC for any 0 ≤ h ≤ k;
(3) there exists an [[n+2, k−h, n−k+3;n−k−h+2]]q MDS EAQECC for any 0 ≤ h ≤ k−1.
Remark 4 Note that the required number of maximally entangled states of the MDS EAQECCs
shown in [10, 15, 20, 23] are fixed. By contrast, the required number of maximally entangled
states of the MDS EAQECCs in Theorems 5-8 can take almost all possible values. Therefore,
the MDS EAQECCs in Theorems 5-8 have more flexible parameters. To illustrate our results
in the above theorems, we provide some new MDS EAQECCs in Tables 1-4, which are not
obtained by the Euclidean case and the Hermitian case since l 6= 0 and l 6= e2 for even e.
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Table 1: Some new MDS EAQECCs from Theorem 5 for e = 6 and l = 2.
k h MDS EAQECCs k h MDS EAQECCs
10 1 [[63, 9, 54; 52]]64 12 3 [[63, 9, 52; 48]]64
10 2 [[63, 8, 54; 51]]64 12 4 [[63, 8, 52; 47]]64
10 3 [[63, 7, 54; 50]]64 12 5 [[63, 7, 52; 46]]64
10 4 [[63, 6, 54; 49]]64 12 6 [[63, 6, 52; 45]]64
10 5 [[63, 5, 54; 48]]64 12 7 [[63, 5, 52; 44]]64
10 6 [[63, 4, 54; 47]]64 12 8 [[63, 4, 52; 43]]64
10 7 [[63, 3, 54; 46]]64 12 9 [[63, 3, 52; 42]]64
10 8 [[63, 2, 54; 45]]64 12 10 [[63, 2, 52; 41]]64
10 9 [[63, 1, 54; 44]]64 12 11 [[63, 1, 52; 40]]64
10 10 [[63, 0, 54; 43]]64 12 12 [[63, 0, 52; 39]]64
11 1 [[63, 10, 53; 51]]64 13 1 [[63, 12, 51; 49]]64
11 2 [[63, 9, 53; 50]]64 13 2 [[63, 11, 51; 48]]64
11 3 [[63, 8, 53; 49]]64 13 3 [[63, 10, 51; 47]]64
11 4 [[63, 7, 53; 48]]64 13 4 [[63, 9, 51; 46]]64
11 5 [[63, 6, 53; 47]]64 13 5 [[63, 8, 51; 45]]64
11 6 [[63, 5, 53; 46]]64 13 6 [[63, 7, 51; 44]]64
11 7 [[63, 4, 53; 45]]64 13 7 [[63, 6, 51; 43]]64
11 8 [[63, 3, 53; 44]]64 13 8 [[63, 5, 51; 42]]64
11 9 [[63, 2, 53; 43]]64 13 9 [[63, 4, 51; 41]]64
11 10 [[63, 1, 53; 42]]64 13 10 [[63, 3, 51; 40]]64
11 11 [[63, 0, 53; 41]]64 13 11 [[63, 2, 51; 39]]64
12 1 [[63, 11, 52; 50]]64 13 12 [[63, 1, 51; 38]]64
12 2 [[63, 10, 52; 49]]64 13 13 [[63, 0, 51; 37]]64
Table 2: Some new MDS EAQECCs from Theorem 6 for e = 8 and l = 2.
k h MDS EAQECCs k h MDS EAQECCs
9 1 [[25, 8, 17; 15]]58 11 3 [[25, 8, 15; 11]]58
9 2 [[25, 7, 17; 14]]58 11 4 [[25, 7, 15; 10]]58
9 3 [[25, 6, 17; 13]]58 11 5 [[25, 6, 15; 9]]58
9 4 [[25, 5, 17; 12]]58 11 6 [[25, 5, 15; 8]]58
9 5 [[25, 4, 17; 11]]58 11 7 [[25, 4, 15; 7]]58
9 6 [[25, 3, 17; 10]]58 11 8 [[25, 3, 15; 6]]58
9 7 [[25, 2, 17; 9]]58 11 9 [[25, 2, 15; 5]]58
9 8 [[25, 1, 17; 8]]58 11 10 [[25, 1, 15; 4]]58
9 9 [[25, 0, 17; 7]]58 11 11 [[25, 0, 15; 3]]58
10 1 [[25, 9, 16; 14]]58 12 1 [[25, 11, 14; 12]]58
10 2 [[25, 8, 16; 13]]58 12 2 [[25, 10, 14; 11]]58
10 3 [[25, 7, 16; 12]]58 12 3 [[25, 9, 14; 10]]58
10 4 [[25, 6, 16; 11]]58 12 4 [[25, 8, 14; 9]]58
10 5 [[25, 5, 16; 10]]58 12 5 [[25, 7, 14; 8]]58
10 6 [[25, 4, 16; 9]]58 12 6 [[25, 6, 14; 7]]58
10 7 [[25, 3, 16; 8]]58 12 7 [[25, 5, 14; 6]]58
10 8 [[25, 2, 16; 7]]58 12 8 [[25, 4, 14; 5]]58
10 9 [[25, 1, 16; 6]]58 12 9 [[25, 3, 14; 4]]58
10 10 [[25, 0, 16; 5]]58 12 10 [[25, 2, 14; 3]]58
11 1 [[25, 10, 15; 13]]58 12 11 [[25, 1, 14; 2]]58
11 2 [[25, 9, 15; 12]]58 12 12 [[25, 0, 14; 1]]58
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Table 3: Some new MDS EAQECCs from Theorem 7 for e = 4, l = 1, x1 = 160 and x2 = 3.
k h MDS EAQECCs k h MDS EAQECCs
20 6 [[80, 14, 61; 54]]81 20 13 [[80, 7, 61; 47]]81
20 6 [[81, 14, 62; 55]]81 20 13 [[81, 7, 62; 48]]81
20 6 [[82, 14, 63; 56]]81 20 13 [[82, 7, 62; 49]]81
20 7 [[80, 13, 61; 53]]81 20 14 [[80, 6, 61; 46]]81
20 7 [[81, 13, 62; 54]]81 20 14 [[81, 6, 62; 47]]81
20 7 [[82, 13, 63; 55]]81 20 14 [[82, 6, 63; 48]]81
20 8 [[80, 12, 61; 52]]81 20 15 [[80, 5, 61; 45]]81
20 8 [[81, 12, 62; 53]]81 20 15 [[81, 5, 62; 46]]81
20 8 [[82, 12, 63; 54]]81 20 15 [[82, 5, 63; 47]]81
20 9 [[80, 11, 61; 51]]81 20 16 [[80, 4, 61; 44]]81
20 9 [[81, 11, 62; 52]]81 20 16 [[81, 4, 62; 45]]81
20 9 [[82, 11, 63; 53]]81 20 16 [[82, 4, 63; 46]]81
20 10 [[80, 10, 61; 50]]81 20 17 [[80, 3, 61; 43]]81
20 10 [[81, 10, 62; 51]]81 20 17 [[81, 3, 62; 44]]81
20 10 [[82, 10, 63; 52]]81 20 17 [[82, 3, 63; 45]]81
20 11 [[80, 9, 61; 49]]81 20 18 [[80, 2, 61; 42]]81
20 11 [[81, 9, 62; 50]]81 20 18 [[81, 2, 62; 43]]81
20 11 [[82, 9, 63; 51]]81 20 18 [[82, 2, 63; 44]]81
20 12 [[80, 8, 61; 48]]81 20 19 [[80, 1, 61; 41]]81
20 12 [[81, 8, 62; 49]]81 20 19 [[81, 1, 62; 42]]81
20 12 [[82, 8, 63; 50]]81 20 19 [[82, 1, 63; 43]]81
Table 4: Some new MDS EAQECCs from Theorem 8 for e = 4 and l = 1.
k h MDS EAQECCs k h MDS EAQECCs
9 1 [[40, 8, 32; 30]]81 10 1 [[40, 9, 31; 29]]81
9 1 [[41, 8, 33; 31]]81 10 1 [[41, 9, 32; 30]]81
9 1 [[42, 8, 34; 32]]81 10 1 [[42, 9, 33; 31]]81
9 2 [[40, 7, 32; 29]]81 10 2 [[40, 8, 31; 28]]81
9 2 [[41, 7, 33; 30]]81 10 2 [[41, 8, 32; 29]]81
9 2 [[42, 7, 34; 31]]81 10 2 [[42, 8, 33; 30]]81
9 3 [[40, 6, 32; 28]]81 10 3 [[40, 7, 31; 27]]81
9 3 [[41, 6, 33; 29]]81 10 3 [[41, 7, 32; 28]]81
9 3 [[42, 6, 34; 30]]81 10 3 [[42, 7, 33; 29]]81
9 4 [[40, 5, 32; 27]]81 10 4 [[40, 6, 31; 26]]81
9 4 [[41, 5, 33; 28]]81 10 4 [[41, 6, 32; 27]]81
9 4 [[42, 5, 34; 29]]81 10 4 [[42, 6, 33; 28]]81
9 5 [[40, 4, 32; 26]]81 10 5 [[40, 5, 31; 25]]81
9 5 [[41, 4, 33; 27]]81 10 5 [[41, 5, 32; 26]]81
9 5 [[42, 4, 34; 28]]81 10 5 [[42, 5, 33; 27]]81
9 6 [[40, 3, 32; 25]]81 10 6 [[40, 4, 31; 24]]81
9 6 [[41, 3, 33; 26]]81 10 6 [[41, 4, 32; 25]]81
9 6 [[42, 3, 34; 27]]81 10 6 [[42, 4, 33; 26]]81
9 7 [[40, 2, 32; 24]]81 10 7 [[40, 3, 31; 23]]81
9 7 [[41, 2, 33; 25]]81 10 7 [[41, 3, 32; 24]]81
9 7 [[42, 2, 34; 26]]81 10 7 [[42, 3, 33; 25]]81
5 Conclusion and discussion
In this paper, by using GRS codes and extended GRS codes, we provided several new families
of MDS codes with Galois hulls of arbitrary dimensions that are not obtained before. Some of
the GRS codes and extended GRS codes were constructed by virtue of certain multiplicative
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subgroups of F∗q and their cosets. Moreover, some of them generalized the ones in [13]. Through
these MDS codes, we provided nine new families of MDS EAQECCs in which the required
number of maximally entangled states are flexible. As an illustration, we list some new MDS
EAQECCs in Tables 1-4.
Note that the dimension k of the MDS codes constructed in Theorem 1 (1) and Theorems
3 and 4 is roughly bounded by ⌊p
l+n
pl+1
⌋. Therefore, we propose the following question.
Question 1 Can we construct MDS codes with a larger dimension k such that ⌊p
l+n
pl+1 ⌋ < k ≤
⌊n2 ⌋ and determine the corresponding dimensions of their Galois hulls?
Let C be an [n, k]q MDS code. By [19, Proposition 2.4], its l-Galois dual code is an [n, n−k]q
MDS code. Then by Lemma 12, there exists an
[[n, n− k − dim(Hulll(C
⊥l)), k + 1; k − dim(Hulll(C
⊥l))]]q (12)
MDS EAQECC. For the Euclidean case, i.e. l = 0 and for the Hermitian case, i.e. l = e2 , since
(C⊥)⊥ = C and (C⊥H )⊥H = C, we have
Hull(C) = Hull(C⊥), HullH(C) = HullH(C
⊥H ).
As a consequence, the parameters in Eq. (12) can be determined by the dimension of the
Euclidean hull or the Hermitian hull of C. However, for l 6= 0 and l 6= e2 , in general, we have
(C⊥l)⊥l 6= C. Naturally, we propose the following question.
Question 2 How to determine the relationship between Hulll(C) and Hulll(C
⊥l)? Further, is
there an equality that represents the relationship between dim(Hulll(C)) and dim(Hulll(C
⊥l))?
If we could solve this problem, another nine families of MDS EAQECCs will be constructed
from Eq. (12) except those shown in Theorems 5-8.
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