


















worldwide, with protected denomination  of  origin  (PDO). On  the  other hand,  it  is  also highly 
subject  to counterfeiting. In particular,  it  is critical  to assess  the authenticity of grated cheese,  to 



























































misleading  commercial practices  (class modeling),  and  (ii)  verifying  the  compliance of  authentic 
grated  Parmigiano  cheese  with  respect  to  the  maximum  allowed  rind  content  percentage 
(multivariate calibration). 
With respect to the first issue, the current methodology is based on the assessment of stable light 
isotopes  and  mineral  profiles  [18,19],  which  Grana  Padano  and  Parmigiano  Reggiano  Cheese 






























of  rind  (prepared  as  described  previously)  and  10  samples  were  not‐PR  cheese  samples  from 
competitors, of different provenance. In Table 1 are reported the number of samples analyzed per 





















































1 were measured  on  the  first  day,  and  samples  coded  PR  2nd,  PR‐unknown  and  not‐PR were 
measured on  the  second day. For  each  set of  acquisitions,  a  sample was  randomly  selected  and 
acquired  several  times  during  the  measuring  session  to  get  a  rough  estimate  of  spectra 











the  following  spectral preprocessing  steps were applied  in  sequence:  smoothing  (Savitzky‐Golay 















The  authenticity  model  was  developed  by  using  a  class  modeling  technique,  i.e.,  Soft 
Independent Modeling  of Class Analogy  (SIMCA)  [34,35],  since we need  to develop  a  one‐class 
model,  namely  to  assess  if  a  grated  cheese  sample  is  or  not  obtained  by  authentic  wheels  of 
Parmigiano Reggiano cheese (PR). 
2.4.1. Datasets 
For  authenticity  assessment, we  considered  all  the  available authentic Parmigiano Reggiano 












(if more  than one  is modeled)—this  is  assumed  to describe  at best  the  similarity of  the  samples 
belonging  to  each  given  class,  or,  in  other  words,  their  uniqueness.  Data  preprocessing,  e.g., 
centering,  is done  separately  for  each  class,  as well  as  the number of  components  is  established 
independently for each class. The classification rule is defined on the basis of distance of the sample 
to the class model and two distances are defined: (i) the scores distance (SD), which indicates how far 















  √2   
where Q  is the sum of squared residuals (OD),  𝑇   is the Mahalanobis distance  from the origin  in 













(2)  the  class  boundary, which  allows  for  defining  the  class  acceptance  area.  In  alternative‐
SIMCA, this is usually set by choosing a priori a certain significance level, e.g., the 95th percentile of 
the references SD and OD distributions (α = 0.05). 
However,  there  are  also  approaches  where  the  two  parameters  model’s  complexity  and 
significance level are not tuned independently—in particular, we tested: 
(i) a recently proposed one [38], which simultaneously optimizes the significance level and the 
number  of  components  by  maximizing  the  area  under  the  cross‐validated  receiver  operating 









In  this  study,  at  the  beginning,  only  the  PR  1st  and PR  2nd  samples  (calibration  set) were 
available. In this case, the number of principal components (PCs) was estimated according to two 
different criteria: the minimum of root mean squares error in cross‐validation, RMSECV (venetian 








































of components could be selecting  the number which allows  for achieving  the maximum value of 
sensitivity in cross‐validation (Sensitivity_CV). This is an estimate of the predictive capability toward 
correct acceptance of samples belonging to the target category. A second criterion, as for PCA, is to 





of  components;  adopting  the  criterion  of maximum  value  of  Sensitivity_CV would  lead  to  the 




In  the  second case, by using  five of  the not‐PR samples,  it was also possible  to estimate  the 
Specificity_CV, and thus the criterion of selecting the number of components giving the highest value 
of  efficiency  in CV  can be  adopted.  In Figure  3a,  the plot of Sensitivity_CV, Specificity_CV  and 
Efficiency_CV values with an increasing number of components is shown. A five‐component model 
corresponds  to  the highest value of Efficiency_CV. The simultaneous optimization of significance 





Figure  3.  One‐class  Soft  Independent  Modeling  of  Class  Analogy  (SIMCA)  model  built  using 
authentic PR samples (PR1st and PR2nd, in Table 1) as a calibration set. (a) Sensitivity, specificity and 
























































































































acceptance area,  for  the  two PCs  (Figure 4a) and  five PCs  (Figure 4b) alternative‐SIMCA models, 
respectively. In Figure 4b, the not‐PR samples used to assess efficiency are shown by green triangles. 
 
Figure  4.  Reduced  score  distance  (𝑇 /𝑇 )  vs.  reduced  orthogonal  distance  (Q/Qlim),  at  95% 
confidence level. (a) One‐class SIMCA model with two components, selected according to maximum 
Sensitivity_CV; (b) One‐class SIMCA model with five components, selected according to maximum 







closest  to what  could  be  a  confirmation  analysis  protocol,  i.e.,  acquiring Raman  spectra  on  intact 










Thus, we  considered  updating  the model  by  augmenting  the  calibration  set  including  six 


























grinding,  etc.  has  to  be  considered. However,  the model  can  distinguish  compliant  from  non‐
compliant PR samples quite well. In fact, only three samples fall in the region of wrongly rejected 
and three (of which one quite close to the limit) in the region of wrongly accepted, respectively. 























































A  strict  comparison  with  other  proposed methodologies may  be  impaired  because  of  the 
different number of samples (unpacked), different instruments and classification algorithms applied. 
However, the predictive capability of the different approaches can be generally discussed. 
Camin et al.  [18] analysed a quite  large number of samples  (265) and reported a 98% correct 
classification  rate  for  random  forest  (RF)  classification based on  stable  light  isotope analysis and 
mineral profiles, which  is  the  reference methodology;  the predictive  capability of RF model was 
instead not reported. 








































non‐destructive,  quite  cheap  analytical  technique  that  would  enable  a  much  wider  screening 
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