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We investigate the Peierls-Feynman-Bogoliubov variational principle to map Hubbard models
with nonlocal interactions to effective models with only local interactions. We study the renormal-
ization of the local interaction induced by nearest-neighbor interaction and assess the quality of
the effective Hubbard models in reproducing observables of the corresponding extended Hubbard
models. We compare the renormalization of the local interactions as obtained from numerically ex-
act determinant Quantum Monte Carlo to approximate but more generally applicable calculations
using dual boson, dynamical mean field theory, and the random phase approximation. These more
approximate approaches are crucial for any application with real materials in mind. Furthermore,
we use the dual boson method to calculate observables of the extended Hubbard models directly and
benchmark these against determinant Quantum Monte Carlo simulations of the effective Hubbard
model.
I. INTRODUCTION
Strongly correlated materials form one of the most
challenging problems in condensed matter physics. De-
termining the electronic structure of a realistic material
usually involves a multi-step process. First, the original
problem is downfolded to a model system that describes
the strongly correlated sector. Subsequently, an approxi-
mate solution for the model system is sought. The model
system should be simple enough that it is computation-
ally tractable. The Hubbard model of itinerant electrons
with a local interaction is a popular choice1–5. The orig-
inal electrons of the model, however, have a long-range
Coulomb interaction, so in general one would prefer to
use an extended Hubbard model that also includes the
non-local interactions, if this was computationally feasi-
ble.
The Peierls-Feynman-Bogoliubov variational princi-
ple6–8 can be used to map extended Hubbard models with
non-local interactions to effective models with only local
interactions9. Previously, this method has been used to
estimate the effective local interaction in materials with a
hexagonal lattice, such as graphene9. Our focus here is on
the square lattice Hubbard model with nearest-neighbor
interaction. This system has been studied extensively as
a testbed for theories developed over the last few years,
using, e.g., Quantum Monte Carlo10, EDMFT+GW11–13,
Dual Boson14 and a slave boson approach15,16. Of partic-
ular interest is how the renormalized effective interaction
depends on the parameters of the Hubbard model. We
show that the screening that leads to a renormalization
of the local interaction depends strongly on interaction
strength and filling.
We use four different computational methods, namely
Determinant Quantum Monte Carlo17 (DQMC), Dual
Boson14,18,19 (DB), Dynamical Mean-Field Theory20,21
(DMFT) and the Random Phase Approximation
(RPA)22. Two of these, DQMC and DMFT, are re-
stricted to systems with local interaction. This is one of
the main motivations for the effective Hubbard model ap-
proach: the variational principle allows predictions about
the extended Hubbard model using computational meth-
ods that are restricted to the Hubbard model. Since
DQMC is numerically exact, it provides the perfect
benchmark for the other methods. DMFT, on the other
hand, is an approximation that can be extended to real-
istic, multi-orbital systems. Coupled with DFT, it forms
the workhorse of the strongly correlated materials com-
munity. With the variational principle, non-local interac-
tions can be incorporated into DMFT calculations with
relative ease.
RPA and DB allow us to do calculations in the ex-
tended Hubbard model. The RPA has only a limited
range of validity, since it is a theory for weakly interact-
ing systems. At the same time, computationally it is the
simplest of all the theories considered here. DB, on the
other hand, is an extension of DMFT that incorporates
strong correlation effects. We use it to determine observ-
ables in the presence of non-local interaction effects, and
to study which observables follow the predictions of the
variational principle.
The remainder of this work is structured as follows:
In Sec. II we give a short overview of the variational
principle used to determine the effective local interaction
and of the methods used to obtain numerical results. In
Sec. III, we determine the effective interaction strength in
the half-filled Hubbard model. In Sec. IV, we use DQMC
as benchmark for several observables calculated in DB,
and in Sec. V we calculate these observables in the corre-
sponding extended Hubbard model using DB. In Sec. VI
and VII, we perform the same analysis for a strongly
doped Hubbard model.
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2II. METHODS
The extended Hubbard model on the square lattice
with nearest-neighbor hopping reads
H = −t
∑
〈i,j〉,σ
c†iσcjσ + U
∑
i
ni↑ni↓ +
1
2
∑
i6=j
σ,σ′
Vijniσnjσ′ ,
(1)
where t is the nearest-neighbor hopping-matrix element
and 〈i, j〉 is a sum over nearest neighbors. U and Vij are
the local and non-local Coulomb matrix elements, respec-
tively. The extended Hubbard model is a particular case
of the so-called polar model that has been studied since
the 1930’s23–25.
We briefly review the main results of the variational
method to map extended Hubbard models to effective
Hubbard models with only local interactions9. The ef-
fective Hubbard model, reading
H˜ = −t
∑
〈i,j〉,σ
c†iσcjσ + U˜
∑
i
ni↑ni↓, (2)
is varied with respect to the effective local interaction U˜
in order to minimize a free energy functional. This is
equivalent to solving
U˜ = U −
∑
j 6=0
V0j
∂U˜ 〈n0nj〉H˜
∂U˜ 〈n0n0〉H˜
(3)
for U˜ . For only nearest-neighbor interaction V , Eq. 3
simplifies to
U˜ = U − V α(U˜), (4)
where we have introduced the nearest-neighbor renormal-
ization strength
α(U˜) =
∑
〈0,j〉
∂U˜ 〈n0nj〉H˜
∂U˜ 〈n0n0〉H˜
. (5)
Physically, this α describes the effective screening of
the local interaction by the non-local interaction effects.
α is a function of U˜ , so it can be determined with knowl-
edge of the effective local model alone. There is no as-
sumption on the magnitude of any of the parameters in
the original model. The only limit of applicability is that
not all physical effects present in the extended Hubbard
model can be captured in an effective local interaction,
as discussed below.
The variational principle involves the calculation of
charge correlation functions of the effective Hubbard
model: 〈ninj〉H˜ , where ni = ni↑ + ni↓. In this work,
we use several methods to calculate the charge correla-
tion functions: The DQMC17, RPA22, DMFT20,21 and
DB 14,18 methods. In the remainder of this section, we
give a short summary of these methods and associated
numerical details. This part can safely be skipped on the
first read.
The DQMC method is numerically exact and has been
used for the variational principle before9. We use the im-
plementation of the quest code26. We obtain suscepti-
bilities on Matsubara frequencies by Fourier transforming
imaginary-time data. Disadvantages of DQMC are that
it cannot be applied to the extended Hubbard model with
non-local interaction straightforwardly10,27,28 and that it
suffers from a sign problem away from half-filled systems.
We perform the DQMC calculations for finite 12×12 (for
half-filling) and 8×8 (away from half-filling) systems with
Trotter discretisation ∆τ = 0.025.
The RPA approach22 is geared towards weakly-
interacting systems. In a noninteracting system, the sus-
ceptibility is given by a “bubble” diagram of two Green’s
functions,
χ0(iωn,q) =− 1
β
∑
νm
[G0G0]νωq,
[G0G0]νωq =
1
N
∑
k
G0(iνm + iωn,k+ q)G
0(νm,k),
(6)
where G0(νm,k) is the noninteracting Green’s function,
N is the number of k points, and νm, ωn are fermionic
and bosonic Matsubara frequencies, respectively. Then,
the susceptibility of the (weakly) interacting system is
χ−1RPA(iωn,q) = χ
−1
0 (iωn,q) + U + V (q), (7)
where V (q) is the Fourier transform of Vij in Eq. (1).
Finally, the (equal-time) charge correlation functions are
obtained by a Fourier transform to real space and by
summing over the Matsubara frequency ωn:
〈n0ni〉 − 〈n0〉〈ni〉 = 2
βN
∑
n
∑
q
eiqriχRPA(iωn,q). (8)
Dynamical mean-field theory21 is an approximate
method that includes local correlation effects. The
method applies to systems with local interactions only,
i.e., V = 0. The approach is based on a self-consistently
determined auxiliary single-site problem. As in RPA, we
obtain the correlation functions from the susceptibility
in momentum and frequency space, which is given by
χ−1DMFT(iωn,q) = − ˆ[GG](iωn,q)−1 − Γˆωn . (9)
Here G is the DMFT Green’s function, which has a local
self-energy, Γ is the particle-hole irreducible two-particle
vertex of the auxiliary single-site problem. [GG] is short-
hand for the product of two Green’s functions. The equa-
tion has a matrix structure in fermionic frequencies21,29,
as indicated by the hats, which we have suppressed for
notational convenience.
The DB method18 is a diagrammatic extension of
DMFT that allows for the treatment of non-local inter-
actions directly, via an effective frequency dependent in-
teraction U(iωn). We apply self-consistent DB
19 in the
3charge and magnetic (Sz) channel to obtain consistent
correlation functions30. In DB, the expression for the
susceptibility is
χ−1DB(iωn,q) = χ
−1
DMFT(iωn,q) + U + V (q)− U(iωn),
(10)
with the important caveat that χDMFT is determined
using the DB auxiliary single-site problem, so that the
G and Γ that enter this equation are different from the
ones in DMFT. DMFT is recovered when V (q) = 0 and
U = U(iωn).
The DB calculations are performed on a 64 × 64 lat-
tice. The DB implementation and the CT-HYB31 im-
purity solver are based on the ALPS libraries32,33. The
impurity solver takes into account retarded interactions12
and uses improved estimators for the two-particle quan-
tities34. We use converged extended Dynamical-Mean
Field Theory (EDMFT, c.f. Appendix B) calculations
as the starting point for the DB self-consistency. In Ap-
pendix C, we show the converged dynamic interaction
U(iωn) in both EDMFT and DB. The number of itera-
tions needed to achieve the self-consistent hybridization
and dynamic interaction increases from less than ten to
approximately forty between U/t = 7 and U/t = 8. In
this region, the vertex corrections to the susceptibility are
very strong30, and U(iωn) converges slowly. This issue
makes calculations at higher U very expensive computa-
tionally, and for that reason most of the DB calculations
are at U/t < 8.
III. EFFECTIVE LOCAL INTERACTION AT
HALF-FILLING
Results from all methods presented in this work are
obtained at the temperature βt = 2. We discuss the
temperature dependence of our results at the end of this
section. We use t = 1 as the unit of energy.
To begin with, we discuss the half filled, 〈n0〉 = 1.0,
extended Hubbard model with only nearest-neighbor in-
teraction terms. Therefore, the evaluation of Eq. 3 in-
volves the calculation of the local and nearest-neighbor
charge correlation functions. The results from DQMC,
DB, DMFT and RPA are depicted in Fig. 1 for in-
teraction strengths up to U/t = 10. As expected,
all methods reproduce the non-interacting case exactly.
Wick’s theorem theorem applies to the non-interacting
system, so 〈n0n0〉 = 〈n0〉 + 2〈n0↑〉〈n0↓〉 and 〈n0n1〉 =
〈n0〉〈n1〉 −
∑
σ〈c†0σc1σ〉〈c†1σc0σ〉. The DQMC results ap-
proach the strong coupling result for U  t, where every
site has one exactly electron and 〈n0n0〉 = 〈n0〉 = 1
and 〈n0n1〉 = 〈n0〉〈n1〉 = 1. For intermediate interac-
tion strengths (U/t . 5), results from DQMC, DMFT
and DB are virtually indistinguishable on this scale. For
larger interactions, differences between the exact DQMC
and both the DMFT and the DB approximations are visi-
ble. Clearly, the DB method improves the DMFT results.
The RPA results are considerably off the DQMC results,
especially at larger interaction strengths. We note that
the agreement between the methods is considerably bet-
ter for the nearest-neighbor correlation function than for
the local correlation function.
Next, we consider the nearest-neighbor renormaliza-
tion strength α(U˜), depicted in Fig. 2 (a), calculated
from Eq. 5 with the different approximations. The sim-
plest approximation to Eq. 3 discussed in Ref. 9 leads
to U˜ = U − V , i.e., a constant α(U˜) = 1. This approxi-
mation can be derived by assuming that the correlation
between sites that are not nearest neighbors is zero, i.e.,
that the system is very strongly localized.
The DQMC result indeed shows that the approxima-
tion α(U˜) = 1 is only valid for U˜  t. In this limit,
sites that are more than one lattice spacing apart are un-
correlated, which is sufficient to prove α = 19. In fact,
α(U˜) has a minimum at intermediate U˜ before increasing
towards 1. DB agrees quite well with the exact DQMC
results, with the largest deviations occurring around the
minimum of α. For U˜/t > 5, DMFT starts to deviate
from DQMC. The DMFT results do show a minimum,
however, that minimum is located at slightly larger U˜ .
For small interactions (U˜/t . 5) the RPA follows the
behavior found in DQMC. However, RPA does not re-
produce the minimum found around U/t ∼ 5 and is off
by a factor of almost 2 at large interactions.
To study the role of temperature, we have also done
DQMC calculations at βt = 5 instead of βt = 2. There,
α(U˜) is qualitatively similar, as visible in Fig. 2(b). At
U˜ = 0, the nearest-neighbor renormalization strength α
is larger, as U˜ increases it goes to a slightly deeper min-
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FIG. 1. (Color online) Local (red) and nearest-neighbor
(blue) charge correlation functions of half filled nearest-
neighbor hopping Hubbard model on a square lattice obtained
from DQMC (full line), DB (diamonds), DMFT (crosses), and
RPA (dashed line).
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FIG. 2. (Color online) Nearest-neighbor renormalization
strength α(U˜) of the half-filled nearest-neighbor hopping Hub-
bard model on a square lattice. (a) α(U˜) at βt = 2, as ob-
tained from DQMC (green dots), DB (red diamonds), DMFT
(blue crosses) and RPA (dashed line). (b) At βt = 2 (green
dots) and βt = 5 (magenta circles) using DQMC.
imum that occurs at smaller U˜ , and finally for large U˜
the renormalization strength goes towards 1.
To give a sense of scale, we remind the reader that
βt = 5 and U˜/t = 4 is in a region where antiferromag-
netic fluctuations are strong. This point is close to the
metal-insulator transition according to a combination of
diagrammatic and Monte Carlo techniques35 and also to
the DMFT Ne´el temperature. The (single-site) DMFT
Mott metal-insulator transition, on the other hand, oc-
curs at higher interaction strength U˜/t = 10 – 12.
IV. BENCHMARKING DB OBSERVABLES
The variational principle only deals with the free en-
ergy. In practical calculations, the main interest often
lies with other observables, such as the Green’s function
and the double occupancy. The question is how well the
optimal U˜ Hubbard model reproduces the observables of
the original extended Hubbard model with parameters U
and V . We want to use DB to calculate the observables
of the extended Hubbard model. Before we do that, we
study the accuracy of DB at V = 0, where we can use
DQMC as a benchmark.
In the previous section, we have seen that the DB re-
sults for the local and nearest-neighbor correlation func-
tion are accurate. In Fig. 3, we extend this conclusion
to other observables, by comparing them to the DQMC
values. In Fig. 3(a), we show the imaginary part of
the local Green’s function at the lowest Matsubara fre-
quency and the double occupancy. The latter is equal
to 〈n0n0〉 /2 − 1/2, cf. Fig. 1. In Fig. 3(b), we show
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FIG. 3. Observables in the Hubbard model (V = 0) obtained
using DQMC (lines) and the DB method (diamonds).
some zero (Matsubara) frequency spin susceptibilities.
These provide insight into the response of the system
to static external fields. They are natural observables
for DB, since we calculate the entire momentum and fre-
quency dependent susceptibility according to Eq. (10).
In DQMC, the susceptibility is determined as a function
of imaginary time and we obtain the static component by
a Fourier transform. In the figure, we show the q = (pi, pi)
(checkerboard), q = (0, 0) (uniform) and q-averaged (lo-
cal) spin susceptibility. In Fig. 3(c), we do the same for
the charge susceptibility. For all the observables shown,
we find a good qualitative and quantitative agreement
between DQMC and DB. Deviations start to set in at
interaction strengths U˜/t & 6.
Fig. 3 shows that the local repulsion U˜ suppresses
the double occupancy and charge excitations in general,
whereas spin excitations are enhanced. The checkerboard
spin susceptibility, corresponding to antiferromagnetism,
5increases the most. We should note that the tempera-
ture studied here, βt = 2, is above the Mott transition
temperature, and all observables depend smoothly on U˜ .
V. OBSERVABLES AT FINITE V
Now that we have confidence in the predictions of
DB, we can use them as a benchmark for the varia-
tional principle at finite values of V . To study this,
we have done DB calculations for 1.0 ≤ U/t ≤ 2.2 and
−0.3 ≤ V/t ≤ 0.3, the results of which are shown in
Fig. 4. The colored plots give the value of the observable
according to DB, with each colored square correspond-
ing to a specific value of U and V . The solid lines are
approximate isolines in the (U, V )-plane along which the
observable is constant. The dashed lines, on the other
hand, indicate constant U˜ . If the variational principle
were exact, these would be the isolines of the observables.
Fig. 4(a) contains the value of the Green’s function on
the first Matsubara frequency pi/β, − Im gν=pi/β . The
DB observables does show a roughly linear dependence
on V , albeit with a different slope than the variational
principle predicts.
Next, in Fig. 4(b), for the double occupancy, there is
a very good match between the DB calculations and the
variational scheme. This correspondence is not acciden-
tal, the variational principle gives the exact double occu-
pancy to first order in V , as is shown in Appendix A. The
double occupancy is a special operator in this context,
since it is directly connected to the variational param-
eter U˜ . This explains the matching tangents at V = 0
in Fig. 4(b). For larger |V |, the curvature in the DB
results shows a divergence from the simple U˜ = U − αV
prescription. As V becomes large compared to the Hub-
bard parameters U˜ and t, it is no longer reasonable to
expect the effective Hubbard model to do a good job in
describing the relevant physics.
In Fig. 4(c), (e) and (g), we move to the zero-
frequency spin susceptibilities, namely the checkerboard
[q = (pi, pi)], uniform [q = (0, 0)] and local part [q-average]
of the spin susceptibility, respectively. All three show a
reasonable, though not perfect, match between the vari-
ational principle prediction and the DB results.
The corresponding correlation functions in the charge
sector, in Fig. 4(d), (f) and (h), show a very different de-
pendence on V . The checkerboard correlation function
does have a linear dependence on V , with very small
slope. In the uniform charge susceptibility, the sign of
the V -dependence has changed, and for the local sus-
ceptibility the dependence is even quadratic instead of
linear. This poor match is not a surprise. The non-local
interaction V directly and explicitly enters the charge dy-
namics, as in Eq. (10), and the effective local interaction
can only give a poor description of that dependence.
As an alternative to DB, it is also possible to use
EDMFT to do calculations at finite V . In Appendix B,
we show the resulting observables. EDMFT has the ad-
vantage of being simpler, however the approximate treat-
ment of the momentum structure of correlation functions
leads to quadratic instead of linear scaling in V , and a
poor description of the spin susceptibility, as shown in
the Appendix.
VI. EFFECTIVE LOCAL INTERACTION AWAY
FROM HALF-FILLING
In order to study the performance of the different ap-
proximations as well as the renormalizations in depen-
dence of the filling, we study the same Hubbard model
as above with a filling of 〈n0〉 = 0.18, well below the op-
timal filling for high-Tc superconductors, of 〈n0〉 ≈ 0.8.
At this small filling, the DQMC sign problem is not very
severe and computations are feasible. In addition, we
restrict ourselves to intermediate interaction strengths.
We follow the same approach as before and start by
determining the charge correlation functions. These are
shown in Fig. 5. We come to very similar conclusions as
in the case of half filling. DQMC, DB, and DMFT results
agree closely in the investigated regime. RPA agrees well
for the nearest-neighbor correlation function, and poorly
for the local correlator.
DQMC, DMFT and DB all operate in the grand-
canonical ensemble, at fixed chemical potential µ. The
results at fixed density are obtained by interpolating be-
tween simulations at fixed chemical potential. This inter-
polation step introduces additional uncertainty into the
determination of the correlators. This is especially visible
when taking the numerical derivative of the correlation
functions to obtain α, since the difference quotient is very
susceptible to noise. To estimate α for DB, we used a lin-
ear fit through all the data points in Fig. 5, and then we
used the linear coefficients of these fits to determine α.
The resulting α is shown Fig. 6. To obtain an error esti-
mate, a quadratic fit of the data in Fig. 5 was done, this
results in U˜ -dependent derivatives and the spread in the
derivates was used to determine the error bar. DMFT
(not shown) gives a result within the (rather large) error
bars of DB.
The first thing that is clear is that α 6= 1, so the sim-
ple formula U˜ = U − V does not hold. Interestingly,
for this hole doped case, the nearest-neighbor renormal-
ization strength is even negative, i.e., the nonlocal in-
teraction increases the effective local interaction, α < 0.
This is in line with findings in the context of doped ben-
zene models in Ref. 9 and can be understood in terms
of Wigner crystallization36. In a very empty system, the
local interaction U˜ suppresses not only the probability to
find a second electron on the same site, but also in the
vicinity of the first electron. The effect of the non-local
interaction V is also to keep electrons away from each
other, so a positive V leads to a larger effective U˜ . The
DQMC results show that this renormalization increases
for larger interaction. While RPA gives the correct sign,
it underestimates |α| at all finite interaction strengths
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FIG. 4. Observables in the extended Hubbard model obtained using the DB method. Every colored square represents a DB
calculation, they are separated by ∆U = 0.1 and ∆V = 0.1. The solid lines show isolines where the observable is constant, the
dashed lines show lines of constant U˜ according to DQMC. The constant values of the isolines correspond to the tick labels in
the colorbars.
and it predicts a decreasing renormalization for growing
interaction, which is the wrong trend.
VII. OBSERVABLES IN DOPED SYSTEMS
Finally, we also study the observables of the doped
system. As before, we start by comparing DQMC and
DB observables at V = 0, this is shown in Fig. 7. We
again find a good match between the DQMC and DB
results. Secondly, we show the observables at finite V in
Fig. 8. As before, the isolines predicted by DQMC are
shown as dashed lines. Here, however, they do not match
at all with the observables from DB.
Physically, the strongly doped 〈n0〉 = 0.18 system is
very different from the half-filled Hubbard model. The
local interaction U only affects electron pairs that occupy
the same site, and as a result, an observable like gν=pi/β
depends only very weakly on U , as seen in Fig. 7. This
weak dependence holds even at higher values of U˜/t (not
shown). As mentioned above, the local and non-local in-
teraction creates precursors to Wigner crystallization36.
Even in the non-interacting system, the probability to
find two electrons at the same site is 〈n0〉2 /4 < 1%. As
such, it is very difficult to encapsulate the effect of V
into an effective U˜ . Since the physics of the strongly-
doped extended Hubbard model is not Hubbard-like, the
effective mapping is not able to provide relevant results.
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FIG. 5. (Color online) Local (red) and nearest-neighbor
(blue) charge correlation functions of the hole doped (〈n0〉 =
0.18) nearest-neighbor hopping Hubbard model on a square
lattice obtained from DQMC (full line), DB (diamonds),
DMFT (crosses), and RPA (dashed line).
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FIG. 6. (Color online) Nearest-neighbor interaction strength
α(U˜) of the hole doped (〈n0〉 = 0.18) nearest-neighbor hop-
ping Hubbard model on a square lattice obtained from DQMC
(green dots), DB (red error bar), and RPA (dashed line).
The susceptibility provides another clear difference be-
tween Figs. 4 and 8. In the half-filled model, perfect nest-
ing of the Fermi surface with the checkerboard wavevec-
tor q = (pi, pi) creates a tendency towards checkerboard
ordering (antiferromagnetic ordering in the spin chan-
nel) at lower temperatures. This is visible in the large
values of the checkerboard susceptibilities in Fig. 4. At
the much lower density 〈n0〉 = 0.18, checkerboard order-
ing is not favored, and the checkerboard susceptibility is
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FIG. 7. Observables in the Hubbard model away from half-
filling (〈n0〉 and V = 0) obtained using DQMC (lines) and the
DB method (diamonds), cf. Fig. 3 for the half-filled system.
smaller than the uniform and local susceptibilities, and
it depends only weakly on the interaction strength.
DMFT and DB both use a single-site auxiliary prob-
lem as the starting point of their approach. In this way,
they are able to incorporate strong local correlation ef-
fects. Local correlation requires two particles at the same
site, so this is expected to be less important at strong
doping. Based on this, we can expect the non-local cor-
relations that DB includes on top of DMFT to become
more important at strong doping 30,37, and we can also
expect that the local correlation effects included in DB
do not significantly improve on simpler theories like the
GW -method.
This almost empty system clearly requires an explicit
treatment of the nonlocal interactions. The extended
Hubbard model is physically very different from the
purely local Hubbard model, so any attempt to use the
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FIG. 8. Observables in the extended Hubbard model, away from half-filling at 〈n0〉 = 0.18, obtained using the DB method.
See Fig. 8 for the half-filled system.
variational principle to relate the two is ill-fated.
VIII. CONCLUSIONS AND DISCUSSION
We have studied the mapping of the extended Hubbard
model onto effective local Hubbard models using a vari-
ational principle. In the half-filled Hubbard model, the
simple prescription U˜ = U −V is only applicable at very
high values of U . At intermediate U , the effective renor-
malization of the local interaction α, with U˜ = U − αV ,
is reduced by as much as a factor of 2.
To determine the effective interaction, the local and
nearest-neighbor correlation function of the Hubbard
model are needed. We find that the self-consistent DB
approximation accurately reproduces the numerically ex-
act DQMC results for the correlators, so that even the nu-
merical derivatives come out similarly. DMFT performs
qualitatively correct but quantitatively slightly worse at
larger interaction strengths U˜/t > 5, and misses the lo-
cation of the minimum of α. RPA obtains the correct
nearest-neighbor renormalization strength at small inter-
action, however it does not have a minimum and fails in
the limit of large interaction.
For the nearly empty system (i.e. heavy hole doping,
〈n0〉 = 0.18), we find that non-local repulsion actually
predicts a larger effective local interaction. Numerical
calculations are more difficult in this parameter regime,
which makes it difficult to assess exactly how well DMFT
and DB match with the DQMC results.
We have also studied how observables of the extended
Hubbard model behave as a function of V , again using
9the DB approach. The effective Hubbard model predic-
tions work well for most observables at half-filling. For
charge correlation functions, though, the effective Hub-
bard model does not match with the finite V results. This
was to be expected, since the charge correlations depend
explicitly on V .
Away from half-filling, the match between observables
in DB and in the effective Hubbard model is much worse.
This parameter regime is dominated by Wigner crystal-
lization physics, which is difficult to capture using the
variational principle.
The contrasting behavior in these two scenarios teaches
us that the mapping to an optimal local Hubbard model
only has a chance to succeed when the physics of the sys-
tem is essentially Hubbard-like. In the very empty sys-
tem, where doubly occupied sites are rare, only changing
the effective Hubbard parameter is insufficient to recover
the Wigner localization physics. Similarly, the charge
susceptibility in the half-filled system, which is directly
driven by the non-local interaction, is not captured in the
effective model. On the other hand, the extended Hub-
bard model at half-filling is sufficiently similar to the local
Hubbard model that a renormalization of the interaction
strength suffices to explain the Green’s function, double
occupancy and spin susceptibility.
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Appendix A: Exact small-V coefficient of the double
occupancy
The Peierls-Feynman-Bogoliubov variational principle
suggests to use an effective local interaction U˜ to describe
the effect of a nonlocal interaction V , with the prescrip-
tion
U˜ =U − αV,
α =−
∑
j nn of 0
∂U˜ 〈n0nj〉
∂U˜ 〈n0↑n0↓〉
, (A1)
for that effective interaction, where we have restricted
ourselves to nearest-neighbor interaction V .
For infinitesimally small nonlocal interaction V = dV ,
the change in effective local interaction U − U˜ = αdV =
dU will also be small, and
dU
dV
= α. (A2)
The expression for α contains two correlation func-
tions, and both can be written as a derivative of the free
energy, ∑
j nn of 0
〈n0↑njσ′〉 =− ∂V F (A3)
〈n0↑n0↓〉 =− ∂UF. (A4)
This allows us to write Equation (A1) in terms of second
derivatives of the free energy. Assuming sufficient conti-
nuity of the free energy, the order of the partial deriva-
tives can be changed,
α =− ∂V ∂UF
∂U∂UF
, (A5)
where we have replaced ∂U˜ by ∂U since U˜−U is infinites-
imal.
Now, we are interested in the value of the double occu-
pancy, Equation (A4), as a function of U and V . Writ-
ing 〈n0↑n0↓〉 = A(U, V ) = −∂UF , we can expand around
V = 0.
A(U, dV ) =A(U, 0) + dV ∂VA
A(U − dU, 0) =A(U, 0) + dU ∂UA, (A6)
so the optimal U˜ = U − dU is given by
A(U, dV ) =A(U − dU, 0)
dV ∂VA =dU ∂UA
dU
dV
=− ∂VA
∂UA
=− ∂V ∂UF
∂U∂UF
(A7)
This is exactly Equation (A5).
From this, we conclude that the Peierls-Feynman-
Bogoliubov variational principle exactly reproduces the
linear dependence on V of the double occupancy. The
only required assumption is that the free energy is suffi-
ciently smooth to allow the interchange of partial deriva-
tives.
We stress that this proof only works for the double
occupancy, not for other observables. The reason for this
is that the double occupancy is exactly the observable
obtained by deriving the free energy with respect to the
variational parameter U .
Appendix B: EDMFT
DB is not the only DMFT-based approach that
can incorporate nonlocal interactions. The simplest is
EDMFT38–42, in which the susceptibility is determined
as
χ−1EDMFT(iωn,q) = χ
−1
impurity(iωn) + U + V (q)− U(iωn),
(B1)
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FIG. 9. Observables in the extended Hubbard model obtained using the EDMFT method. Compare to the DB results in
Fig. 4. The solid lines show isolines where the observable is constant. The constant values of the isolines correspond to the tick
labels in the colorbars.
where U(iωn) is determined self-consistently similar to
the DB approach. The difference between Eq. (B1)
and Eq. (10) is in the first term. EDMFT uses the
momentum-independent impurity susceptibility as the
starting point for calculating correlation functions. In
particular, this means that the EDMFT susceptibility is
independent of momentum whenever V (q) is zero. In
the context of Fig. 3, EDMFT predicts the susceptibil-
ity in a single channel to be the same at the various
momenta (red, blue, and green lines in Fig. 3). The fig-
ure shows that this is a good approximation only in the
charge sector and at large U˜ . Indeed, in this regime, DB
and EDMFT give similar results14.
In Fig. 9 we show the EDMFT observables at finite
V , similar to the DB results in Fig. 4. The first thing
to note are the different scales. This is particularly clear
in the spin susceptibilities. The checkerboard, uniform
and local spin susceptibility are identical in EDMFT ac-
cording to Eq. (B1), since V (q) = 0 in the spin channel.
This prediction of EDMFT is clearly inconsistent with
the DQMC results of Fig. 3.
Secondly, most of the EDMFT observables shown in
Fig. 9 are quadratic in V , instead of the linear relation
expected from the variational principle. This quadratic
dependence has been observed and predicted before19.
The charge susceptibility is the exception to this phe-
nomenon, since it depends explicitly on V .
EDMFT has the advantage of being simpler and less
demanding than DB. However, it does this at a cost. The
momentum-dependence that is simplified in EDMFT is
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FIG. 10. Dynamic interaction Λ(iωn) = U(iωn) − U of the
impurity model. Panels (a) and (b) show the dynamic inter-
action as a function of frequency, the symbols (lines) denote
DB (EDMFT) results, respectively. Panel (c) shows how the
dynamic interaction depends on the nearest-neighbor interac-
tion V . All results are at U = 2.
crucial for a proper description. This is especially clear
when looking at the spin correlation functions.
Appendix C: The dynamic interaction U(iωn) and
the effective interaction U˜
In both EDMFT and DB, the nonlocal interaction V is
taken into account on the level of the impurity model via
a dynamic interaction. This suggests an interpretation of
the renormalized, effective interaction U˜ in terms of the
dynamic interaction U(iωn). In EDMFT, U(iωn = 0) has
been used13 as an estimate of U˜ . However, whereas the
effective interaction U˜ is a single number, the dynamic in-
teraction Λ(iωn) = U(iωn)−U depends on the frequency
and, in self-consistent DB, on the channel. In Fig. 10, we
show Λ(iωn) in EDMFT and DB. All results are at U = 2
and half-filling, as in Fig. 4. The shape of Λ(iωn) in
EDMFT has been discussed before12,13. It is important
to observe again that the EDMFT results at V = −0.3
and V = +0.3 are identical19. Self-consistent DB results
for Λ(iωn) have appeared before, however those results
were either in the charge channel only19, or at V = 0
in both channels30. Fig. 10(c) shows fixed frequency re-
sults as a function of V . The results are all approxi-
mately linear, on the other hand the magnitude and sign
of the dependence of V depend on the frequency and
channel. This complicates the interpretation of Λ(iωn)
as the renormalized interaction strength.
If a direct comparison of the renormalized interactions
in the DB (EDMFT) to the variational principle would be
meaningful we should compare Λ(iωn) to α(U˜)V ≈ 0.6V .
Clearly, a comparison with EDMFT is not meaningful
since Λ(iωn) ∼ V 2, to lowest order in V in EDMFT.
The DB interaction in charge channel reveals some
qualitative similarity with U˜ which is understandable
from the gedankenexperiment discussed in Fig. 1 of
Ref. 9. Nonetheless, the frequency dependence of Λ(iωn)
makes this comparison clearly ambiguous and the renor-
malization of Λ(iωn) by V appears generally stronger
than the change of U˜ despite the good agreement between
observables calculated in the full vs. effective model
shown in Fig. 4. At the same time, the DB interaction
in the spin channel shows a weaker renormalization than
U˜ .
Taken together, the effective interaction U˜ from the
variational principle and the dynamic interaction U(iωn)
in EDMFT (DB) are very different quantities and should
not be compared directly.
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