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a b s t r a c t
By using a fixed point theorem and Lyapunov functional, an especially easily checked
criterion is obtained for the global existence and global asymptotic stability of positive
periodic solutions of a periodic predator–prey system with infinite delays. Moreover,
the global existence theorem is also sufficient and necessary. This result improves and
generalizes noticeably some known results.
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1. Introduction
The study of the qualitative behaviour of predator–prey systems in population dynamics has a long history starting with
work of Lotka and Volterra. The principles of the Lotka–Volterra system have remained valid to the present day and many
theoretical ecologists and mathematicians adhere to their principles; see, for example, [1–4]. For two decades, various
periodic predator–prey systems with delay arguments have been investigated extensively. Many interesting results have
been obtained concerning the global existence and asymptotic stability of periodic solutions for predator–prey systems
with infinite delays [5–14]. Volterra proposed the following integro-differential equations for a predator–prey system
(see [3, p. 200]):
dN1(t)
dt
= N1(t)
[
r1 − δ1N1(t)−
∫ t
−∞
F1(t − s)N2(s)ds
]
,
dN2(t)
dt
= N2(t)
[
−r2 + δ2N2(t)+
∫ t
−∞
F2(t − s)N1(s)ds
]
.
May [12] studied the occurrence of Hopf-type bifurcation to periodicity in the following predation models:
dH(t)
dt
= rH(t)
[
1− H(t)− 1
K
∫ t
−∞
G1(t − s)H(s)p(s)ds− αH(t)P(t)
]
,
dP(t)
dt
= −P(t)+ β
∫ t
−∞
G2(t − s)H(s)P(s)ds.
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Recently, Fan and Wang [7] considered the global existence of positive periodic solutions of the following integro-
differential system with infinite delays:
dN1(t)
dt
= N1(t)
[
b1(t)− c(t)N1(t)−
∫ t
−∞
D1(t, u)N1(u)du− β(t)N2(t)−
∫ t
−∞
α(t, u)N2(u)du
]
,
dN2(t)
dt
= N2(t)
[
−b2(t)+
∫ t
−∞
D2(t, u)N1(u)du
]
,
(1.1)
where c, β, bi ∈ C(R, R) are ω-periodic functions with
∫ ω
0 bi(t)dt > 0, c > 0, β > 0,Di, α ∈ C((R × R), (0,∞)) satisfy
Di(t + ω, s+ ω) = Di(t, s), α(t + ω, s+ ω) = α(t, s) and
∫ t
−∞ Di(t, u)du,
∫ t
−∞ α(t, u)du are continuous in t . By using the
method of coincidence degree, the existence of periodic solutions is established as follows.
Theorem 1.1 ([7], Theorem 2.2). Assume that
b1/b2 > (D1 + c)/D2 exp{(B1 + b1)ω}. (1.2)
Then (1.1) has at least one ω-periodic solution with strictly positive components, where
bi = 1
ω
∫ ω
0
bi(t)dt, c = 1
ω
∫ ω
0
c(t)dt, Bi = 1
ω
∫ ω
0
|bi(t)|dt, Di = 1
ω
∫ ω
0
Di(t, u)du, i = 1, 2.
However, we find that condition (1.2) is not needed for Theorem 1.1 to be valid. In fact, by our result in Section 3 of this
paper, one can obtain the following result.
Theorem 1.2. The system (1.1) has at least one ω-periodic solution with strictly positive components.
To the best of our knowledge, so far, there has been no work that has been concerned with the necessary and sufficient
conditions for the existence of periodic solutions with strictly positive components of a periodic predator–prey systemwith
infinite delays. Motivated by the above observations, in this paper, we prove a simple necessary and sufficient condition for
the existence of positiveω-periodic solutions of system (1.3) below and a set of easily verifiable sufficient conditions for the
asymptotic stability of the periodic solution of (1.3).
Consider the following predator–prey integro-differential system with infinite delays:
dy1(t)
dt
= y1(t)
[
r1(t)− a(t)y1(t)−
∫ t
−∞
K1(t, τ )y1(τ )dτ − b(t)y2(t)−
∫ t
−∞
H1(t, τ )y2(τ )dτ
]
,
dy2(t)
dt
= y2(t)
[
−r2(t)+
∫ t
−∞
K2(t, τ )y1(τ )dτ +
∫ t
−∞
H2(t, τ )y2(τ )dτ
]
,
(1.3)
where the following conditions are assumed:
(A1) a, b, ri ∈ C(R, R) are ω-periodic functions with
∫ ω
0 ri(t)dt > 0, i = 1, 2, ω > 0, a ≥ 0, b ≥ 0.
(A2) Ki,Hi ∈ C(R× R, [0,∞)), Ki(t +ω, s+ω) = Ki(t, s),Hi(t +ω, s+ω) = Hi(t, s) and Pi(t) =
∫ t
−∞ Ki(t, τ )dτ ,Qi(t) =∫ t
−∞ Hi(t, τ )dτ are continuous functions in R.
Throughout this paper, we use the following notation: for any ω-periodic (ω > 0) functions f ∈ C(R, R),
f = 1
ω
∫ ω
0
f (t)dt, f u = max
t∈[0,ω]
f (t), f l = min
t∈[0,ω] f (t).
Definition 1.1. A solution y(t) = (y1(t), y2(t))T of (1.3) is said to be positive if yi(t) > 0, t ≥ 0, i = 1, 2; the solution y(t)
of (1.3) is said to be ω-periodic if y(t) = y(t + ω), t ≥ 0.
Since we are interested in the positive solution of (1.3), we assume the system (1.3) to be supplemented with initial
conditions of the form
yi(θ) = φi(θ) ∈ C((−∞, 0], [0,∞)), φi(0) > 0, sup
θ∈(−∞,0]
φi(θ) <∞. (1.4)
It is not difficult to see that solutions of (1.3) with (1.4) are well defined for all t > 0 and satisfy yi(t) > 0, for all
t > 0, i = 1, 2.
Definition 1.2. Apositiveω-periodic solution y˜(t) = (˜y1(t), y˜2(t))T of (1.3)–(1.4) is said to be globally asymptotically stable
if any other solutions y(t) = (y1(t), y2(t))T satisfy
lim
t−→∞
2∑
i=1
|yi(t)− y˜i(t)| = 0.
For convenience, we introduce the definition of a cone and the well-known Krasnoselskii fixed point theoremwhich will
be used in our arguments in the following sections.
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Definition 1.3. Let E be a Banach space and K be a closed, nonempty subset of E; K is said to be a cone if
(i) αu+ βv ∈ K for all u, v ∈ K and all α, β > 0,
(ii) u,−u ∈ K imply u = 0.
Lemma 1.3 ([15–17]). Let E be a Banach space and K be a cone in E. Assume that Ω1,Ω2 are open subsets of E with 0 ∈
Ω1,Ω1 ⊂ Ω2. Let
T : K ∩ (Ω2 \Ω1) −→ K
be a continuous and completely continuous operator satisfying:
(i) ‖Ty‖ 6 ‖y‖ for y ∈ K ∩ ∂Ω1;
(ii) there exists ψ ∈ K \ {0} such that y 6= Ty + λψ for y ∈ K ∩ ∂Ω2 and λ > 0. Then T has a fixed point in K ∩ (Ω2 \Ω1).
The same conclusion remains valid if (i) holds for y ∈ K ∩ ∂Ω2 and (ii) holds for y ∈ K ∩ ∂Ω1 and λ > 0.
2. Preliminaries
In order to prove the existence of the periodic solutions (1.3), we introduce the Banach space E = {y(t) =
(y1(t), y2(t))T ∈ C(R, R2) : yi(t + ω) = yi, i = 1, 2}with the norm ‖y‖ =∑2i=1 |yi|0, where |yi|0 = maxt∈[0,ω] |yi(t)|.
Define an operator T : E −→ E by
(Ty)(t) = ((Ty1)(t), (Ty2)(t)),
where
(Ty)1(t) =
∫ t+ω
t
G1(t, s)y1(s)
[
a(s)y1(s)+
∫ s
−∞
K1(s, τ )y1(τ )dτ + b(s)y2(s)+
∫ s
−∞
H1(s, τ )y2(τ )dτ
]
ds (2.1)
and
(Ty)2(t) =
∫ t+ω
t
G2(t, s)y2(s)
[∫ s
−∞
K2(s, τ )y1(τ )dτ +
∫ s
−∞
H2(s, τ )y2(τ )dτ
]
ds, (2.2)
where
G1(t, s) = exp(−
∫ s
t r1(τ )dτ)
1− exp(−ωr1) , t 6 s 6 t + ω,
G2(t, s) = exp(
∫ s
t r2(τ )dτ)
exp(ωr2)− 1 , t 6 s 6 t + ω.
Obviously, there are two positive constants A and B such that
A 6 Gi(t, s) 6 B, t 6 s 6 t + ω, i = 1, 2. (2.3)
Let σ = A/B. Now, we choose a set defined by
K = {y(t) ∈ (y1(t), y2(t))T ∈ E : yi(t) > σ |yi(t)|, i = 1, 2}.
Clearly, K is a cone in E. For convenience of expressions, we define respectively operators F1 and F2 as follows:
(F1y)1(t) = y1(t)
[
a(t)y1(t)+
∫ t
−∞
K1(t, τ )y1(τ )dτ + b(t)y2(t)+
∫ t
−∞
H1(t, τ )y2(τ )dτ
]
,
(F2y)2(t) = y2(t)
[∫ t
−∞
K2(t, τ )y1(τ )dτ +
∫ t
−∞
H2(t, τ )y2(τ )dτ
]
.
From (A1) and (A2), it is easy to see that (F1y)1(t + ω) = (F1y)1(t) and (F2y)2(t + ω) = (F2y)(t), t ∈ R.
Lemma 2.1. The operator T maps K into K , that is, T (K) ⊂ K.
Proof. In view of the definitions of K and Fi, for any y ∈ K ,
(Ty)i(t) =
∫ t+ω
t
Gi(t, s)(Fiy)i(s)ds, i = 1, 2.
Hence
(Ty)i(t + ω) =
∫ t+2ω
t
Gi(t + ω, s)(Fiy)i(s)ds =
∫ t+ω
t
Gi(t + ω, s+ ω)(Fiy)i(s+ ω)ds
=
∫ t+ω
t
Gi(t, s)(Fiy)i(s)ds = (Ty)i(t), i = 1, 2.
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From (2.1)–(2.3), we have
|(Ty)i|0 6 B
∫ ω
0
(Fiy)i(s)ds
and
(Ty)i(t) > A
∫ ω
0
(Fiy)i(s)ds >
A
B
|(Ty)i|0 = σ |(Ty)i|0,
which implies (Ty)(t) ∈ K , that is, T (K) ⊂ K . The proof is completed. 
Lemma 2.2. T : K −→ K is continuous and completely continuous.
Proof. By using a standard argument one can show that T is continuous onK . Now,we show that T is completely continuous.
Let d > 0 be a constant and Sd = {y ∈ E : |yi|0 6 d, i = 1, 2} be a bounded set. For any y ∈ Sd, from (2.1)–(2.3) we have
|(Ty)1|0 6 ωBd2(a+ P1 + b+ Q 1) := C1
and
|(Ty)2|0 6 ωBd2(P2 + Q 2) := C2.
So
‖Ty‖ =
2∑
i=1
|(Ty)i|0 6
2∑
i=1
Ci, for any y ∈ Sd.
Again, from (2.1)–(2.3), we obtain
d
dt
(Ty)1(t) = r1(t)(Ty)1(t)− (F1y)1(t),
and
d
dt
(Ty)2(t) = r2(t)(Ty)2(t)− (F2y)2(t).
Then for any y ∈ Sd, it follows that∣∣∣∣ ddt (Ty)1(t)
∣∣∣∣ 6 r1(t)(Ty)1(t)+ (F1y)1(t) 6 ru1C1 + d2(au + Pu1 + bu + Q u1 )
and ∣∣∣∣ ddt (Ty)2(t)
∣∣∣∣ 6 r2(t)(Ty)2(t)+ (F2y)2(t) 6 ru1C2 + d2(Pu2 + Q u2 ).
Hence, T (Sd) ⊂ E is a family of uniformly bounded and equi-continuous functions. By the Ascoli–Arzela Theorem, the
operator T is compact, and so it is completely continuous. The proof is completed. 
Lemma 2.3. The system (1.3) has at least one positive ω-periodic solution provided T has a fixed point in K .
Proof. Let y ∈ K and Ty = y. Hence (Ty)i(t) = yi(t). From (2.1) and (2.2), we have
d
dt
y1(t) = ddt
(∫ t+ω
t
G1(t, s)(F1y)1(s)ds
)
= r1(t)(Ty)1(t)− G1(t, t + ω)(F1y)1(t + ω)− G1(t, t)(F1y)1(t)
= r1(t)y1(t)− (F1y)1(t) = y1(t)[r1(t)− (F1y)1(t)]
= y1(t)
[
r1(t)− a(t)y1(t)−
∫ t
−∞
K1(t, τ )y1(τ )dτ − b(t)y2(t)−
∫ t
−∞
H2(t, τ )y2(τ )dτ
]
,
and
d
dt
y2(t) = ddt
(∫ t+ω
t
G2(t, s)(F2y)2(s)ds
)
= r2(t)(Ty)2(t)− G2(t, t + ω)(F2y)2(t + ω)− G2(t, t)(F2y)2(t)
= y2(t)
[
−r2(t)+
∫ t
−∞
K2(t, τ )y1(τ )dτ +
∫ t
−∞
H2(t, τ )y2(τ )dτ
]
.
Thus y(t) = (y1(t), y2(t))T is a positive ω-periodic solution of (1.3). The proof of Lemma 2.3 is completed. 
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3. The existence of positive periodic solutions
In this section, we prove a sufficient and necessary condition for the system (1.3) to have at least one positiveω-periodic
solution.
Theorem 3.1. Assume that (A1) and (A2) hold. Then for (1.3) to have at least one positive w-periodic solution a sufficient and
necessary condition is
m = min{a+ P1 + b+ Q 1, P2 + Q 2} > 0. (3.1)
Proof. (Sufficiency.) Let
M = max{a+ P1 + b+ Q 1, P2 + Q 2} and r = 1
ωBM
.
Define
Ω1 = {y(t) = (y1(t), y2(t))T ∈ E : |yi|0 < r, i = 1, 2}.
Set Ω1 as an open set in E. For its proof, see the Appendix of this paper. For any y = y(t) ∈ K ∩ ∂Ω1, σ |yi|0 6 yi(t) 6
|yi|0, i = 1, 2. From (2.1)–(2.3) we have
|Ty1|0 6 B
∫ t+ω
t
(F1y)1(s)ds 6 ωB|y1|0(ar + P1r + br + Q 1r) 6 ωB|y1|0Mr 6 |y1|0,
|Ty2|0 6 B
∫ t+ω
t
(F2y)2(s)ds 6 ωB|y2|0(P2r + Q 2r) 6 ωB|y2|0Mr 6 |y2|0.
Hence, for any y ∈ K ∩ ∂Ω1,
‖Ty‖ =
2∑
i=1
|Tyi|0 6
2∑
i=1
|yi|0 = ‖y‖,
which implies that condition (i) in Lemma 1.3 is satisfied.
On the other hand, let R = 1
ωσAm and define
Ω2 = {y(t) = (y1(t), y2(t))T ∈ E : |yi|0 < R, i = 1, 2}.
Suppose ψ = (ψ1, ψ2) ∈ K \ {0} and, for example, ψ1 > 0. We show that for any y = y(t) ∈ K ∩ ∂Ω2 and any λ > 0, we
have y 6= Ty+λψ . Otherwise, there exist y˜ = (˜y1, y˜2) ∈ K ∩ ∂Ω2 and λ0 > 0 such that y˜ = T y˜+λ0ψ1. Since y˜1(t) > σ |˜y1|,
it follows from (2.1) that
y˜1(t) = (T y˜)1(t)+ λ0ψ1 =
∫ t+ω
t
G1(t, s)(F1˜y)1(s)ds+ λ0ψ1
> ωσA|˜y1|0(aR+ P1R+ bR+ Q 1R)+ λ0ψ1
> |˜y1|0 + λ0ψ1 > |˜y1|0.
This is a contradiction, which implies that condition (ii) in Lemma 1.3 is also satisfied. By Lemmas 1.3 and 2.3, the system
(1.3) has at least one positive ω-periodic solution.
(Necessity.) Suppose condition (3.1) does not hold and y˜(t) = (˜y1(t), y˜2(t)) is a positiveω-periodic solution. Then at least
one of (a+P1+b+Q 1) and (P2+Q 2) is equal to zero. If a+P1+b+Q 1 = 0, then from (1.3) we have ddt y˜1(t) = r1(t )˜y1(t),
which leads to the following contradiction:
0 =
∫ t+ω
t
y˜′1(s)
y˜1(s)
ds =
∫ t+ω
t
r1(s)ds > 0.
If P2 + Q 2 = 0, then similarly one can also obtain a contradiction. The proof of Theorem 3.1 is completed. 
Corollary 3.2. Assume that (A1) and (A2) hold. Then for (1.3) to have at least one positive ω-periodic solution a sufficient and
necessary condition is
max{a, P1, b,Q 1} > 0 and max{P2,Q 2} > 0. (3.2)
Remark 3.1. Corollary 3.2 is an immediate result of Theorem 3.1. In fact, it is easy to see that conditions (3.2) and (3.1) are
equivalent. Also, Corollary 3.2 improves and generalizes Theorems 2.1 and 2.2 in [7].
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Remark 3.2. If any part of (3.2) fails, then it will lead to either unboundedness of y1 or monotone decrease of y2.
Proof of Theorem 1.1. Because D1,D2 ∈ C((R, R), (0,∞)), we have
1
ω
∫ t+ω
t
∫ s
−∞
Di(t, τ )dτ > 0, i = 1, 2. (3.3)
By Corollary 3.2, the condition (3.3) is a necessary and sufficient condition for (1.1) to have at least one positive ω-periodic
solution. The proof of Theorem 1.1 is completed. 
4. Global stability of a positive ω-periodic solution
In this section, we study the global asymptotic stability of a positive ω-periodic solution of (1.3)–(1.4). Our method
involves the construction of a Lyapunov functional and application of thewell-knownBarbaˇlat lemma (see [3, Lemma1.2.2]).
Theorem 4.1. Assume that (A1), (A2) and (3.1) hold and there exist positive constants ξ, ηi, µi with ηi > ξ, µi > ξ, i = 1, 2,
such that
ξa(t) >
2∑
i=1
ηi
∫ ∞
0
Ki(t + τ , t)dτ , t ∈ [0, ω], (4.1)
ξb(t) >
2∑
i=1
µi
∫ ∞
0
Hi(t + τ , t)dτ , t ∈ [0, ω]. (4.2)
Then (1.3)–(1.4) has a unique positive ω-periodic solution and it is globally asymptotically stable.
Proof. From Theorem 3.1, it is not difficult to see that (1.3)–(1.4) has a positive ω-periodic solution y˜(t) = (˜y1(t), y˜2(t)).
Now, we only need to show that y˜(t) is globally asymptotically stable.
Let y(t) = (y1(t), y2(t))T be any solution of (1.3)–(1.4). Consider the following Lyapunov functional:
V (t) =
2∑
i=1
ξ | ln yi(t)− ln y˜i(t)| +
2∑
i=1
ηi
∫ ∞
0
∫ t
t−τ
Ki(s+ τ , s)|yi(s)− y˜i(s)|dsdτ
+
2∑
i=1
µi
∫ ∞
0
∫ t
t−τ
Hi(s+ τ , s)|yi(s)− y˜i(s)|dsdτ .
Calculating the upper right derivative D+V (t) of V (t) along the solution of (1.3)–(1.4) we get
D+V (t) 6 −ξa(t)|y1(t)− y˜1(t)| − ξb(t)|y2(t)− y˜2(t)|
+ ξ
∫ t
−∞
K1(t, τ )|y1(τ )− y˜1(τ )|dτ + ξ
∫ t
−∞
H1(t, τ )|y2(τ )− y˜2(τ )|dτ
+ ξ
∫ t
−∞
K2(t, τ )|y1(τ )− y˜1(τ )|dτ + ξ
∫ t
−∞
H2(t, τ )|y2(τ )− y˜2(τ )|dτ
+
2∑
i=1
ηi
∫ ∞
0
Ki(t + τ , t)dτ |y1(t)− y˜1(t)| −
2∑
i=1
ηi
∫ ∞
0
Ki(t, t − τ)|y1(t − τ)− y˜1(t − τ)|dτ
+
2∑
i=1
µi
∫ ∞
0
Hi(t + τ , t)dτ |y2(t)− y˜2(t)| −
2∑
i=1
µi
∫ ∞
0
Hi(t, t − τ)|y2(t − τ)− y˜2(t − τ)|dτ
6 −ξa(t)|y1(t)− y˜1(t)| − ξb(t)|y2(t)− y˜2(t)| +
2∑
i=1
ηi
∫ ∞
0
Ki(t + τ , t)dτ |y1(t)− y˜1(t)|
+
2∑
i=1
µi
∫ ∞
0
Hi(t + τ , t)dτ |y2(t)− y˜2(t)|
= −
(
ξa(t)− η1
∫ ∞
0
K1(t + τ , t)dτ − η2
∫ ∞
0
K2(t + τ , t)dτ
)
|y1(t)− y˜1(t)|
−
(
ξb(t)− µ1
∫ ∞
0
H1(t + τ , t)dτ − µ2
∫ ∞
0
H2(t + τ , t)dτ
)
|y2(t)− y˜2(t)|. (4.3)
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Taking into account (A2), we have∫ ∞
0
Ki(t + τ , t)dτ =
∫ ∞
0
Ki(t + τ + ω, t + ω)dτ
and ∫ ∞
0
Hi(t + τ , t)dτ =
∫ ∞
0
Hi(t + τ + ω, t + ω)dτ .
Hence
∫∞
0 Ki(t+ τ , t)dτ and
∫∞
0 Hi(t+ τ , t)dτ are positiveω-periodic functions, which, together with (4.1) and (4.2), yield
ξa(t)− η1
∫ ∞
0
K1(t + τ , t)dτ − η2
∫ ∞
0
K2(t + τ , t)dτ > δ > 0,
and
ξb(t)− µ1
∫ ∞
0
H1(t + τ , t)dτ − µ2
∫ ∞
0
H2(t + τ , t)dτ > δ > 0,
where δ is a constant.
It follows from (4.3) that
D+V (t) 6 −δ
2∑
i=1
|yi(t)− y˜i(t)|, t > 0. (4.4)
Integrating both sides of (4.4) with respect to t , we have
V (t)+ δ
∫ t
0
2∑
i=1
|yi(s)− y˜i(s)|ds 6 V (0) <∞, t > 0, (4.5)
which implies
∑2
i=1 |yi(t)− y˜i(t)| ∈ L1[0,∞). In view of the definition of V (t) and (4.5), we obtain
2∑
i=1
ξ | ln y2(t)− ln y˜i(t)| 6 V (t) 6 V (0) <∞, t > 0.
Therefore
| ln y2(t)− ln y˜1(t)| 6 V (0)
ξ
and | ln y2(t)− ln y˜2(t)| 6 V (0)
ξ
. (4.6)
Since y˜(t) is a positive ω-periodic function, there exist positive constants mi and Mi such that mi 6 y˜i(t) 6 Mi, i = 1, 2.
Therefore, from (4.6) we have
mie−V (0)/ξ 6 yi(t) 6 Mie−V (0)/ξ , t > 0, i = 1, 2.
That is, yi(t) and y2(t) are bounded above and below by positive constants. So, from (A1), (A2) and (1.3) we can conclude
y′1(t) and y
′
2(t) are uniformly bounded on [0,∞), which implies that y1(t) and y2(t) are uniformly continuous on [0,∞).
Hence
∑2
i=1 |yi(t)− y˜i(t)| is also uniformly continuous on [0,∞). By the Barbaˇlat Lemma, we obtain limt−→∞
∑2
i=1 |yi(t)−
y˜i(t)| = 0. The proof of Theorem 4.1 is completed. 
Let
ui(t) =
∫ ∞
0
Ki(t + τ , t)dτ and vi(t) =
∫ ∞
0
Hi(t + τ , t)dτ , i = 1, 2.
From Theorem 4.1, we obtain immediately the following result.
Corollary 4.2. Assume that (A1), (A2) and (3.2) hold and there exist positive constants ξ, ηi, µi with ηi > ξ, µi > ξ, i = 1, 2,
such that
ξal >
2∑
i=1
ηiuui and ξb
l >
2∑
i=1
µiv
u
i .
Then the assertions of Theorem 4.1 are valid.
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Appendix
In this appendix, we prove that the set
Ω = {y(t) = (y1(t), y2(t))T ∈ E : |yi|0 < r, i = 1, 2}
is an open set in Banach space E. We only need to show that for any point y¯ = (y¯1(t), y¯2(t))T ∈ Ω , there exists a
δ-neighborhood B(y¯; δ) := {y ∈ E : ‖y− y¯‖ < δ} ⊂ Ω .
Let |y¯i|0 := di. Clearly, di < r, i = 1, 2, and δ = min1≤i≤2
{
r−di
2
}
> 0. Hence
di + δ < r, i = 1, 2. (A.1)
Since |y¯i|0 := di, we have
−di ≤ y¯i(t) ≤ di, t ∈ [0, ω], i = 1, 2. (A.2)
Taking into account
‖y− y¯‖ =
n∑
i=1
|yi − y¯i|0 < δ, for all y ∈ B(y¯; δ),
we have
|yi(t)− y¯i(t)| < δ, i = 1, 2, for y ∈ B(y¯; δ),
that is,
−δ + y¯i(t) < yi(t) < δ + y¯i(t), t ∈ [0, ω], i = 1, 2.
Thus, in view of (A.1) and (A.2),
|yi(t)| < δ + di < r, t ∈ [0, ω], i = 1, 2.
Hence we obtain
|yi|0 < r, i = 1, 2, for all y ∈ B(y¯; δ).
This implies B(y¯; δ) ⊂ Ω . The proof is complete.
References
[1] G.J. Ackland, I.D. Gallagher, Stabilization of large generalized Lotka–Volterra foodwebs by evolutionary feedback, Phys. Rev. Lett. 93 (15) (2004)
158701-1–158701-4.
[2] F. Brauer, C. Castillo-Chávez, Mathematical Models in Population Biology and Epidemiology, Springer-Verlag, New York, 2001.
[3] K. Gopalsamy, Stability and Oscillation in Delay Differential Equations of Population Dynamics, Kluwer Academic, Dordrecht, 1992.
[4] Y. Kuang, Delay Differential Equations with Applications in Population Dynamics, Academic Press, Boston, 1993.
[5] H. Bereketoglu, I. Gyori, Global asymptotic stability in a nonautonomous Lotka–Volterra type systemwith infinite delay, J. Math. Anal. Appl. 210 (1997)
279–291.
[6] F. Chen, D. Sun, Periodic solutions of scalar neutral Volterra integro-differential equations with infinite delay, Ann. Differential Equations. 19 (2003)
250–255.
[7] M. Fan, K. Wang, Global existence of positive periodic solutions of periodic predator–prey system with infinite delays, J. Math. Anal. Appl. 262 (2001)
1–11.
[8] M. Fan, K. Wang, Existence and global attractivity of positive periodic solution of multi-species ecological competition system, Acta Math. Sinica 43
(2000) 77–82.
[9] K. Gopalsamy, B.D. Aggarwala, Limit cycles in two species competition with time delay, J. Aust. Math. Soc. Ser. B 22 (1992) 148–160.
[10] Y. Kuang, Global stability of Gause-type predator–prey systems, J. Math. Biol. 28 (1990) 463–474.
[11] Y. Kuang, H.L. Smith, Global stability of infinite delay Lotka–Volterra type systems, J. Differential Equations 103 (1993) 221–246.
[12] R.M. May, Stability and Complexity in Model Ecosystems, Princeton University Press, New Jersey, 1973.
[13] Y. Xia, J. Cao, Almost-periodic solution for an ecological model with infinite delays, Proc. Edinb. Math. Soc. 50 (2007) 229–249.
[14] Y. Zhao, V. Hutson, Permanence in Kolomogorov periodic predator–prey models with diffusion, Nonlinear Anal. 23 (1994) 651–668.
[15] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, New York, 1985.
[16] M.A. Krasnoselskii, Positive Solutions of Operator Equations, Noordhoff, Groningen, 1964.
[17] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic press, New York, 1988.
