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the nonmorphological form condition (brothel-BROTH), suggesting that they could not be reduced to simple orthographic overlap. Rastle et al. (2004) argued controversially that these results implicate a rapid process of "morpho-orthographic segmentation" whereby all stimuli with a morphological surface structure are decomposed into their constituents.
Since the publication of these results, evidence for morpho-orthographic segmentation has accumulated rapidly. Indeed, in a meta-analytic review of 18 masked priming experiments across several languages, Rastle and Davis (2008) reported an overall priming effect of 30 ms for prime -target pairs with a transparent morphological relationship (darkness-DARK), a priming effect of 23 ms for prime -target pairs with a pseudomorphological relationship (corner -CORN), and a priming effect of just 2 ms for matched prime-target pairs with a nonmorphological orthographic relationship (brothel-BROTH). This set of findings has also been extended to morphologically structured nonword primes (e.g., adorage -ADORE yields greater priming than adoriln-ADORE; see Longtin & Meunier, 2005; McCormick, Rastle, & Davis, in press) .
The notion of an automatic morpho-orthographic segmentation process is consistent with singleroute models postulating that morphologically complex words are always recognized on the basis of decomposition (e.g., Taft, 1994) and with parallel dual-route models postulating that morphologically complex words are always recognized through a combination of decomposition and direct lexical retrieval (e.g., Baayen, Dijkstra, & Schreuder, 1997; Kuperman, Bertram, & Baayen, 2008) . Not all dual-route models are of the parallel type, however. Some other dual-route models make use of the horse race metaphor, according to which word recognition is determined by the fastest route. These models postulate that the speed of the lexical retrieval route depends on the frequency of the morphologically complex word; as such, they claim that decomposition is involved in the processing of low-frequency words, whereas lexical lookup governs processing for high-frequency words. The notion of an automatic process of morpho-orthographic segmentation is inconsistent with these models, because these models claim that decomposition applies only to low-frequency words.
In some variants of the horse-race style of model, the frequency threshold is very low (effectively zero), so that all known complex words qualify for direct lexical retrieval, and decomposition is limited to neologisms (e.g., "faxable"). Such a model is the AAM model, as can be seen in the citation below:
The activation of a whole-word orthographic representation proceeds more rapidly than the activation of the combined morphemes that comprise the word . . . the AAM [augmented addressed morphology] model predicts effects of morphological structure only for nonwords. (Caramazza, Laudanna, & Romani, 1988, p. 299 -301) Other versions of the horse-race-style models postulate a frequency threshold for direct lexical retrieval of 6 per million. This (seemingly arbitrary) threshold was proposed initially by Alegre and Gordon (1999) , who found no evidence for surface frequency effects for morphologically complex words falling below this value. Though this research has been criticized (see Baayen, Wurm, & Aycock, 2007 , who found that surface frequency effects can be detected across the full range, including items below 6 per million, given sufficient power), it and similar proposals for precisely what the frequency threshold might be continue to inform research in this area, as demonstrated by the following excerpt:
A number of factors can affect the processing route used for inflected words. One of them is word frequency. Stemberger and MacWhinney (1986) suggested that even regular inflected words that are encountered often enough, may be coded into long-term memory as whole units. Thus, high frequency inflected words would be accessed and recognized via the faster full-form route. Evidence for this has been reported by Alegre and Gordon (1999) who studied visual lexical decision performance in English-speaking individuals. They found that full-form representations already start to develop for morphologically complex words when their surface frequency is higher than 6 occurrences per million. Lehtonen, Niska, Wande, Niemi, and Laine (2006) obtained comparable results in Swedish: Native speakers showed a processing cost indicative of morphological decomposition with low frequency inflected nouns with a surface frequency range below 4 per million. On the other hand, medium and high frequency inflected words with surface frequency ranges of approximately 9-40 and 40-215 per million, respectively, were found to be processed via the full-form route. (Portin et al., 2008, p. 453) Still other versions of the horse-race style of model propose that it is not the absolute frequency of the morphologically complex word that is important, but rather the relative frequency of this word to the base word from which it was derived. Hay (2001) argued that morphologically complex forms that are more frequent than their base words (e.g., actuallyactual) are more likely to have lexical representations than are complex forms that are less frequent than their base words (e.g., famously-famous), as demonstrated by the following citation:
The frequency of the base form is involved in facilitating decomposability. When the base is more frequent than the whole, the word is easily and readily decomposable. However, when the derived form is more frequent than the base it contains, it is more difficult to decompose and appears to be less complex. (Hay, 2001 (Hay, , pp. 1049 (Hay, -1050 Irrespective of whether the frequency threshold is zero (Caramazza et al., 1988) , somewhere in the low-frequency range (e.g., Alegre & Gordon, 1999) , or relative rather than absolute (Hay, 2001) , none of these horse-race models is consistent with an automatic process of morpho-orthographic segmentation that applies to all morphologically structured stimuli (e.g., Longtin et al., 2003; Rastle et al., 2004) . However, it could be argued that these models are actually consistent with the evidence for morpho-orthographic segmentation as it stands. Indeed, inspection of the stimuli used within the various masked priming studies of morphoorthographic segmentation shows that the primes were largely neologisms (e.g., habiter, adorism) and low-frequency derivations (averaging fewer than 3 per million; e.g., acidic, fleshy, amenable, coaster), much lower in frequency than their stem targets. Thus, the failure to demonstrate that morpho-orthographic segmentation also applies to high-frequency words presents a major gap in the theoretical claims made by Rastle et al. (2004) .
A more stringent test of Rastle et al.'s (2004) claims would be to investigate whether masked morphological priming effects can be obtained when primes are high in frequency. The citations provided above suggest that morphological priming effects should be most evident when complex primes are low in frequency (Portin et al., 2008) , lower in frequency than their stem targets (Hay, 2001) or nonword morphological constructions (Caramazza et al., 1988) . Morphological priming should be least likely to arise when complex primes are high in frequency (and higher in frequency than their stem targets). In contrast, models arguing that decomposition is a routine process arising for all morphologically complex stimuli (Baayen et al., 1997; Rastle et al., 2004) predict that neither the frequency nor the lexicality of the prime should have any bearing on whether or not it is decomposed. Equivalent morphological priming effects should be observed in all cases.
This prediction was tested in a single experiment in which we measured the influence of a masked morphological prime on the recognition of a stem target. Three conditions of primes were used: one in which a high-frequency prime was, on average, more than four times more frequent than its stem target (e.g., dreadful-DREAD); one in which a low-frequency prime was, on average, more than four times less frequent than its stem target (e.g., blankly-BLANK); and one in which the prime was a nonword with no lexical frequency (e.g., priorly-PRIOR). Further, the frequencies of the primes (60 per million vs. 2 per million) were selected such that, according to Alegre and Gordon (1999) , the first group of primes should have a lexical representation while the second group should not. 1 1 In contrast to our previous work (e.g., McCormick, Rastle et al., 2004) we did not include an orthographic form condition modelled on the morphological pairs (e.g., brothel-BROTH; electron-ELECT). Indeed, because of the small number of these stimuli available in English, it would have been impossible to match them to the morphological conditions on the critical prime frequency variable. However, we felt confident that our results could safely be attributed to morphological overlap for two reasons. First, the meta-analytic review conducted by Rastle and Davis (2008) demonstrated over 18 experiments that pairs like brothel-BROTH yield average priming effects close to zero. Second, a form priming account of our effects would predict strong inhibition in the high-frequency prime condition (Davis & Lupker, 2006) , precisely the opposite to the predicted (and observed) pattern.
Method

Participants
The participants were 60 volunteers from Royal Holloway, University of London. These participants had normal or corrected-to-normal vision and were native speakers of English. They were offered £5 in exchange for their time.
Stimuli
A total of 120 prime-target pairs were selected from the CELEX database (Baayen, Piepenbrock, & van Rijn, 1993) , 40 for inclusion in each of three conditions. Pairs in the high-frequency prime condition comprised high-frequency primes that were at least twice as frequent as their respective targets (e.g., government-GOVERN). Pairs in the lowfrequency prime condition comprised low-frequency primes that were no more than half as frequent as their respective targets (e.g., concretely-CONCRETE). Finally, pairs in the pseudoword prime condition comprised morphologically structured pseudoword primes derived from their respective targets (e.g., monkage-MONK). A semantic relatedness pretest using a 9-point scale was carried out using experimental items and fillers in order to check that the words in both real-word prime conditions were equivalently semantically related. This pretest was completed by a separate group of 40 native English-speaking participants who did not take part in the main experiment. Semantic relatedness as assessed with the latent semantic analysis (LSA; Landauer & Dumais, 1997) could not be used as there were insufficient numbers of the lower frequency primes available for an effective comparison to be made across the conditions. Primes and targets were matched across conditions on a range of variables known to affect lexical processing (see Table 1 ). The same range of frequent suffixes was used in each of the three conditions in order to ensure that differences between suffixes did not influence the decomposition observed. Stimuli can be found in the Appendix.
Unrelated control primes were selected for each of the 120 target words. Control primes were morphologically, semantically, and orthographically unrelated to the targets. They were matched pairwise on length and morphological complexity to each related prime and were matched groupwise on frequency to the related primes in each realword condition. Control primes ended with the same suffixes as the test primes.
A total of 40 pairs of totally unrelated primes and targets were added to the stimulus set in order to reduce the overall relatedness proportion to 37% (see also Rastle et al., 2004) . Two thirds of these filler primes were real suffixed words (27), and one third (13) were pseudoderived words, matching the proportions of the experimental prime words. These filler targets were groupwise matched to the 120 experimental targets on frequency, length, and neighbourhood size. Real-word filler primes were groupwise matched to experimental primes on frequency and length.
A total of 160 nonword targets were selected for the NO response of the lexical decision task. Nonword targets were groupwise matched to the word targets on length and neighbourhood size. These nonword targets were preceded by primes matched groupwise to the experimental primes on morphological status, lexical status, length, and frequency.
Targets from each condition were divided at random into two equal lists for counterbalancing purposes, with half of the targets in each list preceded by related primes and half by unrelated control primes. Participants received only one experimental list and therefore participated in all priming conditions, but saw each target only once. Including the experimental, filler, and nonword trials, each participant made 320 lexical decisions.
Apparatus and procedure
Stimulus presentation and data recording were controlled by the DMDX software (Forster & Forster, 2003) running on a Pentium III personal computer. A two-button response box was used to record lexical decisions, in which the YES response button was controlled by the dominant hand.
Participants were tested in a dimly lit, quiet room. They were advised that they would be seeing a series of letter strings presented one at a time and that they would be required to decide as quickly and accurately as possible whether each string was a word or not a word. Participants were not told of the existence of the prime stimulus. Primes were presented in lower case for 42 ms. These primes were preceded by a 500-ms forward mask (consisting of hash marks) and were followed immediately by a target in upper case that remained on screen until a response was made. Targets were presented in a different random order for each participant. Participants were given 10 practice trials before beginning the experiment.
Results
Reaction time (RT) data for incorrect responses were discarded. Ten outlying data points over 2,500 ms or less than 150 ms were also removed prior to analysis (0.1% of correct responses).
Data were analysed by subjects and by items using three-factor analyses of variance (ANOVAs). The analysis by subjects treated priming (two levels) and condition (three levels) as repeated factors and list (two levels) as an unrepeated factor. The analysis by items treated condition and list as unrepeated factors and priming as a repeated factor. Latency and error data by subjects are shown in Table 2 . The analysis on RT yielded a main effect of priming, F 1 (1, 58) 
Discussion
This research investigated whether the rapid form of morphological decomposition identified by Rastle et al. (2004) and Longtin et al. (2003) is a routine process applied to all morphologically structured stimuli, or whether it applies only to morphologically complex stimuli that are not sufficiently frequent to have their own lexical representations. We compared masked priming for derived primes that were both high in frequency (on average 60 per million) and of a higher frequency than their stem targets (on average more than four times as frequent) with the effects observed for two types of low-frequency primes. The first type consisted of low-frequency words (on average 2 per million) that were on average more than four times less frequent than their stem targets. The second type consisted of nonwords with no lexical frequency. If morphological decomposition is limited to unfamiliar words, as predicted by the horse-race style of dual-route models quoted in the introduction, then priming (Baayen et al., 1993) . ANOVA ¼ analysis of variance. N/A ¼ not applicable.
should be limited to the last two conditions. On the other hand, if morphological decomposition is a routine process that applies to all morphologically structured stimuli, then it should be observed in all three conditions. The results were straightforward. The priming effect observed with high-frequency primes (24 ms) was equivalent to the one observed with low-frequency primes (27 ms) and with nonword primes (22 ms). These results bolster the claims of Rastle et al. (2004) by showing unambiguously that the morpho-orthographic segmentation process is not restricted to low-frequency words or nonwords.
2 Indeed, in contrast to the horserace models quoted in the introduction (e.g., Caramazza et al., 1988) , in which decomposition is portrayed as a slow (or last-resort) option compared with lexical retrieval, our observation that decomposition is observed for words with such high surface frequencies is testament to the primary role of morphological decomposition in visual word recognition.
Though these data are inconsistent with the horse-race style of dual-route models quoted in the introduction, the finding of automatic morphological decomposition is fully in line with the parallel dual-route models defended by Baayen and colleagues since the mid-1990s (e.g., Baayen et al., 1997; Baayen et al., 2007; Kuperman et al., 2008) , which claim that there is acrossthe-board decomposition of morphologically complex stimuli. In contrast to the horse-race style of dual-route model, these parallel models assert that readers attempt to maximize their chances of word recognition through simultaneous use of all processing cues and mechanisms available to them, including whole-form retrieval and decomposition (e.g., Kuperman et al., 2008) . Perhaps an analogy can be made here to the issue of phonological mediation in visual word recognition. Though debate in this area has often been framed in an all-or-none manner (i.e., visual word processing is achieved via the phonological pathway or the visual pathway), more recent theorizing is in line with a weak phonological model in which a visual and a phonological pathway interact and simultaneously contribute to word recognition (Rastle & Brysbaert, 2006) . The availability of working computational models of visual word recognition has contributed greatly to this theorizing, and we predict that extending these models to morphological processing would have a similar positive influence in that area. Note: Latency ¼ reaction time in ms. Error rates in percentages in parentheses.
2 One of our reviewers suggested that the presence of nonword primes in our experiment might have inflated the contribution of the decomposition route, resulting in larger priming effects in the high-frequency condition than would be observed in an experiment comprising high-frequency primes only. We believe that this is very unlikely given that (a) there is little evidence for the modulation of masked priming effects due to the nature of the primes (Brysbaert, 2001; Perea & Rosa, 2002) ; (b) the related nonword primes constituted only 12.5% of the word trials, thus discouraging rather than encouraging morphological decomposition over the whole set of items; and (c) the priming effect observed with low-frequency primes was exactly the same size as that reported by Rastle et al. (2004) in which no nonword primes were used. 
