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Cieľom tento prace bolo zoznámiť sa so sieťovými prvkami konvergovaných sieti. V dnes 
dobe sa kladie na sieťové prvky veľký dôraz preto je dôležité ako bude riešená priorita. 
V teoretická časť sa zaobera sieťovými prvkami a neurónovými sieťami. Neurónové siete boli 
rozoberané od vzniku až po súčastnosť. Úlohou bolo navrhnúť topologiu neurónovej, ktorá by 
dokázala riadiť sieťový prvok. Jedná sa o trojvrstvovú preceptrónovú sieť so štyrmy vstupmy 
a jedným výstupom. Simulácia bola uskutočnená v programe MATLAB. V simulácií neboli 
nužité reálne data. Všetky hodnoty vstupných matíc generoval program MATLAB, preto sa 
jedná o čistú simuláciu. 
 





The main task of the Master Thesis is introduction into network elements in converget 
networks. Great importance is put on network elements today, that is why priority resolving is 
crucial. Theorethical part deals with network elements and neuron networks. Neuron networks 
were analysed from history to present. The main goal was to develop a neuron network 
topology able to manage a network element. The developed topology consists of four-layered 
perceptron network with four inputs and one output. The simulation was carried out on 
MATLAB software. No real data were used in the simulation. All input values were generated 
by MATLAB software hence it was a simulation. 
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V bakalárskej práci som sa zapodieval aktívnymi prvkami konvergovaných sieti a riadením 
sieťového prvku v umele neurónovej sieti. V dnešnej dobe musíme zabezpečiť schopnosť 
prenášať rôzne typy dát aby boli splnené požiadavky na ich prenos. 
 Zlúčením klasických telekomunikačných sieti so sieťami dátovými nám vznikli moderné 
širokopásmové integrované siete nazývane tiež konvergované siete. Pomocou týchto sieti je 
možný spoločný prenos hovorových, dátových a obrázkových signálov formou rôznych 
multimediálnych služieb. Musíme brať ohľad na kvalitu služieb v prenose. Ďalej by sa mala 
brať do úvahy priorita daných signálov pretože jednotlivé služby májú odlišné požiadavky na 
prenos napr. oneskorenie dátových jednotiek v sieti. Ak chceme toto všetko dosiahnuť 
musíme mať kvalitne sieťové prvky na ktoré sa kladú vysoké nároky. Mali by byť schopné 
poskytnúť dostatočnú šírku pásma pre prenos a ďalej zabezpečiť požadované parametre pre 
spojenie.Ich hlavnou úlohou je prepojovať zariadenia a zabezpečiť komunikáciu v sieti 
koncových uzlov či už ide o komunikáciu medzi dvoma uzlami alebo už konkrétne medzi 
uživaťeľmy (odosielateľ a príjemca). Toto celé spracovanie sa riadi v riadiacej časti sieťového 
prvku. Pokiaľ chceme dosiahnuť čo najednoduchšií proces spojenia museli by mať dané 
jednotky (dátové jednotky) rovnakú prioritu.  
Ako som bolo spomenuté jednotlivé služby majú odlišné požiadavky preto je nutné dáta 
spracovávať prioritne v danom sieťovom prvku, čím dosiahneme to že sme schopný 
v časovom okamžiku preniesť danú dátovú jednotku cez spojovacie pole sieťového prvku na 
daný výstup. S tým prichádzajú už spomínané nároky  na riadiacu časť sieťového prvku. 
Prioritné spracovanie dátových buniek môžeme realizovať ako klasické sekvenčné 
spracovanie dát, paralelné zaradenie viacerých funkčných prvkov, paralelné prepojenie 
veľkého počtu elementárnych funkčných blokov. Posledný zmienený spôsob, ktorý môžeme 
považovať za obdobu umelých neurónových sieti je najperspektívnejší spôsob riešenia 
pretože z biologického hľadiska sú umelé neurónové siete paralelne distribuovaný systém 
elementárnych výkonných prvkov. Tieto prvky sú účelovo usporiadané tak aby bola sieť 
schopná realizovať požadované spracovanie informácií. Umelé neurónové siete sa dajú veľmi 
efektne využiť práve pre riadenie aktívneho sieťového prvku, ktorý musí riešiť pri svojej 
prevádzke optimalizačný problém dátových jednotiek s možnosťou využiť paralelnú 
architektúru prvku. Po dohode s vedúcim páce pánom doc.Ing.Vladislavom Škorpilom,CSc sa 
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zadanie bakalárskej práce obmedzilo na simuláciu jednej neurónovej siete bez učiaceho 
algoritmu a teoretický rozbor ďalších sieti pričom je potreba sa zaoberať prioritou dátových 
tokov. Cieľom bakalárskej práce je venovať sa aktívnym sieťovým prvkom, uvažovať 
a navrhnúť progresívne riešenie pomocou neurónovej siete. Ako praktická časť je následná 

























1 AKTÍVNE SIEŤOVÉ PRVKY 
 
Aby sme mohli komunikovat potrebujeme v počítačových sieťach používať prvky. Tie delíme 
do dvoch základných skupín: aktívne a pasívne. Ako pasívný sieťový prvok si možme 
predstaviť napr. kabeláž, zásuvky, rozvody atd. V sieťových miestach kde potrebujeme daný 
signál upraviť použijeme aktivny sieťový prvok. Pod upravením signalu rozumieme hlavne 
zmenu jeho smerovania. Poznáme v dnešnéj dobe radu sieťových prvkov napr. : 
• Rozbočovač - hub 
• Opakovač 
• Switch - prepínač 
• Most - bridge 
• Modem 
• Brána – firewall 
• Router - smerovač 
• a ďalšie 




Je aktívny prvok počítačovej siete, ktorý umožňuje jej vetvenie a je základom sieti 
s hviezdicovou topológiou. Chová sa ako viacportový opakovač. To znamená, že všetky dáta, 
ktoré prichádzajú na jeden z portov skopíruje na všetky ostatné porty, bez ohľadu na to, na 
ktorom porte sa nachádza zariadenie, ktorému sú dáta adresované. Rozbočovač zväčšuje 
kolíznu doménu. To má za následok, že všetky zariadenia na danom segmente siete „vidia“ 
všetky rámce, aj tie, ktoré sú adresované iným zariadeniam a u väčších sieti to znamená 
zbytočné preťažovanie tých zariadení, ktorým dáta v skutočnosti nepatria. Z toho hľadiska sa 
upušťa od používania týchto zariadení vo veľkých sieťach a nahrádzaú ich prepínače (switch). 
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Rozbočovače dokážu detekovať prípadnu kolíziu, to znamená pokial sa objaví signál na 
príjmači dvoch a viac portov. Nasleduje okamžité vyslanie signálu JAM ( špeciálna sekvencia 
bitov). Pomocou CSMA/CD(Carrier Sense Multiple Access with Collision Detection) dokážu 
stanice detekovať kolíziu na základe vyslaného signálu z rozbočovača. 
 
 
Obr. 1.1: 4-portový NETGEAR Ethernet Hub (rozbočovač) 
1.2 OPAKOVAČ-REPEATER 
 
Jedná sa o elektronický aktívny sieťový prvok, ktorý prijíma, skreslený, zošumený alebo inak 
poškodený  signál a opravený, zosilený a správne časovaný ho posiela dalej. Takto je možné 
jednoducho zvýšiť obsah média bez straty kvality a obsahu signálu. Opakovače patria do 
prvej (fyzickej) vrstvy referenčného modelu ISO, pretože pracujú priamo s elektrickým 
signálom. Zapojením viac opakovačov za sebou umožňuje este viac predĺžiť dosah signálu-
neplatí u ethernetu z dvôvodu použitia kolíznych protokolov CSMA/CD, založených na 
možnosti detekovať kolízie a na predpoklade že kolízie dokážu rozpoznať všetky uzly. 
Použitie opakovačov totiž vnáša nezanedbateľné oneskorenie do celej doby prenosu, ktorou 
signál trvá, kým neprejde z jedného konca siete na druhý. Pokial by táto doba presiahla určitú 
hranicu mohlo by dojsť k veľmy zaujímavej ale bohužiaľ nežiadúcej situácií: kolízia by bola 
detekovaná iba v časti siete nie však v celej sieti (napr. “v strede“ nie “na koncoch“). 
Opakovač odstraňuje nechtený šum v príchodzom signále. Na rozdiel od analogového signálu, 
môže byť digitálny signál, ak je príliš slabý alebo poškodený, analyzovaný a opravený. 









Most označuje v počítačovej sieti sieťové zariadenie, ktoré spojuje dve časti siete na druhej 
(linkovej) vrstve referenčného modelu ISO/OSI. Most je pre protokoly vyšších vrstiev 
transparentný (neviditeľný), oddeľuje beh rôznych segmentov siete a tým zmenšuje i 
zaťaženie siete. Most oddeľuje beh dvoch segmentov siete, tak že si vo svojej paměti RAM 
sám zostaví tabulku MAC (fyzických) adries a portov, za ktorými sa dané adresy nachádzajú. 
Ak leží príjemca v rovnakom segmente ako odosielateľ, most rámce do iných častí siete 
neodošle. V opačnom prípade ich odošle do príslušného segmentu v nezmenenom stave (týka 
sa iba tzv. Unicast rámcov, ktoré sú určené jedinému príjemcovi). 
 
Výhody sieťového mostu: 
• nie je ho treba konfigurovať 
• znižuje veľkosť kolíznej domény 
• je transparentný s protokolom vyšších vrstiev 
• je lacnejši než router 
 
 Nevýhody sieťového mostu: 
• vyššie latencie, než majú opakovače (repeatre) z dôvodu čítania MAC adries 










Sprostredkováva prenos dát medzi dvomi, alebo viacerými počítačovými sietami v procese 
nazvanom smerovanie (routing). Prepája siete na 3 úrovní modelu ISO (sieťová vrstva). 
Router býva zvyčajne obsadený medzi dvomi, alebo viacerými sieťovými rozhraniami, ktoré 
môžu, ale nemusia byť rovnakého typu. Analyzuje adresu každého datagramu, ktorý dostane 
na jednom zo sieťových rozhraní od iného sieťového zariadenia a na základe stavu sieti, na 
iných sieťových rozhraniach rozhoduje, ktorému ďalšiemu sieťovému zariadeniu ma 
datagram poslať, aby sa dostal do bodu určenia. Na základe analýzy okolitých sieti si router 
vytvára smerovaciu tabuľku. Táto tabuľka obsahuje najefetívnejšiu cestu nazývanu tiež aj 
metrika. Smerovače navzájom komunikuju a informujú sa o stave sieti na základe špeciálnych 
komunikačných protokolov napr. ICMP. ICMP protokol (Internet Control Message Protocol) 
patrý medzy najdôležitejšie protokoly zo sady internetových protokolov. Používajú ho 
operačné systémy počítačov v sieti pre odosielanie chybových správ napr. že požadovaná 
služba nieje dostupná alebo požadovaný počítač nieje dosiahnutelný. ICMP sa líši od TCP a 
UDP protokolov hlavne tým, nieje používaný sieťovými aplikáciami priamo. Výminka je 
nástroj ping, ktorý posiela ICMP správy „Echo Requeast“a očakáva príjmané správy „Echo 









Jeho úlohou je spájať jednotlivé časti počítačovej siete. Prepínač je v porovnaní 
s rozbočovačom inteligentnejší, podľa MAC adries dokáže rozpoznať kam má byť paket 
doručený a tým pádom nemusí rozposielať dáta na všetky porty súčasne. Vďaka tomuto sa 
nám radikálne zníži tok zbytočných dát v sieti. Prepínač pracuje podľa predom definovaných 
podmienok. Podľa nich riadi tok dát v sieti. Existujú 3 základne možnosti preposielania: 
 
• Store and Forward – po príchode paketu si ho prepínač automaticky ukladá do 
vyrovnávacej pamäte a následne po vyhodnotený hlavičky (kontrola chýb paketu) ho 
posiela na cieľový port. Pokial prepínač pracuje v tomto režime sú naňho kladené 
veľké nároky vzhľadom na vyrovnávaciu pamäť a zároveň spôsobuje veľké 
oneskorenie v prenose. 
 
• Cut through – v druhom prápade prepínač nečaká kým dorazý celý rámec ale ako už 
názov napovedá prepínanie sa zaháji ihned ako dorazý prvá časť rámca. Zo záhlavia sa 
dozvedá fyzickú ardesu príjemcu a zahajuje sa vyhľadávanie portu pre uskutočnenie 
prenosu. Tento spôsob má obrovskú nevýhodu z toho hľadiska že dochádza k šíreniu 
chýb v prenose (prepínanie neúplných alebo chybných rámcov prípadne môže nastať 
kolízia). Na druhej sprane tento režim ma výhody v tom že má malé nároky na 
vyrovnávacie pamäte, nespôsobuje veľké oneskorenie ako v prvom prípade a má 




• Fragment free – ide o vylepšenie predošlého režimu. Prepínač začne prepínať až po 
prijatí 64B, to znamená že nedošlo ku kolízií na danom segmente. CSMA/CD metóda 
špecifikuje túto minimálnu dĺžku rámca. Hlavne sa jedná o zabránenie prepínania 
























2 ÚVOD DO NEURÓNOVÝCH SIETI 
2.1 HISTÓRIA 
 
Túto časť som zaradil na začiatok úvodu o neuronóvých sieťach pretože stojí za zmienku 
pripomenúť osobnosti, ktoré boli aktérmi vývoja. Základy teórie položili páni McCuloch a 
Pitts v koru 1943, v ktorom predložili prvý model neuronu a ten bol následne po nich 
pomenovaný. Nasledujúce roky sa pracovalo na sieťach s prahovými neuronami a bolo 
dokázene , že su schopné prevádzať ľubovolný algoritmus. Pán Hebb v toku 1949 na základe 
pozorovania vyslovil pravidlo, že “synaptické spojenie medzy dvoma v rovnakej chvíli 
aktivovanými neurónami sa posilňuje”. 
V roku 1958 bol zavedený pojem perceptron pánom Rosenblattom. Je to jednuduchá 
jednovrstová sieť. Na základe týchto objavov  a spoluprácou pánov Hoff a Widrow vznikli 
siete ADALINE a MADALINE. Sieť MADADINE bola ako prvá použitá vo svete. Pre teóriu 
neuronových sieti v roku 1969 nastal zlom ked dokázali páni Minsky a Papert, že 
jednovrstová sieť nedokáže riešiť funkciu XOR. Síce pán Rosenblattom vedel, že 
viacvrstvové siete dokážu riešiť zložitejšie funkcie včetne XORu ale financovanie bolo 
pozastavené a on nedokázal nájsť vhodný algoritmus aby to  dokázal. Výskum sa rozbehol 
zase v roku 1974 keď bol vynájdený algoritmus pre viacvrstvové siete nazvaný 
backpropagation (spätné šírenie chýby). Tento objav uskutočnil pán Werbos.Od roku 1987 je 
backpropagation najpouživanejší učiaci algoritmus pre siete s dopredný širením. 
V dnešnej dobe sa neurónové siete začínajú použivať ako prvky pre riadenie alebo prvky pre 
optimalizáciu sústavy. 
2.2  BIOLÓGIA 
 
Priebeh vývoja mnohobunkových živočíchov a hlavne ich  riadiace centrum, sa z 
jednoduchých  riadiacich informačných systémov stávali čoraz zložitejšie. Vyvinuli sa dva: 
pomalý všesmerový chemický, kde sú do krvi uvoľňované hormóny, tie sú následne 
roznášané do celého tela a jednotlivé bunky na nich reagujú. Keď sa bunky ciev zmrštia 
a zvýši sa krvný tlak, do krvi sa vylúčil adrenalín. Bunky srdca reagujú tak, že srdce začne 
byť rýchlejšie.  
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Rýchly smerový neurónový systém pracuje napr. ako reflexný oblúk. Keď sa podráždia 
proceptronové bunky (napr. tlakom) bunka vyšle dlhým vláknom vzruch do svalovej bunky 
a tá sa následne zmrští, to umožní živočíchovi aby sa vyhol útoku. Táto nervová sústava sa 
nazýva rozptýlená, to preto lebo pozostáva z osamotených neurónových buniek. Postupným 
vývojom živočíchov začala rásť aj potreba reagovať zložitejšie, vznikla rebríková nervová 
sústava. Takúto sústavu má napr. dážďovka. V ďalšom vývoji vznikali neurónové uzly. 

























3.1 BIOLOGICKÝ NEURÓN 
 
Neurónové bunky sa dajú špecifikovať ako bunky, ktoré sa špecializujú na prenos, 
spracovanie, uchovávanie a využívanie informácií. Tieto činnosti zabezpečuje ich vnútorná 
štruktúra, skladba, funkcia a vonkajší vzhľad. Je základnou jednotkou neurónovej sústavy. 
Jedná sa o neurónovú bunku s výbežkami.  
 
Obr. 3.1 : Biologický neurón 
Základnou časťou neurónu je sona (bunkové telo neurónu). Toto telo je vyplnené plazmou, 
ktorá je obklopená tenkou membránou. Ako vidíme z obrázku, z tela vyrastajú dva typy 
neurónových výbežkov (jedná sa o typický neurón) a to dentrity a axony. Dentrity možme 
považovať za vstupy, ktoré vedú vzruch smerom k bunke. Naopak axon nám predstavuje 
výstup. Axony sú obalené v mayelinovej pošve, ktorá je v určitých častiach prerušovaná tzv. 
Ranvierovými zárazami. Ak sa na to pozrieme zblizka tak axon v bode pre Ranvierového 
zárezu nieje obklopený mayelinovou pošvou, tým padóm je v priamom kontakte s okolím. 
Toto nám pomáha k rýchlemu a neskreslenému prenosu cez dlhé axony. Takto nám v sieťach 
napríklad pracujú opakovače a vedienia (tiež prispievajú k rýchlemu a neskreslenému 
prenosu). Na rozdiel od dendritov je axon jeden a jeho koniec je rozvetvený na vetvy 
tzv.terminály. Každá s vetiev  má na konci spoj nazvaný synapsia, ktorá zabezpečuje 
 22 
 
prepojenie s inými neurónami. Môžeme teda hovoriť o informačnom rozhraní. Synapsie teda 
zabezpečujú premenu aktivity neurónu na elektrický, chemický alebo mechanický impulz a 
ten následne vyvolá alebo utlmí priľahlý neurón ,s ktorým je spojený. Či sa jedná o elektrické, 
chemické alebo mechanické impulzy záleží na tom o aký druh synapsií ide. Ak je aktivačný 
impulz dostatočne veľký v porovnaní s tlmiacim, ktorý dostane neurón následne aktivuje svoj 
axon. Prechod signálu synapsiami je adaptívny z čoho vyplíva že nieje konštantný a 
prispôsobuje sa rôznym situáciam (konkrétne situácie). Hovoríme potom, že synapsie majú 
veľkú (synaptickú) plasticitu. Priechodnosť synapsií sa vďaka tomu môže meniť pri priechode 
signálu. Každá zmena existujúcej synapsie dopomáha k procesu učenia, následne sa mení 
vpliv neurónu na ostané. 
3.2 UMELÝ NEURÓN 
 
Návrh modelu umelého neurónu vyšiel z biologického modelu to však  neznamená, že sú 
úplne napodobňované. Niektoré modely sa dosť odlišujú v princípe činnosti od ich 
biologických predloh. 
 
Obr. 3.2 : Model umelého neúronu 
Ako biologický neurón tak aj umelý neurón sa skladá zo základných častí, ktoré si tu 
uvedieme. Tak ako model biologického neurónu aj tento model má vstupy x1 až xn (nám 
určuje počet vstupov), ktoré ho spájajú s ostanými neurónami. Následne sa vstupy vynásobia 
váhami. Tieto váhy nám určujú spojenia medzy neurónami. Takéto vstupy sú ďalej sčítané v 
tele neurónu [F,p], kde sa od nich odčíta prah a vynásobia sa zadanou funkciou. Výsledok 
spracovania pokračuje na výstup čo predstavuje výsledný signál neurónu. 
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3.3 MATEMATICKÝ MODEL NEURÓNU 
 
Matematicky model neurónu je základnou stavebnou jednotkou umelých neurónových sieti.  
Rozdiely medzi jednotlivými modelmi je v tom akú matematickú funkciu používajú a taktiež 
ich topológia. Medzi najznámejšie modely patrí formálny neurón  tiež nazývaný podľa 
svojich autorov nazývaný McCulloch-Pittsov model neurónu. 
 
Obr. 3.3 : Model McCollochova-Pittsova neurónu 
• x1-xn – sú vstupy neurónu 
• W1-Wn – sú vstupné váhy 
• n – je počet vstupov 
• W0 – je prahová hodnota 
• f(u) – je prenosová funkcia 
• y- je požadovaný výstup neurónu 
Výstup McCollochova-Pittsovho neurónu sa dá vypočítať podľa vzťahu (3.1) 
 






4 PRENOSOVÉ FUNKCIE 
 
V tejto kapitole sa budem venovať prenosovým funkciám a ich vzťahom. Vzťahy a obrázky 
sú prevzaté z programu MATLAB. 
4.1 FUNKCIA HARDLIM 
 
 
Obr. 4.1: Prenosová funkcia Hardlim a jej symbol v programe MATLAB® 
 
Funkcia Hardlim je prahová funkcia to znamená že jej hodnoty ako vidno na obrázku na 
dobúdaju hodnôt 0 a 1 a je tak uvedené aj vo vzťahu (4.1). 
 
                                (4.1) 
 
4.2 FUNKCIA SATLIN 
 
 
Obr. 4.2 : Prenosová funkcia Satlin a jej symbol v programe MATLAB® 
Funkcia je ohraničená v bode 1 z hora a v bode 0 zo spodu. Ako vidíme zo vzťahu (4.2) je 





                                                                                                                         (4.2)        
 
4.3 FUNKCIA LOGSIG        
 
 
Obr. 4.3 : Prenosová funkcia Logsig a jej symbol v programe MATLAB® 
Funkcia Logsig je nelineárna funkcia a je tvorená sigmoidou. 
 
                                                          (4.3)    




Obr. 4.4 : Prenosová funkcia Purelin a jej symbol v prgrame MATLAB® 
Funkcia Purelin nám kopíruje vstup na výstup bez zmeny ako vidno na obrázku a teda jej 
rovnica (4.4) sa dá ľahko odvodiť 




5 UMELÉ NEURÓNOVÉ SIETE 
 
V tejto kapitole som sa venoval rozdeleniu neurónových sieti a následne som sa ich snažil 
stručne opísať. Neurónové siete sa používajú na modelovanie zložitých systémov. Ako už 
vieme ľudský mozog je zložitý orgán. Pomocou neurónových sieti sa snažíme napodobniť 
jeho funkciu čo sa nám zatiaľ nedarí, ale žijeme v dobe kde už máme dostatok technickej 
podpory a informácií na realizáciu jednoduchších sieti pomocou, ktorých môžeme riešiť 
praktické problémy ako sú napr. rozpoznávanie obrazu alebo reči (klasifikácia dát), 
transformáciu signálu alebo kompresiu dát. 
Neurónové siete môžeme deliť podľa typu architektúry na :  
• Dopredné neurónové siete 
 
         Jednovrstvová perceptrónová sieť 
 
         Viacvrstvová perceptrónová sieť 
 
• Rekurentné neurónové siete 
 
          Hopfieldová sieť 
           
          Elmanová sieť 
 
• Samo-organizačné neurónové siete 
 
         Kohonenová sieť 
 
5.1 REKURENTNÉ NEURÓNOVÉ SIETE 
 
Rekurentné neurónové siete sú siete s dynamickým správaním, čo spôsobuje ich spätná väzba. 
5.1.1 HOPFIELDOVÁ SIEŤ  
 




Jedná sa o úplne prepojenú sieť, pri ktorej je každý výstup jej neurónu prepojený so vstupmi 
všetkých  neurónov v rámci jednej vrstvy okrem seba samého. Hopfieldová rekurentná 
(spätnoväzebná) sieť je jednovrstvová sieť a obsahuje toľko neurónov koľko má vstupov. Jej 
štruktúra je uvedená na obrázku (5.1). 
 
 
Obr. 5.1 : Štruktúra Hopfieldovej siete 
Popis štruktúry Hopfieldovej siete: 
• x0, x1,...,xn-1 predstavujú vstupy siete. 
 
• u0, u1,...,un-1 sú stavy jednotlivých časových krokov, ktoré sa v nasledujúcom kroku  
stávajú vstupmi. 
 
• wij sú váhy jednotlivých vstupov medzi neurónmi, ktoré sú v oboch smeroch identické 
(wij = wji), to znamená, že váhová matica je diagonálne symetrická. Keďže neprivádza 
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na neuróny vlastný vstup tým pádom je diagonála váhovej matici nulová (wij = 0). 
Jednotlivé neuróny obsahujú iba vlastnú prahovú hodnotu a prenosovú funkciu. 
 




a. Proces učenia: 
Majme štvorcovú maticu o rozmeroch N x N. Prvok nám vznikne vynásobením i - tého 
vstupu s  j - tým výstupom. Pokiaľ nastane prípad že i = j tak váhový  koeficient = 0. 
Výsledná matica je tvorená súčtom čiastkových matíc jednotlivých vzorov, ktorých počet je 
M. Túto inicializáciu váh podľa vstupných vzorov je možné zapísať: 
 
    





Ako prvé sa nastavia počiatočné stavy podľa predložených vzorov: 
                                                     µi (0) = xi,  pre 0 ≤ i ≤ N-1                                                (5.2) 
kde  
• µi(t)   je výstup z i-teho neurónu v čase t 
 
• xi     je element obrazca (môže nadobúdať hodnoty +1 a -1) 
 






                                        (5.3) 
 
 
kde fp je prenosová funkcia (môže byť nelineárna). 
Tento krok sa opakuje pokiaľ sa neprestanú meniť váhy. Nastane takzvané ustálenie tiež 
nazývané naučenie. V jednoduchosti sa sieť naučila nastaviť požadované váhy a prahy aby 
dosiahla čo najpresnejšej hodnoty, ktorú požadujeme. 
5.1.2 VIACVRSTVOVÍ PERCEPTRÓN 
 
Jedná sa o sieť viacvrstvovú s učiacim algoritmom backpropagation a so spätnou väzbou, 
ktorá je prepojená zo skrytej vrstvy na vstupnú vrstvu. Perceptrónové siete majú doprednú 
architektúru. Využívajú pevného počtu vrstiev a neurónov v týchto vrstvách. Počet vstupov je 
volbou zaležitosť volby vhodného typu štruktúry modelu vstupov podľa riešenej 
problematiky. 
 






Vlastnosti a charakteristika viacvrstvového perceptrónu: 
• Topológia : po sebe nasledujúce vrstvy predstavujú bipartitné grafy 
• Spojité prechodové funkcie (sigmoidy) 
• Gradientná metóda učenia (backpropagation) 
Architekrúra dvojvrstvovej perceptrónovej siete 
 
Viacvrstvové perceptrónové siete sú označované podľa svojho charakteru ako dopredné siete, 
ktoré zostavené z niekoľkých neurónových jednotiek podobných činnosti perceptrónu. 
Obecne sa tieto siete nazývajú dopredné viacvrstvové siete. Pojem viacvrstvové 
perceptrónové siete by znamenal použiť iba silne obmedzené aktivačné funkcie v skrytých 
vrstvách, pričom sa väčšinou v týchto sieťach používajú skor logsigmoidálne alebo 
transigmoidálne aktivačné funkcie. Aj napriek tomu sa často v literatúre uvádza pojem 
Viacvrstové perceptrónové siete (označované tiež aj skratkou MLP). 
 







Na obrázku (5.3) je architektúra siete, ktorá je popísana vyššie a je vyjadrená matematickým 
vzťahom:  
 
                      (5.4) 
 
kde  sú váhy spojenia medzi vstupnou a skrytou vrstvou a   sú váhy spojení medzi 
skrytou a výstupnou vrstvou,  a sú prahové hodnoty medzi odpovedajúcimi neurónovými 
vrstvami a  a  sú aktivačné funkcie pre skrytú výstupnú vrstvu. Hodnoty  a  označujú 
súčty vstupov xj alebo  ohodnotené váhovými hodnotami  a a prahovými hodnotami 
 alebo . 
Viacvrstové siete často využívajú v skrytých vrstvách logsigmoidálne aktivačné funkcie, ktorá 
generuje výstupy medzi 0 a 1 a vstup neurónovej siete nadobúda hodnôt od záporného 
nekonečna do kladného nekonečna. V prípade, že výstupy majú byť v rozsahu -1 až +1 je 
možné použiť transigmoidálne aktivačné funkcie. Vo výstupnej vrstve sa spravidla používa 
lineárna aktivačná funkcia, ktorá upravuje výstup neurónovej siete na požadovaný rozsah 
hodnôt v pracovnej oblasti. 
Backpropagation 
 
Backpropagation vychádza zo siete perceptron. 
 
Obr. 5.4 : Štruktúra siete Backpropagation podľa programu MATLAB® 
Táto sieť sa  môže použiť ako univerzálna funkcia aproximátoru. Dokáže aproximovať 
hocijakú funkciu čísla z uzavretého intervalu, daný vhodnými  neurónami zo skrytej 
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vrtsvy.Backpropagation sa z jednej vstupnej vrstvy, jednej výstupnej vrstvy a z x vrstiev 
skrytých. Na obrázku (5.4) je iba jedna skrytá vrstva ktorá používa prenosovú funkciu logsig 
(pomocou sigmoidi obdobne ako pri funkcii logsig, od ktorej sa líši priebehom funkcie), ktorá 
vedie na výstupnú vrstvu v ktorej sa nachádza funkcia purelin a tá nám daný vstup len 
prevedie na výstup bez zmeny. Cieľom tohto algoritmu je čo najviac znížiť energetické 
nároky siete. Pokiaľ je sieť už v procese naučenia sú jej energetické nároky najmenšie 
a k tomuto práve vedie tento algoritmus. 
5.1.3 KOHENENOVÁ SIEŤ 
 
Jedná sa o samo-organizačnú sieť, ktorá je schopná sa učiť zo spracovania dát. Účelom týchto 
algoritmov je hlavne klasifikácia, teda zatriedenie vstupného vektoru do niektorej z tried, 
spravidla vzniknutých autonómne v priebehu spracovania dát, teda nie daných prioritne 
nejakým zvoleným triedením [2]. Proces  vytvárania takejto klasifikácie sa nazýva tiež 
sebaučenie, na rozdiel od riadeného učenia. To je špecifické pre dopredné siete.  
Kohenenová sieť má  jednovrstvovú  topológiu , pričom váhy neurónov vo vstupnéj vrstve 
definujú polohu neurónu v priestore. Následne výpočet prebieha na základe kompetície (pre 
každý vstup je aktívny práve jeden neurón). Učenie tejto siete prebieha tak, že po spravovaní 
vstupu sa upravia váhy neurónu. 
 
Obr. 5.5 : Štruktúra Kohenenovej sieti 
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6 PRAKTICKÁ ČASŤ 
6.1 SIMULÁCIA PERCEPTRONU 
 
V tejto časti bakalárskej práce sa budem venovať analýze neurónu a analýze neurónových 
sieti. Ako príklad simulácie som si vybral model McCullochov-Pittsovho neurónu s dvoma 
vstupmi a jedným výstupom, ktorý je spomenutý v podkapitole 3.3. Jedná sa o základný 
model neurónu. Simulácia bola prevedená s náhodnými vstupmi, ktoré sú podrobnejšie 
popísane priamo v zdrojovom kóde programu. Ďalej bolo nutné zadať veľkosť matice, 
s ktorou sa bude počítať. Keďže som zadal počet testovacích vstupov N=10 tak veľkosť 
matice x čo nám predstavuje vstupy bude x = rand(2,N). Následne sa k vstupom pripočítavajú 
vstupné váhy, ktoré nasledujú do sčítacieho člena kde sa od ním odpočíta prahová hodnota 
a celý vstup, od ktorého je už odpočítaná váha pokračuje do prenosovej funkcie kde 
dostávame požadovaný výstup neurónu. Jednotlivé váhy vstupov som nastavil striktne takže 
sa nejedná o náhodne pridelenie váhových hodnôt jednotlivým vstupom. Prahová hodnota je 
W=1. Za prenosovú funkciu som si zvolil funkciu logsig, ktorá je nelineárna a tvorí ju  
sigmoida, podrobnejší popis nájdete v kapitole 4.3. Celá simulácia sa skladá z dvoch 
zdrojových kódov. V jednom som priamo definoval jednotlivé premenné a v druhej časti sa 
prevádzal výpočet a ten bol následne volaný ako funkcia. 
 
Obr. 6.1 : Zobrazenie programu výsledná funkcia 
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Na obrázku vidno ako sú jednotlivé vstupy zadané. Ako už vieme každý vstup sa musí 
prenásobiť váhovou hodnotou.  
 
Obr. 6.2 : Matica hodnôt vstupov 
V simulácií som nastavil všetky vstupy na rovnakú hodnotu ale váhy jednotlivých vstupov sú 
rozdielne, takže po prenásobení sa jednotlivé vstupy nezhodujú. 
 
 
Obr. 6.3 : Matica výstupných hodnôt  
 




6.2 SIMULÁCIA TROJVRSTVOVÉJ PERCEPTRÓNOVEJ SIETE 
 
Ako ďalší bod simulácie bol zvolený model - trojvrstvová perceptrónová sieť (MLP). Jedna sa 
o štandartnú sieť, ktorá obsahuje 4 vstupy pričom vstupné matice sú rovnaké aby sa dala 
ľahšie určiť priorita vstupov pre riadenie sieťového prvku. Vstupy sú napojené na vstupnú 
alebo inak povedané prvú vrstvu neurónovej siete. Prvá vrstva využíva aktivačnú funkciu 
(prenosovú funkciu) logsig, ktorá bola použitá už v predošlom prípade pri simulácií 
percetptrónu. Váhy, ktoré sa nachádzajú medzi vstupom a prvou vrstvou sú nastavené 
náhodne, prahové hodnoty podľa literatúry [3] takže na hodnotu jedna. Ako následok toho že 
sú zvolené rovnaké vstupné trénovacie množiny (vstupy), výhoda pridelovania priority, ako 
následok prvej vrstvy na výstupe dostaneme rovnaké hodnoty. Za prvou vrstvou je zapojená 
skrytá vrstva, ktorá mala spočiatku úlohu trénovania celéj neurónovej siete ale z vývojom 
času sa upustilo od téjto myšlienky pretože neurónova sieť ktorá bola simulovaná používa 
algoritmus Back-Propagation pričom on sám nastavuje váhy v skrytej vrstve. Z toho vyplýva, 
že aj keby bol implementovaný učiaci algoritmus do danej siete nemohol by používať tak 
zjednodušené vstupné trénovacie množiny. K učiacemu algorimu Back-Propagation sa 
vrátime a presne si rozoberieme ako funguje a prečo by bola zbytočnosť ho implementovať do 
siete, ktorá bola simulovaná. Tak isto ako v prvej vrstve aj v našej skrytej vrstve bola použitá 
prenosová funkcia logsig a váhy výstupov, v ďalšom kroku sa z nich stávali vstupy, boli 
nastavené náhodne. Otázkou bolo ako nastaviť prahové hodnoty. Vzhľadom nato, že sa  
nesmelo dopustiť aby neuróny v tejto vrstve ostali neaktívne (museli ostať aktívne po celú 
dobu, do uváhy by pripadala neaktivita len vtedy ak by suma jednotlivých prvkov trénovacej 
množiny, ktorá je nasobená váhami vstupov bola menšia ako prahová hodnota v tom prípade 
by neurón ostal v stave neaktívny) tak sa hodnota nastavila na 1 ako v predchadzajúcom 
prípade. Ako posledná vrstva bola zvolená,  jeden neurón pričom ten ma riadiť sieťový prvok. 
V tomto poslednom kroku bolo treba zvolil takisto aktivačnú funkciu logsig aj keď 
v niektorých literatúrach sa doporučuje v poslednej vrstve zvoliť lineárnu aktivačnú funkciu 
aby výstup neskreslil výsledky zo skytej vrstvy, v tomto prípade bolo potrebné zvolil radšej 
logsig pretože ako už bolo spomínané mal byť implementovaný učiaci algoritmus Back-
propagarion a ten na výstupnej vrstve nám určuje energetickú hodnotu výstupu celej siete. 
Preto je jednoduchšie zvoliť ešte jednu vrstvu, ktorá nám redukuje počet neurónov. Ostávala 
jediná možnosť a to tá,  že jeden výstup by bol napr. 0 a druhý 1. Tým by sa dosiahol rovnaký 
výsledok ako v prípade použitia ďalšej vrstvy. Jednak by sa zmenšili nároky na výpočet 
a trénovanie množím by sa zredukovalo. Pri meraní priamej neurónovej siete ktoréj sa 
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pozmenila štruktúra aby bola totožná s tou, ktorá bola simulovaná vyšiel výsledok, sieť 
s topológiou bez poslednej vrstvy sa dokáže naučiť za 56 cyklov, pričom druhá topológia sa 
dokázala naučiť za 245 cyklov. Tým pádom sa druhá možnosť nehodí pre riadenie sieťového 
prvku, ktorý by mal spĺňať vysoké nároky a rýchlu prevádzku.  
 
Obr. 6.5 : Topológia trojvrstvovej perceptrónovej siete s jedným výstupom 
 





Obr. 6.7 : Vsupy trenovacej množiny po prepočítani priority 
Z obrázku je známe, že vstupná trénovacia množina bola nastavená ako matica 2x2 pričom 
vstupy boli náhodne generované programom MATLAB. 
 
Obr. 6.8 : Grafické zobrazenie hodnôt na výstupe vstupnej vrstvy 
Ako už bolo spomínané vstupné množiny boli nastavené na rovnakú hodnotu takže výstup 
vstupnej vrstvy je rovnaký pre vsetky štyri neuróny. 
 





Obr. 6.10 : Grafické zobrazenie hodnôt na výstupe skrytej vrstvy 
 
 




Obr. 6.12 : Grafické zobrazenie hodnôt na výstupe výstupnej vrstvy 
 
 
Obr. 6.13 : Hodnoty výstupnej vrstvy 
 
 
6.3 RIEŠENIE PRIORITY NA SIEŤOVOM PRVKU 
6.3.1 QOS 
 
U klasickej ethernetovej siete sa každý paket doručí čo v najkratšej dobe. Všetky pakety majú 
rovnakú šancu na doručenie ako aj na zahodenie v prípade zahltenia siete. Ak by bola správne 
nakonfigurovaná QoS (kvalita služby) bolo by možné vyberať dátové toky a pridelovať im 




Obr. 6.14 : Spracovanie paketu 
 
Na obrázku vidíme základné spracovanie paketu. Ako prvé sa musí paket klasifikovať a určiť 
jeho DSCP hodnota. Následne sa kontroluje či sa zhoduje s hodnotou DSCP, ktorá bola 
prednastavená. Ak sa nezhoduje zahadzuje sa, ak sa zhoduje pokračuje na označenie kde sa 
mu upraví hodnota DSCP a pokračuje na zaradenie do fronty a plánovanie. Podľa hodnoty 
DSCP sa mu pridelí fronta, v ktorej bude spracovaný.  
6.3.2 RIEŠENIE PRIRORITY 
 
Ako už bolo spomenuté ak chceme docieliť kvalitné sieťové služby musíme implementovať 
do sieťového prvku istým sposobom pridelovanie priority. Toto by sa malo diať na vstupe 
sieťového prvku ešte pred tým ako je paket poslaný do fronty. Každý dátový tok ma inú 




Musí sa uvožovať nad tým keď nám na vstup sieťového prvku prídu dva rôzne dátové toky 
rovnakej priority, napr. na vstupe máme hlas a data, pričom na vstupe majú rovakú prioritu, 
ale vieme, že hlas ma vyššiu priortu na spracovanie ako dáta tak sa mu musí upraviť aby bol 





Obr. 6.15 : Zdrojový kód pre určenie priority na vstupe sieťového prvku 
 
Na zdrojovom kóde vidno ako sa porovnávajú jednotlivé dátové toky (v našom prípade sa 
jedná o čistú simuláciu, dáta nemajú žiadny význam, vstupné data sú generované programom 
MATLAB ako matice 2x2 aby bolo vidno porovnanie priorít). Ako už bolo spomenuté musia 
sa data porovnať aby sa zistilo či sa nezhodujú, ak ano tak sa k dátam s nižšou prioritou 
pripočíta konštanta (konštanta = 1) aby bolo možné ich rozlíšiť. Následne sa vyberú dáta, 
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ktorých hodnota je najmenšia (teda najvyššia priorita) a tie sa použijú ako trénovacia množina 






























Cieľom tejto práce bolo zaoberať sa neurónovými sieťami a ich následným využitím pri 
riadení sieťového prvku. Neurónová sieť sa na túto úlohu hodí prevažne preto, že dokáže 
spacovávať veľké množstvo dát.  
Podľa zadania bakalárskej práce som mal za úlohu zoznámiť sa so sieťovími prvkami 
konvergovaných sieti a navrhnúť progresívne riešenie priadenia daného prvku pomocou 
neurónovej siete. V teoretickej časti som popísal jednotlivé sieťové prvky a ich 
charakteristiky a neurónové siete. Neurónové siete sú popísané od vývoja neurónu až po 
jednotlívé typy sieti ako Hopffieldová, Kohenenové mapy, MLP. 
 Praktická časť je rozdelená na dve časti: 
V prvej časti som simuloval jednoduchý McCulloch-Pittsov neurón pre lepšie pochopenie 
fungovania neurónov v sieti.  
V druhej časti som za cieľ simulácie zvolil trojvrstvovú perceptrónovú sieť (MLP), ktoréj som 
navrhol topológiu. Celá sieť bola simulovaná v programe MATLAB. Výsledky simulácie 
niesu použiteľné pre riadenie sieťového prvku, pretože neboli používané reálne dáta pri 
simulácií a sieť nemá učiaci algoritmus Back-Propagation. Všetky vstupy boli náhodne 
generované programom MATLAB. Jedná sa o čistú simuláciu danej siete. Výsledky sú 
spracované v tabuľkách a graficky zobrazené. Ďalšia vec, ktorou som sa zaoberal bolo 
riadenie sieťového prvku. V tomto prípade som rozoberal prideľovanie priorít jednotlivým 
dátovým tokom. Tento proces sa deje pred vstupom do prvej vrstvy siete. Má za ulóhu 
porovnávať jednotlivé vstupy v prípade zhody prideliť prioritu danému datovému toku. 
Prideľovanie priorít fungovalo podľa očakávania a správne nastavovalo hodnoty.  
Táto práca mala prínos v týchto oblastiach: 
• Zoznámenie sa s problematikou neurónových sieti a ich využitie v riadení sieťového 
prvku 
• Návrh topológie sieti, programove zhotovenie a jej následna simulácia 
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A   PRILOŽENÉ CD 
Na priloženom CD sú všetky potrebné zdrojové kódy na simuláciu. Od jednotlivých neurónov 
až po riadiacu funkciu.  
