Generalized Survivable Networks (GSNs) have two interesting properties that are essential attributes for the future backbone networks -full survivability against link failures and support for dynamic traffic demands. GSN incorporates the non-blocking network concept into the survivable network models. Given a set of nodes and a topology that is at least 2-edge connected, a certain minimum capacity is required for each edge to form a GSN. The edge capacity is bounded because each node has an I/O capacity limit which serves as constraints for any allowable traffic demand matrix. The GSN capacity planning problem is NP-hard. We first give a rigorous mathematical framework, then we offer two different solution approaches. The two-phase approach is fast but the joint optimization approach gives a better bound. We carried out numerical computations for eight networks with different topologies and found that the cost of a GSN is only a fraction (from 52% to 89%) more than a static survivable network.
A network is said to be non-blocking if an egress node with an allowable outbound traffic capacity of τ can be connected to any ingress node with an allowable inbound traffic capacity ≥ τ and vice versa. In this generalized definition, the constraints on the number of intermediate stages become the constraints on the edge (or link) capacities, assuming the traffic can be switched in any arbitrary manner at each network node or interconnection.
In a real network, the capacity constraints at the input and output interfaces of each network node (e.g. the bandwidth of the network interface cards) limit the traffic flowing into or out of a network. Therefore, no matter how the traffic demand is changed dynamically, the traffic demands from a certain node to all the other nodes must satisfy the input/output (I/O) constraints. As shown in Fig. 1 , if the input capacity of node 1 is limited to 1 unit (arrow into node 1), then the total demands from node 1 to node 2 (f2), node 3 (f3), and node 4 (f1) cannot exceed 1 unit. That is, f1+f2+f3≤1. More generally, for any real network, the following deterministic constraints must hold: If we plan a network in such a way that there is sufficient capacity for every valid traffic pattern that is consistent with the I/O constraints (1) and (2), we can achieve a non-blocking network which guarantees a routing path can always be found for a connection request when resources at both the source and destination are available. If we further design a non-blocking network by taking survivability into consideration, then the network planned out can guarantee the full survivability under the dynamic change of traffic.
The four-node network shown in Fig. 1 is a GSN. In the figure, the number on the arrows going into / out of each network node represents the node's I/O bandwidth capacity. The number without/with bracket on each network link represents the working/spare capacity of that link. This network can satisfy ANY possible demand satisfying the I/O constraint with single path routing while it is single-fault tolerant under link restoration and single path rerouting. Three possible demand matrices that it can satisfy are shown in Fig. 2 . Note that the demands need not be integers. The routing and rerouting information are shown in Table 1 . It should also be noted that different restoration schemes can be deployed in GSN even though link restoration is used in this example.
A Mathematical Model for GSN Capacity Planning
In this section, we present a mathematical model to evaluate the capacity requirement for a GSN [7, 8] .
Two Mixed Integer Linear Programming (MILP) formulations will be given. The first one is a straightforward MILP formulation which turns out to be impossible to solve because there are an infinite number of constraints. Fortunately, the infinite formulation can be transformed into a finite formulation using the duality transformation. This is the second formulation which our optimization approach is based on.
3.A. Notations, Definitions and Preliminaries
We let an undirected graph G(N,E) represent a network, where N represents the set of nodes equipped with some I/O devices or equipment, and E represents the set of edges. Each edge in E has two extremities of nodes i∈N and j∈N and will be denoted by {i, j}. For each edge {i, j}∈E, c ij represents the cost of per-unit capacity reservation. For simplicity, all edges are assumed to have the same cost metric c ij =1 and the same length in this paper. The capacity of each edge represents the maximum traffic that can flow through the edge from both directions simultaneously. For each node n∈N, the input and output capacity bounds I n and O n are given. I n and O n are assumed to be non-negative integers.
We consider the traffic demands between all possible source-destination (sd) pairs. The traffic demands among all sd pairs are represented by the traffic matrix R in which each element r sd represents a specific traffic demand from node s∈N to node d∈N. We assume r nn =0 for all n∈N. A traffic matrix R is said to be allowable if all its elements simultaneously satisfy I/O constraints (1) and (2) . The set of allowable traffic matrices R will be denoted by ℜ. It should be noted that if the value of each element r sd in R is a real number, the cardinality of ℜ will be infinite. Even if the value of each element r sd in R is restricted to be an integer, the cardinality of ℜ is at least of O(|N|!), which is an extremely large number.
A network is called non-blocking if it can satisfy all the allowable traffic matrices R in ℜ with a specific routing model. If there exists a routing algorithm that can meet any allowable traffic demand without having to rearrange any existing connections, the network is said to be wide-sense non-blocking. If there exists a routing algorithm that can meet any allowable traffic demand by rearranging some existing connections, the network is said to be rearrangeably non-blocking. A wide-sense non-blocking network is a rearrangeably non-blocking network but not vice versa. Many routing schemes are possible. In this paper, we assume that the routing model is fixed single-path routing, i.e. each traffic demand r sd is routed along a single path which will not change with time no matter what the current traffic matrix R is. A formulation based on fixed-path routing will result in a network with sufficient capacity such that any given working demand can be carried by the fixed route from a source to a destination. Therefore the resulting network planned out by the model in this paper is a wide-sense non-blocking network and it can meet any allowable traffic demand without having to rearrange any existing connections.
Any link failure is assumed to cut off the bandwidth capacities in both directions. A network is said to be survivable if it has sufficient diversity (multi-edge-connected) and spare capacities for rerouting a certain portion of traffic demands under a set of failure scenarios. The process of rerouting the broken traffic is called restoration. If the restoration portion is 100%, the network is a fully survivable network. In case of link failures, some route rearrangements are required by the restoration process and these rearrangements are not considered as traffic rearrangements under the non-blocking network definition.
A "Generalized Survivable Network" (GSN) has two properties: 1) it can satisfy dynamic traffic demands which vary with time under the deterministic input/output capacity constraints at each node, and 2) it is fully survivable under link failures. A GSN is α-survivable (α is an integer) if the network is fully protected up to α-link failures anywhere in the network.
For a survivable network, there are two general restoration schemes: 1) link restoration and 2) path restoration. In link restoration, when an edge fails, only the working flow on this edge will be rerouted with alternative routes that connect the two ends of the failed edge. In path restoration, all traffic demands r sd passing through the faulty edge will be rerouted with alternative routes. The number of alternative routes can be single or multiple.
In this paper, for simplicity, we only consider the capacity planning of 1-survivable GSN under link restoration with multiple rerouting paths. The modeling and solution method introduced here can be extended to multiple-link failures and other restoration schemes. The problem is stated as follows:
Given a network topology with a set of nodes N and a set of edges E, the I/O constraints I n , O n for each node n∈N, how to compute the working and spare capacity of each edge {i, j}∈E in order to obtain a 1-survivable GSN with minimum cost? The resulting GSN should be able to carry any allowable traffic demand with fixed single path routing while guarantee full survivability under single link failure using link restoration.
3.B. First Formulation -Normal Form
The following variables will be commonly used in all mathematical formulations in this paper. The capacity planning problem of GSN is formulated as follows:
GSN Capacity Planning Problem (GSNCPP):
s are non-negative integers,
The GSN capacity planning problem defined by equations (3)- (11) will be referred to as Problem GSNCPP. The objective function (3) minimizes the total capacity installed in the network. We assume that once the capacities are installed, there will be not any additional routing cost. The GSNCPP formulation (3)- (11) assumes single path routing and multi-path rerouting in the case of single fault failure using link restoration.
Constraints (4) are the classical flow balance constraints that ensure the routing between each sd pair [14] .
Constraints (5) ensure that enough working capacity is installed on each edge {i, j} so that the total edge flow is satisfied for each allowable traffic matrix R∈ℜ. Constraints (6) are the flow balance constraints that ensure the rerouting of the broken working flow passing through the failed edge {f, g} through multiple paths. Constraints (7) ensure that enough spare capacity is assigned on each edge {i, j} so that the total rerouted flow is satisfied for any affected working flow upon any single link failure. Constraints (8) ensure the rerouted flow variables to be zero on the failed edge. Constraints (9) restrict the rerouted flow variables to be non-negative. Constraints (10) restrict the working and spare capacity to be non-negative integers. Constraints (11) restrict the flow variables to be either 0 or 1 so that a single-path routing is ensured. Once the capacity allocation for the links is solved, some additional post processing is required to find the routing and rerouting paths but the problem can be solved explicitly in polynomial time [14] .
The spare capacity planning problem alone is known to be NP-hard [15] . GSNCPP is also NP-hard because the spare capacity planning problem is a special instance of the GSNCPP. If we restrict the GSNCPP problem to only one specific traffic demand that satisfies the input output constraints, the problem reduces to the spare capacity planning problem which is NP-hard [15] . What makes GSNCPP even harder is that Constraint (5) is at least exponentially increasing because the number of constraints in (5) depends on the total number of allowable traffic matrices. As discussed in Section 3.A, the total number of allowable traffic matrices will be at least of order O(|N|!) and can even be infinite and so are the number of constraints in (5) . Therefore, we cannot construct the whole integer linear program explicitly. In order to find a lower complexity algorithm, we have to simplify the formulation first. This will be discussed next.
3.C. Second Formulation -Dual Form
The GSNCPP Problem is large in size because of the at least exponentially increasing Constraints (5). In order to tighten the formulation and obtain a form suitable for optimization, we want to eliminate Constraints (5). First, if we fix the flow variables with feasible values for all sd pairs in Constraints (5), the optimal working capacity of link {i, j} is just equal to the maximum traffic through that link over all allowable traffic matrices R, that can be calculated from the following linear program MT ij . By the strong duality theory of linear programs, the objective value of MT ij is equal to that of its dual. When we further apply the duality transformation [7] to the linear program MT ij , we can achieve the following result.
Subject to: Subject to:
, 0
Since the objective of DMT ij is a linear function, we can obtain a compact formulation simply by putting the linear program of DMT ij into the Normal Form and eliminating Constraints (5). This Dual Form will not contain any nonlinear constraints and is given as follows:
GSN Capacity Planning Problem -Dual Form (GSNCPP-DF):
) ( (19) Subject to:
(26) ij s are non-negative integers,
(27) ij w are non-negative integers,
network is optimized. In the second phase, the spare capacity required to make the non-blocking network fully survivable is optimized to form a GSN. In Ref. [6] , the first phase was called tau-matization and the second phase was called sigma-tization. Even though the methodology is similar here, the formulation is more systematic in the present approach and allows a better realizable bound to be computed easily [7] by relaxing the integer constraints. GSNCPP-DF is decomposed into the following two subproblems and The working capacity and spare capacity planning problem of GSN defined above are referred to as Problem GSNCPP-WC and GSNCPP-SC respectively. It should be noted that w ij for all links {i, j}∈E are variables that need to be optimized in GSNCPP-WC during the first phase. They will be the input parameters for optimizing the spare capacity in GSNCPP-SC during the second phase.
Since these two subproblems are more manageable, we can solve each subproblem exactly for medium sized networks with the commercial MILP solver in reasonable time. Each part can also be solved by many existing heuristics and algorithms for large instances. For example, we have previously developed a fast and efficient heuristic MMRA [6] and SCAPE [16] for solving the non-blocking network design (taumatization) problem and spare capacity planning (sigmatization) problem respectively. Other approaches like p-cycles [17] can also be used for the sigmatization.
4.B. Lagrangian Relaxation Approach
Even though the two-phase approach is a simple and fast way to find feasible solutions for the problem, it is not clear whether separate optimization can give very good solutions. Therefore, in the present work, we also study a joint optimization approach based on Lagrangian Relaxation (LR) [18, 19] to see whether better solutions can be obtained. The Lagrangian relaxation approach first replaces a set of difficult constraints by penalties introduced in the objective function so that the problem can be decomposed into two more-manageable subproblems. The subgradient method is then used to perform a dual algorithm to tighten the Lagrangian bounds. During the process of tightening, a repairing procedure is incorporated in the Lagrangian algorithms to generate good primal feasible solutions.
We consider a vector µ of non-negative multipliers and we dualize the coupling constraints (22) of the GSNCPP-DF problem. We obtain the following Lagrangian relaxation:
LR of GSNCPP-DF (GSNCPP-DFµ):
( )
Subject to: constraints (20) , (21) and (23)
-(30).
The Lagrangian problem is separable and can be decomposed into two smaller and easier problems, which are:
(GSNCPP-DFµ-1):
Subject to: constraints (20) , (21), (29) and (30) (GSNCPP-DFµ-2):
Subject to: constraints (23)- (28) Subproblem (GSNCPP-DFµ-1) is itself an MILP problem but with lower complexity when compared with (GSNCPP-DF). We can solve (GSNCPP-DFµ-1) exactly with the MILP solver for small or medium instances. If we observe carefully, this subproblem is in fact a problem of how to build a non-blocking network. For each {i,j}∈E, the objective term
represents the necessary working capacity w ij for the network to be non-blocking. Therefore, we can take the fast and efficient heuristic MMRA [6] as another option for solving (GSNCPP-DFµ-1) efficiently, especially for large instances.
For subproblem (GSNCPP-DFµ-2), it has been shown in Ref. [19] that it takes only two values 0 or -∞ depending on the value of µ. Certainly, the only feasible set of µ for the whole function is the set of µ which leads L 2 (µ) of (36) to 0. Therefore, (GSNCPP-DFµ-2) is used as a checker for limiting the multipliers µ to the feasible set. The details are stated in Ref. [19] and will not be repeated here.
4.B.1 The Subgradient Algorithm
The optimal value of (GSNCPP-DFµ) for every feasible vector of multipliers µ provides a lower bound on the optimal value of (GSNCPP-DF). To tighten the bound generated by the Lagrangian problem it is desirable to find a vector µ such that the objective of GSNCPP-DFµ is maximized. That best bound can be obtained by considering the Lagrangian dual (D L ) problem, which is stated as follows:
subject to: µ is non-negative and is in the feasible set determined by (GSNCPP-DFµ-2).
The above Lagrangian dual problem can be solved efficiently with a subgradient algorithm. Such an algorithm is an iterative method. Given the initial multipliers, it solves the corresponding Lagrangian relaxation. Then, at each iteration, multipliers are updated according to the subgradient, to increase the solution value of the corresponding relaxation. This subgradient algorithm is detailed below. We denote UB the best feasible solution for problem (GSNCPP-DF) found so far and LB the best Lagrangian bound obtained so far. We denote by µ k the vector of multipliers at iteration k.
Step 1. Initialize k = 1, LB = -∞, UB = 0. Start with µ 1 =0.
Step 2. Obtain the optimal solution L(µ k ) of Lagrangian relaxation (GSNCPP-DFµ) by solving the subproblem (GSNCPP-DFµ-1) with vector µ k .
Step 3. Obtain the vector of the subgradient:
, with the solution obtained from subproblem (GSNCPP-DFµ-1).
Step 4. If L(µ k ) is better than the best lower bound LB found so far, update LB with L(µ k ) and use a repairing procedure to find a feasible solution (this method is described in the next sub-section). If the feasible solution is better than the best feasible solution UB found so far, update UB with that feasible solution.
Step 5. Use the formula
to find a new set of Lagrange multipliers and project the vector of multipliers µ k+1 to the feasible set which is determined by the subproblem (GSNCPP-DFµ-2).
Step 6. If the stopping criteria are not met, increase k by 1 and go back to Step 2. Otherwise, the algorithm terminates and the best feasible solution will be taken as final solution.
θ k represents the vector of step size to move in the direction of the subgradient. In general, it is difficult to determine the optimal value of θ k . A heuristic formula is used in Step 5 instead. λ k is a vector of decreasing step for tuning the step size. At the beginning, λ k is set to 2. It will be continuously divided by two in each iteration after no improvement of LB.
The value of (UB-LB) is called the duality gap. If the subgradient algorithm is kept running, the duality gap will be reduced continuously. If the problem is well-behaved, the algorithm will converge to a point where the duality gap is zero and so the optimal solution of (GSNCPP-DF) is obtained. However, if the problem is not well-behaved, the duality gap exists and the algorithm will not converge to the optimal point of (GSNCPP-DF) and we must stop it with some other stopping criteria. How well the behavior of the problem is depends on the input parameters. Therefore in our experiment, the stopping criterion is that either the algorithm has reached a zero or sufficiently small duality gap or the step size parameter has reached a minimum value of 0.0001 because such a small step size parameter cannot lead to significant improvements of the LB.
4.B.2 The Repairing Procedure
At each improvement of the lower bound found by the subgradient algorithm, we need a repairing procedure to find a feasible solution. We use the following method to obtain the feasible solution. As explained previously, the objective term
of (GSNCPP-DFµ-1) represents the necessary working capacity w ij for the network to be non-blocking. After solving (GSNCPP-DFµ-1), we assign the working capacity w ij with the value of
for each {i, j}∈E. Then, we can find out the spare capacity s ij with the model (GSNCPP-SC) described in the two-phase approach.
Experimental Results
We have performed two sets of experiments. The first set of experiments was carried out to evaluate the performance of the two solution approaches for the GSNCPP-DF. The second set of experiments was carried out to evaluate how GSN compares with the traditional static demand network in terms of capacity requirement. In the two sets of experiments, we consider the same eight networks of various network sizes and topologies. Their topologies are shown in Fig. 3 to 10 . The details of the eight networks are shown in Table 2 .
Networks 1 and 7 are drawn from Ref. [20] . Networks 2 and 6 are European networks described in Ref.
[21] and [22] . Network 5 is the NFSNET. Other networks are drawn from Ref. [23] . All links are assumed to be identical with unity link cost per bandwidth. All nodes are assumed to be identical with asymmetric Since only medium sized networks are considered here, all subproblems except problem GSNCPP-DF introduced previously can be solved exactly with the commercial solver in reasonable time. Thus, in this study, both the Two-Phase Approach (TPA) and Lagrangian Relaxation Approach (LRA) were coded in C
with the CPLEX callable library version 9.0 [24] . All tests were run on a PC Windows XP platform with a 3GHz dual XEON and 1G DRAM. Tables 3 and 4 show the GSN cost optimized with TPA and LRA. The Redundancy of a survivable network is defined as the ratio of the required spare capacity over the working capacity. It varies from 0.75 to 1.21 for TPA optimized GSN and from 0.68 to 1.17 for LRA optimized GSN. From Tables 3 and 4, we observe that the costs obtained by LRA are always less than those obtained by TPA. The reduction is from 2% to 16%. This is consistent with the obvious intuition that joint optimization will give lower cost results than the two-phase separate optimization. The main reason is that with joint optimization, the working capacity will be spread out to more links such that the redundancy can be reduced. This can be further confirmed by the fact that 8 out of 8 GSNs planned by LRA have less redundancy than that of the GSNs planned by TPA. times that of the TPA. This shows that TPA is a more efficient approach for GSN planning. It should be noted that LRA stopped with a duality gap in each case. That means the solution found by LRA is just approximate but not optimal. The cost saving may be more with further improvement of the LRA but this will be a subject for further study. In summary, both TPA and LRA are practical and useable algorithms for solving the NP-hard GSNCPP-DF problem.
5.A. Evaluation of TPA and LRA performance
We have also attempted to find optimal solutions for the GSNCPP-DF using the CPLEX MILP solver directly for comparison with the two solution approaches. Owing to the complexity of the GSNCPP-DF problem, the MILP solver could only compute the smallest size GSN with ten nodes. Both the TPA and LRA gives a result (42 units and 41 units respectively) that is within 5% of the true optimal for this 10-node case (40 unit) obtained by the CPLEX MILP solver. For networks with more nodes, the solver could not produce a result within a reasonable timeframe and so no further comparison was possible.
5.B. Evaluation of the cost effectiveness of GSN
The goal of this set of experiments is to assert whether a GSN can be deployed with a reasonable cost as compared to static demand networks. We adopt the following methodology. For each test network, we specify the I/O constraints of each node. We take 10 random samples of allowable static demands among all allowable traffic matrices. The random demands are generated with the following constraints (for simplicity) that (1) the input and output capacities at every node are fully utilized and (2) all traffic originated from one node goes to a single destination. Then we plan a static fully-survivable network under link restoration for each sampled traffic demand matrix, and take the average cost over these 10 static demand cases. We compare this average static cost with the best corresponding cost of a GSN obtained in the first set of experiment (i.e. the cost of GSN obtained with the approach LRA). The comparisons of the total capacity between GSN and samples of a static fully-survivable network for all test networks are given in Tables 6 and 7 . Tables 6 shows the capacity required for the ten random samples of static traffic demand network. The Redundancy varies from 0.48 to 0.81. Table 7 compares the GSN cost with the static demand networks. The Dynamic Cost Ratio is the ratio of GSN cost to the average cost of the ten samples of static demand networks for each topology. From Table   7 , we observe that the cost of a GSN is about 52% to 89% more than an average static fully-survivable network. Remember that the static fully-survivable network can only guarantee full survivability for one That is, GSN can guarantee full-survivability for at least O(|N|!) allowable traffic demand matrices by paying no more than twice the cost of the corresponding static network.
For each static fully-survivable network, the spare capacity planning for the survivable part is the same as that of the GSN while the working capacity planning part is different. This is because there is only one traffic matrix in each static demand case, we have to replace the non-blocking network constraints (for calculating the maximum traffic flow among all allowable traffic matrices) by the constraints for calculating the maximum traffic flow with the single given traffic matrix. The formulation for optimizing the working and spare capacity in the static demand case is given in Appendix A.
The last row of Table 7 compares the working capacities of a non-blocking network with the static demand network (no survivability). The ratio shows the price to pay for the flexibility to change the traffic demand dynamically. We observe that the cost of deploying the working capacity (the non-blocking part) of a GSN is only about 33% to 55% more than an average static demand network, This indicates that the non-blocking property itself does not lead to too much extra capacity requirements. On the other hand, the cost of deploying the spare capacity (the survivability part) of a GSN is about 70% to 151% (not shown) more than the average static demand counterpart. It is this redundancy related to the non-blocking property that causes a GSN to be over-provisioned in many cases. This condition may be improved by adopting better optimization algorithm, dynamic routing and rerouting algorithms, or other restoration scheme. This suggestion will be left for further study.
Conclusions
We have shown how the two important requirements for future optical networks, namely, full survivability and dynamic changes of traffic demands, could be met using the Generalized Survivable Networks concept. In addition to offering a practical and guaranteed characterization framework for ASTN / ASON survivable network planning, GSN could also be used in many other network frameworks including Virtual Private Networks (VPNs) and IP networks. In this paper, we have presented a rigorous mathematical framework to the generic NP-hard GSN network design problem to protect against single link failure with link restoration. We have presented two practical and useable solution approaches, the two-phase approach and Lagrangian relaxation approach for solving GSN network design problem. The two-phase approach is a separate optimization approach that is simple, fast and efficient while the Lagrangian relaxation approach is a joint optimization approach that can achieve better result with more computing effort. Both approaches converge and give consistent results. Experiment results showed that the jointly optimized GSN could bring up to 16% cost savings when compared with the separate optimized one. Finally, we performed a cost comparison and showed that GSN could be deployed with a reasonable cost (within a factor of 2) compared with statistical samples of static fully-survivable network.
The results clearly indicate that GSN is a practical and deployable methodology for guaranteeing full-survivability and meeting dynamic traffic demand requirements. 
