Summary. We study a one dimensional nearest neighbor simple exclusion process for which the rates of jump are chosen randomly at time zero and xed for the rest of the evolution. The i-th particle's right and left jump rates are denoted p i and q i respectively; p i + q i = 1. We x c 2 (1=2; 1) and assume that p i 2 c; 1] is a stationary ergodic process. We show that there exists a critical density depending only on the distribution of fp i g such that for almost all choices of the rates: (a) if 2 ( ; 1], then there exists a product invariant distribution for the process as seen from a tagged particle with asymptotic density ; (b) if 2 (0; ], then there are no product measures invariant for the process. We give a necessary and su cient condition for > 0 in the iid case. We also show that under a product invariant distribution, the position X t of the tagged particle at time t can be sharply approximated by a Poisson process. Finally, we prove the hydrodynamical limit for zero range processes with random rate jumps.
Introduction.
Let c 2 (1=2; 1) and p = fp i 2 c; 1] : i 2 Zg be a stationary ergodic process on c; 1] Z with distribution m. For each random choice of p we consider an asymmetric simple exclusion process whose particles move with rates p. In fact we consider the simple exclusion process as seen from a tagged particle. The tagged particle is labeled zero and the other particles are labeled in an increasing way according to their position. In words, the i-th particle attempts to jump to the nearest site to the right at rate p i and performs the jump if the destination site is empty, otherwise it stays still. At rate q i = 1 ? p i , the i-th particle does the same to the left. Let x i (t) be the position of the i-th particle at time t. Let t be the set of occupied sites
Typeset by A M S-T E X at time t; hence t = fx i (t) : i 2 Zg. The con guration can be interpreted as a function from Z to f0; 1g given by (x) = 1fx = x i ; for some ig. The generator of the process seen from the tagged particle depends on the choice of p and is given by L p f( ) = (z) if z 6 = x; y (x) if z = y (y) if z = x is the con guration where the values at the sites x and y have been interchanged.
The simple exclusion process as seen from a tagged particle is isomorphic to a zero range process (Kipnis (1985) , Ferrari (1986) ). Hence to show the existence of the former it su ces to show existence of the later. The existence of the zero range process can be shown using the Hille-Yosida Theorem as in Liggett (1985) and Andjel (1982) . An alternative proof uses the graphical construction of Harris. See Ferrari (1992) for instance.
For a measure on f0; 1g Z let lim n!1 (2n + 1) ?1 R d ( ) P n x=?n (x) be its global density (if the limit exists). In Section 2 we show that there exists a critical density such that for any density 2 ( ; 1] and almost all choices of the rates p, there exists an invariant measure with global density . The critical density may be strictly positive as we show in the independent case in Section 2.3. We also show that there are no invariant product measures for densities in 0; ). We show in Section 2.5 that for any given > and for almost all choice of the rates, the position X t of the particle originally at the origin is given by a Poisson process of rate v( ; p) plus an error of order one. The \e ective velocity" v( ; p) is given by an explicit equation.
In the simple exclusion process as seen from a tagged particle with p i p 0 , the only extremal invariant measure with global density zero is the measure concentrating mass in the con guration with a single particle at the origin. On the other hand, if one starts the system with an ergodic measure such that the inter particle distances have a translation invariant distribution and the mean distance between two successive particles is in nite, then the process converges weakly to the con guration with a single particle at the origin (Andjel, Cocozza-Thivent and Roussignol (1986) ). Based in this result we conjecture that in our case there are no extremal invariant measures with global density zero concentrating mass in the set of con gurations with in nitely many particles. On the other hand, we show that for all n, depending on the particular realization of p i , it may be measures concentrating mass in sets of con gurations with n particles. We also study the process with initial con guration : : :111000 : : :. In this case assuming that m( c; c+"]) > 0 for all " > 0, we show that the i-th particle to the left has an asymptotic velocity that converges as i ! 1 to 2c ? 1.
When the rates are associated to the sites instead of the particles our result is weaker: we show that starting with the homogeneous product distribution , for almost all choices of the environment any tagged particle has a velocity at most (2c ? 1)(1 ? ) almost surely.
Then we turn to the study of the hydrodynamical behavior of the process with random rates in in nite volume. We rst change coordinates and denote by t (k) the number of holes at time t between particle k and particle k+1. This transforms the asymmetric simple exclusion process to a so{called zero range process. It is easy to check that t evolves as follows. At rate 1f (k) 1gq k+1 one particle jumps from site k to site k + 1 and at rate 1f (k) 1gp k one particle jumps from site k to site k ? 1. Under some restrictions on the initial measure, we prove that m almost surely the macroscopic behavior of this process is described by the entropy solution of a rst order hyperbolic equation @ t + @ x v( ) = 0 where v( ) denotes the mean velocity of a zero range particle for a process in equilibrium with density .
Finally we consider the hydrodynamical behavior of another type of zero range processes in random environment. This system corresponds to asymmetric simple exclusion processes where the rate at which the k-th particle jumps to the right and the rate at which the k + 1-th particle jumps to the left is decelerated by a factor p k picked from an ergodic stationary process. and p i + q i+1 = 1 that immediately hold using (2.5). The invariance of has been proven by Jackson (1963) for nite systems and by Andjel (1982) for in nite systems. The proof using the adjoint can be found in Kipnis (1986) for the exclusion process with constant rates and (for a more complicate model) in Ferrari and Fontes (1995) .
To show (iii) we rst look for the solution of (2.5). For a xed realization p the (unique) solution of the system (2.5) is given by (2.9). Since p is ergodic, so must be fa i g and denoting mh(a i ) = R m(dp)h(a i (p)), To show (iv) we rst observe that invariant measures for which fx i ? x i?1 g are independent must be product of geometrics as in (2.6). This follows from direct computation with the generator. On the other hand, if the measure concentrates in con gurations with in nitely many particles, the probability i that particles i and i+1 are at distance bigger than one must satisfy equation (2.5) for some v 2 0; v ).
The global density of this measure is R(v) that is necessarily bigger than .
2.2. Rates associated to particles: The independent case. In the independent case we get a necessary and su cient condition for the existence of phase transition. In this subsection we assume that under m the variables p i are i.i.d. and that c > 1=2 is the bottom of the distribution in the sense of (2.1). (p; ) . In the next theorem we show that the position of a tagged particle is sharply approximated by a Poisson process.
Theorem 2.18. Let and take p in the set of m{probability one for which there exists , the invariant measure de ned in Theorem 2.4 with global density and = (p). Assume that the initial distribution of particles is given by and let X t be the position at time t of the tagged particle that at time 0 is at the origin. Proof. We adapt a proof of Ferrari and Fontes (1996) . We consider two semiin nite processes 0 t and 1 t as seen from the tagged particle. For 0 t the tagged particle never jumps to the left as if there were always full of particles to its left. The jumps to the right of the tagged particle are realized with rate p 0 and the jumps of the other particles with rates p i , q i , i 1. Let X 0 t be the position of the tagged particle for 0 t . The invariant measure for the process is the product measure 0 on f0; 1g Z + with 0 = f 0 i : i 0g the solution of (2.5) with boundary conditions 0 ?1 = 0. For 1 t the tagged particle jumps to the left at rate q 0 as if there were no particles to its left and the jumps of the other particles with rates p i , q i , i 1. Let X 1 t be the position of the tagged particle for 1 t . The invariant measure for the process is the product measure 1 on f0; 1g Z + with 1 = f 1 i : i 0g the solution of (2.5) with boundary conditions 1 ?1 = 1. By (2.8), if is the double in nite solution of (2.5), then for i 0, 1 i i 0 i and both i ? 0 i and 1 i ? i converge exponentially fast to zero. Now we couple a double in nite con guration picked from with two semi-in nite con gurations 0 and 1 picked from 0 and 1 respectively in such a way that if we call Statements (2.20) and (2.21) are easy consequences of (a) the attractiveness of the solutions , 1 and 0 , (b) the (uniform in p) exponential convergence to zero of ( i ? j i ), which in turn are consequence of (2.8) and (c) the fact that 1 and 0 are product of geometric distributions.
Assume that t , 0 t and 1 t start each with the corresponding invariant distribution coupled in such a way that (2.20) and (2.21) hold. Now we couple t , 1 t and 0 t in such a way that the i-th particles of the three systems use the same exponential clocks and jump together as much as possible. In the particle system jargon this is the basic coupling for the zero range process t . Under initial distribution and using the coupling, the marginal processes t , 0 t and 1 t are stationary and keep the initial order: for all t 0, This implies that the rate of jump to the right are also ordered for all times and that X 0 t + R 0 X t X 1 t ? R 1 To see that the rst inequality in (2.23) holds observe that each jump to the right of X t can either be accompanied by a jump to the right of X 0 t or not. In the rst case the inequality holds if it holds before the jump. In the second case, the jump to the right is either corresponding to one of the extra holes R 0 or due to a hole that entered to the right of X t after time zero. The rst case is covered by R 0 that appear in the left hand side of (2.23). The second one cancels because the net ux generated by this hole is zero. The same argument is used to show the second inequality. Both R 1 and R 0 have exponential moments by (2.21). Now, in distribution X 0 t = N 0 t , a Poisson process with parameter v. The fact that it is Poisson follows from Burke's theorem because it is just the departure process of a network of queues. See Kelly (1979) or Theorem 1 of Ferrari and Fontes (1995) is invariant for the process with generator L p .
The tagged particle performs in this case a Poisson process in the sense of Theorem 2.18. See Ferrari and Fontes (1996) .
To close this section we consider the semi-in nite case. Let be the con guration We conjecture that the distribution around X i converges to the measure (p;2c?1) .
Proof. By assumption (2.27), v i (2c ?1). To show the other inequality consider a nite system with n+1 particles: y 0 (t) < < y n (t) such that y 0 (t) jumps only to the right at rate 1 and y 1 (t); : : :; y n (t) jump with rates b and 1?b to the right and left respectively. The process (z 1 (t); : : :; z n (t)) = (y 1 (t)?y 0 (t)?1; : : :; y n (t)?y 0 (t)?1) is an ergodic positive recurrent continuous time Markov process in a countable state space and it has invariant distribution n given by n (z 1 k 1 ; : : : ; z n k n ) = Theorem 2.31. Assume that the rates p are attached at the sites and that m concentrates in c; 1]. Let t be the simple exclusion process with these rates distributed initially with the (non invariant) distribution . Let X t be the position of the tagged particle initially located at the origin. Then lim inf t!1 X t t (2c ? 1)(1 ? ) almost surely. Proof. We couple t with a simple exclusion process t with (constant) rates c and 1 ? c for right and left jumps respectively. The product measure conditioned to have a particle at the origin is invariant for this process as seen from the tagged particle. Let Z t be the position of the tagged particle initially at the origin. Under initial distribution , Kipnis (1986) proved that Since p x c for all x we can couple t and t in such a way that each time a jump from x to x + 1 is attempted for the system t , the same jump is attempted for the system t . Analogously, since 1 ? c q i , each time a jump from x to x ? 1 is attempted for the system t , the same jump is attempted for the system t . Since the rates are di erent, under this coupling the two systems will di er. Let x i (t) and z i (t) the positions of the particles of the t and t systems respectively at time t. Here x 0 (t) = X t and z 0 (t) = Z t . At time zero x i (0) z i (0). We claim that for all t 0 x i (t) z i (t) (2:33)
To show (2.33) it su ces to see that each jump involving positions x i (t) and z i (t) keep the inequality unaltered. Assume that at time t (2.33) holds and that there is an event involving x i (t) and/or z i (t) in the time interval (t; t + dt). If x i (t) > z i (t) then, after the event, x i (t + dt) z i (t + dt) because at most a jump of length 1 occurred. If x i (t) = z i (t), there are four possibilities: (a) an attempt for both particles to jump to the right; (b) an attempt for the x i (t) particle to jump to the right; (c) an attempt for both particles to jump to the left and (d) an attempt for the z i (t) particle to jump to the left. Since by (2.33), x i+1 (t) z i+1 (t), in case (a) after the jump x i (t + dt) z i (t + dt). Case (c) is similar and cases (b) and (d) are immediate because the jumps are in the good sense. This proves (2.33) for all t. In particular X t Z t . This and (2.32) show the theorem.
3. Asymmetric zero range processes.
We prove in this section the hydrodynamical behaviour of two types of asymmetric zero range processes in random environment. In this formula r( ) is a nite range transition probability on Z d (there exists ? < 1 such that r(j) = 0 for jjj > ?), g is a positive non decreasing bounded function vanishing at 0 : 0 = g(0) < g(1) and lim k!1 g(k) = g(1) < 1 and, for xed integers j and k and for con gurations with at least one particle at k, T k;j stands for the con guration obtained from letting one particle jump from site k to site j :
We further assume that r(k) + r (k) is irreducible. This process can be interpreted as follows. For a xed realization of the environment p, at each site k a particle jumps to site k + j at rate r(j)p k g( (k)). In this sense the rate at which particles leave a site is randomly decelerated by the value of the environment at that site.
In the one dimensional nearest neighbor case with g(n) = 1fn 1g this model corresponds to the simple exclusion process studied in section 2 where we xed the probability at which each particle jumps to the right or to the left and where we decelerate the rate at which the k-th particle jumps to the right and the k + 1-th particle jumps to the left by a factor p k picked from a stationary ergodic process. 
We used here the convention that g(1) g(0) = 1. It is clear that Z( ) is an increasing function which converges to 1 as ' approaches g(1). Recall from Andjel (1982) p ?1 k ' n g(1) g(n) for n 0. To keep notation as simple as possible we will often omit the superlabel p of p ' . A direct computation shows that ' is an invariant measure for the process for each 0 ' < cg(1). Moreover if we denote by L 2; p the generator de ned in (3.1) with r (j) = r(?j) replacing r, we have that L p is the adjoint of L 2 p in L 2 ( ' ).
We now turn to the study of the mean density of particles under each measure ' .
De ne M: 0; g(1)) ! R + as the expected value of the mean density of particles under the measure ' : M(') = ' (0) :
A straightforward computation shows that M(0) = 0 and that M is a smooth strictly increasing bijection since it is given by M(') = 'Z 0 (')Z(') ?1 = '@ ' log Z(') :
Denote by A: R + ! 0; g (1)) the inverse function of M, which is therefore smooth and strictly increasing. De ne : 0; cg (1) Here, for a positive integer n, n represents a box of length 2n + 1 centered at the origin : n = f?n; : : :; ng and j n j its volume.
Denote by a: R + ! 0; cg(1)) the inverse function of which is continuous, strictly increasing and vanishing at 0. A natural question for zero range processes in a random environment is the following. We x a density 0 and start at time 0 with the translation invariant measure associated to the density 0 invariant for the usual zero range process :
A ( 0 ) . We let then the process evolve with a random environment. We would like to prove that m{almost surely the state of the process as time increases converges to the invariant measure associated to the density 0 : p a( 0 ) . One approach to solve this problem would be to prove a strong form of hydrodynamical limit and then use the attractiveness of the process (cf. Landim (1993a) ). This approach however relies strongly on the translation invariance of the process.
We present here the rst step in this program: a proof of the hydrodynamical behaviour of zero range processes in random environment, that is, we describe the macroscopic behaviour of the process starting from a local equilibrium state. The rst step is therefore to de ne the initial states considered here. To ensure that for m almost all environments p N is bounded above (for the natural partial order on the space of all probability measures of N Z d ) by some invariant measure p ' , we will have to assume that the initial pro le 0 is bounded above by M(g(1)c 0 ) for some c 0 < c : (H1) There exists c 0 < c such that the continuous initial pro le 0 is bounded above by M(g(1)c 0 ): sup x2R d 0 (x) M(g(1)c 0 ).
We believe however that it should not be too di cult to remove this technical assumption. We also assume that p takes at most a nite number of values denoted by c = c 1 < < c 1 : 
The proof of this theorem is analogous to the one of Theorem 1 presented in sections 5 and 6 of Landim (1993b) . We therefore concentrated only on the main di erences. Also, to keep notation simple, we present the proof in dimension 1 and assume that the environment takes only two values c = c 1 < c 2 1.
Following Rezakhanlou (1990) , the rst step in proving the hydrodynamical behaviour of asymmetric attractive interacting particle systems is to prove an entropy inequality at the microscopic level. Here and below, for an integer k and a positive integer`, `( k) represents the mean density of particles in a box of length 2`+ 1 centered at k :
Lemma 3.3 is the main step in the proof of Theorem 3.2. In possession of this microscopic entropy inequality to prove the theorem we just have to follow the arguments in Rezakhanlou (1990) . The slight modi cations needed are left to the reader and we concentrate on the proof of Lemma 3.3. The proof of this lemma is analogous to the one of Proposition 5.1 and Corollary 5.7 in Landim (1993b) . The unique di erence being the proof of the one block estimate. In order to state this result, for a positive integer`and a realization p of the random environment, Proof: First of all, since the measure N is associated to a pro le bounded by M(c 0 g (1)) it is bounded above by a product invariant measure p ' for some '. Therefore it is enough to prove the lemma for the cylinder function V`replaced by V`; b (p; ) = V`(p; )1f `( 0) bg for each xed b.
On the other hand, by standard coupling arguments, we can show that it is enough to prove the lemma, for every xed integer B, for the product measure N replaced by a product measure with marginals equal to the marginals of N By standard arguments, even though the measure p ' is not reversible (cf. Benois et al. (1993) ), the expected value in the above formula is bounded by expfCt 0 e N g, where e N is the largest eigenvalue of the operator
By the variational formula for the largest eigenvalue of a symmetric operator we obtain that the logarithm of the last expected value divided by N is bounded above by
In this formula D N;p (f) stands for the Dirichlet form given by D N;p (f) = 2 ?1
and the supremum is taken over all densities with respect to the measure p ' . The rst step in the proof that the last variational formula converges to 0 is to localize the integrals to microscopic blocks. We need some notation in order to do it. For an integer k, denote by k;`t he block fk ?`; : : :; k +`g, by X k;`t he con guration space N k;`, by p ';k;`t he marginal on X k;`o f p ' , by f k;`t he density with respect to p ';k;`o f the marginal of the measure f( ) p ' (d ) on X k;`a nd by D k;`;p the Dirichlet form on X k;`g iven by
Since r( ) + r ( ) is irreducible and the Dirichlet form is convex, by Schwarz inequality the last supremum is bounded above by
for some constant C 1 (`) that depends only on`and on the transition probability r. Here h is a positive constant related to the support of the function H. We now have to consider separately the integers k for which the environment p around k behaves badly. In the second line the rst supremum is taken over all environments p with M i 0;`( p) in E and the second supremum over all densities with respect to p ';0;`. Notice that the expression inside braces in the second line does not depend on the value of the environment outside `. We may therefore think the environment to be just de ned in `. In particular the rst supremum is taken over a nite set of possibles environments. Keep also in mind that the measure ';0;`t hat appears in the de nition of the Dirichlet form D 0;`;p is the same that integrates V`; b f. On the other hand, since we assumed the environment to be ergodic and stationary the rst line of this expression converges m almost surely, as N " 1, to
Again by ergodicity, for every positive , this expression converges to 0 as`" 1. It thus remains to prove that the second line converges to 0 as N " 1,`" 1 and then # 0. In order to do it we need to introduce some notation.
For 0 `1 2`+1,`1+`2 =`, let `1;`2 ' be the product measure on N f?`1;:::;`2?1g with marginals given by
Thus on the left of the origin `1;`2 ' has the marginals of the translation invariant measure 'p ?1 1 and on the right of the origin it has the same marginals as 'p ?1 2 . On the other hand, recall the explicit form of the cylinder function V`; b and notice that if p and p 0 are two environments with the same total number of sites in è qual to c 1 (M 1 k;`( p) = M 1 k;`( p 0 )) then the supremum over all densities in the second line of (3.5) is the same for p and p 0 . Therefore the second line of (3.5) is equal to C 2 (t 0 ; H) max
In this formula the maximum is taken over all positive integers`1 such that`1=2`+1 belongs to E , the supremum is taken over all densities f with respect to `1;`2 ' , q is the environment which is equal to c 1 at the left of the origin and to c 2 at the origin and at the right of the origin and D`1 ;`2 is the Dirichlet form on N f?`1;:::;`2?1g given by
Since V`; b (q; ) vanishes on the subset of con gurations with total number of particles bigger that (2`+ 1)b, we may restrict the supremum over densities to densities concentrated on con gurations with at most (2`+ 1)b particles. Moreover since V`; b (q; ) is bounded, we may also restrict the supremum over densities to the set of densities with Dirichlet form bounded by C(`; )N ?1 . Since the space of densities concentrated on con gurations with at most (2`+1)b particles is compact for the weak topology and since the Dirichlet form is lower semicontinuous, the limsup as N " 1 of the last expression is bounded above by C 2 (t 0 ; H) max 1 sup
where the supremum is now taken over all densities f concentrated on con gurations with at most (2`+ 1)b particles and with Dirichlet form equal to 0. A density whose Dirichlet form equals to 0 is constant on hyperplanes with xed total number of particles. Thus for 0 K b(2`+1), denote by `1;`2 K the marginal of `1;`2 ' on the hyperplane f 2 N f?`1;:::;`2?1g ; P ?`1 k<`2 (k) = Kg :
Notice that the right hand side does not depend on '. With this notation we may rewrite the last expression as C 2 (t 0 ; H) max
To show that this expression converges to 0, we have to divide the box `i n boxes of some size n xed. Let then`" 1 and use a local central limit theorem to claim that the measure `1;`2 K in f?n 1 ; : : :; n 2 g converges to some meaasure n 1 ;n 2 ' if K=2c onverges to and`1=2`to u 1 . At this point we would have replaced the measures concentrated on xed hyperplanes by product measures. To conclude the argument it would remain to use the law of large numbers.
We now turn to a detailed proof. Recall the explicit form of V`and x a positive integer n. For i = 1, 2, denote by u i the ratio`i=2`+ 1. We divide the interval This convergence is uniformly on compact intervals of K=2`and`1=`. Therefore the limit as`" 1 of the last expression is bounded above by Notice that '(m 1 ; ) = a( ). Letting now # 0 we conclude the proof of the one block estimate.
We turn now to the investigation of the hydrodynamical behaviour of the nearest neighbour asymmetric exclusion process with random rates introduced in section 2. We rst change coordinates to turn the exclusion process into a zero range process. With notation introduced in last section, p(k; k + 1) = q k+1 and p(k; k ? 1) = p k so that p(k; k + 1) + p(k + 1; k) = 1. The Markov process ( t ) with generator (3.6) is the so called zero range process with jump rate g(n) = 1fn 1g and random transition probabilities p(j; k).
We already obtained in the last section the invariant measures of this process. Translated to our context they write as follows. To ensure that, for m almost all environments p, N is bounded above (for the natural partial order on the space of all probability measures of N Z ) by some invariant measure p;v , we will have to assume that the initial pro le 0 is bounded above by sup v<v min i f i (p; v)=(1 ? i (p; v))g. This value corresponds to the minimum density at a site for the measure p;v . It is therefore the minimum density at a site for the largest product invariant measure. We also assume hypothesis (H2) stated above that forces p to take at most a nite number of values denoted by c = c 1 < < c 1.
For each realization p of the environment and for each probability measure on N Z denote by P 0;N p; the probability measure on the path space D( 0; 1); N Z d ) corresponding to the Markov process with generator L 0 p , de ned in (3.6), accelerated by N and starting from . The proof of this theorem is similar to the one of Theorem 3.2 and thus omitted.
