Introduction {#Sec1}
============

Due to the growing number and especially the increasing amount of unstructured data, it is of great interest to be able to analyze them. Text data is an example for unstructured data and at the same time it covers a large part of them. It is organized in so-called corpora, which are given by collections of texts.

For the analysis of such text data topic models in general and the Latent Dirichlet Allocation in particular is often used. This method has the weakness that it is unstable, i.e. it gives different results for repeated runs. There are various approaches to reduce this instability. In the following, we present a new method LDAPrototype that improves the reliability of the results by choosing a center LDA. We will demonstrate this improvement of the LDA applying the method to a corpus consisting of all articles published in the German quality newspaper Süddeutsche Zeitung in April 2019.

Related Work {#Sec2}
------------

The Latent Dirichlet Allocation \[[@CR3]\] is very popular in text data analysis. Numerous extensions to Latent Dirichlet Allocation have been proposed, each customized for certain applications, as the Author-Topic Model \[[@CR18]\], Correlated Topics Model \[[@CR2]\] or the more generalized Structural Topic Model \[[@CR17]\]. We focus on LDA as one of the most commonly used topic models and propose a methodology to increase reliability of findings drawn from the results of LDA.

Reassigning words to topics in the LDA is based on conditional distributions, thus it is stochastic. This is rarely discussed in applications \[[@CR1]\]. However, several approaches exist to encounter this problem based on a certain selection criterion. One of these selection criteria is perplexity \[[@CR3]\], a performance measure for probabilistic models to estimate how well new data fit into the model \[[@CR18]\]. As an extension, Nguyen et al. \[[@CR13]\] proposed to average different iterations of the Gibbs sampling procedure to achieve an increase of perplexity. In general, it was shown that optimizing likelihood-based measures like perplexity does not select the model that fits the data best regarding human judgements. In fact, these measures are negatively correlated with human judgements on topic quality \[[@CR5]\]. A better approach should be to optimize semantic coherence of topics as Chang et al. \[[@CR5]\] proposed. They provide a validation technique called Word or Topic Intrusion which depends on a coding process by humans. Measures without human interaction, but almost automated, and also aiming to optimize semantic coherence can be transferred from the Topic Coherence \[[@CR12]\]. Unfortunately, there is no validated procedure to get a selection criterion for LDA models from this topic's "quality" measure. Instead, another option to overcome the weakness of instability of LDA is to start the first iteration of the Gibbs sampler with reasonably initialized topic assignments \[[@CR11]\] of every token in all texts. One possibility is to use co-occurences of words. The initialization technique comes with the drawback of restricting the model to a subset of possible results.

Contribution {#Sec3}
------------

In this paper, we propose an improvement of the Latent Dirichlet Allocation through a selection criterion of multiple LDA runs. The improvement is made by increasing the reliability of results taken from LDA. This particular increase is obtained by selecting the model that represents the center of the set of LDAs best. The method is called LDAPrototype \[[@CR16]\] and is explained in Sect. [3](#Sec5){ref-type="sec"}. We show that it generates reliable results in the sense that repetitions lie in a rather small sphere around the overall centered LDA, when applying the proposed methods to an example corpus of articles from the Süddeutsche Zeitung.

Latent Dirichlet Allocation {#Sec4}
===========================

The method we propose is based on the LDA \[[@CR3]\] estimated by a Collapsed Gibbs sampler \[[@CR6]\], which is a probabilistic topic model that is widely used in text data analysis. The LDA assumes that there is a topic distribution for every text, and it models them by assigning one topic from the set of topics $\documentclass[12pt]{minimal}
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LDAPrototype {#Sec5}
============

The Gibbs sampler in the modeling procedure of the LDA is sensitive to the random initialization of topic assignments as mentioned in Sect. [1.1](#Sec2){ref-type="sec"}. We present a method that reduces the stochastic component of the LDA. This adaption of the LDA named LDAPrototype \[[@CR16]\] increases the reliability of conclusions drawn from the resulting prototype model, which is obtained by selecting the model that seems to be the most central of (usually around) 100 independently modeled LDA runs. The procedure can be compared to the calculation of the median in the univariate case.

The method makes use of topic similarities measured by the modified Jaccard coefficient for the corresponding topics to the word count vectors $\documentclass[12pt]{minimal}
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The main part of LDAPrototype is to cluster two independent LDA replications using Complete Linkage \[[@CR7]\] based on the underlying topic similarities of those two LDA runs. Let *G* be a pruned cluster result composed by single groups *g* consisting of topics and let $\documentclass[12pt]{minimal}
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The methods are implemented in the R \[[@CR14]\] package ldaPrototype \[[@CR15]\]. The user can specify the number of models, various options for $\documentclass[12pt]{minimal}
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Analysis {#Sec6}
========

We show that the novel method LDAPrototype improves the Latent Dirichlet Allocation in the sense of reliability. To prove that, the following study design is applied to an example corpus from the German quality newspaper Süddeutsche Zeitung (SZ). The corpus consists of all $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$3\,718$$\end{document}$ articles published in the SZ in April 2019. It is preprocessed using common steps for cleaning text data including duplicate removal leading to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$3\,468$$\end{document}$ articles. Moreover, punctuation, numbers and German stopwords are removed. In addition, all words that occur ten times or less are deleted. This results in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$M = 3\,461$$\end{document}$ non-empty texts and a vocabulary size of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$V = 11\,484$$\end{document}$. The preprocessing was done using the R package tosca \[[@CR10]\].Fig. 1.Schematic representation of the study design for $\documentclass[12pt]{minimal}
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Study Design {#Sec7}
------------

The study is as follows: First of all, a large number *N* of LDAs is fitted. This set represents the basic population of all possible LDAs in the study. Then we repeat *P* times the random selection of *R* LDAs and calculate their LDAPrototype. This means, finally *P* prototypes are selected, each based on *R* basic LDAs, where each LDA is randomly drawn from a set of *N* LDAs. Then, a single prototype is determined based on a comparison of the *P* prototypes. This particular prototype forms the assumed true center LDA. In addition, we establish a ranking of all other prototypes. The order is determined by sequentially selecting the next best prototype which realizes the maximum of the mean S-CLOP values by adding the corresponding prototype and simultaneously considering all higher ranked LDAPrototypes.

For the application we choose three different parameter combinations for the basic LDA. In fact, we want to model the corpus of the SZ with $\documentclass[12pt]{minimal}
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Then, we inspect the selection of the *P* prototypes. On the one hand, we quantify the goodness of selection by determining how many LDAs, that were available in the corresponding run, are ranked before the corresponding LDAPrototype. On the other hand, the analysis of the distance to the best available LDA run in the given prototype run provides a better assessment of the reliability of the method. We compare the observed values with randomized choices of the prototype. This leads to statements of the form that the presented method LDAPrototype selects its prototypes only from a sufficiently small environment around the true center LDA, especially in comparison to random selected LDAs.Fig. 2.Analysis of the improvement of reliability by using the LDAPrototype for $\documentclass[12pt]{minimal}
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Results {#Sec8}
-------

For the analysis we first determine the true center LDA and a ranking for all 500 prototypes as described in Sect. [4.1](#Sec7){ref-type="sec"} for each $\documentclass[12pt]{minimal}
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                \begin{document}$$K = 20,35,50$$\end{document}$. The corresponding mean S-CLOP value at the time of addition is assigned to each prototype in the ranking as a measure of proximity to the true center LDA. To visualize the rankings, we use so-called beanplots \[[@CR9]\] as a more accurate form of boxplots, as well as empirical cumulative distribution functions (ECDF) and bar charts.
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                \begin{document}$$25\,000$$\end{document}$ LDAs is included at least once in the 500 times 500 selected LDAs. Nevertheless, only 169, 187 and 186 different LDAs are chosen as prototypes. The LDAPrototype method thus differs significantly from a random selection, whose associated simulated 95% confidence interval suggests between 490 and 499 different prototypes.

Figure [2](#Fig2){ref-type="fig"} summarizes the analysis of the increase of reliability for 20, 35 and 50 topics, respectively. The beanplots in Fig. [2](#Fig2){ref-type="fig"}a indicate the distance of each LDA actually selected from the LDAPrototype method to the supposedly most suitable LDA from the identical prototype run with respect to the values from the ranking. For comparison, the distribution of the distances for random selection of the prototype is given besides. The corresponding values were generated by simulation with permutation of the ranking. The ECDFs in Fig. [2](#Fig2){ref-type="fig"}b show the relative number of LDAs, in each of the $\documentclass[12pt]{minimal}
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                \begin{document}$$P=500$$\end{document}$ prototype runs, that according to the ranking would represent a better choice as prototype. Finally, the bar charts in Fig. [2](#Fig2){ref-type="fig"}c show the corresponding distribution of the absolute numbers of available better LDAs in the same run in accordance to the determined ranking of prototypes. In addition, simulated 95% confidence intervals for frequencies realized by the use of random selection are also shown.
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                \begin{document}$$K = 20$$\end{document}$, many randomly selected LDAs have a rather large distance of about 0.07 at a total mean value of just below 0.04, while the presented method realizes distances that are on average below 0.01. For increasing *K* the distances seem to increase as well. While the random selection produces an almost unchanging distribution over an extended range, the distribution of LDAPrototype shifts towards zero. Higher values become less frequent. The ECDFs look very similar for all *K*, whereby for $\documentclass[12pt]{minimal}
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                \begin{document}$$K=35$$\end{document}$ slightly lower values are observed for small proportions. This is supported by the only major difference in the bar charts. Modeling 20 or 50 topics, for 50% of the prototype runs there is no better available LDA to choose, while for the modeling of 35 topics this scenario applies for just over 40%. The corresponding confidence intervals in Fig. [2](#Fig2){ref-type="fig"}c are lowered as well. This is an indication that for $\documentclass[12pt]{minimal}
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                \begin{document}$$K=35$$\end{document}$ it is easier to find a result that is stable to a certain extent for the basic LDA. This is supported by the fact that the distribution of distances in Fig. [2](#Fig2){ref-type="fig"}a does not seem to suffer.

Discussion {#Sec9}
==========

We show that the LDAPrototype method significantly improves the reliability of LDA results compared to a random selection. The presented method has several advantages, e.g. the automated computability, as no need of manual coding procedures. In addition, besides the intuitive statistical approach, the proposed method preserves all components of an LDA model, especially the specific topic assignments of each token in the texts. This means that all analyses previously carried out on individual runs can be applied to the LDAPrototype as well. The results suggest that $\documentclass[12pt]{minimal}
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                \begin{document}$$K=20$$\end{document}$ or 50 on the given corpus. Further studies to analyze the observed differences in the number of better LDAs as well as the distances to the best LDA between different choices of the numbers of topics, may lead to progress in the field of hyperparameter tuning for the LDA.
