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The problem of the characterization of multivariate distribution through the 
property of the zero regression of linear statistic on another one was posed by 
C. R. Rao. The characterization of probability distributions with independent 
operator-semistable components by this property is given. 0 1989 Academic Press, Inc. 
INTRODUCTION 
Let V be a finite dimensional real vector space with an inner product 
( ., .) and let p be a probability measure over V. For an arbitrary linear 
operator A acting in V, Ap is a probability measure defined by 
Ap(E) = p(A -‘E) for each Bore1 subset E of V. 
A probability measure p on V is called operator-semistable if 
p= lim (A,v*~ ” * W,)), n-m 
where v is a probability measure on V, the A,% are linear operators on V, 
h, E V, and the sequence of positive integers k, < k2 < . .. satisfies 
k,+,/k,+r, l<r<co. 
It follows from [2] that a full, i.e., genuinely V-dimensional probability 
measure p is operator-semistable if and only if p is an infinitely divisible 
measure and 
pa = Ap * d(h), (1) 
where u is a positive number, a # 1; A is a linear nonsingular operator on 
Vand he V. 
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In this paper the following problem proposed by Kagan, Linnik, and 
Rao [4, p. 4611 is studied. 
Let X, Y be independent identically distributed random vectors (i.i.d.r.v.) 
in V and A, B be nonsingular linear operators in V. The problem is to find 
all possible distributions of random vector X if the condition 
E(X-AYIX+BY)=O (2) 
is satisfied. Obviously, it can be assumed that EX = 0 and E 11 X 11 < co. 
Special cases of this characterization problem were considered in [3, 5,6, 
lo]. In this paper, an extension of Khatri’s results (see Theorems 1,2, and 
3 in [lo]) is given. We characterize operator-semistable laws by property 
of zero regression of a linear statistic on another one. 
The results from linear algebra and complex analysis used in this paper 
may be found in Cl, 81, respectively, or in other standard refeences. We 
will often use the following result from the theory of characteristic 
functions (c.f.), which follows from Proposition 1 in [7]. 
PROPOSITION A. Let fi be c.f. of a probability measure on V. Assume that 
there exists y E V, y # 0, such that p(uy) = 1 for eoery v E [O, 11. Then p is 
not a full measure. 
RESULTS 
The structure of the solution of our problem depends on the structure of 
the operator D = (BA-‘)=, where ( .)’ denotes the adjoint linear operator. 
First, we show that D must be diagonalizable over R if r.v. X, Y are 
genuinely V-dimensional. 
THEOREM 1. Let X, Y be i.i.d.r.v. with full distribution p, EX= 0, and 
E 11 X1( < co. If (2) holds then operator D is diagonalizable over R and has 
only positive eigenvalues. 
Now, let {tl, . . . . t,} be a set of distinct eigenvalues of operator D, then 
the minimal polynomial of diagonalizable operator D has the form 
h(t)=(t-t,)...(t-1,). 
Let Vi = ker(D - tiZ) and denote the direct sum of subspaces of V by 0. 
We have 
v= V1@*..OVs. (3) 
Let Ti, i = 1, . . . . s, be the projector of V onto Vi in the sense of decomposi- 
tion (3). Namely, x = T, x + . . . + T,x, where T,x E Vi. 
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From the assumption that A, B are commuting operators we specify a 
distribution of r.v. X as the measure, which is the convolution of its 
marginals T1 p, . . . . T,p on D-invariant subspaces V,, . . . . VS. Furthermore it 
is shown that every one of these marginals is a full operator-semistable 
measure on the corresponding subspace Vi. 
THEOREM 2. Let the conditions of Theorem 1 be satisfied. Further, let A, 
B be commuting operators and ti # 1 for i = 1, . . . . s. Then 
(1) p=T,p*...* T,/L, 
(2) Tip is an operator-semistable measure on Vi. 
Remark. If decomposition (3) is trivial, i.e., V = V,, then Theorem 2 
states that ~1 is an operator-semistable measure on V. 
PROOFOF THEOREM 1 
Denote the c.f. of r.v. X by p(z), ZE V. By multiplying both sides of 
equality (2) by exp{ i(z, X+ BY)} and taking the expectation we obtain 
P(B’z) grad ,ii(z) = Ah(z) grad fi( .)IBTz. (4) 
Let Q be a neighbourhood of the origin where p(z) # 0 and fi(B’y) # 0. 
Denotef (y) = In F(Y), g(y) = gradf(y), and gAy) = gradf (BTy) for Y E Q. 
In this notation, (4) can be rewritten into 
DTbw =g,(.Y) for JJEQ. (5) 
We shall prove that every real eigenvalue t of D is positive. Let x E Q be 
the eigenvector corresponding to t (we can choose x such that XE Q). 
From (5) we have 
tk(ux), xl = (gl?(ux), x) 
for u E [0, 1). Let v E [0, 11, by integration of this relation from 0 to u we 
obtain I’ = p(B=ux). Because p is a full measure, there exists v E [0, l] 
such that 1 ji(vx)l -C 1 and hence t > 0. 
Operator D does not have complex eigenvalues. Assume that this is not 
the case. Then there exist vectors e,, e2 E V and nonzero real numbers a, b 
such that 
De,=ae,-be,, De, = be, + ae,. 
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We introduce the functions 
k(t,, f2) = Ref(t,e, + fZe2), 
kB(tl, t2)= Ref(t,BTe, + t,BTe2), 
It follows from (5) that 
- bakjat, = ak,lat, - aakpt,, 
baklat, = ak,lat, - aakpt,. 
(6.1) 
(6.2) 
Now consider the function of complex argument w  
$(w) = k(w) + d(w), 
where Z(t,, t2)=(ks(t,, t,)-ak(tl, t2))/b. Relations (6.1) and (6.2) are 
equivalent to the Cauchy-Riemann conditions for functions k and 1. There- 
fore IJ is an analytical function in a neighbourhood of the complex plane 
origin. It follows that a function k(t,, t2) is a harmonic function of (tl, t2) 
in a corresponding neighbourhood. This function is nonpositive and 
k(0) = 0. It follows from the maximal principle for harmonic functions that 
k(t,, t2) = 0 in the domain of its harmonicity. From these facts we have 
that fi(tl e, + t2e2) = 1 for t, , tz E R. It follows that p is not a full measure. 
To prove that D is a diagonalizable operator, we suppose that this is 
false. Then there exist vectors e,, e2 and a number a such that 
De, = ae,, De,=ae,+e,. 
Let t, U, u be real numbers, then from (5) we obtain 
a(g(te, + 4, el) = kAteI + u+), e,), 
aMoe + ted9 4 + (duel + t+), el) = (g,(ue, + ted, 4. 
By integrating both equations by t we have 
4f(uel + ued -f(ued) 
=f(B’(uel + ueJ) -f(BTue,), 
4f(uel + 4 -f(uel)) + f: (due, + ted, e,) dt 
=f(BT(uel + ue2)) -f(BTue,). 
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In addition, when u = 0, v = 0 we have 
dIveI) =f(BTvel), af(ud + 11 MM, el) dt =f(BTue2). 
By substituting them into the previous pair of equations 
or 
(due, + ued, e,) = Mued, el). 
If in the last equation u = 0, then af(ve, )/au = 0 and it follows that 
f(vel)=O*fi(ve,)= 1 for all VER. 
PROOF OF THEOREM 2 
We begin with two lemmas. 
LEMMA 1. Let ,u be a full probability measure on V. Assume there exist 
a linear operator A in V and a number a, 0 c a c 1 such that in some 
neighbourhood of the origin the relation 
P”(Y) = /WY) (7) 
holds. Then 11 A” I( c 1 for some natural n, where II.II is the operator norm. 
Proof. We shall show that r(A) c 1, where r(A) denotes the spectral 
radius of operator A. We assume that it is not true and show then that p 
is not a full measure on V. Now, let A have the eigenvalue t (real or 
complex), 1 t 1 2 1, i.e., t = qeiw, q > 1. Assume, for example, that t is 
complex. Then there exists an A-invariant subspace U such that the matrix 
of restriction of A to U with respect to some basis has the form 
Choose a spherical neighbourhood S of the origin in which (7) holds and 
( ji( y)l >p > 0. Then it follows from (7) 
IiU)l= I/W-“JW”~P”” 
for ye Sn U and n 2 1. Letting n + m, we find that 1 p(y)1 = 1 for 
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y E Sn U and p must be deficient. This contradiction proves that 1 tl < 1 
and hence r(A) < 1. 
Now, 11 A” 11 + 0 as n + co since 
lim II A” II iin = r(A) < 1. 
n-cc 
Thus there exists n such that 11 A” (I < 1. 
LEMMA 2. Let p be a probability measure on V. Assume that there exist 
a linear operator in V and a real number a, 0 -C a -C 1 such that the relation 
P”(Y) = WY) (8) 
holds for all y E V. Then p is an infinitely divisible measure. 
Proof: By iteration of (8) we have 
P”“(Y) = W”Y), ye v. 
It follows from the elementary equality 
P(y)=Jimm expic-“(P’(y)- 1)) 
that p is an infinitely divisible measure (see De Finetti’s theorem, 
[9, P. 801). 
Proof of Theorem 2. We start with the proof of the second statement. 
Fix some i, i = 1, . . . . s and let Q be the maximal spherical neighbourhood 
of the origin in Vi such that p(y) # 0 for all y E Q. Obviously, Q must be 
open. From (5) we obtain 
P”(Y) =PwY) for YEQ. (9) 
To prove the operator-semistability of Tip it is sufficient to show that 
i(y) #O for all ye Vi. Then the infinite divisability of Tip follows from 
Lemma 2. Let, for example, 0 < ti < 1. (If ti > 1 the following relation can 
be considered: 
/P’(y)=fi((lP-‘y).) 
By iteration of (9) we have 
P7Y)=CiwT)“Y)~ n = 0, 1, . . . . (10) 
Suppose now that there exists z, 11 z II < co in the boundary of Q such that 
F(z) = 0. It follows from (10) that ,il((BT)” z) =O. On the other hand, 
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(BT)” z E Q, since with respect to Lemma 1 we have that II( 11 < 1 for 
some n. We have a contradiction. 
Now, we give the proof of the first statement. Let z. = x + y, where x E Vi, 
YE Vi, i#j, and i,j= 1, . . . . S. Then it follows from (5) that 
ti(f(z) -f(Y)) =flBTz) -f(Y), rj(f(z) -f(x)) =ftBTz) -fCx) 
and 
ftBTX) = rif(x)9 ftBT.Y) = rjf(Y). 
From these relations we have f(z) =f(x) +f( y). Analogously, by induc- 
tion, it can be proved that 
f(z)=f(T,z)+...+f(T,z) 
for every ZE V. The last equation is equivalent to 
p= T,p *-..* T,p. 
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