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Einleitung
Fu¨r eine galoissche Erweiterung K/k endlichen Grades gilt H−1(G,K×) = 1, wenn
die Galoisgruppe G der Erweiterung zyklisch ist. Dies besagt Satz 90 von Hilbert,
der sich in Hilberts Zahlbericht von 1897 ([H]) beﬁndet und in der Zahlentheorie eine
bedeutsame Rolle spielt. Wie in einer Arbeit von F. Lorenz ([L]) thematisiert, bleibt
diese Aussage fu¨r allgemeineres G nicht la¨nger richtig. Ziel der vorliegenden Arbeit
ist es nun, die Gruppe H−1(G,K×) insbesondere im Falle biquadratischer Erwei-
terungen algebraischer Zahlko¨rper genauer zu untersuchen. Einerseits werden wir
mit elemenaren Methoden zeigen, dass H−1(G,K×) fu¨r gewisse biquadratische Er-
weiterungen von Q nicht-trivial ist (durch explizite Angabe von Cozyklen, die keine
Cora¨nder sind), andererseits werden wir H−1(G,K×) mit Hilfe der kohomologischen
Fassung der Klassenko¨rpertheorie nach Tate fu¨r biquadratische Zahlko¨rpererweite-
rungen genau bestimmen.
Im Folgenden bezeichne K/k stets eine galoissche Ko¨rpererweiterung endlichen
Grades, mit Galoisgruppe G. Fu¨r die Operation von G auf der multiplikativen
Gruppe K× des Ko¨rpers K (oder allgemeiner auf einem G-Modul A) sei in Ex-
ponentenschreibweise
a  := σ(a)
fu¨r a  K× und σ  G. Die zugeho¨rige Operation des ganzzahligen Gruppenringes
ZG werde entsprechend notiert. Insbesondere ist also
a1−  = a/a  .
Die Erweiterung K/k heißt zyklisch, wenn ihre Galoisgruppe G = G(K/k) zyklisch
ist; bezeichnet dann σ einen Erzeuger von G, so pra¨sentiert sich die Normabbildung
N = NK/k : K×  K× wie folgt:
N(z) = z1+  + 
2 + ···+  n −1
fu¨r z  K×; dabei bezeichnet n die Ordnung von G (allgemeiner wird u¨ber alle
Elemente einer endlichen Gruppe G summiert).
“Satz 90 von Hilbert“. Sei K/k zyklisch und σ ein Erzeuger von G. Fu¨r z  K×
gelte NK/k (z) = 1. Dann ist z darstellbar in der Form
z = a1− 
mit einem a  K×.
Dieser Satz la¨sst sich ku¨rzer auch folgendermaßen formulieren.
“Satz 90 von Hilbert“. Fu¨r zyklisches K/k ist H−1(G,K×) = 1.
Dabei bezeichnet H−1(G,K×) die Tate-Kohomologie der endlichen Gruppe G mit
Koeﬃzienten in der mulitiplikativen Gruppe K× des Ko¨rpers K, mit der natu¨rlichen
Operation der Galoisgruppe G auf K× (vgl. [AW], [B], [Ws] fu¨r Deﬁnition und
Eigenschaften der Tate-Kohomologie). Fu¨r einen beliebigen G-Modul A bezeichne
A1−G die von den Elementen der Form a1−  mit σ  G erzeugte Untergruppe von
A. Wegen N(a  ) = N(a) gilt dann
A1−G  Kern(N)
und weiter
H−1(G,A) = Kern(N)/A1−G
(“Cozyklen modulo Cora¨nder“).
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Eine Einf¤uhrung in den Satz 90 von Hilbert, andere Formulierungen sowie Verall-
gemeinerungen nden sich in einem Artikel von F. Lorenz ([L]), der Grundlage und
Ausgangspunkt der vorliegenden Arbeit ist. Insbesondere wird in diesem Artikel
die Frage thematisiert, ob und inwieweit der Satz 90 von Hilbert f¤ur nicht-zyklische
Gruppen richtig bleibt. Angeregt durch diese Fragestellung ist das zentrale Thema
der vorliegenden Arbeit die Untersuchung der GruppeH−1(G,K×) fu¨r biquadra-
tische Erweiterungen von Zahlko¨rpern (d. h. mit Galoisgruppe G  (Z/2)2). Im
lokalen Fall, also fu¨r Erweiterungen lokaler Ko¨rper, wird in [L] zumindest im nicht-
dyadischen Fall (wenn die Charakteristik der Resklassenko¨rper von 2 verschieden
ist) mit elementaren Methoden der algebraischen Zahlentheorie nachgewiesen, dass
H−1(G,K×) fu¨r biquadratische Erweiterungen lokaler Ko¨rper nicht-trivial ist. Im
globalen Fall, und genauer gesagt im Fall algebraischer Zahlko¨rper, wird dies dann
unter Heranziehung der kohomologischen Fassung der Klassenko¨rpertheorie nach
Tate gezeigt ([L, S. 356]). Eine der Zielsetzungen der vorliegenden Arbeit war es,
im Falle von Erweiterungen algebraischer Zahlko¨rper, also im globalen Fall, einen
elementaren Beweis zu geben, dass H−1(G,K×) nicht-trivial ausfallen kann fu¨r
nicht-zyklische Galoisgruppen G. Dies geschieht in Kapitel 1, wo fu¨r biquadrati-
sche Erweiterungen K/Q explizit Cozklen angegeben werden, die keine Cora¨nder
sind und daher nicht-triviale Elemente von H−1(G,K×) repra¨sentieren; in einigen
Fa¨llen gelingt es, die Gruppen H−1(G,K×) vollsta¨ndig zu bestimmen (vgl. Kapi-
tel 2).
Wa¨hrend im lokalen Fall H−1(G,K×) nur von der Gruppe G abha¨ngt, wird in
[L] gezeigt, dass dies im globalen Fall nicht la¨nger richtig bleibt; dazu werden fu¨r
Beispiele biquadratischer Erweiterungen algebraischer Zahlko¨rper mit Hilfe der ko-
homologischen Fassung der Klassenko¨rpertheorie nach Tate einige der Gruppen
H−1(G,K×) bestimmt. In Kapitel 3 der vorliegenden Arbeit wird eine Charak-
terisierung der Gruppen H−1(G,K×) im Falle biquadratischer Erweiterungen alge-
braischer Zahlko¨rper gegeben; nach einigen Vorbereitungen wird dies in Kapitel 4
dann angewandt zur expliziten Bestimmung von H−1(G,K×) fu¨r biquadratische
Erweiterungen Q( a,

b) mit quadratfreien a, b  Z.
In Kapitel 3 wird folgendes Theorem bewiesen.
3.1 Theorem. Sei K/k eine biquadratische Erweiterung algebraischer Zahlko¨rper,
mit Galoisgruppe G  (Z/2)2. Dann ist H−1(G,K×) bis auf Isomorphie vollsta¨ndig
bestimmt durch die Anzahl n der Stellen p von k mit lokaler Galoisgruppe Gp = G.
Genauer gilt fu¨r alle n  0
H−1(G,K×)  (Z/2)n−1,
wobei (Z/2)−1 = 0 zu lesen ist im Falle n = 0. Jede Zahl n  0 la¨sst sich fu¨r eine
biquadratische Erweiterung K/Q realisieren.
Der Beweis von Theorem 3.1 erfolgt unter Heranziehung der kohomologischen Fas-
sung der Klassenko¨rpertheorie nach Tate (in Kapitel 1 werden wir hingegen mit
elementaren Methoden zeigen, dass H−1(G,K×) nicht-trivial ist fu¨r biquadratische
Erweiterungen Q( a,

b)/Q in den Fa¨llen mit n  2 fu¨r a, b prim oder gleich  1).
Die eigentliche Schwierigkeit im Beweis von Theorem 3.1 stellt der Fall n = 0 dar.
Ausgangspunkt der Betrachtungen ist die exakte Sequenz von G-Moduln
1  K×  IK  CK  1
mit der Idelgruppe IK des Ko¨rpers K und der Idelklassengruppe CK von K. Zu
dieser kurzen exakten Sequanz von Koeﬃzientenmoduln geho¨rt die lange exakte
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Kohomologiesequenz
 H i−1(G, IK )  H i−1(G,CK )  H i (G,K×)  H i (G, IK )  H i (G,CK ) 
der Tate-Kohomologiegruppen der endlichen Gruppe G. Wie man mit Hilfe der
kohomologischen Fassung der Klassenko¨rpertheorie nach Tate zeigen kann, zerfa¨llt
diese fu¨r n > 0 in die kurzen exakten Sequenzen
1  H i (G,K×)  H i (G, IK )  H i (G,CK )  1.
Fu¨r n = 0 hat man hingegen die kurze exakte Sequenz
H−2(G, IK )
g
 H−2(G,CK )  H−1(G,K×)  1,
so dass es also den Cokern der Abbildung g zu bestimmen gilt. Durch Heranziehung
der kohomologischen Fassung der Klassenko¨rpertheorie nach Tate ergibt sich, dass
sich das Problem auf eine rein gruppenkohomologische Fragestellung zuru¨ckfu¨hren
la¨sst. Es seien G1, G2, G3 die drei Untergruppen der Ordnung 2 von G  (Z/2)2.
Dann geht es genauer gesagt darum, ob der Cokern der Abbildung
3⊕
i =1
H3(Gi )  H3(G),
die durch die Vorgabe
(zi )i 
∑
i
corG iG (zi )
deﬁniert ist, isomorph zu (Z/2)2 oder zu (Z/2)3 ist (einer dieser beiden Fa¨lle tritt
mit Sicherheit ein). Im ersten Fall wa¨re fu¨r n = 0 die Gruppe H−1(G,K×) stets
isomorph zu Z/2, im zweiten Fall hingegen stets trivial. Es genu¨gte also, die Grup-
pe H−1(G,K×) fu¨r eine einzige Erweiterung, fu¨r die der Fall n = 0 vorliegt, zu
kennen, um die Frage allgemein zu beantworten. Daher bieten sich verschiedene
Mo¨glichkeiten, das Problem anzugehen: einmal auf zahlentheortischem Wege durch
Betrachtung einer speziellen Erweiterung, die den Fall n = 0 realisiert, und anson-
sten auf gruppenkohomologischem Wege, indem man die Corestriktionsabbildungen
zu verstehen sucht. Tatsa¨chlich werden wir sogar drei Beweise liefern, na¨mlich neben
dem zahlentheoretischen noch zwei gruppentheoretische. In einem Beweis werden
wir mit allgemeinen kohomologischen Mitteln arbeiten, wa¨hren wir in einem weite-
ren die Corestriktionsabbildungen ganz explizit berechnen werden.
Wir wollen noch bemerken, dass fu¨r einen biquadratischen Erweiterungsko¨rper
K = Q( a,

b) von Q, mit quadratfreien a, b  Z, die Anzahl n der Stellen p mit
Gp = G leicht berechnet werden kann (vgl. Kapitel 4). Insbesondere kann Gp = G
nur fu¨r Primteiler p von a oder b gelten sowie fu¨r p = 2.
4.2 Satz. Es sei Q( a,

b)/Q eine biquadratische Erweiterung, mit quadratfreien
a, b  Z. Fu¨r eine Primzahl p gilt Gp = G genau in den Fa¨llen
i) p = 2, p | a, p  b, ( bp
)
=  1
ii) p = 2, p  a, p | b, ( ap
)
=  1
iii) p = 2, p | a, p | b, ( ab/p 2p
)
=  1
iv) p = 2, a, b, (ab)0 	 1 (8).
Dabei bezeichnet
( d
p
)
das Legendresymbol und d0 den quadratfreien Kern von d.
iii
Berechnung der Legendresymbole ergibt
Bemerkung. Der Fall n = 0 liegt vor z. B. fu¨r (a, b) = (-1,17), (2,17), (13,17),
(2,-7), (5,-11), (-3,13) und (5,29).
Es besteht die folgende Charakterisierung des Falles n = 0.
Bemerkung. Der Fall n = 0 liegt genau dann vor, wenn fu¨r die Erweiterung K/k
nicht der Hassesche Normensatz gilt, oder mit anderen Worten, wenn der Scholzsche
Zahlknoten ∂K/k nicht-trivial ist.
In Kapitel 4 wird H−1(G,K×) fu¨r verschiedene Mo¨glichkeiten von a, b berechnet,
z. B. gilt
4.10 Satz. Es sei Q(  1,  p1 . . . pm )/Q eine biquadratische Erweiterung, mit
paarweise verschiedenen Primzahlen p1, . . . , pm und Galoisgruppe G. Es sei m1
die Anzahl der pi mit pi 	 3, 7 (8). Dann liegt der Fall n = 0 vor fu¨r m1 = 0,
p1 . . . pm 	 – 1 (8). Andernfalls gilt
H−1(G,K×)  (Z/2)m 1−1 falls m1 > 0, p1 . . . pm 	 – 1 (8);
H−1(G,K×)  (Z/2)m 1 falls p1 . . . pm 	 – 1 (8).
Im Fall n = 0 gilt H−1(G,K×) = 1.
Fu¨r grundlegende Begriﬀe aus der Algebra und algebraischen Zahlentheorie ver-
weisen wir auf die Lehrbu¨cher [A1],[A2] und [AZ] von F. Lorenz.
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1. Nicht-triviale Cozyklen in H−1(G,K×) fu¨r biquadratische Ereiterungen
von Q
SeiK/k eine endliche galoissche Erweiterung mit GruppeG. Dann setzt man
C−1(G,K×) = { x  K× : NK/k x = 1 } ,
B−1(G,K×) =
 σx
x
: σ  G, x  K×

.
Die Elemente von C−1(G,K×) werden ( 1)-Cozykel genannt, die Elemente von
B−1(G,K×) hingegen ( 1)-Cor¤ander. Die Faktorgruppe
H−1(G,K×) = C−1(G,K×)/B−1(G,K×)
wird (  1)-te Kohomologiegruppe der ErweiterungK/k genannt. Weiter heißt es, f ¤ur
die Erweiterung K/k gelte Hilberts Satz 90, wenn die ( 1)-te Kohomologiegruppe
H−1(G,K×) trivial ist. Mehr dar ¤uber ist in dem Lehrbuch [A1] und in dem Artikel
[L] zu erfahren.
Wir sprechen von einem nicht-trivialen (  1)-Cozykel, wenn derselbe kein ( 1)-
Corand ist. In diesem Kapitel werden wir f¤ur biquadratische Erweiterungen vonQ
und von Qp nicht-triviale (  1)-Cozyklen explizit angeben. Dabei wird sich heraus-
stellen, dass es unendlich viele biquadratische Erweiterungen vonQ und von Qp
gibt, f ¤ur die H−1(G,K×) nicht-trivial ausf ¤allt.
1.i Quadratische Formen und Hilbertsymbole
Sei k = Q oder k = Qp mit einer Primzahl p. Im Folgenden wird sich die Frage
stellen, wann die quadratische Form
X21  aX
2
2  bX
2
3
f¤ur a, b  k isotrop ist. Im Falle k = Q gibt hier ein Satz von Legendre Aufschluss,
den wir ohne Beweis zitieren werden, vgl. [A2, S. 275]. Was hingegen diep-adischen
K¤orper betrit, so h ¤angt die Fragestellung eng mit dem Begri des Hilbertsymbols
zusammen. Die f¤ur uns wichtigen S¤atze zur Berechnung von Hilbertsymbolen werden
wir angeben, vgl. [AZ, S. 244]. Als erstes formulieren wir den grundlegenden
1.1 Satz. Sei k ein Ko¨rper mit char k = 2 . Dann sind fu¨r a, b  k die folgenden
Aussagen a¨quivalent:
i) b ist bei der Erweiterung Q(  a)/Q eine Norm;
ii) a ist bei der Erweiterung Q(  b)/Q eine Norm;
iii) die quadratische Form X21  aX22  bX23 ist u¨ber k isotrop;
iv) die quadratische Form X21  aX22  bX23 + abX24 ist u¨ber k isotrop.
Wenn k ein lokaler Ko¨rper und p das Bewertungsideal von k ist, so lautet eine
weitere a¨quivalente Aussage:
v) fu¨r das Hilbertsymbol  a,bp

gilt
 a,b
p

= 1 .
Beweis: Wenn a in k ein Quadrat ist, so gilt jede der Aussagen i)-iv). Im folgenden
seia kein Quadrat in k. Aus Symmetriegr¤unden kann Aussage ii) außer acht gelassen
werden.
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i)  iii) Wenn b bei der Erweiterung Q(  a)/Q eine Norm ist, so gilt
b = x2  ay2
f¤ur gewissex, y  k und damit ist f ¤ur z = 1 die Gleichung
x2  ay2  bz2 = 0
erf¤ullt.
iii)  iv) Diese Implikation ist klar.
iv)  i) Es gebex, y, z, t  k mit
x2  ay2  bz2 + abt2 = 0 ,
die nicht alle gleich 0 sind. Dann gilt
x2  ay2 = b(z2  at2)
und es ist z2  at2 = 0, denn weil a in k kein Quadrat ist, erg¤abe sich andernfalls
x = y = z = t = 0. Die Gleichung kann also durch z2  at2 geteilt werden und man
erh¤alt
b =
x2  ay2
z2  at2
= Nk (√a) /k

x + y

a
z + t

a

,
womit wir eine Darstellung von b als Norm bei der Erweiterungk(  a)/k haben.
Was die ¤Aquivalenz i)  v) im Falle eines lokalen K¤orpers betrit, so verweisen wir
auf [AZ, S. 240].
Ob die ersten vier ¤aquivalenten Bedingungen von Satz 1.1 eintreten, l¤asst sich im
Falle k = Q stets beantworten.
1.2 Theorem (Legendre 1798). Es seien r, s, t  Z paarweise teilerfremde und
quadratfreie ganze Zahlen, die nicht alle dasselbe Vorzeichen haben. Genau dann
ist die Gleichung
rX21 + sX
2
2 + tX
2
3 = 0
u¨ber Z nicht-trivial lo¨sbar, wenn jede der Kongruenzen
X2   st(r), Y 2   rt(s), Z2   rs(t)
in Z eine Lo¨sung besitzt.
Beweis: Zum Beweis verweisen wir auf [A2, S. 275]. 
1.3 Korollar. Sei p eine Primzahl. Dann gelten folgende A¨quivalenzen:
p Norm bei Q(i)/Q   1 Norm bei Q(  p)/Q
 X21 + X
2
2  pX
2
3 = 0 u¨ber Z nicht-trivial lo¨sbar(1)
 p = 2 oder p  1(4).
p Norm bei Q(  2)/Q  2 Norm bei Q(  p)/Q
  p Norm bei Q(  2)/Q  2 Norm bei Q(   p)/Q
 X21  2X22  pX23 = 0 u¨ber Z nicht-trivial lo¨sbar(2)
 X21  2X22 + pX23 = 0 u¨ber Z nicht-trivial lo¨sbar
 p = 2 oder p  1(8) oder p  7(8).
p Norm bei Q(   2)/Q   2 Norm bei Q(  p)/Q
 X21 + 2X22  pX23 = 0 u¨ber Z nicht-trivial lo¨sbar(3)
 p = 2 oder p  1(8) oder p  3(8).
2
1.4 Korollar. Seien p und q voneinander verschiedene ungerade Primzahlen. Dann
bestehen die folgenden A¨quivalenzen:
q Norm bei Q(  p)/Q  p Norm bei Q(  q)/Q
 X21  pX
2
2  qX
2
3 = 0 u¨ber Q nicht-trivial lo¨sbar(4)

 q
p

=
 p
q

= 1.
 q Norm bei Q(  p)/Q  p Norm bei Q(   q)/Q
 X21  pX
2
2 + qX
2
3 = 0 u¨ber Q nicht-trivial lo¨sbar(5)

 −q
p

=
 p
q

= 1.
Auch f¤ur k = Qp mit einer Primzahl p l¤asst sich die Frage beatworten, ob die f¤unf
¤aquaivalenten Bedingungen von Satz 1.1 eintreten. Seip eine beliebige Primzahl.
Wenn Zp den Bewertungsring vonQp bezeichnet, so istp Zp das Bewertungsideal
von Qp. Das Hilbertsymbol zu Qp schreibt sich deshalb (·,·p ). Ist p ungerade, so
handelt es sich um ein zahmes Hilbertsymbol und es gilt
1.5 Satz. Es sei p eine ungerade Primzahl. Fu¨r alle a, b  Z×p gelten dann die
Gleichungen

a, b
p

= 1 ,

p, a
p

=

a
p

und weiter ist

p, p
p

= (  1) p−12 .
All dies la¨sst sich durch die Gleichung

p  a, p  b
p

= (  1) p−12 

a
p



b
p


fu¨r a, b  Z×p und α, β  Z zusammenfassen.
Beweis: Wir verweisen auf [AZ, S. 244].
F¤ur p = 2 ist ( ·,·p ) hingegen ein wildes Hilbertsymbol. Es ist ebenfalls der Berechnung
zug¤anglich.
1.6 Satz. Fu¨r alle a, b  Z×2 gelten die Gleichungen

a, b
2

= (  1) a−12 b−12 ,

2, a
2

= (  1) a
2−1
8
und desweiteren ist

2, 2
2

= 1 .
All diese Formeln lassen sich durch die Gleichung

2 a, 2 b
2

= (  1) a
2−1
8  +
b2−1
8  +
a−1
2
b−1
2
fu¨r a, b  Z×2 und α, β  Z zusammenfassen.
Beweis: Siehe [AZ, S. 244].
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1.ii Allgemeines ¤uber biquadratische Erweiterungen
In diesem Abschnitt werden wir ein Kriterium daf ¤ur angeben, wann bei einer
biquadratischen Erweiterung ein ( 1)-Cozykel ein ( 1)-Corand ist. Den Einstieg
erm¤oglicht der folgende
1.7 Satz. Seien K/k eine endliche galoissche Erweiterung mit der Gruppe G und F
ein Zwischenko¨rper von K/k. Fu¨r die ErweiterungK/F gelte Hilberts Satz 90. Sei α
ein Element von K× mit der Norm 1 u¨ber k und NK/F (α) = γ. Genau dann liegt α
in der trivialen Klasse B−1(G,K×) von H−1(G,K×), wenn es ein β  B−1(G,K×)
mit NK/F (β) = γ gibt.
Beweis: Im Falle α  B−1(G,K×) ist γ = NK/F α die Norm eines Elementes von
B−1(G,K×) ¤uber F . Gibt es umgekehrt ein β  B−1(G,K×) mit NK/F β = γ,
so folgt NK/F (αβ−1) = 1 und αβ−1 ist ein (  1)-Corand δ  B−1(G(K/F ),K×),
denn f¤ur die Erweiterung K/F gilt Hilberts Satz 90. Da B−1(G(K/F ),K×) eine
Untergruppe von B−1(G,K×) ist, liegt auch α = β δ in B−1(G,K×). 
F¤ur uns relevant ist der Fall einer biquadratischen Erweiterung K/k mit Gruppe
G  Z/2 × Z/2 und quadratischem Zwischenk¤orper k(  a). Nach Satz 1.7 bestimmt
jedesα  K, das ¤uber k die Norm 1 hat, genau dann ein nicht-triviales Element
der Gruppe H−1(G,K×), wenn eskeinen (  1)-Corand β  B−1(G,K×) gibt, der
¤uber k(  a) dieselbe Norm wieα hat. Damit stellt sich die Frage, wann ein Element
von k(  a) die Norm eines ( 1)-Corandes ist. Die Antwort liefert
1.8 Satz. Es seien k ein Ko¨rper mit char k = 2 und K/k eine biquadratische
Erweiterung mit Gruppe G, und zwar sei K = k(  a,  b). Jedes γ = 1 aus k(  a),
das u¨ber k die Norm 1 hat, besitzt fu¨r ein bestimmtes c  k die Darstellung
γ =
c +

a
c 

a
.
Genau dann gibt es einen Corand β  B−1(G,K×) mit Norm γ u¨ber k(  a), wenn
die Gleichung
(6) X21 + ( a  c2)X22  bX23 = 0
u¨ber k eine nicht-triviale Lo¨sung besitzt.
Beweis: Seik(  a) Fixk ¤orper des Automorphismusτ  G und k(  b) Fixk ¤orper des
Automorphismus σ  G. Jeder Corandδ  B−1(G,K×) ist von der Gestalt
δ = α1−  β1− 
mit α, β  K× und hat ¤uber k(  a) die Norm
N

δ = N


α1− 

= α1− 

α1− 


= α1−  α −  
= α1−  α −   =

αα
 1− 
.
Es gilt α = x1 + x2

b f¤ur eindeutig bestimmte x1, x2  k(  a); einsetzen ergibt
N

δ =

x21  bx
2
2
 1− 
=

x21  bx
2
2
 (x1 )2  b(x2 )2
 −1
.
4
F¤ur i = 1 , 2 seixi = si + ti

a mit si , ti  k. Damit erh¤alt man
N

δ =
(s1 + t1  a)2  b(s2 + t2  a)2
(s1  t1  a)2  b(s2  t2  a)2
=
s21 + at
2
1  bs
2
2  abt
2
2 + 2( s1t1  bs2t2)

a
s21 + at
2
1  bs
2
2  abt
2
2  2(s1t1  bs2t2)

a
.
Es sei nun ein von 1 verschiedenesγ  k(  a) mit der Norm 1 ¤uber k gegeben. Nach
Hilberts Satz 90 besteht f¤ur gewisser, s  k die Darstellung
γ =
r + s

a
r  s

a
=
r/s +

a
r/s 

a
,
wobei s wegenγ = 1 von 0 verschieden ist. Wir setzenc = r/s. Genau dann ist die
Norm von δ ¤uber k(  a) gleich γ, wenn
s21 + at
2
1  bs
2
2  abt
2
2 + 2( s1t1  bs2t2)

a
s21 + at
2
1  bs
2
2  abt
2
2  2(s1t1  bs2t2)

a
=
c +

a
c 

a
gilt, was zu

s21 + at
2
1  bs
2
2  abt
2
2 + 2( s1t1  bs2t2)

a
 
c 

a

=

s21 + at
2
1  bs
2
2  abt
2
2  2(s1t1  bs2t2)

a
 
c +

a

.
umgeformt werden kann. Ausmultiplizieren ergibt, dass dies zu
c(s21 + at21  bs22  abt22)  2a(s1t1  bs2t2)

 (s21 + at21  bs22  abt22)  2c(s1t1  bs2t2)


a
= c(s21 + at21  bs22  abt22)  2a(s1t1  bs2t2)
+
 (s21 + at21  bs22  abt22)  2c(s1t1  bs2t2)


a
¤aquivalent ist. Aufgrund der Eindeutig keit der Darstellung der Elemente vonk(  a)
bzgl. der Basis (1,  a) ist letzteres genau dann der Fall, wenn
s21 + at
2
1  bs
2
2  abt
2
2  2c(s1t1  bs2t2)
= 
 (s21 + at21  bs22  abt22)  2c(s1t1  bs2t2)

gilt. Weil die Charakteristik von k nicht 2 ist, bedeutet dies
s21 + at
2
1  bs
2
2  abt
2
2  2c(s1t1  bs2t2) = 0 .
Nochmaliges Umformen liefert die Gleichung
(7) (s1  ct1)2 + ( a  c2)t21  b(s2  ct2)2  b(a  c2)t22 = 0 .
Zusammengefasst istγ genau dann gleich der Norm eines Corandesδ ¤uber k(  a),
wenn Gleichung (7) ¤uber k eine nicht-triviale L ¤osung s1, t1, s2, t2 besitzt. Weil die
lineare Transformation
x = s1  ct1 y = t1
z = s2  ct2 t = t2
einen Isomorphismus des desk-Vektoraumesk4 darstellt, ist eine weitere¤aquivalente
Aussage, dass die Gleichung
x2 + ( a  c2)y2  bz2  b(a  c2)t2 = 0
5
¤uber k eine nicht-triviale L ¤osungx, y, z, t besitzt. Das aber trit nach Satz 1.1 genau
dann zu, wenn
x2 + ( a  c2)y2  bz2 = 0
¤uber k nicht-trivial l ¤osbar ist. 
1.9 Korollar. Es seien k ein Ko¨rper mit char k = 2 und K/k eine biquadratische
Erweiterung mit Gruppe G, und zwar sei K = k(  a,  b). Genau dann ist  1 die
Norm eines Corandes β  B−1(G,K×) u¨ber k(  a), wenn die Gleichung
(8) X21 + aX22  bX23 = 0
u¨ber k eine nicht-triviale Lo¨sung besitzt. Einen Corand β  B−1(G,K×) mit der
Norm  1 u¨ber k(  ab) gibt es genau dann, wenn die Gleichung
(9) X21  aX22  bX23 = 0
u¨ber k nicht-trivial lo¨sbar ist.
Beweis: Es handelt sich um Satz 1.8 im Fall c = 0. Die erste Aussage folgt aus
Satz 1.8, indem dieser auf das Zahlpaar (a, b) angewandt wird. Zum Beweis der
zweiten Aussage wird Satz 1.8 auf (ab, a) angewandt. Demnach ist  1 genau dann
die Norm eines Corandes¤uber k(  ab), wenn die Gleichung
X21 + abX
2
2  aX
2
3 = 0
¤uber k eine nicht-triviale L ¤osung besitzt. ¤Aquivalent dazu ist, dass es¤uber k eine
nicht-triviale L ¤osung der Gleichung
aX21 + b(aX2)2  (aX3)2 = 0
gibt, und letzteres ist genau dann der Fall, wenn
aX21 + bX
2
2  X
2
3 = 0
¤uber k nicht-trivial l ¤osbar ist. Damit folgt die Behauptung. 
1.iii Biquadratische Erweiterungen von Q und Qp
In diesem Abschnitt werden wir f¤ur biquadratische Erweiterungen vonQ und von p-
adischen K¤orpern Qp explizit (  1)-Cozyklen angeben, die keine ( 1)-Cor¤ander sind.
Wir werden unendliche Serien von Erweiterungen vorstellen, f¤ur die H−1(G,K×)
nicht-trivial ausf ¤allt. Zudem werden wir feststellen, dass man in gewissen F¤allen
(  1)-Cozykel angeben kann, die nicht-trivial sind und in verschiedenen Klassen von
H−1(G,K×) liegen. Auf diese Weise werden wir eine unendliche Reihe von K¤orpern
angeben k¤onnen, f¤ur die H−1(G,K×) nicht einmal zyklisch ist.
1.10.1 Satz. Ist p eine Primzahl und p  3(8), so gilt Hilberts Satz 90 nicht fu¨r
die Erweiterung
Q(  p, i)/Q.
Sei K = Q(  p, i) und bezeichne G die Galoisgruppe von K/Q. Es gilt p = a2 + 2 b2
fu¨r gewisse a, b  Z, und fu¨r derartige a und b ist
(10) a +

p
b(1 + i)
ein Element vonK der Norm  1 u¨ber Q(  p i), das nicht in der Gruppe B−1(G,K×)
der (  1)-Cora¨nder liegt.
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1.10.2 Zusatz. Seien p wie in Satz 1.10.1 und a, b  Z, so dass p = a2 + 2 b2. Dann
sind unter den lokalen Erweiterungen genau
Q2(  p, i)/ Q2, Qp(  p, i)/ Qp
ebenfalls biquadratisch und das Element (10) von Q(  p, i) hat auch dort die Norm 1.
Wie bei der globalen Erweiterung geho¨rt es nicht zu den (  1)-Cora¨ndern.
Beweis von Satz 1.10.1: Zuerst zeigen wir, dass ein Element vonK mit der
Norm  1 ¤uber Q nicht in der Gruppe B  1(G, K × ) der (  1)-Cor¤ander liegt. Wir
wenden den zweiten Teil von Korollar 1.9 auf die Erweiterung K/ Q an, wobei K =
Q(  a,  b) mit a =  1 und b = p gilt. Genau dann gibt es einen Corand  
B  1(G, K × ) mit Norm  1 ¤uber Q(  p i), wenn die Gleichung
X 21  (  1)X 22  pX 23 = 0
¤uber Q eine nicht-triviale L ¤osung besitzt. Aufgrund der Voraussetzungp  3(8) ist
dies nicht der Fall, vgl. Korollar 1.3. Wenn wir zeigen k¤onnen, daß es ein   K
mit Norm  1 ¤uber Q(  p i) gibt, ist die Behauptung bewiesen.
Wir wollen jetzt nachweisen, dass 2 bei der Erweiterung Q(  p)/ Q eine Norm ist.
Die Diskriminante von Q(   2) ist  8, vgl. [AZ, S. 49/50]. Sie ist nicht durch p
teilbar und p damit in Q(   2) nicht verzweigt. Der Zerlegungstyp vonp in Q(   2)
ist am Wert des Legendresymbols ( 8p ) zu erkennen; wegen

 8
p

=

 2
p

=

 1
p
 
2
p

= (  1) • (  1) = 1
ist p in Q(   2) voll zerlegt, d. h. das Ideal (p) des Ganzheitsringes vonQ(   2) ist
das Produkt zweier verschiedener zueinander konjugierter Primideale ([AZ, S. 113]
sowie [AZ, S. 103]). Nach [AZ, S.49/50] istZ[  2] der Ganzheitsring vonQ(   2),
denn die Diskriminante  8 von Q(   2) ist nicht zu 1 modulo 4 kongruent. Weil
Q(   2) die Klassenzahl 1 hat (vgl. [AZ, S. 114]), ist der GanzheitsringZ[  2]
ein Hauptidealring1 (vgl. [AZ, S. 45]) und als solcher faktoriell. Es gibt daher ein
Primelement  von Z[  2], so dass
(p) = (  )(  ),
was gleichbedeutend ist mit
p =   .
Durch Anwendung der Normabbildung N = NQ(   2) / Q erh¤alt man
p2 = N N ,
und weil die Normen bei imagin¤arquadratischen Zahlk¤orpern nur nicht-negative
Werte annehmen, folgt schließlich
N  = N  = p.
Damit ist gezeigt, dass es einz = a + b

 2 ausZ[  2] mit
p = Nz = a2 + 2 b2
gibt. Insbesondere ist p Norm bei der Erweiterung Q(   2)/ Q, was im ¤ubrigen
auch aus Korollar 1.3 folgt, da nach Voraussetzungp  3(8) gilt. Nach Satz 1.1 ist
1Der Ring Z[
√−2] ist sogar euklidisch.
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dann auch  2 Norm bei der Erweiterung Q(  p)/Q, so dass es einα  Q(  p) mit
NK/ Q(√p i )(α) =  2 gibt. Ein α dieser Art kann anhand der Darstellung von p als
Norm bei Q(   2)/Q sofort angegeben werden, n¤amlich
α =
a +

p
b
.
Andererseits gilt NK/ Q(√p i )(1 + i) = 2, so dass zusammen
NK/ Q(√p i )

a +

p
b(1 + i)

=  1
folgt. Nach dem oben Gesagten ist (a +  p)/(b(1 + i)) ein Element von K× der
Norm 1 ¤uber Q, das nicht in der Gruppe B−1(G,K×) der (  1)-Cor¤ander liegt. 
Beweis des Zusatzes 1.10.2: Wie aus Satz 4.2 (siehe Einleitung) unmittelbar
folgt, sind unter den lokalen Erweiterungen nur Q2(  p, i)/Q2 und Qp(  p, i)/Qp bi-
quadratisch. Durch Berechnung zweier Hilbertsymbole kann weiter sofort veriziert
werden, dass die Gleichung
X21 + X
2
2  pX
2
3 = 0
unter der Voraussetzungp  3(8) auch ¤uber Q2 und Qp keine nicht-triviale L ¤osung
besitzt. Dabei ist das Hilbertsymbol ¤uber Q2 ein wildes, das¤uber Qp hingegen zahm.
Beide sind jedoch der Berechnung zug¤anglich (Satz 1.5, Satz 1.6), und zwar gilt

 1, p
2

= (  1)−1−12 p−12 =  1,

 1, p
p

=

 1
p

=  1.
Also ist der im Satz angegebene ( 1)-Cozykel mit der Norm  1 ¤uber Q(  p i) nach
Korollar 1.9 auch bei den lokalen ErweiterungenQ2(  p, i)/Q2 und Qp(  p, i)/Qp
kein (  1)-Corand. 
8
1.10.3 Beispiele. 2
Erweiterung Element der Norm 1, das kein Corand ist
Q(  3, i )/ Q 1 +

3
1 + i
Q(  11, i )/ Q 3 +

11
1 + i
Q(  19, i )/ Q 1 +

19
3(1 + i ) oder
13 + 3

19
1 + i
Q(  43, i )/ Q 5 +

43
3(1 + i ) oder
59 + 9

43
1 + i
Q(  59, i )/ Q 3 +

59
5(1 + i ) oder
23 + 3

59
1 + i
Q(  67, i )/ Q 7 +

67
3(1 + i ) oder
221 + 27

67
1 + i
Q(  83, i )/ Q 9 +

83
1 + i
2Wenn mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich diese wenn nicht anders
gesagt nur um Cora¨nder.
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1.11.1 Satz. Es sei p eine Primzahl, und zwar sei p  3(8) oder p  5(8). Dann
gilt Hilberts Satz 90 nicht fu¨r die Erweiterung
Q(  2,  p)/Q.
Sei K = Q(  2,  p) und bezeichne G die Galoisgruppe von K/Q. Das Element
1 +

2
von K hat u¨ber Q(  p) die Norm  1 und liegt nicht in der Gruppe B−1(G,K×)
der (  1)-Cora¨nder.
1.11.2 Satz. Ist p eine Primzahl und p  5(8), so gibt es a, b  Z mit p = a2 + b2,
und fu¨r derartige a und b ist
(11) a +

p
b
ein Element von K = Q(  2,  p), das u¨ber Q(  2) die Norm  1 hat und nicht in
der Gruppe B−1(G,K×) der (  1)-Cora¨nder liegt (G = G(K/Q)), da es sich von
1 +

2 nur um einen Corand unterscheidet.
1.11.3 Zusatz. Fu¨r p wie in Satz 1.11.1 sind unter den lokalen Erweiterungen
genau
Q2(

2,  p)/Q2, Qp(

2,  p)/Qp
ebenfalls biquadratisch und das Element 1 +

2 von Q(  2,  p) ist auch dort ein
Element der Norm 1, das nicht zu den (  1)-Cora¨ndern geho¨rt. Fu¨r p  5(8) gibt
es a, b  Z mit p = a2 + b2, und dann ist das Element (11) von Q(  2,  p) auch bei
den beiden lokalen Erweiterungen ein Element der Norm 1, das in derselben Klasse
wie 1 +

2 liegt und deshalb kein Corand ist.
Beweis von Satz 1.11.1: Oenbar ist  1 die Norm von 1 +

2 bez¤uglich der
Erweiterung K/Q(  p). Mit Korollar 1.9 wollen wir uns davon ¤uberzeugen, dass ein
Element von K der Norm  1 ¤uber Q(  p) kein Corand ist. Dazu haben wir die
quadratische Form
X21 + pX
2
2  2X23
zu betrachten. Sie ist nach Korollar 1.3 nicht isotrop, weshalb Elemente vonK mit
Norm  1 bei K/Q(  p) wie behauptet keine Cor¤ander sind.
Beweis von Satz 1.11.2: Aufgrund der Kongruenz p  1(4) gibt es a, b  Z
mit p = a2 + b2, vgl. [N,S. 1]. Das Element (11) vonK hat wie 1 +  2 die Norm
 1 ¤uber Q(  2p). Nach Satz 90 von Hilbert unterscheiden sie sich deshalb nur um
einen Corand voneinander, doch 1+

2 liegt nach Satz 1.11.1 in einer nicht-trivialen
Klasse vonH−1(G,K×). 
Beweis von Zusatz 1.11.3: Wie sich aus Satz 4.2 (siehe Einleitung) ergibt, sind
unter den lokalen Erweiterungen nur Q2(

2,  p)/Q2 und Qp(

2,  p)/Qp biqua-
dratisch. Bez¤uglich Q2(

2,  p)/Q2(  2p) und Qp(

2,  p)/Qp(  2p) haben 1 +

2
und das Element (11) vonK die Norm  1. Ob es sich um Cor¤ander handelt, ist
nach Korollar 1.9 an der quadratischen Form
X21  2X22  pX23
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zu erkennen. Sie ist¤uber Q2 und Qp nicht isotrop, wie man durch Berchnung zweier
Hilbertsymbole erkennt (vgl. Satz 1.5, Satz 1.6). Genauer gesagt gilt
 2, p
2

= (  1) p
2
 1
8 =  1,
 2, p
p

=
 2
p

=  1.
Also haben wir mit Elementen der Norm 1 zu tun, die keine Cor¤ander sind.
1.11.4 Beispiele. 2
Erweiterung Element der Norm 1, das kein Corand ist
Q(  2,  3)/ Q 1 +  2
Q(  2,  5)/ Q 1 +  2 oder 1 +

5
2 oder 2 +

5 =

1 +

5
2
 3
Q(  2,  11)/ Q 1 +  2
Q(  2,  13)/ Q 1 +  2 oder 3 +

13
2 oder 18 + 5

13 =

3 +

13
2
 3
Q(  2,  19)/ Q 1 +  2
Q(  2,  29)/ Q 1 +  2 oder 5 +

29
2 oder 70 + 13

29 =

5 +

29
2
 3
Q(  2,  37)/ Q 1 +  2 oder 6 +  37
Q(  2,  43)/ Q 1 +  2
Q(  2,  53)/ Q 1 +  2 oder 7 +

53
2 oder 182 + 25

53 =

7 +

53
2
 3
Q(  2,  59)/ Q 1 +  2
Q(  2,  61)/ Q 1 +  2 oder 6 +

61
5
Q(  2,  67)/ Q 1 +  2
Q(  2,  83)/ Q 1 +  2
2Wenn mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich diese wenn nicht anders
gesagt nur um Cora¨nder.
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1.12.1 Satz. Sei p eine Primzahl und p  5(12), d. h. p sei modulo 24 zu einer der
Zahlen 5, 17 kongruent. Dann gilt Hilberts Satz 90 nicht fu¨r die Erweiterung
Q(  3,  p)/Q.
Sei K = Q(  3,  p) und bezeichne G die Galoisgruppe von K/Q. Es gilt p = a2 + b2
fu¨r gewisse a, b  Z, und fu¨r derartige a und b ist
(12) a +

p
b
ein Element von K = Q(  3,  p) der Norm  1 u¨ber Q(  3), das nicht in der Gruppe
B−1(G,K×) der (  1)-Cora¨nder liegt.
1.12.2 Zusatz. Seien p wie in Satz 1.12.1 und a, b  Z, so dass p = a2 + b2. Dann
sind unter den lokalen Erweiterungen
Q3(

3,  p)/Q3, Qp(

3,  p)/Qp
ebenfalls biquadratisch und das Element (12) von Q(  3,  p) hat auch dort die
Norm 1, geho¨rt jedoch nicht zu den (  1)-Cora¨ndern. Die lokale Erweiterung
Q2(

3,  p)/Q2
ist fu¨r p  5(24) biquadratisch, fu¨r p  17(24) hingegen nur quadratisch. Dies sind
sa¨mtliche biquadratischen lokalen Erweiterungen. Gilt p  5(24), so ist das Element
(12) von Q(  3,  p) bei Q2(

3,  p)/Q2 ein Corand.
Beweis von Satz 1.12.1: Wegen p  1(4) gibt es a, b  Z mit p = a2 + b2, vgl.
[N, S. 1]. Das Element (12) vonK hat die Norm  1 ¤uber Q(  3). Wir zeigen jetzt,
dass ein Element vonK der Norm  1 ¤uber Q(  3) kein Corand ist. Nach Korollar 1.9
sind Elemente vonK mit Norm  1 bei K/Q(  3) genau dann Cor¤ander, wenn die
quadratische Form
X21 + 3X23  pX23
isotrop ist. Das ist wegen (p3 ) =  1 nicht der Fall, denn die KongruenzX2  p(3)
ist damit in Z nicht l ¤osbar, vgl. Theorem 1.2. Also ist das Element (11) vonK wie
behauptet kein Corand.
Beweis von Zusatz 1.12.2: Man erh¤alt durch Anwendung von Satz 4.2 (siehe
Einleitung), dass die lokalen ErweiterungenQ3(

3,  p)/Q3 und Qp(

3,  p)/Qp
biquadratisch sind. Wenn die quadratische Form
X21  3X22  pX23
nicht isotrop ist, sind Elemente mit der Norm  1 bei Q3(

3,  p)/Q3(  3p) oder
Qp(

3,  p)/Qp(  3p) nach Korollar 1.9 keine Cor¤ander. Sie ist nicht isotrop, denn
es gilt
 3, p
3

=
 p
3

=  1,
 3, p
p

=
 3
p

=
 p
3

 1.
Daher ist das Element (12) vonK in Q3(

3,  p) und Qp(

3,  p) kein Corand. Dass
Q2(

3,  p)/Q2 f¤ur p  5(24) biquadratisch, f¤ur p  17(24) hingegen quadratisch
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ist, erkennt man wiederum mit Satz 4.2. Im Falle p  5(24) ist die quadratische
Form
X 21 + 3 X 22  pX 23
¤uber Q2 isotrop, denn nach Satz 1.6 gilt

 3, p
2

= (  1)  3  12 p  12 = 1 .
Das Element (12) vonK wird deshalb in Q2(

3,  p) zum Corand. 
1.12.3 Beispiele. 2
Erweiterung Element der Norm 1, das kein Corand ist
Q(  3,  5)/ Q 1 +

5
2 oder 2 +

5
Q(  3,  17)/ Q 1 +

17
4 oder 4 +

17
Q(  3,  29)/ Q 5 +

29
2 oder 70 + 13

29
Q(  3,  41)/ Q 5 +

41
4 oder 32 + 5

41
Q(  3,  53)/ Q 7 +

53
2 oder 182 + 25

53
Q(  3,  89)/ Q 8 +

89
5 oder 500 + 53

89
2Wenn mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich diese wenn nicht anders
gesagt nur um Cora¨nder.
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1.13.1 Satz. Sei p eine Primzahl, die einer der Konruenzen p  5, 7, 11(12) und
daru¨ber hinaus noch p  – 1(8) genu¨gt, d. h. p sei modulo 24 zu einer der Zahlen
7, 17, 23 kongruent. Dann gilt Hilberts Satz 90 nicht fu¨r die Erweiterung
Q(  3,  p)/Q.
Sei K = Q(  3,  p) und bezeichne G die Galoisgruppe von K/Q. Es gilt p = a2  2b2
fu¨r gewisse a, b  Z, und fu¨r derartige a und b ist
(13) a +

p
b(1 +  3)
ein Element von K = Q(  3,  p) der Norm  1 u¨ber Q(  3p), das nicht in der
Gruppe B−1(G,K×) der (  1)-Cora¨nder liegt. Fu¨r p  17(24) unterscheidet es sich
von einem Element der Norm 1 wie in Satz 1.12.1 nur um einen Corand.
1.13.2 Zusatz. Seien p wie in Satz 1.13.1 und a, b  Z, so dass p = a2  2b2. Fu¨r
p  7(24) sind unter den lokalen Erweiterungen nur
Q2(

3,  p)/Q2, Qp(

3,  p)/Qp
ebenfalls biquadratisch, fu¨r p  17(24) sind es nur
Q3(

3,  p)/Q3, Qp(

3,  p)/Qp
und fu¨r p  23(24) sind es die Erweiterungen
Q2(

3,  p)/Q2, Q3(

3,  p)/Q3.
In jedem der genannten Fa¨lle ist das Element (13) von Q(  3,  p) auch dort ein
Element der Norm 1, das nicht zu den (  1)-Cora¨ndern geho¨rt.
Beweis von Satz 1.13.1: Diesen Satz beweist man mit Hilfe von Korollar 1.9.
Zur Begr¤undung der letzten Behauptung beachte man, dass beide Elemente¤uber
Q(  3p) die Norm  1 haben.
Beweis von Zusatz 1.13.2: Der Beweis erfolgt unter Heranziehung von Satz 4.2,
Korollar 1.9 und der S¤atze 1.5, 1.6.
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1.13.3 Beispiele. 2
Erweiterung Element der Norm 1, das kein Corand ist
Q(  3,  7)/ Q 3 +

7
1 +

3
Q(  3,  17)/ Q 5 +

17
2(1 +  3)
Q(  3,  23)/ Q 5 +

23
1 +

3
Q(  3,  31)/ Q 7 +

31
3(1 +  3) oder
39 + 7

31
1 +

3
Q(  3,  41)/ Q 7 +

41
2(1 +  3)
Q(  3,  47)/ Q 7 +

47
1 +

3
Q(  3,  71)/ Q 11 +

71
5(1 +  3) oder
59 + 7

71
1 +

3
Q(  3,  79)/ Q 9 +

79
1 +

3
Q(  3,  89)/ Q 11 +

89
4(1 +  3)
2Wenn mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich diese wenn nicht anders
gesagt nur um Cora¨nder.
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1.14.1 Satz. Es sei p eine Primzahl, die den Kongruenzen p  5(12) und p  – 3(8)
genu¨gt, d. h. es gelte p  5(24). Bei der Erweiterung
Q(  3,  p)/Q
mit der Galoisgruppe G  Z/2 × Z/2 erweist sich die (  1)-te Kohomologiegruppe
H−1(G,Q   3,  p)×  dann als nicht -zyklisch. Genauer gibt es a, b, c, d, e  Z, so
dass die Gleichungen
a2 + b2  p = 0
2c2 + 3d2  pe2 = 0
(14)
erfu¨llt sind, und fu¨r derartige a, b, c, d, e sind
(15) a +

p
b
,
3d + d

3 + e  p + e

3p
2c
Elemente von K = Q(  3,  p) mit der Norm  1 u¨ber Q(  3) bzw. u¨ber Q(  p), die
nicht in der Gruppe B−1(G,K×) der (  1)-Cora¨nder liegen und sich auch nicht um
einen Corand unterscheiden.
1.14.2 Zusatz. Seien p wie in Satz 1.14.1 und a, b, c, d, e  Z, die (14) genu¨gen.
Nach dem Zusatz 1.12.2 zu Satz 1.12.1 sind unter den lokalen Erweiterungen genau
Q2(

3,  p)/Q2, Q3(

3,  p)/Q3, Qp(

3,  p)/Qp
ebenfalls biquadratisch und das erste der Elemente (15) von Q(  3,  p) ist bei
Q3(

3,  p)/Q3, Qp(

3,  p)/Qp
auch weiterhin ein Element der Norm 1, das nicht zu den (  1)-Cora¨ndern geho¨rt,
wa¨hrend es bei Q2(

3,  p)/Q2 ein Corand wird. Das zweite der Elemente (15) wird
bei Q3(

3,  p)/Q3 ein Corand, bei
Q2(

3,  p)/Q2, Qp(

3,  p)/Qp
hingegen nicht. In Qp(

3,  p) erzeugen die Elemente (15) von Q(  3,  p) dieselbe
nicht-triviale Klasse.
Beweis von Satz 1.14.1: Die L¤osbarkeit der ersten der Gleichungen (14) ergibt
sich aus dem Zerlegungsverhalten vonp in Q(i), vgl. [N, S. 1]. Zur L¤osbarkeit der
zweiten der Gleichungen (14) ist Theorem 1.2 vonLegendre heranzuziehen. F¤ur
das zweite der Elemente (15) gilt
NK/ Q(√p)
 3d + d

3 + e  p + e

3p
2c

=
(3d + e  p)2  3(d + e  p)2
4c2
=
9d2 + pe2  3d2  3pe2 + 2(3de  3de)  p
4c2 =
6d2  2pe2
4c2 =
 4c2
4c2 =  1.
Die Behauptung ergibt sich mit Korollar 1.9. Um zu zeigen, dass die angegebenen
(  1)-Cozyklen sich nicht um einen ( 1)-Corand unterscheiden, betrachte man die
Situation bei einer der lokalen ErweiterungenQ2(

3,  p)/Q2 und Q3(

3,  p)/Q3.
Dort wird eines der Elementeα, β zum Corand, das andere hingegen nicht. Da sich
α und β bei der lokalen Erweiterung nicht um einen Corand unterscheiden, ist dies
um so weniger bei der globalen Erweiterung der Fall.
Beweis von Zusatz 1.14.2: Der Beweis des Zusatzes erfolgt unter Heranziehung
von Satz 4.2, Korollar 1.9 und der S¤atze 1.5, 1.6.
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1.14.3 Beispiele. 3
Erweiterung 1. Element der Norm 1, 2. Element der Norm 1, das
das kein Corand ist kein Corand ist (es liegt in
einer anderen Klasse)
Q(  3,  5)/ Q 1 +

5
2 oder
3 +

3 +

5 +

15
2
2 +

5
Q(  3,  29)/ Q 5 +

29
2 oder
9 + 3

3 +

29 +

87
2 oder
70 + 13

29 9 +

3 +

29 + 3

87
26
Q(  3,  53)/ Q 7 +

53
2 oder
3 +

3 +

53 +

159
10
182 + 25

53
3Wenn innerhalb einer Spalte mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich
diese nur um Cora¨nder.
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1.15.1 Satz. Sind p und q ungerade Primzahlen mit p  1(4) und ( qp ) =  1, so
gilt Hilberts Satz 90 nicht fu¨r die Erweiterung
Q(  p,  q)/Q.
Sei K = Q(  p,  q) und bezeichne G die Galoisgruppe von K/Q. Es gibt a, b  Z
mit p = a2 + b2, und fu¨r derartige a und b ist
(16) a +

p
b
ein Element von K = Q(  p,  q) mit der Norm  1 u¨ber Q(  q), das nicht in der
Gruppe B−1(G,K×) der (  1)-Cora¨nder liegt.
1.15.2 Zusatz. Seien p und q wie in Satz 1.15.1 und a, b  Z mit p = a2 + b2.
Unter den lokalen Erweiterungen sind dann
Qp(  p,  q)/Qp, Qq(  p,  q)/Qq
ebenfalls biquadratisch und das Element (16) von Q(  p,  q) hat auch dort die
Norm 1. Wie bei der globalen Erweiterung geho¨rt es nicht zu den (  1)-Cora¨ndern.
1.15.3 Bemerkung. Unter den Voraussetzungen von Zusatz 1.15.2 ist in gewissen
F¤allen auch die lokale ErweiterungQ2(  p,  q)/Q2 biquadratisch.
Beweis von Satz 1.15.1: Man diesen Satz beweist mit Hilfe von Korollar 1.9.
Beweis von Zusatz 1.15.2: Der Beweis erfolgt unter Heranziehung von Satz 4.2,
Korollar 1.9 und der S¤atze 1.5, 1.6.
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1.15.3 Beispiele. 2
Erweiterungen Element der Norm 1, das
kein Corand ist
Q(  5,  7)/ Q , Q(  5,  13)/ Q , 1 +

5
2 oder 2 +

5
Q(  5,  17)/ Q , Q(  5,  23)/ Q ,
Q(  5,  37)/ Q , Q(  5,  43)/ Q ,
Q(  5,  47)/ Q
Q(  13,  5)/ Q , Q(  13,  7)/ Q , 3 +

13
2 oder 18 + 5

13
Q(  13,  11)/ Q , Q(  13,  19)/ Q ,
Q(  13,  31)/ Q , Q(  13,  37)/ Q ,
Q(  13,  41)/ Q , Q(  13,  47)/ Q
Q(  17,  5)/ Q , Q(  17,  7)/ Q , 1 +

17
4 oder 4 +

17
Q(  17,  11)/ Q , Q(  17,  23)/ Q ,
Q(  17,  29)/ Q , Q(  17,  31)/ Q ,
Q(  17,  37)/ Q , Q(  17,  41)/ Q
Q(  29,  11)/ Q , Q(  29,  17)/ Q , 5 +

29
2 oder 70 + 13

29
Q(  29,  19)/ Q , Q(  29,  31)/ Q ,
Q(  29,  37)/ Q , Q(  29,  41)/ Q ,
Q(  29,  43)/ Q , Q(  29,  47)/ Q
Q(  37,  5)/ Q , Q(  37,  13)/ Q , 1 +

17
6 oder 6 +

37
Q(  37,  17)/ Q , Q(  37,  19)/ Q ,
Q(  37,  23)/ Q , Q(  37,  29)/ Q ,
Q(  37,  31)/ Q , Q(  37,  43)/ Q
2Wenn mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich diese wenn nicht anders
gesagt nur um Cora¨nder.
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1.15.3 Beispiele (Fortsetzung).
Erweiterungen Element der Norm 1, das
kein Corand ist
Q(
√
41,
√
7)/Q , Q(
√
41,
√
11)/Q ,
5 +
√
41
4
oder 32 + 5
√
41
Q(
√
41,
√
13)/Q , Q(
√
41,
√
17)/Q ,
Q(
√
41,
√
19)/Q , Q(
√
41,
√
29)/Q ,
Q(
√
41,
√
47)/Q
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1.16.1 Satz. Es seien p und q Primzahlen, und zwar sei p  3(8) und q  7(8).
Dann gilt Hilberts Satz 90 nicht fu¨r die Erweiterung
Q(  p,  q)/Q.
Sei K = Q(  p,  q) und bezeichne G die Galoisgruppe von K/Q. Es gibt Elemente
a, b, c, d  Z, so dass die Gleichungen
p = a2 + 2 b2
q = c2  2d2
(17)
erfu¨llt sind, und fu¨r derartige a, b, c, d ist
(18)
a +

p
b
c +

q
d
=
d(a +  p)
b(c +  q)
ein Element von K = Q(  p,  q) mit der Norm  1 u¨ber Q(  pq), das nicht in der
Gruppe B−1(G,K×) der (  1)-Cora¨nder liegt.
1.16.2 Zusatz. Seien p und q wie in Satz 1.16.1 und a, b, c, d  Z, fu¨r die (17)
erfu¨llt ist. Wenn ( qp ) =  1 gilt, so sind unter den lokalen Erweiterungen genau
Q2(  p,  q)/Q2, Qp(  p,  q)/Qp
ebenfalls biquadratisch, und gilt ( qp ) = 1 , so sind es die Erweiterungen
Q2(  p,  q)/Q2, Qq(  p,  q)/Qq.
In beiden Fa¨llen bleibt das Element (18) von Q(  p,  q) auch dort ein Element der
Norm 1, das nicht zu den (  1)-Cora¨ndern geho¨rt.
Beweis von Satz 1.16.1: Ber Beweis erfolgt mit Hilfe von Korollar 1.9. 
Beweis von Zusatz 1.16.2: Diesen Zusatz beweist man unter Heranziehung von
Satz 4.2, Korollar 1.9 und der S¤atze 1.5, 1.6.
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1.16.3 Beispiele. 2
Erweiterung Element der Norm 1, das kein Corand ist
Q(  7,  11)/ Q 3 +

7
3 +

11
Q(  7,  19)/ Q 3(3 +

7)
1 +

19
oder 3 +

7
13 + 3

19
Q(  7,  43)/ Q 3(3 +

7)
5 +

43
oder 3 +

7
59 + 9

43
Q(  23,  11)/ Q 5 +

23
3 +

11
Q(  23,  19)/ Q 3(5 +

23)
1 +

19
oder 5 +

23
13 + 3

19
Q(  23,  43)/ Q 3(5 +

23)
5 +

43
oder 5 +

23
59 + 9

43
Q(  31,  11)/ Q 7 +

31
3(3 +  11) oder
39 + 7

31
3 +

11
Q(  31,  19)/ Q 7 +

31
1 +

19
,
7 +

31
3(13 + 3  19) ,
3(39 + 7  31)
1 +

19
oder 39 + 7

31
13 + 3

19
Q(  31,  43)/ Q 7 +

31
5 +

43
,
7 +

31
3(59 + 9  43) ,
3(39 + 7  31)
5 +

43
oder 39 + 7

31
59 + 9

43
Q(  47,  11)/ Q 7 +

47
3 +

11
Q(  47,  19)/ Q 3(7 +

47)
1 +

19
oder 7 +

47
13 + 3

19
Q(  47,  43)/ Q 3(7 +

47)
5 +

43
oder 7 +

47
59 + 9

43
2Wenn mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich diese wenn nicht anders
gesagt nur um Cora¨nder.
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1.17.1 Satz. Es seien p und q Primzahlen, die den Kongruenzen p  5(8), q  3(4)
genu¨gen und fu¨r die ( qp ) =  1 gilt. Bei der Erweiterung
Q(  p,  q)/Q
mit der Galoisgruppe G  Z/2 × Z/2 erweist sich die (  1)-te Kohomologiegruppe
dann als nicht -zyklisch. Genauer gibt es Elemente α und β von K = Q(  p,  q), so
dass die Gleichungen
NK/Q(√q) α =  1
NK/Q(√p) β =  1
(19)
gelten, doch wenn α, β  K von dieser Art sind, so handelt es sich um Elemente
der Norm 1 u¨ber Q, die nicht in der Gruppe B−1(G,K×) der (  1)-Cora¨nder liegen
und die zudem unterschiedliche nicht-triviale Klassen von H−1(G,K×) erzeugen.
1.17.2 Zusatz. Seien p und q wie in Satz 1.17.1 und α, β  K mit (19). Nach dem
Zusatz 1.15.2 zu Satz 1.15.1 sind dann unter den lokalen Erweiterungen genau
Q2(  p,  q)/Q2, Qp(  p,  q)/Qp, Qq(  p,  q)/Qq
ebenfalls biquadratisch und das Element α von Q(  p,  q) ist bei
Qp(  p,  q)/Qp, Qq(  p,  q)/Qq
auch weiterhin ein Element der Norm 1, das nicht zu den (  1)-Cora¨ndern geho¨rt,
wa¨hrend es bei Q2(  p,  q)/Q2 ein Corand wird. Das Element β von Q(  p,  q)
wird bei Qq(  p,  q)/Qq ein Corand, bei
Q2(  p,  q)/Q2, Qp(  p,  q)/Qp
hingegen nicht. In Qp(  p,  q) liegen α und β in derselben nicht-trivialen Klasse.
Beweis von Satz 1.17.1: Aufgrund der Voraussetzungp  1(4) gibt es d, e  Z,
so dassp = d2 + e2 (vgl. [N, S. 1]). Damit ist
α =
d +

p
e
ein Element von K mit der Norm  1 ¤uber Q(  q). Auf der anderen Seite gibt es
a, b, c  Z, f¤ur die
2qa2  b2  pc2 = 0
zutrit. Dies zeigt man mit Theorem 1.2 von Legendre , denn es gilt
 2q
p

=
 2
p
 q
p

= (  1) • (  1) = 1 ,

 p
q

=

 1
q
  p
q

= (  1) • (  1) = 1 .
Liegen a, b, c dieser Art vor, so ist
β =
qa2 + bc

p + ab

q + ac

pq
qa2  b2
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ein Element von K mit der Norm  1 ¤uber Q(  p), denn man veriziert
NK/ Q(√p)

qa2 + bc

p + ab

q + ac

pq
qa2  b2

=
(qa2 + bc  p)2  q(ab + ac  p)2
(qa2  b2)2
=
q2a4 + pb2c2  qa2b2  pqa2c2 + 2( qa2bc  qa2bc)  p
(qa2  b2)2
=
q2a4 + b2(2qa2  b2)  qa2b2  qa2(2qa2  b2)
(qa2  b2)2
=
q2a4 + 2 qa2b2  b4  qa2b2  2q2a4 + qa2b2
(qa2  b2)2 =
 q2a4 + 2 qa2b2  b4
(qa2  b2)2 =  1.
Mit Hilfe von Korollar 1.9 zeigt man, dass α und β keine Cor¤ander sind: Aufgrund
der Voraussetzung (pq ) =  1 ist die quadratische Form
X21 + qX
2
1  pX
2
3
nicht isotrop, und es folgt, dassα kein Corand ist. Wegen (qp ) =  1 ist
X21 + pX
2
1  qX
2
3
nicht isotrop und β kein Corand. Es bleibt zu zeigen, dassα/β oderαβ kein Corand
ist. Die Norm von α ¤uber Q(  p) hat die Gestalt
m + n

p
m  n

p
mit m,n  Z. Hierbei ist n = 0, weil α kein Corand ist; weiter kann man o. E.
davon ausgehen, dassm und n teilerfremd seien. Die quadratische Form
X21 +

p 
 m
n
 2 
X22  qX
2
3
ist nach Satz 1.8 nicht isotrop, oder¤aquivalent dazu ist
(20) X21  (m2  pn2)X22  qX23
nicht isotrop. Die Norm von α/β (und αβ) ¤uber Q(  p) ist

m + n

p
m  n

p
=
pn + m

p
pn  m

p
,
so dassα/β nach Satz 1.8 genau dann Corand ist, wenn die quadratische Form
X21 +

p 
 pn
m
 2 
X22  qX
2
3
isotrop ist. Das ist genau dann der Fall, wenn
(21) X21 + p(m2  pn2)X22  qX23
isotrop ist. Weil die quadratische Form (20) nicht isotrop ist und weiter ( −pq ) = 1
gilt, kann man sich nun mit Theorem 1.2 von Legendre ¤uberlegen, dass auch
die quadratische Form (21) nicht isotrop ist. Dabei wird ben¤otigt, dass m2  pn2
nicht durch q teilbar ist. Angenommen, das Gegenteil sei der Fall. Weilm und
n prim zueinander sind, sind sie dann auch jeweils prim zuq. Dann w¤are aber p
ein quadratsicher Rest moduloq im Widerspruch zur Voraussetzung (pq ) =  1.
Demnach sindαβ und α/β wie behauptet keine Cor¤ander. 
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Beweis von Zusatz 1.17.2: Der Beweis erfolgt durch Anwendung von Satz 4.2,
Korollar 1.9 und der S¤atze 1.5, 1.6. Wir wollen nur kurz eine Begr¤undung daf¤ur
geben, warumα und β in Qp(  p,  q) zur selben nicht-trivialen Klasse geh¤oren. Da
α bei der Erweiterung Qp(  p,  q)/Qp kein Corand ist, folgt mit Satz 1.8 dass die
quadratische Form (20) ¤uber Qp nicht isotrop ist. Nach Satz 1.1 gilt also
 m2  pn2, q
p

=  1.
Andererseits ist α/β nach Satz 1.8 genau dann ein Corand beiQp(  p,  q)/Qp,
wenn die quadratische Form (20)¤uber Qp isotrop ist. Dies ist der Fall, denn es gilt

 p(m2  pn2), q
p

=

 p, q
p
 m2  pn2, q
p

=

 p, q
p

• (  1)
=
 p, q
p

• (  1) =
 q
p

• (  1) = (  1) • (  1) = 1 .
Anders als im globalen Fall liegen die ( 1)-Cozyklenα und β hier also in derselben
nicht-trivialen Klasse. 
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1.17.3 Beispiele. 3
Erweiterung 1. Element der Norm 1, 2. Element der Norm 1, das
das kein Corand ist kein Corand ist (es liegt in
einer anderen Klasse)
Q(  5,  7)/ Q 1 +

5
2 , 2 +

5 7 + 3

5 + 3

7 +

35
2
Q(  5,  23)/ Q 1 +

5
2 , 2 +

5 23 + 5

5 + 5

23 +

115
6 ,
23 + 3

5 +

23 + 3

115
22
Q(  5,  43)/ Q 1 +

5
2 , 2 +

5 43 + 9

5 + 9

43 +

215
38
Q(  5,  47)/ Q 1 +

5
2 , 2 +

5 47 + 21

5 + 7

47 + 3

235
2
Q(  13,  7)/ Q 3 +

13
2 , 18 + 5

13 7 +

7 +

13 +

91
6
Q(  13,  11)/ Q 3 +

13
2 , 18 + 5

13 11 + 3

11 + 3

13 +

143
2
Q(  13,  19)/ Q 3 +

13
2 , 18 + 5

13 19 + 5

13 + 5

19 +

247
6
Q(  13,  31)/ Q 3 +

13
2 , 18 + 5

13 31 + 7

13 + 7

31 +

403
18
Q(  13,  47)/ Q 3 +

13
2 , 18 + 5

13 47 + 9

13 + 9

47 +

611
34
Q(  29,  11)/ Q 5 +

29
2 , 70 + 13

29 11 + 3

11 + 3

29 +

319
6
Q(  29,  19)/ Q 5 +

29
2 , 70 + 13

29 19 + 3

19 + 3

29 +

551
10
Q(  29,  31)/ Q 5 +

29
2 , 70 + 13

29 31 + 7

29 + 7

31 +

899
6
Q(  29,  43)/ Q 5 +

29
2 , 70 + 13

29 43 + 13

29 + 13

43 +

1247
42
Q(  29,  47)/ Q 5 +

29
2 , 70 + 13

29 47 + 7

29 + 7

47 +

1363
6
3Wenn innerhalb einer Spalte mehrere (−1)-Cozyklen angegeben sind, so unterscheiden sich
diese nur um Cora¨nder.
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1.17.3 Beispiele (Fortsetzung).
Erweiterung 1. Element der Norm 1, 2. Element der Norm 1, das
das kein Corand ist kein Corand ist (es liegt in
einer anderen Klasse)
Q(
√
37,
√
19)/Q
1 +
√
37
6
, 6 +
√
37
19 +
√
19 +
√
37 +
√
703
18
Q(
√
37,
√
23)/Q
1 +
√
37
6
, 6 +
√
37
23 + 3
√
23 + 3
√
37 +
√
851
14
Q(
√
37,
√
31)/Q
1 +
√
37
6
, 6 +
√
37
31 + 5
√
31 + 5
√
37 +
√
1147
6
Q(
√
37,
√
43)/Q
1 +
√
37
6
, 6 +
√
37
43 + 7
√
37 + 7
√
43 +
√
1591
6
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2. Berechnung von H−1(G,K×) in einigen expliziten Fa¨llen
Sei K/k eine endliche galoissche Erweiterung mit Gruppe G. Im vorangegangenen
Kapitel haben wir festgestellt, dass die Gruppe H−1(G,K×) fu¨r k = Q oder k = Qp
mit einer Primzahl p in vielen Fa¨llen nicht-trivial ausfa¨llt, wenn G  Z/2×Z/2 gilt.
Desweiteren konnten wir zeigen, dass unter gewissen Voraussetzungen die Gruppe
H−1(G,K×) bei biquadratischen Erweiterungen u¨ber Q nicht einmal zyklisch ist.
In diesem Kapitel werden wir die Gruppe H−1(G,K×) in einigen Fa¨llen explizit
berechnen. Auf jeden Fall ist H−1(G,K×) fu¨r Erweiterungen globaler Ko¨rper stets
endlich. Beim Beweis spielt eine Rolle, dass die erste Homologiegruppe H1(G,CK)
der Divisorenklassengruppe CK endlich ist. Wenn K ein algebraischer Zahlko¨rper
der Klassenzahl 1 ist, so ist CK = 1 und damit auch H1(G,CK) trivial. Unter
dieser Voraussetzung aber wird jede Klasse von H−1(G,K×) durch ein Element
der Einheitengruppe EK repra¨sentiert. Diese Tatsache wird in gewissen Fa¨llen die
vollsta¨ndige Bestimmung der Gruppe H−1(G,K×) ermo¨glichen.
2.i Zur Endlichkeit von H−1(G,K×) im Falle globaler Ko¨rper
Bei dem Beweis, dass H−1(G,K×) fu¨r galoissche Erweiterungen globaler Ko¨rper
endlich ist, werden wir von der Fundamentalsequenz der algebraischen Zahlentheorie
1 −→ EK −→ K× −→ IK −→ CK −→ 1
ausgehen (vgl. [AZ, S. 13]). Wir werden die Endlichkeit von H−1(G,K×) auf die
Endlichkeit der Gruppen H−1(G,EK), H−2(G,CK) und H−1(G, IK) zuru¨ckfu¨hren.
Zur spa¨teren expliziten Berechnung von H−1(G,K×) beno¨tigen wir jedoch eine
sta¨rkere Aussage, die wir bereits an dieser Stelle formulieren wollen.
2.1 Satz. Fu¨r jede galoissche ErweiterungK/k globaler Zahlko¨rper mit der Gruppe
G = G(K/k) ist die (−1)-te Kohomologiegruppe
H−1(G, IK)
der Divisorengruppe IK von K trivial.
Dieser Satz wird gewo¨hnlich unter Heranziehung des Lemmas von Shapiro bewiesen.
Hierauf wollen wir an dieser Stelle verzichten, um stattdessen einen anderen Beweis
fu¨r algebraische Zahlko¨rper anzugeben. Es ist der Zahko¨rperfall, der uns im weiteren
Verlauf des Kapitels noch interessieren wird.
Beweis von Satz 2.1: Es sei a ∈ IK ein Divisor mit der G-Norm 1 und fu¨r diesen
gelte a = p1 . . . pr (q1 . . . qs)−1 mit Primidealen pi und qj von K. Dann folgt
1 =
∏
σ∈G
(p1 . . . pr
q1 . . . qs
)σ
=
∏
σ∈G
pσ1 . . . p
σ
r
qσ1 . . . q
σ
s
und Multiplikation mit den Nennern qσ1 . . . q
σ
s fu¨r σ ∈ G ergibt
(1)
∏
σ∈G
pσ1 · · ·
∏
σ∈G
pσr =
∏
σ∈G
qσ1 · · ·
∏
σ∈G
qσs .
Aufgrund der eindeutigen Primidealzerlegung von Idealen des Ganzheitsringes OK
(vgl. [AZ, S. 41/42]) gilt r = s; nach eventueller Umnummerierung der qi kann o. E.
von p1 = qσ11 fu¨r ein σ1 ∈ G ausgegangen werden. Bildung der G-Norm liefert
∏
σ∈G
pσ1 =
∏
σ∈G
qσ1 ,
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so dass sich diese beiden Faktoren in Gleichung (1) gegenseitig aufheben. Induktiv
folgt pi = q ii f¤ur gewisse  i  G (i = 2 , . . . , n) bei geeigneter Nummerierung der
qi . Also gilt
a =
p1 . . . pr
q1 . . . qs
=
q 11 . . . q rr
q1 . . . qr
und H  1(G, I K ) ist wie behauptet trivial. 
Wir kommen jetzt zu einer Hilfsbehauptung, die wir bei dem Beweis verwenden
werden, dass die GruppeH  1(G, EK ) endlich ist.
2.2 Lemma. Jede UntergruppeB einer endlich erzeugten abelschen GruppeA ist
endlich erzeugt. F¤ur die Minimalzahlen r (A) bzw. r (B ) von Erzeugendensystemen
von A bzw. B gilt r (B )  r (A).
Beweis: Sei r = r (A). Dann gibt es einen Epimorphismus
p : F  A,
wobei F ein freier Z-Modul in r Erzeugenden ist. SeiF  das Urbild von B unter p.
Nun ist F  als Untergruppe von F ebenfalls endlich erzeugt mit
r (F  )  r (F )  r,
denn jede Untergruppe vonZr ist isomorph zuZd mit einem d  r , vgl. [A1, S. 198].1
Als homomorphes Bild von F  ist also auchB endlich erzeugt, und es gilt
r (B )  r (F  ).
Zusammen mit der ersten Ungleichung folgt
r (B )  r = r (A),
was zu zeigen war.
Um die Endlichkeit von H  2(G, CK ) zu zeigen, werden wir die folgende Aussage
ben¤otigen.
2.3 Lemma. Sei G eine endliche Gruppe. F¤ur einen endlich erzeugtenG-Modul
M sind die HomologiegruppenHp(G, M ) f¤ur alle p  0 endlich.
Beweis: Ist E ein Erzeugendensystem vonM ¤uber ZG, so stellt
{ gm|g  G, m  E }
ein Erzeugendensystem vonM ¤uber Z dar. Also ist M eine endlich erzeugte abelsche
Gruppe. Die Gruppen Hp(G, M ) erh¤alt man wie folgt. Eine projektive Au ¤osung
von Z ¤uber ZG ist eine exakteG-Sequenz
. . .  F2
 2
 F1
 1
 F0  Z  0,
wobei alle Fi projektive ZG-Moduln sind. Der G-Komplex
F : • • •  F2
 2
 F1
 1
 F0
1Genauer ist in der zweiten Ungleichung r (F ) = r , aber darauf kommt es hier nicht an.
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ergibt mit M u¨ber ZG tensoriert den Komplex
F ⊗G M : · · · → F2 ⊗G M −→ F1 ⊗G M −→ F0 ⊗G M
von abelschen Gruppen. Fu¨r alle p ≥ 0 ist
Hp(G,M) = Hp(F ⊗G M),
vgl. [B, S. 56]. Eine mo¨gliche Wahl von F ist die Standardauﬂo¨sung von Z u¨ber ZG
(s. [B, S. 18]), bei der Fp die von den (g0, . . . , gp) ∈ Gp+1 erzeugte freie abelsche
Gruppe mit der Operation g(g0, . . . , gp) = (gg0, . . . , ggp) ist. Die Randabbildung
∂p : Fp → Fp−1 hat die Gestalt ∂p =
∑p
i=0(−1)i∂i mit
∂i(g0, . . . , gp) = (g0, . . . , gˆi, . . . , gp);
hierbei bedeutet gˆi, dass die Komponente gi ausgelassen wird. Die Augmentation
ε : F0 → Z ist durch ε(1) = 1 gegeben. Jedes Element von Fp⊗G M ist Summe von
Produkten vom Typ
(g0, g1, . . . , gp)⊗m = (1, g−10 g1, . . . , g−10 gp)⊗ (g0m)
mit (g0, g1, . . . , gp) ∈ Gp+1 und m ∈ M . Es gibt endlich viele m1, . . . ,mr ∈ M , die
M u¨ber Z erzeugen. Damit wird Fp ⊗G M als abelsche Gruppe von den
(1, g−10 g1, . . . , g
−1
0 gn)⊗mi
erzeugt und das sind np · r Elemente, wenn n die Ordnung von G bezeichnet. Als
Untergruppe von Fp ⊗G M ist nach Lemma 2.2 dann auch Cp(F ⊗ M) endlich
erzeugt. Es folgt die Endlichkeit von
Hp(G,M) = Cp(F ⊗M)/Bp(F ⊗M),
denn Hp(G,M) ist eine Gruppe vom Exponenten n, s. [Ws, S. 89]. 
Wie bereits angedeutet kommen wir nun zu
2.4 Lemma. Fu¨r jede galoissche ErweiterungK/k globaler Ko¨rper mit der Gruppe
G = G(K/k) ist die (−1)-te Kohomologiegruppe H−1(G,EK) der Einheitengruppe
EK endlich.
Beweis: Zuerst der Zahlko¨rperfall. Es bezeichne r die Anzahl der reellen und s die
Anzahl der komplexen Stellen von K. Nach dem Dirichletschen Einheitensatz (vgl.
[AZ, S. 63/64]) gilt
EK  µ(K)× Zr+s−1
mit der Gruppe µ(K) der Einheitswurzeln in K. Da H−1(G,EK) den Exponenten
n = K : k = r + 2s hat (vgl. [AW, S. 105], [AZ, S. 73/74]), liefert Anwendung von
Lemma 2.2 fu¨r die Ordnung von H−1(G,EK) die Abscha¨tzung
∣∣H−1(G,EK)
∣∣ ≤ n · nr+s−1 = nr+s.
Im Funktionenko¨rperfall bezeichne κ den Konstantenko¨rper von K. Es gilt
EK = κ×
und κ ist endlich, so dass auch H−1(G,EK) endlich ist. 
30
Im folgenden beno¨tigen wir die Endlichkeit von H−2(G,CK). Allgemeiner zeigen
wir
2.5 Lemma. Fu¨r jede galoissche ErweiterungK/k globaler Ko¨rper mit der Gruppe
G = G(K/k) sind die HomologiegruppenHp(G,CK) der Divisorenklassengruppe CK
fu¨r alle p ≥ 0 endlich.
Beweis: Im Zahlko¨rperfall ist CK die Klassengruppe von K; diese ist endlich (vgl.
[AZ, S. 12/13]) und mit Lemma 2.3 folgt, dass auch die Gruppen Hp(G,CK) endlich
sind.
Im Funktionenko¨rperfall ist CK unendlich, die Gruppe HK der Hauptdivisoren ist
in der Gruppe I0K der Divisoren vom Grad 0 enthalten und die Klassengruppe
C0K = I
0
K/HK
ist endlich (vgl. [AZ, S. 13/14], [AZ, S. 16]). Wegen der Inklusion HK ⊂ I0K wird
durch die surjektive Gradabbildung IK → Z (vgl. [AZ, S. 166]) ein surjektiver
Homomorphismus CK → Z bestimmt. Die kurze exakte G-Sequenz
0 −→ C0K −→ CK −→ Z −→ 0
vermittelt die exakte Sequenz der Homologiegruppen
Hp(G,C0K) −→ Hp(G,CK) −→ Hp(G,Z),
vgl. [B, S. 71]. An dieser ist zu erkennen, dass
|Hp(G,CK)| ≤
∣∣Hp(G,C0K)
∣∣ · |Hp(G,Z)|
gilt. Weil hierbei C0K endlich und Z endlich erzeugt ist, folgt mit Lemma 2.3, dass die
Homologiegruppen Hp(G,C0K) und Hp(G,Z) endlich sind. Also ist auch Hp(G,CK)
endlich. 
Nach den vorbereitenden Aussagen u¨ber die Endlichkeit von H−1(G,EK) sowie der
Homologie von CK ko¨nnen wir den folgenden Satz formulieren.
2.6 Satz. Fu¨r jede galoissche Erweiterung K/k globaler Ko¨rper mit der Gruppe
G = G(K/k) ist die (−1)-te Kohomologiegruppe H−1(G,K×) endlich.
Beweis: Die kurze exakte G-Sequenz
1 −→ EK −→ K× −→ K×/EK −→ 1
vermittelt die exakte Sequenz der Kohomologiegruppen
(2) H−1(G,EK) −→ H−1(G,K×) −→ H−1(G,K×/EK),
vgl. [AW, S. 102] oder [B, S. 136]. Dabei ist H−1(G,EK) nach Lemma 2.4 endlich;
weiter erweist sich auch H−1(G,K×/EK) als endlich. Dazu betrachte man die kurze
exakte G-Sequenz
1 −→ K×/EK −→ IK −→ CK −→ 1,
vgl. [AZ, S. 13]. Ein Stu¨ck der zugeho¨rigen langen exakten Kohomologiesequenz
(vgl. [AW, S. 102] oder [B, S. 136]) ist die Sequenz
H−2(G,CK) −→ H−1(G,K×/EK) −→ H−1(G, IK).
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Gema¨ß Lemma 2.5 ist die Gruppe H−2(G,CK) = H1(G,CK) endlich und nach
Satz 2.1 gilt H−1(G, IK) = 1; es folgt
|H−1(G,K×/EK)| ≤ |H−2(G,CK)|.
Aufgrund der exakten Sequenz (2) erha¨lt man die Ungeleichung
∣∣H−1(G,K×)
∣∣ ≤ ∣∣H−1(G,EK)
∣∣ · ∣∣H−1(G,K×/EK)
∣∣ ,
woraus sich die Abscha¨tzung
∣∣H−1(G,K×)
∣∣ ≤ ∣∣H−1(G,EK)
∣∣ · ∣∣H−2(G,CK)
∣∣
ergibt. Insbesondere ist H−1(G,K×) endlich. 
Fu¨r die spa¨tere explizite Berechnung von H−1(G,K×) beno¨tigen wir den folgenden
Satz.
2.7 Satz. Sei K/k eine galoissche Erweiterung algebraischer Zahlko¨rper mit der
Gruppe G = G(K/k). Der durch die Inklusion EK ⊂ K× der Einheitengruppe EK
vermittelte Homomorphismus
H−1(G,EK) −→ H−1(G,K×)
ist surjektiv, wenn K die Klassenzahl 1 hat.
Beweis: Zu K geho¨rt die kanonische exakte G-Sequenz
1 −→ EK −→ K× −→ IK −→ CK −→ 1
(vgl. [AZ, S. 13]); weil CK = 1 ist, erha¨lt man die kurze exakte G-Sequenz
1 −→ EK −→ K× −→ IK −→ 1.
Es folgt die Exaktheit der Sequenz der Kohomologiegruppen
H−1(G,EK) −→ H−1(G,K×) −→ H−1(G, IK)
(vgl. [AW, S. 102] oder [B, S. 136]), und nach Satz 2.1 gilt H−1(G, IK) = 1. 
Eine a¨quivalente Formulierung dieses Satzes lautet, dass jeder (−1)-Cozykel sich
nur um einen (−1)-Corand von einer Einheit von K unterscheidet, wenn K die
Klassenzahl 1 hat.
2.ii Minkowski-Schranken biquadratischer Erweiterungsko¨rper von Q
Fu¨r einen algebraischen Zahlko¨rper K bezeichne dK die Diskriminante von K. Es
sei s die Anzahl der komplexen Stellen von K und n = K : k. Dann ist
mK =
( 4
π
)s n!
nn
|dk| 12
die Minkowski-Schranke von K, vgl. [AZ, S. 87]. Dabei ist die Diskriminante dK per
Deﬁnition die Diskriminante einer Ganzheitsbasis von K, vgl. [AZ, S. 49]. Wir wollen
in diesem Abschnitt die Minkowski-Schranken biquadratischer Erweiterungsko¨rper
von Q berechnen, indem wir Ganzheitsbasen angeben und deren Diskriminanten
ermitteln.
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2.8 Satz. Es seien a und b quadratfreie und teilerfremde ganze Zahlen, wobei
a ≡ 1(4), a 	= 1 und b 	≡ 1(4). Dann ist die Erweiterung Q(√a,√b)/Q biquadratisch
und
1,
1 +
√
a
2
,
√
b ,
1 +
√
a
2
√
b
ist eine Ganzheitsbasis des algebraischen Zahlko¨rpers K = Q(
√
a,
√
b), wobei
√
a
und
√
b Wurzeln von a bzw. b bezeichnen. Weiter ist
dK = (4 · a · b)2
die Diskriminante von K.
Beweis: Die angegeben Basiselemente sind ganz, vgl. [AZ, S. 49/50]. Sei nun
α = x + y
√
a + z
√
b + t
√
ab
mit rationalen Zahlen x, y, z, t ein beliebiges ganzes Element von K, wobei
√
ab
eine Wurzel von ab bezeichne. Die Spur von α u¨ber jedem der Zwischenko¨rper von
K/Q ist ebenfalls ganz, weil die Konjugierten von α sowie Summen von ganzen
Elementen ganz sind, vgl. [AZ, S.17/18]. Also liegen die Spuren
SK/Q(
√
a)α = 2x + 2y
√
a
SK/Q(
√
ab)α = 2x + 2t
√
ab
von α u¨ber Q(
√
a) und Q(
√
ab) im Ganzheitsring des jeweils betrachteten Zwi-
schenko¨rpers, was umgeformt die Inklusionen
2x− 2y + 4y 1 +
√
a
2
∈ Z+ Z 1 +
√
a
2
2x + 2t
√
ab ∈ Z+ Z
√
ab
liefert, vgl. [AZ, S.49/50]. Aus ihnen folgt
2x− 2y ∈ Z, 2x ∈ Z, 2t ∈ Z
und weiter
2y = 2x− (2x− 2y) ∈ Z.
Es sei jetzt
α = x′ + y′
1 +
√
a
2
+ z′
√
b + t′
1 +
√
a
2
√
b
mit x′, y′, z′, t′ ∈ Q die Darstellung von α bzgl. der obigen Basis, die als Ganzheits-
basis von K zu erweisen ist. Zu zeigen ist, dass die Koeﬃzienten x′, y′, z′, t′ bereits
in Z liegen. Wir formen die Gleichung zu
α =
(
x′ +
y′
2
)
+
y′
2
√
a +
(
z′ +
t′
2
)√
b +
t′
2
√
a
√
b
um. Auf die oben beschriebene Art erha¨lt man dann
2 · y
′
2
∈ Z, 2 · t
′
2
∈ Z
und aus y′, t′ ∈ Z folgt, dass
y′
1 +
√
a
2
+ t′
1 +
√
a
2
√
b
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ein ganzes Element von K ist. Damit ist auch
x′ + z′
√
b = α−
(
y′
1 +
√
a
2
+ t′
1 +
√
a
2
√
b
)
ganz, was genau dann der Fall ist, wenn x′ und z′ in Z liegen. Also liegt jeder der
Koeﬃzienten x′, y′, z′, t′ in Z. Der Ganzheitsring OK von K = Q(√a,
√
b) ist also
in
Z + Z
1 +
√
a
2
+ Z
√
b + Z
1 +
√
a
2
√
b
enthalten. Die umgekehrte Inklusion ist klar, da die vier Basiselemente wie gesagt
ganz sind.
Die Diskriminante von K kann fu¨r jede Ganzheitsbasis β1, β2, β3, β4 von K mittels
der Formel
dK = det
(
SK/Q(βiβj)
)
i,j=1,...,4
berechnet werden, vgl. [AZ, S. 47ﬀ]. Einsetzen der obigen Basis liefert
dK =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S
(
1+
√
a
2
)
S
(√
b
)
S
(
1+
√
a
2
√
b
)
S
(
1+
√
a
2
)
S
((
1+
√
a
2
)2)
S
(
1+
√
a
2
√
b
)
S
((
1+
√
a
2
)2√
b
)
S
(√
b
)
S
(
1+
√
a
2
√
b
)
S b S
(
1+
√
a
2 b
)
S
(
1+
√
a
2
√
b
)
S
((
1+
√
a
2
)2√
b
)
S
(
1+
√
a
2 b
)
S
((
1+
√
a
2
)2
b
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S
(
1+
√
a
2
)
S
(√
b
)
S
(√
b+
√
a
√
b
2
)
S
(
1+
√
a
2
)
S
(
1+a+2
√
a
4
)
S
(√
b+
√
a
√
b
2
)
S
(
(1+a)
√
b+2
√
a
√
b
4
)
S
(√
b
)
S
(√
b+
√
a
√
b
2
)
S b S
(
b+b
√
a
2
)
S
(√
b+
√
a
√
b
2
)
S
(
(1+a)
√
b+2
√
a
√
b
4
)
S
(
b+b
√
a
2
)
S
(
(1+a)b+2b
√
a
4
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4 2 0 0
2 1 + a 0 0
0 0 4b 2b
0 0 2b (1 + a)b
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
4 2
2 1 + a
∣∣∣∣∣∣
·
∣∣∣∣∣∣
4b 2b
2b (1 + a)b
∣∣∣∣∣∣
=
(
4(1 + a)− 4) · (4b2(1 + a)− 4b2)
=
(
4(1 + a)− 4)2 · b2 = (4 · a · b)2,
womit die Behauptung bewiesen ist. 
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2.9 Satz. Es seien a und b quadratfreie, teilerfremde und von 1 verschiedene ganze
Zahlen, wobei a ≡ 1(4) und b ≡ 1(4). Dann ist die Erweiterung Q(√a,√b)/Q
biquadratisch und
1,
1 +
√
a
2
,
1 +
√
b
2
,
1 +
√
a
2
1 +
√
b
2
ist eine Ganzheitsbasis des algebraischen Zahlko¨rpers K = Q(
√
a,
√
b), wobei
√
a
und
√
b Wurzeln von a bzw. b bezeichnen. Weiter ist
dK = (a · b)2
die Diskriminante von K.
Beweis: Die angegeben Basiselemente sind ganz, vgl. [AZ, S. 49/50]. Sei nun
α = x + y
√
a + z
√
b + t
√
ab
mit rationalen Zahlen x, y, z, t ein beliebiges ganzes Element von K, wobei
√
ab eine
Wurzel von ab bezeichne. Die Spuren von α u¨ber den Zwischenko¨rpern Q(
√
a) und
Q(
√
ab) von K/Q sind
SK/Q(
√
a)α = 2x + 2y
√
a
SK/Q(
√
ab)α = 2x + 2t
√
ab
und liegen im Ganzheitsring des jeweils betrachteten Zwischenko¨rpers, da die Kon-
jugierten von α sowie Summen von ganzen Elementen ganz sind, vgl. [AZ, S.17/18].
Diese Ganzheitsringe sind bekannt, vgl. [AZ, S.49/50], so dass man umgeformt die
Inklusionen
2x− 2y + 4y 1 +
√
a
2
∈ Z+ Z 1 +
√
a
2
2x− 2t + 4t 1 +
√
ab
2
∈ Z+ Z 1 +
√
ab
2
erha¨lt. Aus ihnen folgt
2x− 2y ∈ Z, 2x− 2t ∈ Z, 4t ∈ Z
und weiter
2y − 2t = (2x− 2t)− (2x− 2y) ∈ Z.
Es sei jetzt
α = x′ + y′
1 +
√
a
2
+ z′
1 +
√
b
2
+ t′
1 +
√
a
2
1 +
√
b
2
mit x′, y′, z′, t′ ∈ Q die Darstellung von α bzgl. der obigen Basis, die als Ganzheits-
basis von K zu erweisen ist. Zu zeigen ist, dass die Koeﬃzienten x′, y′, z′, t′ bereits
in Z liegen. Wir formen die Gleichung zu
α =
(
x′ +
y′
2
+
z′
2
+
t′
4
)
+
(
y′
2
+
t′
4
)√
a +
(
z′
2
+
t′
4
)√
b +
t′
4
√
a
√
b
um. Auf die oben beschriebene Art erha¨lt man dann
2 ·
(
y′
2
+
t′
4
)
− 2 · t
′
4
∈ Z, 4 · t
′
4
∈ Z
35
und aus y′, t′ ∈ Z folgt, dass
y′
1 +
√
a
2
+ t′
1 +
√
a
2
1 +
√
b
2
ein ganzes Element von K ist. Damit ist auch
x′ + z′
1 +
√
b
2
= α−
(
y′
1 +
√
a
2
+ t′
1 +
√
a
2
1 +
√
b
2
)
ganz, was genau dann der Fall ist, wenn x′ und z′ in Z liegen. Also liegt jeder der
Koeﬃzienten x′, y′, z′, t′ in Z. Der Ganzheitsring OK von K = Q(√a,
√
b) ist also
in
Z + Z
1 +
√
a
2
+ Z
1 +
√
b
2
+ Z
1 +
√
a
2
1 +
√
b
2
enthalten. Die umgekehrte Inklusion ist klar, da die vier Basiselemente wie gesagt
ganz sind.
Die Diskriminante von K kann fu¨r jede Ganzheitsbasis β1, β2, β3, β4 von K mittels
der Formel
dK = det
(
SK/Q(βiβj)
)
i,j=1,...,4
berechnet werden, vgl. [AZ, S. 47ﬀ]. Einsetzen der obigen Basis liefert
dK =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S 1+
√
a
2 S
1+
√
b
2 S
1+
√
a
2
1+
√
b
2
S 1+
√
a
2 S
(
1+
√
a
2
)2
S 1+
√
a
2
1+
√
b
2 S
(
1+
√
a
2
)2
1+
√
b
2
S 1+
√
b
2 S
1+
√
a
2
1+
√
b
2 S
(
1+
√
b
2
)2
S 1+
√
a
2
(
1+
√
b
2
)2
S 1+
√
a
2
1+
√
b
2 S
(
1+
√
a
2
)2
1+
√
b
2 S
1+
√
a
2
(
1+
√
b
2
)2
S
(
1+
√
a
2
)2(
1+
√
b
2
)2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S 1+
√
a
2 S
1+
√
b
2 S
1+
√
a+
√
b+
√
ab
4
S 1+
√
a
2 S
1+a+2
√
a
4 S
1+
√
a+
√
b+
√
ab
4 S
(1+a+2
√
a)(1+
√
b)
8
S 1+
√
b
2 S
1+
√
a+
√
b+
√
ab
4 S
1+b+2
√
b
4 S
(1+
√
a)(1+b+2
√
b)
8
S 1+
√
a+
√
b+
√
ab
4 S
(1+a+2
√
a)(1+
√
b)
8 S
(1+
√
a)(1+b+2
√
b)
8 S
(1+
√
a+
√
b+
√
ab)2
16
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4 2 2 1
2 1 + a 1 1+a2
2 1 1 + b 1+b2
1 1+a2
1+b
2
(1+a)(1+b)
4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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= 4 ·
∣∣∣∣∣∣∣∣∣∣
1 + a 1 1+a2
1 1 + b 1+b2
1+a
2
1+b
2
(1+a)(1+b)
4
∣∣∣∣∣∣∣∣∣∣
− 2 ·
∣∣∣∣∣∣∣∣∣∣
2 1 1+a2
2 1 + b 1+b2
1 1+b2
(1+a)(1+b)
4
∣∣∣∣∣∣∣∣∣∣
+ 2 ·
∣∣∣∣∣∣∣∣∣∣
2 1 + a 1+a2
2 1 1+b2
1 1+a2
(1+a)(1+b)
4
∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣∣
2 1 + a 1
2 1 1 + b
1 1+a
2
1+b
2
∣∣∣∣∣∣∣∣∣∣
= 4
ab + a2b + ab2 + a2b2
4
− 2 ab + ab
2
2
+ 2
−ab− a2b
2
− (−ab)
= (a · b)2,
womit die Behauptung bewiesen ist. 
2.10 Satz. Es seien a und b quadratfreie und teilerfremde ganze Zahlen, wobei
a ≡ 3(4) sowie b ≡ 3(4). Dann ist die Erweiterung Q(√a,√b)/Q biquadratisch und
1,
√
a ,
1 +
√
ab
2
,
√
a +
√
b
2
ist eine Ganzheitsbasis des algebraischen Zahlko¨rpers K = Q(
√
a,
√
b), wobei
√
a,√
b und
√
ab Wurzeln von a, b bzw. ab bezeichnen. Weiter ist
dK = (4 · a · b)2
die Diskriminante von K.
Beweis: Zuna¨chst einmal sind die angegebenen Basiselemente von K ganz, was
fu¨r die ersten drei unmittelbar aus [AZ, S.49/50] folgt. Das letzte Basiselement ist
ganz, weil sein Quadrat
(√
a +
√
b
2
)2
=
a + b + 2
√
ab
4
=
a + b− 2
4
+
1 +
√
ab
2
wegen a+ b− 2 ≡ 0(4) ein ganzes Element von Q(√ab) ist, vgl. [AZ, S. 49/50] und
[AZ, S. 18]. Sei nun K = Q(
√
a,
√
b) und
α = x + y
√
a + z
√
b + t
√
ab
mit rationalen Zahlen x, y, z, t ein ganzes Element von K, wobei
√
ab eine Wurzel
von ab bezeichne. Die Spuren von α u¨ber den Zwischenko¨rpern Q(
√
b) und Q(
√
ab)
von K/Q sind
SK/Q(
√
b)α = 2x + 2z
√
b
SK/Q(
√
ab)α = 2x + 2t
√
ab
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und liegen im Ganzheitsring des jeweils betrachteten Zwischenko¨rpers, da die Kon-
jugierten von α sowie Summen von ganzen Elementen ganz sind, vgl. [AZ, S.17/18].
Diese Ganzheitsringe sind bekannt, vgl. [AZ, S.49/50], so dass man die Inklusionen
2x + 2z
√
b ∈ Z+ Z
√
b
2x− 2t + 4t 1 +
√
ab
2
∈ Z+ Z 1 +
√
ab
2
erha¨lt. Aus ihnen folgt
2x ∈ Z, 2z ∈ Z, 2x− 2t ∈ Z
und weiter
2t = 2x− (2x− 2t) ∈ Z.
Es sei jetzt
α = x′ + y′
√
a + z′
1 +
√
ab
2
+ t′
√
a +
√
b
2
mit x′, y′, z′, t′ ∈ Q die Darstellung von α bzgl. der obigen Basis, die als Ganzheits-
basis von K zu erweisen ist. Zu zeigen ist, dass die Koeﬃzienten x′, y′, z′, t′ bereits
in Z liegen. Wir formen die Gleichung zu
α =
(
x′ +
z′
2
)
+
(
y′ +
t′
2
)√
a +
t′
2
√
b +
z′
2
√
a
√
b
um. Auf die oben beschriebene Art erha¨lt man dann
2 · t
′
2
∈ Z, 2 · z
′
2
∈ Z
und aus z′, t′ ∈ Z folgt, dass
z′
1 +
√
ab
2
+ t′
√
a +
√
b
2
ein ganzes Element von K ist. Damit ist auch
x′ + y′
√
a = α−
(
z′
1 +
√
ab
2
+ t′
√
a +
√
b
2
)
ganz, was genau dann der Fall ist, wenn x′ und y′ in Z liegen. Also liegt jeder
der Koeﬃzienten x′, y′, z′, t′ in Z. Der Ganzheitsring OK von K = Q(√a,
√
b) ist
demnach in
Z + Z
√
a + Z
1 +
√
ab
2
+ Z
√
a +
√
b
2
enthalten. Die umgekehrte Inklusion ist klar, weil wie gesagt die vier Basiselemente
ganz sind.
Die Diskriminante von K kann fu¨r jede Ganzheitsbasis β1, β2, β3, β4 von K mittels
der Formel
dK = det
(
SK/Q(βiβj)
)
i,j=1,...,4
berechnet werden, vgl. [AZ, S. 47ﬀ].
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Einsetzen der obigen Basis liefert
dK =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S
(√
a
)
S
(
1+
√
ab
2
)
S
(√
a+
√
b
2
)
S
(√
a
)
S
(√
a · √a ) S
(√
a 1+
√
ab
2
)
S
(√
a
√
a+
√
b
2
)
S
(
1+
√
ab
2
)
S
(√
a 1+
√
ab
2
)
S
((
1+
√
ab
2
)2)
S
(
1+
√
ab
2
√
a+
√
b
2
)
S
(√
a+
√
b
2
)
S
(√
a
√
a+
√
b
2
)
S
(
1+
√
ab
2
√
a+
√
b
2
)
S
((√
a+
√
b
2
)2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S
(√
a
)
S
(
1+
√
ab
2
)
S
(√
a+
√
b
2
)
S
(√
a
)
S a S
(√
a+a
√
b
2
)
S
(
a+
√
ab
2
)
S
(
1+
√
ab
2
)
S
(√
a+a
√
b
2
)
S
(
1+ab+2
√
ab
4
)
S
(
(1+b)
√
a+(1+a)
√
b
4
)
S
(√
a+
√
b
2
)
S
(
a+
√
ab
2
)
S
(
(1+b)
√
a+(1+a)
√
b
4
)
S
(
a+b+2
√
ab
4
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4 0 2 0
0 4a 0 2a
2 0 1 + ab 0
0 2a 0 a + b
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 4 ·
∣∣∣∣∣∣∣∣∣∣
4a 0 2a
0 1 + ab 0
2a 0 a + b
∣∣∣∣∣∣∣∣∣∣
+ 2 ·
∣∣∣∣∣∣∣∣∣∣
0 4a 2a
2 0 0
0 2a a + b
∣∣∣∣∣∣∣∣∣∣
= 4
(
4a(1 + ab)(a + b)− 2a(1 + ab)2a)+ 2(2a · 2 · 2a− (a + b) · 2 · 4a)
= 4 · 4a(1 + ab)b + 2(−b · 2 · 4a) = (4 · a · b)2,
womit die Behauptung bewiesen ist. 
2.11 Satz. Es seien a und b quadratfreie und teilerfremde ganze Zahlen, wobei
a ≡ 2(4) und b ≡ 3(4). Dann ist die Erweiterung Q(√a,√b)/Q biquadratisch und
1,
√
a ,
√
b ,
√
a +
√
ab
2
ist eine Ganzheitsbasis des algebraischen Zahlko¨rpers K = Q(
√
a,
√
b), wobei
√
a,√
b und
√
ab Wurzeln von a, b bzw. ab bezeichnen. Weiter ist
dK = (8 · a · b)2
die Diskriminante von K.
Beweis: Als erstes sei angemerkt, dass die angegebenen Basiselemente von K ganz
sind. Fu¨r die ersten drei folgt das unmittelbar aus [AZ, S.49/50], wa¨hrend das letzte
Basiselement ganz ist, weil sein Quadrat
(√
a +
√
ab
2
)2
=
a + ab + 2a
√
b
4
=
ab− a
4
+ a
1 +
√
b
2
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wegen ab − a ≡ 0(4) ein ganzes Element von Q(√b) ist, vgl. [AZ, S. 49/50] und
[AZ, S. 18]. Sei nun K = Q(
√
a,
√
b) und
α = x + y
√
a + z
√
b + t
√
ab
mit rationalen Zahlen x, y, z, t ein ganzes Element von K, wobei
√
ab eine Wurzel
von ab bezeichne. Die Spur von α u¨ber dem Zwischenko¨rper Q(
√
ab) von K/Q ist
SK/Q(
√
ab)α = 2x + 2t
√
ab
und liegt im Ganzheitsring von Q(
√
ab), da die Konjugierten von α sowie Sum-
men von ganzen Elementen ganz sind, vgl. [AZ, S.17/18]. Dieser Ganzheitsring ist
bekannt, vgl. [AZ, S.49/50], so dass man die Inklusion
2x + 2t
√
ab ∈ Z+ Z
√
ab
erha¨lt. Aus ihr folgt
2t ∈ Z.
Daher sei als na¨chstes
β = x + y
√
a + z
√
b
mit rationalen Zahlen x, y, z ein ganzes Element von K. Die Normen von β u¨ber
den verschiedenen Zwischenko¨rpern von K sind ganz, weil alle Konjugierten von β
sowie Produkte von ganzen Elementen ganz sind, vgl. [AZ, S.17/18]. Die Normen
NK/Q(
√
a)β = x
2 + ay2 − bz2 + 2xy√a
NK/Q(
√
b)β = x
2 + bz2 − ay2 + 2xz
√
b
von β u¨ber Q(
√
a) und Q(
√
b) liegen also im jeweiligen Ganzheitsring, woraus sich
die Inklusionen
x2 + ay2 − bz2 + 2xy√a ∈ Z+ Z√a
x2 + bz2 − ay2 + 2xz
√
b ∈ Z+ Z
√
b
ergeben, vgl. [AZ, S.49/50]. Betrachtet man nur die Komponenten zum Basiselement
1, so erha¨lt man
x2 + ay2 − bz2 ∈ Z
x2 + bz2 − ay2 ∈ Z
und durch Addition folgt
2x2 ∈ Z,
doch damit ist bereits
x ∈ Z.
Es sei jetzt
α = x′ + y′
√
a + z′
√
b + t′
√
a +
√
ab
2
mit x′, y′, z′, t′ ∈ Q die Darstellung von α bzgl. der obigen Basis, die als Ganzheits-
basis von K zu erweisen ist. Zu zeigen ist, dass die Koeﬃzienten x′, y′, z′, t′ bereits
in Z liegen. Wir formen die Gleichung zu
α = x′ +
(
y′ +
t′
2
)√
a + z′
√
b +
t′
2
√
a
√
b
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um. Auf die oben beschriebene Art erha¨lt man dann
2 · t
′
2
∈ Z
und aus t′ ∈ Z folgt, dass
t′
√
a +
√
ab
2
ein ganzes Element von K ist. Damit ist auch
x′ + y′
√
a + z′
√
b = α− t′
√
a +
√
ab
2
ganz, woraus wie oben gezeigt x′ ∈ Z folgt. Weiter ist dann
y′
√
a + z′
√
b
ganz und mithin auch
√
a ·
(
y′
√
a + z′
√
b
)
= ay′ + z′
√
a
√
b.
Weil (1,
√
a
√
b) eine Ganheitsbasis von Q(
√
ab) ist, ergibt sich z′ ∈ Z. Auf analoge
Weise liefert Multiplikation mit
√
b, dass y′ ∈ Z. Also liegt jeder der Koeﬃzienten
x′, y′, z′, t′ in Z. Der Ganzheitsring OK von K = Q(√a,
√
b) ist demnach in
Z + Z
√
a + Z
√
b + Z
√
a +
√
ab
2
enthalten. Die umgekehrte Inklusion ist klar, weil wie gesagt die vier Basiselemente
ganz sind.
Die Diskriminante von K kann fu¨r jede Ganzheitsbasis β1, β2, β3, β4 von K mittels
der Formel
dK = det
(
SK/Q(βiβj)
)
i,j=1,...,4
berechnet werden, vgl. [AZ, S. 47ﬀ]. Einsetzen der obigen Basis liefert
dK =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S
(√
a
)
S
(√
b
)
S
(√
a+
√
ab
2
)
S
(√
a
)
S
(√
a · √a ) S (√a · √b ) S
(√
a
√
a+
√
ab
2
)
S
(√
b
)
S
(√
a · √b ) S (√b · √b ) S
(√
b
√
a+
√
ab
2
)
S
(√
a+
√
ab
2
)
S
(√
a
√
a+
√
ab
2
)
S
(√
b
√
a+
√
ab
2
)
S
((√
a+
√
ab
2
)2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S 1 S
(√
a
)
S
(√
b
)
S
(√
a+
√
ab
2
)
S
(√
a
)
S a S
(√
a · √b ) S
(
a+a
√
b
2
)
S
(√
b
)
S
(√
a · √b ) S b S
(
b
√
a+
√
ab
2
)
S
(√
a+
√
ab
2
)
S
(
a+a
√
b
2
)
S
(
b
√
a+
√
ab
2
)
S
(
a+ab+2a
√
b
4
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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=∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4 0 0 0
0 4a 0 2a
0 0 4b 0
0 2a 0 a + ab
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 4 ·
∣∣∣∣∣∣∣∣∣∣
4a 0 2a
0 4b 0
2a 0 a + ab
∣∣∣∣∣∣∣∣∣∣
= 4
(
4a · 4b · (a + ab)− 2a · 4b · 2a)
= 4
(
4 · 4 · ab(a + ab)− 4 · 4 · aba) = (8 · a · b)2,
womit die Behauptung bewiesen ist. 
2.12 Bemerkung. Die Sa¨tze 2.8 und 2.9 folgen unmittelbar aus Satz 88 in Hilberts
Zahlbericht ([H]). Bevor wir diesen formulieren, soll kurz etwas zum Begriﬀ der
linearen Disjunktheit gesagt werden. Seien K1/k, K2/k endliche Erweiterungen und
K = K1K2 das Kompositum von K1 und K2. Dann sind die folgenden Aussagen
a¨quivalent:
1. K1/k und K2/k sind linear disjunkt.
2. K1 : k = K : K2
3. Ist {ai} eine Basis von K1 u¨ber k und {bj} eine Basis von K2 u¨ber k, so ist die
Menge {aibj} eine Basis von K u¨ber k.
4. Das Kompositum K kann mit K1 ⊗k K2 kanonisch identiﬁziert werden.
Falls K1/k galoissch ist oder die Grade von K1/k und K2/k teilerfremd sind, so
lautet eine weitere a¨quivalente Bedingung:
5. K1 ∩K2 = k
“Satz 88 von Hilbert“. Seien K1, K2 zwei Zahlko¨rper der Grade n1 und n2
mit den zueinander primen Diskriminanten d1, d2. Dann sind K1 und K2 linear
disjunkt, fu¨r den Ganzheitsring OK des Kompositums K = K1K2 gilt
OK = OK1 ⊗Z OK2
und fu¨r die Diskriminante d von K gilt
d = dn21 d
n1
2 .
Mit den Resultaten 2.8-2.11 ko¨nnen wir nun die Minkowski-Schranken der dort
vorkommenden Ko¨rper berechnen. Desweiteren beno¨tigen wir
2.13 Lemma. Sei K/Q eine endliche galoissche Erweiterung. Besitzt K/Q eine
reelle Stelle, so ist K/Q total reell. Besitzt K/Q eine komplexe Stelle, so ist K total
imagina¨r.
Beweis: Da K/Q normal ist, wird K unter jeder Einbettung in C auf sich selbst
abgebildet. Im Falle K ⊂ R ist jede dieser Einbettungen reell, sonst ist jede dieser
Einbettungen komplex. 
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2.14 Satz. Es sei a ≥ 2 eine quadratfreie ganze Zahl. Dann ist fu¨r K = Q(√a, i)
die Erweiterung K/Q biquadratisch. Fu¨r die Minkowski-Schranke mK von K gilt
mK =
2 · 3 · d
π2
mit d =
{
2a fu¨r gerades a
a sonst.
Beweis: Allgemein ist die Minkowski-Schranke eines algebraischen Zahlko¨rpers K
durch
(3) mK =
( 4
π
)s n!
nn
|dk| 12
gegeben, wobei s die Anzahl der komplexen Stellen von K, n den Grad K : k und
dK die Diskriminante von K bezeichnet, vgl. [AZ, S. 87]. Zwischen s und n besteht
der Zusammenhang
n = r + 2s
mit r als der Anzahl der reellen Stellen von K, vgl. [AZ, S. 74] oder [N, S. 32].
Da K = Q(
√
a, i) den imagina¨rquadratischen Ko¨rper Q(i) entha¨lt, ist nach Lemma
2.13 hier r = 0 und s = 2. Auch die Diskriminante dK von K = Q(
√
a, i) kann
sofort angegeben werden. Im Falle a ≡ 2(4) ist Satz 2.11 anwendbar und es folgt
dK = (8a)2.
Fu¨r ungerades a ist hingegen a ≡ 1(4) oder −a ≡ 1(4). Anwendung von Satz 2.8
liefert
dK = (4a)2.
Damit liegt alles bereit und wir erhalten
mK =
( 4
π
)2 4!
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|dk| 12 = 4
2
π2
4 · 3 · 2
44
4 · d
=
3 · 2 · d
π2
mit d =
{
2a falls a ≡ 2(4)
a sonst
als Formel fu¨r die Minkowski-Schranke. 
2.15 Satz. Es seien a, b ≥ 2 quadratfreie, teilerfremde ganze Zahlen. Dann ist
fu¨r K = Q(
√
a,
√
b) die Erweiterung K/Q biquadratisch. Es bezeichne mK die
Minkowski-Schranke von K.
i) Ist a ≡ 1(4) und b ≡ 1(4), so gilt
mK =
3
32
ab.
ii) Ist a ≡ 1(4) oder ab ≡ 1(4), aber b 	≡ 1(4), so gilt
mK =
3
8
ab.
iii) Ist a ≡ 2(4) und b ≡ 3(4), so gilt
mK =
3
4
ab.
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Beweis: Fu¨r die Minkowski-Schranke von K gilt Formel (3) aus dem Beweis von
Satz 2.14. Nach Lemma 2.13 ist hierbei r = 4 und s = 0, denn K ist rein reell. Die
Diskriminante dK liefert einer der Sa¨tze 2.8-2.11; es gilt
|dK | 12 =
⎧
⎪⎨
⎪⎩
ab falls a, b ≡ 1(4)
4 ab falls a ≡ 1(4) oder ab ≡ 1(4), b 	≡ 1(4)
8 ab falls a ≡ 2(3), b ≡ 3(4).
Durch Einsetzen in der Formel (3) erhalten wir
mK =
( 4
π
)0 4!
44
|dK | 12 = 4 · 3 · 244 |dK |
1
2 =
3
32
|dK | 12
=
⎧
⎪⎨
⎪⎩
3
32 ab falls a, b ≡ 1(4)
3
8 ab falls a ≡ 1(4) oder ab ≡ 1(4), b 	≡ 1(4)
3
4 ab falls a ≡ 2(3), b ≡ 3(4)
als Wert der Minkowski-Schranke. 
2.iii Biquadratische Erweiterungsko¨rper von Q der Klassenzahl 1
In diesem Abschnitt werden wir fu¨r einige biquadratische Erweiterungen K/Q die
Gruppe H−1(G,K×) explizit berechnen. Dabei werden wir verwenden, dass der
Ko¨rper K die Klassenzahl 1 hat. Unter dieser Voraussetzung ist nach Satz 2.7 der
natu¨rliche Homomorphismus
H−1(G,EK) −→ H−1(G,K×)
surjektiv, oder anders gesagt wird jede Klasse aus H−1(G,K×) durch eine Einheit
von K repra¨sentiert. Es genu¨gt daher, die von den Einheiten der Norm 1 erzeugten
Klassen von H−1(G,K×) zu untersuchen. Bevor wir damit beginnen, muss der
Nachweis erbracht werden, dass die betrachteten Ko¨rper tatsa¨chlich die Klassenzahl
1 haben. Zur Vorbereitung beginnen wir mit
2.16 Lemma. Seien K ein algebraischer Zahlko¨rper und p eine Stelle vonK. Genau
dann ist das Primideal p ein Hauptideal, wenn es im Ganzheitsring OK ein Element
α mit derselben Absolutnorm wie p gibt, d. h. ein α mit
∣∣NK/Q α
∣∣ = Np.
Beweis: Fu¨r jedes α ∈ K ist der Betrag von NK/Q α gleich der Absolutnorm des
von α erzeugten Ideals, kurz
∣∣NK/Q α
∣∣ = N (α),
vgl. [AZ, S. 52]. Demnach gibt es genau dann ein α ∈ OK mit Absolutnorm Np,
wenn es ein Hauptideal (α) ⊂ OK mit
(4) N (α) = Np
gibt. Wenn p selbst ein Hauptideal ist, so wird (4) von (α) = p erfu¨llt. Es werde
nun umgekehrt vorausgesetzt, das Hauptideal (α) ⊂ OK genu¨ge (4). Sei
(α) = p1 . . . pr q1 . . . qs
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die Zerlegung des Ideals (α) als Produkt von Primidealen, wobei p und alle pi u¨ber
derselben Primzahl p liegen, wa¨hrend die qi Teiler von Primzahlen qi 	= p sind. Die
Normen aller u¨ber p liegenden Stellen p′ sind gleich derselben Potenz von p, denn
Np′ ist die Elementezahl des Restklassenko¨rpers OK/p′ (vgl. [AZ, S. 4]), doch alle
p′ haben denselben Restklassengrad u¨ber p (vgl. [AZ, S. 103/104] oder [N, S. 58]).
Damit folgt
N α = (Np)rNq1 . . .Nqs,
wobei jedes Nqi Potenz einer von p verschiedenen Primzahl ist. Es folgt, daß r = 1
und s = 0 sein muß, weil (α) und alle u¨ber p liegenden Stellen dieselbe Norm haben.
Da alle u¨ber p liegenden Stellen konjugiert sind (vgl. [AZ, S. 103]), ist p1 ein zu p
konjugiertes Hauptideal und p demzufolge selbst ein Hauptideal. 
Wir haben jetzt ein Kriterium, um zu bestimmen, wann ein Primideal von K ein
Hauptideal ist. Mit diesem gelangt man zu dem folgenden Resultat.
2.17 Satz. Die algebraischen Zahlko¨rper
Q(
√
2, i), Q(
√
3, i), Q(
√
2,
√
3), Q(
√
2,
√
17),
Q(
√
3,
√
5), Q(
√
3,
√
7), Q(
√
13,
√
17)
haben die Klassenzahl 1.
Beweis: Zu zeigen ist, dass in jedem der genannten Ko¨rper K alle gebrochenen
Ideale Hauptideale sind. Dabei genu¨gt es die ganzen Ideale zu betrachten, deren
Absolutnorm die Minkowski − Schranke mK nicht u¨berschreitet, denn in jeder
Idealklasse von K liegt ein Ideal dieser Art, vgl. [AZ, S. 86/87]. Unter allen ganzen
Idealen a von K mit Absolutnorm Na ≤ mK braucht man desweiteren nur die
Primideale zu betrachten, wie jetzt gezeigt werden soll. Es sei a ein ganzes Ideal
von K und
a = p1 . . . pr
die Zerlegung von a als Produkt von Primidealen, vgl. [AZ, S. 41]. Dann gilt fu¨r die
Absolutnorm Na von a die Gleichung
Na = Np1 . . .Npr,
vgl. [AZ, S. 15] oder [N, S. 36/37]. Hieran ist insbesondere zu erkennen, dass die
Absolutnormen der pi die Absolutnorm von a teilen. Wenn Na nicht gro¨ßer als die
Minkowski-Schranke ist, so gilt dasselbe also auch fu¨r die Absolutnormen der pi.
Sind nun alle pi Hauptideale, so ist a als Produkt von Hauptidealen ebenfalls ein
Hauptideal.
Nach Lemma 2.16 ist schließlich bekannt, daß ein Primideal p von K genau dann
ein Hauptideal ist, wenn es ein Element α von OK gibt, das dieselbe Absolutnorm
wie das Ideal p hat, wobei mit ”Absolutnorm” der Betrag der Norm von α gemeint
ist.
Nachdem wir beschrieben haben, wie vorzugehen ist, wollen wir jetzt die Ko¨rper
K im einzelnen betrachten. Zuna¨chst einmal liegen die Minkowski-Schranken nach
den Sa¨tzen 2.14, 2.15 in den folgenden Intervallen.
45
Ko¨rper Minkowski-Schranke Intervall
Q(
√
2, i)
2 · 3 · 4
π2
=
24
π2
[2,3[
Q(
√
3, i)
2 · 3 · 3
π2
=
18
π2
[1,2[
Q(
√
2,
√
3)
3 · 3
2
=
9
2
[4,5[
Q(
√
2,
√
17)
3 · 17
4
=
51
4
[12,13[
Q(
√
3,
√
5)
3 · 3 · 5
8
=
45
8
[5,6[
Q(
√
3,
√
7)
3 · 3 · 7
8
=
63
8
[7,8[
Q(
√
13,
√
17)
3 · 13 · 17
32
=
663
32
[20,21[
Im folgenden werden wir fu¨r jeden der Ko¨rper K alle Primzahlen p betrachten, die
unterhalb der Minkowski-Schranke liegen. Fu¨r die Primideale p von K, die u¨ber
p liegen, gilt dann mo¨glicherweise Np ≤ mK . Anhand des Zerlegungsverhaltens
von p in K (vgl. [AZ, S. 113] oder Abschnitt 4.2) ist zu erkennen, welchen Wert
Np annimmt (es ist derselbe fu¨r alle p|p). Nachdem dieser bestimmt ist, wird ein
ganzes Element von K angegeben, das dieselbe Absolutnorm hat, womit der Beweis
erbracht ist, daß es sich um ein Hauptideal handelt.
1. Es sei K = Q(
√
2, i). Dann ist mK ∈ [2, 3[ und es gilt
(2) = p4 in OK , Np = 2
1 + ζ8 ∈ OK ,
NK/Q(
√
2)(1−ζ8) = (1−ζ8)(1−ζ8) = 1+ζ8ζ8− (ζ8+ζ8) = 2−2Re ζ8 = 2−
√
2
2. Es sei K = Q(
√
3, i). Dann ist mK ∈ [1, 2[.
3. Es sei K = Q(
√
2,
√
3). Dann ist mK ∈ [4, 5[ und es gilt
(2) = p4 in OK , Np = 2
2 +
√
2 +
√
2
√
3
2
= 1 +
√
2 +
√
2
√
3
2
∈ OK ,
NK/Q(
√
2)
(
2 +
√
2 +
√
2
√
3
2
)
=
(2 +
√
2)2 − 2 · 3
4
=
4 + 2− 6 + 4√2
4
=
√
2
(3) = p2 in OK , Np = 32
4. Es sei K = Q(
√
2,
√
17). Dann ist mK ∈ [12, 13[ und es gilt
(2) = p21p22 in OK , Np1 = Np2 = 2
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1 + 2
√
2 +
√
17
2
=
√
2 +
1 +
√
17
2
∈ OK ,
NK/Q(
√
2)
(
1 + 2
√
2 +
√
17
2
)
=
(1 + 2
√
2)2 − 17
4
=
1 + 8− 17 + 4√2
4
= −2 +√2
(3) = p1p2 in OK , Np1 = Np2 = 32
2 + 3
√
2 +
√
2
√
17
2
= 1 +
√
2 +
√
2 +
√
2
√
17
2
∈ OK ,
NK/Q(
√
2)
(
2 + 3
√
2 +
√
2
√
17
2
)
=
(2 + 3
√
2)2 − 2 · 17
4
=
4 + 18− 34 + 12√2
4
= −3 + 3√2
(5) = p1p2 in OK , Np1 = Np2 = 52
(7) = p1p2 in OK , Np1 = Np2 = 72
(11) = p1p2 in OK , Np1 = Np2 = 112
5. Es sei K = Q(
√
3,
√
5). Dann ist mK ∈ [5, 6[ und es gilt
(2) = p2 in OK , Np = 22
1 +
√
3 ∈ OK , NK/Q(√5)(1 +
√
3) = −2
(3) = p2 in OK , Np = 32
(5) = p2 in OK , Np = 52
6. Es sei K = Q(
√
3,
√
7). Dann ist mK ∈ [7, 8[ und es gilt
(2) = p2 in OK , Np = 22
1 +
√
3 ∈ OK , NK/Q(√7)(1 +
√
3) = −2
(3) = p21p
2
2 in OK , Np1 = Np2 = 3
1 +
√
3 +
√
7 ∈ OK , NK/Q(√3)(1 +
√
3 +
√
7) = (1 +
√
3)2 − 7
= 1 + 3− 7 + 2√3 = −3 + 2√3
(5) = p1p2 in OK , Np1 = Np2 = 52
(7) = p2 in OK , Np = 72
7. Es sei K = Q(
√
13,
√
17). Dann ist mK ∈ [20, 21[ und es gilt
(2) = p1p2 in OK , Np1 = Np2 = 22
3 +
√
17
2
= 1 +
1 +
√
17
2
∈ OK ,
NK/Q(
√
2)
(
3 +
√
17
2
)
=
9− 17
4
= −2
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(3) = p1p2 in OK , Np1 = Np2 = 32
4 +
√
13 ∈ OK , NK/Q(√17)(4 +
√
13) = 3
(5) = p1p2 in OK , Np1 = Np2 = 52
(7) = p1p2 in OK , Np1 = Np2 = 72
(11) = p1p2 in OK , Np1 = Np2 = 112
(13) = p21p
2
2 in OK , Np1 = Np2 = 13
2 +
√
13 +
√
17
2
=
1 +
√
13
2
+
1 +
√
17
2
∈ OK ,
NK/Q(
√
13)
(
2 +
√
13 +
√
17
2
)
=
(2 +
√
13)2 − 17
4
=
4 + 13− 17 + 4√13
4
=
√
13
(17) = p21p
2
2 in OK , Np1 = Np2 = 17
1 + 2
√
13 + 2
√
17 ∈ OK ,
NK/Q(
√
17)(1+2
√
13+2
√
17) = (1+2
√
17)2−4 ·13 = 1+4 ·17−4 ·13+4√17
= 17 + 4
√
17
(19) = p1p2 in OK , Np1 = Np2 = 192
Damit ist der Beweis erbracht, dass jeder der genannten Ko¨rper die Klassenzahl 1
hat. 
Der nun kommende Satz soll auf sehr direkte Weise bewiesen werden.
2.18 Satz. Fu¨r die im folgenden auftretenden Ko¨rper K bezeichne G  Z/2×Z/2
die Galoisgruppe der biquadratischen Erweiterung K/k. Dann gilt
H−1(G, Q(
√
2, i)×) = 1,
H−1(G, Q(
√
2,
√
17)×) = 1,
H−1(G, Q(
√
13,
√
17)×) = 1;
andererseits sind die Gruppen in den folgenden Fa¨llen nicht-trivial, und genauer
gilt:
H−1(G, Q(
√
3, i)×)  Z/2,
H−1(G, Q(
√
2,
√
3)×)  Z/2,
H−1(G, Q(
√
3,
√
5)×)  (Z/2)2,
H−1(G, Q(
√
3,
√
7)×)  Z/2.
Beweis: Sei zuerst K = Q(
√
2, i) oder K = Q(
√
3, i). Weil K die Klassenzahl 1
hat, wird nach Satz 2.7 jede Klasse von H−1(G,K×) durch eine Einheit von K
repra¨sentiert. Da die G-Konjugierten einer Einheit von K ebenfalls Einheiten von
K sind, ist die Norm einer Einheit von K u¨ber Q(i) als Produkt von Einheiten von
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K eine Einheit von Q(i). Der Ganzheitsring von Q(i) ist Z[i] (vgl. [AZ, S. 49/50])
und seine Einheitengruppe ist {±1,±i} (vgl. [N, S. 3]). Dabei ist −1 Norm eines
Corandes u¨ber Q(i), denn es gilt
−1 = i2 = NK/Q(i) i = NK/Q(i)
(
1 + i
1− i
)
.
Es bleibt zu kla¨ren, was mit Einheiten von K ist, die u¨ber Q(i) die Norm i oder
−i haben. Beginnen wir mit K = Q(√2, i). Ob i bei Q(√2, i)/Q(i) die Norm eines
Corandes ist, erkennt man nach Satz 1.8 an der quadratischen Form
X21 + (−1− 12)X22 − 2X23 .
Wie man sofort bemerkt, ist diese isotrop und i demzufolge Norm eines Corandes
u¨ber Q(i). Weil auch −1 Norm eines Corandes u¨ber Q(i) ist, sind in K = Q(√2, i)
also alle Einheiten Cora¨nder und mit Satz 2.7 folgt, dass H−1(G,K×) in diesem
Fall trivial ist. Kommen wir nun zu K = Q(
√
3, i). Um zu erkennen, ob i bei
Q(
√
3, i)/Q(i) die Norm eines Corandes ist, haben wir wiederum nach Satz 1.8 die
quadratische Form
X21 + (−1− 12)X22 − 3X23
zu betrachten. Sie ist nicht isotrop, weil die Kongruenz X2 ≡ 2(3) wegen (23 ) = −1
in Z nicht lo¨sbar ist, vgl. Korollar 1.3. Es folgt, dass i nicht Norm eines Corandes
u¨ber Q(i) ist. Wenn man ein Element von K angeben kann, das u¨ber Q(i) die Norm
i hat, so ist dieses kein Corand und geho¨rt damit einer nicht-trivialen Klasse von
H−1(G,K×) an. Tatsa¨chlich gilt
NK/Q(i)
(
1 + 2i +
√
3i
2
)
=
(1 + 2i)2 − 3 · (−1)
4
=
1− 4 + 3 + 4i
4
= i,
womit nachgewiesen ist, dass die Norm i bei K/Q(i) wirklich auftritt. Die von
(1+2i+
√
3i)/2 erzeugte Klasse aus H−1(G,K×) ist die einzige nicht-triviale Klasse,
denn ansonsten kommt nur die Norm −i u¨ber Q(i) fu¨r Einheiten aus nicht-trivialen
Klassen von H−1(G,K×) in Frage, doch
1 + 2i +
√
3i
2
· 1 + i
1− i
ist ein Element von K mit der Norm −i u¨ber Q(i) und unterscheidet sich von
(1 + 2i +
√
3i)/2 nur um einen Corand. Ein weiterer Erzeuger der nicht-trivialen
Klasse von H−1(G,K×) ist
1 +
√
3
1 + i
,
vgl. Satz 1.10.1.
Als na¨chstes betrachten wir K = Q(
√
2,
√
3) und K = Q(
√
2,
√
17). Auch hier gilt
nach Satz 2.7: Weil K die Klassenzahl 1 hat, wird jede Klasse von H−1(G,K×)
durch eine Einheit von K repra¨sentiert. Die Norm einer Einheit von K u¨ber Q(
√
2)
ist eine Einheit von Q(
√
2). Die Einheitengruppe von Q(
√
2) ist
EQ(
√
2) = {±1}× < 1 +
√
2 >
(vgl. [AZ, S. 63/64]), denn die Grundeinheit vonQ(
√
2) ist 1+
√
2 (vgl. [N, S. 45/46]).
Die Grundeinheit selbst kommt als Norm u¨ber Q(
√
2) von Elementen der Norm 1
u¨ber Q nicht in Frage, weil sie u¨ber Q die Norm −1 hat. Die Gruppe der Einheiten
mit Norm 1 u¨ber Q ist die Untergruppe {±1}× < (1 + √2)2 > von EQ(√2). Im
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Folgenden gilt es zu bestimmen, ob es in K Cora¨nder mit den Normen −1 oder
±(1 + √2)2 u¨ber Q(√2) gibt. Fangen wir mit K = Q(√2,√3) an. Korollar 1.9
liefert, dass −1 genau dann bei Q(√2,√3)/Q(√2) die Norm eines Corandes ist,
wenn die quadratische Form
X21 + 2X
2
2 − 3X23
isotrop ist. Dies triﬀt zu, denn die Kongruenz X2 ≡ −2(3) ist in Z lo¨sbar, vgl. auch
Korollar 1.3. Nach Satz 1.8 ist andererseits das Element
(1 +
√
2)2 =
2 +
√
2
2−√2
von EQ(√2) genau dann bei Q(
√
2,
√
3)/Q(
√
2) die Norm eines Corandes, wenn die
quadratische Form
X21 + (2− 22)X22 − 3X23
eine nicht-triviale Nullstelle besitzt. Das ist nicht der Fall, denn die Kongruenz
X2 ≡ 2(3) ist in Z nicht lo¨sbar, s. o. oder vgl. Korollar 1.3. Demzufolge gibt es
keinen Corand mit der Norm (1 +
√
2)2 u¨ber Q(
√
2). Jedes Element von K mit
der Norm (1 +
√
2)2 u¨ber Q(
√
2) ist demnach kein Corand und liegt somit in einer
nicht-trivialen Klasse von H−1(G,K×). Oﬀenbar ist 1 +
√
2 ein solches. Die von
ihm erzeugte Klasse ist das einzige nicht-triviale Element von H−1(G,K×), wie
wir uns jetzt kurz u¨berlegen wollen. Da die Gruppe H−1(G,K×) den Index 2 hat,
sind (1 +
√
2)4 und u¨berhaupt alle geraden Potenzen von (1 +
√
2)2 Normen von
Cora¨ndern. Ebenso ist nach dem oben Gezeigten −1 Norm eines Corandes. Daher
unterscheidet sich jedes Element der Gruppe {±1}× < (1 +√2)2 > um die Norm
eines Corandes von 1 oder von (1 +
√
2)2 und es folgt dass 1 und 1 +
√
2 die
beiden einzigen Klassen von H−1(G,K×) ausmachen. Um zu K = Q(
√
2,
√
17) zu
kommen, nach Korollar 1.9 ist −1 genau dann bei Q(√2,√17)/Q(√2) die Norm
eines Corandes, wenn die quadratische Form
X21 + 2X
2
2 − 17X23
isotrop ist. Da wegen (−217 ) = 1 die Kongruenz X
2 ≡ 2(17) in Z lo¨sbar ist, gibt es
eine nicht-triviale Nullstelle, vgl. Korollar 1.3. Ob (1+
√
2)2 bei Q(
√
2,
√
17)/Q(
√
2)
die Norm eines Corandes ist, kann man nach Satz 1.8 an der quadratischen Form
X21 + (2− 22)X22 − 17X23
erkennen. Auch sie ist isotrop, denn wegen ( 217 ) = 1 ist die Kongruenz X
2 ≡ 2(17)
in Z lo¨sbar, vgl. auch Korollar 1.3. Damit ist gezeigt, dass im Falle K = Q(
√
2,
√
17)
alle Elemente von K mit der Norm 1 u¨ber Q bereits Cora¨nder sind. Dieses Ergebnis
wird in einem spa¨teren Kapitel von Bedeutung sein.
Wir wenden uns nun K = Q(
√
3,
√
5) und K = Q(
√
3,
√
7) zu. Weil auch hier K
die Klassenzahl 1 hat, wird nach Satz 2.7 jede Klasse von H−1(G,K×) durch eine
Einheit von K repra¨sentiert. Die Norm einer Einheit von K u¨ber Q(
√
3) ist eine
Einheit von Q(
√
3), liegt also in der Einheitengruppe
E
Q(
√
3) = {±1}× < 2 +
√
3 >
von Q(
√
3), vgl. [AZ, S. 63/64]. Dabei ist 2+
√
3 die Grundeinheit von Q(
√
3), vgl.
[N, S. 45/46]. Es stellt sich die Frage, ob es in K Cora¨nder mit den Normen −1
oder ±(2+√3) u¨ber Q(√3) gibt. Betrachten wir als erstes K = Q(√3,√5). Um zu
bestimmen, ob −1 bei Q(√3,√5)/Q(√3) die Norm eines Corandes ist, ziehen wir
gema¨ß Korollar 1.9 die quadratische Form
X21 + 3X
2
2 − 5X23
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heran. Sie ist nicht isotrop, denn wegen (53 ) = −1 ist die Kongruenz X2 ≡ 5(3) in
Z nicht lo¨sbar, vgl. Theorem 1.2. Ob die Grundeinheit
2 +
√
3 =
3 +
√
3
3−√3
von Q(
√
3) bei Q(
√
3,
√
5)/Q(
√
3) die Norm eines Corandes ist, ist nach Satz 1.8
an der quadratischen Form
X21 + (3− 32)X22 − 5X23
zu erkennen. Sie ist ebenfalls nicht isotrop, weil wie gesagt die Kongruenz X2 ≡ 5(3)
wegen (53 ) = −1 in Z nicht lo¨sbar ist, vgl. Theorem 1.2. Nach Satz 1.8 ist schließlich
das Element
−(2 +
√
3) =
1 +
√
3
1−√3
von EQ(√3) genau dann bei Q(
√
3,
√
5)/Q(
√
3) die Norm eines Corandes, wenn die
quadratische Form
X21 + (3− 12)X22 − 5X23
isotrop ist. Auch dieser Fall tritt nicht ein (vgl. Korollar 1.3), denn wegen (−25 ) = −1
ist die Kongruenz X2 ≡ −2(5) in Z nicht lo¨sbar. Im Ergebnis ist also weder −1 noch
2 +
√
3 noch −(2 +√3) die Norm eines Corandes u¨ber Q(√3). Wir ko¨nnen jedoch
sofort Elemente von K angeben, die u¨ber Q(
√
3) gerade diese Normen haben. Es
gilt
NK/Q(
√
3)(2 +
√
5) = −1
sowie
NK/Q(
√
3)
(
1 + 2
√
3 +
√
5
2
)
=
(1 + 2
√
3)2 − 5
4
=
1 + 12− 5 + 4√3
4
= 2 +
√
3
und weiter hat man
NK/Q(
√
3)
(
3 +
√
3 +
√
5 +
√
15
2
)
=
(3 +
√
3)2 − 5(1 +√3)2
4
=
9 + 3− 5− 15 + (6− 10)√3
4
= −(2 +
√
3).
Es handelt sich um Elemente von K der Norm 1 u¨ber Q, die Vertreter nicht-trivialer
Klassen von H−1(G,K×) sind. Genauer gesagt liegen
2 +
√
5,
1 + 2
√
3 +
√
5
2
,
3 +
√
3 +
√
5 +
√
15
2
nach Satz 1.7 in paarweise verschiedenen nicht-trivialen Klassen von H−1(G,K×),
denn auch ihre Quotienten haben u¨ber Q(
√
3) die Normen −1 und ±(2+√3), und
diese Einheiten von Q(
√
3) sind nicht Normen von Cora¨ndern. Weitere nicht-triviale
Klassen aus H−1(G,K×) gibt es nicht, wie wir kurz zeigen wollen. Da H−1(G,K×)
den Index 2 hat, sind alle geraden Potenzen von 2 +
√
3 Normen von Cora¨ndern.
Jedes Element der Einheitengruppe von Q(
√
3) unterscheidet sich also um die Norm
eines Corandes von −1 oder ±(2+√3), so dass sich jedes Element von K mit Norm
1 u¨ber Q um einen Corand von 1 oder einem der oben genannten Elemente von K
unterscheidet. Fu¨r K = Q(
√
3,
√
5) erhalten wir demnach H−1(G,K×)  (Z/2)2.
Kommen wir nun zu K = Q(
√
3,
√
7). Um die Frage zu beantworten, ob −1 bei
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Q(
√
3,
√
7)/Q(
√
3) die Norm eines Corandes ist, betrachten wir gema¨ß Korollar 1.9
die quadratische Form
X21 + 3X
2
2 − 7X23 .
Sie ist nach Theorem 1.2 isotrop, denn es gilt (−37 ) = (
7
3 ) = 1 und somit sind die
Kongruenzen X2 ≡ −3(7) und X2 ≡ 7(3) in Z lo¨sbar. Also ist −1 die Norm eines
Corandes u¨ber Q(
√
3). Um zu erkennen, ob 2+
√
3 bei Q(
√
3,
√
7)/Q(
√
3) die Norm
eines Corandes ist, ziehen wir die quadratische Form
X21 + (3− 32)X22 − 7X23
heran. Diese ist nach Theorem 1.2 nicht isotrop, weil (67 ) = −1 gilt und daher die
Kongruenz X2 ≡ 6(7) in Z nicht lo¨sbar ist. Wenn man ein Element von K angheben
kann, das u¨ber Q(
√
3) die Norm 2 +
√
3 hat, so liegt dieses in einer nicht-trivialen
Klasse von H−1(G,K×). Tatsa¨chlich gilt
NK/Q(
√
3)
(
3 + 3
√
3 +
√
7 +
√
21
2
)
=
(3 + 3
√
3)2 − 7(1 +√3)2
4
=
9 + 27− 7− 21 + (18− 14)√3
4
= 2 +
√
3,
womit ein Element aus einer nicht-trivialen Klasse von H−1(G,K×) gefunden ist.
Genauer wird von
3 + 3
√
3 +
√
7 +
√
21
2
die einzige nicht-triviale Klasse von H−1(G,K×) erzeugt, denn H−1(G,K×) hat
den Index 2, so dass alle geraden Potenzen von 2 +
√
3 Normen von Cora¨ndern
sind. Jedes Element der Einheitengruppe von Q(
√
3) unterscheidet sich demzufolge
um die Norm eines Corandes von 1 oder von 2 +
√
3. Ein weiterer Verteter der
nicht-trivialen Klasse von H−1(G,K×) ist
1 +
√
3
3 +
√
7
,
vgl. Satz 1.16.1.
Als letztes bleibt K = Q(
√
13,
√
17) zu betrachten. Auch in diesem Fall hat K
die Klassenzahl 1, so dass nach Satz 2.7 jede Klasse von H−1(G,K×) durch eine
Einheit von K repra¨sentiert wird. Die Norm einer Einheit von K u¨ber Q(
√
13) ist
eine Einheit von Q(
√
13). Die Einheitengruppe von Q(
√
13) ist
EQ(
√
13) = {±1} ×
〈
3 +
√
13
2
〉
(vgl. [AZ, S. 63/64]), denn die Grundeinheit von Q(
√
13) ist (3 +
√
13)/2 (vgl.
[N, S. 45/46]). Die Grundeinheit (3 +
√
13)/2 hat u¨ber Q die Norm −1 und kann
daher nicht Norm von Elementen von K der Norm 1 u¨ber Q sein. Die Gruppe der
Einheiten von Q(
√
13) mit Norm 1 u¨ber Q ist
{±1} ×
〈(
3 +
√
13
2
)2〉
.
Es gilt zu kla¨ren, was mit Elementen von K der Norm −1 oder ±((3 + √13)/2)2
u¨ber Q(
√
13) ist. Zuna¨chst wollen wir pru¨fen, ob −1 bei Q(√13,√17)/Q(√13) die
Norm eines Corandes ist. Nach Korollar 1.9 ist dies genau dann der Fall, wenn die
quadratische Form
X21 + 13X
2
2 − 17X23
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isotrop ist. Das ist sie (vgl. Theorem 1.2), denn wegen (−1317 ) = (
17
13 ) = 1 sind die
Kongruenzen X2 ≡ −13(17) und X2 ≡ 17(13) u¨ber Z lo¨sbar. Ob
(
3 +
√
13
2
)2
=
13 + 3
√
13
13− 3√13
bei Q(
√
13,
√
17)/Q(
√
13) die Norm eines Corandes ist, ist nach Satz 1.8 an der
quadratischen Form
X21 + (13−
(13
3
)2)
X22 − 17X23
zu erkennen. Genauso kann man auch die quadratische Form
X21 + (13 · 32 − 132)X22 − 17X23
und in einem zweiten Schritt
X21 − 13X22 − 17X23
betrachten. Diese Formen sind ebenfalls isotrop, denn wegen (1317 ) = (
17
13 ) = 1 sind
die Kongruenzen X2 ≡ 13(17) und X2 ≡ 17(13) u¨ber Z lo¨sbar, vgl. Theorem 1.2.
Es folgt, dass die Gruppe H−1(G,K×) fu¨r K = Q(
√
13,
√
17) trivial ist. Dieses
Resultat wird wie das im Fall K = Q(
√
2,
√
17) an spa¨terer Stelle von Bedeutung
sein. 
Im Beweis von Satz 2.18 haben wir explizit Cora¨nder angegeben, welche die nicht-
trivialen Klassen von H−1(G,K×) erzeugen. Das halten wir in einer Tabelle fest:
Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
2, i) 0
Q(
√
3, i) Z/2
1 +
√
3
1 + i
Q(
√
2,
√
3) Z/2 1 +
√
2
Q(
√
2,
√
17) 0
Q(
√
3,
√
5) (Z/2)2 2 +
√
5,
3 +
√
3 +
√
5 +
√
15
2
Q(
√
3,
√
7) Z/2
3 +
√
7
1 +
√
3
Q(
√
13,
√
17) 0
Durch die Betrachtung weiterer Ko¨rper der Klassenzahl 1 erha¨lt man noch eine
Reihe von Beispielen, in denen die Berechnung von H−1(G,K×) auf eine relativ
elementare Art mo¨glich ist. Die Ergebnisse sind auf den folgenden Seiten in Tabellen
wiedergegeben.
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Ko¨rper H−1(G,K×) erzeugendes Element
von H−1(G,K×)
Q(
√
2, i) 0
Q(
√
3, i) Z/2
1 +
√
3
1 + i
Q(
√
5, i) 0
Q(
√
7, i) 0
Q(
√
11, i) Z/2
3 +
√
11
1 + i
Q(
√
13, i) 0
Q(
√
19, i) Z/2
1 +
√
19
3(1 + i)
oder
13 + 3
√
19
1 + i
Q(
√
37, i) 0
Q(
√
43, i) Z/2
5 +
√
43
3(1 + i)
oder
59 + 9
√
43
1 + i
Q(
√
67, i) Z/2
7 +
√
67
3(1 + i)
oder
221 + 27
√
67
1 + i
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Ko¨rper H−1(G,K×) erzeugendes Element
von H−1(G,K×)
Q(
√
2,
√
3) Z/2 1 +
√
2
Q(
√
2,
√
5) Z/2 1 +
√
2 oder 2 +
√
5
Q(
√
2,
√
7) 0
Q(
√
2,
√
11) Z/2 1 +
√
2
Q(
√
2,
√
13) Z/2 1 +
√
2 oder
3 +
√
13
2
oder 18 + 5
√
13
Q(
√
2,
√
17) 0
Q(
√
2,
√
19) Z/2 1 +
√
2
Q(
√
2,
√
23) 0
Q(
√
2,
√
29) Z/2 1 +
√
2 oder
5 +
√
29
2
oder 70 + 13
√
29
Q(
√
2,
√
31) 0
Q(
√
2,
√
37) Z/2 1 +
√
2 oder 6 +
√
37
Q(
√
2,
√
43) Z/2 1 +
√
2
Q(
√
2,
√
47) 0
Q(
√
2,
√
53) Z/2 1 +
√
2 oder
7 +
√
53
2
oder 182 + 25
√
53
Q(
√
2,
√
59) Z/2 1 +
√
2
Q(
√
2,
√
61) Z/2 1 +
√
2 oder
6 +
√
61
5
Q(
√
2,
√
67) Z/2 1 +
√
2
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Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
3,
√
5) (Z/2)2
1 +
√
5
2
oder 2 +
√
5,
3 +
√
3 +
√
5 +
√
15
2
Q(
√
3,
√
7) Z/2
3 +
√
7
1 +
√
3
Q(
√
3,
√
11) 0
Q(
√
3,
√
13) 0
Q(
√
3,
√
17) Z/2
1 +
√
17
4
oder 4 +
√
17 oder
5 +
√
17
2(1 +
√
3)
Q(
√
3,
√
19) 0
Q(
√
3,
√
23) Z/2
5 +
√
23
1 +
√
3
Q(
√
3,
√
29) (Z/2)2
5 +
√
29
2
oder 70 + 13
√
29,
9 + 3
√
3 +
√
29 +
√
87
2
Q(
√
3,
√
31) Z/2
7 +
√
31
3(1 +
√
3)
oder
39 + 7
√
31
1 +
√
3
Q(
√
3,
√
37) 0
Q(
√
3,
√
41) Z/2
5 +
√
41
4
oder 32 + 5
√
41 oder
7 +
√
41
2(1 +
√
3)
Q(
√
3,
√
43) 0
Q(
√
3,
√
47) Z/2
7 +
√
47
1 +
√
3
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Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
5,
√
7) (Z/2)2
1 +
√
5
2
oder 2 +
√
5,
7 + 3
√
5 + 3
√
7 +
√
35
2
Q(
√
5,
√
11) 0
Q(
√
5,
√
13) Z/2
1 +
√
5
2
oder 2 +
√
5
oder
3 +
√
13
2
oder 18 + 5
√
13
Q(
√
5,
√
17) Z/2
1 +
√
5
2
oder 2 +
√
5
oder
1 +
√
17
4
oder 4 +
√
17
Q(
√
5,
√
19) 0
Q(
√
5,
√
23) (Z/2)2
1 +
√
5
2
oder 2 +
√
5,
23 + 5
√
5 + 5
√
23 +
√
115
6
Q(
√
5,
√
31) 0
Q(
√
5,
√
37) Z/2
1 +
√
5
2
oder 2 +
√
5
oder
1 +
√
37
6
oder 6 +
√
37
Q(
√
5,
√
41) 0
Q(
√
5,
√
43) (Z/2)2
1 +
√
5
2
oder 2 +
√
5,
43 + 15
√
5 + 5
√
43 + 3
√
215
6
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Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
7,
√
11) Z/2
3 +
√
7
3 +
√
11
Q(
√
7,
√
13) (Z/2)2
3 +
√
13
2
oder 18 + 5
√
13,
7 +
√
7 +
√
13 +
√
91
6
Q(
√
7,
√
17) Z/2
1 +
√
17
4
oder 4 +
√
17
Q(
√
7,
√
19) Z/2
3(3 +
√
7)
1 +
√
19
oder
3 +
√
7
13 + 3
√
19
Q(
√
7,
√
23) 0
Q(
√
7,
√
29) 0
Q(
√
7,
√
31) 0
Q(
√
7,
√
37) 0
Q(
√
7,
√
41) Z/2
5 +
√
41
4
oder 32 + 5
√
41
Q(
√
7,
√
43) Z/2
3(3 +
√
7)
5 +
√
43
oder
3 +
√
7
59 + 9
√
43
Q(
√
7,
√
47) 0
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Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
11,
√
13) (Z/2)2
3 +
√
13
2
oder 18 + 5
√
13,
11 + 3
√
11 + 3
√
13 +
√
143
2
Q(
√
11,
√
17) Z/2
1 +
√
17
4
oder 4 +
√
17
Q(
√
11,
√
19) 0
Q(
√
11,
√
23) Z/2
3 +
√
11
5 +
√
23
Q(
√
11,
√
29) (Z/2)2
5 +
√
29
2
oder 70 + 13
√
29,
11 + 3
√
11 + 3
√
29 +
√
319
6
Q(
√
11,
√
31) Z/2
3(3 +
√
11)
7 +
√
31
oder
3 +
√
11
39 + 7
√
31
Q(
√
11,
√
37) 0
Q(
√
11,
√
41) Z/2
5 +
√
41
4
oder 32 + 5
√
41
Q(
√
11,
√
47) Z/2
3 +
√
11
7 +
√
47
59
Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
13,
√
17) 0
Q(
√
13,
√
19) (Z/2)2
3 +
√
13
2
oder 18 + 5
√
13,
19 + 5
√
13 + 5
√
19 +
√
247
6
Q(
√
13,
√
23) 0
Q(
√
13,
√
29) 0
Q(
√
13,
√
31) (Z/2)2
3 +
√
13
2
oder 18 + 5
√
13,
31 + 7
√
13 + 7
√
31 +
√
403
18
Q(
√
13,
√
37) Z/2
3 +
√
13
2
oder 18 + 5
√
13
oder
1 +
√
37
6
oder 6 +
√
37
Q(
√
13,
√
41) Z/2
3 +
√
13
2
oder 18 + 5
√
13
oder
5 +
√
41
4
oder 32 + 5
√
41
Q(
√
13,
√
47) (Z/2)2
3 +
√
13
2
oder 18 + 5
√
13,
47 + 9
√
13 + 9
√
47 +
√
611
34
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Ko¨rper H−1(G,K×) erzeugende Elemente
von H−1(G,K×)
Q(
√
17,
√
23) Z/2
1 +
√
17
4
oder 4 +
√
17
Q(
√
17,
√
29) Z/2
1 +
√
17
4
oder 4 +
√
17
oder
5 +
√
29
2
oder 70 + 13
√
29
Q(
√
17,
√
31) Z/2
1 +
√
17
4
oder 4 +
√
17
Q(
√
17,
√
37) Z/2
1 +
√
17
4
oder 4 +
√
17
oder
1 +
√
37
6
oder 6 +
√
37
Q(
√
19,
√
23) Z/2
1 +
√
19
3(5 +
√
23)
oder
13 + 3
√
19
5 +
√
23
Q(
√
19,
√
29) (Z/2)2
5 +
√
29
2
oder 70 + 13
√
29,
19 + 3
√
19 + 3
√
29 +
√
551
10
Q(
√
19,
√
37) (Z/2)2
1 +
√
37
6
oder 6 +
√
37,
19 +
√
19 +
√
37 +
√
703
18
Q(
√
19,
√
47) Z/2
1 +
√
19
3(7 +
√
47)
oder
13 + 3
√
19
7 +
√
47
Q(
√
29,
√
37) Z/2
5 +
√
29
2
oder 70 + 13
√
29
oder
1 +
√
37
6
oder 6 +
√
37
Q(
√
29,
√
41) Z/2
5 +
√
29
2
oder 70 + 13
√
29
oder
5 +
√
41
4
oder 32 + 5
√
41
Q(
√
37,
√
41) 0
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3. Zur Bestimmung von H−1(G,K×) fu¨r galoissche Erweiterungen
algebraischer Zahlko¨rper
In diesem Kapitel soll gezeigt werden, wie die Gruppe H−1(G,K×) im Falle einer
biquadratischen Erweiterung K/k algebraischer Zahlko¨rper mit der Galoisgruppe
G  (Z/2)2 unter Anwendung der kohomologischen Fassung der Klassenko¨rpertheo-
rie nach Tate bestimmt werden kann. Wir formulieren sogleich das zentrale
3.1 Theorem. Sei K/k eine biquadratische Erweiterung algebraischer Zahlko¨rper,
mit Galoisgruppe G  (Z/2)2. Dann ist H−1(G,K×) bis auf Isomorphie vollsta¨ndig
bestimmt durch die Anzahl n der Stellen p von k mit lokaler Galoisgruppe Gp = G.
Genauer gilt fu¨r alle n ≥ 0
H−1(G,K×)  (Z/2)n−1,
wobei (Z/2)−1 = 0 im Falle n = 0 zu lesen ist. Jede Zahl n ≥ 0 la¨sst sich fu¨r eine
biquadratische Erweiterung K/Q realisieren.
Der Beweis von Theorem 3.1 wird sich u¨ber das gesamte Kapitel und einen Teil
des folgenden Kapitels erstrecken. In diesem Kapitel werden wir die Gleichung
H−1(G,K×)  (Z/2)n−1 beweisen, wobei der Fall n = 0 die eigentliche Schwie-
rigkeit darstellen wird. Wie in der Einleitung bereits na¨her ausgefu¨hrt werden wir
das Problem auf zwei verschiedene Weisen angehen: einmal soweit wie mo¨glich mit
klassisch-zahlentheoretischenMitteln, wobei wir auf Resultate von Kapitel 2 zuru¨ck-
greifen, zum anderen auf rein kohomologischem Wege. In Kapitel 4 schließlich wer-
den wir zeigen, dass sich jedes n ≥ 0 fu¨r eine biquadratische Erweiterung K/Q
realisieren la¨sst und dass jede der zweielementigen Untergruppen von G als lokale
Galoisgruppe auftritt (dies werden wir im Fall n = 0 beno¨tigen).
3.i Zur kohomologischen Fassung der Klassenko¨rpertheorie nach Tate
Es sei K/k eine galoissche Erweiterung algebraischer Zahlko¨rper mit Galoisgruppe
G. Anders als bei der Betrachtung lokaler Ko¨rper wird in dieser Situation nicht
direkt mit der multiplikativen Gruppe K× von K gearbeitet, sondern es wird mit der
Idelgruppe IK von K ein weitererG-Modul in das Geschehen einbezogen. Bezeichnet
P(K) die Menge aller Stellen (A¨quivalenzklassen von Absolutbetra¨gen) von K, so
gilt nach Deﬁnition
IK = {(αp)p ∈
∏
p∈P(K)
K×p : αp ∈ Up fu¨r fast alle Stellen p},
wobei Kp die Komplettierung von K bzgl. p und Up die Elemente vom Betrag 1
bezeichnet. Da jedes a ∈ K× eine Einheit fu¨r fast alle Stellen p von K ist, besteht
eine natu¨rliche Inklusion K× → IK , a → (αp)p, mit αp = a fu¨r alle p, und man
erha¨lt eine kurze exakte Sequenz von G-Moduln
1 → K× → IK → CK → 1
Die Faktorgruppe CK = IK/K× ist die Idelklassengruppe von K, vgl. [AZ, S. 58].
Zu dieser kurzen exakten Sequenz von Koeﬃzientenmoduln geho¨rt die lange exakte
Kohomologiesequenz der Tate-Kohomologiegruppen der endlichen Gruppe G
→ Hi−1(G, IK)→ Hi−1(G,CK) → Hi(G,K×)→ Hi(G, IK)→ Hi(G,CK) →
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(siehe etwa [CF, S. 102]). An dieser Stelle kommt nun die kohomologische Fassung
der Klassenko¨rpertheorie nach Tate hinzu, nach der fu¨r alle i ∈ Z kanonische Iso-
morphismen
Hi(G,CK)  Hi−2(G,Z)
bestehen, siehe [CF, S. 197]. Außerdem gilt fu¨r alle i ∈ Z
Hi(G, IK) 
⊕
p∈P(k)
Hi(Gp,K×p ) 
⊕
p∈P(k)
Hi−2(Gp,Z),
auch dies kanonisch ([CF, S. 177]). Die Summe erstreckt sich jeweils u¨ber alle
p ∈ P(k), und mit Gp wird fu¨r jede Stelle p des Grundko¨rpers k die Zerlegungs-
gruppe von P in Bezug auf die Erweiterung K/k bezeichnet, wobei P eine der u¨ber
p liegenden Stellen von K ist; dann ist Gp eine Untergruppe von G, die mit der
lokalen Galoisgruppe G(KP/kp) identiﬁziert werden kann ([AZ, S. 105]; vgl. auch
Kapitel 4). Genauer gesagt unterscheiden sich die Gruppen GP fu¨r die p teilenden
Stellen P von K voneinander um kanonische Isomorphismen; im Falle einer abel-
schen Erweiterung K/k sind sie alle gleich, vgl. Abschnitt 4.i. Im zweiten Schritt
wurde verwendet, dass wiederum nach Tate im Falle einer galoisschen Erweiterung
lokaler Ko¨rper L/E stets Hi(G(L/E), L×)  Hi−2(G(L/E),Z) gilt.
Unter Verwendung dieser Isomorphismen pra¨sentieren sich die Abbildungen
g : Hi(G, IK)→ Hi(G,CK)
in der langen exakten Kohomologiesequenz nun als Abbildungen
g :
⊕
p∈P(k)
Hi−2(Gp,Z) → Hi−2(G,Z)
und nach [CF, S. 198] gilt
g((zp)p) =
∑
p∈P(k)
cor
Gp
G (zp),
mit den Corestriktionsabbildungen
cor
Gp
G : H
i−2(Gp,Z)→ Hi−2(G,Z).
Wir sind interessiert an der Gruppe H−1(G,K×). Nach dem Vorangegangenen gibt
es eine exakte Sequenz
⊕
p∈P(k)
H−4(Gp,Z)→ H−4(G,Z) → H−1(G,K×) →
⊕
p∈P(k)
H−3(Gp,Z) → H−3(G,Z)
Nun stimmen die Tate-Kohomologiegruppen H−q(G,M) einer endlichen
Gruppe G in Dimensionen −q < −1 mit den (gewo¨hnlichen) Homologiegruppen
Hq−1(G,M) von G u¨berein, und die Corestriktionsabbildung
corUG : H
−q(U,M)→ H−q(G,M)
fu¨r eine Untergruppe i : U ↪→ G von G ist gleich der induzierten (funktoriellen)
Abbildung
i∗ : Hq−1(U,M)→ Hq−1(G,M)
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([CF, S. 104], [B, S. 80, 130]). Es ergibt sich daher die folgende exakte Sequenz (die
Homologiegruppen haben Koeﬃzienten in Z, mit trivialer Gruppenoperation)
⊕
p∈P(k)
H3(Gp)→ H3(G) → H−1(G,K×) →
⊕
p∈P(k)
H2(Gp) → H2(G),
und die a¨ußersten linken und rechten Abbildungen sind die Summe der von den
Inklusionen i : Gp ↪→ G induzierten Abbildungen.
Bemerkung. Nach dem Vorangegangenen gilt fu¨r eine galoissche Erweiterung L/E
lokaler Ko¨rper H−1(G(L/E), L×)  H−3(G(L/E),Z)  H2(G(L/E),Z), insbeson-
dere ha¨ngt der Isomorphietyp der Gruppe H−1(G(L/E), L×) nur von der Gruppe
G(E/L) ab und nicht von der Ko¨rpererweiterung (die Gruppe H2(G,Z) wird auch
als Schur-Multiplikator der Gruppe G bezeichnet). Wie sich zeigen wird, bleibt dies
nicht mehr richtig fu¨r galoissche Erweiterungen algebraischer Zahlko¨rper (globaler
Ko¨rper).
3.ii Biquadratische Erweiterungen
Die Ergebnisse von Abschnitt 3.i sollen nun auf biquadratische Erweiterungen
K/k algebraischer Zahlko¨rper, mit Galoisgruppe G = (Z/2)2, angewandt werden,
mit dem Ziel der Bestimmung der Gruppe H−1(G,K×). Wir beginnen mit einigen
Kommentaren zur Berechnung der Homologiegruppen in der exakten Sequenz am
Ende von Abschnitt 3.i.
Nach der Ku¨nneth-Formel fu¨r die Homologie von Gruppen gibt es eine spaltende
exakte Sequenz ([B, S. 120],[HS, S .223])
0 →
⊕
i+j=n
Hi(Z/2)⊗Hj(Z/2)→ Hn((Z/2)2)→
⊕
i+j=n−1
Tor(Hi(Z/2), Hj(Z/2))→ 0,
insbesondere ist Hn((Z/2)2) isomorph zur direkten Summe der beiden a¨ußeren
Gruppen. Zur Berechnung dieser Gruppen machen wir die folgenden Bemerkun-
gen.
Fu¨r eine zyklische Gruppe Z/n der Ordnung n ist H0(Z/n)  Z, Hi(Z/n)  Z/n
fu¨r ungerades i und Hi(Z/n) = 0 in allen anderen Fa¨llen (vgl. [B, S. 35]).
Der Torsionsfunktor Tor = TorZ1 hat folgende Eigenschaften (vgl. [SZ, S. 260]).
1. Ist A eine freie abelsche Gruppe und B eine beliebige abelsche Gruppe, so gilt
Tor(A,B) = 0.
2. Sei G eine beliebige abelsche Gruppe. Fu¨r alle n ∈ N ist Tor(Z/n,G) =
{g ∈ G | ng = 0}.
3. Aus 2. folgt, dass Tor(Z/n,A) = 0 fu¨r jedes n ∈ N und jede torsionsfreie abelsche
Gruppe A.
4. Aus 2. folgt, dass Tor(Z/m,Z/n)  Z/d, fu¨r m,n ∈ N mit dem gro¨ßten gemein-
samen Teiler d.
Andererseits gilt fu¨r das Tensorprodukt abelscher Gruppen
1. Fu¨r jede abelsche Gruppe A ist A⊗ Z  Z⊗A  A.
2. Fu¨r m,n ∈ N mit gro¨ßtem gemeinsamen Teiler d ist Z/m⊗ Z/n  Z/d.
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Unter Verwendung dieser Eigenschaften ergibt sich nun aus der Ku¨nneth Formel
H3((Z/2)2)
 H0(Z/2)⊗H3(Z/2) ⊕ H3(Z/2)⊗H0(Z/2) ⊕ Tor(H1(Z/2), H1(Z/2))
 Z⊗ Z/2 ⊕ Z/2⊗ Z ⊕ Tor(Z/2,Z/2);
 Z/2⊕ Z/2⊕ Z/2 = (Z/2)3;
H2((Z/2)2)  H1(Z/2)⊗H1(Z/2)  Z/2.
Wir wenden uns nun wieder der exakten Homologiesequenz aus Abschnitt 3.i zu:
⊕
p∈P(k)
H3(Gp)→ H3(G) → H−1(G,K×) →
⊕
p∈P(k)
H2(Gp) → H2(G);
wie in Abschnitt 3.i bemerkt, werden die Abbildungen i∗ : Hq(Gp) → Hq(G) von
den Inklusionen i : Gp ↪→ G induziert.
Die lokalen Galoisgruppen Gp sind zyklisch oder isomorph zu G = (Z/2)2. Bei
der Bestimmung von H−1(G,K×) ko¨nnen nun zwei verschiedene Fa¨lle auftreten, je
nachdem ob eine der lokalen Galoisgruppen Gp isomorph zu G = (Z/2)2 ist oder
nicht, wobei der erste der einfachere ist und im folgenden der nicht-singula¨re Fall
genannt wird.
Im nicht-singula¨ren Fall ist die Abbildung ⊕pH3(Gp) → H3(G) oﬀensichtlich surjek-
tiv, und H−1(G,K×) ist daher isomorph zum Kern der Abbildung
⊕pH2(Gp) → H2(G). Nun ist H2(Z/2) trivial und H2(Z/2)2)  Z/2. Bezeichnet
n ≥ 1 die Anzahl der Stellen p von k mit Gp  (Z/2)2, so gilt daher ⊕pH2(Gp) 
(Z/2)n, und es folgt H−1(G,K×)  (Z/2)n−1 (eine Untergruppe vom Index zwei
in ⊕pH2(Gp)). Die Aufgabe besteht demnach darin, die Anzahl der Stellen p mit
Gp = G anzugeben. Sie ist stets endlich, kann jeden beliebigen Wert von n anneh-
men und ohne Schwierigkeiten fu¨r jede biquadratische Erweiterung u¨ber Q bestimmt
werden (vgl. Kapitel 4). Insbesondere gilt Hilberts Satz 90 im nicht-singula¨ren Fall
genau dann, wenn genau eine der lokalen Galoisgruppen isomorph zu (Z/2)2 ist.
Soviel zum nicht-singula¨ren Fall; nun soll der singula¨re Fall behandelt werden, der
dann vorliegt, wenn keine der lokalen Galoisgruppen isomorph zu (Z/2)2 ist. In
dieser Situation ist jedes Gp entweder trivial oder isomorph zu Z/2. Dann ist
⊕pH2(Gp) trivial und H−1(G,K×) folglich isomorph zum Cokern der Abbildung
⊕pH3(Gp) → H3(G)  (Z/2)3.
Wir bemerken zuna¨chst, dass die von einer Inklusionen i : Gp ↪→ G induzierte
Abbildung i∗ : H3(Gp) → H3(G) injektiv ist fu¨r jede der lokalen Galoisgruppen
Gp  Z/2. Dazu betrachte man eine Projektion p : G → Gp, mit p ◦ i = idGp . Aus
der Funktorialita¨t der gewo¨hnlichen Homologie von Gruppen ergibt sich dann fu¨r
die induzierten Abbildungen der Homologiegruppen (p ◦ i)∗ = p∗ ◦ i∗ = (idGp)∗ =
idH3(Gp). Daher ist i∗ injektiv.
Es stellt sich daher die Frage, wie H3(Gp) fu¨r eine lokale Galoisgruppe Gp  Z/2
in die Gruppe H3(G)  (Z/2)3 abgebildet wird. Es seien U1, U2 und U3 die drei
Untergruppen der Ordnung zwei von G  U1 × U2. Nach der Ku¨nneth-Formel ist
H3(U1 × U2)  H3(U1)⊗H0(U2) ⊕ H0(U1)⊗H3(U2) ⊕ Tor(H1(U1), H1(U2)).
Nach [B, S. 120] wird H3(U1) auf den Summanden H3(U1) ⊗H0(U2)  Z/2 abge-
bildet, H3(U2) auf den Summanden H0(U1) ⊗H3(U2)  Z/2 (oder man verwende
die Natu¨rlichkeit der Ku¨nneth-Formel, angewandt auf die kanonischen Inklusionen
U1 × 0 ↪→ U1 × U2 und 0 × U2 ↪→ U1 × U2). Wir werden in Kapitel 4 zeigen, dass
jede der drei Untergruppen U1, U2 und U3 als lokale Galoisgruppe vorkommt. Das
Bild der Abbildung ⊕pH3(Gp)→ H3(G) entha¨lt daher die Untergruppe
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H3(U1)⊗H0(U2) ⊕ H0(U1)⊗H3(U2),
isomorph zu (Z/2)2, von H3(G)  (Z/2)3, und der Cokern dieser Abbildung ist
daher entweder trivial oder isomorph zu Z/2. Es stellt sich die Frage, wie H3(U3)
nach H3(G) abgebildet wird, oder genauer, ob das Bild von H3(U3) nicht-trivial auf
den Summmanden Tor(H1(U1), H1(U2)) von H3(G) projeziert. Diese Frage werden
wir spa¨ter auf zwei verschiedene Arten direkt beantworten.
Es sei noch angemerkt, dass man das Ergebnis
H2(Z/2) = 0, H2((Z/2)2)  Z/2,
H3(Z/2)  Z/2, H3((Z/2)2)  (Z/2)3
auch in der Form
H2(Z/2,Q/Z) = 0, H2((Z/2)2,Q/Z)  Z/2,
H3(Z/2,Q/Z)  Z/2, H3((Z/2)2,Q/Z)  (Z/2)3
schreiben kann. Dies werden wir in Abschnitt 3.iv gebrauchen. Zur Begru¨ndung sei
erwa¨hnt, dass fu¨r endliche Gruppen G und alle p ∈ Z aufgrund des in Abschnitt 3.iv
formulierten Dualita¨tstheorems 3.3 (s. [AW],[B, S. 144ﬀ]) Isomorphien
Hp(G,Z)  H−p(G,Z)
bestehen, dass weiter fu¨r alle p ≥ 2 per Deﬁnition die Gleichung
H−p(G,Z) = Hp−1(G)
gilt (s. [B, S. 128]) und dass aufgrund der exakten Sequenz
0→ Z→ Q→ Q/Z→ 0
von G-Moduln wegen Hp(G,Q) = 0 fu¨r alle p ∈ Z die Gleichungen
Hp(G,Z) = Hp−1(G,Q/Z)
folgen, p ∈ Z.
3.iii Der zahlentheoretische Beweis
Nach den Betrachtungen des letzten Abschnittes wissen wir, dass im singula¨ren
Fall n = 0 entweder stets H−1(G,K×) = 1 oder stets H−1(G,K×)  Z/2 ist (un-
abha¨ngig von der Erweiterung K/k). Es genu¨gt daher, die Gruppe H−1(G,K×)
im singula¨ren Fall fu¨r eine spezielle Erweiterung zu kennen, um die Frage all-
gemein zu beantworten. Hier helfen uns nun die Ergebnisse von Kapitel 2, denn
nach Satz 2.18 wissen wir, dass die Gruppe H−1(G,K×) der Erweiterung K/Q fu¨r
K = Q(
√
2,
√
17) und K = Q(
√
13,
√
17) trivial ist. Hier liegt jeweils der singula¨re
Fall vor, genauso wie fu¨r K = Q(
√
5,
√
41), K = Q(
√
13,
√
29) (s. die Tabellen in
Kapitel 2). Wir ko¨nnen also schließen, dass die Gruppe H−1(G,K×) im singula¨ren
Fall stets trivial ist.
3.iv Ein Beweis per Funktorialita¨t
In diesem Abschnitt soll der folgende Satz unter Verwendung allgemeiner kohomo-
logischer Methoden bewiesen werden.
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3.2 Satz. Sei G = Z/2 × Z/2 und seien G1, G2, G3 die drei Untergruppen der
Ordnung 2 von G. Dann ist die Abbildung
g :
3∐
i=1
H−4(Gi,Z) −→ H−4(G,Z),
die fu¨r
∑
i zi ∈
∐3
i=1 H
−4(Gi,Z) durch
g
(∑
i
zi
)
=
∑
i
corGiG zi
gegeben ist, ein Isomorphismus.
Zu Satz 3.2 sei als erstes angemerkt, dass alle darin vorkommenden Kohomologie-
gruppen endliche Gruppen sind. Desweiteren sind sie, wie wir bereits gesehen haben,
alle der Berechnung zuga¨nglich: nach dem in Abschnitt 3.ii Gezeigten gilt
H−4(Gi,Z) = H3(Gi,Z)  Z/2
H−4(G,Z) = H3(G,Z)  (Z/2)3
und demzufolge hat man
3∐
i=1
H−4(Gi,Z)  H−4(G,Z)  (Z/2)3.
Aus diesem Grund genu¨gt es, die Surjektivita¨t von g zu zeigen, d. h.
(1) coker
(
3∐
i=1
H−4(Gi,Z)
cor−→ H−4(G,Z)
)
= 0.
Diese Aussage kann mithilfe eines fundamentalen Dualita¨tssatzes der Kohomologie
von endlichen Gruppen wie folgt umgewandelt werden. Der Dualita¨tssatz lautet
(s. [AW],[B, S. 144ﬀ])
3.3 Theorem. Sei A eine endliche Gruppe der Ordnung n. Dann ist fu¨r jedes p ∈ Z
das cup-Produkt
Hp(A,Z)×H−p(A,Z) −→ H0(A,Z)  Z/nZ
eine nicht-ausgeartete Paarung.
Insbesondere gilt nach diesem Satz, dass fu¨r alle p ∈ Z die Gruppen Hp(A,Z) und
H−p(A,Z) zueinander dual sind, wenn A eine endliche Gruppe ist. Daru¨ber hinaus
gilt fu¨r jede Untergruppe A′ ⊂ A, dass die Restriktion
resAA′ : H
p(A,Z) −→ Hp(A′,Z)
dual ist zur Corestriktion
corA
′
A : H
−p(A′,Z) −→ H−p(A,Z).
Bezeichnet man die Inklusion A′ ↪→ A mit ι, so heißt das fu¨r p ≥ 2 anders gesagt,
dass die funktorielle Abbildung
ι∗ : Hp(A,Z) −→ Hp(A′,Z)
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der Kohomologiegruppen zur funktoriellen Abbildung
ι∗ : Hp−1(A′,Z) −→ Hp−1(A,Z)
der dualen Homologiegruppen dual ist. Weiter ist bekannt, dass die zu einer direkten
Summe duale Gruppe das direkte Produkt der dualen Gruppen ist:
(∐
i
Ai
)∧
=
∏
i
A∧i .
Die Aussage (1) ist aus Dualita¨tsgru¨nden also gleichbedeutend mit der Aussage
(2) ker
(
H4(G,Z) res−→
3∏
i=1
H4(Gi,Z)
)
= 0,
vgl. [T, S. 198], wie durch Anwendung des folgenden Lemmas zu erkennen ist.
3.4 Lemma. Es seien A und B endliche abelsche Gruppen und ϕ : A → B ein
Gruppenhomomorphismus. Fu¨r den zu ϕ dualen Homomorphismus ϕˆ : B∧ → A∧
gilt dann
ker(ϕˆ)  coker(ϕ)∧  coker(ϕ),
wobei die zweite Isomorphie nicht kanonisch ist.
Beweis: Nach Deﬁnition sind die dualen Gruppen durch
A∧ = Hom(A,Q/Z), B∧ = Hom(B,Q/Z)
gegeben und die auf B∧ deﬁnierte duale Abbildung ϕˆ durch
ϕˆ(χ)(a) = χ(ϕ(a)), a ∈ A
fu¨r χ ∈ B∧. Fu¨r den Kern von ϕˆ gilt damit
ker(ϕˆ) = {χ ∈ B∧|χ ◦ ϕ = 0} = {χ ∈ Hom(B,Q/Z)|χ|imϕ = 0},
ker(ϕˆ)  Hom(B/imϕ,Q/Z) = coker(ϕ)∧,
womit die erste Isomorphie gezeigt ist. Fu¨r jede endliche abelsche Gruppe besteht
eine nicht kanonische Isomorphie zur dualen Gruppe; dies liefert angewandt auf
coker(ϕ) die zweite Aussage des Lemmas. 
Im folgenden geht es darum, die Aussage (2) zu beweisen. Dazu soll diese noch
einmal anders formuliert werden, indem wir zu Koeﬃzienten in Q/Z u¨bergehen.
Zuna¨chst stellen wir fest
3.5 Lemma. Fu¨r alle p ∈ Z bestehen kommutative Diagramme
Hp−1(G,Q/Z) res−−−−→ ∏3i=1 Hp−1(Gi,Q/Z)
δ
⏐⏐
⏐⏐δ
Hp(G,Z) res−−−−→ ∏3i=1 Hp(Gi,Z)
mit natu¨rlichen Isomorphismen δ.
Beweis: Fu¨r A = G und A = G1, G2, G3 gehen wir von der kurzen exakten Sequenz
0→ Z→ Q→ Q/Z→ 0
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von A-Moduln aus, wobei Z, Q und Q/Z jeweils mit der trivialen A-Modulstruktur
versehen seien. Ein Stu¨ck der zugeho¨rigen langen exakten Kohomologiesequenz lau-
tet
Hp−1(A,Q)→ Hp−1(A,Q/Z) δ→ Hp(A,Z) → Hp(A,Q)
mit der (p − 1)-ten Randabbildung δ = δp−1. Wir wollen uns kurz u¨berlegen, dass
hierbei
Hp−1(A,Q) = Hp(A,Q) = 0
gilt, weil die Ordnung n von A in Q invertierbar ist. Die Multiplikation mit n stellt
einen Isomorphismus der abelschen Gruppe Q dar, dessen Umkehrabbildung durch
die Multiplikation mit 1/n gegeben ist. Anwendung der Funktoren Hp−1(A, ·) und
Hp(A, ·) auf n=n · id liefert daher Isomorphismen von Hp−1(A,Q) bzw. Hp(A,Q),
wobei es sich wegen der Additivita¨t von H in der zweiten Komponente wiederum
um n= n· id, die Multiplikation mit n, handelt. Andererseits werden jedoch beide
Gruppen durch n annulliert:
n ·Hp−1(A,Q) = 0, n ·Hp(A,Q) = 0,
vgl. [B,S. 84], so dass Hp−1(A,Q) und Hp(A,Q) wie behauptet verschwinden. Es
bezeichne ιi die Inklusion Gi ↪→ G. Aufgrund der Natu¨rlichkeit aller vorkommenden
Abbildungen erhalten wir fu¨r i = 1, 2, 3 kommutative Diagramme
0  Hp−1(G,Q/Z)
δ 
ι∗i

Hp(G,Z) 
ι∗i

0
0  Hp−1(Gi,Q/Z)
δ  Hp(Gi,Z)  0
und weil es sich bei den funktoriellen Abbildungen ι∗i gerade um die Restriktionen
resGGi handelt, vgl. [B, S. 80], folgt insgesamt die Behauptung. 
Nach Lemma 3.5 ist die Aussage (2) zu
(3) ker
(
H3(G,Q/Z) res−→
3∏
i=1
H3(Gi,Q/Z)
)
= 0
a¨quivalent. Die Idee ist nun, zuna¨chst Koeﬃzienten in F2 zu betrachten und den
Kern der Abbildung
H3(G,F2)
res−→
3∏
i=1
H3(Gi,F2)
zu bestimmen, um dann anschließend einen Vergleich mit der zu untersuchenden
Abbildung anzustellen. Den Zusammenhang liefert das folgende
3.6 Lemma. Fu¨r A = Z/2 und A = Z/2 × Z/2 bestehen natu¨rliche kurze exakte
Sequenzen
0 → H2(A,Q/Z)→ H3(A,F2)→ H3(A,Q/Z)→ 0.
Beweis: Man betrachte die kurze exakte Sequenz
0 −→ F2 −→ Q/Z 2−→ Q/Z −→ 0.
Versieht man F2 und Q/Z jeweils mit der trivialen A-Modulstruktur, so handelt es
sich um eine kurze exakte Sequenz von A-Moduln. Diese vermittelt eine lange exakte
Kohomologiesequenz (s. [AW] oder [B]); insbesondere erha¨lt man die Teilsequenz
H2(A,Q/Z) 2→ H2(A,Q/Z)→ H3(A,F2)→ H3(A,Q/Z) 2→ H3(A,Q/Z).
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Hierzu sei angemerkt, dass der Funktor H in der zweiten Komponente additiv ist,
weshalb die Abbildung 2 = id + id von Q/Z fu¨r alle p ∈ Z unter Hp(A, ·) auf die
Abbildung 2=id+ id von Hp(A,Q/Z) abgebildet wird. Nach dem in Abschnitt 3.ii
Gezeigten gilt fu¨r die erste Gruppe der Sequenz
H2(A,Q/Z) 
{
0 fu¨r A = Z/2
Z/2 fu¨r A = Z/2× Z/2
und damit hat sie den Exponenten 2, so dass die Abbildung 2=id + id die Nullab-
bildung von H2(A,Q/Z) ist. Man erha¨lt also die exakte Sequenz
0 → H2(A,Q/Z)→ H3(A,F2) → H3(A,Q/Z)2 → 0
mit
H3(A,Q/Z)2 = {α ∈ H3(A,Q/Z)|2α = 0}.
Nach dem in Abschnitt 3.ii Gezeigten gilt
H3(A,Q/Z) 
{
Z/2 fu¨r A = Z/2
(Z/2)3 fu¨r A = Z/2× Z/2
und daher hat auch H3(A,Q/Z) den Exponenten 2, woraus nun schließlich die
Gleichheit H3(A,Q/Z)2 = H3(A,Q/Z) folgt. 
Das Lemma 3.6 stellt wie gesagt die Verbindung zu Koeﬃzienten in F2 her. Bevor
wir mit dem Beweis von Satz 3.2 beginnen, formulieren wir
3.7 Satz. Sei G = Z/2 × Z/2 und seien G1, G2, G3 die drei Untergruppen der
Ordnung 2 von G. Dann gilt
ker
(
H3(G,F2)
res−→
3∏
i=1
H3(Gi,F2)
)
 Z/2.
Den Beweis verschieben wir auf spa¨ter. Mit dem soeben vorgefu¨hrten Satz 3.7 liegt
alles bereit und wir widmen uns nunmehr dem
Beweis von Satz 3.2: Im folgenden geht es um Kohomologiegruppen von U = Z/2
und G = U × U mit verschiedenen Koeﬃzienten. Es bezeichne ιi die Inklusion
U = Gi ↪→ G (i = 1, 2, 3). Fu¨r die trivialen G-Moduln M = F2 und M = Q/Z
betrachte man die funktorielle Abbildung
H3(G,M)
ι∗=(ι∗1 ,ι
∗
2,ι
∗
3)  H3(U,M)3
und fu¨r M = Q/Z auch noch die Abbildung
H2(G,Q/Z)
ι∗=(ι∗1,ι
∗
2,ι
∗
3)  H2(U,Q/Z)3.
Es handelt sich bei ι∗i um die Restriktion
resGGi : H
p(G,M) → Hp(Gi,M),
vgl. hierzu [AW, S. 99] oder [B, S. 80]. Desweiteren betrachte man fu¨r A = G und
A = G1, G2, G3 die natu¨rliche exakte Sequenz
0 → H2(A,Q/Z)→ H3(A,F2)→ H3(A,Q/Z)→ 0,
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die nach Lemma 3.6 vorliegt. Per Funktorialita¨t erha¨lt man so die kommutativen
Diagramme
H2(G,Q/Z) 
 
ι∗i

H3(G,F2)  
ι∗i

H3(G,Q/Z)
ι∗i

H2(Gi,Q/Z)
   H3(Gi,F2)   H3(Gi,Q/Z)
und als deren Zusammensetzung schließlich mit
H2(G,Q/Z) 
 
ι∗

H3(G,F2)  
ι∗

H3(G,Q/Z)
ι∗

H2(U,Q/Z)3 
  H3(U,F2)3   H3(U,Q/Z)3
ein einziges Diagramm. Nach dem in Abschnitt 3.ii Gezeigten gilt hierbei
H2(U,Q/Z) = H3(Z/2,Z) = H2(Z/2,Z) = 0.
Wir betrachten jetzt die Kerne der vertikalen Abbildungen, die in dem erweiterten
kommutativen Diagramm
0

0

0

0  H2(G,Q/Z) 

Kern ι∗ 

Kern ι∗ 

0
0  H2(G,Q/Z) 
ι∗=0

H3(G,F2) 
ι∗

H3(G,Q/Z) 
ι∗

0
0  H2(U,Q/Z)3 = 0  H3(U,F2)3  H3(U,Q/Z)3  0
ihren Platz ﬁnden. Nach Lemma 3.6 sind die unteren beiden Zeilen exakt. Per
Diagrammjagd folgt das auch fu¨r die obere Zeile, vgl. das folgende Lemma 3.8. In
dieser ersten Zeile ist nach dem in Abschnitt 3.ii Gezeigten nun
H2(G,Q/Z) = H3(G,Z) = H2(G,Z)  Z/2
und wie in Satz 3.7 festgestellt gilt fu¨r den mittleren Kern
ker
(
H3(G,F2)
ι∗−→
3∏
i=1
H3(Gi,F2)
)
 Z/2.
Also ist der dritte Kern gleich 0, oder anders gesagt folgt
ker
(
H3(G,Q/Z) res−→
3∏
i=1
H3(Gi,Q/Z)
)
= 0,
denn bekanntlich ist res =
∏
i res
G
Gi
hier gleich der funktoriellen Abbildung ι∗. 
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Der Vollsta¨ndigkeit halber sei jetzt noch die Diagrammjagd nachgetragen.
3.8 Lemma. In einem kommutativen Diagramm
0

0

0

0  A′ 

A 

A′′ 

0
0  B′ 

B 

B′′ 

0
0  C′ 

C  C′′
0
von Gruppen und Gruppenhomomorphismen, in dem die Zeilen und Spalten mit
durchgezogenen Pfeilen exakt sind, ist auch die Sequenz in der ersten Zeile exakt.
Beweis: Zu zeigen ist:
a) die Abbildung A′ −→ A ist injektiv;
b) im(A′ −→ A) = ker(A −→ A′′);
c) die Abbildung A −→ A′′ ist surjektiv.
Zu a): Das Element x von A′ werde unter A′ −→ A auf 0 abgebildet. Dann wird
es unter A′ −→ A −→ B auf 0 abgebildet und wegen der Kommutativita¨t des
Diagramms auch unter A′ −→ B′ −→ B. Weil B′ −→ B injektiv ist, ist bereits das
Bild von x unter A′ −→ B′ gleich 0, und weil A′ −→ B′ ebenfalls injektiv ist, folgt
x = 0.
Zu b): Die Verknu¨pfung B′ −→ B −→ B′′ ist aufgrund der Exaktheit der Sequenz
die Nullabbildung. Also ist A′ −→ B′ −→ B −→ B′′ die Nullabbildung und wegen
der Kommutativita¨t des Diagramms auch A′ −→ A −→ A′′ −→ B′′. Dabei ist
A′′ −→ B′′ injektiv, so dass bereits A′ −→ A −→ A′′ die Nullabbildung ist. Es folgt
im(A′ −→ A) ⊂ ker(A −→ A′′).
Sei nun x ∈ ker(A −→ A′′). Dann wird x unter A −→ A′′ −→ B′′=A −→ B −→ B′′
auf 0 abgebildet, d. h. das Bild y von x unter A −→ B liegt im Kern von B −→ B′′.
Aufgrund der Exaktheit der Sequenz B′ −→ B −→ B′′ ist y das Bild eines z ∈ B′.
Weil auch die Sequenz A −→ B −→ C exakt ist, wird y als Bild von x unter
A −→ B durch B −→ C ebenfalls auf 0 abgebildet. Damit liegt z im Kern von
B′ −→ B −→ C = B′ −→ C′ −→ C, doch der Kern von B′ −→ C′ −→ C ist
wegen der Injektivita¨t von C′ −→ C gleich dem von B′ −→ C′. Die Exaktheit
der Sequenz A′ −→ B′ −→ C′ liefert schließlich, dass z das Bild eines t ∈ A′ ist.
Dieses t ∈ A′ wird unter A′ −→ A auf x abgebildet, denn das Bild von t unter
A′ −→ A −→ B=A′ −→ B′ −→ B ist gleich dem Bild z von x unter A −→ B und
A −→ B ist injektiv.
Zu c): Sei x ∈ A′′. Weil die Sequenz A′′ −→ B′′ −→ C′′ exakt ist, wird das
Bild y von x unter A′′ −→ B′′ durch B′′ −→ C′′ auf 0 abgebildet. Wegen der
Surjektivita¨t der Abbildung besitzt y bzgl. B −→ B′′ ein Urbild z ∈ B, das unter
B −→ B′′ −→ C′′ = B −→ C −→ C′′ auf 0 abgebildet wird. Das Bild s von z
unter B −→ C liegt also im Kern von C −→ C′′, der aufgrund der Exaktheit von
C′ −→ C −→ C′′ mit dem Bild von C′ −→ C u¨bereinstimmt. Sei s das Bild von
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t ∈ C′. Wegen der Surjektivita¨t von B′ −→ C′ ist t das Bild eines u ∈ B′, welches
unter B′ −→ C′ −→ C=B′ −→ B −→ C auf s abgebildet wird. Da das Bild v von
u unter B′ −→ B und z durch B −→ C jeweils auf s abgebildet werden, liegt z − v
im Kern von B −→ C. Doch die Sequenz A −→ B −→ C ist exakt, weshalb z − v
im Bild von A −→ B liegt. Sei z − v das Bild von w ∈ A. Dann ist das Bild von w
unter A −→ A′′ −→ B′′=A −→ B −→ B′′, also das Bild von z−v unter B −→ B′′,
gleich y − 0 = y. Doch auch x wird unter A′′ −→ B′′ auf y abgebildet, so dass x
aufgrund der Injektivita¨t von A′′ −→ B′′ mit dem Bild von w unter A −→ A′′
u¨bereinstimmt. 
Der Beweis von Satz 3.2 erfolgte durch U¨bergang zu Koeﬃzienten in F2. Hier ist
alles u¨bersichtlicher, wie das nachstehende Resultat auf eindrucksvolle Weise belegt
(vgl. [AM, S. 69]).
3.9 Theorem. Fu¨r alle n ≥ 0 ist der Kohomologiering
H∗((Z/2)n,F2) = F2[x1, · · · , xn]
eine Polynomalgebra in n eindimensionalen Erzeugern.
Das Theorem hat mit der Ku¨nneth-Formel zu tun, die bei Koeﬃzienten in einem
Ko¨rper eine einfachere Gestalt annimmt, weil die Torsionsanteile verschwinden. Das
wollen wir uns jetzt fu¨r n = 2 genauer ansehen, und zwar mit
3.10 Satz. Seien π1 und π2 die beiden Projektionen Z/2 × Z/2 → Z/2, na¨mlich
(σ1, σ2) 
→ σ1 und (σ1, σ2) 
→ σ2. Dann wird durch die Ku¨nneth-Formel fu¨r die
Kohomologiegruppen Hn(Z/2× Z/2,F2) (n ≥ 0) ein F2-Algebrenisomorphismus
H∗(Z/2,F2)⊗F2 H∗(Z/2,F2)  H∗(Z/2× Z/2,F2)
F2[x]⊗F2 F2[x]
vermittelt, der fu¨r die Erzeuger f ⊗ g von H∗(Z/2,F2)⊗F2 H∗(Z/2,F2) durch
f ⊗ g 
−→ π∗1(f) · π∗2(g) = π∗1(f) ∪ π∗2(g)
gegeben ist, wobei ∪ das cup-Produkt bezeichnet.
Beweis: Sind G eine Gruppe und k ein mit der trivialen G-Operation versehener
kommutativer Ring, so ist der Kohomologiering
H∗(G, k) =
⊕
p≥0
Hp(G, k)
mit Multiplikation durch das cup-Produkt ∪ sowie
1 ∈ H0(G, k) = k
eine graduierte anti-kommutative k-Algebra, vgl. [B, S. 112]. Dabei bedeutet anti-
kommutativ, dass fu¨r u ∈ Hp(G, k), v ∈ Hq(G, k) die Gleichung
u ∪ v = (−1)pqv ∪ u
in Hp+q(G, k) erfu¨llt ist. Sei jetzt G = Z/2 × Z/2 und U = Z/2. In unserem Fall
liegt der Ring k = F2 vor und nach Theorem 3.9 wissen wir, dass
H∗(U,F2) = F2[x]
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Polynomalgebra in x ist mit einem x ∈ H1(U,F2); fu¨r jedes p ≥ 0 besteht also die
Gleichung
Hp(U,F2) = F2xp.
Hierbei ist x das nicht-triviale Element von
H1(U,F2) = Hom(U,F2),
vgl. [AW, S. 97] oder [Ws, S. 29]. Wir betrachten nun die beiden Projektionen
πi : G→ U (i = 1, 2). Sie vermitteln die funktoriellen Abbildungen
π∗i : H
∗(U,F2)→ H∗(G,F2),
bei denen es sich um Homomorphismen von graduierten F2-Algebren handelt, vgl.
[B, S. 112]. Desweiteren sind die π∗i injektiv, denn bezeichnet ιi die zu πi geho¨rige
Injektion U → G, so hat man
ι∗i π
∗
i = (πiιi)
∗ = id∗U = idH∗(U,F2).
Folglich erhalten wir, dass
π∗i (H
∗(U,F2)) = π∗i (F2[x]) = F2[π
∗
i x] = F2[xi]
Polynomalgebra in xi ist, wenn wir xi = π∗i x setzen. Genauer ist xi das durch
xi((σ1, σ2)) = x(πi(σ1, σ2)) = x(σi)
deﬁnierte Element von H1(G,F2). Es gilt
H1(G,F2) = Hom(G,F2) = F2x1 + F2x2,
vgl. nochmals [AW, S. 97] bzw. [Ws, S. 29]. Schließlich gibt das Diagramm
F2[x]
  π
∗
1   F2[x1]
   H∗(G,F2)
F2[x]
  π
∗
2   F2[x2]
 

von F2-Algebren Anlass zu dem F2-Algebrenhomomorphismus
F2[x1]⊗F2 F2[x2] ∪   F2[x1, x2] ⊂ H∗(G,F2),
F2[x]⊗F2 F2[x]
∼

π∗1⊗π∗2

wobei F2[x1, x2] die von x1 und x2 erzeugte Teilalgebra von H∗(G,F2) ist. Wir
wollen im folgenden zeigen, dass dieser durch die Ku¨nneth-Formel vermittelt wird
und einen Isomorphismus darstellt. Genauer gesagt heißt letzteres, dass
H∗(G,F2) = F2[x1, x2]
gilt und dies eine Polynomalgebra in den Erzeugern x1 und x2 ist. Ziehen wir also
die Ku¨nneth-Formel fu¨r die Kohomologiegruppen Hn(U ×U,F2) heran: nach dieser
bestehen fu¨r alle n ≥ 0 exakte Sequenzen
0 −→
⊕
p+q=n
Hp(U,F2)⊗F2 Hq(U,F2) ×−→ Hn(U × U,F2)
−→
⊕
p+q=n+1
TorF21 (H
p(U,F2), Hq(U,F2)) −→ 0
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mit dem Kohomologie-Kreuzprodukt ×, vgl. [Wb,S. 166]; hierbei gilt
⊕
p+q=n+1
TorF21 (H
p(U,F2), Hq(U,F2)) = 0,
weil F2 ein Ko¨rper ist. Indem man die F2-linearen Abbildungen
⊕
p+q=n
Hp(U,F2)⊗F2 Hq(U,F2) ×−→ Hn(G,F2)
fu¨r n ≥ 0 addiert, erha¨lt man einen F2-Algebrenhomomorphismus
H∗(U,F2)⊗F2 H∗(U,F2) ×−→ H∗(G,F2),
vgl. [B,S. 120/121]. Dieser erweist sich nach Ku¨nneth-Formel als Isomorphismus,
weil fu¨r jede der direkten Komponenten von
H∗(U,F2)⊗F2 H∗(U,F2) =
⊕
n≥0
( ⊕
p+q=n
F2x
p ⊗F2 F2xq
)
mit dem Kreuzprodukt × eine exakte Sequenz
0 −→
⊕
p+q=n
F2x
p ⊗F2 F2xq ×−→ Hn(G,F2) −→ 0
vorliegt. Auf der linken Seite steht hier eine direkte Summe von Teilvektorra¨umen
der F2-Algebra F2[x]⊗F2 F2[x]; es gilt
⊕
p+q=n
F2x
p ⊗F2 F2xq =
⊕
p+q=n
F2(x⊗ 1)p(1⊗ x)q .
Unter dem Kreuzprodukt × wird diese Summe von Teilra¨umen von F2[x]⊗F2 F2[x]
auf ⊕
p+q=n
F2(x× 1)p(1 × x)q = Hn(G,F2)
abgebildet. Wie wir zuletzt zeigen werden, folgt aus der Natu¨rlichkeit der Ku¨nneth-
Formel
x× 1 = x1, 1× x = x2
und man hat demnach fu¨r alle n ≥ 0 exakte Sequenzen
0 −→
⊕
p+q=n
F2x
p ⊗F2 F2xq ×−→
⊕
p+q=n
F2x
p
1x
q
2 −→ 0,
bei denen auf der rechten Seite der F2-Raum
⊕
p+q=n
F2x
p
1x
q
2 = H
n(G,F2)
als Bildbereich auftritt. Auf diese Weise haben wir den durch die Ku¨nneth-Formel
vermittelten F2-Algebrenhomomorphismus
F2[x]⊗F2 F2[x] ×−→ H∗(G,F2)
genau beschrieben, da wir die Isomorphismen zwischen den direkten Komponenten
explizit angegeben haben. Als letztes bleiben unter Verwendung der Natu¨rlichkeit
75
der Ku¨nneth-Formel die Bilder von x⊗ 1 und 1⊗ x zu bestimmen. Fu¨r alle n ≥ 0
bestehen kommutative Diagramme
0 
⊕
p+q=n H
p(U,F2)⊗F2 Hq(U,F2) ×  Hn(U × U,F2)  0
0 
⊕
p+q=n H
p(U,F2)⊗F2 Hq(1,F2) × 
⊕
p+q=n id
∗
U⊗tr∗U


Hn(U × 1,F2) 
(idU×trU )∗

0
Hn(U,F2)
∼

mit der trivialen Abbildung trU : U → 1, oder etwas anders formuliert sind die
Diagramme
⊕
p+q=n H
p(U,F2)⊗F2 Hq(U,F2) ×∼  Hn(G,F2)
Hn(U,F2)⊗F2 H0(1,F2)
×
∼ 

id∗U⊗tr∗U

Hn(U,F2)

π∗1

fu¨r alle n ≥ 0 kommutativ. Sei y = xn das nicht-triviale Element von Hn(U,F2).
Dann wird das nicht-triviale Element y ⊗ 1 von Hn(U,F2)⊗F2 H0(1,F2) unter der
vertikalen Abbildung
id∗U ⊗ tr∗U : Hn(U,F2)⊗F2 H0(1,F2) −→ Hn(U,F2)⊗F2 H0(U,F2)
auf das nicht-triviale Element y ⊗ 1 von Hn(U,F2)⊗F2 H0(U,F2) abgebildet, weil
id∗U = idHn(U,F2), tr
∗
U = idF2
gilt. Anwendung der horizontalen vom Kreuzprodukt vermittelten Abbildung auf
y ⊗ 1 liefert hingegen das nicht-triviale Element y von Hn(U,F2). Insgesamt ergibt
sich das Diagramm
y ⊗ 1  ×  y × 1 = π∗1y
y ⊗ 1  × 

id∗U⊗tr∗U

y

π∗1

und es gilt also in Hn(G,F2) die Gleichung
y × 1 = π∗1y,
was im Fall n = 1 wie behauptet
x× 1 = π∗1x = x1
mit sich zieht. Auf analoge Weise zeigt man
1× x = π∗2x = x2,
indem man ganz entsprechend fu¨r die zweite Projektion argumentiert. Doch auch
fu¨r den F2-Algebrenhomomorphismus π∗1 ⊗ π∗2 gilt
x⊗ 1 
−→ π∗1x · π∗21 = π∗1x
1⊗ x 
−→ π∗11 · π∗2x = π∗2x
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und weil die F2-Algebra
F2[x]⊗F2 F2[x] =
⊕
n≥0
( ⊕
p+q=n
F2(x⊗ 1)p(1⊗ x)q
)
von x⊗1 und 1⊗x erzeugt wird, folgt dass der von der Ku¨nneth-Formel vermittelte
F2-Algebrenisomorphismus × mit π∗1 ⊗ π∗2 u¨bereinstimmt. 
Wie wir gleich sehen werden, kann Satz 3.10 noch etwas anders formuliert werden.
Das Tensorprodukt H∗(Z/2,F2)⊗F2 H∗(Z/2,F2) ist aufgrund der Isomorphieen
F2[x]⊗F2 F2[x]  F2[X1]⊗F2 F2[X2]  F2[X1, X2]
eine Polynomalgebra in zwei unabha¨ngigen Variablen X1 und X2. Auf ihm ist der
F2-Algebrenhomomorphismus
π∗1 ⊗ π∗2 : H∗(Z/2,F2)⊗F2 H∗(Z/2,F2) −→ H∗(Z/2× Z/2,F2)
deﬁniert, der nach Satz 3.10 von der Ku¨nneth-Formel kommt und ein Isomorphismus
ist. Auf den direkten Komponenten Hp(Z/2,F2) ⊗F2 Hq(Z/2,F2) ist π∗1 ⊗ π∗2 also
durch das Kreuzprodukt
× : Hp(Z/2,F2)⊗F2 Hq(Z/2,F2) −→ Hp+q(Z/2× Z/2,F2)
gegeben. Das Kreuzprodukt wird bilinear auf ganz H∗(Z/2,F2) fortgesetzt, indem
die Homomorphismen × auf den direkten Komponenten addiert werden. Fu¨r alle
f, g ∈ H∗(Z/2,F2) gilt damit
π∗1f ∪ π∗2g = f × g
(Zusammenhang zwischen cup-Produkt und Kreuzprodukt der Ku¨nneth-Formel).
Die zweite Aussage von Satz 3.10 lautet folgendermaßen. Der durch die Vorgaben
x⊗ 1 
−→ X1 
−→ π∗1x
1⊗ x 
−→ X2 
−→ π∗2x
deﬁnierte Einsetzungshomomorphismus
H∗(Z/2,F2)⊗F2 H∗(Z/2,F2) ∼−→ F2[X1, X2] −→ H∗(Z/2× Z/2,F2)
ist ein Isomorphismus, oder anders formuliert weiß man u¨ber den Kohomologiering
H∗(Z/2× Z/2,F2), dass
H∗(Z/2× Z/2,F2) = F2[π∗1x, π∗2x]
eine Polynomalgebra in den eindimensionalen Erzeugern π∗1x und π
∗
2x ist.
Im folgenden sei stets G = U ×U mit U = Z/2; weiter seien G1, G2, G3 der Reihe
nach die drei von (1, 0), (0, 1) und (1, 1) erzeugten zweielementigen Untergruppen
von G. Es seien
ι1 : G1 ↪→ G, ι2 : G2 ↪→ G, ι3 : G3 ↪→ G
die drei Inklusionen U → G und
π1 : G = G1 ×G2 → G1, π2 : G = G1 ×G2 → G2
die beiden Projektionen G = U×U → U . Damit ist alles bereit und wir formulieren
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3.11 Lemma. Seien x das nicht-triviale Element von H1(U,F2) und x1, x2 die
Bilder von x in H1(G,F2) unter den funktoriellen Abbildungen
π∗1 , π
∗
2 : H
∗(U,F2)→ H∗(G,F2).
Dann sind die zu den Inklusionen ι1, ι2, ι3 geho¨rigen funktoriellen Abbildungen
ι∗1, ι
∗
2, ι
∗
3 : H
∗(G,F2) → H∗(U,F2)
gegeben durch die Homomorphismen
F2[x1, x2]→ F2[x], F2[x1, x2]→ F2[x], F2[x1, x2]→ F2[x],
f(x1, x2) 
→ f(x, 0) f(x1, x2) 
→ f(0, x) f(x1, x2) 
→ f(x, x).
Beweis: Fu¨r die Erzeuger x1 und x2 von H∗(G,F2) = F2[x1, x2] hat man
ι∗1(x1) = ι
∗
1(π
∗
1x) = (π1 ι1)
∗x = id∗Ux = idH1(U,F2)x = x
ι∗1(x2) = ι
∗
1(π
∗
2x) = (π2 ι1)
∗x = tr∗Ux = trH1(U,F2)x = 0
mit der trivialen Abbildung trU : U → U . Hierbei ist die funktorielle Abbildung
tr∗U : H
∗(U,F2)→ H∗(U,F2)
gleich dem Einsetzungshomomorphismus x 
→ 0 von H∗(U,F2) = F2[x], weil das
kommutative Diagramm
U
trU 




 U
1
		
Anlass gibt zu kommutativen Diagrammen
Hp(U,F2)
tr∗U 




Hp(U,F2)
Hp(1,F2)
		
und Hp(1,F2) fu¨r p ≥ 1 trivial ist. Ganz entsprechend erha¨lt man
ι∗2(x1) = 0, ι
∗
2(x2) = x.
Was schließlich die diagonale Einbettung ι3 = ∆ betriﬀt, so gilt
∆∗(xi) = ∆∗(π∗i x) = (πi ∆)
∗x = id∗Ux = idH1(U,F2)x = x
fu¨r i = 1, 2. Also sind ι∗1, ι∗2 und ∆∗ gleich den oben angegebenen Abbildungen. 
Jetzt sind wir in der Lage, den Beweis von Satz 3.7 nachzutragen (den wir weiter
oben zur Begru¨ndung unseres Hauptresultates 3.2 bereits herangezogen hatten).
Beweis von Satz 3.7: Es seien x ∈ H1(U,F2) der Erzeuger von H∗(U,F2) und
x1, x2 ∈ H1(G,F2) Erzeugende von H∗(G,F2) wie in Lemma 3.11. Zu bestimmen
ist der Kern der funktoriellen Abbildung
ι∗ : H3(G,F2)
(ι∗1,ι
∗
2,ι
∗
3)  H3(U,F2)×H3(U,F2)×H3(U,F2).
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Sie ist Einschra¨nkung der funktoriellen Abbildung
ι∗ : H∗(G,F2)
(ι∗1,ι
∗
2,ι
∗
3)  H∗(U,F2)×H∗(U,F2)×H∗(U,F2)
mit den Komponenten
ι∗1 : H
∗(G,F2) −→ H∗(U,F2) def. durch ι∗1(x1) = x, ι∗1(x2) = 0
ι∗2 : H
∗(G,F2) −→ H∗(U,F2) def. durch ι∗2(x1) = 0, ι∗2(x2) = x
ι∗3 : H
∗(G,F2) −→ H∗(U,F2) def. durch ι∗3(x1) = x, ι∗3(x2) = x
auf den direkten Summenden H3(G,F2) von H∗(G,F2). Es handelt sich also um
den F2-Algebrenhomomorphismus
H∗(G,F2) −→ H∗(U,F2)×H∗(U,F2)×H∗(U,F2)
d. h. F2[x1, x2] −→ F2[x]× F2[x]× F2[x],
f(x1, x2) 
−→ (f(x, 0), f(0, x), f(x, x))
und seine Einschra¨nkung auf den Teilraum
H3(G,F2) = F2x31 + F2x
2
1x2 + F2x1x
2
2 + F2x
3
2,
wobei wir es hier mit einer direkten Summe zu tun haben. Fu¨r den Kern von ι∗ gilt
ker ι∗ = ker ι∗1 ∩ ker ι∗2 ∩ ker ι∗3.
Nach Deﬁnition von ι∗1 und ι∗2 (s. auch Lemma 3.11) sind die Bilder eines Elementes
γ = ax31 + bx
2
1x2 + cx1x
2
2 + dx
3
2
von H3(G,F2) unter diesen Abbildungen durch
ι∗1(γ) = ax
3, ι∗2(γ) = dx
3
gegeben und man erha¨lt deshalb
ker ι∗1 = {γ = ax31 + bx21x2 + cx1x22 + dx32 aus H3(G,F2) mit a = 0}
= F2x21x2 + F2x1x
2
2 + F2x
3
2,
ker ι∗2 = {γ = ax31 + bx21x2 + cx1x22 + dx32 aus H3(G,F2) mit d = 0}
= F2x31 + F2x
2
1x2 + F2x1x
2
2.
Hieraus folgt
ker ι∗1 ∩ ker ι∗2 = {γ = bx21x2 + cx1x22 aus H3(G,F2)}
= F2x21x2 + F2x1x
2
2.
Fu¨r b, c ∈ F2 wird das Element bx21x2+cx1x22 von ker ι∗1∩ker ι∗2 unter ι∗3 auf bx3+cx3
abgebildet und es gilt
bx3 + cx3 = 0⇔ b = c;
darum hat man
ker ι∗1 ∩ ker ι∗2 ∩ ker ι∗3 = {γ = b(x21x2 + x1x22) aus H3(G,F2)}
= F2(x21x2 + x1x
2
2)  F2,
so dass ker ι∗  F2 ist. 
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3.v Ein dritter Beweis von Theorem 3.1
Es sei G = < t > eine zyklische Gruppe der Ordnung n. In diesem Abschnitt sollen
die von den Inklusionen
ι1 : G −→ G×G, und ι2 : G −→ G×G,
g 
−→ (g, 1) g 
−→ (1, g)
sowie die von der diagonalen Einbettung
∆ : G −→ G×G,
g 
−→ (g, g)
vermittelten Inklusionen H3(G,Z) → H3(G×G,Z) untersucht werden. Der folgende
Satz wird auf sehr direktem Wege unter Ru¨ckgriﬀ auf die Deﬁnition der Kohomo-
logiegruppen und Morphismen seinen Beweis ﬁnden.
Satz 3.12 Sei G = < t > eine zyklische Gruppe der Ordnung n. Desweiteren seien
G1, G2, G3 die von (t, 1), (1, t) und (t, t) erzeugten zu G isomorphen Untergruppen
von G×G. Dann ist die Abbildung
g :
3∐
i=1
H3(Gi,Z) −→ H3(G×G,Z),
die fu¨r
∑
i zi ∈
∐3
i=1 H3(Gi,Z) durch
g
(∑
i
zi
)
=
∑
i
corGiG×Gzi
gegeben ist, ein Isomorphismus.
Die in Satz 3.2 vorkommenden Kohomologiegruppen sind endlich, wie sich im Ver-
lauf des Abschnitts noch herausstellen wird. Es bezeichne ι3 die diagonale Einbet-
tung ∆ : G3 ↪→ G×G. Dann ist die Coresriktionsabbildung
corGiG×G : H3(Gi,Z) −→ H3(G×G,Z)
fu¨r i = 1, 2, 3 gleich der funktoriellen Abbildung
(ιi)∗ : H3(Gi,Z) −→ H3(G×G,Z).
Diese drei Inklusionen gilt es zu explizieren.
Projektive Auflo¨sungen von Z
Wir beginnen mit der Betrachtung projektiver Auﬂo¨sungen von Z u¨ber Z[G] und
u¨ber Z[G × G]. Ist allgemeiner G eine beliebige Gruppe, so nennt man fu¨r einen
G-Modul M eine exakte Sequenz
· · · −→ F2 ∂2−→ F1 ∂1−→ F0 ε−→M −→ 0
von G-Moduln eine Auﬂo¨sung von M , vgl. [B, S. 10], und spricht von einer pro-
jektiven Auﬂo¨sung, wenn alle Fi projektive Z[G]-Moduln sind. Versieht man Z mit
der trivialen Operation, so ist Z ein G-Modul. Man deﬁniert die Augmentation
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ε : Z[G] → Z als den durch 1 
→ 1 deﬁnierten G-Modulhomomorphismus; die Aug-
mentation ist also die Abbildung
ε : Z[G] −→ Z ,
∑
g∈G
ngg 
−→
∑
g∈G
ng.
Dazu sei angemerkt, dass fu¨r jeden G-Modul M die Isomorphie
HomG(Z[G],M) −→M,
ϕ 
−→ ϕ(1)
besteht; ein Element von HomG(Z[G],M) anzugeben bedeutet also nichts anderes
als das Bild von 1 ∈ Z[G] zu nennen. Weiter wird durch N = 1+t+· · ·+tn−1 ∈ Z[G]
die Norm deﬁniert. Nachdem diese Begriﬀe eingefu¨hrt sind, formulieren wir (siehe
[B, S. 35])
3.13 Lemma. Fu¨r eine endliche zyklische Gruppe G mit erzeugendem Element t
stellt die Sequenz
(4) · · · t−1−→ Z[G] N−→ Z[G] t−1−→ Z[G] ε−→ Z −→ 0
eine projektive Auflo¨sung von Z u¨ber Z[G] dar.
Beweis: Zuna¨chst einmal ist mit t − 1 der G-Homomorphismus Z[G] → Z[G] ge-
meint, unter dem 1 auf t− 1 abgebildet wird, und ganz entsprechend ist die Norm-
abbildung N deﬁniert, d. h. es handelt sich um die Z[G]-linearen Abbildungen
Z[G] t−1−→ Z[G],
∑
g∈G
ngg 
−→
∑
g∈G
ngg(t− 1)
=
(
∑
g∈G
ngg
)
(t− 1)
und
Z[G] N−→ Z[G],
∑
g∈G
ngg 
−→
∑
g∈G
nggN =
∑
g∈G
ngN =
(
∑
g∈G
ng
)
N
=
(
∑
g∈G
ngg
)
N.
Wir wollen uns kurz von der Exaktheit der Sequenz (4) u¨berzeugen. Dass die Aug-
mentation ε surjektiv ist, ist oﬀensichtlich. Ihr Kern ist das Augmentationsideal
IG = Z[G](t− 1),
denn wenn fu¨r ein Element x =
∑
nkt
k von Z[G] die Augmentation ε(x) =
∑
nk
verschwindet, so gilt
x =
∑
k
nkt
k −
∑
k
nk =
∑
k
nk
(
tk − 1) =
n−1∑
k=1
nk
k−1∑
i=0
ti(t− 1)
=
( n−1∑
k=0
nk
k−1∑
i=0
ti
)
(t− 1),
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und umgekehrt wird jedes Element vom Typ
(∑
g∈G
ngg
)
(t− 1) =
∑
g∈G
ngg(t− 1)
unter der Augmentation auf 0 abgebildet, weil t − 1 im Kern liegt und es sich
um einen G-Homomorphismus handelt. Soviel zur Exaktheit an den letzten beiden
Stellen. Weiter bestehen fu¨r jedes x =
∑
nkt
k aus Z[G] die A¨quivalenzen
x(t− 1) = 0 ⇐⇒
( n−1∑
k=0
nkt
k
)
(t− 1) = 0 ⇐⇒
n−1∑
k=0
nkt
k+1 −
n−1∑
k=0
nkt
k = 0
⇐⇒
n∑
k=1
nk−1tk −
n−1∑
k=0
nkt
k = 0
⇐⇒ ∀ k ∈ {1, . . . , n− 1} nk−1 = nk
⇐⇒ x =
n−1∑
k=0
n0t
k = n0N,
woraus ker(t− 1) = Z[G]N folgt, und fu¨r jedes x =∑ngg aus Z[G] gilt
xN = 0 ⇐⇒
∑
nggN =
(∑
ngg
)
N = 0
⇐⇒
∑
ngN =
(∑
ng
)
N = 0 ⇐⇒
∑
ng = 0,
was kerN = IG = Z[G](t − 1) zur Folge hat. Die Sequenz (4) ist demnach exakt
und damit ist nachgewiesen, daß ε : F → Z mit dem Komplex
F : · · · t−1−→ Z[G] N−→ Z[G] t−1−→ Z[G],
also F =
(
(Fi)i, (∂i : Fi → Fi−1)i) wobei
Fi = Z[G] fu¨r i ≥ 0 und ∂i =
{
t− 1 fu¨r ungerades i > 0
N fu¨r gerades i > 0,
eine projektive Auﬂo¨sung von Z durch freie, also insbesondere projektive Z[G]-
Moduln darstellt. 
Wir betrachten jetzt das Tensorprodukt F ⊗ F des Komplexes F mit sich selbst
u¨ber dem Ring Z. Fu¨r jedes m ≥ 0 ist die Gruppe (F ⊗ F )m per Deﬁnition durch
die direkte Summe
(F ⊗ F )m =
⊕
p+q=m
Fp ⊗ Fq
gegeben und desweiteren ist fu¨r jedes m > 0 die Randabbildung Dm auf der direkten
Komponente Fp ⊗ Fq von (F ⊗ F )m durch
Dm(x⊗ y) = (∂p x)⊗ y + (−1)px⊗ (∂q y)
deﬁniert, vgl. [B, S. 7]. Die Gruppen Fp ⊗ Fq werden durch die Operation
(g, h) · (x⊗ y) = (gx)⊗ (hy)
zu (G ×G)-Moduln, so dass auch die direkten Summen (F ⊗ F )m mit komponen-
tenweiser Operation (G × G)-Moduln sind. Mit den wie oben deﬁnierten Randab-
bildungen Dm ist F ⊗F also ein Komplex von (G×G)-Moduln, denn wie man kann
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leicht nachrechnen kann gilt fu¨r alle m > 1 die Gleichung Dm−1 ◦ Dm = 0. Der
Isomorphismus
Z[G]⊗ Z[G] −→ Z[G×G],
g ⊗ h 
−→ (g, h)
von (G×G)-Moduln zeigt, dass alle Fp⊗Fq = Z[G]⊗Z[G] freie und damit projektive
Z[G×G]-Moduln sind. Als direkte Summen projektiver Z[G×G]-Moduln sind dann
auch die (F⊗F )m projektive Z[G×G]-Moduln. Wenn wir mit ε⊗ε die Augmentation
Z[G] ⊗ Z[G] −→ Z,
g ⊗ h 
−→ 1
von (F ⊗F )0 = F0⊗F0 = Z[G]⊗Z[G] in den trivialen (G×G)-Modul Z bezeichnen,
so gilt weiter: Die projektive Auﬂo¨sung ε : F → Z von Z u¨ber Z[G] liefert mit
ε⊗ ε : F ⊗ F → Z eine projektive Auﬂo¨sung von Z u¨ber Z[G×G], vgl. [B, S. 107].
Bestimmung von H3(G,Z)
Mit dem Ziel der Bestimmung von H3(G,Z) betrachten wir die projektive Auﬂo¨sung
ε : F → Z von Z u¨ber Z[G], bei der F ein Komplex von Z[G]-Linksmoduln ist. Mit
der trivialen Operation von G versehen wird Z zu einem Z[G]-Rechtsmodul, und
Tensorieren mit F u¨ber Z[G] liefert den Komplex
FG : · · · 1⊗∂3−→ Z⊗Z[G] F2 1⊗∂2−→ Z⊗Z[G] F1 1⊗∂1−→ Z⊗Z[G] F0
von abelschen Gruppen. Fu¨r alle i ist dabei
Z⊗Z[G] Fi = Z⊗Z[G] Z[G]  Z,
denn der Homomorphismus
1⊗ ε : Z⊗Z[G] Z[G] −→ Z,
m⊗
(∑
g∈G
ngg
)

−→ m
∑
g∈G
ng
ist ein Isomorphismus mit der Umkehrabbildung m 
→ m⊗1. Fu¨r ungerades i ist die
Randabbildung 1⊗ ∂i des Komplexes FG gleich 1⊗ (t− 1) und bildet das Element
1⊗ 1 von Z[G] auf
1⊗ (t− 1) = 1⊗ t− 1⊗ 1 = 1⊗ 1− 1⊗ 1 = 0
ab, fu¨r gerades i ist sie gleich 1⊗N und 1⊗ 1 wird auf
1⊗N = 1⊗
(∑
g∈G
g
)
=
∑
g∈G
1⊗ g =
∑
g∈G
1⊗ 1 = n⊗ 1
abgebildet. Also ist FG der Komplex
· · · 0−→ Z n−→ Z 0−→ Z.
Per Deﬁnition sind fu¨r alle i > 0 die Homologiegruppen durch
Hi(G,Z) = Hi(FG)
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gegeben, vgl. [B, S. 35], und es folgt
Hi(G,Z) 
⎧
⎪⎨
⎪⎩
Z fu¨r i = 0
Z/n fu¨r ungerades i > 0
0 fu¨r gerades i > 0.
Der Komplex Z⊗Z[G×G] (F ⊗ F )
Wir kehren jetzt zur projektiven Auﬂo¨sung ε⊗ε : F ⊗F → Z von Z u¨ber Z[G×G]
zuru¨ck, um anhand dieser die Gruppe H3(G×G,Z) zu bestimmen. Mit der trivialen
Operation von G × G wird Z zu einem Z[G × G]-Rechtsmodul und F ⊗ F ist ein
Komplex von Z[G × G]-Linksmoduln, so dass man durch Tensorisation von Z mit
F ⊗ F u¨ber Z[G×G] den Komplex
· · · 1⊗D3−→ Z⊗Z[G×G] (F ⊗ F )2 1⊗D2−→ Z⊗Z[G×G] (F ⊗ F )1 1⊗D1−→ Z⊗Z[G×G] (F ⊗ F )0
von abelschen Gruppen erha¨lt. Dabei ist fu¨r alle m nach Deﬁnition von (F ⊗ F )m
Z⊗Z[G×G] (F ⊗ F )m = Z⊗Z[G×G]
(
⊕
p+q=m
Fp ⊗ Fq
)
und es bestehen die Isomorphien
Z⊗Z[G×G]
(
⊕
p+q=m
Fp ⊗ Fq
)

⊕
p+q=m
Z⊗Z[G×G]
(
Fp ⊗ Fq
)

⊕
p+q=m
Z⊗Z[G×G] Z[G ×G] 
⊕
p+q=m
Z
von abelschen Gruppen. Beim ersten Isomorphismus wird ein Element vom Typ
m⊗ (xpq)p,q auf (m⊗ xpq)p,q abgebildet, wa¨hrend der zweite durch die Isomorphie
der (G×G)-Moduln Fp ⊗ Fq und Z[G×G] vermittelt wird. Fu¨r alle m gilt also
Z⊗Z[G×G] (F ⊗ F )m 
⊕
p+q=m
Z⊗Z[G×G]
(
Fp ⊗ Fq
)  Zm+1,
und um H3(G×G,Z) zu bestimmen hat man die Randabbildungen
⊕
p+q=4
Z⊗Z[G×G]
(
Fp ⊗ Fq
) −→
⊕
p+q=3
Z⊗Z[G×G]
(
Fp ⊗ Fq
)
(5)
−→
⊕
p+q=2
Z⊗Z[G×G]
(
Fp ⊗ Fq
)
zu betrachten. Um diese zu verstehen, schauen wir zuna¨chst die Randabbildungen
⊕
p+q=4
Fp ⊗ Fq D4−→
⊕
p+q=3
Fp ⊗ Fq D3−→
⊕
p+q=2
Fp ⊗ Fq
des Komplexes F ⊗ F an, also die Homomorphismen von Z[G × G]-Moduln, aus
denen durch Tensorieren mit Z u¨ber Z[G×G] die Randabbildungen (5) hervorgehen.
Die Randabbildungen von F ⊗ F
Da die Z⊗Z[G×G]
(
Fp⊗Fq
)
isomorph zu Z sind und jeweils vom Element 1⊗(1⊗1)
erzeugt werden, wollen wir sehen, wohin die Elemente 1 ⊗ 1 aus den einzelnen
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direkten Summanden Fp ⊗ Fq unter D4 und D3 abgebildet werden. Betrachten
wir als erstes die Einschra¨nkungen von D4 auf die einzelnen direkten Summanden
Fp ⊗ Fq. Ausrechnen ergibt
F0 ⊗ F4 −→
(
F0 ⊗ F3
)⊕ (F1 ⊗ F2
)⊕ (F2 ⊗ F1
)⊕ (F3 ⊗ F0
)
,
1⊗ 1 
−→ (∑g∈G 1⊗ g, 0, 0, 0)
F1 ⊗ F3 −→
(
F0 ⊗ F3
)⊕ (F1 ⊗ F2
)⊕ (F2 ⊗ F1
)⊕ (F3 ⊗ F0
)
,
1⊗ 1 
−→ (t⊗ 1− 1⊗ 1, −1⊗ t + 1⊗ 1, 0, 0)
F2 ⊗ F2 −→
(
F0 ⊗ F3
)⊕ (F1 ⊗ F2
)⊕ (F2 ⊗ F1
)⊕ (F3 ⊗ F0
)
,
1⊗ 1 
−→ (0, ∑g∈G g ⊗ 1,
∑
g∈G 1⊗ g, 0)
F3 ⊗ F1 −→
(
F0 ⊗ F3
)⊕ (F1 ⊗ F2
)⊕ (F2 ⊗ F1
)⊕ (F3 ⊗ F0
)
,
1⊗ 1 
−→ (0, 0, t⊗ 1− 1⊗ 1, −1⊗ t + 1⊗ 1)
F4 ⊗ F0 −→
(
F0 ⊗ F3
)⊕ (F1 ⊗ F2
)⊕ (F2 ⊗ F1
)⊕ (F3 ⊗ F0
)
,
1⊗ 1 
−→ (0, 0, 0, ∑g∈G g ⊗ 1)
Betrachtung der Einschra¨nkungen von D3 auf die einzelnen direkten Summanden
Fp ⊗ Fq liefert hingegen folgendes Ergebnis:
F0 ⊗ F3 −→
(
F0 ⊗ F2
)⊕ (F1 ⊗ F1
)⊕ (F2 ⊗ F0
)
,
1⊗ 1 
−→ (1⊗ t− 1⊗ 1, 0, 0)
F1 ⊗ F2 −→
(
F0 ⊗ F2
)⊕ (F1 ⊗ F1
)⊕ (F2 ⊗ F0
)
,
1⊗ 1 
−→ (t⊗ 1− 1⊗ 1, −∑g∈G 1⊗ g, 0)
F2 ⊗ F1 −→
(
F0 ⊗ F2
)⊕ (F1 ⊗ F1
)⊕ (F2 ⊗ F0
)
,
1⊗ 1 
−→ (0, ∑g∈G g ⊗ 1, 1⊗ t− 1⊗ 1)
F3 ⊗ F0 −→
(
F0 ⊗ F2
)⊕ (F1 ⊗ F1
)⊕ (F2 ⊗ F0
)
,
1⊗ 1 
−→ (0, 0, t⊗ 1− 1⊗ 1)
Die Randabbildungen von Z⊗Z[G×G] (F ⊗ F )
Nachdem gekla¨rt ist, was mit den Elementen 1⊗ 1 der direkten Summanden von⊕
p+q=4 Fp ⊗ Fq und
⊕
p+q=3 Fp ⊗ Fq unter den Randabbildungen D4 bzw. D3
geschieht, soll jetzt etwas zu den Bildern der Elemente 1⊗ (1⊗ 1) aus den direkten
Summanden von
⊕
p+q=4 Z ⊗Z[G×G]
(
Fp ⊗ Fq
)
und
⊕
p+q=3 Z ⊗Z[G×G]
(
Fp ⊗ Fq
)
unter den Abbildungen der Sequenz (5) gesagt werden. Man kann die 1 ⊗ (1 ⊗ 1)
auch als Elemente von
Z⊗Z[G×G]
( ⊕
p+q=4
Fp ⊗ Fq
)
bzw. Z⊗Z[G×G]
( ⊕
p+q=3
Fp ⊗ Fq
)
auﬀassen. Da die auf diesen Gruppen deﬁnierten Randabbildungen nichts anderes
sind als D4 und D3 von links mit der Identita¨t von Z tensoriert, erha¨lt man die
Bilder der 1⊗ (1⊗ 1) ganz einfach indem man die Bilder der 1⊗ 1 unter D4 und D3
von links mit der 1 von Z tensoriert, und bei der Sequenz (5) wird sie in die einzelnen
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Komponenetn gezogen. Zur expliziten Berechnung der Bilder der 1⊗ (1⊗ 1) ist nur
noch zu sagen, dass fu¨r alle p, q und g, h ∈ G im Tensorprodukt Z⊗Z[G×G]
(
Fp⊗Fq
)
die Gleichung
1⊗ (g ⊗ h) = 1⊗ ((g, h) · (1 ⊗ 1)) = (1 · (g, h))⊗ (1⊗ 1) = 1⊗ (1⊗ 1),
erfu¨llt ist, d. h. die 1 von Z ergibt mit einem Element von Fp ⊗ Fq vom Typ g ⊗ h
tensoriert das erzeugende Element von Z⊗Z[G×G]
(
Fp ⊗ Fq
)
. Es bleibt jetzt nichts
weiter zu tun, als die oben angegebenen Bilder der 1⊗ 1 komponenentenweise von
links mit 1 zu tensorieren, wobei die folgende Tensorprodukte vorkommen:
1⊗ (1⊗ t− 1⊗ 1) = 1⊗ (1⊗ t)− 1⊗ (1⊗ 1) = 0
1⊗ (t⊗ 1− 1⊗ 1) = 1⊗ (t⊗ 1)− 1⊗ (1⊗ 1) = 0
1⊗ (∑g∈G 1⊗ g
)
=
∑
g∈G 1⊗ (1 ⊗ g) =
∑
g∈G 1⊗ (1⊗ 1) = n⊗ (1⊗ 1)
1⊗ (∑g∈G g ⊗ 1
)
=
∑
g∈G 1⊗ (g ⊗ 1) =
∑
g∈G 1⊗ (1⊗ 1) = n⊗ (1⊗ 1)
Weil die Z⊗Z[G×G]
(
Fp ⊗ Fq
)
isomorph zu Z sind mit 1⊗ (1 ⊗ 1) als erzeugendem
Element, handelt es sich bei der Sequenz (5) um eine Sequenz
Z5 −→ Z4 −→ Z3,
und die Einschra¨nkungen der in ihr vorkommenden Homomorphismen auf die ein-
zelnen direkten Summanden von Z5 und Z4 sind uns bekannt, da wir die Bilder der
1 ⊗ (1 ⊗ 1) unter den Abbildungen von Sequenz (5) angeben ko¨nnen, die aus den
bereits angegebenen Bildern der 1⊗1 unter D4 und D3 resultieren, indem man kom-
ponentenweise von links mit 1 tensoriert. In derselben Reihenfolge wie oben ergeben
sich also aus den Einschra¨nkungen von D4 und D3 auf die direkten Summanden
Fp⊗Fq von
⊕
p+q=4 Fp⊗Fq bzw.
⊕
p+q=3 Fp⊗Fq auf den Z⊗Z[G×G]
(
Fp⊗Fq
)  Z
die folgenden Abbildungen:
Einschra¨nkungen der Abbildung Z5 → Z4
Z −→ Z⊕ Z⊕ Z⊕ Z,
1 
−→ (n, 0, 0, 0)
Z −→ Z⊕ Z⊕ Z⊕ Z,
1 
−→ (0, 0, 0, 0)
Z −→ Z⊕ Z⊕ Z⊕ Z,
1 
−→ (0, n, n, 0)
Z −→ Z⊕ Z⊕ Z⊕ Z,
1 
−→ (0, 0, 0, 0)
Z −→ Z⊕ Z⊕ Z⊕ Z,
1 
−→ (0, 0, 0, n)
Bestimmung von H3(G×G,Z)
Zusammenfassend haben wir es demnach mit der Abbildung
Z⊕ Z⊕ Z⊕ Z⊕ Z −→ Z⊕ Z⊕ Z⊕ Z,
(p1, p2, p3, p4, p5) 
−→ (p1 · n, p3 · n, p3 · n, p5 · n)
86
zu tun und ihr Bild ist Z(n, 0, 0, 0) + Z(0, n, n, 0) + Z(0, 0, 0, n).
Einschra¨nkungen der Abbildung Z4 → Z3
Z −→ Z⊕ Z⊕ Z,
1 
−→ (0, 0, 0)
Z −→ Z⊕ Z⊕ Z,
1 
−→ (0, −n, 0)
Z −→ Z⊕ Z⊕ Z,
1 
−→ (0, n, 0)
Z −→ Z⊕ Z⊕ Z,
1 
−→ (0, 0, 0)
Hier haben wir es mit der Abbildung
Z⊕ Z⊕ Z⊕ Z −→ Z⊕ Z⊕ Z,
(p1, p2, p3, p4) 
−→ (0, (p3 − p2) · n, 0)
tu tun, deren Kern Z(1, 0, 0, 0) + Z(0, 1, 1, 0) + Z(0, 0, 0, 1) ist.
Die Bestimmung von H3(G × G,Z) erfolgt u¨ber die Sequenz (5) bzw. u¨ber die
zuleltzt betrachtete Sequenz Z5 → Z4 → Z3. Quotientenbildung ergibt
H3(G×G,Z)  Z(1, 0, 0, 0) + Z(0, 1, 1, 0) + Z(0, 0, 0, 1)
Z(n, 0, 0, 0) + Z(0, n, n, 0) + Z(0, 0, 0, n)
 (Z/n)3.
Die funktoriellen Abbildungen
Nachdem die Gruppen H3(G,Z) und H3(G×G,Z) bestimmt sind, wollen wir im
folgenden die von ι1, ι2 und ∆ vermittelten Abbildungen H3(G,Z) → H3(G×G,Z)
untersuchen. Dazu betrachten wir wieder die projektiven Auﬂo¨sungen ε : F → Z
von Z u¨ber Z[G] und ε⊗ ε : F ⊗ F → Z von Z u¨ber Z[G×G], also
· · · t−1−→ Z[G] N−→ Z[G] t−1−→ Z[G] ε−→ Z −→ 0
und
· · · D3−→
⊕
p+q=2
Fp ⊗ Fq D2−→
⊕
p+q=1
Fp ⊗ Fq D1−→ F0 ⊗ F0 ε⊗ε−→ Z −→ 0.
Letztere Sequenz kann mittels ι1, ι2 und ∆ ebenfalls als exakte Sequenz von G-
Moduln und -Homomorphismen aufgefaßt werden, indem fu¨r x ∈ (F ⊗ F )m und
g ∈ G
g · x = ι1(g) · x, g · x = ι2(g) · x bzw. g · x = ∆(g) · x
gesetzt wird. Weil alle Fi = Z[G] projektive Z[G]-Moduln sind und die Sequenz
ε⊗ε : F⊗F → Z azyklisch ist, gibt es eine G-Kettenabbildung τ , die das Diagramm
· · · t−1−−−−→ Z[G] N−−−−→ Z[G] t−1−−−−→ Z[G] ε−−−−→ Z
⏐⏐
⏐⏐τ2
⏐⏐τ1
⏐⏐τ0
⏐⏐1
· · · D3−−−−→ ⊕p+q=2 Fp ⊗ Fq
D2−−−−→ ⊕p+q=1 Fp ⊗ Fq
D1−−−−→ F0 ⊗ F0 ε⊗ε−−−−→ Z
kommutativ macht, vgl. [B, S. 22 u. S. 48]. Indem man die in der oberen Reihe
stehende Sequenz F von links mit Z u¨ber Z[G] tensoriert, erha¨lt man die Sequenz
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zur Bestimmung der Hp(G,Z), und entsprechend erha¨lt man die Sequenz zur Be-
stimmung der Hp(G×G,Z), indem man die in der unteren Reihe stehende Sequenz
F ⊗ F von links mit Z u¨ber Z[G×G] tensoriert. Da die Sequenz F ⊗ F mittels ι1,
ι2 und ∆ auch eine Sequenz von G-Moduln ist, ko¨nnen die vertikalen Abbildungen
τp ebenfalls von links u¨ber Z[G] mit der Identita¨t von Z tensoriert werden. Dabei
ist zu beachten, daß Z als G- wie als (G × G)-Modul mit der trivialen Operation
gedacht ist. Nach Tensorisation von links mit Z erha¨lt man also das kommutative
Diagramm
· · · 1⊗N−−−−→ Z⊗Z[G] Z[G] 1⊗(t−1)−−−−−→ Z⊗Z[G] Z[G]⏐⏐
⏐⏐1⊗τ1
⏐⏐1⊗τ0
· · · 1⊗D2−−−−→ Z⊗Z[G×G]
(⊕
p+q=1 Fp ⊗ Fq
) 1⊗D1−−−−→ Z⊗Z[G×G] (F0 ⊗ F0).
Die Abbildung Hp(ι1,Z), Hp(ι2,Z) bzw. Hp(∆,Z) von Hp(G,Z) nach Hp(G×G,Z)
ist dann nichts anderes als die durch dieses Diagramm vermittelte Abbildung
Hp(1 ⊗ τ) : Hp(FG)→ Hp
(
(F ⊗ F )G×G
)
,
vgl. [B, S. 48].
Wir wollen als na¨chstes den Komplex F ⊗ F der Reihe nach mittels ι1, ι2 und ∆
als Komplex von G-Moduln und -Homomorphismen auﬀassen und jeweils eine G-
Kettenabbildung τ : F → F ⊗ F angeben, welche die Bestimmung der von ι1, ι2
bzw. ∆ vermittelten Abbildung H3(G,Z) → H3(G×G,Z) ermo¨glicht.
Die Kettenabbildung zu ι1
Wir fassen als erstes F ⊗F mittels ι1 als Komplex von G-Moduln auf. Dann wird
der (G × G)-Modul (F ⊗ F )m =
⊕
p+q=m Fp ⊗ Fq durch die komponentenweise
skalare Multiplikation
G× (Fp ⊗ Fq
) −→ Fp ⊗ Fq,
(g, x⊗ y) 
−→ (gx)⊗ y
zum G-Modul, und es sei
τm : Fm −→
(
Fm ⊗ F0
)⊕ (Fm−1 ⊗ F1
)⊕ · · · ⊕ (F0 ⊗ Fm
)
,
1 
−→ (1⊗ 1, 0, . . . , 0),
∑
g∈G
ngg 
−→
∑
g∈G
ngg(1⊗ 1, 0, . . . , 0)
=
∑
g∈G
ng(g ⊗ 1, 0, . . . , 0)
=
((∑
g∈G
ngg
)
⊗ 1, 0, . . . , 0
)
der G-Homomorphismus Fm → (F ⊗ F )m, der x ∈ Fm auf das Elemsent x⊗ 1 des
direkten Summanden Fm ⊗ F0 von (F ⊗ F )m abbildet. Es ist sofort zu erkennen,
dass auf diese Weise ein G-Kettenabbildung τ : F → F ⊗F deﬁniert wird, denn fu¨r
alle m > 0 und x ∈ F ⊗ F gilt
Dmτmx = Dm(x⊗ 1, 0, . . . , 0) =
(
(∂mx)⊗ 1, 0, . . . , 0
)
= τm−1∂mx.
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Zuletzt ist noch zu u¨berpru¨fen, dass (ε⊗ ε)τ0 = ε gilt, d. h. die Vertra¨glichkeit mit
den Augmentationen. Tatsa¨chlich ist (ε⊗ ε)τ0 gleich der Abbildung
F0 −→ F0 ⊗ F0 −→ Z,
1 
−→ 1⊗ 1 
−→ 1,
∑
g∈G
ngg 
−→
∑
g∈G
ng(g ⊗ 1) 
−→
∑
g∈G
ng,
womit nachgewiesen ist, dass die wie oben deﬁnierte G-Kettenabbildung τ das
Gewu¨nschte leistet.
Die Kettenabbildung zu ι2
Wenn wir jetzt F ⊗F mittels ι2 als Komplex von G-Moduln auﬀassen, so wird der
(G×G)-Modul (F ⊗F )m =
⊕
p+q=m Fp ⊗Fq durch die komponentenweise skalare
Multiplikation
G× (Fp ⊗ Fq
) −→ Fp ⊗ Fq,
(g, x⊗ y) 
−→ x⊗ (gy)
zum G-Modul, und in diesem Fall sei
τm : Fm −→
(
Fm ⊗ F0
)⊕ (Fm−1 ⊗ F1
)⊕ · · · ⊕ (F0 ⊗ Fm
)
,
1 
−→ (1⊗ 1, 0, . . . , 0),
∑
g∈G
ngg 
−→
∑
g∈G
ngg(1⊗ 1, 0, . . . , 0)
=
∑
g∈G
ng(1⊗ g, 0, . . . , 0)
=
(
1⊗
(∑
g∈G
ngg
)
, 0, . . . , 0
)
der G-Homomorphismus Fm → (F ⊗ F )m, der x ∈ Fm auf das Elemsent 1⊗ x des
direkten Summanden F0⊗Fm von (F ⊗F )m abbildet. Es wird dann auf diese Weise
ein G-Kettenkomplex τ : F → F ⊗ F deﬁniert, denn fu¨r alle m > 0 und x ∈ F ⊗ F
gilt
Dmτmx = Dm(1⊗ x, 0, . . . , 0) =
(
1⊗ (∂mx), 0, . . . , 0
)
= τm−1∂mx.
Auch hier bleibt die Vertra¨glichkeit mit den Augmentationen zu u¨berpru¨fen, d. h.
daß (ε⊗ ε)τ0 = ε gilt. Sie ist gegeben, denn (ε⊗ ε)τ0 ist gleich der Abbildung
F0 −→ F0 ⊗ F0 −→ Z,
1 
−→ 1⊗ 1 
−→ 1,
∑
g∈G
ngg 
−→
∑
g∈G
ng(1⊗ g) 
−→
∑
g∈G
ng,
womit veriﬁziert ist, dass die zu ι2 deﬁnierte G-Kettenabbildung τ das Gewu¨nschte
leistet.
Die Kettenabbildung zu ∆
Es sei schließlich F ⊗ F durch die diagonale Einbettung ∆ ein Komplex von G-
Moduln. In diesem Fall wird der (G × G)-Modul (F ⊗ F )m =
⊕
p+q=m Fp ⊗ Fq
durch die komponentenweise skalare Multiplikation
G× (Fp ⊗ Fq
) −→ Fp ⊗ Fq,
(g, x⊗ y) 
−→ (gx)⊗ (gy)
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zum G-Modul, und wir deﬁnieren die G-Kettenabbildung τ wie folgt. Fu¨r ungerades
m seien die Komponenten τpq : Fm → Fp ⊗ Fq von τm : Fm →
⊕
p+q=m Fp ⊗ Fq
durch
Fm −→ Fp ⊗ Fq,
1 
−→
{
1⊗ 1 falls p gerade ist
1⊗ t falls p ungerade ist
gegeben und fu¨r gerades m durch
Fm −→ Fp ⊗ Fq,
1 
−→
{
1⊗ 1 falls p gerade ist∑
0≤i<j≤m−1 t
i ⊗ tj falls p ungerade ist,
vgl. [B, S. 108]. Wir wollen uns davon u¨berzeugen, daß τ : F → F ⊗ F tatsa¨chlich
eine Kettenabbildung ist und desweiteren mit den Augmentationen vertra¨glich, d.h˜.
(ε ⊗ ε)τ0 = ε. Um mit der Vertra¨glichkeit mit den Augmentationen zu beginnen,
(ε⊗ ε)τ0 ist der G-Homomorphismus
F0 −→ F0 ⊗ F0 −→ Z,
1 
−→ 1⊗ 1 
−→ 1,
∑
g∈G
ngg 
−→
∑
g∈G
ng(g ⊗ g) 
−→
∑
g∈G
ng,
und stimmt also mit ε u¨berein. Was die Behauptung betriﬀt, τ sei eine Kettenab-
bildung, so sind Fa¨lle zu unterscheiden. Es geht darum, die Kommutativita¨t des
Diagramms
Fm
∂m−−−−→ Fm−1
τm
⏐⏐
⏐⏐τm−1
⊕
p+q=m Fp ⊗ Fq
Dm−−−−→ ⊕p+q=m−1 Fp ⊗ Fq
fu¨r alle m > 0 nachzuweisen, was anders gesagt heißt fu¨r alle p, q mit p+ q = m− 1
die Kommutativita¨t des Disgramms
Fm
∂m−−−−→ Fm−1
τm
⏐⏐
⏐⏐τpq
(
Fp+1 ⊗ Fq
)⊕ (Fp ⊗ Fq+1
) Dm−−−−→ Fp ⊗ Fq
zu zeigen. Dabei ist mit τm : Fm → (Fp+1⊗Fq)⊕ (Fp⊗Fq+1) unter Missbrauch der
Bezeichnung die Abbildung gemeint, die aus τm : Fm →
⊕
p+q=m Fp ⊗Fq entsteht,
wenn die Projektion auf (Fp+1 ⊗ Fq) ⊕ (Fp ⊗ Fq+1) hinterhergeschaltet wird, und
ebenso ist Dm : (Fp+1 ⊗ Fq) ⊕ (Fp ⊗ Fq+1) → Fp ⊗ Fq die Abbildung, die aus Dm
eingeschra¨nkt auf (Fp+1⊗Fq)⊕(Fp⊗Fq+1) entsteht, wenn anschließend auf Fp⊗Fq
projiziert wird. Beginnen wir mit dem Fall, daß p+ q = m− 1 gerade ist. Dann gilt
τpq∂m1 = τpq(t− 1) = t · τpq1− τpq1
=
{
t · (1⊗ 1)− 1⊗ 1 falls p, q gerade
t ·
(∑
0≤i<j≤m−1 t
i ⊗ tj
)
−∑0≤i<j≤m−1 ti ⊗ tj falls p, q ungerade
=
{
t⊗ t− 1⊗ 1 falls p, q gerade∑
0≤i<j≤m−1 t
i+1 ⊗ tj+1 −∑0≤i<j≤m−1 ti ⊗ tj falls p, q ungerade
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und Umformen des letzten Ausdruckes liefert
∑
0≤i<j≤m−1
ti+1 ⊗ tj+1 −
∑
0≤i<j≤m−1
ti ⊗ tj =
∑
1≤i<j≤m
ti ⊗ tj −
∑
0≤i<j≤m−1
ti ⊗ tj
=
m−1∑
i=1
ti ⊗ 1−
m−1∑
j=1
1⊗ tj =
m−1∑
i=0
ti ⊗ 1−
m−1∑
j=0
1⊗ tj = N ⊗ 1− 1⊗N ;
zusammengefasst hat man also
τpq∂m1 =
{
t⊗ t− 1⊗ 1 falls p, q gerade
N ⊗ t− 1⊗N falls p, q ungerade.
Auf der anderen Seite gilt
Fm
τm−→ (Fp+1 ⊗ Fq
)⊕ (Fp ⊗ Fq+1
)
,
1 
−→
{
(1⊗ t, 1⊗ 1) falls p, q gerade
(1⊗ 1, 1⊗ t) falls p, q ungerade
und Hinterherschalten von Dm ergibt
Dmτm : Fm −→Fp ⊗ Fq,
1 
−→
{
(t− 1)⊗ t + 1⊗ (t− 1) falls p, q gerade
N ⊗ t− 1⊗N falls p, q ungerade
=
{
t⊗ t− 1⊗ t + 1⊗ t− 1⊗ 1 falls p, q gerade
N ⊗ t− 1⊗N falls p, q ungerade;
demnach stimmt die Verknu¨pfung Dmτm : Fm → Fp ⊗ Fq mit τpq∂m u¨berein, was
zu zeigen war. Sei nun die Summe p + q = m− 1 ungerade. In diesem Fall ist
τpq∂m1 = τpqN =
m−1∑
i=0
ti · τpq1
=
{∑m−1
i=0 t
i · (1⊗ 1) falls p gerade, q ungerade∑m−1
i=0 t
i · (1⊗ t) falls p ungerade, q gerade
=
{∑m−1
i=0 t
i ⊗ ti falls p gerade, q ungerade∑m−1
i=0 t
i ⊗ ti+1 falls p ungerade, q gerade;
andererseits gilt
Fm
τm−→ (Fp+1 ⊗ Fq
)⊕ (Fp ⊗ Fq+1
)
,
1 
−→
{(∑
0≤i<j≤m−1 t
i ⊗ tj , 1⊗ 1) falls p gerade, q ungerade(
1⊗ 1, ∑0≤i<j≤m−1 ti ⊗ tj
)
falls p ungerade, q gerade
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und Hinterherschalten von Dm liefert
Fm −→Fp ⊗ Fq,
1 
−→
{∑
0≤i<j≤m−1 t
i(t− 1)⊗ tj + 1⊗N falls p gerade, q ungerade
N ⊗ 1−∑0≤i<j≤m−1 ti ⊗ tj(t− 1) falls p ungerade, q gerade
=
{∑
0≤i<j≤m−1 t
i+1 ⊗ tj −∑0≤i<j≤m−1 ti ⊗ tj + 1⊗N falls p gerade
N ⊗ 1−∑0≤i<j≤m−1 ti ⊗ tj+1 +
∑
0≤i<j≤m−1 t
i ⊗ tj falls p ungerade
=
{∑
0<i≤j≤m−1 t
i ⊗ tj −∑0≤i<j≤m−1 ti ⊗ tj +
∑
0≤j≤m−1 1⊗ tj∑
0≤i≤m−1 t
i ⊗ 1−∑0≤i<j≤m−1 ti ⊗ tj+1 +
∑
0≤i≤j<m−1 t
i ⊗ tj+1
=
{∑
1≤i≤m−1 t
i ⊗ ti −∑1≤j≤m−1 1⊗ tj +
∑
0≤j≤m−1 1⊗ tj∑
0≤i≤m−1 t
i ⊗ 1−∑0≤i≤m−2 ti ⊗ 1 +
∑
0≤i≤m−2 t
i ⊗ ti+1
=
{∑m−1
i=0 t
i ⊗ ti∑m−1
i=0 t
i ⊗ ti+1,
so dass Dmτm : Fm → Fp ⊗ Fq und τpq∂m wie behauptet u¨bereinstimmen. Damit
ist gezeigt, daß fu¨r alle m > 0 die Abbildung Dmτm : Fm →
⊕
p+q=m−1 Fp ⊗ Fq
gleich τm−1∂m ist, d. h. τ ist eine Kettenabbildung.
Die mit Z tensorierten Kettenabbildungen
Unser Ziel ist es, fu¨r eine zyklische Gruppe G der Ordnung n die von den Inklu-
sionen ι1, ι2 : G → G × G und von der diagonalen Einbettung ∆ : G → G × G
vermittelten Inklusionen H3(G,Z) → H3(G × G,Z) genauer zu beschreiben. Dazu
betrachten wir die projektiven Auﬂo¨sungen ε : F → Z und ε⊗ ε : F ⊗ F → Z von
Z u¨ber Z[G] bzw. u¨ber Z[G ×G], wobei F der Komplex
· · · t−1−→ Z[G] N−→ Z[G] t−1−→ Z[G]
mit der Norm N = 1 + t + · · ·+ tn−1 ist und F ⊗ F der Komplex
· · · D3−→
⊕
p+q=2
Fp ⊗ Fq D2−→
⊕
p+q=1
Fp ⊗ Fq D1−→ F0 ⊗ F0.
Mittels der Inklusionen ι1, ι2 und ∆ wird F ⊗ F auf drei verschiedene Arten zu
einem Komplex von G-Moduln, denn ist ϕ : G → G ×G ein Homomorphismus, so
wird fu¨r g ∈ G und x ∈ (F ⊗ F )m =
⊕
p+q=m Fp ⊗ Fq
g · x = ϕ(g) · x
gesetzt. Weil alle Fi projektive Z[G]-Moduln sind und der Komplex F ⊗F azyklisch
ist, gibt es G-Kettenabbildungen τ : F → F⊗F , die mit den Augmentationen ε und
ε⊗ ε vertra¨glich sind. Fu¨r die Homomorphismen ι1, ι2 und ∆ haben wir derartige
Kettenabbildungen explizit angegeben. Um ausgehend von diesen Kettenabbildun-
gen die Abbildungen H3(G,Z) → H3(G×G,Z) zu bestimmen, betrachten wir jeweils
das kommutative Diagramm
Z[G] N−−−−→ Z[G] t−1−−−−→ Z[G]
⏐⏐τ4
⏐⏐τ3
⏐⏐τ2
⊕
p+q=4 Fp ⊗ Fq
D4−−−−→ ⊕p+q=3 Fp ⊗ Fq
D3−−−−→ ⊕p+q=3 Fp ⊗ Fq
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und tensorieren von links mit Z, und zwar in der oberen Reihe u¨ber Z[G], in der
unteren u¨ber Z[G × G], wa¨hrend alle im Diagramm vorkommenden Abbildungen
von links mit der Identita¨t von Z tensoriert werden. Wegen der Isomorphien
Z⊗Z[G] Z[G]  Z
Z⊗Z[G×G]
(
⊕
p+q=m
Fp ⊗ Fq
)

⊕
p+q=m
Z⊗Z[G×G]
(
Fp ⊗ Fq
)  Zm+1
und der in Z⊗Z[G] Z[G] gu¨ltigen Gleichungen
1⊗N =
∑
g∈G
1⊗ g =
∑
g∈G
1⊗ 1 = n⊗ 1
1⊗ (t− 1) = 1⊗ t− 1⊗ 1 = 1⊗ 1− 1⊗ 1 = 0
erhalten wir ein kommutatives Diagramm
Z
n−−−−→ Z 0−−−−→ Z
⏐⏐
⏐⏐
⏐⏐
Z5 −−−−→ Z4 −−−−→ Z3.
Das Bild des erzeugenden Elements 1⊗ 1 von Z⊗Z[G] Z[G]  Z unter 1⊗ τm ist fu¨r
jedes m
1⊗ τm(1) ∈ Z⊗Z[G×G]
( ⊕
p+q=m
Fp ⊗ Fq
)
,
welchem ein Element aus
⊕
p+q=m Z⊗Z[G×G]
(
Fp ⊗ Fq
)
entspricht, das aus
τm(1) ∈
⊕
p+q=m
Fp ⊗ Fq
entsteht, indem jede direkte Komponente von links mit 1 tensoriert wird. Da wir
τm(1) explizit angeben ko¨nnen, erhalten wir auf diese Weise sofort das Bild von
1⊗ 1 unter der durch τm vermittelten Abbildung
1⊗ τm : Z⊗Z[G] Z[G]→
⊕
p+q=m
Z⊗Z[G×G]
(
Fp ⊗ Fq
)
und damit auch das Bild der 1 unter der Abbildung Z → Zm+1. Wir wollen jetzt
konkret die zu ι1, ι2 und ∆ geho¨rigen Abbildungen τ3 ansehen. Es handelt sich um
die G-Homomorphisman
F3 −→
(
F0 ⊗ F3
)⊕ (F1 ⊗ F2
)⊕ (F2 ⊗ F1
)⊕ (F3 ⊗ F0
)
,
1 
−→ (0, 0, 0, 1⊗ 1) (zu ι1)
1 
−→ (1⊗ 1, 0, 0, 0) (zu ι2)
1 
−→ (1⊗ 1, 1⊗ t, 1⊗ 1, 1⊗ t) (zu ∆),
so dass Tensorisation mit der Identita¨t von Z die Gruppenhomomorphismen
Z⊗Z[G] F3 −→
(
Z⊗Z[G×G]
(
F0 ⊗ F3
)) ⊕
(
Z⊗Z[G×G]
(
F1 ⊗ F2
))
⊕
(
Z⊗Z[G×G]
(
F2 ⊗ F1
))⊕
(
Z⊗Z[G×G]
(
F3 ⊗ F0
))
,
1⊗ 1 
−→ (0, 0, 0, 1⊗ (1⊗ 1)) (zu ι1)
1⊗ 1 
−→ (1⊗ (1⊗ 1), 0, 0, 0) (zu ι2)
1⊗ 1 
−→ (1⊗ (1⊗ 1), 1⊗ (1 ⊗ t), 1⊗ (1⊗ 1), 1⊗ (1⊗ t)) (zu ∆)
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liefert, wobei
1⊗ (1 ⊗ t) = 1⊗ ((1, t) · (1⊗ 1)) = (1 · (1, t))⊗ (1⊗ 1) = 1⊗ (1⊗ 1)
das erzeugende Element von Z⊗Z[G×G]
(
Z[G]⊗ Z[G])  Z ist. Man erha¨lt also die
Homomorphismen
Z −→ Z⊕ Z⊕ Z⊕ Z,
1 
−→ (0, 0, 0, 1) (zu ι1)
1 
−→ (1, 0, 0, 0) (zu ι2)
1 
−→ (1, 1, 1, 1) (zu ∆)
als mittlere vertikale Abbildungen in den Diagrammen
Z −−−−→ Z −−−−→ Z
von τ4
⏐⏐ von τ3
⏐⏐ von τ2
⏐⏐
Z⊕ Z⊕ Z⊕ Z⊕ Z −−−−→
d4
Z⊕ Z⊕ Z⊕ Z −−−−→
d3
Z⊕ Z⊕ Z.
Bestimmung der Bilder von H3(G,Z) in H3(G×G,Z)
Wie wir bereits gezeigt haben, sind Kern bzw. Bild der von den Randabbildungen
D3 und D4 vermittelten Homomorphismen d3 und d4 durch
kerd3 =< (1, 0, 0, 0), (0, 1, 1, 0), (0, 0, 0, 1) >
im d4 =< (n, 0, 0, 0), (0, n, n, 0), (0, 0, 0, n) >
gegeben, deren Quotient die Gruppe H3(G×G,Z) liefert. Oﬀenbar gilt auch
ker d3 =< (1, 0, 0, 0), (1, 1, 1, 1), (0, 0, 0, 1) >
im d4 =< (n, 0, 0, 0), (n, n, n, n), (0, 0, 0, n) >,
woraus sich die Isomorphien
H3(G×G,Z)  Z(1, 0, 0, 0) + Z(1, 1, 1, 1) + Z(0, 0, 0, 1)
Z(n, 0, 0, 0) + Z(n, n, n, n) + Z(0, 0, 0, n)
 (Z/n)3
ergeben. Die Bilder der von ι1, ι2 und ∆ vermittelten Abbildungen
(ι1)∗, (ι2)∗, ∆∗ : H3(G,Z) → H3(G×G,Z)
entsprechen hierbei den von (1, 0, 0, 0), (0, 0, 0, 1) und (1, 1, 1, 1) erzeugten
Restklassen, wie die Betrachtung der vertikalen Abbildungen Z → Z ⊕ Z ⊕ Z ⊕ Z
zu den τ3 ergab, und daraus folgt schließlich
H3(G×G,Z) = (ι1)∗
(
H3(G,Z)
) ⊕ (ι2)∗
(
H3(G,Z)
) ⊕ ∆∗
(
H3(G,Z)
)
.
Jeder der drei direkten Summanden ist wie auch H3(G,Z) isomorph zu Z/n.
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4. Explizite Berechnung von H−1(G,K×) fu¨r biquadratische
Erweiterungen von Q
Gegeben sei eine biquadratische Erweiterung K/Q mit der Galoisgruppe G,
und zwar sei K = Q(
√
a,
√
b) mit quadratfreien a, b ∈ Z. Wie in Kapitel 3
gezeigt wurde, ha¨ngt der Isomorphietyp von H−1(G,K×) von den lokalen Ga-
loisgruppen Gp ab. Gibt es Stellen p von Q mit Gp = G, so genu¨gt es, deren
Anzahl zu kennen. In jedem Fall soll gezeigt werden, dass jede der zweielementi-
gen Untergruppen von G fu¨r ein geeignetes p gleich der lokalen Galoisgruppe
Gp ist.
4.i Komplettierungen und lokale Galoisgruppen
In diesem Abschnitt werden wir den Begriﬀ der Zerlegungsgruppe und der
lokalen Galoisgruppe behandeln. Sei K/k eine galoissche Erweiterung alge-
braischer Zahlko¨rper mit der Galoisgruppe G; desweiteren sei p eine endliche
Stelle von k. Fu¨r jede Stelle P von K, die u¨ber p liegt, heißt
GP = {σ ∈ G | σP = P}
die Zerlegungsgruppe von P in Bezug auf die Erweiterung K/k. Sie ha¨ngt bei
abelscher Gruppe G nicht von der Wahl der u¨ber p liegenden Stelle P von K ab
und wird dann auch mit Gp bezeichnet. Allgemein gilt na¨mlich fu¨r jedes σ ∈ G
die Gleichung
GσP = σ(GP)σ−1,
und die Galoisgruppe G operiert transitiv auf der Menge u¨ber p liegenden Stellen
von K (vgl. [N, S. 56-57]).
Sei nun KP eine Komplettierung von K bzgl. der Stelle P und kp eine Kom-
plettierung von k bzgl. der Stelle p. Bezeichnet weiter kP die in KP enthaltene
Komplettierung von k bzgl. p, so besteht ein kanonischer Isomorphismus von
kp nach kP. Deshalb ist es sinnvoll, von der Erweiterung KP/kp zu sprechen.
Jedes σ ∈ GP kann als betragserhaltender k-Homomorphismus von K nach KP
augefasst werden ([AZ, S. 103]) und besitzt somit eine eindeutige Fortsetzung zu
einem Endomorphismus von KP, der kp elementweise festha¨lt ([A2, S .65]). Auf-
grund der Eindeutigkeit sind diese Fortsetzungen ebenfalls Automorphismen, so
dass man einen natu¨rlichen Homomorphismus von GP nach G(KP/kp) erha¨lt.
Dieser ist sogar ein Isomorphismus, weil man umgekehrt jedem Element von
G(KP/kp) seine Einschra¨nkung auf K zuordnen kann und einen betragserhal-
tenden k-Automorphismus von K erha¨lt (da die Erweiterung K/k normal ist).
Ein betragserhaltender Automorphismus aus G ist aber oﬀensichtlich ein Ele-
ment von GP. Die Gruppen GP und G(KP/kp) werden wegen ihrer natu¨rlichen
Isomorphie meist identiﬁziert. Im u¨brigen gilt KP = Kkp, was aufgrund des
Translationssatzes der Galoistheorie die Gleichung GP = G(K/K∩kp) zur Folge
hat, so dass man insgesamt
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GP = G(K/K ∩ kp) = G(KP/kp)
erha¨lt, vgl. [AZ, S. 105].
Die Zerlegungsgruppe GP der u¨ber p liegenden Stelle P von K hat mit dem
Zerlegungsverhalten von p in K zu tun. Die Anzahl gp der u¨ber p liegenden
Stellen von K ist gleich dem Index von GP in G. Ist
p = (P1 . . .Pgp)
ep
die Zerlegung von p in K, mit ep als dem gemeinsamen Verzweigungsindex der
Pi u¨ber p, so besteht mit dem Grad n = K : k der Erweiterung K/k und mit
dem gemeinsamen Restklassengrad fp der Pi folgender Zusammenhang ([AZ,
S. 70/71]):
n = epfpgp.
Als letztes sei noch erwa¨hnt, dass fu¨r einen biquadratischen Erweiterungsko¨rper
K = Q(
√
a,
√
b) von Q und jede Primzahl p der Ko¨rper Qp(
√
a,
√
b) eine Kom-
plettierung von K bzgl. einer der u¨ber p liegenden Stellen von K ist. Fu¨r jede
Primzahl p ist die Gruppe Gp also gerade die Galoisgruppe der Erweiterung
Qp(
√
a,
√
b)/Qp, welche sich ohne Schwierigkeiten bestimmen la¨sst.
4.ii Quadratische Erweiterungen
Als na¨chstes sollen nun einige Ergebnisse u¨ber quadratische Erweiterungen
Q(
√
d) mit quadratfreiem d ∈ Z angegeben werden, die u¨ber den Zerlegungstyp
jeder endlichen Stelle p von Q Aufschluss geben. In dieser speziellen Situation
ist eine der Zahlen ep, fp und gp gleich 2, wa¨hrend die restlichen den Wert 1
annehmen. Fu¨r eine Primzahl p sind in L = Q(
√
d) demnach drei verschiedene
Zerlegungstypen mo¨glich:
p verzweigt: ep = 2, (p) = P2, Gp = G;
p tra¨ge: fp = 2, (p) = P, Gp = G;
p voll zerlegt: gp = 2, (p) = P1P2, P1 = P2, Gp = 1.
Die Diskriminante dL von L ist gegeben durch dL = d falls d ≡ 1(4), und
dL = 4d sonst ([AZ, S. 50]). Ihre Primteiler sind gerade diejenigen Primzahlen,
die in L verzweigt sind.
Fu¨r alle Primzahlen p = 2 gelten die folgenden A¨quivalenzen ([AZ, S. 113]):
p verzweigt in L ⇔ p | d
p tra¨ge in L ⇔ p  d und (dp
)
= −1
p voll zerlegt in L ⇔ p  d und (dp
)
= 1
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Im Falle p = 2 gilt hingegen
2 verzweigt in L ⇔ d ≡ 1, 5 (8)
2 tra¨ge in L ⇔ d ≡ 5 (8)
2 voll zerlegt in L ⇔ d ≡ 1 (8)
Mit Hilfe dieser Resultate kann die Frage beantwortet werden, ob d fu¨r eine
gegebene Primzahl p ein Quadrat in Qp ist, oder anders ausgedru¨ckt ermo¨glichen
sie es, den Grad np der lokalen Erweiterung Qp(
√
d)/Qp anzugeben. Weil
sich Restklassengrad und Verzweigungsindex bei U¨bergang zu den Komplet-
tierungen nicht a¨ndern ([A2, S. 90]), und weil daru¨ber hinaus Qp und Qp(
√
d)
lokale Ko¨rper sind ([A2, S. 114/115]), genu¨gt der lokale Grad np der Gleichung
np = epfp ([A2, S. 94]). Die Werte von ep und fp sind jedoch durch den Zer-
legungstyp von p festgelegt; genau dann ist der lokale Grad np gleich 1, wenn
Verzweigungsindex ep und Tra¨gheitsgrad fp beide den Wert 1 annehmen. Die
lokale Erweiterung Qp(
√
d)/Qp ist demnach nur fu¨r in L = Q(
√
d) voll zerlegtes
p trivial.
4.iii Biquadratische Erweiterungen
Nachdem der Fall quadratischer Erweiterungen Q(
√
d)/Q gekla¨rt ist, kann auch
der lokale Grad der biquadratischen Erweiterung Q(
√
a,
√
b)/Q fu¨r eine beliebige
Primzahl p ermittelt werden, indem der Zerlegungstyp von p in Q(
√
a), Q(
√
b)
und Q(
√
ab) unter Anwendung der oben genannten Resultate bestimmt wird
(eventuell mu¨ssen fu¨r p = 2 einige der Legendre-Symbole (ap
)
,
(
b
p
)
und
(
ab
p
)
unter
Anwendung des quadratischen Reziprozita¨tsgesetzes und der beiden Zusa¨tze
ausgewertet werden). Fu¨r jede Primzahl p ist der Grad np der Erweiterung
Qp(
√
a,
√
b)/Qp gleich 1, 2 oder 4.
Genau dann ist np = 1, wenn sowohl Qp(
√
a)/Qp als auch Qp(
√
b)/Qp den Grad
1 haben, d. h. wenn p in Q(
√
a) und Q(
√
b) voll zerlegt ist.
Genau dann ist np = 4, wenn der Grad von Qp(
√
a) und von Qp(
√
b) u¨ber Qp
jeweils gleich 2 ist und außerdem Qp(
√
a) = Qp(
√
b) gilt; letztere Bedingung ist
a¨quivalent dazu, dass a und b sich nicht um ein Quadrat in Qp unterscheiden
([A1, S. 281]). Anders ausgedru¨ckt ist np genau dann gleich 4, wenn die Er-
weiterungen Qp(
√
a), Qp(
√
b) und Qp(
√
ab) jeweils den Grad 2 u¨ber Qp haben,
bzw. wenn p in keinem der Ko¨rper Qp(
√
a), Qp(
√
b) und Qp(
√
ab) voll zerlegt
ist.
Wenn der Grad von Qp(
√
a,
√
b)/Qp hingegen gleich 2 ist, so ko¨nnen drei Fa¨lle
unterschieden werden, je nachdem ob
√
a,
√
b oder
√
ab in Qp liegt. Diese
drei Fa¨lle schließen sich gegenseitig aus, denn nur einer der Ko¨rper Qp(
√
a),
Qp(
√
b) und Qp(
√
ab) hat den Grad 1 u¨ber Qp (weil Qp(
√
a,
√
b) das Komposi-
tum von zwei beliebigen unter den drei Ko¨rpern ist). Betrachtet man statt
der lokalen Galoisgruppe G(Qp(
√
a,
√
b)/Qp) zu Q(
√
a,
√
b)/Q die Zerlegungs-
gruppe G(Q(
√
a,
√
b)/Q(
√
a,
√
b) ∩Qp) von p, so ist Gp durch den zugeho¨rigen
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Fixko¨rper F = Q(
√
a,
√
b) ∩Qp in Q(√a,
√
b) gekennzeichnet. Wenn der lokale
Grad np gleich 2 ist, hat F den Grad 2 u¨ber Q. Genauer ist F = Q(
√
d) mit
dem eindeutigen d ∈ {a, b, ab}, so dass √d in Qp liegt.
Die Zerlegungsgruppe Gp la¨sst sich nun fu¨r jede Primzahl p bestimmen. Nur
wenn p in Q(
√
a,
√
b) verzweigt ist (d. h. wenn der gemeinsame Verzweigungsin-
dex der u¨ber p liegenden Stellen von Q(
√
a,
√
b) nicht 1 ist), kann dabei Gp = G
herauskommen: fu¨r unverzweigtes p ist die lokale Erweiterung Qp(
√
a,
√
b)/Qp
zyklisch, da sich der Verzweigungsindex bei U¨bergang zu den Komplettierungen
nicht a¨ndert und unverzweigte Erweiterungen lokaler Ko¨rper zyklisch sind ([A2,
S. 97]).
Auch an der Stelle p = ∞ ist die lokale Galoisgruppe Gp zyklisch, denn die
Komplettierung von Q bzgl. | |∞ ist R, und die Komplettierung von Q(√a,
√
b)
bzgl. einer Fortsetzung von | |∞ ist ebenfalls R, wenn √a,
√
b ∈ R, und an-
sonsten C. Um die Anzahl der Stellen p mit Gp = G herauszuﬁnden, braucht
man deshalb nur die endlichen Stellen p zu betrachten, fu¨r die p in einem der
Ko¨rper Q(
√
a), Q(
√
b) verzweigt ist. Es handelt sich um endlich viele Stellen,
na¨mlich um die zu den Primteilern der Diskriminanten von Q(
√
a) und Q(
√
b).
Zusammen mit Abschnitt 4.ii ergibt sich nun
4.1 Satz. Es sei K = Q(
√
a,
√
b) eine biquadratische Erweiterung von Q, mit
quadratfreien a, b ∈ Z.
Fu¨r eine Primzahl p gilt Gp = G genau in den Fa¨llen
i) p = 2, p | a, p  b, (bp
)
= −1
(p verzweigt in Qp(
√
a) und Qp(
√
ab), p tra¨ge in Qp(
√
b));
ii) p = 2, p  a, p | b, (ap
)
= −1
(p verzweigt in Qp(
√
b) und Qp(
√
ab), p tra¨ge in Qp(
√
a));
iii) p = 2, p | a, p | b, (ab/p2p
)
= −1
(p verzweigt in Qp(
√
a), Qp(
√
b) und p tra¨ge in Qp(
√
ab));
iv) p = 2, a, b, (ab)0 ≡ 1 (8)
(2 nicht voll zerlegt in Qp(
√
a), Qp(
√
b) und Qp(
√
ab)).
Hierbei bezeichnet (ab)0 den quadratfreien Kern von ab.
Es ist Gp = 1 genau in den Fa¨llen
i) p = 2, p  a, p  b, (ap
)
=
(
b
p
)
= 1
(p voll zerlegt in Qp(
√
a), Qp(
√
b) und Qp(
√
ab));
ii) p = 2, a, b ≡ 1 (8)
(2 voll zerlegt in Qp(
√
a), Qp(
√
b) und Qp(
√
ab)).
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4.2 Beispiel. (vgl. auch Abschnitte 4.x und 4.xi)
a) Es sei a = 2 und b = p1 . . . pm, mit paarweise verschiedenen Primzahlen
pi ≡ 3 (8). Dann ist
(
a
pi
)
= −1, und nach Satz 4.1 gilt Gp = G genau fu¨r die
Primzahlen p1, . . . , pm, falls m gerade ist, und zusa¨tzlich fu¨r die Primzahl 2,
falls m ungerade ist. Nach Theorem 3.1 ist H−1(G,K×) gleich (Z/2)m−1 (m
gerade) bzw. gleich (Z/2)m (m ungerade).
b) Es sei a = −1 und b = p1 . . . pm, mit paarweise verschiedenen Primzahlen
pi ≡ −1 (8). Wieder ist
(
a
pi
)
= −1, und in jedem Fall gilt nun Gp = G genau fu¨r
die n Primzahlen p1, . . . , pm. Nach Theorem 3.1 gilt H−1(G,K×)  (Z/2)m−1.
c) Fu¨r a = 2, b = 17 sowie a = −1, b = 17 gilt Gp = G fu¨r alle Primzahlen p.
4.iv Realisierung der Untergruppen der Galoisgruppe als Zerlegungs-
gruppen
Es soll der folgende Satz gezeigt werden.
4.3 Satz. Es sei K = Q(
√
a,
√
b) eine biquadratische Erweiterung von Q, mit
quadratfreien a, b ∈ Z und Galoisgruppe G = (Z/2)2. Dann ist jede der drei
zweielementigen Untergruppen von G fu¨r unendlich viele Primzahlen p gleich
der Zerlegungsgruppe Gp.
Fu¨r jede Stelle p von Q und jede u¨ber p liegende Stelle p von K = Q(
√
a,
√
b)
wird, wie bereits gesagt, die Zerlegungsgruppe Gp = Gp mit der lokalen Galois-
gruppe G(Kp/Qp) identiﬁziert, womit also
Gp = Gp = G(Q(
√
a,
√
b)/Q(
√
a,
√
b) ∩Qp) = G(Qp(
√
a,
√
b)/Qp)
gilt. Die Gruppe Gp hat genau dann die Ordnung 2, wenn ihr Index in G gleich
2 ist; nach dem Hauptsatz der Galoistheorie ist dies a¨quivalent dazu, dass ihr
Fixko¨rper Q(
√
a,
√
b) ∩ Qp den Grad 2 u¨ber Q hat. Demnach ist Gp genau
dann gleich einer der zweielementigen Untergruppen von G, wenn nur eine der
Wurzeln
√
a,
√
b,
√
ab in Qp liegt, und das heißt auf den Zerlegungstyp von
p bezogen, dass p in genau einem der Ko¨rper Q(
√
a), Q(
√
b) und Q(
√
ab) voll
zerlegt ist. Fu¨r p = 2 ist Letzteres schließlich gleichbedeutend damit, dass genau
eines der Legendre-Symbole
(
a
p
)
,
(
b
p
)
und
(
ab
p
)
den Wert 1 annimmt. Wir setzen
ab jetzt stets p = 2 voraus. Folgende drei Fa¨lle ko¨nnen bei zweielementigem Gp
auftreten:
1. Es gilt
(
a
p
)
= 1 und
(
b
p
)
= −1. Dann ist auch (abp
)
= −1, folglich liegt
nur
√
a in Qp. Identiﬁziert man wie gewo¨hnlich Zerlegungsgruppe und lokale
Galoisgruppe an der Stelle p, so hat man
Gp = G(Q(
√
a,
√
b)/Q(
√
a)) = G(Qp(
√
b)/Qp) = G(Qp(
√
ab)/Qp).
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2. Es gilt
(
a
p
)
= −1 und (bp
)
= 1. Daraus folgt weiter
(
ab
p
)
= −1, so dass nur √b
in Qp enthalten ist. Fu¨r die Gruppe Gp gelten dann die Gleichungen
Gp = G(Q(
√
a,
√
b)/Q(
√
b)) = G(Qp(
√
a)/Qp) = G(Qp(
√
ab)/Qp).
3. Es gilt
(
a
p
)
=
(
b
p
)
= −1, woraus (abp
)
= 1 folgt. Nur
√
ab liegt demnach in Qp,
und
Gp = G(Q(
√
a,
√
b)/Q(
√
ab)) = G(Qp(
√
a)/Qp) = G(Qp(
√
b)/Qp).
Es soll nun gezeigt werden, dass jeder der genannten Fa¨lle fu¨r unendlich viele
Primzahlen p eintritt. Seien δa, δb ∈ {1,−1} nicht beide gleich 1. Behauptet
wird, dass es unendlich viele Primzahlen p gibt mit
(
a
p
)
= δa und
(
b
p
)
= δb. Es
sei a = a′d und b = b′d, mit d ∈ N als dem gro¨ßten gemeinsamen Teiler von
a und b. Fu¨r alle Primzahlen p gilt
(
a
p
)
=
(
a′
p
)(
d
p
)
und
(
b
p
)
=
(
b′
p
)(
d
p
)
, wobei
a′, b′ und d quadratfrei und daher auch paarweise teilerfremd sind. Deshalb
liegt es nahe, die Frage zu stellen, ob es unendlich viele Primzahlen p gibt mit(
a′
p
)
= δa,
(
b′
p
)
= δb und
(
d
p
)
= 1. Der U¨bersichtlichkeit halber werden bei der
Beantwortung der Frage zwei Fa¨lle unterschieden. Im ersten Fall haben a′ und b′
beide mindestens einen Primfaktor, wa¨hrend im zweiten b = −1 ist und a = a′
weiterhin mindestens einen Primfaktor besitzt. Diese beiden Fa¨lle genu¨gen,
weil die restlichen darauf zuru¨ckgefu¨hrt werden ko¨nnen: im Falle a′, b′ = ±1
gilt Q(
√
a,
√
b) = Q(
√
d,
√−d) = Q(√d,√−1); ist hingegen nur b′ = ±1, so
kann a durch den Quotienten a/b = a′/b′ = ±a′ = ±1 ersetzt werden und dann
haben ±a′ und b = b′ = ±d beide mindestens einen Primfaktoren oder es ist
b′ = −1.
Es liege nun der erste Fall vor, und zwar sei
d = l1 . . . lr, r ≥ 0
a′ = εap1 . . . ps, εa = ±1, s > 0
b′ = εbq1 . . . qt, εb = ±1, t > 0
mit paarweise verschiedenen Primzahlen l1 . . . lr, p1 . . . ps, q1 . . . qt. Wir werden
zuna¨chst zeigen, dass es unendlich viele Primzahlen p = l1 . . . lr, p1 . . . ps, q1 . . . qt
gibt, welche den folgenden Bedingungen genu¨gen.
1. p ≡ 1(4), aq¨uivalent zu (−1p
)
= 1;
fu¨r die ungeraden Primzahlen unter den li, pj, qk mo¨ge gelten:
2.
(
li
p
)
=
(
p
li
)
= 1 (die erste Gleichung fogt aus dem quadratischen Reziprozita¨ts-
gesetz) (z. B. sei p ≡ 1(li));
3.
(
p1
p
)
=
(
p
p1
)
= δa,
(pj
p
)
=
(
p
pj
)
= 1 fu¨r alle j > 1;
4.
(
q1
p
)
=
(
p
q1
)
= δb,
(
qk
p
)
=
(
p
qk
)
= 1 fu¨r alle k > 1.
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Wir bemerken, dass ho¨chstens eine der Primzahlen li, pj, qk gleich 2 ist; im
folgenden kann dann p ≡ 1(8) oder p ≡ 5(8) gewa¨hlt werden, je nachdem ob(
2
p
)
= 1 oder
(
2
p
)
= −1 erforderlich ist.
Fu¨r jede Primzahl p, die die Bedingungen 1.-4. erfu¨llt, gilt
(
a
p
)
=
(
a′
p
)(
d
p
)
=
(
p1
p
)
. . .
(
ps
p
)(
l1
p
)
. . .
(
lr
p
)
= δa
(
b
p
)
=
(
b′
p
)(
d
p
)
=
(
q1
p
)
. . .
(
qt
p
)(
l1
p
)
. . .
(
lr
p
)
= δb,
Fu¨r jede ungerade Primzahl l ha¨ngt der Wert ±1 von (pl
)
=
(
l
p
)
nur von der
Restklasse von p modulo l ab: nach Deﬁnition gilt
(
p
l
)
= 1 genau dann, wenn p
ein Quadrat modulo l ist. Fu¨r jede ganze Zahl l in {4, l1 . . . lr, p1 . . . ps, q1 . . . qt}
wa¨hle man nun eine Restklasse modulo l, so dass alle Bedingungen 1.-4. bzw.
die entsprechenden Kongruenzen erfu¨llt sind. Nach dem Chinesischen Restsatz
gibt es dann genau eine Restklasse modulo 4l1 . . . lrp1 . . . psq1 . . . qt, deren Ver-
treter diesen Kongruenzen genu¨gen, und nach dem Primzahlsatz von Dirichlet
(vgl. [N, S. 490]) liegen unendlich viele Primzahlen in dieser Restklasse (da jeder
Vertreter der Restklasse nach Wahl der Kongruenzen prim ist zu allen li, pj , qt
sowie 2).
Damit ist der erste Fall abgeschlossen, und nun soll auf den zweiten eingegangen
werden. Es ist nun
a = εp1 . . . ps, εa = ±1, s > 0, b = −1,
mit paarweise verschiedenen Primzahlen pi. Wir haben die Existenz unendlich
vieler Primzahlen p zu zeigen mit
(
a
p
)
= δa und
(−1
p
)
= δb (in der Notation
des ersten Falles). Ist δb = 1, so ergibt sich die Behauptung mit p ≡ 1(4)
wie im ersten Fall. Ist δb = −1, so sei p ≡ 3(4); nach dem quadratischen
Reziprozita¨tsgesetz gilt fu¨r ungerades pi
(
pi
p
)
= (−1) pi−12
(
p
pi
)
.
Die Behauptung ergibt sich nun ebenfalls wie im ersten Fall (ist eines der pi
gleich 2, so gilt
(
2
p
)
= 1 fu¨r p ≡ −1(8), und (2p
)
= −1 fu¨r p ≡ 3(8)).
Damit ist der Beweis von Satz 4.3 beendet.
4.v Anwendung des Dichtigkeitssatzes von Tschebotarev
Aus dem Dichtigkeitssatz von Tschebotarev ergibt sich die folgende Verallge-
meinerung von Satz 4.3.
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4.4 Satz. Es sei K/k eine galoissche Erweiterung algebraischer Zahlko¨rper mit
abelscher Galoisgruppe G. Dann ist jede der zyklischen Untergruppen von G
fu¨r unendlich viele Stellen p von k gleich der Zerlegungsgruppe Gp.
Es sei p eine endliche Stelle von k, die in K unverzweigt ist, d.h. der gemein-
same Verzweigungsindex der u¨ber p liegenden Stellen P von K sei gleich 1.
Die lokalen Erweiterungen KP/kp sind dann alle unverzweigt, da die globale
Erweiterung K/k an den p teilenden Stellen P von K unverzweigt ist. U¨ber
unverzweigte Erweiterungen lokaler Ko¨rper ist bekannt, dass sie zyklisch sind
mit dem sog. Frobeniusautomorphismus als kanonischem Erzeugenden; dieser
ist dadurch charakterisiert, dass er auf der Erweiterung der Restklassenko¨rper
den zugeho¨rigen Frobeniusautomorphismus vermittelt, vgl. [A2, S. 97]. Da die
Restklassenko¨rper von k bzw. K fu¨r jedes P/p mit denen von kp bzw. KP iden-
tiﬁziert werden ko¨nnen ([A2, S. 66]), gibt es also fu¨r jedes P/p einen kanonis-
chen Erzeuger der Zerlegungsgruppe GP, na¨mlich den, der auf der Erweiterung
K¯P/k¯p den Frobeniusautomorphismus induziert. Er wird Frobeniusautomor-
phismus zu P bzgl. der Erweiterung K/k genannt und mit
ϕP =
(
K/k
P
)
bezeichnet, vgl. [AZ, S. 123]. Fu¨r alle σ ∈ G(K/k) gilt
(
K/k
σP
)
= σ
(
K/k
P
)
σ−1,
vgl. [AZ, S. 124]. Wenn die Erweiterung K/k abelsch ist, ha¨ngt der Frobe-
niusautomorphismus
(K/k
P
)
deshalb nicht mehr von der u¨ber p liegenden Stelle
P von K ab. So kann in diesem Fall jeder in K unverzweigten Stelle p von k
das Artinsymbol
ϕp =
(
K/k
p
)
von p bzgl. der abelschen Erweiterung K/k zugeordnet werden, mit
(K/k
p
)
=
(K/k
P
)
, wenn P eine p teilende Stelle in K bezeichnet.
Aus dem Dichtigkeitssatz von Tschebotarev folgt fu¨r abelsches K/k, dass es zu
jedem σ ∈ G unendlich viele in K unverzweigte endliche Stellen p von k gibt,
so dass
σ =
(
K/k
p
)
der Frobeniusautomorphismus zu jeder der u¨ber p liegenden Stellen P von K
ist (vgl. [AZ, S. 290]). Fu¨r jedes solche p ist dann
Gp = < σ >,
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da der Frobeniusautomorphismus
(K/k
p
)
der u¨ber p liegenden Stellen von K die
Zerlegungsgruppe Gp erzeugt. Demnach ist jede der zyklischen Untergruppen
von G(K/k) fu¨r unendlich viele Stellen p gleich der Zerlegungsgruppe Gp.
Wir kommen nun zum zweiten Teil dieses Kapitels, in dem wir die Struktur
der Gruppe H−1(G,K×) fu¨r gewisse Serien biquadratischer Erweiterungen K/Q
explizit bestimmen wollen. Insbesondere wird dadurch gezeigt, dass alle Werte
von n (vgl. Theorem 3.1) vorkommen ko¨nnen.
Im folgenden sei also K/Q eine biquadratische Erweiterung von Q mit Galois-
gruppe G. Nach Theorem 3.1 ist H−1(G,K×) durch die Anzahl n der endlichen
Stellen p von Q mit Gp = G vollsta¨ndig bestimmt. Zur Bestimmung von n
genu¨gt es nach Abschnitt 4.iii, die Gruppen Gp fu¨r alle Primteiler p der Diskrim-
inanten der quadratischen Teilko¨rper von K zu berechnen. Es sollen nun zuerst
fu¨r biquadratische Erweiterungen K/Q, bei denen K aus Q durch Adjunktion
der Wurzeln
√
a,
√
b zweier ungerader Primzahlen entsteht, alle Fa¨lle klassi-
ﬁziert werden, die bei derartigen Erweiterungen auftreten ko¨nnen, und spa¨ter
auch fu¨r einige andere Werte von a, b.
4.vi Es sei K = Q(
√
a,
√
b), mit ungeraden Primzahlen a = b. Die Erweiterung
ist dann biquadratisch, weil Q(
√
a) = Q(√b) gilt (vgl. [A1, S. 281]). Bei der
Bestimmung der lokalen Galoisgruppen Gp sind folgende Fa¨lle zu unterscheiden.
1. p = 2, a, b. Da p die Diskriminanten von Q(√a), Q(√b) nicht teilt, ist p
in jedem dieser Ko¨rper tra¨ge oder voll zerlegt. Die Erweiterungen Qp(
√
a)/Qp
und Qp(
√
b)/Qp sind damit unverzweigt, so dass folglich auch die Erweiterung
Qp(
√
a,
√
b)/Qp unverzweigt ist und demnach ho¨chstens den Grad 2 hat. Genau
dann ist der Grad von Qp(
√
a,
√
b)/Qp gleich 1, wenn p sowohl in Q(
√
a) als auch
in Q(
√
b) voll zerlegt ist. Es folgt
Gp = 1 falls
(
a
p
)
=
(
b
p
)
= 1
Gp  Z/2 sonst.
2. Es sei p = a. Dann teilt p die Diskriminante von Q(
√
a), die von Q(
√
b)
hingegen nicht. Anders ausgedru¨ckt ist p nur in Q(
√
a) verzweigt, so dass die Er-
weiterung Qp(
√
a)/Qp rein verzweigt ist vom Grade 2, wa¨hrend die Erweiterung
Qp(
√
b)/Qp unverzweigt ist. Deshalb gilt Qp(
√
a) = Qp(
√
b), und das Komposi-
tum hat den Grad 4 u¨ber Q genau dann, wenn wenn nicht Qp(
√
b) = Qp gilt.
Dabei ist Qp(
√
b) = Qp a¨quivalent dazu, dass p in Q(
√
b) voll zerlegt ist. Also
hat man
Ga  Z/2 falls
(
b
a
)
= 1
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Ga = G falls
(
b
a
)
= −1.
3. Im Falle p = b gilt entsprechend
Gb  Z/2 falls
(
a
b
)
= 1
Gb = G falls
(
a
b
)
= −1.
4. Es sei p = 2. Der Grad der Erweiterung Q2(
√
a,
√
b)/Q2 ist genau dann
gleich 4, wenn die Teilerweiterungen Q2(
√
a)/Q2, Q2(
√
b)/Q2 und Q2(
√
ab)/Q2
alle den Grad 2 haben; das wiederum ist a¨quivalent dazu, dass die Primzahl 2
in keinem der Ko¨rper Q(
√
a), Q(
√
b) und Q(
√
ab) voll zerlegt ist. Die Primzahl
2 ist in einem quadratischen Teilko¨rper Q(
√
d) genau dann voll zerlegt, wenn
d ≡ 1 (8) gilt. Dabei ist ab ≡ 1 (8) a¨quivalent zu a ≡ b (8), denn in der Einheit-
engruppe von Z/8 ist jedes Element zu sich selbst invers. Weiter ist der Grad der
Erweiterung Q2(
√
a,
√
b)/Q2 genau dann gleich 1, wenn die Teilerweiterungen
Q2(
√
a)/Q2 und Q2(
√
b)/Q2 beide den Grad 1 haben, d.h. wenn die Primzahl
2 in Q(
√
a) und Q(
√
b) voll zerlegt ist. Zusammenfassend gilt
G2 = 1 falls a, b ≡ 1 (8)
G2 = G falls a, b ≡ 1 (8), a ≡ b (8).
G2  Z/2 sonst.
Fu¨r eine beliebige Primzahl p kann die lokale Galoisgruppe Gp also leicht bes-
timmt werden, wobei fu¨r p = 2 mindestens eines der Legendre-Symbole (ap
)
oder(
b
p
)
sinnvoll ist und ausgewertet werden muss, was aber Dank dem quadratis-
chen Reziprozita¨tsgesetz und der Erga¨nzungssa¨tze keine Schwierigkeit darstellt.
Ist man jedoch nur an H−1(G,K×) interessiert, so genu¨gt es wie gesagt, die
Anzahl der endlichen Stellen p von Q mit Gp = G zu kennen. Dies ist nun
fu¨r Primzahlen p mo¨glich, die Primteiler von einer der Diskriminanten der
Ko¨rper Q(
√
a) und Q(
√
b) sind. Es genu¨gt deshalb, die Zerlegungsgruppen
G2, Ga und Gb zu betrachten. Der U¨bersichtlichkeit halber soll kurz festgehal-
ten werden, wann genau eine jede unter diesen Gruppen mit der Galoisgruppe
G u¨bereinstimmt. Die vorangegangenen U¨berlegungen haben gezeigt, dass fol-
gendes gilt.
Ga = G ⇔
(
b
a
)
= −1
Gb = G ⇔
(
a
b
)
= −1
G2 = G ⇔ a, b ≡ 1 (8), a ≡ b (8).
Die Fa¨lle, die fu¨r ein Primzahlpaar (a, b) auftreten ko¨nnen, lassen sich nun wie
folgt klassiﬁzieren.
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4.5 Satz. Es sei K = Q(
√
a,
√
b), mit ungeraden Primzahlen a = b, und es sei
G die Galoisgruppe der biquadratischen Erweiterung K/Q. Dann gilt
H−1(G,K×)  (Z/2)2 in den Fa¨llen
1) a ≡ 3 (4), b ≡ 5 (8) oder umgekehrt, (ab
)
=
(
b
a
)
= −1 (Ga = Gb = G2 = G);
Beispiele: (a, b) = (3, 5), (7, 5);
H−1(G,K×)  Z/2 in den Fa¨llen
2) a ≡ 1 (8) oder b ≡ 1 (8) oder a ≡ b (8), (ab
)
=
(
b
a
)
= −1 (Ga = Gb = G,
G2 = G)
Beispiele: (a, b) = (3, 17), (5, 17), (7, 17), (41, 17), (5, 13);
3) a, b ≡ 3 (4), a ≡ b (8), d. h. a ≡ 3 (8), b ≡ 7 (8) oder umgekehrt, (Ga =
G, Gb  Z/2 oder umgekehrt, G2 = G)
Beispiele: (a, b) = (3, 7), (3, 23);
H−1(G,K×) = 1 in den Fa¨llen
4) a ≡ 3 (4), b ≡ 5 (8) oder umgekehrt, (ab
)
=
(
b
a
)
= 1 (Ga = Gb  Z/2, G2 =
G)
Beispiele: (a, b) = (3, 13), (7, 29), (11, 5), (31, 5);
5) a, b ≡ 3 (4), a ≡ b (8), d. h. a, b ≡ 3 (8) oder a, b ≡ 7 (8) (Ga = G, Gb 
Z/2 oder umgekehrt, G2  Z/2)
Beispiele: (a, b) = (3, 11), (7, 23);
der singula¨re Fall Gp = G fu¨r alle p hingegen liegt vor falls
6) a ≡ 1 (8) oder b ≡ 1 (8) oder a ≡ b (8), (ab
)
=
(
b
a
)
= 1 (Ga = Gb 
Z/2, G2  Z/2 oder G2 = 1)
Beispiele: (a, b) = (3, 73), (5, 41), (7, 113), (13, 17), (19, 17), (31, 17), (89, 17),
(5, 29);
im singula¨ren Fall gilt ebenfalls H−1(G,K×) = 1.
Dies sind sa¨mtliche Fa¨lle, die bei einer Erweiterung vom Typ Q(
√
a,
√
b)/Q mit
voneinander verschiedenen, ungeraden Primzahlen a, b vorkommen ko¨nnen.
4.vii Es sei nun a = 2, d.h. K = Q(
√
2,
√
b), wobei b weiterhin eine ungerade
Primzahl bezeichnet.
1. Es sei p = 2, b. Dann ist p kein Teiler der Diskriminanten von Q(√2) und
Q(
√
b), so dass p in diesen Ko¨rpern nicht verzweigt, d. h. tra¨ge oder voll zerlegt
ist. Die lokalen Erweiterungen Qp(
√
2)/Qp und Qp(
√
b)/Qp sind demnach un-
verzweigt, weshalb auch das Kompositum Qp(
√
2,
√
b)/Qp unverzweigt ist und
somit ho¨chstens den Grad 2 hat. Genauer gilt
Gp = 1 falls
(
2
p
)
=
(
b
p
)
= 1
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Gp  Z/2 sonst.
2. Es sei p = b. Da p die Diskriminante von Q(
√
b) teilt, die von Q(
√
2)
hingegen nicht, ist p in Q(
√
b) verzweigt und in Q(
√
2) tra¨ge oder voll zerlegt.
Die Erweiterung Qp(
√
b)/Qp ist rein verzweigt ist vom Gerade 2, wa¨hrend die
Erweiterung Qp(
√
2)/Qp unverzweigt ist. Man erha¨lt
Gb  Z/2 falls
(
2
b
)
= 1
Gb = G falls
(
2
b
)
= −1.
3. Es sei p = 2. Dann ist p Teiler der Diskriminante 8 von Q(
√
2), oder an-
ders gesagt ist p in Q(
√
2) verzweigt, d. h. die Erweiterung Q2(
√
2)/Q2 ist rein
verzweigt vom Grade 2. Die Erweiterung Q2(
√
b)/Q2 kann hingegen von be-
liebigem Typus sein, denn bekanntlich ha¨ngt der Zerlegungstyp von 2 in Q(
√
b)
nur von der Restklasse von b modulo 8 ab. Weil p = 2 Teiler von 2b ist, kann
jedenfalls gesagt werden, dass 2 in Q(
√
2b) verzweigt ist. Es stellt sich somit
die Frage, wann 2 in Q(
√
b) voll zerlegt ist und demzufolge Q(
√
2) = Q(
√
2b)
ist, oder wann andererseits 2 in Q(
√
b) nicht voll zerlegt ist und damit alle drei
Erweiterungen Q(
√
2), Q(
√
b) und Q(
√
2b) voneinander verschieden sind. Es
ergibt sich
G2  Z/2 falls b ≡ 1 (8)
G2 = G falls b ≡ 1 (8).
Nach 2. und 3. gilt daher
Gb = G ⇔
(
2
b
)
= −1
G2 = G ⇔ b ≡ 1 (8)
und man erha¨lt den folgenden
4.6 Satz. Es sei K = Q(
√
2,
√
b), mit einer ungeraden Primzahl b, und G
die Galoisgruppe der biquadratischen Erweiterung K/Q. Dann gilt im nicht-
singula¨ren Fall
H−1(G,K×)  Z/2 falls b ≡ ±3 (8) (Gb = G2 = G)
Beispiele: (a, b) = (2, 3), (2, 5);
H−1(G,K×) = 1 falls b ≡ 7 (8) (Gb  Z/2, G2 = G)
Beispiele: (a, b) = (2, 7), (2, 23);
der singula¨re Fall liegt vor fu¨r b ≡ 1 (8) (Gb = G2  Z/2)
Beispiele: (a, b) = (2, 17), (2, 41);
im singula¨ren Fall gilt H−1(G,K×) = 1.
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4.viii Es sei nun a = −1, d.h. K = Q(√−1,√b), mit beliebiger Primzahl b.
Die Situation ist wie folgt.
1. Es sei p = 2, b. Weil p in Q(√−1) und Q(√b) nicht verzweigt ist, sind die
Erweiterungen Q(
√−1)/Q und Q(√b)/Q und damit auch die Erweiterungen
Qp(
√−1)/Qp, Qp(
√
b)/Qp unverzweigt. Folglich ist auch Qp(
√−1,√b)/Qp un-
verzweigt, weshalb der Grad nur 1 oder 2 sein kann. Genau dann ist der Grad
gleich 1, wenn p sowohl in Q(
√−1) als auch in Q(√b) voll zerlegt ist, d.h. wenn(−1
p
)
=
(
b
p
)
= 1 gilt. Hierbei ist
(−1
p
)
= 1 a¨quivalent zu p ≡ 1 (4), so dass man
erha¨lt
Gp = 1 falls p ≡ 1 (4) und
(
b
p
)
= 1
Gp  Z2 sonst.
2. Es sei p = 2 und p = b. Bekanntlich ist p in Q(√p) verzweigt, wa¨hrend p
in Q(
√−1) nur tra¨ge oder voll zerlegt sein kann. Nur dann stimmt Gp mit G
u¨berein, wenn p in Q(
√−1) tra¨ge ist, d.h. wenn (−1p
)
= −1 gilt. Demnach hat
man
Gb  Z/2 falls b ≡ 1 (4)
Gb = G falls b ≡ 3 (4).
3. Es sei p = 2. Nun ist 2 in Q(
√−1) verzweigt, doch in Q(√b) sind alle
Zerlegungstypen mo¨glich. Die Aussage G2 = G ist a¨quivalent dazu, dass 2
weder in Q(
√
b) noch in Q(
√−b) voll zerlegt ist. Dabei ist 2 genau dann in
Q(
√
b) voll zerlegt, wenn b ≡ 1 (8) ist, und in Q(√−b) ist 2 genau dann voll
zerlegt, wenn −b ≡ 1 (8) ist. Zusammenfassend heisst das
G2  Z/2 falls b ≡ ±1 (8)
G2 = G falls b ≡ ±3 (8).
Damit erha¨lt man
Gb = G ⇔ b ≡ 3 (4),
G2 = G ⇔ b ≡ ±3 (8)
sowie den folgenden
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4.7 Satz. Es sei K = Q(
√−1,√b), mit einer beliebigen Primzahl b, und G
die Galoisgruppe der biquadratischen Erweiterung K/Q. Dann gilt im nicht-
singula¨ren Fall
H−1(G,K×)  Z/2 falls b ≡ 3 (8) (Gb = G2 = G)
Beispiele: (a, b) = (−1, 3), (−1, 11);
H−1(G,K×) = 1 falls b ≡ 5, 7 (8) (Gb  Z/2, G2 = G oder umgekehrt),
oder falls b = 2 (G2 = G)
Beispiele: (a, b) = (−1, 5), (−1, 7), (−1, 2);
der singula¨re Fall liegt vor fu¨r b ≡ 1 (8) (Gb = G2  Z/2)
Beispiele: (a, b) = (−1, 17), (−1, 41);
im singula¨ren Fall gilt H−1(G,K×) = 1.
4.ix Es sei K = Q(
√
3,
√
b), b = 2, 3 prim (dies ist ein Spezialfall der in Satz 4.5
betrachteten Situation).
Es ist 2 verzweigt in Q(
√
3), voll zerlegt in Q(
√
b) genau fu¨r b ≡ 1 (8), und voll
zerlegt in Q(
√
3b) genau fu¨r 3b ≡ 1 (8) bzw. b ≡ 3 (8). Es folgt
G2  Z/2 falls b ≡ 1, 3 (8)
G2  (Z/2)2 falls b ≡ 5, 7 (8).
Weiter ist 3 verzweigt in Q(
√
3), voll zerlegt in Q(
√
b) fu¨r
(
b
3
)
= 1 und tra¨ge in
Q(
√
b) fu¨r
(
b
3
)
= −1. Daher gilt
G3  Z/2 falls b ≡ 1 (3)
G3  (Z/2)2 falls b ≡ −1 (3).
Schließlich ist b voll zerlegt in Q(
√
3) fu¨r
(
3
b
)
= 1, d.h. fu¨r b ≡ ±1 (12), und
tra¨ge in Q(
√
3) fu¨r
(
3
b
)
= −1 bzw. b ≡ ±5 (12), und daher
Gb  Z/2 falls b ≡ ±1 (12)
G2  (Z/2)2 falls b ≡ ±5 (12).
Damit ergibt sich
4.8 Satz. Es sei Q(
√
3,
√
b)/Q eine biquadratische Erweiterung, mit p = 2, 3
prim und Galoisgruppe G. Dann gilt im nicht-singula¨ren Fall
H−1(G,K×)  (Z/2)2 fu¨r b ≡ 5 (24)
H−1(G,K×)  Z/2 fu¨r b ≡ 7, 17, 23 (24)
H−1(G,K×) = 1 fu¨r b ≡ 11, 13, 19 (24)
wa¨hrend der singula¨re Fall fu¨r b ≡ 1 (24) vorliegt; im singula¨ren Fall gilt eben-
falls H−1(G,K×) = 1.
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4.x Es sei K = Q(
√
2,
√
p1 . . . pm), mit paarweise verschiedenen, ungeraden
Primzahlen p1, . . . , pm.
Es ist 2 verzweigt in Q(
√
2) und Q(
√
2p1 . . . pm), und 2 ist voll zerlegt in
Q(
√
p1 . . . pm) genau fu¨r p1 . . . pm ≡ 1 (8). Daher gilt
G2  Z/2 falls p1 . . . pm ≡ 1 (8)
G2  (Z/2)2 sonst.
Weiter ist pi voll zerlegt in Q(
√
2) falls
(
2
pi
)
= 1, tra¨ge in Q(
√
2) falls
(
2
pi
)
= −1,
und in jedem Fall verzweigt in Q(
√
p1 . . . pm). Es folgt
Gpi  Z/2 falls pi ≡ ±1 (8)
Gpi  (Z/2)2 falls pi ≡ ±3 (8).
Damit erha¨lt man
4.9 Satz. Es sei Q(
√
2,
√
p1 . . . pm)/Q eine biquadratische Erweiterung, mit
paarweise verschiedenen, ungeraden Primzahlen p1, . . . , pm und Galoisgruppe
G. Es sei m1 die Anzahl der pi mit pi ≡ ±3 (8). Dann liegt der singula¨re Fall
vor fu¨r m1 = 0, p1 . . . pm ≡ 1 (8). Im nicht-singula¨ren Fall gilt
H−1(G,K×)  (Z/2)m1−1 falls m1 > 0, p1 . . . pm ≡ 1 (8);
H−1(G,K×)  (Z/2)m1 falls p1 . . . pm ≡ 1 (8).
Im singula¨ren Fall gilt H−1(G,K×) = 1.
4.xi Schließlich sei K = Q(
√−1,√p1 . . . pm), mit paarweise verschiedenen Prim-
zahlen p1, . . . , pm.
Es ist 2 verzweigt in Q(
√−1). Fu¨r p1 . . . pm ≡ ±1 (8) ist 2 in Q(√p1 . . . pm) bzw.
in Q(
√−p1 . . . pm) voll zerlegt, fu¨r p1 . . . pm ≡ ±3 (8) ist 2 in Q(√−p1 . . . pm)
bzw. in Q(
√
p1 . . . pm) tra¨ge. Fu¨r p1 . . . pm ≡ ±2, 3,−1 (8) ist 2 in Q(√p1 . . . pm)
verzweigt und fu¨r p1 . . . pm ≡ ∓2,−3, 1 (8) ist 2 in Q(√−p1 . . . pm) verzweigt.
Es folgt
G2  Z/2 fu¨r p1 . . . pm ≡ ±1 (8)
G2  (Z/2)2 sonst.
Fu¨r pi = 2 ist pi voll zerlegt in Q(
√−1) falls (−1pi
)
= 1 bzw. pi ≡ 1 (4), und
tra¨ge in Q(
√−1) falls (−1pi
)
= −1 bzw. pi ≡ 3 (4). In jedem Fall ist pi verzweigt
in Q(
√±p1 . . . pm).
Gpi  Z/2 falls pi ≡ 1 (4)
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Gpi  (Z/2)2 falls pi ≡ 3 (4).
Damit ergibt sich
4.10 Satz. Es sei Q(
√−1,√p1 . . . pm)/Q eine biquadratische Erweiterung, mit
paarweise verschiedenen Primzahlen p1, . . . , pm und Galoisgruppe G. Es sei
m1 die Anzahl der pi mit pi ≡ 3, 7 (8). Dann liegt der singula¨re Fall vor fu¨r
m1 = 0, p1 . . . pm ≡ ±1 (8). Im nicht-singula¨ren Fall gilt
H−1(G,K×)  (Z/2)m1−1 falls m1 > 0, p1 . . . pm ≡ ±1 (8);
H−1(G,K×)  (Z/2)m1 falls p1 . . . pm ≡ ±1 (8).
Im singula¨ren Fall gilt H−1(G,K×) = 1.
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