Visual analytics (VA) system development started in academic research institutions where novel visualization techniques and open source toolkits were developed. Simultaneously, small software companies, sometimes spin-offs from academic research institutions, built solutions for specific application domains. In recent years we observed the following trend: some small VA companies grew exponentially; at the same time some big software vendors such as IBM and SAP started to acquire successful VA companies and integrated the acquired VA components into their existing frameworks. Generally the application domains of VA systems have broadened substantially. This phenomenon is driven by the generation of more and more data of high volume and complexity, which leads to an increasing demand for VA solutions from many application domains. In this paper we survey a selection of state-of-the-art commercial VA frameworks, complementary to an existing survey on open source VA tools. From the survey results we identify several improvement opportunities as future research directions.
INTRODUCTION
We are at the beginning of a big data era when data is generated at an incredible speed everywhere -from satellite images to social media posts, from online transaction records to high-throughput biological experiment results, and from mobile phone GPS signals to digital pictures and videos posted online [3] . According to IBM [9] 2.5 quintillion bytes of data are generated every day. Thus, 90% of todays data has been created in the last two years alone. This phenomenon leads to an increasing interest and effort from both academia and industry towards developing VA solutions with improved performance. On the academic side, a number of advanced VA techniques and open source toolkits have been developed [21] . On the industrial side, a large variety of companies, ranging from specialized data discovery vendors such as Tableau, QlikTech, and TIBCO, to multinational corporations such as IBM, Microsoft, Oracle and SAP, have all devoted much effort to develop their own commercial products for analyzing data of increasing volume and variety that arrives ever quicker.
Stakeholders from both academia and industry are well-aware of the importance of gaining an overview of the state-of-the-art solutions to stimulate innovative ideas and avoid redundant effort. Such overview enables people to understand limitations of existing solutions and thus to identify space for improvement. In the last couple of years, effort has been made to survey and compare the functionality of existing open-source VA toolkits [21] as well as commercial Business Intelligence (BI) applications [19, 28] . Such studies are important to assess what tools are available, what techniques they implement, and how good they are with respect to certain application tasks. However, a thorough survey of specific visual analysis functionality of existing commercial VA tools is still lacking, given that the range of tools in existing surveys is restricted to BI applications and focuses on the usability aspects of a product. Towards this end, we conducted a survey on a wider range of commercial VA tools including not only BI VA products but also a number of general purpose VA tools, and put our focus on evaluating their capability of handling data of large volume and variety efficiently. While existing surveys are largely based on user surveys, we devote much effort to evaluate the system performance and functionality by installing the software and testing with reference datasets.
We conducted our survey by first building an encompassing list of 15 relevant commercial systems. The choice is made by investigating current market share. A wide range of systems were selected, covering software that falls into different categories, for example, data discovery and visualization software, enterprise BI systems, network analysis toolkits, innovative and niche products; some products fall into more than one category. We assigned each system a priority level to make sure that we can focus on a smaller number of "core" systems without losing the whole picture. In the second phase, a structured questionnaire was designed for evaluating the functionality of each product from different perspectives, including data management, visualization, automatic analysis, and system and performance. We then contacted all vendors to get their answers to our questionnaire. Although many vendors responded with detailed answers, we did not manage to get responses from all of them.
In this paper we report the results for those ten systems whose vendors answered our questionnaire, including Tableau [16] . For the remaining systems in our initial list, some of which are regarded as key products in the market (Cognos (IBM), SQL Server BI (Microsoft), Business Objects (SAP), Teradata, and PowerPivot (Microsoft), we managed to find many answers to the questionnaire by ourselves, which allows us to gain a better understanding and overview of state-of-the-art VA systems.
But to provide a fair comparison we do not include our findings about those five tools in the survey. This means unfortunately all the systems that support linguistic analysis on text documents (Business Objects, Cognos and Teradata) fall out of the comparison tables. However some of the relevant findings are used to support the analysis and discussion in this paper. In the last phase, further evaluation was carried out on the systems in the top priority list. After installing all the systems on the same machine under the same configuration, we performed a series of loading stress test to check the scalability of each system. The analytical and visualization capability of the selected systems is further tested using two benchmark dataset provided by different research communities representing real-world data analysis challenges.
The main contributions of this paper are: (1) we complement the existing survey of open-source toolkits [21] and user surveys of BI tools [19, 28] by conducting an encompassing survey of commercial VA tools; (2) we structure a comparison of the tools along a harmonized schema; and (3) we draw some careful conclusion and give recommendations to potential users on which tools are applicable for what types of applications. (4) We identify future directions for developing VA systems. The remainder of this paper is organized as follows: In the next section, we discuss related work. In Section 3, we analyze the functionality of each product. In Section 4, we show the result of our data evaluation. We summarize our key findings in Section 5, before drawing conclusion and discussing space for improvement in current commercial products and identifying interesting future directions in Section 6.
RELATED WORK
In this section, we review work on the definition of VA, existing VA systems and surveys on the market for commercial products.
Visual Analytics Methodology. The VA methodology is based on combining data visualization, data analytics, and humancomputer interaction to solve application problems. Its general approach, application examples, and research challenges are detailed in [27, 26] . Recently, the infrastructure working group within the EU VisMaster project [5] identified a number of shortcomings of the current state of application of VA technology in practice [26] (Chapter 6). The lack of standardization in software components, functionality and interfaces was regarded as a major problem, leading to a loss in efficiency and scalability due to massive re-implementation of software components. Hence, standardization was proposed as the key approach to enable a market for software components which eventually should lead to streamlined production of application-oriented VA systems.
Open Source Toolkits.
A number of open-source VA toolkits exist; each covers a specific set of functionalities for visualization, analysis and interaction. For example, InfoVis Toolkit [18] , Prefuse [23] , Improvise [29] , and JUNG [24] . Using existing toolkits for required functionality instead of implementing from scratch provides much efficiency while developing new VA solutions, although the level of maintenance, development and user community support of open source toolkits can vary drastically. Besides, a relatively high amount of programming expertise and effort is often required to integrate these components into a new system. In [21] , a survey of 21 existing open source toolkits is presented. The functionality of these toolkits is compared along three criteria: (1) visualization functions, (2) analysis capabilities, and (3) supported development environment. The aim of the survey is to provide a reference to developers for choosing a base framework for a given problem.
Commercial VA Systems. An alternative is to resort to software suites which integrate required functionality in software systems which work either standalone, or integrate, more or less seamlessly, into an existing information infrastructure. Example systems include Tableau [14] , Spotfire [4], and QlikView [13] . Commercial toolkits typically require no or only limited configurations or program adjustments, to become operational. They may provide, subject to the business policy of the vendor, specific levels of maintenance, development and user support. As part of the software market for (corporate) information systems, the BI market segment provides commercial tools for analyzing business data. The BI software market consists of long-standing software suites, which have developed out of core database or statistical data analysis suites. Other products are developed and marketed as standalone tools or add-ons to existing information systems. Common tasks of BI systems include reporting of historic and current data, analysis (intelligence) of data, and prediction including what-if-analysis.
BI System User Surveys. Gartner Research surveys the BI software market annually and publish their result online [19] . They maintain a set of 14 functional requirements that BI tools aim at, structured along three categories: (1) integration into existing environments, (2) information delivery and (3) information analysis functionality. A set of 21 products is included in the 2012 survey which outlines the strengths and possible risks of each selected product, relative to the market and product history. A characterization of the 21 products as challengers (2 products), market leaders (8 products), niche solutions (11 products), and visionaries (0) is provided.
In another report, a detailed survey of 16 current BI products is provided by Passionned Group [28] . Eight evaluation criteria are defined by the study, ranging from software architecture, functionality, to usability and analytic capabilities. The products are categorized into (1) standalone enterprise-level solutions, (2) BI products which come integrated with database systems software, (3) data discovery and visualization tools, and (4) innovative and niche products. A scoring scheme is defined to compare product along these criteria individually. Also, an all-against-all comparison along aggregated scores is provided.
Open Source and Commercial Tool Landscape. There is a wide spectrum of tools from which VA applications can be built. In general, the open source domain provides state-of-the-art functionality, which may include early and sometimes prototypical techniques. Often a library has to be embedded into a front-end and connected to a back-end data infrastructure, to obtain an end-user application. However we also see exceptions. For example, Gephi, an open source graph visualization tool, also features a rich user front-end interface. Open source tools are mainly developed and maintained on a voluntary basis.
On the other hand, in the commercial sector, we see more conservative visualization techniques, which in most instances are already integrated with user front ends and data back end infrastructure.
Whereas in the open source market, development takes place in an open, sometimes unpredictable manner, development in the commercial area takes place under competition, in a closed way, often involving pilot users. Intermediate results are not discussed with the larger public.
Open source tools are freely available, whereas commercial products generally require costly licensing. Licensing fees vary drastically. For an industrial investment decision, the total cost of ownership is relevant, which includes roll out, development and adaption, life cycle management, and user training, among other factors. It depends also on the environment in which the tools are deployed. The discussion of this is beyond the scope of this work. To determine the total costs a consultancy process is required, involving users, vendors, and business process specialists. 
In this paper we concentrate on a functional comparison of a selected number of tools. We relate our work with the existing surveys as follows. Gartner reports and Passionned survey aim at providing an overview of functionality of major BI products as a reference to potential customers and market analysts. The result is largely based on feedback from current users, although the vendors are contacted to supply additional information (business strategy, vision, etc.). We take a rather different perspective and approach -we survey the identified vendors with a structured questionnaire consisting of questions covering different aspect of system performance and functionality, and test-driving the selected toolkits in a standardized environment and on benchmark datasets. We also extend the scope of the tool selection by including a number of characteristic VA tools which provide solutions to specific problem domains that are not included in BI tools. The main objective of our survey is to provide an comparative review of the state-of-theart VA systems and highlight possible technical advances for future research and development.
FUNCTIONAL COMPARISON
Typically, there are three main actions in a VA system work flow, data management, data modeling and visualization [26] . First of all, heterogeneous data sources need to be processed and integrated. Automated analysis techniques can then be applied to generate models of the original data. These models can be visualized for evaluation and refinement. In addition to checking the models, visual representations can be abstracted from the data using a variety of interactive visualization techniques that are best suited for the specific data type, structure, and dimensionality. In the VA process, knowledge can be gained from visualization, automatic analysis, as well as the interactions between visualization, models and the human analysts.
Based on the evaluation strategy described in section 1, a structured questionnaire consisting of 52 questions was designed to evaluate the functionality of each system (see Appendix 1). Questions are categorized into 4 classes in order to cover the three main actions in a system work flow as well as the system performance: data management, automatic analysis, visualization, and system and performance. The questionnaire was sent to 15 different vendors and 10 answers were received.
Among the 10 systems, 4 fall into the top priority list: Tableau, Spotfire, QlikView, and JMP. We managed to acquire academic or evaluation licenses from each vendor and evaluated the functionality and performance of the four systems further by installing each system and testing with real data. In addition, we verified the information provided by vendors wherever possible. Next we detail our results.
Data Management
Following the Knowledge Discovery in Databases pipeline defined by Fayyad et al. [17] , the primary steps for VA tools are data loading, integration, preprocessing, transformation, data mining, and data interpretation. In a data management related functional comparison of commercial VA tools one can subsume all data loading, integration, and exporting options under data management functionality. Operational steps, such as data preprocessing or transformation, as well as their relation to usability aspects can be classified as data handling functionality.
Regarding data management, all VA systems allow connecting to relational database systems, such as SQL, PostgreSQL, and Oracle. But only a few tools allow access to vertically scalable storage system, such as Hadoop, Vertica (Column-oriented), and MongoDB (Document-oriented), or web-based on-demand database systems, such as Amazon S3 and Salesforce Database System (None-SQL, Object-oriented).
The import of raw (structured or unstructured) data files was assessed too. The most prominent data file formats, which are Microsoft Excel and plain text file (CSV), are supported by all assessed tools. Yet, only a few tools import dedicated geo-related files, such as ESRI or Google's KML, or allow to process the content of Adobe PDF or Microsoft Word files.
Another data management aspect is related to the simultaneous access to multiple data sources. In a data warehouse scenario, the analyst often needs to access various distributed databases. In most systems, multiple data connections can be maintained. However, to use some of the dashboarding facilities, a data unification batch needs to be processed to consolidate the data sources.
The data/result exporting is the final step in the data analysis pipeline. It serves the purpose of presenting results to a broader audience or save intermediate results. In the latter case, it is often necessary to write results back into the databases. Yet, this data handling mechanism is rarely implemented. Only Tableau, JMP, and Visual Analytics support a direct database write-back. The obvious standard way to present results is via (interactive) dashboards either hosted on-premise (on a company's secured local server) or on the VA producer's public gallery, via HTML or Adobe Flash Websites.
Mobility is one of the hot topics for commercial VA systems. Tableau, Spotfire, QlikView, and JMP take advantage of their underlying presentation platform and offer Apple iPad apps for accessing interactive dashboards in meetings, at customer sites and at operation centers. Another approach towards mobility is the presentation through HTML5-capable browser engines (e.g. Android/BlackBerry/Nokia built-in browsers support HTML5).
The next functional comparison is related to all mandatory data handling steps during data transformation. Table 1 emphasizes two aspects. First, it depicts a use case oriented data handling comparison of the four tools that fall into our top priority list (Tableau, QlikView, Spotfire, and JMP). And second, it gives an insight into the data handling usability and feature richness.
After the loading procedure, a data cleaning and transformation step is often needed. For example, handling missing/null values and 
normalizing data over one or more dimensions. Most commercial VA systems provide the user the option of manipulating data with a proprietary expression language. For example, Tableau patented in 2003 VizQL [20] , a structured, declarative query language that translates user-actions into database queries and handles the mapping of the results to their visual representations.
Since data preprocessing can range from data sampling or filtering, to more sophisticated approaches such as binning or outlier detection, we decided to derive different data handling tasks that occur in most data analytics tasks. The first one, called Column calculations, describes a batch modification of every row record in a selected column, for example, string to date conversion or numerical columns scaling. Combining columns or rows, into a single column/row, is another required data handling step. More related to the analytical part of data analysis is the task Joins/Joins on Filtered Tables. Most of the commercial VA systems have difficulties in combining tables that are filtered according to the user's needs. Accordingly, the user has to overcome these problems by exporting the filtered table, reloading it from file, and doing the join operation as a distinctive intermediate step.
Automatic Analysis Methods
Various techniques for automatic analysis of data exist, ranging from simple aggregation to advanced data modeling algorithms. In our survey, we divide automated analysis functions that are implemented by the investigated systems into four categories: statistics, data modeling, dimensionality reduction, and visual query analysis.
The first category includes statistics functions for: 1) univariate analysis that operates on one dimensional data, for example the calculation of the mean, minimum and maximum, and standard deviation; 2) bivariate analysis that reveals interrelations of two dimensions, for example, Pearson correlation and Spearman's rank correlation coefficient; and 3) multivariate analysis that models the relations over multiple dimensions, for example, discriminant analysis and variance analysis. These functions provide different levels of statistical analysis and allow the user to explore the data and relations from different perspectives. As shown in Table 2 , all the systems provide some simple statistics methods for univariate and bivariate analysis, but multivariate analysis is only supported by Spotfire, JMP and ADVIZOR.
Methods in the second category allow the user to model the data and find patterns using various data mining algorithms. Most commonly implemented algorithms include: 1) clustering algorithms that group data items based on their similarities; 2) classification algorithms that assign data items into different classes based on training data with class labels for each data item; 3) network modeling techniques that model the relationships between data items as a network (graph), where nodes represent entities (e.g. persons, organizations) and links represent relationships (e.g. co-authors, friends); 4) predictive modeling techniques that analyze current and historical facts to make predictions about future events. Note that with Spotfire some of the automatic analysis methods are only available with additional upgrades.
The third category describes dimension reduction techniques that can be applied to transform high dimensional data into lower dimensional space. Such transformation leverages the dimensionality problem by reducing the number of dimensions prior to analysis or visualization while keeping the essence of the data intact. The result is often used to generate 2D or 3D projections (typically scatter plots) of the data. The commonly used dimension reduction techniques are Principle Component Analysis (PCA), Multidimensional
Scaling (MDS) and Self Organizing Map (SOM).
Among all the systems, Visual Analytics and Centrifuge are the only two that support network modeling. Both systems also support cluster analysis on the networks. JMP and Spotfire appear to cover all the other data modeling functionalities. They are also the only two systems that implement dimension reduction techniques for handling high-dimensional data.
Another useful feature for automatic data analysis is pattern search. Given a target pattern, an automatic searching mechanism can be designed to look for similar patterns in the data. Some systems enable the user to define a target pattern with the help of the graphical user interface. Once a pattern is defined, the system will automatically search for similar patterns and visualize the results accordingly. We call such functionality visual query analysis and use it as the fourth category. Such functionality is favorable to many users as it provides a fast and intuitive means of pattern analysis. Surprisingly only half of the system we surveyed support the visual query analysis (see Table 2 ).
Visualization Techniques
To analyze the visualization functionality of each system, we divide visualization techniques into graphical representations of data and interaction techniques. The former refer to the visual form in which the data or model is displayed, for example, a bar chart or a line chart. Graphical representations are often also called "visualizations" by the tools, and often refer to the static graphical models representing the data. Interaction techniques describe how the user can interact with the graphical models, for example, zooming or panning, and has to be implemented on top of one or more graphical representation to provide users with more freedom and flexibility while exploring graphical representations of the data. In this section we analyze which of these two types of visualization techniques are supported by each surveyed product and detail our findings.
On a high level, we classify the visualization techniques by the Text/web data visualization is a relatively new field, with techniques such as word cloud [25] and theme river [22] having been developed in recent years. The generation of more and more geotagged data increases the demand for geo-spatial data visualization. Often the analyst wants to see geo-related information projected on a conventional 2D map or 3D globe.
Another important branch are graph visualizations, which are widely used for displaying relationships in data and which are applied in emerging fields such as social network analysis and biological regulatory network analysis. Depending on whether there is a hierarchical relation in the graph data, the field can be further divided into hierarchical and non-hierarchical graph visualization. While many force-directed placement techniques can be applied to visualize graphs in general, a number of techniques exist for visualizing graphs with a hierarchical structure, for example, the treemap and the hyperbolic view.
Surprisingly, the number of visualization techniques that are implemented by the surveyed VA systems is rather small compared to the number of techniques that are available from research. Table 3 shows the main visualization techniques that are implemented by (at least one of) the products we surveyed.
As we can see from the result, all products implement standard visualization techniques such as line charts, bar charts, pie charts and histograms. These techniques are commonly used to analyze data with very few dimensions. Scatterplot, scatterplot matrices and heatmaps can be found in most of the tools for analyzing data with higher dimensionality. But to our surprise only few products implement the parallel coordinates visualization, which is considered to be effective for visualizing high dimensional data. Also none of the systems provide functionality for textual data visualization (therefore we removed the column from the comparison table).
In terms of network analysis, only QlikView, Spotfire, JMP, Visual Analytics and Centrifuge provide functionality for visualizing network data. In addition, functionality for visualizing geo-related data is rather limited in many systems, although most of them do allow the user to project data on top of a static map.
Both Tableau and JMP implement recommendation facilities which suggest suitable visualizations for the input data. This is very helpful in the initial analysis, especially for people who are not familiar with visualization techniques or the data. These products are marked with * in Table 3 . For most visual analytics tasks it is essential to interact with the data and visualization models. For example, to filter the data, to drill down to a subset of the dimensions or data items, to zoom and pan the view to see the visualization model at different levels of detail, to interactively change the focus of the view without losing the whole picture (focus+context distortion techniques), and to link and brush different views to see the data from different perspectives.
Most of the tools we surveyed support interactive filtering and zooming as well as the distortion of views (e.g. logarithmic scale). Providing multiple views simultaneously connected by linking-andbrushing functionality is one of the most effective approaches and a major strength of some tools.
System and Architecture
In addition to the functional characteristics of the VA tools, several non-functional features determine its usability. For example, platform, scalability and architecture. Another important nonfunctional characteristic is security with respect to data transmission, collaborative working environment, anonymization and rolebased content access. Table 4 depicts the system, architecture and security features of the surveyed systems.
According to our findings, VA systems can be subdivided into stand-alone desktop programs and server-sided dashboarding tools. However, the architecture has direct impact on the scalability and performance. In case of client-server architectures, dedicated computing server machines can be added to scale to the given processing needs. Tableau, QlikView and Spotfire support this so-called vertical scalability. Of all tools, only QlikView and Jaspersoft s cloud-based Platform-as-a-Service (PaaS) offering adapts flexibly to the task's processing needs.
The deployment platform is another aspect to consider, especially for medium and large-sized organizations. Most tools support on the client-side Microsoft Windows XP, Vista, and 7. On the server side Microsoft Windows Server 2003/2008 dominate the platform installation environment. Only a few tools allow an installation on Apple MacOS, Linux distributions or are JVM-based (Java Virtual Machine) applications.
As external viewers, browser-based access to HTML5 or Flashbased dashboards are popular. Tableau, Spotfire, QlikView, JMP and Board go even one step further and offer a dedicated iPad app to take advantage of the underlying mobile platform.
The memory concept also plays an important role for the perfor- mance and scalability in terms of processable data size. Nearly all vendors acknowledge this fact and come up with a proprietary inmemory data engine. For example, QlikView s patented in-memory data analysis engine assumes a star schema in the data and thus associates fields with the same name in a global and fast array-like data structure. The indexes are determined by parallelized scans, taking advantage of todays multi-core processors. Moreover, it handles caching and query prediction intelligently by taking the cost of a query reconstruction into account, too. Other vendors, such as Tableau, Spotfire, Jaspersoft, Board and ADVIZOR have their own approaches to the topic. However, their common point is the capability of handling big amounts of data. Despite the great advances in this field one has to acknowledge the fact that sophisticated calculations, especially with a lot of data joins, are still limited by the RAM size and lead to paging. Security considerations have also to be taken into account. Security is not only regarded as plain transmission security, but also content-wise access security. Role-based content access, which restricts or permits well-defined data views, is implemented in all systems. If the data needs to be published openly, automatic anonymization features are required. In our test it was therefore not assessed, whether the systems allow to modify one or more name columns (e.g. by a hashing algorithm) manually and then create a new anonymized view (file), but rather if this publishing functionality is supported by a built-in export functionality.
BENCHMARKING THE SYSTEM PERFORMANCE
In addition to surveying the vendors, we further evaluated the functionality and performance of the four systems in our top priority list, Tableau, QlikView, Spotfire, and JMP. First we installed the four systems on our local computer under the same system configuration. A use case study is then carried out on the systems using two benchmark datasets 1) the "Practice Fusion Medical Research Data" provided by Microsoft Azure Marketplace representing realworld challenge in health data analysis, and 2) the "Geospatial and Microblogging Data" provided by VAST challenge 2011 representing challenges in spatial-temporal data analysis. The essential idea is to test the analytical and visualization capability of each system. Besides, a series of loading stress tests are applied to test the scalability of each system. Next we detail our findings. 
Use Case Study
Practice Fusion Medical Research Data contains a sample of 15,000 de-identified health records stored in 7 different tables, recording information about patients, diagnosis, medications, prescriptions, allergies, immunizations, and vitals respectively. All the tables share a common field PatientGuide, which means information in different tables can be linked and aggregated across the different tables.
In our study, we use the data to test the data handling capability of each system, as well as some basic analytical capability with respect to answering simple analysis questions and visualize related information. To achieve this we started from a simple question "What is the distribution of pregnancy age?" and try to find out how easy it is to get the answer using different systems and what type of visualization each system provides.
To answer the question, the data set has to be preprocessed before further analysis. First of all, tables containing patient and di-agnosis records have to be joined. Next the age of the patient at the moment of the diagnosis need to be calculated based on the year of the diagnosis and the patient's birth year. The last step is to filter out non pregnancy related diagnosis and patients with invalid ages. We had no problem with all the systems during the preprocessing stage. After the filtering, 91 pregnancy diagnoses with a valid age were found among the 77,400 diagnoses in the data.
Using the pregnancy diagnoses records, we tried the basic visualization functionality of each system. First we try to see if we could generate a histogram from the data to show the age distribution over pregnancy. While all the systems were able to render histograms from the data with absolution values (number of pregnancies), creating histograms with percentage values seemed to be more challenging in Spotfire and QlikView -both systems require additional effort to convert absolute values to percentage before rendering. Tableau offers a wizard for creating calculated columns in the visualization, and JMP includes a similar aggregation function in the visualization wizard. It is not difficult to find out the answer to our question in the result histograms -the pregnancy age ranges between 18 and 44, and 22 is the peak age that has the highest pregnancy rate.
We further checked the flexibility of customizing visualizations by trying to assign data values to different visual parameters (e.g. color, size) in each system. We tested the possibility of double coding the data values to both height and color of the bars in the histogram. Although this is possible with all the systems, it is relatively easier in Tableau and Spotfire because the user can change the settings directly on top of the interactive visualization or via menu functions. With JMP is less easy, because the system tends to automatically assign the colors of the data column to the corresponding bars in the histogram, and once a visualization is created, it is not possible to change the color encodings unless the user resets the colors in the data column and generates a new histogram. With QlikView the user has to define customized functions for assigning colors to bars. This is undesirable to non-programmers, but for users with more programming experience, the system provides much freedom to customize their visualizations. For example, a user defined bi-polar colormap can be generated using some functions in the program library. One slight disadvantage with the current implementation is the fact that the colormap cannot to saved.
Last we try to see the possibility of generating a slightly more "advanced" visualization technique -Treemap with the systems. Except Tableau, all the other systems support treemap visualization. The implementation in both Spotfire and QlikView orders the rectangle in lexical order of the visualized data columns by default. The configuration of the treemap visualization in all cases are similar to the corresponding histogram visualization: while the visualizations in Tableau and Spotfire are easily configurable, QlikView provides less flexibility, although the system does allow the user to write their own functions for changing configurations. With JMP, once a visualization is created, modification is restricted. For instance, it is not possible to change the mapping of dimensions in X and Y axes, however it is easy to create the same visualization with different settings. Figure 1 shows a histogram and a treemap visualization generated by JMP as example outputs.
Geospatial and Microblogging Data encodes the characterization of an epidemic spread. Two datasets are included, the first one contains geo-tagged microblogging messages with time stamps, the second one contains map information for the artificial "Vastopolis" metropolitan area. We use the data in our second use case to see how geo-temporal data can be analyzed and visualized in different systems.
As a preprocessing step we transformed each of the 1,023,057 messages into a tabular form containing the timestamp, xgeolocation, y-geolocation and the message text. We store this data in a CSV file for further analysis. In all tools, the overarching analysis goal is to visualize the geo-referenced disease outbreaks over the given time span.
Importing the 185 MB CSV file into the tools worked without any problem. However, only Tableau and Spotfire recognized the standard date format correctly. QlikView and JMP required us to define a conversion to their proprietary date format. After loading, the data extraction step requires the calculation of two specific columns: (1) the inversion of the y-coordinate (due to the different notions of origin in the image and the standard Cartesian coordinate system) and (2) the extraction of interesting disease keywords, including "breath", "chest", "diarrhea", "cough", "fever", "flu", "pneumonia", and "sick", in the text. All the tools were able to extract the disease indicators with an if-then-else statement that checks whether the keywords are present or not. However, more sophisticated text analysis/mining features, such as sentiment analysis, stemming or stop word removal, are not present in our packaged versions of the Visual Analytics tools.
In order to visualize the results, we decided on a small multiple map presentation that takes the geo-spatial, as well as the temporal information into account. Each line in the small multiple view should represent the development of one disease indicator over time. As Figure 2 shows, all tools allowed us to load the data into a 2D scatterplot and set a user-determined background image (the Vastopolis map). Furthermore, none of the tools showed problems with the image space geo-location parameters given in the data set. While the standard interaction paradigm for exploring the data is an on-demand time interval filtering, only Spotfire and Tableau have a built-in functionality to visualize a series of small multiples with different filtering parameters each. JMP and QlikView, on the other hand, let the user explore the content differences on a single screen. From a visualization perspective, a small multiple view is one of the best solutions to get an all-embracing overview of the data. However, the high number of interactive screens has an impact on the system's performance. Spotfire renders the small multiple screens fast and allows sufficiently fast brushing and linking. JMP and QlikView also render the single screen fast, but vary greatly in the time needed by brushing and linking.
Some of the known VAST Challenge 2011 findings can be easily retrieved from the map visualizations. For example, in Figure 2 all tools clearly showed the uncorrelatedness of the disease indicators "diarrhea" and "fever", thus leading to the hypothesis of two disease patterns. However, while the small multiple views (a) and (c) give the user the ability to perceive the delayed outbreaks of the two diseases on one screen, (b) and (d) leave the user with the problem of choosing the correct filter predicate to make this observation. Another example: Figure 2 (a) and (c) let the user hypothesize that the wind direction is from west to east, which can be seen in the "breath" outbreak occurrences. Also, Figure 2 
System Performance
Scalability with respect to the size of the analyzed data sets is an important aspect of a system's performance. In practice, big data files are often held on sophisticated database storage systems, which themselves can manage operations such as filtering and grouping. Many VA systems can work with DBMSs and it was not our goal to test the capacity and connection speed for any particular DBMS. Instead we experimentally tested the upper boundary of data load that a VA system can handle on its own.
We generated a series of test data sets of increasing size. Our test data are uniformly generated records of 50 dimensions, containing 3 categorical and 47 numerical values. We provided our test data as CSV files of 100 MB ( and 50 GB (104,789,361). The evaluation was conducted on a workstation with an Intel Core i7-2600 CPU, and 16 GB of main memory. The operating system and the tools are installed on a 128 GB SSD drive. In addition, the workstation has a 1 TB HDD storage for user data, which we used for storing the workbooks created with the tools. For each system we measured the time required for loading the data set into a project and displaying the data table. Figure 3 shows for each VA system the time to load the data. Only Spotfire was able to handle a data size of 50 GB. QlikView failed to load the 10 GB file on our test system. Tableau and JMP reached their limits at 20 GB. At 10 GB Tableau was not able to display the data table anymore. In all other cases the times taken for displaying the data table was negligible. Spotfire was even able to show the data table instantly for the 50 GB test after the data was loaded.
SUMMARY OF KEY FINDINGS
Generally speaking, the tasks supported by all investigated VA systems fall into four categories: exploration, dashboards, reporting, and alerting. Exploration allows users to generate and verify hypotheses. The advantage is the ability to easily create and modify visualizations and statistical models. The result of the exploration is usually additional knowledge or statistical models. In contrast, dashboards are either used to communicate findings or to provide standardized interfaces for regularly occurring analysis problems. Usually a dashboard consists of a fixed set of visualizations and controls, allowing interactions such as selection, filtering, and drilling down. The reporting task generates a static summary of information from the data sources. Reports are either generated on demand or on a regular basis. The representation of the information in the reports is standardized, allowing easy comparison of different reports. The alerting task provides automatic notification when the data sources reach predefined states. These states are typically thresholds or indicators, but more complex ones may incorporate evaluations of statistical models. Alerts are used to inform users about unusual events that need attention.
Among all the systems we surveyed, a number have roots back in academic research, for example Tableau from Stanford University, Spotfire from University of Maryland, and ADVIZOR from Bell Labs. These vendors appear to be leaders in interactive visualization and automatic analysis, and put effort in integrating innovative visualization techniques. For example, Tableau benefits from its unique visual query language, VizQL, that translates user actions into a database query and then expresses the response graphically. Spotfire provides powerful automatic analysis functionality and is regarded as a pioneer in predictive analysis. ADVIZOR implements different types of interactive charts, some of which are not included in many other VA systems.
Tableau is still expanding its statistics and automatic analysis functionality over the latest releases. Spotfire already has advanced its functionality in all aspects we investigated -from automatic analytics, to interactive visualization, from system architecture to data management. However, some advanced data analysis components are only available with additional upgrades and cost. (see Table 2 ).
QlikView appears advanced regarding data compression and memory optimization. It has strong interactive drill-down capabil-ities and fast response time because of its in-memory architecture. The system accesses information from standard database applications and displays data associatively using highlighting colors. But not many statistics and automatic analyses are included in the system.
Several other systems, such as JMP and Cognos (which is not included in our study) also provide strong analytical capabilities by integrating their own VA components. For example, JMP integrates SAS, and Cognos integrates SPSS. In particular, the integration of interactive visualization with automatic analysis functionalities makes JMP an advanced data discovery system for data modeling and predictive analysis.
Systems more oriented towards BI, such as Centrifuge, Board, Visual Mining and Jaspersoft put much focus on presentationoriented features (e.g. dashboards, reports), which allow the user to generate in a straightforward way graphical representation of standard data. Among those, Jaspersoft is one of the least costly BI products on the market, although it appears to be a little behind other BI systems in terms of functionality and infrastructure. BOARD earns the name of an innovative product by integrating BI and Corporate Performance Management (called Management Intelligence by the tool's advocates). One issue we noticed is that the interactivity of most of the dashboard facilities is rather limited.
While network analysis is still not a fully developed functionality in many VA systems, Centrifuge and Visual Analytics put much focus on applying interactive network visualizations and automatic analysis methods to help understanding hidden relations in data. Visual Analytics is widely used in financial transaction data analysis and fraud detection. A range of reactive and proactive analyses is supported, including entity extraction, social network analysis, geo-spatial analysis, etc.
Linguistic 
CONCLUDING REMARKS
VA system development is a fast moving field with effort been made by multiple disciplines including statistics, machine learning, information visualization, human computer interaction, data management, and memory optimization. Besides open source toolkits, a large number of commercial products were developed, marketed, and employed, relying in practice on corporate IT as well as IT consulting services. In the past ten years, on the one hand some existing VA software companies expanded rapidly (e.g. Tableau Software, QlikTech (QlikView)) due to the growing market. On the other hand, big software vendors such as IBM, Oracle and Microsoft started to either acquire successful VA software companies and integrate acquired VA components into their own framework (e.g. IBM bought Cognos, Oracle acquired Siebel and Hyperion, SAP purchased Business Objects, and TIBCO acquired Spotfire) or to develop their own VA components (e.g. SAS developed JMP, Microsoft developed Sharepoint and PowerPivot). Such phenomena are not surprising in a dynamic market where the trend is led by the practical need in application domains. The trend is most likely going to continue if we look at the increasing volume, velocity and variety of data that are generated in different application domains nowadays.
In this paper, we report our survey on a selection of state-of-theart VA systems as a basis for analyzing current market and trend, discussing space for improvement and identifying future research directions. We evaluate the functionality and performance of each system by surveying the vendor with a structured questionnaire as well as testing with real world data. We detail our findings and outline the main characteristic of each system. Our survey provides a comparative review of ten products on the market. We also investigate a larger number of systems, including Cognos, SQL Server BI, Business Objects, Teradata, PowerPivot, Panopticon, KNIME, Oculus, Palentir and in-Spire to gain a better overview of the VA software market. Future work will include harmonizing findings of the latter tools, which are still being collected, with the presented systems.
Through our study, we identify a number of challenges which may lead to possible future directions:
Semi-and Unstructured Data. The increasing speed of data generation brings both opportunity and challenge. In particular, more and more semi-or unstructured data are generated on-or offline. A large number of data analysis and visualization techniques are available for analyzing structured data, but methods for modeling and visualizing semi-or unstructured data are still underrepresented. An effective VA system often needs to be able to handle both, and ideally integrate the analysis of both types of data for supporting decision making.
Advanced Visualization. Compared to open source VA systems, it seems that commercial products take longer time to integrate innovative visualization techniques. In particular, some big software vendors tend to focus on only a small number of "standard" visualization techniques such as line charts, bar charts and scatter plots, which have limited capability in handling large complex data. The success of Tableau, Spotfire and ADVIZOR demonstrate the possibility and benefit of transferring technical advances developed by academic research into industrial products.
Customizable Visualization. One useful feature which is often ignored in visualization function design is customizable visualization. Given the same data and visualization technique, different parameter settings may lead to totally different visual representations and give people different visual impressions. Designing customizable visualization functions leaves the user the freedom of changing visual parameter setting and more opportunity to gain insight from the visualization.
Real Time Analysis. More and more data are generated in real-time on the Internet (e.g. online news streams, twitter streams, weblogs) or by modern equipment or devices (e.g. sensors, GPS, satellite cameras). If analysis is applied appropriately, these data provide rich information resources to many tasks. Therefore, improving analytical capability to handle such data is a development opportunity in current commercial products. We expect to see more functionality in this respect in the future.
Predictive Analysis. The demand of predictive modeling is increasing, especially in the business domain, but only very few systems support predictive analysis. Even with those systems that support predictive analysis, not many predictive modeling methods are implemented.
