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Abstract
The aim of this paper is to present a new proof of an explicit version of the Berry-
Esse´en type inequality of Bolthausen (Zeitschrift fu¨r Wahrscheinlichkeitstheorie und
Verwandte Gebiete, 66, 379–386, 1984). The literature already provides several proofs
of it using variants of Stein’s method. The characteristic function method has also been
applied but led only to weaker results. In this paper, we show how to overcome the
difficulties of this method by using a new identity for permanents of complex matrices
in combination with a recently proved inequality for the characteristic function of the
approximated distribution.
Keywords: approximation of permanents; characteristic function method; combina-
torial central limit theorem; permanental identity; sampling without replacement.
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1 Introduction and main result
The characteristic function method has shown to be very useful in the approximation of
probability distributions, when enough information on the characteristic functions of the con-
sidered distributions is available; for instance, the best constant to date in the Berry-Esse´en
theorem for sums of independent real-valued random variables was obtained by Shevtsova
[26]. In the present paper, we use the characteristic function method to give a new proof of
an explicit version of the Berry-Esse´en type inequality of Bolthausen [2] in a combinatorial
central limit theorem. Our main focus lies on the basic method while trying to obtain rea-
sonable constants and to avoid complex reasoning. So we believe that the constants in our
main result (see Theorem 1.1) could be further improved in future by using refinements of
the method.
In what follows, we need some notation. Let n ∈ N = {1, 2, 3, . . .} be a natural number
with n ≥ 2, A = (aj,r) ∈ Rn×n be a real-valued n× n matrix, and π = (π(1), . . . , π(n)) be a
uniformly distributed random permutation of the set n := {1, . . . , n}, that is P (π = j) = 1
n!
for all j ∈ nn6= := {(j1, . . . , jn) | j1, . . . , jn ∈ n pairwise distinct}. Sometimes, we also write
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2(j(1), . . . , j(n)) = (j1, . . . , jn). Further, let
Sn =
n∑
j=1
aj,π(j).
It is well-known that
µ := ESn = na·,· and σ := (VarSn)
1/2 =
( 1
n− 1
∑
(j,r)∈n2
a˜2j,r
)1/2
, (1)
where n2 = {(j, r) | j, r ∈ n} and
a˜j,r = aj,r − a·,r − aj,· + a·,·, a·,r = 1
n
n∑
k=1
ak,r, aj,· =
1
n
n∑
s=1
aj,s, a·,· =
1
n2
∑
(k,s)∈n2
ak,s
for all (j, r) ∈ n2, see Hoeffding [15, Theorem 2]. We always assume that σ2 > 0. In
Goldstein [11, formula (89)] (see also Chen et al. [4, formula (4.106)]), another formula for
σ2 can be found, which reads as follows:
σ2 =
1
4n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,s, (2)
where n26= = {(j, r) ∈ n2 | j, r distinct} and
bj,k,r,s = aj,r − ak,r − aj,s + ak,s = a˜j,r − a˜k,r − a˜j,s + a˜k,s (3)
for all j, k, r, s ∈ n. For a slightly more general assertion, see (27), which is shown in
Section 5. We note that bj,k,r,s = −bk,j,r,s = −bj,k,s,r for all j, k, r, s ∈ n and that bj,k,r,s = 0
if j = k or r = s. Furthermore,
a˜j,r =
1
n2
∑
(k,s)∈n2
bj,k,r,s for (j, r) ∈ n2. (4)
The statistic Sn is of interest in the theory of rank tests, see Ha´jek et al. [13]. Central
limit theorems for
S∗n :=
Sn − µ
σ
=
1
σ
n∑
j=1
a˜j,π(j) (5)
under various conditions have been proved by Wald andWolfowitz [30], Hoeffding [15], Motoo
[21], and Ha´jek [12]; see also the references therein. The treatment of corresponding estimates
of accuracy has been more difficult. Two major approaches have been used here to bound
the supremum distance between the corresponding distribution functions. Methods using
characteristic functions led to bounds of the right order only under additional conditions,
which, however, we shall not discuss here in detail; but let us mention that, while von
Bahr [29] combined a classical approach with combinatorial arguments such as the Mo¨bius
inversion formula, Husˇkova´ [17, 18] and Does [6] considered the case of aj,r = a
′
ja
′′
r , (a
′
j , a
′′
r ∈
R) and used an intermediate approximation by a sum of independent random variables. The
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principal difficulty here is to find a sufficiently weak condition for the validity of a sufficiently
good upper bound for the modulus of the difference of the characteristic function of S∗n and
that of the standard normal law.
On the other hand, variants of Stein’s method have been used, e.g., see Ho and Chen
[14], and the works cited below. The first satisfying result was established by Bolthausen [2]
using Stein’s method together with an induction. It says that
∆ := sup
x∈R
|P (S∗n ≤ x)− Φ(x)| ≤
C0
nσ3
∑
(j,r)∈n2
|a˜j,r|3. (6)
where Φ is the distribution function of the standard normal distribution and C0 is an absolute
constant. The inequality in (6) is of Lyapunov type, since the right-hand side can be written
as C0
σ3
∑n
j=1E|a˜j,π(j)|3. It has the order n−1/2, if 1√nσ3
∑
(j,r)∈n2 |a˜j,r|3 can be estimated from
above by an absolute constant. For instance, (1) implies that this is true if two absolute
constants C ′0, C
′′
0 ∈ (0,∞) exist such that C ′0 ≤ |a˜j,r| ≤ C ′′0 for all (j, r) ∈ n2.
Unfortunately, the constant C0 in (6) was not explicitly given in [2]. Much later, em-
ploying the zero bias version of Stein’s method used in Goldstein [10], an upper bound of
worse order than the one in (6) but with an explicit constant was shown in Chen et al. [4,
Theorem 6.1, p. 168]), that is, if n ≥ 3, then
∆ ≤ 16.3
σ
max
(j,r)∈n2
|a˜j,r|.
In Chen and Fang [3], Stein’s method of exchangeable pairs and a concentration inequality
was used to prove that C0 ≤ 451. Using a zero bias version of Stein’s method together with
an induction, Tha`nh [27] showed that C0 ≤ 90.
There is an improvement of (6). Combining this inequality with a classical truncation
technique, Frolov [9] showed his Theorem 4, which, in the present situation, says that
∆ ≤ C˜0n− 1
nσ2
γ˜
(1
σ
)
, (7)
where C˜0 = max{1709, 50C0 + 6}, C0 is the constant in (6), and
γ˜(x) =
1
n− 1
∑
(j,r)∈n2
a˜2j,rmin{1, |xa˜j,r|} for x ∈ R. (8)
In view of the minimum term in (8), we see that (7) immediately implies Motoo’s [21]
combinatorial central limit theorem.
It should be mentioned that several authors considered the more general situation, where
A is replaced by a matrix of independent random variables being also independent of π (e.g.,
see [29], [14], [3], and [9]). Further, estimates of higher accuracy have been shown using
an Edgeworth expansion, e.g. see Does [7] and Schneller [25]. It seems that the method
presented here can also be applied to these kinds of generalization.
Our main result is the next theorem, which is comparable to (7) and is proved with the
characteristic function method. We need further notation. Let
γ(x) =
1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,smin{1, |xbj,k,r,s|} for x ∈ R. (9)
4Theorem 1.1. Let C1 = 15.84, C2 = 0.65, that is, C1C2 ≤ 10.3. Then
∆ ≤ C1
σ2
γ
(C2
σ
)
. (10)
For the comparison of (10) with (6) and (7), we shall use the following lemma, which
provides upper and lower bounds of γ(x) and is proved in Section 5. Here, we define
δ =
1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
|bj,k,r,s|3.
Lemma 1.1. Let x ∈ R \ {0}. For arbitrary y ∈ (0, 1), we then have
(
1− y2
(n− 1
n
)2)
γ˜(xy) ≤ γ(x) ≤ 16γ˜(x), (11)
4
(
σ2 − n− 1
27x2
)
≤ γ(x) ≤ min{4σ2, |x|δ}. (12)
Remark 1.1. (a) The inequalities in (11) and the fact that yγ˜(x) ≤ γ˜(xy) for y ∈ (0, 1)
imply that γ(x) and γ˜(x) are of the same order.
(b) The constant 16 on the right-hand side of (11) is optimal, as can be shown by considering
the example n = 2 and A = ( t −t−t t ) for t ∈ R, giving γ(x) = 16t2min{1, |4xt|} and
γ˜(x) = 4t2 min{1, |xt|}.
(c) From (10) and the second inequality in (11), we can derive an inequality of the form (6)
or (7). In fact,
∆ ≤ C1
σ2
γ
(C2
σ
)
≤ 16C1
σ2
γ˜
(C2
σ
)
≤ 164.6
(n− 1)σ3
∑
(j,r)∈n2
|a˜j,r|3. (13)
In particular, the constants in the second bound are better than those of (7). However,
the constant 164.6 in the third bound in (13) is somewhat large and cannot compete
with Thanh’s [27] constant 90. On the other hand, the bounds in (10) and [27] are not
easily comparable because of the minimum term in (9). We believe that the method of
this paper could be refined to produce smaller constants. For instance, this could be
achieved by replacing (23) below by a more accurate smoothing lemma. The first two
inequalities in (13) show that the characteristic function method can be used to give a
proof of Motoo’s [21] combinatorial central limit theorem.
Let us now consider an example of sampling without replacement, where Sn is the sum
of m ∈ n of real numbers c1, . . . , cn drawn uniformly at random without replacement.
Corollary 1.1. Let c1, . . . , cn ∈ R and m ∈ n. Further, let aj,r = cr, if (j, r) ∈ m × n,
and aj,r = 0 otherwise. Then we have µ = mc· and σ
2 = m(n−m)
n(n−1)
∑
r∈n(cr − c·)2, where
c
·
= 1
n
∑n
r=1 cr. Assuming that σ
2 > 0 as usual, (10) holds with
∆ ≤ C1
σ2
γ
(C2
σ
)
=
2C1m(n−m)
n2(n− 1)σ2
∑
(r,s)∈n26=
(cr − cs)2min
{
1,
C2
σ
|cr − cs|
}
. (14)
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Remark 1.2. Let the assumptions of Corollary 1.1 hold. From (14), one can derive a
bound for ∆, which has the same order as the bound in Ho¨glund [16, formula (1)]. It should
be mentioned that, in [16], the variances of the two considered distributions differ slightly.
However there are cases, where equal variances lead to a more precise approximation, see
Mattner and Schulz [19, Theorem 1.3].
The rest of the paper is structured as follows. The next section is devoted to the proof of
Theorem 1.1, which is heavily based on an explicit inequality for the difference between the
characteristic functions of the considered distributions (see Proposition 2.1) and a variant
of Esse´en’s fundamental inequality (see (23)). All needed auxiliary results will be proved in
later sections. In particular, Section 4 contains the proof of Proposition 2.1, which requires
some preparations in form of a useful identity for permanents (see Proposition 3.1 in Section
3), an upper bound for the characteristic function of Sn (see Lemma 4.2), and other results.
Section 5 is devoted to the remaining proofs.
2 Proof of Theorem 1.1
Let the assumptions of Section 1 hold. We proceed with the preparations for the proof of
Theorem 1.1. Let ϕ be the characteristic function of Sn, that is,
ϕ(t) = EeitSn
for t ∈ R. For a set M , let 1M (x) = 1, if x ∈M , and 1M(x) = 0 otherwise.
Lemma 2.1. We have
κ := sup
x∈R
cos(x)− 1 + x2/2
|x|3 = 0.09916191 . . . , (15)
where the supremum is attained at the unique point x0 = 3.99589 . . . . Here we set
0
0
= 0.
The proof is given in Prawitz [22, formula (12)]. The next result is shown in Section 4.
Proposition 2.1. Let t ∈ R,
hℓ(t) = min
{
1, exp
(
ℓ− n− ℓ− 1
4(n− 1) t
2
(
σ2 − 1
4
γ(2κt)
))}
1[ℓ,∞)(n) (16)
for ℓ ∈ [0,∞), where κ is given in (15). Then
|ϕ(t)− eitµ−σ2t2/2| ≤
∫ 1
0
t2u
(1
2
h2(tu)γ
(tu
4
)
+
2(n− 2)
n(n− 1)h3(tu)γ
(tu
2
)
+
(n− 2)(n− 3)
n(n− 1) h4(tu)γ
(tu
2
))
exp
(
−(1− u2)σ
2t2
2
)
du.
(17)
We note that h3(t) = 0 for n = 2 and h4(t) = 0 for n ∈ {2, 3}. Furthermore, (12) implies
that σ2 − 1
4
γ(2κt) ≥ 0 for all t ∈ R.
6Remark 2.1. (a) Let the assumptions of Proposition 2.1 hold. Then (17) implies an in-
equality without integral, that is,
|ϕ(t)− eitµ−σ2t2/2| ≤ t
2
4
γ
( t
6
)
h2(t) +
(n− 2)t2
n(n− 1) γ
( t
3
)
h3(t) +
(n− 2)(n− 3)t2
2n(n− 1) γ
( t
3
)
h4(t),
(18)
which can easily be shown by using that
∫ 1
0
uγ(xu) du ≤ 1
2
γ(2x
3
) for x ∈ R and
hℓ(tu) exp
(
−(1 − u2)σ
2t2
2
)
≤ hℓ(t) for ℓ ∈ [0,∞) and u ∈ [0, 1].
If n ≥ 6, then (18) implies that
|ϕ(t)− eitµ−σ2t2/2| ≤ 32t2γ
( t
3
)
exp
(
− t
2
20
(
σ2 − 1
4
γ(2κt)
))
. (19)
The inequalities in (18) or (19) can be used to prove an inequality similar to that in
Theorem 1.1 but with worse constants.
(b) For t ∈ R,
ϕ(t) =
1
n!
∑
r∈nn6=
n∏
j=1
exp(itaj,r(j)),
is the permanent of the matrix (exp(itaj,r)) ∈ Cn×n divided by n!. Therefore, inequalities
(17)–(19) are, in fact, explicit approximation inequalities for permanents with entries
lying on the unit circle in the complex domain.
The proof of the following lemma is given in Section 5.
Lemma 2.2. Let c ∈ (0, 1/2), c˜ = √1− 2c, x ∈ R, and γ(x) be as in (9). Then∫ ∞
0
∫ 1
0
tuγ(xtu) exp
(
−ct2u2 − (1− u2)t
2
2
)
du dt
≤ − log(2c)
2c˜2
γ
( √
pix
− log(2c)√c
(
1−
√
2c
c˜
arcsin(c˜)
))
.
(20)
Proof of Theorem 1.1. In view of (5), without loss of generality we may assume that
µ = 0 and σ = 1. Let C4 ∈ (0,∞) and m ∈ N such that 4 ≤ m and
√
m−1
27
< C4. In
particular 0 < 27C24 −m+ 1 and C3 := 27C
2
4
4(27C2
4
−m+1) ∈ (0,∞). Let C5, C6 ∈ (0,∞) such that
C5C6 ∈ (14 ,∞). First, we assume that 2 ≤ n ≤ m. Then the first inequality in (12) implies
that
∆ ≤ 1 ≤ 27C
2
4
4(27C24 − n + 1)
γ(C4) ≤ C3γ(C4). (21)
Let us now assume that n ≥ m+ 1. Let T = 1
C5γ(2κC6)
. If T < C6 then
∆ ≤ 1 ≤ C5C6γ(2κC6). (22)
On the accuracy in a combinatorial central limit theorem 7
We now assume that T ≥ C6 and that t ∈ [0, T ]. Then γ(2κtu) ≤ TC6γ(2κC6) = 1C5C6 for all
u ∈ [0, 1]. We shall use Proposition 2.1, which gives
|ϕ(t)− e−t2/2| ≤
∫ 1
0
t2u
(1
2
h2(tu)γ
(tu
4
)
+
2(n− 2)
n(n− 1)h3(tu)γ
(tu
2
)
+
(n− 2)(n− 3)
n(n− 1) h4(tu)γ
(tu
2
))
exp
(
−(1 − u2)t
2
2
)
du,
where, for ℓ ∈ {2, 3, 4},
hℓ(tu) ≤ exp
(
ℓ− n− ℓ− 1
4(n− 1) t
2u2
(
1− 1
4
γ(2κtu)
))
≤ exp(ℓ− ϑℓt2u2}
and ϑℓ =
m−ℓ
4m
(1− 1
4C5C6
). Let ϑ˜ℓ =
√
1− 2ϑℓ and
Dℓ =
√
pi
− log(2ϑℓ)
√
ϑℓ
(
1−
√
2ϑℓ
ϑ˜ℓ
arcsin(ϑ˜ℓ)
)
.
Using Lemma 2.2, we get∫ T
0
∫ 1
0
tu
2
h2(tu)γ
(tu
4
)
exp
(
−(1− u2)t
2
2
)
du dt
≤ e
2
2
∫ ∞
0
∫ 1
0
tuγ
(tu
4
)
exp
(
−ϑ2t2u2 − (1− u2)t
2
2
)
du dt
≤ e
2
4
(− log(2ϑ2))
ϑ˜22
γ
( √
pi
−4 log(2ϑ2)
√
ϑ2
(
1−
√
2ϑ2
ϑ˜2
arcsin(ϑ˜2)
))
=
e2
4
(− log(2ϑ2))
ϑ˜22
γ
(D2
4
)
,
∫ T
0
∫ 1
0
tu
2(n− 2)
n(n− 1)h3(tu)γ
(tu
2
)
exp
(
−(1− u2)t
2
2
)
du dt
≤ 2e
3(m− 1)
m(m+ 1)
∫ ∞
0
∫ 1
0
tuγ
(tu
2
)
exp
(
−ϑ3t2u2 − (1− u2)t
2
2
)
du dt
≤ 2e
3(m− 1)
m(m+ 1)
(− log(2ϑ3))
2ϑ˜23
γ
( √
pi
−2 log(2ϑ3)
√
ϑ3
(
1−
√
2ϑ3
ϑ˜3
arcsin(ϑ˜3)
))
=
e3(m− 1)
m(m+ 1)
(− log(2ϑ3))
ϑ˜23
γ
(D3
2
)
,
and ∫ T
0
∫ 1
0
tu
(n− 2)(n− 3)
n(n− 1) h4(tu)γ
(tu
2
)
exp
(
−(1 − u2)t
2
2
)
du dt
≤ e4
∫ ∞
0
∫ 1
0
tuγ
(tu
2
)
exp
(
−ϑ4t2u2 − (1− u2)t
2
2
)
du dt
≤ e4 (− log(2ϑ4))
2ϑ˜24
γ
( √
pi
−2 log(2ϑ4)
√
ϑ4
(
1−
√
2ϑ4
ϑ˜4
arcsin(ϑ˜4)
))
= e4
(− log(2ϑ4))
2ϑ˜24
γ
(D4
2
)
.
8In view of the general Lemma 12.2 in Bhattacharya and Rao [1, p. 101–103], we see that the
following variant of Esse´en’s [8, Theorem 2a, p. 32] smoothing inequality is valid:
∆ ≤ 1
piw
∫ T
0
|ϕ(t)− e−t2/2|
t
dt +
(1 + w)v(w)√
2piwT
, (23)
where w ∈ (0, 1) is arbitrary and v(w) ∈ (0,∞) is defined by the equation
1 + w
2
=
2
pi
∫ v(w)
0
sin2(x)
x2
dx.
Combining the inequalities above together with the simple fact that
x1γ(y1) + x2γ(y2) ≤ (x1 + x2)γ
(x1y1 + x2y2
x1 + x2
)
,
for x1, x2, y1, y2 ∈ [0,∞), we obtain
∆ ≤ e
2
piw
(− log(2ϑ2))
4ϑ˜22
γ
(D2
4
)
+
e3(m− 1)
piwm(m+ 1)
(− log(2ϑ3))
ϑ˜23
γ
(D3
2
)
+ e4
(− log(2ϑ4))
2piwϑ˜24
γ
(D4
2
)
+
(1 + w)v(w)√
2piw
C5γ(2κC6)
≤ C7γ
(C8
C7
)
, (24)
where
C7 =
e2
piw
(− log(2ϑ2))
4ϑ˜22
+
e3(m− 1)
piwm(m+ 1)
(− log(2ϑ3))
ϑ˜23
+ e4
(− log(2ϑ4))
2piwϑ˜24
+
(1 + w)v(w)√
2piw
C5
C8 =
e2
piw
(− log(2ϑ2))
4ϑ˜22
D2
4
+
e3(m− 1)
piwm(m+ 1)
(− log(2ϑ3))
ϑ˜23
D3
2
+ e4
(− log(2ϑ4))
2piwϑ˜24
D4
2
+
(1 + w)v(w)√
2piw
2κC5C6.
For x1, x2, y1, y2 ∈ [0,∞), we have max{x1γ(y1), x2γ(y2)} ≤ max{x1, x2}γ(max{y1, y2}).
From this and the inequalities (21), (22), and (24), we derive in the general case n ≥ 2 that
∆ ≤ max
{
C3γ(C4), C5C6γ(2κC6), C7γ
(C8
C7
)}
≤ C1γ(C2),
where C1 = max{C3, C5C6, C7} and C2 = 1C1 max{C3C4, 2κC5C26 , C8}. Letting w = 0.89,
m = 1367, C4 = 7.915, C5 = 0.047, and C6 = 33, we obtain v(w) = 5.329260 . . . , C3 =
1.2992 . . . , C1 ≤ 15.84, C2 ≤ 0.65. Now identify C1 and C2 with their upper bounds.
3 A useful identity for permanents
The proof of Proposition 2.1 is based on the following proposition, which, for future reference,
is presented here under slightly more general assumptions than needed. It contains an
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identity for the permanent of the matrix (eyj,r) ∈ Cn×n, that is, the term ∑r∈nn6= ecr in (26)
below.
In what follows, let n ∈ N \ {1}, Y = (yj,r) ∈ Cn×n, and zj,k,r,s = yj,r − yk,r − yj,s + yk,s
for all j, k, r, s ∈ n,
cr =
∑
j∈n
yj,r(j) for r ∈ nn6=, α =
1
n
∑
j∈n
∑
r∈n
yj,r, β =
1
n− 1
∑
(j,r)∈n2
y˜2j,r, (25)
where, for (j, r) ∈ n2,
y˜j,r = yj,r − y·,r − yj,· + y·,·, y·,r = 1
n
n∑
k=1
yk,r, yj,· =
1
n
n∑
s=1
yj,s, y·,· =
1
n2
∑
(k,s)∈n2
yk,s.
Proposition 3.1. Under the assumptions above, we have
1
n!
∑
r∈nn6=
ecr − eα+β/2 = 1
n!
∫ 1
0
f(u) exp
(
(1− u)α + (1− u2)β
2
)
du, (26)
where
f(u) =
f1(u)
4n
+
f2(u)
n2(n− 1) +
f3(u)
4n2(n− 1) ,
f1(u) =
∑
(j,k)∈n26=
∑
r∈nn6=
zj,k,r(j),r(k)(1− uzj,k,r(j),r(k) − exp(−uzj,k,r(j),r(k)))eucr ,
f2(u) =
∑
(j,k,ℓ)∈n36=
∑
r∈nn6=
uz2j,k,r(j),r(k)(1− exp(uzj,ℓ,r(ℓ),r(j)))eucr ,
f3(u) =
∑
(j,k,ℓ,m)∈n46=
∑
r∈nn6=
uz2j,k,r(j),r(k)(1− exp(uzj,ℓ,r(ℓ),r(j) + uzk,m,r(m),r(k)))eucr .
We note that f2(u) = 0 for n = 2, and f3(u) = 0 for n ∈ {2, 3}. Further, we have
β =
1
4n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
z2j,k,r,s, (27)
the proof of which is provided in Section 5. For the proof of Proposition 3.1, we need the
next lemma.
Lemma 3.1. Let the assumptions of Proposition 3.1 hold. For u ∈ [0, 1], we then have∑
r∈nn6=
(cr − α− uβ)eucr = f(u). (28)
Proof of Proposition 3.1. Let T denote the left-hand side of (26). Then
T =
1
n!
∑
r∈nn6=
exp
(
ucr + (1− u)α+ (1− u2)β
2
)∣∣∣u=1
u=0
=
1
n!
∫ 1
0
∑
r∈nn6=
(cr − α− uβ)eucr exp
(
(1− u)α + (1− u2)β
2
)
du.
The assertion now follows by applying Lemma 3.1.
10
In the proof of Lemma 3.1, we shall apply a technique similar to the one used in Roos
[24]. We need the following lemma.
Lemma 3.2. Let the assumptions of Proposition 3.1 hold. Further, let g : n26= −→ C be a
function and (j, k) ∈ n26=. Then∑
r∈nn6=
g(r(j), r(k))ecr =
∑
r∈nn6=
g(r(k), r(j)) exp(zj,k,r(k),r(j))e
cr . (29)
Proof. The assertion follows by interchanging r(j) with r(k) in (29). In fact,
∑
r∈nn6=
g(r(j), r(k))ecr =
∑
r∈nn6=
g(r(j), r(k)) exp(yj,r(j) + yk,r(k)) exp
( ∑
ℓ∈n\{j,k}
yℓ,r(ℓ)
)
=
∑
r∈nn6=
g(r(k), r(j)) exp(yj,r(k) + yk,r(j)) exp
( ∑
ℓ∈n\{j,k}
yℓ,r(ℓ)
)
,
which is equal to the right-hand side of (29).
Proof of Lemma 3.1. By considering uyj,r instead of yj,r for (j, r) ∈ n2, without loss of
generality, we may assume that u = 1. Let Tj = fj(1) for j ∈ 3. Let T denote the left-hand
side of (28), i.e. T = T4 − T5, where
T4 =
∑
r∈nn6=
(cr − α)ecr , T5 =
∑
r∈nn6=
βecr .
For r ∈ nn6=, we have α = 1n
∑
j∈n
∑
k∈n yj,r(k) and hence, using Lemma 3.2,
T4 =
∑
j∈n
∑
r∈nn6=
(
yj,r(j) − 1
n
∑
k∈n
yj,r(k)
)
ecr =
1
n
∑
(j,k)∈n26=
∑
r∈nn6=
(yj,r(j) − yj,r(k))ecr (30)
= −1
n
∑
(j,k)∈n26=
∑
r∈nn6=
(yj,r(j) − yj,r(k)) exp(zj,k,r(k),r(j))ecr . (31)
By adding the right-hand sides in (30) and (31) and dividing by two, we get
T4 =
1
2n
∑
(j,k)∈n26=
∑
r∈nn6=
(yj,r(j) − yj,r(k))(1− exp(zj,k,r(k),r(j)))ecr (32)
=
1
2n
∑
(j,k)∈n26=
∑
r∈nn6=
(yk,r(k) − yk,r(j))(1− exp(zj,k,r(k),r(j)))ecr , (33)
where the last equality follows by interchanging j with k and using the fact that zj,k,r,s =
−zk,j,r,s = −zj,k,s,r for all j, k, r, s ∈ n. Adding the right-hand sides of (32) and (33) and
dividing by two, we obtain
T4 =
1
4n
∑
(j,k)∈n26=
∑
r∈nn6=
zj,k,r(j),r(k)(1− exp(zj,k,r(k),r(j)))ecr = T1
4n
+ T6,
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where
T6 =
1
4n
∑
(j,k)∈n26=
∑
r∈nn6=
z2j,k,r(j),r(k)e
cr .
Therefore T = T4 − T5 = T14n + T6 − T5. From (27), it follows that, for r ∈ nn6=,
4n2(n− 1)β =
∑
(j,k)∈n26=
∑
(ℓ,m)∈n26=
z2j,k,r(ℓ),r(m).
This gives
4n2(n− 1)(T6 − T5) = n(n− 1)
∑
(j,k)∈n26=
∑
r∈nn6=
(
z2j,k,r(j),r(k) −
1
n(n− 1)
∑
(ℓ,m)∈n26=
z2j,k,r(ℓ),r(m)
)
ecr
=
∑
(j,k)∈n26=
∑
(ℓ,m)∈n26=
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(ℓ),r(m))ecr .
Considering the different cases of ℓ,m ∈ {j, k} or not, we obtain
4n2(n− 1)(T6 − T5) =
∑
(j,k)∈n26=
∑
ℓ=j,m∈n\{j,k}
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(j),r(m))ecr
+
∑
(j,k)∈n26=
∑
ℓ=k,m∈n\{j,k}
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(k),r(m))ecr
+
∑
(j,k)∈n26=
∑
ℓ∈n\{j,k},m=j
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(ℓ),r(j))ecr
+
∑
(j,k)∈n26=
∑
ℓ∈n\{j,k},m=k
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(ℓ),r(k))ecr
+
∑
(j,k)∈n26=
∑
(ℓ,m)∈(n\{j,k})26=
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(ℓ),r(m))ecr . (34)
We note that, z2j,k,r,s = z
2
k,j,r,s = z
2
j,k,s,r for all j, k, r, s ∈ n, so that, in the case {ℓ,m} = {j, k},
the respective summand is zero. From (34), we obtain that 4n2(n − 1)(T6 − T5) = T7 + T8,
where
T7 = 4
∑
(j,k,ℓ)∈n36=
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(j),r(ℓ))ecr ,
T8 =
∑
(j,k,ℓ,m)∈n46=
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(ℓ),r(m))ecr .
Using Lemma 3.2, we find that
T7 = 4
∑
(j,k,ℓ)∈n36=
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(j),r(k) exp(zk,ℓ,r(ℓ),r(k)))ecr = 4T2,
T8 =
∑
(j,k,ℓ,m)∈n46=
∑
r∈nn6=
(z2j,k,r(j),r(k) − z2j,k,r(j),r(k) exp(zj,ℓ,r(ℓ),r(j) + zk,m,r(m),r(k)))ecr = T3.
Combining the identities above, we derive T = T1
4n
+ 1
4n2(n−1)(T7+T8) =
T1
4n
+ 1
4n2(n−1)(4T2+T3),
which implies the assertion.
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4 Auxiliary results and the proof of Proposition 2.1
In what follows, let the assumptions of Section 1 hold.
Lemma 4.1. For x ∈ R and k ∈ Z+ = {0, 1, 2, . . .}, we have
∣∣∣eix − k∑
j=0
(ix)j
j!
∣∣∣ ≤ 2 |x|k
k!
min
{
1,
|x|
2(k + 1)
}
. (35)
The proof of a more general assertion can be found in Chow and Teicher [5, Lemma 1,
p. 295]. The following lemma is shown in Roos [23]. It complements Theorem 2.1 in van
Zwet [28] under the present assumptions. Unlike the upper bound given in that theorem,
our bound contains explicit constants and is valid for all t ∈ R. Here, for x ∈ R, let ⌊x⌋ be
the largest integer ≤ x.
Lemma 4.2. Let n ∈ N \ {1} and t ∈ R. Then
|ϕ(t)| = 1
n!
∣∣∣∑
r∈nn6=
exp
(
it
∑
j∈n
aj,r(j)
)∣∣∣ ≤ ( 1
n2(n− 1)2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
cos2
(tbj,k,r,s
2
))⌊n/2⌋/2
.
Lemma 4.3. Let L,M ⊆ n with |L| = |M | =: ℓ and let t ∈ R. Then
1
(n− ℓ)!
∣∣∣ ∑
r∈(n\L)n\M6=
exp
(
it
∑
j∈n\M
aj,r(j)
)∣∣∣ ≤ hℓ(t), (36)
where σ2, γ(x) for x ∈ R, κ and hℓ(t) are given as in (2), (9), (15), and (16).
Proof. Let T denote the left-hand side of (36). If ℓ ∈ {n − 1, n}, then T = 1 = hℓ(t)
and hence (36) is valid. Let us now assume that ℓ ≤ n − 2. Let p : n− ℓ −→ n \M and
q : n− ℓ −→ n \ L be two bijective maps. Clearly, we have
T =
1
(n− ℓ)!
∣∣∣ ∑
r∈(n−ℓ)n−ℓ6=
exp
(
it
∑
j∈n−ℓ
ap(j),q(r(j))
)∣∣∣.
Lemma 4.2 together with the inequality ⌊x
2
⌋ ≥ x−1
2
for all integers x gives
T ≤
( 1
(n− ℓ)2(n− ℓ− 1)2
∑
(j,k)∈(n\M)26=
∑
(r,s)∈(n\L)26=
cos2
(tbj,k,r,s
2
))⌊(n−ℓ)/2⌋/2
≤
( n2(n− 1)2
(n− ℓ)2(n− ℓ− 1)2
1
n2(n− 1)2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
cos2
(tbj,k,r,s
2
))(n−ℓ−1)/4
. (37)
Using the inequality x ≤ exp(x−1√
x
) for x ∈ [1,∞) (see Mitrinovic´ [20, page 272, 3.6.15]), we
obtain that n
n−ℓ ≤ exp( ℓ√n(n−ℓ)) and
n−1
n−ℓ−1 ≤ exp( ℓ√(n−1)(n−ℓ−1) ). Therefore( n(n− 1)
(n− ℓ)(n− ℓ− 1)
)(n−ℓ−1)/2
≤ exp
(n− ℓ− 1
2
( ℓ√
n(n− ℓ) +
ℓ√
(n− 1)(n− ℓ− 1)
))
≤ exp
( ℓ
2
(√n− ℓ− 1
n
+
√
n− ℓ− 1
n− 1
))
≤ eℓ. (38)
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Using (37), (38), the inequality 1 + x ≤ ex for x ∈ R, the identity cos2(x) = 1
2
(1 + cos(2x))
for x ∈ R, and (15), we get
T ≤ eℓ
(
1 +
1
n2(n− 1)2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(
cos2
(tbj,k,r,s
2
)
− 1
))(n−ℓ−1)/4
≤ eℓ exp
( n− ℓ− 1
8n2(n− 1)2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(cos(tbj,k,r,s)− 1)
)
≤ eℓ exp
( n− ℓ− 1
16n2(n− 1)2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(−(tbj,k,r,s)2 + (tbj,k,r,s)2min{1, 2κ|tbj,k,r,s|}))
= exp
(
ℓ− n− ℓ− 1
4(n− 1) t
2
(
σ2 − 1
4
γ(2κt)
))
,
which, together with the obvious relations T ≤ 1 and 1[ℓ,∞)(n) = 1, implies the assertion.
Lemma 4.4. For x, y ∈ R, let g(x, y) = x2min{1, |y|}. Then, for c, x, y, z ∈ R, we have
(a) g(x, y + z) ≤ g(x, y) + g(x, z) ≤ 2g(x, |y|+|z|
2
),
(b) g(x, cy) + g(y, cx) ≤ g(x, cx) + g(y, cy),
(c) x2 − 4
27c2
≤ g(x, cx), if c 6= 0.
Proof. (a) This is clear.
(b) This is shown by using that
g(x, cx) + g(y, cy)− g(x, cy)− g(y, cx) = (x2 − y2)(min{1, |cx|} −min{1, |cy|}) ≥ 0.
(c) Let c 6= 0 and y ∈ [0,∞). Then
4
27c2
− y + |c|y3/2 = 1
27c2
(3|c|√y + 1)(3|c|√y − 2)2 ≥ 0.
For x ∈ R and y = x21[0,1](|cx|), this implies
x2 − 4
27c2
≤ x2 − y + |c|y3/2 = x21(1,∞)(|cx|) + |c||x|31[0,1](|cx|) = g(x, cx).
Proof of Proposition 2.1. We shall use Proposition 3.1 for the matrix Y = (yj,r) with
yj,r = itaj,r for j, r ∈ n. The quantities zj,k,r,s, cr, α, and β used there are given by zj,k,r,s =
itbj,k,r,s for all j, k, r, s ∈ n and
cr = itdr with dr =
∑
j∈n
aj,r(j) for r ∈ nn6=, α = itµ, β = −σ2t2.
Hence
|ϕ(t)− eitµ−σ2t2/2| =
∣∣∣ 1
n!
∑
r∈nn6=
ecr − eα+β/2
∣∣∣ ≤ 1
n!
∫ 1
0
|f(u)| exp
(
−(1− u2)σ
2t2
2
)
du,
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where
f(u) =
f1(u)
4n
+
f2(u)
n2(n− 1) +
f3(u)
4n2(n− 1) ,
f1(u) =
∑
(j,k)∈n26=
∑
r∈nn6=
itbj,k,r(j),r(k)(1− itubj,k,r(j),r(k) − exp(−itubj,k,r(j),r(k)))eitudr ,
f2(u) =
∑
(j,k,ℓ)∈n36=
∑
r∈nn6=
t2ub2j,k,r(j),r(k)(exp(itubj,ℓ,r(ℓ),r(j))− 1)eitudr ,
f3(u) =
∑
(j,k,ℓ,m)∈n46=
∑
r∈nn6=
t2ub2j,k,r(j),r(k)(exp(itu(bj,ℓ,r(ℓ),r(j) + bk,m,r(m),r(k)))− 1)eitudr .
The proof is completed with the help of the following lemma.
Lemma 4.5. Let the assumptions in the proof of Proposition 2.1 hold. For u ∈ [0, 1], we
have
|f1(u)|
n!4n
≤ t
2u
2
h2(tu)γ
(tu
4
)
, (39)
|f2(u)|
n!n2(n− 1) ≤
2(n− 2)t2u
n(n− 1) h3(tu)γ
(tu
2
)
, (40)
|f3(u)|
n! 4n2(n− 1) ≤
(n− 2)(n− 3)t2u
n(n− 1) h4(tu)γ
(tu
2
)
. (41)
Proof of (39). For u ∈ [0, 1], (j, k) ∈ n26=, and (v, w) ∈ n26=, inequality (35) implies that
|1− itubj,k,v,w − exp(−itubj,k,v,w)| ≤ 2|tubj,k,v,w|min
{
1,
|tu|
4
|bj,k,v,w|
}
and Lemma 4.3 gives
1
(n− 2)!
∣∣∣ ∑
r∈nn6=
r(j)=v,r(k)=w
eitudr
∣∣∣ = 1
(n− 2)!
∣∣∣ ∑
r∈(n\{v,w})n\{j,k}6=
exp
(
itu
∑
ℓ∈n\{j,k}
aℓ,r(ℓ)
)∣∣∣ ≤ h2(tu).
Therefore
|f1(u)|
n!4n
≤ 1
n!4n
∑
(j,k)∈n26=
∑
(v,w)∈n26=
|tbj,k,v,w||1− itubj,k,v,w − exp(−itubj,k,v,w)|
∣∣∣ ∑
r∈nn6=
r(j)=v,r(k)=w
eitudr
∣∣∣
≤ t
2u
2
h2(tu)
1
n2(n− 1)
∑
(j,k)∈n26=
∑
(v,w)∈n26=
b2j,k,v,wmin
{
1,
|tu|
4
|bj,k,v,w|
}
=
t2u
2
h2(tu)γ
(tu
4
)
.
which shows (39).
Proof of (40). If n = 2, then both sides of the inequality in (40) are equal to zero. Let us
now assume that n ≥ 3. For u ∈ [0, 1], (j, k, ℓ) ∈ n36=, and (p, v, w) ∈ n36=, we obtain from (35)
that
| exp(itubj,ℓ,w,p)− 1| ≤ 2min
{
1,
|tu|
2
|bj,ℓ,w,p|
}
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and Lemma 4.3 implies that
1
(n− 3)!
∣∣∣ ∑
r∈nn6=
(r(j),r(k),r(ℓ))=(p,v,w)
eitudr
∣∣∣ = 1
(n− 3)!
∣∣∣ ∑
r∈(n\{p,v,w})n\{j,k,ℓ}6=
exp
(
itu
∑
m∈n\{j,k,ℓ}
am,r(m)
)∣∣∣
≤ h3(tu).
Hence
|f2(u)|
n!n2(n− 1) ≤
1
n!n2(n− 1)
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
t2ub2j,k,p,v
× | exp(itubj,ℓ,w,p)− 1|
∣∣∣ ∑
r∈nn6=
(r(j),r(k),r(ℓ))=(p,v,w)
eitudr
∣∣∣
≤ 2t
2u
n3(n− 1)2(n− 2)h3(tu)T (u),
where
T (u) =
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
b2j,k,p,vmin
{
1,
|tu|
2
|bj,ℓ,p,w|
}
.
Here we used that |bj,ℓ,w,p| = |bj,ℓ,p,w|. By using g as in Lemma 4.4, we get
T (u) =
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
g
(
bj,k,p,v,
tu
2
bj,ℓ,p,w
)
=
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
g
(
bj,ℓ,p,w,
tu
2
bj,k,p,v
)
,
where the latter equality follows by interchanging k with ℓ and v with w. Using Lemma
4.4(b),
T (u) =
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
1
2
(
g
(
bj,k,p,v,
tu
2
bj,ℓ,p,w
)
+ g
(
bj,ℓ,p,w,
tu
2
bj,k,p,v
))
≤
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
1
2
(
g
(
bj,k,p,v,
tu
2
bj,k,p,v
)
+ g
(
bj,ℓ,p,w,
tu
2
bj,ℓ,p,w
))
=
∑
(j,k,ℓ)∈n36=
∑
(p,v,w)∈n36=
g
(
bj,k,p,v,
tu
2
bj,k,p,v
)
= n2(n− 1)(n− 2)2γ
(tu
2
)
.
Consequently
|f2(u)|
n!n2(n− 1) ≤
2t2u
n3(n− 1)2(n− 2)h3(tu)n
2(n− 1)(n− 2)2γ
(tu
2
)
=
2(n− 2)t2u
n(n− 1) h3(tu)γ
(tu
2
)
,
which proves (40).
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Proof of (41). If n ∈ {2, 3}, then both sides of the inequality in (41) are equal to zero. Let
us now assume that n ≥ 4. For u ∈ [0, 1], (j, k, ℓ,m) ∈ n46=, and (p, q, v, w) ∈ n46=, inequality
(35) gives
| exp(itu(bj,ℓ,v,p + bk,m,w,q))− 1| ≤ 2min
{
1,
|tu|
2
|bj,ℓ,v,p + bk,m,w,q|
}
and from Lemma 4.3 it follows that
1
(n− 4)!
∣∣∣ ∑
r∈nn6=
(r(j),r(k),r(ℓ),r(m))=(p,q,v,w)
eitudr
∣∣∣
=
1
(n− 4)!
∣∣∣ ∑
r∈(n\{p,q,v,w})n\{j,k,ℓ,m}6=
exp
(
itu
∑
s∈n\{j,k,ℓ,m}
as,r(s)
)∣∣∣ ≤ h4(tu).
Hence
|f3(u)|
n!4n2(n− 1) ≤
1
n!4n2(n− 1)
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
t2ub2j,k,p,q
× | exp(itu(bj,ℓ,v,p + bk,m,w,q))− 1|
∣∣∣ ∑
r∈nn6=
(r(j),r(k),r(ℓ),r(m))=(p,q,v,w)
eitudr
∣∣∣
≤ (n− 4)!t
2u
n!2n2(n− 1)h4(tu)T1(u), (42)
where
T1(u) =
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
b2j,k,p,qmin
{
1,
|tu|
2
|bj,ℓ,v,p + bk,m,w,q|
}
.
Using Lemma 4.4(a) with g being defined there together with |bj,k,ℓ,m| = |bk,j,ℓ,m| = |bj,k,m,ℓ|
for all j, k, ℓ,m ∈ n, it follows that
T1(u) ≤ T2(u) + T3(u) (43)
with
T2(u) =
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
g
(
bj,k,p,q,
tu
2
bj,ℓ,p,v
)
, (44)
T3(u) =
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
g
(
bj,k,p,q,
tu
2
bm,k,w,q
)
. (45)
By interchanging k with ℓ and q with v, we get
T2(u) =
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
g
(
bj,ℓ,p,v,
tu
2
bj,k,p,q
)
. (46)
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Interchanging j with m and p with w leads to
T3(u) =
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
g
(
bm,k,w,q,
tu
2
bj,k,p,q
)
. (47)
Therefore, by using (44), (46), and Lemma 4.4(b),
T2(u) =
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
1
2
(
g
(
bj,k,p,q,
tu
2
bj,ℓ,p,v
)
+ g
(
bj,ℓ,p,v,
tu
2
bj,k,p,q
))
≤
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
1
2
(
g
(
bj,k,p,q,
tu
2
bj,k,p,q
)
+ g
(
bj,ℓ,p,v,
tu
2
bj,ℓ,p,v
))
=
∑
(j,k,ℓ,m)∈n46=
∑
(p,q,v,w)∈n46=
g
(
bj,k,p,q,
tu
2
bj,k,p,q
)
= n2(n− 1)(n− 2)2(n− 3)2γ
(tu
2
)
. (48)
and similarly, using (45), (47), and Lemma 4.4(b),
T3(u) ≤ n2(n− 1)(n− 2)2(n− 3)2γ
(tu
2
)
. (49)
Using (43), (48), and (49), we obtain
T1(u) ≤ 2n2(n− 1)(n− 2)2(n− 3)2γ
(tu
2
)
. (50)
Combining (42) and (50), we get (41).
5 Remaining proofs
Proof of (27). We have
∑n
j=1 y˜j,s = 0 =
∑n
r=1 y˜k,r for all (k, s) ∈ n2 and therefore (25)
implies that
(n− 1)β =
n∑
j=1
n∑
r=1
y˜2j,r =
1
n2
n∑
j=1
n∑
r=1
n∑
k=1
n∑
s=1
y˜j,r(yj,r − yk,r − yj,s + yk,s) =
n∑
j=1
n∑
r=1
y˜j,ryj,r
=
1
n2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
yj,rzj,k,r,s. (51)
By interchanging j with k in the right-hand side of (51), we obtain
(n− 1)β = − 1
n2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
yk,rzj,k,r,s. (52)
By adding the right-hand sides of (51) and (52), we get
(n− 1)β = 1
2n2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(yj,r − yk,r)zj,k,r,s. (53)
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By interchanging r with s,
(n− 1)β = − 1
2n2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(yj,s − yk,s)zj,k,r,s (54)
and adding the right-hand sides of (53) and (54),
(n− 1)β = 1
4n2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(yj,r − yk,r − yj,s + yk,s)zj,k,r,s = 1
4n2
∑
(j,k)∈n26=
∑
(r,s)∈n26=
z2j,k,r,s,
which implies (27).
Proof of Lemma 1.1. Using Lemma 4.4(c) with g being defined there together with (2),
we obtain
γ(x) =
1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
g(bj,k,r,s, xbj,k,r,s)
≥ 1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(
b2j,k,r,s −
4
27x2
)
= 4
(
σ2 − n− 1
27x2
)
.
This shows the first inequality in (12). The second one is clear. Let us now prove (11).
Identity (4) and the Cauchy-Schwarz inequality imply that
γ˜(x) =
1
n2(n− 1)
∑
(j,k,r,s)∈n4
bj,k,r,sa˜j,rmin{1, |xa˜j,r|}
≤
( 1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,smin{1, |xa˜j,r|}
)1/2√
γ˜(x).
Therefore
γ˜(x) ≤ 1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,smin{1, |xa˜j,r|} ≤ T1 + T2,
where
T1 :=
y2
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
a˜2j,rmin{1, |xa˜j,r|}1[0,y|a˜j,r |](|bj,k,r,s|)
≤ y
2(n− 1)
n2
∑
(j,r)∈n2
a˜2j,rmin{1, |xa˜j,r|} = y2
(n− 1
n
)2
γ˜(x)
and
T2 :=
1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,smin
{
1,
1
y
|xbj,k,r,s|
}
1(y|a˜j,r |,∞)(|bj,k,r,s|)
≤ 1
n2(n− 1)
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,smin
{
1,
1
y
|xbj,k,r,s|
}
= γ
(x
y
)
,
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giving the first inequality in (11). Using Lemma 4.4(a) and (3), we obtain
n2(n− 1)γ(x) =
∑
(j,k)∈n26=
∑
(r,s)∈n26=
g(bj,k,r,s, xbj,k,r,s)
≤
∑
(j,k)∈n26=
∑
(r,s)∈n26=
(g(bj,k,r,s, xa˜j,r) + g(bj,k,r,s, xa˜k,r) + g(bj,k,r,s, xa˜j,s) + g(bj,k,r,s, xa˜k,s))
≤ 4T3, (55)
where
T3 :=
∑
(j,k)∈n26=
∑
(r,s)∈n26=
g(bj,k,r,s, xa˜j,r) =
∑
(j,k)∈n2
∑
(r,s)∈n2
(a˜j,r − a˜k,r − a˜j,s + a˜k,s)2min{1, x|a˜j,r|}
=
∑
(j,k)∈n2
∑
(r,s)∈n2
(g(a˜j,r, xa˜j,r) + g(a˜k,r, xa˜j,r) + g(a˜j,s, xa˜j,r) + g(a˜k,s, xa˜j,r))
=
∑
(j,k)∈n2
∑
(r,s)∈n2
(
g(a˜j,r, xa˜j,r) +
1
2
(g(a˜k,r, xa˜j,r) + g(a˜j,r, xa˜k,r))
+
1
2
(g(a˜j,s, xa˜j,r) + g(a˜j,r, xa˜j,s)) +
1
2
(g(a˜k,s, xa˜j,r) + g(a˜j,r, xa˜k,s))
)
and hence, by Lemma 4.4(b),
T3 ≤
∑
(j,k)∈n2
∑
(r,s)∈n2
(
g(a˜j,r, xa˜j,r) +
1
2
(g(a˜k,r, xa˜k,r) + g(a˜j,r, xa˜j,r))
+
1
2
(g(a˜j,s, xa˜j,s) + g(a˜j,r, xa˜j,r)) +
1
2
(g(a˜k,s, xa˜k,s) + g(a˜j,r, xa˜j,r))
)
= 4
∑
(j,k)∈n2
∑
(r,s)∈n2
g(a˜j,r, xa˜j,r) = 4n
2
∑
(j,r)∈n2
a˜2j,rmin{1, |xa˜j,r|} = 4n2(n− 1)γ˜(x).
This, together with (55), implies the second inequality in (11).
Proof of Lemma 2.2. Let T denote the left-hand side of the inequality in (20). Then it is
easily seen that
n2(n− 1)T
=
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,s
∫ ∞
0
∫ 1
0
tu exp
(
−ct2u2 − (1− u2)t
2
2
)
min{1, |xtubj,k,r,s|} du dt
≤
∑
(j,k)∈n26=
∑
(r,s)∈n26=
b2j,k,r,smin{I1(t), |xbj,k,r,s|I2(t)},
where
I1(t) =
∫ 1
0
∫ ∞
0
tu exp
(
−ct2u2 − (1− u2)t
2
2
)
dt du =
− log(2c)
2c˜2
,
I2(t) =
∫ 1
0
∫ ∞
0
(tu)2 exp
(
−ct2u2 − (1− u2)t
2
2
)
dt du =
√
pi
2c˜2
√
c
(
1−
√
2c
c˜
arcsin(c˜)
)
,
from which (20) follows.
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