Abstract. In this paper we establish a comparison result for solutions to the problem
Introduction.
This paper deals with properties of solutions to minimum problems of the kind (1) minimize Ω f (∇u(x)) dx on {u : u − u 0 ∈ W 1,1 0 (Ω)}.
More precisely, we are interested in establishing a comparison result among solutions and an estimate on the gradient of a solution, derived from the boundary datum.
A comparison result is a statement of the kind: "for w and v solutions, w ≤ v on ∂Ω implies w ≤ v on Ω". In this generality, the only possible condition for the validity of this statement is the assumption of strict convexity on the Lagrangean f . However, rarely a comparison result is needed in this full generality: in general, one of the two solutions, w or v, belongs to a special class of solutions, as the affine functions (sometimes, one is the function identically zero), and one aims at results for this more restricted class of problems. As an example, the first step in the proof of the existence of solutions for the Minimal Surface problem in parametric form depends on obtaining a priori bounds on the solution based on comparing the unknown solution with a constant solution [5] .
The following example shows, however, that even when one of the solutions is an affine function (in particular, a constant), without the assumption of strict convexity, the comparison result is false. Both the functions v(x) ≡ 0 and w(x) = −|x| + 1 are solutions, and w ≤ v at ∂Ω, but it is not true that w ≤ v on Ω.
Still, non strictly convex Lagrangeans do appear in the literature, frequentlty arising from the convexification of non-convex Lagrangeans: well known examples, originating from problems of optimal design, are the Lagrangeans in [1] , [6] , [7] , [8] .
This paper aims at dropping the requirement of strict convexity of f : its purpose is to introduce a class of solutions (to be used instead of the affine functions) such that the corresponding comparison theorem holds true without any requirement of strict convexity. The main property of this class of solutions is that it automatically reduces to the affine functions when f is strictly convex.
As a further motivation for the present study, notice that a comparison Theorem involving affine functions is the main tool for the estimates on the gradient of a solution w to problem (1) provided by the Bounded Slope Condition. In the situation described by this condition, affine functions of a given slope K bound the boundary datum u 0 and one is able to show that the same K bounds ∇w(x) . Example 1 shows, again, that this result cannot possibly be true without the assumption of strict convexity of f . In fact, here the affine function identically zero bounds the boundary datum, with K = 0, but it is not true that, for the solution w(x) = −|x| + 1, one has ∇w(x) = 0. In Section 3 we prove a new result, of the Bounded Slope Condition type. When the Lagrangean f is strictly convex, the new condition we introduce reduces to the classical Bounded Slope Condition, and the estimate on the gradient it provides is the classical estimate.
For a discussion of affine functions as solutions to variational problems, see [3] . In [9] , Mariconda and Treu present a Comparison Theorem for variational problems of general form; their results, in particular, generalize those of [2] , and will be used in the present paper. The book [5] contains several references to classical results connected with the Bounded Slope Condition.
A Comparison Theorem.
For K a subset of R N , K c is its complement; m is the N -dimensional Lebesgue measure, while m (N −1) is the (N −1)-dimensional Lebesgue measure; the Hausdorff N dimensional measure is H N . The unit ball of R N is B. A direction is a vector of unit norm; for a vector v ∈ R N , we will frequently use the notation v = (v 1 ,v), wherev is the N − 1 vector consisting of the compoments from 2 to N of v. We denote by I K the indicator function of the set K. The notation f * denotes the polar or the Legendre-Fenchel conjugate of f . For f a convex function, Dom(f ) is the effective domain of f and ∂f (x) is the subdifferentail computed at x. For the notions of convex analysis we refer to [11] . When u and v are in W 1,1 (Ω), by saying that at ∂Ω we have v ≥ u we mean, as usual, that (u − v)
, we will consider the functions
As an example, for the Lagrangean (see [8] )
we obtain that I ∂f * (θ) * (x) is the family of maps
θ > √ 2 Next Theorem 1 shows that the functions defined above are solutions to the minimum problem (1), among those functions satisfying the same boundary conditions. In it, we assume the following growth assumption: Dom(f * ) is open. The following proposition discusses how general this assumption is. Proposition 1. Let f be an extended valued, convex, lower semicontinuous function with superlinear growth; then Dom(f * ) = R N .
However, the Lagrangean f (t) = |t| − |t|, whose polar is f * (p) = It is convenient to use the following notation.
Proof. The proof is presented for h + θ,x 0 ,r . For brevity, we set h θ = h + θ,x 0 ,r . The function h θ , a supremum of convex functions, is convex; since Dom(f * ) is open, ∂f * (θ) is bounded; this implies that h θ is finite on R N , hence locally Lipschitzian and differentiable a.e. Let x be a point where it is differentiable, and let δ(x) be its gradient at x. The set
0 } is non-empty, compact and convex. a) We claim that δ(x) ∈ K(x). In fact, fix any h; let k t ∈ K(x+ th) be such that h θ (x+ th) = k t , x+ th− x 0 + r and choose a sequence t i → 0 such that (k ti ) converge to some k * h . Since the map K(·) has closed graph, we have k *
From the definition we have
, and notice that k *
Since u ∈ S θ , the r.h.s. equals zero, ending the proof.
Remarks In the case f is strictly convex, ∂f * (θ) is single-valued and the maps h In general, we have proved that, a.e. in Ω,
For the Comparison Theorem we shall need the following Lemma: it is a modification of the classical statement saying that Sobolev functions are absolutely continuous on a.e. parallel to a given line. A general discussion of these results is presented in [10] and the Lemma follows from these results.
Lemma 1.
Let Ω be open and convex and let η be in W 1,1 (Ω); let B(x * , ρ) ⊂ Ω and, for x ∈ B(x * , ρ), setx(t) = x 0 + (x− x 0 )e t , t ≤ 0 : then, for a.e. x ∈ B(x * , ρ), as long asx(t) ∈ Ω and x(t) − x 0 ≥ δ > 0, i) the map t → η(x(t)), is absolutely continuous and ii) for a.e. t, we have
The following is the comparison result.
Theorem 2.
Let Ω be convex, let f be a (possibly extended valued) lower semicontinuous, convex function such that Dom(f * ) is open. Let w be a solution to the problem of minimizing the functional
Remarks. Notice that any affine function ℓ(x) = a, x + b can be written as ℓ(x) = a, x − x 0 + r with x 0 / ∈ Ω and r = b + a, x 0 . Notice also that Example 1 shows that the analogous Theorem, where we had an affine function ℓ (in particular, ℓ(x) ≡ 0) instead of the convex function h + θ,x 0 ,r , would be false.
Finally notice that the functions u(x) ≡ 0 and h + 0,0,−1 (x) = −1+|x| are solutions to the problem of Example 1; still, h + 0,0,−1 ≥ u on ∂Ω, but it is not true that h + 0,0,−1 ≥ u on Ω. Here, the point x 0 = 0 ∈ Ω, opposite to our assumptions. Example 2. Consider the problem
where f is defined in 2) and ε > 0 is small. The best upper bound for a solution w is
The Proof of Theorem 2 is partially based on the following general Lemma.
Lemma 2.
Let Ω be open, bounded and convex, let η be in W 1,1 (Ω) and assume that there exists a point x * ∈ Ω and a set of directions Z + having H N −1 (Z + ) > 0, such that, on the intersection of the half lines {x * + λz : z ∈ Z + and λ ≥ 0} with
Choose finitely many ξ i so that the corresponding sets Z i cover ∂B: since H N −1 (Z + ) > 0, for at least one of them (say, i =î), one has H N −1 (Z + ∩ Zî) > 0. We will call Z * the set Z + ∩ Zî: we have
The half line {x * + λξî : λ ≥ 0} meets ∂Ω at one point, where we set the origin, so that ξî = − x * x * ; moreover, we set the x 1 axis to be the half line from the origin through x * : in this notation we obtain that x * = (x * 1 ,0) and that z ∈ Z * implies ẑ
It is convenient to call Ω * the intersection of the half lines {x * + λz : λ ≥ 0; z ∈ Z * } with Ω and ∂Ω * the intersection of the same half lines with ∂Ω.
Hence, from the equality Z * = Z(∂Ω * ), we obtain that
and, from 5) we conclude that
The above shows that the mapT (x) =x
is Lipschitzian on Ω \ B(x * , ρ).
c) The half line {x = x * + λz : λ ≥ 0} can as well be described by {x :x
there exists a unique point b(t) on its intersection with ∂Ω. We will prove the Lipschitzianity of this map. Consider two points
) and
it cannot be that this point is in B(x * , 3ρ), since, otherwise, a half line issued from a point in the interior of a convex set would meet its boundary in two distinct points. Hence we must have that b1 +
. We have obtained that (7) |b
In particular, since b 1 (0) = 0, we have also obtained that
so that 7) gives
hence we have both
We have that Λ(x) = 1 when x = b(x −x * x1−x * 1 ), so that the level set Λ(x) = 1 is ∂Ω * .
We already know that |b 1 (x
is Lipschitzian. Hence, Λ(x) is Lipschitzian and its Jacobian, JΛ, is bounded. Consider the sets Λ −1 (λ), that we shall call (∂Ω) λ , and (Ω) λ * = ∪ λ * ≤λ<1 (∂Ω) λ . For x in it, from the equality
, we obtain x− x * ≥ λ2ρ; hence, whenever 1 2 ≤ λ * ≤ λ ≤ 1, we have that x−x * ≥ ρ, so that (Ω) λ * ⊂ Ω * \B(x * , ρ). For any set V ⊂ Ω λ * , the coarea theorem yields
Hence, whenever Ω λ * χ V (x)JΛ(x) dx < ε (ε and V to be fixed later), we must have m({λ :
and callT * =T (Z * ). We have
The setT −1 (t) ∩ Ωλ is described by {x = x * + λ(b(t) − x * ) :λ < λ < 1} and can be parametrized setting λ = e τ , so thatx(
We wish to estimate the last integral by suitably choosingλ. Set V n = {x ∈ Ω λ * :
we know that, in particular, ψ n converges to η in measure and, since JΛ is bounded, we obtain that
hence, by 8), that there exist λ n , such that at once we have λ n − λ * ≤ 2 √ ε n and
There exists n * such that for every n ≥ n * we have
On the other hand, the map b n is Lipschitzian, since, from the conclusion of c) above, so is b, and its Lipschitz constant is bounded by β, the Lipschitz constant of b, so that
Hence, for n ≥ n * , we have
and, from 9), we conclude
However, as λ * → 1, we have m(Ω λ * ) → 0, so the previous estimate contradicts the integrability of ∇η.
Proof of Theorem 2. For brevity, set h
0 (Ω). Set E + = {x : η(x) > 0}: we wish to prove that m(E + ) = 0. a) Consider v = w − η: we have
0 (Ω), from the above we obtain
Moreover, ∇h θ (x) ∈ ∂f * (θ), so that θ ∈ ∂f (∇h θ (x)), and the convexity of f implies
On the other hand, w is a minumum, so that
so that we conclude that
Adding the equalities we have
Since the integrand is non negative, we obtain that, for a.e. x ∈ E + ,
b) The previous equality can be rewritten as
Since θ ∈ ∂f (∇h θ (x)), as it is well known we have θ, ∇v − f (∇h θ ) = f * (θ), so that also θ, ∇w − f (∇w) = f * (θ); then we obtain that θ ∈ ∂f (∇w) and finally that, a.e. on E + , ∇w(x) ∈ ∂f * (θ), hence that, recalling 4), a.e. on E + , we have
We have obtained that, a. e. on Ω
In addition, from the assumption on f * , we obtain that there exists K such that, a.e. on E + , ∇w(x) ≤ K. This inequality will be used in f). c) To show that m(E + ) = 0, we shall prove that the assumption that there exist δ > 0 and E
Let x * be a point of density of E + δ and ρ * be such that B(x * , ρ * ) ⊂ Ω. Then, on a.e. line connecting x ∈ B(x * , ρ * ) and x 0 , the map η is absolutely continuous. The estimate 12) implies that on any such segment (x, x 0 ), we have that η ≥ δ, and one would like to conclude that η / ∈ W 1,1 0 (Ω), the contradiction we seek. The reasoning to show this contradiction is based on some version of the Fubini Tonelli theorem, and as been used in [2] and [9] . In the present situation, however, x 0 can belong to ∂Ω, and in this case, knowing that η ≥ δ on segments of the form (x, x 0 ), does not, by itself, prevent η from being in W 1,1 0 (Ω). It is this the case we are going to examine in some detail.
Consider x 0 ∈ ∂Ω; let H = {x : h, x − x 0 = 0} be a supporting plane to Ω through x 0 , and set
λ be the intersection of the segment (x * λ ,x 2 λ ) with H, described by
h, x * −x 2 , α is independent on λ. Consider the expression
For almost every z ∈ Z + , the map η(x x 2 (t)) is absolutely continuous on (α x 2 , β x 2 ) and we can write
Recalling that η(x x 2 (β x 2 ) ≥ δ; that, for x ∈ E + , we have ∇η(x), x − x 0 ≤ 0; that ∇η(x) ≤ K, and that −t ≤ −t( 3. The Bounded Slope Condition.
The Bounded Slope Condition is imposed on the boundary datum u 0 : classically, under the assumption of strict convexity on f , it demands the existence, for every x 0 ∈ ∂Ω, of two vectors k + and k − (depending on x 0 ), such that, for every x ∈ ∂Ω, one has u 0 (x 0 ) + k − , x − x 0 ≤ u 0 (x) ≤ u 0 (x 0 ) + k + , x − x 0 and, in addition, the existence of K such that
Its purpose is to infer that, for a solution w to Problem (1), one has ∇w(x) ≤ K, for almost every x ∈ Ω. Example 1 shows that this result, that depends, for its proof, on a comparison theorem, cannot possibly be true without the assumption of strict convexity of the Lagrangean f . Our present aim is to be able to provide estimates for the gradient of a solution in those cases, as the examples mentioned in this paper, where the Lagrangean f is non-strictly convex on a bounded set and becomes strictly convex for large values of ξ. In it, the notation A = sup a∈A { a } will be used.
Theorem 3.
Let Ω be an open, bounded and convex set; let f be an extended valued, lower semicontinous convex function, such that Dom(f * ) is open; assume that for every x 0 ∈ ∂Ω there exist θ + (x 0 ) and θ − (x 0 ) such that, for every x ∈ ∂Ω, u 0 (x 0 ) + (I ∂f * (θ ) ) * (x − x 0 ) ≤ u 0 (x) ≤ u 0 (x 0 ) + (I ∂f * (θ+) ) * (x − x 0 ).
In addition, assume that there is K such that
Furthemore, assume that, when ξ > K, f is strictly convex at ξ. If w ∈ C(Ω) ∩ W 1,1 (Ω) is a solution to problem (1), then w is Lipschitzian and, for a.e. x ∈ Ω, we have ∇w(x) ≤ K.
For the problem in Example 2, we obtain, for a solution w, the bound |w ′ (x)| ≤ √ 2, independent of ε.
Proof. The proof is a minor modification of the proof of Theorem 4.1 of [2] .
