We investigate the Dirichlet problem for the parablic equation u t = ∆u m , m > 0, in a non- 
Introduction and Statement of Main Results
Consider the equation In this paper we continue our study of the Dirichlet problem (DP) for the equation (1.1) in a general domain Ω ⊂ IR N +1 . In the recent paper [1] (see also [2] ) existence and boundary regularity results were established (see Theorem 2.1 of [1] ). The purpose of this paper is to We shall follow the following notion of weak solutions (super-or subsolutions): 
(respectively (1.3) holds with = replaced by ≥ or ≤), where f ∈ C 2,1
x,t (Ω 1 ) is an arbitrary function (respectively nonnegative function) that equals to zero on SΩ 1 and ν is the outward-directed normal vector to Ω 1 (t) at (x, t) ∈ SΩ 1 .
We shall use the same notation as in [1] : 
Assumption M Let for all sufficiently small positive δ we have
where µ > Furthermore we denote ν = µ − 1 assuming without loss of generality that ν ∈ (− Our main theorems read:
Theorem 2.2 (Uniqueness) Let there exists a finite number of points t
. Then the solution of the DP is unique.
Theorem 2.3 (Comparison)
Let u be a solution of DP and g be a supersolution (respectively subsolution) of DP. Assume that the assumption of Theorem 2.2 is satisfied.
Theorem 2.4 (Stability or L 1 -contraction) Let the assumption of Theorem 2.2 be satisfied.
Let g 1 and g 2 are solutions of DP with inital boundary data ψ 1 and ψ 2 respectively. If
Geometric Meaning of the Assumption M
Assumption M is of geometric nature. To explain its meaning, for simplicity assume that N = 2, d(z 0 ) = 1 and rewrite (1.5) as follows:
,
Consider the hyperbolic paraboloid Figure 1 ) in the x 1 x 2 t-space. Let M δ be the piece of it lying in the half-space {t ≥ 0}, between the planes {x 1 = 0} and {x 1 = −δ 1 2 } (see Figure 2 ). The projection of M δ to the plane {x 1 = 0} is Q 0 (δ), where as Q 0 (δ) we denote Q(δ) with N = 2, x 0 2 = 0, t 0 = 0. The surface M δ has the following representation:
Obviously, the function φ satisfies (1.5) with = instead of ≤ in the critical case when µ = 1 2 (we also replace Q(δ) with Q 0 (δ) in (1.5)). Consider the displacements of M δ , while it is moved on the x 1 x 2 -plane and shifted along the t-axis.
Let us now consider the critical case of the assumption M with µ = 1 2 . Namely, we take 
Proofs of the Main Theorems
Proof of Theorem 2.2 Suppose that g 1 and g 2 are two solutions of DP. We shall prove uniqueness by proving that
We present the proof of (3.1) only for the case j = 1. The proof for cases j = 2, . . . , k coincides with the proof for the case j = 1. We prove (3.1) with j = 1 by proving that for some limit 6 solution u = lim u n the following inequalities are valid
for every t ∈ (0, t 2 ) and for every ω ∈ C ∞ 0 (Ω(t)) such that |ω| ≤ 1. Obviously, from (3.2) it follows that
which implies (3.1) with j = 1 in view of continuity of u, g 1 and g 2 in Ω. Since the proof of (3.2) is similar for each i, we shall henceforth let g = g i . Let t ∈ (0, t 2 ) be fixed and let ω ∈ C ∞ 0 (Ω(t)) be an arbitrary function such that |ω| ≤ 1. To construct the required limit solution, as in [1] , we approximate Ω and ψ with a sequence of smooth domains Ω n ∈ D 0,T and smooth positive functions ψ n . We make a slight modification to the construction of Ω n and ψ n . Let Ψ be a nonnegative and continuous function in IR N +1 , which coincides with ψ on PΩ.
This continuation is always possible. Let ψ n be a sequence of smooth functions such that
where C > 1 is a fixed constant. For arbitrary subset G ⊂ IR N +1 and ρ > 0, we define
B(z, ρ).
Since g and Ψ are continuous functions in Ω and g = ψ on PΩ, for arbitrary n there exists
We then assume that Ω n satisfies the following:
We now formulate assumptions on SΩ n near its point z n , which are direct implications of the assumption M at the point z 0 ∈ SΩ. Without loss of generality assume that d(z 0 ) = 1.
Assume that SΩ n in some neighbourhood of its point z n = (x (n)
1 , x 0 , t 0 ) is represented by the function x 1 = φ n (x, t), where {φ n } is a sequence of sufficiently smooth functions and φ n → φ 7 as n → +∞, uniformly in Q(δ 0 ), where δ 0 > 0 be a sufficiently small fixed number, which does not depend on n. Obviously, we can assume that φ n satisfies assumption M (namely (1.5)) at the point (x 0 , t 0 ), uniformly with respect to n and with the same exponent µ. Let {δ n } be some sequence of positive real numbers such that δ n → 0 as n → +∞. Assume also that the sequence {φ n } is chosen such that, for n being large enough, the following inequality is satisfied.
Obviously, this is possible in view of uniform convergence of φ n to φ. For example, if φ(x, t) coincides with its lower boundφ(
) is satisfied with = instead of ≤ ), then for all large n such that δ n < δ 0 we first chooseφ n as follows:φ
Obviosly,φ n satisfies (3.7) and converges to φ uniformly in Q(δ 0 ). Then we easily construct φ n by smoothingφ n at the boundary points of Q(δ n ) satisfying t − t 0 + |x − x 0 | 2 = δ n . In general, we can do similar construction by taking instead ofφ n (x, t) the functionφ n (x, t) = max(φ n (x, t); φ(x, t)), which satisfies (3.7) and converges to φ(x, t)) as n → +∞, uniformly in Q(δ 0 ). Furthermore we will assume that the sequence δ n is chosen as follows:
where γ = 1 if m > 1, while if 0 < m < 1 then γ is chosen such that
Let u n be a classical solution to the following problem:
This is a nondegenerate parabolic problem and classical theory [3, 4] implies the existence of a unique C 2+α solution. From maximum principle and (3.4) it follows that Furthermore, without loss of generality we write n instead of n . Take an arbitrary sequence of real numbers {α l } such that
Since u n is a classical solution of (3.10), it satisfies
14)
for arbitrary f ∈ C 2,1
x,t (Ω l n ) that equals to zero on SΩ l n , and ν = ν(x, τ ) is the outward-directed normal vector to Ω n (τ ) at (x, τ ) ∈ SΩ l n . Since g is the weak solution of the DP (1.1), (1.2), we also have
Substracting (3.15) from (3.14), we derive
where C n = 1 if m > 1 (accordingly γ = 1) and C n = B n if 0 < m < 1, and
The functions A n and B n are Hölder continuous in Ω n . From (3.12) and Definition 1.1 we
where A, B are some positive constants which do not depend on n. To choose the test function f = f (x, τ ) in (3.16), consider the following problem:
This is the linear non-degenerate backward-parabolic problem. From the classical parabolic theory ( [3, 4] ) it follows that there exists a unique classical solution f n ∈ C 2+β,1+β/2 x,τ
(Ω 0 n ) with some β > 0. From the maximum principle it follows that
By the condition of theorem assumption M is satisfied uniformly on every compact subsegment of (0, t]. We prove that for every fixed l (see ( .
(3.20)
To prove (3.20), we use the modification of the method proposed in [1] for proving the boundary regularity of the solution to Dirichlet problem. We use (3.20) , in order to estimate the righthand side of (3.16) with f = f n (x, τ ), which is a solution of the problem (3.18). We have where and γ are chosen as in (3.8),(3.9). Applying (3.19), we have
|u n − g|dx. ψ n (x, α l ), x ∈ Ω(α l )\Ω n (α l ).
Obviously u l n (x), x ∈ Ω(α l ) is bounded uniformly with respect to n, l. From (3.24), we have
