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Abstract
In this paper, we investigate the speed of convergence and higher-order
asymptotics of solutions to the porous medium equation posed in RN . Ap-
plying a nonlinear change of variables, we rewrite the equation as a diffusion
on a fixed domain with quadratic nonlinearity. The degeneracy is cured by
viewing the dynamics on a hypocycloidic manifold. It is in this framework
that we can prove a differentiable dependency of solutions on the initial data,
and thus, dynamical systems methods are applicable. Our main result is
the construction of invariant manifolds in the phase space of solutions which
are tangent at the origin to the eigenspaces of the linearized equation. We
show how these invariant manifolds can be used to extract information on
the higher-order long-time asymptotic expansions of solutions to the porous
medium equation.
1 Introduction
1.1 Motivation
The long-time asymptotic behavior of solutions is of fundamental importance in
the study of nonlinear diffusion processes. Besides giving insight into characteristic
qualitative properties, the long-time limit often sets a benchmark for the solutions’
expected regularity. The prototype for nonlinear diffusions is the porous medium
equation
∂tu−∆um = 0 (1.1)
posed in RN . Here m is a constant that we assume to be positive for a moment. As
the name suggests, this equation in well-known for modelling the flow of gas through
a porous medium, but also other applications are of relevance, e.g., as models for
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groundwater infiltration, population dynamics or heat radiation in plasmas, cf. [50,
Chapter2]. Solutions of (1.1) are assumed to be nonnegative.
The qualitative behavior of solutions in general and the long-time behavior in par-
ticular differs for different values of m. For instance, for m > 1, the diffusion flux
mum−1 vanishes where u = 0, and thus, if the initial configuration is compactly
supported, the solution retains a compact support for all times. Hence, in such a
situation, the porous medium equation features a free boundary value problem and
the mass spreads slowly over the full space. We speak of “slow diffusion”. The
situation is completely different if m < 1. Sticking to the mass-preserving range
N−2
N
< m < 1, solutions to (1.1) become positive instantaneously and remain posi-
tive. In this range, (1.1) is called the “fast diffusion equation”.
The characteristic long-time behavior of solutions to the porous medium equation
(1.1) was first identified by Kamin in one dimension [29, 30] and by Friedman,
Kamin, and Va´zquez in several dimensions [25, 31]: Solutions approach the self-
similar Barenblatt profiles [52, 7, 43] as they dwindle away to nothing. The optimal
rate of convergence crucially depends on the choice of the initial datum. There are
no uniform rates available without imposing a decay estimate on the initial datum
at infinity, see [49, Theorem 1.3]. In the framework of entropy solutions, sharp rates
were first found by Carrillo and Toscani [16], Otto [42] and del Pino and Dolbeault
[19].
In the fast diffusion range, optimal rates of convergence and higher order asymp-
totic corrections have been the subject of recent interest. In [20], Denzler, Koch
and McCann compute a number of higher-order modes of the long-time asymptotic
expansions building up on a spectral calculation of Denzler and McCann [21] for
the linearized dynamics. An overview on preliminary results is also provided in [20].
In the slow diffusion range, m > 1, the only known results on higher order asymp-
totics are a full asymptotic expansion of Angenent [1] in one space dimension, using
the spectral calculation of Zel’dovich and Barenblatt [51], and an improved rate of
convergence after centering the data by Va´zquez [48], which is also proved in the
one-dimensional setting only. Regarding the multidimensional dynamics, a prelimi-
nary study was conducted by the author, who diagonalized the operator associated
to linearized porous medium equation [47].
In the present paper, we successfully relate the information from [47] to the non-
linear slow diffusion dynamics. This is achieved by exploiting ideas that were origi-
nally developed for finite-dimensional dynamical systems. We prove that there exist
finite-dimensional invariant manifolds in the phase space of the solutions, which are
tangent at the origin to the eigenspaces of the linear operator, and every solution
approaches these manifolds at a precise rate. In other words, we prove to what ex-
tent the porous medium dynamics can be characterized by the dynamics of a system
of ordinary differential equations.
Invariant manifold theorems can be used to study the higher-order asymptotics for
the porous medium equation: Once an order of decay is specified, our result ensures
the existence of a finite-dimensional invariant manifold such that all solutions that
are sufficiently close to the self-similar Barenblatt solutions approach that manifold
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with at least this rate. Thanks to the discreteness of the spectrum, every eigenmode
is accessible, and as a consequence, one can in principle compute the long-time
asymptotics to any order. We will give four explicit applications in Theorems 1.1–
1.4 below.
The difficulty in making the dynamical systems approach work lies in the incompat-
ibility between the space in which the spectral calculation was performed and the
space in which solutions depend differentiably on their initial data. A framework
in which the latter can be achieved was first developed by Koch in his habilitation
thesis [36]. The main obstacle for establishing this differentiable dependency on the
initial data is the variable support of solutions. In general, the domains on which
solutions live differ from the one of the Barenblatt solution — the latter can be
chosen stationary upon going over to self-similar variables. To overcome this, Koch
suggests a nonlinear change of dependent and independent variables which results in
a reparametrization of the graphs of the solutions. In the new coordinates, solutions
live on the unit ball and Barenblatts become constants. The parabolicity of the
resulting equation can be restored by trading the Euclidean metric for the hypocy-
cloid metric, that is, the metric on the unit ball which is obtained when measuring
distances along hypocycloids. It turns out that the solutions of the new equation
depend even analytically on the initial data. To retrieve the information from [47],
we have to modify the problem slightly for solutions which are far away from the
constant attractor.
The situation considered in the present paper differs from the one studied in [20]
in many regards. Because solutions to the fast diffusion equation are positive ev-
erywhere, it suffices to consider the evolution in relative variables to establish dif-
ferentiable dependency on the initial data. Parabolicity is restored by carrying out
the analysis on the asymptotically cylindrical cigar manifold, and the well-posedness
theory for the rescaled equation is fairly standard. The main difficulty in [20] is the
occurrence of continuous spectrum found in [21], above which only a finite number
of eigenvalues are accessible. The authors need to work in weighted spaces to pene-
trate into the spectrum. The choice of norms has a severe drawback: The resulting
Banach spaces are not Hilbert spaces and the linearized operators are no longer
self-adjoint.
The present work can be considered as a model study for higher order asymptotic
expansions for slow diffusions, such as the thin film equation with linear mobility
∂tu+∇ · (u∇∆u) = 0.
The global attractor is again a Barenblatt solution [11, 22, 17, 40]. A formal long
time asymptotic expansion was obtained by Bernoff and Witelski [12] in one space
dimension, but no rigorous results on the higher order asymptotics are known. As a
first step towards a rigorous understanding, building up on the spectral calculation
in [47], McCann and the author diagonalized the linear operator by exploiting the
simple polynomial relation between the linear operators of the thin film equation and
of the porous medium equation [41]. In a slightly simpler context, John constructed
solutions to the thin film equation that depend differentiably on the initial data [28].
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1.2 Examples for higher-order asymptotics
The applications of the invariant manifold approach, Theorems 1.1–1.4 below, are
most conveniently stated for the pressure variable in self-similar coordinates. By
virtue of a standard rescaling argument, see, e.g., [47, Section 1.1], the porous
medium equation can be equivalently written as a nonlinear Fokker–Planck equation
∂tu−∆um −∇ · (xu) = 0, (1.2)
which is often referred to as the “confined” porous medium equation. Under the
same rescaling, the Barenblatt solutions u∗(R, · ) become stationary,
m
m− 1u∗(R, x)
m−1 =
1
2
(R− |x|2)+,
where (f)+ = max{f, 0}, and the radius R of its support is determined by the mass
of the solution. For studying the regularity of solutions, it is convenient to write
the equation for the so-called pressure variable v = m
m−1u. Upon changing the time
scale from t to (m− 1)t and setting σ = 2−m
m−1 , the equation for v reads
∂tv − v∆v − (σ + 1)
(|∇v|2 + x · ∇v)−Nv = 0. (1.3)
Existence and uniqueness of solutions to the Cauchy problem for the porous medium
equation is established in [10]. In [15], Caffarelli, Va´zquez and Wolanski show that
nonnegative solutions with compactly supported initial value have Lipschitz pres-
sures after a certain time. In view of the Barenblatt pressure, this result is optimal.
However, due to the existence of focusing solutions [6, 4], one cannot hope to have
Lipschitz regularity at any small time.
To simplify the following discussion, we additionally normalize the “mass” of the
initial configuration v0 such that∫
vσ+10 dx =
∫
vσ+1∗ dx, (1.4)
where v∗ = v∗(1, · ). Then the long-time asymptotics of the porous medium equation
is governed by v∗. More precisely,
lim
t↑∞
‖v(t)− v∗‖L∞ = 0. (1.5)
We refer to Va´zquez’ survey [49] for a proof of (1.5).
In this paper, we are interested in the characteristic behavior of solutions for large
times, or equivalently, close to the Barenblatt solution. We thus select our initial
data in a neighborhood of v∗. More precisely, we shall assume that v0 is Lipschitz
with
‖v0 − ρ‖L∞(P(v0)) ≤ δ0 and ‖∇(v0 − ρ)‖L∞(P(v0)) ≤ ε0 (1.6)
for some δ0, ε0 > 0, and where, ρ(x) =
1
2
(1 − |x|2). Regarding the validity of
our main theorems, we could have equally chosen v∗ over ρ in (1.6). The actual
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formulation, however, slightly simplifies the proofs. Notice that (1.6) entails that
spt(v0) ⊂ B1+δ(0).
Restricting ourself to the multidimensional setting (the one-dimensional case is con-
sidered in [1]), the spectrum of the linearized (and suitably transformed) equation
consists purely of the eigenvalues
λ`k = (σ + 1)(`+ 2k) + k(2k + 2`+N − 2),
where (`, k) ∈ N0 ×N0, see Proposition 6.1 below. We relabel the eigenvalues in
increasing order, that is, {λ`k}(`,k)∈N0×N0 = {λj}j∈N0 with λj < λj+1.
The knowledge of the spectrum (and the corresponding eigenvalues) of the linearized
equation yields information on the higher-order asymptotics for (1.3) via the Invari-
ant Manifold Theorem 2.2 below: If j ∈ N0 and λ ∈ (λj, λj+1) are arbitrarily fixed,
then the long-time asymptotic behavior of solutions up to terms of order e−λjt is
given by a finite system of ODEs, which result from restricting a transformed version
of (1.3) to a finite-dimensional invariant manifold. This manifold is tangent at the
origin to the eigenspaces of the first j eigenvalues. In principle, we can compute
the long-time asymptotics to any order. In the following, we make four explicit ap-
plications: We derive the exact rate of convergence to the Barenblatt solution and
compute the corrections in the long-time asymptotic expansions up to third order
by restricting the dynamics to the invariant (sub-)manifolds.
Our first result is a stability result for the Barenblatt pressure.
Theorem 1.1 (Stability of the Barenblatt pressure). There exists ε0, δ0 > 0 with
the following property. If v0 ∈ C0,1 satisfies (1.4) and (1.6) and v is the solution to
(1.3) with initial value v0, then
‖v(t)− v∗‖L∞(RN ) . e−(σ+1)t for all t ≥ 0.
Moreover, for any k ∈ N0 and β ∈ NN0 , it holds
‖∂kt ∂βx (v(t)− ρ) ‖L∞(P(v(t))) . e−(σ+1)t for all t ≥ 1.
The same decay behavior in any spatial Ck norm was already proved in [39] building
up on Koch’s smoothness results [36].
The rate of converge in Theorem 1.1 is sharp. It is saturated by spatial translations of
the rescaled Barenblatt pressure v∗, that is, for any b ∈ RN , v(t, x) = v∗(x−e−(σ+1)tb)
defines a solution to (1.3) which approaches v∗ with rate σ + 1.
The value λ10 = σ + 1 is the smallest nonzero eigenvalue of the linearized operator,
see Proposition 6.1 below. The corresponding eigenfunctions generate spatial trans-
lations, which leave the porous medium equation (1.1) invariant. The eigenvalue
λ00 = 0 corresponds to rescaling of mass, which leaves (1.1) invariant. Once the
mass is fixed, see (1.4), this eigenvalues drops out of the spectrum [47].
The exact rate in Theorem 1.1 does not follow immediately from our invariant
manifold theorem, Theorem 2.2 below, but requires a careful analysis of the nonlinear
terms in the transformed equation, (2.5) below.
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We obtain better rates of convergence when taking into account appropriate trans-
lations of the Barenblatt solution. In this way, we get rid of the eigenvalue σ + 1
in the spectrum of the linearized operator, and the decay rate is given by the next
eigenvalue 2(σ + 1).
Theorem 1.2 (First order corrections — spatial translations). Let λ ∈ (σ+1, 2(σ+
1)) be given. There exist ε0, δ0 > 0 with the following property: If v0 ∈ C0,1 satisfies
(1.4) and (1.6) and v is the solution to (1.3) with initial value v0, then there exists
a vector b ∈ RN such that
‖v(t)− v∗( · − e−(σ+1)tb)‖L∞(RN ) . e−λt for all t ≥ 0.
Moreover, there exists a constant C > 0 such that
B1−r(t)(0) ⊂ P(v(t)) ⊂ B1+r(t)(0) for all t ≥ 0,
where r(t) = e−(σ+1)t|b|+ Ce−λt.
This result is obtained by a straightforward application of the invariant manifolds
constructed in Theorem 2.2 below, see Theorem 2.4 below, and a change of variables.
For an analogous earlier result in one space dimension, we refer to [48].
The rate 2(σ+1), which it is not exactly achieved within this framework, corresponds
to affine transformations of the Barenblatt solution. This is the first nontrivial
eigenvalue as it does not reflect a symmetry of (1.1). Again, choosing appropriate
affine transformations and centering the solution at the origin, we improve the rate
of convergence once more.
Theorem 1.3 (Second order corrections — affine transformations). Let λ ∈ (2(σ+
1),min{2(σ+1)+N, 3(σ+1)}) be given. Suppose that σ > −1
2
. There exist ε0, δ0 > 0
with the following property: If v0 ∈ C0,1 satisfies (1.4), (1.6) and∫
v0(x)
σ+1x dx = 0, (1.7)
and v is the solution to (1.3) with initial value v0, then there exists a symmetric and
trace-free matrix A ∈ RN ×RN such that
‖v(t)− v∗(x− e−2(σ+1)tAx)‖L∞ . e−λt for all t ≥ 0.
Moreover, there exists a constant C > 0 such that
B1−r(t)(0) ⊂ P(v(t)) ⊂ B1+r(t)(0) for all t ≥ 0,
where r(t) = e−2(σ+1)t|A|+ Ce−λt.
Hence, the rate of convergence is given by the next eigenvalue in line, namely
min{2(σ + 1) +N, 3(σ + 1)}. That is, we arrive at the first crossing of eigenvalues:
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2(σ+1)+N corresponds to dilations or spatial rescaling of the Barenblatt solutions,
and 3(σ + 1) comes from pear-shaped transformations, see Figure 1 in [47].
Our approach allows for a geometric interpretation of (1.4) and (1.7): By fixing
the mass and centering the solution at the origin, we achieve that the first two
eigenmodes are suppressed. In other words, the dynamics live on a submanifold of
the invariant manifold which is parallel to the third eigenspace.
The restriction to σ > −1
2
is an artifact of the formulation of the invariant manifold
theorem, and we will not make an attempt at getting rid of it in the present paper.
In our final application of the Invariant Manifold Theorem 2.2, affine transformations
are modded out and we focus on dilations.
Theorem 1.4 (Third order corrections — dilations). Suppose that N < σ + 1Let
λ ∈ (2(σ+1)+N, 3(σ+1)) be given. There exist ε0, δ0 > with the following property:
If v0 ∈ C0,1 satisfies (1.4), (1.6) and (1.7) and∫
v0(x)
σ+1x ·Mxdx = 0 (1.8)
for every trace-free matrix M ∈ RN×N , and v is the solution to (1.3) with initial
value v0, then there exists a constant c ∈ R such that
‖v(t)−R(t)2− 1αv∗
(
x
R(t)
)
‖L∞ . e−λt for all t ≥ T,
where α = σ+1
2(σ+1)+N
and R(t) =
(
1− ce−(2(σ+1)+N)t)α. Moreover, there exists a
constant C > 0 such that
B1−r(t)(0) ⊂ P(v(t)) ⊂ B1+r(t)(0) for all t ≥ 0,
where r(t) = e−(2(σ+1)+N)tα|c|+ Ce−λt.
In principle, similar statements on corrections of even higher order could be derived
via the Invariant Manifold Theorem 2.2, but the computations would get more and
more involved the larger the eigenvalues were chosen.
The remainder of the paper is organized as follows: In the following section, we
express the rescaled pressure equation (1.3) in new variables that are suitable for
our dynamical systems approach to work. We present a theorem on well-posedness
of the resulting equation and state our main theorem about invariant manifolds.
Finally, we reformulate Theorems 1.1–1.4 in terms of the new variables. Section
3 contains the proofs of Theorems 1.1–1.4 as a consequence of the corresponding
statements for the new variables. The rest of the paper is entirely devoted to the
analysis of the transformed equation. In Section 4, we study its linear version and
establish a well-posedness theory that is appropriate for addressing the nonlinear
equation with a fixed point argument. This is the content of Section 5. The invariant
manifold theorem is proved in Section 6, and the applications are studied in Section
7.
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2 New variables and main theorem
The main difficulty of applying dynamical systems arguments to the porous medium
equation (1.1) (or (1.3)) consists of finding a setting in which solutions depend dif-
ferentiably on the initial data. One problem appears to be the free moving boundary
at which the regularity of solutions breaks down and at which perturbations around
the (stationary) Barenblatt solutions are hard to define. The elegant mass-transport
approach chosen in [21, 47] and which builds up on Otto’s gradient flow interpreta-
tion [42] overcomes this obstacle via Brenier’s theorem [13, 14], but a differentiable
dependency on the initial data using mass transport techniques seems out of reach.
A framework in which the latter can be achieved was introduced by Koch in his
habilitation thesis [36]. Koch suggests a nonlinear change of dependent and inde-
pendent variables which transforms the free boundary problem (1.3) into a partial
differential equation on a fixed domain. Moreover, in the new variables, Barenblatt
solutions u∗(R, · ) are mapped onto the constant R.
With total mass fixed as in (1.4) (i.e., R = 1), at any time t ≥ 0, the transformation
of the spatial coordinates reads
z =
x√
2v(t, x) + |x|2 . (2.1)
It is clear that the new coordinate z lies in the unit ball, and the transformation
reduces to z = x if v is the Barenblatt solution v∗. Notice that (z,
√
2v∗(z)) is
obtained by projecting (x,
√
2v(t, x)) orthogonally onto the graph of
√
2v∗, which is
a half-sphere.
We introduce the new dependent variables as perturbations around the Barenblatt
solution. More precisely, if w(t, z) denotes the distance between (x,
√
2v(t, x)) and
the half-sphere, it holds:
1 + w(t, z) =
√
2v(t, x) + |x|2. (2.2)
As announced above, this change of variables transforms the Barenblatt solutions v∗
into the constant function 1, or, in other words, perturbations are constantly zero,
i.e., w ≡ 0. The change of variables will be made rigorous in Lemmas 3.1 and 3.2
below. These two lemmas in particular show that there is a diffeomorphism between
the graph of v and the graph of w. In Figure 1 above, we illustrate this change of
variables around the Barenblatt solution.
For further references, we note that the inverse change of variables reads
x = (w(t, z) + 1)z, (2.3)
v(t, x)− ρ(x) = w(t, z) + 1
2
w(t, z)2. (2.4)
The transformed equation for the w-variables is
∂tw − ρ−σ∇ ·
(
ρσ+1∇w)
= (N + 2σ + 1)ρ
|∇w|2
1 + w + z · ∇w − ρ
−σ∇ ·
(
ρσ+1z
|∇w2|
1 + w + z · ∇w
)
, (2.5)
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Figure 1: The plot on the left shows the graph of the Barenblatt pressure (blue
curve) and two perturbations in the (x, v)-plane. The plot on the right shows the
corresponding graphs in the (z, 1 + w)-plane.
see also Lemma 3.2 below. Since w represents the perturbation around the constant
(former Barenblatt) solution, we will often call (2.5) the (nonlinear) perturbation
equation.
In [36], Koch develops a regularity theory for equations of this type in Ho¨lder spaces.
For a slightly simpler version of (2.5) in which the nonlinearity is independent of
the function itself (and thus only depends on derivatives), Kienzler [34] improves
on Koch’s results and establishes a theory for small Lipschitz initial data. Building
up on Kienzler’s techniques, we will construct smooth solutions to (2.5) for small
initial data in C0,1. These solutions are uniformly controlled in any Ck norm by
the Lipschitz norm of the initial datum, which prevents the nonlinear terms from
degenerating. In addition, solutions depend analytically on the initial datum. More
precisely, we prove
Theorem 2.1 (Well-posedness for the perturbation equation). There exists ε > 0
and δ > 0 such that for every g ∈ Bε,δ, there exists a unique solution w to (2.5). This
solution is smooth and depends analytically on g. Moreover, ‖w‖L∞ + ‖w‖Lip < 1
and
tk+|β|
∣∣∂kt ∂βz∇w(t, z)∣∣ . ‖g‖Lip, (2.6)
for any (t, z) ∈ (0,∞)×B1(0) and k ∈ N0 and β ∈ NN0 .
Here and in the following, we use the notation
Bε,δ :=
{
w ∈ C0,1 : ‖w‖L∞ ≤ δ, ‖w‖Lip ≤ ε
}
.
The analyticity of the solution is a byproduct of the fixed point argument applied
in the construction of solutions of the nonlinear equation. The underlying idea has
been first used by Angenent [2, 3] and has been further exploited by Koch and Lamm
[37].
Before stating our results on invariant manifolds and long-time asymptotics, we
need some preparations. Let Σ(L) = {λk}k∈N0 be the (discrete) spectrum of the
linear operator L = −ρ∆ + (σ + 1)z · ∇ on the Hilbert space L2σ = L2(dµσ), where
dµσ = ρ
σdx. See Proposition 6.1 below for more details on the spectrum of L.
Suppose that the eigenvalues are in increasing order and not repeated, so that λk <
λk+1. For K ∈ N0 arbitrary, consider the subspace Ec of L2σ that is spanned by
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the eigenfunctions corresponding to the first K eigenvalues, and denote by Es its
orthogonal complement, i.e., L2σ = Ec ⊕ Es. Let Λ and εgap be positive constants
so that Λ ∈ (e−(K+1) + εgap, e−k − εgap). The semi-flow associated to (2.5) will be
denoted by St, that is St(g) = w(t) if w denotes the solution of (2.5) with initial
value g given by Theorem 2.1 above.
We are now in the position to state our main result.
Theorem 2.2 (Invariant manifolds). There exist constants ε, δ > 0 and ε˜, δ˜ > 0,
a function θ : Ec → Es and manifolds Wc = {gc + θ(gc) : gc ∈ Ec} and W locc :=
Wc ∩ Bε,δ with the following properties:
1. The function θ is a differentiable map from Bε,δ to C0,1 satisfying θ(0) = 0,
Dθ(0) = 0 and ‖θ(gc)‖C0,1 . ‖gc‖2C0,1 for all gc ∈ Ec ∩ Bε,δ.
2. If g ∈ Wc ∩ Bε˜,δ˜, then St(g) ∈ W locc for all t ≥ 0. Moreover, there exists a
unique g˜ ∈ W locc such that St(g˜) ∈ W locc for all t ≥ 0 and
‖St(g)− St(g˜)‖C1 . Λt for all t ≥ 0.
3. If {w(t)}t≤0 is a negative semi-orbit of (2.5) with g ∈ Wc and w(t) ∈ Bε,δ for
all t ≤ 0, then w(t) ∈ W locc for all t ≤ 0.
The first property shows that the local center manifold W locc is tangent at the origin
to the eigenspace Ec. The second property shows that W
loc
c is locally flow invariant
under the semi-flow {S(t)}t≥0 for the nonlinear perturbation equation (5.1) and
shows to what degree solutions to the perturbation equation (2.5) are characterized
by a system of ODEs.
We finally give four applications of the invariant manifold theorem. In the first
example, we study the long-time limit of small data solutions of the perturbation
equation.
Theorem 2.3 (Stability). There exists positive constants ε˜ and δ˜ with the following
properties: If g ∈ Bε˜,δ˜ and w solves (2.5) with initial datum g, then there exists a
constant a ∈ R such that for all k ∈ N0 and β ∈ NN0 it holds
‖∂kt ∂βz (w(t)− a) ‖L∞ . e−(σ+1)t for all t ≥ 1. (2.7)
The rate of convergence in the above theorem is sharp. It is saturated by spatial
translations. The exact rate does not follow automatically from Theorem 2.2, but
requires a detailed analysis of the nonlinear term.
Notice that any constant (except 1) is a solution to the perturbation equation (2.5).
As a consequence, the constant long-time limit is not necessarily zero. On the level
of the porous medium equation (1.1), this corresponds to the invariance of solutions
under the rescaling of mass. Once the mass is fixed as in (1.4), this constant drops
out in (2.7). In this way, we obtain the first order corrections in the long-time limit
of (2.5).
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Theorem 2.4 (First order corrections — spatial translations). Let λ ∈ (σ+1, 2(σ+
1)) be given. There exists positive constants ε˜ and δ˜ with the following properties:
If g ∈ Bε˜,δ˜ and w solves (2.5) with initial datum g and satisfies
lim
t↑∞
∫
w(t) dµσ = 0,
then there exists a vector b ∈ RN such that
‖w(t)− e−(σ+1)tb · z‖C0,1 . e−λt for all t ≥ 0.
The rate of convergence can be further improved when the center of mass is asymp-
totically fixed at the origin. In this case, spatial translations are suppressed and
the dynamics are governed by affine transformations. Thus, we climb the eigenvalue
ladder one rung up:
Theorem 2.5 (Second order corrections — affine transformations). Let λ ∈ (2(σ+
1),min{2(σ + 1) + N), 3(σ + 1)}) be given. There exists positive constants ε˜ and δ˜
with the following properties: If g ∈ Bε˜,δ˜ and w solves (2.5) with initial datum g and
satisfies
lim
t↑∞
∫
w(t) dµσ = 0 and lim
t↑∞
e(σ+1)t
∫
w(t)z dµσ = 0.
Then there exists a symmetric and trace-free matrix A ∈ RN×N such that
‖w(t)− e−2(σ+1)tz · Az‖C0,1 . e−λt for all t & 1.
We have a fist eigenvalue crossing when N = σ + 1: It holds that λ3 = min{2(σ +
1) + N, 3(σ + 1)}. On the level of the porous medium equation, the eigenvalue
2(σ + 1) + N corresponds to dilations, which is, by the invariance of the porous
medium equation under time shifts, an artifact of the dynamics. We can access
the corresponding eigenvalue by moding out certain second order moments that
are preserved under (1.1). On the level of the perturbation equation (2.5), this is
achieved in the following
Theorem 2.6 (Third order corrections — dilations). Suppose that N < σ + 1. Let
λ ∈ (2(σ + 1) + N, 3(σ + 1)) be given. There exists positive constants ε˜ and δ˜ with
the following properties: If g ∈ Bε˜,δ˜ and w solves (2.5) with initial datum g and
satisfies
lim
t↑∞
∫
w(t) dµσ = 0,
lim
t↑∞
e(σ+1)t
∫
w(t)z dµσ = 0,
lim
t↑∞
e2(σ+1)t
∫
w(t)M :z ⊗ z dµσ = 0
for every trace-free matrix M ∈ RN×N . Then there exists c ∈ R such that
‖w(t)− e−2((σ+1)+N)tc(1− γ| · |2)‖C0,1 . e−λt for all t & 1,
where γ = N−1 (2(σ + 1) +N).
11
In principle, every eigenvalue is accessible through the Invariant Manifold Theorem
2.2. However, as the complexity of the corresponding eigenfunctions increases with
every eigenvalue, we refrain from studying further examples.
12
3 Higher order asymptotics for the pressure vari-
able
In the present section, we show how the statements on the long-time asymptotics
for the perturbation equation (2.5), Theorems 2.3–2.6, imply the corresponding
statements on the long-time asymptotics for the confined pressure equation (1.3),
Theorems 1.1–1.4.
It is convenient to recall and introduce some notation. For any function v : [0,∞)×
RN → R we denote by P(v) its positivity set and by P(v(t)) its positivity set at
time t, that is, P(v) = {(t, x) ∈ [0,∞)×RN : v(t, x) > 0} and P(v(t)) = {x ∈
RN : v(t, x) > 0}.
In a first step, we show that the transformation (2.1), (2.2) is well-defined and show
how smallness conditions for v0 in (1.6) turn into smallness conditions for the new
variables.
Lemma 3.1 (Change of coordinates I). Suppose that v0 ∈ C0,1 satisfies (1.6) for
some ε0, δ0 > 0 with ε0 + 2δ0 < 1. Let Φ0 : P(v0)→ B1(0) be given by
Φ0(x) =
x√
2v0(x) + |x|2
,
for all x ∈ P(v0). Then the following holds:
1. The mapping Φ0 is a diffeomorphism.
2. Let g : B1(0)→ R be given by
g(Φ0(x)) =
√
2v0(x) + |x|2 − 1,
for all x ∈ P(v0). Then
‖g‖L∞ ≤ 2δ0 and ‖g‖Lip ≤ 1 + 2δ0
1− 2δ0 − ε0 ε0.
Proof. 1. The Jacobi matrix of Φ0 is given by
∇Φ0(x) = 1√
2v0(x) + |x|2
− x⊗ (∇v0(x) + x)
(2v0(x) + |x|2)3/2
,
where 1 denotes the identity matrix in RN ×RN . We compute its Jacobian deter-
minant:
det∇Φ0(x) =
(
2v0(x) + |x|2
)−N
2 det
(
1− x⊗ (∇v0(x) + x)
2v0(x) + |x|2
)
=
(
2v0(x) + |x|2
)−N
2
−1
(2v0(x)− x · ∇v0(x)) ,
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where the second identity follows from the auxiliary formula1 det (1 + a⊗ b) =
1+a·b. Because 2v0+|x|2 = 2(v0−ρ)+1 and 2v0+x·∇v0 = 2(v0−ρ)−x·∇(v0−ρ)+1,
we deduce from (1.6) that the Jacobian is positive on the positivity set of v0. Hence
Φ0 is a diffeomorphism.
2. Notice that g is well-defined because Φ0 is a diffeomorphism. The uniform bound
on g is a consequence of the first assumption on v0 in (1.6). For the Lipschitz bound,
notice that
∇v0(x) + x = 1 + g(z)
1 + g(z) + z · ∇g(z)∇g(z)
if z = Φ0(x). Therefore, multiplying by x = (1 + g)z gives
1 + g
1 + g + z · ∇g = 1−
x · ∇v0 + |x|2
2v0 + |x|2 =
2v0 − x · ∇v0
2v0 + |x|2 ,
and the statement follows via (1.6).

The following lemma justifies the inverse transformation (2.3), (2.4). Moreover, we
show that under this transformation, solutions to the perturbation equation (2.5)
become solutions to the confined pressure equation (1.3). Thanks to the uniqueness
of the associated initial value problems, both equations are thus equivalent.
Lemma 3.2 (Change of variables II). Let ε, δ be as in Theorem 2.1. Suppose w
is the solution to (2.5) with initial value g ∈ Bε,δ. Consider Ψ : (0,∞) × B1(0) →
(0,∞)×RN given by
Ψ(t, z) = (t, (1 + w(t, z))z), for (t, z) ∈ (0,∞)×B1(0).
Then the following holds:
1. Ψ is a diffeomorphism onto its image.
2. Let v be defined by
v(t, x) =
{
ρ(z)(1 + w(t, z))2 if (t, x) = Ψ(t, z) for some z ∈ B1(0),
0 otherwise.
Then v is C0,1 and solves the confined pressure equation (1.3).
Proof. 1. We start with the computation of the Jacobian matrix of Ψ,
(∂tΨ(t, z),∇Ψ(t, z)) =
(
1 0
∂t(t, z)z z ⊗∇w(t, z) + (1 + w(t, z))1
)
.
1 This formula immediately follows from the calculation(
1 0
bT 1
)(
1+ a⊗ b a
0 1
)(
1 0
−bT 1
)
=
(
1 a
0 1 + a · b
)
,
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Arguing similarly as in the proof of the previous lemma, we deduce that
det(∂tΨ(t, z),∇Ψ(t, z)) = (1 + w(t, z))N−1 (1 + w(t, z) + z · ∇w(t, z)) ,
and the expression on the right is positive by Theorem 2.1. Thus Ψ is a diffeomor-
phism onto is image.
2. It is clear that v is well-defined, bounded and Lipschitz on RN because w is
bounded and Lipschitz. To verify that v indeed solves (1.3), we give a quite formal
argument. Starting point is the identity
√
2v(t, y) + |x|2 = 1 + w
(
t,
x√
2v(t, x) + |x|2
)
.
A multiple use of the elementary differentiation rules yields
(1 + w + z · ∇w) ∂tv = (1 + w)2∂tw,
(1 + w + z · ∇w) (∇v + x) = (1 + w)∇w,
and
(1 + w + z · ∇w) (∆v +N)
= ∆w − 2z · (D
2w∇w) + |∇w|2
1 + w + z · ∇w +
|∇w|2 (2z · ∇w + z ⊗ z : D2w)
(1 + w + z · ∇w)2 .
Noting that
z·∇
( |∇w|2
1 + w + z · ∇w
)
=
2z · (D2w∇w)
1 + w + z · ∇w−
|∇w|2
1 + w + z · ∇w
(
2z · ∇w + z ⊗ z : D2w) ,
the previous formula simplifies to
(1 + w + z · ∇w) (∆v +N) = ∆w+(N−1) |∇w|
2
1 + w + z · ∇w−∇·
(
z
|∇w|2
1 + w + z · ∇w
)
.
Multiplying both sides of the equation by (1 + w)−2v = ρ(z), a short computation
leads us to
(1 + w)−2 (1 + w + z · ∇w) (v∆v +Nv)
= ∇ ·
(
ρ
(
∇w − z |∇w|
2
1 + w + z · ∇w
))
+ z · ∇w − |z|2 |∇w|
2
1 + w + z · ∇w + (N − 1)ρ
|∇w|2
1 + w + z · ∇w.
Without much effort we can now derive (1.3). 
By the virtue of the preceding two lemmas, we are now in the position to deduce
Theorems 1.1–1.4 directly from Theorems 2.3–2.6.
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Proof of Theorem 1.1. Let ε˜ and δ˜ be as in Theorem 2.3. Let g be defined as in
Lemma 3.1. Then g ∈ Bε˜,δ˜ is ε0 and δ0 are chosen sufficiently small. Let w be the
solution to (2.5) with initial value g. By Theorem 2.3, there exists a constant a ∈ R
such that
‖w(t)− a‖L∞ . e−(σ+1)t for all t ≥ 0, , (3.1)
‖∂kt ∂βz (w(t)− a)‖L∞ . e−(σ+1)t for all t ≥ 1, , (3.2)
for all k ∈ N0 and β ∈ NN0 . In particular, w(t) → a for large times. Since on the
other hand
v − ρ = w + 1
2
w2 in P(v), (3.3)
by Lemma 3.2, and v → v∗ = (ρ)+ by (1.5), we must have that a2 + a = 0, and thus
a = 0 since ‖w‖L∞ ≤ δ˜ < 1. It immediately follows from (3.1) and (3.3) that
|v(t, x)− ρ(x)| . e−(σ+1)t for all x ∈ P(v(t)), t ≥ 0. (3.4)
This estimate in particular implies that
1− Ce−(σ+1)t ≤ |x| ≤ 1 + Ce−(σ+1)t
for all x ∈ ∂P(v(t)) and t ≥ 0 and some C > 0. Therefore B1−Ce−(σ+1)t(0) ⊂
P(v(t)) ⊂ B1+Ce−(σ+1)t(0). Moreover, in (3.4), we can easily replace ρ by v∗ =
(ρ)+ because v − v∗ = v ≤ v − ρ outside of B1(0). On the other hand, since
B1(0) \ P(v(t)) ⊂ B1(0) \ B1−Ce−(σ+1)t(0), it holds that |v∗(x)| . e−(σ+1)t outside of
P(v(t)). In any case
|v(t, x)− v∗(x)| . e−(σ+1)t for all t ≥ 0.
To deduce the corresponding statement for higher order derivatives, we argue as
follows. From the proof of Lemma 3.2 we recall that
∂i(v − ρ) = 1 + w
1 + w + z · ∇w∂iw.
The expression on the right-hand side and all of its derivatives with respect to z
are bounded by e−(σ+1)t thanks to (3.2). This implies the desired statement for
(k, |β|) = (0, 1). Moreover, derivatives of the diffeomorphism
z = Φt(x) =
x√
2v(t, x) + |x|2
are uniformly bounded, for instance,
∇xΦt = 1√
2v + |x|2 −
x⊗ (∇v + x)√
2v + |x|23
=
1− z ⊗∇w
1 + w
,
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and the control of higher order derivatives follows via the chain rule and (3.2).
Hence, for any β ∈ NN0 , it holds that
‖∂βx (v − ρ)‖L∞(P(v(t)) . e−(σ+1)t for all t ≥ 0,
and the control of the temporal derivatives follows upon using the equation (1.3) in
the form
∂tv = v∆(v − ρ) + (σ + 1)∇v · ∇(v − ρ).
This concludes the proof of Theorem 1.1. 
Proof of Theorem 1.2. We let ε˜ and δ˜ be as in Theorem 2.4, and define g as in
Lemma 3.1. We suppose that ε0 and δ0 are small enough so that g ∈ Bε˜,δ˜. From the
statement of Theorem 2.3 and the proof of Theorem 1.1, we deduce that
‖w(t)‖L∞ . e−(σ+1)t for all t ≥ 0, (3.5)
and thus,
lim
t↑∞
∫
w(t) dµσ = 0.
Consequently, thanks to Theorem 2.4 there exists a vector b ∈ RN such that
‖w(t)− e−(σ+1)tb · z‖C0,1 . e−λt for all t ≥ 0. (3.6)
Thus, Lemma 3.2 and (3.5) imply that
v(t, x)− ρ(x− e−(σ+1)tb) = w(t, z)− e−(σ+1)tb · z +O(e−λt),
for all (t, z) ∈ P(v), and the right-hand side is of order e−λt by (3.6). Finally, as in
the proof of Theorem 1.1, we can easily switch from ρ to v∗ = (ρ)+ on the left-hand
side, extent the statement to all x ∈ RN and derive estimates on the positivity set
of v. 
Proof of Theorem 1.3. We start recalling the well-known fact that the confined
porous medium equation (1.2) preserves zero-center of mass. Indeed, a short com-
putation (performed on the level of (1.3)) reveals that
d
dt
∫
vσ+1xi dx = −(σ + 1)
∫
vσ+1xi dx,
and thus, the centering condition (1.7) is valid for all times. Let ε˜ and δ˜ be as in
Theorem 2.5, and define g as in Lemma 3.1. We choose ε0 and δ0 small enough so
that g ∈ Bε˜,δ˜. Let λ˜ ∈ (max{σ + 1, 1}2(σ + 1)). By Theorem 2.4, there exists a
vector b ∈ RN such that
|v(t, x)− v∗(x− e−(σ+1)tb)| . e−λ˜t for all x ∈ RN , t ≥ 0. (3.7)
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We claim that b = 0. Indeed, by the symmetry of v∗, it holds that
e−(σ+1)t|b| ∼
∣∣∣∣∫ v∗(x)σ+1e−(σ+1)tb dx∣∣∣∣ = ∣∣∣∣∫ v∗(x)σ+1 (x+ e−(σ+1)tb) dx∣∣∣∣ .
By a change of variables and because v is centered at zero, we further have that
e−(σ+1)t|b| .
∫ ∣∣v∗(x− e−(σ+1)tb)σ+1 − v(t, x)σ+1∣∣ |x| dx.
In the case σ ≥ 0, an application of (3.7) yields |b| . e−(λ˜−(σ+1))t, and thus, letting
t ↑ ∞, we see that b = 0. Likewise, if −1
2
< σ < 1, we apply (3.7) and obtain
|b| . e−(λ˜−1)(σ+1)t, and again, b = 0 follows upon passing to the limit in t. Because
b = 0, it holds that
lim
t↑∞
e(σ+1)t
∫
w(t, z)z dµσ = 0,
and thus, Theorem 2.5 is applicable. The argument of how to deduce Theorem 1.3
from Theorem 2.5 proceeds similarly as in the proof of the previous theorem. We
omit the details. 
Proof of Theorem 1.4. The proof is conceptionally very similar to the proof of the
previous theorem. We notice first that the second moment condition in (1.8) is
preserved under the evolution (1.3) because
d
dt
∫
vσ+1x ·Mxdx = −2(σ + 1)
∫
vσ+1x ·Mxdx
for every trace-free matrix M ∈ RN×N . Let ε˜, δ˜ be as in Theorem 2.6 and define
g as in Lemma 3.1. We choose ε0 and δ0 small enough so that g ∈ Bε˜,δ˜. Let
λ˜ ∈ (2(σ + 1), 2(σ + 1) +N). Hence Theorem 1.3 implies that
|v(t, x)− v∗(x− e−2(σ+1)tAx)| . e−λ˜t for all x ∈ RN , t ≥ 0, (3.8)
for some symmetric and trace-free matrix A ∈ RN×N . We claim that A = 0. Indeed,
we can find a trace-free matrix M with |M | ∼ 1 and
|A| ∼
∣∣∣∣∫ v∗(x)σ+1x · (MA)x dx∣∣∣∣ .
Since v∗ satisfies (1.8) by symmetry, we thus have
e−2(σ+1)t|A| ∼
∣∣∣∣∫ v∗(x)σ+1(x+ e−2(σ+1)tAx) ·M(x+ e−2(σ+1)tAx) dx∣∣∣∣+O(e−4(σ+1)t)
=
∣∣∣∣∫ v∗(x− e−2(σ+1)tAx)σ+1x ·Mxdx∣∣∣∣+O(e−4(σ+1)t).
Invoking (1.8) for v, we further have
e−2(σ+1)t|A| . ‖v(t)σ+1 − v∗(x− e−2(σ+1)tAx)σ+1‖L∞ +O(e−4(σ+1)t).
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Then, because σ ≥ 0 by assumption, an application of (3.8) yields that e−2(σ+1)t|A| .
e−λ˜t for all t ≥ 0, and thus λ˜ > 2(σ + 1) implies A = 0. The remainder of the proof
is very similar to the proofs of the previous theorems. We only remark that
v(t, x)− 1
2
(1− |x|2)− e−(2(σ+1)+N)tc(1− γ|x|2) = O(e−λt)
follows from Theorem 2.6. We then compute
1
2R(t)
1
α
(
R(t)2 − |x|2) = 1
2
(1− |x|2) + ce−(2(σ+1)+N)t(1− γ|x|2) +O(e−λt),
where we have used that (1− 2α)γ = 1. The statement of the theorem now can be
deduced as before. 
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4 The linear problem
In this section, we study the initial value problem for the degenerate parabolic
equation
∂tw − ρ−σ∇ ·
(
ρσ+1∇w) = f (4.1)
in B1(0), where ρ(z) =
1
2
(1 − |z|2) and σ = 2−m
m−1 ∈ (−1,∞). A big effort is made
to obtain suitable regularity estimates that serve as a basis for the well-posedness
theory developed later in Section 4 for the nonlinear perturbation equation (2.5).
Here, the choice of the topology is crucial. To reach the ultimate objective, the
construction of invariant manifolds for the nonlinear equation in Section 6, a differ-
entiable dependence of solutions on the initial data is necessary. For nonlinearities
of the form
f = ρF − ρ−σ∇ · (ρσ+1zF)
in which F is a quadratic function of ∇w, we expect (and, in fact, will prove)
that such a differentiable dependence can be established for solutions with small
Lipschitz initial data. In order to obtain suitable regularization estimates, we need
to work with space-time norms that deteriorate as t ↓ 0. We thus naturally arrive
at Carleson measures.
The analysis of the present section is inspired by Koch and Lamm’s recent ap-
proach to tackle semilinear parabolic equations with rough coefficients [37] and,
even more, by Kienzler’s adaption of this approach to a subelliptic parabolic equa-
tion [34], which closely resembles ours. The authors use standard tools from the
theory of constant coefficient linear equations such as (Gaussian) decay estimates
and Calderon–Zygmund-type estimates to establish bounds on the solutions in cer-
tain Carleson measures that reflect the regularity theory for the corresponding linear
equation. The underlying idea goes back to Koch and Tataru’s work [38], where a
Carleson measure formulation of a BMO norm turned out to be the crucial ingre-
dient in the study of regularity for the small datum Navier–Stokes equation. Many
ingredients from [34] appeared earlier in Koch’s habilitation thesis [36], where Koch
established a Schauder theory for Ho¨lder continuous initial data.
The main difference between (4.1) (and likewise the equations studied in [36, 34])
and the equations considered in [37] is the failure of strict parabolicity of (4.1) at
the boundary of the domain. However, we can easily overcome this problem by
the following observation: Equation (4.1) can be interpreted as a heat flow on a
certain so-called weighted manifold, that is, a Riemannian manifold to which a new
volume element is assigned, typically a positive multiple of the one induced by the
Riemannian metric. The theories of weighted manifolds and heat flows thereon can
be developed parallel to the Riemannian counterparts, see, e.g., [26]. In particular,
Gaussian decay estimates on the heat kernel exist and a Calderon–Zygmund theory
is available. We do thus expect that suitable Carleson measure estimates can be
established if we carry over Koch and Lamm’s approach from the Euclidean to the
Riemannian setting. In fact, we will still work on the Euclidean unit ball, but we will
alter the metric accordingly. By working with the new metric, which is a Carnot–
20
Carathe´odory distance, see, e.g., [9], we restore the parabolicity of the equation.
In the context of the porous medium equation, the application of such Carnot–
Carathe´odory distances has been proved useful in the pioneering works [18, 36], and
recently in [34]. See also [20] and [28] for a similar perspective on the fast diffusion
equation and thin film equation, respectively.
Our goal is the following result:
Theorem 4.1. Let p > max
{
N + 2, 1
σ+1
}
. For every function g ∈ C0,1 and f ∈
Y (p), there exists a unique solution w to (4.1). Moreover, w ∈ X(p) and
‖w‖X(p) + ‖w‖Lip . ‖f‖Y (p) + ‖g‖Lip.
Here, we have used the notation X(p) = {w : ‖w‖X(p) < ∞} and Y (p) = {f :
‖f‖Y (p) <∞}, where
‖w‖X(p) := sup
z∈B1(0)
0<r≤√2
|Qdr(z)|−
1
p
(
r2‖∂t∇w‖Lp(Qdr(z)) + r(r +
√
ρ(z))‖∇2w‖Lp(Qdr(z))
+ r2‖ρ∇3w‖Lp(Qdr(z))
)
+ sup
T≥1
(‖∂t∇w‖Lp(Q(T )) + ‖∇2w‖Lp(Q(T )) + ‖ρ∇3w‖Lp(Q(T ))) ,
‖f‖Y (p) := sup
z∈B1(0)
0<r≤√2
|Qdr(z)|−
1
p
(
r
r +
√
ρ(z)
‖f‖Lp(Qdr(z)) + r2‖∇f‖Lp(Qdr(z))
)
+ sup
T≥1
(‖f‖Lp(Q(T )) + ‖∇f‖Lp(Q(T ))) ,
and where Qdr(z) and Q(T ) denotes the (intrinsic) time-space cylinders,
Qdr(z) =
(
r2
2
, r2
)
×Bdr (z) and Q(T ) = (T, T + 1)×B1(0).
Here, the intrinsic balls are relatively open subsets of the closed Euclidean unit
ball, Bdr (z) =
{
z′ ∈ B1(z) : d(z, z′) < r
}
and d is the new metric on B1(0) which
is induced by the heat flow interpretation. In particular, Bdr (z) = B1(0) for every
sufficiently large r. Finally, the Lipschitz norms are taken with respect to the spatial
Euclidean topology, that is, ‖w‖Lip = ‖∇w‖L∞ .
By the linearity of the equation, we may and do split the problem into the ho-
mogeneous problem, where f = 0, Proposition 4.2, and the problem with g = 0,
Proposition 4.4. From these two cases, Theorem 4.1 follows by superposition.
Though an abstract theory for weighted manifolds is well developed, cf. [26] and
references therein, we will present a self-contained theory in the subsequent sub-
sections since, with regard to the nonlinear equation (2.5) to which the regularity
estimates of this section will be applied, results have to be tailored to our needs.
We conclude this introduction with a precise definition of weighted manifolds and the
description of the heat flow interpretation of (4.1). Suppose (M, g) is a Riemannian
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manifold and ω a positive function onM. If we denote by dvolg the volume element
on (M, g) and set dµ = ω dvolg, then the triple (M, g, µ) constitutes a weighted
Riemannian manifold. If the Laplacian is defined via the Dirichlet form on (M, g, µ),
its representation in local coordinates reads
∆µw =
1
ω
√
det g
N∑
i,j=1
∂i
(
gijω
√
det g ∂jw
)
,
where {gij}ij is the inverse matrix of g.
In the situation at hand, we simply choose the conformally flat Riemannian metric
g = ρ−1(dx)2 on the Euclidean unit ball B1(0), and define the weight ω = ρσ+N/2.
With these ingredients, (4.1) becomes the heat equation
∂tw −∆µw = f.
Notice that by setting s = arcsin(|x|), the metric transforms into
1
2
g =
1
2
ρ−1(dx)2 = (ds)2 + (tan s)2(d`SN−1)
2,
with d`SN−1 being the length element on the unit sphere. This representation in-
dicates that the manifold degenerates at its boundary where lims→pi
2
tan s = ∞.
Loosely speaking, g can be considered to be “half way” between the Euclidean met-
ric (dx)2 and the metric on the hyperbolic Poincare´ disk ρ−2(dx)2. We expect a
deeper understanding ofM from the study of geodesic curves conducted in Subsec-
tion 4.1 below.
Our program for this present section is the following: In Subsection 4.1, we compute
the geodesic distance on (M, g) as a function of coordinates on B1(0). In Subsection
4.3, we study the homogeneous heat equation and derive Gaussian estimates for the
heat kernel. These estimates can be used to establish maximal regularity estimates
for the heat semi-group. Finally, Subsection 4.4 contains the maximal regularity
estimates for the inhomogeneous equation.
4.1 Intrinsic distance, balls and volumes
In the following, we study the geodesic distance on the (weighted) manifold intro-
duced in the introduction of the present section. It is convenient to express this
distance in terms of the conformally flat coordinates, that is, we study the distance
induced by the metric g = ρ−1(dx)2 on the Euclidean ball B1(0). In view of the
interpretation of (4.1) as a heat equation on (M, g, µ), this distance function on
B1(0) can be thought of as the intrinsic distance for diffusions of the form (4.1),
in the sense that its second power measures the typical time scale at which heat is
exchanged between two points.
The intrinsic distance for (4.1) is (modulo a factor of
√
2) defined as the quantity
d˜(z1, z2) = inf {L(Γ) : Γ joins z1 and z2} ,
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where
L(Γ) =
∫ b
a
|Γ′(τ)|√
1− |Γ(τ)|2 dτ,
if Γ(a) = z1 and Γ(b) = z2. It is a standard observation that minimizing L is
equivalent to minimizing
E(Γ) =
∫ b
a
|Γ′(τ)|2
1− |Γ(τ)|2 dτ,
because L(Γ)2 ≤ (b − a)E(Γ) by Ho¨lder’s inequality with equality precisely if Γ
is geodesic, that is |Γ
′|2
1−|Γ|2 = const. The functional E is strictly convex and admits
hence a unique minimizer. Parametrizing the minimizer Γ by arclength, the geodesic
equation reads
|Γ′|2 = 1− |Γ|2, (4.2)
and the Euler–Lagrange equations are(
Γ′
1− |Γ|2
)′
=
Γ
1− |Γ|2 . (4.3)
It is not difficult to see that geodesic curves through z1 and z2 are confined to the
two-dimensional plane that is spanned by the points z1, z2 and 0 in R
N . Upon a
rotation, we may thus write Γ = (x, y, 0, . . . , 0)T ∈ R×R×RN−2, so that (4.2) and
(4.3) translate into
(x′)2 + (y′)2 = 1− x2 − y2,
and (
x′
1− x2 − y2
)′
=
x
1− x2 − y2 and
(
y′
1− x2 − y2
)′
=
y
1− x2 − y2 .
These equations are solved by hypocycloids, i.e., traces of fixed points on small
circles of radius r ≤ 1/2 that roll along the interior boundary of the unit ball:
x(t) = (1− r) cos
(√
r
1− r t
)
+ r cos
(√
1− r
r
t
)
,
y(t) = (1− r) sin
(√
r
1− r t
)
− r sin
(√
1− r
r
t
)
.
Here we have rotated and, if necessary, flipped over the two-dimensional disk in such
a way that the geodesics hit the boundary at (1, 0) and (cos(2pir), sin(2pir)).
In spite of the good understanding of geodesic curves, except from a few particular
cases, it is difficult to explicitly calculate the intrinsic distance between two points
on M. On the positive side, the geodesic distance d˜ on (M, g) is equivalent to the
semimetric
d(z1, z2) =
|z1 − z2|√
ρ(z1) +
√
ρ(z2) +
√|z1 − z2|
defined on B1(0):
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Proposition 4.1. It holds
d˜(z1, z2) ∼ d(z1, z2)
for all z1, z2 ∈ B1(0).
In the remainder of the present section, we will mostly choose d over d˜. It is thus
convenient to speak of d in the following as a distance (or even the intrinsic distance),
even though it lacks a proper triangle inequality.
In our proof of Proposition 4.1, we follow [36, Chapter 4.3].
Proof. We start with a study of two special cases. For two points on a straight
line through the origin, we chose r = 1/2, so that x(t) = cos(t) and y(t) = 0. For
convenience, we suppose that z1 = αz2 for some α ∈ [0, 1]. Then
d˜(z1, z2) = |arccos(|z1|)− arccos(|z2|)| ∼ |
√
ρ(z1)−
√
ρ(z2)|. (4.4)
It remains to observe that the latter expression is equivalent to d(z1, z2) if z1 = αz2.
Now consider two points on the boundary, |z1| = |z2| = 1, say z1 = (1, 0) and
z2 = (cos(2pir), sin(2pir)). If R(t) denotes the distance from the origin parametrized
by arc length (cf. (4.2)), then
R(t)2 = 1− 4r(1− r) sin2
(
t
2
√
r(1− r)
)
,
and thus d˜(z1, z2) = 2pi
√
r(1− r). On the other hand, a direct calculation yields
|z1 − z2| = 2 sin(pir). Solving both identities for r then gives
d˜(z1, z2) ∼
√
|z1 − z2|. (4.5)
In the general case, we fix two non-parallel, non-zero z1, z2 ∈ B1(0). We start with
proving the upper bound
d˜(z1, z2) . d(z1, z2). (4.6)
We distinguish two cases. First, if
√|z1 − z2| ≤√ρ(z1) +√ρ(z2), we have∣∣∣√ρ(z1)−√ρ(z2)∣∣∣ ≤ 2 |ρ(z1)− ρ(z2)|√
ρ(z1)|+
√
ρ(z2) +
√|z1 − z2| . d(z1, z2),
where we have used the definition of ρ in the second inequality. We do note loose
generality by assuming that ρ(z1) ≤ ρ(z2). Hence, by triangle inequality
d˜(z1, z2) ≤ d˜
(
z1,
|z2|
|z1|z1
)
+ d˜
( |z2|
|z1|z1, z2
)
,
that is, we replace the geodesics by first moving from z1 along a straight line in
direction of the origin until we reach the sphere of radius |z2|. From there, we move
along the hypocycloid towards z2. By (4.4) and the previous estimate, the length
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of the first piece of this curve is controlled by d(z1, z2). The length of the curve on
the hypocycloid is cruelly estimated against the Euclidean distance, that is
d˜
( |z2|
|z1|z1, z2
)
.
∣∣∣ |z2||z1|z1 − z2∣∣∣√
ρ(z2)
≤ |z1 − z2|√
ρ(z2)
.
The latter is estimated by d(z1, z2) because of the assumptions ρ(z1) ≤ ρ(z2) and√|z1 − z2| ≤√ρ(z1) +√ρ(z2).
In the second case, if
√
ρ(z1) +
√
ρ(z2) ≤
√|z1 − z2|, we use the triangle inequality
d˜(z1, z2) ≤ d˜
(
z1,
z1
|z1|
)
+ d˜
(
z1
|z1| ,
z2
|z2|
)
+ d˜
(
z2
|z2| , z2
)
,
that means, this time our competitor curve first runs straight to the boundary and
then along the hypocycloid to connect the projection points z1|z1| and
z2
|z2| . Hence,
applying (4.4) and (4.5), we estimate d˜(z1, z2) .
√
ρ(z1) +
√
ρ(z2) +
√|z1 − z2|.
The latter term is controlled by d(z1, z2) thanks to the above assumption. This
concludes the proof of (4.6).
We finally turn to the proof of the opposite estimate
d(z1, z2) . d˜(z1, z2). (4.7)
We suppose that ρ(z1) ≤ ρ(z2). Our first goal is the lower bound
d˜(z1, z2) & min
ψ≥
√
ρ(z2)
{
ψ −
√
ρ(z1) +
|z1 − z2|
ψ
}
. (4.8)
Indeed, on the one hand, we have the trivial estimate
d˜(z1, z2) &
|z1 − z2|
ψ∗
where ψ∗ = supt
√
ρ(Γ(t)). On the other hand, via the fundamental theorem and
because Γ(t) ∈ B1(0),
sup
t
√
1− |Γ(t)|2 ≤
√
1− |z1|2 +
∫ b
a
|Γ′(t)|√
1− |Γ(t)|2 dt,
and thus ψ∗−
√
ρ(z1) . d˜(z1, z2). Since ψ∗ ≥
√
ρ(z2), we have thus proved (4.8). To
deduce (4.7), we again distinguish to cases. If the optimal ψ satisfies the estimate
ψ ≥√ρ(z1) +√ρ(z2) +√|z1 − z2|, then
d(z1.z2) ≤
√
|z1 − z2| ≤ ψ −
√
ρ(z1)−
√
ρ(z2)
(4.8)
. d˜(z1, z2).
If not, we conclude
d(z1, z2) ≤ |z1 − z2|
ψ
(4.8)
. d˜(z1, z2).
This proves the lower bound (4.7). 
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The knowledge of geodesics and of the intrinsic distance improves our understanding
of the Riemannian manifold M. The boundary is at a finite distance from the
interior of the ball. The shortest distance is realized by straight lines and is exactly
d(z, ∂B) = arccos(|z|) ∼ √ρ(z). By contrast, the length of curves parallel to the
boundary diverges. For instance, the length of a circle of radius R is 2piR√
1−R2 .
The study of the intrinsic distance function reveals the diffusion time scales on M.
On a general manifold, diffusion over a distance d happens in a time t of order t ∼ d2.
In our situation, geodesics hit the boundary orthogonally. Hence, diffusion near the
boundary happens primarily in normal direction and distances scale d ∼ √dEucl
with the Euclidean distance dEucl . The diffusion time scale close to the boundary
is thus t ∼ dEucl . On the other hand, in the interior where d ∼ dEucl , the diffusion
time is as in the Euclidean setting, t ∼ d2Eucl . The role of different diffusion time
scales with regard to the actual position relative to the boundary will be reflected in
our Calderon–Zygmund theory developed in Subsections 4.3 and 4.4 below. Notice
that close to the boundary, the diffusion part −ρ∆ and the drift part (σ + 1)z · ∇
of our linear operator are comparable. Here, the fact that σ + 1 > 0 turns out to
be of importance: Mass is transported towards the boundary and thus boundary
conditions are not required. On the contrary, we will see that solutions satisfy
some natural boundary conditions, which were described as “asymptotic boundary
conditions” in [47]. See also Remarks 4.1 and 4.2 in Subsection 4.2 below.
The relevance of intrinsic distances for the regularity theory of the (linearized)
porous medium equation was first exploited by Daskalopulos and Hamilton [18]
and Koch [36].
We conclude this subsection with a study of intrinsic balls and their volumes. An
open intrinsic ball of radius r around z is defined by
Bdr (z) :=
{
y ∈ B1(0) : d(z, y) < r
}
.
The first statement of Lemma 4.1 below shows that such a ball is comparable to the
Euclidean ball with the same center z but radius r
(
r +
√
ρ(z)
)
.
Lemma 4.1. There exists a constant C > 0 such that for all r > 0 and z ∈ B1(0),
it holds that
B
r
(
r+
√
ρ(z)
)(z) ∩B1(0) ⊂ Bdr (z) ⊂ BCr(r+√ρ(z))(z) ∩B1(0).
Proof. It is enough to study the case r ≤ 1. We fix z, z′ ∈ B1(0). Suppose that
d(z, z′) < r. We will first establish the second inclusion by showing that
|z − z′| . r
(
r +
√
ρ(z)
)
. (4.9)
From the definition of d we notice that
|z − z′| < r
(√
ρ(z) +
√
ρ(z′) +
√
|z − z′|
)
,
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which with the help of Young’s inequality turns into
|z − z′| . r
(√
ρ(z) +
√
ρ(z′)
)
+ r2.
If |z′| ≥ |z|, then the claim follows. Otherwise, if |z′| < |z|, we set z˜ := |z′||z| z.
We recall that the shortest curve connecting z and z˜ lies on a straight line and
this line segment realizes the minimal distance between z and the ball of radius
|z˜| around the origin. Hence, using Proposition 4.1, d˜(z, z˜) ≤ d˜(z, z′) . r. On
the other hand, because the geodesic curve is given by Γ(t) = z|z| sin(t) where t ∈
[arcsin(|z′|), arcsin(|z|)], it holds
d˜(z, z˜) = arcsin(|z|)− arcsin(|z′|) =
∫ |z′|
|z|
1√
1− τ 2 dτ ∼
√
ρ(z′)−
√
ρ(z).
We thus deduce that
√
ρ(z′) .
√
ρ(z) + r, and therefore (4.9) follows.
To prove the first inclusion, we assume that |z− z′| < r
(
r +
√
ρ(z)
)
. Then, by the
definition of d and monotonicity
d(z, z′) <
r
(
r +
√
ρ(z)
)
√
ρ(z) +
√
ρ(z′) +
√
r
(
r +
√
ρ(z)
) ≤ r.
This concludes the proof of Lemma 4.1. 
Towards the end of this subsection, we will gather some technical results that prove
to be helpful in the subsequent analysis. The first result provides two comparison
formulas for balls whose centers are either relatively close or relatively far away from
the boundary.
Lemma 4.2. There exists C > 0 such that for all z ∈ B1(0) and r > 0 the following
holds:
1. If z 6= 0 and √ρ(z) ≤ r, then
Br2
(
z
|z|
)
∩B1(0) ⊂ BdCr(z) and Bdr (z) ⊂ BCr2
(
z
|z|
)
∩B1(0),
and
√
ρ(z′) . r for all z′ ∈ Bdr (z).
2. If
√
ρ(z) ≥ r, then
B
r
√
ρ(z)
(z) ∩B1(0) ⊂ Bdr (z) and Bdr (z) ⊂ BCr√ρ(z)(z) ∩B1(0),
and ρ(z′) . ρ(z) for all z′ ∈ Bdr (z). Moreover, if
√
ρ(z) ≥ 2Cr, then also
ρ(z′) & ρ(z) for all z′ ∈ Bdr (z).
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Proof. The inclusions in the first statement are immediate consequences of the trian-
gle inequality for d, the fact that d(z, z/|z|) ∼√ρ(z), and Lemma 4.1. For instance,
for any z′ ∈ Bdr (z), it holds
d
(
z′,
z
|z|
)
. d(z′, z) + d˜
(
z,
z
|z|
)
. r +
√
ρ(z) . r,
which implies the second inclusion via Lemma 4.1. The first inclusion can be estab-
lished analogously. Moreover,
√
ρ . r in Bdr (z) follows from the second inclusion.
The second statement is an application of Lemma 4.1 and the assumption. Indeed,
the comparison formula for the balls follows from Lemma 4.1 by further estimating
the radii. Then, by triangle inequality we have for all z′ ∈ Bdr (z) ⊂ BCr√ρ(z)(z)
that |z| ≤ Cρ(z) + |z′| and thus ρ(z′) . ρ(z). Moreover, using |z′| ≤ Cr√ρ(z) + |z|,
we obtain
1− |z′| ≥ 1− |z| − Cr
√
ρ(z) ≥ 1
2
ρ(z) +
1
2
√
ρ(z)
(√
ρ(z)− 2Cr
)
.
For
√
ρ(z) ≥ 2Cr this implies ρ(z′) & ρ(z) as desired. 
The next lemma provides estimates on the intrinsic volumes of balls, where “in-
trinsic” refers to the volume form inherited from the weighted manifold discussed
in the introduction to this section. To fix a notation reminiscent of σ, we set
µσ := ρ
σ LN B1(0) (= ω volg), where LN denotes the Lebesgue measure, and for
any measurable A ⊂ RN , we write |A|σ = µσ(A). Notice that for any σ > −1,
µσ defines an absolutely continuous finite Radon measures, which has precisely the
same null sets as LN B1(0).
Lemma 4.3. For any r . 1 and z ∈ B1(0), it holds
|Bdr (z)|σ ∼ rN(r +
√
ρ(z))N+2σ.
Proof. The statement is an immediate consequence of Lemma 4.1. 
We finally have:
Lemma 4.4. Let r > 0 and z, z′ ∈ B1(0). Then it holds
|Bdr (z)|σ
|Bdr (z′)|σ
.
(
1 +
d(z, z′)
r
)max{N,2N+2σ}
.
In particular,
r +
√
ρ(z)
r +
√
ρ(z′)
.
(
1 +
d(z, z′)
r
)max{N,2N+2σ}
|N+2σ|
.
Proof. The results are trivial if r & 1. Otherwise, if r  1, we invoke the triangle
inequality to verify the inclusion Bdr (z) ⊂ BdC(r+d(z,z′))(z′). An application of Lemma
4.3 then yields the desired estimates. 
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4.2 Existence, uniqueness and energy estimates
The objective of this subsection is to give a precise meaning of a solution to (4.1)
and the corresponding initial value problem, state existence and uniqueness results
and derive first regularity estimates in the natural Hilbert space setting.
We start with some considerations from a functional analysis point of view. The
(sub-)elliptic operator occurring in (4.1), L := −ρ∆ + (σ + 1)z · ∇, is nonnegative
symmetric with respect to the L2σ := L
2(µσ) inner product, because∫
ϕLψ dµσ =
∫
∇ϕ · ∇ψ dµσ+1 for all ϕ, ψ ∈ C∞(B1(0)). (4.10)
As the space of test functions, C∞(B1(0)), is densely contained in the weighted
Sobolev spaces Hkσ,...,σ+k, where
H0σ = L
2
σ, H
k
σ,...,σ+k = L
2
σ ∩ H˙1σ+1 ∩ · · · ∩ H˙kσ+k,
and H˙`σ+` = H˙
`(µσ+`), cf. [47, Lemma 2], L extends to a self-adjoint operator on
L2σ (Friedrich’s extension). The following notion of weak solutions seems thus to be
natural:
Definition 4.1. Let 0 < T ≤ ∞ and f ∈ L1((0, T );L2σ) and g ∈ L2σ. We call w a
weak solution to (4.1) with initial datum g, if
−
∫ T
0
∫
w∂tζ dµσdt+
∫ T
0
∫
∇w ·∇ζ dµσ+1dt =
∫
gζ dµσ+
∫ T
0
∫
fζ dµσdt (4.11)
for all ζ ∈ C∞([0, T )×B1(0)) with spt ζ ⊂ [0, T )×B1(0).
Here and in the following, we use the convention that if domains of integration in
the spatial variables are not specified, then we integrate over B1(0).
Remark 4.1 (Asymptotic boundary condition). Notice that the definition of weak
solutions (and the one of L above) contains some (weak) information about the
behavior of solutions near the boundary. Indeed, if w is a smooth solution, then
necessarily
lim
|z|↑1
ρ(z)σ+1z · ∇w(z) = 0.
This condition rules out functions that grow rapidly at the boundary. It is proved
in the course of the present section (and announced in Theorem 4.1 above), that for
sufficiently regular data, solutions are in fact C1 up to the boundary. Such solutions
trivially satisfy the asymptotic boundary conditions above. In fact, these boundary
conditions are also the natural boundary conditions in the sense of calculus of vari-
ations as (4.10) can be derived as the Euler–Lagrange equations for the (weighted)
Dirichlet energy, cf. [47, Lemma 5]. See also Remark 4.2.
Our first result concerns the well-posedness of the initial value problem in the Hilbert
space setting.
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Lemma 4.5. Let 0 < T < ∞ and f ∈ L1((0, T );L2σ) and g ∈ L2σ. There exists a
unique weak solution w to (4.1) with initial datum g. Moreover, w ∈ C([0, T ];L2σ)
with w(0) = g and the energy identity
1
2
‖w(T )‖2L2σ +
∫ T
0
‖∇w‖2L2σ+1 dt =
1
2
‖g‖2L2σ +
∫ T
0
∫
fw dµσdt
holds.
Proof. The proof of such a result follows a standard procedure. For instance, ex-
istence can be obtained via an implicit time-discretization and the elliptic theory
derived in the appendix of [47]. The energy identity follows from choosing w as a
test function in the weak formulation, which is admissible by the density of smooth
functions in H1σ,σ+1. Uniqueness is a consequence of the energy estimate and the
linearity of the equation. 
Remark 4.2 (No boundary conditions). It is remarkable that the weak notion of
solutions in Definition 4.1 guarantees uniqueness without specifying the boundary
condition on ∂B1(0). This observation goes far beyond Remark 4.1: In fact, the
parabolic equation (4.1) is well-posed in L2σ only if boundary conditions are not
prescribed. Roughly speaking, this phenomenon stems from the fact that close to the
boundary, ρ∆ and z · ∇ are both of the same order and the latter term drives mass
towards the boundary. It seems that phenomena of this type have been systemically
studied only very recently — at least in the unweighted setting, see [23, 24].
We prove maximal regularity in L2σ for the equation with zero initial data.
Lemma 4.6. Let 0 < T < ∞ and f ∈ L2((0, T );L2σ(B)). Suppose that w is the
weak solution to (4.1) with initial value g ≡ 0. Then the mapping t 7→ ‖∇w(t)‖L2σ+1
is continuous in [0, T ] and ∇w(0) = 0. Moreover,∫ T
0
‖∂tw‖2L2σ dt+
∫ T
0
‖∇w‖2L2σ dt+
∫ T
0
‖∇2w‖2L2σ+2 dt .
∫ T
0
‖f‖2L2σ dt.
Proof. Let 0 ≤ t1 < t2 ≤ T be arbitrarily given. Using a regularized version of
ζ = χ[t1,t2]∂tw as test function in (4.11), we infer the identity∫ t2
t1
∫
(∂tw)
2 dµσdt+
1
2
‖∇w(t2)‖2L2σ+1 =
1
2
‖∇w(t1)‖2L2σ+1 +
∫ t2
t1
∫
f∂tw dµσdt,
from which we deduce that ‖∂tw‖L2(L2σ) . ‖f‖L2(L2σ), because g = 0 and ∇w(0) =
0. Moreover, further examination of the above identity reveals that [0, T ) 3 t 7→
‖∇w(t)‖L2σ+1 ∈ R is a continuous mapping. We deduce hence that it is enough to
study the elliptic problem
− ρ−σ∇ · (ρσ+1∇w) = f˜ := f − ∂tw ∈ L2((0, T );L2σ) (4.12)
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pointwise in time, that is, we suppose that f˜ ∈ L2σ. Then the statement of the
lemma is a consequence of the maximal regularity estimate
‖∇2w‖L2σ+2 . ‖f˜‖L2σ (4.13)
and
‖∇w‖L2σ . ‖f˜‖L2σ . (4.14)
Our arguments for (4.13) and (4.14) will be quite formal and can be made rigorous
using standard approximation techniques and the density of smooth functions in
H2σ,σ+1,σ+2. We start by proving the auxiliary estimate
‖∇w‖L2σ+1 . ‖f˜‖L2σ . (4.15)
For this purpose, we test (4.12) with ρσw and obtain using the Cauchy–Schwarz
inequality and
∫
f˜ dµσ = 0 (notice that spatially constant functions are admissible
testfunctions) that∫
|∇w|2 dµσ+1 ≤
(∫
f˜ 2 dµσ
∫
(w − c)2 dµσ
)1/2
,
where c is an arbitrary constant. Combined with the Hardy–Poincare´ inequality
inf
c∈R
∫
(w − c)2 dµσ .
∫
|∇w|2 dµσ+1,
which is proved in [47, Lemma 3], this implies (4.15).
For (4.14), we first let η be a smooth cut-off function that is supported outside B 1
4
(0)
such that η = 1 outside B 1
2
(0). Testing (4.12) with ρση z|z|2 · ∇w then yields after
multiple integration by parts
σ + 1
2
∫
η|∇w|2 dµσ ≤
∫
ηf˜
z
|z|2 · ∇w dµσ + C
∫
|∇w|2 dµσ+1,
and via Young’s inequality∫
B1(0)\B 1
2
(0)
|∇w|2 dµσ .
∫
f˜ 2 dµσ +
∫
|∇w|2 dµσ+1
(4.15)
.
∫
f˜ 2 dµσ.
On the other hand, because ρ ∼ 1 in B 1
2
(0), we get from (4.15) that∫
B 1
2
(0)
|∇w|2 dµσ .
∫
f˜ 2 dµσ.
The last two estimates together yield the desired bound (4.14).
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We finally turn to the (formal) proof of (4.13), which is based on a suitable choice
of testfunction and a multiple integration by parts. Indeed, testing with −ρσ+1∆w,
we derive∫
|∇2w|2 dµσ+2
= −
∫
f˜∆w dµσ+1 + (σ + 2)
∫
z · (∇2w∇w) dµσ+1 −
∫
∆wz · ∇w dµσ+1,
from which we deduce (4.13) with the help of the Cauchy–Schwarz and Young in-
equalities and (4.14). 
We conclude this subsection with a symmetry observation for the homogeneous
problem, that is f = 0.
Lemma 4.7. If w1 and w2 are two solutions to the linear homogeneous equation
(that is, (4.1) with f ≡ 0) with initial data g1 and g2, respectively, then∫
w1(t)g2 dµσ =
∫
g1w2(t) dµσ
for all t ≥ 0.
This lemma shows in particular that the semigroup operator e−tL is self-adjoint on
L2σ.
Proof. We define the time inversion operator S : [0, t]→ [0, t] by S(τ) = t−τ . Then∫
w1(t)g2 dµσ −
∫
g1w2(t) dµσ
=
∫
w1(t)(w2 ◦ S)(t) dµσ −
∫
w1(0)(w2 ◦ S)(0) dµσ
=
∫ t
0
∫
(∂tw1(w2 ◦ S)− w1(∂tw2) ◦ S) dµσdt.
Using the equations for w1 and w2 and integrating by parts yields the desired result.

4.3 Carleson measure estimates for the homogeneous prob-
lem
In this subsection, we derive regularity estimates for the homogeneous equation
∂tw − ρ−σ∇ ·
(
ρσ+1∇w) = 0, (4.16)
w(0, · ) = g. (4.17)
We suppose that the initial datum is a Lipschitz function with respect to the Eu-
clidean topology, that means ‖g‖Lip = ‖∇g‖L∞ <∞.
In a first step, we derive local L2σ regularity estimates.
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Lemma 4.8. Let 0 < ε < ε˜ < 1 and 0 < δ˜ < δ < 1. Let w be a solution to the
homogeneous equation (4.16). If δ and δ˜/δ are sufficiently small, then the following
holds for any k ∈ N0, β ∈ NN0 and 0 < r ≤
√
2:
1. If z0 ∈ B1(0) is such that
√
ρ(z0) ≤ δr and τ ≥ 0, then∫ τ+r2
τ+ε˜r2
‖∂kt ∂βzw‖2L2σ(Bdδ˜r(z0)) dt . r
−4|β|−4k
∫ τ+r2
τ+εr2
‖w‖2L2σ(Bdδr(z0)) dt.
2. If z0 ∈ B1(0) is such that
√
ρ(z0) ≥ δr and τ ≥ 0, then∫ τ+r2
τ+ε˜r2
‖∂kt ∂βzw‖2L2σ(Bdδ˜r(z0)) dt . r
−4k−2|β|ρ(z0)−|β|
∫ τ+r2
τ+εr2
‖w‖2L2σ(Bdδr(z0)) dt.
Of course, the constants in the inequalities (which are suppressed in our notation)
depend on the particular values of k, β, ε, ε˜, δ, and δ˜. For our subsequent argu-
ments, only the dependence on r, τ , and z0 is of relevance. We will thus neglect the
dependency on the other variables for notational convenience.
Proof. Upon a shift in the time variable, we may without loss of generality assume
that τ = 0.
We first consider the case
√
ρ(z0) ≤ δr. In view of Lemma 4.2, it suffices to prove the
statement for z0 ∈ ∂B1(0), provided that δ˜/δ is small enough. In the first statement
considered here, we may thus replace the intrinsic balls by Euclidean balls with
squared radii.
We choose ε < εˆ < ε˜ and δ˜ < δˆ < δ and let η be a smooth cut-off function
that is supported in (εr2, r2] × Bδ2r2(z0) ∩B1(0), and satisfies η = 1 in [εˆr2, r2] ×
Bδˆ2r2(z0) ∩B1(0) and |∂kt ∂βz η| . r−2k−2|β|. For the arguments that follow it is con-
venient to first consider the inhomogeneous equation
∂tw − ρ−σ∇ ·
(
ρσ+1∇w) = f,
for some f that will be specified later. Then ηw solves
∂t(ηw)− ρ−σ∇ ·
(
ρσ+1∇(ηw)) = ηf + (∂tη − ρ−σ∇ · (ρσ+1∇η))w − 2ρ∇η · ∇w.
For further reference, we denote the left-hand side of this equation by f˜ . Notice that
η acts as a spatially constant function on the differential equation if δˆ2r2 ≥ 2. In
this case, the equation and most of the arguments that follow simplify dramatically.
We will thus focus on the case where η is not spatially constant. Testing with ρσηw,
using the properties of η and observing that ρ(z) . r2 for z ∈ Bδ2r2(z0) ∩B1(0), we
derive the Caccioppoli estimate∫ r2
εˆr2
∫
Bδˆ2r2 (z0)
|∇w|2 dµσ+1dt
. r2
∫ r2
εr2
∫
Bδ2r2 (z0)
f 2 dµσdt+
1
r2
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt. (4.18)
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Here we have written B`(z0) for B`(z0) ∩ B1(0) and will do so in the following
whenever it seems convenient.
The estimate in (4.18) is not yet the statement we are looking for since the weight
on the left-hand side is still too small. We choose a new cut-off function by replacing
(ε, δ) by (εˆ, δˆ) and (εˆ, δˆ) by (ε˜, δ˜) in the above definition. We denote this function
again by η. Invoking the estimate from Lemma 4.6 with w and f replaced by ηw
and f˜ we obtain∫ T
0
∫ (
(∂t(ηw))
2 + |∇(ηw)|2 + |ρ∇2(ηw)|2) dµσdt . ∫ T
0
∫
f˜ 2 dµσdt.
By the definition of f˜ , using the properties of η and the fact that ρ(z) . r2 in the
support of η,∫ T
0
∫
f˜ 2 dµσdt
.
∫ r2
εˆr2
∫
Bδˆ2r2 (z0)
(
f 2 +
1
r4
w2
)
dµσdt+
1
r2
∫ r2
εˆr2
∫
Bδˆ2r2 (z0)
|∇w|2 dµσ+1dt.
Combining the previous two estimates now yields∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
(∂tw)
2 + |∇w|2 + |ρ∇2w|2) dµσdt
.
∫ r2
εs2
∫
Bδ2r2 (z0)
f 2 dµσdt+
1
r4
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt. (4.19)
In particular, choosing f = 0, we obtain the statement in the cases (k, |β|) = (0, 1)
and (k, |β|) = (1, 0).
To prove the analogous statement for the second-order spatial derivatives, we have
to lower the exponent on weight factor. For this purpose, we first differentiate the
equation in direction of the tangent vectors close to z0 ∈ ∂B. Without loss of
generality we assume that z0 = e1. We let R2, . . . , RN be rotation matrices in the
sense that Riz ⊥ z for all i and all z ∈ RN , and such that {z,R2z, . . . , RNz} forms a
basis of RN for any z ∈ B`(e1), provided that ` is chosen sufficiently small. Suppose
moreover that the Ri’s are such that Rie1 = ei.
2 At any point z ∈ Bδ2r2(z0) we let
∂˜i = z˜i · ∇ where z˜i = Riz for some fixed i. Differentiating the parabolic equation
yields
∂t∂˜iw − ρ−σ∇ · (ρσ+1∇∂˜iw) = −2ρRi : ∇2w + (σ + 1)∂˜iw,
2E.g., in 3D, we let
R2 =
 0 −1 01 0 −1
0 1 0
 and R3 =
 0 0 −10 0 −1
1 1 0
 ,
so that R2e1 = e2 and R3e1 = e3. Then, for all z ∈ R3 it holds R1z ⊥ z and R2z ⊥ z. Moreover,
for any z ∈ B`(e1) with ` sufficiently small, the set {z,R2z,R3z} forms a basis of R3.
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where A : B :=
∑
ij AijBij for any two matrices A and B. Applying (4.19) to this
equation (with suitable changes between (ε, δ), (ε˜, δ˜), and (εˆ, δˆ)) and then once again
to the original equation yields∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
(∂t∂˜iw)
2 + |∇∂˜iw|2 + |ρ∇2∂˜iw|2
)
dµσdt
.
∫ r2
εˆr2
∫
Bδˆ2r2 (z0)
|ρ∇2w|2 dµσdt+ 1
r4
∫ r2
εˆr2
∫
Bδˆ2r2 (z0)
|∇w|2 dµσdt
(4.19)
. 1
r8
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt.
Applying (4.19) again, we can change the order of differentiation on the left-hand
side and obtain
∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
|∂˜i∂tw|2 + |∂˜i∇w|2 + |ρ∂˜i∇2w|2
)
dµσdt
. 1
r8
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt,
and the estimate is independent of the particular value of i ∈ {2, . . . , N}. This
procedure can be iterated and yields for any multi-index β ∈ NN−10∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
|∂˜βz′∂tw|2 + |∂˜βz′∇w|2 + |ρ∂˜βz′∇2w|2
)
dµσdt
. 1
r4(|β|+1)
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt. (4.20)
Here, we have used the notation z′ = (z2, . . . , zN)T and defined ∂˜
β
z′ in the obvious
way.
In the following, we will write ∇˜′ to denote the tangential gradient operator, that
means, (∂˜2, . . . , ∂˜N)
T .
We turn to the estimates of the derivatives in direction normal to the boundary.
Differentiating the equation in normal direction, using ∂˜1 = z · ∇ yields
∂t∂˜1w − ρ−σ∇ · (ρσ+1∇∂˜1w) + ∆w = 0.
Observing that z · ∇∂˜1w = ∂˜1w + (z − zˆ) ⊗ (z + zˆ) : ∇2w + zˆ ⊗ zˆ : ∇2w, where
zˆ = z/|z|, and ∆w − zˆ ⊗ zˆ : ∇2w = O(|∇˜′∇w|) because {zˆ, R1z, . . . RNz} is a basis
of RN and Riz ⊥ z, 3 we can rewrite this equation as
∂t∂˜1w − ρ−(σ+1)∇ · (ρσ+2∇∂˜1w) = ∂˜1w +O
(|ρ∇2w|)+O (|∇˜′∇w|) . (4.21)
3Since {zˆ, R2z, . . . , RNz} is a basis of RN , we find λij ∈ R such that ei = λi1zˆ+
∑N
j=2 λijRjz.
In particular, for any matrix A ∈ RN×N , we have that Aii = ei⊗ei : A =
(
λi1zˆ +
∑N
j=2 λijRjz
)
⊗
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As in the derivation of (4.19), we can smuggle a cut-off function into the equation.
Applying (4.19) with f being the right-hand side of the resulting equation and with
σ replaced by σ + 1 yields the estimate∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
(∂t∂˜1w)
2 + |∇∂˜1w|2 + |ρ∇2∂˜1w|2
)
dµσ+1dt
.
∫ r2
εr2
∫
Bδ2r2 (z0)
(
|ρ∇2w|2 + |∇˜′∇w|2
)
dµσ+1dt
+
1
r2
∫ r2
εr2
∫
Bδ2r2 (z0)
|ρ∇∂˜1w|2 dµσ+1dt+ 1
r4
∫ r2
εr2
∫
Bδ2r2 (z0)
|∇w|2 dµσ+1dt.
The terms on the right can be estimated using that µσ+1 . min{1, r2}µσ in the
domain of integration. We change the order of differentiation and obtain via (4.20)∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
(∂˜1∂tw)
2 + |∂˜1∇w|2 + |ρ∂˜1∇2w|2
)
dµσ+1dt
. 1
r6
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt.
We can argue similarly for the third order derivatives. Differentiating once more in
transversal direction yields the estimate∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
(∂˜21w)
2 + |∂˜21∇w|2
)
dµσ+2dt .
1
r8
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt.
We finally use a Hardy-type inequality to control the second order derivatives with
respect to the measure µσ: Using the fact that (1 − |z|2)σ ∼ −∇ · (z(1 − |z|2)σ+1)
close to the boundary, it can be proved via integration by parts that∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
|∂˜1∂tw|2 + |∂˜1∇w|2
)
dµσdt
.
∫ r2
εr2
∫
Bδ2r2 (z0)
(
|∂˜21∂tw|2 + |∂˜21∇w|2
)
dµσ+2dt.
(
λi1zˆ +
∑N
j=2 λijRjz
)
: A. If A is symmetric, an expansion yields
Aii = (λ1i)
2zˆ ⊗ zˆ : A+
N∑
j,k=2
λijλik(Rjz)⊗ (Rkz) : A+ 2
N∑
j,k=2
λijλik(Rjz)⊗ zˆ : A.
Notice that ei · zˆ = λi1 by orthogonality, and thus 1 = |zˆ|2 =
∑N
i=1(ei · zˆ)2 =
∑N
i=1(λi1)
2. In
particular, summing over all i yields
tr(A) =
N∑
i=1
Aii = zˆ ⊗ zˆ : A+
N∑
i=1
N∑
j,k=2
λijλik(Rjz)⊗ (Rkz) : A+ 2
N∑
i=1
N∑
j,k=2
λijλik(Rjz)⊗ zˆ : A.
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A combination of the previous estimates now yields∫ r2
ε˜r2
∫
Bδ˜2r2 (z0)
(
|∂˜1∂tw|2 + |∂˜1∇w|2
)
dµσdt .
1
r8
∫ r2
εr2
∫
Bδ2r2 (z0)
w2 dµσdt,
and thus, together with (4.20) we get the first statement of the lemma for (k, |β|) ∈
{(1, 1), (0, 2)}. Control on higher order estimates can be obtained via iteration.
The second statement can be proved in a very similar (but easier) way. Indeed,
choosing δ smaller if necessary, Lemma 4.2 enables us to derive the statement in the
Euclidean and unweighted setting. (In other words, the equation is strictly parabolic
in this situation.) Such a result being standard, we omit further details. 
In the following lemma, we establish uniform bounds on solutions and their deriva-
tives by combining the estimates from the previous lemma with Morrey-type in-
equalities.
Lemma 4.9. Let w be a solution to the homogeneous equation (4.16) and let z0 ∈ B
and τ ≥ 0. Let 0 < ε < 1 and 0 < δ < 1 sufficiently small. Then, for all k ∈ N0,
β ∈ NN0 and 0 < r . 1, the following holds:
1. If
√
ρ(z0) ≤ δr, then
|∂kt ∂βzw(t, z)|2 .
r−4k−4|β|
r2|Bdr (z0)|σ
∫ τ+r2
τ
∫
Bdr (z0)
w2 dµσdt (4.22)
for all (t, z) ∈ [τ + εr2, τ + r2]×Bdδr(z0).
2. If
√
ρ(z0) ≥ δr, then
|∂kt ∂βzw(t, z)|2 .
r−4k−2|β| (ρ(z0))
−|β|
r2|Bdr (z0)|σ
∫ τ+r2
τ
∫
Bdr (z0)
w2 dµσdt (4.23)
for all (t, z) ∈ [τ + εr2, τ + r2]×Bdδr(z0).
Proof. Upon a shift in the time variable it is enough to consider the case τ = 0
only. As in the proof of the previous lemma, we will often write the handier B`(z0)
instead of B`(z0) ∩B1(0).
We will start considering the scenario
√
ρ(z0) ≤ δr. According to Lemma 4.2, it is
enough to prove (4.22) in the situation where z0 is located on the boundary of the
unit ball. In this case Bdδr(z0) can be replaced by Bδ2r2(z0). The statement in (4.22)
now follows from the previous lemma via the estimate
|v(t, z)|2 .
1∑
`=0
N+p∑
|γ|=0
r4`+4|γ|
r2|Bδ2r2(z0)|σ
∫ r2
εr2
∫
Bδ2r2 (z0)∩B
(∂`t∂
γ
z v)
2 dµσdt,
setting v = ∂kt ∂
β
zw and where p ∈ N0 is such that 0 ≤ σ + 1 − p < 1 and (t, z) ∈
[εr2, r2]×Bδ2r2(z0). (We do not attempt to give a sharp estimate here.) Since z0 is
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on the boundary, if δ is sufficiently small, we may replace B1(0) by the half-space
H = {z ∈ RN : zN > 0} and assume that z0 = 0. By the equivalence of norms, we
may also consider cubes instead of balls, and upon rescaling t = r2tˆ, z = r2zˆ and
v = vˆ, the previous estimate follows from
|vˆ(tˆ, zˆ)|2 .
1∑
`=0
N+p∑
|γ|=0
∫ 1
ε
∫
Qδ2 (0)∩H
(∂`tˆ∂
γ
zˆ vˆ)
2 z˜σN dz˜dt˜.
Here, Qr(0) denotes a cube in R
N , centered at 0 and with side length 2r. In view
of the elementary inequality sup[a,b] |f | . ‖f‖L1(a,b) + ‖f ′‖L1(a,b) (with constants
dependent on a and b), we further reduce the statement we have to prove to
|vˆ(zˆN)|2 .
max{p,1}∑
n=0
∫ δ
0
(∂nzˆN vˆ)
2z˜σN dz˜N . (4.24)
The latter is established as follows: We drop the hats and the subscript N from z.
For z ∈ [0, δ] and q = σ + 1− p ∈ [0, 1), we have
v(z) .
∫ δ
0
|v| dz +
∫ δ
0
|v′| dz ≤
(∫ δ
0
v2zq dz +
∫ δ
0
(v′)2zq dz
)1/2(∫ 1
0
1
zq
dz
)1/2
,
where we have used the Cauchy–Schwarz inequality. Since q < 1, the latter integral
converges. Notice first that if p = 0, that is σ < 0, we can lower the weight,
zq = zσ+1 ≤ zσ, and (4.24) follows from the previous estimate. The same holds true
if p = 1, because then q = σ. From now on we assume that p ≥ 2. Letting η denote
a cut-off function supported in [0, 2δ] with η = 1 in [0, δ], we obtain via integration
by parts ∫ 1
0
ηf 2zq dz .
∫ 1
0
η(f ′)2zq+1 dz +
∫ 1
0
(η + |η′|)(f)2zq+1 dz.
Choosing f = v and f = v′, and repeating this procedure p− 1 times yields∫ δ
0
(v2 + (v′)2)zq dz .
p∑
n=0
∫ 2δ
0
(∂nz v)
2zq+p−1 dz.
By the choice of p and the definition of q, it is q + p− 1 = σ, which proves (4.24).
We finally comment on the proof of the second assertion. Thanks to Lemma 4.2,
the assumption
√
ρ(z0) ≥ δr converts the problem into the unweighted Euclidean
setting. Thus, a standard Morrey inequality is applicable and yields the desired
result. We omit details. 
For two arbitrarily fixed real numbers a and b, b > 0, we define the auxiliary function
χa,b : B1(0)×B1(0)→ [0,∞) by
χa,b(z, z0) :=
adˆ(z, z0)
2√
b+ dˆ(z, z0)2
,
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where
dˆ(z, z0)
2 :=
|z − z0|
ρ(z) + ρ(z0) + |z − z0| ∼ d(z, z0)
2.
A short computation shows that√
ρ(z)|∇zχa,b(z, z0)| . |a|, (4.25)
which in particular implies that χa,b( · , z0) is Lipschitz continuous with respect to
the induced metric d, that is
|χa,b(z, z0)− χa,b(z′, z0)| . |a|d(z, z′). (4.26)
Indeed, if we denote the gradient on (M, g) by ∇g, then Lipschitz continuity of
a mapping χ : M → R with Lipschitz constant proportional to |a| follows from
the gradient estimate
√
g(∇gχ,∇gχ) . |a|. Since in our case g ∼ ρ−1(dz)2 and
∇g ∼ ρ∇, the latter is equivalent to (4.25).
The function χa,b will be a key ingredient in the derivation of the Carleson measure
estimate (Proposition 4.2) and the Gaussian estimate (Proposition 4.3) below. The
following result is an intermediate step towards both estimates.
Lemma 4.10. Let w be the solution to the initial value problem (4.16), (4.17). Then
there exists a constant C > 0 such that for all z, z0 ∈ B1(0), 0 < r ≤
√
2 and t ≥ r2
and any k ∈ N0 and β ∈ NN0 it holds
|∂kt ∂βzw(t, z)| .
r−2k−|β|(r +
√
ρ(z))−|β|
|Bdr (z)|1/2σ
eCa
2t−χa,b(z,z0)‖eχa,b( · ,z0)g‖L2σ .
Proof. For abbreviation, we will write χ := χa,b( · , z0). Notice that eχw solves the
equation
∂t(e
χw)− ρ−σ∇ · (ρσ+1∇(eχw)) = −ρ−σ∇ · (ρσ+1∇eχ)w − 2ρ∇w · ∇eχ.
Hence, testing with ρσeχw and integrating by parts a multiple times yields the
identity
d
dt
1
2
∫
(eχw)2 dµσ +
∫
|∇(eχw)|2 dµσ+1 =
∫
|∇eχ|2w2 dµσ+1.
Invoking the gradient estimate (4.25) and a Gronwall argument, this implies∫
(eχw(t))2 dµσ ≤ e2Ca2t
∫
(eχg)2 dµσ (4.27)
for some C > 0. We now combine this estimate with the L∞–L2 bounds from
Lemma 4.9. Estimates (4.22) and (4.23) together imply the bound
|∂kt ∂βzw(t, z)|2 .
r−4k−2|β|(r +
√
ρ(z))−2|β|
|Bdr (z)|σ
sup
z˜∈Bdr (z)
e−2χ(z˜) sup
t≤τ+r2
∫
Bdr (z)
(eχw(t))2 dµσ
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for all 0 < r . 1 and t ∈ [τ + εr2, τ + r2]. Hence, applying (4.27), we have
|∂kt ∂βzw(t, z)| .
r−2k−|β|(r +
√
ρ(z))−|β|
|Bdr (z)|1/2σ
sup
z˜∈Bdr (z)
e−χ(z˜)+Ca
2(τ+r2)‖eχg‖L2σ .
It remains to invoke the Lipschitz bound (4.26) and we choose t = τ + r2 for
conclusion. 
The above estimate is valuable for estimating the small time behavior of solutions.
For large times, we can do much better by taking into account the spectral infor-
mation on the linear operator obtained by the author in [47]. We will recall the
results of [47] in every detail in Section 6 below. At this stage, only the following is
relevant: A solution w to the initial value problem (4.16), (4.17) can be written as
the semi-flow w(t) = e−tHg on the homogeneous Sobolev space H˙1σ+1. Here H is the
self-adjoint (Friedrichs) extension of −ρ∆ + (σ + 1)z · ∇ to H˙1σ+1. The regularity
obtained in Lemma 4.10 guarantees that solutions are in the domain of H for pos-
itive times. The work [47] contains a computation of the purely discrete spectrum
of H which lies in the set (0,∞). In particular, if we denote by λ1 the smallest
eigenvalue, we have the spectral gap estimate∫
∇w · ∇Hw dµσ+1 ≥ λ1
∫
|∇w|2 dµσ+1. (4.28)
Notice that the latter is not true for the Hilbert space L2σ. Indeed, the latter contains
nonzero constants (which are modded out in the diagonalization [47]), and thus, the
corresponding operator on L2σ has, in addition, a zero eigenvalue.
With these preparations, we are now in the position to state and prove the following:
Lemma 4.11. Let w be the solution to the initial value problem (4.16), (4.17). Let
k ∈ N0 and β ∈ NN0 be such that k + |β| ≥ 1. Then, for all t ≥ 12 and z ∈ B1(0) it
holds
|∂kt ∂βzw(t, z)| . e−λ1t‖∇g‖L2σ+1 .
Proof. Since w is a solution to the homogeneous equation ∂tw +Hw = 0, it holds
that
d
dt
1
2
∫
|∇w|2 dµσ+1 = −
∫
∇w · ∇Hw dµσ+1.
The spectral gap estimate (4.28) and a Gronwall argument then yield
‖∇w‖L2σ+1 ≤ e−λt‖∇g‖L2σ+1 .
Notice that c =
∫
w dµσ is a conserved quantity for the homogeneous equation
(4.16). Hence, with the help of Lemma 4.9 in which we choose r = 1 , ε = 1/2 and
z0 = 0, and a Hardy–Poincare´ estimate (e.g., [47, Lemma 3]) we obtain for every
(t, z) ∈ [τ + 1/2, τ + 1]×B1(0) that
|∂kt ∂βzw(t, z)|2 .
∫ τ+1
τ
∫
(w − c)2 dµσ .
∫ τ+1
τ
∫
|∇w|2 dµσ+1.
We easily infer the statement of the lemma. 
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The first main result of this subsection is the control of the Carleson measures
‖w‖X(p) in terms of the Lipschitz norm of the initial datum.
Proposition 4.2. Let w be the solution to the initial value problem (4.16), (4.17).
Then
‖w‖X(p) + ‖w‖Lip . ‖g‖Lip.
Proof. Upon a shift in the time variable, the exponential decay estimates of Lemma
4.11 imply that
|∂kt ∂βzw(t, z)| . e−λ1t‖w (1/2) ‖Lip,
for ant t ≥ 1, and thus the control of large time terms (r & 1) in the Carleson
measures follows from the control of the small time terms (r . 1).
Let z0 ∈ B1(0), 0 < r . 1 and t ∈
(
r2
2
, r2
)
. Observing that w − g(z0) is a
solution to the homogeneous equation with initial datum g − g(z0) and using that
χa,b(z0, z0) = 0, we deduce from Lemma 4.10 that
|∂kt ∂βz
∣∣
z=z0
(w(t, z)− g(z0))|
. r
−2k−|β|(r +
√
ρ(z0))
−|β|
|Bdr (z0)|1/2σ
eCa
2t‖eχa,b( · ,z0)| · −z0|‖L2σ‖g‖Lip
for all k ∈ N0 and β ∈ NN0 . We now specify the choice of a and b by setting a = −1r ,
b = r2. We claim that
‖eχ− 1r ,r2 ( · ,z0)| · −z0|‖L2σ . r(r +
√
ρ(z0))|Bdr (z0)|1/2σ . (4.29)
Prior to establishing this estimate, we derive the statement of proposition. Thanks
to (4.29), the estimate from Lemma 4.10 (now with the above choice of a and b)
becomes
|∂kt ∂βzw(t, z0)| . r1−2k−|β|(r +
√
ρ(z0))
1−|β|‖g‖Lip,
for all z0 ∈ B1(0), provided that k + |β| ≥ 1. In the case (k, |β|) = (0, 1), the terms
depending on r drop out and we obtain uniform control on ∇w and thus on the
Lipschitz norm of w. Otherwise, if (k, |β|) ∈ {(1, 1), (0, 2), (0, 3)}, integration over
Qdr(z) and rearranging terms yields the desired estimates on ∂t∇w, ∇2w, and ∇3w.
Notice that in this argument we additionally use the estimate r ≤ r + √ρ(z0) .
r +
√
ρ(z) for all z0 ∈ Bdr (z), which is a consequence of Lemma 4.2.
We finally turn to the proof of (4.29). For j ∈ N consider the annuli Aj :=
Bdˆjr(z0) \ Bdˆ(j−1)r(z0), which cover B1(0) and satisfy Aj = ∅ if j  1r . An ele-
mentary computation shows that χ− 1
r
,r2(z, z0) ≤ − j−1√5 for z ∈ Aj. Hence, for all
j . 1
r
, ∫
Aj
e
2χ− 1r ,r2
(z,z0)|z − z0|2 dµσ(z) . e−
2√
5
j
j2r2(jr +
√
ρ(z0))
2|Aj|σ
41
by the comparison formula for Euclidean and intrinsic balls, cf. Lemma 4.1. Invoking
the volume formula for intrinsic balls from Lemma 4.3 we further estimate
|Aj|σ . (jr)N(jr +
√
ρ(z0))
N+2σ . jκ|Bdr (z0)|σ
for some κ > 0. Notice that the latter is only valid because j . 1
r
. Hence, combining
the previous two estimates and summing over all j ∈ N0 yields (4.29) as desired.
This concludes the proof. 
From Lemma 4.10, we also deduce the existence of a heat kernel, that is, the integral
kernel of the heat semi-group operator e−tL (or et∆µ , if the stick to the notation of
the introduction to this section). It is well-known that heat kernels are smooth and
symmetric functions and inherit the semi-group property from the semi-group oper-
ator, cf. [26, Theorem 3.3]. For the sake of a self-contained presentation, we derive
the properties that are relevant for subsequent analysis directly from the Lemmas
4.7, 4.10, and 4.11 above. In particular, we establish sharp decay estimates on the
kernel, that are called Gaussian estimates in analogy to the Euclidean situation. For
general parabolic equation, such estimates we derived by Aronson in [5].
Proposition 4.3. There exists a function G : (0,∞)×B1(0)×B1(0)→ R with the
following properties:
1. For any g ∈ L2σ, the solution w to the initial value problem (4.16), (4.17) has
the representation
∂kt ∂
β
zw(t, z) =
∫
∂kt ∂
β
zG(t, z, z
′)g(z′) dµσ(z′)
for all k ∈ N0, β ∈ NN0 , t > 0 and z ∈ B1(0).
2. For every (t, z, z′) ∈ (0,∞)×B1(0)×B1(0), it holds
G(t, z, z′) = G(t, z′, z),
i.e., G(t, · , · ) is symmetric for every t > 0.
3. It holds
∂tG− ρ−σ∇z ·
(
ρσ+1∇zG
)
= 0
and, for all z ∈ B1(0)
ρσG(t, z, · )→ δz as t ↓ 0 in the sense of distributions.
In particular, G is a fundamental solution of (4.16).
4. For all z, z′ ∈ B1(0), t ∈ (0,∞) and k ∈ N0, β ∈ NN0 , it holds that
|∂kt ∂βzG(t, z, z′)| .
√
t
−2k−|β| (√
t+
√
ρ(z)
)−|β|
|Bd√
t
(z)|1/2σ |Bd√t(z′)|
1/2
σ
e−Cd(z,z
′)2/t.
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5. For all z, z′ ∈ B1(0), t ∈ (1,∞) and k ∈ N0, β ∈ NN0 with k+ |β| ≥ 1 it holds
|∂kt ∂βzG(t, z, z′)| . e−λ1t.
Proof. For the existence of the heat kernel, we observe that Lemma 4.10 applied
with a = 0, and thus χ ≡ 0, shows the boundedness of the linear mapping
L2σ 3 g 7→ ∂kt ∂βzw(t, z) ∈ R,
for all (t, z) ∈ (0,∞) × B1(0). Hence Riesz’ representation theorem yields the
existence of a unique function Gk,β(t, z, · ) ∈ L2σ such that
∂kt ∂
β
zw(t, z) =
∫
Gk,β(t, z, z
′)g(z′) dµσ(z′).
By uniqueness, it is clear that ∂kt ∂
β
zG = Gk,β, where G = G0,0. Moreover, symmetry
follows from the symmetry of the heat semi-group operator in Lemma 4.7.
We now prove the Gaussian estimate. It is a consequence of the auxiliary estimate
|∂kt ∂βzG(t, z, z′)| .
r−2k−|β|(r +
√
ρ(z))−|β|
|Bdr (z)|1/2σ |Bdr (z′)|1/2σ
eCa
2teχa,b(z,z0)−χa,b(z
′,z0), (4.30)
which holds for any z, z′, z0 ∈ B1(0), t ≥ r2/2 ≥ 0 and a ∈ R, b > 0. Indeed,
choosing z′ = z0, b = 3dˆ(z, z′)2 and a = −2` with ` > 0, we deduce from (4.30) that
|∂kt ∂βzG(t, z, z′)| .
r−2k−|β|(r +
√
1− |z|)−|β|
|Bdr (z)|1/2σ |Bdr (z′)|1/2σ
e4C`
2t−`dˆ(z,z′).
Optimizing the exponent with respect to ` yields `t ∼ dˆ(z, z′) ∼ d(z, z′). The
Gaussian estimate follows by choosing r =
√
t.
We turn to the proof of (4.30). Keeping a ∈ R and b > 0 be arbitrarily fixed, we
write χ = χa,b( · , z0) for abbreviation. Let ξ ∈ L1σ := L1(µσ) be fixed and such that
gξ := e
χ|Br( · )|1/2σ ξ ∈ L2σ. Then wξ given by
wξ(t, z) =
∫
G(t, z, z′)gξ(z′) dµσ(z′)
is a solution to the linear homogeneous equation with initial datum gξ. Applying
Lemma 4.10 with a replaced by −a, i.e., χ replaced by −χ, and with initial time
t/2, we obtain
|∂kt ∂βzwξ(t, z)| .
r−2k−|β|(r +
√
ρ(z))−|β|
|Bdr (z)|1/2σ
eCa
2t/2+χ(z)‖e−χwξ
(
t
2
)
‖L2σ . (4.31)
In particular, since g ∈ L2σ precisely if h = eχg ∈ L2σ, there exists a well-defined
operator
A : L2σ 3 h 7→ e−χh = g 7→ w 7→ w
(
t
2
, ·
)
7→ |Bdr ( · )|1/2σ eχw
(
t
2
, ·
)
∈ L∞.
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This operator is linear and bounded. Indeed, thanks to Lemma 4.10 it holds
|Bdr (z)|1/2σ eχ(z)|w
(
t
2
, z
)
| . eCa2t/2‖h‖L2σ ,
or, equivalently,
‖Ah‖L∞ . eCa2t/2‖h‖L2σ .
By the definition of Ah and the symmetry of the heat semi-group operator, Lemma
4.7, we have the identity∫
Ahξ dµσ =
∫
e−χwξ
(
t
2
, ·
)
h dµσ.
Therefore, the action of the dual operator A∗ : (L∞)∗ → L2σ on functions ξ ∈ L1σ
with gξ ∈ L2σ is A∗ξ = e−χwξ
(
t
2
, · ). In particular, because ‖A‖ = ‖A∗‖, we must
have
‖e−χwξ
(
t
2
, ·
)
‖L2σ . eCa
2t/2‖ξ‖L1σ . (4.32)
We now conclude∫
∂kt ∂
β
zG(t, z, · )gξ dµσ
= ∂kt ∂
β
zwξ(t, z)
(4.31)
. r
−2k−|β|(r +
√
ρ(z))−|β|
|Bdr (z)|1/2σ
eCa
2t/2+χ(z)‖e−χwξ
(
t
2
)
‖L2σ
(4.32)
. r
−2k−|β|(r +
√
ρ(z))−|β|
|Bdr (z)|1/2σ
eCa
2t/2+χ(z)‖ξ‖L1σ .
The last expression in the above chain of inequalities is bounded for any ξ ∈ L1σ
and thus, by approximation, the estimate holds for any such ξ. On the other hand,
thanks to the duality L∞ ∼= (L1σ)∗, we have that
eχ(z
′)|Bdr (z′)|1/2σ |∂kt ∂βzG(t, z, z′)|
≤ sup
‖ξ‖
L1σ
≤1
∫∫
eχ|Bdr ( · )|1/2σ ∂kt ∂βzG(t, z, · )ξ dµσ,
which in combination with the previous estimate yields (4.30).
Since G is a smooth kernel, it satisfies (4.16) itself, and ρσG(t, z, · ) → δz in the
sense of distributions.
Finally, since G( · , · , z′) is a solution to (4.16), an application of Lemma 4.11 and
the Gaussian estimate yields
|∂kt ∂βzG(t, z, z′)| . e−λ1t‖∇G (1/2, · , z′) ‖L2σ+1 . e−λ1t.
This concludes the proof of Proposition 4.3. 
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4.4 Carleson measure estimates for the inhomogeneous prob-
lem
This subsection is devoted to the study of the initial value problem for the inhomo-
geneous parabolic equation
∂tw − ρ−σ∇ ·
(
ρσ+1∇w) = f, (4.33)
w(0, · ) = 0. (4.34)
Thanks to the existence of a smooth solution kernel G(t, z, z′) for the homogeneous
initial value problem, cf. Proposition 4.3 above, solutions to (4.33), (4.34) have an
integral representation. This is the content of the following
Lemma 4.12 (Duhamel’s principle). For (t, t′, z, z′) ∈ (0,∞) × (0,∞) × B1(0) ×
B1(0) with t
′ < t define G(t, t′z, z′) := G(t − t′, z, z′). If f ∈ L2((0,∞);L2σ) and w
is the solution to the initial value problem (4.33), (4.34), then
w(t, z) =
∫ t
0
∫
G(t, t′, z, z′)f(t′, z′) dµσ(z′)dt′,
for all (t, z) ∈ (0,∞)×B1(0).
Proof. The statement follows from the fact that G is a fundamental solution to
(4.16), see Proposition 4.3. 
In Lemma 4.6, we established L2(L2σ) estimates on ∂tw, ∇w and ρ∇w for solutions
to the inhomogeneous problem (4.33), (4.34). As a consequence of the Gaussian
estimates in Proposition 4.3, it turns out that these estimates carry over to any
Lp(Lpσ) space, where L
p
σ := L
p(µσ), provided that p ∈ (1,∞). We will thus call `, k,
and β in ρ`∂kt ∂
β
zw Calderon–Zygmund exponents whenever
(`, k, |β|) ∈ {(0, 1, 0), (0, 0, 1), (1, 0, 2)} .
For these exponents, the kernels ρ`∂kt ∂
β
zG satisfy so-called Calderon–Zygmund can-
cellation conditions, which in turn yield the Lp(Lpσ) estimates. Going one step
further, Muckenhoupt theory allows for dropping the weights if p <∞ is chosen suf-
ficiently large. We thus deduce maximal regularity estimates in regular Lp = Lp(Lp)
spaces.
We refrain from establishing the cancellation conditions in this paper, which would
be a straightforward but tedious calculation based on the Gaussian estimates of
Proposition 4.3. We refer the interested reader to Kienzler’s work [34], specifically
Corollary 3.18, therein.
Lemma 4.13. Let w be the solution to the initial value problem 4.33, (4.34). Then
for any p > max
{
1, 1
σ+1
}
it holds
‖∂tw‖Lp + ‖∇w‖Lp + ‖ρ∇2w‖Lp . ‖f‖Lp
and
‖∂t∇w‖Lp + ‖∇2w‖Lp + ‖ρ∇3w‖Lp . ‖∇f‖Lp .
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Proof. We first notice that Lemma 4.6 ensures that the mappings
L2(L2σ) 3 f 7→ ρ`∂kt ∂βzw ∈ L2(L2σ)
are continuous if `, k, and β are Calderon–Zygmund exponents. The correspond-
ing kernels, ρ`∂kt ∂
β
zG, satisfy the Calderon–Zygmund cancellation condition, cf. [34,
Corollary 3.18], and thus, maximal regularity theory applies and yields
‖ρ`∂kt ∂βzw‖Lp(Lpσ) . ‖f‖Lp(Lpσ).
Furthermore, the Muckenhoupt theory allows for dropping the weights. More pre-
cisely, ρθ−σ is a p-Muckenhoupt weight with respect to µσ if and only if −1 < θ <
p(σ + 1)− 1. We can thus translate the maximal regularity theory from Lp(Lpσ) to
Lp(Lp(ρθ−σ µσ)) = Lp(L
p
θ). In particular, for θ = 0, it holds
‖ρ`∂kt ∂βzw‖Lp . ‖f‖Lp (4.35)
provided that p > max
{
1, 1
σ+1
}
.
The second estimate is obtained from (4.35) by differentiating the equation and
iteration. Thanks to strict parabolicity, this amounts to a standard exercise in the
interior of the unit ball. Close to the boundary, however, we have to argue more
carefully. In fact, after a suitable localization, the techniques developed in the proof
of Lemma 4.8 are applicable. We claim that
‖ρ`∂kt ∂βz∇w‖Lp . ‖f‖Lp(J×B) + ‖∇f‖Lp ,
and leave the details to the reader. Let now h(t) := |B1(0)|−1
∫
f(t, z) dz and
H(t) :=
∫ t
0
h(τ) dτ . Obviously, w − H is a solution to the equation with inho-
mogeneity f − h, and the previous estimate applies. Invoking Poincare´’s inequality
‖f − h‖Lp . ‖∇f‖Lp and observing that ∂kt ∂βz∇(w −H) = ∂kt ∂βz∇w for any choice
of k and β yields the second statement of the lemma. 
In the proof of Proposition 4.4 it will be convenient to decompose f = ηf + (1−η)f
where η denotes a cut-off function which is constantly 1 in the cylinder Qdr(z0) and
vanishes outside the larger cylinder
Q̂dr(z0) :=
(
r2
4
, r2
)
×Bd2r(z0).
First, we provide a “diagonal” Lp estimate.
Lemma 4.14. Let w be a solution to the initial value problem (4.33), (4.34). Sup-
pose that spt f ⊂ Q̂dr(z0) for some z0 ∈ B1(0) and 0 < r ≤
√
2. Then for all
Calderon–Zygmund exponents `, k and β and p > max
{
1, 1
σ+1
}
it holds
r2|Qdr(z0)|−
1
p‖ρ`∂kt ∂βz∇w‖Lp(Qdr(z0)) . ‖f‖Y (p).
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Proof. We deduce from Lemma 4.13 the estimate
‖ρ`∂kt ∂βz∇w‖Lp(Qdr(z0)) . ‖∇f‖Lp(Q̂dr(z0)).
Let {Qdri(zi)}i∈I be a finite cover of Q̂dr(z0) such that ri ∼ r and
∑
i∈I |Qdri(zi)| .
|Q̂dr(z0)|. Then
‖∇f‖Lp(Q̂dr(z0)) ≤
∑
i∈I
‖∇f‖Lp(Qdri (zi))
. 1
r2
∑
i∈I
|Qdri(zi)|
1
p r2i |Qdri(zi)|−
1
p‖∇f‖Lp(Qdri (zi))
. 1
r2
|Q̂dr(z0)|
1
p‖f‖Y (p).
Notice that |Q̂dr(z0)| = 34r2|Bd2r(z0)| . r2|Bdr (z0)| = |Qdr(z0)| by Lemma 4.3. This
proves the lemma. 
In the case (`, k, |β|) = (0, 0, 1), if √ρ(z0)  r, the estimate of Lemma 4.14 is not
strong enough to obtain a Carleson measure bound. The stronger estimate will be
derived in the following lemma. Simultaneously, we establish a pointwise estimate
on ∇w.
Lemma 4.15. Let w be a solution to the initial value problem (4.33), (4.34).
Suppose that spt f ⊂ Q̂dr(z0) for some z0 ∈ B1(0) and 0 < r ≤
√
2. Let p >
max
{
N + 1, 1
σ+1
}
. Then, for any t ∈ [0, r2] it holds
|∇w(t, z0)| . ‖f‖Y (p).
Moreover, if
√
ρ(z0) r and p > max
{
N + 2, 1
σ+1
}
, it holds
r
(
r +
√
ρ(z0)
)
|Qdr(z0)|−
1
p‖∇2w‖Lp(Qdr(z0)) . ‖f‖Y (p).
Proof. It is convenient to deduce the two statements from the following estimates
on w and ∇w, respectively: Let f˜ ∈ Lp. Suppose that w˜ is a solution to (4.33),
(4.34) with f replaced by f˜ . If p > N + 1, then
|w˜(t, z)| . r2|Qdr(z)|−
1
p‖f˜‖Lp (4.36)
for all (t, z) ∈ [0, r2]×B1(0), and if p > N + 2 and
√
ρ(z) & r then
r
√
ρ(z)|∇w˜(t, z)| . r2|Qdr(z)|−
1
p‖f˜‖Lp (4.37)
for all (t, z) ∈ [0, r2]×B1(0).
Indeed, differentiation of (4.33) with respect to the i-th coordinate gives the equation
∂t∂iw − ρ−σ∇ ·
(
ρσ+1∇∂iw
)
= ∂if + zi∆w + (σ + 1) (∂iw + z · ∇∂iw) .
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Let f˜ be the right-hand side of this identity. Applying (4.36) to w˜ = ∂iw and
summing over i yields
|∇w(t, z)| . r2|Qdr(z)|−
1
p
(‖∇f‖Lp + ‖∇w‖Lp + ‖∇2w‖Lp) ,
for all (t, z) ∈ [0, r2]×B1(0). With the help of Lemma 4.13, using that f is supported
in Q̂dr(z0) and choosing z = z0, the latter turns into
|∇w(t, z0)| . r2|Qdr(z0)|−
1
p‖f‖W 1,p(Q̂dr(z0)).
Arguing as in the proof of the previous lemma, the right-hand side is controlled by
‖f‖Y (p), which shows the first statement of the lemma.
In a very similar way, we deduce from (4.37) the estimate
r
√
ρ(z)|∇2w(t, z)| . |Qdr(z)|−
1
p |Qdr(z0)|
1
p‖f‖Y (p),
for all (t, z) ∈ [0, r2] × Bdr (z0). In view of Lemma 4.2, it is ρ(z) ∼ ρ(z0) for all
z ∈ Bdr (z0) provided that
√
ρ(z0)  r. Hence |Qdr(z)| ∼ |Qdr(z0)| and integrating
the previous estimate over Qdr(z0) yields the second statement of the lemma.
It remains thus to prove (4.36) and (4.37). Both estimates can be established simul-
taneously. We use the heat kernel to represent the solution, cf. Lemma 4.12, and
estimate with Ho¨lder’s inequality
|∂βz w˜(t, z)| ≤ ‖∂βzG(t, · , z, · )‖Lq((0,r2);Lqqσ)‖f˜‖Lp(Q̂dr(z0)),
for all (t, z) ∈ [0, r2] × B1(0), and where 1p + 1q = 1 as usual and β ∈ NN0 such
that |β| ∈ {0, 1}. The estimates (4.36) and (4.37) follow thus from appropriate Lq
estimates on the heat kernel. First, recall the Gaussian estimate from Proposition
4.3
|∂βzG(t, t′, z, z′)| .
√
τ
−|β| (√
τ +
√
ρ(z)
)−|β|
|Bd√τ (z)|−1σ e−Cd(z,z
′)2/τ , (4.38)
where we have set τ = t−t′ and we have used Lemma 4.4 to replace the ball centered
at z′ by the ball centered at z. We let
{
Bd
j
√
τ
(z)
}
1≤j≤J
be a cover finite cover of
B1(0) and estimate∫
e−qCd(z,z
′)2/τ dµqσ(z
′) .
J∑
j=1
∫
Bd
j
√
τ
(z)\Bd
(j−1)√τ (z)
e−qCd(z,z
′)2/τ dµqσ(z
′)
.
J∑
j=1
e−qC(j−1)
2|Bdj√τ (z)|qσ.
Invoking Lemma 4.3, we compute |Bd
j
√
τ
(z)|qσ . jκ|Bd√τ (z)|qσ ∼ jκ|Bd√τ (z)|1−q|Bd√τ (z)|qσ
for some κ > 0. Hence∫
e−qCd(z,z
′)2/τ dµqσ(z
′) .
∑
j∈N
jκe−qC(j−1)
2|Bd√τ (z)|1−q|Bd√τ (z)|qσ.
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Because the series is convergent, an integration of (4.38) over (0, r2)×B1(0) yields∫ r2
0
∫
|∂βzG(t, t′, z, z′)|q dµqσ(z′)dt′ .
∫ r2
0
√
τ
−q|β| (√
τ +
√
ρ(z)
)−q|β|
|Bd√τ (z)|1−q dτ.
Once again, we distinguish the cases where z is relatively close to the boundary
and the case where it is not. In the first case, if
√
ρ(z) . r, we choose β = 0 and
estimate with the help of Lemma 4.1∫ r2
0
|Bd√τ (z)|1−q dτ .
∫ r2
0
τ (1−q)N dτ . r2(1−q)N+2 . r2|Bdr (z)|1−q,
provided that p > N + 1. In the second case, if
√
ρ(z) & r, we have∫ r2
0
√
τ
−q|β| (√
τ +
√
ρ(z)
)−q|β|
|Bd√τ (z)|1−q dτ
.
√
ρ(z)
−q|β|+(1−q)N
∫ r2
0
√
τ
−q|β+(1−q)N
dτ
.
√
ρ(z)
−q|β|+(1−q)N
r−q|β|+(1−q)N+2
.
(
r
√
ρ(z)
)−|β|
r2|Bdr (z)|1−q,
provided that (2− |β|)p > N + 2. Therefore, in either case, if p > N + 1 it holds
‖G(t, · , z, · )‖Lq((0,r2);Lqqσ) . r
2
q |Bdr (z)|
1
q
−1 ∼ r2|Qdr(z)|−
1
p ,
which implies (4.36). The estimate (4.37) follows analogously with |β| = 1 and
p > N + 2. 
We come now to the “off-diagonal” estimates. We define
Q˜dr(z0) :=
(
3
4
r2, r2
)
×Bdr
2
(z0),
so that Q˜dr(z0) ⊂ Qdr(z0) ⊂ Q̂dr(z0).
Lemma 4.16. Let w be the solution to the initial value problem (4.33), (4.34).
Suppose that spt f ⊂ [0, r2] × B1(0) \ Qdr(z0) for some z0 ∈ B1(0) and 0 < r ≤
√
2.
Then for all (t, z) ∈ Q˜dr(z0) and p > max
{
1, 1
σ+1
}
it holds
|∇w(t, z)|+ r2|∂t∇w(t, z)|+ r
(
r +
√
ρ(z)
)
|∇2w(t, z)|+ r2ρ(z)|∇3w(t, z)|
. ‖f‖Y (p).
Proof. We start the proof with an elementary auxiliary estimate whose proof we
postpone until later: We claim that there exists a constant C˜ > 0 such that
√
t− t′−θe−Cd(z,z′)/(t−t′) . r−θe−C˜d(z,z′)/r (4.39)
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for all (t, z) ∈ Q˜dr(z0) and (t′, z′) ∈ [0, r2] × B1(0) \ Qdr(z0). In the following C˜ will
denote a universal constant whose value may change from line to line.
For all (t, z) ∈ Q˜dr(z0) it is f(t, z) = 0 and thus∣∣∂kt ∂βzw(t, z)∣∣
.
∫ r2
0
∫ √τ−2k−|β| (√τ +√ρ(z))−|β| e−Cd(z,z′)2/τ
|Bd√
τ
(z)|1/2σ |Bd√τ (z′)|1/2σ
|f(t− τ, z′)| dµσ(z′)dτ
by Duhamel’s principle (Lemma 4.12) and the Gaussian estimates (Proposition 4.3).
The estimate (4.39) and the monotonicity of the function s 7→ s
s+c
show that we
can replace
√
τ by r in the above estimate. Thanks to Lemma 4.4, we can moreover
substitute balls centered at z′ by balls centered at z and vice versa. We thus have
r2k+|β|−1
(
r +
√
ρ(z)
)|β|−1 ∣∣∂kt ∂βzw(t, z)∣∣
.
∫ r2
0
∫
e−C˜d(z,z
′)/r
r|Bdr (z)|σ
(
r +
√
ρ(z′)
)−1
|f(t′, z′)| dµσ(z′)dt′.
Let
{
Bdr (zi)
}
1≤i≤n be a family of balls covering B1(0). Observing that d(z, zi) .
d(z, z′) + r for any z′ ∈ Bdr (zi), we further estimate the expression on the right-hand
side by (
n∑
i=1
e−C˜d(z,zi)/r
)
sup
z˜∈B
e−C˜d(z,z˜)/r
r|Bdr (z)|σ
∫ r2
0
∫
Bdr (z˜)
(r +
√
ρ)−1 |f | dµσ(z′)dt′.
The sum is bounded uniformly in r and z. Moreover, thanks to Lemma 4.4, we can
replace z by z˜ in the multiplicative factor in front of the integral. Hence, to prove
the statement of the lemma, we have to show that
1
r|Bdr (z˜)|σ
‖ρσ (r +√ρ)−1 f‖L1((0,r2)×Bdr (z˜)) . ‖f‖Y (p). (4.40)
For that purpose, we cover the domain of integration with a countable number of
intrinsic cylinders. More precisely, with rj =
√
3/2
−j
r for j ∈ N0, we find a finite
family of balls
{
Bdrj(zij)
}
1≤j≤nj
with zij ∈ Bdr (z˜) such that
nj∑
i=1
|Bdrj(zij)|σ . |Bdr (z˜)|σ (4.41)
uniformly in j and r. (The latter follows from a non-Euclidean version of Vitali’s
covering lemma, cf. [36, Lemma 2.2.2]). Then (0, r2)×Bdr (z˜) ⊂ ∪j∈N0∪1≤i≤njQdrj(zij)
and thus, via Ho¨lder’s inequality
‖ρσ (r +√ρ)−1 f‖L1((0,r2)×Bdr (z˜)) .
∑
j∈N0
nj∑
i=1
‖ρσ (rj +√ρ)−1 ‖Lq(Qdrj (zij))‖f‖Lp(Qdrj (zij)),
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where 1
p
+ 1
q
= 1. It follows from Lemma 4.2 that (rj +
√
ρ)−1 . (rj +
√
ρ(zij))
−1 in
Bdrj(zij). Therefore,
‖ρσ (rj +√ρ)−1 ‖Lq(Qdrj (zij)) .
(
rj +
√
ρ(zij)
)−1
|Qdrj(zij)|
1
q
qσ
∼ r
2
j
rj +
√
ρ(zij)
|Bdrj(zij)|σ|Qdrj(zij)|−
1
p .
Notice that the measure µqσ is finite only if qσ > −1, or equivalently, p > 1σ+1 .
Combining the previous two estimates and using (4.41) and the convergence of the
geometric series yields (4.40).
We finally turn to the proof of (4.39). we first consider the case where z′ ∈ Bdr (z0).
We then must have t′ 6∈
(
r2
2
, r2
)
, and thus τ = t− t′ ≥ 1
4
r2. Then
√
τ
−θ
e−Cd(z,z
′)2/τ ≤ √τ−θ . r−θ . r−θe−Cd(z,z′)/r,
because d(z, z′) . d(z, z0) + d(z0, z′) ≤ 32r. In the complementary case, where
z′ 6∈ Bdr (z0), it holds that r2 ≤ d(z, z′) because z ∈ Bdr2 (z0)
4 Now, a small computation
shows that the function τ 7→ e−Cd(z,z′)2/τ√τ−θ is increasing as long as 0 < τ .
d(z, z′)2. Since τ ≤ r2 . d(z, z′)2, it thus holds that
√
τ
−θ
e−Cd(z,z
′)2/τ . r−θe−Cd(z,z′)2/r2 ≤ r−θe−Cd(z,z′)/r.
This proves (4.39).

We are finally in the position to derive the Caleson-measure estimate for the initial
value problem (4.33), (4.34).
Proposition 4.4. Let w be a solution to the initial value problem (4.33), (4.34).
Suppose that p > max
{
N + 2, 1
σ+1
}
. Then
‖w‖X(p) + ‖w‖Lip+ . ‖f‖Y (p).
Proof. We start with the estimates for small times, i.e., we assume that r ≤ √2.
There is no loss of generality to assume that f(t, · ) = 0 for t ≥ r2. We fix (t, z0) ∈
(0, r2) × B1(0) let η denote a cut-off function such that η = 1 in Qdr(z0) and η = 0
outside Q̂dr(z0). We decompose f = f1 + f2 with f1 = ηf and f2 = (1− η)f , so that
spt f1 ⊂ Q̂dr(z0) and spt f2 ⊂ [0, r2]×B \Qdr(z0). Let w1 and w2 denote the solutions
to the inhomogeneities f1 and f2, respectively. By the linearity of the equation, it
4Here we assume that the triangle inequality holds for d for notational convenience. In fact,
to guarantee a lower bound d(z, z′) & r in this case, we would have to consider intrinsic balls of
smaller radius in the definition of Q˜dr(z0).
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holds w = w1 + w2. We deduce the control of w1 from Lemmas 4.14 and 4.15 and
of w2 from Lemma 4.16. For instance, for all t ∈ [0, r2],
|∇w(t, z0)| ≤ |∇w1(t, z0)|+ |∇w2(t, z0)| . ‖f1‖Y (p) + ‖f2‖Y (p).
The latter is controlled by ‖f‖Y (p) because
|∇η| . r−1
(
r +
√
ρ(z0)
)−1
.
We thus have |∇w(t, z0)| . ‖f‖Y (p) for all (t, z0) ∈ [0, r2] × B1(0). The right-hand
side being independent of r and z0, this proves the desired Lipschitz bound for w
for small times t ∈ [0, 2]. The Carleson measure estimates in this time interval are
derived similarly.
It remains to derive the estimates for large times, T ≥ 1. By superposition, in
view of the above estimates and Proposition 4.2 we can thus assume that f ≡ 0 in
[0, 1) × B1(0). We let χ = χ(T,T+1) and decompose f = f1 + f2 with f1 = χf and
f2 = (1 − χ)f . Let w1 and w2 denote the solutions to the inhomogeneities f1 and
f2, respectively.
From Lemma 4.13, we deduce that
‖∂t∇w1‖Lp(Q(T )) + ‖∇2w1‖Lp(Q(T )) + ‖ρ∇3w1‖Lp(Q(T )) . ‖∇f1‖Lp(Q(T )). (4.42)
To gain control on the Lipschitz norm of w1, we invoke the Sobolev embedding
theorem, which, if p > N reads
‖ζ‖L∞(Q(T )) . ‖ζ‖Lp(Q(T )) + ‖∂tζ‖Lp(Q(T )) + ‖∇ζ‖Lp(Q(T )).
Choosing ζ = ∇w1 and using a Poincare´ estimate in time with ∇w1(T ) = 0, (4.42)
yields
‖∇w1‖L∞(Q(T )) . ‖∇f1‖Lp(Q(T )) ≤ ‖f1‖Y (p).
In order to derive the analogous estimates for w2, we use the exponential decay of
the Gaussian in Proposition 4.3 to estimate
|∂kt ∂βzw2(t, z)| .
∫ T
1
∫
e−λ1(t−t
′)|f2(t′, z′)| dµσ(z′)dt′,
for all (t, z) ∈ (T + 1
2
, T
)×B1(0). We employ Ho¨lder’s inequality and use that µqσ
is a finite measure if its dual p > 1
σ+1
. Then
|∂kt ∂βzw2(t, z)| . e−λ1t
[T ]∑
n=1
(∫ n+1
n
eλqt
′
dt′
)1/q
‖f2‖Lp(Q(k)).
The sum is estimated by eλ1t, and we obtain thus control in the Lipschitz norm
and the Lp norm in the cylinder
(
T + 1
2
, T
) × B1(0). Arguing as before, we obtain
control of w = w1 + w2 in that cylinder because ‖fi‖Y (p) ≤ ‖f‖Y (p), and the bound
is independent of the decomposition. The desired statement easily follows. 
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5 The nonlinear problem
In this section, we turn to the proof of Theorem 2.1, that is, we will show well-
posedness of the nonlinear perturbation equation (2.5) in a neighborhood of the
constant w∗ ≡ 0 and establish analytic dependence of solutions on the initial data
in that neighborhood. For convenience, we rewrite (2.5) as:
∂tw − ρ−σ∇ ·
(
ρσ+1∇w) = βρF (w,∇w)− ρ−σ∇ · (ρσ+1zF (w,∇w)) , (5.1)
where β = N + 2σ + 1 and
F (q, p) =
|p|2
1 + q + z · p
for (q, p) ∈ R×RN . For abbreviation, we will sometimes denote the right-hand side
of (5.1) by f(w). Well-posedness for this equation will be derived by combining the
linear theory of the previous section with a fixed point argument, that relies on the
observation that the nonlinearity is essentially quadratic in a neighborhood of the
constant w∗ ≡ 0. However, a direct application of the linear theory presents us with a
technical problem: The (semi-)norm on the solution space X(p) in Section 4 contains
only the homogeneous part of the Lipschitz norm, whereas the nonlinearity F above
demands control of the full C0,1 norm to prevent the denominator from degenerating.
We will face a second problem later in Section 6: Theorem 2.1 shows that the
nonlinear problem (5.1) generates a C0,1 semi-flow locally in a neighborhood of the
constant w∗ ≡ 0. However, in order to fit into the dynamical systems framework
needed to establish invariant manifold theorems, it is necessary to extend the local
flow into a global one.
We will tackle both problems simultaneously by considering a truncated version of
(5.1) first. More precisely, we introduce a smooth function that cuts the nonlinear
terms off at points where the solution or its gradient is too large. The resulting
equation is linear at such points. If, however, a solution is globally sufficiently
small in C0,1, then the cut-off is inactive and the truncated equation coincides with
the original one. The latter is guaranteed by a smallness condition on the initial
datum thanks to the a priori estimates from Theorem 4.1 and a (weak) comparison
principle, cf. Lemmas 5.1 and 5.2 below.
With regard to the invariant manifold theorem that will be derived in Section 6,
working with the truncated equation instead of (5.1) has one more advantage: The
truncated equation generates not only a semi-flow in C0,1, but also in L2σ. We prefer
to exploit the latter as it closely connects to the spectral analysis conducted in [47].
Moreover, many of the concepts used in the derivation of the theorem are easier
explained and formulated in the Hilbert space setting. We will eventually transfer
the results from L2σ to C
0,1 with the help of smoothing estimates.
This section is organized as follows: In Subsection 5.1, we introduce and study the
truncated problem. We prove well-posedness in L2σ and establish a priori estimates
in smoother spaces. Subsection 5.2 contains the proof of well-posedness of the full
nonlinear perturbation equation, Theorem 2.1.
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5.1 The truncated problem
We let ηˆ : [0,∞) → [0, 1] be a smooth cut-off function that is supported on [0, 2)
and constantly one on [0, 1]. Let 0 < ε, δ < 1 be fixed such that
√
2 (ε+ δ) < 1. We
then set for (q, p) ∈ R×RN
ηε,δ(q, p) = ηˆ
(
q2
δ2
)
ηˆ
( |p|2
ε2
)
,
and with that Fε,δ = ηε,δF . The truncated equation is
∂tw − ρ−σ∇ ·
(
ρσ+1∇w) = βρFε,δ(w,∇w)− ρ−σ∇ · (ρσ+1zFε,δ(w,∇w)) . (5.2)
For abbreviation, we denote the right-hand side by fε,δ(w). It is clear that this
equation is equivalent to (5.1) as long as |w| ≤ δ and |∇w| ≤ ε.
Notice that in (5.2), the cut-off ηε,δ acts on both w and ∇w, so that the nonlinearity
Fε,δ(w,∇w) is globally defined. Conveniently, the cut-off not only allows for a global
C0,1 semi-flow as a consequence of the estimates derived in Theorem 4.1. It also has
a regularizing effect as now a Hilbert space theory becomes applicable. Via a fixed
point argument, it yields the existence of a global L2σ semi-flow. It seems hence
natural to first construct invariant manifolds for the flow for the truncated equation
in the Hilbert space setting and then carry the results over to the original equation
for the C0,1 semi-flow. This will be done in Section 6 below.
We finally remark that for the derivation of Theorem 2.1, the study of the truncated
equation is redundant and Theorem 2.1 can be established directly using Carleson
measure estimates and a fixed point argument exploiting the quadratic behavior of
F (q, p) in p near the origin. For this, however, in addition to the Carleson measures
in Theorem 4.1, which are formulated for the gradient of w, we would have to
establish the analogous bounds for w itself to gain control over the full C0,1 norm
in terms of the initial datum. In this regard, the situation considered in this paper
is slightly more complex than the one studied in [34].
We now state and prove
Theorem 5.1. There exists ε0 > 0 such that for every 0 < ε ≤ ε0 and 0 < δ < 1
with
√
2 (ε+ δ) < 1 the following holds: For every g ∈ L2σ, there exists a unique
solution w to the truncated equation (5.2) with initial datum g. Moreover, w ∈
L∞((0,∞);L2σ) ∩ L2((0,∞); H˙1σ+1).
Proof. For every F˜ ∈ L2(L2σ+1), g ∈ L2σ, and T > 0, the initial value problem for
the linear equation
∂tw˜ − ρ−σ∇ ·
(
ρσ+1∇w˜) = βρF˜ − ρ−σ∇ · (ρσ+1zF˜) (5.3)
has a unique solution in the time interval (0, T ). It satisfies the a priori estimate
‖w˜‖L∞(L2σ) + ‖∇w˜‖L2(L2σ+1) ≤ CT
(
‖F˜‖L2(L2σ+1) + ‖g‖L2σ
)
, (5.4)
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where CT is a generic constant that depends on time T . (Here and in the follow-
ing discussion, the norm dependences on the time interval (0, T ) are suppressed.)
Existence follows from standard Hilbert space methods and (5.4) can be derived by
testing the equation with ρσw˜ — we omit the details.
To prove well-posedness for the nonlinear equation (5.2) for any initial datum in L2σ,
we invoke a fixed point argument. Given a function w ∈ L∞(L2σ) ∩ L2(H˙1σ+1), we
denote by w˜ = w˜(w, g) the solution to (5.3) with F˜ = Fε,δ(w,∇w) and with initial
value g. Because |Fε,δ(q, p)| . ε|p|, we have ‖F˜‖L2(L2σ+1) . ε‖∇w‖L2(L2σ+1), and thus
by (5.4)
‖w˜‖L∞(L2σ) + ‖∇w˜‖L2(L2σ+1) ≤ CT ε‖∇w‖L2(L2σ+1) + CT‖g‖L2σ
for some universal (but time-dependent) constant CT > 0. Moreover, because
|Fε,δ(q1, p1)−Fε,δ(q2, p2)| . ε (|q1 − q2|+ |p1 − p2|) — as the reader may straightfor-
wardly compute — applying (5.4) again, we obtain for two solutions w˜1 = w˜(w1, g)
and w˜2 = w˜(w2, g) that
‖w˜2 − w˜1‖L∞(L2σ) + ‖∇w˜2 −∇w˜1‖L2(L2σ+1)
≤ CT ε
(
‖w2 − w1‖L∞(L2σ) + ‖∇w2 −∇w1‖L2(L2σ+1)
)
.
Hence, for ε sufficiently small, the solution map w 7→ w˜(w, g) is a contraction in
L∞(L2σ) ∩ L2(H˙1σ+1), and thus, for such ε, there exists a unique local solution in
L∞(L2σ) ∩ L2(H˙1σ+1) to (5.2) with initial datum g ∈ L2σ.
To show the existence of a global solution, it suffices to derive a bound on solutions
of (5.2) that is uniform in T . For this purpose, we test the equation with w − c
where c ≥ √2δ is a fixed constant. Then
d
dt
1
2
∫
(w − c)2 dµσ +
∫
|∇w|2 dµσ+1
= β
∫
(w − c)Fε,δ(w,∇w) dµσ+1 +
∫
(z · ∇w)Fε,δ(w,∇w) dµσ+1.
Since 0 ≤ Fε,δ(w,∇w) . ε|∇w|, the second term on the right can be easily absorbed
into the left-hand side provided that ε is chosen sufficiently small. Moreover, because
|w| ≤ √2δ in the support of Fε,δ(w,∇w), the first term on the right-hand side is
non-positive:∫
(w − c)Fε,δ(w,∇w) dµσ+1 ≤ (δ − c)
∫
Fε,δ(w,∇w) dµσ+1 ≤ 0.
Thus
d
dt
∫
(w − c)2 dµσ + 1
C
∫
|∇w|2 dµσ+1 ≤ 0,
for some universal constant C > 0. Integration yields the desired uniform bound.
This concludes the proof of Theorem 5.1.

Our first higher regularity estimate is for Lipschitz initial data.
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Lemma 5.1. There exists ε0 > 0 such that for every 0 < ε ≤ ε0 and 0 < δ < 1 with√
2 (ε+ δ) < 1 the following holds: If w is the solution to (5.2) with initial datum
g ∈ C0,1, then w is smooth and, for any p ∈ [1,∞) it holds
‖w‖X(p) + ‖w‖Lip . ‖g‖Lip.
Proof. It is enough to prove the estimate for p > max
{
N + 2, 1
σ+1
}
. The extension
to the full range p ∈ [1,∞) then follows by Ho¨lder’s inequality. If ε0, ε, and δ are
as in the assumption of Theorem 4.1, then we have the estimate
‖w‖X(p) + ‖w‖Lip . ‖fε,δ(w)‖Y (p) + ‖g‖Lip. (5.5)
Therefore, the statement of the lemma follows provided that
‖fε,δ(w)‖Y (p) . ε
(‖w‖X(p) + ‖w‖Lip) , (5.6)
and upon choosing ε0 (and thus ε) smaller if necessary.
We start noticing that |fε,δ| . ρ|∇F |+ρ|F ||∇w|+ε−1ρ|F ||∇2w|+ |F | and |∇fε,δ| .
|ρ∇2F |+ ε−1ρ|∇F |+ |∇F |+ ε−2ρ|F |+ ε−1|F | in the support of the cut-off function.
(The computations leading to these and the following estimates are straightforward
but tedious. We omit the details.) Hence, by chain rule and the definition of F ,
|fε,δ| . ερ|∇2w|+ ε|∇w|
and
|∇fε,δ| . ε|∇w|+ ε|∇2w|+ ρ|∇2w|2 + ερ|∇3w|
in the support of ηε,δ. In the estimates of fε,δ and ∇fε,δ, the terms that deserve
a special consideration are those which have second order derivatives, i.e., ερ|∇2w|
and ε|∇2w|2. We restrict our attention to the estimates for the time interval (0, 1).
First, an application of Lemma 4.2 yields
r
r +
√
ρ(z)
‖ρ∇2w‖Lp(Qdr(z)) . r
(
r +
√
ρ(z)
)
‖∇2w‖Lp(Qdr(z)).
For the quadratic term, we use the interpolation inequality ‖∇ζ‖2
L2pp
. ‖ζ‖L∞‖∇2ζ‖Lpp ,
cf. [33, Proposition 2.18], and obtain
‖ρ|∇2w|2‖Lp(Qdr(z)∩spt ηε,δ) . ‖∇w‖L∞(spt ηε,δ)‖ρ∇3w‖Lp(Qdr(z)∩spt ηε,δ).
Then (5.6) follows because ‖∇w‖L∞ . ε in the support of ηε,δ.
Since w is Lipschitz, (5.2) can be seen as the parabolic equation
∂tw − ρ−σ∇ ·
(
ρσ+1(1− A)∇w) = βρFε,δ(w,∇w),
where A given by
A = ηε,δ(w,∇w) z ⊗∇w
1 + w + z · ∇w
is bounded and 1 − A is elliptic. Hence, higher regularity can be obtained from
regularity theory for parabolic equations with rough coefficients, see, for instance,
[36, Theorem 5.6.1] for a theory in the degenerate setting. 
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We finally establish the following weak comparison principle for the nonlinear equa-
tion (5.2).
Lemma 5.2. Let ε0, ε and δ be as in Lemma 5.1. Let w be the solution to (5.2)
with initial datum g ∈ C0,1. Suppose that a ≤ g(z) ≤ b for some a, b ∈ R and all
z ∈ B1(0). Then
a ≤ w(t, z) ≤ b for all (t, z) ∈ (0,∞)×B1(0).
In particular,
‖w‖L∞ ≤ ‖g‖L∞ .
Proof. By Lemma 5.1, w is smooth, so that we can give a pointwise argument.
We only prove the lower bound, the upper bound is established analogously. Let
γ > 0 be arbitrarily given. We will show that a − γ < w(t, z) for all t > 0 and
z ∈ B1(0). Since γ > 0 was arbitrary, the result follows. We argue by contradiction.
Suppose that there exists t∗ > 0 and z∗ ∈ B1(0) such that a − γ = w(t∗, z∗) and
a− γ < w(t, z) for all t < t∗ and z ∈ B1(0). In the case where z∗ lies in the interior
of the domain, z∗ ∈ B1(0), then ∂tw(t∗, z∗) < 0, ∇w(t∗, z∗) = 0 and ∇2w(t∗, z∗)
is positive definite. It immediately follows that (∂tw − ρ−σ∇ · (ρσ+1∇w)) (t∗, z∗) <
0 while fε,δ(w, )(t∗, z∗) = 0 — a contradiction. Otherwise, if z∗ ∈ ∂B1(0), then
∂tw(t∗, z∗) < 0 and z∗ · ∇w(t∗, z∗) ≤ 0. We deduce that(
∂tw − ρ−σ∇ ·
(
ρσ+1∇w)) (t∗, z∗) = ∂tw(t∗, z∗) + (σ + 1)z∗ · ∇w(t∗, z∗) < 0,
which contradicts f(w)(t∗, z∗) = (σ + 1)F (w,∇w)(t∗, z∗) ≥ 0. 
5.2 The full problem. Proof of Theorem 2.1
It is convenient to make the following definition: For ε, δ > 0, we consider
Bε,δ :=
{
w ∈ C0,1 : ‖w‖L∞ ≤ δ, ‖w‖Lip ≤ ε
}
.
We are finally turn to the
Proof of Theorem 2.1. Existence of a Lipschitz solution for sufficiently small initial
data follows immediately from the theory for the truncated equation (5.2): Theorem
5.1 provides us with a unique solution for the truncated equation, which is also a
solution to the original equation thanks to Lemmas 5.1 and 5.2. It is clear that this
solution is unique by the uniqueness for (5.2).
We shall show that solutions depend analytically on the initial datum. For this
purpose, we restrict our attention to finite time intervals (0, T ), but suppress the
dependence on T in the following. We first notice that both
Bε,δ 3 w 7→ F (w,∇w) ∈ L2(L2σ+1),
and
X(p) ∩ Bε,δ 3 w 7→ f(w, ) ∈ Y (p)
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are analytic mappings. Moreover, because of the elementary estimates ‖ζ‖L∞ .
‖ζ‖L2σ + ‖ζ‖Lip and ‖ζ‖L2σ . ‖ζ‖L∞ , we deduce from Lemma 4.5 and Theorem 4.1
that
‖w‖C0,1 . ‖F‖L2(L2σ+1) + ‖f‖Y (p) + ‖g‖C0,1 .
Therefore, if w˜ = w˜(w, g) denotes the solution to the linear perturbation equation
with f = f(w) for some w ∈ X(p) ∩ Bε,δ and initial datum g ∈ Bε,δ, then w˜ :
X(p) ∩ Bε,δ × Bε,δ → X(p) ∩ C0,1 is analytic. Hence, also Ξ : X(p) ∩ Bε,δ × Bε,δ →
X(p)∩C0,1 with Ξ(w, g) = w− w˜(w, g) is analytic. It moreover satisfies Ξ(0, 0) = 0
and DwΞ(0, 0) = 1, and thus, the analytic implicit function theorem shows (upon
decreasing δ and ε if necessary) that the unique solution w = w(g) of Ξ(w, g) = 0
depends analytically on g. However, by the definition of Ξ, w is the unique solution
to the nonlinear perturbation equation (5.1) with initial datum g.
The proof (2.6) proceeds along the same lines as Kienzler’s proof of the analogous
statement in [34, Theorem 4.1]. Only instead of distinguishing between “horizontal”
and “vertical” directions, we should argue as in the proof of Lemma 4.8, that is, we
rather distinguish between “angular” and “radial” directions. 
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6 Invariant manifolds
In this section, we turn to the proof of Theorem 2.2.
The operator obtained from linearizing the truncated equation in the Hilbert space
L2σ around the constant function w∗ ≡ 0 differs from the linear operator studied
in [47] only in the underlying Hilbert space (and a multiplicative factor, that we
neglect in the following discussion): As in [47], the action of the linear operator L
on a smooth function w is given by∫
∇ϕ · ∇w dµσ+1 =
∫
ϕLw dµσ for all ϕ ∈ C∞(B1(0)), (6.1)
i.e., Lw = −ρ∆w + (σ + 1)z · ∇w for smooth w. The role of boundary conditions
for this elliptic problem is discussed in Remarks 4.1 and 4.2 in Section 4 above.
In the present paper, we choose the Lebesgue space L2σ as the underlying Hilbert
space, while in [47], the author diagonalized the operator in the Sobolev space
H˙1σ+1/R. To distinguish these two operators, we will in the following denote by H
the operator on H˙1σ+1/R.
We shall be more specific with regard to the underlying functional analytical con-
cepts. The operator L|C∞(B1(0)) defined via (6.1) on C∞(B1(0)) is a densely defined
nonnegative symmetric operator both on L2σ and on H˙
1
σ+1/R (cf. [47, Appendix]).
Hence, L|C∞(B1(0)) is closable in both Hilbert spaces and we denote its closure in L2σ
by L, and its closure in H˙1σ+1/R by H. Since both operators are defined through
the closure of a quadratic form, L and H are Friedrichs self-adjoint extensions (cf.
[46, Chapter X.3]) of L|C∞(B1(0)) in L2σ and H˙1σ+1/R, respectively.
Comparing functions in H˙1σ+1/R and L
2
σ reveals some information on the spectrum.
In either case, eigenfunction are smooth and lie in any Hilbert spaceHkσ,...,σ+k. Hence,
even though L is set in a larger space, we expect that 0 is the only new eigenvalue
in the discrete spectrum, i.e.,
Σ(L) = Σ(H) ∪ {0}.
The emergence of the new zero eigenvalue stems from the fact that L2σ contains the
constant (eigen-)functions, which were modded out in the quotient space H˙1σ+1/R.
This observation is the content of the proposition that follows. The computational
results are taken from [47] and are appropriately rescaled.
Proposition 6.1 (The spectrum of the linearized operator). The spectrum of L
consists entirely of isolated eigenvalues with finite multiplicity. They are given by
λ`k = (σ + 1)(`+ 2k) + k(2k + 2`+N − 2),
where (`, k) ∈ N0×N0 if N ≥ 2 and (`, k) ∈ {0, 1}×N0 if N = 1. The corresponding
eigenfunctions are polynomials of the form
ψ010(z) = 1,
ψ`nk(z) = F
(
−k, σ + `+ N
2
+ k; `+
N
2
; |z|2
)
Y`n
(
z
|z|
)
|z|`,
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where n ∈ {1, . . . , N`} with N` = 1 if ` = 0 or ` = N = 1 and N` = (N+`−3)!(N+2`−2)`!(N−2)!
else. Here, F (a, b; c; z) is a hypergeometric function and in the case N ≥ 2, Y`n is
a spherical harmonic corresponding to the eigenvalue `(` + N − 2) of ∆SN−1 with
multiplicity N`. Otherwise, if N = 1, it is Y`1(±1) = (±1)`.
The literature on hypergeometric functions and spherical harmonics is vast, see, e.g.,
[44, 45, 8, 27].
Hypergeometric functions F (a, b; c; z) can be defined as the power series
F (a, b; c;x) = 1 +
∞∑
j=1
(a)j(b)j
(c)jj!
zj,
for any a, b, c, x ∈ R and c is not a non-positive integer. The definition involves
the extended factorials or Pochhammer symbols
(s)j = s(s+ 1) . . . (s+ j − 1), for j ∈ N, s ∈ R.
The power series is convergent if |x| < 1. In the situation a hand, hypergeometric
functions come into play in the study of the radial part of the eigenvalue equation.
The latter is a second order Fuchsian ODE with three regular singular points that
can be transformed into the hypergeometric differential equation. In [47], the author
solved this equation and selected those solutions as eigenfunctions that lie in the
domain of the linear operator.
Plugging the value a = −k into the definition of the hypergeometric functions,
we see that in Proposition 6.1 the hypergeometric functions reduce to polynomials
of degree k in x = |z|2. Recalling that spherical harmonics Y`n are homogeneous
harmonic polynomials of degree ` (defined on the unit sphere), we thus observe that
the eigenfunction ψ`nk is a polynomial of degree `+ 2k.
At this point, we shall briefly compare our spectrum with that found by Denzler and
McCann in [21] for the linearized fast diffusion equation. Since the solutions to the
fast diffusion equation are positive instantaneously, the linearized operator is defined
on all of RN , and thus, due to spatially algebraic decay of solutions, the operator
has non-compact resolvents. It follows that the spectrum is non-discrete. To be
more specific, Denzler and McCann found the same eigenvalues λ`k for values of
m = σ+2
σ+1
< 1 close to one. These eigenvalues dissolve into continuous spectrum if m
becomes small. At the threshold m = 1 between fast diffusion and porous medium
dynamics, after rescaling with σ + 1, we recover the spectrum of the Ornstein–
Uhlenbeck operator −∆ + z · ∇.
Proof of Proposition 6.1. The discreteness of the spectrum follows from the fact that
L has a compact resolvent, see e.g., [32, Ch. III, §6.8]. The latter is a consequence of
standard Hilbert space methods, cf. [47, Appendix]: For every f ∈ L2σ, there exists a
unique w satisfying Lw+w = f . Via the energy estimate ‖∇w‖L2σ+1+‖w‖L2σ . ‖f‖L2σ
and the compact embedding H1σ,σ+1 ⊂ L2σ, we deduce that (L+ 1)−1 is well-defined
and compact.
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The eigenfunctions ofH computed in [47] are regular and thus Σ(H) ⊂ Σ(L). On the
other hand, by the energy identity for the eigenvalue equation ‖∇w‖L2σ+1 = λ‖w‖L2σ ,
every nonconstant eigenfunction of L is also an eigenfunction of H. The statement
of the proposition is thus proved. 
We can deduce the long-time limit of solutions to the perturbation equation (5.1)
from the known limiting behavior of solutions in the original variables. Since changes
of mass are allowed after the change of variables, we have to allow for perturbations
of arbitrary mass. Solutions to the self-similar pressure equation v(t, x) converge to
a Barenblatt profile of some radius r which is determined by the initial condition,
v(t, x) ≈ 1
2
(r − |x|2)+ as t 1,
cf. (1.5). By the change of coordinates introduced in Section 2 above and made
rigorous in Section 7 below, it is v(t, x) = 1
2
(1 − |x|)2 + w(t, z) + 1
2
w(t, z)2 in the
positivity set of v. Hence, considering the long-time limit and using that ‖w(t)‖L∞ ≤
δ ≤ 1, we deduce that
w(t, z)→ √r − 1 as t 1.
In the following, we will study the higher order asymptotics of this limit via invariant
manifolds. As outlined in the introduction to the previous section, we will first
construct invariant manifolds for the truncated equation (5.2) and then carry the
results over to the original equation with the help of smoothing estimates.
The formulation of the invariant manifold theorem requires some preparations. The-
orem 5.1 guarantees the existence of a semi-flow
Stε,δ : L
2
σ → L2σ
defined by Stε,δ(g) = w(t), if w denotes the solution to the truncated equation (5.2)
with initial datum g. The map [0,∞) × L2σ 3 (t, g) 7→ Stε,δ(g) ∈ L2σ is continuous.
Following Koch’s (among others) approach to invariant manifolds based on discrete
semi-flows, see [35], it is enough to study the corresponding time-one maps. That
is, we consider the mapping S = S1ε,δ : L
2
σ → L2σ. By the construction in Theorem
5.1, it is clear that S is Lipschitz,
‖S(g1)− S(g2)‖L2σ . ‖g1 − g2‖L2σ , (6.2)
for any two g1, g2 ∈ L2σ. Moreover, the following smoothing property holds:
Lemma 6.1. There exists ε0 > 0 such that for every 0 < ε ≤ ε0 and 0 < δ < 1 with√
2 (ε+ δ) < 1 the following holds: For any g1, g2 ∈ L2σ ∩ Bε0,δ, it holds that
‖S(g1)− S(g2)‖C0,1 . ‖g1 − g2‖L2σ .
Proof. Let us start by choosing ε0, ε and δ as in Lemma 5.1. We will prove the
stronger statement
|∂kt ∂βz (w1(t, z)− w2(t, z))| . ‖g1 − g2‖L2σ , (6.3)
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for all (t, z) ∈ (1
2
, 1
) × B1(0) and k ∈ N0, β ∈ NN0 , where w1 and w2 denote the
solutions to the nonlinear equation (5.1) with initial values g1 and g2, respectively.
We argue similarly as in the proofs of Lemmas 4.8 and 4.9. That is, we deduce (6.3)
from the estimate
‖∂kt ∂βz (w1 − w2)‖L2(( 12 ,1);L2σ) . ‖g1 − g2‖L2σ . (6.4)
For this, consider a smooth temporal cut-off function η such that η = 1 in
[
1
2
, 1
]
and η = 0 in
[
0, 1
4
]
. Then η(w1 − w2) satisfies the equation
∂t (η(w1 − w2)) + L (η(w1 − w2)) = η(f1 − f2) + ∂tη(w1 − w2),
where fi = f(wi,∇wi) for i = 1, 2. By Lemma 4.6, it holds that
‖∇(η(w1 − w2))‖L2(L2σ) + ‖ρ∇2(η(w1 − w2))‖L2(L2σ)
. ‖η(f1 − f2)‖L2(L2σ) + ‖w1 − w2‖L2(L2σ).
Thanks to the decay estimate (2.6) in Theorem 2.1, it holds that
‖∂βz ∂`q∂γpF (w,∇w)‖L∞(( 14 ,1)×B1(0)) . ε, (6.5)
for any ` ∈ N0, β, γ ∈ NN0 and any solution w ∈ Bε,δ. We thus have
‖η(f1 − f2)‖L2(L2σ)
. ε‖∇(η(w1 − w2))‖L2(L2σ) + ε‖ρ∇2(η(w1 − w2))‖L2(L2σ) + ‖w1 − w2‖L2(L2σ).
Because ‖w1−w2‖L∞(L2σ) . ‖g1−g2‖L2σ holds as a by-product of the proof of Theorem
5.1, the latter implies (6.4) for (k, |β|) = (0, 1), provided that ε is sufficiently small.
Moreover, since
‖∂βz (η(f1 − f2)) ‖L2(L2σ) . ε
∑
γ≤β
‖∂γz (η(w1 − w2)) ‖L2(L2σ),
we can argue as in Lemma 4.8 (distinguishing “angular” and “radial” derivatives)
and derive (6.4) for k = 0. The control over the temporal derivatives is obtained
by using the equation. Finally, (6.3) follows from (6.4) by the use of Morrey-type
estimates. This concludes the proof. 
The following decomposition simplifies the discussion. If we denote by L = e−L :
L2σ → L2σ the time-one map corresponding to the heat semi-group, then we write
S = L+R.
It is clear that R : L2σ → L2σ is Lipschitz because both S and L are. Furthermore, R
is a contraction on L2σ provided that ε is chosen sufficiently small and differentiable
as a map from C˙0,1 to L2σ and from C
0,1 to C0,1:
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Lemma 6.2. There exists ε0 > 0 such that for all 0 < ε ≤ ε0 and δ > 0 with√
2 (ε+ δ) < 1 the following holds: For any g1, g2 ∈ L2σ,
‖R(g1)−R(g2)‖L2σ . ε‖g1 − g2‖L2σ .
Moreover,
‖R(g)‖L2σ . ‖g‖2Lip and ‖R(g)‖C0,1 . ‖g‖2C0,1
for all g ∈ C0,1.
The contraction property will be a crucial ingredient in the construction of the
invariant manifolds below. We will use the quadratic bound on R to show that the
center manifold meets the eigenspaces tangentially at the origin.
Proof. In the beginning, we choose ε0, ε and δ as in Lemma 5.1. We first prove the
Lipschitz estimate. Let w˜ denote the solution to the equation
∂tw˜ − ρ−σ∇ ·
(
ρσ+1∇w˜) = fε,δ(w2)− fε,δ(w1)
with zero initial datum. Here wi(t) = S
t
ε,δ(gi) and therefore w˜(1) = R(g2) − R(g1).
Using the elementary estimate |Fε,δ(q1, p1) − Fε,δ(q2, p2)| . ε (|q1 − q2|+ |p1 − p2|),
we compute∫
w˜(1)2 dµσ .
∫ 1
0
∫
(Fε,δ(w1,∇w1)− Fε,δ(w2,∇w2))2 dµσ+1dt
. ε2
∫ 1
0
∫
(w2 − w1)2 dµσdt+ ε2
∫ 1
0
∫
|∇w2 −∇w1|2 dµσ+1dt.
The fixed point argument in the construction of solutions to the truncated equation,
Theorem 5.1, yields that the latter is bounded by ε2‖g1 − g2‖2L2σ . This proves the
first statement.
If, however, g1 = g and g2 = 0, then the previous argument also shows that∫
w˜(1)2 dµσ .
∫ 1
0
∫
F (w,∇w)2 dµσ+1dt,
with w(t) = Stε,δ(g). Since |Fε,δ(q, p)| . |p|2, we deduce the first quadratic bound on
R via Lemma 5.1.
Moreover, because w˜(0) = 0, Theorem 4.1 yields the estimate
‖w˜‖Lip . ‖fε,δ(w)‖Y (p),
where p as in the assumption of the theorem. By Lemma 5.1, the solution w(t) =
Stε,δ(g) remains unchanged if we lower ε (if necessary) such that ε . ‖g‖Lip. Now,
applying estimates (5.5) and (5.6) from the proof of Lemma 5.1, we further have
‖fε,δ(w)‖Y (p) . ε‖g‖Lip . ‖g‖2Lip,
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provided that ε is sufficiently small. We thus have
‖R(g)‖Lip . ‖g‖2Lip.
Thanks to the elementary estimate ‖ζ‖L∞ . ‖ζ‖L2σ + ‖ζ‖Lip, the second quadratic
bound follows.

We are finally in the position to begin our dynamical systems argument.
The operators L and L share the same eigenfunctions and the spectrum of L is
given by the eigenvalues e−λ`k , with the λ`k’s given in Proposition 6.1 above. We
relabel these eigenvalues by {λj}j∈N0 , where λj < λj+1, that is, eigenvalues will not
be repeated. The eigenfunctions of L (and thus of L) can be chosen in such a way
that they form an orthonormal basis of L2σ. By construction, they are orthogonal in
H˙1σ+1.
From now on, we keep K ∈ N0 arbitrarily fixed. We denote by Pc the spectral pro-
jection onto the (finite dimensional) subspace of L2σ spanned by the eigenfunctions
corresponding to the eigenvalues {λ0, . . . , λK}. Furthermore, we set Ps := I − Pc
and define Ec = PcL
2
σ and Es = PsL
2
σ, so that L
2
σ = Ec ⊕ Es. We decompose L ac-
cordingly by setting Lc = PcLPc and Ls = PsLPs. The subscripts “c” and “s” stand
for “center” and “stable”, respectively. It is clear that Lc has a bounded inverse and
‖L−`c ‖ ≤ e`λK for all ` ∈ N,
where ‖ · ‖ denotes the operator norm. Indeed, if Πk projects onto the eigenspace
spanned by the kth eigenfunction ψk, then Πkw(t) = e
−λktΠkg. Hence, ‖L−1c w‖2L2σ =
‖Pcg‖2L2σ =
∑
k≤K〈Πkg, ψk〉2L2σ =
∑
k≤K e
2λk〈Πkw,ψk〉2L2σ ≤ e2λK‖w‖2L2σ . The above
bound follows by iteration. Likewise,
‖L`s‖ ≤ e−`λK+1 for all ` ∈ N.
The latter follows from the energy decay rate for the linear equation and a spec-
tral gap estimate on Es. Indeed, on the one hand ∂tw + Lw = 0 implies that
d
dt
1
2
‖Psw‖2L2σ + ‖∇Psw‖2L2σ+1 = 0. On the other hand, λK+1‖wˆ‖
2
L2σ
≤ ‖∇wˆ‖2
L2σ+1
for all
wˆ ∈ Es. Combining both inequalities and iteration yields the desired bound.
Following the notation introduced in [35], we finally define
Λs = e
−λK+1 , Λc = e−λK , and Λmax = 1.
With these estimates, we have
‖L−1c ‖ ≤ Λ−1c , ‖Ls‖ ≤ Λs, ‖L‖ ≤ Λmax. (6.6)
Furthermore, if εgap ∈ (0, 1) is chosen small enough, we can find Λ− < Λ+ such that
Λs + εgap < Λ− < Λc − εgap,
Λmax + εgap < Λ+.
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For any function w ∈ L2σ, we define ‖w‖ = max
{‖Pcw‖L2σ , ‖Psw‖L2σ}. Moreover, for
any sequence {wk}k∈Z we set
‖{wk}k∈Z‖Λ−,Λ+ := sup
k∈N0
max
{
Λ−k+ ‖wk‖,Λk−‖w−k‖
}
,
and for any sequence {wk}k∈N0 ,
‖{wk}k∈N0‖Λ−,+ := sup
k∈N0
Λ−k− ‖wk‖.
The corresponding Banach spaces will be denotes by `Λ−,Λ+ and `Λ−,+, respectively.
In a first step, we construct the center manifold.
Proposition 6.2 (Center Manifold). Let ε be small enough so that Lip(R) ≤ εgap.
There exists a map θ : Ec → Es with θ(0) = 0 and Dθ(0) = 0 such that the
submanifold
Wc = {wc + θ(wc) : wc ∈ Ec}
has the following properties:
1. (L2σ regularity) The map θ is Lipschitz with Lip(θ) . εgap. Moreover,
‖θ(gc)‖L2σ . ‖gc‖2L2σ (6.7)
for all gc ∈ Bε,δ ∩ Ec.
2. (C0,1 regularity) The map θ from C0,1 to C0,1 is Lipschitz on Bε,δ. Moreover,
‖θ(gc)‖C0,1 . ‖gc‖2C0,1 (6.8)
for all gc ∈ Bε,δ ∩ Ec.
3. (Invariance) The restriction on Wc of the semi-flow {Stε,δ}t≥0 can be extended
to a Lipschitz flow on Wc. In particular, S
t
ε,δ(Wc) = Wc for all t ≥ 0, and
for any g ∈ Wc there exists a negative semi-orbit {w(t)}t≤0 in Wc such that
w(0) = g.
4. (Lyapunov exponent) A point g belongs to Wc if and only if there exists a flow
{w(t)}t∈R with w(0) = g and
‖w(t)‖L2σ .
{
Λt+ for all t ≥ 0,
Λt− for all t ≤ 0.
5. (Optimal Lyapunov exponent) A point g belongs to Wc if and only if there
exists a unique flow {w(t)}t∈R with w(0) = g and
‖w(t)‖L2σ .
{
(Λmax + εgap)
t for all t ≥ 0,
(Λc − εgap)t for all t ≤ 0.
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In the statement of the proposition, Dθ denotes the Fre´chet derivative of θ.
The manifold Wc is not unique but depends on the cut-off function ηε,δ.
With slightly more effort, we could prove (6.7) for all g ∈ Ec.
Proof. Most parts of the theorem are an immediate consequence of [35, Theorem
2.3]. We thus only sketch the proof. The results which are new or adapted to our
particular study, however, will receive a detailed presentation.
For any gc ∈ Ec and {w`}`∈Z we define {Jk(gc, {w`}`∈Z)}k∈Z by
Jk (gc, {w`}`∈Z) :=

PsS(wk−1) + L−1c Pc(wk+1 −R(wk)) for k ≤ −1,
PsS(w−1) + gc for k = 0,
S(wk−1) for k ≥ 1.
It is easily checked that J = {Jk}k∈Z maps Ec × `Λ−,Λ+ to `Λ−,Λ+ , and for every
fixed gc ∈ Ec, J(gc, · ) is a contraction on `Λ−,Λ+ . Thus, by Banach’s fixed point
theorem, for every gc ∈ Ec, J(gc, · ) has a unique fixed point {wk}k∈Z in `Λ−,Λ+ . It
is a solution to the discrete semi-flow with Pcw0 = gc and extends to a global flow,
that is
wk = S
k(w0) for all k ∈ Z and Pcw0 = gc.
We then set θˆ(gc) = {wk}k∈Z and θ(gc) = Psθˆ0(gc) = Psw0, that is the projection
of first coordinate of the sequence {wk}k∈Z onto Es. Thus θˆ : Ec → `Λ−,Λ+ and
θ : Ec → Es, and both maps are Lipschitz as a consequence of the fixed point
argument. Moreover, it can be shown that Lip(θ) . εgap. Indeed, using (6.6) and
Lemma 6.2, via iteration, we observe that
‖θ(gc)− θ(g˜c)‖L2σ ≤
((
Λs
Λ−
)k
+ εgap
k∑
`=1
(
Λs
Λ−
)`−1)
‖θˆ(gc)− θˆ(g˜c)‖Λ−,Λ+ .
Then the statement follows from using the Lipschitz estimate for θˆ and letting k ↑ ∞.
The argument for (6.7) proceeds similar. Notice that ‖R(w−k)‖L2σ . ‖S(w−k−1)‖2Lip .
‖w−k−1‖2L2σ via Lemmas 6.2 and 6.1. Hence, via iteration
‖θ(gc)‖L2σ ≤
(
Λs
Λ−
)k
‖θˆ(gc)‖Λ−,Λ+ + C
k∑
`=1
(
Λs
Λ2−
)`−1
‖θˆ(gc)‖2Λ−,Λ+ ,
and the statement follows from letting k ↑ ∞ via the Lipschitz estimate for θˆ
because θˆ(0) = 0. Notice that (6.7) entails that Dθ(0) = 0, where Dθ is the Fre´chet
derivative with respect to L2σ.
That θ is also a contraction as a mapping from C0,1 to C0,1 can be seen as follows:
By the definition of θ and the regularity estimate from Lemma 6.1, for any gc and
g˜c in Ec, it holds that
‖θ(gc)− θ(g˜c)‖C0,1 . ‖S(w−1)− S(w˜−1)‖C0,1 . ‖w−1 − w˜−1‖L2σ ,
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where {wk}k∈Z = θˆ(gc) and {w˜k}k∈Z = θˆ(g˜c). Hence
‖θ(gc)− θ(g˜c)‖C0,1 . ‖θˆ(gc)− θˆ(g˜c)‖Λ−,Λ+ . ‖gc − g˜c‖L2σ ,
and the last inequality is due to the Lipschitz dependence of θˆ on gc. The L
2
σ norm
being trivially estimated by the C0,1 norm, we conclude the Lipschitz regularity with
respect to C0,1. The quadratic bound (6.8) is established as follows: Via triangle
inequality it holds ‖θ(gc)‖C0,1 . ‖Lsw−1‖C0,1 + ‖R(w−1)‖C0,1 . We use the quadratic
estimate for R in Lemma 6.2 and the smoothing estimates for L and S in Lemmas
4.9 and 6.1 to deduce ‖θ(gc)‖C0,1 . ‖Psw−2‖L2σ +‖w−2‖2L2σ , and the statement follows
via iteration as above.
The remaining parts follow by construction, see [35]. 
Proposition 6.3 (Stable Manifold). Let ε be small enough so that Lip(R) ≤ εgap.
There is a continuous map ν : Es×L2σ → Ec such that for each g ∈ Wc , ν(−Psg, g) =
−Pcg and the manifold
Mg = g + {ν(ws, g) + ws : ws ∈ Es}
has the following properties:
1. (L2σ regularity) For every fixed g ∈ L2σ, the map ν( · , g) : Es → Ec is Lipschitz
continuous with Lip(ν( · , g)) . εgap.
2. (C0,1 regularity) The map ν is continuous as a mapping from C0,1 × C0,1 to
C0,1. Moreover, for every fixed g ∈ C0,1, the map ν( · , g) : C0,1 ∩Es → C0,1 is
Lipschitz with Lip(ν( · , g)) . εgap.
3. (Invariant Foliation) It holds Stε,δ(Mg) ⊂MStε,δ(g) for all t ≥ 0 and
Mg =
{
g˜ ∈ L2σ : sup
k∈N0
Λ−k− ‖Skε,δ(g)− Skε,δ(g˜)‖L2σ ≤ (1− κ)−1‖Ps(g − g˜)‖L2σ
}
,
where
κ = max
{
Λs + εgap
Λ−
,
Λ− + εgap
Λc
}
.
4. (Completeness) For every g ∈ L2σ the set Mg ∩Wc is exactly a single point. In
particular, {Mg}g∈L2σ is a foliation of L2σ over Wc.
Proof. Up to the proof of the second item and the precise decay rate in the third
item, the statement can be found, e.g., in [35, Theorem 2.4]. For the new results
(which are peculiar to the situation at hand), we have to review the construction
of ν. For this purpose, consider the mapping I = {Ik}k∈N0 : Es × `Λ−,+ → `Λ−,+
defined by
Ik(gs, {w`}`∈N0) =
{
gs + L
−1
c Pc(w1 −R(w0)) for k = 0,
PsS(wk−1) + L−1c Pc(wk+1 −R(wk)) for k ≥ 1.
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Let gs be fixed for a moment. Then I(gs, · ) is a contraction on `Λ−,+ with contraction
constant
κ = max
{
Λs + εgap
Λ−
,
Λ− + εgap
Λc
}
.
We let R ≥ (1 − κ)−1‖gs‖L2σ . Since Ik(gs + Psg, {S`(g)}`∈N0) − Sk(g) = gsδk0 for
every g ∈ L2σ, we notice that I(gs + Psg, · ) maps the `Λ−,+-ball of radius R around
{Sk(g)}k∈N0 onto itself. Hence, Banach’s fixed point theorem yields the existence
of a unique sequence {wk}k∈N0 such that {wk}k∈N0 = I(gs + Psg, {w`}`∈N0) and
satisfying
‖{wk}k∈N0 − {Sk(g)}k∈N0‖Λ−,+ ≤ R,
By construction, {wk}k∈N0 is a discrete semi-flow with Psw0 = gs + Psg. We now
define νˆ(gs, g) = {wk}k∈N0 and ν(gs, g) := Pc(w0 − g). Via iteration we obtain
‖ν(gs, g)− ν(g˜s, g)‖L2σ ≤
((
Λ−
Λc
)k
+
εgap
Λc
k−1∑
`=0
(
Λ−
Λc
)`)
‖νˆ(gs, g)− νˆ(g˜s, g)‖Λ−,+,
and since νˆ( · , g) is Lipschitz by construction, we see that Lip(ν( · , g)) . εgap by
letting k ↑ ∞.
Then, for any two gs and g˜s in L
2
σ and {wk}k∈N0 = νˆ(gs, g) and {w˜k}k∈N0 = νˆ(g˜s, g),
it holds that
‖ν(gs, g)− ν(g˜s, g)‖C0,1 = ‖Pc(w0 − w˜0)‖C0,1 . ‖LcPc(w0 − w˜0)‖C0,1 ,
by the invertibility of Lc in C
0,1. We now apply Lemma 4.9 to deduce
‖ν(gs, g)− ν(g˜s, g)‖C0,1 . ‖Pc(w0 − w˜0)‖L2σ = ‖ν(gs, g)− ν(g˜s, g)‖L2σ .
Invoking the Lipschitz bound on ν( · , g) in L2σ and the trivial embedding of C0,1 into
L2σ, ν( · , g) is Lipschitz with constant . εgap. A very similar argument shows that
ν is also C0,1 Lipschitz in the second argument.
Based on the construction of {wk}k∈N0 , most of the properties in the statement
of the proposition are readily verified. For instance, invariance follows from the
construction by uniqueness. Moreover, if g˜ = g+ν(gs, g)+gs ∈Mg for some gs ∈ Es,
then g˜ = w0 where {wk}k∈N0 = νˆ(gs, g). In particular wk = Sk(g˜) for all k ∈ N0 and
thus ‖{Sk(g)}k∈N0 − {Sk(g˜)}k∈N0‖Λ−,+ ≤ R, with R = (1− κ)−1‖Ps(g − g˜)‖L2σ . On
the other hand, if the latter holds for some g˜ ∈ L2σ, then a similar argument shows
that g˜ ∈Mg.
Finally, completeness can be seen as follows: Let χ : Es × L2σ → Es be given by
χ(gs, g) = θ(ν(gs − Psg, g) + Pcg).
Since θ and ν( · , g) are both contractions with respect to the L2σ topology, so is
χ( · , g). Hence, for every g ∈ L2σ, there exists a unique fixed point gs = χ(gs, g). We
now set
gc := ν(gs − Psg, g) + Pcg, and gs = θ(gc).
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In particular, the definitions imply that gc + gs ∈ Wc∩Mg. However, every intersec-
tion point is a fixed point of χ( · , g). Hence, by the uniqueness of the fixed point,
Wc ∩Mg = {gc + gs}.

In the previous propositions, we have derived an invariant manifold theorem for
the flow of the truncated equation (5.2). This theorem can be carried over to the
original problem.
Proof of Theorem 2.2. That W locc is locally flow invariant is clear from Theorem 2.1
and Proposition 6.2. For the same reason, W locc contains all the negative semi-orbits
that satisfy the constraint.
Let g˜ be the unique point in Mg ∩Wc found in Proposition 6.3. We claim that
Stε,δ(g˜) = S
t(g˜) for all t ≥ 0, (6.9)
if 0 < ε < ε∗ for some ε∗ sufficiently small if ‖g‖Lip ≤ ε0 for some 0 < ε0 ≤ ε
sufficiently small. From this, the characterization of the stable manifold Mg in
Proposition 6.3 yields that
‖St(g)− St(g˜)‖L2σ . max
{
Λ−
Λ− − Λs − εgap ,
Λc
Λc − Λ− − εgap
}
Λt− for all t ≥ 0.
We now invoke the smoothing estimate from Lemma 6.1 to deduce the statement of
the theorem.
It remains to verify (6.9). The construction of Wc and Mg in Propositions 6.2 and
6.3 yields the existence of points gc ∈ Ec and gs ∈ Es such that g˜ = gc + gs and
gc = ν(gs − Psg, g) + Pcg and gs = θ(gc). Hence gc solves the fixed point equation
gc = ν(θ(gc)− Psg, g) + Pcg = ν(θ(gc)− Psg, g)− ν(0, g). (6.10)
With respect to the C0,1 topology, θ is Lipschitz in Bε,δ by Proposition 6.2 and
ν( · , g) is a contraction by Proposition 6.3, provided that ε is chosen sufficiently
small. It follows that the mapping gc → ν(θ(gc)−Psg, g)+Pcg is a contraction with
respect to C0,1 in Bε,δ, and thus, in Bε,δ, (6.10) has a unique solution gc = gc(g)
which depends continuously on g by the C0,1 continuity of ν. Now, since θ(0) = 0,
ν(0, 0) = 0 and gc(0) = 0, by continuity, there exist δ˜ > 0 and ε˜ > 0 such that
g˜ ∈ Bε,δ if g ∈ Bε˜,δ˜. This proves (6.9). 
69
7 Applications of the invariant manifold theorem
In this final section, we give four applications of the invariant manifold theorem.
We prove the long-time asymptotics for solutions to the perturbation equation with
small initial data: solutions to (5.1) converge to (small) constants, see Theorem 2.3
above. We refine the estimate that is deduced from Theorem 2.2 and compute the
precise rate of convergence. On the level of the porous medium equation, this rate
is saturated by spatial translations of the Barenblatt solution. This first result is
obtained by choosing K = 0 in the notation of the previous section, that is, we
investigate the asymptotics towards the one-dimensional manifold spanned by the
constant eigenfunctions corresponding to the eigenvalue λ0 = 0. In the second exam-
ple, we fix the long-time limit of solutions by letting the mean vanish asymptotically.
Hence, the long-time limit is the zero function. According to the invariant manifold
theorem, solutions converge to the 1+N dimensional center manifold corresponding
to the eigenvalues λ0 and λ1 (thus K = 1) with an improved rate λ2 − ε, see The-
orem 2.4. On the level of the porous medium equation, we subtract out the spatial
translations. Climbing the eigenvalue ladder one rung up (K = 2), in Theorem
2.5, we additionally asymptotically suppress the center of mass of solutions, so that
the second order corrections (affine transformations) in the asymptotic expansion
becomes accessible. Finally, in Theorem 2.6, we consider the dynamics on the rate
λ4 (hence K = 3) in the case where N < σ+ 1 , which, on the porous medium level,
is governed by dilations.
In principle, we can access all eigenmodes through the invariant manifolds of Theo-
rem 2.2. Since the mathematical arguments behind the computation of even higher
modes do not change significantly, we will finish this study with the third order
corrections.
The proofs of Theorems 2.3 to 2.6 are in order.
Proof of Theorem 2.3. With regard to the notation introduced in the previous sec-
tion, we suppose that K = 0, and thus Ec = span{ψ010} ∼= R. We choose λ between
λ1 and λ0 and find εgap > 0 such that Λ− = e−λ ∈ (e−(σ+1) + εgap, 1 − εgap). Let
ε, δ, ε˜ and δ˜ be given as in the statement of Theorem 2.2. Our first claim is
W locc
∼= {a ∈ R : |a| ≤ δ} . (7.1)
Indeed, on the one hand, if w ∈ W locc , then w ≡ a for some |a| ≤ δ, which shows
the inclusion “⊂”. On the other hand, if |a| ≤ δ and w(t) = δ for all t ≤ 0, then
{w(t)}t≤0 is a negative semi-orbit meeting the norm constraints. Hence, by Theorem
2.2, w(t) ∈ W locc for all t ≤ 0. This implies the inclusion “⊃”.
In particular, by Theorem 2.2, there exists a unique semi-flow {w˜(t)}t≥0 in W locc
such that
‖w(t)− w˜(t)‖C0,1 . Λt− for all t ≥ 0. (7.2)
However, (7.1) implies that w˜ is constant with modulus less than δ, say w˜ ≡ a˜.
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It remains to optimize the rate of convergence to e−(σ+1)t. Consider now a(t) =
|B1(0)|−1σ
∫
w(t) dµσ. A short computation reveals that
d
dt
a(t) = β
∫
F (w,∇w) dµσ+1,
and thus, taking into account F (q, p) . |p|2 and the above decay estimate (7.2), we
deduce that 0 < d
dt
a(t) . e−2λt. Hence, there exists a constant a ∈ R such that
|a(t)− a| . e−2λt. On the other hand, |a(t)− a˜| . e−λt by the definition of a(t) and
(7.2), and thus a˜ = a.
The above computation shows that Psw(t) = w(t)− a(t) ∈ Es satisfies
‖Psw(t)‖C0,1 . e−λt for all t ≥ 0. (7.3)
(Notice that Es is the space of all mean-zero L
2
σ functions.) We shall go over to the
discrete semi-flow for a moment, that is, we set wk = w(k) for k ∈ N0. Using the
decomposition S = L+R introduced in the previous section, we write
wk = L
kw0 +
k∑
j=1
Lk−jR(wj−1).
From a variant of Lemma 6.2 we deduce the estimate ‖R(g)‖L2σ . ε1/2‖Psg‖1/2Lip‖Psg‖L2σ ,
which applied to the above identity, yields
‖Pswk‖L2σ ≤ Λks‖Psw0‖L2σ + Cε1/2
k∑
j=1
Λk−js ‖Pswj−1‖1/2Lip‖Pswj−1‖L2σ (7.4)
for some C > 0. We claim that for ε small (but independent of k) it holds that
‖Pswk‖L2σ ≤ 2CΛks‖w0‖L2σ for all k ∈ N0. (7.5)
We argue by induction. The statement if trivial for k = 0, 1. Assuming that (7.5)
holds true for ` = 1, . . . , k − 1, we deduce from (7.4)
‖Pswk‖L2σ ≤
(
1 + 2C3/2ε1/2Λ−1s
k∑
j=1
‖Pswj−1‖1/2Lip
)
Λks‖w0‖L2σ .
Because ‖Pswj−1‖Lip is exponentially decaying by (7.3), the statement (7.4) is true
for any k provided that ε is sufficiently small. From (7.5) we infer the statement
for the continuous flow with the help of smoothing estimates, cf. (6.3) in the proof
Lemma 6.1.
(The derivation of (7.5) was inspired by a similar argument in the proof of [20,
Theorem 1.1].) 
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Proof of Theorem 2.4. Suppose that K = 1 and thus Ec ∼= span {1, z1, . . . , zN}.
Moreover, Λs = e
−2(σ+1) and Λc = e−(σ+1). We choose λ ∈ (σ + 1, 2(σ + 1)) and set
Λ− = e−λ. There exists a small εgap > 0 such that Λ− ∈ (Λs + εgap,Λc − εgap). Let
0 < ε˜ < ε, 0 < δ˜ < δ, and g˜ be given as in Theorem 2.2. Then, setting w˜(t) = St(g˜),
it holds
‖w(t)− w˜(t)‖C0,1 . e−λt for all t ≥ 0. (7.6)
Because w˜(t) ∈ Wc, we find a˜(t) ∈ R and b˜(t) ∈ RN such that
w˜(t) = a˜(t) + b˜(t) · z + θ(a˜(t), b˜(t), z).
The statement now follows from the estimates
|a˜(t)| . e−2(σ+1)t for all t ≥ 0, (7.7)
|b˜(t)− e−(σ+1)tb| . e−2(σ+1)t for all t ≥ 0, (7.8)
and the quadratic bound for θ in (6.8).
The proof of (7.7) proceeds in the same way as we obtained the estimate for a(t) in
the proof of Theorem 2.3. Notice that
a˜(t) =
1
|B1(0)|σ
∫
w˜(t, z) dµσ(z)→ 0 as t ↑ ∞
by the virtue of Theorem 2.3 and the assumed long-time limit of w(t). Now, since
w˜ solves the perturbation equation, it holds that
d
dt
a˜(t) =
β
|B1(0)|σ
∫
F (w˜,∇w˜)(t) dµσ+1 .
∫
|∇w˜(t)|2 dµσ+1,
and thus, using the decay rate for ∇w˜ in Theorem 2.3, we deduce (7.7).
The second estimate (7.8) is established in a similar way. We notice first that
b˜i(t) = cσ,N
∫
w˜zi dµσ,
for all i ∈ {1, . . . , N} and some constant cσ,N , and thus, differentiation and integra-
tion by parts yields
d
dt
b˜i(t) = −(σ + 1)b˜i(t) + cσ,N(β + 1
∫
F (w˜,∇w˜)zi dµσ+1.
With the help of Theorem 2.3, the latter leads to the estimate∣∣∣∣ ddt (e(σ+1)tb˜i(t))
∣∣∣∣ . e−(σ+1)t,
and we deduce (7.8) with b = limt↑∞ e(σ+1)tb˜(t). This concludes the proof. 
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Proof of Theorem 2.5. As for the notation of the previous section, we are now in
the situation K = 2. Compared to the previous theorem, we augment the finite
dimensional projection space Ec by the eigenspace associated to the new eigenvalue
λ20 = 2(σ+1). This eigenvalue corresponds to affine transformations of the attract-
ing ground state and the eigenfunctions are harmonic homogeneous polynomials of
degree two, which can be expressed in the form ψ(z) = z · Az for some symmetric,
trace-free matrix A. We will further split A = B + C, where B is off-diagonal and
symmetric and C is diagonal and trace-free. Therefore, if w˜ is as in Theorem 2.2, it
holds
w˜(t, z) = a˜(t) + b˜(t) · z + z · B˜(t)z + z · C˜(t)z + θ(a˜(t), b˜(t), B˜(t), C˜(t), z),
for some a˜(t) ∈ R, b˜(t) ∈ RN , B˜(t) ∈ RN×N off-diagonal, symmetric and C˜(t) ∈
RN×N diagonal, trace-free. Besides showing convergence for B˜(t) and C˜(t), we need
new estimates for a˜(t) and b˜(t). Repeating the estimates form Theorem 2.4 and
using the assumptions, we first notice that |a˜(t)|, |b˜(t)| . e−2(σ+1)t since b = 0, cf.
(7.7), (7.8), and thus ‖w˜(t)‖C0,1 . e−(2(σ+1)−ε)t from the statement of Theorem 2.4.
Let {En} and {F n} be orthogonal bases for the spaces of off-diagonal symmetric
matrices and trace-free diagonal matrices, respectively. Then B˜(t) =
∑
n β˜n(t)E
n
and C˜(t) =
∑
n γ˜n(t)F
n for some β˜n(t), γ˜n(t) ∈ R. It is clear that
β˜n(t) = cσ,N
N∑
i,j=1
Enij
∫
zizjw˜(t) dµσ, γ˜n(t) = cσ,N
N∑
i,j=1
F nij
∫
zizjw˜(t) dµσ,
where cσ,N may be different in both formulas. Using the perturbation equation and
integrating by parts a couple of times, we compute
d
dt
∫
zizjw˜ dµσ
= 2δij
∫
w˜ dµσ+1 − 2(σ + 1)
∫
zizjw˜ dµσ + (β + 2)
∫
zizjF˜ dµσ+1, (7.9)
where F˜ = F (w˜,∇w˜) . |∇w˜|2 is bounded by e−(4(σ+1)−2ε)t. First, if i 6= j, then the
above implies that |B − e2(σ+1)tB˜(t)| . e−2(σ+1−ε)t for some off-diagonal symmetric
matrix B ∈ RN×N . Similarly, because ∑i,j F nijδij = tr(F n) = 0, it holds |C −
e2(σ+1)tC˜(t)| . e−2(σ+1−ε)t for some diagonal trace-free matrix C ∈ RN×N . The
above bounds on B˜(t) and C˜(t) reveal that A˜(t) = B˜(t) + C˜(t) is bounded by
e−2(σ+1)t. Using this new estimate in the expansion of w˜ and applying the quadratic
bound on θ in (6.8) yields that ‖w˜(t)‖C0,1 . e−2(σ+1)t. As a consequence, we can
choose ε = 0 in the previous computations. We have thus shown that∣∣∣A˜(t)− e−2(σ+1)tA∣∣∣ . e−4(σ+1)t
where A = B + C and |a˜(t)|, |b˜(t)| . e−4(σ+1)t. In particular, the both, the affine
term and θ in the expansion of w˜ are of higher order. This proves the statement of
the theorem. 
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Proof of Theorem 2.6. We consider the case K = 3, that is, compared to Theorem
2.5, the new eigenvalue λ01 has multiplicity one and the corresponding eigenfunction
is ψ011(z) = 1− γ|z|2, where γ = N−1 (2(σ + 1) +N). Consequently,
Ec = span
{
1, z1, . . . , zN , 1− γ|z|2
} ∪ span{z · Az : A = AT , tr(A) = 0},
and thus, according to Theorem 2.2, there exists a solution w˜ to the perturbation
equation which is of the form
w˜(t, z) = a˜(t) + b˜(t) · z + z · A˜(t)z + c˜(t) (1− γ|z|2)+ θ (a˜(t), b˜(t), A˜(t), c˜(t), z) ,
and which satisfies
‖w(t)− w˜(t)‖C0,1 . e−λt for all t ≥ 0. (7.10)
By the orthogonality of the eigenbasis, c˜(t) has the representation
c˜(t) = cN,σ
∫
w˜(t) dµσ − cN,σγ
∫
w˜(t)|z|2 dµσ,
for some constant cN,σ > 0. It is clear that |a˜(t)|, |b˜(t)|, |A˜(t)| . e−4(σ+1)t by the
proof of the previous theorem. Hence, recalling the formula for a˜(t), it holds that
c˜(t) = −cN,σγ
∫
w˜(t)|z|2 dµσ+O(e−4(σ+1)t). To determine the decay behavior of c˜(t),
we use (7.9) in the form of
d
dt
∫
|z|2w˜ dµσ = −(2(σ + 1) +N)
∫
|z|2w˜ dµσ +N
∫
w˜ dµσ + (β + 2)
∫
|z|2F˜ dµσ,
where F˜ = F (w˜,∇w˜). Since A = 0 in the statement of Theorem 2.5, it holds that
‖w˜‖C0,1 . e−(3(σ+1)−ε)t. In particular, since F˜ is essentially quadratic in |∇w˜|, the
third term on the right-hand side of the above identity is of higher order. Recalling
the decay behavior of a˜(t), we thus have 0 < d
dt
(
e(2(σ+1)+N)tc˜(t)
)
. eN−2(σ+1)t.
Because N < 2(σ + 1), there exists thus a constant c ∈ R such that∣∣c˜(t)− e−(2(σ+1)+N)tc∣∣ . e−4(σ+1)t.
Hence, by the virtue of (6.8) and the estimates on a˜(t), b˜(t), A˜(t), the statement of
the theorem follows from (7.10) and the eigenvalue expansion of w˜. 
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