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ON THE REFINED STRICHARTZ ESTIMATES AND MAXIMAL
EXTENSION OPERATOR
SHUKUN WU
Abstract. There are two parts for this paper. In the first part we extend the
results in [9] to a more general class of phase functions. The main methods are
l2 decoupling theorem in [4] and induction on scale. In the second part we prove
some positive results for the maximal extension operator for hypersurfaces
with nonzero Gaussian curvature in higher dimensions. The main methods
are sharp L2 estimates in [11] and the bilinear restriction theorem in [18].
1. Introduction
Let Φ(ξ) : Rn → R, ξ ∈ Bn1 be a real smooth function with |∇Φ| ≤ 10 and
det(∇2Φ) 6= 0. Typical examples for Φ(ξ) would be: Φ(ξ) =
√
4− |ξ|2, the trun-
cated sphere; Φ(ξ) = v1ξ
2
1 + · · · + vnξ
2
n, vj ∈ {−1, 1}, the truncated hyperbolic
paraboloid. Let f : Rn → C be such that supp(f̂) ⊂ Bn1 . We consider the exten-
sion operator EΦ associated to the hypersurface (ξ,Φ(ξ))
(1.1) EΦf(x, t) =
∫
Rn
ei(x·ξ+tΦ(ξ))f̂(ξ)dξ
and the maximal operator (supt∈R EΦ) defined by
(1.2) (sup
t∈R
EΦ)f = sup
t∈R
∣∣∣ ∫
Rn
ei(x·ξ+tΦ(ξ))f̂(ξ)dξ
∣∣∣.
The operator EΦ can be viewed as a generaliztion of Schro¨dinger operator: EΦ
coincides with the Schro¨dinger operator eit∆ when Φ(ξ) = |ξ|2. In particular, eit∆f
is the solution of the free Schro¨dinger equation
(1.3)
{
iut −∆u = 0, (x, t) ∈ Rn × R+.
u(x, 0) = f(x), x ∈ Rn.
There is a long history for the study of Maximal Schro¨dinger operator (supt>0 e
it∆)
and the related topics. In 1979, Carleson [6] considered the following problem:
Identify the best s such that limt→0+ e
it∆f(x) = f(x) almost everywhere whenever
f ∈ Hs(Rn). In the same paper, Carleson proved s ≥ 1/4 when n = 1, and Dahlber
and Kenig showed the result is sharp in [7].
When n ≥ 2, Bourgain gave counterexamples in [2] indicating that the almost
everywhere convergence problem can fail if s < n2(n+1) . Several months later, Du,
Guth and Li [8] proved that ‖ sup0<t≤1 |e
it∆f |‖3 ≤ ‖f‖Hs when n = 2 and s >
1
3 .
These (Hs, L3) estimates automatically imply the sharp bound for the convergence
problem in R2 up to endpoints. Later, using multilinear refined Strichartz estimates
that was first introduced in [8], Du, Guth, Li and Zhang [9] prove that the almost
convergence problem holds for s > n+12(n+2) when n ≥ 3. Recently, up to endpoints,
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the convergence problem was completely settled by Du and Zhang [11] in higher
dimension. Their method partially bases on multilinear refined Strichartz estimate.
In the first part of the paper, we extend the results in [9] to the extension operator
EΦ defined in (1.1). Before stating our results, we make a definition concerning the
principal curvatures of a smooth hypersurface.
Definition 1.1. Let S be a smooth hypersurface in Rn+1 with nonzero Gaussian
curvature. We denote by d(S) the minimum of the number of positive and negative
principal curvatures. We let d(Φ) = d(S) if S = (ξ,Φ(ξ)) is the graph Φ.
Theorem 1.2. Let EΦ be in (1.1). Let
2(n+2−d(Φ))
n−d(Φ) ≤ p <∞ and let B = {Bj} be
a collection of the lattice R1/2-cubes in Bn+1R , such that
(1.4) ‖EΦf‖Lp(Bj) ∼ ‖EΦf‖Lp(Bj′ ).
We further assume that B has the ”spreading out” condition. That is, those Bj ∈ B
are arranged in horizontal slabs of the form Rn × {t0, t0 +R1/2}, so that each slab
contains ∼ σ cubes Bj. Define Y = ∪jBj. Then, for any ε > 0, there is a constant
Cε independent to f,Φ, such that
(1.5) ‖EΦf‖Lp(Y ) . CεR
εσ−
p−2
2p ‖f‖Lp.
Since for any measurable function f , ‖f‖L∞(A) = limp→∞ ‖f‖Lp(A) if |A| < ∞.
An immediate corollary for Theorem 1.2 is a refined Strichartz estimate for L∞:
Corollary 1.3. Theorem 1.2 is true for p = ∞. That is, under the conditions in
Theorem 1.2,
(1.6) ‖EΦf‖L∞(Y ) . CεR
εσ−
1
2 ‖f‖L∞.
Proof of Corollary 1.3. By passing to a subsequence, we can choose a q <∞
such that (1.4) holds for any q ≤ p ≤ ∞. (1.6) follows from using (1.5) for these p
and letting p→∞.
Similar to the multilinear results in [9], we have a multilinear analogue of The-
orem 1.2. Before stating the theorem, we need the following definition concerning
the transversity for a collection of functions.
Definition 1.4. Let fj : R
n → C, j = 1, 2, . . . , k. We say {fj} have frequencies
k-transversely supported in Bn1 , if for any ξ ∈ supp(f̂) ⊂ B
n
1 ,
(1.7) |VA(ξ1) ∧ · · · ∧ VA(ξk)| ≥ c > 0,
where c is an absolute constant, and VA(ξ) = (∇Φ(ξ),−1).
With the definition of ”frequencies k-transversely supported” in hand, we now
can state our multilinear results.
Theorem 1.5. Let EΦ defined in (1.1) and
2(n+2−d(Φ))
n−d(Φ) ≤ p <∞ and 2 ≤ k ≤ n+1.
Suppose fj : R
n → C have frequencies k-transversely supported in Bn1 . Suppose
B1, B2, . . . , BN are lattice R
1/2-cubes in Bn+1R , such that for each Bl,
(1.8) ‖EΦfj‖Lp(Bl) ∼ ‖EΦfj‖Lp(Bl′)
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for all j = 1, 2, . . . , k. Let Y = ∪Nj=1Bj. Then for any ε > 0, there exists an
absolute constant Cε independent to f,Φ, so that
(1.9)
∥∥∥ k∏
j=1
|EΦfj |
1/k
∥∥∥
Lp(Y )
≤ CεR
εN−
(k−1)(p−2)
2kp
k∏
j=1
‖fj‖
1/k
2 .
Following the proof in Corollary 1.3, we have
Corollary 1.6. Theorem 1.5 is true for p =∞.
Remark 1.7. The classical Strichartz estimates claim that ‖EΦf‖p . ‖f‖2
1 . We
obtain a gain σ−
p−2
2p from the ”spreading out” condition in (1.4). We also recover
the estimates in [9] for Φ(ξ) = |ξ|2 and p = 2(n+ 2)/n.
In the second part of the paper, we study the (Hs, Lp) behavior for the maximal
extension operator (1.2) in n ≥ 3, with d(Φ) = 0. Consider the following problem:
Let f : Rn → C and ε > 0. For p > 2 and s = n/2− n/p, find the optimal p such
that
(1.10)
∥∥ sup
t∈R
|EΦf |
∥∥
Lp(Rn)
≤ Cε‖f‖Hs+ε .
It was conjectured that (1.10) is true for Φ(ξ) = |ξ|2, p > 2(n+1)n and n ≥ 3.
However, recently Du, Kim, Wang and Zhang give counterexamples in [10] showing
that (1.10) can only holds for
(1.11) p ≥ max
m∈N,1≤m≤n
2 +
4
n− 1 +m+ n/m
.
We give positive results to the estimate (1.10).
Theorem 1.8. Let EΦf be in (1.1). Assume d(Φ) = 0, | det(Φ)| ∼ 1, |∂3Φ| ≤ 1.
Let f : Rn → C and p > 2 + 4n+2−1/n . Then for s =
n
2 −
n
p , ε > 0, there is a
constant Cε only depends on dimension and ε, so that
(1.12)
∥∥ sup
t∈R
|EΦf |
∥∥
Lp(Rn)
≤ Cε‖f‖Hs+ε .
By partitioning f on the Fourier side dyadically, Theorem 1.8 reduces to the
following estimates:
Theorem 1.9. Let EΦf be in (1.1). Assume d(Φ) = 0, | det(Φ)| ∼ 1, |∂3Φ| ≤ 1.
Let f : Rn → C with f̂ ∈ L2(Bn1 ). Then for any p > 2 +
4
n+2−1/n , there is a
constant C only depends dimension, so that
(1.13)
∥∥ sup
t∈R
|EΦf |
∥∥
Lp(Rn)
≤ C‖f‖2.
In section 4, we will see that the maximal extension operator supt EΦ is indeed
a local version of the classic extension operator EΦ, so it is reasonable to believe
(1.13) can hold for p beyond the range of classic Strichartz estimates. Another
interesting problem will be : Under the setting of Theorem 1.9, find the smallest p
such that
(1.14)
∥∥ sup
t∈R
|EΦf |
∥∥
Lp(Rn)
≤ C‖f̂‖p.
1If d(Φ) > 0, the (L2, Lp) estimates stated here are not the optimal one. Stirchartz shows that
‖EΦf‖Lp(Y ) . ‖f‖L2 in [16] for p ≥
2(n+2)
n
, our estimate only for the range p > 2(n+2−d(Φ))
n−d(Φ)
.
4 SHUKUN WU
From the same reason mentioned above, the best p for (1.14) is expected to be
smaller than 2(n+1)n , the endpoint for restriction conjecture. Notice that (1.13) au-
tomatically implies (1.14) for p > 2 + 4n+2−1/n . We will not attack (1.14) in this
paper.
This paper is organized as follows: We prove Theorem 1.2 in Section 2 and
Theorem 1.5 in Section 3. In Section 4, we prove Theorem 1.9 using a bilinear
argument. Section 5 and 6 are appendices concerning wave-packet decomposition
and an epsilon removal lemma.
Notations: Throughout the paper, we will use the following notations:
• We let a ∼ b to mean that ca ≤ b ≤ Ca for some unimportant constants
c and C depending only on dimension. We use Bn(x, r) to represent the
open ball centered at x, of radius r, in Rn and use Bnr to represent B
n(0, r).
M,N are (big) constants depend only on dimension.
• For a rectangle ω ∈ Rn, we will use c(ω) to denote the center of ω and use
c(ω)j to denotes the j-th coordinate of c(ω).
• We set w(x) = (1 + |x|)−1000n and wB(x) = w(
x−c(B)
R ) for any R-ball
B ∈ Rn. We set ‖f‖Lp(wB) = ‖fwB‖Lp(Rn).
Acknowlegement. I am deeply grateful to my advisor and teacher Prof. Xiaochun
Li for introducing the problem to me and being patient and supportive all the time.
2. Linear refined Strichartz estimates
In this section we prove Theorem 1.2. Similar to the argument in [8] and [9], we
need the following l2 decoupling theorem for hypersurfaces with nonzero Gaussian
curvature:
Theorem 2.1. (Bourgain-Demeter) Consider the quadratic hypersurfaces in Rn+1
Hnv = {(ξ1, . . . , ξn, v1ξ
2
1 + · · ·+ vnξ
2
n), |ξ| ≤ 1, vj = ±1}.
Let Nδ(Hnv ) be a δ neighbourhood of H
n
v . Let Pδ be a finitely overlapping cover
of Nδ with rectangles θ of dimensions δ1/2 × · · · × δ1/2 × δ. We denote by fθ the
Fourier restriction of f to θ, that is, f̂θ(ξ) = f̂(ξ)1θ(ξ). Assuming supp(f̂) ⊂ Nδ,
then for any ε > 0, p ≥ 2(n+2−d(H
n
v ))
n−d(Hnv )
, we have
(2.1) ‖f‖p ≤ Cεδ
−εδ−
n
4+
n+2
2p
(∑
θ
‖fθ‖
2
p
)1/2
.
The l2 decoupling theorem was first proved by Bourgain and Demeter in [3]
for elliptic hypersurfaces, and was extended to general hypersurfaces with nonzero
Gaussian curvature by the same authors in [4]. By a simple induction argument
(see [3] Chapter 7), we have
Corollary 2.2. Let S ⊂ Rn+1 be a smooth compact hypersurface with nonzero
Gaussian curvature. Let Nδ(S),Pδ, f as in Theorem 2.1. Then for p ≥
2(n+2−d(S))
n−d(S)
(2.2) ‖f‖p ≤ Cεδ
−εδ−
n
4+
n+2
2p
(∑
θ
‖fθ‖
2
p
)1/2
.
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Unlike the situation in [9], we are facing a loss of δ−
n
4+
n+2
2p when applying the
decoupling inequalities (2.2). However, the loss can be compensated from parabolic
rescaling. Henceforth, we believe the refined Strichartz estimates (1.6) remains true
for p > (2n + 4)/n, where (2n + 4)/n is the endpoint for decoupling theorem of
elliptic hypersurfaces.
Proof of Theorem 1.2: We use induction on scale here. Our target scale is
R1/2. That is, we assume (1.5) holds for the scale R1/2 and aim to prove (1.5) on
the scale R.
We break the unit ball Bn1 in frequency space into finitely overlapping lattice
R−1/4-cubes {qj}, and break the physics ball BnR into finitely overlapping lattice
R3/4-cubes {Qj}. We define fq,Q = fq1Q. Then, if we restrict EΦf to the ball
Bn+1R , the function EΦfq,Q is essentially supported in a rectangle Rq,Q of dimensions
R3/4 × · · · ×R3/4 ×R and with direction (∇Φ(c(q)),−1).
In order to use the induction hypothesis (1.5) at the scale R1/2 for Efq,Q, we
need some preparations.
First, we consider a collection of rectangles Sj ⊂ Rq,Q of dimensions R1/2×· · ·×
R1/2 × R3/4 and having the same direction as Rq,Q. Notice that, after parabolic
rescaling at the scale R1/4, Sj will become a R
1/4-ball and Rq,Q will become a
R1/2-ball. We need a dyadic pigeonholing argument so that we can use (1.5) on
Sj, Rq,Q:
(1) Let λ be a dyadic number, we sort the Sj inside Rq,Q according to the
magnitude ‖EΦfq,Q‖Lp(Sj). We define Sλ to be the collection of Sj such
that ‖EΦfq,Q‖Lp(Sj) ∼ λ.
(2) For each λ, we sort the rectangles Sj ∈ Sλ by the number of such rectangles
in horizontal slabs perpendicular to the direction of Sj . Let µ be another
dyadic number. We define Sλ,µ to be the collection of Sj ∈ Sλ so that the
number of Sj in the horizontal slab is µ.
We let Yq,Q,λ,µ be the union of rectangles Sj ∈ Sλ,µ. By an abuse of notation, we
also use Yq,Q,λ,µ for the characteristic function of Yq,Q,λ,µ. Then,
(2.3) EΦf =
∑
λ,µ
(∑
q,Q
(EΦfq,Q)Yq,Q,λ,µ
)
.
Since there are . O(logR)2 many dyadic numbers λ, µ, by pigeonholing we can
choose some particular λ, µ such that, there exists a set Y ′ ⊂ Y , |Y |/|Y ′| . O(logR)
and for any Bj ∈ Y ′,
(2.4) ‖EΦf‖Lp(Bj) . (logR)
2
∥∥∥∑
q,Q
(EΦfq,Q)Yq,Q,λ,µ
∥∥∥
Lp(Bj)
.
Next, we fix λ, µ in the rest of the argument, and abbreviate Yq,Q,λ,µ to Yq,Q.
Notice that the set Yq,Q we chose has a similar pattern to the Y in (1.5), with
σ = σq,Q being the value µ we have fixed. Since we only need to consider those
fq,Q with ‖fq,Q‖2 & R−1000n‖f‖2, there are . O(logR) possible dyadic values
for these ‖fq,Q‖2. Also, for each Bj ∈ Y ′, there are . O(logR) possible dyadic
values for the quantity #{(q,Q) : Bj ⊂ Yq,Q}. Therefore, by a dyadic pigeonholing
argument, we can choose a dyadic value η, a set Pη of (q,Q) and a set Y
′′ ⊂ Y such
that
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x
t
Rq,Q
B1 B2 B3 Bσ
S1 S2 S3
t0
t0+R
1
2
Figure 1. Possible position for Sj and Bj .
(1) For all (q,Q) ∈ Pη, ‖fq,Q‖2 are equal up to a factor less than 2.
(2) For all Bj ∈ Y
′′, #{(q,Q) : Bj ⊂ Yq,Q} ∼ η.
(3) For all Bj ∈ Y ′′,
(2.5) ‖EΦf‖Lp(Bj) . (logR)
4
∥∥∥ ∑
(q,Q)∈Pη
(EΦfq,Q)Yq,Q,λ,µ
∥∥∥
Lp(Bj)
.
We fix η in the rest of the argument.
The following geometric fact plays a crucial role in the proof: Each Sj ∈ Yq,Q
contains at most one ball Bj in a horizontal slab R
n×{t0, t0+R1/2}. See Figure 1
for a possible position between Sj and Bj . This is because the direction of Rq,Q is
(∇Φ(c(q)),−1), which makes an angle of ∼ 1 with respect to the horizontal plane
t = 0. Thus,
(2.6)
|Yq,Q ∩ Y |
|Y |
≤
σq,Q
σ
.
Since Y ′′ ⊂ Y , we have
(2.7)
|Yq,Q ∩ Y ′′|
|Y ′′|
≤ (logR)4
σq,Q
σ
.
Finally, combining the fact that for (q,Q) ∈ Pη, #{Bj : Bj ⊂ Yq,Q} ∼ η and
(2.7), we have
(2.8) η ≤ (logR)4
σq,Q
σ
|Pη|.
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Now we are ready to begin our proof. We use (2.2) at the scale R1/2 and (2.5)
so that for each Bj ∈ Y ′′,
‖EΦf‖Lp(Bj) . (logR)
4
∥∥∥∥∥ ∑
(q,Q)∈Pη
(EΦfq,Q)Yq,Q
∥∥∥∥∥
Lp(Bj)
(2.9)
. R
ε
4R
n
8−
n+2
4p
( ∑
(q,Q)∈Pη
∥∥(EΦfq,Q)Yq,Q∥∥2Lp(wBj )
)1/2
.
Since the number of Yq,Q containing Bj is ∼ η, we can apply Ho¨lder’s inequality to
have∥∥∥∥∥ ∑
(q,Q)∈Pη
(EΦfq,Q)Yq,Q
∥∥∥∥∥
Lp(Bj)
. η
p−2
2p R
ε
4R
n
8−
n+2
4p
( ∑
(q,Q)∈Pη
∥∥(EΦfq,Q)Yq,Q∥∥pLp(wBj )
)1/p
.
Noticing that
∑
j |wBj (x)| . 1, we raise p-th power to both sides and sum over all
the Bj ∈ Y ′′ to get
(2.10)
∥∥EΦf∥∥pLp(Y ′′) . η p−22 R εp4 R np8 −n+24 ∑
(q,Q)∈Pη
∥∥(EΦfq,Q)∥∥pLp(Yq,Q).
Since |Y | . (logR)4|Y ′′|, and since for any Bj ∈ Y , ‖EΦf‖Lp(Bj) is essentially the
same, we have
(2.11)
∥∥EΦf∥∥pLp(Y ) . η p−22 R εp4 R np8 −n+24 ∑
(q,Q)∈Pη
∥∥(EΦfq,Q)∥∥pLp(Yq,Q).
Combining parabolic rescaling, we can use our induction hypothesis (1.5) at the
scale R1/2 for each EΦfq,Q the right hand side of (2.11) and obtain
(2.12)
∥∥EΦf∥∥pLp(Y ) . η p−22 σ− p−22q,Q R 3εp4 ∑
(q,Q)∈Pη
∥∥fq,Q∥∥p2.
Now we can apply the geometric estimate (2.8) to have
(2.13)
∥∥EΦf∥∥pLp(Y ) . σ− p−22 Rεp|Pη| p−22 ∑
(q,Q)∈Pη
∥∥fq,Q∥∥p2.
Since ‖fq,Q‖2 are essentially the same, we get
(2.14)
∥∥EΦf∥∥pLp(Y ) . σ− p−22 Rεp
( ∑
(q,Q)∈Pη
∥∥fq,Q∥∥22
)p/2
. σ−
p−2
2 Rεp‖f‖p2.
Finally, we take p-th root to both sides to have (1.5) for the scale R, and hence the
induction closes. 
Remark 2.3. Although it is shown in [9] that the refined Strichartz estimates (1.6)
are sharp with respect to σ when p = (2n+4)/n, we do not know whether it is sharp
for p > (2n + 4)/n. The example in [9] does not work as a counterexample here.
For p > (2n+ 4)/n, we may gain more from the ”spreading out” property (1.4).
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3. Multilinear analogue
This section is devoted to prove the multilinear refined Strichartz estimates (1.9).
Similar to the argument in [9], we will need the following multilinear Kakeya esti-
mates from [1]. See also [12].
Theorem 3.1. Suppose Sj ⊂ Sn−1, j = 1, 2, . . . , k, k ≥ 2. Suppose lj,a are lines
in Rn and the direction of lj,a lies in Sj. Suppose that for any vj ∈ Sj, we have
(3.1) |v1 ∧ · · · ∧ vk| ≥ c > 0.
Let Tj,a be the characteristic function for the 1-neighbourhood of lj,a. Then for any
ε > 0, we have
(3.2)
∫
BnR
k∏
j=1
( Nj∑
a=1
Tj,a
)1/(k−1)
≤ CεR
ε
k∏
j=1
N
1/(k−1)
j .
Proof for Theorem 1.5. For each j, we process ‖EΦfj‖Lp(Y ) following the
proof in Theorem 1.2 to have λj , µj, ηj and a set Pηj . We abbreviate Pηj to Pj in
the rest of the argument. Thus,
(3.3) ‖EΦfj‖Lp(Y ) . η
p−2
2p
j σ
− p−22p
j,q,Q R
3ε/4
∑
(q,Q)∈Pj
∥∥fq,Q∥∥2.
Also, similar to the argument above (2.5), we can have a set Y ′′ ⊂ Y , such that
|Y | . (logR)4k|Y ′′|, and for each B ∈ Y ′′ and each j,
(3.4) #{(q,Q) ∈ Pj : B ⊂ Yq,Q} ∼ ηj .
Therefore, summing all the B ⊂ Y ′′ we have
(3.5) N
k∏
j=1
η
1
k−1
j ≤ (logR)
4k
∑
B∈Y ′′
k∏
j=1
(
#{(q,Q) ∈ Pj : B ⊂ Yq,Q}
) 1
k−1 .
Our goal is to show
(3.6) N
k∏
j=1
η
1
k−1
j ≤ CεR
ε
k∏
j=1
(
σj,q,Q|Pj |
) 1
k−1 .
Since Yq,Q is a collection of tubes that each tube has dimensions R
1/2×· · ·×R1/2×
R3/4, we are motivated to use multilinear Kakeya estimate (3.2) on the scale R3/4.
We break the ball Bn+1R into lattice R
3/4-cubes K. Define
(3.7) Pj,K = {(q,Q) ∈ Pj : K ⊂ 2Rq,Q}.
Then (3.6) is equivalent to
(3.8) N
k∏
j=1
η
1
k−1
j . R
ε
∑
K
∑
B∈Y ′′,B⊂K
k∏
j=1
(
#{(q,Q) ∈ Pj,K : B ⊂ Yq,Q}
) 1
k−1 .
On each in K, we have k transverse collections of tubes of dimensions R1/2× · · · ×
R1/2×R3/4 passing through it, and the number of such tubes in the j-th collection
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is . |Pj,K | · σj,q,Q. Since the intersection of the tubes in different collections is
essentially a R1/2 cube, we can use multilinear Kakeya estimate (3.2) to have
∑
B∈Y ′′,B⊂K
k∏
j=1
(
#{(q,Q) ∈ Pj,K : B ⊂ Yq,Q}
) 1
k−1 . Rε
k∏
i=1
(
|Pj,K | · σj,q,Q
) 1
k−1 .
Plug this back to (3.8) so that
(3.9) N
k∏
j=1
η
1
k−1
j . R
ε
∑
K
k∏
i=1
(
|Pj,K | · σj,q,Q
) 1
k−1 .
Notice that any Rq,Q ∈ Pj,K is in fact a tube of dimensions R
3/4 × · · · ×R3/4 ×R.
We thus can use multilinear Kakeya again to have
(3.10)
∑
K
k∏
i=1
(
|Pj,K | · σj,q,Q
) 1
k−1 . Rε
k∏
j=1
(
|Pj | · σj,q,Q
) 1
k−1 .
Hence we get (3.6). Invoking Ho¨lder inequality, (3.3) and (3.6) so that∥∥∥ k∏
j=1
|EΦfj|
1/k
∥∥∥k
Lp(Y )
≤
k∏
j=1
∥∥∥EΦfj∥∥∥
Lp(Y )
.
k∏
j=1
η
p−2
2p
j σ
− p−22p
j,q,Q R
3ε/4
∑
(q,Q)∈Pj
∥∥fq,Q∥∥2
≤ N−
(k−1)(p−2)
2p
k∏
j=1
|Pj |
p−2
2p
∑
(q,Q)∈Pj
∥∥fq,Q∥∥2
≤ N−
(k−1)(p−2)
2p
k∏
j=1
‖fj‖2.
The last inequality comes from the fact that for all (q,Q) ∈ Pj, ‖fq,Q‖2 are essen-
tially the same. Finally, we take the k-th root on both sides to finish the proof of
(1.9). 
4. Maximal extension operator
We will prove Theorem 1.9 here. We use the sharp L2 estimate in [11] and the
bilinear argument for paraboloid in [18].
Following an epsilon removal argument that we will prove in the appendix, it
suffices to prove a local result:
Theorem 4.1. Let EΦf be in (1.1). Assume d(Φ) = 0, | det(Φ)| ∼ 1, |∂3Φ| ≤ 1.
Let f : Rn → C with f̂ ∈ L2(Bn1 ). Then for any p > 2 +
4
n+2−1/n and any ε > 0,
there exists a Cε such that for all R > 0,
(4.1)
∥∥ sup
|t|<R
|EΦf |
∥∥
Lp(BnR)
≤ CεR
ε‖f‖2.
By partitioning Bn1 lattice (10n)
−11-cubes and some dilation and translation
arguments, we can assume Φ(0) = ∇Φ(0) = 0, ∇2Φ(0) = In, |∇3Φ| ≤ (10n)−10 in
Theorem 4.1, where In is the n× n identity matrix.
We need a bilinear version of Theorem 4.1, namely,
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Theorem 4.2. Let EΦf be in (1.1). Assume d(Φ) = 0, Φ(0) = ∇Φ(0) = 0,
∇2Φ(0) = In, |∇3Φ| ≤ (10n)−10. Assume f1, f2 have frequencies 2-transversely
supported in Bn1 . Then for p > 1 +
2
n+2−1/n and any ε > 0, there exist a constant
Cε that for all R > 0,
(4.2)
∥∥ sup
|t|<R
|EΦf1EΦf2|
∥∥
Lp(BnR)
≤ CεR
ε‖f1‖2‖f2‖2.
First we will show how (4.2) implies (4.1). We follow the idea in [5] to split
break EΦf into linear and bilinear parts. Let {τ} be the lattice K−1-cubes in Bn1
where K = Rε
2
, so f =
∑
τ fτ . Since for each τ , there are only ∼ n many lattice
K−1-cubes that are adjacent to it, we have
(4.3) |EΦf | ≤ Cmax
τ
|EΦfτ |+
∑
(τ1,τ2)∈ΛK
|EΦfτ |
1
2 · |EΦfτ |
1
2 ,
where ΛK = {(τ1, τ2) : dist(τ1, τ2) ≥ 2K−1}. Take Lp norm to both sides and use
triangle inequality so that∥∥ sup
|t|<R
EΦf |
∥∥
Lp(BnR)
≤ C
∥∥ sup
|t|<R
max
τ
|EΦfτ |
∥∥
Lp(BnR)
(4.4)
+
∑
(τ1,τ2)∈ΛK
∥∥ sup
|t|<R
|EΦfτ1|
1
2 |EΦfτ2 |
1
2 |
∥∥
Lp(BnR)
(4.5)
Clearly,
(4.6)
∥∥ sup
|t|<R
max
τ
|EΦfτ |
∥∥
Lp(BnR)
≤
(∑
τ
∥∥ sup
|t|<R
|EΦfτ |
∥∥p
Lp(BnR)
)1/p
.
We define a Fourier dilation operator
(4.7) Dβfτ =
∫
eix·ξf̂τ
(
(ξ − c(τ))/β
)
dξ
for convenience. Then by parabolic rescaling, an affine transformation and the
induction hypothesis (4.1), we get∥∥ sup
|t|<R
|EΦfτ |
∥∥
Lp(BnR)
. K−n+
n
p
∥∥ sup
|t|<RK−2
|EΦ˜(DK−1fτ )|
∥∥
Lp(Bn
RK−1
)
(4.8)
≤ K−
n
2+
n
pRεK−ε‖fτ‖2
for a function Φ˜ satisfying ∇2Φ˜(0) = In, |∇
3Φ˜| ≤ 2(10n)−10K−1. Raise p-th power
to both sides and sum up all the τ to have
(4.9)
(∑
τ
∥∥ sup
|t|<R
|EΦfτ |
∥∥p
Lp(BnR)
)1/p
≤ K−
n
2+
n
p−εRε
(∑
τ
‖fτ‖
p
2
)1/p
.
Since p > 2, we can apply Minkowski’s inequality to the right hand side of (4.9) so
that (∑
τ
∥∥ sup
|t|<R
|EΦfτ |
∥∥p
Lp(BnR)
)1/p
≤ K−
n
2+
n
p−εRε
(∑
τ
‖fτ‖
2
2
)1/2
(4.10)
≤ K−
n
2+
n
p−εRε‖f‖2.
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Next, we will use the bilinear estimate (4.2) to bound the bilinear part (4.5).
Applying parabolic rescaling and an affine transformation to (4.2), we have
(4.11)
∥∥ sup
|t|<R
|EΦfτ1 |
1
2 |EΦfτ2 |
1
2
∥∥
Lp(BnR)
. Cε2K
CRε
2∥∥fτ1∥∥1/22 ∥∥fτ2∥∥1/22 .
Sum up all the (τ1, τ2) ∈ Λ so that∑
(τ1,τ2)∈ΛK
∥∥ sup
|t|<R
|EΦfτ1 |
1
2 |EΦfτ2 |
1
2 |
∥∥
Lp(BnR)
≤ Cε2K
CRε
2 ∑
(τ1,τ2)∈ΛK
∥∥fτ1∥∥1/22 ∥∥fτ2∥∥1/22 .
We apply Ho¨lder inequality to the right hand side of the above inequality to get∑
(τ1,τ2)∈ΛK
∥∥ sup
|t|<R
|EΦfτ1|
1
2 |EΦfτ2 |
1
2 |
∥∥
Lp(BnR)
≤Cε2K
2CRε
2(∑
τ1,τ2
‖fτ1‖
2
2‖fτ2‖
2
2
)1/4
(4.12)
≤Cε2K
2CRε
2
‖f‖2.
Finally, we combine (4.4), (4.5), (4.10) and (4.12) to have
(4.13)
∥∥ sup
|t|<R
|EΦf |
∥∥
Lp(BnR)
≤
(
CK−
n
2+
n
p−εRε + Cε2K
2CRε
2)
‖f‖2.
The induction closes as
CK−
n
2+
n
p−εRε + Cε2K
2CRε
2
= CRε
2(−n2+
n
p−ε)Rε + Cε2R
2Cε2+ε2 . Rε. 
It remains to show (4.2). For convenience we define a property for sets in Rn+1:
Property 4.3. A set X is a union of unit cubes in Rn+1 such that for any lattice
1-cube U ⊂ BnR, there are only ≤ O(1) many R
n+1 unit cubes in X ∩PU , where the
vertical tube
(4.14) PU
∆
= {(x, t) : x ∈ U, t ∈ R}.
Since f̂ ⊂ Bn1 , EΦf is essentially constant on every 1-ball in R
n+1. Thus, there
exists a set X ⊂ Bn+1R satisfies property 4.3 so that
2∥∥ sup
|t|<R
|EΦf1|
1
2 |EΦf2|
1
2 |
∥∥
Lp(BnR)
.
∥∥|EΦf1| 12 |EΦf2| 12 |∥∥Lp(X)(4.15)
+ O(R−1000n‖f1‖
1/2
2 · ‖f2‖
1/2
2 ).
Conversely, for any X satisfies property 4.3 we have∥∥|EΦf1| 12 |EΦf2| 12 |∥∥Lp(X) . ∥∥ sup
|t|<R
|EΦf1|
1
2 |EΦf2|
1
2 |
∥∥
Lp(BnR)
(4.16)
+ O(R−1000n‖f1‖
1/2
2 · ‖f2‖
1/2
2 ).
We will adapt the argument in [18]. First we state a wave-packet decomposition
and will prove it in the appendix. A similar formulation can be founded in [18] and
[13].
Let q = {q} be the collection of lattice R−1/2-cubes in Bn1 . Define Tq be a
collection of rectangles T in Bn+1(0, 2R) of dimensions R1/2 × · · · ×R1/2×R such
that the projection of T onto the hyperplane orthogonal to the vector (2c(q),−1)
is a lattice R1/2-cube in BnR. We let T =
⋃
q Tq. Now we are ready to state our
wave-packet decomposition.
2We refer Lemma 6.2 for an explanation.
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Proposition 4.4. Assume f ∈ L2(Bn1 ). Then for each fq, δ > 0 arbitrarily small,
we can pick a collection of functions fT , T ∈ T such that
(1) supp(f̂T ) ⊂ 2q for some q ∈ q.
(2) |EΦfT (x, t)| ≤ R−1000n‖f‖2 for (x, t) ∈ B
n+1
R \R
δT .
(3)
∣∣EΦf(x, t)−∑T∈T EΦfT (x, t)∣∣ . R−1000n‖f‖2 for (x, t) ∈ Bn+1R .
(4)
∑
T∈T ‖fT‖
2
2 . ‖f‖
2
2.
(5) 〈EΦfT , EΦfT ′〉 = 〈fT , fT ′〉 = 0 if T 6= T
′ and dist(supp(f̂T ), supp(f̂T ′)) ≥
3R−1/2.
(6) ‖EΦfT ‖L2(Bn+1R )
. R1/2‖fT‖2.
We call
∑
T∈T fT a wave packet decomposition of f .
Let
∑
Tj∈Tj
fTj be the wave-packet decomposition of fj , j = 1, 2. We set φT =
χBn+12R
EΦfT so that∥∥ sup
|t|<R
|EΦf1|
1
2 |EΦf2|
1
2 |
∥∥
Lp(BnR)
∼
∥∥ ∑
T1∈T1
∑
T2∈T2
φT1φT2
∥∥1/2
Lp/2(X)
(4.17)
+ O(R−1000‖f1‖
1/2
2 · ‖f2‖
1/2
2 ).
Thus, it suffices to show that
(4.18)
∥∥ ∑
T1∈T1
∑
T2∈T2
φT1φT2
∥∥
Lp(X)
≤ CεR
ε‖f1‖2‖f‖2.
for p > 1 + 2n+2−1/n and any X satisfying Property 4.3.
Without loss of generality, we assume ‖f1‖2 = ‖f‖2 = 1, so ‖φTj‖∞ ≤ 1 . Since
we only need to consider those φTj with ‖φTj‖∞ ranging in [R
−C , 1], and there
. O(logR) many dyadic value in [R−C , 1]. Thus, we can assume that for each
j = 1, 2, ‖φTj‖∞ are equal up to a factor smaller than 2. Invoking Property (4)
and (5) in Proposition 4.4, it suffices to show
(4.19)
∥∥ ∑
T1∈T1
∑
T2∈T2
φT1φT2
∥∥
Lp(X)
≤ CεR
ε|T1|
1/2|T2|
1/2.
Let Q = {Q} be the lattice R1/2 cubes in Bn+12R . We define Q(Tj) = {Q ∈
Q : RδQ ∩ RδTj 6= ∅} and Tj(Q) = {Tj ∈ Tj : RδQ ∩ RδTj 6= ∅}. Since
1 ≤ |Q|, |Tj(Q)|, |Q(Tj)| ≤ RN , by the same dyadic argument above, we only need
to show for any dyadic values λj , µj ∈ [1, RN ],
(4.20)
∥∥ ∑
Q∈Q[µ1,µ2]
∑
Tj∈Tj [λj ,µ1,µ2]
φT1φT21Q
∥∥
Lp(X)
≤ CεR
ε|T1|
1/2|T2|
1/2.
where Q[µ1, µ2] = {Q ∈ Q, |Q(Tj)| ∼ µj , j = 1, 2} and Tj [λj , µ1, µ2] = {Tj ∈
Tj , Q(Tj) ∼ λj , Q ∈ Q[µ1, µ2]}. We fixed µj , λj in the rest of the argument and use
Tj = Tj [λj , µ1, µ2], Q = Q[µ1, µ2] for abbreviation. Let B = {B} be the collection
of R1−α-balls in Bn+12R . Let
(4.21) Bj = max
B∈B
#{Q ∈ Q[µ1, µ2], R
δQ ∩RδT 6= ∅, Q ∈ 2Bj}.
We define a relation between Tj and B by: Tj ∼ B if and only if B ⊂ 3Bj . Thus
(4.22) #{B : T ∼ B} . 1.
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As a consequence
(4.23)
∑
B
#{Tj : Tj ∼ B} =
∑
Tj
#{B : Tj ∼ B} . |Tj |.
Using the relation defined above, we partition the left hand side of (4.19) into four
parts:∣∣∣ ∑
T1∈T1
∑
T2∈T2
φT1φT2
∣∣∣ = ∣∣∣∑
B
1B
∑
T1∼B
∑
T2∼B
φT1φT2 +
∑
T1∼B
∑
T2 6∼B
φT1φT2
+
∑
T1 6∼B
∑
T2∼B
φT1φT2 +
∑
T1 6∼B
∑
T2 6∼B
φT1φT2
∣∣∣.
By triangle inequality, we only need to show
(4.24)
∥∥∥ ∑
Q∈Q
1Q
∑
B
1B
∑
T1∼B
∑
T2∼B
φT1φT2
∥∥∥
Lp(X)
≤ CεR
(1−α)ε|T1|
1/2|T2|
1/2
and
(4.25)
∥∥∥ ∑
Q∈Q
1Q
∑
B
1B
∑
T1 6∼B
∑
T2∈T2
φT1φT2
∥∥∥
Lp(X)
. RCα|T1|
1/2|T2|
1/2,
as if we pick α = ε2, the induction would close from CεR
(1−α)ε +RCα . Rε.
For (4.25), we use the induction hypothesis so that∥∥∥ ∑
Q∈Q
1Q
∑
B
1B
∑
T1∼B
∑
T2∼B
φT1φT2
∥∥∥
Lp(X)
≤
∑
B
∥∥∥ ∑
T1∼B
∑
T2∼B
φT1φT2
∥∥∥
Lp(B∩X)
(4.26)
≤ CεR
(1−α)ε
∑
B
(
#{T1, T1 ∼ B})
1/2
(
#{T2 : T2 ∼ B}
)1/2
.
Invoking Cauchy-Schwarz inequality, (4.26) becomes
(4.27) (4.26) ≤ CεR
(1−α)ε
(∑
B
#{T1, T1 ∼ B})
1/2
(∑
B
#{T2 : T2 ∼ B}
)1/2
,
which is
(4.28) . CεR
(1−α)ε|T1|
1/2|T2|
1/2.
Thus, we finish the proof for (4.24).
It remains to prove (4.25). We need the following sharp L2 estimate:
Theorem 4.5. Let f ∈ L2(Rn) with f̂ ⊂ Bn1 . Then
(4.29)
∥∥ sup
|t|<R
|EΦf |
∥∥
L2(BnR)
≤ Cε′R
n
2(n+1)
+ε′‖f‖2.
Theorem 4.5 is proved by Du and Zhang in [11] for Φ(ξ) = |ξ|2. We will briefly
explain why their argument works for general Φ in Remark 4.6 at the end of the
section.
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Recall that X satisfies Property 4.3, so∥∥∥ ∑
Q∈Q,B
1Q1B
∑
T1 6∼B
∑
T2∈T2
φT1φT2
∥∥∥
L1(X)
≤
∥∥∥ ∑
T1 6∼B
φT1
∥∥∥
L2(X)
∥∥∥ ∑
T2∈T2
φT2
∥∥∥
L2(X)
(4.30)
.
∥∥∥ sup
|t|<R
∣∣EΦ( ∑
T1 6∼B
fT1
)∣∣∥∥∥
L2(BnR)
∥∥∥ sup
|t|<R
∣∣EΦ( ∑
T2∈T2
fT2
)∣∣∥∥∥
L2(BnR)
+O(R−1000‖f1‖
1/2
2 · ‖f2‖
1/2
2 ).
Invoking (4.29) we have
(4.31)
∥∥∥ ∑
Q∈Q
1Q
∑
B
1B
∑
T1 6∼B
∑
T2∈T2
φT1φT2
∥∥∥
L1(X)
. Cε′R
n
n+1+ε
′
|T1|
1/2|T2|
1/2.
Tao [18] and Lee [14] essentially showed that 3
(4.32)
∥∥∥ ∑
Q∈Q
1Q
∑
B
1B
∑
T1 6∼B
∑
T2∈T2
φT1φT2
∥∥∥
L2(Bn+1)
. RCαR−
n−1
4 |T1|
1/2|T2|
1/2.
Since X ⊂ Bn+1R , we thus have
(4.33)
∥∥∥ ∑
Q∈Q
1Q
∑
B
1B
∑
T1 6∼B
∑
T2∈T2
φT1φT2
∥∥∥
L2(X)
. RCαR−
n−1
4 |T1|
1/2|T2|
1/2.
Finally, we apply real interpolation for (4.31) and (4.33) to get (4.25), and hence
finish the proof for (4.2). 
Remark 4.6. We briefly explain why Du-Zhang’s argument remains valid for Φ
satisfying d(Φ) = 0, ∇2Φ(0) = In, |∇3Φ| ≤ (10n)−10. We can run Du-Zhang’s ar-
gument similarly in the ”broad part”, using multilinear refined Strichartz estimates
(1.9). After that, we need to be careful about the ”narrow part”: When Φ = |ξ|2,
the normal vectors (−2ξ, 1) for the narrow part essentially lie in a lower dimen-
sion hyperplane (subspace). Since intersection of this hyperplane with the graph
(ξ, |ξ|2) is a lower dimension paraboloid, Bourgain-Demeter l2 decoupling theorem
is applicable. While for general Φ, the normal vectors of the narrow part lie in a
hypersurface Γ determined by the equation
(4.34) m · ∇Φ(ξ) + n = 0
for some (m,n) ∈ Sn+1, |m| ≥ 1/100.
We claim that there is a projection map P : Rn+1 → Rn who maps Rn+1
to a lower dimension subspace, so that P (Γ) is a lower dimension hypersurface
with nonzero Gaussian curvature, 1/20 ≤ ‖P‖ ≤ 20, and the restricted map PΓ :
Γ → P (Γ) is a bijection. If the claim is proved, we can apply Bourgain-Demeter
l2 decoupling theorem to the narrow part so that Du-Zhang’s argument is still
applicable in our setting.
Since ∇2Φ(0) = In and |∇3Φ| ≤ (10n)−10, intuitively, ∇2Φ(ξ) ≈ In for ξ ∈ Bn1 .
In particular, | det(∇2Φ(ξ))−1| ≤ (10n)−8 by Taylor formula. Thus, |m·∇2Φ(ξ)| =
|(c1, . . . , cn)| ≥ 1/200. We can assume that mk = 0 for 1 ≤ k ≤ n − 1 from a
rotation argument. By implicit function theorem, there is a function g(ξ1, . . . , ξn−1)
such that m · ∇Φ(ξ1, . . . , ξn−1, g) + n = 0, |∇g| ≤ (10n)−9, |∇2g| ≤ (10n)−8.
Let h(ξ1, . . . , ξn−1) = Φ(ξ1, . . . , ξn−1, g) such that P (Γ) is the graph of h. Then
|∇h| ≤ 20, |∇2h− In−1| ≤ (10n)
−8, so that ∇2h is positive definite. The estimate
3See Remark 4.7 at the end of the section.
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1/20 ≤ ‖P‖ ≤ 20 follows directly from |∇Φ| ≤ 10 and |∇h| ≤ 20. Therefore, we
finish the proof of the claim. 
Remark 4.7. (4.32) was mentioned in [18], and proved in [14] when Φ is supported
in a sufficiently small set. We will briefly point out why Tao’s argument works in
our setting. Let S1, S2 ∈ Bn1 such that dist(S1, S2) & 1. Let ξ1, ξ
′
1 ∈ S1, ξ
′
2, ξ
′
2 ∈ S2.
Consider the parallelogram condition
(4.35)
{
ξ1 + ξ2 = ξ
′
1 + ξ
′
2,
Φ(ξ1) + Φ(ξ2) = Φ(ξ
′
1) + Φ(ξ
′
2).
Fixing ξ2, ξ
′
1, we see (4.35) determined a hypersurface F (ξ) = Φ(ξ)+Φ(ξ2)−Φ(ξ
′
1)−
Φ(ξ + ξ2 − ξ′1) = 0. Let Γ be the truncated ruled hypersurface
Γ = {(x, t) ∈ Rn+1 : (x, t) = s(∇Φ(ξ),−1), F (ξ) = 0, ξ ∈ S1, R
1−α ≤ s ≤ R}.
When Φ = |ξ|2, Γ is a truncated plane, so everything works perfectly. For general
Φ, since |∂3Φ| ≤ (10n)−10, the hypersurface F (ξ) = 0 is in fact a perturbation of a
hyperplane parametrized by F˜ (ξ) = 0, in the sense that |∇F −∇F˜ | ≤ (10n)−9. In
fact, F˜ (ξ) = |ξ|2+ |ξ2|2−|ξ′|2−|ξ+ ξ2− ξ′1|
2. Suppose that Γ has parameterization
Γ : G(x, t) = 0. Using the fact ∇2Φ ≈ In and implicit function theorem, we get
that Γ is perturbation of a hyperplane Γ˜ : G˜(x, t) = 0 for some function G˜, in the
sense that |∇G−∇G˜| ≤ (10n)−6. Thus, for any ξ2 ∈ S2, the line l : {(x, t) : (x, t) =
s(∇Φ(ξ2),−1) + (x0, t0), s ∈ R} is transverse to the hyperplane Γ. Additionally, if
l and Γ intersect, they only intersect at one single point. This tells us Γ behaves
very similar to a hyperplane, which is the situation Tao facing in [18]. As a result,
we can follow Tao’s argument easily and obtain (4.32). 
5. Appendix: Proof of wave-packet decomposition
In this section we present a proof for Proposition 4.4.
Let ψ(ξ) be a smooth function that equals to 1 on Bn1 , and is supported in B
n
2 .
Let ψq(ξ) = ψ
(
R1/2(ξ − c(q))
)
. Consider the partial Fourier series SN f̂q for f̂q
expanding in a R−1/2-cube q:
(5.1) SN f̂q(ξ) =
∑
m∈Zn,|m|≤N
ame
im·ξψq(ξ),
where
(5.2) am =
∫
Rn
e−ix·mf̂q(ξ)1q(ξ)dξ.
Let PT (x) : R
n+1 → Rn be the projection to the hyperplane whose normal vector
coincides to the direction of T . For PT (c(T )) = m, we define
(5.3) fT (ξ) =
∫
ame
ix·ξeim·ξψq(ξ)dξ.
so that f̂T (ξ) = ame
im·ξψq(ξ). Clearly, Property (1) is true.
Next we take a look on EΦfT , plug in the definition of fT to have
EΦfT (x, t) =
∫
Rn
eix·ξeitΦ(ξ)ame
im·ξψq(ξ)dξ
=
∫
Rn
eix·ξeitΦ(ξ)ame
im·ξψ(R1/2(ξ − c(q)))dξ.
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Performing a change of variable and using Taylor expansion, we have
(5.4)
EΦfT (x, t) = ame
i(x+m)·c(q)eitΦ(c(q))
∫
Rn
ei(x+m+∇Φ(c(q)))·ξeitΦ(ξ)eiO(1)ψ(R1/2ξ)dξ.
When 0 < |t| < R and |x + m + 2c(q)| & R1/2Rδ, the integrand in (5.4) admits
fast decay. Thus |EΦfT | . R
−1000n‖f‖2, as |am| ≤ ‖f‖2. This gives the proof of
Property (2).
We now prove Property (3). Recall that SN f̂q converges to f̂q in L
2. Thus, there
is a positive number Nq > 0 such that
(5.5) ‖SNq f̂q − f̂q‖2 ≤ O(R
−2000n‖f‖2).
We let T¯q be the collection of T ∈ Tq such that |PT (c(T ))| ≤ Nq. Then∣∣∣EΦfq − ∑
T∈Tq
EΦfT
∣∣∣ = ∣∣∣ ∫
Rn
eix·ξeitΦ(ξ)(f̂q −
∑
T∈Tq
f̂T )dξ
∣∣∣(5.6)
≤
∣∣∣ ∫
Rn
eix·ξeitΦ(ξ)(f̂q −
∑
T∈T¯q
f̂T )dξ
∣∣∣+ ∣∣∣ ∫
Rn
eix·ξeitΦ(ξ)
( ∑
T∈(T¯q\Tq)
f̂T
)
dξ
∣∣∣.
From (5.5) and the fact f̂q and f̂T are supported in q, the first part of (5.6) is
bounded by O(R−2000n‖f‖2). Since (x, t) ∈ B
n+1
R , for each T ∈ T¯q \ Tq, we set
m = PT (C(T )) and use the standard non-stationary phase method to get
(5.7)
∣∣∣ ∫
Rn
eix·ξeitΦ(ξ)f̂T (ξ)dξ
∣∣∣ . am
(1 + |x|+ |m|)−M
. O(R−2000n‖f‖2)|m|
−2000n
for someM large enough. Summing up all the T ∈ T¯q \Tq we have the second part
of (5.6) is bounded by O(R−2000n‖f‖2). Thus, (5.6) is bounded by O(R−2000n‖f‖2)
and we finish the proof for Property (3) by summing up all the q.
Property (4) follows directly from Plancherel. For Property (5), by Plancherel
we have
(5.8) 〈EΦfT , EΦfT ′〉 =
∫
〈f̂T , f̂T ′〉dt = 0.
The last equality is from the fact f̂T and f̂T ′ are disjointly supported.
For Property (6), again by Plancherel we have
(5.9)
∥∥EΦfT∥∥2L2(Bn+1R ) =
∫ R
0
|f̂T (ξ)e
itΦ(ξ)|2dξdt . R‖fT‖
2
2.

6. Appendix: Epsilon Removal Lemma
In this section we prove the following lemma
Lemma 6.1. Suppose p > 2, ε > 0 and (4.1). Then
(6.1)
∥∥ sup
t∈R
|EΦf |
∥∥
Lp0(Rn)
. ‖f‖2
for f ∈ L2(Rn) and
(6.2)
1
p0
<
1
p
−
C
log 1ε
.
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In particular, Theorem 4.1 implies Theorem 1.9 by letting ε→ 0. Our proof for
Lemma 6.1 is similar to the argument in [5]. See also [17].
For some technical issues, we assume f̂ is supported in Bn1/4 rather then the unit
ball in Theorem 1.9. Since f̂ ⊂ Bn1/4, |EΦf | is essentially constant in every 1-ball in
Rn+1. Inspired by this observation, we have the following lemma:
Lemma 6.2. There exist a function ϕ(x, t) ∈ Rn+1, such that |ϕ| . 1, supp(ϕ̂) ⊂
Bn+11/4 and
(6.3)
∥∥ sup
t∈R
|EΦf |
∥∥
Lp(Rn)
∼
∥∥(EΦf)ϕ∥∥Lp(Rn+1).
Proof: Let {U} be the lattice 1-cubes in Rn and {I} be the lattice 1-cubes
in R. Let ψU (x), ψI(t) be two smooth functions on such that supp(ψ̂U ) ⊂ B
n
1/8,
supp(ψ̂I) ⊂ [−1/8, 1/8], |ψU (x)| ∼ 1 for x ∈ U , |ψI(t)| ∼ 1 for t ∈ I and ψU , ψI
admit fast decay outside U , I, respectively. Thus, by Hausdorff-Young inequality,
(6.4)
∫
U
sup
t∈R
|EΦf |
p . sup
I
sup
x∈Rn
sup
t∈I
∣∣EΦf(ψUψI)3∣∣p ≤ sup
I
∥∥(EΦf(ψQψI)3)∧∥∥p1.
From the constructions of ψU and ψI , we see the Fourier transform of (ψQψI)
3 is
compactly supported. Combining the fact that f̂ is compactly supported, we have
that
(
EΦf(ψQψI)3
)∧
is compactly supported. Hence
(6.5) sup
I
∥∥(EΦf(ψQψI)3)∧∥∥p1 . sup
I
∥∥(EΦf(ψQψI)3)∧∥∥p2.
Invoking Plancherel and Ho¨lder’s inequality, we obtain that for 3 < p < 4,
sup
I
∥∥(EΦf(ψUψI)3)∧∥∥p2 = sup
I
∥∥EΦf(ψUψI)3∥∥p2(6.6)
≤ sup
I
(∫
Rn+1
|EΦf |
p|ψUψI |
2p
)( ∫
Rn+1
|ψUψI |
2p/(p−2)
)(p−2)/2
. sup
I
∫
Rn+1
|EΦf |
p|ψUψI |
2p.
We pick one IU such that
(6.7) sup
I
∫
Rn+1
|EΦf |
p|ψUψI |
2p ≤ 2
∫
Rn+1
|EΦf |
p|ψUψIU |
2p
and let
(6.8) ϕ =
∑
U
|ψUψIU |
2.
Combining (6.4), (6.5), (6.6), (6.7) and summing all the U ⊂ Rn, we have
(6.9)
∫
Rn
sup
t∈R
|EΦf |
p .
∑
U
|
∫
Rn+1
|EΦf |
p|ψUψIU |
2p ≤
∫
Rn+1
|EΦϕ|
p.
Take p-th root to both sides we get one direction for (6.3). For the other direction,
just use the fact that for each x ∈ Rn there is only one U such that (x, t) ∈ U × IU
and |ψUψIU | decays rapidly outside U × IU . 
Applying Lemma 6.2, it suffices to show the dual estimate
(6.10) ‖E∗(gϕ)‖L2(Bn
1/4
) . ‖g‖p′0
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where
(6.11) E∗g(ξ) =
∫
Rn+1
e−ix·ξe−itΦ(ξ)g(x, t)dxdt.
Following a similar argument in the proof of Lemma 6.2, supposing (4.1), we
have that for any R-ball V ⊂ Rn+1,
(6.12)
∥∥(EΦf)ϕ∥∥Lp(V ) ≤ CεRε‖f‖2
and the dual estimate
(6.13) ‖E∗(g1V ϕ)‖L2(Bn
1/4
) ≤ CεR
ε‖g‖p′.
Let φ(x) be a smooth function in Rn that φ̂(ξ) = 1 when ξ ∈ Bn1/4 and supp(φ̂) ⊂
Bn1/2. The classic result of restriction theorem (see [15]) tells us that EΦφ(x, t) is
bounded above by the decay function C(1 + |x| + |t|)−n/2. Therefore, in order to
make full use of the local estimate (6.13), we are motivated to consider a sparse
collection of R-ball in Rn+1.
Let {Vj}Nj=1 be a collection of R-balls in R
n+1 such that for any j 6= j′, j, j′ ∈
{1, 2, . . . , N}, dist
(
c(Vj), c(Vj′ )
)
& R2CN2C . Here C is a large absolute constant
that will be determined later. For a measurable function g : Rn+1 → C, we let
G =
∑
j g1Vj . Consider ‖E
∗(Gϕ)‖2:∥∥E∗Gϕ∥∥2
L2(Bn
1/4
)
≤
∫
Rn
∣∣∣ ∫
Rn+1
eix·ξeitΦ(ξ)(Gϕ)(x, t)dxdt
∣∣∣2φ(ξ)dξ(6.14)
=
∫
Rn+1
∫
Rn+1
(∫
Rn
ei(x−y)·ξei(t−s)Φ(ξ)φ(ξ)dξ
)
(Gϕ)(x, t)(Gϕ)(y, s)dxdtdyds.
Extract the kernel
(6.15) K(x− y, t− s) =
∫
Rn
ei(x−y)·ξei(t−s)Φ(ξ)φ(ξ)dξ
and expand G =
∑
Vj
g1Vj in the right hand side of (6.14) so that∥∥E∗(Gϕ)∥∥2
L2(Bn
1/4
)
≤
∫
R2n+2
K(x−y, t−s)
∑
j,j′
(g1Vjϕ)(x, t)(g1Vj′ϕ)(y, s)(6.16)
=
∑
j,j′
∫
R2n+2
K(x−y, t−s)(g1Vjϕ)(g1V′ϕ).
For j = j′, we use (6.13) to have
(6.17)
∫
K(x−y, t−s)(g1Vjϕ)(g1Vj′ϕ) ≤
∥∥E∗(g1Vjϕ)∥∥2L2(Bn
1/2
)
≤ CεR
ε‖g1Vj‖
2
p′ .
For j 6= j′, we apply Ho¨lder inequality to get
(6.18)
∫
R2n+2
K · (g1Vjϕ)(g1Vj′ϕ) ≤ ‖g1Vj‖p′
∥∥∥ ∫ K˜(x, t, y, s)(g1Vj )(y, s)dyds∥∥∥
p
where
(6.19) K˜(x, t, y, s) = ϕ(x, t)1Vj (x, t)K(x−y, t−s)ϕ(y, s)1Vj′ (y, s).
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Notice that K(x− y, t− s) = EΦφ(x− y, t− s) and |EΦφ(x, t)| ≤ (1 + |x|+ |t|)−n/2.
Thus, together with |ϕ| . 1 and generalized Young’s inequality we have
(6.20)
∥∥∥ ∫ K˜ · (g1Vj )dyds∥∥∥
p
≤ ‖K1{Vj−Vj′}‖p/2‖(g1Vj )‖p′ . (NR)
−C‖(g1Vj)‖p′ .
Combining (6.16), (6.17), (6.18) and (6.20), we get∥∥E∗G∥∥2
L2(Bn
1/4
)
. CεR
ε
∑
Vj
‖g1Vj‖
2
p′ +
∑
j 6=j′
N−CR−C‖g1Vj‖p′‖g1Vj′‖p′(6.21)
. CεR
ε
(∥∥∑
Vj
g1Vj
∥∥p′
p′
)2/p′
= CεR
ε‖G‖2p′ .
We say a set E = ∪Nj=1B
n+1(xj , r) is sparse if dist(xj , xj′ ) & r
2CN2C . There-
fore, what we have proved above is the following lemma:
Lemma 6.3. Let {Vj}Nj=1 be a collection of sparse R-balls in R
n+1 and G =∑
j g1Vj , then
(6.22)
∥∥E∗G∥∥
L2(Bn
1/4
)
≤ CεR
ε‖G‖2p′ .
We will use (6.22) to prove (6.10). Since ϕ̂ is supported on Bn+11/2 , without loss
of generality, we assume g = χ ∗ g where χ̂ is a smooth function supported on Bn1
and χ̂(ξ) = 1 on Bn+17/8 . We also assume g is a Schwartz function so that its Fourier
series converges. We expand ĝ on Bn+11 to have
(6.23) ĝ(ξ, τ) ∼
∑
(m,n)∈Zn+1
am,ne
im·ξeinτ χ̂(ξ, τ)
with
(6.24) am,n =
∫
Rn+1
e−im·ξe−inτ ĝ(ξ, τ)χ̂(ξ, τ)dξdτ = χ ∗ g(m,n).
Next, we assume
∑
m,n |am,n|
p0 = 1, and sort |am,n| dyadically. Let
(6.25) gk(x, t) =
∑
(m,n)∈Λk
am,nχ(x+m, t+ n)
where Λk = {(m,n) : |am,n| ∼ 2−k} so that |Λk| . 2kp
′
0 . Since
(1) ‖gk‖1 ≤
∑
|am,n| ∼ 2−k|Λk|,
(2) ‖gk‖2 ∼ (
∑
|am,n|
2)1/2 ∼ 2−k|Λk|
1/2,
(3) ‖gk‖∞ ≤ supm,n |am,n| . 2
−k,
applying Ho¨lder twice, for 1 < p′ < 2, we have
(6.26) ‖gk‖p′ ∼ 2
−k|Λk|
1/p′ .
We need a covering lemma in [17].
Lemma 6.4. Suppose E is a union of 1-cubes. Then there exist O(N |E|1/N )
collections of sparse set that cover E, such that the balls in each sparse set have
radius at most O(|E|C
N
).
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Now we are in a position to prove (6.10). Since g =
∑
k≥0 gk, by triangle
inequality
(6.27) ‖E∗(gϕ)‖L2(Bn
1/4
) ≤
∑
k≥0
‖E∗(gkϕ)‖L2(Bn
1/4
).
For each k ≥ 0, since the function χ admits fast decay, gk is essentially supported
on a set E, where E is a union of 1-cubes, and |E| . |Λk| . 2kp
′
0 . We apply Lemma
6.4 so that we can obtain a collection of sparse sets E = {Ej} such that E ⊂ ∪Ej
and |E| . N |E|1/N . By triangle inequality and (6.22),∥∥E∗(gkϕ)∥∥L2(Bn
1/4
)
.
∑
j
∥∥E∗(2−k1Ej∩Eϕ)∥∥L2(Bn
1/4
)
≤ 2−kCε|E|
εCNN |E|
1
N |E|
1
p′ ,
which is further bounded by
(6.28) 2−kCε
log(1/ε)
C
|E|ε
1−
logC
C + C
log(1/ε)
+ 1
p′ ,
if we let N = log(1/ε)/C. Since |E| . 2kp
′
0 , plug it in we have
(6.29) (6.28) . Cε
log(1/ε)
C
2
k(p′0ε
1−
logC
C +
p′0C
log(1/ε)
+
p′0
p′
−1)
.
Thus, if first choose C big enough then ε small enough and let p0 be in (6.2), we
get that for some small positive number ε′,
(6.30) (6.28) . Cε′2
−kε′ .
Summing up all the k we therefore can conclude
(6.31) ‖E∗(gϕ)‖L2(Bn
1/4
) .p0 1 =
(∑
m,n
|am,n|
p0
)1/p0
.
Next, noticing that (6.31) is also true with am,n replaced by am+x,n+t where
(x, t) ∈ Bn+11 and
am+x,n+t =
∫
Rn+1
e−i(m+x)·ξe−i(n+t)τ ĝ(ξ, τ)χ̂(ξ, τ)dξdτ = χ ∗ g(m+ x, n+ t),
we can average over the translates (m,n) over Zn+1-lattice so that
‖E∗(gϕ)‖L2(Bn
1/4
) =
∫
Bn+11
‖E∗(gϕ)‖L2(Bn
1/4
)dxdt(6.32)
.
∫
Bn+11
(∑
m,n
|am+x,n+t|
p0
)1/p′0
dxdt,
which is ∫
Bn+11
(∑
m,n
|χ ∗ g(m+x, n+t)|p0
)1/p′0
dxdt(6.33)
and is further bounded by
(6.34)
( ∫
Bn+11
∑
m,n
|
∫
Rn+1
χ(x+m−y, t+n− s)g(y, s)dyds|p
′
0dxdt
)1/p′0
.
Finally, since χ ∗ g = g and (6.34) is nothing but ‖χ ∗ g‖p′0 , we get (6.10) and
hence finish the proof of Lemma 6.1. 
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