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We report on the formation of ultralong-range Rydberg D-state molecules via photoassociation in
an ultracold cloud of rubidium atoms. By applying a magnetic offset field on the order of 10 G and
high resolution spectroscopy, we are able to resolve individual rovibrational molecular states. A full
theory, using the Born-Oppenheimer approximation including s- and p-wave scattering, reproduces
the measured binding energies. The calculated molecular wavefunctions show that in the experiment
we can selectively excite stationary molecular states with an extraordinary degree of alignment or
anti-alignment with respect to the magnetic field axis.
Angular confinement of molecules, referred to as
alignment, represents a unique way of influencing
molecular motions. It is of major importance for
the control of a number of molecular processes and
properties, such as the pathways of chemical reactions
including stereo-chemistry [1–4], photoelectron angular
distributions [5–8], dissociation of molecules [9–12] and
diffractive imaging of molecules [13, 14]. In the case of
ultracold alkali dimers, the quantum stereodynamics of
ultracold bimolecular reactions has been probed recently
[15]. To achieve alignment and its ally orientation
electric, magnetic and light fields, have been used in a
variety of experimental configurations such as, e.g., the
brute force orientation [16], hexapole focusing [17–19],
strong ac pulsed fields [20] or combined ac and dc
electric fields [10, 21–24]. They all have in common that
they provide an angular-dependent potential energy
that leads to a hybridisation of the field-free rotational
motion. Beyond the above it is well-known that in strong
magnetic fields the mutual orientation of the magnetic
field and internuclear axis provides an intricate electronic
state-dependent topology of the corresponding adiabatic
potential energy surfaces (APES) yielding a plethora of
equilibrium positions [25], novel bonding mechanisms
[26, 27] and field-induced vibronic interactions via e.g.
conical intersections of the APES [25, 28].
In the present work we show that weak magnetic fields
of a dozen Gauss allow to strongly impact and control
the properties of ultralong-range Rydberg molecules.
Rydberg molecules have been theoretically predicted
[29, 30] and experimentally observed for Rydberg
S-states [31, 32] and P-states [34].
Here we investigate D-state ultralong-range rubidium
Rydberg molecules for two different mJ magnetic sub-
states with high resolution spectroscopy. We can selec-
tively excite distinct rovibrational molecular states with
specific alignments and identify them by comparison of
the binding energy with theoretical predictions. The
bond of the ultralong-range Rydberg molecules results
from the low-energy scattering between a quasi-free Ry-
dberg electron at position r and a ground state atom at
R. This process can be described using the Fermi pseu-
dopotential [35], which depends on the scattering length
A between two scattering partners:
Vn,e(r,R) = 2piAs[k(R)]δ(r−R)
+6piA3p[k(R)]
←−∇δ(r−R)−→∇ , (1)
where As(k) and Ap(k) are the s-wave and p-wave triplet
scattering lengths, respectively [36]. The momentum k
of the electron can be treated in a semiclassical approxi-
mation [29]. The resulting Hamiltonian
H = H0 +
B
2
(Jz + Sz) + Vn,e(r,R) +
P2
M
(2)
consists of the field-free Hamiltonian H0 of the Ryd-
berg atom, the Zeeman-interaction terms of the angu-
lar momenta (spin S and orbital L) with the external
field B =Bez, the scattering potential (1) and the ki-
netic energy term. Here the total angular momentum
J = L + S was introduced. We write the total wave-
function as Ψ(r,R) = ψ(r,R)φ(R), where ψ describes
the electronic molecular wavefunction in the presence of
the neutral perturber for a given position R and φ de-
termines the rovibrational state of the perturber. The
resulting APES (R,Θ) depend on the angle of inclina-
tion Θ between the field vector and the internuclear axis
as well as the internuclear distance R. By solving the
Schro¨dinger equation in cylindrical coordinates using a
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FIG. 1: Spectra of the 44D, J=5/2, mJ=1/2 (a) and 42D, J=5/2, mJ=5/2 (b) states, where the ion detector signal is
plotted against the relative frequency to the atomic line. In (a) the spectrum consists of two individual spectra taken with
different laser intensities separated with a black line at -3.2 MHz: the left one (blue) was taken at a high intensity to resolve
the axial molecules and the right one (black) at a low intensity to decrease the power broadening of the atomic line such that
we can resolve the toroidal lying molecules. For better visibility a moving average (red line) is included. To make it easier to
identify the molecular positions the data was scaled by a factor of 3 for the mJ=1/2 state. The dashed lines (grey) mark the
experimental peak positions of the molecules whereas the red and green diamonds indicate the calculated binding energies; the
green diamonds were used for the axial molecules in case of mJ=1/2. The insets show the angular part of the electron orbitals
relevant for triplet scattering. Arrows point to the positions where the molecules are created within the orbitals. The standard
deviation errorbars are determined from independent measurements.
finite difference method we obtain the binding energies
and molecular wavefunctions without any fitting param-
eters (see Supplementary Material).
In the experiment we start with an ultracold (2 µK) cloud
of about 5 · 105 87Rb atoms in a magnetic trap (peak
density ∼1013cm−3) polarized in the 5S1/2, F=2, mF=2
state. For the photoassociation of the molecules, a σ+-
polarized laser at 780 nm, 500 MHz detuned from the in-
termediate 5P3/2 state, and a laser at 480 nm (combined
laser linewidth < 30 kHz) are used. A magnetic field of
B=13.55 G is applied to separate the different atomic mJ
states, leading to a Zeeman splitting of the fine structure
states of ∼22 MHz. After the 50µs long Rydberg exci-
tation pulse we field-ionize the Rydberg states and ac-
celerate the ions towards a microchannel plate detector.
In a single cloud we perform up to 400 cycles of exci-
tation and detection while scanning the laser frequency.
This permits us to take one spectrum within a minute.
More information about the experimental setup can be
found in [37]. We investigate the stretched state J=5/2,
mJ=5/2 and the J=5/2, mJ=1/2 state. To address only
these states we change the polarization of the 480 nm
laser to either σ+ (mJ=5/2) or σ
− (mJ=1/2). For prin-
cipal quantum numbers n ranging from 41 to 49 the to-
tal angular momentum quantum number J is still a good
quantum number since the fine structure splitting of ∼
170 to 98 MHz (for n=41 to 49) is large compared to the
Zeeman splitting. This region was chosen as for lower
quantum numbers n < 40 the binding energies of the
outermost molecular states are on the same energy scale
as the Zeeman splitting. This would lead to an unde-
sired overlap of the molecular states with the neighbor-
ing atomic line. For higher principal quantum numbers
n > 50 the distance between neighboring molecular lines
decreases below our spectral resolution [38].
Photoassociation spectra of the 44D, J=5/2, mJ=1/2
and 42D, J=5/2, mJ=5/2 states are shown in Fig.1 (a)
and (b), respectively. The confinement of the electron
density in the polar coordinate Θ leads to a large number
of excited rovibrational states visible in the spectrum in
contrast to previous S-state measurements [31, 32]. This
causes stationary molecular states featuring different de-
grees of alignment.
For the mJ=5/2 state (Fig.1 (b)), the molecular states
are anti-aligned in a plane perpendicular to the quanti-
zation axis, at Θ = pi/2. The molecular potential at this
position is |Y m=2l=2 (Θ = pi/2)|2/|Y m=0l=0 |2 = 1.875 times
deeper than in the well known Rydberg S-state molecules.
This factor explains well the measured binding energies
of the deepest bound states. In addition the energies of
the excited rovibrational states are reproduced by our
calculations indicated as red diamonds. For the mJ=1/2
state two classes of molecular states appear, one local-
ized in the polar lobes (Θ = 0, pi; green) and the other
one in the toroidal part of the orbital in the equatorial
plane (Θ = pi/2; red). The angular part of the molecu-
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FIG. 2: Molecular binding energies for the mJ=5/2 states
plotted against the rovibrational excitation numbers ν for
principal quantum numbers n ranging from 41 to 49. For
increasing n the states are colored brighter. The calculated
binding energies (diamonds) are plotted with a horizontal off-
set to the experimental ones (circles) to improve readabil-
ity. The insets depict the probability densities ranging from
ρ=2000a0 to ρ=3300a0 and for z=-1500a0 to z=1500a0 of
certain rovibrational states.
lar potential of the mJ=1/2 state including the Clebsch-
Gordan coefficient scales as 3/5 · |Y m=0l=2 (Θ)|2. Note that
this state is a superposition of a singlet and triplet state,
where we can neglect the singlet part due to its small
scattering length [39]. As a result the lowest aligned axial
molecular state shows a binding energy four times larger
than the one for the anti-aligned toroidal case and three
times larger than for the corresponding S-state molecules.
Both estimates are in good agreement with the experi-
mental results. The calculated binding energies of the
excited states are indicated by red and green diamonds
in Fig.1(a). The difference in strength of the two classes
of molecular states can be attributed to the different spa-
tial extent of the potential wells leading to larger Franck-
Condon factors for the anti-aligned toroidal states. The
agreement of the measured binding energies with the re-
sults of our calculations over a wide range of principal
quantum numbers is most evident in Fig.5 and Fig.6.
It is worth to mention that the energy of rotation and
vibration are of the same order of magnitude; thus the
spectroscopic lines cannot be assigned to rotational and
vibrational states separately and only one rovibrational
quantum number ν is used. From the volume of the Ry-
dberg atom, one obtains a scaling of the potential depth
with the effective principal quantum number as n∗−6.
The binding energy, however, also depends on the shape
of the potential, so that the scaling law does not describe
our high resolution data sufficiently.
All in all, the full calculation of the binding energies
fit the experimental mJ=5/2 state data (Fig.5) and the
mJ=1/2 data for the toroidal molecules (Fig.6(b)) well.
In the insets of Fig.5 and Fig.6 the probability densi-
ties of specific rovibrational states in z and ρ-direction
are shown. From these color plots, the variable degree
of the alignment, defined as
〈
cos2(Θ)
〉
, becomes obvious.
Starting from the ground state ν=0, the molecular wave-
function begins to spread in Θ-direction until it extends
to the first radial excitation at ν=6, valid for all n and
mJ . In the case of the 42D, mJ=1/2 state we obtain
an alignment of 0.01 of the toroidal ground state which
increases with rovibrational excitation number. For the
axial case we get alignments starting from 0.98 decreas-
ing with increasing higher axial excitation numbers.
In conclusion, we report on the observation of D-state
ultralong-range Rydberg molecules exposed to magnetic
fields in high resolution spectroscopy. The maximally
stretched mJ=5/2 and the mJ=1/2 Rydberg states lead,
due to their different electronic configurations, to adi-
abatic potential energy surfaces with different topolo-
gies. For mJ =5/2 the two-dimensional potential land-
scape (R,Θ) possesses a series of local wells located
at Θ = pi/2 which lead to anti-aligned rovibrational
states leaving their signatures in a series of peaks of the
spectroscopic detection of the ultralong-range Rydberg
molecules. On the contrary the mJ = 1/2 potential sur-
faces exhibit a number of radial wells at Θ = 0, pi and a
series of weaker potential wells for Θ = pi/2. The latter
are caused by the axial and toroidal character of the cor-
responding electronic configuration and lead to aligned
and anti-aligned rovibrational states. Spectroscopically
these are observed as a sequence of peaks far off and close
by to the main atomic Rydberg transition, respectively.
A change of the principal quantum number n introduces
only quantitative changes to the above picture where the-
ory and experiment show a good agreement. This work
opens the doorway to the control of Rydberg molecular
structures and even chemical reaction dynamics by ex-
ternal fields. For polyatomic states, i.e. several neutral
perturbers, it can be conjectured that magnetic and/or
electric fields can be used to strongly change the molec-
ular geometry for weak field strengths which is other-
wise impossible both for ground state molecules and also
for the traditional molecular Rydberg states containing
a tight molecular positively charged core. Even more,
the design of conical intersections [28, 40] yielding ul-
trafast decay or predissociation processes along selected
chemical reaction coordinates comes into the reach of ex-
perimental progress in the field of ultracold molecular
physics.
During the finalization of this manuscript we became
aware of related work [41].
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FIG. 3: Molecular binding energies for the mJ=1/2 states plotted against the axial rovibrational excitation numbers (a) and
the toroidal rovibrational excitation numbers (b), respectively, for principal quantum numbers n ranging from 42 to 46. For
increasing n the states are colored brighter. The calculated binding energies (diamonds) are plotted with a horizontal offset
to the experimental ones (circles) to improve readability. The insets depict the probability densities in z- and ρ-direction of
selected rovibrational states. For the axial rovibrational excitation numbers (a) ρ ranges from 0 to 3500a0 and z from 0 to
3500a0 whereas the toroidal rovibrational excitation numbers range from (b) ρ=2700a0 to 3500a0 and z=-2250a0 to 2250a0
(further details can be found in the supplementary material).
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6I. SUPPLEMENTARY MATERIAL
A. Molecular Hamiltonian in a magnetic field
We consider a highly excited Rydberg atom interacting with a ground state neutral perturber atom (we will focus
on the 87Rb atom here) in a static and homogeneous magnetic field. The Hamiltonian treating the Rb ionic core and
the neutral perturber as point particles is given by
H =
P2
M
+Hel + Vn,e(r,R), (3)
Hel = H0 +
1
2
B(L+ 2S) +
1
8
(B× r)2, (4)
where (M,P,R) denote the atomic Rb mass and the relative momentum and position of the neutral perturber with
respect to the ionic core. The vector r indicates the relative position of the Rydberg electron to the ionic core. The
electronic Hamiltonian Hel consists of the field-free Hamiltonian H0 of the Rydberg atom and the usual paramagnetic
and diamagnetic terms of an electron in a static external magnetic field. The Hamiltonian H0 includes the Rydberg
quantum defects due to electron-core scattering and the fine structure. Hel contains also the Zeeman-interaction
terms of the angular momenta (spin and orbital) with the external field. We choose B = Bez. The interatomic
potential Vn,e for the low-energy scattering between the Rydberg electron and the neutral perturber is described as a
Fermi-pseudopotential
Vn,e(r,R) = 2piAs[k(R)]δ(r−R)
+ 6piA3p[k(R)]
←−∇δ(r−R)−→∇ . (5)
Here we consider the triplet scattering of the electron from the ground state alkali atom. As(k) = − tan[δ0(k)]/k
and A3p(k) = − tan[δ1(k)]/k3 denote the energy-dependent triplet s- and p-wave scattering lengths. δl=0,1(k) are
the energy dependent phase shifts (see Fig. (4)). The wave vector k(R) is determined by the semiclassical relation
k(R)2/2 = Ekin = −1/2n2 + 1/R [29, 36].
We introduce the total angular momentum J = L+ S and write the total wave function as Ψ(r,R) = ψ(r;R)φ(R).
Within the adiabatic approximation we obtain
[H0 +
B
2
(Jz + Sz) +
B2
8
(x2 + y2) + Vn,e(r,R)]ψn,mJ (r;R) = n,mJ (R)ψn,mJ (r;R), (6)
(
P2
M
+ n,mJ (R))φ
(n,mJ )
νm (R) = E
(n,mJ )
νm φ
(n,mJ )
νm (R), (7)
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FIG. 4: Energy dependent triplet phase shifts δ1 and δ0 for e
−−87Rb(5s) scattering. For Ekin = 24.7meV the phase shift
δ1 = pi/2, i.e. the (cubed) energy dependent p-wave scattering length A
3
p(k) = − tan(δ1(k))/k3 possesses a resonance at this
energy. This can be clearly seen in the inset.
7FIG. 5: (a) 42D5/2,mJ = 5/2 APES as a function of (R, θ) for 1000a0 ≤ R ≤ 3400a0. One can clearly identifies a local
potential minimum at θ = pi/2, R ≈ 3100a0 with a depth of around 12MHz and several neighboring wells with decreasing
depths. For R ≤ 2000a0 the APES possesses a strongly oscillatory structure with a series of local potential minima increasing
in depth. These oscillations are caused by the increasing impact of the p-wave scattering term which possesses a resonance at
Rres ≈ 800a0. Figure (b) shows the same APES but in the range 2000a0 ≤ R ≤ 3400a0
where ψn,mJ describes the electronic molecular wave function in the presence of the neutral perturber for a given
relative position R and φ
(n,mJ )
νm determines the rovibrational state of the perturber.
In this work a field strength of B = 13.55G is chosen. For such a field strength the diamagnetic term in (6)
can be neglected. Furthermore, the adiabatic potential energy surfaces (APES) νmJ (R) possesses rotational
symmetry around the z-axis, which means they depend on the angle of inclination θ between the field vector and the
internuclear axis, e. g., n,mJ (R) = n,mJ (R, θ). In case we use cylindrical coordinates, the APES are functions of
(z, ρ).
B. Basis set
We calculate the APES for the n = 42, 43, 44, 46, 49, J = 5/2, mJ = 1/2 and n = 41, 42, 43, 44, 46, 49, J =
5/2, mJ = 5/2 fine structure states. The spin orbit coupling causes a level splitting between the J = 3/2, 5/2
states in the range of 170MHz (n = 41) to 98MHz (n = 49). To obtain the potential curves we have performed an
diagonalization of the electronic Hamiltonian (6) using the eigenstates |n, J = l ± 1/2,mJ , l = 2, s = 12 〉 of H0 with
〈r|n, J = l ± 1
2
,mJ , 2,
1
2
〉
= Rn,j,2(r)(±
√
5
2 ±mJ
5
Y2,mJ−1/2(θ, φ)| ↑〉+
√
5
2 ∓mJ
5
Y2,mJ+1/2(θ, φ)| ↓〉)
≡ Rn,j,2(r)(α(j,mJ)Y2,mJ−1/2(θ, φ)| ↑〉+ β(j,mJ)Y2,mJ+1/2(θ, φ)| ↓〉)
Ylm(θ, φ) are the spherical harmonics.
C. Potential energy surfaces
We obtain APES with different topologies depending on the level of electronic excitation (Fig. (5)-(6)). The
characteristic features of the n = 42, mJ = 1/2, 5/2 potential surface which we present in Fig. (5)-(6) remain up to
the n = 49 APES.
8FIG. 6: (a) 42D5/2,mJ = 1/2 APES as a function of (R, θ) for 2000a0 ≤ R ≤ 3500a0. We clearly see two potential wells at
θ = 0, pi; R ≈ 3150a0 with a depth of 20MHz. In addition, a more shallow well with a depth of 6MHz can be identified at
θ = pi/2, R ≈ 3150a0. With decreasing R neighboring potential wells decrease in depths. Figure (b) shows the vicinity of the
shallow potential well in cylindrical coordinates.
D. Rovibrational levels and binding energies
For the rovibrational wavefunctions we choose the following ansatz
φ(n,mJ )νm (R) =
F
(n,mJ )
νm (ρ, z)√
ρ
exp(imϕ), m ∈ Z, ν ∈ N0. (8)
With this we can write the rovibrational Hamiltonian as
Hrv = − 1
M
(∂2ρ + ∂
2
z ) +
m2 − 1/4
Mρ2
+ n,mJ (ρ, z). (9)
We solve this differential equation using a finite difference method. For a fixed m we label the eigenenergies with
ν = 0, 1, 2, ... and define the binding energy E
(ν)
B of an eigenstate as the absolute value between the eigenenergy and
the dissociation limit of the APES. Because n,mJ (ρ,−z) = n,mJ (ρ, z) the functions F (n,mJ )νm fulfill F (n,mJ )νm (ρ,−z) =
±F (n,mJ )νm (ρ, z), which means |F (n,mJ )νm (ρ,−z)|2 = |F (n,mJ )νm (ρ, z)|2 for the probability density.
9FIG. 7: (Scaled) rovibrational probability densities |Fν0(ρ, z)|2 for 42D5/2, mJ = 5/2 APES.
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FIG. 8: (Scaled) probability densities |Fν0(ρ, z)|2 for 42D5/2, mJ = 1/2 APES. We distinguish between axial (θ = 0, pi) and
toroidal states (θ = pi/2).
