This paper is concerned with the consequences for matrix computations of having a rather large number of general purpose processors, say ten or twenty thousand, connected in a network in such a way that a processor can communicate only with its immediate neighbors. Certain communication tasks associated with most matrix algorithms are de ned and formulas developed for the time required to perform them under several communication regimes. The results are compared with the times for a nominal n 3 oating point operations. The results suggest that it is possible to use a large number of processors to solve matrix problems at a relatively ne granularity, provided ne grain communication is available.
Introduction
This paper is concerned with the consequences for matrix computations of having a rather large number of general purpose processors, say ten or twenty thousand, connected in a network in such a way that a processor can communicate only with its immediate neighbors. We will assume that each processor can perform oating-point arithmetic at around a million operations per second (1 M op/sec), which gives the network a potential speed of ten to twenty G op/sec. Although no such system has been built, there is no reason in principle why it could not. It is therefore appropriate to consider what such a large number of processors means for matrix computations.
One immediate consequence is that we can pose very large problems, so large that we may not be able to solve them in a reasonable time. Suppose, for example, that each processor has two Mwords of memory. Then on a system of ten thousand processors, we can store a matrix of order, say, n = 40; 000. Let us assume that a computation with this matrix generates n 3 ops, which is the typical order of many matrix computations. Then if each processor can be run in parallel on the problem at the rate of 1 M op/sec, the time required for the computation will be 40;000 3 10;000 10 6 sec = 6;400 sec = 107 min:
Thus we must wait over a hour and three quarters for an answer. Speeding up the processors to 10 M op/sec still leaves us waiting for over ten minutes. Although ten minutes or even two hours may not sound like a long time to wait for the solution to a problem, many O(n 3 ) matrix algorithms have order constants of one-hundred or more, and the resulting times can stretch into days. Moreover, matrix problems are frequently solved not just once, but again and again as a part of a larger computation. 1 It should come as no surprise that we must ultimately be faced with matrix problems that are too large to solve. A dense matrix problem of order n is determined by k = n 2 units of data and requires time O(n 3 ) = O(k 3 2 ). Thus to keep computation times constant each increase in memory requires a disproportionate increase in computation speed. The only surprise is that we have had to wait so long for this phenomenon to become manifest. Until recently the rule of thumb | if you can t it in memory, you can a ord to solve it | has applied to dense matrix computations.
All this suggests that the next generation of parallel computers will have to be used to solve smaller matrix problems faster rather than to solve the largest problems that can be put on the system. However, this creates di culties of its own. In addition to being computational intensive, parallel matrix algorithms must communicate a lot. It is true that the ratio of computation to communication decreases with the problem size, so that if the problem is large enough we can attain high e ciency (for an example of this phenomena in another context, see 9]). But will a problem that is large enough to be solved e ciently be too large to be solved in a reasonable time?
In this paper we shall investigate this question empirically by what amounts to an elaborate back-of-the-envelope calculation. Brie y, we shall assume that the matrix in question has been partitioned into square submatrices, which are assigned to the individual processors of the system. We will then consider some typical communication tasks and their implementations on a grid and a hypercube. For each case we will compute the communication times for problems of various sizes and compare them with the computation costs to determine breakeven points.
Such calculations are notoriously subject to the biases of the person who controls the underlying assumptions, and I will discuss mine in the appropriate places. However, this is the place to answer one natural objection: namely, that it is unrealistic to treat large dense matrix problems, since most large problems are sparse and can be handled by special techniques. The answer is twofold. In the rst place in some applications it is necessary to compute all the eigenvalues of a matrix 17], and the only known way to do this in general is to use dense matrix techniques. Second, matrices can be sparse without having an easily exploitable structure; 1 One of the referees has pointed out that unless care is taken the time to input the matrix can become a signi cant part of the computation. e.g., matrices corresponding to multi-dimensional meshes. The matrices arising from queuing networks are of this kind 3]. A third, perhaps less cogent answer is that dense matrix problems have become an important benchmark for commercial systems; those that do not perform well on them are at a disadvantage in the marketplace.
In the next section we will describe the assumptions on which our calculations will be based. In x3 we will derive formulas for the communication times. In x4 we will x the values of the parameters in the model and describe the calculation. The nal section is devoted to a discussion of the results. To anticipate the principle result, we will nd that the e ciency of certain important matrix algorithms at ne granularity is restricted by the granularity of the communication. Fortunately, this problem can be ameliorated by an easily implementable mode of ne grain communication which we call simple streaming.
Assumptions
In this section, we will x the assumptions that underlie our calculations. They may be divided into four categories: the geometry of the system, the distribution of the matrix, communication tasks, and communication modes. A discussion of the limitations of these assumptions and alternatives will be found at the end of this section.
The geometry of the system
The processors in most message passing systems are connected in a network of xed geometry. In this paper, we will compare the performance of two geometries: the grid and the hypercube.
Grids. Here we assume that the number of processors p is a square and that they are arranged in a p p p p grid. Each processor can communicate with the processors immediately to the north, south, east, and west. The greatest distance between two processors in the network is 2 p p ? 2. Hypercubes. Here we assume that the number of processors is a power of two. Each processor is assigned a binary number from zero to p ? 1. Two processors are neighbors if their numbers di er in exactly one bit. Thus each processor has log 2 p neighbors. The greatest distance between two processors in the network is log 2 p.
The distribution of the matrix
The example given in the introduction shows that for large systems assigning even a few columns of a matrix to each processor can result in prohibitively large problems. This suggests that we shall have to deal with problems in which the order of the matrix n is less than the number of processors p, which precludes assigning entire rows or columns to the processors.
As an alternative, we shall assume that the number of processors is a square and partition the matrix A in the form 
where each submatrix A ij is (approximately) of order n= p p. Each processor will then be responsible for calculations involving its own submatrix. The order of assignment is important. When the processors form a grid, we shall use the natural assignment, in which the (i; j)-submatrix in (2.1) is assigned to the corresponding (i; j)-processor in the grid. When the processors form a hypercube, we embed a grid in the hypercube in such a way that each row and each column lies on a sub-hypercube 12, 11]. We then assign the matrix to the embedded grid as described above. This insures that the distance between two processors in any row or column is not greater than log 2 p=2.
Communication tasks
It is beyond the scope of this paper to consider the communication requirements of all possible matrix algorithms. Fortunately, many of the most important algorithms | those that reduce a matrix to simpler form by transformations that introduce zeros into the matrix | have similar requirements. These algorithms proceed by generating a vector u that de nes the transformation and then broadcasting u across the system, where the processors use it to apply the transformation of the matrix. These steps are then repeated, usually about n times, until the matrix has the required form. Let us examine these two steps in greater detail.
A typical example of a generation step is the computation of multipliers in Gaussian elimination with partial pivoting (for a description of Gaussian elimination and related reductions see 8]). Here the maximum element of the current pivot column must be determined. This is then distributed to to processors responsible for the pivot column, who use it to compute the multipliers. To compute the maximum, all the processors responsible for the pivot column must communicate, and the same is true for the broadcasting the maximum. Thus the total communication time is at least twice the communication diameter of the system times the time it takes to transmit a single number. We will use this fact in deriving our formulas.
Once the transformation vector u has been computed, it must be distributed to the processors. A little re ection on Gaussian elimination shows that a processor needs to know the ith component of u only if it is responsible some part of row i of the matrix. This means that if the processors are arranged in a grid according to the the blocks for which they are responsible, then the corresponding pieces of u have to be distributed as in Figure 2 .1.
In most algorithms the generation and reduction must be repeated about n times. To give the process a name, we will call it simple reduction.
Simple reduction is typically found in calculations, such as eigenvalue algorithms, in which the matrix is transformed from both sides. When the matrix is transformed from only one side, there is an important variation. In these algorithms, once the vector u starts moving across the rows, a second can follow behind it, then a third, etc., so that the communication occurs in parallel waves passing through the processors. Clearly this parallelization of the communication process has the potential to save a great deal of time. We will call this mode wavefront reduction.
Unfortunately, at the ne granularities that we are interested in, communica-tion in the generation step can take almost as long as the subsequent broadcasting of the reduction vector, so that closely packed waves never have a chance to form. In Gaussian elimination with partial pivoting or in the similar Householder reduction, nothing can be done about this. However, in the Cholesky reduction and certain reductions based on orthogonal transformations, the generation of the transformation vector can be pipelined with the other communication. We will call this mode pipelined reduction and model it by leaving the generation time out of our formulas.
Communication modes
In asynchronous message passing systems of the kind we are considering there are two distinct communication problems. The rst is to move data between two neighboring processors; the second is to move data between two programs (i.e., processes) running asynchronously on neighboring processors. The rst problem can in principle be solved by appropriate hardware: handshaking and queue management can be done by coprocessors. The second problem is complicated by the fact that the data, even if it is on the receiving processor, must not be delivered to the receiving program until it has been explicitly requested, at which point the receiving program is blocked while the request is processed and the message delivered. In all message passing systems currently available, the overhead for this is large; the best require about 50{100 sec to pass a message between processes (e.g., see 6]).
Since in parallel algorithms for matrix computations data must be passed between programs, we will assume that any communication has a startup time , which is about 100 sec. Speci cally we will assume that it requires time + k (2:2) to transmit a message of length k between programs. Here ?1 represents a transmission rate. This model has been widely used and seems to describe the behavior of real-life systems. When a message must be relayed down a line of processors, it is not necessarily e cient to send the entire message from processor to processor. For example, if the startup time is zero, it will clearly be most e cient to stream the message item by item. Consequently, in our calculations we shall suppose that a message of length n is divided into m packets of length n=m, which are then passed one after another through the system. When we come to evaluate formulas for communication time, we will choose m to minimize the time. We shall call this mode of communication packet streaming.
There is an alternative, in which all the programs in a stream drop what they are doing and cooperate in passing data one unit at a time. This simple streaming, as we will call it, amounts to packet streaming with a negligible startup time and a packet size of one. Simple streaming requires special hardware for its implementation. The warp 
Discussion
Since we cannot compute everything, we have had to be selective in making assumptions. In this subsection, we will discuss some of the alternatives.
Most dense matrix algorithms run nicely on a grid of processors. In fact, people who code matrix algorithms for a hypercube nd that they use the higher connectivity simply to reduce the communication diameter. Thus a square grid and a hypercube are reasonable choices of geometry. We have already commented that the use of a linear array would place a lower bound on the size of of the problems we could treat e ciently; hence its exclusion. However, at very coarse granularity, a linear array with row assignment may actually be more e cient, since the computations in the generation step may be done in parallel.
From the point of view of arithmetic e ciency, there are better ways to distribute a matrix than blocks. The problem is that as the reduction proceeds the processors whose rows and columns have all been eliminated become idle. One cure is to wrap the rows and columns around the processor grid modulo p p.
Although this keeps all processors running | at least until the tail end of the reduction | it does not signi cantly change the communication requirements, which is why we do not consider this kind of assignment here.
In describing the communication tasks we have restricted ourselves to conventional matrix algorithms. For our purposes, the most important alternative is block algorithms, which are currently under investigation in connection with hierarchical shared memories 2, 4]. These certainly deserve serious consideration, but at present block algorithms for the full range of matrix computations do not exist. Moreover, it may turn out that the communication costs for these algo-rithms will be comparable to the conventional algorithms, though this is by no means certain.
Another alternative is \fast" matrix algorithms that run in time less that O(n 3 ) (for a survey see 15]). Unfortunately, the numerical properties of these algorithms is so little understood, that at present they are not serious contenders (however, see 10]).
We have also understated the amount of broadcasting involved in typical algorithms. For example, in Gaussian elimination, the pivot row must also be broadcast. But this represents factors of two or three in an application where we are concerned with orders of magnitude. Moreover, it is counterbalanced by the fact that we will compare these times with the time it takes to perform n 3 operations, which is also an underestimate for many algorithms.
Formulas
In this section we shall derive formulas for communication times under the various conditions outlined in the last section. We will use the following notation:
System We begin by looking at the rst column of processors. These processors must generate a transformation vector and ship it to the next processor, after which they can begin to generate another transformation vector. This must be repeated n times to give a total time of An approximation to the optimal value of m can be derived be setting the derivative with respect to m of the above formula to zero. This gives m opt = r :
Since < this gives a value for m that is less than one, an impossibility. Consequently, we will always take m opt = 1 in this case. The other cases are derived similarly. The results are contained in Table 3 .2: Communication Times for a Hypercube communication diameter as opposed to a message length. However, it should be noted that in deriving formulas in this manner, we have made the tacit assumption that the items in a message to be broadcast can be sent from all log 2 p connections at the same time, something we will call simultaneous fan-out. If items can be sent to only one connection at a time | sequential fan-out | then the time for the rst processor to start a packet is essentially the same as the time for the packet to be broadcast, which inhibits the formation of tightly packed waves. In particular, with sequential fan-out the formula for the case hc/wr/ps reduces to that of the case hc/sr/ps, and hc/pr/ps reduces to hc/sr/ps without the generation term. The consequences of this are quite unfortunate.
The reader will have noted that in deriving these formulas, we have treated quantities like the message length n= p p as if they were continuous, whereas in fact they can take only integer values. We have also ignored the restriction that p be a square for the grid or a power of two for the hypercube. However, by the continuity of the formulas, this will make little di erence in the results we will obtain from them.
Calculations and Comments
In this section we will present the results of evaluating the formulas derived in the last section. Table 4 .1 gives the values we will use for the various parameters.
The particular values were selected because they seem reasonable to the author. It might be objected that ?1 is too small, given that supercomputers perform beyond the 100 M op/sec range. However, for microprocessors of the kind we can a ord to use in a large parallel system, a rate of one M op/sec is quite respectable. The value of was choses to balance communication and arithmetic. The value of is an approximation to the current best value. The extremes Moreover, the way we present the results makes them more widely applicable than the speci c values of the parameters might suggest. For example, the arithmetic times are presented as contours of the times as a function of n and p. Thus, the same contours with di erent values attached will serve for all arithmetic speeds. The communication times are normalized by the arithmetic times, so that the same contours serve when the arithmetic and communication are speeded up proportionally. Finally, the contrast between packet streaming and simple streaming gives some idea of the e ect of the startup time. Nonetheless, for the reader who may wish to vary the parameters, fragments of matlab code are given in an appendix. The heavy line is the zero contour, where the e ciency is one-half. The e ciency decreases by roughly an order of magnitude for each line as we go from this line to the left. It quickly approaches one as we go to the right. The nearer the heavy line is to the y-axis, the greater the e ciency at ne granularity.
The combination of packet streaming with either simple reduction or wavefront reduction is quite ine cient unless n is large or p is small. This is con rmed by what people have observed experimentally on message passing systems (e.g., see 7, 6, 5] ). For wavefront reduction the generation step is almost entirely responsible for the large communication time; for when it is removed (gr/pr/ps) the bold line moves very near the p-axis. The combination of simple reduction and simple streaming is almost as good. To summarize, without simple streaming, the system is good for simple matrix tasks, such as solving linear equations or least squares problems, provided the algorithms are carefully tailored. But simple streaming is required to make the system e ective for more complicated tasks, such as eigenvalue problems.
The contours for the hypercube in Figure 4 .3 are better, but still not good for simple and wavefront reduction with packet streaming. The combination of simple reduction and simple streaming is now the winner, with pipelined reduction and packet streaming a close second. However, without simultaneous fan-out the bold line for the latter will move signi cantly to the right, leaving simple streaming as the only e cient mode at low granularity.
It is important not to make a fetish of e ciency. A glance at the formulas shows that both arithmetic time and communication time are monotonic increasing in n. Thus if with a xed number of processors we can solve a problem of a given size in a satisfactory amount of time we can solve all smaller problems in at least the same amount of time. In many applications | for example those in which the matrix problem is solved only once | this may be su cient. However, in applications where we wish to solve many small problems, e ciency makes a real di erence. For example, on the grid the 10 2 contour for sr/ps is approximately the same as the 10 0 contour for sr/ss. Thus in a problem dominated by computations in this range the switch from packet streaming to simple streaming will reduce the time by a factor of about one hundred.
Conclusions
In this section we will draw some conclusions from the calculations presented in the preceding section.
The least controversial conclusion is that the raw arithmetic power needed to solve dense matrix problems severly limits the size of the problems we can reasonably consider. We had a hint of this in the introduction, and the plot in Figure 4 .1 con rms it. The di culty is that if p is roughly proportional to n, the time grows as the square of either. To make matters worse, some important O(n 3 ) matrix algorithms have order constants that are well over one hundred. 2 Increasing the speed of the processors will of course help; but this is a linear e ect bucking a quadratic trend, and it must ultimately loose out.
The encouraging conclusion is that communication costs need not restrict the granularity of the calculations unduly, so that the problems we can a ord to solve at all, we can up to a point solve faster by using more processors. Even without simple streaming, we can implement some important matrix algorithms e ciently. With simple streaming, we can implement virtually all.
The plots show that there is not much to decide between a grid and a hypercube, at least if the latter has simultaneous fan-out. The ratios for the hypercube are better, but not markedly so. However, this is in part due to the grid-like nature of dense matrix computations, and these plots should not be used to argue for grids against hypercubes.
Finally, the calculations show that simple streaming is a good thing. In fact simple streaming is a special case of a more general mode of communication and computation in which items are actually manipulated as they pass from processor to processor. This permits the e cient implementation on mimd systems of algorithms that are essentially systolic (for an example see 16]). It should be remarked that this kind of communication is not incompatible with other forms of data routing; on the contrary they should be regarded as supplementary. Since simple streaming can be easily implemented in a number of ways, there seems to be no reason not to include it in the next generation of message passing systems. grsrss = log10(result./arith); % grid/ wavefront reduction/ packet streaming for i=1:nproc p = pp(i); sqrp = sqrt(p); g = 2*sqrp*(sig+tau); for j=1:nmat n = nn(j); result(i,j) = n*2*sqrp*(sig + tau) + (sqrp + n)*(sig + n*tau/sqrp); end end end grwrps = log10(result./arith); % grid/ pipelined reduction/ packet streaming for i=1:nproc p = pp(i); sqrp = sqrt(p); for j=1:nmat n = nn(j); result(i,j) = (sqrp + n)*(sig + n*tau/sqrp); end end grprps = log10(result./arith);
The contour plots were produced by the following code v(5) = -.005; v(6) = .005; subplot(221),contour(grsrps,v,nn,ppp) title('gr/sr/ps') xlabel('order') ylabel('processors') v(5) = -.01; v(6) = .01; subplot(222),contour(grsrss,v,nn,ppp) title('gr/sr/ss') xlabel('order') ylabel('processors') v(5) = -.005; v(6) = .005; subplot(223),contour(grwrps,v,nn,ppp) title('gr/wr/ps') xlabel('order') ylabel('processors') v(5) = -.05; v(6) = .05; subplot(224),contour(grprps,v,nn,ppp) title('gr/pr/ps') xlabel('order') ylabel('processors') Here
