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The purpose of the present contribution is to investigate the effects of finite modifications
of Verblunsky coefficients on Szeg˝o recurrences. More precisely, we study the structural
relations and the correspondingC-functions of the orthogonal polynomials with respect to
these modifications from the initial ones.
1. Introduction
1.1. The real line case
A sequence of polynomials{pn(x)}n 0defined by the three-term recurrence relation
xpn(x)=an+1pn+1(x)+bnpn(x)+anpn−1(x), an>0,bn∈R, (1.1)
with initial conditions p−1(x):=0 andp0(x):=1, is said to be a sequence of orthonormal polynomials with respect to a
measure supported on an infinite subset of the real line I⊆R. Indeed, there exists a non-trivial probability measuredμ(x)
such that
I
pn(x)pm(x)dμ(x)=δn,m, m 0,
where δn,m is the Kronecker delta. This result is known in the literature of orthogonal polynomials as Favard’s theorem [3,26]. In 
general, the orthogonality measure dμ(x) is not unique, but a sufficient condition for the uniqueness is that the recurrence 
coefficients {an}n 0 and {bn}n 0 are bounded [3].
It is very wel known that the orthogonal polynomials on the real line (OPRL, in short) have useful properties in the solution of 
mathematical and physical problems. These solutions may be visualized as modifications of the original sequence of orthogonal 
polynomials. In [13], motivated by their potential application in boundary valued problems of finite-diference
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equations, the authors have studied the sequence of polynomials which satisfies a recurrence relation as(1.1)with new
recurrence coefficients,{cn}n 0and{dn}n 0, i.e.,
xqn(x)=cn+1qn+1(x)+dnqn(x)+cnqn−1(x),
with initial conditions q−1(x):=0 andq0(x):=1, perturbed in a (generalized) co-dilated and/or co-recursive way, from
now on, namelyco-polynomials on the real line(COPRL, in short). In other words, the authors considered an arbitrary single
modification of the recurrence coefficients as folows: either
cj:=γaj, cm:=am, γ>0,m=j, dn:=bn, (co-dilated case),
or
dk:=bk+ξ, dm:=bm, ξ∈R,n=k, cn:=an, (co-recursive case).
Here, jandkare fixed non-negative integers numbers.
The study of the algebraic and analytic properties of the COPRL and its applications was initiated by Chihara [2] and later 
continued by several authors. Among others, the contributions of Marcelán [19,13], Maroni[4,18], and Ronveaux 
[17,18] are remarkable. For some applications, see [22,10,5,6]. More recently it has been generalized to recurrence 
relations of al orders [9]. It is worth pointing out that this kind of recurrence arises in the study of the Sobolev OPRL [7].
1.2. The unit circle case
The complex analogue of the theory of OPRL is naturaly played by theorthogonal polynomials on the unit circle(OPUC,
in short). Hence, a natural question arises here: What do co-polynomials mean on the unit circle? Once this is clarified, our
focus wil be to determine the properties of these polynomials from those of the original orthogonal polynomials. As far as
we know, this problem has not been studied in the literature.
Surprisingly, the theory of orthogonal polynomials with respect to non-trivial probability measures supported on the unit 
circle ∂D ={z ∈ C;|z|= 1} has not been so popular until the mid-1980s. It was Szeg ˝o, in 1920 [24,25], motivated by his 
work on asymptotics of Toeplitz determinants [23], who first defined the sequence of orthonormal polynomials on the unit 
circle {φn(z)}n 0 by
∂D
φn(z)φm(z)dσ(z)=δn,m, m 0, (1.2)
where dσ (z) is a non-trivial probability measure supported on the unit circle ∂D, parametrized by z = eiθ , θ ∈[−π, π). 
According to Fejér’s theorem [20],the zerosof φn(z) lie in D, where D ={z ∈ C;|z| < 1} is the open unit disk. 
Denoting by κn > 0 the leading coefficient of φn(z), the orthonormal polynomial of degree n, Φn(z) = φn(z)/κn is the 
corresponding monic orthogonal polynomial.
We have seen that the OPRL satisfy a second order linear recurrence relation. Such a recurrence relation does not hold for the 
OPUC. Szeg ˝oshowed [26] that {Φn(z)}n 0 satisfies a first order recurrence relation (Szeg ˝o’s recurrences),
Φn+1(z)
Φ∗n+1(z)=Cn(z)
Φn(z)
Φ∗n(z), Cn(z)=
z −αn
−αnz 1 , (1.3)
with initial conditionΦ0(z):=1, whereΦ∗n(z)=znΦn(z−1)is the so-caled reversed polynomial andCn(z)is said to be a
transfer matrix [20]. Notice that if we set Φn(z) := 0 and Φn∗(z) := 0forn  −1, and α−1 := −1 and αn := 0, for n  −2, then 
(1.3) holds for al n ∈ Z.
In the engineering literature, the Szeg˝o recurrences appear in the Levinson algorithm after its rediscovery in linear pre-
diction theory [11]. The complex numbers {αn}n 0 where αn =−Φn+1(0) (Geronimus’ formula), are known as Verblunsky, Schur, Geronimus, or reflection coefficients, which satisfy
αn∈D. (1.4)
Influenced by the monograph of Simon [20], we refer to {αn}n 0 as Verblunsky coefficients.
In this context, there is an analogous of Favard’s theorem, caled in the contemporary literature as Verblunsky’s 
Theorem [20,21].
Theorem 1.1 (Verblunsky Theorem). (See [20,21].) Let {ζn}n 0 be a sequence of complex numbers in D. Then, there is a unique non-
trivial probability measure dσ (z) supported on the unit circle such that α= ζ.n n 
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Based on the above theorem, the OPUC are completely determined by their Verblunsky coefficients. This fact reaffirms the 
need to study orthogonal polynomials associated with modifications of the original Verblunsky coefficients. In our opinion, one 
of the most interesting results in this direction appeared in [15]. In this work, Peherstorfer introduced and studied the so-caled 
associated polynomials on the unit circle. Indeed, for a fixed positive integer number r, the associated polynomials
of orderr,{Φ[r]n (z)}n 0, are generated by the shifted Verblunsky coefficients{αn+r}n 0through the Szeg˝o recurrences with
initial conditionΦ[r]0(z):=1.If we replace inthe Szeg˝o recurrences the sequence{αn}n 0by{−αn}n 0, then we obtain the sequence of second kind
polynomials{Ωn(z)}n 0, that is a sequence of OPUC according to Verblunsky Theorem. These polynomials can be expressed
in terms of the monic orthogonal polynomials with respect to the measuredσ(z)as folows:
Ωn(z)=
∂D
y+z
y−zΦn(y)−Φn(z)dσ(y). (1.5)
Notice that degΩn(z)=nandΩn(z)is monic.
An important relation between the sequences{Φn(z)}n 0and{Ωn(z)}n 0is given in[8],
Φn(z)Ω∗n(z)+Ωn(z)Φ∗n(z)=2zn
n−1
j=0
1−|αj|2 =2znκ−2n , n 1. (1.6)
We briefly outline the organization of the paper. In Section 2, we obtain an explicit expression of the co-polynomials on the 
unit circle (COPUC, in short) in terms of the original orthogonal polynomials. Similar results are also given simultaneously for the 
corresponding second kind polynomials. In Section 3, we analyze the pure rational spectral transformation for non-trivial C-
functions, associated with the COPUC, and we point out the relation with quadratic irrationalities. Further, we complete the 
classification of these transformations. Finaly, in Section 4 we point out the connection with the real line case.
2. Structural relations
For a fixed non-negative integer numberk, let us consider the perturbed Verblunsky coefficients{βn}n 0given by
βn:=βk, n=k;αn,otherwise. (2.7)
According to (1.4), in order to achieve a new valid sequence of Verblunsky coefficients, from now on we assume that
βk ∈ D with βk = αk . We define as monic COPUC, {Φn(z;k)}n 0, those polynomials generated using (2.7) through the Szego˝ 
recurrences. Analogously, we denote by {Ωn(z;k)}n 0 the corresponding second kind polynomials.In this point we must emphasize that as a consequence of the CMV representation [20, Chapter 4] and Weyl’s theo-rem [20], 
under a finite composition of the above modifications the essential support of the orthogonality measure remains invariant.
Obviously, Φn(z;k) (resp. Ωn(z;k))isexactly Φn(z) (resp. Ωn(z)), except for n  k + 1. When n  k + 1, we folow 
an analogue procedure to the one of [20, Chapter 3] to obtain the relation between Φn(z;k) (resp. Ωn(z;k)) and Φn(z) (resp.Ωn(z)) using a simple matrix recursion based on the transfer matrix for the COPUC.
Theorem 2.1.The folowing relationshold:
2zk+2κ−2k+1 −Ωn+1(z;k)Φn+1(z;k) =Bk(z)
−Ωn+1(z)
Φn+1(z) , n k+1,
where the corresponding transfer matrixBk(z)is
Bk(z)= r(z;k)Ω
∗
k(z)+zr∗(z;k)Ωk(z) s(z;k)Ω∗k(z)−zs∗(z;k)Ωk(z)
r(z;k)Φ∗k(z)−zr∗(z;k)Φk(z) s(z;k)Φ∗k(z)+zs∗(z;k)Φk(z)
,
with
r(z;k)=(1−αkβk)zΦk(z)−(αk−βk)Φ∗k(z),
s(z;k)=(1−αkβk)zΩk(z)+(αk−βk)Ω∗k(z).
Proof.Let us introduce the non-singular polynomial matrix
Υn+1(z)= Ω
∗
n+1(z) Φ∗n+1(z). (2.8)−Ωn+1(z) Φn+1(z)
3
In that way, we can easily check that
Υn+1(z)=
√2An(z)An−1(z)···A0(z)J, (2.9)
where the matrices An(z)and√2Jare
An(z)= 1 −αnz−αn z ,
√2J=Υ0(z)= 1 1−1 1 .
Notice that Jis an orthogonal matrix.
Now, we denote by Υ n+1(z;k) and Υ (nk+(k1) 1)(z) the polynomial matrices as (2.8) associated with the COPUC and the 
corresponding associated polynomials of ord
−
er
+
k + 1, respectively. Hence, since
Υ(k+1)n−(k+1)(z)=
√2An(z)An−1(z)···Ak+1(z)J,
we conclude from (2.9) that
Υn+1(z)=Υ(k+1)n−(k+1)(z)JTAk(z)Ak−1(z)···A0(z)J, (2.10)
Υn+1(z;k)=Υ(k+1)n−(k+1)(z)JTAk(z;k)Ak−1(z)···A0(z)J, (2.11)
where Ak(z;k)is the matrix containing the perturbed Verblunsky coefficient, i.e.,
Ak(z;k)= 1 −βkz−βk z .
Combining (2.10) with (2.11),weget
ΥTn+1(z;k)= Ak(z;k)Υk(z)T Ak(z)Υk(z)−TΥTn+1(z),
where
Ak(z;k)Υk(z)T= Qk+1(z;βk)−Q
∗
k+1(z;βk)
Pk+1(z;βk) P∗k+1(z;βk)
,
2zk+2κ−2k+1 Ak(z)Υk(z)−T= P
∗
k+1(z;αk) Q∗k+1(z;αk)
−Pk+1(z;αk) Qk+1(z;αk),
with
Pk+1(z;ν)=Φ∗k(z)−νzΦk(z), Qk+1(z;ν)=Ω∗k(z)+νzΩk(z).
An easy computation shows that
Ak(z;k)Υk(z)T Ak(z)Υk(z)−T=Bk(z), (2.12)
which is the desired conclusion. ✷
Let us consider the simplest case wherek=0.
Example 2.1(k=0).In this case, fori,j=1,2,i=j,weget
B0(z)i,i= B0(z)i,i=(−1)i(α0−β0)z2+21− (α0β0)z+(−1)i(α0−β0),
B0(z)i,j= B0(z)j,i=(−1)i(α0−β0)z2−2(α0β0)iz+(−1)j(α0−β0),
where (A)i, j denotes the (i, j) entry of the matrix A. According to Theorem 2.1,wehave
2z2κ−21 Φn+1(z;0)= B0(z)2,2Φn+1(z)− B0(z)2,1Ωn+1(z), n 1,
2z2κ−21 Ωn+1(z;0)=−B0(z)1,2Φn+1(z)+ B0(z)1,1Ωn+1(z), n 1.
As expected, whenβ0=α0,(B0(z))1,2=(B0(z))2,1=0 and(B0(z))1,1=(B0(z))2,2=2zκ−21 , we recover the originalsequence.
Many classical examples of COPUC can be obtained from finite modifications of wel known Verblunsky coefficients. The 
modification considered in Theorem 2.1 on the Lebesgue polynomials [26,20] yields an interesting sequence of polynomials 
considered in [14].4
Example 2.2 (T0-Appel polynomials). From Theorem 2.1, it is easy to check that the sequence of orthogonal polynomials 
corresponding to the Verblunsky coefficients {βkδn,k}n 0,isgivenby
2zk+2Ξn+1(z;k)= Bk(z)2,2− Bk(z)2,1zn+1, n k+1,
where,
Bk(z)2,1=−βkz2k+2+βk, Bk(z)2,2=−βkz2k+2+2zk+1−βk.
Thus,
Ξn+1(z;k)=zn−(k+1)zk+1−βk, n k+1.
The above polynomials are known as T0-Appel polynomials [14]. Whenk = 0aretheBernstein–Szego˝ polynomials [20], see also Example 2.1.Indeed, the T0-Appel polynomials are COPUC associated with the Lebesgue polynomials [26,20].
Next we give a relation between the COPUC associated with two modifications of different level.
Corolary 2.1.For <k, the folowing relation holds:
zk− κk+1κ+1
−2 −Ωn+1(z;k)
Φn+1(z;k) =Bk(z)B
−1(z)−Ωn+1(z;)Φn+1(z;) , n k+1.
Proof. The proof folows immediately from the representation (2.12). ✷
For a finite composition of perturbations we have the folowing result.
Theorem 2.2.For0 l<···<m<∞, the folowing relation holds:
2m−l
m+1
j=l+1
zj+1κ−2j −Ωn+1(z;l,...,m)Φn+1(z;l,...,m) =
m
j=l
Bj(z)−Ωn+1(z)Φn+1(z) , n l+1.
Proof.SinceBk(z)depends only on the firstk+1 original Verblunsky coefficients and the perturbedβk,wehave
2zm+2κ−2m+1ΥTn+1(z;m)=Bm(z)ΥTn+1(z), n m+1,
2zm+1κ−2m ΥTn+1(z;m,m−1)=Bm−1(z)ΥTn+1(z;m), n m,
...
2zl+2κ−2l+1ΥTn+1(z;m,...,l)=Bl(z)ΥTn+1(z;m,...,l−1), n l+1.
On the other hand, it is obvious thatΥn+1(z;l,...,m)=Υn+1(z;m,...,l).Thus,
2m−l
m+1
j=l+1
zj+1κ−2j ΥTn+1(z;l,...,m)=
m
j=l
Bj(z)ΥTn+1(z), (2.13)
and the result folows. ✷
When we consider a sequence of perturbed Verblunsky coefficients {λnαn}n 0, the resulting sequence is caled an Alek-
sandrov sequence if|λn|=1, withλna constant complex number. When|λn|=1, withλna non-constant complex number
such that|λn|<|αn|−1andnbelonging to a finite subset of positive integers numbers we have an Aleksandrov-type se-
quence. This case has not been previously studied in the literature. Notice that in the previous theorem we extend the
classical results to the Aleksandrov-type sequence.
As a last example in this section, let us come back to the Aleksandrov sequence using the ideas of Theorem 2.1.
Example 2.3(Aleksandrov polynomials).Let us definethe non-singular polynomial matrix
Υλn+1(z)=
λ(Ωλn+1)∗(z)λ(Φλn+1)∗(z)
−Ωλn+1(z) Φλn+1(z)
, |λ|=1,
associated with the Aleksandrov sequence. Here, by using the previous ideas we can obtain the polynomial matrixΥλn+1(z)associated with the Aleksandrov sequence. Obviously,
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Υλn+1(z)=An(z)···A0(z)Υλ0(z),
where
Υλ0(z)= λ λ−1 1 .
As in Theorem 2.1, we can see that
Υλn+1T(z)=ΛΥTn+1(z), Λ=12
λ+1 λ−1
λ−1 λ+1 .
Ifλ=−1, the previous equality yieldsΦλ=−1n+1 (z)=Ω(z).
Now, in relation with the COPUC, we are in condition to study one of the most valued objects in the theory of OPUC,
theC-functions.
3. Spectral transformations
In this section, for reasons of convenience, we adopt a notation.=introduced in[20], i.e., for
z=aw+bcw+d,
we wil write
z.=Aw, A= a bc d .
The Riesz–Herglotz transformation of the orthogonality measure,dσ(y)is
Fσ(z)=
∂D
y+z
y−zdσ(y),
and it has a particular interest in the theory of OPUC. Since Fσ (0) = 1 and Fσ (z)>0on D, it is caled a Carathéodory 
function [8],or,si mply,a C-function. The analytic function fσ (z) on D defined by the one-to-one correspondence 
with Fσ (z),
zfσ(z):.=JTFσ(z),
is caled a Schur function or anS-function. Notice that according to this definition, supz∈D|fσ(z)| 1. On the other hand,
iffσ(z)is anS-function, then
Fσ(z):.=Jzfσ(z), (3.14)
is aC-function.
By a spectral transformation of aC-functionFσ(z)wemeananewC-function associated with a measuredψ(z), a mod-
ification of the original measuredσ(z). We refer to pure rational spectral transformation as a transformation ofFσ(z)given
by
Fψ(z).=E(z)Fσ(z), E(z)= A(z) B(z)C(z) D(z), (3.15)
where A(z),B(z),C(z), andD(z)are non-zero polynomials that provide a ‘true’ asymptotic behavior to(3.15).Inorder
toFσ(z).=E−1(z)Fψ(z)we wil assume that E(z)is invertible. In a similar way, we can define the pure rational spectral
transformations forS-functions.
Notice that the set of rational spectral transformations is not an algebraic group; indeed it is a semigroup. In any case,
this is not relevantfor the results of the manuscript. We must once again urge the reader to consult[13], where these kinds
of transformations for the Stieltjes function (m-function, in short) arise from the study of the COPRL.
3.1. Quadratic irrationality
LetF(z;k)(resp.f(z;k))betheC-function (resp.S-function), associated with the sequence of COPUC{Φn(z;k)}n 0. We
begin expressingF(z;k)(resp.f(z;k))intermsofFσ(z)(resp.fσ(z)).6
Theorem 3.1.F(z;k)is a pure rational spectral transformation of Fσ(z),givenby
F(z;k).=B(z;k)Fσ(z).
Moreover, f(z;k)is a pure rational spectral transformation of fσ(z),givenby
zf(z;k).=D(z;k)zfσ(z),
where
D(z;k)i,j=ti,j(z;k)+zt∗i+1,j+1(z;k),
with
ti,j(z;k)= r(z;k)+(−1)js(z;k)Ω∗k(z)+(−1)iΦ∗k(z).
Proof. From (2.13) we also deduce that
2zk+2κ−2k+1
Ω∗n+1(z;k)
Φ∗n+1(z;k)
=Bk(z)Ω
∗
n+1(z)
Φ∗n+1(z)
, n k+1. (3.16)
Since, by (3.16),
Ω∗n+1(z;k)
Φ∗n+1(z;k)
=(B(z;k))1,1Ω
∗
n+1(z;k)+(B(z;k))1,2Φ∗n+1(z;k)
(B(z;k))1,1Ω∗n+1(z;k)+(B(z;k))1,2Φ∗n+1(z;k)
,
the first part of the theorem folows as a consequence of the Bernstein–Szego˝ approximation [20, Theorem 1.7.8, Theo-rem 
3.2.4].
On the other hand, (3.14) yields
zf(z;k).=JTBk(z)Jzfσ(z),
and the last part of the theorem folows. ✷
From the above theorem, as in [15], we can obtain the orthogonality measure associated with F (z;k).Now,letusreturn to Example 2.2.
Example 3.1 (T0-Appel polynomials). Let Fθ (z) = 1bethe C-function associated with the Lebesgue polynomials [26,20] and 
let Fδ (z) be the C-function associated with the T0-Appel polynomials given in Example 2.2.Since
Bk(z)1,1=βkz2k+2+2zk+1+βk, Bk(z)1,2=βkz2k+2−βk.
According to Theorem 3.1 and Example 2.2,wehave
Fδ(z)=1+βkz
k+1
1−βkzk+1.
From now on, let us focus our attention on the C-functions. Let F (z;l,...,m) be the C-function associated with the finite 
composition of COPUC {Φn(z;l,...,m)}n 0. As a consequence of Theorem 2.2, we obtain the next corolary.
Corolary 3.1.F(z;l,...,m)is a pure rational spectral transformation of Fσ(z),givenby
F(z;l,...,m).=
m
j=l
Bj(z)Fσ(z).
The above corolary can be read in terms of quadratic irrationality. An analytic functionf(z)inDis said to be quadratic
irrationality if and only if there exist polynomialsa(z),b(z), andc(z)such that
a(z)f2(z)+b(z)f(z)+c(z)=0, a(z)=0.
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Lemma 3.1 (Simon Lemma). (See [20].) Let f (z) and g(z) be analytic in D such that there exist polynomials 
a(z),b(z),c(z),andd(z) with
A(z)= a(z)b(z)c(z)d(z), detA(z)=0,
so that
g(z).=A(z)f(z).
Then g(z)is a quadratic irrationality if and only if f(z)is.
As a straightforward consequence of Corolary 3.1 and Lemma 3.1, we obtain the next result.
Corolary 3.2.F(z)is a quadratic irrationality if and only if F(z;l,...,m)is.
Notice that Corolary 3.2 characterizes in terms of the Verblunsky coefficients a wide class of orthogonal polynomials such 
that their corresponding C-functions satisfy a quadratic irrationality. In general terms, this problem was raised in [12, Problem 3] 
and [20, pp. 791] and stil remains open.
A polynomial P (z) is caled self-reciprocal if P (z) = λP ∗(z), with |λ|= 1. We would like to draw attention here to an 
interesting fact. The elements of the matrix Bk(z),inTheorem 3.1, are self-reciprocal polynomials of the same degree satisfying
(Bk(0))1,1
(Bk(0))∗1,1
=−(Bk(0))1,2(Bk(0))∗1,2
=−(Bk(0))2,1(Bk(0))∗2,1
=(Bk(0))2,2(Bk(0))∗2,2
. (3.17)
A natural question is: Are these general properties of the pure rational spectral transformations forC-functions? Let us
answer that question in the next section.
3.2. Rational spectral transformations
Before embarking on the next results we need to state a useful characterization due to Peherstorfer and Steinbauer [16].
Theorem 3.2 (Peherstorfer–Steinbauer Theorem). (See [16].) Let π(z) and χ(z) be polynomials of degree at most n with
π(z)Fσ(z)+χ(z)=O zn,
and
π∗(z)Fσ(z)−χ∗(z)=O zn+1.
Then,π(z)=Φn(z)andχ(z)=Ωn(z)with respect to dσ(z), up to multiplicative constants.
The preceding theorem has some interesting consequences for the polynomial coefficients associated with (3.15).Indeed,
Theorem 3.3. Let Fσ (z) and Fψ (z) be C-functions, where Fψ (z) is the pure rational spectral transformation of Fσ (z) given in (3.15). Then, the polynomials A(z),B(z),C(z),and D(z) are self-reciprocal polynomials of the same degree satisfying
A(0)
A∗(0)=−
B(0)
B∗(0)=−
C(0)
C∗(0)=
D(0)
D∗(0).
Proof. By Theorem 3.2, if we consider αn+1 = αn+2 = ··· = 0 (Bernstein–Szego˝ measure), then
Fσ(z)=Ω
∗n(z)
Φ∗n(z)=−
Ωn(z)
Φn(z).
Let {γn}n 0 be the sequence of Verblunsky coefficients associated with Fψ (z). Considering γn+c+1 = γn+c+2 = ··· = 0,(3.15) yields
−Ωn+c(z;ψ)Φn+c(z;ψ)=
B(z)Φn(z)−A(z)Ωn(z)
D(z)Φn(z)−C(z)Ωn(z), (3.18)
and
Ω∗n+c(z;ψ)
Φ∗ (z;ψ)=
B(z)Φ∗n(z)+A(z)Ω∗n(z)
D(z)Φ∗(z)+C(z)Ω∗(z), (3.19)n+c n n
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where c=max{degA(z),degB(z)}=max{degC(z),degD(z)}, andΦn+c(z;ψ)andΩn+c(z;ψ)are the orthogonal polyno-
mials associated with Fψ(z)and the corresponding second kind polynomial, respectively. Obviously, there exists a number
0, such that
A(z)Fσ(z)+B(z)=O z .
Moreover, from Theorem 3.2
−Ωn+(z)Φn+(z)=Fσ(z)+O z
n++1,
and
Ω∗n+(z)
Φ∗n+(z)
=Fσ(z)+O zn+ .
Combining the previous equalities, we can state that
B(z)Φn+(z)−A(z)Ωn+(z)=O z+m , (3.20)
and
B(z)Φ∗n+(z)+A(z)Ω∗n+(z)=O z , (3.21)
whereΦn+(z)=zmΦn+−m(z)withΦn+−m(0)=0,m∈{0,1,...,n+ }.
According to (3.18), (3.21) becomes
B(z)Φn+(z)−A(z)Ωn+(z)=zn+c+ a1z +
a2
z+1+···+
an+c
zn+c+
=a1zn+c+a2zn+c− +···+an+c,
with a1 = 0. Additionaly, by (3.20)
B(z)Φn+(z)−A(z)Ωn+(z)=b1z+m+b2z+m+1+···+bn+czn+c+,
withb1=0. Combining these equalities we get
B(z)Φn+(z)−A(z)Ωn+(z)=a1zn+c+···+b1z+m, (3.22)
wherea1=0 andb1=0. Thus, degA(z)=degB(z). We can now proceed analogously to the proof of degC(z)=degD(z).
On the other hand, sinceE(z)is non-singular,
Fσ(z).=E−1(z)Fψ(z),
and, as above, we can prove that degA(z)=degC(z)and degB(z)=degD(z).Thus,A(z),B(z),C(z), andD(z)have the
same degree.
Finaly, according to the previous result, and considering (3.18) and (3.19), the last part of the theorem folows. ✷
The above theorem gives a characterization of the polynomial coefficients A(z), B(z), C(z), and D(z) associated with pure 
rational spectral transformations of C-function. In other words, (3.17) is not an exclusive property of the pure rational spectral 
transformations for C-functions associated with the finite composition of COPUC. Furthermore, it is clear that our results 
generalize some ideas contained in [1].
The last questionto be discussed wil be the relation between the COPRL and the COPUC.
4. Connection with the real line case
In order to get the connection with the real line case, it is necessary to put a natural restriction on the Verblunsky
coefficients. It is required that
αn ∈ (−1, 1), n  0.
There is a relation between the coefficients of the recurrence relations (1.1) and (1.3),
an=12 (1+α2n−2)1−α22n−3(1−α2n−4), n 0, (4.23)
bn=−12α2n−3(1+α2n−2)+
1
2α2n−1(1−α2n−2), n 0. (4.24)
This is the so-caled Szego˝ transformation [26].9
It is easy to check that (2.7) implies through the Szego˝ transformation the modification of both sequences of recurrence 
coefficients associated with the OPRL. More specificaly,
Theorem 4.1. Let {cn}n 0 and {dn}n 0 be the recurrence coefficients for the corresponding COPRL associated with (2.7) through the 
Szego˝ transformation. Then, for k = 2n − 3 and k = 2n − 2,
c2n=
1−β22n−3
1−α22n−3
a2n,
dn−1=bn−1+12(β2n−3−α2n−3)(1−α2n−2),
dn=bn+12(α2n−3−β2n−3)(1+α2n−2),
and
c2n=1+β2n−21+α2n−2a
2n, c2n+1=1−β2n−21−α2n−2a
2
n+1,
dn=bn+12(α2n−3−α2n−1)(α2n−2−β2n−2),
respectively.
Proof. Using (4.23) and (4.24), the result folows after some elementary calculations. The details are left to the reader. ✷
Notice that the co-dilated case (resp. co-recursive case) for OPRL implies through the Szego˝ transformation the modifi-
cations of al odd (resp. even) Verblunsky coefficients.
Additionaly, there is also a relation between the correspondingm-functionSμ(x)associated with the measuredμ(x)
andFσ(z), as folows
Fσ(z)=1−z
2
2z Sμ(x),
or, equivalently,
Sμ(x)= Fσ(z)√x2−1,
with 2x=z+z−1andz=x−√x2−1.
The next result folows directly from the above equalities.
Theorem 4.2. Let S(x;k) be the m-functions for the corresponding COPRL associated with (2.7) through the Szego˝ transformation. 
Then,
x2−1S(x;k).=Bx− x2−1;k 1x−√x2−1−x Sμ(x).
Finaly, an interesting open problem is to analyze the Aleksandrov-type sequences with an infinite set of perturbations
as a limit case of our approach. Moreover, as the referee pointed out, the behavior of the zeros is an important aspect
when studying the COPRL. A similar investigation would be interesting for the case of the unit circle considering also the
corresponding para-orthogonal polynomials on the unit circle.
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