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Применение специальных видов потоков собы-
тий в моделях массового обслуживания [1] позво-
ляет сделать эти модели более адекватными реаль-
ным процессам в телекоммуникационных систе-
мах. В настоящей работе представлено исследова-
ние так называемого MAP-потока (Markovian Arri-
val Process) [2] в условии неограниченного роста
его интенсивности. Результаты аналогичных ис-
следований для MAP и прочих видов специальных
потоков в других предельных условиях представле-
ны в [3–5].
Итак, рассмотрим MAP-поток [6]. Пусть упра-
вляющая этим потоком цепь Маркова имеет K со-
стояний, переходы между состояниями определя-
ются матрицей инфинитезимальных характери-
стик NQ={Nqvk}v,k=1,K, где скаляр N имеет смысл
большой величины (в теоретическом исследовании
предполагается, что N→∞). При этом матрица Q
обладает свойством
или в матричном виде:
QE = 0, (1)
где E – единичный вектор-столбец, а 0 – нулевой
вектор-столбец. Вероятность наступления события
в потоке при переходе управляющей цепи Маркова
из состояния ν в состояние k равна dνk (k≠ν). Вели-
чины dνν будем полагать равными нулю. Эти веро-
ятности запишем в виде матрицы D={dvk}v,k=1,K.
Пусть условная интенсивность рассматривае-
мого потока событий в каждом из состояний упра-





ние для матрицы условных интенсивностей:
В связи с тем, что в эту матрицу, а также матри-
цу инфинитезимальных характеристик NQ, входит
большой по величине параметр N, данный вид по-
тока будем называть высокоинтенсивным марков-
ским потоком событий или HIMAP-потоком (от
High Intensive Markovian Arrival Process).
Обозначим через m(t) число событий, наступив-
ших в рассматриваемом потоке за интервал време-
ни длительности t, а через k(t) – состояние упра-
вляющей цепи Маркова в момент времени t. Рас-
смотрим двумерный случайный процесс {m(t),k(t)}.
Введем обозначение:
Применяя формулу полной вероятности, для
этого распределения можно записать следующее:
или
откуда при ∆t→0 получаем уравнение Колмогорова
Домножим это уравнение справа и слева на вели-
чину ejum, где j=√






. Тогда, введя обозначение
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Обозначим B=Λ+A, тогда (3) перепишется в виде
В этом уравнении выполним замену
где
λ = RBE, (4)
а R – вектор-строка стационарного распределения
вероятностей состояний управляющей потоком
цепи Маркова, для него справедливо:
(5)




где I – единичная матрица порядка K.
Это уравнение решим при N→∞ методом асим-
птотического анализа [6], обозначив и вы-
полнив замены u=εw и H2(u,t)=F(w,t,ε). Уравнение
(6) перепишется в виде:
(7)
Докажем следующее утверждение.
Теорема. Предельное при ε→0 значение F(w,t) ре-
шения F(w,t,ε) уравнения (7) имеет вид
где
(8)
а вектор-строка f определяется уравнением
(9)
Доказательство выполним в три этапа.
Этап 1. Положим в (7) ε→0, получим:
А так как имеет место свойство (5) вектора R,
векторную функцию F можно представить в виде
(10)
где Ф(w,t) – некоторая скалярная функция.
Этап 2. Решение уравнения (7) будем искать в
виде разложения
(11)
где f – некоторый вектор (вектор-строка), O(ε 2) –
вектор-строка из бесконечно малых величин по-
рядка ε 2. Подставляя это выражение в (7) и ис-
пользуя разложение ejεw=1+jεw+O(ε 2), получим:
Отсюда, приведя подобные, сократив обе части
на jεw, при ε→0 получаем уравнение относительно
неизвестного вектора f:
Этап 3. Просуммируем компоненты левой и
правой частей уравнения (7). Для этого умножим
справа обе части этого уравнения на единичный
вектор E длины K:
Используя в этом уравнении разложение 
и учитывая (1), получаем:
Подставим сюда (11):
С учетом (4) и (5), приводя подобные и сокра-
щая на ε 2, получаем:
Переходя к пределу при ε→0, получим диффе-
ренциальное уравнение относительно неизвестной
функции Ф(w,t):
где величина κ определяется выражением (8). Ре-
шение этого уравнения с учетом начального усло-
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Отсюда в силу (10) имеем:
что и требовалось доказать.
Замечание. Решением неоднородной системы
уравнений (9), вообще говоря, является семейство
векторов вида
(12)
где f – частное решение неоднородной системы, а
CR – общее решение однородной системы
fQ=0 в силу первого равенства (5) (здесь C – произ-
вольная константа). Однако нетрудно убедиться, что
при подстановке любого из решений (12) выражение
(8) для величины κ дает одно и то же значение.
Вернемся к функции H(u,t). Получаем, что при
достаточно больших значениях N
Таким образом, характеристическая функция
h(u,t)=H(u,t)E
процесса m(t) – числа событий, наступивших в вы-
сокоинтенсивном MAP-потоке, в указанных усло-
виях имеет вид характеристической функции гаус-
совского распределения, то есть распределение ве-
роятностей числа событий в HIMAP-потоке, на-
ступивших за время t, можно аппроксимировать
нормальным распределением с математическим
ожиданием Nλt и дисперсией N(λ+κ)t. Это под-
тверждается также исследованиями, выполненны-
ми средствами имитационного моделирования.
Аналогичные результаты получены и для других
типов высокоинтенсивных потоков (например, ре-
куррентного [7]).
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