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Abstract
The bifurcation function associated with an elliptic boundary value problemAu+g[u]= 0 is a vector ﬁeld B()
on Rd with the property that the solutions of the boundary value problem are in a one-to-one correspondence with
the zeros of B. A ﬁnite element approximation Bh of B is formulated and optimal order error estimates are derived.
Implementation issues are also discussed.
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1. Introduction
The problem of determining the set of solutionsS() of a semilinear elliptic boundary value problem,
Lu+ g[u, ] = 0, has been considered by many authors. In general, this is a problem of global analysis,
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although many of the methods used are local in natural. For example, continuation methods and the
method of Lyapunov–Schmidt. Continuation methods (see [13] for a general development) assume a
known noncritical solution (u0, 0), and obtain nearby solutions by varying  in a neighborhood of 0.
The implicit function theorem guarantees that there is a unique curve of solutions to be found. In the
method of Lyapunov–Schmidt (cf. [9]), the implicit function theorem is used to reduced the problem to the
null space of the linearization at a critical point (u0, 0). It thus reduces the problem, in the neighborhood
of the critical point, to a ﬁnite-dimensional problem.
For an important class of problems, there is another approach that applies directly to the global problem.
Using themethod of alternative problems (cf. [8,9]) the elliptic problem can be shown to be equivalent to a
ﬁnite dimensional problem. In this way the global problem is recast as a vector ﬁeld equationB(, )=0,
 ∈ Rd , for some (typically small) integer d. The vector ﬁeld, B(, ) is called the bifurcation function.
The reduction process that leads to the bifurcation equation,B(, )=0, can be regarded as a technique for
correcting Galerkin’s method so that it becomes exact. However, by construction, the bifurcation function
depends on solutions of a nonlocal boundary value problem, and hence this information is not readily
accessible analytically except in some special cases. To extend the utility of the bifurcation function
numerical methods are needed.
Theoretically, the process relies on the use of spectral quantities; namely the eigenfunctions of a
linear operator. As a consequence, when the eigenfunctions are known they can be used to develop
a spectral numerical method that mimics the actual construction. This approach relies on special op-
erators and geometries. To allow for more general situations we presented a ﬁnite element method
in [14] for computing the bifurcation function for self-adjoint problems. In this work we show that
the method extends to elliptic problems that are not self-adjoint, and at the same time verify opti-
mal order error estimates. In our previous work, we were only able to verify sub-optimal error es-
timates. The proofs presented here are also considerably simplier than those given in our
previous work.
Several other authors have contributed to the numerical analysis of continuation andbifurcationmethods
for elliptic boundary value problems. Among the ﬁrst were Kikuchi [11,12] and Brezzi et al. [5–7].
Approximating a branch of solutions without bifurcation points was discussed in the works [5,6,12], while
the case of approximating bifurcating curves of solutions, in the neighborhood of a simple bifurcation
point, was considered in [7,11]. A numerical version of the method of Lyapunov–Schmidt was proposed
by Bohmer and Mei in [2,1] for approximating branching manifolds in the neighborhood of a possibly
higher order bifurcation point. See the papers [3,4] for extensions of these earlier works. In contrast to
these works, our work focuses on characterizing and computing the entire set of solutions S(), for a
given value of  that is typically not a bifurcation point.
In Section 2 we outline the reduction process that leads to the bifurcation function for a semilinear
elliptic boundary value problem.A ﬁnite elementmethod for computing approximations to the bifurcation
function is also described there. In Section 3 proofs of optimal error estimates are given. Necessarily,
error estimates of the solutions of the associated nonlocal boundary value problem are also established.
Estimates on approximate solutions of the boundary value problem also follow from these estimates since
all solutions must lie on a manifold determined by the nonlocal problem. Section 4 discusses the resulting
algebraic problems that arise at the level of matrix–vector representations. Computational examples of the
use of the bifurcation function to determine all solutions of a boundary value problem and their stability
properties can be found in [15].
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2. The continuous and discrete bifurcation functions
The bifurcation function for the elliptic boundary value problem
−
N∑
i,j=1

xj
(
aij (x)
u
xi
)
+
N∑
i=1
bi(x)
u
xi
+ g(x, u, )= 0, x ∈ , (2.1)
u(x)= 0, x ∈ , (2.2)
and its ﬁnite element approximation are described in this section. Throughout we assume  is an open
bounded subset of RN , N1, and use the standard notations L2(), H 10 () =W 1,20 (), and Hk() =
Wk,2(), as in [10]. The usual L2() norm and inner product will be denoted by | · | and (·, ·). The norm
in Hk() will be denoted by ‖ · ‖k .
The coefﬁcients of the differential operator are assumed to satisfy: (i) aij ∈ C0,1(), (ii) bi ∈ L∞(),
and (iii)∑ aij (x)ij 0||2, ∀x ∈ ,  ∈ RN . Thus the linear differential operator in (2.1) is a strictly
elliptic operator in . Bilinear forms can be associated to each of the two terms making up this operator.
We consider these terms separately for reasons that will become clear below. The ﬁrst term determines
the bilinear form, a(·, ·) : H 10 ()×H 10 ()→ R,
a(u, v)=
N∑
i,j=1
∫

aij (x)
u
xi
v
xj
dx,
which is continuous, symmetric and positive deﬁnite. Thus a(u, v) deﬁnes an inner product on H 10 ()
and ‖u‖ = a(u, u)1/2 a norm. This norm (the energy norm) will be used in place of the standard norm,
‖u‖1, on the space H 10 ().
The second term determines the bilinear form b(·, ·) : H 10 ()× L2()→ R,
b(u, v)=
N∑
i=1
∫

bi(x)
u
xi
v dx,
which is continuous and bounded. In particular, since ‖u‖20∑ |iu|2 by assumption (iii),
|b(u, v)|−1/20 |b|∞‖u‖ |v|, where |b|∞ =
(
N∑
i=1
‖bi‖2L∞()
)1/2
(2.3)
for all u ∈ H 10 (), v ∈ L2().
The function g(x, u, ) is assumed to be a C1 function on  × R × , where  ⊂ Rk is a set of
parameters. For each ﬁxed , we assume there are constants 0() and 1(), that may vary with , such
that the function g(x, u, ) satisﬁes
−0()gu(x, u, )1(), (x, u) ∈ × R.
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It is the lower bound that plays a key role in the development below. It states that g(x, u, )+ 0()u is
monotone in u (e.g., g(u)= u3 − u, 0 = ). The upper bound may require that g(x, u, ) be modiﬁed
outside of a compact set, which may be justiﬁed by a priori estimates (see [15] for a further discussion of
this point). Given u ∈ H 10 ()we use g[u, ] to denote the composite function g[u, ](x)=g(x, u(x), ).
Using this notation the weak formulation of (2.1)–(2.2) is
a(u,)+ b(u,)+ (g[u, ],)= 0, ∀ ∈ H 10 (). (2.4)
The ﬁnite element approximation of (2.1)–(2.2) is based on the weak formulation.
Let k2 be an integer and h> 0 be a real number. In accordance with [16], let Sh ⊂ H 10 () denote a
ﬁnite element space of degree k − 1, for which the approximation estimate
‖u− 	hu‖mChk−m‖u‖k, 0mk − 1 (2.5)
is valid, whenever u ∈ H 10 () ∩ Hk() and 	hu ∈ Sh is the Ritz projection of u. The Ritz projection
is deﬁned by a(u − 	hu,
h) = 0, ∀
h ∈ Sh. In (2.5), C denotes a constant that does not depend on
u ∈ H 10 () or h> 0. A ﬁnite element approximation uh of a solution u ∈ H 10 ()∩Hk() of (2.1)–(2.2)
(alternatively (2.4)) is deﬁned to be an element uh ∈ Sh satisfying
a(uh,
h)+ b(uh,
h)+ (g[uh, ],
h)= 0, ∀
h ∈ Sh. (2.6)
The bifurcation function for (2.1)–(2.2) is deﬁned as the result of a reduction process known as the
method of alternative problems (cf. [9]). Let A denote the elliptic operator whose action is determined
by the ﬁrst term in (2.1) and whose domain D(A) = H 10 () ∩ H 2() is determined by the boundary
condition (2.2). By extension to the dual space we also have 〈Au,〉 = a(u,), ∀u, ∈ H 10 (). Under
the assumptions stated above,A is a self-adjoint positive-deﬁnite operator inL2() that admits a complete
orthonormal set of eigenfunctions {j }∞j=1 (cf. [10]). Let {j }∞j=1 denote the corresponding eigenvalues
with j j+1 for all j. For any integer d1 deﬁne the linear subspaces W = span{1, ...,d} and
V = {v ∈ H 10 () : (v,j ) = 0, 1jd}. Clearly W can be identiﬁed with Rd . In particular we shall
identify w ∈ W with  ∈ Rd where j = (w,j ), 1jd, are the generalized Fourier coefﬁcients and
write w() to denote the element
w()= 11 + · · · + dd . (2.7)
In the method of alternative problems solutions u ∈ H 10 () are sought in the form u= w + v, where
w ∈ W , v ∈ V . Since a(u,j ) = a(w,j ) for 1jd, and a(u,) = a(v,) for every  ∈ V , (2.4)
can be equivalently formulated, in terms of the components w, v of u, as the system
a(w,j )+ b(w + v,j )+ (g[w + v, ],j )= 0, 1jd, (2.8)
a(v,
)+ b(w + v,
)+ (g[w + v, ],
)= 0, ∀
 ∈ V. (2.9)
As with the method of Lyapunov–Schmidt (cf. [9]) the idea is to show that the system admits a reduction
to a problem involving only the ﬁrst equation, by using the second equation to eliminate v. Thus, it must
be shown that v = v(w) is implicitly deﬁned by (2.9).
Let w ∈ W be ﬁxed, and consider the operator T : V → V ∗ deﬁned by
〈T v,
〉 = a(v,
)+ b(w + v,
)+ (g[w + v, ],
).
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Here 〈·, ·〉 : V × V ∗ → R denotes the dual pairing between V and its dual V ∗. Clearly T v = 0 if and
only if v ∈ V satisﬁes (2.9), for the ﬁxed choice of w ∈ W that was made. If the integer d determining
the splitting H 10 () = W + V is chosen large enough, then T will be a coercive monotone operator.
To verify this we ﬁrst observe that it follows from the variational characterization of eigenvalues that
a(v, v)d+1|v|2, ∀v ∈ V . Hence, for any  ∈ [0, 1],
a(v, v)a(v, v)+ (1− )d+1|v|2 = ‖v‖2 + (1− )d+1|v|2, v ∈ V.
Also, applying Cauchy’s inequality with > 0 to (2.3) yields
|b(v, v)|‖v‖2 + |b|
2∞
40
|v|2, v ∈ V (2.10)
and by the assumption gu − 0(),
(g[w + v1, ] − g[w + v2, ], v1 − v2)  − 0()|v1 − v2|2, v1, v2 ∈ V. (2.11)
It follows from these estimates that
〈T (v1)− T (v2), v1 − v2〉(, )‖v1 − v2‖2 + (, )|v1 − v2|2, v1, v2 ∈ V,
where (, )= −  and (, )= (1− )d+1 − |b|2∞(40)−1 − 0().
The strategy is now to choose  ∈ [0, 1] and > 0 so that (, )0, (, )0. Obviously, (, )0
if and only if . Since (0, )> (, ), for all > 0, in order for (, )0 to be valid for some > 0,
it must necessarily be true that (0, )> 0. Assuming this to be the case, it follows that (, )0 if and
only if 0(), where 0() = (0, )/d+1. Hence, for a ﬁxed > 0, (, )0 and (, )0 if and
only if 0(). Clearly (, )= 0 and (0(), )= 0 at the end points of this interval.
Let () = (, ). Elementary calculations show that (0(), ) = ()/d+1, and that () is largest
when = 0, where 20 = |b|∞/(0d+1)1/2. Hence, with d, deﬁned by
d, = (0)=max{() : > 0} = d+1 − −1/20 |b|∞
√
d+1 − 0(), (2.12)
we can conclude that (, 0)> 0 and (, 0)> 0, for 0< < 0(0), and
(0, 0)= 0, (0, 0)= d,, (0(0), 0)= d,
d+1
, (0(0), 0)= 0.
Furthermore, using these choices in the inequality above shows that
〈T (v1)− T (v2), v1 − v2〉d,|v1 − v2|2, v1, v2 ∈ V, (2.13)
〈T (v1)− T (v2), v1 − v2〉−1d+1d,‖v1 − v2‖2, v1, v2 ∈ V. (2.14)
Assuming d,> 0, only (2.14) is needed to show that T is monotone and coercive. However, both of
these inequalities will be used to establish error estimates in Section 3.
It remains to show that if the integer d1 is sufﬁciently large then d,> 0. Since d, is a quadratic
in
√
d+1, it follows that if d is chosen large enough to insure
d+1>
(
1
2
−1/2
0 |b|∞ +
√
0()+ 14−10 |b|2∞
)2
, (2.15)
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then d,> 0. Thus T is monotone and coercive, provided (2.15) is valid. Since T is also continuous it
follows that (cf. [9]), for each ﬁxed w ∈ W , there is a unique v ∈ V satisfying (2.9).
Throughout the remainder of our work we assume that the coefﬁcients {aij }, {bi} are ﬁxed, while the
parameter  ∈  is free to vary. Thus,  is the effective bifurcation parameter. It is therefore possible
that (2.15) may be valid for some values of d and , but not for others. Hence, for each integer d0, let
d = { ∈  : (2.15) is valid }. If |b|∞ = 0 then this reduces to d = { ∈  : d+1> 0()}, as in
[15]. As an illustration of this notation, suppose g(x, u, )= u3 − u and |b|∞ = 0. Then 0()=  and
d = { ∈ R : < d+1}.
Lemma 2.1. Let d be a positive integer and d = { ∈  : (2.15) is valid}. For each (, ) ∈ Rd × d ,
there is a unique solution v ∈ V of (2.9). Thus (2.9) implicitly deﬁnes a mapping v = (, ), which is
continuous from Rd × d to V ∩H 2().
Proof. The existence of a unique solution v ∈ V has already been shown.A standard boot-strap argument
shows that v ∈ H 2(), and continuity is readily veriﬁed. 
As a consequence of this result all (weak) solutions of (2.1)–(2.2) must lie on the manifoldM= {z ∈
H 10 () : z=z(, )=w()+(, )}. Those functions z ∈Mwhich are actually solutions of (2.1)–(2.2)
can be, characterized as follows. Let (, ) ∈ Rd ×d , w=w(), = (, ), z=w+ = z(, ) and
deﬁne B : Rd × d → Rd in terms of its components by
Bj(, )= a(w,j )+ b(z,j )+ (g[z, ],j ), 1jd. (2.16)
The function B(, ) deﬁned in this way is the bifurcation function for (2.1)–(2.2). By deﬁnition of
=(, ), any function z=w+ on the manifold satisﬁes a(,
)+b(z,
)+ (g[z, ],
)=0, ∀
 ∈ V ,
while bydeﬁnition ofB(, ) any z=w+must also satisfya(w,j )+b(z,j )+(g[z, ],j )=Bj(, ),
1jd. Thus z = w +  satisﬁes (2.8)–(2.9) if and only if B(, ) = 0. Thus the (weak) solutions of
(2.1)–(2.2) are in a one-to-one correspondence with the zeros of the bifurcation function B(, ).
Abifurcation function for theﬁnite element approximatingproblem (2.6) is deﬁned in an analogousway.
LetAh denote the operator determined by (Ahuh,
h)=a(uh,
h), ∀uh,
h ∈ Sh.Ah is the discretization
ofA and is also a self-adjoint, positive-deﬁnite operator. The eigenvalue, eigenfunction pairs h,h ofAh
are the ﬁnite element approximations of the eigenvalue, eigenfunction pairs , of A and are solutions of
a(h,
h)= h(h,
h), ∀
h ∈ Sh.
Let {hj }Nhj=1, where Nh = dim(Sh), denote the set of approximate eigenfunctions with (hi ,hj ) = ij
and the corresponding eigenvalues satisfying hj 
h
j+1. The discrete counterpart toW is then deﬁned by
Wh = span{h1, ...,hd}. ClearlyWh can also be identiﬁed with Rd through the correspondence
wh()= 1h1 + · · · + dhd, (2.17)
where j = (wh,hj ). Continuing the analogy we deﬁne Vh = {
h ∈ Sh : (
h,hj )= 0, 1jd}. Then
uh = wh + vh ∈ Wh + Vh is a solution of (2.6) if and only if
a(wh,
h
j )+ b(wh + vh,hj )+ (g[wh + vh, ],hj )= 0, 1jd, (2.18)
a(vh,
h)+ b(wh + vh,
h)+ (g[wh + vh, ],
h)= 0, ∀
h ∈ Vh. (2.19)
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For each ﬁxed wh ∈ Wh, an operator Th : Vh → V ∗h can again be deﬁned,
〈Thvh,
h〉 = a(vh,
h)+ b(wh + vh,
h)+ (g[wh + vh, ],
h),
whose zeros vh ∈ Vh are solutions of (2.19). Since, hd+1d+1 by the Poincaré, Courant, Fischer
minimum principle, the same argument as in the continuous case shows that
〈Th(vh,1)− Th(vh,2), vh,1 − vh,2〉(, )‖vh,1 − vh,2‖2 + (, )|vh,1 − vh,2|2
for all vh,1, vh,2 ∈ Vh, where (, ) and (, ) are the same as before. Hence the same choices of  and
 show that Th is monotone and coercive. In fact, (2.13)–(2.14) remains valid if T, v1, v2, V are replaced
by Th, vh,1, vh,2, Vh, respectively. We conclude that, for each ﬁxed wh = wh() and  ∈ d , (2.19) is
uniquely solvable for vh ∈ Vh, and a mapping h : Rd × d → Vh, vh = h(, ), is implicitly deﬁned
by (2.19). For each (, ) ∈ Rd × d , we set wh =wh(), h = h(, ), zh =wh + h = zh(, ) and
deﬁne the discrete bifurcation function Bh : Rd × d → Rd by
Bhj (, )= a(wh,hj )+ b(zh,hj )+ (g[zh, ],hj ), 1jd. (2.20)
Since zh = wh + h satisﬁes a(h,
h) + b(zh,
h) + (g[zh, ],
h) = 0, ∀
h ∈ Vh, and a(wh,hj ) +
b(zh,
h
j ) + (g[zh, ],hj ) = Bhj (, ), 1jd, it follows that zh = wh + h satisﬁes (2.18)–(2.19) if
and only if Bh(, ) = 0. Thus the solutions of (2.6) are in a one-to-one correspondence with the zeros
of the discrete bifurcation function Bh(, ).
3. The basic estimates
The goal of this section is to establish optimal order error estimates on the differences z(, )−zh(, )
and B(, )−Bh(, ). Estimates on the difference (, )− h(, ) are crucial prerequisites for both
of these estimates. To obtain these estimates we must account for the fact that  and h belong to spaces
determined by different orthogonality constraints. For this purpose we introduce pairs of projections,
P : L2()→ W , Q= I − P and Ph : Sh → Wh, Qh = I − Ph. These are orthogonal projections with
respect to the inner product in L2().
Throughout we assume that d is a positive integer and  ∈ d = { ∈  : (2.15) is valid}, so that
, z, B and h, zh, Bh are all well-deﬁned functions of (, ) ∈ Rd × d , according to the results of
Section 2. Thus for (, ) ∈ Rd × d , we have w = w() ∈ W , wh = wh() ∈ Wh,  = (, ) ∈ V ,
h = h(, ) ∈ Vh, where w(), wh() are given by (2.7), (2.17), and , h are implicitly deﬁned by
a(,
)+ b(z,
)+ (g[z, ],
)= 0, ∀
 ∈ V, (3.1)
a(h,
h)+ b(zh,
h)+ (g[zh, ],
h)= 0, ∀
h ∈ Vh (3.2)
with z= w +  ∈ H 10 () and zh = wh + h ∈ Sh.
We assume, along with the basic approximation estimate (2.5), the validity of the error estimates for
the approximate eigenfunctions (cf. [16])
|j − hj |Chkk/2j , (3.3)
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‖j − hj‖Chk−1k/2j , (3.4)
for some constant C that does not depend on j or h. These estimates lead immediately to estimates on
w − wh since w − wh =∑ j (j − hj ). A constant that appears frequently in the estimates derived
below is
Kd =

 d∑
j=1
kj


1/2
.
For example, the Cauchy–Schwartz inequality together with (3.3) and (3.4) yields
|w − wh|ChkKd || and ‖w − wh‖Chk−1Kd ||, (3.5)
where || = (∑2j )1/2 denotes the Euclidean norm on Rd . The quantity Kd || that appears in these
estimates is comparable to the norm ‖w‖k of w in the following sense. Given w ∈ W , deﬁne Ak/2w =∑
k/2j jj ∈ W .Then, it is easily veriﬁed that |Ak/2w|Kd ||d1/2(d/1)k/2|Ak/2w|, since |Ak/2w|=
(
∑
kj
2
j )
1/2
.
From the point of view of verifying error estimates on the difference  − h the main difﬁculty is
that the spaces to which these functions belong, V and Vh, respectively, are determined by different
orthogonality constraints. For example, although PQ= 0 it is not generally true that PQh= 0. However
this is approximately true in the following sense.
Lemma 3.1. There is a constant C, which is independent of h and d, such that
|PQhuh|ChkKd |uh| and |QPhuh|ChkKd |uh|, ∀uh ∈ Sh. (3.6)
Proof. Let vh =Qhuh. Then, according to (3.3),
|(vh,j )| = |(vh,j − hj )|Chkk/2j |vh|.
Hence |Pvh|ChkKd |vh|ChkKd |uh|. Let wh = Phuh =∑dj=1jhj and set w =∑dj=1jj . Then
|Qwh| = |Q(wh − w)| |wh − w|ChkKd || = ChkKd |Phuh|ChkKd |uh|. 
Our derivation of optimal error estimates relies on the introduction of an intermediate problem. Let
˜h ∈ Vh be the solution of
a(˜h,
h)+ b(z,
h)+ (g[z, ],
h)= 0, ∀
h ∈ Vh. (3.7)
This is a linear problem for ˜h ∈ Vh, whose existence and uniqueness can be veriﬁed by the Lax–Milgram
theorem. Somepreliminary estimates involving ˜h are needed.These are presented in the next two lemmas.
Lemma 3.2. Let (, ) ∈ Rd × d , and let 	h be the Ritz projection of . There is a constant C, which
is independent of h, d,  and , such that
|	h− ˜h|ChkKd(| g[z, ] | + |b|∞‖z‖), (3.8)
‖	h− ˜h‖ChkKd(| g[z, ] | + |b|∞‖z‖). (3.9)
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Proof. Let u ∈ H 10 () and set w = Pu, v =Qu= (I − P)u. From (3.1) and the orthogonality ofW, V
in the energy inner product it follows that
a(, u)= a(, v)=−(b(z, v)+ (g[z, ], v))= b(z, Pu− u)+ (g[z, ], Pu− u).
Replacing u with 
h we obtain
a(,
h)+ b(z,
h)+ (g[z, ],
h)= b(z, P
h)+ (g[z, ], P
h).
Subtracting (3.7) from this yields
a(− ˜h,
h)= b(z, P
h)+ (g[z, ], P
h), ∀
h ∈ Vh.
Similarly, for any wh ∈ Wh,
a(− ˜h,wh)= a(, wh)= a(,Qwh)=−(b(z,Qwh)+ (g[z, ],Qwh)).
Let uh ∈ Sh, and set wh = Phuh, 
h =Qhuh so that uh = wh + 
h. Then
a(− ˜h, uh)= a(− ˜h,wh)+ a(− ˜h,
h)
= b(z, P
h −Qwh)+ (g[z, ], P
h −Qwh)
= b(z, PQhuh −QPhuh)+ (g[z, ], PQhuh −QPhuh).
By deﬁnition of the Ritz projection
a(− ˜h, uh)= a(	h− ˜h, uh), ∀uh ∈ Sh.
Therefore,
a(	h− ˜h, uh)= b(z, PQhuh −QPhuh)+ (g[z, ], [PQh −QPh]uh), ∀uh ∈ Sh.
Setting uh = 	h− ˜h and using (2.3), (3.6) shows
a(	h− ˜h, 	h− ˜h)ChkKd max{1, −1/20 }(| g[z, ] | + |b|∞‖z‖)|	h− ˜h|.
Since a(	h− ˜h, 	h− ˜h)1|	h− ˜h|2 this shows (3.8) is valid. Using (3.8) in the above estimate
then yields (3.9). 
The quantity | g[z, ] |+|b|∞‖z‖ that appears in (3.8)–(3.9) will appear frequently in various estimates
below. The expression Kd || + ‖‖k also appears frequently. As mentioned following (3.5), Kd ||
is comparable to the norm ‖w()‖k . Thus, Kd || + ‖‖k is comparable to ‖z‖k , since by deﬁnition
z= z(, )= w()+ (, ). For notational convenience we set
|||z||| =Kd || + ‖‖k and Nd,b(z, )=Kd(| g[z, ] | + |b|∞‖z‖).
Lemma 3.3. Let (, ) ∈ Rd × d , and let z˜h = wh + ˜h, where ˜h is the solution of (3.7). There is a
constant C, which is independent of h, d,  and , such that
|z− z˜h|Chk(|||z||| +Nd,b(z, )), (3.10)
‖z− z˜h‖Chk−1(|||z||| + hNd,b(z, )). (3.11)
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Proof. Clearly z − z˜h = w − wh +  − ˜h, and  − ˜h =  − 	h + 	h − ˜h. Estimate (2.5), for the
Ritz projection, and estimate (3.8) combine to show
|− ˜h|Chk(‖‖k +Kd(| g[z, ] | + |b|∞‖z‖)).
Using (3.5) together with the above estimate veriﬁes (3.10). Similary (2.5) and (3.9) imply that
‖− ˜h‖Chk−1(‖‖k +Kdh(| g[z, ] | + |b|∞‖z‖)),
which leads to (3.11). 
Lemma 3.4. For each (, ) ∈ Rd × d , and let z˜h = wh + ˜h, where ˜h is the solution of (3.7). The
following estimates hold:
|zh − z˜h|−1d,max{1, −1/20 }(|z− z˜h| + |b|∞‖z− z˜h‖), (3.12)
‖zh − z˜h‖1/2d+1−1d,max{1, −1/20 }(|z− z˜h| + |b|∞‖z− z˜h‖), (3.13)
where d, is the constant deﬁned in (2.12).
Proof. By deﬁnition zh − z˜h = h − ˜h, so this is really an estimate of h − ˜h. Subtracting (3.7) from
(3.2) produces
a(h − ˜h,
h)+ b(zh − z,
h)+ (g[zh, ] − g[z, ],
h)= 0, ∀
h ∈ Vh.
Adding zero, rearranging terms, and choosing 
h = h − ˜h then shows
a(h − ˜h, h − ˜h)+ b(zh − z˜h, h − ˜h)+ (g[zh, ] − g[z˜h, ], h − ˜h)
= b(z− z˜h, h − ˜h)+ (g[z, ] − g[z˜h, ], h − ˜h).
Since zh − z˜h = h − ˜h it follows, as in (2.10)–(2.11), that
|b(zh − z˜h, h − ˜h)|‖h − ˜h‖2 + |
b|2∞
40
|h − ˜h|2,
(g[zh, ] − g[z˜h, ], h − ˜h) − 0()|h − ˜h|2.
The value of > 0 will be chosen as (2.12). As already noted, the variational characterization of the
discrete eigenvalues shows the inequality a(vh, vh)hd+1|vh|2 is valid for all vh ∈ Vh, and from the
Poincaré, Courant, Fischer minimum principle it follows that hd+1d+1 for any h> 0. Hence, the same
argument leading to (2.13)–(2.14) shows that the quantity
a(h − ˜h, h − ˜h)+ b(zh − z˜h, h − ˜h)+ (g[zh, ] − g[z˜h, ], h − ˜h) (3.14)
is bounded below by both
d,|h − ˜h|2 and −1d+1d,‖h − ˜h‖2.
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Also, by (2.3) and since gu1, it follows that
b(z− z˜h, h − ˜h)−1/20 |b|∞‖z− z˜h‖|h − ˜h|,
(g[z, ] − g[z˜h, ], h − ˜h)1|z− z˜h| |h − ˜h|.
Combining these upper bounds with each of the two lower bounds for (3.14) shows that
d,|h − ˜h|2(1|z− z˜h| + −1/20 |b|∞‖z− z˜h‖)|h − ˜h|, (3.15)
−1d+1d,‖h − ˜h‖2(1|z− z˜h| + −1/20 |b|∞‖z− z˜h‖)|h − ˜h|. (3.16)
Canceling the common factor of |h − ˜h| from (3.15) leads to estimate (3.12). Using (3.12) in (3.16)
and taking square roots yields (3.13). 
Theorem 3.1. Let (, ) ∈ Rd × d . There is a constant C, which is independent of h, d,  and , such
that
|z− zh|Cmax{1,−1d,}
(
hk−1|b|∞|||z||| + hk
(|||z||| +Nd,b(z, ))) ,
‖z− zh‖C
(
hk−1
(
1+ 1/2d+1−1d,}|b|∞
)
|||z|||
+ hk max{1, 1/2d+1−1d,}
(|||z||| +Nd,b(z, ))) ,
|B − Bh|Ch2(k−1)K2d || + Cd1/2
(
hk−1|b|∞|||z||| + hk
(|||z||| +Nd,b(z, ))) .
Proof. From (3.10)–(3.11) it follows that
|z− z˜h| + |b|∞‖z− z˜h‖C
(
hk−1|b|∞|||z||| + hk
(|||z||| +Nd,b(z, ))) . (3.17)
Using this estimate to bound the right-hand sides of (3.12)–(3.13) then shows
|zh − z˜h|C−1d,
(
hk−1|b|∞|||z||| + hk
(|||z||| +Nd,b(z, ))) ,
‖zh − z˜h‖C1/2d+1−1d,
(
hk−1|b|∞|||z||| + hk
(|||z||| +Nd,b(z, ))) .
Therefore, by the triangle inequality and (3.10)–(3.11),
|z− zh|Cmax{1,−1d,}
(
hk−1|b|∞|||z||| + hk
(|||z||| +Nd,b(z, ))) ,
‖z− zh‖C
(
hk−1
(
1+ 1/2d+1−1d,}|b|∞
)
|||z|||
+ hk max{1, 1/2d+1−1d,}
(|||z||| +Nd,b(z, ))) .
From the deﬁning expressions (2.16) and (2.20) we obtain
Bj − Bhj = (j − hj )j + b(z,j − hj )+ (g[z, ],j − hj )
+ b(z− zh,hj )+ (g[z, ] − g[zh, ],hj ).
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Since |j − hj |Ch2(k−1)kj (see [16]) it follows that
 d∑
j=1
|(j − hj )j |2


1/2
Ch2(k−1)

 d∑
j=1
2kj |j |2


1/2
Ch2(k−1)K2d ||.
From (2.3) and (3.3) we obtain
 d∑
j=1
|b(z,j − hj )|2


1/2
+

 d∑
j=1
|(g[z, ],j − hj )|2


1/2
Chk
(
−1/20 |b|∞‖z‖ + |g[z, ]|
) d∑
j=1
kj


1/2
ChkNd,b(z, ).
Also, by (3.17),
 d∑
j=1
|b(z− zh,hj )|2


1/2
+

 d∑
j=1
|(g[z, ] − g[zh, ],hj )|2


1/2
d1/2(−1/20 |b|∞‖z− zh‖ + 1|z− zh|)
Cd1/2(hk−1|b|∞|||z||| + hk(|||z||| +Nd,b(z, ))).
Therefore,
|B − Bh|Ch2(k−1)K2d || + Cd1/2(hk−1|b|∞|||z||| + hk(|||z||| +Nd,b(z, ))). 
Optimal error estimates for ﬁnite element approximations of the derivatives Bi/j of the bifurcation
can also be veriﬁed. Proofs of such error estimates are given in [15], however they rely on the nonoptimal
error estimates established for , z andB in [14]. Since onlyminor modiﬁcations of the proofs are required
if the reliance is shifted to the optimal error estimates, this point is not developed further here.
4. Some remarks on implementation
In Section 2 the reduction process was described that leads to both B(, ), the bifurcation function
for the elliptic boundary value problem (2.1)–(2.2), and Bh(, ), the bifurcation function for the ﬁnite
element approximating problem (2.6). In both cases the solutions of the original problem are in a one-to-
one correspondencewith the zeros of the respective bifurcation function. Since solutions of (2.1)–(2.2) are
approximated by solutions of (2.6), the problem of ﬁnding approximations of the solutions of (2.1)–(2.2)
is reduced to ﬁnding zeros of Bh(, ) as a (parameter dependent) vector ﬁeld on Rd . In this section
we discuss some computational aspects of working with this reduced system. These remarks extend and
simplify those given in [14]. For convenience, we assume |b|∞ = 0 so that there are no ﬁrst-order terms.
Extending to the case where |b|∞ = 0 is straightforward.
Let {
i}Nhi=1 be a basis of ﬁnite elements in Sh, so that each element uh ∈ Sh can be written in the form
uh =∑ ui
i . Then (2.6) can be written as a(uh,
i) + (g[uh, ],
i) = 0, 1iNh. This results in a
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matrix–vector equationAhu+ g(u, )=0, for the (column) vector of coefﬁcients u=[u1, ..., uNh]t. Here
Ah=[a(
i ,
j )] denotes the usual stiffness matrix, and g(u, )=[g1, ..., gNh]t is deﬁned componentwise
by
gi(u, )= (g[uh, ],
i)=
∫

g(x, uh(x), )
i(x) dx, 1iNh.
The approximate eigenvalue problem, written as a matrix–vector equation, takes the form Ah= hM ,
where M = [(
i ,
j )] is the mass matrix. Let {j }Nhj=1 denote the set of (column) eigenvectors for this
generalized eigenvalue problem. Then hj =
∑
ij
i , 1jNh, determines the set of approximate
eigenfunctions in Sh. We assume the eigenvectors {j } are orthonormal with respect to the inner product
in RNh determined by the matrixM, tiM j =ij . This is equivalent to assuming the eigenfunctions {hj }
are orthonormal with respect to the L2() inner product in Sh.
The vectors w ∈ RNh that correspond to elements wh =∑wi
i ∈ Wh = span{h1, ...,hd} are easily
characterized since
wh =
d∑
j=1
j
h
j =
Nh∑
i=1

 d∑
j=1
ijj


i .
Thus wh =∑ wi
i ∈ Wh if and only if w belongs to R(), the range of , where  = [ij ] is the
(Nh × d) matrix whose columns are the ﬁrst d eigenvectors j , 1jd.
By deﬁnition, an element vh ∈ Sh belongs to Vh if and only if
0= (vh,hj )=
Nh∑
i,k=1
vkij (
i ,
k)= tjM v, 1jd.
This set of d constraining equations can be written astM v=0. Thus the vectors v ∈ RNh that correspond
to ﬁnite elements vh ∈ Vh are precisely the vectors v belonging toN(K), the null space of K, where K
is the (d ×Nh) matrix K = tM .
The projections Ph : Sh → Wh and Qh : Sh → Vh are represented as matrices PM : RNh → R()
and QM : RNh → N(K). These are orthogonal projections with respect to the inner product utM v on
RNh determined by M. Since
Phuh =
d∑
j=1
(uh,
h
j )
h
j =
Nh∑
i=1

 d∑
j=1
ij tjM u


i ,
it follows that PM = tM . Some useful properties of these projection matrices are easily deduced.
By deﬁnition, K = tM so that PM = K , and since tM = I it follows that PM = . Taking
the transpose of these identities yields P tM = K tt and tP tM = t. We note that P tM and QtM are also
projections. Since the columns of  are generalized eigenvectors it follows that Ah = MD, where
D = diag[h1, ..., hd ]. Hence AhPM = MDtM is a symmetric matrix, from which it follows that
AhPM = P tMAh and AhQM = QtMAh. As a ﬁnal note we point out that since PM = K the actual
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computation of one of these projections requires only multiplication by the (d ×Nh) matrix K followed
by multiplication by the (Nh × d) matrix , and hence is an O(dNh) operation.
Applying the projections P tM ,QtM to the equationAhu+ g(u, )= 0, and using some of the propertiesjust mentioned, produces a pair of equations,
Ah w + P tM g( w + v, )= 0 and Ahv +QtM g( w + v, )= 0, (4.1)
where w=PM u and v=QM u. It is not difﬁcult to see (cf. [14]) that these equations are thematrix equations
corresponding to (2.18) and (2.19), respectively. Thus , the vector of coefﬁcients of h=∑ i
i , is the
solution of the second equation in (4.1); that is  = (, ) is implicitly deﬁned by
Ah +QtM g( w + , )= 0. (4.2)
To evaluate the discrete bifurcation function Bh(, ), this nonlinear system must ﬁrst be solved for
 = (, ). Then Bh(, ) = Ah w + P tM g( w + , ) is obtained by substituting  into the left-hand
side of the ﬁrst equation in (4.1). This can be described in terms of the Fourier coefﬁcients 1, ...,d
of wh =∑jhj as follows. According to the properties cited above, Ah w = AhPM w = P tMAh w and
P tM u= 0 ⇔ t u= 0. Thus the ﬁrst equation in (4.1) is equivalent to t(Ah w+ g( w+ v, ))= 0. Since
wh =∑jhj =∑wi
i if and only if w=, for the column vector  ∈ Rd of Fourier coefﬁcients, it
follows that tAh w = tMD=D. Thus
Bh(, )=D+ t g(+ , ). (4.3)
It is clear from this expression that the nontrivial step in computing Bh(, ) is the solution of the
nonlinear system (4.2). Since Ah is invertible, AhQM = QtMAh and N(K) = R(QM) it follows that
Ah : N(K) → R(QtM) is a bijection. Thus (4.2) can be written as a ﬁxed point equation without
ambiguity. This observation leads to a simpliﬁcation of the algorithm discussed in [14].
Although ﬁxed point iteration can be applied to (4.2), it has been observed that Newton’s method is
more effective and very robust over a much wider range of parameter values. To apply Newton’s method,
we deﬁne Fh :N(K)→ R(QtM) by Fh(v )=Ahv +QtM g( w + v, ). If we extend Fh to all of RNh by
allowing v to take on arbitrary values then it is clear that
DFh(v )= Ah +QtMDg( w + v, ),
where Dg(u, )= [g′ij ] is the (Nh ×Nh) matrix with entries
g′ij (u, )=
∫

gu(x, uh(x), )
i(x)
j (x) dx, 1i, jNh.
Here again we have identiﬁed uh with its vector of coefﬁcients u. Since DFh(v ) : N(K) → R(QtM)
it follows that DFh(v ) also represents the derivative of Fh(v ) as it was originally deﬁned. Hence, the
linear system that must be solved in performing Newton iterations, vk+1 = vk − [DFh(vk )]−1Fh(vk )
has the form DFh(vk )v = Fh(vk ), where v ∈N(K). This system has essentially the same character as
the linear system Ahu= f as we now show.
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First, we observe that y ∈N(K) if and only if QM y = y. Thus, from the assumption, gu − 0, on
g(x, u, ) it follows that for any y ∈N(K)
ytQtMDg(u, )y = ytDg(u, )y =
Nh∑
i,j=1
yig
′
ij yj
=
∫

gu(x, uh(x), )
Nh∑
i=1
yi
i(x)
Nh∑
j=1
yj
j (x) dx
=
∫

gu(x, uh(x), )|yh(x)|2 dx − 0|yh|2 =−0 ytM y.
Since ytAh y = a(yh, yh)hd+1|yh|2, for any y ∈N(K), it follows that
ytDFh(v )y(hd+1 − 0)ytM y, ∀y ∈N(K).
HenceDFh(v ) is a symmetric positive deﬁnite matrix when it is restricted toN(K). Furthermore, since
hd+1d+1, one can argue as in Chapter 5 of [16] that the condition number of DFh(v ) is essentially
the same as that of Ah, provided that the difference hd+1 − 0 is on the order of 1, so that the smallest
eigenvalues are of the same order.
Newton’s method can also be used to ﬁnd zeros of the bifurcation function Bh(, ). The computation
of the derivative matrixDBh(, )=[Bhi /j ] requires calculations that are similar to those discussed
above. Set zh =wh + h and z= w+  for notational convenience. For each j ∈ {1, ..., d} let hj denote
the unique solution of
a(hj ,
h)+ (gu[zh, ](hj + hj ),
h)= 0, ∀
h ∈ Vh.
This deﬁnes the partial derivative of h with respect to j (cf. [15]) and can be formally obtained by
differentiating (2.19). As above, this translates into the matrix–vector equation
Ahj +QtMDg(z, )(j + j )= 0 (4.4)
for the (column) vector j of coefﬁcients for hj=
∑
ij
i . Clearly this can also bewritten asDFh( )j=
−QtMDg(z, )j . It can now be seen that differentiation of (4.3) leads to
DB
h(, )=D + tDg(z, )(+ ),
where = [ij ] is the (Nh × d) matrix whose columns are the solutions of (4.4).
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