For generically semisimple cohomological field theories pole cancellation in the Givental-Teleman classification implies relations between classes in the tautological ring of the moduli space of curves. For the theory of the A2-singularity these are known to be equivalent to Pixton's generalized Faber-Zagier relations. We show that the relations from any other semisimple cohomological field theory can be written in terms of Pixton's relations. This gives large evidence for the conjecture that Pixton's relations are all relations between tautological classes.
Introduction
The tautological rings RH * (M g,n) are certain subrings of the cohomology rings H * (M g,n) of the Deligne-Mumford moduli space M g,n of stable curves of arithmetic genus g with n markings. Starting from the 80s with Mumford's seminal article [13] , they have been studied extensively. However, their structure is still not completely understood: While there is an explicit set of generators parametrized by decorated graphs, the set of relations between the generators is not known. On the other hand, Pixton's set [16] of generalized Faber-Zagier relations gives a well-tested conjectural description for this set of relations. Another conjectural description had been given by Faber's Gorenstein conjecture but it is now known to be false in general [15] .
In [14] the relations of Pixton have been shown to arise in the computation of Witten's 3-spin class via the Givental-Teleman classification of semisimple cohomological field theories (CohFTs). The formula that Pandharipande-Pixton-Zvonkine obtain for Witten's 3-spin class has the form of a limit φ → 0 of a Laurent series in a variable φ whose coefficients are tautological classes. The existence of the limit implies cancellation between tautological classes such that no poles in φ are left in the end. These relations between tautological classes, after adding relations directly following from them, give exactly the relations of Pixton.
As noted in [14] , the limit φ → 0 can be viewed as approaching a nonsemisimple point on the Frobenius manifold corresponding to Witten's 3-spin class. In particular, the same procedure can be applied to get relations from other generically semisimple CohFTs but it is not clear how the relations from different CohFTs relate to each other. In [10] first comparison results have been proven: The relations from the equivariant Gromov-Witten theory of P 1 are equivalent to the relations from the 3-spin theory and in general the relations from equivariant P N−1 imply the (N + 1)-spin relations.
The main result of this article, Theorem 3.3.6, is that, for any CohFT to which this procedure applies, we obtain the same set of relations. Thus the relations of Pixton are the universal relations necessary in order for the Givental-Teleman classification to admit non-semisimple limits. Theorem 3.3.6 can also be used to relate more geometric relations to Pixton's relations (see e.g. [2] ).
Before attacking Theorem 3.3.6, we prove a structure result, Theorem 2.3.10, about Frobenius manifolds near a smooth point of the discriminant locus of non-semisimple points. Essentially we show that there is a nice set of local coordinates and local vector fields, which is modeled on the simplest example of the 3-spin theory (extended to the correct dimension using trivial theories).
Using Theorem 2.3.10 we give a criterion (Theorem 3.4.1) when a generically semisimple Frobenius manifold can locally be extended to a CohFT. Its proof first locally identifies points and tangent vectors of the given Frobenius manifold and of the 3-spin Frobenius manifold. Under this identification we show that an extension is obtained from the 3-spin CohFT by the action of an R-matrix and a shift, both of which are holomorphic along the discriminant. Theorem 3.3.6 essentially follows by noticing that for formal reasons these (invertible) operations preserve the corresponding tautological relations.
In this paper we work over C and with the tautological ring in cohomology. It is actually more natural to define the tautological ring in Chow and everything in this paper works equally well in Chow if the GiventalTeleman reconstruction is proven in Chow for the relevant CohFTs.
Plan of the paper
In Section 2 we first recall basic properties of Frobenius manifolds, define the discriminant and then prove Theorem 2.3.10 about the local structure of semisimple Frobenius manifolds near a smooth point on the discriminant. In Section 3 we start by recalling the definition of cohomological field theories and the statement of the Givental-Teleman classification. After that, in Section 3.3, we discuss the tautological ring and the relations resulting from the classification. In Section 3.4 we prove Theorem 3.4.1 about the extension of locally semi-simple Frobenius manifolds. We discuss in Section 3.5 how its proof implies Theorem 3.3.6 on the com-parison of tautological relations. In Section 3.6, we shortly consider the problem of finding a global extension theorem similar to Theorem 3.4.1. Afterwards, in Section 3.7 we study two examples, which illustrate obstructions to directly generalizing our results. In the final Section 3.8 we show that certain other relations obtained from the equivariant GromovWitten theory of toric targets can also be expressed in terms of Pixton's relations.
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Frobenius manifolds 2.1 Definition and basic properties
Frobenius manifolds have been introduced by Dubrovin [3] . They naturally arise when studying genus zero Gromov-Witten theory. Let us begin by recalling their basic properties in the following slightly redundant definition.
satisfying the following properties:
• A commutative, associative product ⋆ on T M , with unit 1, is defined by setting for local vector fields X and Y that
for any local vector field Z.
• The metric η is flat and 1 is an η-flat vector field.
• Locally around each point there exist flat coordinates tα such that the metric and the unit vector field are constant when written in the basis of the corresponding local vector fields ∂ ∂tα .
• Locally on M there exists a holomorphic function Φ called potential such that
Discriminant and semisimplicity
Let U be a chart of an N -dimensional Frobenius manifold with a basis e1, . . . , eN of flat vector fields. There is a trace map Tr taking vector fields on U to holomorphic functions on U defined by setting for any p ∈ M and vector field X that Tr(X)(p) is the trace of the linear map on TpU given by ⋆-multiplication by X|p. We define a discriminant function disc of U by disc = det(Tr(eiej )) ∈ OU .
The function disc is not independent of the choice of flat vector fields: If A changes from one flat basis to another, the discriminant changes by the constant det(A) 2 . However, this means that at least the discriminant locus {disc = 0} is well-defined. Over any point p of U there exists a nilpotent element in TpU if and only if p lies in the discriminant locus.
We say that a Frobenius manifold M is (generically) semisimple if the discriminant is not identically zero. We call a point in M semisimple if it does not lie in the discriminant locus.
If M is semisimple, near any semisimple point we can choose a basis
of orthogonal idempotents and we use the notation ∆ define normalized idempotents. As the notation suggests, the vector fields ∂ ∂u i commute and we can integrate them locally near semisimple points to give the canonical coordinates ui. Lemma 2.2.1. For an N -dimensional semisimple Frobenius manifold M , locally around any (possibly not semisimple) point, the orthogonal idempotents extend to meromorphic sections of π * T M , where π :M → M is a finite holomorphic map with ramification at most along the discriminant. Furthermore, the meromorphic sections can have poles at most along the discriminant.
Proof. Take a local basis eµ of flat vector fields and consider their minimal polynomials fµ, which have holomorphic coefficients. On a finite ramified coverM we can single out holomorphic roots ζµ,i for each minimal polynomial. If none of the differences ζµ,i − ζµ,j vanishes identically, we can define idempotent meromorphic vector fields onM by the Lagrange interpolation polynomials
On the other hand, if the difference ζµ,i − ζµ,j vanishes identically, the numerator P = j =i (eµ − ζµ.j ) of the Lagrange interpolation polynomial still makes sense and is on the one hand non-zero because otherwise adding up the Galois conjugates of P would give an equation for eµ of degree lower than the minimal polynomial, but on the other hand its square vanishes. So because of semisimplicity of M this case is actually impossible.
Some idempotent vector fields of (1) might coincide or not be orthogonal to each other, but we know because the eµ gave a basis at each tangent space that the vector fields from (1) span the tangent space of a generic point. By removing duplicate idempotents and by suitably taking differences we can extract a basis of orthogonal idempotents for the tangent space of a generic point.
Given a semisimple point p, we can choose an element of the tangent space whose minimal polynomial has order N , i.e. a linear combination of orthogonal idempotents with pairwise distinct coefficients. Therefore also the minimal polynomial of the corresponding flat vector field has order N . Its discriminant does not vanish at p and therefore its roots are not ramified along p. By construction, the corresponding idempotents recover the idempotents at TpM and are in particular holomorphic in p.
Example 2.2.2. The Givental-Saito theory of the A2 singularity, which appears in the study of Witten's 3-spin class (it is mirror symmetric), is about a two-dimensional Frobenius manifold and motivates Theorem 2.3.10. As a manifold it is isomorphic to C 2 with coordinates t0, t1 and its points correspond to versal transformations
of the A2-singularity is the unit and the only interesting quantum product is
Hence on a two-fold cover of C 2 ramified along the discriminant locus {t1 = 0} we can define the meromorphic idempotents
A choice of corresponding canonical coordinates is given by u± = t0 ± 2 3 t 3 2
1 .
Notice that we can get back to the flat vector fields by
(ǫ+ − ǫ−).
Local structure near the discriminant
We now want to analyze in more detail the structure of a semisimple Frobenius manifold near the discriminant locus. The results are summarized in Theorem 2.3.10.
For this we start with a neighborhood M of a smooth point p of the discriminant locus D of an N -dimensional Frobenius manifold. We might need to shrink this neighborhood a finite number of times but by abuse of notation we will keep the name M .
Because of smoothness of p ∈ D, on a smaller M there exists a positive integer k and flat coordinates t1, . . . , tN such that there is a kth root tD = k √ disc that can be expanded near p as
We will use tD, t2, . . . , tN as alternative local coordinates and study the order in tD, i.e. order of vanishing along D, of various data of M . By shrinking M further we can assume that D is the vanishing locus of tD. By Lemma 2.2.1, in order to define idempotents we will also need to allow for vector fields whose coefficients are convergent Puisseux series in tD. So in the following the order in tD can also be fractional. There is a choice of the flat coordinates t2, . . . , tN such that for every i, when we write
the function c1 has the minimal tD-order −mi out of {c1, . . . , cN }.
Proof. Since under the coordinate change t
there is a dense set of suitable coordinate transforms for any i.
We will from now on assume that we have made such a choice of flat coordinates. 
where all c So using induction we find that there is an idempotent element which vanishes along D. This is in contradiction to Lemma 2.3.1. Proof. To exclude the possibility that the number of idempotents with negative order is at least 3 we consider the Darboux-Egoroff equations [3,
for i, j, k corresponding to a triple of such idempotents. Here the γij are the rotation coefficients
The order on both sides of (2) is −2m−2. Let ci, cj, c k and di, dj, d k be the lowest order coefficients in tD of the
-component of the idempotents and their norms, respectively. So the lowest order terms of γij and (2) are
respectively. So we need to have
which does not hold since by Lemma 2.3.3 m ′ > 0 and we must have m ′ ≤ m. Because in general the sum of all idempotents is the identity, we conclude that there are exactly two idempotents with negative order.
We will from now on assume that 
give a basis of the tangent space at every point of M .
Proof. All of the vector fields extend to D and the first of them does not converge to the second because that would imply that the second vector field is both idempotent and nilpotent, i.e. zero. They therefore give a basis of the tangent space at generic points in D. Since they also give a basis for any tangent space outside D, they give a basis for the tangent space at every point of M .
The order m ′ of ∆1 and ∆2 is equal to m.
Proof. The norm of the first vector field of (3) Proof. We write any X in the basis (3). We have found a suitable X when in a neighborhood of p the first coefficient is not zero and the other coefficients are pairwise different and nonzero. However if these conditions were false for any flat X, flat vector fields would only generate a proper linear subspace at the tangent space of p.
Let X be as in Lemma 2.3.8. There is an equation
and at least one of the differences ζi − ζj has positive order in tD. The idempotents are then given by
Because 1, X, . . . , X N−1 span the tangent space at a generic point of D, the products j =i (X − ζj) all have order 0 and because of (4) all roots of the characteristic polynomial are distinct along D apart from ζ1 and ζ2.
We also know that when restricted to D all roots of the characteristic polynomial are distinct apart from ζ1 and ζ2. Since the coefficients of the characteristic polynomial are holomorphic, we find that ζ ≥3 are holomorphic, as well as ζ1 + ζ2 and ζ1ζ2. Therefore 2m is a positive integer.
The vector fields
all commute and all of them but
are holomorphic. It follows that by correctly choosing integration constants we can have that u1 − u2 has order (m + 1) in tD. Furthermore by Lemma 2.3.6, t −m−1 D (u1 − u2) does not vanish on any point of D. We conclude that we can choose a root (u1 − u2)
that has order one in tD and is holomorphic in p. We thus can work with (u1 − u2) 1/(m+1) instead of tD.
Lemma 2.3.9. If for all flat vector fields X a genus one potential dG(X) of the Frobenius manifold extends to the discriminant, the order −m has to be equal to − 1 2
.
Proof. The general formula (see [5] ) for a genus one potential G is given by
where the functions rii 2 , determined up to an integration constant, satisfy
Let us consider the lowest order term in tD of
For this we will only need to care about the i = 1 and i = 2 terms of the sum, whose lowest order terms are both equal to
For the d(u1 − u2)-component of drii for i ∈ {1, 2}, we get the lowest order term from the j = 3 − i summand, which is
In total the lowest order terms of
This term only vanishes when m = , at p the genus one potential dG with
In total, we have shown the following result. • for a suitable choice of integration constants, there is a holomorphic root (u1 − u2) 1/(m+1) , and its vanishing locus describes the discriminant in U ,
• The vector fields
extend holomorphically to the discriminant and span the tangent space at every point of U . The first of these vector fields spans the space of nilpotent tangent vectors at p.
Furthermore, if in addition for any flat vector field X, for a genus one potential G, the function dG(X) extends to the discriminant, the halfinteger m has to be equal to 1 2 .
Cohomological Field Theories

Definitions
Let M g,n be the moduli space of stable, connected, at most nodal algebraic curves of arithmetic genus g with n markings. It is a smooth DM-stack of dimension 3g − 3 + n. Let Mg,n be the open substack of smooth pointed curves. Forgetting a marking and gluing along markings induce the tautological maps
Cohomological field theories were first introduced by Kontsevich and Manin in [11] to formalize the structure of classes from Gromov-Witten theory. Let V be an N -dimensional C-vector space and η a nonsingular bilinear form on V .
⊗n of multilinear forms with values in the cohomology ring of M g,n satisfying the following properties:
Symmetry Ωg,n is symmetric in its n arguments
Gluing The pull-back of Ωg,n via the gluing map
is given by the direct product of Ωg 1 ,n 2 +1 and Ωg 2 ,n 2 +1 with the bivector η −1 inserted at the two points glued together. Similarly for the gluing map M g−1,n+2 → M g,n the pull-back of Ωg,n is given by Ωg−1,n+2 with η −1 inserted at the two points glued together.
Unit There is a special element 1 ∈ V called the unit such that Ωg,n+1(v1, . . . , vn, 1)
is the pull-back of Ωg,n(v1, . . . , vn) under the forgetful map and Ω0,3(v, w, 1) = η(v, w). The definition of CohFTs can be also generalized to families of CohFTs over a ground ring. We will use the following non-standard definition.
Definition 3.1.3. Let e1, . . . , eN be a basis of V . A convergent CohFT Ω on V is a CohFT defined over the ring of holomorphic functions of an open neighborhood U of 0 ∈ V such that for all g ≥ 0, all α1, . . . , αn ∈ V and all t = t1e1 + · · · + tN eN we have
We can define from any usual CohFT a convergent CohFT by using (6), under the assumption that the sum converges in a neighborhood of 0. Using the underlying Frobenius manifold, for any convergent CohFT we can define the quantum product on V (depending on a point in U ), the discriminant function, semisimplicity, semisimple points and the discriminant locus. Finding the right definition in the remaining case n = 0 and checking the axioms of a CohFT is left as an exercise to the reader. Notice that v will be an idempotent element for the quantum product and that this operation therefore preserves semisimplicity.
Reconstruction
The (upper half of the) symplectic loop group corresponding to a vector space V with nonsingular bilinear form η is the group of endomorphism valued power series V [[z]] such that the symplectic condition R(z)R t (−z) = 1 holds. Here R t is the adjoint of R with respect to η. There is an action of this group on the space of all CohFTs based on a fixed semisimple Frobenius algebra structure of V . The action is named after Givental because he has introduced it on the level of arbitrary genus GromovWitten potentials.
Given a CohFT Ωg,n and such an endomorphism R, the new CohFT RΩg,n takes the form of a sum over dual graphs Γ RΩg,n(v1, . . . , vn) =
where ξ : v M gv ,nv → M g,n is the gluing map of curves of topological type Γ from their irreducible components, π : M gv ,nv +k → M gv ,nv forgets the last k markings and we still need to specify what is put into the arguments of v Ω gv ,nv +kv . Instead of only allowing vectors in V to be put into Ωg,n we will allow for elements of V [[ψ1, . . . , ψn]] where ψi acts on the cohomology of the moduli space by multiplication with the ith cotangent line class.
• Into each argument corresponding to a marking of the curve, put R −1 (ψ) applied to the corresponding vector.
• Into each pair of arguments corresponding to an edge put the bivector
where one has to substitute the ψ-classes at each side of the normalization of the node for ψ1 and ψ2. By the symplectic condition this is well-defined.
• At each of the additional arguments for each vertex put
where ψ is the cotangent line class corresponding to that vertex. Since T (z) = O(z 2 ) the above k-sum is finite.
The following reconstruction result (on the level of potentials) has been first proposed by Givental [6] . Furthermore, given a convergent semisimple CohFT Ω, locally around a semisimple point, the element R of the symplectic loop group, taking the TQFT corresponding to the Frobenius algebra to Ω, satisfies the following differential equation of one-forms when written in a basis of normalized idempotents
Here u is the diagonal matrix filled with the canonical coordinates ui corresponding to the idempotents and Ψ is the basis change from the basis of normalized idempotents to a flat basis. Remark 3.2.2. The differential equation (8) makes sense for any Frobenius manifold. In general it defines R only up to right multiplication by a diagonal matrix whose entries are of the form exp(a1z +a3z 3 +· · · ), where the ai are constants on the Frobenius manifold [7] .
is a special case of the reconstruction.
Let us make the local structure of the reconstruction formula a bit more concrete for later use. We can decompose any endomorphism F of V into a collection of linear forms
whereǫi is the ith normalized idempotent element and we will use the formula ωg,n(ǫa 1 , . . . ,ǫa n ) =
where the ∆i are the inverses of the norms of the idempotents. Then we can rewrite (7) to
where c is a coloring of the vertices of Γ by a color in the set {1, . . . , N } and the local contribution Cv,i at a vertex v of genus g, with n markings and of color i is an n-form taking power series in z as inputs and is given by Cv,i(α1, . . . , αn)
The still missing arguments in (9) , which correspond to preimages of the marked points and nodes in the normalization, are to be filled with the coordinates corresponding to the coloring of the vectors and bivectors also used in (7).
Relations in the tautological ring
The tautological subrings R * (M g,n) can be compactly defined [4] as the smallest system of subrings R * (M g,n) ⊆ H * (M g,n) stable under pushforward under the tautological maps as described in Section 3.1. Each tautological ring is finitely generated [8] and a ring of generators has been formalized into the strata algebra Sg,n [16] . As the name suggests, the strata algebra is generated by strata of M g,n (corresponding to dual graphs) decorated with Morita-Mumford-Miller κ-classes and ψ-classes. Pushforwards and pullbacks along the gluing and forgetful morphisms can be lifted to homomorphisms of the corresponding strata algebras satisfying the push-pull formula, . . . . Relations in the tautological ring are elements of the kernel of the natural projection Sg,n → R * (M g,n). Consider a semisimple, N -dimensional convergent CohFT Ω defined in a neighborhood U of 0 ∈ V . Let D ⊂ U be the discriminant locus. By the reconstruction formula described in Section 3.2 for each point outside D in U we can find an R-matrix such that Ω is given by applying the action of R to the underlying TQFT.
We obtain relations in the tautological ring by studying the behavior along D. On the one hand the reconstruction gives functions that might have singularities along the discriminant locus.
3 On the other hand we know that we get back the original CohFT by projecting from the strata algebra to the tautological ring. Therefore we obtain vector spaces of relations with values in O U \D /OU . 4 By choosing a basis of O U \D /OU we obtain a vector space of relations. Definition 3.3.1. The vector space of tautological relations associated to the convergent CohFT Ω is defined as the smallest system of ideals of Sg,n which is stable under push-forwards via the gluing and forgetful morphisms and contains the relations from cancellations of singularities in the reconstruction of Ω, that we have just defined. Example 3.3.2. For the 2-dimensional, (convergent) CohFT corresponding to Witten's 3-spin class, in [14] it is proven that the ideal of relations coincides with the relations of Pixton [16] , which are conjectured [16] to be all relations between tautological classes. Example 3.3.3. In [10] it is shown that the ideal of relations of the Gromov-Witten theory of equivariant projective space P N−1 contains the relations for Witten's (N + 1)-spin class. Example 3.3.4. In [10] it is also shown that the set of relations for equivariant P 1 and Witten's 3-spin class coincide.
Remark 3.3.5. For nonequivariant P 1 the theory does not apply since the Frobenius manifold is semisimple at all points. There is a different way of how to extract relations in this case, which we will study in Section 3.8.
Our main result is the following.
Theorem 3.3.6. For any two semisimple convergent CohFTs which are not semisimple at all points of the underlying Frobenius manifold, the sets of associated tautological relations coincide.
Remark 3.3.7. In the proof of Theorem 3.3.6 we will first locally near a smooth point on the discriminant identify canonical coordinates and normalized idempotents. An important part of the proof is to show that under this identification the quotient of corresponding R-matrices is holomorphic along the discriminant. In [10] for the comparison of equivariant P 1 and the A2-singularity a different, more explicit identification of coordinates and vector fields is chosen. Therefore, while with this identification the quotient of the R-matrices is not holomorphic along the discriminant, there exists a holomorphic function ϕ such that R P 1 (z) = R(z)RA 2 (ϕz). This result depends on the fact that the A2-theory has an Euler vector field.
Local extension
The proof of the following theorem will occupy this section. The content of the proof is also used for proving Theorem 3.3.6. 
It is easy to see that these vector fields commute and therefore we can integrate them to coordinates t0, t and u ≥3 . The discriminant D is then locally given by the equation t = 0. Notice that there is a root √ t of t such that
Define holomorphic functions η0 and η1 by
and notice that
Since η is nonsingular, η1 cannot vanish on the discriminant. The inverses ∆1, ∆2 of the norms of the first two idempotents are given by
We next choose roots 2 √ t, −2 √ t and √ η1. These induce roots of ∆1, ∆2, which we will use to define the normalized idempotents. Let Ψ0 be the block diagonal matrix with upper left block being
and the identity matrix as the lower right block. For Ψ
The matrix Ψ0 is the basis change from normalized idempotents to the basis {
}. In the A2-singularity case η0 = 0, √ η1 = 1 and
Let Ψ1 denote the basis change from the normalized idempotent basis to a flat basis and defineΨ1 = Ψ1Ψ }. Since the basis changes leave all but the first two idempotents invariant we will only need to consider the upper-left 2 × 2 block ofΨ ′ . We factor this block into
} to the idempotents, a multiplication by a diagonal matrix and the change back from the idempotents to { 
which are holomorphic along the discriminant.
We can repeat this setup for any other N -dimensional Frobenius manifold satisfying the assumptions, in particular, as we will assume from now on, for any Frobenius manifold underlying an N -dimensional convergent
CohFT Ω 2 , such as an extension of the theory of the A2-singularity to N dimensions using the construction of Example 3.1.6 repeatedly. By using the coordinates t, t0, u ≥3 we can identify a small neighborhood of p with a small neighborhood of the origin of the convergent CohFT. Let us shrink M accordingly. Notice that this isomorphism of complex manifolds, if the third roots in (10) have been chosen compatibly, amounts, outside of the discriminant, to identifying their canonical coordinates. We accordingly identify normalized idempotents and thereby the tangent spaces that they span.
This identification preserves the metric but not the quantum product structure. In particular, the basis change Ψ2 from the normalized idempotent basis to a flat basis of the CohFT in general does not agree with Ψ1. We setΨ2 = Ψ2Ψ Proof. For this proof let R1 and R2 denote R-matrices written in the basis of normalized idempotents instead of the underlying endomorphism valued power series. We set
where Ψ0 is as in (11) . We can write the flatness equations (8) 
By Lemma 3.4.2 it is enough to show that there is a solution R of (13) all of whose entries are holomorphic along the discriminant and which satisfies the symplectic condition. We analyze the entries of the ingredients in (13) . For this we will consider all matrices to consist of four blocks numbered according to has all blocks equal to zero except for the first one, which is dt 4t
and the matrix Ψ0duΨ
is block diagonal with first block being dt0 tdt dt dt0 (15) and the other block being the diagonal matrix with entries du ≥3 . Furthermore, because in general Ψ −1 1 dΨ1 is antisymmetric (as can be seen by differentiating Ψ t 1 ηΨ1 = 1) and from (11), (12) and (14) we see that the first block ofΨ −1 1 dΨ1 has the general form
and the forth block is still antisymmetric. The same holds for (dΨ
2 )Ψ2. We construct the coefficients of R inductively. Let us set
and R i jk for the entries of R i . We assume that we have already constructed R j for j ≤ i satisfying the flatness equation and symplectic condition modulo z i+1 . Because of (15), inserting
into the z i+1 -part of (13) directly gives equations for the off-diagonal blocks of R i+1 in terms of holomorphic functions.
Similarly, inserting
into the z i+1 -part of (13) gives us holomorphic formulas for the off-diagonal entries of R i+1 in the forth block. For the diagonal entries of this block we instead insert ∂ ∂t into the z i+2 -part of (13) and because of the antisymmetry obtain that the first t-derivatives of the diagonal entries are holomorphic. We can integrate them locally and have an arbitrary choice of integration constants (ignoring the symplectic condition for now).
It remains the analysis of the first block. For this it is useful to compute the commutator
So the insertion of ∂ ∂t into the z i+1 -part of (13) gives holomorphic formulas for R (14) and (16) the ∂ ∂t insertion into the z i+2 -part of (13) shows that the first t-derivative of R
is holomorphic and therefore this sum is holomorphic and we again have the choice of an integration constant. Similarly, we find that
is holomorphic in D and therefore R i+1 21 is holomorphic up to a possible constant multiple of t − 1 2 . Here, we have a unique choice of integration constant giving a holomorphic solution.
In general the symplectic condition does not constrain the integration constants of R i+1 when i + 1 is odd [7] . On the other hand, it completely determines the integration constants of R i+1 when i + 1 is even. It is clear that the solution determined by the symplectic condition is meromorphic and hence by the above analysis is also holomorphic.
Let R1 and R2 be as in the lemma. We define a new convergent CohFT Ω 3 by the R-matrix action Ω 3 = (R1R −1
2 )Ω 2 . We want to compare this CohFT to the CohFT Ω 1 obtained by the R-matrix action of R1 on the trivial CohFT. Notice that Ω 1 is possibly not well-defined along the discriminant. The CohFTs Ω 3 and Ω 1 are very similar but the underlying trivial theories do not agree.
Recall the description (9) of the reconstruction using the basis of normalized idempotents. A local contribution at a vertex of color i for the reconstruction of Ω 3 is of the form
where π forgets the last k markings and α i j are some formal series in ψj whose coefficients are holomorphic functions on the Frobenius manifold.
To circumvent convergence issues, let v be a formal flat vector field and let vµ and vi be the coordinates of v when written in a basis of flat coordinates or in the basis of normalized idempotents, respectively. We can further modify the CohFT by shifting along vψ:
We obtain a well-defined convergent CohFT defined over the ring of power series in the vµ. For Ω 4 the local contribution at a vertex of color i is
Recall that the dilaton equation implies that
where a is a formal variable, or equivalently
where b = a/(1 − a). We will apply this identity locally at every vertex. At a vertex of color i we use − √ ∆2ivi for b. Then the local contribution at a vertex of color i is
Notice that now (again) the sum in k is finite in each cohomological degree. Therefore we can specialize v. We will take v to the vector
which is holomorphic by Lemma 3.4.2, and thus
. In this case the ∆3i specialize to ∆1i. We have therefore arrived exactly at the reconstruction formula for Ω 1 . In particular, with the specialization of v, Ω 4 is the same as Ω 1 and therefore Ω 1 is also holomorphic along the discriminant. Hence Ω 1 is a suitable local extension of the Frobenius manifold we started with to a convergent CohFT. The extension in not unique but depends on a choice of integration constants.
Equivalence of relations
We want to prove Theorem 3.3.6 in this section.
First notice that the dimension of a convergent CohFT Ω can be increased by one without changing the set of relations by the construction of Example 3.1.6. So we can assume that the CohFTs we are trying to compare have the same dimension.
Next, recall from Section 3.3 that the tautological relations of a semisimple convergent CohFT Ω are defined via coefficients of the part of the Givental-Teleman classification singular in the discriminant. Therefore the relations do not change when removing the codimension two set of singular points of the discriminant from the Frobenius manifold underlying Ω.
In order to prove Theorem 3.3.6, it is therefore enough to show that the relations coincide for two semisimple, equal dimensional convergent CohFTs Ω 1 , Ω 2 such that each Frobenius manifold contains a smooth point of the discriminant and is small enough for Theorem 3.4.1 to apply directly to Ω 1 . By the proof of Theorem 3.4.1 an extension of the Frobenius manifold underlying Ω 1 can be constructed from Ω 2 by a holomorphic R-matrix and a holomorphic shift. To prove Theorem 3.3.6 it therefore suffices to show that these two operations preserve tautological relations and that the integration constants can be chosen such that the constructed CohFT coincides with Ω 1 . We now prove these statements.
Lemma 3.5.1. The R-matrix action by a holomorphic R-matrix preserves tautological relations.
Proof. Let Ω ′ be obtained from Ω from the R-matrix action of R. Then in the description of the R-matrix action in Section 3.2 all arguments are holomorphic vector fields on the Frobenius manifold with values in power series in ψ-classes. Ω ′ g,n in each cohomological degree is obtained by a finite sum of push-forwards under the gluing map of products of Ω (with possibly additional markings) multiplied by monomials in ψ classes and with holomorphic vector fields as arguments. Therefore any singularities of the reconstruction of Ω ′ are the result of singularities in the reconstruction of Ω. So we can write the relations of Ω ′ from vanishing singularities in terms of the general relations from Ω as of Definition 3.3.1. By the stability condition in Definition 3.3.1 we can also express a general relation of Ω ′ in terms of relations from Ω. Since R-matrices are power series starting with the identity matrix, by using R −1 we can also write the relations of Ω in terms of relations from Ω ′ .
The shift-construction (17) clearly expresses any relation from Ω 4 g,n in terms of relations from Ω 3 g,n+m for various m ≥ 0. We now finally want to show that taking the R-matrices of Ω 1 and Ω 2 is a suitable choice for R1 and R2 in Lemma 3.4.3. We will argue that otherwise Ω 1 or Ω 2 will not be defined at the discriminant. For simplicity we will make use of the following stability result. It should also be possible to use estimates or congruence properties of intersection numbers instead. [12] ). For k < g 3 the vector space H 2k (Mg,n) is freely generated by the set of monomials in the classes κ1, . . . , κ k , ψ1, . . . , ψn of cohomological degree 2k.
We use the local coordinates t, t0, u ≥3 from the previous section. Let i be the lowest degree in z where R is not holomorphic. The nonholomorphic part is a constant multiple of the block-diagonal matrix with upper-left block 0 t 
for large g. Its lowest order term in t is up to nonzero factors given by
and therefore not holomorphic in t for even g. By Theorem 3.5.2 this is impossible.
Global extension
The local extension Theorem 3.4.1 leaves open the question when a semisimple Frobenius manifold can (globally) be extended to a CohFT. In Section 3.7.2 we will see that the restrictions put on integration constants of the R-matrices in Lemma 3.4.3 do not always fit together globally. On the other hand, when the Frobenius manifold is homogeneous such an extension to a CohFT exists by the following simple argument. There is a unique homogeneous solution to the flatness equation (8) and by construction it is meromorphic along the discriminant. Since by Lemma 3.4.3 all possible solutions are either holomorphic in the discriminant or are multivalued, the homogeneous solution has in fact to be holomorphic.
Examples
3.7.1 Extending the comparison to non-smooth points on the discriminant
We want to illustrate how the comparison between relations in the proof of Theorem 3.3.6 via an identification of coordinates and vector fields, an R-matrix action and a shift, does not directly extend to give a way to explicitly write the relations near a singular point of the discriminant in terms of the A2-(3-spin) relations.
Let us consider the comparison between the A2 × A1 and A3 singularities. We will see that already the identification between points and vector fields behaves badly. This is the simplest example we can consider since in two dimensions the discriminant locus is a union of parallel lines and in particular is non-singular.
The Frobenius manifold of the A3-singularity x 4 /4 = 0 is based on the versal deformation space
Here t0, t1 and t2 are coordinates on the Frobenius manifold. The ring structure is given by the Milnor ring Therefore the basis {1, x, x 2 } is flat up to a determinant one basis change. We go to a sixfold ramified cover of the Frobenius manifold on which we can define the critical points ζ1, ζ2, ζ3 of f (x) as holomorphic functions. Let u1, u2, u3 be the corresponding critical values. Part of the discriminant locus is described by the equation ζ1 = ζ2. Locally we use φ := ζ1 − ζ2, ζ3 and t0 as new coordinates. Reexpressing in terms of the coordinates gives
Obstructions to extending R-matrices
We want consider the class of two-dimensional Frobenius manifolds with flat coordinates t0, t, flat metric
for a holomorphic function f (t). The corresponding Gromov-Witten potential is 1 2
where F (t) is a third anti-derivative of f (t). The differential equation satisfied by the R-matrix in flat coordinates can be made explicit:
We first want to show that for any solution R, the z 1 -coefficient is not holomorphic for all f . For this we set
From (18) in degree z 1 we obtain
From (18) in degree z 2 , we see that a = d is an integration constant. We obtain an interesting differential equation for c:
If we substitute
So γ is determined up to a multiple of a root of f and in particular, if f has somewhere a simple zero, there exists at most one solution meromorphic on all of C 2 . If f is linear, γ = 0 is clearly a holomorphic solution. If f is quadratic with non-vanishing discriminant, there is still a holomorphic solution. For example for f (t) = t(t + 1) the solution is
In larger degree, we stop having meromorphic solutions. In the example
we arrive at the differential equation
We see that δ is meromorphic in t if and only it is so in u := t 2 . In the new variable the differential equation is 4u(u − 1)δ ′ + (3u − 1)δ + 1 8 = 0.
From generic semisimplicity we also know that δ has to be holomorphic except for u = 0 and u = 1. Around u = 0 and u = 1 there are unique meromorphic solutions 1 8
but these obviously do not agree. We now want to check that the corresponding genus one potential will also be singular. we see that the correlator equals γ, which is not holomorphic on all of the Frobenius manifold.
Other relations from cohomological field theories
For a convergent CohFT depending on additional parameters there are possibilities to obtain tautological relations from the reconstruction, which are different from Definition 3.3.1. We want to study here the example of the equivariant Gromov-Witten theory of a toric variety, which is dependent on equivariant and Novikov parameters. Let T = (C * ) m and let H * T (pt) = H * (BT ) = C[λ1, . . . , λm] be the T -equivariant cohomology ring of a point. Let X be an m-dimensional smooth, toric variety with a basis {p1, . . . , pN } of its cohomology, which we can also lift it to a basis in T -equivariant cohomology. Let β1, . . . , βN be the dual basis in homology. The Novikov ring is a completion of the semigroup ring of effective classes β ∈ H2(X; Z). We use q β to denote the generator corresponding to a β ∈ H2(X; Z).
A family of N -dimensional CohFTs on the state space H * C * (X) can be defined by setting Ωg,n(α1, . . . , αn) =
where the sum ranges over all effective classes β ∈ H2(X; Z), p is the projection from the moduli space of stable maps to M g,n and evi is the ith evaluation map. From [9] it follows that the sum over β converges in a neighborhood of the origin and that the CohFT induces a convergent CohFT. Iritani also shows that this convergent CohFT is semisimple. We can view its classes as holomorphically varying in the parameters λ1, . . . , λm and parameters q1, . . . , qN 1 corresponding to a nef basis of H2(X; Z). There are flat coordinates t1, . . . , tN 1 of the Frobenius manifold corresponding to the Poincaré dual basis of H 2 (X). For any choice of λ1, . . . , λm, q1, . . . , qN 1 such that the discriminant does not vanish identically, as before, we can define relations by studying the behavior of the Givental-Teleman reconstruction near the discriminant, and we know from Theorem 3.3.6 that these follow from Pixton's relations. Now we can however also allow to let the parameters λi, qi vary and there might be additional pole cancellation in the reconstruction formula. 5 For example there might be terms having poles in the equivariant parameters. We want to show now that these relations also follow from Pixton's relations.
We consider a function f on the space of equivariant and torus parameters times the Frobenius manifold with values in the strata algebra Sg,n which is obtained from the reconstruction. We need to show that the projectionf of f to the space of functions with values in Sg,n/Pg,n, the strata algebra divided the ideal of the relations of Pixton, becomes holomorphic. By Theorem 3.3.6 we know thatf is holomorphic for any fixed values of λi and qi such that the discriminant is not identically zero on the Frobenius manifold. We can conclude if we can show that the set of such bad λi, qi in the space of all parameters is of codimension at least 2.
From the divisor equation it follows that all structure constants and therefore also the discriminant depend on qi and the coordinate ti only in the combination qie t i . Therefore the locus of bad parameters is a product L × Q (intersected with the domain of convergence), where L ⊆ C m and Q ⊆ C N 1 correspond to the λi and qi respectively, and where Q is a product of N1 factors which are either {0} or all of C. If at least two factors of Q are {0}, the bad locus is of codimension at least 2. If there is exactly one factor of {0}, since the equivariant cohomology, which we obtain by setting all qi to zero, is semisimple, L is of codimension at least one and we are also done in this case. Finally the case that Q has no factor {0} means that the theory is not semisimple for any choice of qi which clearly contradicts semisimplicity of the non-equivariant theory. Remark 3.8.1. A similar strategy should also work for toric orbifolds. The special case of P 1 with two orbifold points is used in [2] .
