A survey observation of the DNC (J=1−0 and J=3−2) and HN 13 C (J=1−0 and J=3−2) emission toward 34 Class 0 and I protostellar sources in the Perseus molecular cloud has been conducted with the NRO45 m and IRAM30 m telescopes to explore how the deuterium ratio of the neutral species changes after the birth of a protostar. We have detected the J=1−0 and J=3−2 lines of DNC toward 32 sources and the J=1−0 and J=3−2 lines of HN 13 C toward 31 and 26 sources, respectively. A mean deuterium ratio of HNC, which is defined as R D (HNC)=N(DNC)/N(HNC), is found to be 0.049-0.056. We compare R D (HNC) with physical parameters of the sources, and find a negative correlation between R D (HNC) and the bolometric temperature. This result suggests that R D (HNC) decreases as a protostar evolves. Compared with the deuterium ratio of the molecular ion N H 2 + , R D (HNC) seems to decrease slowly with the protostellar evolution.
Introduction
Deuterium fractionation occurs when deuterium atoms are stored in molecules other than HD in a cold and dense environment. Although the elemental D/H ratio is ∼10 −5 (Sonneborn et al. 2000; Woodruff et al. 2004; Prodanović et al. 2010 ), the molecular D/H ratio is often as high as 10 −3 -10 −1 (Howe et al. 1994; van Dishoeck et al. 1995; Hirota et al. 2001) , which depends on the type of objects (e.g., starless cores, low-mass star-forming regions, or high-mass starforming regions) and on the molecular species. Given that the degree of deuterium fractionation is sensitive to temperature, the degree of CO depletion onto dust grains, H 2 density, the ortho-to-para ratio of H 2 , and chemical evolutionary stages, deuterium fractionation has been extensively employed as a good tracer to study physical conditions and chemical states of interstellar clouds (as described below). Deuterium fractionation is mainly caused by the following reaction at low temperature: where para H 2 is implicitly assumed as the product. The formation of H D 2 + proceeds without a reaction barrier. In contrast, the backward reaction of (1) does not proceed in the cold condition, as far as para H 2 is concerned (Watson 1974; Caselli & Ceccarelli 2012; Albertsson et al. 2013) . Note that the backward reaction of (1) can occur and deuterium fractionation does not proceed if the ortho H 2 makes a significant contribution (Pagani et al. 2009 ). However, the ortho-to-para ratio is close to zero (<0.01) in cold molecular cloud cores (e.g., Dislaire et al. 2012 ) and, hence, the endothermic nature of the backward reaction leads to an enhanced abundance of H D 
( )
Hence, deuterium fractionation is accelerated once CO is depleted onto dust grains in the dense part of a starless core. Indeed, a number of studies have revealed that the deuterium ratio, R D , strongly depends on the CO depletion factor ( f D ) at low temperatures (Caselli et al. 2002a (Caselli et al. , 2008 Bacmann et al. 2003; Crapsi et al. 2004 Crapsi et al. , 2005 Emprechtinger et al. 2009; Chen et al. 2011) , where the deuterium ratios of HCO than 10 in low-mass prestellar cores. Therefore, the deuterium ratio indeed increases with cloud evolution in starless cores. Hirota et al. (2011b) reported that the DNC/HN 13 C ratio tends to correlate with the NH 3 /CCS ratio, which is often used as an indicator of chemical evolution (e.g., Suzuki et al. 1992; Aikawa et al. 2001; Hirota et al. 2001 Hirota et al. , 2009 .
Deuterium fractionation after the protostar birth has also been studied. For low-mass sources, a negative correlation between dust temperature and R D (N H 2 + ) is claimed by Emprechtinger et al. (2009) . This negative correlation is naturally expected for the following two reasons. First, the backward reaction of Reaction (1) becomes possible at a temperature higher than ∼25 K. Second, CO can desorb from dust grains above 20 K, which destroys H 3 + and H D 2 + through Reactions (4-6). Furthermore, N H 2 + and N D 2 + are also destroyed by the reaction with CO. In fact, the decrease of the deuterium ratio is seen at temperatures higher than 20-25 K in their study. For high-mass protostellar sources, Chen et al. (2011) , Sakai et al. (2012) and Fontani et al. (2011 Fontani et al. ( , 2014 confirmed this trend by observing the deuterium ratios of HNC and N H 2 + in infrared dark clouds. The negative correlation of the deuterium ratios with the gas kinetic temperature is also consistent with the above picture for the low-mass sources. Sakai et al. (2012) and Fontani et al. (2014) conducted chemical model simulations of deuterium fractionation and revealed the decrease of the ratio after the temperature rise due to the protostar birth. This behavior is more prominent in N H 2 + than in HNC. In a statistical approach, Friesen et al. (2013) performed a survey observation of the deuterium ratio of N H 2 + toward 64 low-mass starless and protostellar sources in the Perseus molecular cloud complex. The Perseus molecular cloud is a nearby low-mass star-forming region at a distance of 235 pc (Hirota et al. 2008 (Hirota et al. , 2011a , and harbors a large number of Class 0 and I protostars. It is characterized by a low CO depletion degree, where most of the sources show f D less than 10. Friesen et al. (2013) reported that R D (N H 2 + ) increases as the H 2 column density increases. They also claimed that there is a negative correlation between R D (N H 2 + ) and the bolometric temperature of the protostar.
In this study, we focus on the deuterium fractionation of the neutral species HNC in low-mass protostellar sources in the Perseus molecular cloud because the decrease of the deuterium ratio for neutral species is expected to be different from that for molecular ions like N H 2 + , according to the chemical model calculation (Sakai et al. 2012 ). This is due to the different reactivities of neutral species and molecular ions. For instance, the N H + is roughly given as τ∼1/k 1 n(CO)∼4 yr, where k 1 is the rate coefficient for Reaction (7). Here, n(X) denotes the number density of molecule X. Meanwhile, the main destruction pathway of HNC is a reaction with HCO + as: t~~+ ( ) , where k 2 is the rate coefficient for Reaction (8). The different behavior of the neutral species in the deuterium fractionation, if confirmed, would be an important clue to understanding a variation in deuterium fractionation along with the protostellar evolution. With this in mind, we measured the deuterium ratio of HNC toward 34 Class 0 and I protostellar sources.
Observation

Target Sources and Observed Lines
We selected the target sources in the Perseus molecular cloud from the list by Hatchell et al. (2007) under the following criteria: (1) the protostellar sources are in the Class 0 or I stage; (2) the bolometric luminosity is higher than 1.0 L e (except for B1-5; 0.7 L e in the list by Hatchell et al. 2007) ; and (3) the envelope mass is higher than 1.0 M e to ensure association of a substantial amount of molecular gas. In total, 34 low-mass protostellar sources are selected (Table 1) . NGC 1333 IRAS 4A and SVS 13A are excluded, although they satisfy the above criterion. Aside from these exceptions, our sample list covers all sources that fulfill the above criteria, and is the same as that employed by Higuchi et al. (2018) (the source ID is also common). Among our sample, 18 sources are in Friesen et al.'s (2013) source catalog. The values of the bolometric temperature and the bolometric luminosity are taken from Tobin et al. (2016) instead of Hatchell et al. (2007) in our analysis because they take into account the multiplicity of the sources. Tobin et al.'s (2016) source catalog has 26 sources. Our sample is unbiased under the above three conditions. It should be stressed that it is unbiased from a chemical point of view. The sources are distributed over the Perseus molecular cloud and are in various physical environments, such as clusters and isolated cores. To assess the deuterium ratio of HNC, we observed the lines of DNC and HN
13
C because the lines of the normal species HNC are often optically thick (e.g., Hirota et al. 1998 ). The J=1−0 and J=3−2 lines of DNC and HN 13 C ( Table 2) were observed with the NRO45 m and IRAM30 m telescopes, as described below.
Observation with the NRO45 m Telescope
We observed the J=1−0 lines of DNC (76.3056995 GHz) and HN 13 C (87.0908252 GHz) with the NRO 45 m telescope on 2015 March 22-28. The two lines were observed simultaneously. The frontend and the backend were the two sideband receiver, T70, and the SAM 45 spectrometer, respectively. The beam size was 21 3 for DNC (J=1−0) and 20 4 for HN 13 C (J=1−0). These beam sizes almost correspond to 4000 au at the distance to the Perseus molecular cloud and are roughly comparable to a typical size of a protostellar envelope (a few 1000 au). Bandwidth and channel spacing of the spectrometer are 4 GHz and 122.1 kHz (0.48 km s −1 ), respectively. The line intensities were calibrated by the chopper wheel method. The accuracy of the calibration are estimated to be better than 20%. The observation was conducted by the position switching mode, where the offposition was taken to be the line-free position. The offset of the off-position relative to the target source position is (δR.A., δdecl.)=(0″, 780″) for the sources in the L1455 region, (−850″, 0″) for the sources in the B1 region, (−600″, 0″) for the sources in the IC 348, Barnard 5, and L1448 regions, and (−1200″, 0″) for the sources in the NGC 1333 region. The integrated intensities of the J=1−0 line of C 18 O at these offpositions are confirmed to be weaker than 1 K km s −1 in the map reported by Hatchell et al. (2005) . The telescope pointing was checked by observing nearby SiO maser sources every one or two hours, and was maintained to be better than 7″. The main-beam temperature (T MB ) is derived with a correction of the telescope efficiency, which is obtained by comparing the integrated intensities of the CCH (N=1−0, J=3/2−1/2, Hatchell et al. (2007) . For the other sources, the classification is taken from Tobin et al. (2016) . We define the sources with T bol <70 as Class 0 and those with T bol 70 as Class I ). c T bol and L bol are taken from Tobin et al. (2016) . The sources that are not listed in Tobin et al. (2016) are indicated by -. d Taken from Tobin et al. (2016) . Note that L bol is 0.7 L e in the list of Hatchell et al. (2007) (Section 2.1). e T bol and L bol for L1527 are taken from Kristensen et al. (2012) . C. These lines were observed separately. The frontend and the backend of the IRAM30 m telescope were the EMIR heterodyne receiver and FTS200, respectively. The beam size was 10 7 for DNC and 9 0 for HN 13 C. These beam sizes are smaller than those in the observations with the NRO45 m telescope by a factor of 2. Bandwidth and channel spacing of the spectrometer are 16 GHz and 194.9 kHz (0.25 km s −1 ), respectively As in the NRO45 m observation, the observation was conducted by the position switching mode. The off-positions are the same as those for NRO 45 m observation. The telescope pointing was checked by observing nearby continuum sources every one or two hours, and was maintained to be better than 3″. The line intensities were calibrated by the two temperature loads, where the calibration accuracy is ∼20%. C (J=3−2), respectively. The data were reduced with the software CLASS of the GILDAS package developed by IRAM.
Results
Observation Results and Line Parameters
The J=1−0 and J=3−2 lines of DNC were detected with a confidence level of 3σ or higher in 32 sources. They were not detected in the two sources, NGC 1333-9 and NGC 1333-10. The J=1−0 line of HN 13 C was detected with the above criterion in 31 sources, while it was not detected in the three sources, NGC 1333-9, NGC 1333-10, and NGC 1333-15. The J=3−2 line of HN 13 C was detected above the 3σ noise level in 26 sources. Generally speaking, the intensities of the DNC lines are stronger than those of the HN 13 C lines. All of the observed spectra are shown in Appendix A.
The line parameters were obtained by Gaussian fitting, as summarized in Tables 3 and 4 . The lines of DNC and HN 13 C are split into hyperfine components mainly due to the nuclear spins of the N and D nuclei (van der Tak et al. 2009 ). This splitting is particularly significant for the J=1−0 lines, which broadens the observed line widths (the velocity shifts and relative intensities for the hyperfine components are shown in Appendix B). Hence, we tried to fit the multiple Gaussian function to the observed spectral profiles of the J=1−0 lines by considering the optical depths and the excitation temperature as free parameters. However, the fitting was unsuccessful for most of the observed sources because of heavy blending of the hyperfine components. Hence, each spectral line profile was fitted using a single Gaussian function without considering the hyperfine splitting. In some sources, the line width corresponds to only 3-4 spectral channels, and the line shape is not clearly resolved. Hence, the line shape can be affected by the hyperfine structure in such sources. The uncertainty of these effects is not included in the fitting parameters given in Tables 3 and 4 . Alternatively, we confirmed that the integrated intensity calculated from the Gaussian fitting parameters agrees with the integrated intensity calculated directly, within the error limits (Tables 3 and 4) . In this study, we derive the column density with the large velocity gradient (LVG) analysis using the fitting parameters in Section 3.3. The uncertainty due to the non-Gaussian line shape should not significantly affect the uncertainty of the column density because the column density in the LVG analysis is mostly determined by the integrated intensity.
DNC/HN 13 C Intensity Ratios
Since the frequency of the J=3−2 line is about three times the frequency of the J=1−0 line, the critical density of the J=3−2 line is typically higher by a factor of about 30 than that of the J=1−0 line. Furthermore, the beam size for the J=1−0 line is twice as large as that for the J=3−2 line. The source structure (i.e., size and density structure) is unknown for most of the observed sources, so that the simultaneous analysis using both the J=1−0 and J=3−2 lines might introduce systematic errors due to assumptions made about the source structure. Therefore, in this paper we analyze the J=1−0 and J=3−2 lines separately to derive information of the beamaveraged deuterium ratios and we then compare their results.
First, we prepare the correlation diagram of the integrated intensities of DNC and HN C integrated intensity ratio, R W , is slightly different from source to source. The ratio has a range of a factor of 3-5. We then compare the DNC/HN 13 C integrated intensity ratio for the J=3−2 line with that for the J=1−0 line, as shown in Figure 2 . The intensity ratios for both the transitions correlate well with each other. Moreover, the intensity ratio for the J=3−2 line tends to be higher than that for the J=1−0 line by a factor of 2.
Under the local thermal equilibrium (LTE) condition, the slightly higher upper state energy of HN 13 C than that of DNC can cause the higher integrated intensity ratio of DNC/HN 13 C, especially in the cold condition. However, the difference of a factor of 2 cannot be fully explained by this effect, as described in Appendix C. This might suggest that the emitting region of the J=3−2 lines would have a higher deuterium ratio than that of the J=1−0 lines. Alternatively, the excitation temperatures of the two lines are likely to be different because the critical density of the J=3−2 line is much higher than that of the J=1−0 line. Hence, we conduct the non-LTE analysis using the LVG model.
LVG Analysis
To derive the column densities of DNC and HN 13 C, we employ the non-LTE molecular radiative transfer code RADEX (van der Tak et al. 2007) , assuming the gas kinetic temperature and H 2 density. The collisional rates for HNC are also employed for DNC and HN 13 C. The J=3−2 lines should better trace the central region than the J=1−0 lines, considering the smaller beam size and the higher critical densities (∼5×10 6 cm −3 ). Hence, we assume the H 2 density of 1×10 5 , 3×10
5
, and 1×10 7 cm −3 for the J=3−2 lines and 3×10 4 , 1×10 5 , and 3×10 5 cm −3 for the J=1−0 lines. Considering the high critical density of the J=3−2 line, we set the highest H 2 density to be 1×10 7 cm −3 to investigate the condition close to the thermal equilibrium condition. The kinetic temperature is assumed to be 20 K, the temperature dependence will be mentioned later. The beam-averaged column densities are derived for each line of DNC and HN 13 C. An uncertainty of the column density derived for each assumed H 2 density is evaluated to satisfy the following inequality: C isotopic ratio. Lucas & Liszt (1998) and Milam et al. (2005) reported its ratio to be 60-70. In this paper, we employ the ratio of 60. The uncertainty of range, σ rms the rms noise per spectral channel, and Δv res the spectral channel width in velocity. b The peak intensity (T peak ), the systemic velocity (V LSR ), and the velocity width (Δv) are derived by a Gaussian fit. R D (HNC) is derived from the uncertainties of the column densities of DNC and HN 13 C for the given H 2 density. Rosolowsky et al. (2008) reported a typical gas kinetic temperature of 11 K toward the Perseus molecular cloud by observing NH 3 with the 31″beam, in which they assumed the LTE condition and fitted the hyperfine components of (1,1) and (2,2) lines to derive the gas kinetic temperature. Since our observation beam (10″-20″) is smaller, the kinetic temperature is expected to be higher than 11 K. For safety, we have also evaluated the column densities by assuming the kinetic temperature of 10 and 30 K, and we confirm that the column densities do not significantly vary from those derived by assuming 20 K (the value changes systematically by ∼30%). Hence, the discussion in the following sections should be robust in the condition of the H 2 density of the emitting region for the J=1−0 line between 3×10 4 and 3×10 5 cm −3 , that for the J=3−2 line between 1×10 5 and 1×10 7 cm −3 , and the gas kinetic temperature between 10 and 30 K. Usually, starforming cores in molecular clouds would satisfy these conditions (e.g., Hacar et al. 2017) .
In the following discussions, we include the variation of the column density and the deuterium ratio due to the assumption of the H 2 density in their uncertainties. Since the fitting and calibration errors of the column density derived for each H 2 density are much smaller than the systematic error due to the assumption of the H 2 density, the uncertainties of N(DNC) and N(HN 13 C) are estimated from the column densities for the highest and lowest H 2 densities. For the uncertainty of R D (HNC), we range, σ rms the rms noise per spectral channel, and Δv res the spectral channel width in velocity. b The peak intensity (T peak ), the systemic velocity (V LSR ), and the velocity width (Δv) are derived by a Gaussian fit. consider: (1) the uncertainties of the line parameters evaluated by the fitting procedure, (2) the uncertainty of the intensity calibration, and (3) the uncertainty caused by the assumption of the H 2 density. For R D (HNC) derived from the J=3−2 data, the calibration uncertainty (∼20%) is dominant over the other two because the uncertainty caused by the assumption of the H 2 density is almost cancelled out due to the same H 2 density assumed for DNC and HN
13
C. For R D (HNC) derived from the J=1−0 data, the assumption of the H 2 density does not significantly contribute to the uncertainty of R D (HNC) for the same reason. Moreover, the DNC and HN 13 C lines (J=1−0) are simultaneously observed and, hence, the calibration error should not contribute to the uncertainty of R D (HNC) either. Nevertheless, we find a daily variation of the intensity calibration between the LSB (for DNC) and USB (for HN 13 C) data by 11%. Hence, we include the 11% uncertainty for R D (HNC).
Analysis and Discussion
Deuterium Ratios
The deuterium ratios derived by the LVG analysis in Section 3.3 are listed in Table 5 . The mean N(DNC)/N(HN 13 C) ratio is 2.9 with the standard deviation of 1.2 for the J=1−0 line, while it is 3.4 with a standard deviation of 1.2 for the J=3−2 line. By using the 12 C/ 13 C isotopic ratio of 60 (Section 3.3), the mean N(DNC)/N(HNC) ratio (R D (HNC)) is evaluated to be 0.049 with a standard deviation of 0.020 for the J=1−0 line and 0.056 with a standard deviation of 0.020 for the J=3−2 line. Hirota et al. (2001) reported a similar R D (HNC) (0.02-0.1) for low-mass protostellar sources in nearby molecular clouds (e.g., Ophiuchus, Taurus, and Perseus molecular clouds). The mean ratios obtained in this study are also comparable to R D (N H 2 + ) of 0.08 with a standard deviation of 0.04 for low-mass star-forming cores in the Perseus molecular cloud complex reported by Friesen et al. (2013) . Meanwhile, they are higher than that reported for high-mass star-forming cores; i.e., 0.009 (Fontani et al. 2014 ). The significant difference between low-mass and high-mass starforming cores may reflect the environmental differences, such as the gas kinetic temperature and the effects of nearby protostellar sources, in addition to the duration time of the starless-core and protostellar-core phases.
A caveat on the observed deuterium ratio should be noted here: the R D (HNC) obtained in this study is a beam-averaged value. It is not obvious that the distribution of the deuterated species is the same as that of the normal species. In fact, the line width of DNC (J=3−2) tends to be slightly narrower than that of HN 13 C (J=3−2) (Figure 3) . To discuss such a small scale difference, we need higher-angular resolution observations. In the following sections, we only discuss the beam-averaged value in the following sections. Figure 4 shows the comparison between R D (HNC) derived from the J=1−0 and J=3−2 lines with the LVG model. Contrary to the comparison in the integrated intensity ratio, R D (HNC) derived from the J=3−2 line is almost comparable to or slightly higher than that from the J=1−0 line for most of the sources. Thus, the observed R W (3−2)/R W (1−0) ratio of ∼2 (Section 3.2) is most likely due to the excitation effect.
In general, the deuterated species would be enhanced in the inner part of the cloud, which is better traced by the J=3−2 line. This trend was reported, for instance, by Caselli et al. In Figure 4 , there are two Class I sources (indicated by red in the figure) in which both the J=1−0 lines and J=3−2 lines are detected. One of them is approximately on the dashed line, representing that the R D (HNC) values for the J=1−0 and J=3−2 lines are identical. The other Class I source appears to lie below the line, i.e., R D (HNC) for the J=3−2 line is lower than that for the J=1−0 line. Although most of the Class 0 sources lies on or slightly above the line, a clear trend between the Class 0 and Class I sources cannot be seen because of the large scatters of the plots and a small number of the Class I sources. To assess the dependence of the deuterium ratio on the protosetllar evolution more carefully, we investigate the relation between the deuterium ratio and the bolometric temperature. 
Deuterium Ratio of HNC versus Bolometric Temperature
It is known that the bolometric temperature (T bol ) is an evolutionary indicator of protostars (e.g., Evans et al. 2009 ). First, we investigated a relation between the column densities of DNC and HN 13 C and the bolometric temperature ( Figure 5) . The bolometric temperature is taken from Tobin et al. (2016) . In Figure 5 , the sources not listed in Tobin et al. (2016) are excluded for a fair comparison, where the excluded sources are shown in Table 1 . A clear trend cannot be seen in this plot due to the large uncertainty. Nevertheless, the difference of the mean column densities between the Class 0 and Class I sources is marginally recognized, except for N(HN 13 C) obtained from the J=3−2 line; as shown in Table 6 . Thus, the column densities of DNC (and HN 13 C) could be lower for the Class I sources than that for the Class 0 sources.
The deuterium ratio, R D (HNC), is also plotted against the bolometric temperature in Figure 6 . A negative correlation between the bolometric temperature and the deuterium ratio can be seen both for the J=1−0 and J=3−2 lines, although there is an apparent exception, B5 (Barnard 5 IRS 1). This source is characterized by the distinct outflow emission (Zapata et al. 2014) and, hence, it might be heavily influenced by outflow activities even at a large scale (∼a few 1000 au). In addition, Pineda et al. (2011) reported that this source is embedded in large filaments. The high R D (HNC) ratio may be attributed to the contribution of a cloud surrounding B5. Without this source, the correlation coefficient is −0.73 for the J=1−0 line and −0.69 for the J=3−2 line. Even with this source, the correlation coefficient is −0.62 for the J=1−0 line and −0.66 for the J=3−2 line. This result means that R D (HNC) is lower for the higher bolometric temperature. Since the bolometric temperature can be regarded as an evolutionary indicator of protostars especially for the Class 0 and I phase ), the negative correlation suggests that R D (HNC) decreases as the protostar evolves.
Interpretation of the DNC/HNC Ratio
As noted in Section 4.3, R D (HNC) seems to decrease along with protostellar evolution. Since the deuterium ratio gradually increases with the chemical evolution in the starless-core phase (Hirota et al. 2011b) , the deuterium fractionation is highest just at the onset of star formation. These sources may be affected by the contribution of the cold outer envelope still remaining around the protostars, as was the case of B5 (which was mentioned previously). To see this marginal trend more clearly, we show R D (HNC) and R D (N H 2 + ) for the three ranges of T bol : T bol 30 K, 31 KT bol 60 K, and T bol 61 K (Figure 7) . We can confirm the trend that R D (N H 2 + ) decreases faster than R D (HNC) along with protostellar evolution.
This result is consistent with the expectation that R D (N H 2 + ) approaches the low equilibrium ratio at the elevated temperature in earlier stages than R D (HNC). This trend reflects the difference of reactivity between the ionic and neutral species. In general, the destruction rate of ionic species is higher than that of neutral species, as mentioned in Section 1. At the elevated temperature after the onset of star formation, N H 2 + and N D 2 + , formed in the cold phase, are broken up by CO evaporated from dust grains within a shorter period (∼10 1-2 yr) than the duration time of the Class 0 phase (Sakai et al. 2012) . Therefore, R D (N H 2 + ) rapidly decreases to the equilibrium value at high temperature. Meanwhile, the destruction of HNC and DNC, formed in the cold phase, slowly proceeds in a timescale of ∼10 4-5 yr, which is almost comparable to the duration time + is also shown in (c) (Friesen et al. 2013) . Note that the bolometric temperature is also taken from Tobin et al. (2016) and the sources not listed in it are excluded for (c), although Friesen et al. (2013) employ the bolometric temperature reported by Enoch et al. (2009) . The blue and red marks indicate the Class 0 and Class I sources, respectively. of the Class 0 phase (Sakai et al. 2012) . Hence, R D (HNC) will gradually decrease along with the protostellar evolution. Furthermore, as noted in Section 4.2, deuterated species tends to be concentrated around the core center compared with normal species before the onset of star formation. Hence, the destruction of DNC and HN 13 C near the protostar would also contribute to low R D (HNC) in evolved stages.
The main destruction pathway of HNC and DNC is a reaction with a protonated molecule, HX + (X=H 2 , CO, N 2 , etc.) and a subsequent electron recombination reaction: 
( )
A similar scheme is held for DNC. Reaction (10) proceeds if the proton affinity of X is lower than that of HNC (or DNC) (8.00 eV). Another is the neutral-neutral reaction with H (e.g., Graninger et al. 2014) :
It is reported that these reactions have an activation barrier of 2000 K (Talbi et al. 1996) , hence they are unlikely to proceed in the protostellar sources at the temperature of a few 10 K. However, Hirota et al. (1998) suggested that the HNC to HCN conversion occurs at the temperature higher than 24 K on the basis of the observations of HN 13 C and H 13 CN in molecular clouds. Therefore, some mechanisms could be responsible for the break up of HNC and DNC in the vicinity of the protostar, although an understanding of these processes is left for future studies.
In our result, a marginal difference of the DNC (and HN 13 C) column densities between the Class 0 and Class I sources is seen. However, large uncertainties in the assumption of the H 2 density make it difficult to test whether DNC and HN 13 C are really destroyed. Moreover, different sources have different sizes and different amount of gas. Hence, we cannot simply compare the column densities among sources. To figure out the mechanism for the decrease of the deuterium fractionation after the onset of star formation, we need to resolve the distributions of DNC and HN 13 C in the vicinity of the protostar.
Deuterium Ratio versus Chemical Composition
So far, this analysis has focused on the relation with T bol which shows that the observed variation of R D (HNC) would mainly originate from its decrease along with protostellar evolution. However, we cannot rule out the possibility that the initial R D (HNC) just at the onset of star formation would have already been different from source to source due to the different evolutionary histories of the sources. As one of the tests for this possibility, we compare R D (HNC) with the CCH/CH 3 OH ratio in Figure 8 , where the CCH/CH 3 OH ratio is taken from Higuchi et al. (2018) . The CCH/CH 3 OH ratio can be regarded as a good tracer of the chemical characteristics; i.e., the warm carbon-chain chemistry (WCCC)/hot corino chemistry (Sakai & Yamamoto 2013) . Hot corino sources tend to show the CH 3 OH rich property, while WCCC sources tend to show the CCH rich property. As the origin of the hot corino chemistry and WCCC, the duration time of the starless-core phase is proposed by Sakai et al. (2009) . In particular, these authors proposed that the amount of the C atom and the CO molecule depleted onto dust grains would depend on the duration time of the starless-core phase. Since the C atom is gradually converted to CO through gas-phase reactions, CO tends to be depleted onto dust grains for the longer duration time case. This leads to hot corino chemistry via hydrogenation of CO into CH 3 OH. Meanwhile, the C atoms will be directly depleted onto dust grains for the shorter duration time case, and they are hydrogenated to form rich CH 4 . Evaporation of CH 4 after the onset of star formation leads to WCCC through gas-phase reactions. Since the deuterium fractionation also proceeds in the starless-core phase, its degree could also depend on the duration time of the starless-core phase (Sakai et al. 2009; Hirota et al. 2011b ). This mechanism would cause the variation of the deuterium ratio at the onset of star formation among sources. If the variation in starless-core phase is to some extent preserved after the onset of star formation, then it is expected that CH 3 OH rich sources show high deuterium ratio. However, no apparent relation can be seen between the CCH/CH 3 OH ratio and R D (HNC) (Figure 8 ). This result seems to indicate that the decrease of the deuterium ratio in the protostellar-core phase overwhelms the variation of the deuterium ratio in the starless-core phase.
Summary
We observed the J=1−0 and J=3−2 lines of DNC and HN 13 C, and we evaluated the deuterium ratios of HNC with LVG model for 34 Class 0 and Class I protostellar sources in the Perseus molecular cloud complex. The main results are summarized below. 5. We compared the relationship of the deuterium ratio of HNC and N H 2 + with T bol . Both of the deuterium ratios tend to decrease with the protostellar evolution. However, the decrease of the deuterium ratio of the neutral species, HNC, is slower than that of the ionic species, N H 2 + . This is consistent with the result of the chemical model calculation reported in Sakai et al. (2012) . 6. There is no apparent correlation between R D (HNC) and the CCH/CH 3 OH ratio in this survey. This result suggests that the deuterium ratio mostly reflects the process after the onset of the star formation, regardless of the chemical characteristics of the protostellar cores. Hyperfine Splitting
The DNC and HN 13 C lines are split by the nuclear quadrupole interaction of the 14 N and D nuclei, as well as the magnetic hyperfine interaction of the 13 C nucleus. The hyperfine structures of the J=1−0 lines of DNC and HN 13 C are summarized in Table 7 . C. The quantum number F 2 is a half integer but is rounded up. LTE Analysis
The integrated intensity ratio of DNC and HN 13 C (R W ) for the J=1−0 and J=3−2 lines can be calculated under the for the J=1−0 line and n(H 3 10 2 5 =) cm −3 for the J=3−2 line, while the kinetic temperature is assumed to be 20 K. b T ex and τ for the non-detection line are marked with *. c T ex and τ for the non-observed line are marked with -.
LTE condition, as follows. By assuming an optically thin line, R W is represented as: 
where ν, U, and E u,J denote the frequency of the line, the partition function, and the upper state energy of the J−(J−1) transition, respectively, for DNC and HN 
where we employ the classical expression of the partition function for a linear molecule. Here, we assume that the N(DNC)/N(HN 13 C) ratios traced by the J=1−0 and J=3 −2 lines are identical. Since the difference of the upper state energies between DNC and HN 13 C is larger for the J=3−2 line than for the J=1−0 line, the R W (3−2)/R W (1−0) ratio tends to be larger than 1. Indeed, the ratio is 1.5 for T ex of 4.5 K, while it is 1.2 for T ex of 10 K. The excitation temperature derived from LVG analysis is between these values (Table 8) . Hence, the observed R W (3−2)/ R W (1−0) ratio of 2 that is shown in Figure 2 cannot be reproduced with this effect.
We also note the effect of optical depth. The optical depth of each line derived from LVG analysis is also shown in Table 8 . Overall, the J=3−2 line satisfies the optically thin (τ<1) condition in all of the sources. For the J=1−0 line, the optical depth of DNC tends to be higher than that of HN 13 C, and the DNC line is optically thick (τ>1) in 14 sources. This might contribute the high R W (3−2)/R W (1−0) ratio, to some extent. However, a number of sources show that the high ratio is significantly larger than 14. Hence, the optical depth effect cannot entirely account for the R W (3−2)/R W (1−0) ratio of 2 that is shown in Figure 2 .
