p < oo ; "isomorphic" means "linearly homeomorphie".) Krivine's proof uses intuitions from probability theory. The techniques are analytical and combinatorial, not geometrical, and yield a new proof of the famous theorem of Dvoretzky that I 2 is finitely represented in every Banach space [13] . (Tzafriri [62] gave an earlier nongeometrical proof that some isomorph of I 2 is finitely represented in every Banach space.) Let 1 < p < oo and (xj) a sequence of elements in some Banach space. Say that l p or c 0 is block finitely represented in (xj) if there exist arbitrarily long finite strings of successive linear combinations of the JC/S whose linear combinations are arbitrarily close in norm to the l p or c 0 norm. Precisely, if for every e > 0 there are n finite subsets F x ,..., F n of the positive integers N with max F t < min F i+l for all 1 < i < n -1 and elements b x ,..., b n with b t in the linear span of {xy. j E F ê ) for all i so that for all scalars c { ,..., c n9
(1 -e)(S kr)
,/ '<|2 Cb\< O + e)(2 M)'* (where (2 \c t \ p ) l^p = sup \c;\ in the c 0 or "p = oo" case). Now Krivine's theorem may be stated as follows: Let (xj) be a sequence in a Banach space with infinite-dimensional linear span. Then either l p is block finitely represented in (xj) for some 1 < p < oo or c 0 is block finitely represented in some permutation of (xj) .
The discovery concerning injectivity is due to M. Zippin [64] . A Banach space B is said to be injective if the space of scalars can be replaced by B in the qualitative version of the Hahn Banach theorem; precisely, if for every Banach space Z, closed linear subspace Y, and bounded linear operator T: Y -» B 9 there exists a bounded linear operator f: Z -» B extending T. B is said to be separably injective if B is infinite-dimensional separable and the above extension property holds for all separable spaces Z. Ail early result of Sobczyk [57] established that c 0 is separably injective (for a short proof, see [63] ). It's trivial that then any space isomorphic to c 0 is separably injective. Zippin has proved the converse: Every separable injective Banach space is isomorphic to c 0 . The proof makes essential use of several discoveries in Banach space theory over the last 15 years. In particular, work of Amir [2] , Pçltzynski [44] , Szlenk [60] , Rosenthal [50] (see also [53] ), Lindenstrauss (unpublished), Johnson and Zippin [33] , and Alspach [1] is basic to the demonstration. Zippin's essential new ingredient is a remarkable approximation lemma concerning arbitrary Banach spaces B with separable dual. The lemma shows that such a space B may be embedded in C([0, 1]) in such a way that its elements may be closely approximated by functions in a subspace isometric to C(K) for some compact countable K c [0, 1], (C(K) denotes the space of continuous scalar valued functions on K under the supremum norm). The techniques of his proof are functional-analytic and topological (in the point-set sense). For simplifications and some extensions, see [5] . No infinite-dimensional separable space is injective; in fact every such space contains a subspace isomorphic to I 00 (the space of all bounded sequences of scalars) [48] . The problem of classifying injective spaces up to isomorphism remains open: see [38] and [49] for a discussion of the known results.* For the remainder, we shall deal with the following fundamental question, hereafter referred to as the Problem:
Does every infinite dimensional Banach space B contain a subspace which is isomorphic to CQ, isomorphic to I \ or reflexive and infinite dimensional^
The main progress so far effectively eliminates the /'-case. The two most powerful results are as follows: THEOREM 
Let (bj) be a bounded sequence in some Banach space. Then either (bj) has a weak Cauchy subsequence or (bj) has a subsequence (bj) so that
there is a 8 > 0 with ||2"_i Cjbj\\ > 8 2"»! \cj\ for every n and scalars c,,..., c n . THEOREM 
Let B be a separable Banach space which contains no subspace isomorphic to l l . Then every bounded subset of B** is weak*-sequentially dense in its weak* closure.
A sequence (bj) in a Banach space B is said to be a weak-Cauchy sequence if the scalar sequence (b*(bj)) converges for every b* E B*, the dual of B. A sequence (bj) satisfies the second alternative of Theorem 1 if and only if it is equivalent to the usual Z 1 basis, that is, if for any sequence of scalars (cj), 2 Cjb'j converges if and only if 2 \cj\ < oo. Since the usual /'-basis is not a weak-Cauchy sequence, the two alternatives of Theorem 1 are mutually exclusive.
Theorem 1 was proved by the author for the case of real scalars in [51] . Later, L. Dor obtained a proof for the complex scalars in [11] , which also streamlined some of the arguments in [51] . We present a self-contained and hopefully motivated proof for Theorem 1 in §2; the argument is real-variable and combinatorial, requiring only elementary ideas. Theorem 2 is a (For a Banach space X, the weak*-topology on X* refers to the X-topology on X* in the natural pairing, while the weak-topology on X refers to the A"*-topology on X. A subset A of a topological space Y is said to be sequentially dense in its closure if for every point y in the closure of A there exists a sequence a v a 2 >... of elements of A with a n -> y as n -» oo.) For the remainder of the present section, we deduce some consequences of these two theorems, present other characterizations of Banach spaces containing /', and give some comments concerning the Problem. (For an application of Theorem 1 to Banach spaces and probability theory, see [8] . An extension of the result to "trees" of elements in Banach spaces is derived in [59] .)
It is easily seen that if an infinite-dimensional B has a separable dual B*, then every bounded sequence in B has a weak-Cauchy subsequence. A natural conjecture is that a separable B contains a subspace isomorphic to / l if B* is nonseparablc. This conjecture was disproved independently by R. C. James We pass now to a summary of most of the known characterizations of Banach spaces containing /*, with some comments concerning certain nonseparable generalizations. (C denotes C([0, 1]); for a set T, / ! (r) (resp. /°°(r)) denotes the space of all scalar valued ƒ on T with 2 rer |/(y)| < oo (resp. sup yer |/(y)| < oo).) THEOREM 3. Let B be a separable Banach space. The following are equivalent:
1. B contains no subspace isomorphic to l l . 2. B is weak*-sequentially dense in B**. 3. The cardinality ofB** equals the cardinality of B. 4. Every bounded sequence in B has a weak-Cauchy subsequence. 5. Every bounded sequence in B** has a weak*-convergent subsequence. 6. Every bounded subset of B is weakly sequentially dense in its weak closure. I. Every bounded subset of B** is weak*-sequentially dense in its weak* closure.
8. Every bounded weak*-closed convex subset of B* is the norm-closed convex hull of the set of its extreme points.
9. If Y is a subspace of B* with the Dunford-Pettis property then every weakly-compact subset of Y is norm-compact.
10. B* contains no subspace isomorphic to L l . II. B* contains no subspace isomorphic to l\T)for any uncountable set T. Here is a sketch of the proof of these equivalences modulo Theorem 2. It is easily seen that 7 implies all the remaining assertions with the exception of 8. Indeed, 7 =» 6 is trivial, since the weak topology on B is the same as the relative weak*-topology on B regarded as a subset of B**. To see that 7 =» 5, let (ƒ*) b* a bounded sequence in B**. By the weak*-compactness of bounded weak*-closed subsets of B** 9 there exists a point ƒ in B** which is a weak*-cluster point of the sequence (ƒ"). If infinitely many/,'s equal/, we are done. Otherwise, ƒ is in the weak*-closure of A = {ƒ" f 2 ,... }; hence there is a sequence of elements of A which converges weak* to/; i.e. there are n { < n 2 < ... with f -> ƒ weak*. 5 =>4 follows trivially, by the same reasoning as 7 => 6. 7 => 2 in view of Goldstine's theorem. That is, if A = {b E B: \\b\\ < 1}, A is weak*-dense in the unit ball of B** (where B is regarded as a subset of 2?**), so ^ is sequentially dense in the unit ball of B** which implies 2. 2 =» 3 by a simple cardinality argument. Indeed, assuming B is not the zero space, B has cardinality c, the continuum. Now let D be a countable norm-dense subset of B*. Then it is easily seen that D is also sequentially dense in /?**, whence the cardinality of B** is at most the cardinality of the set of all sequences of elements of D, which of course has cardinality c. 4=» 1 since any sequence equivalent to the usual /'-basis has no weak-Cauchy subsequence. 2=»8 follows from the Hahn-Banach theorem and results of Choquet on resultants [9] (see also §3 and 12 of [45] ). Suppose A is a weak* compact convex subset of B*; let E be the set of extreme points of A and suppose there is an element a E A which is not in the norm-closed convex hull of E. By the Hahn-Banach theorem there exists an ƒ E B** with f (a) > sup eGE f(e). By the results of Choquet, there exists a probability measure /x on the Borel subsets of A with ix(A ~ E) = 0 and S( a ) x f g dp for each affine function g on A of the first Baire class. But ƒ is of the first Baire class on A by 2. Indeed, ƒ is the weak* limit of some sequence (b n ) in B, and the b n 9 s may be regarded as continuous functions on A. Hence f (a) = f E ƒ dp < sup eG£ f(e% a contradiction. 4=>9 follows immediately from Corollary 2. 9=> 10 follows from the fact that L 1 has the D-P property (see e.g. [12]), while 10 => 12 follows from the fact that L 1 is isometric to a subspace of C*. Finally, to see that 7 => 11, suppose there were an uncountable set T with / ! (r) isomorphic to a subspace of B*. It follows by the Hahn-Banach theorem that there exists a weak* compact set K c 5** and a weak* continuous surjective map <f >: K -> S, where S denotes the unit ball of (/ ! (r))* in its weak* topology. Now S contains a set A which is not weak*-sequentially dense in its closure. Indeed, (/^T))* may be identified with /°°(r). Letting A denote the unit ball of c 0 (T), then A is weak* dense in the unit ball of /°°(r) but every element in the weak*-sequential closure of A vanishes off some countable subset of T. It follows that <f>~\A) is not sequentially dense in its weak*-closure, contradicting 7. Thus 7 implies all the other assertions.
The fact that 1 => 7 is the main point of Theorem 2, to be discussed in §3. Assuming this fact, it is enough to show that all the assertions 2-12 are false if B is separable and contains a subspace isomorphic to Z We conclude this section with some remarks concerning possible nonseparablc extensions. Since every sequence in t l which tends to zero weakly tends to zero in norm, if l l embeds in a Banach space B then B** contains a subspace in which every sequence tending to zero weak* tends to zero in norm. This motivates the following question:
Let AT be a Banach space so that X* has an infinite-dimensional closed linear subspace in which every sequence which tends to zero weak* tends to zero in norm. Does X have a subspace isomorphic to l\T) for some uncountable set T?
J We require a slight generalization of the above Theorem, in order to derive our combinatorial proof of Theorem 2.1. It is also convenient to introduce the following terminology: By a sequence we shall mean a set of objects indexed by some infinite subset M of the positive integers N. We shall understand by "a subset of M" an infinite subset of M, unless the contrary is explicitly stated. Given L and M subsets of N, say that L is almost contained in M (notation: L c a M) if L n ~ M is a finite set, ("~ M" denotes the complement of the set Af). Given a sequence (f n ) neM and L and Q subsets of M with L c a Q, we call (f n )"eL a subsequence of (f n ) nOEQ . We now need to generalize the notions of convergence and independence of sequences of sets to sequences of pairs of sets.
DEFINITION. Let (A n , B n ) n€EM be a sequence of pairs of subsets of the set S with A n n B n * 0 for all n and let X be a subset of S. We say that (A n , B n ) neM converges if every point s E S belongs to at most finitely many A n 9 s or finitely many B n 9 s. We say that (A n9 B n ) neM converges on X if (A n n X, B n n X) nOEM converges. We say that (A n , B n ) nEM is independent if for every pair of disjoint finite subsets F and G of M, n A n n n B n * o.
Note that in the special case B n = S ~ A n for all n 9 (A n , B H ) converges on X if and only if XA" converges point-wise on X. The generalization of the above Theorem now goes as follows: THEOREM 2.2. Let (A n , B n ) nEN be a sequence of pairs of subsets of S witn A n n B n * 0 for all n, and suppose (A n , B n ) n(EN has no convergent subsequence. Then (A n , B n ) neN has an independent subsequence. PROOF. Suppose this has been proved for / -1 (in case / > 1). Say that for r > 0 9 j and M c N r-work provided r * 0 or r > 1 and (A n9 B n ) n(EM has no subsequence convergent on Aj n X t or Bj n X t for all 1 < i < r. Note that if j and Ml-1-work, then j and M don't /-work if and only if (A n n X l9 B n n X i ) neM has a subsequence converging on either Aj n X t or Bj n X t .
Choose n x and N[ c N' so that n x and N[ I -1-work. By discarding a finite subset of N[ if necessary, we may assume n x < n all n E N[. If w, and Af{ don't /-work, choose AT, c N[ so that (y4 n , B n ) n( = Ni converges on either A ni n X t or 2? Wi n A";. Suppose k > 1 and n k _ x and A^_! c AT have been chosen with n k _ x < n for all n E N k _ x . Since 04,, Bj) JGNk^h as no convergent subsequence, by the induction hypothesis there is an N k c A^_, and an n k E N k _ x so that w* and N k I -1-work. Again we may assume that n k < n for all /* E A/*. So if n k and A^' don't /-work, choose AT* c N k so that 04", B n ) nGNk converges on either yi n X t or 5^ n A",. We cannot continue this process indefinitely, for otherwise (Aj n X l9 Bj n X^J^N' would have a convergent subsequence by the preceding Lemma. Hence for some k 9 n k and A^' /-work, completing the proof.
PROOF OF THEOREM 2.2. Assume (A J9 Bj) JfEN has no convergent subsequence. We may then choose n x and N x c N so that n > n x for all n E N x and (A J9 Bj) JfENi has no subsequence convergent on A ni or B" r Suppose k > 1 and n x < n 2 < • • • < n k and N k c N have been constructed so that n > n k for all n E N k and for each (c" ..., e k ) with e / = ±1 for all /, (v4 y , Bj) JSNk has no subsequence convergent on Pl*»i Mv By Lemma 2.6 there exist N k + X c N k and n k+x G N k so that (4 ^-6JVHI has no subsequence convergent on (nf«i M/%) n A^t or (n{Li e,-^)*n ^+ I . Of course, we may assume n > n k + x for all n G N k + X . It now follows that (A^9 JB^Jli is independent, since H^i qA^ =£ 0 for all k and (e l9 ..., 6^) with e, « ±1 for all i.
The complex-scalars case of 3. Point-wise compact subsets of the first Baire class. This section is devoted to a discussion of Theorem 2 of §1. We first require some definitions. Let X be a topological space. A real-valued function ƒ on X is said to belong to the first Baire class on X provided there exists a sequence of real-valued continuous functions on X which converges to ƒ point-wise. We let B X (X) denote the family of all Baire-1 functions on X endowed with the topology of point-wise convergence; that is, a net (/ a ) aez > of elements of B X (X) converges to an ƒ G B X {X) if and only if lim aGZ) f a (x) = f(x) for all xGlWe also note the following form of the definition of the topology of point-wise convergence: Given G a family of real-valued functions on X, then a function ƒ on X is in the point-wise closure of G if and only if for every e > 0 and finite number of points x x ,..., x n in X, there is a g G G with | g(x / ) -ƒ(jc f -)| < e for all 1 < i < n. We recall finally that X is said to be a Polish space if X is homeomorphic to a complete separable metric space.
The result we wish to discuss is due to J. Bourgain, D. H. Fremlin and M. Talagrand [7] , based on earlier work of the author's [54]. It goes as follows: We shall first discuss some immediate consequences of the Theorem. COROLLARY 
When X is a Polish space, a relatively compact subset of B X (X) is sequentially compact.
Indeed, let F be relatively compact and ( f n ) a sequence of distinct elements of F. Since F is relatively compact, there exists an ƒ E B X (X) which is a cluster point of { ƒ": « = 1,2,,..). But then some subsequence of (ƒ") converges to ƒ. Corollary 3.2 is due to the author, and is in fact required as one of the steps of the proof of Theorem 3.1 (see Lemma H is a point-wise compact subset of B Y ([0 9 1]) . Thus the corollary implies that any sequence (ƒ,) in H has a point-wise convergent subsequence; this is essentially the Helly selection theorem.
Next, let us deduce Theorem 2 of §1. Suppose B is a separable Banach space containing no isomorph of l { and let X denote the unit ball of B* endowed with the weak*-topology. Then A" is a compact metrizeable space, hence is Polish. Every element of B, regarded as a subset of B**, is a continuous function on X. Now let F denote the unit ball of B and G the unit ball of B** endowed with the weak*-topology. Theorem 1 implies that every (b n ) in F has a weak-Cauchy subsequence (b' n ). Defining ƒ (x) = lim,,^^ x(b' n ) for all x E X 9 ƒ is Baire-1 on X, hence F is a relatively compact subset of B X (X) by Theorem 3.1. Goldstine's theorem asserts that G equals the pointwise closure of F, hence G is a compact subset of B X (X). Thus by 3.1, every subset of G is sequentially dense in its point-wise closure, which implies Theorem 2 of §1.
The above argument yields immediately a stronger version of Theorem 2 (in view of Theorem 1). Say that a subset of a Banach space is weakly pre-compact if every sequence in the subset has a weak-Cauchy subsequence. The uniform boundedness principle implies that a weakly pre-compact set is bounded in the norm topology. We then have: COROLLARY 3.3. Let F be a weakly pre-compact subset of a separable Banach space B. Then every subset of the weak*-closure of F in B** is sequentially dense in its weak*-closure. In particular, F is weakly sequentially dense in its weak closure. COROLLARY 3.4. Let X be a Polish space and F a uniformly bounded relatively compact subset of B { (X). Let (f a ) aSD be a point-wise convergent net of elements of F with limit f. Then f is Borel measurable and ƒ/ a d/x -> ƒ f dp for all signed Borel measures JU, on X.
We note in passing that if B is separable and X is as in the proof of Theorem 2 above, then a result of E. Odell and the author [42] asserts that if
The proof (as given in [7] ) goes as follows: Let G denote the closure of F in B { (X). Then ƒ E G and every element of G is Borel-measurable, being Baire-1 on X. Define a function <f>: G -» R by <f>(g) = ƒ g dp for all g E G. It suffices to show that <f > is continuous. Now </ > is sequentially continuous by the bounded convergence theorem. Theorem 3.1 then implies that <f> is continuous. Indeed, let A be a closed subset of R, the real numbers. If g belongs to the closure of <j>~l(A), then Theorem 3.2 shows that there exists a sequence (g n ) in $~\A) with g n ->g. But then <K&,)-><Kg)> so <Kg) E A and thus g E <f>~\A), i.e. <f>~! (v4) is closed.
Before passing to a detailed discussion of the proof of Theorem 3.1, we would just like to mention the following deep stability property of point-wise compact subsets of the first Baire class, due to Bourgain, Fremlin and Talagrand 
We shall also make use of the following standard result: Given {K a : a < o) { ) with K a D K fi and K a a closed subset of X for all a < /? < w l9 there exists an OQ < (o, with K a * K ao for all a > a 0 . Phrased another way, there exists no strictly descending, uncountable transfinite sequence of closed subsets of a Polish space.
In a certain sense, the heart of the entire argument is contained in the "independently stated" Lemma 3.11, proved in [7] , and occurring as a sort of "mid-point" of our discussion. The results preceding this lemma were proved in [54] and seem necessary to its proof. The reader already familiar with the earlier results of [54] may wish to pass directly to Lemma 3.11 and the discussion following it.
The overall proof of Theorem 3.1 makes crucial use of the following beautiful result published by R. Baire in 1899 [3] REMARK. Using the above result, it is easily seen that if/is not Baire-1 on X, there exists a compact totally disconnected perfect subset A" of A" so that f\K is not Baire-1. That is, ƒ is not of the first Baire class relative to a subset of X homeomorphic to the Cantor discontinuum. (This remark won't be used in the sequel.)
We are now prepared for the first assertion of 3.1. LEMMA 
Let F be a subset of B X (X) so that every countable subset of F has a cluster point in B X {X). Then F is relatively compact.
PROOF. The hypotheses imply that for each x E X, M x = sup /eF \f(x)\ < oo. Now letting R* denote the space of all real-valued functions on X endowed with the topology of point-wise convergence, it follows that the closure of F in R*, denoted by G, is compact. Indeed, F c U xf =x I ~~ Af*> M x ] which is compact by the Tychonoff theorem. Since the topology on B X (X) is simply the relative topology of R* on B X (X), we need only show G c B X (X). Suppose ƒ E G yet ƒ £ B X (X). By Scholium 3.6, there exists a countable set Ici so that ƒ satisfies the Discontinuity Criterion on L. Since L is countable and ƒ is a point-wise cluster point of F, there exists a sequence (ƒ") in F so that f n -» ƒ point-wise on L. But then if g is a cluster-point of (ƒ") in R*, g\L = ƒ[L, so by Scholium 3.6, g & B X (X), a contradiction.
The next step lies rather deeper; it is one of the main results in [54] . LEMMA 
A compact subset of B X (X) is sequentially compact.
PROOF. Let F be a compact subset of B X (X) and (f n ) a sequence in F. Suppose that (ƒ") has no point-wise convergent subsequence. We shall show that there exists a countable subset L of X and a subsequence (ƒ"') of (ƒ") converging to a function ƒ satisfying the Discontinuity Criterion on L. Scholium 3.6 then implies (ƒ"') has no Baire-1 cluster points, a contradiction.
The proof of the Lemma now breaks into three steps.
Step 1 
Step 2. For every M c N\ let K(M) equal the closure of the set of x E X satisfying (12); by Step 1, K(M) is nonempty. Then we may choose an
we could choose by transfinite induction a family (Af a ) a<t0i , of (infinite) subsets of N' so that for all a < /3 < w" Mpa a M a and ^(A^) c K(M a ). The family (#(M a )) tt<Wi , would thus be a strictly descending uncountable transfinite sequence of closed sets, and there exists no such family in a Polish space.
Step The preceding results and arguments are due to the author [54]. The remaining steps in the proof are due to Bourgain, Fremlin and Talagrand [7] . The heart of the entire matter is contained in the following lemma, which we refer to later as the main step: LEMMA 3.11. Let (ƒ") be a sequence of continuous functions on X so that 0 is a point-wise cluster point of (ƒ,). Assume that every subsequence of (jÇ) has a further point-wise convergent subsequence. Then some subsequence of (fj) converges point-wise to zero.
Let us say that an (infinite) M c N is good provided 0 is a point-wise cluster point of {f n : n E M). The proof of 3.11 requires three preliminary results about good sets, the first of which requires all of the machinery already developed. We first state these three results, then deduce (3.11) from them, and finally prove the three results. We pass now to the proof of the three Scholia. We first note the following immediate stability properties of good If M is good and M * L, u L 2 , then either L, or L 2 is good. (16) If M is good, e > 0, and G is a finite subset of AT, then {m e Af: |/ m (x)| < c for all x E G} is good.
Next, we note that any subsequence of (ƒ") has a Baire-1 cluster point. Indeed, the subsequence has a further point-wise convergent subsequence by hypothesis; the limit function is Baire-1 since them's are continuous. Thus by Lemma 3.7, {ƒ" / 2 ,... } is a relatively compact subset of B X (X) .
PROOF OF SCHOLIUM 3.12. Let F denote the set of all limits of point-wise convergent sequences UJ)JBM w^h M C a M n for all n. Since F is contained in the point-wise closure of {/i,/ 2 , .^. }, F is a relatively compact subset of B X (X). We first observe that OEF. Indeed, let e > 0 and let G be a finite subset of X. We need to show that there is an ƒ E F so that |/(x)| <£forallxE(?. A and B of K so that ƒ vanishes on A and ƒ is at least e on B, i. (s(z) )" +x . Then (f n ) is a sequence of continuous functions on Z. It is easily verified that a subsequence of (f n ) converges point-wise on Z if and only if the corresponding subsequence of /"'s converges point-wise on X, and moreover 0 is in the point-wise closure of (f n ). It follows that (f") satisfies the hypotheses of Lemma 3.11 on the Polish space Z and hence there is a sequence n x < n 2 < ... with f n , -> 0 point-wise. Then ƒ" -» 0 point-wise completing the proof.
We conclude with a brief discussion of some generalizations of Theorem 3.1 also due to Bourgain, Fremlin and Talagrand [7] . One says that a regular Hausdorff space Y is angelic (as in [47] 1] ) has no point-wise convergent subsequence, then it has a subsequence (ƒ"') so that every point-wise cluster point of (ƒ,') is nonmeasurable in every conceivable sense.
Here is a proof of the existence of (ƒ"'), following the lines of argument of [7] but differing somewhat in detail. We first consider the simplest possible case, working on the Cantor set rather than [0, 1]. LEMMA 3.16. Let A equal (0, 1}^, the set of all infinite sequences ofQ's and Vs endowed with the product topology and let m denote the natural probability measure on the Borel subsets of A. Let e n (x) * x(n) for all x E A and n E N, and let h be a point-wise cluster point of (e"). Then h is not measurable with respect to the completion of m.
PROOF. A is a compact abelian group under the operation (x + y)(n) = x(n) + y(n) mod 2 for all x, y E F and n E N, and m is the (unique) normalized Haar measure on G.
Let us say that a subset of A is m-measurable if it is measurable with respect to the completion of m. Then it is a classical fact that if E is an m-measurable subset of positive measure, then E + E contains a nonempty open set, where E + E ** {e + f: e E E and f E E}. The simplest conceptual proof is to use convolution. Set XE * X£;O0 = /A XE^ + X)XE(X) dm(x). Then XE * XE * S continuous and supported on E + E, and of course ( XE * XirXO) -m(E).
For x E A, set x = 1 -JC, and for E c A, set E » {x: x E A}. Then it is also well known that if E is m-measurable, so is E and m(E) =• = m(E). Now let A be a point-wise cluster point of (e") and let E = {x: h{x) = 1}. We then have by the definition of the topology of point-wise convergence that for any k and JC"..., x k in G, there are infinitely many n E N with /*(*,) -x,(ri) for all i * 1, 2,..., k.
We then easily obtain
(ii) É=~E, and (iii) E + £ is disjoint from £".
Indeed, applying (22) f or k * 1, we obtain that x E E if x(n) = I for all /i sufficiently large, and of course the set of such x is dense. Let x E A. Then applying (22) for k « 2, x l « x, x 2 x x, we obtain that there is an n E N with h(x) = x(n) and h(x) * Jc(«) » 1 -x(w). Thus either x or x belongs to E while if x E E, h(x) *= 0 so x £ E 9 proving (ii). Finally, let x,y E E. Applying (22) for k * 3, we may choose smn E N with h(x) « x(rt), MJO " y(n) and A(x + ƒ) * (x + .yX^)-Since x,y E E 9 x(ri) * J>(H) * 1, hence (x + y\ri) * 0, so JC + y g £.
It now follows immediately that is is nonmeasurable. Indeed, suppose not. Then also E would be m-measurable, so by 23 for all x E A. It is easily seen that ${E) is not Lebesgue-measurable, where E is as above. This is due to W. Sierpinski (see Fonctions additive non complètement additives et fonctions non-mesurables, Fund. Math. 30 (1938), 96-99). In fact, he obtains essentially that <f>(E) is of inner measure zero and outer measure one. In our context, to see this it suffices to show that any m-measurable subset of E is of measure zero, for then thanks to the fact that x -* x is a measure preserving transformation, any measurable subset of É » -E is also of measure zero; (This is essentially Sierpinski's proof that <f>(E) is nonmeasurable.) Now it is also easily seen using (22) that fyl = {H c iV: there is an x G E with ƒƒ = {/*: x(n) = 1}} is a nonprincipal ultrafilter, and conversely any nonprincipal ultrafilter gives rise to a cluster point h of (e n ). Thus the above lemma is equivalent to the assertion that any nonprincipal ultrafilter in N is nonmeasurable, as proved in Lemma 2D of [7] . Now let (e n ) be as in 3.16 and let U n = {x: e n (x) = 0} for all n. Of course (£/") is a Boolean and statistically-independent sequence of sets. The next result, similar to Lemma 2D of [7] , shows that any sequence of closed pairs with no convergent subsequence contains a subsequence which looks exactly like (U n9 ~U n ) relative to some compact set. The construction of K and o now follows easily from Lemma 2.6, as in our proof of Theorem 2.2. First choose X^ a closed subset of X of diameter less than 1 and N' c N so that (A j9 Bj) JeN > has no subsequence convergent on X r Then by Lemma 2.6, choose n x G N' and N x C N' with n > n x for all w G iV, so that (A J9 Bj) JOENi has no subsequence convergent on A ni n X^ or £", n X r Set * 0 « i4 W| n J^ and *, * B nx n A;. Suppose * > 1, **, A^ c Af, and closed sets X e have been constructed for all (e,,..., e k ) with e, -0 or 1 so that *,,,..'.** n *«-"...,< -0 if («i>•••>«*) ^ (e\,..., e k ) and {A p Bj)j^N k has no subsequence convergent on X Ci) _ ^ for all (e,,..., e k ). By applying our initial observation 2* times, we may choose N k c JV* and closed sets <Y ei ,... >% so that for all (e x ,..., e*), A^,...,^ C ^"..., e k > ^e"... ^ h as diameter less than £, (v4 y , Bj) JOEN > has no subsequence convergent on Jf ei> ...,^, and n > n k for all /* G JV*. We now apply Lemma 2.6 to choose n k + x E N k and N k+X c N k so that for all (e l9 ... 9 e k ) 9 
M*.
B n) n eN k+l h as no subsequence convergent on v4"^ n *«"...,* or B^ n X .. We then set X. . 0 = A n nî . and X. , , = B" n * £ c , for alle,,.. ., e k . We now simply set K = n?-i U -^e,,..., v where the union is taken over all (e" ..., e k ) with e, = 0 or 1 for all /.
Define a: K-> A by o(k) = x provided fc E D *L i **(i>,..., *(*>• Since X is a complete metric space, it follows that a is a surjective homeomorphism satisfying the conclusion of 3.17. We now easily obtain the following result of [7] : m(o(B) ) for all Borel B c K. Now let g be a point-wise cluster point of (f n )jL\. Then we claim g\K is not measurable with respect to the completion ot /*. Indeed, if it were and if h(x) = 1 if g(x) > r + 8, h(x) = 0 if g(x) < r, then h would be /i-measurable and a point-wise cluster point of (XB)T-\' I* follows that h = h ° o would be m-measurable and a point-wise cluster point of (e,), contradicting Lemma 3.16.
