Absfrmt-Routing optimization is used to find a set of routes that minimizes cost (delay, utilization). Previous work has addressed this problem for the case of a known, static end-to-end traffic matrix. In the Internet, it is difficult to accurately estimate a traffic matrix, and the constantly changing nature of Internet traffic makes it costly to maintain optimal routing hy responding to traffic changes, Thus, it is of interest to maintain a set of routes that are "good" for B number of different possible traffic scenarios. In this paper, we explore ways to find an optimal set of routes with multiple traffic matrices to minimize expected cost. We focus, on two general approaches, source-destination muting and destination routing. In the case of source-destination routing, we extend existing methods with a single traffic matrix to solve the optimization problem with multiple traffic matrices: we extend the convex optimization solution methods for a single traffic matrix to the multiple traffic matrix case; we a h extend the gradient-based solution methods for a single traffic matrix to the multiple traffic matrix case. However, the multiple traffic matrix case requires many more control variables. In the case of destination routing, we encounter many more differences from the single traffic matrix case. The loop-free property, which is valid for the singIe traffic matrix case, is no longer valid for the multiple traffic matrix case, and it is dficult to extend existing methods for a single traffic matrix to solve the optimization prohIem with multiple traffic matrices. We show that it is NPcomplete even to determine the feasibility of multiple traffic matrices. We thus .propose and evaluate a heuristic algorithm for this case,
I. INTRODUCTION Routing optimization is used to find a set of routes, i.e., the set of paths along which packets are forwarded in order to optimize a well-defined objective function (such as delay or utilization). Routing approaches are generally divided into source-destination routing (henceforth referred to as flow routing) and destination routing. As a packet travels through a network, a fiow routing approach such as MPLS [ll forwards it based on its source and destination addresses. A destination routing approach such as OSPF [2] forwards it only on the basis of its destination address. Destination routing is unable to provide as fine control on routing as flow routing because it uses less information.
A traffic matrix (TM) specifies the data rate between every pair of ingress and egress points. A number of works C31 [4] [SI have focused on calculating an optimal set of routes for a single TM. For a given TM. those works consider minimizing the sum of link costs, each of which is an increasing convex function of link data rate. The problem is then formalized and solved as an optimization problem. With a single TM, methods to solve the problem for flow routing and destination routing are similar, and the optimal costs are identical. In [3] , Cantor et al. proposed a centralized algorithm. In [4] , Gallager proposed a distributed algorithm. To solve the problem more eFficiently. the link costs can be approximated as piece-wise linear functions [ 5 ] , and the problem then formalized and solved by linear programming (LP).
For a large-scale Internet with changing traffic, optimization with multiple TMs is an important problem for several reasons. First, accurate TM estimation is hard to achieve due to scale, as well as due to the inherent challenges in estimating a TM
[6] [7] . Without an accurate TM, optimization over multiple TM candidates calculates a set of routes that is more robust to estimation errors. Second, even if the current TM is known, the changing nature of Internet traffic makes it costly to continually maintain optimal routing by responding to traffic changes (Routing convergence normally take seconds, during which packets may be lost, or arrive out of order. Frequent routing updates can make the situation even worse). As routing updates are performed at a slower rate than the change in traffic, it is preferable to implement a set of routes that can perform well for all TMs between routing updates, In this paper, we explore ways to obtain an optimal set of routes with multiple TMs so as to minimize expected cost. We focus on both flow routing and destination routing. routes using convex optimization techniques, and then extend Gallager's work to solve the problem using gradient-based methods. In Section 5 , for destination routing, we demonstrate the inherent dificulty of solving the optimization problem, and then propose and evaluate a heuristic algorithm. Section 6 concludes the paper.
CONTEXT AND RELATED WORK
Internet routing protocols are generally classified into two categories: flow routing and destination routing. MPLS, a flexible routing protocol, is normally considered a flow routing protocol I51 [61 [SI; OSPF, a commonly used intra-domain Internet routing protocol, falls into the category of destination routing. Specifically, a relaxed version of OSPF, which allows arbitrary routing fractions on the shortest paths to the destination, is a loop-free destination routing protocol [9] .
Routing fractions are useful for describing a set of routes along which packets are forwarded. In flow routing, for each source and destination pair, a router maintains a routing fraction for each of its out-going links. Specifically, 41;~ ( i , j ) denotes the fraction of traffic originating from router i destined to router j at router I; forwarded over link ( k , I) . In Figure 1 , router 3 forwards 100% of the traffic originating from router 1 destined to router 6 over outgoing link (3,4) and 100% of the traffic originating from router 2 destined to router 6 over link (3,s). In contrast, destination routing only maintains a routing fraction for each destination. Specifically, #kt ( j ) denotes the fraction of traffic destined to router j at router 6 forwarded over outgoing link (k, I). In Figure 2 , router 3 forwards traffic destined to router 6 evenly over two out-going links: 50% over link (3,4), and 50% over link ( 3 , 5 ) . Destination routing can be viewed as a special case of flow routing where the routing fractions to a common destination are identical for all sources.
Given a TM, routing fractions determine packet forwarding, the link data rates, and thus the cost. In our optimization problem, we refer to routing fractions as routin8 variables. An alternative way to describe a set of routes is through so-called traffic ratios. For each source and destination pair, B k l ( i : j ) denotes the ratio of the traffic originating from router i destined to router j over link ( k , l ) to the overall traffic originating from router i destined to router j . In Figure 1 , link (4,6) carries 100% of the traffic originating from router 1 destined to router 6 ; in Figure 2 , link (4, 6 ) carries 50% of the traffic originating from router 1 destined to router 6. Given a TM, traffic ratios determine packet forwarding, the link data An optimal set of routes is necessarily feasible. With multiple TMs, the set of feasible route-sets fundamentally differs from that with a single TM. A set of TMs is feasible if there exists a set of routes so that the resulting link data rates are always less than or equal to link capacity for each TM. The set of routes is then called a feasible set of routes for the set of TMs. With a single TM, the work in [3] 143 find an optimal set of routes out of the set of feasible route-sets. The cost of an optimal set of flow routes, an optimal set of destination routes, and an optimal set of loop-free destination routes are identical. With multiple TMs, the set of feasible route-sets is the intersection of the sets of feasible route-sets for each individual TM. As a result, a set of TMs may be infeasible even though each TM in the set is individually feasible. Moreover, the cost of an optimal set of flow routes may be lower than that of an optimal set of destination routes; also, the cost of an optimal set of destination routes with loops may be lower than that of an optimal set of loop-free destination routes.
We will see that, with multiple TMs, the hardness of the optimization problem is closely related to the routing approach. In the case of flow routing, we can extend the solution methods of a single TM to the case of multiple TMs. Using ratio variables as control variables, we extend [3] to solve the route optimization problem using convex optimization techniques, and thus solve the problem using LP when link costs are approximated as piece-wise linear functions. Using routing variables as control variables, we extend [4] to solve the flow routing problem with multiple TMs using gradient-based methods. However, the multiple TM case requires many more control variables compared to the single TM case. In the case of destination routing. we demonstrate the inherent difficulties to solve the problem with multiple TMs. The set of feasibfe route-sets is not convex when we use ratio variables as control variables. As a result. we cannot solve the problem with multiple TMs as a convex optimization problem. Furthermore, when using routing variables as control variables. we find local minima -making it difficult to solve the problem using gradient-based methods. Finally. we show that it is NP-complete even to determine the feasibility of a set of multiple T M s .
PRO3LEM FORMULATION
In this section, we formulate the optimal routing problem with multiple T M s . We first introduce the necessary notation, and then formalize the problem. Finally, we describe the difference between route optimization with a single TM and with multiple TMs. Traffic Matrices : R = { R I , I&, . . . , an} is a set of n traffic matrices with associated positive weights w = {w1,w2,. . . , w n } , E, "uy = 1. In TM R, = [Ry(ilj)], i , j E V, y E { I , , . . , n } , R y ( i , j ) denotes the rate of exogenous traffic, in bits/s. originating from node i destined to node j ; tuy is the weight of TM R,.
Routing variables
denotes the fraction of traffic rate from node 7. to node j at node k forwarded over link fa, I). When @ are used as control variables in optimization problem formulation, the constraints are, 
where Bnl(i, j) denotes the ratio of the traffic rate originating
' In some cases. we relax h s assumption for ease of exposition. and note this relaxation when used. from i destined to j that is forwarded aver link ( k : / j to the overall traffic rate originating from i destined to j . Whea B are used as control variables in optimization problem formulation, the constraints are, 
In a strongly connected graph 6' = (V, E ) , a set of flow routing variables determines a set of flow ratio variables B; a set of flow ratio variables B can be implemented by a set of flow routing variables 4). Given a set of routing variables @> we can compute a set of ratio variables B as foIlows. Let h ( Z , j ) denote the ratio of the traffic rate originating from node i destined to node j at node k to the overall traffic rate originating from node i destined to node j , we have
Proof: m Here, 1 ( P ) is 1 if the predicate P is true and 0 otherwise. The work in [4] shows that equations ( 2 ) must have a unique solution of b. After solving b, we compute B from b,
Given a set of ratio variables B , we can construct a set of routing variables + to implement B as follows. For each node j E V , we construct a shortest path tree to j . For i , j E V ,
) is on the shortest path tree to node j, and # k l ( i , j ) = 0 otherwise. 1 The following notation differs in the case of destination routing:
where $ k l ( j ) denotes the fraction of traffic rate to node j at node I; forwarded over link (k, 1). Destination routing variables can be viewed as a special case of flow routing variables with the additional constraints,
Ratio variables : Similar to routing variables, combining equations (4) and (13), the destination ratio variables B must satisfy the additional constraints. This, plus the loop-free property (see Theorem 3.31, state hat with a single TM, the optimal set of flow routes, destination routes and loop-free destination routes yield the same cost.
7'heoreru 3.3: Loop;free property in a strongly connected graph G = ( V , E ) , given a feasible TM K1, the flow route optimization problem always has an optimal solution as a set of loop-free flow routes, and the destination route optimization problem always has an optimal solution as a set of loop-free
With a single TM, in order to solve the optimal routing problem in a distributed or centralized manner, the problem has been formulated using either routing variables @ or ratio variables B as control variables.
The work in [4] formulated the problem using routing variables as control variables in the case of destination routing.
Problem Formulation over a: With a single TM, the route optimization problem can also be formulated using a smaller number of control variables when destination-based link data rates F" (introduced next) are used as control variables [lo] .
Destination-based link data rates: P t = {.fckl(j)}, 
The link data rates Fg are expressed by destination-based link data rates Fy" as follows.
Problem Formula f ion over F p : 
C. l 3 e Multiple TM Problem Formulalion
We now generalize the problem statemenf for a singIe TM to the case of multiple TMs. We use either ralio variables B or routing variables as control variables.
~~r e a c h T M R , , y f { l :
. . . ! n), 1) Route constraints. Fy is implemented by a set of 2) Feasibility constraints. Fy 5 C.
When link costs are approximated by piecewise linear funcrians, they can be expressed as additional constraints.
3) Piece-wise constraints. For y 6 (1:
However, the formulation with destination-based link data rates F D cannot be easily extended to the case of multiple TMs. Flow conservation (15) only guarantees that for each individual TM in isolation, the demand can be satisfied by some set of destination routes (17 Properties that hold for a single TM do not necessarily hold for multiple TMs. In particular, with multiple T M s , the cost of an optimal set of flow routes may be lower than that of destination routes, and the cost of an optimal set of destination routes with loops may be lower than that of destination loop-free routes. We demonstrate this through three councer-examples. We show that a set of ' I u s is not feasible even though each TM in the set is individually feasible; we also show that a set of TMs that is feasible with respect to flow routing may not be feasible with respect to destination routing.
Finally. we also show tbar a set of TMs that is feasible with respect to destination routing may not be feasible with respect to loop-free destination routing. All examples are based on a network2 G shown in Figure 3 . In all cases, traffic is only destined to node 3. link (3,3) . i.e., Bz3( 1: 3) 2 0.25. This results in that, in TM R?, the rate of the traffic originating from 1 that is forwarded over link ( $ 3 ) must be at least 50 bit&, and the remaining capacity of link (2,3) for the traffic originating from 2 is at most 400. As q l +400 5 R? (2, 3) , the set of the two TMs is not feasible.
Second, we present a set of two TMs that is feasible under
We use directzd graph for ease of exposition.
flow routing but not under destination routing, o n 600
(19)
In TM RI, traffic only originales from node 1. and in TM R?, traffic only originates from node 2. Since TM RI and TM Ra are individually feasible (with the same feasible set of routes as in the previous example)* and with flow routing, the traffic of TM RI and TM Ra are forwarded using routes based on different source and destination pairs, the set of the two TMs is still feasible in the case of flow routing. However, in the case of destination routing, traffic is forwarded without differentialing the source address of the packets. Using similar arguments as in the previous example, we know that when TM RI is feasible. the rate of the traffic originating from 1 forwarded over link (2, 3) In TM R I , as the traffic rate originating from node 1 exceeds the capacity of link (1; 3 ) , a feasible set of routes for TM RI must forward part of that traffic through node 2.
Similarly, a feasible set of routes for TM R2 must forward part of the traffic originating from node 2 through node 1 . Thus. a feasible set of destination routes for the set of the two TMs must include a loop between node 1 and 2. In fact, we can see that the se1 of destination routes with loops (413(3) = #23(3) = 0.7, &2(3) = &1(3) = 0.3) is feasible for the set of the two TMs. The resulting link data rates for TM With multiple TMs, the costs of the optimal set of flow routes and destination routes may di€fer. Therefore, we consider the flow routing and destination routing problems separately in the following two sections.
Ri ate (fi,lz E 165, fi,zl 2: 50? fi.13 385, f i , 2 3 2: 115).
IV. OPTIMAL FLOW ROUTING WITH MULTIPLE TMS
In the previous section. we formulated the routing optimization problem, and discussed the differences in optimizing routes with a single TM and with multiple TMs. In this section, we explore ways of computing an optimal set ofJow routes for multiple TMs. We first solve the problem with routing variables as control variables. Then we solve the problem with ratio variables as control variables.
Using routing variables as control variables, we now extend
[4] to the case of flow routing with multiple TMs, and solve the problem using a gradient-based algorithm. Assume that is the set ofrouting variables used by a set of 31 TMs. In order to obtain derivative information 3A/E&[i.j). (k:F) f E , i . j f I/, we introduce a set of dummy variables P', = {~~>~( i , j ) } ,
as the rate of the dummy traffic injected at node I; destined to node j under TM K , using the same routing fractions as h e traffic originating from i destined to j .
For TM R,, y E: (1, . . . , n ) , similar to 441, we have.
where
Combined with equations (6) and (12). we have,
Y
The existence and uniqueness of 8A/8ry.k(i,j) and LlA/tl&ki(i,j) is given by the following theorem.
Theorenr 4.1: Let a network G have n. TMs and routing variables a, and let each marginal link cost DLl(fv.kt) be continuous in fy,kl, (k:L) E E. Then the set of q u aiions (231, k # j, has a unique (and correct) set of solutions for 8d/ary,k(i,j). Furthermore, (24) is not on any route carrying the traffic from i destined to j , the above conditions would be automatically satisfied. Thus. [~$~~( f Y , l i l ) 4--1 ti is large, and increases them for which the above quantity is small. We also proved that our algorithm converges to an optimal set of flow routes. See [ll] for details. Using ratio variables as control variables, we now extend [3] to the multiple TM case by showing that the optimization problem is a convex optimization problem, and then solve it using convex optimization techniques.
With multiple TMs, link data rates Fg are linear combinations of B (see (8)). As a result, B is a convex polyhedron.
As a simple extension from [31, the loop-free property remains valid with multiple TMs for the case of flow routing. When we restrict our consideration to loop-free B, the set of feasible loop-fiee route-sets is a convex, closed, and bounded set. From [4] and convex optimization method [3] . from the case of single TM to the case of multiple TMs. We show that it is NP-complete even to determine the feasibility of a set of multiple TMs. Thus we propose and evaluate a heuristic algorithm for computing routes.
Let us begin by considering the case where routing variables are used as control variables. With a single TM, from any feasible set of loop-free routes, the gradient-based algorithm [4] converges to an optimal set of routes. However, with multiple TMs, we find local minima, which makes it hard to solve the problem using gradient-based methods. The following example demonstrates the existence of local minima. The example is based on network3 G (shown in Figure 4 of (4h14(4), #~23(4)). We can see that there are no local 'We use directed graph for eaSe of exposition. Fig. 4 . A topology to illustrate the local-minima and non-convexity minima. Thus. gradient-based methods can be used to solve the problem. However, with two T M s , we find local minima. Figure 6 shows A as a function of (q514(4), 1$23 (4)). We can see that the global optimal is at (&a($) = 1, 4a3(4) = I) and local minima is around (G14(4] zz 0.5, 423(4) = 0). Hence, a gradient-based method gets stuck at this local minima point. Additionally. Appendix A shows that the r a m between the cost of local minima and that of global optima can be arbitrarily large. An alternative formulation of the optimization problem is to use ratio variables B as control variables. In the case of destinalion routing, although the cost A is a convex function of B, we find that the set of feasible route-sets I3 is not convex. To demonstrate a counter-example, note that (B14( 1,4) , &(l, 4) , B23(l, 4). Ba3(3: 4)) compietely determines the set of routes, and thus the cost. (1, 0, 0, 0) and (0: I, 1,l) are two feasible sets of destination ratio variables. However, the average of the two vectors. (0.5,0.5,0.5,0.5), is not a set of destination ratio variables. Since B is not convex, we cannot solve the problem as a convex optimization problem, With multiple T M s , we next prove that it is NP-complete to determine whether the set of feasible destination route-sets Q (or Bl is empty or not. Our proof is given for the case of a set of two TMs. Problem Description: Feasibility of a set of Two TMs in ihe case of Destination Routing fF2TDR). Instance: Networg G, Integer-valued link capacity C, Inieger-
Question: Is there a set of destination routes (or B ) of rational numbers in the set of feasible route-sets $ (or 8).
7heorem 5.1: F2TDR is NP-complete. Proof: As 9 and 13 are equivalent (see Theorem 3.2L and the relationship between iP and B is rational (see (4)), we only prove the theorem for the case of @.
For TM R I . Ra, given a set of destination routing variables @, we can calculate link data rates Fv, y E (I,?} using equations (5) and (7), and check the feasibility in polynomial time. Thus, F2TDR belongs to NP. Next, it suffices to show:
Let the clauses of the 3SAT problem be Ul, . Next, we construct two TMs RI and K2. In R I , R l ( s j , t j . ) = I, j E (1 ,..., l } , and R l ( .~' : , h~) We have proved that E2TDR is NP-complete. The routing optimization problem is even harder. Consequently. we propose a heuristic algorithm to solve the problem.
As a guideline for our heuristic algorithm, we first obtain the following upper and lower bounds on the optimal cost in the case of a feasible set of n TMs. where AFo and ADO are the optimal cost of the R TMs for flow routing and destination routing respectively.
Proofl First, we prove that Ao 5 E, wyA;. Let By be a set of flow routes for TM R,, y E (1,. . . , n ) . We can construct a set offlow routes B for TM A, Let fy.kl (B,) denote the Iink data rate for TM R, given B,, and let jkl(i?) denote the link data rate for TM R given b. Combining the above steps yields (36).
II
In our heuristic algorithm, we compute an "expected TM" as the element-wise expectation of the TMs based on the perturbed weights. We then compute an optimal set of routes for this single "expected TM" and use this as our solution for the n TM problem. From theorem 5.2, we see that the optimal cost of R provides an upper bound to the problem. is the perturbed weight for f ? = maXy R,. We use R to represent the set of perturbed weight vectors. Given a perturbed weight vector w E R, a ) we calculate the "expected TM" R = E;=, w y R , + W~+~I ? , b) and then find an optimal set of destination routes for the "expected TM" R (Note, there may be more than one optimal set of destination routes for R;
we randomly select one of them). c) Finally, we evaluate the cost A for the set of n TMs given the set of routes derived in step b.
Let g denote the mapping from Cl to the cost A as described by the above procedure. Our heuristic algorithm finds the perturbed weight vector w E with the minimum cost Ao(').
The set of destination routes achieving Ao(") is then the "good" set of routes for the set of n RMs returned by our heuristic algorithm.
Because of the contribution of R to R, we have, According to [13] , the probability of w ' in TO(.) is.
T n ( T ) = { W E il I y ( W ) 5 A " ) }
146)
It takes 183 samples for the 10th top ranked sample, &lo, to reach 0.1 -percentile with a probability of 99%.
During the global stage, we uniformly sample 183 independent perturbed weight vectors through a method given in 1141.
The most promising 10 samples are then passed to the local stage to improve the quality.
During the local stage, we use an iterative procedure to make improvement. The perturbed weight vector space i2 is discretized and a neighborhood structure N ( w ) is defined on it. Starting from a promising perlurbed weight vector w , at each iteration, the neighbor perturbed weight vector with the lowest cost is chosen for the next iteration. In order that our algorithm not become trapped in a local minimal, it allows non-improvement moves so that the search proceeds in a larger neighborhood. The search stops when the number of iteration reaches certain threshold (100 is used for each promising weight vector in the resuIts of this paper) or the quality of result is satisfactory.
We define the neighborhood structure N(w) as follows. First, w is discretized so that i~i cm only take a value from (0, l/b, 2 / 6 , . . . ! l}. Second, w' is a neighbor of w if they differ in 2 dimensions. The maximum number of neighbors €or a perturbed weight vector is thus n(n + 1).
We present our results obtained using a synthetic network (50 nodes and 156 links). The synthetic network is produced using the generator GT-ITM [ 151, based on a model of Calvert ef al. [16] The results of our experiments are presented in Figure 8 with different scalings of the TMs. In the experiments. we see that the cost rises as demand increases. AI1 curves start off flat, and then, start increasing rapidly. And the demand becomes too large to be feasible as link capacity constraints are reached. This behavior is somewhat similar to that of a single link.
We can see that the curve of SINGLE. SlNGLE+MAX and MIX(SINGLE+MAxI are upper-bounded by the curve of UPPER and lower-bounded by the curve of LOWER. We also see that our heuristic algorithm MZX(SZNGLE+M.4X) does very well, always falling within 11% of LOWER.
When R = muz,R, is feasible [scaled up to 8.8). we can see that the cost generated by SZNGLE+MAX is mostly lower than SINGLE, and is close to MZXfSINGLE+MAXI. This indicates that the optimal set of routes for the element-wise max TM R can be a "good" solution to the problem. When I? is no longer feasible, the cost returned by SINGLE is the Same as the cost returned by SZiVGLE+MAX, as expected. As demand increases (scaled between 8.9 and 12.2), we can see that SINGLE may return high cost solution (70% more than the cost of MJX(SINGLE+MAXJ) or cannot even find a feasibIe set of destination rdules. When demand approaches the limit that the network can carry (scaled between 12.2 and 13.6), SINGLE cannot find a feasible sei of destinatton routes while MIX(SIiVGLE+MAX,J can.
VI. CONCLUSION AND I)ISCUSSIONS
The key contributions are summarized as follows:
1. We extended the formulation of the route optimization problem from the case of a single TM to the case of multiple TMs. Specificaliy, we extended the formulation in [4] that uses routing variables as control variables, and we extended the formulation in [3] that uses ratio variables as control variables.
2.
We identified the fundamental difference in the route optimization problem between the case of a single TM and the case of multiple TMs. We showed that unlike the single TM case, with multiple TMs, the optimal cost of flow routing may be Iower than that of destination routing, and the optimal cost of destination route-sets with loops may be lower than that of loop-free destination route-sets.
3. In the case of flow routing, we extended the solution methods for a single T M to the case of multiple TMs. With routing variables as control variables. we extended 141 to solve the problem with multiple TMs using gradient-basad methods; with ratio variables as control variables, we extended [3] to solve the problem using convex optimization techniques, and thus solve the problem using LP when link costs are piecewise linear Functions.
4. In the case of destination routing, we demonstrated the inherent difficulties of the problem with multiple TMs. We identified local minima when routing variables are used as control variables. Local minima make it difficult to solve the problem using gradient-based methods. We also demonstrated that the set of feasible route-sets is not convex when ratio variables are used as control variables. i.e., the optimization problem is not a convex optimization problem. Finally, we proved that it is NP-complete even to determine the feasibility of a set of multiple TMs.
5. In the case of destination routing, we proposed and evaluated a heuristic algorithm.
In practice, using our algorithms to develop routing scheme involves a tradeoff between cost of updating routing tables and the quality of the routing performance. If the routing update period is too short, the routing update cost is too high. On the other hand. if the routing update period i s too long, the TMs may deviate far from each other. As we have shown in the paper, it is difficult to determine a single "good" set of routes for conflicting TMs. The results reported by AT&T researchers in I71 suggest a 24 hour routing update period.
Within 24 hours, a single set of OSPF routes is optimized over 24 TMs (one TM per hour). Their result shows that the performance of a single set of OSPF routes optimized for 24 TMs is very close to the performance of the 24 sets of MPLS routes each optimized for an individual TM.
With multiple TMs i n the case of flow routing. although we have shown that the problem can be solved by extending existing methods, the extremely Ixge number of control variables can hardly be handled hy a single computer (We have 3 million control variables for a 100-node network with 300 links). As a result, distributed computation might be desirable to solve the problem. The exrension of Gallager's work may be a useful starting point although it is necessary for all routers to get derivative information for all TMs. Fig, 9 . global optima A topology to illustrate the arbitrary ratio k t w e e n local minima and Given integer I; 2 100, Figure 9 shows a network G. There are two TMs R I and K2 with weights w1 = wp = 0.5, Note that !$14(4) and &3(4) determine packet forwarding, thus determine cost A. Given (&4(4), +23(4)), the link data 
