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Abstract i 
Abstract 
This thesis considers nonlinear filter design for integrated vehicle handling dynamics state estimation. Such 
a state estimator is needed as not all of the vehicle states can be measured directly by the existing sensors, 
mostly due to reliability and economical reasons. Accurate information about vehicle handling states is 
essential for vehicle chassis control and chassis design evaluation. 
This study considers mathematical model based filtering methods. A nonlinear 6DOF vehicle model 
employing an intermediate tyre magic formula is developed for the filter basis. The main problem faced by 
such a model based filter is model uncertainties, especially in tyre parameters. The main objective of this 
study is to design filters which are robust against model uncertainties. Two nonlinear filtering methods are 
investigated: extended Kalman filter (EKF) and nonlinear robust filter (NRF). The EKF relies on accurate 
nominal model and ideal white/time uncorrelated assumption about model error noises. In contrast, the 
NRF tolerates inaccuracy of the nominal model as it accounts for the time-correlated behaviour of the 
model errors more properly. 
The simulation results show that the use of a nonlinear tyre model directly within the EKF gives much 
better performance enhancement than the linear tyre model. It turns out that tyre nonlinearity has a major 
influence in the vehicle handling dynamics. However, the EKF performance deteriorates significantly 
under large friction coefficient uncertainty. An attempt to improve the EKF performance by inflating model 
error noises only gives slight enhancement. In the NRF, the friction coefficient uncertainty is accounted for 
within a structured uncertainty model. Simulation results show that the NRF gives better performance than 
the EKF. Further work is required however to further enhance the NRF performance. 
The study then turns to further improvement of the EKF, by employing parameter adaptation using an 
extended state method, which leads to an extended adaptive Kalman filter (EAKF). The EAKF is tested for 
various parameter and sensor sets. It is found that adaptation of friction coefficient, mass and CG position 
gives the best configuration; the EAKF performs much better than the EKF. It is also found that the more 
accelerometer sensors are employed at different locations and orientations, the more accurate estimation is 
achieved. The EAKF is then further developed by inclusion of road unevenness within the adaptation 
scheme, results in an extended road adaptive Kalman filter (ERAKF). The simulation results show that in 
the presence of large road unevenness, the ERAKF gives much better performance than the EAKF. Finally, 
a vehicle experiment is conducted to examine the filter performance under realistic conditions. Within the 
limitation of the available sensors, the ERAKF performs well. 
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Chapter 1 
Introduction 
1.1 Background and Research Objectives 
1 
Recent research in advanced control techniques for automotive systems has given rise to 
the development of vehicle chassis control for many objectives. For example in [1], [18], 
[77] and [79], a direct yaw moment control was proposed for vehicle lateral (directional) 
handling and stability control, and also for roll over prevention [18]. Another alternative 
(complementary) method for directional control is the use of four wheel steering (4WS) 
system, see for example in [52], [68] and [94]. In the longitudinal direction, antilock 
braking systems (ABS) and traction control systems (TCS) have been widely proposed to 
perform longitudinal control, see for example in [6] and [88]. To improve ride and 
handling performance, active suspension systems have also been widely proposed, see for 
example in [19], [21] and [64]. To obtain better overall vehicle dynamic performance and 
stability, an integrated chassis control system was proposed in many papers, see for 
example in [25], [34] and [82]. Most of these are model based multi variable control 
methods. Such model based controller designs need accurate information about vehicle 
states; sideslip velocity and yaw rate are essential for lateral/directional control, forward 
velocity is essential for ABSrrCS, roll-pitch-bounce states are essential for ride 
performance and safety (eg roll over prevention) control design, and almost all vehicle 
handling states are required for integrated chassis control design. Thus, the information 
about vehicle states is essential for vehicle chassis control design. Information about 
vehicle states is also valuable for chassis design evaluation. 
Problems arise where not all of the vehicle states can be measured directly in practice, 
mostly due to reliability and economical reasons. For example the vehicle forward, 
sideslip and vertical velocities; there are no cheap and reliable sensors that can be used to 
measure these velocities directly [40]. Existing velocity sensors such as the optical sensor 
are less economical for mass production purpose and unreliable for daily operation [53]. 
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The angular states such as roll, pitch and yaw rates can be measured directly using 
gyroscopic sensors. However, gyroscopic sensors are still comparatively expensive, for 
example relative to cheap accelerometer sensors [80]. Furthermore, the use of physical 
gyroscopic sensors to measure each angular state one by one is less economical and it is 
desirable to reduce the number of sensors so that the cost for the embedded control 
system is reduced. To solve all these problems, a model based state estimator is proposed. 
A state estimator can be thought as a virtual sensor that employs the mathematical model 
of the vehicle to construct the vehicle states from information from the existing sensors. 
By the use of a state estimator, the unmeasured vehicle states can be constructed from the 
other variables that can be measured directly by the existing sensors. The number of 
physical sensors can also be reduced, as there is no need to measure the vehicle states by 
physical sensors one by one; this will reduce the overall instrumentation cost. 
This thesis considers a model based filter design for vehicle handling dynamics state 
estimation. By the term 'model based filter' here means that the filter is designed based 
on the mathematical model of the vehicle, which is called the basis vehicle model. The 
aim of this research is to design an optimal and robust model based filter to estimate the 
vehicle handling dynamic states, which fulfills the following criteria: 
1. It has the ability to compensate vehicle model uncertainties induced by modelling 
errors and reject other sources of noise (eg mechanical) on the sensors. 
2. It requires a minimum number of sensors and employs relatively cheap, reliable and 
widely used sensors. 
3. The algorithm is not too complicated in the sense that it is feasible to be computed 
using existing digital microcontrollers. 
The research is carried out by both simulation and experiment. Computer simulation is a 
major work in this thesis however, as it is much easier and faster to develop the filter and 
examine its performance under broad conditions by computer simulation than by real 
vehicle experiments. Vehicle model development, filter development and filter 
Introduction 3 
performance and robustness tests are mainly done through simulation using Matlab and 
Simulink. An experimental test is also conducted to verify the simulation results. A 1994 
Ford Mondeo is used as the test vehicle. It is equipped with steer angle, wheel speed, 
accelerometer, and a set of GPS sensors. A series of handling tests were done at Motor 
Industry Research Association (MIRA) proving ground (Warwickshire, UK), and the data 
collected from these tests is used to test the filter off line. Results from both simulation 
and experiment confirm the potential of the filter developed in this work for further 
application in a real-time embedded control system. 
1.2 Basic Principle and Existing Theories on State Estimation 
The principle of a state estimator is best described within a closed loop system 
framework. Fig. 1.1 shows a typical closed loop configuration in the vehicle chassis 
control system employing state feedback control method. In this closed loop system, the 
vehicle receives input commands from the driver and controller, and is influenced by 
external disturbance inputs .!fdi,(t) from road roughness and unevenness, unsteady 
aerodynamics forces and moments, and other external disturbances. The outputs of the 
vehicle are fed back to the driver and the controller, which then constitute a closed loop 
system. 
The vehicle is described as a system comprising steering system, traction and braking 
system and vehicle dynamics system. The driver gives steering, traction and braking 
input commands through steering wheel and accelerator and brake pedals to the vehicle 
system based on the vehicle response received by the driver from the driver senses 
(vision, senso-motorial, etc). The steering system converts steering input command into 
steer angles Q(t) at each steered wheel. The traction and braking system converts the 
accelerator and brake pedal input commands into wheel axle torques r.(t) at each driven 
wheel. These wheel axle torques then drive the wheels resulting in the wheel speed 
.!fh(t). The steer angles and wheel speeds are measured by sensors which are corrupted 
by measurement noises ~8(t) and ~w(t) respectively, and are fed and converted into 
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digital signals by analog to digital (AID) converter with sampling time T, and these 
digital signals are fed into both digital state estimator and controller as input variables. 
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Figure 1.1 : State estimator within a closed loop system 
The output signals x.(t) of the vehicle are measured by sensors corresponding to the 
chosen output variables; these are corrupted by external measurement noise ~o(t). These 
output signals are then converted into digital signals by AID converter and are fed into 
state estimator. The external disturbances :!fib' (t) and system model uncertainties will 
contribute to total process noise :!f(t). The external measurement noise ~o(t) and output 
model uncertainties will contribute to total measurement noise ~(t). The measurement 
noises ~6(t) and ~w(t) which affect input variables will contribute to both w(t) and 
~(t). Further explanations of process and measurement noise are given in Chapter 4. 
As can be seen in Fig. 1.1, the role of the state estimator is essential. It processes the 
input signals g(kT) = [Q(kT) :!fh (kT)f and output measurement signals x.(kT) by some 
state estimation algorithms under the condition that the vehicle is influenced by process 
noise w(t) and measurement noise ~(t), and the result is an estimate of states S'<kT). 
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These estimated states together with input signals !!(kT) are processed by the controller 
by some control algorithms, resulting in control signals !!c (kT) . The control signals are 
then converted into analog signals by digital to analog converter D/ A, and these signals 
are fed into actuators for each particular control objective. For example, control signal 
!!d (t) is fed into steering system to perform lateral/directional control; control signal 
!!c2 (t) is fed into traction and braking system to perform traction control, ABS or direct 
yaw moment control; control signal !!c3 (t) is fed into other actuators such as active 
suspension system to perform ride comfort control. 
There are several methods that can be applied to design a filter for state estimation. Many 
of these have been well established in the literature, and many others are still in the 
development stage and becoming an active research area. There are at least two main 
methods can be used for state estimation: mathematical model based and artificial 
intelligence based methods. Mathematical model based method is used if the 
mathematical model of the plant can be well derived, such that the mathematical model 
can represent the plant dynamics relatively well. Many deterministic and stochastic 
techniques can be used within mathematical model based filters. Conversely, artificial 
intelligence based method is used if the plant model is too difficult to derive, or if the 
resulting model is very complicated and very high order, such that it is difficult to 
implement mathematical model based algorithms [541. Examples of such methods are 
fuzzy logic, neural network and neuro-fuzzy ([441, [54]). 
In this research, the artificial intelligence based method is not chosen. Instead, the 
mathematical model based method is chosen because the effective (intermediate) 
mathematical model of vehicle can be obtained relatively well using existing dynamics 
theories. The term 'effective/intermediate' here means that the vehicle model is not too 
complex in the sense that it still feasible to be computed by existing digital computer, and 
also that this model is still able to represent the actual vehicle dynamics. The main 
challenge of this kind of filter is how to deal with modelling errors that always occurs in 
the modelling process, as shown in Fig. 1.2. 
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The model error .6., represents errors in the derivation of the nominal non-linear vehicle 
model. These errors are induced by many factors, mainly due to model simplification and 
parameter identification errors. Model simplification is needed to reduce the complexity 
of the model as a complex model is undesirable for filter design. The model error .6.2 is 
error induced by the linearisation process when a linear model is desired for linear filter 
design. The model errors.6.) and.6.4 are truncation and round off errors induced by 
discretisation and digitalisation processes ofthe nonlinear and linear models respectively 
when the filter is implemented within a real time embedded digital filter. All these model 
errors present a challenge for the filter design. 
Within deterministic methods, the Luenberger observer might be the most common 
method that has been used. This method has been well established, and can be found in 
many references, see for example in [4] and [63]. It is based on pole placement and the 
assumption that the system is deterministically known and that there is no influence of 
process and measurement noises. The observer gain matrix is chosen in such a way that 
the eigenvalue of the 'closed loop' system matrix of the observer has negative real parts. 
This will guarantee the asymptotic stability of the observer and the asymptotic 
convergence of the estimated states to the true states. However, this method may perform 
poorly if the system is influenced by noises and model uncertainties, and in fact most 
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physical systems, including vehicle systems, are disturbed by noises and model 
uncertainties. Thus, this method will not be considered further in this research. 
Within stochastic methods, the most common that has been widely used for filter design 
is the Kalman filter. It is a stochastic Bayesian filter based on a conditional mean 
principle that takes into account process and measurement noises within its design. This 
method was initially proposed in the work done by Kalman et al in [47]. It has been well 
established, and many references in optimal filtering explain the Kalman filter, see for 
example in [3], [4], [10], [30], [33] and [81]. The Kalman filter relies on Gaussian 
approximation of the conditional probability density function pC:! 11::) that will be used to 
compute the conditional mean !, which is the estimated states, and its corresponding 
error covariance matrix P. By this approximation, the process and measurement noises 
are then assumed to be Gaussian and white noises. This approximation is reasonable as it 
is often relevant to assume that estimation errors are normally distributed. By this 
Gaussian assumption, the computation of the conditional mean and its covariance matrix 
is much simpler, given by linear Kalman filter equations for linear systems and extended 
Kalman filter equations for nonlinear systems (see Appendix A for further detail). This 
Kalman filter method will then be used in this research as the first alternative for vehicle 
handling state estimation. 
There are recent researches within stochastic filtering that aims to find a better algorithm 
than the Kalman filter. Julier and Uhlman [46] found a new transformation method to 
calculate the conditional mean and covariance for nonlinear systems. This transformation 
is called unscented transformation, and leads to the Unscented Kalman Filter (UKF). It is 
still based on Gaussian approximation, but by the use of unscented transformation, the 
conditional mean and its corresponding covariance can be calculated more accurately 
than by the J acobian approximation used in the extended Kalman filter. A more general 
method that does not rely on Gaussian approximation, the so-called particle filter (PF), 
was proposed by a number of researchers, see for example Doucet et al [20] and 
Fearnhead [22]. It is based on a sequential Monte Carlo method, which calculates the 
conditional mean and covariance by the use of sequential Monte Carlo simulation. 
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Combination of UKF and a particle filter was also elaborated by Merwe et aI [59], 
leading to an Unscented Particle Filter (UPp). All UKF, PF and UPF need a huge amount 
of computation effort, although this can be dealt with by parallel processing. The 
computational cost and the improvement gained by these filters needs to be considered 
before applying these filters for vehicle state estimation. These methods will not be 
considered further in this thesis however because of the computational overhead. Instead, 
they are considered as recommendations for further research. 
The other method within mathematical model based filtering is the robust filter, based on 
robust H. theory. Unlike the Kalman filter and other stochastic filtering methods, robust 
filter does not rely on stochastic properties of the system, so it does not face the problem 
of finding a conditional probability density function. Also, the robust filter has an 
analytical way to compensate model uncertainties, unlike the Kalman filter. The Kalman 
filter relies heavily on the nominal model of the plant which causes its performance to be 
deteriorated significantly in the presence of parameter uncertainties. In the robust filter, 
noise and model uncertainties are assumed to lie within a certain H. norm bound, called 
the admissible bound or admissible uncertainties. The robust filter is then designed by 
considering this bounded norm assumption, and the performance of the filter is 
guaranteed as long as the noise and model uncertainties are within the admissible 
bound/uncertainties. 
A number of studies have been done with H. filter theories. For a system without model 
uncertainties, standard H. filtering techniques can be found in many references, see for 
example in [35] for linear systems and in [78] and [96] for nonlinear systems, and 
relevant references therein. In the standard H. filter, the filtering problem is to find a 
filter so that the ratio between the norm of estimation error and external noises is less 
than any prescribed value, usually noted as r. The solution of the H. filtering problem 
is commonly obtained in terms of the solution of a so-called Hamilton-Jacobi equation 
(HJE). This standard H. filter will not be considered further however, as this research 
concerns on system subjected to model uncertainties, which require a robust H. filter. 
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The standard H. filtering techniques are still useful however, as most works in robust 
H. filter are still based on the standard H. filter theories. Indeed, most methods in 
linear and nonlinear robust H. filters are actually only an extension of the standard H. 
filter theory. 
For linear systems with parameter uncertainties, the linear robust H. filtering problem 
has been addressed by many researchers, see for example [16], [83], [91] and relevant 
references therein. In [16], Bolzern et al formulated a robust filter for a linear continuous 
system subjected to time varying norm bounded parameter uncertainties in both state 
derivative and measurement matrices. Bound optimisation technique was employed to 
obtain a robust filter that guarantees that the estimation error covariance will be less than 
a certain bound. Different approaches for similar problems have also been proposed by 
Theodor and Shaked [83] for the linear discrete time case, and Wang et al [91] for both 
continuous and discrete time cases. 
In the nonlinear case, many works have also been done in nonlinear robust H. filter to 
deal with nonlinear systems subjected to parameter uncertainties, and this is still an active 
research area, see for example in [43] and [62] and relevant references therein. Similar to 
the standard nonlinear H. filtering problem, the nonlinear robust H. filtering problem 
is commonly formulated in terms of the solvability of the so-called HamiJton-Jacobi-
Bellman partial differential equation (HJB PDE). James and Savkin [43] addressed the 
problem by formulating the uncertainties as norm bounded uncertainties satisfying an 
integral quadratic constraint (IQC). This IQC description allows for a large class of 
nonlinear dynamic uncertainties. The robust filtering problem is expressed in terms of the 
level sets of the solution of the corresponding HJB PDE. The solution of the HJB PDE 
serves as information state for the robust state estimation problem. 
In this research, both linear and nonlinear robust filters will be addressed as the other 
alternatives for vehicle handling state estimation. In particular, this research will examine 
the linear robust filter in [16] and nonlinear robust filter in [43], as each of this allows a 
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large class of linear and nonlinear dynamic uncertainties respectively. Each of this 
method will be compared with their linear and nonlinear Kalman filter counterparts 
respectively. under similar operating conditions. The comparison results will show the 
benefit of the robust filter over the Kalman filter. 
1.3 Existing Studies on Vehicle Handling Dynamics State Estimation 
A number of studies have been done in model based vehicle handling state estimator 
design. Most of the studies only concern estimation of a subset of vehicle handling states. 
and there are few studies which consider the estimation of all vehicle handling states in 
an integrated way. It is likely that the state estimation design is commonly dedicated only 
for particular subsystem control design. For example in [2]. [28] and [80]. the studies are 
focused on sideslip angle and yaw rate estimation for lateral stability control. In [6]. [88] 
and [97]. the concern is on forward velocity and longitudinal slip estimation for ABS and 
TCS. 
Most of the studies use a simple single track bicycle model as the basis for the filter 
design. under the assumption that the vehicle moves on a flat road at a fixed forward 
velocity and has linear tyre behaviour. see [37]. [40]. [48]. [51]. [80]. [85]. [89] and [90]. 
Various state estimation methods are used within this approach. Huang et aI [40] and 
Kiencke and Daij3 [51] use Luenberger observer in their work. In [40]. the Luenberger 
observer is used to estimate the forward velocity and sideslip angle separately. driven by 
the offset in longitudinal and lateral accelerations from its actual measured values. An 
attempt to estimate forward velocity. sideslip angle and yaw rate simultaneously is made 
in [51] by the use of a nonlinear 'extended' Luenberger observer. by the inclusion of 
forward velocity dynamics within the bicycle model. Both these approaches have 
limitations however. as it has been mentioned previously that Luenberger observer rely 
heavily on a nominal model and the noise free assumption in the process and output 
measurement. thus they can perform poorly under the presence of model uncertainties 
and noises. 
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Still within the bicycle model, flat road, fixed forward speed and linear tyre model 
approach, a Kalman filter was proposed in [80], [89] and [90]. Sinavashankar and U1soy 
[80] use a linear Kalman filter in combination with a kinematic method to estimate the 
yaw rate as an inexpensive alternative to a commercial yaw rate sensor. To increase the 
operating area, they proposed a gain scheduled Kalman filter based on forward speed and 
yaw rate, where the forward speed is used as a scheduled 'parameter' in the system 
matrix and the yaw rate is used as an indicator variable to schedule the gain of noise 
covariance matrices. This method was shown to be able to cope with a broader range of 
operating conditions than a fixed gain Kalman filter. However, this gain-scheduled 
method still has limitations in that there is still a broad area that could not be coped with 
by the filter. In [89], Venhovens and Naab presented the use of a Kalman filter for 
Driver Assistance Systems at BMW cars. Two important activities within Driver 
Assistance Systems were presented: Adaptive Cruise Control (ACC) for assistance in 
longitudinal control and Heading Control (HC) for lane keeping. A linear Kalman filter 
was applied separately to estimate the required states for ACC and HC. Forward speed 
and acceleration and longitudinal and lateral positions of the target with respect to ACC 
vehicle were estimated for ACC based on a simple kinematics model. Sideslip velocity 
and yaw rate were estimated for HC based on a linear bicycle model, and the Kalman 
filter was gain scheduled based on forward velocity. This method still has the 
shortcomings as that of [80] however. Wada et aI [90] used an extended Kalman filter 
(EKF) based on a kinematic model to estimate forward and sideslip velocities and vehicle 
positions within multi sensor system framework, employing Differential Global 
Positioning System (D-GPS), odometri and Inertial Navigation System (INS) sensors. 
However, this method is comparatively less economical than a model based filtering 
method for mass production purpose, as it requires a large number of sensors. Other 
methods using a bicycle model are proposed by Harada and Yoshimoto [37]. They use an 
open loop model and genetic algorithm to perform state space matrix parameter 
adaptation. Also Tseng [85] uses a sliding mode observer; both of these only estimate 
sideslip velocity and yaw rate however. 
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The simple linear bicycle model. flat road. fixed forward speed and linear tyre model 
approaches reviewed above have a number of limitations. Although they offer simplicity 
in the computation (and hence the real time implementation). the operating area of the 
bicycle model is only limited to the linear region (non extreme handling manoeuvres) 
where the roll and pitch body angular movements and corresponding load transfers do not 
significantly affect the handling dynamics. Under extreme handling manoeuvres where 
the tyre characteristic is nonlinear and highly affected by lateral and longitudinal load 
transfers. the bicycle model will no longer be accurate. The nature of the bicycle model 
also limits its use to lateral handling state estimation (sideslip velocity and yaw rate) at 
fixed forward velocity and it cannot be used to estimate the other vehicle handling states. 
The accuracy of the bicycle model is also reduced by the interactions between linear 
(lateral. longitudinal and vertical) and angular (roll. pitch and yaw) dynamics of the 
vehicle. The flat road assumption also limits the ability of this approach to deal with road 
camber and pitch angles. rates and accelerations. 
Many studies have been done to overcome the shortcomings of the approach reviewed 
above with various alternatives. Kaminaga and Naito [48] proposed an adaptive observer 
based on the Lyapunov stability theorem for slip angle estimation based on a bicycle 
model and directly measured lateral acceleration and yaw rate. The linear tyre model is 
still used here. but the tyre cornering stiffness is varied to account for the effect of tyre 
nonlinearity and the variation of friction coefficient between the tyre-road contact patch. 
Similar to [48]. an adaptive observer was also proposed by Best and Gordon [13] by the 
use of an adaptive Kalman filter to estimate sideslip velocity and yaw rate from directly 
measured lateral accelerations. Unlike [48] and [13]. which still use a linear tyre model. 
the use of a nonlinear tyre model was presented [2] and [15]. Abe et al [2] proposed the 
use of a nonlinear tyre model in combination with integration of sideslip velocity state 
derivative to estimate sideslip angle. The interaction effect with longitudinal dynamics 
(under acceleration or braking) is accounted for by estimation of longitudinal tyre forces 
from directly detected longitudinal acceleration. Bolzern et al [15] proposed the use of 
Pacejka' s magic formula tyre model within the bicycle model and then employing an 
adaptive extended Kalman filter to perform state estimation. The magic formula tyre 
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parameters are adapted to account for parameter uncertainties. All methods in [48), [13), 
[2) and [15) are demonstrated to better deal with tyre nonlinearity and friction coefficient 
variation. However, these methods still limit their use to sideslip angle estimation ([48), 
[2]) and sideslip angle/velocity and yaw rate estimation ([13), [15]), and do not account 
for the other vehicle handling states. The flat road assumption is also still used in these 
approaches, which limits their ability to deal with road unevenness inputs. 
Higher order vehicle models are used in [14), [29), [53), [69]. [70) and [98). Best et al 
[14) extends the study in [13] by using a four degrees of freedom (4DOF) two track 
vehicle model with linear tyre model, which accounts for forward velocity, sideslip 
velocity, roll rate and yaw rate. A nonlinear extended adaptive Kalman filter (EAKF) is 
employed in an extended state method that adapts front and rear tyre cornering 
stiffnesses. The effect of correlated errors due to model uncertainties is intensively 
explored here, and is taken into account within noise covariance matrices. The 
simulation result shows the adaptive filter gives significant performance enhancement 
than that of a standard (linear) Kalman filter. However, the EAKF employed here still has 
many shortcomings. Although the adaptation is successful, the use of a linear tyre model 
oversimplifies the nonlinear tyre behaviour. This may degrade the EAKF performance 
under extreme handling manoeuvres. The longitudinal tyre mode also has not been 
included, which may degrade the EAKF performance under combined lateral-
longitudinal slip situation. 
Different approaches that do not rely on a linear tyre model are proposed in [29), [53), 
[69), [70) and [98). Krantz et al [53) use a simple two track vehicle model with directly 
measured tyre forces. A Luenberger observer is applied to estimate sideslip velocity and 
angle and yaw rate. This method uses complicated tyre force sensors to directly measure 
the tyre forces at the tyre contact patch. Another method that does not need direct 
measurement of tyre forces is proposed by Ray [69)-[70). A 9DOF single track bicycle 
model is used in [69), whereas an 8DOF two track vehicle model is used in [70). In both 
[69] and [70), Ray estimates the tyre forces by employing a random walk integration 
model which means it does not need an analytical representation of the tyre model. The 
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tyre force derivatives are simply represented as random white noises, and are then 
augmented within the main vehicle state derivatives. An extended Kalman filter is then 
employed for the augmented system, which then provides both vehicle state and tyre 
force estimation. This method has advantages in that it does not need an analytical tyre 
model. However, the representation of tyre force derivatives as white noise might cause 
large modelling errors. The use of analytical tyre model directly in the observer is 
proposed by Zuurbier et al [98] by employing an exponential tyre model within a two 
track vehicle model which is used for the observer design. An extended Kalman filter is 
again applied to estimate sideslip velocity from directly measured yaw rate by gyro 
sensor. The tyre-road friction coefficient is adapted by a recursive least square algorithm. 
This method is shown to be able to estimate sideslip velocity in various road friction 
conditions. However, it only estimates sideslip velocity and does not cover the other 
vehicle states. The use of a gyro sensor to measure yaw rate is also considered as less 
economical ([80D. A complete 6DOF vehicle handling state estimation is done by 
Fukuba et al in [29] using GPS and angnlar rate sensors and employing a linear Kalman 
filter based on a simple kinematic model. However, this employs expensive sensors and 
is not suitable for mass production embedded control system. Besides, GPS is susceptible 
against environmental barriers such as trees, buildings and bridges, and thus is not really 
reliable for vehicle control which always needs accurate signals in all conditions. 
All papers that have been reviewed previously use the flat road assumption within the 
basis vehicle model and consider road unevenness inputs (camber and pitch angular 
accelerations, rates and angles) as external disturbances. The main reason for this is that 
there is no reliable sensor that can be used to measure the road unevenness directly, 
mostly due to economical reasons. The flat road assumption will limit the ability of the 
filter to deal with road unevenness inputs. A vehicle control system which uses such a 
filter will not be able to account for road unevenness and hence may sacrifice its control 
sensitivity or alternatively turn off the control system entirely under these conditions 
[84]. A state estimator that knows the road unevenness inputs will give more accurate 
estimation. As there are no reliable road input sensors, estimation of road unevenness 
inputs might best solve this problem. 
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Many studies have been done to account for road unevenness by estimating these within 
the filter algorithm. Road bank (camber) angle estimation is the focus in [84] and [36], 
whereas in [27], [28] and [87] the road bank estimation is included as part of a lateral 
state estimation framework. All of these are based on the linear bicycle model and only 
estimate road camber angle. Tseng [84] proposes dynamic estimation of road bank angle 
by the use of a so-called dynamic factor which decouples the information between lateral 
dynamics and road bank disturbances, based on directly measured lateral acceleration and 
yaw rate. The method is later used by Ungtoen et al [87] in their work on lateral velocity 
estimation. Hahn et al [36] proposed the use of a disturbance observer in combination 
with an adaptive gradient law to estimate the road bank angle. The method makes use of 
parameter uncertainties induced by vehicle mass and tyre cornering stiffness variation, 
and 'lumps' these uncertainties within an augmented state-disturbance vector. The 
disturbance observer performs disturbance estimation from the extended state, and the 
road bank angle is estimated from the estimated disturbances by the use of an adaptive 
gradient law with a projection algorithm. Fukada [27]-[28] estimated the road bank angle 
in his work on slip angle estimation. He uses the difference between measured lateral 
acceleration sensor and the lateral acceleration generated by lateral tyre forces in the 
model to estimate the gravitational force induced by road bank angle, and then identify 
the road bank angle. 
Ail the papers on road bank estimation reviewed above only consider the influence of 
road bank angle within lateral handling states, and neglect the other road unevenness 
effects such as road bank angular rate and acceleration and road pitch angle, rate and 
acceleration. Road bank and pitch angular rates and accelerations can have a significant 
effect on transient dynamics. In the longitudinal direction, road pitch angular inputs have 
an effect when the vehicle goes uphill or downhill. Neglecting these remaining road 
unevenness inputs will compromise the estimation result. An attempt to estimate both 
road pitch and camber angles was made by Ryu et al in [72] using a combination of GPS 
and INS sensors and employing a linear Kalman filter based on a simple kinematics 
model. The use of GPS is not desirable for economical and reliability reasons however, as 
has been mentioned previously. 
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So far. all the papers reviewed previously relate to lateral handling state estimation. In 
longitudinal handling state estimation. many studies have also been done. for example in 
[6]. [50]. [61]. [88] and [97]. The major issue in longitudinal state estimation is the 
estimation of wheel slip that is essential for longitudinal control such as ABS and TCS. In 
[50] and [61]. the authors consider tyre-road friction estimation by employing tyre-road 
friction and slip characteristics and a wheel slip model. with the ultimate objective to 
obtain more accurate wheel slip estimation to enhance the ABS control system. Unsal and 
Kachroo [88] consider a nonlinear observer to estimate vehicle forward velocity and 
wheel speed within their work on wheel slip control for ABS. Extended Kalman filter and 
sliding mode observers are considered here. based on simple IDOF longitudinal vehicle 
and IDOF wheel models. Methods to estimate wheel slip based on longitudinal 
acceleration and wheel speed measurements is also cited by Austin and Morrey [6] in 
their review on recent advances in ABS and TCS. A non mathematical based estimation 
is proposed by Zimmer et al [97] by the use of fuzzy logic estimator to estimate forward 
velocity. All works in these papers consider longitudinal state estimation separately from 
the lateral vehicle dynamics. and hence neglect the interaction of the longitudinal states 
with other handling states. 
1.4 Thesis Outline 
Until now. there are few studies on vehicle handling state estimation that consider the 
estimation of all the linear and angular vehicle handling states in an integrated way. while 
at the same time maintaining the use of a minimum. reliable and cheap sensor set. Such 
an integrated state estimation design. that accounts for interactions among vehicle state 
dynamics is essential to obtain more accurate estimation result. Existing integrated state 
estimation studies often use less economical sensors which are not feasible for mass 
produced vehicle control systems. see for example in [29]. [72] and [90]. which use a 
combination of GPS and INS sensors. Although there are recently increasing numbers of 
cheap GPS sensors. this method is still comparatively less economical than a model based 
filtering method that does not need extra GPS sensor and only employs cheap inertial 
accelerometer sensors. 
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The other major issue on model based vehicle handling state estimation is the presence of 
model uncertainty. As explained in section 1.2. model uncertainty is an inherent 
phenomenon within mathematical model based filter design. Uncertainties in vehicle 
mass and inertia. tyre parameters. friction coefficient and centre of gravity position are 
some examples of parameter uncertainties within the vehicle model that contribute to 
model uncertainties. A flat road assumption that simplifies the effect of road unevenness 
inputs also contributes to model uncertainties. Various methods have been proposed to 
deal with parameter uncertainties in the papers reviewed in section 1.3. such as adaptive 
state estimation ([48]. [13]. [14]. [70]. and [98]); however most of these concern only tyre 
parameter and friction coefficient uncertainty compensation and do not account for the 
other parameter uncertainties. 
This thesis contributes to the development of an integrated vehicle handling state 
estimator that is robust against model uncertainties. Nonlinear filtering methods are the 
main proposal in this thesis. as the nature of vehicle handling dynamics is nonlinear. Two 
nonlinear mathematical model based filters are considered and compared: nonlinear 
extended Kalman filter (EKF) and nonlinear robust H ~ filter; the later will be caIled 
nonlinear robust filter (NRF). These are chosen as both have the ability to compensate 
model uncertainties and also reject the disturbance of process and measurement noises. 
Two different ways of dealing with model uncertainties will be investigated. For the 
NRF. a thorough investigation will be carried out as this method has a more analytical 
way to compensate model uncertainties than the EKF. The application of NRF for vehicle 
handling state estimation is still rarely found in the literature. and thus it will become a 
major novelty in this thesis. The filters use sensors that have been widely used in mass 
produced vehicle control systems: steer angle. wheel speed and accelerometer sensors; all 
of these are relatively cheap and reliable for mass produced vehicle instrumentation. 
A nonlinear 6DOF vehicle model is used as the basis for both filters. as this allows 
integrated linear and angular handling state estimation. A nonlinear magic formula tyre 
model that accounts for combined longitudinal-lateral slip is used in the model to give 
more accurate estimation under nonlinear tyre operating region. Furthermore. a more 
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complete parameter adaptation will be perfonned to enhance the filter perfonnance and 
robustness. Not only is friction coefficient adapted, but also are vehicle mass, moments of 
inertia and centre of gravity position adapted. The emphasis is still on friction coefficient 
adaptation however, as this gives major influence on handling dynamics. Finally, a more 
complete road unevenness compensator will be developed. Not only steady state road 
bank angle is accounted for, but also the transient road bank and pitch rate and 
acceleration. An outline of this thesis follows. 
1.4.1 Vehicle Model Development 
As a first step to develop a model based filter, two vehicle models are developed, to act 
as source and basis models. In Chapter 2, a source vehicle model is developed to simulate 
a 'true' vehicle to provide reference state trajectories and source data for parameter 
identification in simulation studies. The source model is modelled as a multibody system 
comprising sprung and unsprung masses interconnected by a suspension system and 
connected to the ground by a tyre that is modelled vertically as a spring-damper system. 
The result is a 14DOF vehicle model with 33 states, simulating both handling and ride 
dynamics. The nominal values of the source model parameters are set as the parameters 
of the real test vehicle (1994 Ford Mondeo) that is used for experiments in this study. 
In Chapter 3, a basis vehicle model is developed, based on a series of simplifications of 
the source model. The main objective in the basis model development is to obtain a 
relatively simple vehicle handling model that is feasible to be used as a filter basis, while 
at the same time maintaining its ability to represent the vehicle handling dynamics. The 
idea to achieve this objective is by removing the non dominant parts of the source model 
that do not significantly affect the handling dynamics. The unsprung masses are lumped 
with the sprung mass, leading to one lumped rigid body system. This simplification will 
reduce the ride dynamics accuracy, but will not significantly affect the handling 
dynamics accuracy. This is because the unsprung mass (wheel hop mode) is a non 
dominant part in handling characteristic. Further simplifications related to tyre model, 
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road inputs, suspension geometry and body Euler angles are also done to further simplify 
the model. 
Three basis vehicle models are developed: a nonlinear basis model with nonlinear magic 
formula tyre model, a nonIinear basis model with linear tyre model and a linear basis 
model. All of these are 6DOF models and have 9 states to be estimated; an additional 6 
tyre force states are employed in the basis model with nonlinear tyre model as a means of 
managing an algebraic loop in the load transfer calculation. The nominal values of the 
basis model parameters are obtained from the source model in two ways: by setting them 
similar to the nominal value from the source model, and by parameter identification using 
simulated data using the source model. 
1.4.2 Filter Design 
The filters are designed systematically from the simplest/non-adaptive flat road filters to 
fully developed filters that employ parameter adaptation and account for all road 
unevenness inputs. By gradually developing the filters, the effect of any additional 
features to the filter such as parameter adaptation can be well examined. Non adaptive 
flat road filters are investigated in Chapter 4 and 5, adaptive flat road filters are 
investigated in Chapter 6 and a fully developed filter is investigated in Chapter 7. 
In Chapter 4, Kalman filter methods are investigated. Three types of Kalman filter are 
considered, each based on the three basis models that have been built in Chapter 3, these 
are: linear KaIman filter (LKF) , extended Kalman filter with linear tyre model (EKF-L) 
and extended KaIman filter with magic formula tyre model (EKF-MF). The model 
uncertainties are compensated by considering these errors as combined process and 
measurement noises, and quantifying them in noise covariance matrices. In particular, the 
effect of correlated errors between system model and output model are investigated, as in 
this system the modelling errors in the system and output models are highly correlated. 
The filters are then tested under various operating condition and parameter variations. 
The simulation results show that the EKF-MF has superior performance over the others. 
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However, many shortcomings are still faced by the EKF, mainly due to time correlation 
ofthe model errors which induces a non ideal (non white) noise condition. 
In Chapter 5, robust filter methods are investigated as an alternative to Kalman filter. 
Both linear and nonlinear robust filters are examined. The linear robust filter investigated 
in this study is based on the work done by Bolzern et. al. in [16]. This chapter reviews the 
application of this linear robust filter method for vehicle handling state estimation as has 
been done in [73]. Results in the linear work show that the linear robust filter 
demonstrates better accuracy than the linear Kalman filter, which motivates further study 
of the nonlinear robust filter. The nonlinear robust filter used in this study is based on the 
work done by James and Savkin [43]. The nonlinear basis model with magic formula tyre 
model is used as the filter basis. The model uncertainty is described as a norm bounded 
uncertainty satisfying an integral quadratic constraint (IQC), which allows a large class of 
nonlinear dynamic uncertainties. The uncertainty model is extracted from the vehicle 
model and is formulated in a standard norm bounded model form. In this case, focus is 
given to friction coefficient uncertainty, to reduce the complexity of the uncertainty 
model. The NRF is tested under the same conditions as that of the Kalman filters in 
Chapter 4. The performance of the NRF is then examined and compared with that of the 
EKF-MF. The simulation result shows that the NRF gives better performance than the 
EKF-MF. 
The works in nonlinear robust filter finish in Chapter 5 however, due to the time 
constraint imposed in doing the research. Further works on improving the NRF 
performance are considered as recommendation for further research. The works in the 
next chapters will then focus on the improvement of the EKF followed by vehicle 
experiment to validate simulation results of the EKF. 
1.4.3 Parameter Adaptation 
To further increase the performance and robustness of the non adaptive EKF, parameter 
adaptation is proposed; Chapter 6 is devoted to this work. Parameter adaptation can be 
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thought as an attempt to shift the nominal model into the 'true' model, or in other words, 
to minimise the model uncertainties. Parameters of the vehicle that often vary in the real 
vehicle are adapted, these are: friction coefficient, vehicle mass and inertia, and centre of 
gravity position. An extended state method is employed to perform this adaptation. The 
parameters to be adapted are augmented within the vehicle state vector, resulting in an 
extended state-parameter vector. The extended Kalman filter algorithm is then applied to 
this extended state system, constituting an Extended Adaptive Kalman Filter (EAKF). 
The parameter adaptation rate is dependent on the corresponding parameter noise 
covariance matrices, whose magnitude are chosen to reflect the possible range of 
parameter variation. The EAKF is then tested under various parameter variations. For the 
sake of comparison, the performance of the EAKF is compared with the non-adaptive 
EKF-MF under similar conditions. As expected, the simulation results show that the 
EAKF gives significant performance enhancement than the EKF-MF. 
1.4.4 Road Unevenness Inclusion 
The flat road assumption used in Chapter 4-6 limits the operating condition of the filter 
within a flat road or a road with relatively small unevenness. If the filter is operated under 
large camber and pitch road inputs, the filter performance will significantly deteriorate. In 
Chapter 7, this problem is dealt with by the inclusion of road unevenness inputs within 
the filter algorithm, resulting in a fully developed filter. The road unevenness inputs are 
estimated by an extended state method, which is similar to the principle of parameter 
adaptation used in Chapter 6. The road unevenness inputs are treated as time varying 
'parameters' and are augmented within the extended state-parameter vector. An extended 
Kalman filter algorithm is applied to this extended state, providing an extended road 
adaptive Kalman filter, denoted by ERAKF. A series of simulation tests is then 
conducted to examine the ERAKF performance under uneven road situation. For the sake 
of comparison, the ERAKF is also compared with the flat road EAKF, with both filters 
tested under similar conditions. Simulation results show that the ERAKF gives significant 
performance enhancement over the EAKF. 
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1.4.5 Experimental Results 
A series of experiments is conducted to verify the results from the simulation studies. All 
of the experimental results and analysis are explained in Chapter 8. A 1994 Ford Mondeo 
24v is chosen as the test vehicle; it is instrumented with steer angle, wheel speed, 
acceleration and a set of OPS sensors. A series of handling tests is conducted at Motor 
Industry Research Association (MIRA) proving ground, Warwickshire, UK. These 
include low and varying friction coefficient detection and road camber and pitch 
----
detection tests. The fully developed ERAKF that has been designed in Chapter 7 is tested 
against the data acquired from the experiment in an off-line environment. The results 
verify that the fully developed ERAKF performs reasonably well in tracking the actual 
state trajectories and has good robustness against friction coefficient variation. 
1.4.6 Summary of Contributions 
The principal contributions of this thesis are summarised as follows: 
• Synthesis of an integrated nonlinear vehicle handling state estimator' based on an 
intermediate 6DOF nonIinear vehicle model by the use of cheap, reliable and widely 
used sensors. 
• Novel application of a nonIinear robust filter based on an integral quadratic constraint 
uncertainty representation for vehicle handling dynamics state estimation. 
• The use of an intermediate nonlinear magic formula (both combined and pure slips) 
within the filter that allows the filter to operate in the nonlinear (saturated) region. 
• Adaptation of influential parameters (friction coefficient, vehicle mass and inertia, and 
CO position). 
• Inclusion and compensation of all road unevenness inputs (road camber and pitch 
angles, rates and accelerations). 
• Experimental verification of the developed integrated vehicle handling state estimator. 
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Chapter 2 
Vehicle Source Model Development 
2.1 Introduction 
This chapter will explain the development of a full vehicle model that will be used as a 
. _. - source model to simulate a 'true'-vehicle for simulation studies, and also as thebasisfoca 
simpler model for filter design. It simulates both handling and ride dynamic effects in the 
vehicle. The source model is implemented using MATLAB and Simulink software. The 
source model proposed here of course is not a true vehicle system, since the actual 
vehicle system consists of very high degrees of freedom and system orders. Some 
software like ADAMS and SIMPAC are often used to build a large degrees of freedom 
vehicle model. However, in this study, these high degrees of freedom software are not 
chosen for simplification purpose; since the filters are developed in MA TLAB/Simulink 
platform, it is easier to use MA TLAB and Simulink to test the filter performance. 
Moreover, MATLAB and Simulink software offers more flexibility in changing the 
model and its parameters mathematically, and this is desirable since most works in this 
study deal with mathematical model manipulation. 
2.2 Vehicle MuItibody Model and Axis System 
The vehicle is modelled as a multibody system consisting of sprung and unsprung masses 
connected by suspension spring and damper, as shown in Fig. 2.1. The sprung mass is an 
aggregation of all masses supported by the suspension such as vehicle body, engine and 
powertrain system, passengers and the suspension mass. The unsprung mass is 
aggregation of masses which is not supported by the suspension, but is supported by the 
tyre, such as: wheels, steering linkage, and some part of drivetrain system. 
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Figure 2.1 : Vehicle multibody system 
The axis system used in the model consists of two axis systems. Both of these use the 
SAE axis system convention, as follows: 
1. Body axis system xyz. 
This axis system is attached to the vehicle body centred at the origin 0, so that it moves 
with the vehicle body in both linear (longitudinal, lateral and vertical) and angular (roll, 
pitch and yaw) movements. The absolute linear and angular velocities of the body axis 
are given by: 
!:o =[u v wf (2.2.1) 
(2.2.2) 
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where ~o is the linear velocity of the origin 0 and Wb is the angular velocity. Note that 
the addition of subscript 'b' in Pb and qb is used to show that the total roll and pitch 
rates of the body axis system are the total of roll and pitch rates contributed by the 
vehicle and those contributed by the road (see Eq. (2.2.13». 
2. Undercarriage axis system Xu Yu Zu 
This -axis- system is centred- at - the- same point as -the- body- axis system,- but-is- not 
completely attached to the body. This axis system performs similar movements as the 
body axis system except that it does not roll and pitch with the body. However, this axis 
system does roll and pitch due to road camber and pitch inputs. It is assumed that the 
vehicle always keeps in contact with the ground. Under this assumption, the roll and pitch 
rotations of the undercarriage axis system are constrained by the road camber and pitch. 
The absolute linear and angular velocities of this axis system are then given by: 
~u = [uu Vu wuf 
{Qu = [Pu qu ruf 
(2.2.3) 
(2.2.4) 
where ~u is the linear velocity of the origin 0 and Wu is the angular velocity, both of 
these are expressed in terms of the undercarriage axis system. 
3. Inertial axis system XYZ 
This is a global axis system fixed to the Earth. This is the absolute reference for both 
undercarriage and body axis systems. 
The vector in one axis system can be expressed in another by Euler transformation. The 
rotation of the undercarriage axis system from the inertial axis system is given by Euler 
angles 'If, (J, and lP" whereas the rotation of the body axis system from the 
undercarriage axis system is given by Euler angles (J and IP. According to ISO standard, 
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the transformation from inertial axis system into undercarriage axis system is conducted 
by three consecutive rotations: 
1. The first is rotation by yaw angle VI about the z axis from inertial coordinates 0 into 
intermediate coordinates 1. This is denoted by transformation matrix r10 ' 
2. The second is rotation by pitch angle e, about the y axis from intermediate 
coordinates 1 into intermediate coordinates 2. This is denoted by transformation 
-__ matrix r21 • 
3. The third is rotation by roll angle rp, about the x axis from intermediate coordinates 2 
into undercarriage coordinates 3. This is denoted by transformation matrix rn' 
The Euler transformation is then given by: 
(2.2.5) 
[
cose, 0 -sine, 1 
r21 = 0 1 0 
sine, 0 cose, 
(2.2.6) 
sinVl o~l 
cos VI 
o 
Similarly, the Euler transformation from undercarriage axis system into body axis system 
is given by: 
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(2.2.7) 
(2.2.8) 
[
COSB 0 -sinB 1 
r43 = 0 1 0 
sinB 0 cosB 
where r 43 is transformation matrix from undercarriage coordinates into intermediate 
coordinates 4, and r,. is transformation matrix from intermediate coordinates 4 into body 
coordinates 5. 
Using transformation (2.2.8), the velocity vector ~u of the undercarriage axis system can 
be expressed in terms of the velocity vector ~o of the body axis system, as follows: 
[
uu] _ [U] [UCOSB+VSin~SinB~WCOS~SinB ] 
Vu =rs~ V = vcos~-wsm~ 
Wu W -usinB+vsin~cosB+wcos~cosB 
(2.2.9) 
The relationship between Wu and the rate of change of Euler angles 'it, 8, and ~, can 
be determined using Eqs. (2.2.5)-(2.2.6), as follows: 
Vehicle Source Model Development 
[;: ] = [f' 1 +r,,[:, 1 + r"r,,[~] = r"[~ 1 
[
I 0 -sine, ] 
r ul = 0 cosl/!, sinl/!,cose, 
o -sinl/!, cos 1/1, cose, 
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(2.2.10) 
l!sing Eq. (2.2.~0), the Euler angle rates can be eXPi"essed interms of undercarriage 
angular rates, as follows: 
[~'l- _l[PU]_[Pu +qu sinl/!, tane~ + ru.cosl/!, tane,] e, - rUD qu - qu cos 1/1, r. Sill I/!, if! ru q u sin I/!J cos e, + r. cos I/!J cos e, (2.2.11) 
Throughout this thesis, the road camber and pitch angles are defined as the Euler angles 
1/1, and e, respectively. Thus, the road camber angle I/!, here is defined as the angle 
between the x-y plane of the undercarriage axis system and that of intermediate axis 2, 
whereas the road pitch angle e, is defined as the angle between the x-y plane of 
intermediate axis 2 and that of intermediate axis 1. The road camber and pitch rates are 
defined as follows: 
(2.2.12) 
where p, and q, are road camber and pitch rates respectively. Thus, p, here is 
determined in terms of intermediate axis 2, whereas q, is determined in terms of 
intermediate axis 1. 
Vehicle Source Model Development 29 
The relationship between the angular velocities of the body axis system with those of 
undercarriage axis system is given by: 
P=~ 
(2.2.13) 
q =Bcos!) 
Pub = P. cosB-r. sinB 
q.b = P. sin!)sinB+q. cos!)+r. sin!)cosB 
where P and q denote roll and pitch rates contributed by the vehicle body respectively, 
and Pub and qub denote roll and pitch rates contributed by road camber and pitch rates 
respectively. Using small angle approximation, the values of Pub' q.b and r. can be 
approximated as follows: 
lqub = q. Pub = P. Tu == r (2.2.14) 
Note that the approximation (2.2.14) is required to reduce the complexity of the vehicle 
model (details are explained in section 2.4). 
From Eq. (2.2.13), the Euler roll and pitch rates ~ and B can be expressed in terms of 
P and q as follows: 
{~=P B = q I cos!) (2.2.15) 
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2.3 Unbalanced Mass and Inertia Condition 
The vehicle is assumed subjected to an unbalanced mass and inertia condition in that the 
centre of gravity position does not coincide with the centre of the axis system O. Instead, 
the CO is a distance from 0 given by a position vector !:.g as can be seen in Fig. 2.1. This 
assumption is made because the source model is needed to simulate the dynamics of the 
vehicle under various mass distribution conditions, due to mass variation of passengers, 
luggage, fuel and other contents of the car. The choice of not using centre of gravity as 
the centre of axis system is also made because in reality it is difficult to measure the exact 
position of the centre of gravity. Therefore, it is better to choose an arbitrary point in the 
vehicle that is approximately close to the centre of gravity, and set this point as the centre 
of the axis system. The centre of gravity position !:.g can then be seen as an uncertain 
variable to simulate the dynamics of the vehicle under various masses and corresponding 
centre of mass positions. All these assumptions are used to test the filter performance 
under various mass related parameters in the next chapters. 
To simulate this unbalanced mass and inertia condition, the vehicle sprung mass is 
modelled as a group of rigid bodies comprising one lumped car sprung mass Mc and 
four lumped passenger masses mpl Ci = 1 - 4), with each position as shown in Fig. 2.2. 
I------'~x 
y 
z 
Figure 2.2 : Lumped car and passenger mass position 
Vehicle Source Model Development 31 
The positions of car and passenger centre of gravity relative to point 0 are given by: 
f, = [x, 0 of 
fp, = [xp, Yp' zpif ; i = 1 .... ,4 
The matrix of inertia of the car is given by: 
[
/=., 0 -1= .• ] 
1,= 0 Iwc .• 0 
-1= .• 0 I,,,, 
(2.3.1) 
(2.3.2) 
(2.3.3) 
where all moments and products of inertia are expressed for car sprung mass only except 
for yaw moment of inertia where I", is the total car yaw moment of inertia including the 
contribution of unsprung masses. This exception is made as in the yaw direction. both 
sprung and unsprung masses rotate together whereas in pitch and roll directions only 
sprung mass is rotating. It is assumed that the car is symmetric about X-Z plane. therefore 
the product of inertia I xy<.' and I y".' are set to zero. The matrix of inertia of the whole 
system about point 0 is then given by: 
where 
4 
I"" = Lmp, (Y;, + z;,> 
;=1 
4 
Iyyp = L mpi (x;, + z;,) 
i=1 
4 
I up = Lmp,(x;, + Y;'> 
1=1 
4 
Iqp = Lmpixp,YP' 
1=1 
4 
Ixzp = LmpjXpjZPI 
1:1 
4 
I ytp = LmpiYp,ZP' 
i:l 
(2.3.4) 
(2.3.5) 
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The position of the centre of gravity of the system is then given by: 
where M, is the total sprung mass, given by: 
4 
M,=Mc+ Lmpi 
;=1 
32 
(2.3.6) 
(2.3.7) 
The variation of mass distribution and its corresponding matrix of inertia and centre of 
gravity position then can be performed by tuning of parameters mpi and rpi' The total 
mass of the vehicle is then given by: 
4 
M=M,+LMui 
;::1 
2.4 Kinematics and Dynamics Derivation 
(2.3.8) 
The kinematics and dynamics derivations of the vehicle model are performed in terms of 
the body axis system. The advantage of using this axis system is that the inertia properties 
(moments and products of inertia) of the sprung mass relative with the axis system will 
always be constant. It is different if a non attached axis system is used, for example, the 
axis system used in [60, pp 114-116], which uses an axis system originated at the 
intersection between the roll and z axis and does not roll and pitch with the sprung mass; 
this causes the inertia properties to vary relative to the axis system and results in a more 
complex system of equations. 
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The acceleration at the origin 0 is given by the following kinematics: 
(2.4.1) 
where (d~o) is the rate of change of velocity with respect to time in terms of the body 
dt XY' 
axis system, given by: 
(d~o) [ .. 'jT - = U vw 
dt "'" 
(2.4.2) 
Substituting Eqs. (2.2.1), (2.2.2), (2.2.13), (2.2.14) and (2.4.2) into Eq. (2.4.1) results in 
the following expression: 
[
aox] [u+(q+qu)W-rv 1 
f!o = aoy = v+ru-(p+ Pu)W 
ao, w+(p+ Pu)v-(q+qu)u 
(2.4.3) 
The acceleration at the centre of gravity is given by the following kinematics: 
(2.4.4) 
Substituting Eqs. (2.2.2), (2.3.6) and (2.4.3) into Eq. (2.4.4) results in the following 
expression: 
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ag• u+(q+q.)w-rv+(q+q.)Zg -ryg -r(rxg -(p+ P.)Zg) 
+ (q + q.)«p + P.)Yg - (q + q.)Xg) 
v + ru - (p + P.)w+ rXg - (p + P.)Zg + r«q + q.)Zg - ryg) 
-(p+ P.)«P+ P.)Yg -(q+q.)xg) 
ag, w+(p+ P.)v-(q+q.)u+(p+ P.)Yg -(q+q.)xg 
+(p+ p.)(rxg -(p+ P.)Zg)-(q+q.)«q+q.)Zg -ryg) 
The angular momentum about point 0 is given by: 
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(2.4.5) 
(2.4.6) 
The rate of change of this angular momentum with respect to time is expressed by the 
following kinematic relationship: 
(2.4.7) 
where (d R 0) is the rate of change of angular momentum with respect to time in body 
dt Xl" 
coordinate frame, given by: 
( dR o ) =1 dJ dt o-b 
XY' 
(2.4.8) 
Substituting Eqs. (2.2.2), (2.3.6), (2.4.3), (2.4.6) and (2.4.8) into Eq. (2.4.7) results in the 
following expression: 
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iI = 
-. 
Hox IxxCiH Pu)-I xy(q+qu)-I,,/-r(lyy(q+qu)-Ixy(p+ pu)-Iy,r) 
iI.y 
= 
HOT. 
+(q+qu)(l",r-I,,(p+ Pu) -Iy,(q+qu)) 
+M,y/w+(p+ Pu)v-(q+qu)u)-M,z.(v+ru-(p+ Pu)w) 
Iyy(q + qJ-Ixy(p + pu)-IY1.r+r(l xx(P+ pJ-Ixy(q+qu)-I",r) 
-(p+ pu)(l",r-I",(p+ Pu)-Iy,(q+qJ) 
+ M,Zg(u +(q+q.)w-rv)-M,xg(w+(p+ Pu)v-(q+qu)u) 
-I",(p+ pJ+ I",r+(p+ p.)(lyy(q+qu)-Ixy(p+ pu)-Iy,r) 
-Iy/q+qu)-(q+qu)(lxx(P+ Pu)-Ixy(q+qu)-I "r) 
+ M,x.(v+ru-(p+ Pu)w)-M,yg(u+(q+qu)w-rv) 
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(2.4.9) 
Using Eq. (2.2.11), definition (2.2.12) and approximation (2.2.14), the terms Pu and qu 
can be expressed as follows: 
IPu = p, -(qusin~, +rcos~,)tanO, qu =_I_(q, + rsin~,) cos~, 
Differentiating Pu and qu in Eq. (2.4.10) against time results in: 
Pu = p" + p" 
P., = k/ ; k, = (-cos~, -sin~, tan~,)tanO, 
p" = p, -q" sin~, tan 0, - qu {p, cos~, tan 0, + q, sin ~,(I + tan 20,)) 
- r{- p, sin~, tan 0, + q, cos~, {I + tan 2 OJ 
q., = ftan~, 
. _q,cos~,+q,p,sin~, (I 2,.) q" - 2 + rp, + tan '1', 
cos ~, 
(2.4.10) 
(2.4.11) 
(2.4.12) 
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Note that in both Eqs. (2.4.11) and (2.4.12), the terms P. and q. are divided into the 
terms which contain r (denoted by Av and q.v) and the terms which do not contain r 
(denoted by P., and q.,). This separation is needed in the formulation of the equations of 
motion, where the terms which contains r need to be extracted as an explicit formula as 
part of vehicle state derivative vector. 
The equation of motion of the vehicle can then be formulated using the following 
Newton-Euler equations: 
"f.Mo =Ho 
(2.4.13) 
(2.4.14) 
Substituting Eq. (2.4.5) into Eq. (2.4.13) and Eq. (2.4.9) into Eq. (2.4.14) and take the 
explicit expression for the state derivative results in the following ordinary differential 
equation: 
u 1; I. 
V I, Iv 
IV 13 Iw 
= =r (2.4.15) p I. Ip 
q Is Iq 
r 16 I, 
where 
Vehicle Source Model Development 
f. =11 M2:Fx -(q+ qJw+ rv-q"z. + r(rx. - (p + P.)z.) 
-(q+q.)((p+ Pu)Y, -(q+qu)x.) 
f, = 1IM 2: F, -ru+(p+ Pu)w+ p"z. -r((q + q.)z. -'1.) 
+ (p + P.)((p + P.)Y. - (q + q.)x.) 
fw = 11 M,2:F, -(p+ p.)v+ (q+ qJu- P"Y. + q"x, 
-(p+ p.)(rx. -(p+ P.)Z,)+(q + q.)((q + q.)z. -'1.) 
fp = 2: Mx -Ixxp" + I,A" + r(Iyy(q+q.)-Ixy(p + pJ -I"r) 
- (q + q.)(I"r - I .,(p + P.) - Iy,(q + q.)) 
-M,Y.c(p+ P.)v-(q+ q.)u) + M,z.(ru - (p + P.)w) 
fq = 2:M y - I yyq., + I xyP., - r(I xx(p + P.) - I xy(q+ q.) - I.,r) 
+ (p + p.)(I"r - r,,(p + P.) - Iy,(q + q.)) 
-M,z,((q+ q.)w-rv) + M,x.c(p + P.)v- (q+ q.)u) 
f, = 2: M, +I .,,P., + I "q., - (p + P.)(Iyy(q + q.) - I xy(p + P.) - I"r) 
+ (q + qJ(I",(p + P.) - I xy(q + qJ - I"r) 
-M,x.(ru - (p + P.)w) + M,y.c(q +q.)w-rv) 
and r is a transformation matrix as follows: 
1 0 0 0 Zg (z. tan~, - Y.) 
0 1 0 -z, 0 (x, - zi,) 
0 0 1 Y, -xg (y,k, -x. tan~J r= (I",k, - Ixy tan~, -I.,) 0 -M,z. M,Y. I,. - Ixy 
M,z, 0 -M,x, -Ixy Iyy (I yy tan~, - I xyk, - Iy,) 
-M,y, M,x, 0 -I -I 
xt " 
(I" - I .,k, - Iy, tan~,) 
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-I 
(2.4.16) 
Note that in u and v equations the total mass M is used instead of sprung mass M •. 
This is to account for the contribution of unsprung mass acceleration in longitudinal and 
lateral directions. In this case, it is assumed that the unsprung mass is lumped within the 
sprung mass so that it accelerates at the same accelerations as those of the sprung mass in 
x and y directions, neglecting the difference caused by sprung roll and pitch motions. 
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2.5 Force and Moment Analysis 
The vehicle is subject to forces which are summarised in Figs. 2.3 and 2.4. The forces 
and moments acting on the vehicle body consist of as follows: 
• Tyre forces at each tyre contact patch, which consist of longitudinal tyre forces 
(Fxl - Fx4 ) and lateral tyre forces (FY1 - FY4 ). Details of these forces are explained in 
section 2.5.1. 
• Rolling resistance forces at each tyre contact patches (F,I - F,4)' Details of these 
forces are explained in section 2.5.2. 
• Suspension spring and damper forces (F.I - F.4) act at each ball joint between 
suspension and vehicle body. Details of these forces are explained in section 2.5.3. 
• Suspension link jacking forces (Fjl - Fj4 ) at each tyre contact patch. Details of these 
forces are explained in section 2.5.3. 
• Gravitational forces due to combination of body roll and pitch movement and road 
camber and pitch angles. 
• Aerodynamic force F.,ro and moment M .,ro' Details of these forces and moments 
are explained in section 2.5.4. 
• Stabiliser moment M "ab generated by anti roll bar at front and rear axle. Details are 
explained in section 2.5.5. 
Figure 2.3: Forces acting onto the vehicle 
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x 
Figure 2.4: Plan view of tyre and rolling resistance forces at tyre contact patch 
As shown in Fig. 2.3, due to the road pitch and camber inclination, as the gravitational 
force maintains its direction toward the earth centre, there are lateral and longitudinal 
components of the gravitational force within the vehicle axis system. In terms of the 
undercarriage axis system, this gravitational force can be formulated using Euler 
transformation f 30 , given by: 
(2.5.1) 
where F gu is the gravitational force in terms of the undercarriage coordinate system. In 
the body axis system, this gravitational force is given by: 
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The longitudinal and lateral components Fgxb and F gyb will be included in the 
longitudinal and lateral dynamics equation of the vehicle, whereas the vertical component 
FgW will not be included within vertical dynamics equation of the vehicle. This is 
because the vertical dynamics equation is based on the equilibrium vertical position of 
the vehicle body. Thus, the change in FgW will not affect the vertical dynamics, as it only 
changes the suspension 'static' deflection into a new equilibrium position. However, the 
vertical component FgW will indeed affect the 'static' vertical load at each tyre contact 
patch (see Eq. (2.5.50». 
Fig. 2.4 shows the plan view of tyre and rolling resistance forces acting on the wheel 
contact patches. Due to the steer angle 8, the total x and y force components at the front 
wheel contact patch are computed as: 
(2.5.3) 
The total forces and moments applied to the body must be formulated in terms of the 
body axis system. All forces and corresponding moments which exist within the 
undercarriage axis system must be transformed into the body axis system. These are 
given by: 
(2.5.4) 
where L: F uc is the sum of forces formulated within the undercarriage axis system. 
Gravitational and aerodynamic drag forces [FgXb FgYb Or and F .u. are defined within 
the body axis system and thus do not need to be transformed. Forces which exist within 
the undercarriage axis system are tyre forces, rolling resistance forces, suspension spring-
damper forces and jacking forces. These are given by: 
Vehicle Source Model Development 41 
2 • 
LF:'+ IFxj 
J=l }=3 
2 • 
LF .. = LF;I + IFy} (2.5.5) 
1=1 J=3 
• 
I(F,,+Fj,) 
1=1 
Note here that the rolling resistance forces F,l - F,. are not included within the total 
force equations (2.5.4)-(2.5.5), as these have been taken into account within wheel 
dynamics equation. See further details in section 2.5.1 on wheel rotational dynamics 
section (Eq. 2.5.21). The total moment about point 0 is given by: 
• 
LM 0 = I<MtI +M ,.,1 + M zl)+ M aen) +M "ab + M g (2.5.6) 
1=1 
where M tI is the moment induced by all forces at the tyre contact patch, M ,." is the 
moment induced by suspension forces and M g is the moment induced by gravitational 
force. Moments induced by tyre contact patch forces are given by: 
(2.5.7) 
where F tI is the force vector at the tyre contact patch and !:.W/ is the position vector of the 
tyre contact patch relative to point O. These are given by: 
Ftl = [F:l F;l Fjll' 
Ft2 = [F:2 F;2 F}2l' 
Ft3 = [Fx3 Fy3 Fj3l' 
Ft. = [Fx' Fy. Fj.l' 
(2.5.8) 
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!:wl = [b -0.5t, h- zJ 
!:w2 = [b 0.5t, h- zJ 
!:w3=[-C -0.5t, h-zuf 
!:w4 = [-C 0.5t, h - zuf 
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(2.5.9) 
where band c are the distance of front and rear axles from point 0, t, and t, are front 
and rear tracks, h is the height of point 0 above the ground and Zu is the vertical 
displacement of vehicle body from its equilibrium position within the undercarriage axis 
system, whose kinematics is given by: 
tu =wu =-usinB+vsin9lcosB+wcos9lcosB (2.5.10) 
Moments induced by suspension forces are given by: 
(2.5.11) 
where !:,/ is the position vector of the sprung mass suspension joint relative to point 0 in 
terms of body axis system, given by: 
!:d = [b -O.5s, d"f 
!:,2 = [b 0.5s, d,J 
!:,3 = [-c -O.5s, d"f 
!:,4 = [-c O.5s, d"f 
(2.5.12) 
where s, and s, are front and rear suspension spaces, and d" and d" are the vertical 
distance of front and rear suspension joints to x-y plane. The moment induced by 
gravitational forces is given by: 
(2.5.13) 
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2.5.1 Tyre Forces 
The tyre forces generated between the tyre and road surface consist of four longitudinal 
tyre forces and four lateral tyre forces at front and rear wheels respectively. Fig. 2.4 
shows the vehicle plan view and axis system that describes in detail all longitudinal and 
lateral tyre forces generated under FWD and FWS. In this study, an empirical tyre model 
will be used, by employing the so-called 'Magic Formula' tyre model. There have been 
numerous studies on the magic formula tyre model, see for example in [7], [65] and [66]. 
However, these tyre models are considered to be too complicated and are not suitable for 
filter design; they need large numbers of parameters, for example up to 23 parameters in 
[7] and up to 67 parameters in [65] and [66]. The load dependence formulation in these 
tyre models is also complicated, which results in a complicated Iacobian derivation; this 
is not desirable for the filter design. For this reason, the magic formula used in this study 
is the one used in [60]. This model requires only five main parameters. The load 
dependence formulation is also not too complicated, formulated in terms of normalised 
tyre force. This gives an 'intermediate' tyre model, in the sense that it is not as simple as 
a linear tyre model and not too complicated as the magic formula in [7], [65] and [66]. 
Lateral tyre forces are mainly a function of sideslip angle at each tyre contact patch, 
whereas longitudinal tyre forces are mainly function of slip ratio between wheel speed 
and forward speed at each driven wheels. Some secondary effects such as camber angle, 
roll steer and compliance steer are neglected for simplification, and are considered as 
model uncertainties in filter design in the next chapters. To calculate sideslip angle and 
slip ratio at each wheel contact patch, first consider velocity vectors at each wheel contact 
patch in terms of the undercarriage axis system, as follows: 
(2.5.14) 
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(2.5.15) 
(2.5.16) 
(2.5.17) 
As the sideslip angle is determined as the angle between the velocity vector and direction 
of heading of each wheel, it will be easier to use the velocity vector in terms of the wheel 
coordinate system rather than in terms of the undercarriage coordinate representation to 
determine the sideslip angle. At the front wheels there is a steering input, so the velocity 
vector must be transformed from undercarriage coordinate system into the wheel 
coordinate system to obtain the velocity vector. Referring to Fig. 2.4, this transformation 
is given by: 
(2.5.18) 
where u:" and v:" denote the longitudinal and lateral velocity components at front wheel 
contact patch in terms of the wheel coordinate system. For the rear wheels, there is no 
need to make a coordinate transformation, as there is no steering input. The sideslip 
angles at each wheel contact patch are then given by: 
a, = arctan( lu:J) 
aJ = arctan( lu:1 J 
; i = 1,2 ; j = 3,4 (2.5.19) 
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Note that the absolute value of the longitudinal velocity components u:'" and Uwj are used 
here because the direction of lateral tyre forces is only determined as the opposite of the 
lateral velocity component direction, whatever the direction of the longitudinal 
component. This absolute value will ensure that Eq. (2.5.19) holds for both forward and 
reverse longitudinal velocity directions. The longitudinal slip ratio at both front wheels is 
formulated using the SAE definition of slip ratio, given by: 
; i = 1,2 ; j = 3,4 (2.5.20) 
where whi is the front wheel speed. Again, the absolute value of u:'" is used here to 
ensure that Eq. (2.5.20) holds for both forward and reverse longitudinal speed. To avoid 
singularity, the values of u:, and Uwj are replaced by any arbitrary small positive number 
when these are equal to zero. The wheel speed dynamics is obtained by applying Euler 
equation at the wheel system, resulting in: 
(T,-(Fx' + Frl)Rw)Rw 
lyyw 
- (Fxj + F<j)R; 
lyyw 
; i = 1,2 ; j = 3,4 (2.5.21) 
where Ti is the torque input at the wheel axle, I yyw is the moment of inertia of the wheel 
about its y-axis, and Rw is the rolling radius of the wheel. As has been mentioned 
previously, the rolling resistance force is taken into account within wheel rotational 
dynamics equation (2.5.21) in the inclusion of rolling resistance moment ( - FriRw). This 
rolling resistance moment provides a negative moment whose direction always opposes 
the wheel rotation. The rolling resistance moment is an internal mechanism within the 
wheel dynamics that affects the longitudinal tyre force, as it influences the longitudinal 
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slip ratio. Thus, the rolling resistance forces do not need to be included within total 
resultant longitudinal forces acting on the vehicle body, as they have been accounted for 
inclusively within longitudinal tyre force calculation. 
At each tyre, both lateral slip angle due to turning and longitudinal slip ratio due to 
traction, braking and rolling resistance affect the tyre. Therefore, the longitudinal and 
lateral tyre forces generated at each tyre contact patch should be formulated in terms of 
combination between lateral slip angle and longitudinal slip ratio. A combined slip magic 
formula tyre model is employed to calculate these forces. Consider a combined 
normalised slip variable expressed as follows: 
(2.5.22) 
where a, is normalised slip angle and Sri is normalised slip ratio, expressed as follows: 
Ca tan a, 
PyZ, 
;i=I-4 
- K S Sri =-L!!... ; i = 1-4 
PxZ, 
(2.5.23) 
(2.5.24) 
where Ca is the cornering stiffness at zero sideslip angle, Kx is the longitudinal stiffness 
at zero slip ratio, P
x 
is the longitudinal friction coefficient, f.ly is the lateral friction 
coefficient and Z, is the vertical load. Define normalised longitudinal tyre force F"" 
normalised lateral tyre force FYI and normalised resultant force R" as follows: 
- F F.=-"'- ·i=I-4 
XI Z' Px , 
(2.5.25) 
_ F, 
F=-y-·i=I-4 
y' Z' Py , 
(2.5.26) 
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(2.5.27) 
From many studies, R, is found to be a function of k" independent of load [60]. A 
combined slip tyre magic formula is then used to formulate R, in terms of k" as follows: 
R,(k) = Dsin(Carctan(B(1-E)k, + Earctan(Bk»)) ; i = 1,2 (2.5.28) 
where B is stiffness factor, C is curvature factor, D is peak factor and E is shape 
factor. The longitudinal and lateral tyre forces are then obtained by the following 
equations: 
F", ~ S;' + 17,2 tan 2 a, ;i=I-4 (2.5.29) 
F - ..:Jl7=,~,Z;;:';,;R,~17,:,;' t;;;an;;;a;,;.~. ; i = 1 - 4 
yl /2 2 2 VS" +17, tan a, 
(2.5.30) 
where 11, is a multiplier factor to adjust both Eqs. (2.5.29) and (2.5.30) so that these hold 
for both small and large slip angle and slip ratio, given by: 
1
0.5(1 + 110) - 0.5(1-17o)cosis.. for Iktl:s; 2" 
11,(k) = 2 
1 for Iktl > 27r 
;i=I-4 (2.5.31) 
(2.5.32) 
The tyre forces are not actually generated instantaneously when longitudinal slip ratio 
and lateral slip angle are generated. Instead, there is a smalllag from slip generation until 
the tyre force generation. This lag is modelled by the following first order differential 
equation: 
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ix/ =_1 (F; -F . ,) 
Td 
iy, = _1_ (Fy~ - Fy, ) 
Td 
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i = 1-4 (2.5.33) 
where Td is the relaxation time which corresponds to the relaxation length of the tyre 
[65]; F; and F;' are the unlagged tyre forces obtained by the calculation given by Eqs. 
(2.5.29)-(2.5.30); Fx, and Fy, are the lagged tyre forces. 
Cornering stiffness. longitudinal stiffness and lateral and longitudinal friction coefficients 
are dependent on load. In this study. the load dependence of these parameters is adopted 
from the study done by Bakker et al [71. given by: 
f.lx/ = f.l(a.Z/ +as) ; i=I-4 
(2.5.34) 
(2.5.35) 
(2.5.36) 
(2.5.37) 
where a. - as and bl - bs are constant parameters obtained from identification. and f.l is 
the friction coefficient factor. 
2.5.2 Rolling Resistance Forces 
RoIling resistance force is an equivalent force that represents the rolling resistant moment 
which opposes the longitudinal motion of a free rolling wheel. This exists as a result of 
energy loss due to deformation of the tread rubber at the tyre contact patch. A free rolling 
wheel is defined as a wheel that moves with all applied moments about its spin axis as 
zero. The mechanism of rolling resistance generation is illustrated in Fig. 2.5. The 
vertical load Z/ is the resultant of distributed forces over the compressed area. It does not 
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exactly pass through the centre of the tyre footprint as the wheel rolls forward. Instead, it 
passes in front of the centre of the footprint by a distance d . This will generate a rolling 
resistance moment M r that opposes the rolling direction. 
0 ___ ._. 
o 
F 
d 
Zi 
z 
Figure 2.5 : Rolling resistance force 
For zero moment about spin axis 0, there exists an equivalent rolling resistance force Fri 
that satisfies the following expression: 
(2.5.38) 
where R"" is the rolling radius. The magnitude of the rolling resistance force depends on 
the road surface characteristic and, to a great extent, it increases with the wheel forward 
speed. Thus, it is desirable to fonnulate the rolling resistance force in tenns of road 
surface characteristic and wheel forward speed. The following approximation can be used 
to give this relation [32]: 
(2.5.39) 
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where Ad is a constant which describes the characteristic of the road surface and Bd is a 
constant to account for the effect of wheel forward speed. For the sake of simplification, 
in this study, Bd will be set to zero. Table 2.1 shows many typical values of Ad for 
different type of road surface [32]. 
Table 2.1 : Rolling resistance coefficient Ad 
Surface 
Vehicle Type Concrete Medium Hard Sand 
Passenger Car 0.015 0.080 0.300 
Heavy Trucks 0.012 0.060 0.250 
Tractors 0.020 0.040 0.200 
2.5.3 Vertical Forces and Load Transfer 
The vertical forces acting on the vehicle body are explained by the ride dynamics of the 
vehicle. Fig. 2.6 shows a quarter vehicle model which describes the ride dynamics of 
each corner of the vehicle. 
F" r------.. ------ '-----.M_'_i -t-
w
-" -,-----' ------............ - .. + w ,., 
K " B " 
M., 
F" r .. --.. ----.. ---
w .. 
----.. --.......... -1 
.. V"l 
K" B" 
-.. - .......................... ---.. / .. -~-..--~ ..-:::: .. -::= .. -= .. -"' .... ::::-----.. --........ ----+ v" 
z, 
Figure 2.6 : Quarter vehicle model at each vehicle corner 
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The vertical velocity of the sprung mass is obtained from the kinematic relationship of 
the velocity at each suspension-body joint. The velocity of the suspension-body joint 
relative to the equilibrium position of the undercarriage axis system is given by: 
(2.5.40) 
where r" is given by Eq. (2.5.12) and w. is given by Eq. (2.5.10). Taking only the 
vertical component of this velocity results in the vertical velocities of each sprung mass 
as follows: 
W"l = w. - qd" sinB- pd" sini)cosB - (ps, 12 + qb)cosi)cosB 
W,,2 = W. - qd" sinB - pd" sini)cosB + (ps, 12- qb)cosi)cosB 
W,,3 = w. -qd"sinB- pd"sini)cosB-(psJ2-qc)cosi)cosB 
W,,4 = W. - qd"sinB- pd" sin i)cosB + (psJ2+ qc)cosi)cosB 
The kinematic state relationships are given by: 
Xs1 = vu1 -wsui ; i = 1, ... ,4 
Xtl = vrl -vu1 ; i = 1,0 .. ,4 
(2.5.41) 
(2.5.42) 
(2.5.43) 
where X" is suspension deflection, Xli is tyre deflection, v., is unsprung mass vertical 
velocity and vrl is road disturbance velocity. The road disturbance velocity vrl is 
simulated by the use of a road roughness model. One such model that has been widely 
used is a model suggested by Robson [71]. In this model, the vertical displacement of the 
road is modelled as a white noise process, shaped according to a frequency domain 
model. The power spectral density, S" of the road surface is given by the following 
single profile spectral property: 
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(2.5.44) 
where k is the road roughness factor, u is the vehicle forward velocity in rn/s, w is a 
constant to provide an adequate model in the frequency range of interest and f is the 
frequency in Hz. In this case, it is assumed that the road is isotropic, which means that all 
profiles of the road irrespective of orientation and location have the same spectral 
properties. It is also assumed that the road profiles of left and right wheels are 
independent of each other so that their cross correlation is zero; this implies that the dual 
profile excitations at left and right wheels can be represented as two single profile 
excitations, each of which satisfies Eq. (2.5.44). To give reasonable spectra, the constant 
w is empirically set to w = 2.5, whereas k is dependent on the road type as follows: 
3xlO-8 ~ k ~ 5xlO-7 for motorway, 3xlO-8 ~ k ~ 8x10-6 for principal road and 
5xlO-7 ~ k ~ 3xlO-5 for minor road. 
The road disturbance signal is propagated from the front wheel to the rear wheel 
according to the following relationship: 
(2.5.45) 
where Id is the delay time of the road disturbance propagation, given by: 
(2.5.46) 
where L is the wheelbase and u is the forward velocity. 
The dynamic relationship of the un sprung mass system is formulated by considering 
suspension spring and damper forces and tyre spring and damper forces as follows: 
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(2.5.47) 
(2.5.48) 
Using Newton's second law the unsprung mass dynamic state relationship is given by: 
Vu, = (F,. -F,)lmu. ; i = 1 ..... 4 (2.5.49) 
In this case. it will be assumed that mul = mu2 = mu, and mu3 = mu' = mu, . The static load 
induced by the sprung mass is obtained by taking a balanced torque of the whole sprung 
mass system at static condition. resulting in the following equation: 
w =~((!L_ )(Fgzu(C + Xgu»)J 
d t 2 Ygu L , 
W =~((t, + )(Fgzu(C+Xgu»)J 
,2 t 2 Y,u L , 
w =.!.((~_ )(Fgzu(b-Xgu»)J 
,3 t 2 Ygu L 
, 
(2.5.50) 
w =.!.((~+ )(Fgzu(b-Xgu»)J 
,. t 2 YgU L 
, 
where FgZU is given by Eq. (2.5.1). Xgu and Y,u are the centre of gravity position in terms 
of undercarriage coordinate system. given by: 
_[X,u]_ -I _[xgCOSB+ygSin9SinB~zgCOS9SinB] 
r gu - Ygu -rS3rg - YgCOS9-ZgS1f19 
Zgu -Xg sinB+ Yg sin9cosB+ Zg cos9cosB 
(2.5.51) 
Due to suspension geometry. while the suspension performs expansion or contraction. the 
wheel contact patch will undertake a small displacement in lateral and longitudinal 
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directions. Fig. 2.7 shows how the wheel moves in x, y and z direction while the 
suspension deflects in vertical direction. 
_.!:~: __ ~.1 Oz, 
Z'I 
~ f7 
0)1/ &/ 
Figure 2.7 : Suspension geometry effect to wheel movement 
This displacement will generate jacking and diving forces caused by the suspension links, 
whose direction depends on the suspension geometry. Fig. 2.8 shows typical jacking 
force direction for the MacPherson-Strut independent suspension, used in this study. As 
shown in Fig. 2.8, in the roll direction, the jacking and diving forces will induce a roll 
moment which opposes the roll moment caused by lateral tyre forces, and hence reduce 
the body roll. A similar phenomenon also occurs in the pitch direction, where the jacking 
and diving forces will induce a pitch moment which opposes the pitch moment induced 
by longitudinal tyre forces, hence reducing the body pitch. Commonly, these phenomena 
are explained by the notion of roll centre and anti dive-anti lift characteristic of the 
suspension. However, the roll centre method has a shortcoming in that the suspension roll 
centre actually varies under dynamic conditions so that there is no fixed roll centre for the 
vehicle. Similarly, there is no fixed pitch centre induced by anti dive-anti lift 
characteristic of the suspension, as this will also change under dynamic conditions. To 
overcome this problem, the effect of suspension geometry will be calculated by the 
notion of the virtual work principle. This virtual work concept is used to calculate the 
jacking and diving forces at each wheel contact patch. The virtual work concept used 
here is similar to that used in [56]. 
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Figure 2.8 : Jacking force direction for MacPherson-Strut suspension 
Considering now small displacements &" bY, and &, of the tyre contact patch, the 
virtual work ow, done by all forces at tyre contact patch at equilibrium condition is equal 
to zero, given by: 
(2.5.52) 
Applying this equation to each tyre contact patch results in: 
K"abltP 2)& = 0 
t I I 
I 
22)&2 =0 
(2.5.53) 
Note that the terms K"abllPltl and K"ab,lPlt, are included in Eq. (2.5.53) to account for 
the effect of lifting and pressing forces induced by the front and rear anti roll bars during 
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cornering. Rearranging Eq. (2.5.53) and taking the explicit expression for 21 - 24 results 
in the following load transfer equation: 
2 =W -F. - K"ab/P F 
1 ,I tl t 11 
f 
2 =W - F. + K"abfl/J F 
2 ,2 t2 t j2 
f 
2 = W - F. + K"ab,1/J 
4 s4 14 t 
, 
where FII - FI4 are the jacking forces, given by: 
(2.5.54) 
(2.5.55) 
Note that the negative sign is added for the jacking forces in Eq. (2.5.55). This is because 
the jacking forces here are represented in the sprung mass system so by the action-
reaction force principle, the sign must be changed in the opposite direction in the tyre 
contact patch to represent the reaction for the jacking forces. The suspension geometry is 
then characterised by &; and &, data; these are obtained numerically by either 
Oz; Oz; 
simulation using virtual development software (such as ADAMS, SIMPAC, etc) or 
experiment using test rig data. In this study, a simulation method is chosen to obtain these 
data using ADAMS software. The front and rear suspension models used in the 
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simulation correspond to those used in the actual vehicle used for the experiment (a 1994 
Ford Mondeo). These are MacPherson-Strut suspensions at both front and rear of the 
vehicle. The plots of &, and 0', against suspension vertical displacement for these 
&, &, 
models are shown in Fig. 2.9. 
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Figure 2.9: MacPherson-Strut suspension geometry characteristic 
2.5.4 Aerodynamic Forces and Moments 
Aerodynamic forces and moments are induced by the air passing around the vehicle. As 
the air passes the car, the air stream induces a drag force Fdx , side force Fdy , lift force 
Fd" with the corresponding rolling moment M dx ' pitching moment M dy and yawing 
moment M,},. Detail of the mechanism of how the aerodynamic forces and moments are 
built up can be found in many references, for example in [32], [41], and [60]. The 
aerodynamic forces and moments are calculated by the following equations: 
(2.5.56) 
(2.5.57) 
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where: 
CD = Drag force coefficient 
Cy = Side force coefficient 
CL = Lift force coefficient 
p = Air mass density 
A = Projected frontal area 
1 2 Mdy =-pV~ALCMY 
2 
CM!{ = Rolling moment coefficient 
CMy = Pitching moment coefficient 
CMZ = Yawing moment coefficient 
L = Wheelbase 
v ~ = Relative wind velocity 
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(2.5.58) 
(2.5.59) 
(2.5.60) 
(2.5.61) 
In this study, the relative wind velocity is approximated by assuming a stationary air 
condition, so that the total relative velocity is only that induced by vehicle velocity, given 
by: 
(2.5.62) 
The aerodynamic force and moment coefficients are found to be functions of relative 
wind velocity angle. Under a stationary air condition, this wind velocity angle can be 
approximated as vehicle slip angle as follows: 
(2.5.63) 
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Table 2.2 shows the aerodynamic coefficients used in this study; these are taken from a 
study done in [93]. 
Table 2.2 : Aerodynamic force and moment coefficients 
~ (deg) CD Cy CL CMX CMy CMZ 
0 0.41 0.00 0.35 0.00 0.10 0.00 
5 0.43 0.10 0.44 0.05 0.11 0.05 
10 0.49 0.24 0.56 0.10 0.12 0.12 
15 0.52 0.42 0.71 0.20 0.11 0.18 
20 0.59 0.60 0.95 0.29 0.12 0.22 
25 0.68 0.72 1.05 0.39 0.12 0.24 
In terms of body axis system, the aerodynamic forces and moments are expressed by the 
following vector representation: 
2.5.5 Anti Roll Bar Moments 
[
- F", sgn(u)] 
F d = - ~dy sgn(f3) 
Fdz 
[
- M", sgn(f3)] 
Md= Mdysgn(u) 
- Md, sgn(f3) 
(2.5.64) 
(2.5.65) 
The vehicle body is affected by anti roll bar moment M roll generated by the anti roll bars 
installed at the front and rear axles. The direction of this moment is opposite to the 
direction of roll angle. Assuming a small pitch angle e, the anti roll bar moment is given 
by: 
(2.5.66) 
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where M roll lies at the x-axis of the undercarriage axis system. This anti roll bar moment 
is then transformed to the vehicle body coordinate system, resulting in the following 
stabiliser moment: 
[
M roll] [ M roll cosB ] 
M "ab = rS3 0 = M roll sin ~sin B 
o M rollcos~sinB 
(2.5.67) 
2.6 Overall State Derivative Model 
The overall non-linear vehicle model can then be formulated in terms of a standard non-
linear state space equation as follows: 
where 
J(t) = f~(t),g(t)) 
:! = [u, v, W, p,q, r, zu,~,O,xsl'xs2,xs3,xs4,Xtl ,Xt2,Xt3,Xt4t vul ' Vu2t vu3 ' Vu4 
WhIt Wh2 , Wh3 , W h4 ' Fy1 ,Fy2 ' Fy3 ' Fy4 ' Fx1 ' Fx2 , Fx3 ' FX4f 
(2.6.1) 
inputs. This is a 14 degrees of freedom (14DOF) model with 33 states, where the state 
derivative function L(~(t),g(t)) is given as follows: [u, V, lV, p,tj.r1' is given by Eq. 
(2.4.15), Z. is given by Eq. (2.5.10), [~,el' is given by Eq. (2.2.15), [X'I'X,2,X,3,X,41' is 
• • • • • • • • T [Fy1 ' Fy2' Fy3 ' Fy4' Fx1 ' Fx2 ' Fx3' Fx41 is given by Eq. (2.5.33). The state variables, input 
variables and nominal values of vehicle parameters of the model are summarised in Table 
2.3 at the end of this chapter. 
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Note here that this model only takes into accounts the low frequency modes (j, «u I L) 
and the high frequency modes (j, »ul L) of the road vertical inputs, where j, is the 
frequency of road vertical input, u is the vehicle forward velocity and L is the 
wheelbase. This model does not take into account the road vertical input modes whose 
frequencies are close to u I L. The low frequency modes are taken into account within the 
road unevenness input vector [p"q"p"q"t/J"B,f, whereas the high frequency modes 
are taken into account within the road vertical velocity input vector [v,,, V,2' V,3' v,.f. 
2.7 Sensor Model 
To perform state observation, it is essential to have measured variables that can provide 
information about all states to be observed; this is characterised by the observability of 
the system. In this study, linear accelerations are chosen as the main choice for measured 
variables. The main reason for choosing acceleration as the measured variable is because 
it contains rich information about vehicle states, parameters and road unevenness inputs. 
In other words, linear acceleration provides good observability of the system, which 
enables the filter to reconstruct the vehicle states from acceleration data. Also, 
accelerometer sensors are cheap and widely available, so they give economic benefits. 
In this study, three possible sensor placements are considered: at the centre of the axis 
system, at the front right and at the rear left. At each location, two possible sensor 
orientations are considered: longitudinal and lateral. Fig. 2.10 shows the side view of 
these sensor placement and orientation. 
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Figure 2.10: Side view of sensor placement and orientation 
The acceleration at the centre of axis system is given by the following kinematics: 
[aox ] [u+(q+qu)W-rv] Qo = a
oy = v+ru-(p+ p')w 
The positions of front and rear sensors are given by: 
l.s,. = [-c -a drY 
The accelerations at the front and rear sensor locations are given by: 
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(2.7.1) 
(2.7.2) 
(2.7.3) 
(2.7.4) 
(2.7.5) 
Substituting Eq. (2.7.2) into Eq. (2.7.4) and Eq. (2.7.3) into Eq. (2.7.5) results in the 
following sensor models: 
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aft u + (q + q.)w- TV + (q + q.)«p + p.)a - (q + q.)b) 
-r(rb-(p+ p.)d,)+(q+q.)d, -fa 
{l, = = 
afy V+ ru -(p+ P.)w-(p+ P.)«p + p.)a -(q +q.)b) (2.7.6) 
+ r«q + q.)d, - raj - (p + p.)d, + fb 
an< U + (q + q.)w- TV + (q + q.)«q + q.)e - (p + p.)a) 
- re-re -(p + p,)d,) + (q + q.)d, + fa 
a = = -, 
v+ru-(p+ P.)w-(p+ P.)«q+q.)e-(p+ p.)a) ary 
(2.7.7) 
+ r«q + q.)d, + raj - fe - (p + p.)d, 
The accelerations measured by the accelerometers are not the same as the actual 
accelerations given by Eqs. (2.7.1), (2.7.6) and (2.7.7), due to lateral and longitudinal 
components of the gravitational acceleration induced by road camber and pitch angles. 
The accelerometer consists of fixed and suspended elements. The suspended element will 
expand or contract under the influence of gravitational forces, although the actual 
acceleration at the point where the accelerometer is located is zero. As a result, the 
accelerometer sensor will sense gravitational acceleration although the actual acceleration 
of the accelerometer itself is zero. Thus, the accelerations measured by the accelerometer 
sensors must be modified as follows: 
[ao=] [u + (q + q.)W-TV- Fgxbl M] [Vat] 
ao,," = v+ru-(p+ P.)w-FgybIM + Va2 
(2.7.8) 
afxm U + (q +q.)w- rv+ (q+ q.)«p + p.)a - (q + q.)b) Va3 
-r(rb-(p+ p.)d,)+(q + q.ld, -fa - Fgxbl M 
+ (2.7.9) = 
afym v+ru-(p+ P.)w-(p+ P.)«p+ p.)a-(q+q.)b) va4 
+ r«q + q.)d, - ra)-(p+ A)d, + fb-Fgybl M 
arxm u + (q + q.)w- TV + (q + q.)«q + q.)e- (p + p.)a) vaS 
= 
-r(-re- (p + p.)d,) + (q +q.)d, + fa -Fgxbl M 
+ (2.7.10) 
arym v+ru-(p+ P.)w-(p+ p.)«q+q.lc-(p+ p.)a) va6 
+ r«q + q.)d, + raj - re -(p + p.)d, - Fgyb I M 
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where Fgxb and Fgyb are gravitational forces as given by Eq. (2.5.2), and val' v a2 ' v a3 ' 
Va4 ' vaS and va6 are measurement noises influencing the sensors. Eqs. (2.7.8) - (2.7.10) 
constitute the sensor model for the accelerometer sensor measurement. It can be seen 
from Eqs. (2.7.8) - (2.7.10) that there exist state derivative components (u, v, p, q and 
r) within these equations. These state derivative components provide rich information 
about vehicle states, parameters and also road unevenness inputs, as given in system 
equation (2.4.15). The combination of some or all of these sensors can easily construct a 
completely observable system, which is essential for the filter design. 
The accelerometer sensor measurement models are then set as the output for the system, 
represented by the following output equation: 
(2.7.11) 
where 1 is the output variable vector, :!: is measurement noise vector, and !I~,!1) is the 
output function which is given accordingly by Eqs. (2.7.8) - (2.7.10), depending on the 
chosen sensor configuration. 
2.8 Summary 
A vehicle source model development has been presented in this chapter. The result is a 
14DOF vehicle model with 33 states, simulating both ride and handling dynamics and 
employing an intermediate combined slip Pacejka magic formula tyre model. As the 
output model, six accelerometer sensor measurement models are chosen as these give a 
good observability of the system. In the next chapter, a vehicle basis model development 
will be presented. The vehicle basis model will be used as the filter basis. It is derived 
based on several simplifications of the source model developed in this chapter. 
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Table 2.3: States, inputs and nominal parameters of the source model 
Staies,x .' . . ". ....... .. .. ' ': .... ,', . i 
U forward velocity (m/s) 
v sideslip velocity (m/s) 
w vertical velocity (m/s) 
P roll rate (rad/s) 
q pitch rate (radls) 
r yaw rate (rad/s) 
z. vertical displacement of centre of axis system about equilibrium in terms 
of undercarriage axis system (m) 
~ roll angle (rat!) 
() pitch angle (rat!) 
xsI -xs4 suspension deflections (m) 
X,I- Xt4 tyre deflections (m) 
Vul -Vu4 unsprung mass vertical velocities (m/s) 
Whl -Wh4 wheel speeds (m/s) 
Fyl -Fy4 lateral tyre forces at front and rear tyre contact patches (N) 
Fxl -Fx4 longitudinal tyre forces at front tyre contact patches (N) 
• 'IInputs; ti . .' 
.:' . .' '.' : i •••• :. 
. : ..... ':·.il~·:: '.' ':'.' . :. 't,:::,,· 
8 front wheel steer angle (rat!) 
TI-T, torques at front wheel axles (Nm) 
Vrt - Vr 4 road vertical velocities (m/s) 
p, road camber acceleration (radii) 
p, road camber rate (rad/s) 
lA road camber angle (rat!) 
q, road pitch acceleration (radii) 
q, road pitch rate (rad/s) 
B, road pitch angle (rat!) 
Paraineters (nominal values)" . '. ':' ..... :i .. ·. .' "::J:, , <. " 
I,"""s car sprung roll moment of inertia (396 kgm") 
I yyc,s car sprung pitch moment of inertia (2240 kgm2) 
I"e car total yaw moment of inertia (2769 kgm
2) 
I xzc, s car sprung roll-yaw product of inertia (72 kgm2) 
Me car sprung mass (1312,84 kg) 
m", unsprung mass at each front quarter car (48.96 kg) 
m., un sprung mass at each rear quarter car (41.26 kg) 
mpl -mp4 passenger masses (mpl = mp, = mp3 = mp4 = 70 kg) 
!e car sprung mass CGposition about 0 ([0,11430 of m) 
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1 yyw front wheel y-moment of inertia (1 kg. m") 
Rw front wheel rolling radius (0.381 m) 
lpl - lp4 
d" 
a 
Kf 
K, 
Bf 
B, 
Kstabf 
Kstabr 
Kt 
Bt 
B,C,D,E 
passenger CO positions aboutpointO(lpl =[-0.0857 -0.3 of m, 
lpz = [-0.0857 0.3 of m, lp3 = [-0.9857 - 0.3 of m, 
lp4 = [-0.9857 0.3 of m) 
total car-passenger co position about point 0 ([00 of m) 
centre of axis (point 0) height above ground (0.700 m) 
sprung mass CO height above ground (0.700 m) 
longitudinal distance of point 0 to front axle (1.1996 m) 
longitudinal distance of point 0 to rear axle (1.5454 m) 
wheel base (2.745 m) 
front track (1.520 m) 
rear track (1.527 m) 
front suspension space (1.164 m) 
rear suspension space (1.186 m) 
vertical distance of front suspension join relative to 
x-y plane (-0.11 m) 
vertical distance of rear suspension join relative to 
x-y plane (-0.25 m) 
lateral distance of front and rear accelerometer sensors relative to 
x-z plane (0.5 m) 
vertical distance of front accelerometer sensors relative to 
x-y plane (0.4 m) 
vertical distance of rear accelerometer sensors relative to 
x-y plane (-0.3 m) 
front suspension stiffness (28.8 kNlm) 
rear suspension stiffness (27.3 kNlm) 
front suspension damping rate (2100 Nslm) 
rear suspension damping rate (2200 Nslm) 
front anti roll bar stiffness (70390 Nmlrad) 
rear anti roll bar stiffness (55614 Nmlrad) 
tyre stiffness (2016 kNlm) 
tyre damping rate (100 Nslm) 
tyre magic formula model coefficients (B = 0.632, C = 1.6, D = 1.15 , 
E = -0.4) 
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load effect factors for longitudinal stiffness (~ = -7.36.10-7 , az = 14.482, 
~ = -7.6614.10-5 ) 
load effect factors for cornering stiffness (bl = 9.1776.104 , bz = 1.1226) 
friction coefficient factor (0.8) 
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load effect factors for longitudinal friction coefficient (a. = -7.6118.10-6, 
as = 1.1226) 
load effect factors for lateral friction coefficient (b3 = -5.5208.1O-s , 
b. = 1.2713) 
tyre force relaxation time (0.01 s/rad) 
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Chapter 3 
Filter Basis Vehicle Model 
3.1 Introduction 
This chapter will explore the derivation of a nominal vehicle handling dynamics model 
which will be used as the basis for the filter design in the next chapters, especially 
Chapter 4 and 5 when non-adaptive filters will be examined. One of the main issues in 
model based filter design is how to obtain a representative model with relatively simple 
mathematical representation but still give an accurate result. 
The 14DOF, 33 state model in Chapter 2 can actually be used directly as the basis for the 
filter design. However, this model is considered too complicated for the filter design. In 
terms of handling dynamics analysis, the effect of ride component of the vehicle is less 
sensitive compared with the effect of handling inputs from the driver (Le. steering and 
acceleratinglbraking). Therefore, to make an efficient computation, it is necessary to 
simplify the model by neglecting the ride component. Simplifications are needed to 
reduce the complexity of the resulting filter. A complex filter which has a high number of 
states and a complex mathematical representation is not reliable for real time 
implementation. 
3.2 Model Reduction and Simplification 
This section will explain the reduction and simplification of the vehicle model built in 
Chapter 2 to derive the nominal basis vehicle model. To perform model simplification, 
some assumptions are firstly made, and then the basis vehicle model is derived based on 
the assumptions. The next sub section will explain each assumption that is used to 
perform the simplification with the corresponding implications. 
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3.2.1 Single Rigid Body and Balanced Mass-Inertia Condition 
The multibody model built in section 2.2 is reduced; the vehicle is assumed as one single 
rigid body concentrated at the sprung mass, supported by suspension spring and damper, 
as shown in Fig. 3.1. The unsprung mass is assumed to be lumped within the sprung 
mass. Tyre damping and stiffness are assumed to be lumped within the suspension 
damping and stiffness. The vehicle is also assumed under balanced mass-inertia 
conditions, where the passengers are distributed equally in both left and right side of the 
vehicle, and its centre of gravity is coincident with the origin O. 
/' 
/' 
/ 
/ 
K" 
I 
I 
I 
I 
I 
• ~--- ------
Figure 3.1 : Reduced vehicle model 
The single rigid body assumption will imply reduction of the system order since the 
unsprung modes are removed. The degrees of freedom of the system will decrease from 
14DOF to six degrees of freedom (6DOF). This reduction certainly will reduce the 
accuracy of the model. However, it does not have a major influence in handling 
dynamics, since the unsprung modes have less influence on handling dynamics. 
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Under the balanced mass condition, the passengers of the car are assumed to be 
distributed equally at left and right side in terms of mass and position. These are 
formulated as follows: 
(3.2.1) 
Lpl = [X p! - Yp! of 
L p2 = [x p! Yp! of (3.2.2) 
Lp3 = [x p, - Yp, of 
L p4 = [x" Yp, of 
The passenger masses are chosen in such a way that these represent a medium condition 
between the minimum possible total vehicle mass (lower bound) and maximum possible 
total vehicle mass (upper bound). The centre of gravity of the whole vehicle coincides 
with the centre of body axis system 0, whereby: 
L. = [0 0 of (3.2.3) 
This condition is obtained by first calculating the centre of gravity position of the 
balanced car-passenger system, and then set this centre of gravity position as the centre of 
body axis system. 
The matrix of inertia about point 0 of the balanced mass system is given by: 
[
In 0 - I" 
10 = 0 Iyy 0 
-I" 0 Izz 
(3.2.4) 
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Note that although the lumped mass assumption is used here, the values of mass and 
moments of inertia used within the dynamics equations are still similar to those of the 
source model. That is, in translational dynamics, total mass is used in longitudinal and 
lateral dynamics equations, whereas sprung mass is used in vertical dynamics equation. 
In rotational dynamics, sprung moments and products of inertia are used in roll and pitch 
dynamics, whereas total moment of inertia is used in yaw dynamics. Further details can 
be seen in section 3.3. 
The lumped suspension-tyre stiffness is approximated by calculating the lumped stiffness 
as equal to the suspension and tyre spring stiffnesses in series. This is given by the 
following equation: 
(3.2.5) 
The lumped suspension-tyre damping coefficient is approximated by first calculating the 
damping ratio of the original unlumped sprung mass-spring-damper system as described 
in Fig. 2.5, which is given by: 
(I =BII(2~KIM'/) 
(, =B,/(2~K,M,,) (3.2.6) 
where M'I and M" are front and rear sprung masses at each vehicle corner under 
balanced mass condition, given by: 
(3.2.7) 
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The lumped suspension-tyre damping coefficient then can be calculated by assuming the 
lumped system has an equivalent damping ratio as that of the original unlumped sprung 
mass-spring-damper system. This is then given by: 
Blf = 2(f~KlfMlf 
Bl , = 2(,~ KI,MI, 
(3.2.8) 
where M If and M l , are front and rear lumped sprung masses at each vehicle corner 
under balanced mass condition, given by: 
(3.2.9) 
3.2.2 Flat and Smooth Road Condition 
The vehicle is assumed to move on a flat and smooth road, whereby: 
{ ft, :q, ~P, =_q, =!, =8, =0 V,l -vr2 -vr3 -vr4 -0 (3.2.10) 
This assumption will imply that all associated effect in the vehicle model induced by road 
unevenness and roughness are neglected, and considered as external disturbances to the 
system. This assumption is used to design a flat road filter in Chapters 4, 5 and 6, but is 
no longer used in Chapter 7 when a non flat road filter is considered. 
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3.2.3 Tyre Model Assumption 
In this study, both methods of using linear and nonlinear tyre models will be examined 
and compared. In the basis model with linear tyre model assumption, the longitudinal and 
lateral tyre force models are simplified by the following linear relationship: 
F;ong, = KxSrl ; i = 1,2 
FM" = C~a, ; i = 1,2 
Fy, = Cara, ; i = 3,4 
(3.2.11) 
(3.2.12) 
(3.2.13) 
where C ~ and Car are the cornering stiffnesses of front and rear tyres and K x is the 
longitudinal stiffness of the front tyre. It is also assumed that the delay time between slip 
generation and tyre force generation is negligible so that the tyre force update calculation 
can be applied instantaneously to the model. Thus, Eq. (2.5.33) can be removed and this 
will reduce the order of the model as the tyre force state derivatives are no longer needed. 
In the nonlinear tyre variant of the basis model, the full nonlinear tyre magic formula as 
described by Eqs (2.5.28) - (2.5.30) will be used. There is a simplification for the rear 
tyres, however. As there is no torque inputs at rear wheel axles, and as the longitudinal 
slip induced by rolling resistance moment is very small, then the longitudinal slip at the 
rear tyre contact patches can be neglected. Therefore, the tyre magic formula model for 
the rear tyre can be simplified using pure lateral slip magic formula. By this pure slip 
model, the lateral tyre forces at the rear tyre contact patches are given by: 
Fy, = Fy,JiyZ, ; i=3,4 
F" = Dsin(Carctan(B(1-E)a. + Earctan(Ba.))) ; i=3,4 
(3.2.14) 
(3.2.15) 
As in this case the longitudinal tyre forces at the rear tyres are not explicitly included, the 
contribution of rolling resistance forces at the rear tyres will be included explicitly within 
the dynamics equation (see further details in section 3.3). The time lag between slip 
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generation and tyre force generation will not be neglected, and thus Eq (2.5.33) is still 
used which provides the tyre force state derivative representation. These tyre force states 
are essential to perform load transfer calculation, as will be explained in more detail in 
section 3.2.6. 
3.2.4 Small Angle Approximation 
To further reduce model complexity, a small angle approximation will be used. This 
approximation is based on the fact that the value of fJ and 8 are relatively small, so that 
the value of sine and cosine of these angles can be simplified as follows: 
This assumption will result in simplification of the computation of suspension forces, 
wheel contact patch velocities, moment caused by tyre forces, and all computation 
associated with coordinate mapping between body axis system and undercarriage axis 
system. AIl forces and moments represented in terms of undercarriage axis system can be 
assumed to be equal to those represented in terms of body axis system. 
Under this assumption, together with single rigid body assumption in section 3.2.1, the 
suspension forces as given in Eq. (2.5.47) are simplified as follows: 
F,t =-K/f(zu -0.5s,fJ- b8)-B/f(wu -O.5s,p-bq) 
F,2 =-K/f(z. +O.5s,fJ-b8)-B/f(w. +O.5s,p-bq) 
F,3 = -K,,(z. -O.5s,fJ + c8) - B,,(w. -O.5s,p + cq) 
F,4 =-K,,(z. +O.5s,fJ+c8)-B,,(w. +O.5s,p + cq) 
(3.2.16) 
Velocities at the wheel contact patches are also simplified; the formulae given in Eqs. 
(2.5.14)-(2.5.17) are simplified by assuming the undercarriage axis system to have 
similar forward, lateral and yaw velocities as those of body axis system, resulting in the 
following equations: 
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[
UW1] [U + 0.5tl r] 
~wl = Vwl = v+br 
Wwl 0 
(3.2.17) 
[
UW2] [U -0.5tl r] 
~w2 = ::2 = v +Obr (3.2.18) 
[
UW3] [U + 0.5t,r] 
Ew3=Vw3 = v-er 
Ww3 0 
(3.2.19) 
[
UW4] [U - 0.5t,r] 
Ew4 = Vw4 = V - er 
Ww4 0 
(3.2.20) 
The corresponding slip angles (Eq. (2.5.19» and slip ratio (Eq. (2.5.20» at wheel contact 
patches can then be simplified by employing these equations. 
3.2.5 Suspension Geometry Assumption 
The suspension geometry effect is accounted for differently from that of the source 
model. It is accounted for by the notion of roll centre and anti squat/dive properties of the 
suspension. For the lateral direction, the suspension is assumed to have a fixed roll centre 
(RC) as shown in Fig. 3.2. For the longitudinal direction, the front and rear suspensions 
are assumed to have a certain value of percentage anti lift/dive which lift the pitch centre 
to the point above the ground. This assumption certainly gives a less accurate calculation 
compared with that of virtual work method as given in Eq. (2.5.52). However, for 
simplification purposes, this method gives advantages in that it does not need a look up 
table data or complicated suspension kinematics as it does in the virtual work method. 
Furthermore, under relatively small roll and pitch angles, this method still gives a 
relatively good approximation. 
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o 
z 
RC 
Figure 3.2 : Fixed roll centre suspension geometry 
The roll centre is the point where the lateral tyre forces are transferred to the sprung mass 
by the suspension links. It illustrates that there are some amount of jacking and diving 
forces induced by the suspension links at each side of the vehicle when lateral tyre forces 
are applied. These jacking and diving forces will induce a roll moment which opposes the 
body roll direction, and hence, reduce the body roll. An equivalent condition to this is as 
if there are no jacking and diving forces by the suspension links, but the lateral tyre force 
reaction point is lifted to a point above the ground, which becomes the roll centre. By the 
lift of the reaction point, the rolling arm will decrease, and thus the total roll moment 
induced by the lateral tyre forces will also decrease. 
By this assumption, together with the small angle approximation, the roll moment 
induced by the lateral tyre forces to the vehicle body is then given by: 
2 4 
Mt' = -(hg -hif>''L,P;/ -(hg -hS[,Fy/ (3.2.21) 
i:::l ;=3 
where hif and h" are the height of the front and rear suspension roll centre above the 
ground. 
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The same principle in roll centre analysis can also be used for the pitch analysis. Similar 
to the roll, in the pitch direction, there also exist lifting and diving forces induced by the 
suspension trailing arms which oppose the body pitch direction. These trailing arm lifting 
and diving forces can be characterised by percentage anti lift and anti dive. The 
percentage anti dive and anti lift of the front and rear suspensions will affect the pitch 
centre position and the pitching arm of the vehicle. To explain this condition, consider 
now a half car model as described by Fig. 3.3. 
In 
h, h 
__ ~ ______________ ~L--L ______ ~ ____ ~ __ ~~ 
Figure 3.3 : Half car model describing anti lift and anti dive mechanism 
As shown in Fig. 3.3, under acceleration and braking, the trailing arms of each 
suspension will contribute extra lift or dive forces that oppose the body pitching 
direction. These extra forces are represented by trailing arm forces Fa! and Fa,' The 
magnitude of the trailing arm forces are characterised by the percentage of anti dive and 
anti lift of the suspension geometry. During acceleration, the front suspension arms will 
generate anti lift forces and the rear suspension arms will generate anti squad forces. 
Conversely, for the braking case, the front suspension arms will generate anti dive forces 
and the rear suspension arms will generate anti rise forces. 
Consider now an acceleration case as described by Fig. 3.3. Define percentage anti lift at 
the front suspension and percentage anti dive at the rear suspension as follows: 
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(3.2.22) 
P,(%) = p,xlOO F . p = or , , 
Fa, + F" 
where F'I and F" are the total front and rear suspension forces due to body pitch. The 
body is pitching about a pitch axis centred at pitch centre PC, causing deflection of front 
and rear suspensions of Z I and Z" Under steady state conditions, employing small 
angle approximation, the balanced forces and torques about centre of gravity are: 
(F,I + Fa!) + (F" + Fa,) = 0 
Fxhg - (F,! + Fa!)b + (F" + Fa,)c = 0 
where F,!, F" and Fx are given by: 
(3.2.23) 
(3.2.24) 
(3.2.25) 
(3.2.26) 
(3.2.27) 
By using Eqs. (3.2.22), (3.2.25) and (3.2.26), Eqs. (3.2.23)-(3.2.24) can be rearranged as 
follows: 
KI!z! = _ KI,z, 
I-p! I-p, 
Fh =....!Lb-~c 
x g I-PI I-p, 
(3.2.28) 
(3.2.29) 
By geometric analysis, it can be verified that the pitch angle () and the CO height hg can 
be expressed as follows: 
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8 z,-z, 
L 
h. =h-z, -b8 
79 
(3.2.30) 
(3.2.31) 
By using Eqs. (3.2.28) and (3.2.30), it can be verified that z, and z, can be expressed as 
follows: 
K,,(I- PI) L8 
K,,(I- p,)+KIf(l- p,) 
z = Kif (1- p,) L8 
, K,,(l- p,)+K,/(I- p,) 
Define a parameter fraction ; as follows: 
Substituting Eq. (3.2.34) into Eqs. (3.2.32)-(3.2.33) results in: 
z/ = -c;L8 
z, = (1- ;)L8 
(3.2.32) 
(3.2.33) 
(3.2.34) 
(3.2.35) 
(3.2.36) 
Equations (3.2.35) - (3.2.36) illustrate that the actual pitch centre PC is at a distance c;L 
from the front axle and (1- ;)L from the rear axle, instead of at CG. Thus, the pitch 
centre position is characterised by the fraction ;, which is dependent on the values of 
Kif' K", P, and p" Substituting Eq. (3.2.35) into Eq. (3.2.31) results in: 
(3.2.37) 
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Consider now an equivalent situation where the pitch moment induced by the suspension 
arm forces is taken into account by a new balanced moment equation as follows: 
(3.2.38) 
where de is the distance from PC to CG. Dividing Eq. (3.2.38) by Eq. (3.2.29), utilising 
Eqs. (3.2.25)-(3.2.26) and take the explicit formula for de results in: 
(
de =( (1- P/)b; (1- P,)c}. 
he =h. -de 
(3.2.39) 
where he denotes the pitch centre height above the ground. It can be seen from Eq. 
(3.2.39) that if there exist anti lift and anti dive forces by the suspension trailing arms 
(0 < PI < 1 and 0 < p, < 1), then de will be less than h., and hence the whole body pitch 
is reduced. This also means that the anti lift and anti dive mechanism induced by the front 
and rear suspension geometry will lift the reaction point of the longitudinal tyre forces to 
the point of he above the ground. The percentage anti dive and anti lift of the front and 
rear suspensions are often different under acceleration and braking. Thus, the value of 
fraction q and pitch centre height he will be different under acceleration and braking. 
By these results, the pitch moment induced by the longitudinal tyre forces and roIling 
resistance forces to the vehicle body is given by: 
(3.2.40) 
Note that all formulae for fraction and pitch centre height here are derived based on 
steady-state analysis. Therefore, these will not be valid for transient conditions. However, 
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this steady state approach is necessary to reduce the complexity and obtain explicit 
solutions for the fraction and pitch centre height. All errors in transient condition induced 
by this steady state approach will then be considered as part of the model uncertainties. 
It is also noted that although this actual pitch centre position does not lie at the CO (as 
illustrated in Fig. 3.3 and Eqs. (3.2.35)-(3.2.36», it does not affect the suspension force 
calculation as given by Eq. (3.2.16). This is because the reference coordinate system 
(which is the body axis system) used here is centred at the CO so that the suspension 
force calculation is based on this coordinate system, not on another reference coordinate 
centred at the actual pitch centre. 
3.2.6 Load Transfer Calculation 
In the source model, the load transfer is calculated inclusively within the virtual work 
equation. As the basis model does not use the virtual work principle, the load transfer is 
here calculated by direct application of the Newton-Euler equation for the whole vehicle 
system in vertical, roll and pitch directions. In this case, the nonnal forces at each tyre 
contact patch are treated as active external forces, whereas the suspension forces are 
treated as internal forces of the system. 
By this approach, the dynamics in the vertical direction is: 
Mg-(Z, +Z,)-Fd• = Ma •• (3.2.41) 
where Z, and Z, denote the total load at front and rear axles. From the sprung mass 
system point of view, the vertical dynamics is given by: 
4 
Ma •• = LF" -Fd• 
1=1 
(3.2.42) 
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Substituting Eq. (3.2.42) into Eq. (3.2.41) results in: 
4 
Z, +Z, =Mg-LF" =/:1 (3.2.43) 
j::::1 
In the pitch direction, the moment about the CO for the whole system is given by: 
(3.2.44) 
From the sprung mass system point of view, the pitch dynamics is given by: 
Substituting Eq. (3.2.45) into Eq. (3.2.44) results in: 
(3.2.46) 
Solving the linear algebraic equations (3.2.43) and (3.2.46) results in the following 
explicit solutions for Z, and Z, : 
(3.2.47) 
(3.2.48) 
These loads are distributed to the left and right hand sides, satisfying the following 
balanced forces equations: 
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(3.2.49) 
(3.2.50) 
In the roll direction, the moment equation about the ca for the whole system is given by: 
zf~ + h,sin<v J -z{~ -h,sin<v J+z{ ~ + h,sin<v) -z{~ -h,sin<v) 
-(h- Zu{t F;, + ~FY,J -Mdx Sgn(j3) = Hox (3.2.51) 
where h, is the height of the centre of gravity above the roll axis. From the sprung mass 
point of view, the roll dynamics is given by: 
. _ ~ , ~ sf 
Hox - -(h- Zu -hif)f:tFy, -(h - Zu -h")tt Fy, + (-F,1 + F'2)-Z+ K"obf<V 
+ (-Fs3 + F,.) ~ + K"ob,<v-Mdxsgn(j3) 
Substituting Eq. (3.2.52) into Eq. (3.2.51) results in: 
zf~ +h,sin<vJ-z{t~ -h,sin<vJ = 
+z{i +h,sin<v )-z{~ -h,sin<v) 
2 
hif LF,,-K(f<v-B(f~ 
i=l 
• 
+h"LFy; -K/T<V-B/T~ 
i=3 
(3.2.52) 
(3.2.53) 
The total roll moment is distributed proportionally with the proportion of the roll 
moments induced by lateral tyre forces and suspension forces at front and rear axles, 
whereby: 
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(3.2.54) 
(3.2.55) 
Solving the linear algebraic equations (3.2.49), (3.2.50), (3.2.54) and (3.2.55) results in 
the following load transfer equations: 
z =(.!. h,sin 9Jz +.!.(h ~ F' - K 9- B ~) 
1 2 t f t ifL... Y' (f (f 
f f 1:1 
(3.2.56) 
Z =(.!.+h,sin 9Jz -.!.(h ~F'.-K 9-B ~) 
2 2 t f t ifL... Y' (f (f f f 1:1 
(3.2.57) 
Z =(1 h, sin 9)Z +.!.(h ~ F -K do-B A) 
3 2 t 't" L... yl ... 'f' ... 'f' 
r r .:3 
(3.2.58) 
Z =(.!.+h' Sin 9)z -.!.(h ~F.-K do-B A) 
4 2 t 't" L... y. ...'f' ... 'f' 
r , 1=3 
(3.2.59) 
3.3 Overall Filter Basis Vehicle Model 
Under the assumptions given in sections 3.2.1 and 3.2.2, the main state derivative model 
described by ordinary differential equations (2.4.15) is reduced to: 
u 
v 
w 
p 
q 
r 
=r 
LFJM-qw+rv 
LFyIM-ru+pw 
LF,IM, - pv+qu 
LMx -q(-Ixzp + I"r) + rlyyq 
LM y - r(/xxp - I ",r) + p(-I",p + I ur) 
LM, - plyyq + q(/xxp - I",r) 
(3.3.1) 
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2 • 
LF;' - LFrl - Fdx sgn(U) 
i=1 ;=3 
2 • 
= L F;, + L Fy, - Fdy sgn(f3) (3.3.2) 
i=l ;=3 
• 
LF,,-Fd, 
1=1 
2 • 
-(h-z. -hif) 'i,F;, -(h- z. -h") LFy,-(KI/ + K",)t(J 
;=1 i=3 
LMx -(BI/+B(>-)p-Mdx sgn(/3) 
= (h-z. -ho{ t F;' - tFri)-b(F,1 +F,2)+C(F,3 +F,.) (3.3.3) 
+Mdysgn(u) 
2 • 
b LF;,-c LFy, +O.5t,(FX' -F,2) + O.5t, (F,. -F,3) i=l 1=3 
- Md, sgn(/3) 
and r is the transformation matrix which also reduces from Eq. (2.4.16) to: 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
r= 0 0 0 I ,,.t(l xxI u - I!) 0 1",1(1 xxI u - I!) (3.3.4) 
0 0 0 0 11 Iyy 0 
0 0 o 1",I(Ix./u -I!) 0 1"J(lxxlu -I!) 
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The sensor models will also reduce from their original in Eqs (2.7.8) - (2.7.10) to: 
f!om = [aoxm ] = [~ + qw- rv] + [Vat] (3.3.5) 
aoym v+ru- pw Va2 
[
afxm ] [u + qw-rv+qdf -ra +q(pa -qb) - r(rb- Pdf )] [Va3] 
f!fm= afYm = v+ru-pw+rb-pdf+r(qdf-ra)-p(pa-qb) + va4 (3.3.6) 
a = [a.-xm] = [u + qw- rv + M, + Ta - q(pa - qe) + r(re + pd,) ] + [Vas] (3.3.7) 
-"" arym v+ru-pw-re-pd,+r(qd,+ra)+p(pa-qe) Va6 
The overall vehicle handling dynamics model is then represented using the standard 
nonlinear state space equation as follows: 
~ = [(!f,g) 
E = !U,g) + ~ 
(3.3.8) 
where !f=[u,v,w,p,q,r,zu,~,of for the nonlinear basis model with linear tyre model, 
nonlinear basis model with nonlinear magic formula tyre model, denoted by NL-NL basis 
model. The exogenous inputs to the basis model are g = [0, wt ' w2f . In this case 0, wt 
and w2 are assumed to be available as deterministically known inputs, measured by steer 
angle and wheel speed sensors. The outputs of the system E are the accelerations at 
various points in the vehicle given by the sensor model. The function f U, g) is the 
vector of the state derivative functions, given by: Eq. (3.3.1) for [u,v,w,p,q,rlT, Eq. 
(2.5.10) for tu' Eq. (2.2.15) for [~,Bf and Eq. (2.5.33) for [Fyl' Fy2 ' FY3,FY4,FXl'FX2f. 
The output function !(!f,g) is the sensor model as given in Eqs. (3.3.5) - (3.3.7), 
depending on the sensor set to be chosen. 
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• • • • • • T 
Note that the extra tyre force states [Fy1>Fy2,Fy3,FY4,Fd,Fx2] in the nonlinear basis 
model with magic formula tyre model are required in order to deal with the algebraic 
loop within the load transfer equations (3.2.56)-(3.2.59). 
3.4 Model Linearisation 
In this study, a linear filter will be examined as a benchmark to evaluate the nonlinear 
filter performance. The first step to develop a linear filter is to obtain the linear vehicle 
model, denoted by L basis model. This is obtained by linearisation of the nonlinear 
vehicle model at a certain operating point. 
Consider the continuous nonlinear vehicle model as described by Eq. (3.3.8) where 
L<3"g) and £<3"g) are defined using the simplified model. This model can be 
approximated by taking the first order Taylor expansion of this model about operating 
points '!o = [uo' vo' wo,po.qo.ro,zuo.~o.eof and go = [00' w1o ' w20f . which are given by: 
(3.4.1) 
a g <3"g) 
<3,-'!0) + ou (g-go) (3.4.2) 
,!=,!".!!=!!" - '!='!".H='!!" 
Based on this approximation. a linear vehicle model can be derived. formulated in terms 
of a linear time invariant state space equation as follows: 
~(t) = A~(t) + BfJ..(t) 
f(t) = C~(t) + DfJ..(t) 
(3.4.3) 
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where ~(t) = ,!(t) - '!o' [et) = get) -go' k(t) = !(,!.g) - !(,!o.go) = ~(t) - ~o and 
yet) = g (,!. g) - g(,!o.!!o) = yet) - y . The parameter matrices A. B. C and D are defined 
_ _ _ __0 
by Jacobian matrices as follows: 
a g(,!.g) 
c 
(3.4.4) 
(3.4.5) 
(3.4.6) 
(3.4.7) 
A. B. C and D can be obtained analytically by applying Eqs (3.4.4)-(3.4.7) directly to the 
nonlinear basis model at the operating point. There are two main states which have a 
major influence in the linear vehicle model. as these states have a large variation about 
point zero. These are forward velocity and yaw rate. with corresponding steer angle and 
wheel speed inputs. These two states will be used as the basis for choosing the operating 
points on which the model is linearised. The medium values of both states will be chosen 
as the operating points for linearisation. as these will cover low and high speed area more 
widely. These are: 25 m1s for forward speed and ± 20 degfs for yaw rate. 
3.5 Model Discretisation 
In order to develop a digital filter for real time implementation. a discrete time model is 
required. The discrete time model is obtained by discretisation of the continuous time 
model. The discretisation process will affect the system model. but it will not affect 
output (sensor) model. 
Filter Basis Vehicle Model 89 
3.5.1 Discretisation of Continnons Linear Model 
Consider the continuous linear model described by Eq. (3.4.3). The discrete version of 
this model is given by the following discrete linear state space equation: 
,!1+1 = Ad,!k + Bdgk 
II = Cd 2f1 + Ddgk 
(3.5.1) 
where subscript k refer to the value at time t = kT , and T is the sampling period. It is 
assumed that the input u(t) is sampled and fed to zero-order hold (ZOH) so that all the 
components of u(t) are constant over the interval between any two consecutive 
sampling instants, or 
u(t) = u(kT) for kT:S; t < (k + l)T 
The discrete time state space matrices are then given as follows: 
AiT)=eAT 
Bd(T) = (eAT -I)A-IB 
Cd=C 
Dd=D 
(3.5.2) 
(3.5.3) 
(3.5.4) 
(3.5.5) 
Detail of the derivation of these matrices can be found in reference [63]. Note that the 
system matrices Ad and Bd depend on the sampling period T, whereas the output 
matrices Cd and Dd do not depend on the sampling period T. 
The sampling period T is chosen based on the highest frequency component of the 
sampled signals, in this case are 2f1 and gk. If 01, is the sampling frequency where 
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(J), = 2" IT and {J)h is the highest frequency component of the sampled signal, then the 
sampling frequency must satisfy the following sampling theorem: 
The highest frequency {J)h usually is taken as the maximum bandwidth of the system, 
which can be found by inspecting the eigenvalues of matrix A of the continuous linear 
system. Note that although the requirement on the minimum sampling frequency is 
specified by the sampling theorem as (J), > 2{J)h' in practice the sampling frequency is 
usually chosen much higher than this minimum requirement. Frequently, w, is chosen 
between 10 {J)h to 20 {J)h [63]. 
3.5.2 Discretisation of Continuous Nonlinear Model 
Consider the nonlinear continuous vehicle model given by Eq. (3.3.8). The discrete 
version of this model is given by the following nonlinear discrete state space equation: 
"k+ 1 = Ld (,Ik ,!:J.t) 
lk = Kd (,Ik ,lik) 
(3.5.6) 
The system function f (:!k' gk) can be constructed using a numerical method. In this 
study, a fifth order Runge-Kutta (RKS) method is employed to obtain this function. By 
the RKS method, the system function is given by: 
(3.5.7) 
where 
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Is = !(J.k'!!k) 
k2 = !(J.k + Tk/4'!!k) 
Is = !(J.k +Tk!/8+Tk2/8'!!k) 
k, = !(J.k -Tk2/2+Tk3'!!k) 
k, = !<J.k +3Tk!/16+9Tk,/16'!!k) 
k6 = !<J.k -3Tk! 17 + 2Tk217 + 12Tk317 -12Tk,17 + 8Tk,I7'!!k) 
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and ! (J.k'!!k) is the corresponding nonlinear continuous time model. The discrete output 
function ~/J.k'!!k) is not affected by the discretisation process; it is identical to its 
continuous form. which is given by: 
(3.5.8) 
3.6 Model Parameterisation and Validation 
The basis model is validated against the source model data. Parameters of the basis model 
are obtained from two ways: nominal value from the source model and parameter 
identification using data simulated on the source model. Lumped mass and inertia and 
vehicle geometry are assumed to be known and are set similar to the nominal value of 
those of the source model. Lumped suspension stiffness and damping are approximated 
by Eqs (3.2.5) and (3.2.8). Linear tyre parameters (Cut. Car and K.) and roll centre 
position are obtained by least square identification from source model data. The source 
model is excited by random steer angle and torque inputs simulated by Gaussian 
bandlimited white noise. chosen with a view to realisable vehicle tests to induce a high 
level of state dynamic variation within the achievable frequency response envelope of a 
test driver. as follows: 
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(3.6.1) 
bandlimited 0-5 Hz 
where 8 simulates the steer angle operating point corresponding to the yaw rate 
operating point and T is a piecewise continuous torque input to excite sufficient 
longitudinal dynamic modes; the forward speed operating point is set by initialising the 
forward speed state of the source model at the intended operating point. Parameter 
estimations are then made by least square regression. 
Longitudinal and cornering stiffnesses are estimated by representing source model tyre 
forces and slip angle and ratio in terms of linear relationship as follows: 
F., - K S' F.' - C ' F' - C '.' - I 2 longl - xi ri' latl - ajaj t yj - uJaJ' 1- , j = 3,4 (3.6.2) 
The linear tyre parameters for each wheels are then estimated by least square regression 
based on Eq. (3.6.2), and the longitudinal and cornering stiffnesses are obtained by taking 
the average value of left and right side as follows: 
(3.6.3) 
The nominal values of basis model parameters obtained from parameter validation in this 
study are listed in Table 3.1. The rest of the parameters are set similar to those of the 
source model as given by Table 2.3. 
To illustrate the accuracy of the resulting basis model, a simulation is conducted to 
compare the source and basis models. Parameters of source and basis models are set to 
nominal values. The forward velocity is initialised at 25 m1s; this is used as nominal 
forward velocity for the L basis model. The source model is excited by steer and torque 
Filter Basis Vehicle Model 93 
inputs that simulate both pure and combined slip situations, as shown by Fig. 3.4 A. Plots 
B - H of Fig. 3.4 show the state trajectory comparison among the source model (Source), 
nonlinear basis model with nonlinear tyre model (NL-NL), nonlinear basis model with 
linear tyre model (NL-L) and linear basis model (L). AIl basis models give good accuracy 
in forward speed, as shown in plot B. In the sideslip velocity state (plot C), the NL-NL 
and NL-L basis models give fairly good accuracy in the small steer angle region, but NL-
L has significant error in the large steer angle region. The L basis model gives the worst 
accuracy as shown by large error in all regions. The roll rate (plot D) is tracked fairly 
well by NL-NL and NL-L with consistent roll angle (plot G), but is not tracked well by L 
basis model. Pitch rate (plot E) and the corresponding pitch angle (plot H) are well 
tracked in the acceleration and braking region, but are not well tracked in the other 
regions. In yaw rate (plot F), the NL-NL and NL-L basis models give good accuracy, but 
the L basis model accuracy is poor. 
Overall, the NL-NL basis model gives the best dynamic accuracy among the others, 
whereas the L basis model gives the worst dynamic accuracy. This validates that for the 
NL-NL basis model, the simplification made in this model does not significantly reduce 
its handling dynamic accuracy. For the NL-L basis model, although it uses nonlinear 
dynamics, but as it employs linear tyre model, its accuracy degrades significantly under 
large pure/combined slip. For the L basis model, the simplification does significantly 
reduce its handling dynamic accuracy, as both its dynamics and tyre models are linear. As 
the L basis model is designed for a fixed - nominal forward velocity, its accuracy 
degrades significantly when the forward velocity changes to non nominal condition, as 
illustrated in plot B of Fig. 3.4. 
A more difficult situation will arise when the parameters of the vehicle are not in nominal 
setting, especially the tyre parameter. This will induce larger model errors, which in turn 
makes the filter work harder to compensate them. It is the main challenge for the filter to 
deal with this model inaccuracy, which will be explored more thoroughly in the next 
chapters. 
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3.7 Summary 
A vehicle basis model has been developed in this chapter. It is a 6DOF vehicle model 
which accounts for the handling dynamics of the vehicle. Three basis models are 
developed: linear basis model (L), nonlinear basis model with linear tyre model (NL-L) 
and nonlinear basis model with nonlinear tyre model (NL-NL). The simulation results 
show that the NL-NL basis model give the best accuracy, and the L basis model give the 
worst accuracy, which is not surprising. In the next chapter, Kalman filter method will be 
investigated. Three type of Kalman filters will be examined, each of which is based 
accordingly on each basis model developed in this chapter. 
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Table 3.1: Nominal values of the basis model parameters 
Parameters Nominal values 
Ix< total lumped car roll moment of inerti a (538.2 kgm") 
Iyy total lumped car pitch moment of inerti a (2755.3 kgm2) 
l u total lumped car yaw moment of inertia (2950.5 kglll2) 
I", total lumped car roll-yaw product of inertia (80 kgll?) 
M total lumped car mass (1773.3 kg) 
K if lumped front suspension stiffness (28.472 /eN/m) 
K
" 
lumped rear suspension stiffness (26.955 /eN/m) 
BIf lumped front suspension damping rate (2200 Ns/m) 
B
" 
lumped rear suspension damping rate (2305.7 NS/IIl) 
hif front suspension roll centre height (0. 114 Ill) 
It" rear suspension roll centre height (0.119 Ill) 
PI percentage anti-squad/lift of front suspension (17.5 % anti -
squad under braking. 1.32% anti -li ft under acceleration) 
P, percentage anti-ri se/dive of rear suspension (32.36 % anti -rise 
under braking. 0% anti -dive under acceleration) 
he pitch centre height (0.1 717 III under braking. 0.0038 m under 
acceleration) 
Kx front tyre longitudinal stiffness (39404 N) 
Cc( front tyre cornering stiffness (61309 N/rad) 
C", rear tyre cornering stiffness (70157 N/rad) 
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This chapter wi ll consider the use of Kalman fi ltering as the first alternative for vehicle 
handling state estimator design . The Kalman filter is a conditional mean stochastic filter 
based on a nominal model of the system, and whose design process assumes that the 
system is subj ect to Gaussian distributed, zero mean, and white process and measurement 
noises. For the linear system case, under these assumptions, the conditional mean will 
propagate accord ing to the linear Kalman filter (LKF) equation and is optimal in the 
minimum variance sense. For the nonlinear system case, the Kalman filter is commonly 
approximated using first order Taylor series expansion, resulting in an extended Kalman 
filter (EKF). Unlike the LKF, EKF is suboptimal in the sense that it is not the conditional 
mean estimate of the state as it is based on Taylor series approximation. Although EKF is 
suboptimal , its performance in dealing with nonlinear systems is sti ll generally better 
than that of LKF. Therefore, EKF wi ll be the main proposal in this chapter for the vehicle 
handling state estimation. 
The work in this chapter contributes to the development of a Kalman filter for integrated 
vehicle handling state estimation. The 6DOF basis vehicle handling models in Chapter 3 
wi ll be used as the basis for the filter design. Three types of Kalman filter are developed: 
linear Kalman filter (LKF), nonlinear (extended) Kalman fi lter with linear tyre model 
CEKF-L) and extended Kalman filter with magic formula tyre model (EKF-MF); each of 
these is based accordingly on the L, NL-L and NL-NL basis models in Chapter 3. All the 
Kalman filters are designed using discrete-discrete form, based on discrete state 
derivatives (system) and discrete measurements. The linear and nonlinear discretisation 
as explained in Chapter 3 (section 3.5) are used to perform the discretisation of 
continuous model. All filters are then examined and compared by simulation tests. The 
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main problem faced by all filters is the presence of model uncertainties, as the filters are 
based on the nominal model which does not perfectly represent the real vehic le dynamics. 
These uncertainties will inevitably deteriorate the filter performance. A lumped process 
and measurement noises model is then proposed to compensate the effect of these model 
uncertai nties. Many simulation conditions are applied to assess the performance and 
robustness of the filters under parameter uncertainties. The result of this study wi ll be 
used as the basis for evaluation and design of a more sophisticated nonlinear filter in the 
next chapter. 
4.2 Linear Kalman Filter 
The linear Kalman filter is first investigated as a basis for designing and evaluating the 
nonlinear, Extended Kalman filter. It is a conditional mean filter which is proven to be 
optimal in the least mean square sense (see Lemma A.l in Appendix A). 
4.2.1 Filter Algorithm 
Consider a linear time invariant vehicle model influenced by process and measurement 
noises represented by discrete state space equation as follows: 
,!k+ , = A,!. + BYe. + ~. 
1. = c,!. + DYe. +~. (4.2.1) 
where ~. and ~. are process and measurement noises which are assumed to be white, 
gaussian and to have zero mean, with stochastic properties: 
(4.2.2) 
Eb 1 = 0 ; E[y.l = 0 
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where Q, is the process nOise covariance matrix which is assumed to be positive 
semidefini te ( Q, ~O), R, is the measurement noise covariance matrix which is assumed 
to be positive definite (R, > 0) and S, is the cross covariance matrix representing 
correlation between ~, and ~,. To further simplify the fi lter computation, it wi ll be 
assumed that the process and measurement noises are stationary so that the covariance 
matrices are constant at each instant in time. The covariance matrices are then simply 
written as Q, Rand S . The objective of the filtering problem is to minimise the trace of 
the estimation error variance which is given by: 
(4.2.3) 
An optimal Kalman fi lter which minimises this performance index is given by the 
fo llowing recu rsion: 
g,+,~ = Ag'I'-' + B~, +K,(X, -cg,~_, -D~, ) 
K, = (AP,I,_,CT + S)(CP,I,_,CT + Rr' 
(4 .2.4) 
(4.2.5) 
where K, is the Kalman filter gain and P'lk-I is the covariance matrix of estimation error 
which satisfies the following discrete Riccati difference equation (DRDE): 
(4.2 .6) 
Further detail of the fi lter algorithm derivation can be seen in Appendix A. The discrete 
linear basis model given by Eq. (3.5. 1) is used for the basis of the linear Kalman filter. 
The Kalman gain can be precomputed by assuming a steady state condition of the error 
covariance matrix in infinite time horizon case ( I --t 00 ), whereby: 
(4.2.7) 
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where P" is the steady state value of the error covariance matrix. The corresponding 
steady state Kalman gain is given by: 
K" = (AP"C T + S)(CP"CT + Rr' (4.2.8) 
where P" satisfies the following discrete algebraic Riccati equation (DARE) : 
P" =Ap"AT +Q-K" (CP,,C T +R)K;' (4.2.9) 
Using this precomputed Kalman gain, the computation time of the Kalman fi lter will be 
much reduced as it does not need an on line computation of error covariance matrix . The 
block diagram of the linear Kalman fi lter can be seen in Fig. 4.1. 
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Y (I) = g~(I) ,!!(I» 
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,. 
,....-------1 K 
'--"""" ~k\k-l }--+I c 
--, 
~ 
...... --t-t .. ,!k!k-l 
, 
, 
, 
, 
, 
~---------------------- -------- - -------------~ Linear Kalman Filter 
Figure 4.1 : Block diagram of the linear Kalman fi lter 
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4.2.2 Model Uncertainty Compensation 
As a model based filter, the Kalman filter relies strongly on the nominal basis model used 
in its design. However, the basis vellicle model developed in Chapter 3 is only an 
approximation to represent the real vehicle, thus it has some modelling errors due to 
many factors , such as: model simplifications, parameter uncertainties and linearisation, as 
have been explained in Fig. 1.2 in Chapter I. If these are not taken into account within 
the Kalman filter design, then these will definitely deteriorate the filter performance. 
Thus, there is a need to compensate these model uncertainties within the design of the 
Kalman filter. One method to compensate model uncertainties is to assume that the 
modelling errors form part of the process and measurement noises. This method will be 
elaborated deeply in tllis chapter, and its limitations will be investigated. 
Using this method, the system model errors are lumped within process noise !:!!k' and 
sensor model errors are lumped within measurement noise ~ • . Thus, the process and 
measurement noises comprise two components: model uncertainty (!:!!'k and ~,.) and 
external disturbance (!:!!ok and ~ok) components; these can be illustrated by the following 
equations: 
~k = ~uk + ~ok 
~.t = ~1I.t + ~ok 
(4.2.7) 
The model uncertainty component consists of structured and unstructured uncertainties. 
The structured uncertainties are uncertainties embedded witllin modelled dynamics, such 
as parametric uncertainties. The unstructured uncertainties are uncertainties from 
unmodelled dynamics, such as interferences from unaccounted dynamics modes due to 
model reduction. The external disturbances come from many sources, such as: 
di sturbances to system inputs which contribute to process noise, and disturbances to 
sensor measurement which contribute to measurement noise. 
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The simplest form of Kalman filter assumes that the process and measurement noises are 
uncorrelated (S = 0). However, thi s assumption cannot be applied in this case, as the 
uncertainty components ~"k and ~"' are strongly correlated; the errors in accelerometer 
models are strongly correlated with those of the vehic le state derivative model. The effect 
of thi s corre lation wi ll be investigated here. The system and sensor model errors are 
accounted for within Q and R matrices, and the correlation between system and sensor 
model errors are accounted for by the S matrix . 
The covariance matrices are estimated by simulation of the source model to generate data 
for ~, and ~, . The source model is excited by random steer angle and torque inputs to 
induce a high variation of state dynamic with a view to feasib le vehicle tests within 
achievable frequency response envelope of test driver as follows: 
, 
!:it = 
15 + N(O,ui ) 
T+ N (O,u; ) 
bandlimited 0-5 Hz 
(4.2.8) 
where N (O,u;) and N (O,u ;) are generated using bandlimited Gaussian white noise as 
those given by Eq. (3.6.1 ). 
The torque input wi ll generate the corresponding wheel speeds w" and w" which wi ll 
be fed to the nominal basis model. The corresponding input for the nominal basis model 
is then given by: 
" [15, + N(O'Ui)] 
!!.. k = wI A: 
Wu 
(4.2.9) 
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The steer angle and wheel speed sensors which acquire input signals for the basis model 
are also assumed to be disturbed by external noises, simulated by broad band Gaussian 
white noise as follows: 
(4.2 .10) 
The sensor signals from the source model are influenced by external measurement noises, 
which are simulated using independent Gaussian white noise with equal magnitude on 
each sensor: 
(4.2 .11 ) 
i = 1, .. . ,6 (4.2. 12) 
with p used as an amplification factor such that the noise levels are referenced to a 
nominal acceleration of 2 rn/s2 
Given these conditions, the data of ~". , ~"., ~o. and ~o. then can be generated using the 
following equation: 
~"k = [(.!" g; )-(A,!, +Bg;) 
~"k =K'C.!.,g; )-(C,!. +D!!.; ) 
.!fok = B§.u 
~ok = D §.u 
(4.2.13) 
(4.2. 14) 
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where f' C!, ,Ii~ ) is the first nine components ( [Li v IV P if f ~ illT) of the vehicle source 
model as given by Eq (2 .6.1 ), and £ ' (! " Ii; ) is the source sensor model as given by Eq. 
(2.7.8)-(2.7.10), depending on the chosen sensor set. The Q, Rand S matrices are then 
estimated from N data points of series ~, and ~, by the following covariance estimator: 
= 1 L ~k~A: ~A: 1! A: [Q S] N( T T) 
ST R (N - I) '=1 ~,~~ ~,~~ 
(4.2. 15) 
4.3 Extended Kalman Filter 
The extended Kalman filter is the nonlinear version of the Kalman filter, based directl y 
on the nonlinear plant model. The EKF is suboptimal in the sense that it is not a 
conditional mean fi lter, and its deri vation is based on approximation of its linear 
(optimal) version where the Iinearisation is performed about the current state estimate. 
However, as it uses directly the nonIinear model in its design process, it is expected to 
yield more accurate estimation than the LKF. 
4.3.1 Filter Algorithm 
Consider a system represented with the following nonlinear discrete state space equation: 
! k+1 = f /!', Ii')+~' 
~, =£(!" g, ) + ~, 
(4.3 .1) 
where ~k and ~, are process and measurement noises satisfying Eq. (4.2.2). The EKF 
can be formulated with the following nonlinear di screte state space equation: 
(4.3.2) 
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where K, is Kalrnan filter gain satisfying: 
and P,I' -' is error covariance matrix satisfying the following DRDE: 
A, and C, are lacobian matrices: 
A, = ofd C5.,, !!., ) 
o,!, 
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(4.3.3) 
(4.3.4) 
(4.3.5) 
(4.3.6) 
Further detail of the derivation can be seen in Appendix A. As can be seen in the 
algorithm above, there are some differences which di stinguish the EKF from the LKF. 
The Kalman gain K, in the EKF cannot be pre-computed, since it is time varying and its 
value is based on the current estimated states '!'I'_" It needs an on-line calculation of 
P,+II" A, and C" and thus will increase the computation load. The block diagram of the 
extended Kalman filter is shown in Fig. 4.2. 
The discrete nonlinear basis model as given by Eq. (3.5.6) is then employed as the basis 
for the EKF. Two types of basis models will be investigated. The first one employs linear 
tyre model to perform EKF-L, whereas the second one employs a full magic formula tyre 
model to perform EKF-MF. 
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The principle of EKF to compensate model uncertainties is simjlar to that of LKF. It uses 
the discrepancies between the source model and the non linear basis model to generate 
combined model error-external process and measurement noises. To simulate further 
model uncertainties, the parameters of the source model are set differently from those of 
the basis model ; the basis model parameters are set to nomjnal condition, whereas the 
source model parameters are set to non-nomjnal conditions. Tyre and mass related 
parameters are chosen as the main parameters to be varied, as these parameters give 
major influence on model errors in real situations; tyre parameters often change due to 
variation of road condition, tyre pressure and temperature, whereas mass, inertia and 
centre of mass position often vary due to variation of passenger mass and posi tion. The 
tyre parameter to be varied is the friction coefficient ;..r.. The mass, inertia and centre of 
mass position are varied by setting the passenger mass and position as given by Eqs. 
(2.3.2)-(2.3.7) to the intended non-nomjnal condition. Detail of this discrepancy 
generation is given in section 4.4. Given this condition and inputs as in Eq. (4.2.8), the 
process and measurement noise data can be generated by the fo llowing equations: 
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~"' =f:('!,,!!.:)- f d (,!,,!!.;) 
~"' = l (,!,,!!.:) - K(""!!.;) 
~o, = L /,!, ,!!.; + f,) - L/,!,,!!.;) 
~o, = KC!,,!!.; + f,) - K(",,!!.;) 
107 
(4.3.7) 
(4.3 .8) 
The covariance matrices are then obtained by substituting these data into Eq. (4.2.15). 
4.4 Model Discrepancy Generation 
To simulate the model uncertainty problem, parameters of the source model are 
arbitrari ly set in such a way that these will induce a large di screpancy with the basis 
model; these are chosen in the view of maximum possible range of discrepancy in 
reali stic situation. A large discrepancy is desirable to test the robustness of the filter 
under large model uncertainties. Two model discrepancy settings are considered here, 
denoted by Lower Uncertainty (LU) and Upper Uncertainty (UU) settings. The lower 
uncertainty setting illustrates a condition where the combination of all parameter setting 
in the source model will induce lower values of linear and angular states than those of the 
nominal setting. Conversely, the upper uncertainty setting illustrates a condition where 
the combination of all parameter setting in the source model wi ll induce greater values of 
linear and angular states than those of the nominal setting. 
For LU setting, the road friction coefficient is set to a lower value than its nominal value. 
This wi ll give lower tyre forces than its nominal values under similar handling inputs. As 
the tyre forces are lower, the induced vehicle states will be lower than those for the 
nominal condition. The passenger masses are set to heavier values than those of its 
nominal values with lower CO height, as fo ll ows: 
m pl = 200 kg, Lpl = [-0.1 0.2 0.3]" m mp' = 200 kg, L p, = [-1.20.3 0.3]T m 
m p, = 200 kg, L p, = [- 1.60.1 0.3]" Dl III p4 = 0 kg 
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In this case, IIl pl represents a lumped passenger mass at the front seats, IIl p' represents a 
lumped passenger mass at the rear seats and IIlp3 represents a lumped luggage mass at the 
rear compartment. In contrast to LU setting, in UU setting, the road friction coefficient is 
set to higher value than its nominal value. The passenger masses are set to lighter values 
than its nominal val ues with higher CO height, as follows: 
IIlp ' = 50 kg, Lp, = [- 0 .1 0.3 - 0.2]' m 
where IIl p' represents the driver mass at the front seat. Table 4.1 gives parameters for 
LU, UU and nominal settings. 
Table 4.1 : Parameter setting for each model di screpancy condition 
Source Model 
Parameter LU Nominal UU 
j.I. 0.2 0 .8 1.5 
M (Kg) 2093.3 1773.3 1543.3 
I xx (Kg.m2) 478 421.2 402.5 
I yy (Kg.m2) 31 13. 1 2394.2 2259.6 
I u (Kg.m2) 36 16.1 2948.4 2791.1 
I .., (Kg.m2) - 108 0 -1.5 
I " (Kg.m2) -102 72 73 
I " (Kg.m2) 36 0 -3 
X g (m) -0 .2248 0 0.1064 
Y g (m) 0.0627 0 0 .0110 
Zg (m) 0.0941 0 -0.0073 
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To illustrate the di screpancies among these settings, the source model for each setting is 
exci ted by similar handling test inputs. The state trajectory comparison fo r each setting is 
shown in Fig. 4.3. As shown in thi s figure, the nominal setting state trajectories lie in the 
middle of those of LU and VU settings, as shown in trajectories for sideslip velocity, roll , 
pitch and yaw rates. For the forward velocity, the trajectory for LV setting is higher than 
that of nominal setting. This is because the longitudinal tyre fo rces generated in LU 
setting dur ing traction and braki ng are smaller than those of the nominal setting so the 
forward velocity for LV setting does not change too much from its initial value (25 m/s) 
as in the nominal setting. In the pitch angle trajectory, it is shown that there is steady state 
positive pitch angle in LV setting and steady state negative pitch angle in VU setting. 
This is because CG position for LV setting is shi fted to the rear, whereas fo r VU setting it 
is shifted to the front. All these discrepancies can then be used to examine the robustness 
of the filter under parameter uncertai nties. 
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4.5 Simulation Test and Performance Analysis 
Simulation tests are performed to examine the performance of all three filters (LKF, 
EKF-L and EKF-MF). The aim of the simulation is to test the filter tracking and robust 
performance under various handling inputs and parameter uncertainties. All filters are 
tested under simi lar test conditions, and then the performances of these filters are 
compared. 
To generate the process and measurement noise data, the source model is set into nominal 
condition and then it is excited by a combination of random and piecewise continuous 
handling inputs satisfying Eq. (4.2.8) as shown in Fig. 4.4. The initi al forward velocity 
for this simulation is started at 25 m/s. The following standard deviation values for the 
random parts of excitation inputs are chosen: 0'6 = 3° and 0', = 200 Nm. The standard 
deviation of the external noises that disturb steer angle and wheel speed sensors are 
chosen as follows: 0'60 = 1° and 0' •• 1 = 0' •• 2 = I m/s. The amplification factor p for the 
external measurement noises in Eq. (4.2.12) is set to p = I, which means that each 
accelerometer sensor receive equal external noises of 2 m/s2 (rms) . The simulation is run 
for 10 seconds with a sampling frequency of 200 Hz. This sampling frequency is fast 
enough considering the fact that the maximum achievable frequency of the driver 
handling input signals is approximately 5 Hz; this maximum achievable driver input 
frequency can be thought of as the maximum bandwidth of the system. Thus, this 
sampling frequency has satisfied the minimum requirement stated by the sampling 
theorem. This sampling frequency is used for all simulation tests in this study. The data 
of ~, and ~, are then obtained by applying Eqs. (4.2.13)-(4.2 .14) for linear basis model , 
and by Eqs. (4.3.7)-(4.3 .8) for nonlinear basis model with linear and nonlinear magic 
formul a tyre model respectively. The covariance matrices are then generated by Eq. 
(4.2. 15). 
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The filters are then tested under various handling inputs. Two simulation tests are 
conducted. The first test compares the performance of LKF, EKF-L and EKF-MF under 
nominal condition. The objective is to investigate the effect of using the more accurate 
nonlinear tyre model to the filter performance enhancement. The second test compares 
the performance of EKF-MF under nominal, LU and UU conditions. The objective here 
is to investigate the robustness of EKF-MF against model uncertainties. The simulation 
results and performance analysis are explained in the following sub sections. 
4.5.1 Comparison of LKF, EKF-L and EKF-MF 
In this test, the source model is set into nominal parameter condition. The performance of 
the filters is examined under two handling situations: pure lateral slip and combined 
lateral-longitudinal slip. The sensor set used here is the longitudinal and lateral 
accelerometer sensors at the centre of gravity (1. = r S ax s.)' l' ). 
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The first test is pure lateral slip test. In this test, the source model is excited by steer input 
on ly and no torque or braking input applied. The steer input is designed to simul ate soft 
and hard lane changes followed by J-tu rns with small and large steer angles. The forward 
velocity is set to medium speed initiated at 25 mls. To examine the ability of the filters to 
reject the external disturbances caused by sensor noises and road surface roughness, the 
filters are also tested under two situations: no disturbance and with disturbance cases. In 
the no di sturbances case, the external noises influencing the steer angle, wheel speed and 
accelerometer sensors as well as the road roughness are all set to zero. In the presence of 
di sturbances case, the steer angle, wheel speed and accelerometer sensors are influenced 
by external Gaussian white noises with the following standard deviation : a 60 = 0.1 ' , 
a •• 1 = a •• 2 = 0.1 mls and a a = 2 mls2 (p = 1), whereas the road roughness input is set 
to k = 8xlO-<> (roughest principal road). The estimation results for these undisturbed and 
di sturbed cases are shown in Figs. 4.5 and 4.6. To measure the performance of the filters, 
an index is defined that represents the percentage of estimation error x, (k ) - Xi (k) 
against the true state Xi (k) over each sampling point k, as follows: 
(4.5.1) 
The percentages of estimation errors for this test are given in Table 4.2. 
The simulation results demonstrate that the external noises have an insignificant effect on 
the main handling states ( ll , v and r). Comparison for undisturbed and disturbed cases 
for u , v and r as shown by plots B, C and D in Figs. 4.5 and 4.6 show that the external 
noise only has a slight influence on the estimated state trajectories. However, these 
external noises have considerable effect on roll and pitch rate estimation as shown by 
plots E and F of Fig. 4.6; both estimated roll and pitch rate trajectories are still noisy, 
which shows that the filters do not suppress the external noise very well. This leads to 
inaccuracies on the corresponding estimated roll and pitch angles (plots G and H of Fig. 
4.6). These phenomena are understandable as dynamkally, roll and pitch states are more 
Kalman Filter Design 114 
susceptible to noises than the main handling states (1/, v and r). This is because the 
suspension system has smaller damping ratio than the handling system (although their 
natural frequencies are not much different) so that it will pass high frequency noise more 
easi ly than the hand ling system. Also, the vertical road roughness input causes a major 
influence on ride dynamics (roll and pitch) but only a minor influence on handling 
dynamics. The performance of EKF-MF in suppressing external noises is superior to 
those of EKF-L and LKF. Table 4.2 shows that EKF-MF gives the smallest percentage of 
estimation error in virtually all states. 
Forward speed is generally estimated well by all filters in the small steer angle region 
(0:5 t :5 7 , see plot A), as shown in plots B of Figs. 4.5 and 4.6. In the large steer angle 
region (t > 7), LKF and EKF-L make a large estimation error. In contrast, EKF-MF sti ll 
gives good estimation even in the large steer angle region. This also happens on v and r 
estimation as shown in plots C and D of both figures , where the estimation errors of all 
filters are relatively small within the small steer angle region, but these become large 
within the large steer angle region except for EKF-MF that still maintains its good 
performance in this region. 
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Figure 4_5 : Estimation result for pure lateral slip - undisturbed case in nominal condition 
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Table 4.2: Percentages of estimation errors of all Kalman filters for pure lateral slip 
undi sturbed and di sturbed cases in nominal condition 
Percentage of estimation error (%) 
Condition Filter P,u P,. p" P'P P,q P'P P,o 
LKF 7.47 126.32 20.84 105.98 127.25 18.44 231.30 
Undisturbed EKF-L 6.45 81.03 26.23 38.21 179.14 17.28 56.35 
EKF-MF 0.16 24.91 10.40 18.7 1 91.94 20.19 78.22 
LKF 7.44 141.54 24.40 149.90 111.53 84.75 215.43 
Disturbed EKF-L 6. 17 71.94 39.36 73.43 125.86 83.02 100.61 
EKF-MF 0.28 33.29 15.98 71.25 98.87 81.64 90.59 
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Results of u, v and r estimations demonstrate the crucial role of the tyre model 
employed within the filters. In the large steer angle region, the actual tyre model reaches 
its saturation regi on so the linear tyre model employed in LKF and EKF-L gives larger 
values of lateral tyre forces than that of the source model. In u estimation, this results in 
larger induced projected negative longitudinal force (see Eq. 2.5.3) which make LKF and 
EKF-L decelerate u more than the source model. As a result, the estimated It trajectories 
for LKF and EKF-L are smaller than that of the source model within the large steer angle 
region. In the yaw rate estimation, this makes the estimated yaw rate trajectories given by 
LKF and EKF-L become larger than the actual yaw rate of the source model. It turns out 
that the lumped model error noi se employed within LKF and EKF-L cannot sufficiently 
compensate this tyre model error. In contrast, EKF-MF gives more accurate estimation 
result than those of LKF and EKF-L for all of these handling states in the large steer 
angle region, in both transient and steady state situations. This demonstrates that the tyre 
force model is critical in handling state estimation. The use of a simplified linear tyre 
model , although offering a simpler filter algorithm, leads to unacceptably poor 
performance under extreme handling situations. 
Poor results are shown in the estimations of P, q, t/J and () by all filters. The 
uncertainties in roll and pitch centre positions and suspension parameters seems to be the 
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dominant factor that causes these inaccuracies. This combines with the large uncertainties 
in tyre parameter in the LKF and EKF-L, resulting in very poor results in both these 
filters. As expected, EKF-MF still demonstrates superior performance over the others, 
although its performance is sti ll unsatisfactory. These poor results demonstrate that the 
Kalman filters are unable to compensate the parameter uncertainties very well. Details on 
the parameter uncertainty effect will be discussed in section 4.5.2. 
The second test is a combined slip test. The source model parameters are sti ll set to 
nominal condition. In this test, the vehicle is excited by both steering and braking inputs. 
The initial forward velocity remains set at 25 m/s. The objective of this simulation is to 
investigate the effect of combined slip at the front wheels to the cornering characteristic 
and the filter responses under this situation . The vehicle is initially excited by a step steer 
input, and then a sudden negative step braking torque input is applied to each front wheel. 
The system is still subject to noisy measurements, but the road is ass umed to be smooth 
and flat. The plot of the state estimation result is shown in Fig. 4.7, and the corresponding 
percentages of estimation errors are given in Table 4.3. 
Fig. 4.7 shows clearly that when the vehicle experiences pure step steer input at 
0.5 ~ t ~ 1.5 , all filters perform relatively well with relatively smal l estimation errors. 
However, when the braking is applied at 1.5 ~ t ~ 4 and combined lateral-longitudinal 
slip is imposed, enormous estimation errors and even instability appear in LKF and EKF-
L estimation results. This demonstrates that the linear tyre model employed in LKF and 
EKF-L is unsatisfactory to deal with the combined slip situation, which is not surprising. 
It causes major tyre force errors which ultimately result in very poor performance. In 
contrast, EKF-MF still performs relatively well in this combined slip situation, which is 
also not surprising. The tyre magic formula employed in EKF-MF again shows its 
superior ability to reduce tyre force errors. Comparison of percentages of estimation 
errors in Table 4.3 shows that EKF-MF gives much smaller errors than those of LKF and 
EKF-L. However, estimations of p , q , I/J and B are considered still as poor as the 
previous test, again due to the model uncertainties that wi ll be discussed in more detail in 
section 4.5.2. 
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Table 4.3: Percentages of estimation errors of all Kalman filters for combined slip case in 
nominal condition 
Percentage of estimation error (%) 
Filter P," P" p" P'P P,q P'9 P,o 
LKF 53.42 378.34 443.01 712.65 1489 97.17 3383 
EKF-L 12.36 290.57 45.46 282.22 419.21 51.43 133.51 
EKF-MF 1.71 31.96 20.63 65.43 66.80 28.65 14.03 
Results from the two simulation tests in this section lead to two main conclusions. The 
first conclusion is that the use of the nonlinear extended Kalman filter method, although 
suboptimal in a minimum variance sense, gives significant performance enhancement 
over that of the linear Kalman filter method. Although LKF is optimal in minimum 
variance sense, it has major weakness in that it uses a linear model as its basis. This leads 
to large model errors that cause its performance to deteriorate drastically when applied to 
highly nonlinear vehicle state estimation. Results from both simulation tests show that 
LKF has the worst performance of all those KF tested. In contrast, the nonlinear extended 
Kalman filters (both EKF-L and EKF-MF) use the nonlinear vehicle model directly as the 
basis so the model errors are much smaller than those of the LKF; this enhances their 
performance significantly. 
The second conclusion is the significant benefit of using the nonlinear magic formula tyre 
model directly within the filter. The results show that although the EKF-L has partially 
employed nonlinear vehicle model , but as it still uses linear tyre model , its performance 
deteriorates significantly under large lateral and longitudinal slips where the tyre reaches 
its nonlinear!saturating region . In contrast, the EKF-MF still maintains its accuracy under 
large lateral and longitudinal slips as it employs directly the magic formula tyre model 
which takes into account the saturating region . This offers potential benefit especially to 
the automotive industries where most of their vehicle stability controllers still employ a 
linear tyre model within both controller and state estimator, see for example vehicle 
stability control systems of Toyota ([28]) and BMW ([89]). 
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4.5.2 Robustness investigation of EKF -MF under parameter uncertainties 
Nominal condition tests have been conducted in the previous section, and the results 
show that model uncertainties have a major effect in decreasing filter performance. 
However, as the previous tests dealt with the nominal assumption, the effect of model 
uncertainty is not formally considered, particularly for EKF-MF. As EKF-MF employs 
the same nonlinear magic formula as that of the source model , the only significant 
di screpancy between the nominal source model and the nominal EKF-MF basis model 
are in the roll and pitch centre positions and suspension parameters; these model 
discrepancies are insignificant and insufficient to asses the robustness of EKF-MF. This 
section will examine the robustness of EKF-MF in dealing with larger model 
uncertainties. Parameters of the source model are varied to LV and VV settings 
developed in section 4.4, and the robustness of EKF-MF is then investigated under these 
non-nominal situations. A series of handling inputs that represent pure steer, pure traction 
and combined steer-braking are imposed on the vehicle, and applied equally under LV, 
nominal and VU settings, again with forward velocity at 25 mls. The system is again 
subject to noisy measurements and the road is assumed to be smooth and fl at. The 
estimation results for LV, nominal and VV settings are shown in Figs. 4.8 - 4.10 and the 
corresponding percentages of estimation errors are given by Table 4.4. 
As shown in the figures, estimation errors increase considerably under LV and VV 
settings compared to those under nominal setting. Vnder LV setting (Fig. 4.8), virtually 
all estimated state trajectories of EKF-MF are larger (in absolute value sense) than those 
of the source model, except for the sideslip velocity state (plot C) where the trajectory 
could be smaller or larger than that of the source model, depending on yaw and forward 
velocities. According to Eq. (3.3.1), the larger the yaw rate, the smaller the sideslip 
acceleration (v). This results in smaller value of v, and vice versa. In contrast, under VU 
setting (Fig. 4 .10), virtually all estimated state trajectories of EKF-MF are smaller (in 
terms of absolute value) than those of the source model except for the sides lip velocity 
where its value is larger than that of the source model. Table 4.4. shows that the EKF-MF 
has enormous estimation errors when the source model is set to LV and VV settings. 
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Table 4.4: Percentages of estimation errors of the EKF-MF 
for LV, nominal and VV conditions 
Percentage of estimation error (%) 
Setting p," p," p" P'P p" P' 9 P,o 
LV 7.63 98.71 155.46 184.65 226.92 94.77 93.33 
Nominal 0.51 21.50 24.73 39.14 76.24 25.05 55.38 
VU 1.41 55.66 45.05 51.31 106.78 28.86 82.89 
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Overall , resu lts from these tests show poor robustness of EKF-MF in the face of large 
model uncertainties. This poor robustness can be traced back to the way the Kalman filter 
interprets noise. As explained in sections 4.2 and 4.3, the Kalman filter (both linear and 
nonlinear versions) assumes that the process and measurement noises are ideal white 
noises whose power spectral density (PSD) is distributed equally to all frequency area. In 
fact, the total lumped model error noises that influence the EKF-MF in this simulation are 
not ideal white noises. As the total noises contain noises from modelling errors (see Eq. 
(4.3.7)), these are no longer ideal white noises. Instead, the PSD of these noises are 
concentrated around the system dynamic frequency area. This makes the PSD of the 
model error noises at the system dynamic frequencies much larger than those at other 
frequencies. As a result, EKF-MF will be suboptimal in this sense and hence its 
performance is deteriorating. 
It is possible to improve the performance of the EKF-MF however, by inflating the 
process noise ~,," as done by Best in [11], As the process noise concentrate in the 
system dynamic frequency, it is sensible to predict that the performance of EKF-MF can 
be improved by increasing ~",. This should basically correct the noise model to 
approach the values at the concentrated frequency area. Table 4.5 shows the comparison 
of estimation errors between the original design and the new setting for LV source model 
setting. In this case, the system noise model ~"k for the new setting is increased to 50% 
greater than its original design . 
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Table 4.5 : Percentages of estimation errors of the EKF-MF 
for original and inflated model error noises 
Percentage of estimation error (0/0 ) 
Setting Pt lt P~ p" P'P P,q p" 
Original 7.63 98.71 155.46 184.65 226.92 94.77 
Inflated ~"* 5.37 90.80 134.10 182.44 182.82 85.37 
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P,o 
93.33 
92.79 
As shown in Table 4.5, the percentages of estimation errors for the inflated ~,,* are less 
than those of the original setting in all estimated states . This indicates that the inflation of 
model error noise improves the information about noise distribution given to the EKF. 
However, thi s improvement is not significant, as can be seen by the only slight reduction 
in estimation errors. It seems the Kalman filter has a limit in dealing with model 
uncertainties. The requirement of ideal broadband Gaussian white noise is the major 
shortcoming of the Kalman filter in the face of model uncertainties that induce non-ideal 
model error noises. 
4.6 Conclusions 
This chapter has demonstrated the use of Kalman filtering methods as the first alternative 
for vehicle handling dynamics state estimation. Results from this chapter lead to the 
following conclusions: 
1. The nonlinear extended Kalman filter gives better estimation than the linear Kalman 
filter. Although EKF is suboptimal in MMSE sense, the use of a nonlinear model 
directly within EKF reduces the model errors significantly which leads EKF to have 
better performance than LKF. 
2. The tyre model plays a critical role in filter performance. The use of a nonlinear 
magic formula directly within the EKF-MF gives significant performance 
enhancement in comparison with the linear tyre model used in LKF and EKF-MF. 
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3. Lack of robustness against model uncertainty is still a major shortcoming of the 
Kalman fi lter. As Kalman fi lters rely heavily on the ideal assumption of model error 
noise statistical properties, their performance degrades significantly in the presence of 
large model uncertainties that induce non-ideal model error noise condition. 
In the next chapter, a different filtering approach will be investigated. The so-called 
non linear robust filter will be proposed as an alternative to the Kalman filter. This new 
approach is proposed to answer the model uncertainty challenge which seems not to be 
properly compensated by the Kalman filter. 
Robust Filter Design 
5.1 Introduction 
Chapter 5 
Robust Filter Design 
128 
The resu lts from Chapter 4 give an insight to the need for a more accurate filtering 
method in the presence of model uncertainty. The standard extended Kalman filter is to 
some extent able to compensate model uncertainties under poor knowledge about its 
statistical property. However, the compensation still does not give satisfactory 
improvement to filter performance. It appears that the model errors in the vehicle system 
cannot be simplified by the ideal white noise time uncorrelated assumptions that the 
Kalman fi lter makes. A more analytical method should be used to give more accurate 
representation of model uncertainties, and hence improve the ability of the fi lter to 
compensate for them. 
In this chapter, the robust fi lter is investigated as an alternative to the Kalman filter. By 
the term 'robust' here means that the filter is robust against model uncertainty. Where the 
Kalman fi lter requires statistical properties about the noise, the robust fi lter does not need 
this. Instead, it uses a bounded norm representation for both model uncertainty and noise. 
Thus, the robust fi lter wi ll not face the non ideal statistical problem as the Kalman filter 
does. Moreover, the robust fi lter has more analytical way to take into account model 
uncertainty within its design process. The dynamics of the model uncertainty is 
represented by a model which comprises uncertain and deterministic parts. The uncertain 
part is assumed to lie within a bound, called the admissible uncertainty, whereas the 
deterministic part is extracted from the modelled dynamics. In this way, the dynamics of 
the uncertainty are accounted for more appropriately than in the Kalman filter. Both 
linear and nonlinear robust filters are investigated in this chapter. Both filters are then 
compared with the ir corresponding linear and nonlinear (extended) Kalman filter under 
similar operating conditions. 
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5.2 Linear Robust Filter 
A preliminary study has been conducted by the author in linear filtering. to investigate 
the use of the linear robust filter for vehicle handling state estimation and its advantage 
over the standard linear Kalman filter. Details of this study are explained in [74] . and thi s 
section wi ll review it. The linear robust filter used here is based on the work of Bolzem 
et al. in [16]. The objective of this study is to explore the robust filter design 
methodology for linear systems. In this case. a continuous system-continuous 
measurement form of the linear robust filter is employed. Results of this study will be 
used as a consideration for design and investi gation of further advanced nonlinear robust 
fi lter in the next section. 
Consider a linear system subject to time varying parameter uncertainties and process and 
measurement noises as follows: 
i(t) = (A + M(t))~(t ) + Bg(t ) + !f(t) 
I(t ) = (C + ~C(t ))~(l ) + Dg(t ) + yet ) (5.2.1 ) 
where A E 9\"' " is stable. BE 9\".m. C E 9,"". D E 9,'·m. and !f(t ) and yet ) are 
independent zero-mean white noise processes with unknown time varying intensities (i n a 
mean square value sense) Wet ) and V el ) belonging to the followi ng uncertainty sets: 
{
rIl = {WO : W(t) ~ W. 'dt. W ~ o} 
v = {vo :V (t) ~ V.'d t,v > o} (5.2.2) 
where Wand V are the upper bounds of intensity matrices W et) and V (t). The time 
varying parameter uncertainties M (t) and ~C(t ) are structured as follows: 
[
M(t ) ] [~] ~C(t) = L, ~(t ) N, (5.2.3) 
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where L. E 9\"xo, L, E 9i'xO and N, E 9\P'" are constant matrices, and L'.O belongs to the 
uncertainty sets as follows: 
Q = {L'.O : L'.(t)L'.(t)' < 1
0
, ';f t} (5.2.4) 
The uncertainty sets (5.2.2) and (5.2.4) determine the admissible uncertainties in which 
the robustness of the robust filter is guaranteed. It can be seen from these uncertainty sets 
that statistical information about the noises and model errors is not needed here. As long 
as the norms of the noises and model errors exist below certain upper bounds within these 
uncertainty sets, the filter robustness will be guaranteed. 
As in the linear Kalman filter, the objective of the robust filtering problem is to minimise 
the trace of the covariance of estimation error as follows : 
J = trace(P) (5.2.5) 
By the so-called bound optimisation problem (BOP), Bolzem et al. [16] derived a 
formula for the linear robust filter which minimises performance index (5.2.5) and 
satisfies admissible uncertainties (5.2.2) and (5.2.4), as follows: 
1
1(1) = (A + ~ f1N:N,Wt) + B!!.(t) + K (!!. - cg(t) - D!!.(t» 
K = (ITC' + f3L.~)(V + L,~r' 
(5 .2.6) 
where K is the robust filter gain, j3 is an arbitrary positive number and IT is the upper 
bound of the covariance of the estimation error l. - g which is obtained from the solution 
of the following continuous algebraic Riccati equation (CARE): 
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An + nA' + ~ n N;N, -(ne' + ~L;)(V + .8L,L;r'(ne' + ~L')' 
+~I.:,+W =0 
13 1 
(5.2.7) 
This linear robust filter is then employed for the vehicle handling dynamics state 
estimation in [74]. A four degrees of freedom (4DOF) vehicle model is used as the source 
model, comprising five handling states ! = [It , v, p,r,Bj" with two determjnistic inputs 
g = [8, wj" . The nonlinear tyre magic form ul a is employed in thi s source model, with 
combined longitudinal -lateral slip characteristic at the front wheels and pure lateral slip at 
the rear wheels. For the basis model, a simple linear three degrees of freedom (3DOF) 
vehicle model is employed, comprising fo ur handling states! = [v, p,r,Bj" with one 
determjni stic input g = [8]. The state space matrices A , B , e and D of the linear basis 
model are obtained by least square identi ficati on from the data generated from the source 
model; these wi ll then become the nomjnal values of the basis model parameters. The 
block diagram of the linear robust filter is shown in Fig. 5. 1. 
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Figure 5.1 : Block di agram of the linear robust filter 
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The next step to apply the robust filter is to formulate the uncertainty model which 
satisfies Eq. (5.2.3). To identify the time varying uncertainties M(t) and ilC(/) , a 
simulation is carried out on the source model to generate N samples of time varying data, 
A(t) and C(t). From the state derivative and output data generated from the source 
model, a small state perturbation is performed at each point in time, and the time varying 
matrices are computed by a numerical Jacobian as follows: 
J,(X . + t:..x .,/) - J.,(x .,/) 
.<1 .. (/)= ' J } } '~J t:..x . 
} 
g, (Xj + t:..xj ,t) - g, (Xj ,/) 
t:..xj 
; i=l, ... ,fl ; j=l , .. . ,n ; k=l, .. . ,1 (5 .2.8) 
The time varying parameter uncertainties M(t) and ilC(t) are then calculated by 
subtracting these time varying matrices with their nominal values obtained from least 
square regression. 
The next step is to decompose the time varying M(t) and ilC(t ) into the form given by 
Eq. (5 .2 .3) and synthesise the values of L" L, and N,. The time varying uncertainty 
il(t ) is set as a three dimension square matrix whose diagonal elements are composed of 
the elements of matrix M(t) divided by the maximum of its absolute value, as follows: 
a,.(t) 0 .. ...... .. .. .. .. .... ..... 0 
o a,ll) ....................... O 
il(t ) = 
.. ......... .......... . a
n 
,(1) .. .. .. . 0 i = 1, .. . ,n ; j = l, ... ,n (5.2.9) 
.. .. .. ...... .. .. ...... .. ...... . ani l ) , , 
n x n xN 
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It can be verified that t.(t ) in Eq. (5.2.9) satisfies the uncertainty sets (5.2.4). Based on 
Eq. (5 .2.3), the matrices L. and N, are then set to: 
a" ... O ....... . 
o a'2"'0 .. . 
N, = 
.. ... 0 ..... a" (5.2.10) 
a" .... 0 .... . . 
.. .. 0 .... .. aM 
1 1...1 0 ... .. ........... .... .. 0 
L,= 
0 ...... 0 I 1 .. .. 1 0 ...... ... . 0 (5 .2.11) 
0 ..................... . 0 1 1...1 
nxn 1 
The matrix L2 is obtained by employing least square regression based on Eq. (5.2.3): 
{
L, = « r (t )r(t)Tr'r(t)t.C(tn T 
1(1) = 6.(t)N, 
(5.2.12) 
where L, E 9\'''' . Using L., L2 and N, as formulated in Eqs. (5.2. 10)-(5.2.12), the 
linear robust filter is then ready to be applied. 
Simulations are carried out to test the performance of the linear robust filter and compare 
it with that of the linear KaJman filter. The vehicle is operated under a relatively constant 
forward velocity of 20 m1s. The source model is excited by random steer input to obtain 
data for time varying state space matrices for the robust filter and model error noises for 
the Kalman filter. The matrices L" L2 , N" W and If for the robust filter are calculated 
from this data, and also, the model error noise covariance matrices Q, Rand S for the 
Kalman filter. Both filters are then tested under similar operating conditions and handEng 
Robust Filter Design 134 
inputs. In thi s simulation, it is assumed that the road is flat and smooth and that there is 
no external noise to the system so that the noises here are only induced by model 
uncertainties. The plots of estimated state trajectories of both filters against the source 
model state trajectories are shown in Fig. 5.2. Percentages of estimation errors for both 
fi lters are given by Table 5.1. 
Both filters perform well in p, rand tP estimations, but they perform poorly in v 
estimation. In sideslip velocity estimation, the robust filter shows better tracking than the 
Kalman filter (plot A). Both filters give poor estimation in the large steer angle region, 
which shows that model uncertainty induced by tyre nonlinearity is not well compensated 
within thi s region. However, the robust filter still manages to compensate the uncertainty 
better than the Kalman filter. Overall, the linear robust filter gives a better performance in 
virtually all handling states, except in the yaw rate where its performance is slightly 
worse than that of the Kalman fi lter. 
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Figure 5.2 : Estimation results for both linear robust and linear Kalman filters 
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Table 5. 1: Percentages of estimation errors of linear robust filter and linear Kalman filter 
Percentage of estimation error(%) 
Filter p", p,p p" P'9 
Kalman 70.4577 1.2081 0.0255 4.6487 
Robust 63. 1782 0.0922 0.2703 0.8366 
Results from this linear study show the benefit of using a robust filter technique over the 
Kalman filter. The model uncertainties that induced coloured noises to the system are 
better compensated. However, the improvement is not great, especia ll y in sides lip 
veloci ty estimation. It appears that the tyre nonlinearity is too difficult to be compensated 
by linear robust approach. The large steady state errors that appear in large steer angle 
region indicate that the model error in this region has passed beyond the admissible 
uncertainty allowed for the linear robust filter. This shortcoming motivates the use of 
more advanced robust filter technique based on a nonlinear model. 
5.3 Nonlinear Robust Filter 
This section is devoted to the extension of the robust filter technique to a nonlinear case. 
The nonlinear robust technique used here is based on the work of James and Savkin [43]. 
In this nonlinear robust filter (NRF), the system to be observed is nonlinear and subject to 
input and output uncertainties whose bound is represented by the so-called integral 
quadratic cOll straillt (IQC). 
A preliminary study has been conducted on the application of this NRF method for 
vehicle handling state estimation in [73]. Here, a nonlinear basis model with linear tyre 
model is used as the NRF basis model. In this section, the application of NRF in [73] is 
extended by employing a nonlinear basis model with the nonlinear magic formu la tyre 
model (NL-NL) developed in Chapter 3. Simulation tests are then conducted to examine 
the tracking performance and robustness of the NRF under parameter uncertainties . The 
tracki ng performance and robustness of the NRF are also compared wi th those of EKF-
MF under simi lar operating condi tions. 
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5.3.1 Basic Principle 
The non linear robust filter considered in this study is derived by the standard 
optimisation technique which employs the so-called Hamiltoll-Jacobi-Bellmall (HJB) 
partial differential equation. This HJB optimisation technique has been widely used 
within optimal control, see for example in [3], [to] and [39] . For the filtering application, 
the problem is formulated in terms of an optimal 'control' problem, whereby the optimal 
control policy result will correspond with the optimal filter solution. 
Consider a nonlinear uncertain system of the form 
(~(t) = [(;!,yJ + DI:!!, 0 $t $ T, ;!(O): given ~(t) = K (;!,!'. ) 1.(t) = K(;!,!'.) + ~ (5.3. 1 ) 
where !(t)E 9\" is the system state, which is not 10 general directl y measurable, 
1.(t)E 9\' is measurement output and !'.(t)E 9\"' is the known control input. The 
uncertainties of the system are represented by uncertain ty inputs ':!!(t) E 9F and ~(t) E 9\' 
and uncertainly outpUI ~(t) E 9\· . The influence of these uncertainties to the syste m is 
subject to the following integral constraint: 
(5.3.2) 
where d ~ 0 is a positive real number. Uncertainties satisfying this condition are call ed 
admissible ullcertainties. This type of uncertainty is illustrated in Fig. 5.3. The uncertain 
system (5.3 .1) and (5 .3.2) can be regarded as a feedback interconnection between the 
nominal nonlinear system (5.3.1) and an uncertain block that takes the uncertainty output 
~ and produces uncertainty inputs':!! and ~. 
Robust Filter Design 138 
Uncertainty Block z -
~ 
v 
Nominal System 
u y 
Fig 5.3 : Nonlinear uncertain system representation 
For this filtering problem, define a cost function as follows : 
J (~,~, T) = <l>C!(O)) + r [L, ~(I ),y(l)) - L, C~(r))}it (5.3.3) 
The optimal filtering problem is then to find an optimal policy ~. such that the cost 
function (5 .3.3) is minimised with the corresponding optimum value of the cost function 
defined as follows: 
VC!,r)= min JC!,~,T)=J(~, ~',T) 
~ELz I O .T ) 
(5.3 .4) 
Such an optimal fi lter policy can be obtained if there exists an optimal cost function 
V(~,r) which satisfies the following f/alllilton-Jacoby-Bellman (HJB) partial differential 
equation (PDE): 
l ~~ + ~~~{V'xV'(L(~,g) + D~) - L,(~,!!) + L,Cd= 0 V(·,O) = <I> (5.3.5) 
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The PDE (5.3.5) is also an information state equation where V(,!.t) is an infonnation 
state for the filtering problem ([39]. [43]). This information state equation also relates to 
the dissipative filtering problem ([95]). where the uncertainty components fonn the 
di ssipative part of the system. Further explanation about dissipative system can be seen in 
Appendix B. The optimal cost function V{,!.t) is also a viscosity solution of PDE (5.3.5) 
(see further detail s of viscosity solution in [39] . [57] and [95]). 
To guarantee the existence of V(,!.t ). the following assumptions are required: 
Assumption 5.1: Functions !.C,!.!i) . ~(,!.!i) and K {,!. !i) are continuously differentiable 
over all of their arguments with bounded first derivati ves. 
Assumption 5.2: K{,!.!i) is bounded. 
Assumptioll 5.3: Functions <1> . L, and L, are bounded non-negati ve functions. 
continuously differentiable over all of their arguments and satisfying growth conditions 
of the type: 
191{,!) - 9lWI :5 fJ(l + I~ + Ix1)lx - x1 (5.3 .6) 
where fJ > O. and 9l = <1>. L,. L, 
Assumptioll 5.4: L, satisfies a coercivity condition: 
(5.3.7) 
where c> O 
Under these assumptions. the existence of an optimal cost function V(,!.t ) as a unique 
viscosity solution of PDE (5.3.5) will be guaranteed. and V (,!. t ) will satisfy the 
following constraint: 
V(~. t) :5 d (5.3 .8) 
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5.3.2 Filter Formulation 
Consider now a case where the uncertain system is subject to a standard norm bounded 
uncertainty description as follows: 
£(1) = f.C~,!!.) + D,"', (I )K(~,!!.) + D,J:to(t) 
~(I) = f(~'!!.) + "',(I)K(~, !!.) + yo(t) 
(5.3.9) 
where "'(t) = ["', (I) "' , (1)1' is a matrix of uncertain parameters satisfying the norm bound 
as follows: 
, , :s; I 
[Q
II2
'" (I)] 
R,"'''' ,(t) 
(5.3 .10) 
Q, and R, are positive definite matrices, and ~o (l) and ~aCI) are external noi se signals 
satisfying the bound: 
(5 .3. 11 ) 
where Q2 and R, are positive definite matrices. It is straightforward to see that the 
uncertain system (5 .3.9) will sati sfy the conditions (5.3. 1) and (5.3.2) when the functions 
<\:l , L, and L, are set to the following quadratic forms: 
where 
1 , 
<\:l = "2 (~(O) - ~o ) N (~(O) - ~o ) 
L, (yt, ~) = ~~(t)' QJ:t(t) + y'(I)' Ry(t)) 
) 1 )'( 1 , 1 Cl = -J.(t J. t) = -K(x,u) K (x, u) 
..-, 2 2 -- --
(5.3. 12) 
(5.3.13) 
(5.3. 14) 
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Q=[QI 0] 
o Q, 
R= [RI 0] 
o R, 
D = [D, D, l 
[
1'.1 (t)K~'!!)] I~t) = 
- !!" (t) 
t =[t.,(t)K~''l)] ~) ~,(t) 
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where N > 0 , Q > 0 and R > O. Under this set, the integral constraint (5.3.2) then reverts 
to the following integral quadratic collstraint (IQC): 
<!(O) - £, )' N<!(O) - £, ) + ~ f ~(t)' Q~t) + ~(t )' R~(t)]dt ::; d +~ f K(,!,!!. )' K(,!, g )dt (5 .3. 15) 
This IQC wi ll then characteri se all admissible uncertainties of system (5.3.9) under norm 
bounded uncertainties (5.3. 10) and (5.3.11 ). 
Under IQC (5.3. 15) and quadratic function s (5.3.12)-(5.3 .14), the PDE (5.3 .5) can be 
written as follows: 
l~~ + ~~{ VY,([<!,!!. ) + D!!')-~ ~t)'Q~t) -~~(t)' R~(t) +~ K(,!,g)' K(,!, !!. )} = 0 (5.3. 16) V(·,O) = <I> 
Evaluating PDE (5.3. 16) at its maximising!!, and setting ~(t) = E+ ~ - ~(,!, !!,» ) results in 
the following POE: 
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av + V'Y.f~. !!)+~ V'YDg'D'V'X -~(y- g~.!!»'R,,(y- g~.!!» at - 2 2 - - - -
+~K~. ll)' K~. ll) =0 2 - - (5.3. 17) 
I , v~.o) =2~(0)-~o ) N~(O)-~o ) 
R" = (E+)'RE! ; E=[l /xl l ,,,, ] 
where e+ denotes the pseudoinverse of E. The maximising ~ is given by: 
IV' = Q-' D'V' V' 
- x 
(5.3. 18) 
Consider now an optimum cost function V~. t) of the following quadratic form : 
V (~. t) = ~(~ - get))' p(tr'(~ - g(t» + ~(t) (5 .3.19) 
where pet) is a symmetric positive definite matrix. The cost function (5.3 .19) then wi ll 
satisfy the IQC (5.3. 15). and be a unique viscosity solution of PDE (5.3. 17). where g(t). 
PCt) and !/J(t) satisfy the following ordinary differential equations (ODE): 
(5.3.20) 
P = PA(g.!!)' + A(g.!!)P + DQ-'D' + P[F(g.!!)' F(g.!!) - ecg.!!)' R.C(g.!!)]p (5.3 .21) 
~(t ) = ~(l- ~~.!!»' R.(x.- ~(~.!!» - ~ K(~.g)' K(~. !!) (5.3.22) 
where g(O) = ~o ' PCO) = tv' and 
(5.3 .23) 
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(5.3.24) 
Fej,y.l = ilK(x,u) 
il !(r) X(l)=.1(I) 
(5.3 .25) 
The state space equation (5.3.20) and the continuous Riccati differential equation 
(CRDE) (5.3.2 1) constitute the full version of the nonlinear robust fil ter. Detail s of the 
derivation of Eqs. (5.3.20)-(5.3.22) can be seen in Appendix B. The NRF is then 
implemented into discrete form by employing RKS discretisation (Eq. (3.5.7)) in both 
state estimate equation (5.3.20) and CRDE (5.3 .2 1), whereby: 
gk+. = g, + (7kx• + 32kxJ + 12kx4 + 32kxs + 7 kx6 )T 190 
where kx• - kX6 and kp • - kP6 are given by: 
kx• = Lej"P"g"x.,) 
kx, =/ ej, +Tkx,/4,P" g"y) 
-x _ k 
kX3 = [ )g, +Tkx, /8 +Tkx,/8, P"g"x.,) 
kx' = / )g, - Tkx,/2 + Tkx3 ' P"g" x.,) 
kxs =L(g, + 3Tkx'116 + 9Tkx'116,P"g"x.,) 
kX6 = L(g, -3Tkx,l7 + 2Tkx,17 + I2Tkx3 17 -12Tkx,17 + 8Tkxs 17,P"g"x.,) 
A (Leg" g,) + P,c(g"g,j'R, (x., - Kej"g,))) 
/ C,!"P"g"y ) = 
- x -, +p,FC,!"g,)'Kej"g, ) 
(5.3.26) 
(5 .3 .27) 
(5.3.28) 
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kp, = I p(P",!,, !!.,) 
kP2 = I p(P, + Tkp, 14,!,,!!.,) 
kP3 = Ip(P" + Tkp, IS+Tkp2 /S,!,,!!.,) 
kP4 = Ip(P, - Tk p2 /2+Tk p3 ,!,,!!..) 
kps = Ip(P" + 3Tkp, 116+9Tkp4 I l6, !.,!!..) 
kP6 = Ip (P" - 3Tkp,l7 + 2Tkp217 + l2Tk p3 17 -l2TkP4 17 +STkp, I7, !.,!!..) 
Po ' (P"A(!"g.)'+A(!"!!.,)P,, + DQ-' D' ) 
.t: ( xu)-P k' _ I:I_1: - [( ' )' (' ) (~ ) ' (' ) ] + P, F ,!, , !!.. F ,!.'!!.. -C~,, !!., RvC ,!,,!i. P, 
The block diagram of the non linear robust filter is shown in Fig. 5.4. 
~t) 
~(t) 
1!:.(t) ,t(t) = I('!(I),g(t ))+ ~I) 
~----~------~ ~-.~ 
y (I) = g(,!(t ),g(t )) 
- s -
Vehicle Source Model 
~t_______________ ______________________________ ~k 
~~--------------------~~~~~. 
-----------------------------------------------------
Nonlinear Robust Filter 
Figure 5.4 : Block diagram of the nonlinear robust fi lter 
144 
(5.3 .29) 
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5.4 Uncertainty Model Formulation 
The first step to develop the nonlinear robust filter is to formulate the structured 
uncertainty model form of the vehicle in such a way that it sati sfies the norm bounded 
uncertain system (S.3.9)-(S.3. 11 ). The structured uncertainty model of the vehicle is 
constructed by direct extraction from the vehicle model. The parameters of the vehicle 
are assumed to have uncertainty within a reasonable bound. Extracting the uncertainty 
part from the vehicle model yields the structured uncertainty model. Due to the 
complexity of the parameter and state interaction within the bas is model , this study will 
focus on uncertainty extraction within the tyre force model only. Uncertainties in other 
parameters are lumped within the process noise. 
Consider now uncertainty in the friction coefficient, denoted by !!'!J.. Under the influence 
of this friction coefficient uncertainty, the tyre force time derivative becomes: 
; i = 1-2 ; j = 1-4 (S .4.1 ) 
where M " and M ,; are uncertainties in tyre forces induced by the friction coefficient 
uncertainty. Recall Eq. (2.S .29)-(2.S.30) for the front lateral and longitud inal tyre forces 
and Eq. (3.2 .1 4) for the rear lateral tyre forces, then !!.F" and M yj are given by: 
!!.F . = !!.IJ." Z,R,S ri 
" ~S~ + 1],' tan ' iX, 
_ !1!J.y,Z,R,1J, tan iX, ; i = I _ 2 ; j = 3 - 4 
!1Fy, - .J S'. + 1].' tan ' iX. n , , 
(S.4.2) 
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where !J.J1.x and D.J1.y are expressed according to Eqs. (2.5 .36)-(2.5.37), as follows: 
(5 .4.3) 
It can be seen that the uncertainty extraction in Eq. (5.4.1 ) is quite simple, yet it accounts 
for the most influential uncertainty in the vehicle model. This is actuall y one of the 
advantages of including tyre forces as vehicle states. As the tyre forces are treated as part 
of the vehicle state vector, there is no need to extract the parameter uncertainties within 
total forces and moments in the mai n state dynamics given in the basis model equations 
(3.3 .1) - (3.3.3). This simpli fies the uncertainty model extraction, as the uncertai nty 
model will concentrate on the tyre force state equations (5.4. 1). 
Recall now the uncertain system equation (5.3.9), tyre force uncertainties (5 .4.1 ) - (5 .4.3) 
and full basis model equation (3.3.8) . Substituting Eqs. (3.3.8) and (5.4.1)-(5.4.3) into Eq. 
(5 .3.9) and extracting the uncertai nty part from thi s equati on results in the following 
vehicle structured uncertainty model: 
° 9x' 
(b3Z, + b,)Z,R,71, tan a, 
~ ' ' , S" + 71,- tan a, 
(b3Z, + b,)Z,R,71, tan a, 
~S;, +71i tan ' a, 
1 (b3Z3 + b, )~3Z3 K(~, !!)=-
'fd 
(b3Z, + b,)~,Z, (5.4 .4) 
(a,Z, + a,)Z, R,S" 
~S ' + 71' tan 'a rl I I 
(a,Z, + a, )Z,R,S" 
~S;, + 71i tan' a, 
!J. ,(t) = [09X9 ° ] 9xO . D = I 
° ox9 !J.J1.(t)/oxo " "x" 
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The weighting matrix Q, is then set as follows: 
Q, = 
[
Ooxo 
°6x9 
(5.4.5) 
where G ." is an expected rms value of D.Jl(r). The remaining parameters Q 2 ' D2 • R, 
and R2 are set as follows: 
Q d · a -2 -2 -2 ° D 2 = Jag GM' ,a ..., , ... ,a..., , 1)(6 
. 1 .2 .9 
D2 = Inxn 
R, =0 
R, =diag rrG:2.G:2 ..... G : 2D ~ \L: ,,1 .. 2 01 
(5.4.6) 
where G •• , - G •• 9 are the expected rms val ues of process noises and G ,. , - G ,. , are the 
expected rms values of measurement noises. 
S.S Normalisation of the Tyre Force States 
It should be noted that the tyre force states (5.4.1) have much larger gain than the rest of 
the vehicle states. with magnitudes approximately 103 - 106 times as much as those of the 
rest of the vehicle states. This will have a direct effect in the propagation of the P matri x 
in CRDE (5.3.2 1). where the large di spari ty between the gai ns of the non tyre force and 
tyre force states will induce disproportionately large gain in P matrix elements 
corresponding to non tyre force states. As a result. the non tyre force states will 
experience very large fi lter gain. which could lead to filter instability. To overcome this 
problem. the tyre force states need to be normali sed. 
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Consider a scaling factor W, the normalised tyre forces are given by: 
The state space and structured uncertainty equations for the normalised tyre forces are 
then gi ven by: 
~ F 
F . = -.& 
"' W 
~ F . 
F = ---.lL 
yJ W 
K(x,u) 
W 
where FXi' F,j and K(~, !i) are given by Eqs. (5.4.1) and (5 .4.4) accordingly. These 
normali sed tyre force states are then used within the filter equation, instead of the actual 
tyre forces. The system function and lacobian are also modified with respect to the new 
normalised tyre force states. 
5.6 Simulation Test and Performance Analysis 
Simulation tests are carried out to examine the robustness of the NRF. In this test, the 
robustness of the NRF is examined against road friction coefficient variation, while the 
remaining source model parameters are set to nominal condition. For the sake of 
comparison, the NRF is compared with the EKF-MF under similar test conditions. The 
uncertainty weighting matrix QI for the NRF is set by assuming that the expected rms 
value of the friction coefficient uncertainty is (J"." = 0.5 . The noise weighting matrices 
for the NRF ( Q, and R, ) and noise covariance matrices for the EKF-MF (Q, Rand S) 
are constructed from similar process and measurement noise data acquired from 
simulation using di screpancy between source model and basis model (see section 4 .5 in 
Chapter 4). The sensor set used is longitudinal and lateral accelerometer sensors at the 
centre of gravity (~= [sox soy f). 
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Both filters are tested under the following values of friction coefficient and tyre force 
scaling factor: 
11 : 0.2, 0.8 and 1.5 
W : 106 and 106.3 
The forward velocity of the vehicle is again set to 25 rnIs. All sensors are subject to white 
noises with the standard deviations: 17&0 = 0.10 , 17 •• 1 = 17 •• 2 = 0.1 rnIs and 17" = 2 rnIs
2 
(p = 1). The road is assumed to be flat and smooth. The vehicle is excited by handling 
test inputs that represent pure steer, pure traction and combined steer-braking, as shown 
in Fig 5.5. Simulation results for all values of friction coefficient and tyre force scaling 
factor are shown in Figs. 5.6 - 5.11. The Percentages of estimation errors are given by 
Table. 5.2. 
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Figure 5.10 : Estimation results for both NRF and EKF-MF for J.l = 1.5 and W = 106 
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Table 5.2: Percentages of estimation errors for both EKF-MF and NRF for all J.I. and W 
Percentage of estimation error (%) 
J.I. W Filter Pell p" p" P'P P,q p,. P,Q 
10' EKF-MF 11.l2 111.03 155.26 185.03 4 12.94 139.74 278. 18 
0.2 NRF 3.42 47.75 152.63 160.83 95.84 26.75 54.69 
10,·3 EKF-MF 11.l 2 111.03 155.26 185.03 412.94 139.74 278. 18 
NRF 11.88 181.39 160.52 180.68 389.71 150.92 281.03 
10' EKF-MF 0.48 60.17 22.72 61.38 132.85 40.75 56.30 
NRF 0.69 76.20 16.63 67.31 76.18 17.75 55.70 
0 .8 10,·3 EKF-MF 0.48 60. 17 22.72 61.38 132.85 40.75 56.30 
NRF 0.48 41.47 24.93 54.52 133.82 32.89 55.82 
10' EKF-MF 0. 81 57.28 34.3 1 58.37 128.87 50.77 63.09 
NRF 0.82 17.95 39.36 62.54 86.01 20.10 62.64 
1.5 10,·3 EKF-MF 0.81 57.28 34.31 58.37 128.87 50.77 63.09 
NRF 0.88 36.77 37.08 52.33 129.70 43.84 60.77 
In the low friction coefficient situation (J.I. = 0.2) at tyre force scaling factor W = 10', 
the simulation results show that the NRF gives better estimation than the EKF-MF in all 
states, as shown in Fig. 5.6. In plot A of Fig. 5.6, it can be seen that the estimated forward 
velocity given by the NRF manages to track the source forward velocity much better than 
that of the EKF-MF, particularl y within pure traction and combined steer-braki ng region 
at 5 ~ t ~ 10 s. The NRF also gives much better sideslip velocity estimation than the 
EKF-MF, especially within the pure steer region at 0 ~ t ~ 4 s, as shown in plot B of Fig. 
5.6. Pitch rate, roll and pitch angles are also estimated much better by the NRF, as shown 
in plots E, F and O. However, the NRF onl y gives slight improvement over the EKF-MF 
in yaw rate estimation (plot C), where large steady state error occurs within 0 ~ t ~ 4 s. 
This also happens in roll rate estimation, where the roll rate estimate of the NRF appears 
to be more noisy than that of the EKF-MF. Table 5.2 shows that the NRF gives much 
smal ler percentages of estimation errors than the EKF-MF in the estimation of Lt , V, q , 
I/J and e, but only slightl y smaller for rand p. 
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The situation is very different when the scaling factor is increased to W = 106.3 , as shown 
in Fig 5.7. The performance of the NRF decreases considerably and is even slightly 
worse than the EKF-MF in virtually all states. It appears that as the scaling factor 
increases, the gains of the normalised structured uncertainty model K (~, g) and its 
corresponding lacobian decrease, which in turn reduces the sensitivity of the NRF against 
parameter uncertainty. As a result, the robustness of the NRF against parameter 
uncertainty is compromised. In contrast, the performance of the EKF-MF is not sensitive 
against the change in scaling factor. Comparison of the EKF-MF state estimate 
trajectories in Figs. 5.6 and 5.7. shows that the trajectories for both W = 10' and 
W = 106.3 remain the same. Table 5.2 also shows that the percentages of estimation errors 
of the EKF-MF for both values are similar. 
This tendency is also observed for higher friction coefficient situations, at 11 = 0.8 and 
11 = 1.5, as shown in Figs. 5.8 - 5.11. The performance of the NRF is again sensitive to 
the change of scaling factor W. At W = 10', the estimated states by the NRF track the 
source model states better than those of the EKF-MF in virtually all states, despite the 
estimated states being somewhat noisy, especially for roll rate. However, the results again 
degrade at W = 106.3 , with large steady state errors appearing within the extreme handling 
inputs region. In contrast, the EKF-MF again shows insensitivity to the change in W, 
where its performance is exactly the same for both values of W. 
Overall, the simulation results show a promising prospect for the NRF to be used as an 
alternative to the EKF-MF. Providing an 'optimal' choice of W is made, the NRF 
performs better than the EKF-MF. However, the improvement is considered not very 
great, especially for yaw and roll rates where large steady state errors still appear. It turns 
out that the ability of the IQC uncertainty representation employed within the NRF is still 
limited. Further work such as inclusion of parameter adaptation is needed to further 
enhance the performance of the NRF, Nevertheless, results from this study have proven 
that with better techniques in accounting model uncertainty, the NRF is able to 
compensate non-white/autocorrelated model errors better than the EKF-MF. 
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5.7 Conclusions 
In this chapter, robust filtering techniques have been examined for vehicle handling 
dynamics state estimation, both for linear and nonlinear versions. In the linear case, the 
model uncertainties are represented by norm bounded system and measurement time 
varying uncertainty matrices. The linear robust filter is obtained by a bound optimisation 
technique which minimises the variance of the estimation errors [16]. The simulation 
results show that the linear robust filter gives better estimation than the linear Kalman 
fi lter, although the improvement is small. 
In the nonlinear case, a non linear robust filter has been investigated. The model 
uncertainties for the nonlinear system are represented by norm bounded input and output 
uncertainties, satisfying the so-called integral quadratic constraint (IQC). The optimal 
filtering problem is then to find an optimal cost function which is a unique viscosity 
solution of a corresponding Hamilton-Jacoby-Bellman partial differential equation. Such 
a solution can be obtained by approximating the cost function as a quadratic form, which 
then leads to corresponding state estimate and Riccati differential equations constituting a 
nonlinear robust fi lter. 
Simulation results show that the NRF gives better performance than the EKF-MF, 
providing a correct choice of tyre fo rce scaling factor W is made. However, the 
improvement is not very great, which shows a limitation of the structured uncertainty 
model in compensating large uncertainties. Further techniques are required to further 
enhance the NRF performance, such as implementing parameter adaptation. Finally, the 
study still on ly considers the friction coefficient uncertainty within the structured 
uncertainty model. This may compromise the NRF performance in the presence of other 
parameter uncertainties, such as uncertainties in mass, ca position and moments of 
inertia. The inclusion of more complete parameter uncertainties within structured 
uncertainty model would be worth considering to further test the robustness of the NRF. 
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Results on the linear and nonlinear robust filters in this chapter are considered as major 
novelties in the field of vehicle handling state estimation. As reviewed in Chapter I, there 
is sti ll few or no study in the vehicle handling state estimation which uses robust filter 
technique, especially the techniques used in this chapter. The study on robust filter ends 
in this chapter however, due to time constraint in doing the research . Many techniques 
which have been suggested here to improve the NRF performance are considered as 
recommendations for further research. In the next chapters, focus of the works will turn 
to the Kalman filter. These include the improvement of EKF-MF performance by 
employing parameter adaptation, inclusion of road unevenness and vehicle experiment 
validation. 
Parameter Adaptation 
6.1 Introduction 
Chapter 6 
Parameter Adaptation 
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Previous results for extended Kalman filter and robust filter show that there are still 
shortcomings faced by both filters when dealing with model uncertainties. Although 
the EKF-MF and NRF have employed model uncertainty compensation, their 
performance is still less satisfactory in the face of large parameter uncertainties, 
especially uncertainties in tyre parameters. In this chapter, further development for the 
EKF-MF is presented by employing parameter adaptation. Parameter adaptation can 
be seen as an effort to shift the filter model to approach the 'true ' model, and hence 
reduce the model uncertainty. 
In this study, an extended state method is used to perform parameter adaptation. By 
the extended state method, the state of the filter model is augmented by the addition of 
adapted parameters. The extended Kalman filter is then applied to this augmented 
state model , which leads to an extended adaptive Kalman fi lter (EAKF). Vehicle 
parameters that often vary in real situations are the main concern for the adaptation. 
These are: road friction coefficient, mass, moment of inertia and centre of gravity 
position. Not all of these parameters can be adapted simultaneously however, as there 
is a constraint in ensuring good conditioning of the augmented system matrices. Many 
alternative parameter choices and sensor configurations are examined to find the best 
combination. The performance of the EAKF is then examined under non nominal and 
varying parameter situations. To asses the performance enhancement of the EAKF, 
comparison with a non adaptive EKF-MF is also performed under similar operating 
conditions. 
6.2 Basis Model Modification 
As in this case the parameters of the vehicle are no longer assumed to be constant at 
their nominal values, the basis model should be modified. As the centre of gravity, 
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mass and product of inertias are varied, the balanced mass-inertia condition as 
assumed in the section 3.2.1 is no longer used. This implies modification of basis 
model equation (3.3. 1) as follows: 
v 
w 
p 
r 
IF./M -qw+rv+r(rxg - pzg )-q(pyg - qXg) 
IFylM -ru+ pw-r(qZg -ryg)+ p(PYg -qXg) 
IF, IM, - pv+qu - p(rxg - PZg)+q(qZg -ryg) 
IM x + r(/ yyq - I.",P - I y, r) - q(/ ur - I ", P - I y,q) 
= r - M , (yg(pv-qu) -Zg(ru- pw» 
IM y -r(/xx p-Ixyq-I", r)+ p(/ur-I", p-Iy,q) 
- M , (Zg (qw- rv) - Xg (pv - qu» 
IM , - p(/yyq-I.ry p-I",r)+q(/xx p-Ixyq-I", r) 
- M , (x'<nt - pw)- yg(qw-rv» 
(6.2. 1 ) 
The transformation matrix r is also modified from Eq. (3.3 .4) into the form given by 
Eq. (2.4. 16) with k, and lP, are set to zero. The rest of the assumptions are still the 
same as those of the non-adaptive basis model, such as: single lumped rigid body 
(6DOF) assumption , small angle approximation, and fixed roll and pitch centre 
positions. The fonnulation for the total forces acting on the body is also simi lar to that 
given by Eq. (3.3.2), but the fonnulation of the total moment acting on the body is 
slightl y different from that given by Eq. (3.3.3). As the CO is shifting from the centre 
of axis system, there will be extra moments induced by the gravitational force in the 
roll and pitch direction , which are approximated as follows: 
, 4 
- (h- z, - h" )IF),, - (h - z, - h,,)I F)" - K pIP- Bpp 
1 .. 1 1=3 
- M <Ix sgn(f3) + MgYg 
= (11 - z, - h.{t,Fx, - t,F,i)- KoB- Boq + M dy sgn(u) 
-Mgxg 
2 4 
b IF)" -cIF)" + 0.51 f (Fx' - Fx') + 0.51, (F,4 - F,) 
1::1 i=3 
- M d, sgn(f3) 
(6.2.2) 
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Although there is shjfting of centre of gravity position with its induced moments, the 
load transfer calculation remains similar to that given by Eqs. (3 .2.56)-(3.2.59). This 
is because these additional moment terms will vanish in the substitution process 
within the derivation of load transfer equations given by Eqs. (3.2.44)-(3.2.46) for 
pitch and Eqs. (3.2.5 1)-(3.2.53) for roll. 
This modified basis model is again formulated into the standard state space equation: 
:i = f~,/:!.) + Yi. 
Y = g(,E,/:!.) + ~ 
(6.2.3) 
state derivative function f(,E ,/:!.) is given by Eq. (6.2.1) for [u , v, .v,p,q,ff; the state 
. .. . . . . . T 
derivative function for [z" ,tj!,B,Fy"Fy2 ,FY3,F,., Fx"Fx2 1 are similar to those of the 
non adaptive basis model , given accordingly by Eqs. (2.5. 10), (2.2.15) and (2.5.33). 
The output function ~(,E,!!.) is also si milar to those of the non adaptive basis model , 
taken from the sensor model given by Eqs. (3 .3.5) - (3 .3.7), depending on the chosen 
sensor set. 
6.3 Extended Adaptive Kalman Filter 
An extended state method is employed to perform parameter adaptation. The 
estimated parameters are added to the original system states, resulting in an extended 
state-parameter system. The time variation of the parameters is assumed to be 
random, modelled by white noise process. Consider now system parameters f E 9\' 
which are assumed to be time varying, where the superscript l denotes the number of 
parameters to be adapted, represented by the following di screte state space equation: 
I' -I' +w ~k+) -~k -~ (6.3.1) 
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where ~Ik is zero mean Gaussian white noise N(Q,Q<) , whose magnitude should 
correspond rough ly to the possible range of parameter variation . Augmenting these 
parameters with the system states result in the following extended states: 
(6.3 .2) 
The system equation is then rearranged as follows: 
where f (Z ,lik) is the discrete versIOn of continuous basis model Eq (6.2.3) 
_d _ k 
obtained by RK5 discretisation as given by Eq. (3.5.7). Under this new configuration, 
the noise covariance matrices of the extended state system are modified as follows: 
(6.3.4) 
where 
(6.3.5) 
The mechanism to generate the lumped process and measurement noises is similar to 
that given in Eqs. (4.3.7)-(4.3.8), with the addition of time varying parameters as the 
input excitation. This is done by adding broadband Gaussian white noise at each 
parameter time delivative of the source model as follows : 
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qi(t) = W,, (t) 
W,, (t) - N(O,(J$) 
164 
(6.3 .6) 
where subscript i denote the / ' parameter time derivative. This continuous parameter 
time derivative is then discretised to obtain the corresponding discrete time process 
noise w Qo ' The corresponding covariance matrices Q(, Qw( and S~ are then 
constructed by Eq. (4.2.15). 
The adaptation rate can be tuned by adjusting matrices Q(, Qw( and S~. This is done 
by introducing a tuning parameter A., as a multiplying factor for each parameter 
process noise ~Qo' resulting in the new parameter process noise: 
(6.3 .7) 
This new parameter process noise is then used to calculate new covariance matrices 
according to Eq. (6.3.5), resulting in Qi , Q:, and S~ .. It is important to choose 
appropriate values of Ai to give the best adaptation rate. Too large A., will induce too 
fast adaptation rate which might lead to instability. Conversely, too small A., will 
induce too slow adaptation rate which is not desirable especially in transient 
conditions. 
The extended Kalman filter algorithm in Eqs. (4.3.2)-(4.3.4) can then be applied 
directly to this extended state equation, constituting an Extended Adaptive Kalmal1 
Filter (EAKF), given by: 
J:'+II' =L(X'I' _I,g,)+K, (~I.k -g,(X'I'_I,g, )) 
K, = (A" P, lk-IC;, + S,)(C" P,II-I C;, + Rr' 
A" and C,' are the extended Jacobian matrices as follows: 
(6.3.8) 
(6.3.9) 
(6.3.10) 
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(6.3.11) 
(6.3.12) 
In addition , to prevent the adaptation algorithm giving unreasonable values of 
estimated parameters, a simple projection algorithm is also employed. This projection 
algorithm is simply to keep the parameters within reasonable bounds, as follows: 
if i . < " ."''' '::t, -~. 
~, = ~i"'OX i f ~i ~ ~""" 
~i otherwise 
(6.3.13) 
where ~i"''' and ~i""" are the minimum and maximum values of i'h parameter. These 
minimum and maximum values of the parameters can be determined from experience. 
Table 6.1 shows the maximum and minimum values used in this study. 
Parameter Adaptation 166 
Table 6. 1: Minimum, maximum and nominal parameter values 
Parameter Minimum Maximum Nominal 
f.l 0.01 2 0.8 
M (kg) 1312 2500 1773.3 
/ xx (Kg.m2) 200 1000 421.2 
2 I )')' (Kg.m) 2000 4000 2394.2 
/ " (Kg.m2) 2000 4000 2948.4 
2 
/ X)' (Kg.m ) -200 200 0 
/ '" (Kg.m2) -200 200 72 
/ Y' (Kg.m2) -200 200 0 
x, (m) -0.5 0.3 0 
Y, (m) -0.3 0.3 0 
z, (m) -0.5 0.3 0 
6.4 Parameter Choice and Sensor Configuration 
As the number of adapted parameters increases, the system model becomes more 
poorly conditioned. This situation may result in poor estimation and even induce fi lter 
instability. This particularly occurs when a large number of parameters are adapted. 
The problem can be dealt with by proper choice of parameters and sensor 
configurations. The number of adapted parameters should be kept as smal l as 
possible. Hence, only essential parameters which have a major influence on vehicle 
dynamics should be adapted. The poor conditioning can also be compensated by 
increasing the number of sensors and by proper choice of sensor configuration . The 
sensors must be configured in such a way that they give rich information about state 
and parameter dynamics to the fi lter. 
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Three sets of parameters will be investigated in this study. In all these sets, road 
friction coefficient 11 is included as thi s is the most critical parameter that has major 
influence on the vehicle dynamics . The sets are as follows: 
Parameter Set I : f = [11] 
Parameter Set IT : f = [11, M , I xx '/ )')" / ",t 
Parameter Set III : f = [11,M ,x, ,Y" z, l' 
The vehicle mass M is the second most important parameter to be adapted and is 
independent from the influence of other parameter changes, thus it is included in 
parameter sets IT and Ill . Moments of inertia are not estimated together with centre of 
gravity position as both of these interact with each other (see Eqs. (2.3.4) - (2.3.7»; 
these are then estimated and investigated separately by the parameter sets IT and Ill. 
Products of inertia are not estimated in parameter set IT as these only have a minor 
influence on the vehicle dynamics . However, these products of inertia as we ll as the 
moments of inertia are estimated indirectly in parameter set III by the use of estimated 
mass and centre of gravity position, given by the following approximation: 
/A _/ M (' ' ) A ( A2 A' ) 
.(.1' - xxc + e Ye +Zc +111p Yp+Zp 
/A / M ( ' ' ) A ( A' A' ) 11 = rye + c X; + Z; + I1lp X; + z; 
/A / M ( 2 2) A ( A2 A2 ) u = uc + , X, +Y, + lIl p Xp+Yp 
J.ry = / .ry, + M ,x, y, + IllpXpY p 
(6.4. 1) 
Ix: = I Xl:C + M cXc Zc + 'ilpipzp 
J" = / ,.", +M,Y, l, +II'pYpZp 
where Ihp' Xp' Jp and zp are the estimated values of lumped passenger mass and 
lumped passenger centre of gravity posi tion; M , and [x" Ye' l, ] are the kerb mass 
(the car mass without passengers) and its centre of gravity position which are assumed 
to be constant at its nominal values. The lumped passenger mass and centre of gravity 
position are then given by: 
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(6.4.2) 
(6.4.3) 
For sensor configuration, accelerometer sensors are still the main choice for thi s task 
as they are cheap, widely used and provide all in formation about vehicle states and 
parameters. More accelerometer sensors will be employed in thi s adapti ve fi lter to 
increase the observability of the system. Three sensor sets will be investigated, these 
are: 
Sensor Set A : y = [a",m ,ao,.mf 
_ A 
Detailed form ulations of aoxm , aoym ' a/xm , a/ym , a"m and a".m are given by Eqs. 
(3 .3.5) - (3.3 .7). It can be seen from these sensor sets that the number of sensors is 
increased from onl y two sensors in set A up to six sensors in set C. The simulation 
study in the nex t section will examine the effect of increas ing the number of sensors 
on EAKF performance. 
6.5 Simulation Tests and Performance Analysis 
A series of simulations are used to examine the performance and robustness of EAKF 
for all parameter and sensor sets. The source model is set to L U discrepancy setting to 
simulate model uncertainty. To construct covariance matri ces Q" R and S" the 
source model is exc ited by bandlimited Gaussian random steer and torque inputs of 
0= N(O,S' ) deg and T = N(O,SOO' ) Nm, bandlimited to O-S Hz. Parameters of the 
source model are initi all y set to nominal values, and then excited by Gaussian white 
noise which simulates vari ation of each parameter against time (Eq. 6.3.6), as fo llows: 
jJ. = N(O,O.9S' ) , kg/s , Xp l = xp' = N(O,3' ) m/s, 
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Y p l = Y p2 = N(0,0.5 2 ) rn/s and i pl = ip2 = N(0,0 .52 ) rn/s. The tuni ng parameter A 
is set to an original setting of A = 1 . The steer angle, wheel speed and accelerometer 
sensors are subject to external noises simulated by the following broadband Gaussian 
white noises: eo = N(O,e) deg, e. = N(O,e) rn/s and vu; = N(Of) rn/s2. A 
simulation for 10 second is run to collect the data of !:!", !:!'Q< and ~" sampled at 
sampling time of 5 ms. The covariance matrices are then obtained by applying Eq. 
(4.2.15) using the collected noise data. 
The source model is excited by handling inputs as shown in Fig. 6.1. Simulation is run 
for 10 seconds, sampled at 5 ms. Forward velocity is initiated at 25 rn/s. The road 
friction coefficient is varied; it is initially set to 0.4 and then suddenly drops to 0.2 at t 
= 5 seconds. The remaining parameters are set to constant values. Plots of estimated 
states and parameters against source model states and parameters for all parameter 
and sensor sets are shown in Figs. 6.2 - 6.6. The percentages of estimation errors are 
given in Table 6.2. 
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Table 6.2 : Percentages of estimation errors for all parameter and sensor sets 
Filter Sensor Percentage of estimation error (%) 
Set p" p" p" p,p P,q P' 9 P,o 
A 2.74 58.64 77.69 82.67 190.5 100.6 104.4 
EKF-MF B 2.09 63.85 47.43 81.76 154.8 85.30 101.5 
C 1.79 66.18 54.09 59.95 138.5 80.34 100.9 
A 0.42 46.65 26.76 62.76 100.2 61.05 95.74 
EAKF-I B 0.18 43.64 21.93 57.98 95.15 60.09 95.88 
C 0.20 43.78 20.48 53.98 92.57 59.54 95.90 
A 0.48 44.80 27.73 63.18 105.5 63.25 96.20 
EAKF-II B 0.19 42.25 22.13 58.24 96.67 61.25 96.09 
C 0.19 43.60 20.22 53.87 91.13 59.08 95 .69 
A 0.31 40.00 26.14 61.78 92.53 38.82 45.49 
EAKF-ill B 0.13 36.08 20.55 54.23 81.03 48.41 33.59 
C 0.17 35.56 18.00 50.75 77.95 26.62 25.03 
The simulation results show that the performance of EAKF is generally better than 
that of EKF-MF for all parameter and sensor sets. In forward velocity estimation, it 
can be seen from plot A of Figs. 6.2 - 6.4 that EKF-MF gives inaccurate estimation 
under traction at 2 $/ $ 3.5 and under braking at 8 $/ $10 . It turns out that EKF-MF 
over estimates acceleration during traction and over estimates deceleration during 
braking; this makes its estimated forward velocity larger than that of the source model 
during traction and smaller than that of the source model during braking. This is 
because the EKF-MF assumes the friction coefficient is constant at 0.8, whereas in 
this LU setting it is smaller than this (f.l = 0.4 at 0 $/ < 5 sand f.l = 0.2 at 5 $/ $10 
s). As a result, the EKF-MF generates larger traction and braking forces than those of 
the source model. In contrast, the EAKF gives accurate forward velocity estimation 
during both traction and braking for all parameter and sensor sets. This is because the 
friction coefficient is adapted properly by the EAKF, as can be seen in plot H of Figs. 
6.2 - 6.4. It is shown that the EAKF can adapt the friction coefficient relatively well 
to its actual value of 0.4 at 0 $/ $ 5 and it also drops to 0.2 at 5 < / :510. As a result, 
the EAKF generates longitudinal tyre forces more correctly. 
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The EAKF also gives better performance in sideslip and yaw velocity estimation, as 
can be seen in plots B and C of Figs. 6.2 - 6.4. It is shown that the estimated v and r 
trajectories for EAKF track more accurately to the corresponding source model values 
than those of EKF-MF. In plot C of these figures, it is shown that the estimated yaw 
rate given by EKF-MF is larger than that of the source model, especially when the 
friction coefficient drop to 0.2 at 5 < t 5 10. This is because the EKF-MF generates 
larger lateral tyre forces than the source model, which leads to greater yaw moment. 
This is again caused by the incorrect friction coefficient used by the nominal EKF-
MF. The EAKF again shows its superior performance against nominal EKF-MF in 
this case. 
From the simulation results, it is shown that the adaptation of friction coefficient by 
the EAKF for parameter sets I to ill gives relatively similar performance enhancement 
in the estimation of the main handling states, It, v and r . For example in yaw rate 
estimation for sensor set A, the percentage of estimation error is significantly 
suppressed from 77.69% (nominal EKF-MF) to 26.76% (EAKF-I), 27.73% (EAKF-
IT) and 26.14% (EAKF-ill). However, it can be seen that there is no significant 
enhancement gi ven by adaptation of mass related parameters in parameter set IT and 
ill to yaw rate estimation performance in comparison with parameter set I that only 
adapts the friction coefficient. It turns out that these main handling states are only 
significantly affected by uncertainty in friction coefficient and less affected by 
uncertainties in the other parameters. This again shows that tyre forces are the most 
crucial factor in the main handling state estimation. 
A real benefit of mass related parameter adaptation is gained in the estimation of roll 
and pitch states however, especially for parameter set ill. In roll angle estimation, plot 
F in Figs. 6.2 - 6.4 show that the estimated roll angle for EAKF-ill track the source 
model roll angle relatively well , especially at I > 4 when the parameters have 
properly adapted. This does not happen in EAKF I and IT where steady state error 
exists in the estimated roll angle. This phenomenon also occurs in pitch angle 
estimation, as shown in plot G of Figs. 6.2 - 6.4. The EAKF-ill again gives better 
pitch angle tracking performance than the others, especially at t > 4. The EAKF I and 
IT again makes steady state estimation error in pitch angle estimation. These 
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inaccuracies in roll and pitch angle estimation In EAKF I and IT are caused by 
improper CO position used by EAKF I and IT. Since EAKF I and IT still use the 
nominal value of CO position where X g = Y g = z. = 0 m, these will assume that the 
vehicle is under a balanced mass situation. However, in the LU setting used in this 
simulation, the source model CO position is shifted to x. = -0.2248 m, Y g = 0.0627 
m and z. = 0.0941 m (see Table 4.1). Thus, the vehic le is actually under unbalanced 
mass condition where there exists steady state roll and pitch angles due to roll and 
pitch moments induced by gravitational force . The EAKF I and IT can not compensate 
these steady state roll and pitch moments that results in steady state error in roll and 
pitch angle estimations. In contrast, the EAKF III can compensate these, as shown in 
plots F - G in Fig. 6.4. 
Poor results are shown in roll and pitch rate estimations where high RMS error exist 
in the estimated trajectories for all fi lters, as shown in plots D and E of Figs. 6 .2 - 6.4. 
This high RMS error is mainly caused by sensitivity of roll and pitch rate states to 
high frequency noise. More appropriate adjustment of the noise covariance matrices is 
needed to suppress this error. In spite of this, the plots show that transient trajectories 
are well tracked with consistent roll and pitch angle patterns (especially for EAKF 
III), except for pitch rate where large transient error appears at 0 < I < 0.5 s. The 
EAKF with parameter set III again shows its superior performance over the others 
with the lowest percentage of estimation error, as shown by Table 6.1. 
In general, there is no signi ficant improvement achieved by EAKF parameter set IT in 
comparison with parameter set I. There is even a trend of slightly worse performance 
in EAKF-IT against EAKF-I in virtually all estimated states, especiall y in sensor sets 
A and B, as shown in Table 6 .1. A significant improvement is achieved by EAKF 
with parameter set ill. It is shown from Fig. 6.5 that EAKF-ill gives better and faster 
mass and moment of inertia adaptation than EAKF-IT for all sensor sets. It turns out 
that the accelerometer sensor signals carry richer information about CO position than 
that of moments of inertia. This makes it is easier to adapt CO position as in EAKF-
III than adapting moments of inertia as in EAKF-IT. As a result, the estimated values 
of moments of inertia obtained by calculation from estimated mass and CO position 
(see Eq. 6.4 .1) in EAKF-ill are more accurate than those obtained by direct 
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adaptation within the augmented states in EAKF-ll. This is combined with the abi lity 
of EAKF-Ill to adapt products of inertia, which in turn makes EAKF-Ill give more 
accurate state and parameter estimation than EAKF-II. 
The adaptation of friction coefficient is fast and accurate for all EAKF in all 
parameter and sensor sets, as shown in plot H of Figs. 6.2 - 6.4. However, the 
adaptation of mass related parameters is slow and inaccurate for parameter sets IT and 
Ill. Mass and moments of inertia are not well adapted by the EAKF with parameter 
sets IT and Ill, where steady state errors can be seen in plots A - D of Fig. 6.5. This 
also happens in CG position and product of inertia adaptation by EAKF-Ill, where 
steady state error exist as shown by plots A - F in Fig. 6.6. However, this inaccuracy 
is not considered to be a major problem as the main objective of the estimation task is 
to estimate the states, not the parameters. In this state estimation sense, the EAKF has 
proven to give significant performance enhancement over the non adaptive EKF-MF. 
The effect of additiona l accelerometer sensors from sensor set A to C is clear; it gives 
performance enhancement for all filters . Table 6.1 shows that the additional sensors 
generally give a reduction in percentage estimation error for all filters in all parameter 
sets. The addition of longitudinal and lateral accelerometers (atxm and ann» at front 
right of the vehic le (see Fig. 2.10) in sensor set B gives additional information about 
roll , pitch and yaw dynamics (jJ , q and ;) to the output model KG!,g) , as can be 
seen in Eq. (3 .3.6); this additional state dynamics information is not available in 
sensor set A. As a result, the l acobian of the output model in sensor set B provides 
richer information about state and parameter dynamic variations to the EAKF, which 
in turn drives the EAKF to the more accurate estimation. Sensor set C provides the 
richest information, by the additional longitudinal and lateral accelerometers at the 
rear left of the vehicle (see Fig. 2.10). As a result, this gives the best estimation results 
to the EAKF. 
To further investigate the sensitivity of the EAKF against various adaptation rates and 
sensor noise gains, the EAKF performance is examined for various adaptation rate A 
and various measurement noise ampli fication factors p (see Eq. (4.2 .1 2». The values 
of A and p are varied within the following range: 0 ~ A ~ 5 and 0.5 ~ P ~ 4 ; these 
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are chosen in the view of poss ible range of parameter variatio n and se nso r no ise in the 
rea l situation. A series of s imulati ons is co nducted fo r each value of A, and p, and 
different covariance matrices are generated for eac h of these va lues. T he se ns itiv ity of 
the EAKF is represented as surface plots of percentage of estimation error aga inst 
variat io n of A, and p. Figs. 6.7 - 6. 13 show the surface plots fo r each state fo r the 
EA KF for parameter set 111 , sensor set C, under LU co nd itio n. 
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It is clear from the results that in general, the lower the values of A and p, the larger 
the percentage of estimation error for virtually all states. It appears that by reducing 
the value of A and p, the resulting covariance matrices will inform the EAKF that 
the model error is small, which tums out to be incorrect. As a result, the performance 
of the EAKF deteriorates significantly. The EAKF performance is generally very 
sensitive to changes in A and p within a small region around 0 S; AS; 1 and 
0.5 S; P S; 2. Above these regions, the EAKF performance become less sensiti ve to 
changes in A and p, except in pitch angle (Fig. 6.13) where it is sensitive to 
increases of p. The values of A and p should be kept within reasonable limit 
however. Too large value of A will make the adaptation rate too fast which might 
cause instability. The value of p should also be kept within reasonable expected 
standard deviation of sensor model uncertainties and measurement noise. It appears 
that choosing a value of A within I S; A S; 5 and p within 1.5 S; P S; 4 gives good 
performance to the EAKF. 
6.6 Conclusions 
In this chapter, an extended adaptive Kalman filter has been investigated as a further 
step toward compensation of model uncertainties. A series of simulation tests has 
been conducted to asses the performance of the EAKF in the face of parameter 
uncertainty. The results demonstrate that the EAKF gives significant performance 
enhancement over the non adaptive EKF-MF. Adaptation of friction coefficient is the 
most crucial factor to ensure good estimation of the main handling states. The 
adaptation of mass, inertia and CO positions has less influence on the main handling 
state estimation, but plays a significant role in improving roll and pitch state 
estimation. The sensor configuration also plays an important role in improving the 
EAKF performance. It turns out that the more in formation is provided by the sensor 
set, the more accurate the estimation results achieved by the EAKF. Finally, the 
performance of the EAKF can be optimised by a proper choice of A and p to best 
describe the model error and measurement noise of the vehicle system. 
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Chapter 7 
Inclusion of Road Unevenness Inputs 
7.1 Introduction 
Road camber and pitch angles and their corresponding roll and pitch rates and 
accelerations have a direct effect on the !cinematics and dynamics of the vehicle. In a 
!cinematics sense, angular road unevenness will contribute to the total angular movement 
of the vehicle, as can be seen in Eq. (2.4.15). The car driver often feels this effect when 
he drives hi s car on a curved (banked or pitched) road. As the car moves on a curved 
road, a centripetal acceleration is generated toward the centre of the road curve. This 
centripetal acceleration will decrease or increase the normal forces acting on the vehic le, 
depending on the curv ing direction. If the normal forces decrease, the driver wi ll fee l 
something pulls his stomach down. Conversely, if the normal forces increase, the driver 
will feel something push his stomach up. This effect is !cinematicall y accounted fo r by the 
inclusion of road camber and pitch angular rates and accelerations as given by Eq. 
(2.4 .15). In a dynamics sense, the road and pitch angles induce triaxial gravitational force 
as given by Eq. (2.5.1), comprising longitudinal, lateral and vertical components. The 
longitudinal and lateral components will affect the longitudinal and lateral dynamics of 
the vehicle and the vertical component wi ll affect the vertical load at each tyre contact 
patch. As the longitudinal and lateral components are generated, the vertical component 
wi ll decrease from its flat road value, and hence all the vertical loads at each tyre contact 
patch wi ll also decrease. As the vertical loads decrease, all tyre forces generated during 
this si tuation wi ll also decrease to values less than their flat road values, and this wi ll 
imply a significant change in overall dynamics of the veh icle. Under this situation, the 
use of fi lters based on a flat road model assumption will be no longer accurate. 
This chapter will explore further development of the EAKF ta!cing into account the effect 
of road unevenness. The main task is basically to detect and decouple the vehicle roll and 
pitch !cinematics and dynamics induced by external road unevenness inputs from those 
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induced by steer angle and torque inputs from the driver. All information about road 
camber and pitch inputs is basically embedded within the accelerometer sensors (see Eqs. 
(2.7.8) - (2.7.10»; this means that road camber and pitch inputs are observable. 
The extended adaptive Kalman filter that has been used in Chapter 6 can therefore be 
applied to detect these road camber and pitch inputs. The principle is similar to parameter 
adaptation; the road camber and pitch inputs are treated as unknown 'parameters' . These 
unknown road unevenness variables are then augmented into the vehicle states, and the 
EAKF algorithm will then estimate the road unevenness input variables inclusively. This 
leads to an extended road adaptive Kalman filter (ERAKF). 
Simulation tests are conducted to examine the performance of the ERAKF, in the face of 
road unevenness inputs. For the sake of comparison, the ERAKF will also be compared 
with the flat road EAKF. The performance comparison will show the benefit of the new 
ERAKF over the flat road EAKF. 
7.2 Basis Model Modification 
As the road is no longer assumed flat, the flat road basis model used in the previous 
chapters is no longer used here. Instead, the full model equation as described by Eq. 
(2.4. 15) will be used for the main state derivative model, which takes into account the 
road unevenness inputs. The total forces and moments acting on the body are also 
modified by inclusion of gravitational forces. These are given by: 
2 4 
IF'i - IF,! -F"" sgn(II)-MgsinB, 
{::I i=3 
4 I Fy = I FYi - Fdy sgn(fJ) + Mg sin (J, cosB, 
j=1 
4 
IF'i -Fd, 
i:l 
(7.2.1 ) 
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2 4 
- (h - z, - hif ) L F,., - (h - z, - h,, )'IF,., - KpIP - Bpp 
I"') ;-3 
- M <Ix sgn(f3) + Mg(y, coslP, cos8, - z, sin lP, cos 8, ) 
= (h- z, -ho{ t,Fx, -tF'j)- KoB- Boq + M dy sgn(u) 
- Mg(x, coslP, cosB, + Zg sin 8,) 
2 4 
bL F,., -eLF,., +O.5t f (Fxl -Fx,) +O.5t,(F,4 -F,3) 
jz) ;z3 
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(7.2.2) 
The load transfer calcul ation is mostly similar to that of Eqs. (3.2.56)-(3 .2.59), except 
there is a slight modification in the vertical force balance equation related to Eq. (3.2.43). 
As the vertical component of the gravitational force is changed, the force balance in the 
vertical direction is also changed as follows : 
4 
Z f +Z, = MgcosB,cosl/J, - L F" = / '' 
;"') 
(7.2.3) 
The sensor model also changes into a form that includes road unevenness. It is derived 
from Eqs. (2 .7.8) - (2.7.10), neglecting the effect of small roll and pitch angles of the 
vehicle, resulting in: 
= 
li + (q + qJw- rv + (q + qJ((p + p, )a - (q + q, )b) 
-r(rb-(p+ pJdf )+(q+qJdf -ra+gsin B, 
ah m v+ru - (p+ p, )w-(P+ pJ((p+ pJa-(q+qJb) 
+ r((q+qJdf - ra)-(jJ+ jJJdf + rb -gsinl/J,cos8, 
(7.2.4) 
+ (7.2.5) 
V n4 
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= 
I; + (q + q.,)w - rv + (q + q.,)((q + q.,)e - (p + pJa) 
- re-re - (p + p.)d,) + (q + qJd, + ,'a + gsinB, 
arym v+ ru - (p + pJw- (p + Pu)((q + qJe - (p + pu)a) 
+ r((q + qu)d, + raj - re - CiJ+ Pu )d, - g sin~, cosB, 
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+ (7.2.6) 
The rest of the assumptions are similar to those used in the adaptive basis model of 
Chapter 6. 
This modified basis model is summarised by the following standard state space equation: 
i = [(!i,g) + y!! 
2: = ~(!i,g) + ~ 
(7 .2 .7) 
derivative function [C~,g) is given by Eq. (2.4.15) for [/;,v,w,p,q,rj"; the rest state 
. . . . . . . . T 
derivative function for [zu,~,B, FYI,FY2, FY3, FY4,FxpFx2 1 are similar to those of the non 
adaptive and adaptive basis models, given respectively by Eqs. (2.5.10), (2.2. 15) and 
(2.5.33). The measurement equation ~C!i, !!.) is given by Eqs. (7.2.4) - (7 .2 .6), depending 
on the chosen sensor set. 
7.3 Formulation of the ERAKF 
The principle for the road input adaptation is simi lar to parameter adaptation that has 
been developed in Chapter 6. The road camber and pitch inputs are treated as unknown 
'parameters', and are augmented into the original extended state-parameter system. The 
new augmented system is given by: 
(7.3 .1) 
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where ! E 9\" is state vector, f E 9\' is parameter vector and f E 9\"' is the road input 
vector, consisting of the following components: 
p, 
f = q, (7.3.2) 9, 
B, 
where p, is road roll rate, q, is road pitch rate, 9, is road roll angle and B, is road pitch 
angle. As the dynamics of the road unevenness is unknown, it wi ll be mode lled as 
random variable, given by the following state derivati ve model: 
° 
° 
jJ, (t ) 
4, (t ) 
~,(t) 
B,(t) 
= L (t) + !:Y.~(t) ; L (t) = 
, , p,(I)/cosB,(t) 
IVp, (t) - N(O,a~) ; IV" (t ) - N(O,a:) 
IV,;, (I ) - N(O, a :, ) ; lVii, (t ) - N(O,aJ,) 
q,(I) 
. IV (t ) = 
, -~ 
IVp, (t) 
IV" (t ) 
IV,;, (t) 
lVii, (t) 
(7.3.3) 
where IVp, (I), IV" (I), lVo, (t ) and lVii, (t) are zero mean and normally distributed white 
noise corresponding to the possible rate of change of the road camber and pitch inputs . 
Consider now the total augmented system represented by the following non linear di screte 
state space equation: 
[
! k+I] [!:Y.' 1 LCx,,!':,) ~k+ 1 = f.+1 = [..c~, , !,: ,) + ~Ik ; L (~, ,!,:,) = f , 
£.+1 - 9< f 9< 
(7.3.4) 
y, =~(X,,!:l.')+~' 
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where f (X ,!i,) is the discrete version of the continuous basis model f(;s. ,!i) as given 
_d _ k 
by Eq. (7.2.7), L~ and ~~ are discrete versions of Lf (t) and ~~ (t) as given by Eq. 
(7.3.4) ; all of these are obtained by RK5 discretisation as given by Eq. (3 .5.7) . The noise 
covariance matrices for this extended state system are given by: 
[:: 1 [ T T T T 1 [Q, S,] E ~~ l~, ~'* ~~ ]~, = S; R (7.3 .5) 
where 
(7.3 .6) 
The principle of constructing the covariance matrices is similar as that for the flat road 
EAKF. The source model is excited by random steer and torque inputs (Eq. (4 .2.8», 
white noise at each estimated parameter time derivative (Eq. (6.3 .6» and random road 
camber and pitch angular acceleration (Eq. (7.3 .3». The data of process and measurement 
noises are then obtained by subtracting the source model data by flat road-nominal basis 
model data, as given by Eqs. (4.3.7)-(4.3.8). The covariance matrices are then obtained 
by applying Eq. (4.2.15) to this noise data. 
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The extended Kalman fi lter algorithm is then applied to the extended state (7.3.4) with 
covariance matrices (7 .3.5), constituting an Extended Road Adaptive Kalman Filter 
(ERAKF) as follows : 
where A" and C" are the extended Jacobian matrices as follows: 
A, 
C" 
x =2 
_ t _I~ _ I 
af <j« X ,, !i., ) 
a,r, 
(7.3.7) 
(7.3 .8) 
(7 .3.9) 
(7.3.10) 
This ERAKF algorithm wi ll estimate the states, parameters and road camber and pitch 
inputs simultaneously. To prevent any extreme estimation result for road camber and 
pitch inputs, the projection algorithm is again employed, similar to that used in parameter 
estimation (Eq. (6.3.13)), as follows: 
- 45° 5, ~, 5, 45° 
-45° < () < 45° 
- ,-
(7.3 .11 ) 
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7.4 Simulation Tests and Performance Analysis 
Simulation tests are conducted to asses the performance of ERAKF. For the sake of 
comparison, the performance of ERAKF wi ll be compared with that of flat road EAKF 
under simi lar test conditions. Two parameter sets are investigated here, these are 
parameter set I (~ = [,u)) and III (~ = [,u,M ,x , y ,z f) as configured in Chapter 6. Two 
- - g g g 
sensor sets will be investigated, as follows: 
Sensor set c: l e = [aoxm ,aOym,a/xm,ajyrtl,ar:cm, a,)'m]T 
Sensor set 0 : l.d = [aoxm ,aoym,a Ixm, G,ym,arxm , Grym I Pm,qm]T 
where Pm and qm are roll and pitch rate sensors which measure the total roll and pitch 
rates of the vehicle in terms of the body coordinate system, given by: 
(7.4.1) 
where v p and Vq are measurement noi ses influencing these sensors. 
The first test is the test under parameter set I. In thi s, the performance of ERAKF is 
compared with that of EAKF, with the vehicle runing under low friction - LU condition. 
The vehicle is excited by road inputs that illustrate pure road pitch, pure road camber and 
combined road pitch-camber. The steer and torque inputs are designed to illustrate a 
situation where traction/braking occur simultaneously with road pitching, and steering 
occurs simultaneously with road cambering; thi s wi ll test the abi lity of the ERAKF to 
decouple the vehicle roll and pitch from road camber and pitch. The handling test inputs 
are shown in Fig. 7.1. The plots of estimation results are shown in Figs. 7.2-7.3 for sensor 
set C and in Figs. 7.4- 7.5 for sensor set D. The percentages of estimation errors are 
given by Table 7. 1. 
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Figure 7.4: EAKF and ERAKF estimation results for parameter set 1 and sensor set D 
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Table 7, I : Percentages of estimation errors of ERAKF and EAKF 
for parameter set I and sensor set C and D 
Sensor Percen t.ge o f estim . tion error (%) 
Set Pit P, P, Pp p. p. Po P;. 
C 164 2738 128.7 101.5 165.5 11 8.5 84 .13 197 .7 
D 1.85 39.60 27.86 87 .95 132.5 74 .86 116.3 9.05 
C 2 1.98 102. 1 101.7 102. 1 142.5 10 1.6 11 1.5 -
D 15.1 97.27 84.2 1 80 .07 99 .97 114.5 109.8 -
196 
Po, 
288.1 
13.55 
-
-
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It is shown in Fig. 7.2 that under sensor set C, both fi lters perform poorly in estimating 
the vehicle states. Fig. 7.3 shows that the ERAKF fai ls to estimate road camber and pitch 
inputs, with enormous estimation errors . In plot D of Fig. 7.3, the trajectory of estimated 
road pitch angle goes to the threshold value of _450 at t > 7 s, diverging from the true 
pitch angle trajectory which actual ly curves uphill at 7::; t ::; 10 s and downhill at 
14::; t::; 18 s. As a result, the ERAKF produces greater longitudinal gravitational force 
than the source model, which ultimately causes its estimated forward velocity to be 
greater than that of the source model (see Fig. 7.2 plot A). This situation also appears in 
camber angle estimation, where the estimated camber angle goes incorrectly to 450 (plot 
C of Fig. 7.3), ultimately causing enormous errors and finally instability in sideslip 
velocity estimation (plot B of Fig. 7.2). In general, the performance of ERAKF under 
sensor set C is worse than that of EAKF. Table 7.1 shows that the ERAKF gives greater 
percentages of estimation errors than the EAKF in virtuall y all states. These results 
demonstrate that the use of only accelerometer sensors as in sensor set C is not sufficient 
to perform road unevenness estimation. It appears that the ERAKF is unable to decouple 
the information about road camber and pitch purely from the accelerometer sensors. 
The situation is very different for sensor set D, where additional roll and pitch rate 
sensors are employed. The road camber and pitch inputs are estimated very well by the 
ERAKF, as shown in Fig. 7.5. As a result, the state estimation performance of the 
ERAKF increases sign ificantly, as shown in Fig. 7.4. The simulation results show clear 
evidence that the ERAKF gives better performance than the EAKF. Fig. 7.4 shows that 
virtually al l estimated state and parameter trajectories of the ERAKF track the source 
model states and parameter better than those of the EAKF. Table 7 .1 shows that the 
ERAKF gives smaller percentages of estimation errors in virtuall y all states than the 
EAKF. In plot A of Fig. 7.4, it is shown that the estimated u of ERAKF manages to track 
the source model u fairly well in the face of acceleration and deceleration induced by 
road pitch, whereas the EAKF is unable to do this tracking. This also occurs in v and r 
estimation, as shown in plots Band C of Fig. 7.4. The ERAKF still manages to track the 
source model v and r in the face of lateral acceleration induced by road camber, 
whereas the EAKF fail s to track these. However, poor results are shown by both filters in 
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the estimation of roll and pitch rates and angles, as shown in plot D-G of Fig. 7.4. Noise 
sensitivity remains the major problem in roll and pitch estimation. However, this 
shortcoming is not considered as a major fl aw for the filter, as the main handling states 
(lI, v and r) can still be estimated fairly well by the ERAKF. Also, this error might still 
be suppressed by further tuning of the covariance matrices. Finally, the friction 
coefficient is tracked well by the ERAKF, as shown in plot H of Fig. 7.4. 
The second test is the test of ERAKF performance under parameter set III and sensor set 
D. The aim of this test is to investigate the effect of additional adapted parameters on the 
filter performance. The handling test inputs are simi lar to the previous test, given by Fig. 
7.1. For the sake of comparison, the performance of the ERAKF with parameter set III 
(denoted by ERAKF-JII) will be compared with the ERAKF with parameter set I 
(denoted by ERAKF-I) from the previous test. Figs. 7.6 - 7.7 show the plots of the 
estimation results for states, friction coefficient and road unevenness for both parameter 
sets . Figs. 7.8 - 7.9 show the estimation results of mass, moments and products of inertia 
and CG positions for parameter set Ill. Table 7.2 gives the percentages of estimation 
errors. 
It can be seen from Fig. 7.6 that in general , ERAKF-III gives better estimation results 
than EAKF-I in virtually all states, except roll angle. Table 7.2 shows that the ERAKF-IIl 
gives smaller percentages of estimation errors than ERAKF-I in virtually all states, 
except in roll angle. The ERAKF-JII only gives slight improvement over the ERAKF-I in 
the estimation of the main handling states (u , v and r), as shown by plot A, Band C of 
Fig. 7.6. This is because the friction coefficient and road camber and pitch inputs are 
estimated with relatively similar accuracy by both parameter sets, as shown by Fig. 7.6 
(plot H) and Fig. 7.7 . It turns out that the adaptation of the additional parameters in 
parameter set III does not significantly influence the accuracy of the main handling state 
estimation. Providing the friction coefficient and road camber and pitch inputs are 
adapted properly, the filter will give a good estimation of these main handling states. 
However, adaptation of the additional parameters in parameter set III does significantly 
affect roll and pitch angle estimations, as shown by plots F - G of Fig. 7.6. 
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The ERAKF-III estimates the roll angle worse than the ERAKF-I, as shown in Fig. 7.6 
plot F. This is caused by a bad estimation of Yg as shown in plot E of Fig. 7.9. In 
contrast, the ERAKF-III estimates the pitch angle better than the ERAKF-I, as shown in 
Fig. 7.6 plot O. This is because X g is properly estimated by the ERAKF-III, as shown in 
Fig. 7.9 plot D. It turns out that the accuracy of roll and pitch state estimation is sensi tive 
to the accuracy of CO position estimation. Finally, the results demonstrate that sensor set 
D is robust enough in giving information to the filter so that the filter performance is not 
compromised by the additional adapted parameters. 
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Parameter 
Set 
I 
III 
Table 7.2: Percentages of estimation errors of ERAKF 
for parameter set [ and III under sensor set D 
Percentage of estimation error (%) 
p, p, p, Pp p. Pp Po Pp, 
1.85 39.60 27.86 87 .95 132.5 74.86 116.3 9.05 
1.46 36.37 25.32 83.82 93.19 110.4 42.75 7.67 
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Po, 
13.55 
10.81 
An ERAKF has been investigated to estimate the vehicle states, parameters and road 
unevenness inputs simultaneously. The results give clear evidence that the inclusion of 
road camber and pitch inputs within the adaptation scheme provides a significant 
performance enhancement in the face of large road unevenness inputs. The ERAKF gives 
much better estimation results in virtually all states than the flat road EAKF under uneven 
road situations. Extra roll and pitch rate sensors are required to have the estimation work 
well. However, this additional sensor is not considered to be a major economical problem 
considering the benefit achieved by the filter in estimating road unevenness. This 
achievement wi ll broaden the operating region of the fi lter not only for a flat road 
condition, but also for uneven road which is commonly faced in real driving situations. 
Finally, the study in thi s chapter is considered to be a significant contribution in the field 
of road unevenness estimation. As reviewed in Chapter I, the existing studies on road 
unevenness estimation only concern partial road camber angle estimation, see for 
example in [27], [28], [36], [72], [84] and [87]. None of these considers the road pitch 
effect, and most of these use a static road camber approach and neglect the kinematics 
effect induced by road camber and pitch rates and accelerations. Thus, the ability of the 
ERAKF to estimate both road camber and pitch angles and rates simultaneously and 
dynamically in this study is considered to be a major contribution to the fie ld. 
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Chapter 8 
Vehicle Experiment Results and Analysis 
8.1 Vehicle Experiment Design 
Vehicle tests were conducted to examine the Kalman filter perfonnance under 
realistic conditions. The fully developed ERAKF built in Chapter 7 wi ll be tested 
against real vehicle experiment data. A 1994 Ford Mondeo 24v was chosen as the test 
vehicle. It is a front wheel steer (FWS) and front wheel drive (FWD) car. Table 2.3 in 
Chapter 2 gives nominal values of the car parameters. The car is equipped with a set 
of instrumentation as follows : steer angle sensor, rear wheel speed sensors and a 
Novatel combined inertial-GPS sensor from Oxford Technical Solution Ltd. 
A differential GPS was used here. It comprises two instrumentation sets: the rover 
station and the base station. The rover station is the part of GPS instruments which is 
installed in the vehicle. It consists of two antennas, receiver unit, inertial measurement 
unit (!MU) and data logger. The rover station configuration is shown in Fig. 8.1. The 
antennas are installed on the vehicle roof parallel to the x-axis; the primary antenna 
(RFI) is installed at the rear, whereas the secondary antenna (RF2) is installed at the 
front. The antennas acquire signals from the GPS satellite and pass these to the 
receiver unit; this gives the absolute positions, velocities and Euler angles of the 
veh icle. The IMU contains three linear acceleration sensors which measure 
longitudinal, lateral and vertical accelerations, and three angular velocity sensors 
which measure roll, pitch and yaw rates. The IMU is installed approximately at the 
centre of the vehicle axis system. Fig. 8.2 shows details of its installation in the car. 
The data logger logs signals from both the GPS receiver and the IMU. It then 
processes both signals into a single rover station file. 
The base station is part of the GPS system that is installed at a fixed location near the 
test area. Fig. 8.3 shows the base station installation. It consists of a base station 
antenna, a receiver unit and a PC to log the data. The receiver unit processes the 
signal from antenna and then logs the processed data onto a base station file. At the 
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end of the test, the rover station and base station fil es are processed together by the 
post process ing software to obtai n the final resu lt. 
RF1 RF2 
• 
Vertical 
z 
Figure 8.1 : Rover station GPS system configurationl 
Figure 8.2: Inertial Measurement Unit (IMU) Insta ll ation 
I Figure adapted from original in /32] 
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Figure 8.3: Base Station Insta llat ion 
A series of experimental tests were conducted at the M I R A proving ground Nuneaton, 
Warwickshire UK. The proving ground fac ilities are shown in Fig. 8.4. The GPS base 
station was located on the roof of MIRA tower control building as marked by the 
arrow in Fig. 8.4 . It is important that both the GPS rover station and base station have 
a clear view to the sky to acquire good signa ls from the GPS satellite constellat ion. 
This is also important to avoid shadowing/multipath effects caused by signal 
reflection and interference if the signa ls hit buildings or trees. The situation at MJRA 
supports this clear view requirement. The GPS receiver unit sampled its measured 
signals at 0.5 s (2 Hz), whereas IMU sampled its measured signals at 10 ms ( 100 Hz) . 
Both signa ls from GPS receiver unit and IM U were then synchronised to samp ling 
time of 10 ms by the GPS post processing software. The steer angle and wheel speed 
sensors were samp led at 5 ms (200 Hz) using LabVIEW. This sampl ing time 
difference does not cause any problems since the filter verification test will be 
conducted in an off line mode, as wi ll be explained later. 
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8.2 The ERAKF Design Algorithm for the Real Vehicle 
The most crucial issue in this experimental test is probably the estimation of noise 
covariance matrices, as there is no complete measurement data available for 
covariance matrix construction due to sensor limitation. The sensor limitation will 
also limit the choice of sensor configuration and adapted parameters. The following 
subsections elaborate these issues. 
8.2.1 Estimation of Noise Co variance Matrices 
One crucial step in thi s verification test is the estimation of noise covariance matrices. 
The problem arises because not all of the required data is available from the 
experiment measurement. Thus, the design procedure of estimating noise covariance 
matrices will use a combination between simulation and experiment measurement. 
The process noise data is obtained by combining vehicle measured and simulated 
signals. This is not a standard practice however, but it has demonstrated a good result 
in [11]. Under flat road test, the GPS measurement provides the following vehicle 
state data: '!m=[u,v,w,p,q,r,Z",9,BY, where '!m denotes measured states. The 
measured state derivatives are then obtained by numerically differentiating '!m against 
time, resulting in :!:m' The process noise data history for these measured states is then 
generated using the discrepancies between the measured state derivatives and the 
basis model state derivatives, as follows: 
(8.2.1) 
where !!!; is the process nOise of the measured states, :!:: is basis model state 
derivative obtained by si mulation over simi lar handling inputs and road profiles , and 
T is sampling time. The remaining process noise data, relating the time derivatives 
of tyre force states, parameters and road unevenness inputs are not available from 
measurement, and thus are estimated using simulation. The process noise data of these 
un measured variables, denoted by!!!;, are estimated using the discrepancy between 
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source and basis models. given similar handling inputs and properly adjusted source 
model parameters that match the real vehicle test. resulting in: 
(8.2.2) 
. { .. .. . . T . 
Ft)." = [F" F,z F,J F,4 Fx, Fxz l ; 1= s.b 
• s . b 
where Ft)"" and Ft)"" are tyre force time derivatives of source and basis models. w { 
and ~( are Gaussian white noises fed into parameters and road unevenness inputs as 
given by Eqs. (6.3.6) and (7.3.3) accordingly. The total process noise is then given by: 
[ m] 
~.t 
~k = ~~ 
The measurement noise data is easier to obtain as all output variable data are available 
from measurement. The measurement noise data is generated using the error between 
measured and simulated data from the basis model. as follows: 
(8.2.3) 
where i" and l are output variable data from measurement and basis model 
respectively. The covariance matrices are then calculated using Eq. (4.2.15). 
To further increase the accuracy of the covariance matrix calculation. the original ~k 
and ~k data is adjusted by considering the power spectral density of this noise data. 
The new adjusted noise data is given by: 
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where A, and Pj are tuning factors and subscript and } denote the state and 
measurement variables respectively. 
8.2.2 Handling Test Data for Noise Covariance Matrix Construction 
In the simulation test, the model error noises are constructed by random handling 
input excitation, bandlimited at 0-5 Hz. However, as there is no such data available in 
this vehicle test, the model error noises are constructed from the normal/non random 
handling test conducted at MIRA. This is not a major problem however, as the 
covariance matrix gain will be set not only from time series data of the noise, but also 
by consideration of PSD plots of the model error noises. The effect of the unexcited 
modes is compensated by inflating the model error noises by consideration of their 
PSD data. 
The handling test data used for the covariance matrix constTuction is taken from a test 
on a low friction surface - the wet handling track at MIRA (coloured blue in Fig. 8.4). 
This is chosen as it gives wide discrepancy between the true vehicle and the basis 
model. Figs. 8.5 - 8.7 show the power spectral density of process and measurement 
noises acquired from this handling test. 
It can be seen from Figs. 8.5 and 8.7 that the noise power is mostly concentrated at the 
low frequency area, below 10 Hz. However, there is also considerable power 
concentrated at 20:5 f :5 40 Hz; this might be caused by engine or drivetrain 
vibration. Based on their power spectral density, the original process and 
measurement noises are inflated by the following tuning factors: 
Au = 1, A, = 1, A" = 10, Ap = 10, Aq = 5, A, = 1, A, = 15, A~ = 7 , Ao = 7 
p, = 4, p, = 4 , Pp = 4.5 , Pq = 4 
tu "1 lit ... 
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8.2.3 Constraints from Sensor Limitation 
Due to unavailability of front and rear accelerometer sensors in the experiment, only 
one sensor set is investigated in this off line test, that is : l = [a oxm ' aOYm ' Pm' q m l' ; all 
of these are taken from the IMU sensors from the GPS system. Due to this limitation 
as well, the ERAKF in this off line test will only adapt friction coefficient (f = [,u]) 
and road unevenness inputs (f = [p"q,, ~,,8,]); this is to minimise problems due to 
poor conditioning. The input variables (g = [0, w" w,l') are taken from steer angle 
and rear wheel speed sensors acquired using LabVIEW. As the only available wheel 
speed measurement here is rear wheel speed instead of front wheel speed, the wheel 
speed measurements w, and w, are then treated as approximate values of front wheel 
speeds, which are only accurate for slow longitudinal dynamic manoeuvres. Also, as 
mentioned previously, due to the different sampling time between the sensor signal y 
from IMU and the input signal!:!: from steer angle and wheel speed sensors, the data 
must be synchronised in the off line test. This synchronisation is performed using an 
interpolation block in Simulink. All the signals are synchronised at sampling time of 5 
ms. 
The GPS sensor only measures the total roll and pitch angles contributed by roll and 
pitch angles of both vehicle and road respectively; there is no available measurement 
for each vehicle and road roll and pitch angles separately. This also happens in roll 
and pitch rates, where the GPS only measures the total roll and pitch rates. The total 
Euler roll and pitch angles measured by the GPS, denoted by ~m and 8
m
, are not 
exactly similar with ~ +~, and 8 + 8, respectively. The GPS assumes as if there were 
only three consecutive rotations; the first is rotation by yaw angle If! about z-ax is, the 
second is by pitch angle 8m about y-ax is and the third is by roll angle ~m about x-axis. 
By inspecting the Euler transformation matrix of these consecutive rotations , the 
Euler angles ~m and 8m can be expressed in terms of ~ , 8, ~, and 8, as follows: 
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!
I/Jm = sin - I ( 1 (- sin I/Jsin B sin B, + (cos I/Jsin I/J, + sin I/JcosBcos I/J, )cos B,)) 
cas em 
Bm =sin-l(cosBsinB, +sinBcosl/J,cosB,) 
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(8.2.5) 
Thus, due to this limitation, the assessment of roll and pitch estimation performance 
will be made on the total value basis; Pm' qm' I/Jm and Bm will be compared against 
the estimated values Pm' qm' ~m and em respectively. 
8.3 Experimental Results and Performance Analysis 
Various tests were conducted at MIRA to verify previous results from simulation 
studies. Two experimental test validations will be presented here, these are: low road 
friction detection test and road unevenness detection test. The performance of the 
fully developed ERAKF will be assessed for each test. For the sake of comparison, 
the ERAKF will be compared with the non adaptive EKF-MF based on the flat road 
model. In both tests, the tyre force states are normalised by scaling factor W = 106 . 
The verification tests are conducted in off line mode, using the measured data from 
the experiment, implemented using MATLAB and Simulink. 
8.3.1 Low Friction Coefficient Detection Test 
This test was performed on Wet Test Tracks (coloured blue in Fig. 8.4). The track in 
this circuit is composed of four different lanes, each of them having a different 
friction coefficient. The track is also kept watered to keep the friction coefficient low. 
The purpose of this test is to verify the ERAKF performance in the face of uncertainty 
in the road friction coefficient. Fig. 8.8 shows the trajectory of the vehicle position 
measured by the GPS in the Earth coordinate system (NOIth for positive X, East for 
positive Y and Down for positive 2). The plot shows consistency with the actual track 
in Fig. 8.4, which provides a basic validation of the accuracy of the GPS 
measurement. Fig. 8.9 shows plots of the steer angle and wheel speed inputs 
employed in this test, which show a slow lateral dynamic slalom manoeuvre 
corresponding to the track trajectory. 
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Figs. 8.10 shows the plots of the main handling state estimates of both EKF-MF and 
ERAKF against the actual states obtained from the GPS, and the friction coefficient 
estimate of the ERAKF. In plot D, it is shown that the ERAKF adapts the friction 
coefficient to the expected actual value at t > 55 seconds. Although there is no 
avai lable friction coefficient measurement in this experiment to validate the 
adaptation result, the increasing accuracy of the ERAKF in estimating the main 
handling states validates the adaptation accuracy. In plots Band C of the figure, it can 
be seen that the sideslip velocity and yaw rate estimates of the ERAKF manage to 
track the actual trajectories given by the GPS well. This is not the case for the non 
adaptive EKF-MF, where its estimated sideslip velocity and yaw rate are unab le to 
track the corresponding actual values properly. The friction coefficient adaptation is 
slow, taking around 55 seconds to reach the expected actual value. This seems to be 
caused by the slow dynamic manoeuvre given to the vehicle at I < 55 second. In spite 
of this, the estimated friction coefficient trajectory shows consistent low and almost 
steady state value at t > 55 second, which is consistent with the characteristi c of the 
wet test track used in the test. 
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Estimation of roll and pitch states remains a shortcoming of both filters. Figs. 8.11 -
8.12 show that roll and pitch rates are poorly estimated by both filters, with large 
error. In spite of this , the estimated total roll angle $m of the ERAKF shows a 
consistent pattern with the actual value ~m from the GPS, as shown in Fig. 8.13; thi s 
validates the accuracy of simultaneous vehicle roll and road camber estimation of the 
ERAKF. However, pitch angle estimation is poor, as shown in Fig. 8.14. This might 
be caused by poor information from the rear wheel speed sensors used in thi s 
experiment, which in turn gives inaccurate input to pitch dynamics . In general, it turns 
out that the ERAKF is still unable to compensate the high noise sensitivity of roll and 
pitch states. More advanced methods might be required to improve the ERAKF 
performance, for example by on line tuning and direct parameterisation of the noise 
covariance matrices ([33l ,[55]) . 
8.3.2 Road Camber and Pitch Detection Test 
This test was performed on the Ride and Durability Circuit (coloured green in Fig. 
8.4), which includes sections with large road bank and pitch angles. The purpose of 
the test is to validate the ERAKF accuracy under the presence of road unevenness. 
Fig. 8.15 shows the plot of the trajectory of vehicle position obtained from the GPS. 
The plot shows consistency with the actual track , which again basically validates the 
GPS accuracy. Fig. 8.16 shows the steer angle and wheel speed inputs for this test. 
Fig. 8.20 shows the estimation results for roll angles. The total roll angle estimate $", 
from the ERAKF manages to track the actual total roll angle ~m from the GPS, 
especially at large road camber regions at 0 < t < 30 sand 100 < t < 160 s. The 
ERAKF demonstrates the ability to separate vehicle roll $ and road camber ~" 
which cannot be done by the EKF-MF. The lateral acceleration estimate from the 
ERAKF also tracks the actual lateral acceleration better than the EKF-MF, especially 
within large road camber region, as shown in Fig. 8.23. This shows that the ERAKF is 
able to take into account the effect of lateral gravitational force induced by road 
camber, which cannot be done by the EKF-MF. 
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In pitch angle estimation, the ERAKF also shows better accuracy than the EKF-MF, 
as shown in Fig. 8.21. The total pitch angle estimate em from the ERAKF manages to 
track the actual total pitch angle {)m from the GPS, especially within the large road 
pitch region at 75 < t < 100 seconds; the EKF-MF is again unable to do this. Fig. 8.22 
shows that within large road pitch region, the ERAKF gives better longitudinal 
acceleration estimation than the EKF-MF. This shows that the ERAKF is able to 
compensate the effect of longitudinal gravitational force induced by road pitch angle, 
whereas the EKF-MF is unable to compensate this. 
The comparison of roll rate estimate against gyro measurement is shown in Fig. 8.18. 
The plot again shows a noisy estimation result as in the previous test. In spite of this , 
the estimated total roll rate Pm given by the ERAKF manages to track the actual 
measured total roll rate Pm' especially in the large road camber rate region. This 
validates the ability of the ERAKF to account for both the roll rate induced by the 
vehicle roll rate and road camber rate. In contrast, the EKF-MF only estimates the 
vehicle roll rate p and does not account for road camber rate. The plot shows that the 
estimated P from the EKF-MF does not track the total roll rate Pm' as it neglects the 
contribution of road camber rate. This phenomenon also occurs in pitch rate 
estimation, as shown in Fig. 8.19. The ERAKF manages to track the total pitch rate, 
whereas the EKF-MF is unable to do this, as it does not take into account road pitch. 
In sideslip velocity estimation, the ERAKF also generally shows better tracking than 
the EKF-MF, as shown in plot B of Fig. 8.17. However, steady state error appears 
within 120 < t < 140 seconds, which is likely due to over compensating the road 
camber angle. Forward velocity estimation is generally good for both filters, as shown 
in plot A of Fig. 8.17. Small estimation error is made by the ERAKF within 
80 < I < 90 seconds, which is likely due to overcompensating the road pitch angle. 
Friction coefficient adaptation seems to be problematic here. As shown in plot D of 
Fig. 8.17, it seems that the estimated friction coefficient by the ERAKF is too low, as 
the ride and durability circuit used in this test is a not low friction surface. However, it 
appears that this estimated value gives correct value to the main handling state 
Vehicle Experiment Results and Analysis 228 
estimation of the ERAKF, especially in yaw rate estimation. The yaw rate estimate of 
the ERAKF tracks the actual yaw rate much better than that of the EKF-MF, as shown 
in plot C of Fig. 8.1 7. This problematic result in friction coefficient estimation might 
be caused by the incompleteness of parameter adaptation. As the ERAKF only adapts 
friction coefficient, the errors in the remaining parameters will be compensated all in 
one in friction coefficient adaptation. For instance, in yaw rate estimation, another 
parameter uncertainty which affects yaw dynamics is uncertainty in I " . As I " is not 
included within the adaptation scheme, the uncertainty in I " will be compensated in 
friction coefficient adaptation. As a result, the adapted friction coefficient does not 
actually represent the friction coefficient itself, but it actually represents combined 
friction coefficient and I " uncertainty compensation. The solution for this problem 
might be to include more parameters within the adaptation scheme. However, this will 
require more sensors to deal with poor conditioning. 
8.4 Conclusions 
Although this chapter only demonstrates two experimental results, the results have 
shown that the ERAKF demonstrates reasonably good performance under constraints 
from sensor limitation used for the filter inputs . The results from both low friction and 
road unevenness tests have proven that the ERAKF gives better performance than the 
non adaptive EKF-MF. Further works are still required however to further improve 
the ERAKF performance, especially in roll and pitch estimations. An on line tuning of 
noise covariance matrices [33] seems to be an attractive proposal to increase the 
abi lity of the ERAKF to compensate autocorrelated model error noise. More 
parameters should also be included within the adaptation scheme, even though it 
would require more sensors to deal with poor conditioning. Nevertheless, these 
experimental results show the potential of the ERAKF to be implemented further in a 
real time and on-line embedded digital filter. 
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Chapter 9 
Discussion, Conclusions and Further Work 
This chapter wi ll discuss and summarise the results and some of the major points arising 
from the studies within this thesis. The discussion is divided into two issues concerning 
the modelling aspect and the filter design aspect. Overall conclusions are then drawn 
from the whole studies on integrated vehicle handling state estimator design, together 
with recommendations for further research. 
9.1 Modelling Aspect 
The main topic of thi s thesis has been the development of a model based fi lter for 
integrated vehicle handling state estimation. It is the nature of a model based filter that its 
performance relies heavily on its basis model accuracy. Indeed, a considerable amount of 
work in this thesis concentrates on the modelling aspect. A fu ll vehicle model is 
considered as a good model for both source model and basis model to develop an 
integrated vehicle handling state estimator. 
A 14DOF fu ll vehicle model with 33 states has been developed in Chapter 2 as the source 
model to simulate the 'true' vehicle in simulation studies. Although this source model is 
relatively simple compared with a real vehicle or other mul ti body vehicle models, it has 
provided a relatively good platform as it accounts for the mai n vehicle body degrees of 
freedom that have the major influence on vehicle ride and handling dynamics . By the use 
of this source model , intensive simulation studies can be carried out to test the fi lter 
performance under various conditions which would be difficult and costly to be obtained 
by a real experiment. Parameters of the source model can be set to non-nominal 
conditions to test the fi lter performance against parameter uncertainties. Friction 
coefficient, mass, inertia and ca positions are chosen as the varied parameters, as these 
contribute to major uncertai nties in vehicle operation . 
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A central issue in the modelling aspect is the development of the so-called ' intermediate' 
model which is used as the filter basis. The term 'intermediate' means that the model is 
not too simplistic inducing large modelling error, but also not too complicated so that it is 
not suitable for real time implementation. A 6DOF full vehicle model with intermediate 
nonlinear tyre model is considered as the most appropriate basis model for the filter basis. 
This intermediate model is not too simple as the most commonly used linear bicycle 
model that has accuracy only within the linear region and is only appropriate for lateral 
handling state estimation. It is also not as complicated as large multi body vehicle models 
incorporating complicated tyre models which are not suitable for real time application. 
By using this intermediate model , an integrated vehicle handling state estimator can be 
developed appropriately. 
An open loop simulation in Chapter 3 demonstrates that the proposed intermediate model 
(NL-NL) gives the best accuracy compared with a linear model (L) and a nonlinear 
model with linear tyre model (NL-L), under nominal parameter settings. It also shows 
that the NL-NL model tracks the source model states the best, especially within the 
nonlinear tyre region and combined slip situation where both Land NL-L models 
generate large errors. 
The basis model developed in Chapter 3 provides the basic form that limits its accuracy 
within flat road and nominal parameters situations. This basic form is used for the studies 
of flat road and non adaptive filter design in Chapter 4 and 5. The basis model is 
modified however from its basic form in the studies of the adaptive filter in Chapter 6 and 
the inclusion of road unevenness inputs in Chapter 7. 
Finally, the modelling work here has not considered parameter identification 
significantly. Instead, nominal parameters of both source and basis models are adapted 
from the data of common passenger car parameters available in the literature. It is the 
scope of this thesis to limit the study to filter design, not model identification. 
Furthermore, the need for accurate vehicle nominal parameters is not the major objective 
in this thesis. Instead, this thesis has concentrated on model error compensation due to 
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parameter inaccuracies. This issue will be addressed more deeply within the filter design 
aspect. 
9.2 Filter Design Aspect 
The filter design has been focused into two methods: Kalman filter and robust filter 
methods. The central issue faced by both methods is the presence of model uncertainties 
embedded within both system and measurement models. The Kalman filter assumes that 
the process and measurement noi ses are white, zero auto-correlated and normally 
distributed. This assumption is recognised as the main weakness of the Kalman filter, 
given the fact that model errors are time-correlated, with power spectral density 
concentrated around the system dynamic frequency area. In contrast, the robust filter 
does not face thi s problem, as it does not impose statistical restrictions on the noi se. 
Instead, the robust filter only needs information about noi se power, which is assumed to 
exist within an admissible bound. The model uncertainty is accounted for by norm 
bounded uncertainty model representation, whereby the time correlation of the model 
errors is taken into account. 
Nonlinear filtering methods are considered as the main proposal in estimating the vehicle 
handling states, as the nature of the vehicle system is nonlinear, especially under high 
speed and extreme handling manoeuvres. The use of a nonlinear intermediate basis model 
has been demonstrated to give significant benefit in reducing model error, and hence 
improve the filter performance significantly. In Chapter 4, the benefit of employing this 
nonlinear basis model was investigated in Kalman filter design. It was found that a 
nonlinear extended Kalman filter (EKF) gives significant enhancement in estimation 
accuracy over the linear Kalman filter, even though EKF is sub optimal in the minimum 
variance sense. Furthermore, the use of a nonlinear tyre model within the nonlinear basis 
model gives significant performance improvement over the linear tyre model, especially 
under extreme handling manoeuvres where the tyre characteristic reaches its non linear-
saturating region. The use of a non linear tyre model also provides a benefit in dealing 
with combined longitudinal and lateral slip, where the bnear tyre model does not account 
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for this. The major shortcoming of the EKF is its robustness against low frequency model 
errors, especiall y errors in the tyre parameters. It appears that the lumped process and 
measurement noise method of compensating model uncertainty has limited success. An 
attempt to compensate this uncertainty by inflating the process noise on ly gave slight 
improvement. It follows that a more accurate way to compensate low frequency model 
error is inevitably required. This motivates the investigation of robust filters and 
parameter adaptation. 
In Chapter 5, the robust filter method was investigated, in both linear and nonlinear 
variants. In the linear robust filter study, it was shown in simulation that the linear robust 
filter gives better estimation than the equivalent linear Kalman filter under nominal test 
conditions. However, the improvement is not great, especially in sideslip velocity 
estimation where large steady state errors sti ll appear under large steer angle conditions . 
It appears that tyre nonlinearity is too severe to be compensated by the linear robust 
method. The uncertainty bound covered by the linear robust filter is onl y admissible for 
smal l perturbations from nominal conditions. Nevertheless, the results from the linear 
study reveal the benefit of using robust filter method over the Kalman filter method, 
which motivates further study on a nonlinear robust method. 
In the non linear robust fi lter study, the model uncertainty was dealt with more 
thoroughly, based directly on uncertainties in the non linear basis model , satisfying a so-
called integral quadratic constraint. Focus was given to the uncertainty in tyre parameters, 
as thi s is the main contributor to the vehicle model error. Given a proper value of tyre 
force scaling factor, the NRF gives better performance than the EKF in virtual ly all 
states. However, the improvement achieved by the NRF is considered not very great. It 
appears that the structured uncertainty model employed within the NRF still has 
limitation in compensating large uncertainties. Further techniques are li kely to be needed 
to improve the NRF performance. This can be parameter and weighting matrix 
adaptations, which will reduce parameter uncertainty as well as adapting the uncertainty 
expected gain to the new shifted uncertainty situation. More complete parameter 
uncertainties shoul d also be included within the structured uncertainty model , such as 
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uncertainties in mass and CO positions, to have the NRF robust against the presence of 
these uncertainties . Nevertheless, results from this NRF study has shown promising 
prospects for the NRF as a better alternative than the EKF. This is also considered to be a 
major novelty in the field of vehicle handling dynamics state estimation, as there is still 
few or no study which considers this technique for vehicle handling state estimation. 
Further study then focused on the improvement of the extended Kalman filter by 
employing an adaptation algorithm. In Chapter 6, an extended adaptive Kalman filter for 
the flat road assumption has been elaborated. It was found from the simulation study that 
adaptation of friction coefficient, mass and CO position gives significant enhancement to 
the extended Kalman filter under uncertain parameter situations. It was demonstrated that 
the accuracy of the estimation of mai n handling states (ll, v and r) is very sensitive to 
the accuracy of friction coefficient adaptation, but less sensiti ve to the accuracy of mass 
and CO position adaptation. However, the accuracy of mass and CO position adaptation 
does have a major influence on pitch and roll state estimations. 
The accuracy of parameter adaptation is reliant on sensor information. A larger sensor set 
is required to compensate for poor conditioning of the system matrix which can be 
induced by parameter addition within the extended state. However, it is found that by 
increasing the number of accelerometers at different locations, the vehicle states and 
parameters can be simultaneously estimated more accurately. The method of choosing a 
sensor configuration in thi s study is still simpli stic however. A more systematic method 
could be envisaged to investigate the best sensor configuration, such as the factorial 
analysis that was used in [12]. 
The adaptation rate is reliant on persistent handling input excitation and also on the 
tuning factor A. The faster the input excitation, the faster the adaptation rate. The larger 
the tuning factor, the faster the adaptation rate. Careful consideration must be taken in 
choosing the tuning factor. Too large a tuning factor may result in filter instability, 
whereas too small a tuning factor may result in filter unresponsiveness. The tuning factor 
in this study is set from a series of simulations using different tuning factor gains; the 
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tuning factor that gives minimum percentage of estimation errors in virtually all states is 
selected for the EAKF. To further prevent instability, a projection algorithm has been 
employed in the parameter adaptation algorithm which ensures that the adapted 
parameters would not exceed the expected minimum and maximum bounds. 
Another key issue with Kalman filter design is the setting of the noise covarlance 
matrices . As the parameters are adapted, the model errors change, and thus the covariance 
matrices should also change. However, the EAKF still uses the assumption that the 
covariance matrices are constant. This assumption of course makes the EAKF to be sub-
optimal. To further enhance the performance of the EAKF, an on line tuning of noise 
covariance matrices might be worth considering. This can be done for example by direct 
parametrisation of noise covariance matrices [33] . The other alternative is by direct 
parametrisation of the Kalman gain based on an innovation based model [55]. 
The Kalman filter design in this thesis was continued by the inclusion of road camber and 
pitch inputs within the adaptation scheme, which is elaborated in Chapter 7. This led to 
an ERAKF which is designed to estimate vehicle handling states, parameters and road 
unevenness inputs simultaneously. The simulation results show that given sensor set C 
which only comprised accelerometer sensors, the ERAKF performs poorly, worse than 
the EAKF. However, when additional roll and pitch rate sensors are employed, the 
ERAKF performs well. Under sensor set 0 which employs roll and pitch rate sensors, the 
ERAKF is able to estimate road camber and pitch rates and angles very well. As a result, 
the ERAKF gives much better estimation accuracy than the EAKF in virtually all states. 
It appears that although the information about road camber and pitch inputs exists within 
the accelerometer sensors, it is not sufficient to be used for road unevenness estimation. 
The addition of roll and pitch sensors in this case is inevitably required to have the 
ERAKF work well. 
The results on simultaneous estimation of road pitch and camber angles, rates and 
accelerations are considered to be a major novelty in the field of road unevenness 
estimation. The existing studies on road unevenness estimation mostly only estimate the 
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road camber angle, few of them include the effect of road pitch angle, and almost none of 
them include the effect of road camber and pitch rate. Therefore, results in this study 
offer the most complete estimation of road unevenness. 
The development of the ERAKF is completed by vehicle test, which is explored in 
Chapter 8. An important issue elaborated in the experiment validation test is the 
construction of the noise covariance matrices. The study suggests that combination of 
experiment and simulated data in constructing model error noise, and also a deliberate 
inflation of model error noise by consideration of the PSD of the noise, will give a better 
estimation of noise covariance matrices. Given the available sensor measurements, the 
results demonstrate that the ERAKF performs reasonably well in estimating the main 
handling states, friction coefficient and road unevenness inputs simultaneously. The 
major shortcoming is still in roll and pitch rate estimations, where large errors appear. A 
suggestion has been made to overcome this shortcoming, for example by on-line tuning 
of the noise covariance matrices, as has been mentioned previously. 
9.3 Conclusions 
Results from both simulation and experimental studies lead to the following conclusions: 
• The intermediate basis model employing an intermediate nonlinear tyre model is 
demonstrated to be a good basis model to develop an integrated vehicle handling state 
estimator. The performance of EKF employing the intermediate basis model is 
demonstrated to be superior compared with linear Kalman filter and EKF with linear 
tyre model , especially under extreme handling maneouvres and combined slip 
situations. 
• Inflation of the model error noise can increase the ability of the EKF to compensate 
autocorrelated model error, and hence improve the EKF performance, although the 
improvement is not great. 
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• The non linear robust filter provides better compensation against autocorrelated model 
error than the extended Kalman filter, providing proper setting of tyre force scaling 
factor. 
• Parameter adaptation gives significant performance enhancement to the EAKF. In this 
case, the friction coefficient is the most critical parameter to be adapted, as this has the 
most significant influence on the main handling state estimates. 
• The accuracy and convergence rate of parameter adaptation relies significantly on 
sensor configuration, adaptation rate factor and handling input excitation. More 
accelerometer sensors are required to compensate poor conditioning of the system 
matrix and to increase adaptation accuracy. 
• The inclusion of road camber and pitch inputs within the adaptation scheme give 
significant performance enhancement to the ERAKF in the presence of road 
unevenness. The study suggests that additional roll and pitch rate sensors are required 
to have the road unevenness detection work well. 
• The vehicle test results verify that the ERAKF performs reasonably well given sensor 
limitation used for the filter inputs. 
9.4 Recommendations for Further Research 
The following issues, which have arisen during the development of the vehicle handling 
state estimators, need to be addressed by further research. 
Robust filter design 
Further work is required to seek a more complete formulation of a structured uncertainty 
model. To further increase the performance of the robust filter, a parameter adaptation 
scheme is worth considering, performing an adaptive robust filter. An experiment 
validation test is also required to examine the NRF performance under realistic 
conditions. 
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Kalman filter design 
The compensation of autocorrelated model error is still a major shortcoming of the 
Kalman filter which needs to be investigated further. An on line tuning of noise 
covariance matrices might be considered, for example by direct parameterisation of noise 
covariance matrices [33]. Alternatively, reformulation of the Kalman filter based on an 
innovation model would also be an attractive proposal [55]. The other alternatives which 
might be worth considering are the use of unscented Kalman filter [46] or unscented 
particle filter [59]. However, these two latter methods require a large amount of 
computational work which need to be considered especially in the context of real time 
implementation. 
Sensor configuration issue 
Further research could usefully be considered to seek an optimal sensor choice and 
configuration. A statistical analysis as used in [12] might be an interesting proposal to 
perform this task. 
Improvement of projection algorithm 
The projection algorithm used in this study is still simplistic. Further work is required to 
seek a better formulation of the projection algorithm in order to guarantee the stability 
and enhance the performance of the adaptive filter. 
Real time and on-line implementation issue 
Although vehicle testing has been conducted to verify the ERAKF performance, this was 
still conducted within an off line environment. Implementation of the filter in a real time 
and on-line embedded system should be considered as the final stage of the vehicle state 
estimator development. 
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This appendix will explain the derivation of linear and extended Kalman filter 
algorithm. The content of this appendix is mainly taken from [81] and the appendix of 
[9]. References [30] and [33] are also used as the support. Further explanation about 
Kalman filter derivation can be referred directly to these references. 
A.I Conditional Mean 
Before go further into Kalman filter derivation, it will be first explained about 
conditional mean as it will be the basis in Kalman filter derivation. Conditional mean 
of vector ;!E 9tn when another vector X E 9tm correlated with ;! is observed is 
defined as follows: 
(A.Ll) 
Consider now a matrix value function as follows: 
(A. 1.3) 
where !(X) is an arbitrary estimate of ;!. It apparently holds that 
(A. lA) 
It is desirable to find a function !(X) which minimise the value function Q. The 
following lemma states the optimal estimate of ;!. 
Lemma A.I The optimal estimate of ;! which minimise any scalar-valued, 
monotically increasing function of Q is the conditional mean:! = El.! Ixl. 
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Proof Recall Eq. (A.l.3) as follows: 
Q(f(I» = E[.d - [(I);l-~[T(I)+ [(I)[T(I)IIJ 
= E~,{ I yj- [(I)gT _UT (I) + [(I)[T (I) 
= E[~-g)~-g/ I y]+(g- [(I»(g- [(I)/ 
=Q@+(g- [(l»(g- [(I»T ~Q@ 
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(A. 1.5) 
The minimum Q can be achieved by setting [ (I) = g, and the corresponding 
minimal value is Q(g) . Hence, it can be concluded that the conditional mean g is 
the optimal least mean square estimate o[ !. 
A.2 Linear Least Mean Square Estimation 
As it has been concluded in Lemma A.I, the conditional mean g = El.! I ~j= [(I) is 
the optimal estimate of ! given I in the least mean square sense. This conditional 
mean may be a complicated nonlinear function of I which is difficult to calculate 
practically. This motivates finding optimal estimators within the restricted class of 
linear estimators. Consider now a linear estimator of the form: 
(A.2.1) 
The objective is then to find matrix A and vector k. so that these minimise any 
appropriate scalar measure of the error covariance matrix. Note that in this case, g 
will no longer denote the conditional mean (except for special cases), but rather just 
some estimate. The following lemma states an optimal linear estimator in the linear 
least mean square sense. 
Lemma A.2 Let ~E 9t" and IE 9tm are correlated random vectors with any given 
joint probability distribution. The expected values and covariance matrices are 
denoted by: 
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EU] = ill., E[]:] = my 
(A,2.2) 
where Ry is assumed to be invertible. The linear least mean square estimator of the 
form as given in Eq. (A,2.1) that minimise the following quadratic value function 
(A.2.3) 
is given by: 
(A,2.4) 
with the corresponding minimal value of J is given by: 
(A,2.5) 
Proof Substituting Eq. (A.2.1) into value function (A,2.3) results in 
J = El~-Ar!z:M-A]:-!zr j 
= (m. - Amy - !z"Xm. - Amy -!zr + (A - RxyR;;)Ryy (A - RxyR;; r + (Rxx - RxyR~Ry.) 
It can be seen that J is minimised by the choice A = RxyR~ and !z = m. - Amy with 
the corresponding minimum value is J nUn = Rxx - RxyR~ Ry.' Substituting this result 
into Eq. (A,2.1) resulting in the linear least mean square estimator as given by Eq. 
(A.2.4). 
Consider now a special case where ! and ]: are jointly Gaussian random variables, 
then the following lemma is fulfilled. 
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Lemma A.3 Let :! and l be jointly Gaussian random variables with the following 
properties 
(A2.6) 
Assume that covariance matrix R is positive definite. Then the conditional mean 
J = El" III is a linear function of l' and the conditional pdf p(:! Il) is Gaussian as 
well, as follows: 
with 
p(:!ll) - N(J,P) 
J = Eklll= ill. + R,yR;;(l-illy) 
P = covk III = R", - RxyR;; Ry. 
(A2.7) 
(A2.S) 
(A2.9) 
Proof Define a variable z = (~)E :Rn• m with rn, = (::). Since Z is Gaussian, the 
probability density function of Z is then given by 
1 ( 1 f _ )T -1 ()~ ) p(z) = p(:!,l) = (27!-)<n.m l /2(detR)1I2 exP -Z\£,.-rn, R z-rn,) (A.2.1O 
Using Bayes' rule: 
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It can be seen that there exist a symmetric positive definite matrix PE 9tnxn , a matrix 
A E 9tnxm , a vector Q E 9tm and a scalar s such that 
It can be verified that Eq. (A.2.13) is satisfied when P, A, Q and s are set to as 
follows: 
A=R R-1 
xy yy Q=mx-Amy s=O 
Substituting these results into Eq. (A.2.12) results in 
( I ) 1 ( 1 {,! A)Tp_l{,! A)) N(A P) X = ex -- x-x x-x - x P - l (21Z")"/2(detp)I/2 p 2 - - -' 
where i and P are as given by Eqs. (A.2.8) and (A.2.9), which complete the proof. 
As can be seen from Lemma A.3, the conditional mean of Gaussian random variables 
is similar with linear least mean square estimator as stated by Lemma A.2. Hence, it 
can be concluded that a least mean square estimator of Gaussian random variables is 
also a linear least mean square estimator. 
There are some important properties of linear least mean square estimator, which will 
be stated in the following corollaries. 
Corollary A.I: The linear least mean square estimator is unbiased, i.e., 
(A.2.14) 
Proof: This follows by applying expectation operator to Eq. (A.2.4) 
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Corollary A.2: The estimation error! - g is uncorrelated with both g and 1: ' i.e., 
Proof: By using Eq. (A.2.4) and Cor. A.I the following results will be hold 
E~(!-H l= Ekm. + RxyR;(1: -my))(,!-gf 1 
= m.Ek! - gf l+ RxyR;E~(! - gf l-mA(! - gf 1 = 0 
Corollary A.3 : Consider a random vector 1: E :RP defined by 
(A.2.IS) 
where C is a given pxn matrix. Then the linear least mean square estimate of 1: 
given 1: and its corresponding error covariance matrix are given by 
£(1:) = C g(1:) 
El~ - £(1:) 'k. -£(1:) r j= CEl& - g(1:) 'k -g(1:) r }:-r 
(A.2.16) 
(A.2.17) 
Proof: The linear least mean square of 1: given 1: and its corresponding error 
covariance matrix are given by applying Lemma A.2 as follows: 
£(1:) = E~l+ R",R;(1: - my) 
= Cm. +E[C(!-m.)(rmyf]R;(1:-my) 
= Cm. + CRxyR;(1: -my) 
= C{m. + RxyR;(1: -my))= cg(1:) 
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El~ -i(y)'i.!.- iCy)r J= R", - R<yR~Ry< 
= C{Rxx - RxyR~RyJ::T 
= CE[~-g(y)~-g(Y)r ~T 
- -
Corollary A.4 : Let z E 9t' is a random vector correlated with l. Then the linear 
least mean square estimate of J: given l and Z with its corresponding error 
covariance matrix are given by 
(A.2.1S) 
(A.2.19) 
Proof: Since i(l) is a linear function of l, then the linear least mean square 
estimate of J: given land Z is similar as the linear least mean square estimate of J: 
given l and Z - i(l) . Let I = z - i(l) and define vectors wand mw as follows: 
Applying Eq. (A.2.4) in Lemma A.2 yields: 
(A.2.20) 
Furthermore 
(A.2.21) 
by considering the fact that RXi = R",. By Cor. A.2 the random vector l is 
uncorrelated with I, so that: 
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(A.2.22) 
Substituting (A.2.21) and (A.2.22) into (A.2.20) results in: 
which proves Eq. (A.2.1S). The proof of Eq. (A.2.19) is similar by using Eqs. 
(A.2.21) and (A.2.22) and the covariance Eq. (A.2.5) in Lemma A.2. 
A.3 Linear Kalman Filter 
It is now the turn to derive the formula of linear Kalman filter. Linear Kalman filter is 
an optimal filter which uses the principle of conditional mean and linear least mean 
square estimation as given by Lemma A.l and Lemma A.2. For practical purpose, 
Kalman filter algorithm is designed in a recursive form so that it only needs current 
measurement to compute present estimates and there is no need to store a huge 
amount of data of past measurements. 
Consider now a linear time invariant system as follows 
'!k+l = A'!k + BY.k + wk 
Xk = C'!k + DY.k + ~k (A.3.1) 
where 1fk and ~k are process and measurement noises which are assumed to be white, 
Gaussian and to have zero mean, with stochastic properties as follows: 
(A.3.2) 
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The objective now is to find an optimal linear least mean square estimator which 
minimise the corresponding error covariance matrix. Suppose that at time tk , the 
estimate Jklk-I' which is the estimate of ,!k given ~_I = ~:, l I~ , ... , I~-, r ' and its 
corresponding error covariance matrix P.o1k-l = E[('!t - Jklk-I Mk - Jklk-l r j have been 
computed. Then at time tk ' the system receives a new measurement: 
By utilising Cor. AA, it can be computed the linear least mean square estimate of '!k+1 
and It' The estimate is denoted by i,+,I" and by 
Cor. A.4 it is given by: 
(A.3A) 
where im (~_I) denotes the linear least mean square of ,!k+1 given ~-" 2. (~_I) 
denotes the linear least mean square estimate of y given Yk- I and Jk+1 (Y - Y (Yk - I » 
_k _k _k 
denotes the linear least mean square estimate of ,!k+1 given (I. - 2t (Yk- I». Define 
variables Ik and Ik as follows: 
(A.3.5) 
(A.3.6) 
where It denotes the estimation error and It denotes the output innovation. The 
term 'innovation' reflects that y is a new piece of information in y that was not 
_k _k 
known at time tk_l • 
The term Jt+l (~_I) in Eq. (A.3A) is calculated by applying Cor. A.3 and by 
considering Eqs. (A.3.I) and (A.3.2) as follows: 
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.!hl (fH) = E~k+l I ~-l] 
= E[A~k + B!1.k +.!£k I ~-l] 
= E[A~k I ~-l]+ E[B!1.k I ~-ll+ El.!£k I f k_1] 
= A.!kIH + B!1.k 
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(A.3.7) 
The tenn 1.k (~-l) in Eq. (A.3.4) is evaluated by again applying Cor. A.3 together 
with Eqs. (A.3.!) and (A.3.2) as follows: 
1.k (~-l) = E~k I ~-l j 
= E[C~k + D!1.k + ~k I ~-tl 
= E[C~k I ~-l]+ E[D!1.k I ~-l]+ Errk I ~-tl 
= C .!klH + D!1.k 
(A.3.8) 
The tenn .!k+l(Y - Y (~-l» in Eq. (A.3.4) is evaluated by applying Lemma A.2 as 
_k _k 
follows: 
The tenn Ely j is evaluated by utilising Cor. A.! and Eq. (A.3.6) as follows: 
_k 
Ely j=Ely j-EI" j=y -y =Q 
_k _k Ilklk-l _k _k 
(A.3.9) 
(A.3.lO) 
The covariance matrix R'j 'j is evaluated by applying Cor. A.3 with Eqs. (A.3.!), 
_J:_l 
(A.3.2) and (A.3.10) as follows: 
Ri. i. = E[(rk - E(rJXrk -E(rJ 1 
= E[~k - 1.klk-l'h.k - 1.klk-" l= C~Ik-lCT + Rk (A.3.11) 
The covariance matrix R~."i. is evaluated by Cor. A.2 together with Eqs. (A.3.!), 
(A.3.2) and (A.3.8) as follows: 
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R, ... I. = El(Jk+! - J:k+! )~k - Iklk-J 1 
= E[(AJk + Blik +!!!k - J:k+IXeJk + Dlik + ~k - egk1k-l - DIi.r 1 
=E[(A&k -gklk-I +gklk-l)+Blik +Wk -J:k+IXe;rk +~kYl (A,3.12) 
= E[A(;rk + gklk-I g~ eT 1 + Ebk ~~ 1 
= AP.lk_ICT + Sk 
Substituting the results in Eqs. (A.3.1O)-(A.3.12) into Eq. (A.3.9) results in: 
Substituting Eqs. (A,3.7) and (A,3.9) into Eq. (A.3.4) resulting in the following 
equation: 
The error covariance matrix P.+!lk is computed as follows: 
P.+1Ik = E[&k+1 - gk+1Ik Mw -gk+1Ik r 1 
= E[(A;rk +!!!k - Kk(C;r. +~k)XA;rk +!!!k - Kk(C;rk +~k)Y 1 
= AP.~_IAT - AP.~_ICT KJ + Qk - SkKJ - KkCP.~_IAT - KkSJ 
+ KkE[(c;rk +~k)(C;rk +.!!J lKJ 
(A.3.14) 
(A,3.15) 
(A,3.16) 
The tenn El(c;rk +~kXe;rk +~kY 1 is no other than Eq. (A.3.11); substituting Eq. 
(A.3.11) into Eq. (A.3.16) and simplified to a compact fonn, results in: 
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Eqs. (A3.13), (A.3.14) and (A3.17) with the initial conditions: 
(A.3.18) 
constitute the linear Kalman filtering algorithm. This algorithm recursively generates 
the linear least mean square estimates ik+llk together with the associated error 
covariance matrix ~+llk' 
A.4 Extended Kalman Filter 
It has been shown in section Al that an optimal estimator is given by conditional 
mean, i = El! I1:J. For linear system with Gaussian disturbances, this conditional 
mean is given by linear Kalman filter algorithm which compute recursively the state 
estimate and its corresponding error covariance matrix. However, for nonlinear 
system case, the computation of conditional mean often become complicated as it will 
become a nonlinear function of 1:. In statistical point of view, to compute the 
conditional mean i k+11k = E~k+l 1 Yk 1 with the corresponding error covariance matrix 
~+llk recursively, one needs to compute as well recursively the corresponding 
conditional probability density function P~k+l 1 Yk ). In most nonlinear system cases, 
this task needs a huge amount of computation and not really practical. Therefore, 
another approach should be used to avoid this complication. 
An extended Kalman filter (EKF) is one method to approximate the nonlinear 
estimator. Unlike the linear one, EKF is suboptimal in the sense that it is not a 
conditional mean, as its derivation is based on linear approximation. The basic idea of 
EKF is to use the linear Kalman filter result for nonlinear problem, in which the 
Kalman gain is computed by linearising the nonlinear model. The nonlinear model is 
linearised at the recent estimated states, and then the linear Kalman filter algorithm is 
applied to the linearised model. 
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Consider now a system represented with the following nonlinear discrete state space 
equation: 
.!k+ I = f Uk '!!k ) + }!!k 
Ik = ,£Uk '!!k) +)!k 
(A.4.I) 
where Wk and )!k are process and measurement noises which are assumed to be white, 
Gaussian and to have zero mean. The model is expanded by first order Taylor series 
around the estimated states. There are many versions of which estimated states are 
used for the expansion of both the system and measurement (output) models. In this 
study, the version in [33] is used for this purpose, where both models are expanded 
around the estimated state J:klk-l. The linearisations are thus as foIIows: 
fUk'!!k) '" f(J:klk-l'!!k) + A,(.!k -Jklk-l) 
.£(,rk '!!k) '" .£(Jklk-l ,!:h) + Ck (.!k - J:klk-l) 
where A, and Ck are J acobian matrices as follows: 
(A.4.2) 
(A.4.3) 
By approximation (A.4.2), the system become linear and can be rewritten as foIIows: 
where 
.!k+l = Ak.!k + iLk + wk 
Ik = Ck.!k + 2:k +)!k 
iLk =fC3:klk-l'!!k)-A,J:klk-l 
2:k = .£C3:k1k-l'!!k) - CkJ:klk-l 
(A.4.4) 
(A.4.5) 
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Now apply the linear Kalman filter algorithm to the Iinearised system (AAA), treating 
il.k and Ek as deterministically known inputs. Applying the linear Kalman filter 
algorithm in Eqs. (A.3.13), (A.3.14) and (A.3.18) to the system (AAA) results in: 
ik+llk = AkiklH + il.k + Kk ~k - Ckiklk-l - Ek) 
Kk = (Ak~Ik-JCJ + Sk XCk~Ik-JCJ + RJI 
Substituting Eq. (AA.5) into Eq. (AA.6) results in: 
(A.4.6) 
(AA.7) 
(AA.9) 
The state estimate update (AA.9), the Kalman gain (AA.7) and the error covariance 
matrix update (AA.8) constitute the extended Kalmanfilter algorithm. 
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This appendix explains the detail of the derivation of the nonlinear robust filter 
algorithm. Before explaining the robust filter derivation, it will be firstly explained the 
notion of dissipative system, as this notion is the basis for the nonlinear robust filter 
algorithm. The content of this appendix is mainly taken from references [39] and [95] 
for the dissipative system theory, and from [43] for the nonlinear robust filter 
derivation. 
B.t Dissipative System 
The dissipative system theory is developed from a generalisation of the behaviour of 
passive electrical circuit and other physical system that dissipate energy. Central of 
this theory is the so-called a storage function, which satisfies an inequality known as 
the dissipation inequality. If a system posses a storage function, then this storage 
function can be used as a (candidate) Lyapunov function in a stability analysis. 
Consider now a nonlinear system describe by the following state space equation: 
{
i(t) = !(!,!!) + D~h!!, 0::; t ::; T, !(O) =!o 
z.(t) = l1~,!!) 
(B. 1.1) 
where !E:Rn , !!E:Rm , Z.E:Rq and WE:RP. It is assumed that all functions in (B.l.I) 
are smooth (continuously differentiable over all of its arguments) with bounded first 
and second order partial derivatives, that D~) is bounded, and that zero is an 
equilibrium: !(Q,Q) = Q and l1(Q,Q) = Q. Define a supply rate function as follows: 
(B.l.2) 
which is assumed to be continuously differentiable in all of its arguments, with at 
most quadratic growth, Le.lsU!!,z.)I::; a(1 +~2 +~12). The system (B.U) is said to be 
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dissipative with respect to the supply rate s~,g;) if there exists a nonnegative 
function V: 9tn ~ 9t, called a storage function, with V<Q) = 0, such that: 
V~o)~ sup {v~(t))- ! s~(t),g;(t»dt}: ~(O)=~o 
we!.,)" 
(B. 1.3) 
The inequality (B.1.3) is known as the dissipation inequality. It expresses a constraint 
on the amount of (generalised) energy that can be extracted from the system. The 
storage function V (~) is the amount of energy stored in the system when it is in state 
~ and is a candidate Lyapunov function. Furthermore, the inequality (B.1.3) wiII 
imply that: 
-! s~(t),g;(t»dt ~ j3(~o) (B. 1.4) 
for all :!j!E l.z([O,T],9tP ),forall T~O,forsome j3~0 with j3(Q) =0. 
To iIIustrate this dissipative system principle, consider now a simple spring-mass-
damper system as shown in Fig. B.1. 
Figure B.I : Spring-mass-damper system 
The mass is initially pressed so that it gives initial displacement of x
o
' and then it is 
released with no additional external forces. By the work-energy principle, the change 
of the total energy of the system is equal with the work done by all non-conservative 
forces to the system, given by: 
(B.1.5) 
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where U\-2 is the work done by all non-conservative forces to the system, .6. V is the 
change of potential energy of the system and .6.T is the change of kinetic energy of 
the system. The non-conservative work for this system is done by the viscous 
damping force and friction force of the air, given by: 
UI _2 = - JB.mx - Wo;r = - ! Bx2dt - Wo;r 
Wo;r ~O 
(B.l.6) 
The inequality term Wo;r ~ 0 illustrates that the friction force induced by air viscosity 
is assumed to be very small, and if it is neglected, then the corresponding non-
conservative work done by the air friction force becomes zero. The potential energy 
of the system is given by the spring and the kinetic energy is given by the velocity of 
the mass, given by: 
(B.l.7) 
Substituting Eqs. (B.l.6)-(B.l.7) into Eq. (B.l.5) results in: 
- r Bx2dt - W =.!.Kx2 _.!.Kx2 +.!.MX2 = E(t)- E 
.b 0"22°2 ° 
E(t) =.!. Kx2 +.!. Mx2 
2 2 
(B.l.8) 
E = .!.Kx2 
° 2 ° 
Define the supply rate function of the system as follows: 
s(x) =-Bx2 (B.l.9) 
Substituting Eq. (B. 1.9) into Eq. (B.l.8) and by considering Eq. (B.l.6), results in: 
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Eo = E(t) - ! s(x)dt + Wa" ;:: E(t) - ! s(x)dt (B. 1.10) 
Furthermore, the supply rate function s(x) will satisfy the following inequality: 
-! s(x)dt::;; Eo (B.1.11) 
It can be shown that the inequality (B.1.10) is no other than the dissipation inequality 
of the system and the inequality (B.l.l1) is no other than the supply rate inequality 
requirement. These prove that the system satisfies the dissipation inequality (B.1.3) 
and supply rate inequality requirement (B.1.4), and thus the system is dissipative with 
respect to supply rate s(x). The storage function of the system is given by E(t) , 
which is the total energy of the system at state x(t). In this case, the supply rate 
function s(x) illustrates that there is some amount of energy taken (dissipated) from 
the system by the damper component, which decrease the total energy of the system 
by the increase of time. 
B.2 Nonlinear Robust Filter within Dissipative System Framework 
The concept of dissipative system can be used to formulate a dissipative filter with 
dissipative performance measures. Dissipative performance is desirable when 
uncertain systems (i.e., nominal model plus uncertainties) with dissipative uncertain 
components are considered. This section will show how this dissipative filter relates 
with the robust filter. The key of this relation is the fact that the integral constraint 
uncertainty representation is actually one form of dissipative uncertain component 
representation. 
Recall now a state space equation of nonlinear uncertain system as given in Eq. 
(5.2.1), as follows: 
ji.(t) = f~,y') + Dw, 0::;; t::; T, ,!(O): given z(t) = K~,!!) 
1.(t) = K~'Y.)+Y 
(B.2.1) 
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where J(t) E 9tn is the system state which is not in general directly measurable. 
X(t) E 9t' is measurement output and get) E 9tm is the known control input. The 
uncertainties of the system are represented by uncertainty inputs wet) E 9tP and 
!:(t)E 9t' and uncertainty output z(t) E 9tq • Consider now that these uncertainties are 
represented as dissipative components whose dissipative behaviour is represented by 
the following supply rate function: 
(B.2.2) 
where ~ and L,. are bounded non-negative functions. continuously differentiable 
over all of their arguments such that s(]£.!:.Z) satisfies (B.1.2). This supply rate 
function will then satisfy inequality (B. 1.4) as follows: 
-! s(]£(t).!:(t).Z(t»dt ~ /l(Jo) (B.2.3) 
for all ~EL,.([O.Tl.9tP).forall T~O.forsome /l~O with /l(Q)=O.Addingboth 
side by ctl(Jo) ~ 0 results in: 
(B.2A) 
where d ~ 0 is a positive real number. It can be seen that inequality (B.2A) is no 
other than the integral constraint as given by Eq. (5.2.2). It proves that the integral 
constraint (5.2.2) is actually one form of dissipative uncertainty representation. It 
illustrates that the uncertain components take some amount of (generalised) energy 
from the system within a limit (energy bound) characterised by this integral 
constraint. 
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B.3 Nonlinear Robust Filter Derivation 
This section will explain the detail of the derivation of the nonlinear robust filter as 
given by Eqs. (5.3.12)-(5.3.14) in Chapter V. This derivation is taken from the work 
done in [43]. Recall PDE (5.3.9) as follows: 
av 1 I 'r7 , 1 , ) -::;-+VxV·f~,1J)+-VxVD([ D v xV --(y- g~,1J» R.,(y- g~,IJ ) 
ut - 2 2- - --
1 , ) 
+'2 K~,IJ) K~,IJ = 0 
V~,Q) =~~-"o)'N~-"o) 
Consider now a function ~ defined so that 
6 
,!=argmin V~,t) 
, 
Using this definition, it follows that 
V.v(,!,t) = 0 
V;V(,!,t)!(t) + ;t V.v(,!,t)' = 0 
Now take the gradient with respect to " of Eq. (B.3.1), yields: 
: V.v' + V .!(",IJ).V.v' + V;V.f~,IJ) + V;VDQ-1D'V.v-
u" -
+ V x £(;If,IJ)' R.,(): - £CIf,IJ» + V xK(",/J.)' K(",/J.) = 0 
V.v(",O) = ~-"o)'N 
Evaluating Eq. (B.3.4) at :! =,! and use Eqs. (B.3.2) and (B.3.3) results in: 
(B.3.1) 
(B.3.2) 
(B.3.3) 
(B.3.4) 
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V;V(!,t),! = V;V(!,t)·f(!,g) + V x~(!,g)'R,,(2'. - ~(!,g» + V x K(!, g)'K(!, g) (B.3.S) . 
R(O) = 2fo 
Furthermore, if the matrix V;V(!,t) is non-singular, then Eq. (B.3.S) can be rewritten 
as follows: 
R(O) = 2fo 
Take further gradient with respect to 2f of Eq. (B.3.4) yields: 
;t V;V + V J(2f,g)'.V;V + V;f(2f,g)'·V xV + V;V.V J(2f,g) + V~V.f(2f,g) 
+ V~VDQ-ID'V xV' + V;VDQ-1D'V;V + V;g(2f,g)'R,,(2'. - .£(2f,g» 
- V x~(2f,g)'R,V x~(2f,g) + V;K(2f,g)'K(2f,g) + VxK(2f,g)'V xK(2f,g) = 0 
(B.3.7) 
Eqs. (B.3.6) and (B.3.7) have actually defined a nonlinear robust filter. However, 
these equations do not simplify the problem of solving PDE (B.3.1). To obtain an 
approximate solution to Eq. (B.3.1), the function V(2f,t) is approximated by the 
following form: 
where g(t) is defined as the solution ofthe state equation as follows: 
g = f(S"g) + x(tdv x~cg,g)'R,,(2'. - g(g,g» + V xK(S"g)'Kcg,g)] 
S,(O) = 2fo 
(B.3.8) 
(B.3.9) 
and X (t) is defined as the solution of the following continuous Riccati differential 
equation (CRDE): 
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x + VJ(S.,li)'X + XVJ(S.,li) + XDQ-1D'X - Vx£(S.,li)'R,,vx£(S.,li) 
+ V xK(,!,li)'V xK(,!,li) = 0 (B.3.10) 
X(O) = N 
and 
9(t) = 1 $(2: - £li,li)'R.ll. - £li,li» + K(S.,li)'K(,!,li)~T 
o 
(B.3.11) 
The expression for the quantities ,!(t), X (t) and 9(t) are obtained from the 
following heuristic development. The state equation (B.3.9) for ,!(t) is obtained from 
Eq. (B.3.6) by replacing i(t) with ,!(t) and V;V(i,t) with V;V(,!,t) = X(t). 
Similarly, the CRDE (B.3.lO) for X(t) is obtained by replacing V;V<i,t) with X(t), 
evaluating at J: = i(t), and then using Eqs. (B.3.2) and (B.3.3). Neglecting the higher 
order terms in !<J:,li), £(J:,li) and K<J:,li) yields: 
x + VJli,li)'X + XVJ<i,li) + XDQ-1D'X - V x£<i,li)'R,"i/x£<i,li) 
+ V xK<i,li)'V xK<i,li) = 0 (B.3.12) 
X(O)=N 
Replacing i(t) with ,!(t) in Eq. (B.3.12) yields Eq. (B.3.1O). Furthermore, define a 
matrix P(t) = X(trl, and substituting P(t) into CRDE (B.3.1O), resulting in the 
following CRDE for P(t) : 
P = PVJ(,!,li)' + VJli,li)P+ DQ-1D' 
+ p[V x Kli,li)'V x Kli,li) - V x£li,li)'R., V x£li,li)? 
P(O) =N-1 
(B.3.13) 
To derive (B.3.11) for 9(t), first take derivation of V<J:,t) in Eq. (B.3.8) with respect 
to time as follows: 
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;t V =-~-i)'X(t),h! ~-i)'X(t)~-i) +~(t) 
= _er - i)'X(t)(/eg,g) + X (tfl[V x~eg,~)'~(l. ~ ~(i,g»]) 
- + VxKeg,g) K(,r,g) (B.3.14) 
1 • ,[VJ(i,g)'X + XVJ(i,g) + XDQ-1D'X ]. 
-- x-x x-x 
2 L -) +VxK(i,g)'VxKeg,g)-Vx~eg,g)'1\Vx~eg,g) L -) 
+~(t) 
In addition: 
v.fl =~-i)'X(t) (B.3.1S) 
Now replace ;t V with ;t V and vy with v.fl in PDE (B.3.1), and by utilising 
Eqs. (B.3.14) and (B.3.1S) this yields: 
~(t) = ~-i)'X(t)[r~,g) - leg,g) - V Jeg,g)~- i)j 
+ (,r - i)'V x~eg,g)'1\(l. - ~(i,g» - ! ~ -i)'V x~(i,g)'1\ V x~eg,g)~- i) 
+ ~ (l. - ~ eg, g»' 1\ (l. - ~ eg, g» + ~ - i)'V x K (i, g)' K eg, g) 
+ ~ ~ - i)'V x K (i, g)'V x K (i, g)~ - i) - ! Keg, g)' K eg, g) 
(B.3.16) 
Now use first order approximation for I~,g), ~~,g) and K(,r,g) as follows: 
I(,r,g) '" I(i,g) + V J(i,g)(,r - i) 
~~,g) '" ~eg,g) + V xg(i,g)~ - i) 
K(,r,g) '" Keg, g) + V x Keg,g)(,r - i) 
Substituting Eq. (B.3.17) into Eq. (B.3.16) results in: 
(B.3.17) 
(B.3.1S) 
Appendix B : N onIinear Robust Filter 270 
Integrate Eq. (B.3.!8) from 0 to t leads to Eq. (B.3.11). The state estimation equation 
(B.3.9) and Riccati differential equation (B.3.!3) constitute the nonlinear robust filter 
algorithm. 
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