The reliability of power packs is very important for the performance of electronic equipment and ensuring the reliability of power electronic circuits is especially vital for equipment security. An alteration in the converter component parameter can lead to the decline of the power supply quality. In order to effectively prevent failure and estimate the remaining useful life (RUL) of superbuck converters, a circuit failure prognostics framework is proposed in this paper. We employ the average value and ripple value of circuit output voltage as a feature set to calculate the Mahalanobis distance (MD) in order to reflect the health status of the circuit. Time varying MD sets form the circuit state time series. According to the working condition time series that have been obtained, we can predict the later situation with support vector regression (SVR). SVR has been improved by a modified grey wolf optimizer (MGWO) algorithm before estimating the RUL. This is the first attempt to apply the modified version of the grey wolf optimizer (GWO) to circuit prognostics and system health management (PHM). Subsequently, benchmark functions have been used to validate the performance of the MGWO. Finally, the simulation results of comparative experiments demonstrate that MGWO-SVR can predict the RUL of circuits with smaller error and higher prediction precision.
Introduction
Energy shortage makes the power supply system attract considerable attention, and the study of converter circuits in this system has become a focus. As the core part of a switching power supply, the converter circuit is mainly responsible for voltage conversion, power transmission and other functions. Its function determines its important position in energy conversion. It is worth mentioning that the superbuck converter circuit is the research object of this study (the superbuck converter is widely used in aerospace power systems because it can bring high efficiency to the solar power system). Even if the circuit topology changed, the data-driven fault prediction method will still be feasible. In this study, the superbuck converter circuit is employed as an example to introduce the remaining useful life (RUL) Prediction Approach.
Due to the fact the converter is directly connected with all kinds of electronic equipment, the reliability and safety of the converter circuit are the premise to guarantee that the other electronic
Implementation Routine
Due to fact it is a fourth-order system for which it is difficult to obtain an accurate model, it is challenging to develop PHM methods for superbuck converter circuits. Data-driven approaches are more suitable for superbuck converter circuit RUL prediction because they do not rely on the prior knowledge, such as the topology of the circuit, the material properties of the components, and the degradation failure mechanism of the circuit, so a data-driven method is adopted to predict the RUL of a superbuck converter circuit in this context.
When the converter is running, the circuit components are slowly degrading. The best way to monitor the health status of the circuit is to monitor all its components. However, the degradation of components is very difficult to monitor. It is easy on the other hand to monitor and measure the output of the circuit. Therefore, we collect the output voltage, which is used to get the feature set to reflect the status of the converter circuit.
An overview of the proposed prognostic framework for the circuit under test (CUT) is shown in Figure 1 . In our work, first the output voltage of CUT is collected. The mean value and the ripple of the output voltage are selected to establish the feature set. Then, the feature set can be used to calculate a fault indicator (FI) whose value can reflect the performance of the circuit. The failure threshold is defined by the value of FI when the component reaches the failure boundary (namely, fails). Then, MGWO is utilized to adjust the parameter of SVR. Finally, RUL prediction based on MGWO-SVR is used to predict the model. When the value of FI reaches the failure threshold, the RUL of the circuit would be estimated. threshold is defined by the value of FI when the component reaches the failure boundary (namely, fails). Then, MGWO is utilized to adjust the parameter of SVR. Finally, RUL prediction based on MGWO-SVR is used to predict the model. When the value of FI reaches the failure threshold, the RUL of the circuit would be estimated. 
Circuit Principle of Superbuck Converter
The discussion assumes that the superbuck converter is operating in continuous conduction mode (CCM). Besides, the duty cycle of PWM is a fixed value. The superbuck converter is a fourthorder system which made up of two inductors and two capacitors. The superbuck converter circuit topology is shown in Figure 2 . When the switch VT is turned on, the diode VD1 will shut off. The power supply E provides the energy to the capacitor C2 and the load resistance RL through the inductance L1 and switch VT, and the inductance L2 passes through the capacitance C1 and switch VT to provide the energy to the capacitor C2 and the load resistance RL. Therefore, the current through the switch VT is equal to the sum of the current through the inductance L1 and inductance L2. When the switch VT is turned off, the diode VD1 is in a state of conduction. Power E is supplies through the inductor L1 to charge the capacitor C1, while the power supply E and inductance L2 through the diode VD1 to provide the energy to the capacitor C2 and the load resistance RL. Therefore, the current through the diode VD1 is also equal to the sum of current through the inductance L1 and inductance L2.
We find that the mean value and the ripple of the output voltage are very sensitive to any changes of the parameters of the components in the circuit, so the two physical quantities are used to 
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Energies 2017, 10, 459 5 of 22 We find that the mean value and the ripple of the output voltage are very sensitive to any changes of the parameters of the components in the circuit, so the two physical quantities are used to measure the health status of the circuit. We take two components as an example. If the load resistance R L varies with time, the change of the output voltage curve is shown in Figure 3 ; If the capacitor C 2 varies with time, the change of the output voltage curve is shown in Figure 4 . measure the health status of the circuit. We take two components as an example. If the load resistance RL varies with time, the change of the output voltage curve is shown in Figure 3 ; If the capacitor C2 varies with time, the change of the output voltage curve is shown in Figure 4 . The change of the component value can obviously affect the mean value and the ripple of the output voltage, so it can be used to monitor the degradation of the circuit by tracking the mean value and the ripple of the output voltage. Therefore, the mean value and the ripple of the output voltage are selected to establish the feature set.
Degradation Curve of Circuit Health Status Constructed by Extracted Feature Set
In our attempt at predict RUL, we try to extract meaningful information from the original data. In order to accomplish this, we need to know something about feature extraction. The extracted features are an important basis for the characterization of the degree of circuit health status. In our work, we can collect the feature set of the circuit as the parameter values change.
The mean value and the ripple of the output voltage are extracted as the feature vector , ∆ when the output voltage is stable. All feature vectors of the circuit with the changes of the parameter values can be collected to form a feature set. The feature set will be processed to reflect the health status of CUT, and MD is selected to address this task and further complete the establishment of the FI.
MD can indicate the correlation between the two vectors, but also can be understood as the degree of deviation between each other. Assuming that ( ) measure the health status of the circuit. We take two components as an example. If the load resistance RL varies with time, the change of the output voltage curve is shown in Figure 3 ; If the capacitor C2 varies with time, the change of the output voltage curve is shown in Figure 4 . The change of the component value can obviously affect the mean value and the ripple of the output voltage, so it can be used to monitor the degradation of the circuit by tracking the mean value and the ripple of the output voltage. Therefore, the mean value and the ripple of the output voltage are selected to establish the feature set.
MD can indicate the correlation between the two vectors, but also can be understood as the degree of deviation between each other. Assuming that ( ) The change of the component value can obviously affect the mean value and the ripple of the output voltage, so it can be used to monitor the degradation of the circuit by tracking the mean value and the ripple of the output voltage. Therefore, the mean value and the ripple of the output voltage are selected to establish the feature set.
The mean value and the ripple of the output voltage are extracted as the feature vector V, ∆V when the output voltage is stable. All feature vectors of the circuit with the changes of the parameter values can be collected to form a feature set. The feature set will be processed to reflect the health status of CUT, and MD is selected to address this task and further complete the establishment of the FI.
MD can indicate the correlation between the two vectors, but also can be understood as the degree of deviation between each other. Assuming that X(n × p) is a data matrix. The MD between the i-th row vector X i = x 1 , x 2 , . . . , x p i of X and the mean vector X(1 × p) of X is calculated as follows:
where C X is variance covariance matrix; i = 1, 2, . . . , n.
Assuming that X i means the characteristics of the i-th health status; Assuming that X 1 corresponds to the characteristic of the condition of no fault (normal state); as the component parameters deviate from the normal value gradually, X f just corresponds to the characteristic of the condition of fault; X f can also be understood as a threshold to distinguish between the fault state and the normal state. Assuming that FI i = 1 − MD i , then the variation of FI reflects the circuit failure degradation process.
Compared with other types of distance algorithm, MD does not need to preprocess the feature vector, which is very important if there is a high expectation for real time. When a component is fault free, the value of FI is equal to 1, and the value decreases with the increasing of the degree of degradation of the component value. With the example in Section 3, we construct the health status degradation curve with the change of the value of the load resistance R L based on FI.
Assuming the load resistance R L varies from 4 Ω to 10 Ω and its value raises 0.03 Ω with each time index. The number of time indices is 200. Then, each time index refers to a FI value. Finally, we can obtain the health status degradation curve, which is shown in Figure 5 . From Figure 5 , we can see the trend of degradation when the load resistance R L changes its value. It denotes that feature extraction method is appropriate for representing the circuit failure trends. 
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Assuming the load resistance RL varies from 4 Ω to 10 Ω and its value raises 0.03 Ω with each time index. The number of time indices is 200. Then, each time index refers to a FI value. Finally, we can obtain the health status degradation curve, which is shown in Figure 5 . From Figure 5 , we can see the trend of degradation when the load resistance RL changes its value. It denotes that feature extraction method is appropriate for representing the circuit failure trends. 
Support Vector Regression

SVR Theoretical Background
Methods for establishing the failure modes, extracting the characteristic parameters and drawing degradation curve of the circuit are described above. The following will introduce how to build a matching prediction algorithm.
SVM was proposed by Vapnik et al. [26] in the 1990s based on the theory of structural risk minimization (SRM), which came from statistical learning theory [27] . SVR is an application of SVM to the regression problem, and it has been widely used in many fields [28] [29] [30] [31] . The principle of an SVR model can be briefly described as follows:
Assuming that a set of training set is given as 
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Assuming that a set of training set is given as S = {(x i , y i ), i = 1, 2, . . . , l}, where x i is the i-th element of input vector in l-dimensional space, y i is the actual value corresponding to x i . The linchpin of SVR is to seek the fitting function f (x) = w T ϕ(x) + b to make it best fit the training set S that has been given. In order to acquire the model of degradation failure in this paper, we should obtain the regression model f (x) which can be achieved by learning a sample set S. A non-linear mapping ϕ(x) is defined to map the input data (training data) x i into the so-called high dimensional feature space . Then, in the high dimensional feature space, there theoretically exists a linear function f , to formulate the non-linear relationship between input data and output data. Such a linear function, namely SVR function, is often written as Equation (2):
where f (x) denotes the forecasting values. ϕ(x) is the mapping function of kernel space for extracting the character from the original space. The w is a weight vector and b is the bias. As mentioned above, the SVM method aims at minimizing the structure risk and reducing the complexity of the model. The ε-insensitive loss function is defined as Equation (3):
Equation (2) can also be expressed as a form of Equation (4):
The SVR method purposes to find the optimum hyperplane and minimize the error between the training data and ε-insensitive loss function. The SVR minimizes the overall errors, mentioned above, as shown in Equation (5):
After the introduction of the new variables ξ i , ξ , Equation (5) can be rewritten as a form of Equation (6):
with the constraints:
By introducing the Lagrange multiplier α , α , λ , λ ≥ 0, we can get Lagrange function of Equation (6) as shown in Equation (7):
The solution of Equation (7) can be solved by its dual problem described as follows:
For non-linear regression problems, we can transform them into linear regression problems with the help of kernel function. Finally, the SVR function is obtained as Equation (9) successfully:
where
Kernel Functions
Common examples of kernel functions defined on Euclidean space R d include: Linear kernel:
Polynomial kernel:
Gaussian kernel (RBF Kernel):
Perceptron kernel:
If there is no priori knowledge about the given data, the Gaussian kernel (RBF Kernel) is the best choice when the kernel function is needed. The SVM, adopt Gaussian kernel, may be able to obtain the estimate very smoothly, which explains why Gaussian kernel have an advantage of achieving good performance. Furthermore, the value provided by Gaussian kernel is inside the range (0, 1), which will make the calculation process becomes simple. Therefore, in this paper, we adopt Gaussian kernel when we perform SVR. According to the content mentioned above, the core problem is to how determine the parameter C and parameter γ, if we intend to obtain the best fitting function of the SVR model.
Parameter Estimation of SVR Based on MGWO
Grey Wolf Optimizer (GWO) Algorithm
The GWO is a powerful evolutionary algorithm developed recently. It was proposed by Mirjalili [32] in 2014. As a new heuristic optimization algorithm, it has the advantages of simplicity and efficiency. Relevant research results show that the new proposed algorithm is very efficient in solving the issue of non-convex optimization problems. This paper aims to adopt this novel swarm intelligence optimization algorithm to the prognostics and systems health management for electronic products. The grey wolf (Canis lupus) belongs to Canidae animal family, at the top of the food chain, and it is regarded a top predator animal. Grey wolves are social animals. They are more likely to live in a pack. The average number of wolves in the pack is from 5 to 12. In their daily life, especially in the hunting process, they follow a very strict social hierarchy and task assignment pattern. This is one of their most particular features. The hierarchy structure of grey wolves is shown in Figure 6 . The grey wolf (Canis lupus) belongs to Canidae animal family, at the top of the food chain, and it is regarded a top predator animal. Grey wolves are social animals. They are more likely to live in a pack. The average number of wolves in the pack is from 5 to 12. In their daily life, especially in the hunting process, they follow a very strict social hierarchy and task assignment pattern. This is one of their most particular features. The hierarchy structure of grey wolves is shown in Figure 6 . In the GWO algorithm, the highest level wolves are called the alpha wolves (α). The rest of the wolves according to social class are designated as beta wolves (β), delta wolves (δ) and omega wolves (ω). The alpha wolves which includes a male wolf and a female wolf are the head of the pack. As the leadership in the pack, they are responsible for the process of hunting (optimization) and decisionmaking about resting places, waking up time and other activities. On the other hand, some democratic behavior is also seen, in which alpha wolves obey the other wolves in the pack. While gathering, the whole team admits alpha wolves and obeys their commands. It is amazing and interesting that alpha wolves (α) are not necessarily the most powerful individuals but must be the best supervisors and managers. This indicates that compared to the power of alpha wolves (α) the organization and discipline of a pack is much more important.
The beta wolves (β) are in the third level up in the hierarchy structure of grey wolves shown in Figure 6 . From the bottom up the number of the third layer are also the second level of the chain of command. The beta wolves (β) are the managers who help alpha wolves (α) monitor or lead the implementation of collective actions. The beta wolves (β) may also be female or male, and they will be the best successor if any of alpha wolves (α) dies or gets old. The beta wolves (β) should respect the alpha wolves (α), but the beta wolves (β) have the power right to order other wolves in the lower level in the hierarchy structure. They play a role of consultants for alpha wolves (α) and the trainers of the whole pack. They strengthen the influence of alpha wolves (α) in the entire pack, and give the pack feedback to the alpha wolves (α). The lowest ranking grey wolves are omega wolves (ω). The omega wolves (ω) can be the scapegoats for a couple of bad hunting results. The omega wolves (ω) are at the lowest level in the hierarchical structure of grey wolves, so they are subject to the other levels of wolves forever. They are finally allowed to eat after the prey is caught.
It seems that omega wolves (ω) have unimportant minor roles. However, when a situation such as the loss of the omega wolves (ω) occurs, the entire pack will face internal strife and a series of other issues. Therefore, the omega wolves (ω) are indispensable. Furthermore, the existence of omega wolves (ω) will make the configuration of the other whole team members more reasonable and perfect.
If a wolf is not an alpha wolf, beta wolf, or omega wolf, it is called a subordinate or delta wolf. The delta wolves (δ) must obey the alpha wolves (α) and the beta wolves (β), and also has the right to command the omega wolves (ω). Sentinels, scouts, elders, caregivers, and hunters belong to this class. They are responsible for the observation of territory and territorial boundaries, and providing warnings in case of danger. The sentinels are in charge of protecting and ensuring the safety of the group. The scouts are responsible for monitoring the boundaries of the territory and warning when In the GWO algorithm, the highest level wolves are called the alpha wolves (α). The rest of the wolves according to social class are designated as beta wolves (β), delta wolves (δ) and omega wolves (ω). The alpha wolves which includes a male wolf and a female wolf are the head of the pack. As the leadership in the pack, they are responsible for the process of hunting (optimization) and decision-making about resting places, waking up time and other activities. On the other hand, some democratic behavior is also seen, in which alpha wolves obey the other wolves in the pack. While gathering, the whole team admits alpha wolves and obeys their commands. It is amazing and interesting that alpha wolves (α) are not necessarily the most powerful individuals but must be the best supervisors and managers. This indicates that compared to the power of alpha wolves (α) the organization and discipline of a pack is much more important.
If a wolf is not an alpha wolf, beta wolf, or omega wolf, it is called a subordinate or delta wolf. The delta wolves (δ) must obey the alpha wolves (α) and the beta wolves (β), and also has the right to command the omega wolves (ω). Sentinels, scouts, elders, caregivers, and hunters belong to this class. They are responsible for the observation of territory and territorial boundaries, and providing warnings in case of danger. The sentinels are in charge of protecting and ensuring the safety of the group. The scouts are responsible for monitoring the boundaries of the territory and warning when the group is in any danger. The elders are the most experienced wolves in the group and they are also powerful assistants of the alpha wolves (α) and the beta wolves (β). The caregivers are responsible for taking care of the weak, sick and injured wolves in the pack. Finally, the hunters help the alpha wolves (α) and the beta wolves (β) to find prey, and to provide the necessary food for the entire pack. In addition to the existence of a hierarchy structure among grey wolves, their group hunting is another interesting social behavior. According to the research findings published by Muro et al. [33] , the main stages of group hunting are as follows:
(1) Tracking, chasing and approaching the prey (2) Pursuing, surrounding and harassing the prey until it stops moving (3) Attacking the prey.
Mathematical Formulation of Social Behavior of Grey Wolves
In this section, we are about to describe the method of mathematically modelling the group behavior for wolves, and assume that alpha wolves (α) are the best solutions to the corresponding mathematical problem. The corresponding sub optimal solutions are considered as beta wolves (β), delta wolves (δ) and omega wolves (ω), respectively. The purpose of the design of the algorithm GWO is to find the fittest solution alpha wolves (α), and this algorithm take into account the group behavior of wolves including tracking, pursuing and attacking.
Encircling or Trapping Prey
To achieve the aforementioned goals, we use mathematical modeling method. At first, wolves surround the prey when hunting. We put forward the following equations to describe the process:
where t indicates the number of current iteration, 
where → a is linearly decreased from 2 to 0 with the increase of the number of iterations for better development and exploration of candidate solutions, and 
Hunting of Prey
Grey wolves have the ability to identify the location of prey, and surround or capture them. The hunting activities of the packs are usually guided by the alpha wolves (α). The beta wolves (β), delta wolves (δ) are also involved in hunting prey. However, in a strange search space without a priori knowledge, in fact, we do not know the optimal solution (prey position). In order to mathematically simulate the hunting behavior of the group, we assume that the alpha wolves (α) (the best candidate solution), the beta wolves (β) and the delta wolves (δ) have better potential for approaching the prey location. Therefore, we preserve the first three optimal solutions obtained so far and force the other members in the group to update their location according to the best three solutions. The following series of equations are rigorous mathematical description of the specification of this rule.
The scores and positions of the first three search agents (i.e., alpha wolves (α), beta wolves (β) and delta wolves (δ) can be updated using Equations (6)- (8), respectively:
The position vector of prey with respect to alpha wolves (α), beta wolves (β) and delta wolves (δ) can be calculated by the following mathematical equations:
The best position can be obtained by the way calculating the average of the result of the Equations (17)- (19) :
Modified Grey Wolf Optimizer (MGWO) Algorithm
Although the GWO has the advantages of simplicity and high efficiency, we still feel that there is room for improvement in order to better adapt it to our application. In order to have a better global search capability and to avoid falling into a local optimum, we modified the original GWO algorithm.
We extend the search scope of GWO algorithm to the whole solution space in each iteration process, so as to construct a new algorithm MGWO. Its aim is to extend the search scope to the entire solution space in each iteration, so as to increase the probability of obtaining the global optimal solution, namely, to enhance the ability to obtain the optimal parameters of the SVR model. The specific update equations of MGWO is as follows:
Thus, the updated best position can be obtained by the way calculating the average of the result of the Equations (21)- (23): By expanding the search scope of the pack, the individual search scope is no longer confined to a specific range, which is conducive to the algorithm to jump out of the local optimal solution to obtain the global optimal solution. The flow-process diagram and pseudo code of MGWO is depicted in Figure 7a ,b, respectively. 
Procedure of Parameter Estimation of SVR Using MGWO
In the prediction model, the parameter C and parameter γ are user-determined variables which play an important role in the performance of SVR using MGWO. MGWO algorithm has shown superior performance in parameter optimization. Hence, the algorithm is opted for estimating the parameter C and parameter γ for SVR in this work. The parameter C and parameter γ are corresponding to the position of each agent and the optimization target is to explore and dig out an optimal position. The flow-process diagram of the MGWO optimization is shown in Figure 7 and the 
In the prediction model, the parameter C and parameter γ are user-determined variables which play an important role in the performance of SVR using MGWO. MGWO algorithm has shown superior performance in parameter optimization. Hence, the algorithm is opted for estimating the parameter C and parameter γ for SVR in this work. The parameter C and parameter γ are corresponding to the position of each agent and the optimization target is to explore and dig out an optimal position. The flow-process diagram of the MGWO optimization is shown in Figure 7 and the detailed optimizing steps can be depicted as follows.
(1) The penalty factor C and kernel function parameter γ of SVR are initialized, and the related parameters of MGWO algorithm are set up. (21)- (24). (6) Calculate the fitness value of each agent corresponds to the new location and compare it with the results of the previous iteration. If the fitness value is better than the previous fitness value, then the agent fitness value and position instead of the best of the original pack, otherwise keep the original results to continue the iteration. (7) If the number of iterations exceeds the maximum allowed number of times, the training is over, and the output of the group optimal location is the SVR optimal value, parameter C and parameter γ, otherwise jump to step 4. (8) The prediction model is established by using the optimal parameters parameter C and parameter γ, and the test set is used to predict the experimental results.
Experiments and Discussion
In this section, we will carry out an experimental validation of a superbuck converter circuit failure prognostics framework. In order to fully test the performance of MGWO-SVR to prove its effectiveness and feasibility for RUL prediction, this section is divided into two parts. In the first part, we employ several representative benchmark functions to evaluate the performance of the optimization algorithm MGWO; In the second part, MGWO-SVR is applied to carry out the RUL prediction based on the degradation data of the critical components in the CUT. It is worthwhile to mention that the experimental data is obtained from the PSPICE circuit simulation software. The following experimental validation was implemented on a MATLAB 2013a Software environment which was run on an Intel Xeon(R) E5-2637 V2 @ 3.5 GHz CPU with 8 GB RAM.
Benchmark Function Test Experiment
Selection of Benchmark Functions
In order to conduct a performance evaluation of the proposed MGWO optimization algorithm, we need to select the appropriate benchmark functions for the experimental analysis. In order to be able to evaluate the performance of the algorithm from multiple perspectives, the choice of the test functions should be as far as possible with different structural characteristics. This study selects three representative standard test function to test the actual effect of the improved algorithm MGWO. Concrete expression of the benchmark functions is shown in Table 1 , where n is the number of the elements in the variable x, i, j represent the ordinal value of elements, Dim is the number of the variables, Range is the boundary of the function's search space, and f min is the optimum. 
Function Name
Dim Range f min F1: f 1 (x) = ∑ n i=1 ∑ i j−1 x j 2 30 (−100, 100) 0 F2: f 2 (x) = ∑ n i=1 ix 4 i + random(0, 1) 30 (−1.28,1.28) 0 F3: f 3 (x) = ∑ n i=1 x 2 i − 10
. Comparative Experimental Results Analysis
The F1 function is a simple unimodal benchmark function. Therefore, almost all optimization algorithm can easily find the global optimal value of the function. Its simplicity is conducive to evaluate the performance of the convergence speed of the optimization algorithm. What's more, the variables in the function do not affect each other and gradient information is always pointing to the global optimum, and the global optimum is zero. 2-D versions of F1 and convergence curve of PSO, GWO, and MGWO are shown in Figure 8 . From the graph, we can see that the surface of the function is relatively smooth, there are no additional extreme points. GWO and MGWO are better than PSO, not only in the convergence rate, but also in the accuracy of the fitness value. MGWO is also better than the original GWO. We can see that MGWO is close to the optimal value after about 430 iterations, however, the convergence value of GWO is less than approximately one order of magnitude in the same number of iterations. 
The F1 function is a simple unimodal benchmark function. Therefore, almost all optimization algorithm can easily find the global optimal value of the function. Its simplicity is conducive to evaluate the performance of the convergence speed of the optimization algorithm. What's more, the variables in the function do not affect each other and gradient information is always pointing to the global optimum, and the global optimum is zero. 2-D versions of F1 and convergence curve of PSO, GWO, and MGWO are shown in Figure 8 . From the graph, we can see that the surface of the function is relatively smooth, there are no additional extreme points. GWO and MGWO are better than PSO, not only in the convergence rate, but also in the accuracy of the fitness value. MGWO is also better than the original GWO. We can see that MGWO is close to the optimal value after about 430 iterations, however, the convergence value of GWO is less than approximately one order of magnitude in the same number of iterations. The F2 function is also a unimodal benchmark function, but exists a large number of randomly arranged inflection point and deep local optima. Optimization algorithms very easily fall into a little extreme in the process of global optimization. The global optimum is 0. 2-D versions of F2 and convergence curve of PSO, GWO, and MGWO are shown in Figure 9 . In the figure, we can see the GWO and MGWO iterative speed surpasses PSO. Then, due to the existence of a large number of local extreme points, the speed of MGWO and GWO, looking for the optimal value, are also slowed down in later iterations. It is worth mentioning that the performance of MGWO is still better than GWO. The F2 function is also a unimodal benchmark function, but exists a large number of randomly arranged inflection point and deep local optima. Optimization algorithms very easily fall into a little extreme in the process of global optimization. The global optimum is 0. 2-D versions of F2 and convergence curve of PSO, GWO, and MGWO are shown in Figure 9 . In the figure, we can see the GWO and MGWO iterative speed surpasses PSO. Then, due to the existence of a large number of local extreme points, the speed of MGWO and GWO, looking for the optimal value, are also slowed down in later iterations. It is worth mentioning that the performance of MGWO is still better than GWO.
The F3 function is a multimodal benchmark function, namely, it is a sphere with multiple peaks. There are also a large number of inflection points because of the cosine wave. The optimization algorithms in the process of the function of global optimization very easily fall into a local minimum point and cannot jump out of. The global optimum is also 0. 2-D versions of F3 and convergence curve of PSO, GWO, and MGWO are shown in Figure 10 . Different from the F2 function, the F3 function is a multi-peak function, and the advantage of MGWO is obvious. In comparison, GWO and PSO are no longer forward to the optimal solution after 150 iterations, because they fall into a local optimal solution. This result shows that MGWO has a great advantage in the face of multi-peak functions.
The Figure 9 . In the figure, we can see the GWO and MGWO iterative speed surpasses PSO. Then, due to the existence of a large number of local extreme points, the speed of MGWO and GWO, looking for the optimal value, are also slowed down in later iterations. It is worth mentioning that the performance of MGWO is still better than GWO. The F3 function is a multimodal benchmark function, namely, it is a sphere with multiple peaks. There are also a large number of inflection points because of the cosine wave. The optimization Figure 10 . Different from the F2 function, the F3 function is a multi-peak function, and the advantage of MGWO is obvious. In comparison, GWO and PSO are no longer forward to the optimal solution after 150 iterations, because they fall into a local optimal solution. This result shows that MGWO has a great advantage in the face of multi-peak functions. In order to make the experimental results more convincing, we have carried out the experiments 50 times for each function, and the corresponding results are recorded in Table 2 . Ave and std represent the mean and standard deviation of fitness values, respectively. According to the results of Table 2 , MGWO is able to provide very competitive results. This algorithm outperforms all others in F1, F2, and F3. These results show the superior performance of MGWO in terms of exploiting the optimum. Namely, MGWO algorithm has merits in terms of exploration.
CUT Simulation Experiment
From the point of view of probability, single-fault conditions appear more frequently than multiple-fault conditions. Therefore, in this paper, a single-fault condition is selected to verify the superbuck converter circuit failure prognostics framework based on MGWO-SVR. In order to fully explain the feasibility of the method, this paper carried out experiments on four key components as an example. The details of the CUT and the parameter settings are as described in the following subsectionsfollows. In order to make the experimental results more convincing, we have carried out the experiments 50 times for each function, and the corresponding results are recorded in Table 2 . Ave and std represent the mean and standard deviation of fitness values, respectively. According to the results of Table 2 , MGWO is able to provide very competitive results. This algorithm outperforms all others in F1, F2, and F3. These results show the superior performance of MGWO in terms of exploiting the optimum. Namely, MGWO algorithm has merits in terms of exploration.
From the point of view of probability, single-fault conditions appear more frequently than multiple-fault conditions. Therefore, in this paper, a single-fault condition is selected to verify the superbuck converter circuit failure prognostics framework based on MGWO-SVR. In order to fully explain the feasibility of the method, this paper carried out experiments on four key components as an example. The details of the CUT and the parameter settings are as described in the following subsectionsfollows.
CUT Parameter Setting and Data Acquisition
Considering the influence of the parasitic parameters in the actual situation, we change the topology in Figure 2 . The parasitic elements are added to the corresponding position, and the equivalent CUT diagram is shown in Figure 11 . The topology of CUT is complex. It is worth mentioning that the switching period is equal to 2.5 us and the duty cycle is equal to 20%. The input voltage is equal to 20 V. The specific value of the other components is shown in Figure 11 . Experimental analysis shows that many components have great influence on the output. In this paper, C 2 , L 1 , L 2 and R L are selected as the object of RUL prediction. voltage is equal to 20 V. The specific value of the other components is shown in Figure 11 . Experimental analysis shows that many components have great influence on the output. In this paper, C2, L1, L2 and RL are selected as the object of RUL prediction. The circuit simulation experiment is carried out by the PSPICE software. PSPICE has established a common mathematical model of circuit components, and has a strong simulation ability. Therefore, PSPICE is a powerful software, and its simulation data has strong credibility. In this paper, the PSPICE parameters are set up to simulate the failure degradation process of the components. The response of the output side is used as a token of performance degradation, and it is used as the data of the subsequent prediction experiment. Specific experimental steps are described as follows:
We take RL as an example to illustrate the RUL prediction approach proposed in Section 6. First of all, we need to establish the circuit schematic with the PSPICE software. The nominal value of RL is 4 Ω. It is worth mentioning that, in the actual situation, to determine whether a circuit is faulty, we also need to consider the system stability and other issues. In this paper, we only consider the change of the parameter value. It is generally considered that a 50% deviation from the nominal value is considered a fault in academic circles [3] . Therefore, if the circuit component RL is in the case of the failure that the parameter value of RL is ascending, then the value of RL deviates within the interval (4 ohm to 6 ohm) On the contrary, if the circuit component RL is in the case of the failure where the parameter value of RL is descending, then the value of RL deviates within the interval (4 ohm to 2 ohm). In the paper, in order to simulate the change of the parameters to a greater extent, the values of the two kinds of cases are set to (4 ohm to 10 ohm) and (4 ohm to 1 ohm). In the case of increasing resistance value, we sample within the range of variation, and the difference between each value is the same. The total number of the sampling points is 200. Finally, we get a series of output response curves with the change of the parameter value. The solution of FI can refer to Section 4. As is known, FI can reflect the degree of health of the CUT. Therefore, the FI curve is a useful tool for RUL prediction. We assume that the starting point (namely the data cutoff point for parameter estimation) for the RUL prediction when RL deviates from its tolerance value at time index 40. Then, we use the data before time index 40 for MGWO-SVR parameter estimation. The PSPICE simulation parameters The circuit simulation experiment is carried out by the PSPICE software. PSPICE has established a common mathematical model of circuit components, and has a strong simulation ability. Therefore, PSPICE is a powerful software, and its simulation data has strong credibility. In this paper, the PSPICE parameters are set up to simulate the failure degradation process of the components. The response of the output side is used as a token of performance degradation, and it is used as the data of the subsequent prediction experiment. Specific experimental steps are described as follows:
We take R L as an example to illustrate the RUL prediction approach proposed in Section 6. First of all, we need to establish the circuit schematic with the PSPICE software. The nominal value of R L is 4 Ω. It is worth mentioning that, in the actual situation, to determine whether a circuit is faulty, we also need to consider the system stability and other issues. In this paper, we only consider the change of the parameter value. It is generally considered that a 50% deviation from the nominal value is considered a fault in academic circles [3] . Therefore, if the circuit component R L is in the case of the failure that the parameter value of R L is ascending, then the value of R L deviates within the interval (4 ohm to 6 ohm) On the contrary, if the circuit component R L is in the case of the failure where the parameter value of R L is descending, then the value of R L deviates within the interval (4 ohm to 2 ohm). In the paper, in order to simulate the change of the parameters to a greater extent, the values of the two kinds of cases are set to (4 ohm to 10 ohm) and (4 ohm to 1 ohm). In the case of increasing resistance value, we sample within the range of variation, and the difference between each value is the same. The total number of the sampling points is 200. Finally, we get a series of output response curves with the change of the parameter value. The solution of FI can refer to Section 4. As is known, FI can reflect the degree of health of the CUT. Therefore, the FI curve is a useful tool for RUL prediction. We assume that the starting point (namely the data cutoff point for parameter estimation) for the RUL prediction when R L deviates from its tolerance value at time index 40. Then, we use the data before time index 40 for MGWO-SVR parameter estimation. The PSPICE simulation parameters of the remaining components in the CUT to be tested can be set according to the R L .
Results of CUT RUL Prediction
As is known from the last section, features are extracted by the PSPICE software and the FI is calculated through MATLAB. Component degradation is accompanied by a gradual change in the component value. After obtaining the degradation data of CUT, we should implement RUL prediction based on MGWO-SVR with MATLAB. Owing to space constraints and to get a better visual effect, the prediction data and the original data of FI are drawn together in the same picture.
Here, C 2 , L 1 , L 2 and R L are selected as critical components. For critical component R L , two types of degradation failure are considered: a class with fault value larger than the nominal value (labeled by ↑); the other with fault value smaller than the nominal value (labeled by ↓). Since the capacitance value and inductance value will only descend, we only consider this situation that fault value smaller than the nominal value (labeled by ↓) for C 2 , L 1 , L 2 . For the four example components in the CUT mentioned above, the following five different cases were studied. We implement comparative experiments of PSO-SVR, GWO-SVR and MGWO-SVR, and their RUL prediction results are shown in Figures 12-16 . prediction based on MGWO-SVR with MATLAB. Owing to space constraints and to get a better visual effect, the prediction data and the original data of FI are drawn together in the same picture. Here, C2, L1, L2 and RL are selected as critical components. For critical component RL, two types of degradation failure are considered: a class with fault value larger than the nominal value (labeled by ↑); the other with fault value smaller than the nominal value (labeled by ↓). Since the capacitance value and inductance value will only descend, we only consider this situation that fault value smaller than the nominal value (labeled by ↓) for C2, L1, L2. For the four example components in the CUT mentioned above, the following five different cases were studied. We implement comparative experiments of PSO-SVR, GWO-SVR and MGWO-SVR, and their RUL prediction results are shown in Figures 12-16 . For evaluating and analyzing the prediction performance from simulation experiment results in this paper, five commonly used error evaluation indicators, mean squared error (MSE), mean For evaluating and analyzing the prediction performance from simulation experiment results in this paper, five commonly used error evaluation indicators, mean squared error (MSE), mean For evaluating and analyzing the prediction performance from simulation experiment results in this paper, five commonly used error evaluation indicators, mean squared error (MSE), mean absolute (25)- (29) , are employed:
Due to space limitations, we take Case 1 as an example to describe the RUL prediction result. The result for RUL prediction of CUT when component C 2 ↓ deviates from its nominal value to failure degradation are shown in Figure 12 , represent the prediction result at time index 75. We set the failure threshold value according to the nominal value of 50%. That is, the failure threshold of C 2 ↓ is equal to FI when the value of C 2 is 12.5 nF (25 to 25 × 50%). When the FI is lower than the failure threshold, the corresponding time index is determined to RUL. Real RUL and estimated RUL are corresponding to the first time index when FI is not greater than the failure threshold. Prediction error is the difference between real RUL and estimated RUL. MSE, MAE, RMSE, SSE and PCC are shown in Table 3 , which can further measure the performance of MGWO-SVR. The actual RUL and predicted RUL of C 2 ↓ is 125 and 127 (carried out by MGWO), respectively. Therefore, 2 is the prediction error. It is equal to the result carried out by GWO. Except prediction error, the rest of the indicators carried out by MGWO are the best in Case 1. The results in Case 2-Case 5 show that MGWO has better solution than GWO and PSO, except for prediction error in Case 2. Based on the analysis of the results illustrated in Table 3 , it can be clearly seen that proposed prognostic approach can predict the RUL of the critical components in CUT with small error. In other words, this approach can be effectively used for the aging degradation process RUL prediction of superbuck converter circuit. 
Conclusions
RUL estimation has been an important engineering requirement for a long time. We aim at this goal and propose a MGWO-SVR-based prediction method to form a converter circuit fault prediction framework. In order to carry out experimental verification, we firstly collect the output voltage as feature set to calculate MD. Then, the FI which can represent the health state of the circuit can be obtained. The FI can be utilized to establish the failure degradation curve, which can be used to represent the health status trend. We select a part of the data before the initial prediction point for parameter estimation, and use the remaining data to test the RUL prediction performance. Detailed simulation results of comparative experiments have demonstrated that MGWO-SVR has a strong ability for RUL prediction. The contributions of our work can be summarized as the following: We combine the theory with engineering practice. We improve the new heuristic optimization algorithm GWO, and employ it to adjust the SVR parameters. Then, a novel RUL prediction algorithm MGWO-SVR is proposed. This is its first application to superbuck converter circuit PHM, which is a hot but difficult field currently.
