Abstract: In this work, we present a Revised Parallel DEVS (RPDEVS) formalism. The Classic Discrete Event System Specification (DEVS) and Parallel DEVS (PDEVS) formalisms do not support modelling of 'true' mealy behaviour, i.e. reacting to an input message immediately with an output message. Instead, such behaviour has to be modelled via transitory states and multiple state updates. This not only increases model complexity, it also impedes reusability of model components in different contexts. RPDEVS enhances PDEVS with the capability to model mealy behaviour directly. Hence, the output function λ can access the input bag. This introduces some challenges regarding the simulation algorithm which we will take a look at. Further, the terms algebraic loop and illegitimate model will be discussed in the context of RPDEVS. It is shown that RPDEVS models which are free of algebraic loops are also legitimate.
INTRODUCTION
Discrete Event System Specification (DEVS) (Zeigler et al. (2000) ) denotes a very generic mathematical formalism to describe the discrete behaviour of dynamical systems. DEVS allows a hierarchical and modular system description, which is of high value when modelling large and complex systems. There are various specialised and extended versions of DEVS, with Parallel DEVS (PDEVS) ; Zeigler et al. (2000) ) being the most popular one.
Over the last decades, Classic DEVS and its variant PDEVS have established in the scientific community, which can be verified by the numerous publications and simulation engines existing around DEVS (Franceschini et al. (2014) ). We applied both Classic DEVS (Preyser (2015) ) and PDEVS ) in projects and experienced modelling difficulties with both formalisms ). But also others describe similar problems (Traoré (2007) , Cicirelli et al. (2007) ).
DEVS follows a component-based approach where models can be designed in a modular-hierarchical manner. Each component has an inner state which is updated either due to the arrival of an input messages or due to internal dynamics. Difficulties arise when multiple state updates occur at one instant of simulation time. This is caused by multiple input messages which arrive concurrently (at the same instant of simulation time) in principal, however are processed sequentially, each causing an individual state update. The order in which concurrent input messages are processed depends on the structure of the model surrounding the component. Regarding re-usability of model components, it is crucial that their behaviour is independent of any surrounding topology. Consequently, when designing a reusable component, all possible sequential processing orders of concurrent input messages have to be considered. This can be very cumbersome. In Preyser et al. (2016) , specific examples are given for DEVS-based models. However, concurrent events and multiple state updates seem to be a problem in Discrete Event System (DES) models in general (Junglas (2016) ).
As the reuse of model components is essential for an efficient design of large-scale models, a modelling formalism should support re-usability and facilitate transparent behaviour of components. One way to achieve this is by allowing state updates to be executed only once per time instant and component, requiring all input messages to be available before that single state update. We altered the PDEVS formalism to fulfil these requirements, resulting in what we call Revised Parallel DEVS (RPDEVS).
In the following section PDEVS will be recapped shortly. Then, the core RPDEVS will be described, followed by a discussion of the terms illegitimate and algebraic loop in the context of RPDEVS. It is shown that models which are free of algebraic loops are also legitimate, before finally closure under coupling of RPDEVS is described.
PARALLEL DEVS
In Classic DEVS (Zeigler et al. (2000) ), concurrent input messages at a model component are processed strictly sequentially. The processing order is not defined within the component, but results from the definition of the coupling model, the component is used in. Consequently, when designing a re-usable model component, the modeller has to consider every possible processing order. PDEVS improves this situation significantly. However, components with mealy behaviour (that is reacting to an input message immediately with an output message), still have to be modelled using transitory states. Transitory states though, again cause sequential processing of concurrent events.
Atomic PDEVS
The basic component is the atomic PDEVS. An atomic PDEVS describes a system with the possibility to receive input messages, produce output messages and update the state variables describing the current internal state. Internal states have a maximum time to live. State updates are triggered either through the arrival of input messages (external event), due to the expiration of the life time of the current state (internal event), or due to an concurrent occurrence of both. An atomic PDEVS is described by < X b , S, Y, δ int , δ ext , δ conf , λ, ta > (1) with the following meanings:
. . set of possible input bags Y . . . set of possible outputs S . . . set of possible states (=state space)
According to the PDEVS abstract simulator ), whenever the life time ta(s) of the current state s ∈ S expires (e = ta(s)), the output function λ(s) is called, potentially generating output messages. After that, a new state is computed, by either executing δ int (s) or δ conf (s, x b ). The latter if input messages arrived as well at current simulation time. If input messages arrive before the elapsed time e reaches the maximum time to live ta(s), δ ext (s, e, x) is executed, also resulting in a state update. Concurrently arriving input messages are gathered in a bag (multiset) x b ∈ X b , indicated with the superscript b, and processed in parallel in principle. Exceptions occur in models containing mealy components (see section 2.3).
It is interesting to note that there is a certain similarity to state automata. However, when taking a closer look at the output function λ in (1), it can be seen that PDEVS only allows moore-like behaviour. The output message y = λ(s) does not depend on the current input, but only on the inner state of the system. Furthermore, λ is only called at internal and confluent events, but not at external events. Therefore, mealy behaviour, where y = λ(s, x) depends not only on the state but also on the inputs, can not be modelled directly.
Coupled PDEVS
Atomic components may be coupled with each other in a way that output messages of one component become input messages of another component (see Figure 1) . Coupled PDEVS models can be used like atomic PDEVS in larger coupled models. This property, called closure under coupling, enables hierarchical model structuring. A coupled PDEVS N is described by the following elements: 
In a coupled PDEVS, the internal events of all imminent components (components which experience an internal event) can be processed in parallel. Thereby, first λ is executed at each imminent component (λ-phase), producing a set of output messages. These output messages are routed to the receiving blocks, where they fill their input bags.
After the λ-phase follows the δ-phase, in which the state update function is executed at each block that has experienced an internal, external or a confluent event:
Sequential Processing in PDEVS
At first glance, it seems as if all input messages arriving at the same simulation time at a component are processed in one single state update. However, as already elaborated in Preyser et al. (2016) , if a model contains components with mealy behaviour (mealy components), sequential processing of concurrent input messages occurs.
Preprints of the 9th MATHMOD Vienna, Austria, February 21-23, 2018 To obtain mealy behaviour, a component has to change into a transitory states with ta(s) = 0 during δ ext or δ conf after an input message arrived (e.g.s = δ conf (s 0 , x b )). This leads to a repetition of the λ-phase (y = λ(s) = λ(δ conf (s 0 , x b ))). Thereby, λ is executed at every component that is in a transitory state. Then also the δ-phase is repeated, in which state transitions are calculated at every influenced component. This cycle of repeating λ-and δ-phases continues until every component resides in a non-transitory state, before simulation time can advance.
Examples for mealy components are blocks that apply simple arithmetic functions to input messages, like multiplying them with a constant factor, or simple switch blocks routing messages to a selected output. Thus, to abstain from mealy components when creating a library of reusable model components is no serious option. Example 1. Consider the coupled model in Figure 1 , with atomic a experiencing an internal event at time t 1 while being in state s a,0 . Assuming atomic c to be of type mealy leads to the following sequence of events and function calls: 
However, with a different structure of the coupled model surrounding component d, the new state of d could also be
For a reusable model component with transparent behaviour, it would be desirable to have one unique successor state if the component is in a given state and receives a certain set of input messages at one instant of simulation time, regardless of the components surroundings. To achieve this in the given example, the modeller would have to define the state transition functions in a way that
Since the number of possible cases increases rapidly with the number of concurrent input messages, this complicates the design of re-usable components.
REVISED PARALLEL DEVS
The idea of RPDEVS is to call λ also at external events, and thereby allow λ to access the input bag x b , and the elapsed time e. This permits direct modelling of mealy behaviour. During an iterative λ-phase, all concurrent input messages for a component are collected, before calculating the state transition only once for a particular point in simulation time.
Atomic RPDEVS
An atomic RPDEVS is defined by the 6-tuple < X, S, Y, δ, λ, ta > . Thereby, δ and λ have the following form:
In RPDEVS, λ is called at any kind of event, internal, external, and confluent. The explicit distinction between the different event types is dropped. The type of event can be determined by the content of the input bag (empty or not) and the value of the elapsed time e (equal ta(s) or not) anyway, as described in , section 4, page 5: "From the definition of the δ int , δ conf , and δ ext , we see that they are special cases of a more generic transition function δ(s, e, x b )"
As stated in Goldstein et al. (2013) , it appears quite frequently in atomic DEVS models that the calculation of the output message in λ already includes (parts of) the calculation of the new state. However, since λ is not allowed to change the inner state of the system, these calculations have to be repeated in δ. This restriction on λ is even more crucial in RPDEVS, because λ may be called multiple times at an instant of time with only the last call being the valid one.
Nevertheless, there is a way to reuse state calculations in δ which have already been executed in λ. For this purpose, alternatively to the definition in (2), δ and λ may be specified as follows:
Here, the state s of a system is separated into two parts s = (s δ , s λ ), where λ is only allowed to read s δ and to write s λ . Thus, if λ already performs calculations also necessary in δ, the (intermediate) results can be stored in s λ to be later used in δ. Regarding practical implementation, it is crucial that s λ is re-assigned in every call of λ to prevent using an old non-valid value in δ.
As explained in section 3.2, in RPDEVS determining the component's output messages is an iterative process, in which λ may be called multiple times at the same point in simulation time. For this process to terminate, it is necessary to assure that every call of λ always uses the same information about the system state. This is why λ only depends on s δ .
Coupled RPDEVS
The definition of a coupled RPDEVS N is equal to the definition of a coupled PDEVS:
Whenever components in a coupled RPDEVS model are imminent, λ is calculated for each of them, initially assuming an empty input bag (λ(s, ta(s), ∅)). The produced output messages are routed to the receiving components, filling their input bags. This causes a (re-)calculation of λ at every receiving component, again potentially producing output messages.
The input bag x d of a component d is divided into subinput bags i x d , one for each influencer i ∈ I d . If λ i is recalculated at an influencer i producing the output y i , the content of the corresponding sub-input bag i x d is replaced Preprints of the 9th MATHMOD Vienna, Austria, February 21-23, 2018 by Z i,d (y i ). Only if this replacement effectively changed i x d , a recalculation also of λ d at the receiver d is triggered. In this way, it is assured that the iterative λ-phase will quit at some point, as long as the model is free of algebraic loops (see section 3.3). Only after the content of all input bags has stabilised, the state transitions are calculated.
For better readability, in the following the superscript b at input bags x b will be omitted.
Let us take a closer look at the iterative λ-phase of a coupled model N . We assume n sub-components D = {1, 2, . . . , n}.
At an instant of time t j , before any events are processed, the state of the system is defined to be the temporal left limit:
An exception is the simulation start time t 0 where the system state is a given initial state s 0 s(t 0 ) = s 0 = (s 1,0 , s 2,0 , . . . , s n,0 ).
The initial input bags of the components 
If any non-empty output messages are generated (∃d ∈ D : y 0 d,j = ∅), they trigger events at the receiving components and a second λ-iteration will be conducted, in which λ is (re-)calculated at every receiving component. If there are mealy components involved, this results in an updated vector of output messages y n,j ) for a k ∈ N. If such a value k does not exist, the model is called illegitimate. Otherwise, the model is legitimate and the content of all input bags 'stabilises', resulting in final input bags x j = (x 1,j , x 2,j , . . . , x n,j ) = (x k 1,j , x k 2,j , . . . , x k n,j ) for time instant t j . Then, with these input bags, the state transition function δ d (s d,j−1 , e d,j , x d,j ) can be applied for each component that has experienced an event at time t j , resulting in the new state (s 1,j , s 2,j , . . . , s n,j ) of the system. Now, the question arises, what it needs for a RPDEVS model to be not illegitimate.
Algebraic Loops and Illegitimate Models
For every instant of time t j and every pair of components i, d ∈ D, we can define an Definition 2. input transport function
For a given input bag x k−1 i at component i, ξ i,d,j calculates the part of the input bag of component d that is produced by component i ∈ D at time t j . For the case of i being the coupled model N itself, the input transport function is defined as
As explained in section 3.2, there may be multiple λ-iterations, especially if mealy components are involved. After the first λ-iteration, the input bag of a component d can be calculated as
After the k − th λ-iteration, the input bag is
Next, we define for an instance of time t j , and every d ∈ D, and k ∈ N + , the
Further, we define a coupled RPDEVS model (3) to be Definition 4. free of algebraic loops
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Proof. As in the following, we will restrict our considerations to a fixed point in simulation time t j , the index j will be omitted to improve readability.
In preparation for the proof, some definitions are made. First, we define the Definition 6. influencer set
From the definition it is clear that I . In the second case, we can deduced that also
, and
be strictly increasing with k until it sticks at a final value. This final value has to be smaller or equal |D| = n, because I k d ⊆ D and thus we know that it will be reached at least for k = n due to the strict monotony (I 
Now, consider a coupled RPDEVS with initial input bags x 0 . We will show that the input bag of a component d after n + 1 λ-iterations is equal to the bag after n λ-iterations.
x
Due to the assumption about our model to be free of algebraic loops, we know that the value x 
Otherwise, for all i 1 ∈ I d we define (5) can be calculated as:
For all i 1 ∈ I d with Z i1 = D, we are finished, as for those i 1 we get χ
and for all other i 1 ∈ I d we define Z i2 = Z i2 ∪(D\I n i2 )∪{i 2 } for all i 2 ∈ I i1 . Now we can repeat the arguments from above regarding the calculation of χ
For the index sets we have
. . . . The case Z d = ∅ has already been treated above. Consequently, |Z i l | ≥ l + 1 and therefore, at least for i n−1 it is Z in−1 = D ∀i n−1 ∈ I in−2 . This implies
and, because of
the argument x 0 of the χ-functions propagates back until finally
and thus
Closure Under Coupling
Like both Classic and Parallel DEVS, RPDEVS also provides closure under coupling, which we now will show.
Consider an arbitrary coupled RPDEVS N as defined in (3). Closure under coupling means, that N can be substituted by an atomic RPDEVS α =< X α , S, Y α , δ, λ, ta > .
In order to proof closure under coupling all parts of the definition of α have to be provided by using the functions and sets defining the n components and the couplings of N .
Input and output sets, the state of the system, and the time advance function can be defined straightforward:
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. . set of influenced components Thereby, x d is the final input bag of component d, resulting from the λ-iteration:
. . , ∅) With this definitions, we can specify λ as
and the state transition function δ as δ(s, e, x N ) = (s 1 , e 1 , s 2 , e 2 , . . . , s n , e n ), (9) with ∀d ∈ D :
DISCUSSION AND CONCLUSION
After recapping PDEVS and describing how sequentially processing of inputs occurs in PDEVS in example 1, we introduced RPDEVS. Using RPDEVS instead of PDEVS in example 1 would result in the following function calls: }) Compared to the sequence in PDEVS, instead of having alternating λ-and δ-phases, we have repeating λ-iterations followed by one single δ-phase. In the δ-phase the final input bags are available. This allows modelling components with mealy behaviour without having to use transitory states. It is still possible to change into a transitory state in RPDEVS, forcing multiple δ-phases (i.e. multiple state updates) in one instant of time. However, it is not necessary any more in order to achieve mealy behaviour, which puts the general necessity of transitory states into question. As long as no transitory states are used in RPDEVS, there is no sequential processing of concurrent input messages. Components can be modelled independently of their possible surroundings and thus, show transparent behaviour. When defining λ and δ for a reusable component, only the component's state and the possible sets of input messages need to be considered, without having to keep in mind that there may be a partially sequential processing of concurrent input messages.
In PDEVS, the δ function always has to store the history of the current λ-δ-iteration in the state, as succeeding calls of λ and δ have to consider which input messages arrived already in former iterations and which output messages have been produced then. Moreover, output messages generated in former iterations may became invalid after the arrival of additional inputs in a subsequent iteration.
In RPDEVS, λ becomes more complex than in PDEVS, as it is equipped with additional arguments (input bag, elapsed time). However, when defining λ in RPDEVS, preceding calls in the current λ-iteration do not have to be considered and formerly created output messages are overwritten automatically by the simulation algorithm.
For a complete introduction of RPDEVS, the formal definition of an abstract simulator is missing. Such a definition already exists and will be provided in the future. Nevertheless, a proof-of-concept implementation of a concrete RPDEVS simulator is already available with PowerRPDEVS 1 . PowerRPDEVS is PowerDEVS with a reprogrammed simulation engine that supports RPDEVS.
