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POINCARE´-SOBOLEV INEQUALITIES WITH
REARRANGEMENT-INVARIANT NORMS ON THE ENTIRE SPACE
ZDENEˇK MIHULA
Abstract. Poincare´-Sobolev-type inequalities involving rearrangement-invariant norms on the
entire Rn are provided. Namely, inequalities of the type ‖u− P‖Y (Rn) ≤ C‖∇
m
u‖X(Rn), where
X and Y are either rearrangement-invariant spaces over Rn or Orlicz spaces over Rn, u is a
m−times weakly differentiable function whose gradient is in X, P is a polynomial of order at
most m − 1, depending on u, and C is a constant independent of u, are studied. In a sense
optimal rearrangement-invariant spaces or Orlicz spaces Y in these inequalities when the space
X is fixed are found. A variety of particular examples for customary function spaces are also
provided.
1. Introduction
Poincare´-Sobolev-type inequalities indisputably play a prominent role not only in the theory of
Sobolev spaces but also in a wide range of applications in analysis of partial differential equations,
calculus of variations, mathematical modeling or harmonic analysis (e.g. [5, 20, 43]). These types
of inequalities have been exhaustively studied for decades and have been generalized in many
different directions (e.g. [3, 10, 21, 25, 30, 35]). The standard Poincare´-Sobolev inequality on
balls (e.g. [29, Corollary 1.64]) can be stated as follows: if p ∈ [1, n), n ≥ 2 (we assume this
implicitly in the entire paper from now on), and q ∈ [1, np
n−p ], then there exists a constant C,
depending on p,q and on the dimension n only, such that
(1.1) ‖u− u¯B‖Lq(B) ≤ C(n, p, q)r
1+n
q
−n
p ‖∇u‖Lp(B),
where u¯B is the integral mean of u over B (the mean is well defined, see Section 2), for each
ball B ⊆ Rn with the radius r and each weakly differentiable function u in B whose gradient
belongs to Lp(B). With q equal to the critical Sobolev exponent np
n−p , (1.1) reads as
(1.2) ‖u− u¯B‖
L
np
n−p (B)
≤ C(n, p)‖∇u‖Lp(B).
Note that the inequality does not depend on the radius r in this case. If p = n, then (1.1)
holds for each q ∈ [1,∞), but there is no optimal Lebesgue exponent q that would render
that inequality independent of r as was possible with p ∈ [1, n) and q = np
n−p . Nevertheless,
the situation can be salvaged by introducing a finer scale of function spaces than the scale of
Lebesgue spaces. Namely, if we substitute the critical Lebesgue space Ln(B) with the smaller
Lorentz space Ln,1(B) (see Section 2 for the definition of Lorentz spaces), it can be proved
(cf. [33, 36]) that
(1.3) ‖u− u¯B‖L∞(B) ≤ C(n)‖∇u‖Ln,1(B).
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The inequalities (1.2) and (1.3) suggest that this type of inequality might be possibly extended
to the case where balls are replaced with the entire Rn provided that we find an appropriate
replacement for u¯B . It was shown in [29, Theorem 1.78] (cf. [24]) that the inequality (1.2) can
be extended to the entire space. More precisely, they proved that if p ∈ [1, n), then for each
weakly differentiable function u in Rn whose gradient belongs to Lp(Rn), there exists a (unique)
λ ∈ R, depending on u, such that
(1.4) ‖u− λ‖
L
np
n−p (Rn)
≤ C‖∇u‖Lp(Rn),
where the constant C is independent of u. However, the method of their proof cannot be used
for extending the inequality (1.3) to the entire space. Nevertheless, in [37, Theorem 3.7] (see
also [37, Theorem 3.10] for a higher-order version) different techniques were used to prove that
there exists a positive constant C such that for each weakly differentiable function u in Rn whose
gradient belongs to Ln,1(Rn), there exists a λ ∈ R, depending on u, such that
(1.5) ‖u− λ‖L∞(Rn) ≤ C‖∇u‖Ln,1(Rn).
In this paper, not only do we present a uniform method that covers both inequalities (1.4)
and (1.5) in a single theorem (see Theorem 3.1), but we also study these types of inequalities in
much more general setting and provide, in a sense, a sharp version of such an inequality. As the
discussion before (1.3) suggests, the class of Lebesgue spaces is often not sufficiently fine and
one needs to work with more delicate classes of function spaces, especially when limiting cases
are considered. For this reason, we shall work within the rich class of rearrangement-invariant
spaces, which are, loosely speaking, Banach spaces of functions whose norms depend merely on
the size of functions (for precise definitions, see Section 2). This class contains a large number
of customary function spaces (e.g. Lebesgue spaces, Lorentz spaces, Orlicz spaces, etc.) and
together with rearrangement techniques is also well established in the study of Sobolev-type
inequalities and related topics (e.g. [7, 23, 27, 40, 41]), which makes it a natural choice for our
purposes. The preceding discussion also suggests that Poincare´-Sobolev-type inequalities on the
entire space are closely connected with optimal function norms in Sobolev embedding theorems
(e.g. [1, 11, 16, 26]).
Our main results are contained in Section 3. We prove that, among other things, for each
m−times weakly differentiable function u in Rn whose m−th order derivatives belong to a
rearrangement-invariant space X(Rn), there exists, under a natural assumption imposed on the
space X, a polynomial P of order at most m− 1 such that
(1.6) ‖u− P‖Xm(Rn) ≤ C‖∇
mu‖X(Rn),
where Xm(Rn) is another rearrangement-invariant space and where the constant C is indepen-
dent of u. The space Xm(Rn) is, in fact, the optimal rearrangement-invariant space (i.e. the
space with the strongest rearrangement-invariant norm possible) that renders the inequality
‖u‖Xm(Rn) ≤ C‖∇
mu‖X(Rn) for each u ∈ V
m
0 X(R
n),
where V m0 X(R
n) is the space of all m−times weakly differentiable functions whose m−th order
derivatives belong to X(Rn) and whose derivatives up to order m − 1 have “some decay at
infinity”, true (see [31] for more detail on this matter). In particular, if we plug X = Lp for
p ∈ [1, n) into (1.6) with m = 1, it reads as
‖u− λ‖
L
np
n−p ,p(Rn)
≤ C‖∇u‖Lp(Rn),
which is a substantial improvement over (1.4) because the Lorentz norm ‖·‖
L
np
n−p ,p(Rn)
is strictly
stronger than the Lebesgue norm ‖ · ‖
L
np
n−p (Rn)
. If we plug X = Ln,1 into (1.6) with m = 1, we
recover (1.5).
POINCARE´-SOBOLEV INEQUALITIES ON Rn 3
An immediate important consequence of our results (namely Theorem 3.1 and Theorem 5.1)
is that the weakly differentiable functions on Rn whose gradient belong to the Lorentz space
Ln,1(Rn) are not only continuous (more precisely, have continuous representatives) but also
bounded. Surprisingly enough, whereas the remarkable result of Stein’s that the weakly differ-
entiable functions on Rn whose gradient belong (locally) to the Lorentz space Ln,1(Rn) have
continuous representatives ([39]) has been known for many years and is well-established, the
boundedness of such functions is a quite recent result (recall that we assume that n ≥ 2). To
the best of our knowledge, the first result in this direction was provided by Tartar in 1998. It
follows from [41, Theorem 8 and Remark 9] that if |∇u| ∈ Ln,1(Rn), then u is bounded on Rn
provided that u has “some decay at infinity”, that is, |{x ∈ Rn : |u(x)| > λ}| <∞ for each λ > 0.
However, it was not until 2018 that Rabier proved in his recent paper [37] that no assumptions
on decay at infinity are, in fact, required. We recover his interesting result as a corollary of our
general results by completely different means (see Remark 5.2).
Although the class of rearrangement-invariant spaces is very rich and contains many cus-
tomary function spaces, it is sometimes useful in applications to work within a narrower class
of function spaces. A typical example of such a class is that of Orlicz spaces, which is an
irreplaceable tool for analysing partial differential equations having a non-polynomial growth
(e.g. [2, 18, 42]). This motivates Section 4, where we provide a result similar to (1.6) but the
spaces on both sides of (1.6) are from the narrower class of Orlicz spaces only.
Lastly, we provide a variety of particular examples of the inequality (1.6) for customary
function spaces in Section 5. These examples include Lebesgue spaces, Lorentz spaces or Orlicz
spaces.
2. Preliminaries
Throughout this section, let (R,µ) be a σ-finite nonatomic measure space. We collect all the
background material that will be used in this paper here. We set
M(R,µ) = {f : f is µ-measurable function on R with values in [−∞,∞]},
M0(R,µ) = {f ∈M(R,µ) : f is finite µ-a.e. on R}
and
M+(R,µ) = {f ∈M(R,µ) : f ≥ 0}.
The (unsigned) nonincreasing rearrangement f∗ : (0,∞) → [0,∞] of a function f ∈ M(R,µ) is
defined as
f∗(t) = inf{λ ∈ (0,∞) : |{s ∈ R : |f(s)| > λ}| ≤ t}, t ∈ (0,∞).
We also define the signed nonincreasing rearrangement f◦ : (0,∞) → [−∞,∞] of a function
f ∈M(R,µ) as
f◦(t) = inf{λ ∈ R : |{s ∈ R : f(s) > λ}| ≤ t}, t ∈ (0,∞).
The maximal nonincreasing rearrangement f∗∗ : (0,∞) → [0,∞] of a function f ∈ M(R,µ) is
defined as
f∗∗(t) =
1
t
∫ t
0
f∗(s) ds, t ∈ (0,∞).
If |f | ≤ |g| µ-a.e. in R, then f∗ ≤ g∗.
If (R,µ) and (S, ν) are two (possibly different) σ-finite measure spaces, we say that functions
f ∈M(R,µ) and g ∈M(S, ν) are equimeasurable if f∗ = g∗ on (0,∞). Functions f , f∗ and f◦
are equimeasurable.
A functional ̺ : M+(R,µ) → [0,∞] is called a Banach function norm if, for all f , g and
{fj}j∈N in M+(R,µ), and every λ ≥ 0, the following properties hold:
(P1) ̺(f) = 0 if and only if f = 0; ̺(λf) = λ̺(f); ̺(f + g) ≤ ̺(f) + ̺(g) (the norm axiom);
(P2) f ≤ g a.e. implies ̺(f) ≤ ̺(g) (the lattice axiom);
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(P3) fj ր f a.e. implies ̺(fj)ր ̺(f) (the Fatou axiom);
(P4) ̺(χE) <∞ for every E ⊆ R of finite measure (the nontriviality axiom);
(P5) if E is a subset of R of finite measure, then
∫
E
f dµ ≤ CE̺(f) for a positive constant CE,
depending possibly on E and ̺ but independent of f (the local embedding in L1).
If, in addition, ̺ satisfies
(P6) ̺(f) = ̺(g) whenever f∗ = g∗(the rearrangement-invariance axiom),
then we say that ̺ is a rearrangement-invariant norm.
If ̺ is a rearrangement-invariant norm, then the collection
X = X(̺) = {f ∈M(R,µ) : ̺(|f |) <∞}
is called a rearrangement-invariant space, sometimes we shortly write just an r.i. space, corre-
sponding to the norm ̺. We shall write ‖f‖X instead of ̺(|f |). Note that the quantity ‖f‖X is
defined for every f ∈M(R,µ), and
f ∈ X ⇔ ‖f‖X <∞.
Every rearrangement-invariant space X satisfies
(2.1) X ⊆ L1 + L∞ ⊆M0(R,µ),
that is, each function from X can be written as a sum of a (R,µ)−integrable function and
a (R,µ)−essentially bounded function, and is, in particular, finite µ−a.e. (see [4, Chapter 1,
Theorem 1.4, Chapter 2, Theorem 6.6]).
With any rearrangement-invariant function norm ̺, there is associated another functional, ̺′,
defined for g ∈M+(R,µ) as
̺′(g) = sup
{∫
R
fg dµ : f ∈M+(R,µ), ̺(f) ≤ 1
}
.
It turns out that ̺′ is also a rearrangement-invariant norm, which is called the associate norm
of ̺. Moreover, for every rearrangement-invariant norm ̺ and every f ∈ M+(R,µ), we have
(see [4, Chapter 1, Theorem 2.9])
̺(f) = sup
{∫
R
fg dµ : g ∈M+(R,µ), ̺
′(f) ≤ 1
}
.
If ̺ is a rearrangement-invariant norm, X = X(̺) is the rearrangement-invariant space de-
termined by ̺, and ̺′ is the associate norm of ̺, then the function space X(̺′) determined by
̺′ is called the associate space of X and is denoted by X ′. We always have (X ′)′ = X (see [4,
Chapter 1, Theorem 2.7]), and we shall write X ′′ instead of (X ′)′. Furthermore, the Ho¨lder
inequality
(2.2)
∫
R
|fg|dµ ≤ ‖f‖X‖g‖X′
holds for every f, g ∈M(R,µ).
For every rearrangement-invariant spaceX over the measure space (R,µ), there exists a unique
rearrangement-invariant space X(0, µ(R)) over the interval (0, µ(R)) endowed with the one-
dimensional Lebesgue measure such that ‖f‖X = ‖f
∗‖X(0,µ(R)) (see [4, Chapter 2, Theo-
rem 4.10]). This space is called the representation space of X. Throughout this paper, the
representation space of a rearrangement-invariant space X will be denoted by X(0, µ(R)). When
R = (0,∞) and µ is the Lebesgue measure, every rearrangement-invariant space X over (R,µ)
coincides with its representation space.
If ̺ is a rearrangement-invariant norm and X = X(̺) is the rearrangement-invariant space
determined by ̺, we define its fundamental function, ϕX , by
ϕX(t) = ̺(χE), t ∈ [0, µ(R)),
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where E ⊆ R is such that µ(E) = t. The property (P6) of rearrangement-invariant norms and
the fact that χ∗E = χ(0,µ(E)) guarantee that the fundamental function is well defined. Moreover,
one has
(2.3) ϕX(t)ϕX′(t) = t for every t ∈ [0, µ(R)).
Basic examples of function norms are those associated with the standard Lebesgue spaces Lp.
For p ∈ (0,∞], we define the functional ̺p by
̺p(f) = ‖f‖p =
{(∫
R
fp dµ
) 1
p , 0 < p <∞,
ess supR f, p =∞,
for f ∈M+(R,µ). If p ∈ [1,∞], then ̺p is a rearrangement-invariant function norm.
If 0 < p, q ≤ ∞, we define the functional ̺p,q by
̺p,q(f) = ‖f‖p,q =
∥∥∥s 1p− 1q f∗(s)∥∥∥
q
for f ∈M+(R,µ). The set L
p,q, defined as the collection of all f ∈M(R,µ) satisfying ̺p,q(|f |) <
∞, is called a Lorentz space. If 1 < p < ∞ and 1 ≤ q ≤ ∞, or p = q = 1, or p = q = ∞,
then ̺p,q is equivalent to a rearrangement-invariant function norm in the sense that there exists
a rearrangement-invariant norm σ and a constant C, 0 < C < ∞, depending on p, q but
independent of f , such that
C−1σ(f) ≤ ̺p,q(f) ≤ Cσ(f).
As a consequence, Lp,q is considered to be a rearrangement-invariant space for the above specified
cases of p, q (see [4, Chapter 4]). If either 0 < p < 1 or p = 1 and q > 1, then Lp,q is a quasi-
normed space. If p =∞ and q < ∞, then Lp,q = {0}. For every p ∈ [1,∞], we have Lp,p = Lp.
Furthermore, if p, q, r ∈ (0,∞] and q ≤ r, then the inclusion Lp,q ⊂ Lp,r holds.
If A = [α0, α∞] ∈ R
2 and t ∈ R, then we shall use the notation A + t = [α0 + t, α∞ + t] and
tA = [tα0, tα∞].
Let 0 < p, q ≤ ∞, A = [α0, α∞] ∈ R
2 and B = [β0, β∞] ∈ R
2. Then we define the functionals
̺p,q;A and ̺p,q;A,B on M+(R,µ) as
̺p,q;A(f) =
∥∥∥t 1p− 1q ℓA(t)f∗(t)∥∥∥
Lq(0,∞)
and
̺p,q;A,B(f) =
∥∥∥t 1p− 1q ℓA(t)ℓℓB(t)f∗(t)∥∥∥
Lq(0,∞)
,
where
ℓA(t) =
{
(1− log t)α0 , t ∈ (0, 1),
(1 + log t)α∞ , t ∈ [1,∞),
and
ℓℓB(t) =
{
(1 + log(1− log t))β0 , t ∈ (0, 1),
(1 + log(1 + log t))β∞ , t ∈ [1,∞).
The sets Lp,q;A and Lp,q;A,B, defined as the collections of all f ∈M(R,µ) satisfying ̺p,q;A(|f |) <
∞ and ̺p,q;A,B(|f |) <∞, respectively, are called Lorentz–Zygmund spaces. The functions of the
form ℓA, ℓℓB are called broken logarithmic functions. It can be shown ([34, Theorem 7.1]) that
the functional ̺p,q;A is equivalent to a rearrangement-invariant function norm if and only if
p = q = 1, α0 ≥ 0, α∞ ≤ 0 or
p ∈ (1,∞) or
p =∞, q ∈ [1,∞), α0 +
1
q
< 0 or
p = q =∞, α0 ≤ 0.
POINCARE´-SOBOLEV INEQUALITIES ON Rn 6
The spaces of this type provide a common roof for many customary spaces. These include not
only Lebesgue spaces and Lorentz spaces, by taking A = [0, 0], but also all types of exponential
and logarithmic Zygmund classes, and also the spaces discovered independently by Maz’ya (in
a somewhat implicit form involving capacitary estimates [30, pp. 105 and 109]), Hansson [22]
and Bre´zis–Wainger [6], who used it to describe the sharp target space in a limiting Sobolev
embedding (the spaces can be also traced in the works of Brudnyi [8] and, in a more general
setting, Cwikel and Pustylnik [17]). One of the benefits of using broken logarithmic functions
consists in the fact that the underlying measure space can be considered to have either finite or
infinite measure. For the detailed study of Lorentz–Zygmund spaces we refer the reader to [34].
In some examples presented in this paper we shall need more than two layers of logarithms.
Such spaces are defined as straightforward extensions of the spaces defined above.
Another very important class of rearrangement-invariant spaces is the class of Orlicz spaces.
A convex, left-continuous function A : [0,∞) → [0,∞], neither identically zero nor infinity on
(0,∞), vanishing at 0 is called a Young function. Hence any Young function can be expressed
in the form
(2.4) A(t) =
∫ t
0
a(s)ds for t ≥ 0,
for some nondecreasing, left-continuous function a : [0,∞)→ [0,∞]. Given a Young function A
we define the Luxemburg norm ‖ · ‖LA as
‖f‖LA = inf
{
λ > 0:
∫
R
A
(
f(x)
λ
)
dµ(x) ≤ 1
}
, f ∈M+(R,µ).
The corresponding rearrangement-invariant space LA is called an Orlicz space. In particular,
LA = Lp if A(t) = tp when p ∈ [1,∞), and LA = L∞ if A(t) = 0 for t ∈ [0, 1] and A(t) =∞ for
t > 1. We refer the interested reader to [28, 38] for more details on Orlicz spaces.
We say that a Young function A dominates a Young function B near zero or near infinity if
there exist positive constants c and t0 such that
B(t) ≤ A(ct) for all t ∈ [0, t0] or for all t ∈ [t0,∞), respectively.
We say that two Young functions A and B are equivalent near zero or near infinity if they
dominate each other near zero or near infinity, respectively.
If, for F ∈ M+(0,∞), there exists t0 > 0 such that
∫ t0
0 F (s) ds < ∞ or
∫∞
t0
F (s) ds < ∞,
respectively, we shortly write that∫
0
F (s) ds <∞ or
∫ ∞
F (s) ds <∞, respectively.
It there does not exist such a t0 > 0, we write∫
0
F (s) ds =∞ or
∫ ∞
F (s) ds =∞, respectively.
A common extension of Orlicz and Lorentz spaces is provided by the family of Orlicz-Lorentz
spaces. Given p ∈ (1,∞), q ∈ [1,∞) and a Young function A such that
(2.5)
∫ ∞ A(t)
t1+p
dt <∞,
we denote by ‖ · ‖L(p,q,A) the Orlicz-Lorentz rearrangement-invariant function norm defined as
(2.6) ‖f‖L(p,q,A) =
∥∥∥t− 1p f∗(t 1q )∥∥∥
LA(0,µ(R))
, f ∈M+(R,µ).
The fact that (2.6) actually defines a rearrangement-invariant function norm follows from simple
variants in the proof of [12, Proposition 2.1]. We denote by L(p, q,A) the Orlicz-Lorentz space
associated with the rearrangement-invariant function norm ‖ · ‖L(p,q,A). Note that the class of
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Orlicz-Lorentz spaces includes (up to equivalent norms) the Orlicz spaces and various instances
of Lorentz and Lorentz-Zygmund spaces.
In what follows we shortly denote the Lebesgue measure of a measurable set E ⊆ Rn by |E|.
If X is a rearrangement-invariant space over Rn and G ⊆ Rn is a measurable set, we denote by
X(G) the rearrangement-invariant space over G corresponding to the rearrangement-invariant
norm
ρ(f) = ‖f˜‖X , f ∈M+(G),
where f˜ is the continuation of f by 0 to Rn.
Let G ⊆ Rn be an open set. We shall work with Sobolev-type spaces built upon rearrangement-
invariant spaces. If m ∈ N and u is a m-times weakly differentiable function on G, we denote
by ∇ku, for k ∈ {0, 1, . . . ,m}, the vector of all k−th order weak derivatives of u on G, where
∇0u = u. If X(G) is a rearrangement-invariant space over G, we define the space V mX(G) by
V mX(G) = {u ∈ L1loc(G) : u is m-times weakly differentiable on G and |∇
mu| ∈ X(G)}.
We stress the fact that, for a function from V mX(G), only itsm-th order derivatives are required
to be elements of X(G), whereas there are no assumptions imposed on its derivatives of lower
orders. The derivatives of lower orders are not required to have any regularity, we merely assume
that they exist. We also write ‖∇ku‖X instead of ‖|∇
ku|‖X for the sake of brevity, where |∇
ku|
is the ℓ1-norm of the vector ∇ku.
We have that
(2.7) V mX(B) ⊆ L1(B) for each ball in Rn
by [30, Theorem 5.2.3]; hence the integral mean 1|B|
∫
B
u(x)dx of u ∈ V mX(B) is a well-defined
finite number for each ball in Rn.
Throughout the paper the convention that 1∞ = 0 and 0 · ∞ = 0 is used without further
explicit reference. If A is a Young function that is equal to zero on [0, t0], then we interpret
1
A(t)
as ∞ for t ∈ [0, t0]. We write P . Q when P ≤ constant ·Q where the constant is independent
of appropriate quantities appearing in expressions P and Q. Similarly, we write P & Q with the
obvious meaning. We also write P ≈ Q when P . Q and P & Q simultaneously.
3. Poincare´-Sobolev inequalities in rearrangement-invariant spaces
The following theorem is the main result of this paper.
Theorem 3.1. Let X be a rearrangement-invariant space over Rn and m ∈ N, m < n. Assume
that t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞). Then Xm = Xm(σ′m), where the rearrangement-invariant norm
σm is defined by
σm(f) = ‖t
m
n f∗∗(t)‖X′(0,∞), f ∈M+(R
n),
is a rearrangement-invariant space over Rn and there exists a positive constant C, depending on
m and on the dimension n only, such that for each u ∈ V mX(Rn) there exists a polynomial P
of order at most m− 1, depending on u, that renders the inequality
(3.1) ‖u− P‖Xm ≤ C‖∇
mu‖X
true. Furthermore, if P and P˜ are such polynomials, then P − P˜ is a constant polynomial.
Moreover, if lim
t→∞
ϕXm(t) =∞, then these polynomials are unique.
Remark 3.2. For example, the condition t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞) is satisfied for X = Lp
when p ∈ [1, n
m
), and for X = L
n
m
,1.
Furthermore, the condition t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞) is precisely the condition that ensures
the existence of the optimal rearrangement-invariant norm ‖ · ‖Y in the inequality
(3.2) ‖u‖Y ≤ C‖∇
mu‖X for each u ∈ V
m
0 X(R
n),
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where V m0 X(R
n) is the space of those functions u from V mX(Rn) that satisfy the conditions
|{x ∈ Rn : |∇ku(x)| > λ}| <∞ for each λ > 0 and each k ∈ {0, 1, . . . ,m− 1}. More precisely, it
was proved in [31, Theorem 3.1] that if t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞), then
‖u‖Xm ≤ C‖∇
mu‖X for each u ∈ V
m
0 X(R
n),
where the rearrangement-invariant space Xm is defined as in the theorem above, and the space
Xm is the optimal (i.e. the smallest) possible rearrangement-invariant space that renders (3.2)
true, that is, if (3.2) is satisfied for a rearrangement-invariant space Y , then Xm ⊆ Y . On the
other hand, if t
m
n
−1χ(1,∞)(t) /∈ X
′(0,∞), then there exist no rearrangement-invariant spaces Y
rendering (3.2) true.
In light of this remark, the condition t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞) imposed in Theorem 3.1 is in
fact natural and not restrictive.
Before we prove Theorem 3.1, we need to establish a few results of independent inter-
est. We start with an inequality that can be viewed as a Poincare´-Sobolev-type inequality
in rearrangement-invariant spaces. We note that even though a general version of a Poincare´-
Sobolev-type inequality in rearrangement-invariant spaces was established in [9, Lemma 4.2]
(cf. [13, Lemma 4.2]), their version is not sufficient for our purposes because we need better
control over the multiplicative constant appearing there. Our proof is inspired by [14, Theo-
rem 3.1].
Theorem 3.3. Let X and Y be rearrangement-invariant spaces over Rn. Assume that there
exists a positive constant C1 such that
(3.3)
∥∥∥∥∫ ∞
t
f(s)s
1
n
−1 ds
∥∥∥∥
Y (0,∞)
≤ C1‖f‖X(0,∞) for each f ∈M+(0,∞).
Then there exists a positive constant C2, which depends on C1 and on the dimension n only,
such that
‖u− u¯B‖Y (B) ≤ C2‖∇u‖X(B) for each ball B ⊆ R
n and each u ∈ V 1X(B),
where u¯B is the integral mean of u over B, that is, u¯B =
1
|B|
∫
B
u(x) dx.
Proof. Note that u¯B is a well-defined finite number by (2.7). Since for any real number γ and
a.e. x ∈ B we have, by the Ho¨lder inequality (2.2), that
|u(x)− u¯B | ≤ |u(x)− γ|+
1
|B|
∫
B
|u(y)− γ|dy ≤ |u(x)− γ|+
1
|B|
‖u− γ‖Y (B)‖1‖Y ′(B),
it follows from this estimate and (2.3) that
(3.4) ‖u− u¯B‖Y (B) ≤ 2‖u− γ‖Y (B)
for each γ ∈ R. Since u◦ is locally absolutely continuous ([15, Lemma 6.6]), we have that
(3.5) ‖u− u◦
(
|B|
2
)
‖Y (B) = ‖u
◦ − u◦
(
|B|
2
)
‖Y (0,|B|) = ‖
∫ |B|
2
t
−
du◦
ds
(s) ds‖Y (0,|B|).
Hence, by virtue of (3.4) and (3.5), it is sufficient to prove that
(3.6) ‖
∫ |B|
2
t
−
du◦
ds
(s) ds‖Y (B) . ‖∇u‖X(B)
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with a constant that depends only on C1 and on n. Since (3.3) is in force, we have that
‖χ
(0, |B|
2
)
(t)
∫ |B|
2
t
−
du◦
ds
(s) ds‖Y (0,|B|) = ‖χ(0, |B|
2
)
(t)
∫ |B|
2
t
−
du◦
ds
(s)χ
(0, |B|
2
)
(s) ds‖Y (0,|B|)
≤ ‖
∫ ∞
t
−
du◦
ds
(s)χ
(0,
|B|
2
)
(s) ds‖Y (0,∞)
. ‖ −
du◦
dt
(t)t1−
1
nχ
(0, |B|
2
)
(t)‖X(0,∞).
(3.7)
It is well known (e.g. [44, Theorem 5.4.3]) that the isoperimetric function hB of a ball B ⊆ R
n
satisfies
hB(s) & min{s, |B| − s}
1− 1
n for each s ∈ (0, |B|)
with a constant that depends only on the dimension n. Hence
(3.8) ‖ −
du◦
dt
(t)t1−
1
nχ
(0,
|B|
2
)
(t)‖X(0,∞) . ‖ −
du◦
dt
(t)hB(t)‖X(0,|B|) ≤ ‖∇u‖X(B),
where the last inequality is valid thanks to [13, Lemma 4.1]. Exploiting the rearrangement
invariance and the fact that the transformation s 7→ (|B| − s) is measure preserving on (0, |B|)
several times (cf. [4, Chapter 2, Proposition 7.2]) together with (3.3), we estimate in a similar
way to (3.7) and (3.8) that
‖χ
( |B|
2
,|B|)
(t)
∫ |B|
2
t
−
du◦
ds
(s) ds‖Y (0,|B|) = ‖χ( |B|
2
,|B|)
(t)
∫ |B|
2
|B|−t
−
du◦
ds
(|B| − s) ds‖Y (0,|B|)
= ‖χ
(
|B|
2
,|B|)
(|B| − t)
∫ |B|
2
t
−
du◦
ds
(|B| − s) ds‖Y (0,|B|)
= ‖χ
(0,
|B|
2
)
(t)
∫ |B|
2
t
−
du◦
ds
(|B| − s) ds‖Y (0,|B|)
. ‖ −
du◦
dt
(|B| − t)t1−
1
nχ
(0, |B|
2
)
(t)‖X(0,|B|)
= ‖ −
du◦
dt
(t)(|B| − t)1−
1
nχ
(0, |B|
2
)
(|B| − t)‖X(0,|B|)
= ‖ −
du◦
dt
(t)(|B| − t)1−
1
nχ
(
|B|
2
,|B|)
(t)‖X(0,|B|)
. ‖ −
du◦
dt
(t)hB(t)‖X(0,|B|)
≤ ‖∇u‖X(B).
Hence
(3.9) ‖χ
(
|B|
2
,|B|)
(t)
∫ |B|
2
t
−
du◦
ds
(s) ds‖Y (0,|B|) . ‖∇u‖X(B).
Finally, the combination of (3.7), (3.8) and (3.9) establishes (3.6). 
The following proposition tells us that a sequence of integral means of a function from
V 1X(Rn) over increasing balls is bounded under an assumption on X. This enables us to
find the desired polynomials in (1.6) later.
Proposition 3.4. Assume that X is a rearrangement-invariant space over Rn that satisfies
t
1
n
−1χ(1,∞)(t) ∈ X
′(0,∞). Let u ∈ V 1X(Rn) and set
λk =
1
|Bk|
∫
Bk
u(x) dx, k ∈ N,
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where Bk are balls in R
n such that Bk ⊆ Bk+1 for each k ∈ N. Then the sequence {λk}
∞
k=1 is
bounded. In particular, it has a convergent subsequence.
Proof. Since t
1
n
−1χ(1,∞)(t) ∈ X
′(0,∞), there exists a rearrangement-invariant space Y over Rn
such that I1 : X → Y by [19, Theorem 6.3], where the operator I1 (the Riesz potential of order
one) is defined, for a function f ∈ L1loc(R
n), as I1f(x) =
∫
Rn
f(y)
|x−y|n−1
dy, x ∈ Rn. In particular,
it follows that
(3.10) I1(|∇u|)(x) <∞ and |u(x)| <∞ for a.e. x ∈ R
n
by (2.1) and V 1X(Rn) ⊆ L1loc(R
n).
Note that we have that u ∈ L1(Bk) and |∇u| ∈ L
1(Bk) for each k ∈ N thanks to V
1X(Rn) ⊆
L1loc(R
n) and X ⊆ L1loc(R
n). This allows us to exploit a standard potential estimate (e.g. [29,
Lemma 1.50]) to obtain that
(3.11) |u(x)− λk| . I1 (|∇u|χBk) (x) ≤ I1 (|∇u|) (x) for each k ∈ N and a.e. x ∈ Bk,
where the multiplicative constant depends on the dimension n only. Coupling (3.10) and (3.11)
together, we obtain that there exists a point x0 ∈ B1 ⊆ Bk such that
|u(x0)| <∞ and |u(x0)− λk| . I1 (|∇u|) (x0) <∞ for each k ∈ N
whence the desired boundedness immediately follows from
|λk| . I1 (|∇u|) (x0) + |u(x0)| for each k ∈ N.

Now, we are finally prepared to prove our main result.
Proof of Theorem 3.1. We just remark that Xm is indeed a rearrangement-invariant space by
[31, Theorem 3.1].
We start by proving the uniqueness part. Assume that for u ∈ V mX(Rn) there exist polyno-
mials P and P˜ (of order at most m− 1) such that
‖u− P‖Xm ≤ C‖∇
mu‖X
and also
‖u− P˜‖Xm ≤ C‖∇
mu‖X .
Hence P − P˜ ∈ Xm. Since Xm ⊆ (L1 + L∞) by (2.1), it follows that P − P˜ is a constant
polynomial.
Moreover, we have that
cϕXm(k) = ‖(P − P˜ )χEk‖Xm ≤ ‖u− P‖Xm + ‖u− P˜‖Xm . ‖∇
mu‖X <∞ for each k ∈ N,
where c = |P − P˜ | and Ek ⊆ R
n are such that |Ek| = k. Hence c = 0 if lim
t→∞
ϕXm(t) =∞.
We now proceed to prove the existence of such polynomials by induction on m. Assume that
m = 1.
Let u ∈ V 1X(Rn) and define
λk =
1
|Bk|
∫
Bk
u(x) dx, k ∈ N,
where Bk is the ball in R
n centered at the origin having its radius equal to k. By Proposition 3.4
we may assume without loss of generality that there exists a λ ∈ R such that
(3.12) lim
k→∞
λk = λ.
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Since the inequality (3.3) with Y = X1 holds with C1 = 1 by virtue of [31, Theorem 3.3] and
the definition of σm, we have that
(3.13) ‖u− λk‖X1(Bk) . ‖∇u‖X(Bk) ≤ ‖∇u‖X ,
where the multiplicative constant depends only on m and on n, by Theorem 3.3. Furthermore,
we have that
lim
k→∞
(u(x)− λk)χBk(x) = u(x)− λ for a.e. x ∈ R
n
by (3.12). Hence
‖u− λ‖X1 ≤ lim inf
k→∞
‖u− λk‖X1(Bk) . ‖∇u‖X
by Fatou’s lemma [4, Chapter 1, Theorem 1.7] and (3.13). This completes the proof for m = 1.
Finally, for the inductive step, assume that 1 < m < n and let u ∈ V mX(Rn). Then
∂|α|u
∂αx
∈ V 1X(Rn) for each multi-index α ∈ Nn0 such that |α| = α1 + · · · + αn = m − 1. By the
induction hypothesis for m = 1 (clearly t
1
n
−1χ(1,∞)(t) ∈ X
′(0,∞) if t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞)),
there exist λα ∈ R such that
(3.14) ‖
∂|α|u
∂αx
− λα‖X1 . ‖∇
mu‖X for each α ∈ N
n
0 , |α| = m− 1.
Set
v(x) = u(x)−
∑
α∈Nn0
|α|=m−1
λαx
α, a.e. x ∈ Rn.
Since
(3.15)
∂|α|v
∂αx
=
∂|α|u
∂αx
− λα for each α ∈ N
n
0 , |α| = m− 1,
we have v ∈ V m−1X1(Rn) by (3.14). By the induction hypothesis again (this time for m − 1),
there exists a polynomial Q of order at most m− 2 such that
‖u− (Q+
∑
α∈Nn0
|α|=m−1
λαx
α)‖Xm = ‖v −Q‖Xm ≈ ‖v −Q‖(X1)m−1 . ‖∇
m−1v‖X1
≈ max
{
‖
∂|α|v
∂αx
‖X1 : α ∈ N
n
0 , |α| = m− 1
}
= max
{
‖
∂|α|u
∂αx
− λα‖X1 : α ∈ N
n
0 , |α| = m− 1
}
. ‖∇mu‖X ,
where the first equivalence follows from [31, Theorem 3.2], the second equality is (3.15) and
the last inequality is (3.14). We complete the proof by observing that Q +
∑
α∈Nn0
|α|=m−1
λαx
α is a
polynomial of order at most m− 1. 
4. Poincare´-Sobolev inequalities in Orlicz spaces
In this section we provide a result concerning Orlicz spaces that is very similar to Theorem 3.1.
The key difference here is that in the following theorem the resulting function norm is an Orlicz
norm.
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Let m < n and let A be a Young function satisfying
(4.1)
∫
0
(
s
A(s)
) m
n−m
ds <∞.
We set
H∞ = lim
t→∞
Hm(t)
where Hm is defined by
Hm(t) =
(∫ t
0
(
s
A(s)
) m
n−m
ds
)n−m
n
, t ≥ 0.
Note that H∞ =∞ if and only if ∫ ∞( s
A(s)
) m
n−m
ds =∞.
Observe that Hm is an increasing function onto [0,H∞) (see [32, Remark 3.3.1]); hence its
inverse function H−1m is well defined on [0,H∞). Lastly, we define
(4.2) Dm(t) =

(
tA(H
−1
m (t))
H−1m (t)
) n
n−m
, 0 ≤ t < H∞,
∞, H∞ ≤ t <∞.
Theorem 4.1. Let m < n and let A be a Young function satisfying (4.1). Define the function
Am by
Am(t) =
∫ t
0
Dm(s)
s
ds, t ≥ 0,
where the function Dm is defined by (4.2). Then Am is a Young function and there exists a
positive constant C such that for each u ∈ V mLA(Rn) there exists a unique polynomial P of
order at most m− 1, depending on u, that renders the inequality
‖u− P‖LAm ≤ C‖∇
mu‖LA
true.
Proof. Set X = LA. Then, combining [31, Theorem 6.1] with [31, Theorem 3.1], Am is a Young
function, t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞) and
‖v‖LA . ‖v‖Xm for each v ∈M(R
n),
where Xm is defined as in Theorem 3.1. Our claim then follows from Theorem 3.1. 
Remark 4.2. If a Young function A satisfies (4.1), then t
m
n
−1χ(1,∞)(t) ∈ X
′(0,∞), where
X = LA. Therefore, we may use both Theorem 3.1 and Theorem 4.1. It follows (see the proof
above) that
‖u− P‖LAm . ‖u− P‖Xm . ‖∇
mu‖LA .
Hence the inequality that we obtain from Theorem 4.1 is weaker that the inequality that we
obtain from Theorem 3.1. However, a possible advantage of Theorem 4.1 over Theorem 3.1,
which may be useful in some applications, is that the resulting space LAm is again an Orlicz
space, not a general rearrangement-invariant space.
Furthermore (cf. Remark 3.2), the convergence of the integral (4.1) is precisely the condition
that ensures the existence of the optimal Orlicz norm ‖ · ‖LB in the inequality
(4.3) ‖u‖LB ≤ C‖∇
mu‖LA for each u ∈ V
m
0 L
A(Rn).
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More precisely, it was proved in [31, Theorem 6.1] that if a Young function A satisfies (4.1),
then
‖u‖LAm ≤ C‖∇
mu‖LA for each u ∈ V
m
0 L
A(Rn),
where the Orlicz space LAm is defined as in the theorem above, and the space LAm is the optimal
(i.e. the smallest) possible Orlicz space that renders (4.3) true, that is, if (4.3) is satisfied for
an Orlicz space LB , then LAm ⊆ LB . On the other hand, if A does not satisfy (4.1), then
there exist no Orlicz spaces LB (in fact, even no rearrangement-invariant spaces at all, cf. [31,
Theorem 5.2]) rendering (4.3) true.
5. Examples
In this section we provide important particular examples of possible applications of Theo-
rem 3.1 and Theorem 4.1. These examples include a large number of customary function spaces
(e.g. Lebesgue spaces, Lorentz spaces, Orlicz spaces, Zygmund classes, etc.).
The following theorem is a combination of Theorem 3.1 and [31, Theorem 5.1]
Theorem 5.1. Let m ∈ N, m < n, and let p ∈ [1, n
m
], q ∈ [1,∞] and A = [α0, α∞] ∈ R
2.
Then there exists a constant C such that for each u ∈ V mLp,q;A(Rn) there exists a polynomial
P , which depends on u, of order at most m− 1 such that
‖u− P‖Y ≤ C‖∇
mu‖Lp,q;A
where
Y =

L
np
n−mp
,q;A, p = q = 1, α0 ≥ 0, α∞ ≤ 0 or
p ∈ (1, n
m
),
L∞,q;A−1, p = n
m
, α0 <
1
q′
, α∞ >
1
q′
,
L∞,1;[−1,α∞−1],[−1,0],[−1,0], p = n
m
, q = 1, α0 = 0, α∞ > 0,
Y1, p =
n
m
, q = 1, α0 < 0, α∞ = 0,
L∞, p = n
m
, q = 1, α0 ≥ 0, α∞ = 0,
Y2, p =
n
m
, q ∈ [1,∞), α0 >
1
q′
, α∞ >
1
q′
,
L
∞,q;[− 1
q
,α∞−1],[−1,0], p = n
m
, q ∈ (1,∞], α0 =
1
q′
, α∞ >
1
q′
,
L∞,∞;[0,α∞−1], p = n
m
, q =∞, α0 > 1, α∞ > 1,
where
‖f‖Y1 = ‖t
−1ℓα0−1(t)f∗(t)‖L1(0,1),
‖f‖Y2 = ‖f‖L∞ + ‖t
− 1
q ℓα∞−1(t)f∗(t)‖Lq(1,∞).
Moreover, these polynomials P are unique in all the cases above except for the case p = n
m
,
q = 1, and α∞ = 0.
Remark 5.2. In particular, it follows from the theorem above that if |∇u| ∈ Ln,1(Rn), then
u is bounded on Rn (more precisely, its continuous representative is). If m ≥ 2 and |∇mu| ∈
L
n
m
,1(Rn), then u need not be bounded on the entire space (consider, for example, u(x) = x),
but it differs from a polynomial of order at most m−1 by a bounded function on Rn. However, if
|∇mu| ∈ L
n
m
,1(Rn) (m ≥ 2) and u has “some decay at infinity”, that is, |{x ∈ Rn : |u(x)| > λ}| <
∞ for each λ > 0, it follows again that u is not only continuous but also bounded on the entire
space.
Important examples of Orlicz spaces, frequently appearing in applications, are so-called Zyg-
mund classes Lp (logL)α ([45]) and their different variations. It is worth noting that even though
the more general variations of Zygmund classes contained in the following theorem are special
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instances of Lorentz-Zygmund spaces when p0 = p∞ ([34, Chapter 8]), which were considered
in the preceding theorem, and the Orlicz spaces LB from the following theorem are in general
“worse” (i.e. ‖ · ‖LB is a weaker norm than ‖ · ‖Y ) than the rearrangement-invariant spaces Y
from the preceding theorem corresponding to the same X = LA (see Remark 4.2), the impor-
tance of the following theorem stems from the fact that the spaces LB themselves are from the
narrower class of Orlicz spaces. The following theorem is a combination of Theorem 4.1 and [31,
Theorem 6.3]
Theorem 5.3. Let m ∈ N, m < n, and let p0 ∈ [1,
n
m
], p∞ ∈ [1,∞) and α0, α∞ ∈ R. Let A(t)
be a Young function that is equivalent to{
tp0ℓα0(t) near zero,
tp∞ℓα∞(t) near infinity.
Then there exists a constant C such that for each u ∈ V mLA(Rn) there exists a unique
polynomial P , which depends on u, of order at most m− 1 such that
‖u− P‖LB ≤ C‖∇
mu‖LA
where the Young function B(t) is equivalent to
t
np0
n−mp0 ℓ
nα0
n−mp0 (t), p0 = 1, α0 ≤ 0 or
p0 ∈ (1,
n
m
),
e−t
n
n−(1+α0)m , p0 =
n
m
, α0 >
n−m
m
,
near zero and to 
t
np∞
n−mp∞ ℓ
nα∞
n−mp∞ (t), p∞ = 1, α∞ ≥ 0 or
p∞ ∈ (1,
n
m
),
et
n
n−(1+α∞)m , p∞ =
n
m
, α∞ <
n−m
m
,
ee
t
n
n−m
, p∞ =
n
m
, α∞ =
n−m
m
,
∞, p∞ =
n
m
, α∞ >
n−m
m
or
p∞ ∈ (
n
m
,∞),
near infinity.
In our last example we couple Theorem 3.1 with [31, Theorem 5.2] to obtain a specific version
of (3.1) when X is an Orlicz space LA. It turns out that we need to distinguish whether the
integral
(5.1)
∫ ∞( s
A(s)
) m
n−m
ds
converges or diverges. Assume that m < n and that A is a Young function satisfying (4.1). Let
a be the left-continuous derivative of A, that is, a and A are related as in (2.4). We define a
function Em by
(5.2) Em(t) =
∫ t
0
em(s) ds, t ≥ 0,
where em is the nondecreasing, left-continuous function in [0,∞) satisfying
e−1m (t) =
∫ ∞
a−1(t)
(∫ s
0
(
1
a(τ)
) m
n−m
dτ
)− n
m 1
a(s)
n
n−m
ds

m
m−n
for t ≥ 0.
Then Em is a finite-valued Young function satisfying (2.5) with p =
n
m
(see [12, Proposition 2.2]).
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Theorem 5.4. Let m ∈ N, m < n, and let A be a Young function satisfying (4.1). Then
there exists a constant C such that for each u ∈ V mLA(Rn) there exists a polynomial P , which
depends on u, of order at most m− 1 such that
‖u− P‖Y ≤ C‖∇
mu‖LA
where
Y =
{
L( n
m
, 1, Em) if the integral (5.1) diverges,
L( n
m
, 1, Em) ∩ L
∞ if the integral (5.1) converges.
The Young function Em is defined by (5.2).
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