Abstract. We develop a machinery which translates results on algebraic sums of sets of reals into the corresponding results on their cartesian product. Some consequences are:
Products in the Cantor space
The Cantor space C = {0, 1}
N is equipped with the product topology. For distinct x, y ∈ C, write N(x, y) = min{n : x(n) = y(n)}. Then the topology of C is generated by the following metric:
d(x, y) = 0 x = y 1 N (x,y)+1 otherwise (so that d(x, y) ≤ 1 for all x, y ∈ C). A canonical measure µ is defined on C by taking the product of the uniform probability measure on {0, 1}. Fix a natural number k, and consider the product space C k . Define the product metric d k on C k by d k ((x 0 , . . . , x k−1 ), (y 0 , . . . , y k−1 )) = max{d(x 0 , y 0 ), . . . , d(x k−1 , y k−1 )}.
Then d k generates the topology of C k . The measure on C k is the product measure µ × . . . × µ (k times).
C, with the operation ⊕ defined by (x ⊕ y)(n) = x(n) + y(n) mod 2 is a topological group, and therefore so is C k for all k.
Lemma 1. The function Ψ k : C k → C defined by Ψ k (x 0 , . . . , x k−1 )(mk + i) = x i (m)
for each m and each i < k, is a bi-Lipschitz measure preserving group isomorphism.
Proof. Clearly Ψ k is bijective. Assume that x = (x 0 , . . . , x k−1 ) and y = (y 0 , . . . , y k−1 ) are members of C k . Then for each m and each i < k,
, and Ψ k is a group isomorphism. Now, assume that x = (x 0 , . . . , x k−1 ) and y = (y 0 , . . . , y k−1 ) are distinct members of C k , and let i be such that d(
Similarly, for distinct x, y ∈ C, if N(x, y) = mk+i where i < k, then
To see that Ψ k is measure preserving, observe that the measure of a basic open set U in C is 2 −m , where m is the number of coordinates of U which are not equal to {0, 1}. Consequently, the same assertion is true for C k , where m is the sum of numbers of such coordinates within each of the k coordinates of C k . It remains to observe that this number m is invariant under Ψ k . Thus Ψ k preserves measures of basic open sets, and therefore of all measurable sets.
This allows us, in many cases, to restrict attention to subsets of C rather than talking about subsets of C k for arbitrary k.
Theorem 2. Assume that I, J , and K are subsets of k∈N P (C k ), and that K is closed under taking Lipschitz images. If for each
Proof. The mapping (x, y) → x⊕y is a Lipschitz mapping from X ×Y onto X ⊕Y .
The converse of Theorem 2 also holds, and in a much stronger form. For simplicity, we introduce the following notions.
(1) For each k, l, and X ∈ P ∩C k , if 0 is the zero element of C l , then X ×{0} ∈ P; and (2) For each k, l, X ∈ P ∩ C k , and a bi-Lipschitz measure preserving group isomorphism Φ :
We will say that P is 0-productive if we only require that (1) is satisfied, and isoproductive if we only require that (2) is satisfied.
As changing the order of coordinates is a bi-Lipschitz measure preserving group isomorphism, we have the following.
Lemma 4. Assume that P ⊆ k∈N P (C k ) is productive. Then for each k, l, and X ∈ P ∩ C k , if 0 is the zero element of C l , then {0} × X ∈ P.
Theorem 5. Assume that I, J , and K are subsets of k∈N P (C k ) such that I and J are productive, and K is iso-productive. If for each X ∈ I ∩ P (C) and
Almost all properties of special sets of reals which were considered in the literature are closed under taking bi-Lipschitz images and products with singletons, e.g., Hausdorff dimension, strong measure zero, and all properties in the special-sets version of the Cichoń diagram [9] as well as in the Scheepers diagram [6] (which include the Hurewicz property, the Gerlits-Nagy γ-property, and Rothberger's property) and its extensions [12, 13] ; see, e.g., [7, 11] for many more examples. The property of having measure zero is not closed under taking Lipschitz images: C ×{0} has measure zero in C 2 , but its Lipschitz image C does not. However this property is by definition closed under taking measure preserving images.
Assume
More generally, we will say that a subset X of C k is (I, J )-additive if for each I ∈ I ∩ C k , X ⊕ I ∈ J . Let I ⋆ and (I, J ) ⋆ denote the classes of all I-additive sets and (I, J )-additive sets, respectively.
Proof. Assume that X ∈ (I, J ) ⋆ ∩ P (C k ) and Φ : C k → C l is a bi-Lipschitz measure preserving group isomorphism. Then for each I ∈ I ∩ P (C l ), k has strong measure zero if for each sequence of positive reals {ǫ n } n∈N , there exists a cover {I n } n∈N of X such that diam(I n ) < ǫ n for all n. A set X ⊆ C k has Hausdorff dimension zero if for each positive reals ǫ, δ there exists a cover {I n } n∈N of X with n diam(I n ) δ < ǫ. Clearly strong measure zero implies Hausdorff dimension zero. A set X ⊆ C k has the Hurewicz property [5] if for each sequence {U n } n∈N of open covers of X there exist finite subsets F n ⊆ U n , n ∈ N, such that X ⊆ n m>n ∪F n . Let SMZ (respectively, H) denote the collections of sets having strong measure zero (respectively, sets having the Hurewicz property) in C, C 2 , C 3 , . . . . The γ-property is defined in [4] , where it is shown that it implies the Hurewicz property as well as strong measure zero. In [14] it is asked whether the product of a set with the γ-property and a set which has strong measure zero, has Hausdorff dimension zero. The following implies a positive answer for subspaces of (powers of) the Cantor space C.
Lemma 11 (Bartoszynski-Judah [1, Theorem 2.7.17]). A subset X of C is meageradditive if, and only if, for each increasing sequence {m n } n∈N there exist a sequence {l n } n∈N and y ∈ C such that for each x ∈ X and all but finitely many n,
for some k. (In this case we say that {l n } n∈N and y are appropriate for {m n } n∈N and X.)
We will prove the sufficient criterion of Lemma 8. Assume that X ∈ M ⋆ ∩ P (C), and letX = Ψ 2 [X × {0}]. We must show thatX ∈ M ⋆ . Let an increasing sequence {m n } n∈N be given. Choose an increasing sequence {m ′ n } n∈N of even numbers such that for all but finitely many n, there exists k such that m
Apply Lemma 11 to obtain {l n } n∈N and y which are appropriate for {m ′ n /2} n∈N and X. By the definition of Ψ 2 , we get that {2l n } n∈N and Ψ 2 (y, 0) are appropriate for {m ′ n } n∈N and Ψ 2 [X × {0}]. In particular, they are appropriate for {m n } n∈N and Ψ 2 [X × {0}]. This shows that M ⋆ is 0-productive. Using similar arguments, the fact that N ⋆ is 0-productive follows from the following.
Lemma 12 (Shelah [1, Theorem 2.7.18]).
A subset X of C is null-additive if, and only if, for every increasing sequence {m n } n∈N there exists a sequence {S n } n∈N such that each S n is a set of at most n functions from [m n , m n+1 ) to {0, 1}, and for each x ∈ X and all but finitely many n,
This finishes the proof of Theorem 10.
The literature contains numerous results on sums which can be translated this way into theorems about products.
The following is folklore but using the above ideas, we get a very simple proof for it.
Proposition 13 (folklore). For all k, a set X ⊆ C k has strong measure zero if, and only if, for each meager
Proof. Assume that X ⊆ C k has strong measure, and M ⊆ C k is meager. Then by the Galvin-Mycielski-Solovay Theorem [3] 
has strong measure zero, and therefore X has strong measure zero.
The following theorem extends Theorem 9 and gives another solution to the same questions.
Theorem 14. The product of a meager-additive set in C k and a strong measure zero set in C l has strong measure zero.
Proof. By Theorem 10, M ⋆ is productive. Recall that SMZ is productive too. By the Galvin-Mycielski-Solovay Theorem (Proposition 13 for k = 1), the conditions of Theorem 5 hold, and its consequence tells just what we are looking for.
To prove the dual result, we need the following lemma. For a set J denote J x = {y : (x, y) ∈ J} and J y = {x : (x, y) ∈ J}. Say that a family J which does not contain any C k as element is a Fubini family if, whenever J ∈ J ∩ C k+l , we have that
The most important examples for Fubiny families are M (Kuratowski-Ulam Theorem) and N (Fubini Theorem). To understand what we really prove, we will say that J is a weakly Fubini family if "∈ J " is replaced by " = C k " in (1). Clearly, if J is a Fubini family then it is a weakly Fubini family.
A
Lemma 15. Assume that J is a weakly Fubini family. Then the family of not Jcovering sets is 0-productive.
Proof. Assume that X ⊆ C k is not J -covering, 0 ∈ C l , and J ∈ J ∩P (C k+l ). As J is a weakly Fubini family, there exists y ∈ C l such that
A set X ⊆ C k is strongly meager if it is not N -covering. Using the same proof as in Theorem 14, we get the following.
Theorem 16. The product of a null-additive set in C k and a strongly meager set in C l is strongly meager.
It is folklore that a product of strong measure zero sets need not have strong measure zero (e.g., [7] ). Also, the product of strongly meager sets need not be strongly meager [10] .
Products in the Euclidean space
We first observe that as the mapping from R k × R k to R k defined by (x, y) → x + y is Lipschitz, Theorem 2 remains true in the Euclidean space R k .
Theorem 17. Assume that I, J , and K are subsets of k∈N P (R k ), and that K is closed under taking Lipschitz images. For each k, if for each
However, we are unable to prove Theorem 5 (in its current form) for the Euclidean space, despite the following fact.
Proposition 18. For each k, the group R k , + is isomorphic to R, + Proof. Both groups are vector spaces over the rationals Q with dimension continuum.
The problem is that R k , + and R, + are not isomorphic as topological groups. In fact, they are not even homeomorphic: R k remains connected after removing a point. We can, though, obtain similar results.
Definition 19. we will say that a collection P ⊆ k∈N P (R) is bi-0-productive if for each k, l, and X ∈ P ∩ C k , if 0 is the zero element of R l , then X × {0}, {0} × X ∈ P.
Theorem 20. Assume that I and J are bi-0-productive subsets of k∈N P (R k ) and K ⊆ k∈N P (R k ). If for each k and all X ∈ I ∩ P (R k ) and Y ∈ J ∩ P (R k ), X + Y ∈ K, then for each X ∈ I and Y ∈ J , X × Y, Y × X ∈ K.
Proof. Assume that X ∈ I ∩ P (R k ) and Y ∈ J ∩ P (R l ). Then
As in the case of the Cantor space, the literature contains numerous results on sums of subsets of R which can be translated into theorems about products by using the above theorems. However, this is less straightforward, as one should verify first that the additive results given in the literature for R actually hold in R k for all k.
