Abstract-In group testing, the goal is to identify a subset of defective items within a larger set of items based on tests whose outcomes indicate whether any defective item is present. This problem is relevant in areas such as medical testing, data science, communications, and many more. Motivated by physical considerations, we consider a sparsity-based constrained setting (Gandikota et al., 2019) , in which items are finitely divisible and thus may participate in at most γ tests (or alternatively, each test may contain at most ρ items). While information-theoretic limits and algorithms are known for the non-adaptive setting, relatively little is known in the adaptive setting. In this paper, we address this gap by providing an information-theoretic converse that holds even in the adaptive setting, as well as a near-optimal noiseless adaptive algorithm. In broad scaling regimes, our upper and lower bounds on the number of tests asymptotically match up to a factor of e.
I. INTRODUCTION
In the group testing problem, the goal is to identify a subset of defective items of size d within a larger set of items of size n based on a number T of tests. We consider the noiseless setting, in which we are guaranteed that the test procedure is perfectly reliable: We get a negative test outcome if all items in the test are non-defective, and a positive outcome outcome if at least one item in the test is defective. This problem is relevant in areas such as medical testing [1] , data science [2] , communication protocols [3] , and many more [4] .
One of the defining features of the group testing problem is the distinction between the non-adaptive and adaptive settings. In the non-adaptive setting, all tests must be designed prior to observing any outcomes, whereas in the adaptive testing, each test can be designed based on previous test outcomes.
A sparse group testing setting was recently proposed in [5] in which the tests are subject to one of two constraints: (a) items are finitely divisible and thus may participate in at most γ tests; or (b) tests are size-constrained and thus contain no more than ρ items per test. These constraints are motivated by physical considerations, where each item has a limitation on the number of samples (e.g., blood from a patient) it can be divided into, or the testing equipment has a limitation on the number of items (e.g., volume of blood a machine can hold). The focus in [5] was on non-adaptive testing, and the main goal of this paper is to handle the adaptive setting.
A. Related Work
In the standard group-testing setting, in the absence of testing constraints, T > (1 − )(d log( n d )) tests are necessary to identify all defectives with error probability at most [6] , [7] . Hence, the same is certainly true in the constrained setting.
The same goes for the strong converse, which improves the preceding bound to T > (1 − o(1))(d log( n d )) for any fixed ∈ (0, 1) [8] , [9] . A matching upper bound is known for all d ∈ o(n) in the unconstrained adaptive setting [10] , whereas matching this lower bound non-adaptively is only possible in certain sparser regimes [11] - [13] .
It is well known that if each test comprises of Θ( n d ) items, then Θ(d log n) tests suffice for group testing algorithms with asymptotically vanishing error probability [7] , [11] , [14] , [15] . Hence, the parameter regime of primary interest in the sizeconstrained setting is ρ ∈ o( n d ). By a similar argument, the parameter regime of primary interest in the finitely divisible setting is γ ∈ o(log( 
as n → ∞, which will be useful in our proofs. For the non-adaptive setting, Gandikota et al. [5] proved the following results for the γ-divisible setting.
Theorem 1. [5]
For any sufficiently large n, sufficiently small > 0, γ ∈ o(log n), and d ∈ Θ(n α ) for some positive constant α ∈ [0, 1), there exists a randomized design testing each item at most γ times that uses at most eγd( n ) 1/γ tests and ensures a reconstruction error of at most .
Theorem 2. [5]
For any sufficiently large n, sufficiently small > 0, γ ∈ o(log n), and d ∈ Θ(n α ) for some positive constant α ∈ [0, 1), any non-adaptive group testing algorithm that tests each item at most γ times and has a probability of error of at most requires at least γd(
For ρ-sized tests, the following achievability and converse results were also proved in [5] .
Theorem 3. [5]
For any sufficiently large n, sufficiently small
β (for some constant β ∈ [0, 1)), and d ∈ Θ(n α ) for some positive constant α ∈ [0, 1), there exists a randomized non-adaptive group testing design that includes at most ρ items per test, using at most 1+ζ (1−α)(1−β) n ρ tests and ensuring a reconstruction error of at most = n −ζ .
Theorem 4. [5]
For any sufficiently large n, sufficiently small > 0, ρ ∈ Θ ( n d ) β (for some constant β ∈ [0, 1)), and d ∈ Θ(n α ) for some positive constant α ∈ [0, 1), any nonadaptive group testing algorithm that includes at most ρ items per test and has a probability of error of at most requires at least We observe that for ρ-sized tests, both the lower and upper bounds have the same leading order term n ρ . Hence, there is little gap between the lower and upper bounds. However, for γ-divisible items, the lower bound contains ( n d )
(1−5 )/γ , while the upper bound contains ( n ) 1/γ . Hence, there is significant gap between the lower and upper bounds; we will see that the gap can be made much smaller in the adaptive setting.
B. Contributions
For γ-divisible items, we provide a converse bound that holds even in the adaptive setting. In addition, we provide a noiseless adaptive algorithm and study the number of tests for reliable recovery with zero error probability. We establish that our algorithm is near-optimal by showing that the upper and lower bounds match up to factor of e 1+o (1) . In the appendix, we provide a noiseless adaptive algorithm for ρ-sized tests and study the number of tests for reliable recovery.
II. PROBLEM SETUP
We consider a population of n items {1, 2, . . . , n}, among which a small subset D ⊂ {1, 2, . . . , n} of size d = |D| is defective. Here we assume that the set D of defective items is chosen uniformly at random among all sets of size d (also known as the combinatorial prior [4] ). 1 Formally, we represent the population by the binary vector x ∈ {0, 1} n with weight d, where one represents a defective item and zero represents a non-defective item. We focus on the sparse regime d ∈ o(n).
We wish to identify the defective items through a series of tests. At the i-th stage, we pick a subset (group) S i of the population, represented by a binary vector
n , where v ij = 1 denotes that item j is in the subset (group) for test i, and v ij = 0 otherwise. We then test the items in S i together and observe the test outcome y i = j∈D v ij (i.e., whether there exists at least one defective item in the subset). We seek to minimize the number T of tests. We allow the tests to be adaptive, and focus primarily on the γ-divisibility constraint described in the introduction.
Given the tests and their outcomes, the decoding algorithm outputs an estimate vector x ∈ {0, 1} n , representing an estimate of x. We seek to successfully identify x with a small probability of error. Concretely, we target the probability of error being bounded by some > 0:
where the probability is taken over the randomness of the set of defective items.
III. CONVERSE
We first prove a counting-based upper bound on the success probability P(suc) = 1 − P e , following similar proof techniques as [8] , with suitable refinements to account for the γ-divisibility constraint. Afterwards, we will use the bound on P(suc) to prove our main converse bound, providing a lower bound on T for attaining a given target error probability.
Theorem 5. Consider the case of n items with d defectives where each item can be tested at most γ times. Any algorithm (possibly adaptive) to recover the defective set D with T tests has success probability P(suc) satisfying
Proof. Given a population of n objects, we write Σ n,d for the collection of subsets of size d from the population.
We follow the steps of [8] as follows: The testing procedure defines a mapping θ : Σ n,d → {0, 1}
T . Given a putative defective set S ∈ Σ n,d , θ(S) is the vector of test outcomes, with positive tests represented as 1s and negative tests represented as 0s. For each vector y ∈ {0, 1}
T , we write A y ⊆ Σ n,d for the inverse image of y under θ,
The role of an algorithm that decodes the outcome of the tests is to mimic the effect of the inverse image map θ −1 . Given a test output y, the optimal decoding algorithm would use a lookup table to find the inverse image A y . If this inverse image A y = {S} has size |A y | = 1, we can be certain that the defective set was S. In general, if |A y | ≥ 1, we cannot do better than pick uniformly among A y , with success probability 1 |Ay| (We can ignore empty A y , since we are only concerned with vectors y that occur as a test output).
Hence, the conditional probability of success given D = S is 1 |A θ(S) | , depending only on θ(S). We can write the following expression for the success probability, conditioning over all the equiprobable values of the defective set:
where (a) uses the law of total probability and the uniform prior on D, and (b) uses the fact that at most γd test outcomes can be positive, even in the adaptive setting. This is because adding another defective always introduces at most γ additional positive tests.
We now use the result in (3) to prove the following converse.
Theorem 6. Fix ∈ (0, 1), and suppose that d ∈ o(n), γ ∈ o(log n), and γd → ∞ as n → ∞. Then any non-adaptive or adaptive group testing algorithm that tests each item at most γ times and has a probability of error of at most requires at least e −(1+o(1)) γd
Proof. From the counting bound in (2), we upper bound the sum of binomial coefficients [16, Section 4.7. ] to obtain
where h(·) is the binary entropy function in nats. From (12), we have e
where (a) uses a Taylor expansion and the fact that
) which is used to obtain the simplification. Rearranging (15), we obtain
which gives
where (a) follows from the fact that
The proof is completed by noting that for a fixed target success probability δ = 1 − , δ 1/(γd) → 1 as γd → ∞.
Since only affects the e o(1) term, asymptotically, the number of tests required remains unchanged for any nonzero target success probability. This is in analogy with the strong converse results of [8] , [9] .
Theorem 6 strengthens the previous information-theoretic lower bound in [5] for γ-divisible items (stating that T ≥ γd(
(1−5 )/γ ) by improving the dependence on , as well as extending its validity to the adaptive setting (whereas [5] used an approach based on Fano's inequality that is specific to the non-adaptive setting).
IV. ALGORITHM
We first consider the recovery of the defective set given knowledge of the size d of the defective set. Afterwards, we consider the estimation of d.
Algorithm 1
and the estimateD ← ∅ 2: Arbitrarily group the n items into n M groups of size M 3: Test each group and discard any that return negative 4: Label the remaining groups incrementally as G
Arbitrarily group all items in G Test each sub-group and discard any that return a negative outcome 9: Label the remaining sub-groups incrementally as G 
A. Recovering the Defective Set
Our algorithm for the case that d is known is described in Algorithm 1, where we assume for simplicity that (
2 Using Algorithm 1, we have the following theorem, which is proved throughout the remainder of the subsection.
Theorem 7.
For γ ∈ o(log n) and d ∈ o(n), the adaptive algorithm in Algorithm 1 tests each item at most γ times and uses at most γd(
1/γ (1 + o(1)) tests to recover the defective set exactly with zero error probability given knowledge of d.
Proof. Similar to Hwang's generalized binary splitting algorithm [10] , the idea behind the parameter M in Algorithm 1 is that when d becomes large, having large groups during the initial splitting stage is wasteful, as it results in each test having a high probability of being positive (not very informative). Hence, we want to find the appropriate group sizes that result in more informative tests to minimize the number of tests. Each stage (outermost for-loop in Algorithm 1) here refers to the process where all groups of the same sizes are split into smaller groups (e.g., see Figure 1 ). We let M be the group size at the initial splitting stage of the algorithm. The algorithm first tests n/M groups of size M each, 3 then steadily decrease the sizes of each group down the stages: Figure  1) . Hence, we have n/M groups in the initial splitting and M 1 γ−1 groups in all subsequent splits. With the above observations, we can derive an upper bound on the total number of tests needed. We have n/M tests in the 2 Note that we assume d ∈ o(n) and γ ∈ o(log( 
We optimize with respect to M by differentiating the upper bound and setting it to zero. This gives M = ( 
Comparisons: Referring to Theorem 1, the upper bound for the non-adaptive algorithm of [5] using a randomized test matrix design is T ≤ eγd( n ) 1/γ . The non-adaptive algorithm has a ( n ) 1/γ term in the upper bound, while our adaptive algorithm has a ( n d ) 1/γ term. Since is small but d is large, we see that our adaptive algorithm gives a significantly improved bound on the number of tests. Furthermore, the upper bound of our algorithm matches the information-theoretic lower bound in Theorem 6 up to a constant factor of e 1+o (1) . This proves that our algorithm is nearly optimal.
B. Estimating the Number of Defectives
Since each item can appear in at most γ tests, existing adaptive algorithms for estimating d that place items in Ω(log log d) tests [17] , [18] are not suitable when γ log log d, and may be wasteful of the budget γ even when γ log log d. To overcome this limitation, we introduce and evaluate two approaches to obtain a suitable input for d in Algorithm 1 given knowledge of an upper bound d max ≥ d. The first approach uses d max directly in Algorithm 1, while the second approach refines d max by deriving an estimate d that is passed to Algorithm 1. Note that we need d to be an overestimate for the proof of Theorem 7 to still apply (with d in place of d). 1/γ is an integer, we first consider using d max directly in Algorithm 1 (in place of d) to recover the defective set D.
Algorithm 2
Analysis: Referring to Algorithm 1, this changes our initialization of M , which becomes ( n dmax ) (γ−1)/γ . Substituting the updated value of M into (20), we obtain the following:
which simplifies to
2) Binning Method: We will show that the bound on T can be improved by forming a refined estimate of d using knowledge of d max , at the expense of having a non-zero (but asymptotically vanishing) probability of error.
Let β n be a given parameter, which we will assume tends to zero as n → ∞. We first run Algorithm 2 to obtain a new input d to Algorithm 1. We then run Algorithm 1 with modified inputs (described in the following) to recover the defective set D. Assuming that ( Analysis: We first show that the probability of a particular defective item colliding with any other defective item (i.e., falling in the same bin) tends to zero as n → ∞. Referring to step 2 in Algorithm 2, conditioning on a particular item being in a particular bin, we see that the probability of another particular item being in the same bin is at most 1/B. By the union bound, the probability of a particular defective item colliding with any of the other d − 1 defective items is at most d/B, which behaves as
Next, we show that with high probability as n → ∞, d overestimates d. From (24), we have
where #collisions refer to the number of items that are in the same bin as any of the other d − 1 items. By Markov's inequality, we have
which implies the following:
Since (#positive bins ≥ d − #collisions) always hold, we have
β n , which tends to 1 because β n → 0. Finally, we derive the new upper bound for T . After estimating d, we have used B = d max /β n number of tests and have a remaining budget of γ − 1 per item. We discard the bins (groups) that returned a negative outcome; instead of continuing with n items, we continue with less than or equal to (d × bin size) items. To simplify notation, our updated inputs (labeled with subscript "new") are
We can then run Algorithm 1 to recover the defective set. Substituting our updated inputs into (20) and using M = 
where we used
in (a). Comparisons: By using T within the derived upper bounds, the first approach recovers the defective set with zero error probability while the second approach recovers the defective set with a small error probability determined by the β n parameter. Referring to (23) Since we have assumed β n to be decaying, we briefly discuss conditions under which the requirement dmax n 1/γ β n is consistent with this assumption. While this lower bound on β n may not always vanish as n → ∞, it does so in broad scaling regimes, including the following: γ ∈ Θ((log n) c ) for some c ∈ [0, 1), and d max = d = Θ(n α ) for some α ∈ (0, 1). To see this, note that 
and that taking exp(·) on both sides gives the desired result. Hence, for β n in the appropriate range, when d max is close to d, using the upper bound directly in Algorithm 1 leads to a smaller T . On the other hand, when γd d max n, using the binning method before Algorithm 1 leads to a smaller T .
V. APPENDIX
Our adaptive algorithm under the ρ-sized test constraint is a modification of Hwang's generalized binary splitting algorithm [10] where we divide the n items into ρ ), most groups will not have a defective item. In the binary splitting stage of the algorithm, we can round the halves in either direction if they are not an integer. Hence, for each of the initial n ρ groups, we take at most log 2 ρ adaptive tests to find a defective item, or one test to confirm that there are no defective items. Therefore, for each of the initial n ρ groups, we need max{1, d i log 2 ρ + O(d i )} tests to find d i defective items. Summing across all n ρ groups, we need a total of T = n/ρ i=1 max{1, d i log 2 ρ + O(d i )} tests. This has the following upper bound:
(a)
where ( 
This upper bound is tight in the sense that attaining vanishing error probability trivially requires a fraction 1 − o(1) of the items to be tested at least once, which implies T ≥ n ρ (1−o(1)) by the ρ-sized test constraint.
