Abstract. Deodhar introduced his decomposition of partial flag varieties as a tool for understanding Kazhdan-Lusztig polynomials. The Deodhar decomposition of the Grassmannian is also useful in the context of soliton solutions to the KP equation, as shown by Kodama and the second author. Deodhar components R D of the Grassmannian are in bijection with certain tableaux D called Go-diagrams, and each component is isomorphic to (K * ) a × (K) b for some non-negative integers a and b.
There is a remarkable subset of the real Grassmannian Gr k,n (R) called its totally non-negative part (Gr k,n ) ≥0 [7, 9] , which may be defined as the subset of the real Grassmannian where all Plücker coordinates have the same sign. Postnikov showed that (Gr k,n ) ≥0 has a decomposition into positroid cells, which are indexed by certain tableaux called Γ -diagrams. He also gave explicit parameterizations of each cell. In particular, he showed that from each Γ -diagram one can produce a planar network, and that one can write down a parameterization of the corresponding cell using the weight matrix of that network. This parameterization shows that the cell is isomorphic to R d >0 for some d. Such a parameterization is convenient, because for example, one may read off formulas for Plücker coordinates from non-intersecting paths in the network, using the Lindstrom-Gessel-Viennot Lemma.
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A natural question is whether these network parameterizations for positroid cells can be extended from (Gr k,n ) ≥0 to the entire real Grassmannian Gr k,n (R). In this paper we give an affirmative answer to this question, by replacing the positroid cell decomposition with the Deodhar decomposition of the Grassmannian Gr k,n (K) (here K is an arbitrary field).
The components of the Deodhar decomposition are not in general cells, but nevertheless have a simple topology: by [2, 3] , each one is isomorphic to (K * ) a × (K) b . The relation of the Deodhar decomposition of Gr k,n (R) to Postnikov's cell decomposition of (Gr k,n ) ≥0 is as follows: the intersection of a Deodhar component R D ∼ = (R * ) a × (R) b with (Gr k,n ) ≥0 is precisely one positroid cell isomorphic to (R >0 ) a if b = 0, and is empty otherwise. In particular, when one intersects the Deodhar decomposition with (Gr k,n ) ≥0 , one obtains the positroid cell decomposition of (Gr k,n ) ≥0 . There is a related positroid stratification of the real Grassmannian, and each positroid stratum is a union of Deodhar components.
As for the combinatorics, components of the Deodhar decomposition are indexed by distinguished subexpressions [2, 3] , or equivalently, by certain tableaux called Go-diagrams [6] , which generalize Γ -diagrams. In this paper we associate a network to each Go-diagram, and write down a parameterization of the corresponding Deodhar component using the weight matrix of that network. Our construction generalizes Postnikov's, but our networks are no longer planar in general.
Our main results can be summed up as follows. See Theorems 3.16 and 7.8 and the constructions preceding them for complete details.
Theorem. Let K be an arbitrary field.
• Every point in Gr k,n (K) can be realized as the weight matrix of a unique network associated to a Go-diagram, and we can explicitly construct the corresponding network. The networks corresponding to points in the same Deodhar component have the same underlying graph, but different weights.
• Every Deodhar component may be characterized by the vanishing and nonvanishing of certain Plücker coordinates. Using this characterization, we can also explicitly construct the network associated to a point given either by a matrix repsresentative or by a list of Plücker coordinates.
To illustrate the main results, we provide a small example here. More complicated examples may be seen throughout the rest of the paper. The positroid stratum S I is the disjoint union of the two corresponding Deodhar components R D1 and R D2 , which can be characterized in terms of vanishing and nonvanishing of minors as:
+ + + +
R D1 = {A ∈ S I | ∆ 1,3 = 0} and R D2 = {A ∈ S I | ∆ 1,3 = 0}.
Note that if one lets the a i 's range over K * and lets c 4 range over K, then we see that R D1 ∼ = (K * ) 4 and R D2 ∼ = (K * ) 2 × K.
There are several applications of our construction. First, as a special case of our theorem, one may parameterize all k × n matrices using networks. Second, by applying the Lindstrom-Gessel-Viennot Lemma to a given network, one may write down explicit formulas for Plücker coordinates in terms of collections of non-intersecting paths in the network. Third, building upon work of [6] , we obtain (minimal) descriptions of Deodhar components in the Grassmannian, in terms of vanishing and nonvanishing of Plücker coordinates. It follows that each Deodhar component is a union of matroid strata.
Although less well known than the Schubert decomposition and matroid stratification, the Deodhar decomposition is very interesting in its own right. Deodhar's original motivation for introducing his decomposition was the desire to understand Kazhdan-Lusztig polynomials. In the flag variety, one may intersect two opposite Schubert cells, obtaining a Richardson variety, which Deodhar showed is a union of Deodhar components. Each Richardson variety R v,w (q) may be defined over a finite field K = F q , and in this case, the number of points determines the R-polynomials R v,w (q) = #(R v,w (F q )), introduced by Kazhdan and Lusztig [4] to give a recursive formula for the Kazhdan-Lusztig polynomials. Since each Deodhar component is isomorphic to (F * q ) a × (F q ) b for some a and b, if one understands the decomposition of a Richardson variety into Deodhar components, then in principle one may compute the R-polynonomials and hence Kazhdan-Lusztig polynomials.
Another reason for our interest in the Deodhar decomposition is its relation to soliton solutions of the KP equation. It is well-known that from each point A in the real Grassmannian, one may construct a soliton solution u A (x, y, t) of the KP equation. It was shown in recent work of Kodama and the second author [6] that when the time variable t tends to −∞, the combinatorics of the solution u A (x, y, t) depends precisely on which Deodhar component A lies in.
The outline of this paper is as follows. In Section 2, we give some background on the Grassmannian and its decompositions, including the Schubert decomposition, the positroid stratification, and the matroid stratification. In Section 3, we present our main construction: we explain how to construct a network from each diagram, then use that network to write down a parameterization of a subset of the Grassmannian that we call a network component. In Section 4 we define Deodhar's decomposition of the flag variety, and its projection to the Grassmannian. We also describe parameterizations of Deodhar components in the flag variety which are due to Marsh and Rietsch [8] . In Sections 5 and 6 we prove that after a rational transformation of variables, our network parameterizations coincide with the projections of the Marsh-Rietsch parameterizations. Finally in Section 7 we give a characterization of Deodhar components in terms of the vanishing and nonvanishing of certain Plücker coordinates.
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Background on the Grassmannian
The Grassmannian Gr k,n is the space of all k-dimensional subspaces of an n-dimensional vector space K n . In this paper we will usually let K be an arbitrary field, though we will often think of it as R or C. An element of Gr k,n can be viewed as a full-rank k × n matrix modulo left multiplication by nonsingular k × k matrices. In other words, two k × n matrices represent the same point in Gr k,n if and only if they can be obtained from each other by row operations. Let
[n] k be the set of all k-element subsets of [n] := {1, . . . , n}. For I ∈
[n] k , let ∆ I (A) be the Plücker coordinate, that is, the maximal minor of the k × n matrix A located in the column set I. The map A → (∆ I (A)), where I ranges over [n] k , induces the Plücker embedding Gr k,n ֒→ KP ( n k )−1 into projective space. We now describe several useful decompositions of the Grassmannian: the Schubert decomposition, the positroid stratification, and the matroid stratification. Note that the matroid stratification refines the positroid stratification, which refines the Schubert decomposition. The main subject of this paper is the Deodhar decomposition of the Grassmannian, which refines the positroid stratification, and is refined by the matroid stratification (as we prove in Corollary 7.9).
2.1. The Schubert decomposition of Gr k,n . Throughout this paper, we identify partitions with their Young diagrams. Recall that the partitions λ contained in a k × (n − k) rectangle are in bijection with k-element subset I ⊂ [n]. The boundary of the Young diagram of such a partition λ forms a lattice path from the upper-right corner to the lower-left corner of the rectangle. Let us label the n steps in this path by the numbers 1, . . . , n, and define I = I(λ) as the set of labels on the k vertical steps in the path. Conversely, we let λ(I) denote the partition corresponding to the subset I.
Definition 2.1. For each partition λ contained in a k × (n − k) rectangle, we define the Schubert cell Ω λ = {A ∈ Gr k,n | I(λ) is the lexicographically minimal subset such that ∆ I(λ) (A) = 0}.
As λ ranges over the partitions contained in a k ×(n−k) rectangle, this gives the Schubert decomposition of the Grassmannian Gr k,n , i.e.
We now define the shifted linear order < i (for i ∈ [n]) to be the total order on [n] defined by
One can then define cyclically shifted Schubert cells as follows.
Definition 2.2. For each partition λ contained in a k × (n − k) rectangle, and each i ∈ [n], we define the cyclically shifted Schubert cell
is the lexicographically minimal subset with respect to < i such that ∆ I(λ) = 0}. 2.2. The positroid stratification of Gr k,n . The positroid stratification of the Grassmannian Gr k,n is obtained by taking the simultaneous refinement of the n Schubert decompositions with respect to the n shifted linear orders < i . This stratification was first considered by Postnikov [9] , who showed that the strata are conveniently described in terms of Grassmann necklaces, as well as decorated permutations and Γ -diagrams. Postnikov coined the terminology positroid because the intersection of the positroid stratification of the real Grassmannian with the totally non-negative part of the Grassmannian (Gr k,n ) ≥0 gives a cell decomposition of (Gr k,n ) ≥0 (whose cells are called positroid cells). In particular, we have |I 1 | = · · · = |I n |, which is equal to some k ∈ [n]. We then say that I is a Grassmann necklace of type (k, n). The positroid stratification of Gr k,n is defined as follows. Definition 2.6. Let I = (I 1 , . . . , I n ) be a Grassmann necklace of type (k, n). The positroid stratum S I is defined to be
Equivalently, each positroid stratum is an intersection of n cyclically shifted Schubert cells, that is,
Grassmann necklaces are in bijection with tableaux called Γ -diagrams.
is a partition λ contained in a k × (n − k) rectangle together with a filling D : λ → {0, +} of its boxes which has the Γ -property: there is no 0 which has a + above it and a + to its left.
1 (Here, "above" means above and in the same column, and "to its left" means to the left and in the same row.)
In Figure 2 we give an example of a Γ -diagram.
2.3. The matroid stratification of Gr k,n . Given an element A ∈ Gr k,n , there is an associated matroid M A whose bases are the k-subsets I ⊂ [n] such that ∆ I (A) = 0. This gives a stratification of Gr k,n called the matroid stratification, or Gelfand-Serganova stratification.
Remark 2.10. Clearly the matroid stratification refines the positroid stratification, which in turn refines the Schubert decomposition.
The main result: network parameterizations from Go-diagrams
In this section we define certain tableaux called Go-diagrams, then explain how to parameterize the Grassmannian using networks associated to Go-diagrams. First we will define more general tableaux called diagrams.
Diagrams and networks.
Definition 3.1. Let λ be a partition contained in a k × (n − k) rectangle. A diagram in λ is an arbitrary filling of the boxes of λ with pluses +, black stones ✈ , and white stones ❢ .
To each diagram D we associate a network N D as follows.
Definition 3.2. Let λ be a partition with ℓ boxes contained in a k × (n − k) rectangle, and let D be a diagram in λ. Label the boxes of λ from 1 to ℓ, starting from the rightmost box in the bottom row, then reading right to left across the bottom row, then right to left across the row above that, etc. The (weighted) network N D associated to D is a directed graph obtained as follows:
• Associate an internal vertex to each + and each ✈ ;
• After labeling the southeast border of the Young diagram with the numbers 1, 2, . . . , n (from northeast to southwest), associate a boundary vertex to each number; • From each internal vertex, draw an edge right to the nearest +-vertex or boundary vertex;
• From each internal vertex, draw an edge down to the nearest +-vertex or boundary vertex;
• Direct all edges left and down. After doing so, k of the boundary vertices become sources and the remaining n − k boundary vertices become sinks.
• If e is a horizontal edge whose left vertex is a +-vertex (respectively a ✈ -vertex) in box b, assign e the weight a b (respectively c b ). We think of a b and c b as indeterminates, but later they will be elements of K * and K respectively.
• If e is a vertical edge, assign e the weight 1.
Note that in general such a directed graph is not planar, as two edges may cross over each other without meeting at a vertex. See Figure 3 for an example of a diagram and its associated network. We now explain how to associate a weight matrix to such a network.
denote the sources. If P is a directed path in the network, let w(P ) denote the product of all weights along P .
If P is the empty path which starts and ends at the same boundary vertex, we let w(P ) = 1. If r is a source and s is any boundary vertex, define
where the sum is over all paths P from r to s. The sign is chosen (uniquely) so that
is the k × (n − k) weight matrix. We make the convention that the rows of W D are indexed by the sources i 1 , . . . , i k from top to bottom, and its columns are indexed by 1, 2, . . . , n from left to right. An equivalent way to define the sign of W rs is to let q = |{s + 1, s + 2, . . . , t − 1} ∩ I|, i.e. the number of sources which are strictly between s and t. Then the sign of W rs is (−1) q .
Example 3.4. The weight matrix associated to the network in Figure 3 is     1 a 9 0 0 a 9 a 10 0 −a 9 a 10 (a 11 + c 7 ) −a 9 a 10 (a 11 a 12 + a 11
Distinguished expressions.
We now review the notion of distinguished subexpressions, as in [2] and [8] . This definition will be essential for defining Go-diagrams. We assume the reader is familiar with the (strong) Bruhat order < on W = S n , and the basics of reduced expressions, as in [1] . Let w := s i1 . . . s im be a reduced expression for w ∈ W . A subexpression v of w is a word obtained from the reduced expression w by replacing some of the factors with 1. For example, consider a reduced expression in S 4 , say s 3 s 2 s 1 s 3 s 2 s 3 . Then s 3 s 2 1 s 3 s 2 1 is a subexpression of s 3 s 2 s 1 s 3 s 2 s 3 . Given a subexpression v, we set v (k) to be the product of the leftmost k factors of v, if k ≥ 1, and v (0) = 1.
In other words, if right multiplication by s ij decreases the length of v (j−1) , then in a distinguished subexpression we must have
Definition 3.7 (Positive distinguished subexpressions). We call a subexpression v of w a positive distinguished subexpression (or a PDS for short) if
In other words, it is distinguished and non-decreasing.
Lemma 3.8. [8] Given v ≤ w and a reduced expression w for w, there is a unique PDS v + for v in w. Figure 4 . The labeling of a the boxes of a partition by simple generators s i , and two reading orders.
3.3. Go-diagrams. In this section we explain how to index distinguished subexpressions by certain tableaux called Go-diagrams, which were introduced in [6] . Go-diagrams are fillings of Young diagrams by pluses +, black stones ✈ , and white stones ❢ .
2
Fix k and n.
denote the set of minimal-length coset representatives of W/W k . Recall that a descent of a permutation π is a position j such that π(j) > π(j + 1). Then W k is the subset of permutations of S n which have at most one descent; and that descent must be in position n − k.
It is well-known that elements w of W k can be identified with partitions λ w contained in a k × (n − k) rectangle: if w = (w 1 , . . . , w n ) ∈ W k then {w n−k+1 , w n−k+2 , . . . , w n } is a subset of size k, which gives rise to a partition, as described at the beginning of Section 2.1. We refer to this partition as λ w .
Moreover, it follows from [11] and [10] that the reduced expressions of w ∈ W k correspond to certain reading orders of the boxes of the partition λ w . Specifically, let Definition 3.9. [6, Section 4] Fix k and n. Let w ∈ W k , let w be a reduced expression for w, and let v be a distinguished subexpression of w. Then w and w determine a partition λ w contained in a k × (n − k) rectangle together with a reading order of its boxes. The Go-diagram associated to v and w is a filling of λ w with pluses and black and white stones, such that: for each k ∈ J
• v we place a white stone in the corresponding box; for each k ∈ J
• v we place a black stone in the corresponding box of λ w ; and for each k ∈ J + v we place a plus in the corresponding box of λ w . Remark 3.10. By [6, Section 4], whether or not a filling of a partition λ w is a Go-diagram does not depend on the choice of reading order of the boxes of λ w . Definition 3.11. We define the standard reading order of the boxes of a partition to be the reading order which starts at the rightmost box in the bottom row, then reads right to left across the bottom row, then right to left across the row above that, then right to left across the row above that, etc. This reading order is illustrated at the right of the figure below.
By default, we will use the standard reading order in this paper.
Example 3.12. Let k = 3 and n = 7, and let λ = (4, 3, 1). The standard reading order is shown at the right of the figure below. Note that the following diagram of shape λ is not a Go-diagram. It corresponds to the word 11s 4 1s 1 s 2 11, which is not distinguished. + + ✐ ✐ + ✐ + + Remark 3.13. The Go-diagrams associated to PDS's are in bijection with Γ -diagrams, see [6, Section 4] . Note that the Go-diagram associated to a PDS contains only pluses and white stones. This is precisely a Γ -diagram.
If we choose a reading order of λ w , then we will also associate to a Go-diagram of shape λ w a labeled Go-diagram, as defined below. Equivalently, a labeled Go-diagram is associated to a pair (v, w).
Definition 3.14. [6, Definition 4 .15] Given a reading order of λ w and a Go-diagram of shape λ w , we obtain a labeled Go-diagram by replacing each ❣ with a 1, replacing each box b containing a ✇ with a −1 and an m i , and replacing each box b containing a + by a p i , where the subscript i corresponds to the label of b inherited from the reading order.
The labeled Go-diagrams corresponding to the examples above using the standard reading order are:
The main result. To state the main result, we now consider Go-diagrams (not arbitrary diagrams), the corresponding networks (Go-networks), and the corresponding weight matrices.
We define a subset R D of the Grassmannian Gr k,n by letting each variable a i of the weight matrix (Definition 3.3) range over all nonzero elements K * , and letting each variable c i of the weight matrix range over all elements K. We call R D the network component associated to D.
Furthermore, Gr k,n is the disjoint union of the network components R D , as D ranges over all Go-diagrams contained in a k × (n − k) rectangle. In other words, each point in the Grassmannian Gr k,n can be represented uniquely by a weighted network associated to a Go-diagram.
A more refined version of Theorem 3.16 is given in Corollary 6.9.
Corollary 3.17. Every matrix can be represented by a unique weighted network associated to a Godiagram.
Proof. Suppose M = (m i,j ) is a k × (n − k) matrix. Let A(M ) = (a i,j ) be the full rank k × n matrix with an identity submatrix in the first k columns and the remaining columns given by a i,j+k = (−1) i+1 m n+1−i,j . Then A(M ) represents an element in the Grassmannian Gr k,n , so Theorem 3.16 applies. Moreoever, the minors of M are in bijection with the k × k minors of A(M ), so if A(M ) is represented by the network N , we see that m i,j enumerates paths from the boundary source i to the boundary vertex j in N .
We will prove Theorem 3.16 by showing that each network component R D from a Go-diagram coincides with a (projected) Deodhar component P v,w in the Grassmannian. (Therefore we may refer to each R D as a Deodhar component.) More specifically, such Deodhar components have parameterizations due to Marsh and Rietsch [8] , and we will show that after an invertible transformation of variables, our network parameterizations coincide with theirs.
The Deodhar decomposition of the Grassmannian
In this section we review Deodhar's decomposition of the flag variety G/B [2] , and the parameterizations of the components due to Marsh and Rietsch [8] . The Deodhar decomposition of the Grassmannian is obtained by projecting the Deodhar decomposition of G/B to the Grassmannian [3] .
4.1. The flag variety. Let K be a field, and let G denote the special linear group SL n = SL n (K). Fix a maximal torus T , and opposite Borel subgroups B + and B − , which consist of the diagonal, uppertriangular, and lower-triangular matrices, respectively. Let U + and U − be the unipotent radicals of B + and B − ; these are the subgroups of upper-triangular and lower-triangular matrices with 1's on the diagonals. For each 1 ≤ i ≤ n − 1 we have a homomorphism φ i : SL 2 → SL n such that We setẇ =ṡ i1ṡi2 . . .ṡ i ℓ . In our setting W is isomorphic to S n , the symmetric group on n letters, and s i is the transposition exchanging i and i + 1. We can identify the flag variety G/B with the variety B of Borel subgroups, via
We have two opposite Bruhat decompositions of B:
We define the intersection of opposite Bruhat cells
which is nonempty precisely when v ≤ w. The strata R v,w are often called Richardson varieties. 
There is an obvious map (K * ) 
The following result from [8] gives
between the subset G v,w of the group, and the Deodhar component R v,w in G/B.
Suppose that for each w ∈ W we choose a reduced expression w for w. Then it follows from [2] 
4.3.
Projections of Deodhar components to the Grassmannian. Following [6] , we now consider the projection of the Deodhar decomposition to the Grassmannian Gr k,n for k < n. Given w = (w(1), w(2), . . . , w(n)) ∈ W k , we let I(w) = {w(n − k + 1), w(n − k + 2), . . . , w(n)}. The map I gives a bijection between W k and k-element subsets of [n]. Let π k : G/B → Gr k,n be the projection from the flag variety to the Grassmannian; this is an isomorphism on each R v,w . For each w ∈ W k and v ≤ w, define P v,w = π k (R v,w ). Then by [7] we have a decomposition
For each reduced decomposition w for w ∈ W k , and each v ≺ w, we define P v,w = π k (R v,w ). Now if for each w ∈ W k we choose a reduced decomposition w, then we have
where in the first sum v ranges over all distinguished subexpressions for v in w, and in the second sum v ranges over all distinguished subexpressions of w. . g n,1 . . . . . . . . .
We call the resulting k × n matrix M = (M st ) the MR-matrix. To simplify the notation later, we will label its rows from top to bottom by i 1 , i 2 , . . . , i k , where {i 1 < · · · < i k } = I(w).
Remark 4.5. Recall from Section 3.3 that in the Grassmannian setting (i.e. W k = s 1 , s 2 , . . . ,ŝ n−k , . . . , s n−1 is a parabolic subgroup of W = S n ), the distinguished subexpressions of W k are in bijection with Godiagrams. Therefore each Go-diagram gives rise to an MR-matrix. 
Formulas for entries of the MR-matrices
In this section we consider arbitrary diagrams (not necessarily Go-diagrams) contained in a k×(n−k) rectangle and the corresponding MR-matrices, obtained by multiplying factorsṡ i , y i (p j ), x i (m j )ṡ −1 i as specified by the filling of the diagram, and then projecting the resulting n × n matrix to a k × n matrix. We will give formulas for the entries of the MR-matrices in terms of pseudopaths in the corresponding network. For the purpose of giving this formula, we will replace weights a i and c j on the edges of the network by weights p i and m j .
Recall that if D is a diagram, its network N D has three types of vertices: +-vertices, ① -vertices, and boundary vertices. A step on a network is an edge between two vertices. Let W denote a single step west, S denote a single step south, and E denote either a single step east, or an east-west combination step consisting of a step east, followed by a step west ending at a ① . Let A * indicate 0 or more instances of a step of type A. Definition 5.1. A pseudopath P on a network is a path on the (undirected version of the) network such that:
• it starts and ends at two different boundary vertices, or else is the empty path from a boundary vertex to itself; • it does not cross the same edge twice;
• its sequence of steps (for a nonempty path) has the form
In particular, a pseudopath may not take two consecutive steps south.
Definition 5.2. The weight w( P ) of a pseudopath P in a network is a Laurent monomial in p i 's and m j 's, which is obtained by multiplying the following terms:
pi for every step west along an edge weighted p i ; • p i for every step east along an edge weighted p i which is preceded by a step east; • m j for every step west along an edge weighted m j ;
b+w , where b (respectively w) is the number of black (resp. white) stones that the pseudopath skips over in the horizontal (resp. vertical) direction, when we superimpose the Godiagram onto the network. Definition 5.4. If M is an MR-matrix, we will let M denote the matrix obtained from M by rescaling rows so that the leftmost nonzero entry in each row is 1.
Definition 5.5. If D is a diagram contained in a k × (n − k) rectangle, then we let i 1 < i 2 < · · · < i k denote the labels of the sources in the corresponding network. If M and M are the corresponding k × n MR and rescaled MR-matrices associated to D, then we will index their rows by i 1 , . . . , i k from top to bottom, and their columns by 1, 2, . . . , n from left to right. Next we will give a formula for entries of MR-matrices, in terms of pseudopaths in modified networks. Figure 6 for the modified network associated to the network from Figure 5 .
Definition 5.9. A pseudopath P on a modified network is a path on the modified network which:
• starts at one of the boundary vertices labeled i ′ 1 , . . . , i ′ k , and ends at one of the boundary vertices labeled 1, 2, . . . , n;
• takes a sequence of steps which has the form (EE * S) * E * .
The arrows in Figure 6 indicate the allowed directions in which a path may travel. The weight of a pseudopath in a modified network is defined the same way as the weight of a pseudopath in a network (see Definition 5.2) . Note that since a pseudopath in a modified network does not contain steps west along edges weighted p i , its weight is a monomial (not a Laurent monomial). Proof. There is an obvious bijection between pseudopaths in a network starting at boundary vertex s, and pseudopaths in the corresponding modified network starting at boundary vertex s ′ . The weights of the corresponding pseudopaths are the same except for a factor of (−1) b p i , where b is the number of ① -vertices in row s of the network, and the p i 's range over all edge weights in row s.
On the other hand, Lemma 4.7 implies that the leftmost nonzero entry of row s of the MR-matrix M is precisely the quantity (−1) b p i above. Therefore Theorems 5.6 and 5.10 are equivalent. By Lemma 5.11, it suffices to prove just one of the two theorems. We will prove Theorem 5.10. Our strategy will be to interpret entries of the MR-matrix in terms of paths in a chip network, and then construct a weight-preserving bijection between these paths and between pseudopaths in the modified network.
Definition 5.12. A chip is one of the three configurations shown in Figure 7 . We call the three configurations y i (p)-or y i -chips, s i -chips, and x i (m)-or x i -chips, respectively. i . We associate a chip network C g to every such product g by concatenating the chips corresponding to the factors of g in the order given by the factorization.
Example 5.14. The chip network C g associated to the product g from (4.2) is shown in Figure 8 . 
Definition 5.15. A route Q in a chip network is a path in the network whose steps all travel east (or southeast or northeast for slanted edges). The weight w(Q) of such a route is the product of all weights on its edges. To each chip network C we associate a weight matrix x(C) = x ij where
and the sum is over all routes from the boundary vertex i at the west to the boundary vertex j at the east.
It is simple to verify the following result. Recall our convention from Section 4.1 that the rows of g are labeled from bottom to top, and the columns of g are labeled from right to left. which is encoded by D, and let M be the corresponding MR-matrix, whose rows are indexed from top to bottom by i 1 , . . . , i k . Recall that the projection from g to M switches rows and columns, and the columns labeled n − k + 1, n − k + 2, . . . , n in g become rows labeled i 1 , i 2 , . . . , i k in M . Therefore to prove Theorem 5.10, it suffices to prove that for all 1 ≤ t ≤ n and 1 ≤ s ≤ k we have
where the sum is over all pseudopaths P from i ′ s to t in the modified network. By Lemma 5.16, the matrix g coincides with the weight matrix x(C g ) = (x st ) of the chip network associated to g. Therefore by (5.1) it suffices to prove that for all 1 ≤ t ≤ n and 1 ≤ s ≤ k we have
where the sum is over all pseudopaths P from i ′ s to t in the modified network. Recall from Definition 5.15 that x ij = Q w(Q), where the sum is over all routes Q in the chip network from the boundary vertex i at the west to the boundary vertex j at the east. To prove (5.2), we will give a weight-preserving bijection between pseudopaths P in the modified network from i ′ s to t, and routes Q in the chip network from the boundary vertex t at the west to the boundary vertex s + (n − k) at the east. More specifically, given a pseudopath P , we will examine its sequence of steps from source to sink, and explain how to build the corresponding route Q in the chip network. As illustrated in Figure 9 , each step in a pseudopath corresponds to a portion of a route in a chip network. (Note that our bijection will build the route in the chip network from east to west, rather than west to east.)
Recall from Figure 4 that each modified network comes from a diagram, and that every box of a diagram is naturally associated with a simple generator s i . Therefore every internal vertex in a modified network is naturally associated with a simple generator s i for some i. We will call this the position of the vertex.
Let us consider the various kinds of steps in a pseudopath. Such steps naturally fall into one of the following categories (illustrated in Figure 9 ): 0. A single step east, which starts at a source, and ends at position s i . I. A single step east, which is preceded by a south step, and followed by an east or south step.
Such a step starts and ends at positions s i and s j (for i > j), and is labeled by some weight p. It may skip over some (positions corresponding to) white and black stones in the Go-diagram. II. An east-west combination step, which is preceded by a south step, and travels from position s i to s k to s j (where i > j > k). The two components of such a step are labeled by some weights p and m, and may skip over some white and black stones. III. A single step east, which is preceded by an east step, and followed by an east or south step.
Such a step starts and ends at positions s i and s j (for i > j), and is labeled by some weight p. It may skip over some white and black stones. IV. An east-west combination step, which is preceded by an east step, and travels from position s i to s k to s j (where i > j > k). The two components of such a step are labeled by some weights p and m, and may skip over some white and black stones. V. A south step, which starts and ends at positions s i and s j (for i < j). Such a step may skip over some white and black stones.
The above steps in a pseudopath correspond to the following portion of a route in a chip network: It is a straightforward exercise to verify that this map is a bijection between pseudopaths P from i ′ s to t in the modified network, and routes Q between the t vertex at the west and the s + (n − k) vertex
. . . Figure 9 . Steps in pseudopaths and their corresponding fragments of the chip network.
at the east in the chip network. Moreover, the weights of P and Q are equal. See Figure 10 for example of entire pseudopaths and routes. Figure 10 . Pseudopaths in the modified network and their corresponding routes in the chip network.
Proof of the main result
Let D be a diagram which contains t pluses and u black stones. In Section 6.1 we will define an isomorphism Figure 11 .) Let R + r (resp. R + ℓ ) be the set of boxes in R r (resp. R ℓ ) containing a +. Let R = R r ∪ R ℓ ∪ R t and let R
• be the set of boxes in R containing a ① . If b 0 contains a +, then define Ψ(a b0 ) = (−1)
And if b 0 contains a ① , then define Ψ(c b0 ) = m b0 (−1)
We also extend the definition of Ψ to all polynomials in the a b 's and c b 's by requiring it to be a ring homomorphism. Figure 11 . The definition of b 0 , b 1 , R t , R ℓ , and R r . . From Definition 6.1, one may easily deduce a formula for Ψ(w(P )), where P is a path in N D . We will state this formula in terms of the Go-diagram. Note that one may identify a path P in N D with a connected sequence P of boxes in the Go-diagram, where any two adjacent boxes must share a side. We call a box b in P a corner box if the path P turns from west to south, or from south to west, at the vertex associated to b. (Such a box b in D must contain a + or ① .) Proposition 6.4. Let P be a path in the network N D , which we identify with a sequence P of boxes in the Go-diagram D. Among the boxes in P, let B 1 denote the subset containing a +; let B 2 denote the subset containing a ① which are corner boxes of P; and let B 3 denote the subset containing a ① which are not corner boxes of P. Then
Proof. We leave this as an exercise for the reader. It is a simple consequence of Definition 6.1.
Example 6.5. Let P 1 and P 2 be the paths shown in Figure 12 . Then Ψ(w(P 1 )) = Ψ(a 9 a 10 a 11 c 5 ) = −m5 p2p4p9p10p11 and Ψ(w(P 2 )) = Ψ(a 9 a 10 c 5 c 7 ) = m5m7 p2p4p6p9p10 . 6.2. Applying row operations to the rescaled MR-matrix. Proof. To prove Theorem 6.6, we start by considering the rescaled MR-matrix M . Its rows are indexed by the set i 1 , . . . , i k , the set of sources of the network N D , and the leftmost nonzero entry in every row is a 1. Moreover, by Lemma 4.7, the 1 in row i ℓ is located in column i ℓ . The entries of the reduced row echelon matrix L obtained from M are given by the formula
where the sum ranges over all nonempty subsets {j 1 , . . . , j r } ⊂ {i 1 , . . . , i k } of sources of the network between s and t. By Theorem 5.6, the entry M st equals P w( P ), where the sum is over all pseudopaths in the network N D from the source s to the boundary vertex t. Therefore the right-hand side of (6.2) can be interpreted as a generating function for all concatenations of pseudopaths, where the first pseudopath starts at s, and the last pseudopath ends at t. Let us identify a pseudopath with its collection of directed edges. Given a set of pseudopaths on N D , we define its signed union to be the union of directed edges that one obtains by taking the multiset of all directed edges in the pseudopaths, and then cancelling pairs which traverse the same edge but in opposite directions. We define the weight of a set of pseudopaths to be the product of the weights of each pseudopath in the set.
Our goal is to show that after cancellation, the only terms which survive on the right-hand side of (6.2) correspond to concatenations of pseudopaths whose signed union forms a directed path (and not merely a pseudopath) from s to t in N D . This will allow us to relate (6.2) to W st , which is defined as a sum over all paths from s to t in N D . Definition 6.7. A U-turn pseudopath in a network is a pseudopath whose sequence of steps has the form (W W * S)E * .
First note that any path P in a network N D has a unique decomposition as a signed union of U-turn pseudopaths. Moreover, the products of the weights of the pseudopaths is precisely the quantity on the right-hand side of (6.1). See Figure 13 for an example of the decomposition into U-turn pseudopaths.
This observation on the decomposition of paths may be generalized to pseudopaths. Consider a pseudopath P which is not a path, and turns from south to east precisely q times (for q ≥ 1). Then for each 0 ≤ r ≤ q, there are q r decompositions of P as a signed union of r pseudopaths. Moreover, each set of pseudopaths forming a decomposition of P has the same weight. See Figure 14 for an example of all decompositions of a pseudopath as a signed union of pseudopaths. It is easy to check that each decomposition has the same weight. Note that since all decompositions of a pseudopath have the same weight, and because
the net contribution of the corresponding concatenations of pseudopaths in (6.2) is 0. More generally, a term on the right-hand side of (6.2) corresponds to a concatenation of pseudopaths (whose signed union may not be a pseudopath). However, just as before, one may decompose the signed union P in 2 q ways, where q is the number of times that P turns from south to east. And again, for q ≥ 1, the net contribution of the corresponding concatenations of pseudopaths in (6.2) is 0. Therefore when one interprets the right-hand side of (6.2) as a sum over concatenations of pseudopaths, the only terms that are not cancelled are the terms corresponding to concatenations of pseudopaths whose signed union is a directed path.
Example 6.8. In Figure 15 , the left and middle diagrams show a pseudopath from 1 to 5, and a concatenation of two pseudopaths from 1 to 5, whose weights cancel each other. The right diagram shows a path from 1 to 5, written as a signed union of two pseudopaths, which will not be cancelled by any other term.
It is a simple exercise to verify that the absolute value of the weight of such a concatenation is precisely the absolute value of the right-hand side of (6.1). We also need to verify that the signs agree. Once we do this, then since W st is the sum of all weights of paths in N D from s to t, Ψ(W st ) equals the corresponding term in the expression for L st in (6.2), so the proof is done.
We now check that the signs agree. More specifically, consider a concatenation of (r + 1) pseudopaths whose signed union is a directed path P . Using Definition 5.2, the total sign associated to the concatenation of pseudopaths from (6.2) is (−1) r+b+w , where b (respectively w) is the number of black (resp. white) stones that P skips over in the horizontal (resp. vertical) direction. (Note that for the purpose of computing b and w, we can count stones skipped by P here, as opposed to the set of pseudopaths whose signed union is P .) Meanwhile, using Definition 3.3 and Proposition 6.4, the total sign associated to the directed path P in the expression Ψ(W st ) is (−1) q+|B3| , where q is the number of sources in the network which are strictly between s and t, and |B 3 | is the number of non-corner black stones in the boxes of the Go-diagram which P traces out. We need to show that (−1) r+b+w = (−1) q+|B3| . Note that |B 3 | is the number of black stones skipped either vertically or horizontally by P . Let b v (resp. w v ) denote the number of black stones (resp. white stones) skipped vertically by P . Similarly, let b h (resp. w h ) denote the number of black stones (resp. white stones) skipped horizontally by P . With this notation, we need to show that (−1)
bv+q . To prove this, we will show that q − r = w v + b v . Note that q − r is the number of sources strictly between s and t which are not sources of any pseudopath in the pseudopath decomposition of P , i.e. which are not in the set {j 1 , . . . , j r } from (6.2). Recall that the pseudopath decomposition of P is a U-turn pseudopath decomposition; therefore, a source between s and t lies in {j 1 , . . . , j r } if and only if P has a vertical edge ending at a + in this row. Otherwise P skips a black or white stone in this row. This proves that q − r = w v + b v , and hence completes the proof of Theorem 6.6.
We have now shown that after an invertible transformation of the parameters, our network parameterization of R D coincides with the corresponding MR-parameterization of the projected Deodhar component P v,w . Combining this result with Proposition 4.3 yields Theorem 3.16.
Our proof yields the following statement. For any box b, note that it is always possible to choose a reading order of λ = λ w which orders all the boxes of λ out after those of λ in . We can then adjust w accordingly; this does not affect whether the corresponding expression v is distinguished. Having chosen such a reading order, we can then write w = w in w out and v = v in v out . We then use g in and g out to denote the corresponding factors of g ∈ G v,w . We define J Example 7.6. We continue Example 7.4. By Theorem 7.1, I = w{5, 6, 7} = {1, 2, 4} and I ′ = v{5, 6, 7} = {5, 6, 7}, and the lexicographically minimal and maximal nonzero Plücker coordinates for A are ∆ I (A) = p 3 p 4 p 6 p 9 p 10 and ∆ I ′ (A) = 1; this can be verified for the matrix A above.
We now verify Theorem 7.5 for the box b labeled 5 in the reading order. Then I b = v in (w in ) −1 I = {1, 4, 6}. Theorem 7.5 says that ∆ I b (A) = 0, since this box contains a white stone. The analogous computations for the boxes labeled 7, 6, 4, 3, 2, 1, respectively, yield ∆ 1,5,7 = −p 9 p 10 , ∆ 1,2,7 = p 3 p 4 p 9 p 10 , ∆ 1,4,5 = p 6 p 9 p 10 , ∆ 1,3,4 = p 4 p 6 p 9 p 10 , ∆ 1,2,4 = p 3 p 4 p 6 p 9 p 10 , and ∆ 1,2,4 = p 3 p 4 p 6 p 9 p 10 . These can be checked for the matrix A above. Proof. Suppose that A lies in the Deodhar component R D . Then by Theorem 7.1, conditions (3) and (4) hold. And by Theorem 7.5, conditions (1) and (2) hold. Now suppose that A ∈ Gr k,n , and conditions (1)- (4) hold. We want to show that A ∈ R D . Since the Deodhar components partition Gr k,n , it suffices to show that A cannot lie in R D ′ for any other Go-diagram D ′ . For the sake of contradiction, assume that A ∈ R D ′ . Then by conditions (3) and (4) 
