We briefly outline the technical details of the Parallel Tempering (PT) simulations and subsequent analysis performed on the randomly generated instances. The reader is referred to Ref. [1] for further details.
Spin-overlap analysis
Here, we briefly extend the analysis of the energy landscapes of thermally-hard problems, initiated in Fig. 2 of the main text. To do so, we make use of the notion of 'spin-overlap', which plays a major role in any spin glass investigation (see, e.g., Ref. [4] ). The spin overlap q between two N -spin configurations {s a i } and {s b i } is defined as
where N a,b is the Hamming distance between the two configurations, i.e., the number of spins by which the two configurations differ . For two identical configurations we get N a,b = 0 and q = 1 while for two configurations differing by a global spin flip (i.e., s a i = −s b i for all i) we have N a,b = N and q = −1. Since the instances we study all have h i = 0, their Hamiltonians possess a global bit-flip symmetry. For any configuration {s a i }, its spin-reversed configuration {s b i } = −{s a i } has the same energy. We have therefore chosen to consider the more informative measure of the absolute value of the overlap, |q|. In this case, the maximum meaningful Hamming distance between any two configurations is N/2.
We utilized spin overlaps to investigate the energy landscapes of the various instances in the following way. During the PT simulations, 12000 spin configurations of each instance were stored on disk, corresponding to 100 evenly spaced check-points in Monte Carlo time where every check-point contains 4×30 = 120 configurations. Of those, ground-state (GS) configurations 4 and minimally-excited (ES) states were picked out for further analysis. Our analysis consisted of examining the probability distributions of overlaps between (i) randomly chosen GS configurations and randomly chosen ES configurations [GS-ES, solid blue curves in Fig. 1 of Extended Data (ED)] and (ii) pairs of randomly chosen GS configurations (GS-GS, dashed red curves in ED- Fig. 1 ). Two extremal cases were encountered. For easy instances (ED- Fig. 1-top) , the probability density for GS-GS overlaps is very similar to the probability density for GS-ES overlaps. This is expected in cases where ES states are trivially connected to GS states via one spinflip. Conversely, for hard instances (ED- Fig. 1-bottom) , the probability densities for GS-GS overlaps and for GS-ES overlaps differ significantly, indicating that the vast majority of the ES states encountered during the simulations are not trivially connected to typical GS configurations but are rather very distant from them.
The top and bottom panels of ED- Fig. 1 describe only two representative instances, however the above depiction was also found to be valid in the general case, as is confirmed by calculation of the typical |q| for all the instances in each of the hardness groups. 5 As the inset of ED- Fig. 1 shows, the harder instances are, the further away minimally excited states are from ground states.
THE D-WAVE TWO CHIP

The Chimera
The Chimera graph of the D-Wave Two (DW2) chip used in this study is shown in ED- Fig. 2 . The chip is an 8 × 8 array of unit cells where each unit cell is a balanced K 4,4 bipartite graph of superconducting flux qubits. In the ideal Chimera graph the degree of each (internal) vertex is 6. On our chip, only a subset of 476 qubits, is functional. The temperature of the device ∼ 15mK.
The chip is designed to solve a very specific type of problems, namely, Ising-type optimization problems where the cost function is that of the Ising Hamiltonian [see Eq. (1) of the main text]. The Ising spins, s i = ±1 are the variables to be optimized over and the sets {J ij } and {h i } are the programmable parameters of the cost function. In addition, ij denotes a sum over all active edges of the Chimera graph.
The D-Wave Two annealing schedule
The DW2 performs the annealing by implementing the time-dependent Hamiltonian
with t ∈ [0, t a ] where the allowed range of annealing times t a , due to engineering restrictions, is between 20µs and 20ms. The annealing schedules A(t) and B(t) used in the device are shown in ED- Fig. 3 . There are four annealing lines, and their synchronization becomes harder for faster annealers. The filtering of the input control lines introduces some additional distortion in the annealing control.
Gauge averaging on the D-Wave device
Calibration inaccuracies stemming mainly from the digital to analog conversions of the problem parameters, cause the couplings J ij and h i realized on the DW2 chip to be slightly different from the intended programmed values (with a typical ∼ 5% variation). Therefore, instances encoded on the device will be generally different from the intended instances. Additionally, other, more systematic biases exist which cause spins to prefer one orientation over another regardless of the encoded parameters. To neutralize these effects, it is advantageous to perform multiple annealing rounds (or 'programming cycles') on the device, where each such cycle corresponds to a different encoding or 'gauge' of the same problem instance onto the couplers of the device [7] . To realize these different encodings, we use a gauge freedom in realizing the Ising spin glass: for each qubit we can freely define which of the two qubits states corresponds to s i = +1 and s i = −1. More formally this corresponds to a gauge transformation that changes spins s i → η i s i , with η i = ±1 and the couplings as J ij → η i η j J ij and h i → η i h i . The simulations are invariant under such a gauge transformation, but due to calibration errors which break the gauge symmetry, the results returned by the DW2 are not.
Performance of the DW2 chip as a function of annealing time
Since the DW2 chip is a putative quantum annealer, it is only natural to ask how its performance, namely, the typical time-to-solution t s it yields, depends on annealing time t a . Ideally, the longer t a is, the better the performance we expect [8] . However, in practice, decohering interactions with the environment are present which become more pronounced with longer running times of the annealing process. It is therefore plausible to assume that there is an optimal t a for which t s is shortest [7] .
Analysis of the dependence of success probabilities, or equivalently times to solution, on annealing time is found to be heavily blurred, or masked, by fluctuations in the success probability between different programming cycles. These fluctuations, which become more pronounced for harder instances, stem from the noisy encoding of the instance parameters already discussed above. Any meaningful analysis of the dependence of success probability on annealing time must therefore successfully average out these effects therefore requires many rounds of anneals. Unfortunately (see data acquisition in Methods) the number of annealing attempts X for a given DW2 programming cycle is proportional to 1/t a , ranging from X ta=20µs = 49500, to X ta=20ms = 49 . As a consequence, the minimal success probability that can be measured from a t a = 20ms programming cycle is just p 20ms min = 1/49 ≈ 0.02. While this limitation is not serious for easy instances (i.e., those of the τ = 10 3 group), for hard instances a typical success probability p is much smaller than 0.02. This problem can be alleviated by running the DW2 chip on the same instance (and t a ) multiple number of times (with a different gauge for each cycle, but with t a held fixed), and then averaging the resulting p over programming cycles. In this way, the minimal success probability that can be measured is 1/(XN cycles ). For N cycles in the hundreds typically, typical numbers for the minimal measurable success probability were p 20µs min ≈ 6.5 × 10 −8 , p 200µs min ≈ 3.3 × 10 −6 , p 2ms min ≈ 4 × 10 −5 and p 20ms min ≈ 5.1 × 10 −4 .
However, we have found that the above minimal-probability thresholds are still too high for our hardest problems, τ ≥ 10 6 . To overcome this problem, we groups the success probabilities into annealing-time windows:
20µs ≤ t a 10 k < 60µs , and 60µs ≤ t a 10 k < 200µs , for k = 0, 1, 2.
(In the largest-time interval, k = 2 above, we also included the t a = 20ms data). At this point, the success probability needs to be averaged over the problem instances of a given τ -generation. Given the extreme problem-to-problem fluctuations, percentiles have been calculated. In ED- Fig. 4 -top we show the 50th percentile (i.e., the median) as a function of probability. Unfortunately, in spite of our efforts to increase the experimental sensitivity, the measured success probability yielded zero for more than a half of the instances with τ = 10 5 and τ = 10 6 . Hence, we show ED- Fig. 4 -bottom the results for the 80th percentile.
In all cases, we found that a power law description
is adequate, although the exponent θ depends significantly both on τ and on the percentile considered (see ED- Fig 5) . The trends are very clear. For easy instances, p barely depends on t a (yielding θ ≈ 0). In fact, the exponent θ increases with increasing τ , meaning that the harder the instance is, the more it typically benefits from increasing t a .
Recalling that time to solution is given by t s = t a /p ∼ t 1−θ a , we find that the exponent θ in Eq. (4) is less than 1 for all hardness groups, i.e., that the shorter the annealing time is, the shorter the time-to-solution becomes. Since however this trend can not hold all the way down to t a = 0, these results therefore imply that there exist for each group an optimal annealing time that is however below the shortest-accessible t a = 20µs. Furthermore, the increase of θ with hardness group can be interpreted as the harder the instances are, the longer the typical optimal annealing time is, consistently with what one would expect from a quantum annealer. It is important to note at this point that the highly-fluctuating success probability, stemming from programming errors, unfortunately does note allow for a more sensitive analysis and that more robust results could be obtained if the programing errors leading to J-chaos were to be reduced. Figure 1 : Probability distribution of the spin overlap |q| between ground states and minimally excited states (GS-ES, solid blue curves). For comparison, we also show the overlap between different ground states (GS-GS, dashed red curves). The distributions shown were computed for the same instances considered in Fig. 2 of main text, with mixing time generations τ ≈ 10 3 (top) and τ ≈ 10 6 (bottom). Inset: Dependence of the overlap between ground states and minimally excited states on τ . Typical median GS-ES overlap |q| averaged over each hardness group as a function of τ -generation (blue points, the lines are to guide the eye).The red points are GS-GS typical overlaps shown for comparison. 
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