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QUASISYMMETRICALLY CO-HOPFIAN
MENGER CURVES AND SIERPIN´SKI SPACES
HRANT HAKOBYAN
Abstract. A metric space X is quasisymmetrically co-Hopfian
if every quasisymmetric embedding of X into itself is onto. We
construct the first examples of metric spaces homeomorphic to the
universal Menger curve and higher dimensional Sierpin´ski spaces,
which are quasisymmetrically co-Hopfian. We also show that the
collection of quasisymmetric equivalence classes of spaces homeo-
morphic to the Menger curve is uncountable. These results answer
a problem and generalize results of Merenkov from [Mer10].
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2 HRANT HAKOBYAN
1. Introduction
1.1. QS co-Hopfian Menger curves. In recent years quasiconfor-
mal geometry of fractal spaces has been investigated extensively, see
for instance [Bon06, Bon11, BM13, BKM09, BLM16, Kle06, MTW13,
Mer10]. Much of this interest is rooted in questions arising in geomet-
ric group theory and Mostow type rigidity results, cf. [Bon06, Kle06].
In particular, motivated by questions in geometry of Gromov hyper-
bolic groups, Merenkov [Mer10] recently studied metric spaces having
a co-Hopfian property. A metric space X is said to be quasisymmet-
rically (QS) co-Hopfian if every quasisymmetric embedding of X into
itself is onto. If a metric space X satisfies the stronger property that
every continuous one-to-one map of X into itself is onto (e.g. finite
sets, Sn, n ≥ 1, etc.), X is topologically co-Hopfian. Classical frac-
tals, such as the Sierpin´ski carpet and the Menger curve, cf. Fig. 1.1,
are self similar spaces and therefore are neither topologically nor QS
co-Hopfian.
Figure 1.1. Sierpin´ski carpet (left) and Menger curve (right).
Until recently no examples were known of compact metric spaces
which were QS co-Hopfian but not topologically co-Hopfian. In [Mer10]
Merenkov constructed the first such example by showing that there is a
metric space homeomorphic to the standard Sierpin´ski carpet S1 ⊂ R
2
that is QS co-Hopfian. In the same paper Merenkov asked if there is
a QS co-Hopfian metric space that is homeomorphic to the Menger
curve. We answer this affirmatively.
Theorem 1.1. There is a metric space homeomorphic to the Menger
curve which is QS co-Hopfian.
The construction of the metric space in Theorem 1.1 is given in
Section 7. Theorem 1.1 follows from Theorem 7.3, which is proved in
Section 10.
The metric space in Theorem 1.1, which will be denoted by DM,
is a “double” of a metric space M, which we will call a slit Menger
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curve and is a self-similar fractal space of Hausdorff dimension 3 and
topological dimension 1. The proof of Theorem 1.1 is quite different
from that in [Mer10] and uses new topological and analytic techniques.
The main topological idea is to construct M in such a way that DM
is “fibered” over a base Sierpin´ski carpet B (of Hausdorff dimension 2)
in a way that almost every fiber is a topological circle, cf. Section 8.
A QS mapping of DM into itself then induces a mapping of the carpet
B into itself and we show that this induced mapping is surjective, cf.
Section 10. This requires a careful analysis of the topology of fibers
over the peripheral circles of B and is the core of the argument.
Geometry of metric spaces homeomorphic to the classical Sierpin´ski
carpet has recently been studies in [Bon11, BM13, BKM09]. In partic-
ular, from the rigidity results of Bonk, Kleiner and Merenkov [BKM09]
it follows that the collection of quasisymmetric equivalence classes of
carpets (as well as of higher dimensional Sierpin´ski spaces) is uncount-
able, see e.g. the discussion in [BM13, Page 593]. We show that a
similar result also holds for the Menger curve.
Theorem 1.2. The set of quasisymmetric equivalence classes of metric
spaces homeomorphic to the Menger curve is uncountable.
To obtain Theorem 1.2 we will show that the construction of the slit
Menger curve from Theorem 1.1 is flexible enough to allow for an un-
countable class of slit carpets where quasisymetric rigidity holds, i.e. if
two members in the class are quasisymmetrically equivalent then they
are isometric. Note, that it was already known that there are count-
ably many Menger curves which are not quasisymetrically equivalent.
Indeed, it follows from the work of Bourdon and Pajot [BP99] that
there are countably many Menger curves of distinct conformal dimen-
sions. In our examples however, all the inequivalent Menger curves are
of Hausdorff and conformal dimension 3.
1.2. QS co-Hopfian Sierpin´ski spaces. Both, Sierpin´ski carpet and
Menger curve have topological dimension 1. Thus, the following ques-
tion is quite natural.
Question 1.3. Is there a metric space of topological dimension greater
than 1 which is QS co-Hopfian but not topologically co-Hopfian?
To answer this question it seems quite natural to try to generalize
the methods in [Mer10]. A crucial part of these methods are mod-
uli estimates for curve families in multiply connected slit domains, see
Section 3. However the technique in [Mer10] works only for quite spe-
cial and symmetric planar domains and uses conformal mappings, thus
does not generalize to higher dimensions.
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In this paper we develop a new method for estimating moduli of
families of curves in multiply connected “slit” domains for quite general
configurations of slits and in all dimensions, see Lemma 5.2, and its
consequences, Lemmas 5.6 and 5.7. In particular, it allows us to answer
the above question affirmatively.
Theorem 1.4. For every n ≥ 1 there is a metric space homeomorphic
to the standard Sierpin´ski space of topological dimension n which is
quasisymmetrically co-Hopfian.
Figure
1.2. Sierpin´ski
space S2 ⊂
R
3.
Here the standard Sierpin´ski space is
a compact subset of the Euclidean space
constructed as follows. Let F0 = [0, 1]
n.
Let F1 be the subset of F0 obtained by
dividing it into 3n disjoint, congruent tri-
adic cubes of side-length 1/3 and remov-
ing the middle one. Thus, F1 is a union
of 3n−1 (closed) triadic cubes of genera-
tion 1. Suppose Fi has been defined and
is a union of triadic cubes. To define Fi+1
divide each triadic cube contained in Fi
into 3n subcubes of generation (i + 1)
and remove the (open) central subcube.
The closed set Sn−1 =
⋂∞
i=0 Fi ⊂ R
n is
called the standard (n − 1)-dimensional
Sierpin´ski set. Note, that S0 is the standard middle-thirds Cantor set
C3 ⊂ R, while S1 is the Sierpin´ski carpet in the plane, cf. Figures 1.1
and 1.2 for S1 and S2. The space Sn has topological dimension n and
in fact every compact subset of Rn+1 of topological dimension n can be
embedded in Sn, see [Sta71].
From the definition above we see that we can write Sn−1 = [0, 1]
n \⋃∞
i=1Di, for a sequence D1, D2, . . . of open triadic cubes in R
n. For
every i ≥ 1 we have that ∂Di ⊂ Sn is a topological sphere of dimension
n− 1, which we call a peripheral sphere.
We say that a metric space X is a Sierpin´ski carpet or Sierpin´ski n-
space if it is homeomorphic to S1 or to Sn for some n ≥ 1, respectively.
A peripheral sphere of a Sierpin´ski n-space X is a non-separating subset
of X which is homeomorphic to Sn−1. Equivalently a peripheral sphere
is the image in X of a peripheral sphere in Sn.
To prove Theorem 1.4 we introduce and study a class of spaces which
we call slit Sierpin´ski spaces, cf. Section 3. Essentially, a slit Sierpin´ski
(n − 1)-space is a Gromov-Hausdorff limit of a sequence of multiply
connected “slit domains” in Rn.
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Here a slit domain is a finitely connected domain in Rn of the form
I \ ∪ki=1si, where I is a box, i.e. I = (a1, b1) × . . . × (an, bn), and
the slits si ⊂ I are pairwise disjoint (n − 1) dimensional hypercubes
which are all contained in planes parallel to a fixed (n−1)-dimensional
plane, e.g. the coordinate hyperplane {x1 = 0}. See Fig. 3.1 for an
example of a slit domain in the plane. The topological dimension of an
(n− 1)-dimensional slit space is n− 1.
Given a slit Sierpin´ski n-space X we consider the double of X, de-
noted byDX , which is obtained by identifying two slit Sierpin´ski spaces
along the boundary of the outer box ∂I. One important feature of dou-
bles of slit n-spaces is that they can be thought of as being “fibered”
over an interval [a, b] ⊂ R with almost all fibers being homeomorphic to
a sphere Sn−1 of codimension 1. This is in contrast to the slit Menger
curve, which is fibered over a Sierpin´ski carpet of Hausdorff dimension
2, with almost all fibers being 1-dimensional circles.
In [Mer10] it was shown that if S is a slit carpet corresponding to
a very particular sequence of slits in the unit square [0, 1]2, then the
double of S is QS co-Hopfian. One important property of the slit
carpet in [Mer10] is porosity. Here we say that a Sierpin´ski carpet X
is porous if peripheral circles appear in all locations and scales. This
means that for every x ∈ X and 0 < r < diamX there is a peripheral
sphere contained in the ball B(x, r) of diameter comparable to r. It
turns out that porosity alone implies that doubles of slit spaces are QS
co-Hopfian.
Theorem 1.5. If X is a porous slit Sierpin´ski space whose peripheral
spheres are uniformly relatively separated then the double of X is QS
co-Hopfian.
We refer to Section 3 for the precise definition of uniform relative
separation used above, which loosely speaking means that the periph-
eral spheres are not too close to each other. Theorem 1.5 is sharp in
the following sense.
Theorem 1.6. For every n ≥ 1 there is an n-dimensional slit Sierpin´ski
space which is not porous, but is QS co-Hopfian.
Theorems 1.5 and 1.6 follow from Theorem 5.1. The examples in
Theorem 1.6 are given by a class of slit spaces which we call standard
(or diadic) non self-similar slit Sierpin´ski spaces, see Section 3.3. These
spaces correspond to slit domains where the slits are placed at the cen-
ters of the diadic cubes in [0, 1]n, cf. Figure 3.1. We provide a sufficient
condition guaranteeing QS co-Hopfian property for the doubles of di-
adic Sierpin´ski spaces, which includes many non-porous examples. In
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fact we show that there are examples of QS co-Hopfian spaces such
that the diameter of the largest peripheral sphere in any ball B(x, r) is
of the order o(r) as r → 0. This means that a metric space can “look
like” Rn on small scales, i.e. have Gromov-Hausdorff tangent spaces
isometric (or quasisymmetric) to Rn, but still be QS co-Hopfian. This
is very different from the case of the slit carpet considered in [Mer10]
since its tangents cannot be quasisymmetrically embedded in R2, cf.
[MW13].
1.3. Gromov hyperbolic spaces, groups and their boundaries.
The property of being quasi-symmetrically co-Hopfian is important for
boundaries of Gromov hyperbolic spaces and in particular for Gromov
hyperbolic groups, see [BS00, dlH00, Mer10] and references therein
for the background on these topics. In particular, QS co-Hopficity is
related to the quasi-isometric co-Hopfian property of unbounded metric
spaces.
A map f : (X, dX)→ (Y, dY ) is a quasi-isometric embedding if there
are constants L ≥ 1 and C > 0 such that
L−1dX(x, y)− C ≤ dY (f(x), f(y)) ≤ LdX(x, y) + C
for all x, y ∈ X . The spaces X and Y are called quasi-isometric if there
is a quasi-isometric embedding f : X → Y , which is a quasi-isometry,
i.e. if there is a constant C1 < ∞ such that for every point z ∈ Y
there is a point x ∈ X such that dY (f(x), z) < C1. A metric space X
is quasi-isometrically co-Hopfian if every quasi-isometric embedding of
X into itself is in fact a quasi-isometry.
It turns out that if X is a roughly geodesic Gromov hyperbolic space
then it is quasi-isometrically co-Hopfian if its boundary at infinity ∂∞X
is quasisymmetrically co-Hopfian, cf. [Mer10]. Moreover, if (Z, dZ) is a
compact metric space then there is a visual roughly geodesic Gromov
hyperbolic space X such that ∂∞X is bi-Lipschitz (and therefore also
quasisymmetric) to (Z, dZ). Combining this with Theorems 1.1 and
1.4 we obtain the following results.
Theorem 1.7. There is a quasi-isometrically co-Hopfian visual roughly
geodesic Gromov hyperbolic spaceX whose boundary at infinity is home-
omorphic to the Menger curve.
Theorem 1.8. For every n ≥ 1 there is a quasi-isometrically co-
Hopfian visual roughly geodesic Gromov hyperbolic spaceX whose bound-
ary at infinity is homeomorphic to the n-dimensional Sierpin´ski space
Sn.
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An important class of Gromov hyperbolic spaces arises in the theory
of Gromov hyperbolic groups, cf. [dlH00]. For every finitely generated
group G and a symmetric generating subset S ⊂ G one may consider
the Cayley graph Γ(G, S). The latter is the graph whose vertex set is
G and two vertices a, b ∈ G are connected by an edge if and only if
a−1b ∈ S∪S−1. A natural metric on the Cayley graph is then obtained
by defining the length of each edge to be equal to 1. A finitely generated
group G is Gromov hyperbolic if its Cayley graph Γ(G, S) is a Gromov
hyperbolic metric space for some choice of the generating set S. It
turns out that if Γ(G, S) is hyperbolic for one choice of S then it is
hyperbolic for any other choice of a generating set in G.
A Gromov hyperbolic group G is said to be quasi-isometrically co-
Hopfian if Γ(G, S) is quasi-isometrically co-Hopfian. From the dis-
cussion above it follows that a Gromov hyperbolic group is quasi-
isometrically co-Hopfian if the boundary at infinity of its Cayley graph,
denoted simply by ∂∞G, is QS co-Hopfian when equipped with a visual
metric.
If G is a Gromov hyperbolic group then ∂∞G is either homeomorphic
to a sphere Sn for some n ≥ 1 (hence is topologically co-Hopfian) or is
a bounded complete metric space with no manifold points, cf. [KB02,
Theorem 4.4]. Besides the spheres, the only spaces known to occur
as boundaries of Gromov hyperbolic groups include Sierpin´ski spaces
Sn, n ≥ 1, universal Menger compacta of topological dimension n =
1, 2, 3, Pontriagin surfaces and trees of manifolds, see [BP99, Dra99,
DO07, KK00, Laf09, PS09].
Menger curve and Sierpin´ski carpets often occur as boundaries of
groups. For instance, if G is indecomposable and its boundary is
connected, has no local cut points and has topological dimension one
then ∂∞G is homeomorphic to either a circle, the Sierpin´ski carpet, or
the Menger curve, cf. [KK00]. In fact, the boundary of a “generic”
Gromov hyperbolic group is homeomorphic to the Menger curve, cf.
[DGP11]. Higher dimensional Sirpin´ski spaces also appear as bound-
aries of groups. If G is the fundamental group of a compact negatively
curved (n + 2) - dimensional Riemannian manifold M , n ≥ 1, with
nonempty and totally geodesic boundary, then ∂∞G ⊂ S
n+1 is homeo-
morphic to Sn, cf. [Laf09].
It is not known if there is a Gromov hyperbolic group G which is
quasi-isometrically co-Hopfian, or equivalently ∂∞G is QS co-Hopfian,
unless ∂∞G is a sphere. In particular it is not known if there are group
boundaries homeomorphic to the Sierpin´ski carpet or the Menger curve
which are quasisymmetrically co-Hopfian, cf. Problem 1.11 in [KL12]
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and also [Mer10]. In the positive direction, Kapovich and Lukya-
nenko [KL12] showed that if M is a complete non-compact hyperbolic
manifold of dimension n ≥ 3 of finite volume then π1(M) is quasi-
isometrically co-Hopfian.
This paper is organized as follows. In Section 2 we provide some
of the background material. In Section 3 we define the slit Sierpin´ski
spaces and formulate some of their properties. In Section 4 we formu-
late and prove Theorem 4.1, which is a general result linking modulus
and QS co-Hopfian properties of slit Sierpin´ski spaces. In Sections 5
and 6 we formulate and prove our main modulus estimates. Sections
7 through 10 are devoted to the proof of Theorem 1.1. In Section 7
we give the construction of the slit Menger curve, its double and prove
some of their properties. In Sections 8 and 9 we show that the double of
the slit Menger curve DM is “fibered” over a slit carpet and QS maps of
DM are “fiber preserving”. Theorem 1.1 is finally proved in Section 10
by combining the results of the previous sections. A reader interested
only in the proof of Theorem 1.1, can skip most of the material from
Sections 3 through 6. The main ingredients from these sections used
in the proof of Theorem 1.1 are the definition of slit carpets, Lemma
4.3 and Lemma 5.6. In Section 11 we prove Theorem 1.2. In Section
12 we state several corollaries of our results and formulate some open
problems.
2. Background and Preliminaries
Given a metric space (X, dX), a point x ∈ X and 0 < r < diamX we
will denote by B = B(x, r) the open ball of radius r and center at x.
For a constant C > 0 and a ball B = B(x, r) we let CB = B(x, Cr).
If E and F are subsets of X , we define the distance between E and
F as follows:
dist(E, F ) = inf{dX(x, y) : x ∈ E, y ∈ F}.
For t > 0 we will denote by Ht the t-dimensional Hausdorff measure
on X . Thus for every E ⊂ X we have
Ht(E) = lim
δ→0
inf
{
∞∑
i=1
rti : E ⊂
∞⋃
i=1
B(xi, ri), ri < δ
}
Recall, that a metric measure space (X, µ) is Ahlfors Q-regular for
some Q > 0 if there is a constant C ≥ 1 such that for every x ∈ X and
0 < r < diamX the following inequalities hold
(2.1)
1
C
rQ ≤ µ(B(x, r)) ≤ CrQ.
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It is well known and easy to see that in (2.1) the measure µ can be
replaced by the Hausdorff measure HQ. See [Hei01] for the background
on Haudorff measures, dimension and Ahlfors regularity.
2.1. Modulus. Given a metric measure space (X, µ) and a family of
curves Γ in X we say that a Borel measurable function ρ : X → [0,∞)
is Γ-admissible if
∫
γ
ρds ≥ 1 for every locally rectifiable curve γ ∈ Γ,
where ds denotes the arclength element. The p-modulus of Γ for p ≥ 1
is defined as
modpΓ = inf
ρ
∫
X
ρpdµ,
where the infimum is taken over all Γ-admissible functions ρ.
From the definition it follows that every admissible function for Γ
gives an upper estimate for modulus.
Lemma 2.1 (See Lemma 5.3.1 in [HKST]). Let Γ be a family of curves
in a Borel subset A of (X, µ) such that length(γ) ≥ L > 0 for every
γ ∈ Γ. Then
modp(Γ) ≤ µ(A)L
−p.(2.2)
Some of the most important properties of modulus are listed in the
following lemma and we will often use these just by referring to the
name of the appropriate property.
If Γ1 and Γ2 are curve families in X , we will say that Γ2 overflows
Γ1 and will write Γ1 < Γ2 if every curve γ2 ∈ Γ2 contains some curve
γ1 ∈ Γ1.
Lemma 2.2 (See [Hei01]). For every p ≥ 1 the following properties
hold.
(1) (Monotonicity) modpΓ ≤ modpΓ
′, if Γ ⊂ Γ′
(2) (Subadditivity) modpΓ ≤
∑
imodpΓi, if Γ =
⋃∞
i=1 Γi.
(3) (Overflowing) If Γ1 < Γ2 then modp(G1) ≥ modp(G2).
Thus modulus can be thought of as an outer measure on families of
curves in X . For this reason one often says that a property holds for
modp-almost every γ ∈ Γ if it fails only for a family Γ0 ⊂ Γ such that
modp(Γ0) = 0. We refer to [Hei01, HK98, Va¨i71] for further details on
modulus of curve families including the definitions of rectifiability and
arclength in Rn as well as in general metric spaces.
On several occasions we will also need the following result.
Lemma 2.3. Suppose τ : (X, dX , µ) → (Y, dY , ν) is an L-Lipschitz
map of metric measure spaces, and there is a constant C ≥ 1 such that
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for every Borel set E ⊂ X we have
µ(E) ≤ Cν(τ(E)).(2.3)
Then for every family of curves Γ in X we have
modpΓ ≤ CL
pmodpτ(Γ).(2.4)
Proof. Let ρ be an admissible metric for τ(Γ). Define a metric ρ˜ =
(ρ ◦ τ) ·L on X . Since, τ is L-Lipschitz, we have that for every locally
rectifiable γ ∈ Γ the image f ◦γ is also locally rectifiable and moreover∫
γ
ρ˜ ds =
∫
γ
(ρ ◦ τ) · Lds ≥
∫
τ(γ)
ρds ≥ 1,
cf. [Va¨i71, Page 12] or [HKST]. Since modp-almost every γ ∈ Γ (and
γ′ ∈ τ(G)) is locally rectifiable, it follows that ρ˜ satisfies the admis-
sibility condition for modp-almost every γ ∈ Γ. By (2.3) we have∫
X
(ρ˜)pdµ ≤ CLp
∫
Y
ρpdν. Taking an infimum over all admissible ρ’s
completes the proof. 
2.2. QS mappings and Tyson’s Theorem. A homeomorphism f
between metric spaces (X, dX) and (Y, dY ) is called quasisymmetric
(or QS) if for all distinct triples x, y, z ∈ X we have
(2.5)
dY (f(x), f(y))
dY (f(y), f(z))
≤ η
(
dX(x, y)
dX(y, z)
)
,
for some fixed increasing function η : [0,∞)→ [0,∞).
Below, we will need the following result of Tyson, who showed that
in quite general spaces quasisymmetry implies quasi-invariance of the
moduli of families of curves.
Theorem 2.4 (Tyson, [Tys98]). If f : X → Y is a quasisymmetric
mapping between locally compact, connected Ahlfors Q-regular spaces,
with Q > 1, then there is a constant K ≥ 1 such that
K−1modQf(Γ) ≤ modQΓ ≤ KmodQf(Γ),(2.6)
for every curve family Γ ⊂ X.
The constant K in (2.6) depends only on the distortion function η
and the Ahlfors regularity constants of X and Y .
2.3. Sierpin´ski spaces and Cannon’s Theorem. A classical theo-
rem of Whyburn states that every compact set obtained by removing
a sequence of Jordan domains from the sphere S2 satisfying certain
properties is homeomorphic to the standard Sierpin´ski carpet S1. We
will need the following theorem of Cannon [Can73], which generalizes
Whyburn’s characterization to higher dimensions. Note, that Cannon
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stated his theorem for all n ≥ 2 except for n = 4. However, it is known
now that the theorem holds for n = 4 as well, see for instance the
discussion in Section 2 of [LT].
Theorem 2.5 (Cannon [Can73]). Let n ≥ 2. Suppose Di ⊂ S
n, i ≥ 0,
is a sequence of topological n-balls satisfying the conditions
(S 1 ) Di ∩Dj = ∅, for i 6= j,
(S 2 ) diam(Di)→ 0 as i→∞,
(S 3 ) (
⋃
iDi) = S
n.
Then the compact set S = Sn \
⋃
iDi is homeomorphic to Sn−1.
We will call a set S ⊂ Sn as in Theorem 2.5 an (n− 1)-dimensional
Sierpin´ski space (Sierpin´ski carpet for n = 2) or just a Sierpin´ski space
if the dimension is clear from the context. The spheres ∂(Di) ∼= S
n−1
will be called the peripheral spheres (or circles if they are of dimension
1) of S .
More generally, a metric space X is a metric Sierpin´ski n-space if
it is homeomorphic to the standard Sierpinski set Sn ⊂ R
n+1. An
(n− 1) dimensional sphere S embedded in a metric Sierpin´ski n-space
X is called a peripheral sphere if X \S is connected. This is equivalent
to the fact that S = f(∂Di) for some homeomorphism f : Sn → X
and some peripheral sphere ∂Di of Sn.
3. Slit Sierpin´ski spaces
In this section we generalize the construction of the slit Sierpin´ski
carpet from [Mer10] and define slit Sierpin´ski spaces. These spaces
are constructed using sequences of slit domains in Rn, n ≥ 2. Unlike
[Mer10] though we do not impose conditions on the geometry or the
location of the slits. Our main condition is uniform relative separation
described below.
3.1. Slit domains in Rn. For n ≥ 1 and 1 ≤ i ≤ n we denote by
πi : R
n → R the projection map onto the i-th coordinate. Let I =
(a1, b1)× . . .× (an, bn) be a bounded open box in R
n, n ≥ 2. The center
of I is the point
c(I) =
(
b1 − a1
2
, . . . ,
bn − an
2
)
.
We say that a subset s ⊂ I is a slit or a vertical hypercube in I if
s = {x} × [c2, d2]× . . .× [cn, bn],
such that l(s) := d2 − c2 = . . . = dn − cn. Thus, a slit s ⊂ I is an
(n− 1)-dimensional closed box contained in the hyperplane π−11 (x) for
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some x ∈ π1(I) all the sides of which have equal lengths, see Fig. 5.1.
We will call l(s) the sidelength of s.
Given a sequence of disjoint vertical slits S = {si}
∞
i=1 compactly
contained in I, for every i ≥ 1 we define the slit domain Si ⊂ I and
the infinite slit set S ⊂ I by letting
Si = I \
i⋃
j=1
sj and S = I \
∞⋃
j=1
sj .
Throughout the paper we will impose some conditions on the se-
quence of slits S = {si} ⊂ I analogous to (S 1 ),(S 2 ),(S 3 ) of Can-
non’s theorem.
First, we need to quantify the notion of disjointness. Recall, that
relative distance between two subsets E and F of a metric space X is
given by
∆(E, F ) =
dist(E, F )
min(diamE, diamF )
.
Now, a sequence of subsets {Xi}i∈N of X is uniformly relatively sepa-
rated if there is a constant σ > 0 such that ∆(Xi, Xj) ≥ σ if i 6= j.
The notion of uniform relative separation of peripheral spheres of met-
ric carpets is crucial in the study of their quasiconformal geometry, cf.
[Bon11, BM13].
We will say that the slits S = {si} ⊂ I are uniformly relatively
separated in I if the collection {∂I,S} is uniformly separated, i.e. there
is a constant σ > 0 such that for all distinct i, j ∈ N the following
inequalities hold,
∆(si, ∂I) ≥ σ and ∆(si, sj) ≥ σ.(3.1)
Everywhere below we will assume that the slits si ⊂ I satisfy the
following three conditions:
(S1) si’s are uniformly relatively separated in I,
(S2) diam(si)→ 0 as i→∞,
(S3) S is dense in I.
Property (S1) above may be thought of as a quantitative version of
(S 1 ).
Often we will assume another property, which is related to the notion
of porosity. We say that the slits si ∈ I occur on all locations and scales
in I if the following condition is satisfied.
(S4) There is a constant C ≥ 1 such that for every ballB = B(x, r) ⊂
I there is a slit si ⊂ B such that diamsi ≥ r/C.
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Note that (S4) implies (S3) but the reverse implication is not true in
general.
3.2. Slit Sierpin´ski spaces and their doubles. Given a domain
D ⊂ Rn, n ≥ 1 the inner or path metric dD is defined by
dD(x, y) = inf{l(γ) | γ connects x and y }
where x, y ∈ D, l(γ) is the Euclidean length (or H1 measure) of γ and
the infimum is over all the curves γ ⊂ D connecting x and y.
For a sequence of slits S ⊂ I ⊂ Rn satisfying the properties (S1) −
(S3), we will construct a metric space M(S) corresponding to S such
that M(S) will have topological dimension n − 1 and which may be
(homeomorphically) embedded in Rn. The presentation here follows
[Mer10].
Let M 0 = I¯. For i ≥ 1 let M i denote the completion of the do-
main Si in the path metric dMi. The new metric on the completion
will be denoted by dM i. Note that the boundary components of M i
corresponding to the slits of Si are homeomorphic to (n − 1) dimen-
sional sphere Sn−1, and so we call them peripheral spheres of M i and
the remaining boundary component - the outer peripheral sphere or
outer boundary. For every i, j ∈ N ∪ {0} such that i ≤ j there is a
1-Lipschitz map τi,j : M j → M i, which identifies the points on the slits
of M j which correspond to the same point in M i. Equivalently,
τi,j(p) = τi,j(q) whenever dMi(p, q) = 0.
Thus, we obtain an inverse system of topological spaces (M i, τi,j). We
denote
M(S) = lim
←−
(M i, τi,j)
and call M(S) the slit Sierpin´ski space (or carpet) corresponding to
S. More explicitly, the points in the slit space M(S) are sequences
(p1, p2, . . .), such that for every i ≥ 0 we have pi ∈ Mi and pi =
τi,i+1(pi+1).
Note, thatM(S) is a compact Hausdorff topological space. For i ≥ 0
we will denote by τi : M(S) → M i the natural projections. The slits
and the outer boundary ofM(S) are defined as the inverse limits of the
slits and the outer boundary of M i and as such are topological spheres
of dimension n − 1. From the fact that the slits S are dense in I it
follows that the slits (or peripheral spheres) are dense in M(S).
Given p = (p0, p1, . . .), q = (q0, q1, . . .) ∈M(S) the sequence {dMi(pi, qi)}
is non-decreasing, bounded and therefore convergent. Hence the limit
of the sequence is independent of the enumeration of the sequence of
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the slits {si} and we may unambiguously define a distance function on
M(S) as follows
dS(p, q) = lim
n→∞
dM i(pi, qi).
Since the metric on M(S) is independent of the enumeration of the
sequence of slits si, from now on without loss of generality we will
assume that for every i ≥ 0, we have
l(si) ≥ l(si+1).
Recall that a curve γ in a metric space X is a geodesic if for every
pair of points p and q on γ the distance between them is equal to the
length of γ between p and q. A metric space is said to be geodesic if
every pair of points p and q in X can be connected by a geodesic.
It was shown in [Mer10] that the slit carpet defined in that paper
was a geodesic metric space. The same proof works for M(S).
The following result is a generalization of Lemma 2.1 in [Mer10],
where it is proved for n = 2 and for a very symmetric and self similar
situation.
Lemma 3.1. Suppose S is a sequence of slits in I ⊂ Rn satisfying
(S1)− (S3). Then the metric space (M(S), dS) is homeomorphic to the
(n−1)-dimensional Sierpin´ski space Sn−1 whose peripheral spheres are
the slits together with the outer boundary of M(S).
Proof. The idea is to construct a Lipschitz embedding of L : M(S) →
Rn so that the conditions of Theorem 2.5 are satisfied. Let σ > 0 be
the constant of uniform relative separation of S in I and for i ≥ 1
denote εi := σl(si)/2. Furthermore, let Ui be the εi neighborhood of
the boundary component corresponding to si in M i,
Ui = {p ∈M i : dist(p, τ
−1
0,i (si)) < εi}.
By the definition of σ we have that Ui ∩ sj = ∅ for j < i, since l(si) ≤
l(sj).
We construct the map L by induction. Let λ1 : M1 → M 0 = I0 ⊂
R
n, be defined so that it “opens up” the vertical slit s1 to a topological
(n− 1)-sphere which bounds a topological n-ball Di ⊂ I, and is equal
to the identity outside of the ε1 neighborhood of s1. Moreover, λ1 can
be chosen to be C1 Lipschitz for any constant C1 > 1. Indeed, one way
of defining λ1 is as follows. For p = (x1, . . . , xn) ∈ s1 let p
+, p− ∈ M 1
be the two (“right and left”) preimages of p under τ0,1, and define
λ1(p
±) = (x1 ± εdist(p, ∂s1), x2, . . . , xn),(3.2)
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where ∂s1 denotes the “(n− 2)-dimensional boundary of the slit”, i.e.
the boundary of s2 in the hyperplane π
−1
1 (x1). It is easy to see that
λ1 |s1 is (1+ε)-Lipschitz and can be extended to a Lipschitz map which
agrees with τ0,1 (or identity) outside of U1.
For i ≥ 1 let Ci := (1 + 2
−i). Then, because τi−1,i(Ui) does not
intersect any of the boundary components of M i, there is a one-to-one
Ci-Lipschitz map λi : M i → M i−1, such that
(a). λi agrees with τi−,i+ on ∂Ui, and
(b). λi(si) is a topological sphere such that dist(λi(si), λi(∂Ui)) ≥
εi/2.
In other words λi “opens up” the slit si into a topological sphere which
is bounded away from ∂Ui. The map λi can be constructed like λ1
above, but ε has to be small enough so that condition (b) above is
satisfied.
Next, for n ≥ 1 let Ln = λ1 ◦ . . . ◦ λn : Mn → I ⊂ R
n. Then Ln is
Lipschitz with the Lipschitz constant C1 . . . Cn ≤
∏∞
i=1(1 + 2
−i) ≤ e2.
By the Arzela` - Ascoli theorem the sequence of maps Ln◦τn : M(S)→ I
has a subsequence converging to a C-Lipschitz map L∞ : M(S) →
M0 ⊂ R
3.
To see that L∞ is injective, note that by construction it is injective
on the set of points not belonging to the slits of M(S). Moreover, for a
slit J ⊂ Mm and every n > m we have that the maps Ln and Lm ◦ τ
−1
m,n
coincide on τ−1m,n(J). Therefore L∞ is an embedding of M(S) into I,
which maps every pericheral sphere τ−10 (J) onto a topological sphere in
I which bounds a topological ballDi ⊂ I. ThusM(S) is homeomorphic
to the set M = I \
⋃∞
i=1Di under L∞. The conditions S1,S2 and
S3 imply that M ⊂ I satisfies conditions (S 1), (S 2) and (S 1) of
Cannon’s theorem, and applying the latter shows that L∞(M(S)) is
homeomorphic to the Sierpin´ski space Sn−1. 
If M(S) is an n-dimensional slit Sierpin´ski space then the metric
space obtained by gluing two copies of M(S) along the outer periph-
eral spheres by the identity map is called the double of M(S) and is
denoted by DM(S). From Cannon’s theorem it follows that DM(S)
is homeomorphic to Sn as well.
We say that a metric Sierpin´ski space X is porous if for every ball
B = B(x, r) ⊂ X there is a peripheral sphere S contained in B such
that the diameter of S is comparable to the radius of the ball, i.e.
diam(S) ≥ r/A where A < ∞ is independent of x and r. Note that
M(S) is porous if and only if (S4) holds, i.e. if the slits si ∈ S occur
on all locations and scales.
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The following result is analogous to a similar result for the slit
Sierpin´ski carpet, in [Mer10]. The proof in [Mer10] immediately gen-
eralizes to our case, so we omit it. The main difference is that even
though the slits in our case are not placed in a self-similar fashion they
are nevertheless uniformly relatively separated.
Lemma 3.2. There is a constant C ≥ 1, independent of i ≥ 1 such
that for every Borel set E ⊂M(S) we have
1
C
Hn(τi(E)) ≤ H
n(E) ≤ CHn(τi(E)).(3.3)
Furthermore, the metric spaces M(S) and DM(S) equipped with the
Hausdorff n-measure Hn are (n − 1)-dimensional Sierpin´ski spaces
which are compact, path connected, and Ahlfors n-regular. Moreover,
if the slits si ∈ S appear on all locations and scales then M(S) are
DM(S) are porous.
3.3. Standard (or diadic) non-self-similar slit Sierpin´ski spaces.
A particular class of slit Sierpin´ski spaces which we will consider below
may be defined as follows.
Figure 3.1. Standard slit domains in R2. In the picture
on the left relative lengths of the slits are constant multi-
ples of the sidelength of the corresponding diadic square
and the domain corresponds to (1/2, 1/2, 1/2, 1/2). In
the right picture the domain corresponds to
(1/10, 2/5, 1/8, 1/2).
Let ∆i be the collection of dyadic cubes of generation i and ∆ =
∪∞i=1∆i be the collection of all dyadic cubes in [0, 1]
n, n ≥ 2. For
every Q ∈ ∆ we will denote by l(Q) the sidelength of Q. Given a
sequence r = {ri}
∞
i=0, such that 0 ≤ ri < 1, ∀i ≥ 0 we define a sequence
of slits Sr = {s(Q)}Q∈∆ in [0, 1]
n corresponding to r as follows. If
Q = Q0 = [0, 1]
n we define s(Q) as the vertical hypercube of sidelength
l(s(Q0)) = r0 = r0/2
0 with the same center as the center of Q0. If
r0 = 0 we define s(Q) to be the empty set.
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In general, if Q ∈ ∆i is an i-th generation diadic cube then s(Q) is
the slit of sidelength l(s(Q)) = ril(s(Q)) = ri/2
i, such that the center
of s(Q) is the same as the center of the cube Q. Again, s(Q) = ∅ if
ri = 0.
If r is a sequence as above, we will call the space M(Sr) a standard
(or diadic) non-self-similar slit Sierpin´ski space. Note that if ri → 0
then M(Sr) is not porous.
4. Modulus and QS co-Hopfian spaces
Suppose M(S) is a Sierpin´ski (n − 1)-space corresponding to a se-
quence of slits S ⊂ I ⊂ Rn. We will denote by ϑ the “projection” map
from M(S) to the first coordinate axis in Rn, i.e.
ϑ := π1 ◦ τ0 : M(S)→ R.
We say that a subset (e.g. a curve or a sphere) E ofM(S) of DM(S)
is vertical if ϑ(E) is a point in R. Now, if X is a Sierpin´ski (n − 1)-
space M(S) of DM(S) we denote by Γv(X) and Γnv(X) the families
of vertical and non-vertical curves in X , respectively, i.e.
Γv(X) := {γ ⊂ X : ϑ(γ) = {p} ∈ R},
Γnv(X) := {γ ⊂ X : γ /∈ Γnv(X)}
= {γ ⊂ X : ϑ(γ) = [a, b] for some a < b in R}.
If the underlying space X is clear from the context we will suppress it
from the notation and will simply denote the families by Γv and Γnv.
It turns out that the study of the families of vertical and non-vertical
curves is essential in determining if a slit Sirpin´ski space is quasisym-
metrically co-Hopfian or not. This is manifested in the following result.
Theorem 4.1. If n > 1 and M(S) is a slit Sierpin´ski space of topolog-
ical dimension n − 1 such that modn(Γnv(M(S)) = 0 then the double
of M(S) is quasisymmetrically co-Hopfian.
We will see below, that even though non-vertical families can have a
vanishing modulus, this is not the case for vertical families, i.e. for every
slit Sierpin´ski spaceM(S) we have modnΓv(M(S)) > 0. Thus Theorem
4.1 essentially says that if the “vertical and nonvertical directions” in
M(S) are very different thenDM(S) is quasisymmetrically co-Hopfian.
4.1. Modulus and quasisymmetric co-Hopficity. In order to prove
Theorem 4.1 we first show that if f is a quasisymmetric map of a slit
Sierpin´ski space M(S) (or its double) of topological dimension n − 1
into itself then f(M(S)) is Ahlfors n-regular. This will allow us to use
Theorem 2.4. In particular, similarly to [Mer10], if modn(ΓS) = 0 then
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f maps almost every vertical curve in M(S) to a vertical curve. We
will then show that every vertical (n− 1)-sphere in DM(S) is mapped
to a vertical sphere, which will then imply that f induces a mapping
of the interval ϑ(DM(S)) = [a1, b1] ⊂ R into itself. Some more work
then will show that this induced map is in fact onto [a1, b1], implying
that f(DM(S)) = DM(S).
4.2. Ahlfors regularity of the image. In order to show that f(M(S))
is Ahlfors regular we will use the following general result.
Lemma 4.2. Let Q > 1 and (X, µ) be a bounded Ahlfors Q-regular
space. Suppose that there is a constant σ > 0 such that for every ball
B(x, r) ⊂ X there is a family of curves Γx,r in B(x, r) of diameter at
least r/C and such that modQ(Γx,r) ≥ σ. If f is a quasisymmetric
mapping of X then we have
HQ(B(y, δ)) ≥ AδQ,
for every ball B(y, δ) ⊂ f(X), where A is independent of y and δ.
Proof. Let B′ = B(y, δ) be a ball in f(X). Then by quasisymme-
try there is a ball B = B(x, r) ⊂ X such that f(B(x, r)) ⊆ B′ ⊆
f(B(x, η(1)r)). In particular, diam(f−1(B)) ≤ diamB(x, η(1)r) = 2η(1)r.
Hence for every curve γ ∈ Γx,r in B we have
diamγ ≥ C−1r ≥ (2Cη(1))−1diamf−1(B′).
By Proposition 10.8 in [Hei01] we have that that for every γ ∈ Γx,r the
following inequality holds
diamf(γ)
diamB′
≥
1
2η
(
diamγ
diam(f−1(B′))
) ≥ 1
2η((2Cη(1))−1)
.
Thus, for each γ ∈ Γx,r we have length(γ) ≥ diamf(γ) ≥ C1δ, where
C1 depends only on η and C. Therefore, applying inequality (2.2) to
f(Γx,r) with µ = H
Q⌊A we have
modQ(f(Γx,r)) ≤
HQ(f(B(x, r)))
(C1δ)Q
≤
1
CQ1
HQ(B(y, δ))
δQ
.
Finally, using inequality (2.6) of Tyson’s theorem we obtain
HQ(B(y, δ)) ≥ CQ1 KmodQ(Γx,r)δ
Q ≥ Aδq,
where A = CQ1 Kσ. 
QS CO-HOPFIAN MENGER CURVES & SIERPIN´SKI SPACES 19
Corollary 4.3. Suppose S = {si} ⊂ I is a sequence of slits in I ⊂ R
n
such that the conditions (S1)−(S3) are satisfied. If f is a quasisymmet-
ric embedding of M(S) or DM(S) into itself then the image f(M(S))
or f(DM(S)) is Ahlfors n-regular.
Proof. The fact that f(M(S)) is upper n-regular follows from the Ahlfors
regularity of M(S), cf. Lemma 3.2. To show that f(M(S)) is lower
Ahlfors n-regular we need to check that the condition of Lemma 4.2
is satisfied. For this choose a ball B = B(p, r) ⊂ M(S) and let
B′ = B(q, cr) ⊂ I be the ball contained in τ0(B) given by Lemma 3.2.
Next, let Γp,r = τ
−1
0 (Gp,r) where Gp,r is the family of vertical curves in
B′ ⊂ I of diameter at least cr/2. Standard modulus estimates imply
that modn(Gp,r) ≥ 1 for every p ∈ M(S) and r ∈ (0, diam(M(S))).
Therefore since τ0 is Lipschitz, using inequalities (3.3) we obtain that
modn(Γp,r) ≥ 1/C for some C <∞. 
4.3. Most vertical curves are mapped to vertical curves in
DM(S).
Lemma 4.4. Suppose S = {si} ⊂ I is a sequence of slits in I ⊂
Rn such that modn(Γnv) = 0. If f is a quasisymmetric embedding of
DM(S) into itself, then
modn({γ ∈ Γv : f(γ) ∈ Γnv}) = 0.
In other words, f maps modn-almost every closed vertical curve to a
closed vertical curve.
Proof. Let Γv→nv be the family of closed vertical curves (circles) in
DM(S) which is mapped by f to non-vertical ones. Then f(Γv→nv) ⊂
Γ, where Γ is the family of all closed non-vertical curves in DM(S). By
monotonicity of the modulus we have modn(f(Γv→nv)) ≤ modn(Γ) = 0.
Now, by Corollary 4.2 we have that f(DS(S)) is Ahlfors n-regular
and therefore by Tyson’s theorem, f quasipreserves n-modulus and
therefore modn(Γv→nv) = 0. 
4.4. Vertical spheres in DM(S). A subset σx of DM(S) which is
homeomorphic to Sn−1 and is such that (τ0 ◦ π1)(σx) = x for some
x ∈ (a1, b1) will be called a vertical sphere in DM(S).
Note, that for almost every x ∈ (a1, b1) the set
σx = (τ0 ◦ π1)
−1(x)
is a well defined subset of DM(S) which does not intersect any of the
slits and which is obtained by gluing two copies of n − 1 dimensional
cubes along their boundaries, and as such it is homeomorphic to Sn−1.
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Lemma 4.5. Suppose S = {si} ⊂ I ⊂ R
n is a sequence of slits in
I such that modn(Γnv) = 0. If f is a quasisymmetric embedding of
DM(S) into itself then it takes every vertical sphere to a vertical sphere.
Proof. Let 2 ≤ k ≤ n and Xk be the k-th coordinate axis in R
n. Denote
by Γkv the family of curves γ in M(S) such that τ0(γ) ⊂ I is parallel
to Xk and connects the two faces of I which are perpendicular to Xk.
Furthermore, let
Γkv→v = {γ ∈ Γ
k
v : f(γ) ∈ Γv},
Γkv→nv = Γ
k
v \ Γ
k
v→v.
and
Gkv→v = τ0(Γ
k
v→v) and G
k
v→nv = τ0(Γ
k
v→nv).
Therefore, using monotonicity and Tyson’s theorem for every 2 ≤ k ≤
n we have
modnΓ
k
v→nv ≤ modnΓv→nv ≤ Kmodnf(Γv→nv) ≤ KmodnΓnv = 0.
and hence modnΓ
k
v→nv = 0 for all 2 ≤ k ≤ n.
Now, since Gkv→nv is a family of disjoint parallel intervals each of
which is isometric to its preimage in M(S) inequalities ( 3.3) imply
that modn(G
k
v→nv) ≍ modnΓ
k
v→nv and thus modn(G
k
v→nv) = 0.
But since Gkv→nv is a product family we have
modn(G
k
v→nv) =
Hn−1(π⊥k (G
k
v→nv))
bk − ak
,
where π⊥k is the projection onto the hyperplaneX
⊥
k . Since modn(G
k
v→nv) =
0 it follows that Hn−1(π⊥k (G
k
v→nv)) = 0 or that π
⊥
k (G
k
v→v) is a full mea-
sure set (in particular is dense) in π⊥k (I). By continuity of ϑ ◦ f it
follows that for every vertical curve γ ∈ Γkv we have that f(γ) ∈ Γv,
i.e. ϑ ◦ f(γ) is a point in (a1, b1).
Now, let x ∈ (a1, b1) and σx = ϑ
−1(x) ⊂ M(S) be a vertical square.
We want to show that ϑ(f(σx)) is a point. Note, that for every two
points p, q ∈ σx there is a curve δp,q = δ2 ∪ . . . ∪ δn ⊂ σx connecting p
and q such that τ0(δk) is a closed interval in I parallel to the axis Xk,
k = 2, . . . n. Thus f(δk) is a vertical curve for every k = 2, . . . , n and
therefore ϑ(f(δp,q)) is a point in (a1, b1). Since this is true for every
pair of points in σx it follows that for every x ∈ (a1, b1) we have that
ϑ(f(σx)) is a point in (a1, b1).
Therefore if f is now a quasisymmetric mapping ofDM(S) into itself
and Σ is a vertical sphere in DM(S) then f(Σ) is a point and therefore
f(Σ) is a vertical sphere. 
Theorem 4.1 now follows from Lemma 4.5 and the following result.
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Lemma 4.6. If f is a quasisymmetric embedding of DM(S) into itself
which takes vertical spheres to vertical spheres then f is onto.
Proof. By our assumption there is a sequence of closed vertical spheres
σi ⊂ DM(S) with π1(τ0(σi))→ a1, such that f(σi) is a vertical sphere
for each i ≥ 1. Let
L = τ−10 (L) and R = τ
−1
0 (R).
Next we show that either f(L) = L or f(L) = R.
Since each σi separates DS, i.e. DM(S)\σi is disconnected, we may
denote by Li the connected component of DM(S) \ σi containing L.
Furthermore, we enumerate σi’s so that Li+1 ⊂ Li. Then L = L =⋂∞
i=1 Li and
f(L) =
∞⋂
i=1
f(Li).(4.1)
Since f(Li) is a connected component of DM(S) \ f(σ1) containing
f(L) and f(Li+1) ⊂ f(Li) it follows that either
⋂∞
i=1 f(Li) ⊂ L ∪ R
or
⋂∞
i=1 f(Li) is the closure of a connected component of DM(S) \ σ
for some vertical sphere σ ⊂ DM(S). The latter cannot happen since
if σ is a separating sphere in the Sierpin´ski space DM(S) then the
closure of each component of the complement of σ is homeomorphic to
the Sierpin´ski space Sn−1, which would contradict (4.1) since f(L) is
homeomorphic to an n− 1 ball. Thus, since L is connected, f(L) = L
or f(L) = R. The same argument works for R and therefore we have
that either
f(L) = L and f(R) = R, or
f(L) = R and f(R) = L.
In either case we have {π1(τ0(f(σx))) : x ∈ [a, b]} = (a1, b1). In
particular for almost every x ∈ [0, 1] the vertical sphere σx is contained
in f(DS). In particular f(DS) is dense and since it is closed we obtain
that f(DS) = f(DS) = DS. 
5. Modulus estimates in slit domains
In this section we formulate a general condition for the collection of
slits S = {si} ⊂ I in a box I ⊂ R
n, which implies that the the family of
non-vertical curves inM(S) has a vanishing modulus. Combining with
Theorem 4.1 we are able to show QS co-Hopficity for large classes of
slit Seirpin´ski spaces. In particular, we will be interested in collections
of slits S satisfying one of the following properties:
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(i) S is uniformly relatively separated and occurs on all locations
and scales, or
(ii) S = Sr for some r /∈ ℓ
n.
Note that (i) is equivalent to having conditions (S1) and (S4) of Section
3.1, while Sr is defined in Section 3.3.
In this section, assuming the modulus estimates proved in Section 6,
we prove the following.
Theorem 5.1. If S ⊂ I ⊂ Rn is a family of slits satisfying either
(i) or (ii) then the double (DM(S), dS ,H
n) of the slit Sirpin´ski space
corresponding to S is quasisymmetrically co-Hopfian.
As mentioned in the Introduction, Theorems 1.4, 1.5 and 1.6 follow
from Theorem 5.1. Indeed, to obtain Theorem 1.5 note that if M(S)
is porous then the slits S satisfy condition (i) and by Theorem 5.1 the
double of M(S) is co-Hopfian. Similarly, to obtain Theorem 1.6 from
Theorem 5.1, suppose S = Sr, with ri /∈ ℓ
n such that ri → 0. Since (ii)
is satisfied DM(S) is co-Hopfian by Theorem 5.1. However, DM(S) is
clearly not porous since ri → 0.
Theorem 5.1 is proved at the end of this section by combining The-
orem 4.1 with the modulus estimates obtained below, Lemmas 5.6 and
5.7.
5.1. Modulus estimates in slit domains. Let I be a box in Rn, cf.
Section 3.1, and let L,R be the left and right faces of I, respectively,
i.e.
L = {a1} × (a2, b2)× . . .× (an, bn),
R = {b1} × (a2, b2)× . . .× (an, bn).
We say that a curve γ : (0, 1)→ X connects subsets E and F of X
if E ∪ F ∪ γ is connected, where γ is the closure of the image of γ in
X .
Given a collection of slits S ⊂ I ⊂ Rn let Γi = Γi(S) and ΓS be the
family of curves connecting the left face of I to the right face in the
slit domains Si and the slit set S, respectively. More precisely, we let
Γi = {γ ⊂ Si | γ connects L to R in I¯}, i ≥ 1,
and
ΓS =
∞⋂
i=1
Γi.
Thus, ΓS is the collection of curves γ in I ⊂ R
n connecting L and R,
which avoid all the slits si ∈ S.
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Figure 5.1. A slit s in R3 and its right ε-collar sε.
The main result in this section is an estimate on the modulus of ΓS .
As one may expect the modulus of ΓS depends on the geometry (i.e.
sizes and location) of the slits si ∈ S. To formulate our main result we
need the following notation. Given ε > 0 and a slit s ⊂ I of sidelength
l(s) > 0 such that π1(s) = x we let s
ε be the box (x, x+εl(s))×s ⊂ Rn.
Equivalently,
sε = s+ (0, εl(s)) = {z + t ∈ Rn | z ∈ s, t ∈ (0, εl(s))},
where (0, εl(s)) denotes the corresponding interval inR1 ∼= R1×(0, . . . , 0).
We will call the set sε the (right) “ε-collar” of the slit s. Thus sε is an
n-dimensional box with dimensions εl(s)× l(s)× . . .× l(s) the left face
of which coincides with s, see Figure 5.1.
Note also, that if {si} is a uniformly relatively separated sequence
in I then sεi ⊂ I for every i ∈ N whenever 0 < ε < σ, where σ is the
separation constant in (3.1).
Lemma 5.2 (Main Estimate). Suppose S ⊂ (a1, b1)× . . . (an, bn) is
a uniformly relatively separated sequence of slits in Rn for which there
exists ε > 0 such that there is a subsequence S(ε) = I = {sik(ε)}
∞
k=1
such that
sεik(ε) ∩ s
ε
il(ε)
= ∅, k 6= l.(5.1)
Then there is a constant Cn > 0, such that for every p ≥ 1
modpΓS ≤ (b1 − a1)
−p [Hn (Rε) + CnH
n(I)ε] ,(5.2)
where Rε = I \
⋃∞
k=1 s
ε
ik(ε)
.
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The proof of Lemma 5.2 in Section 6 will give more than stated
above. Namely, we will be able to estimate the modulus of a family of
curves that is a priori larger than ΓS .
Lemma 5.3. Suppose the assumptions of Lemma 5.2 are satisfied. Let
ΓˆS be the image under τ0 of the family of all curves γ in M(S) con-
necting L and R,
ΓˆS = {τ0(γ)| γ ⊂M(S) and γ connects L and R}.
Then
modp(ΓˆS ,H
n) . Hn (Rε) +O(ε),(5.3)
for every p ≥ 1.
Combining Lemmas 5.2 and 5.3 we have the following.
Corollary 5.4. Suppose S ⊂ I is a uniformly relatively separated
sequence of slits for which there exists a sequence εj → 0 such that
(5.1) holds for ε = εj, ∀j ≥ 1 and H
n (Rεj) → 0. Then modpΓS =
modp(ΓˆS) = 0 for every p ≥ 1.
Thus, if for every small ε > 0 there is a subsequence {sik} of slits
whose ε-collars are disjoint and the union of these ε-collars has full mea-
sure in I then modp(ΓS) = 0. The proof of Lemma 5.2 will show that
one can have bounded admissible metrics for ΓS supported essentially
on the complement of the disjoint ε-collars of slits sik(ε).
5.2. Non-vertical families in slit spaces. Here we show that un-
der the general condition of previous subsection the collection of all
non vertical curves in the slit space M(S) also has vanishing modulus.
Recall that we say that a curve γ in M(S) or DM(S) is vertical if
π1(τ0(γ)) is a point in R, otherwise γ is non-vertical.
Lemma 5.5. Suppose S = {si} ⊂ I is a uniformly relatively separated
sequence of slits for which there exists a sequence εj → 0 such that (5.1)
holds for ε = εj, ∀j ≥ 1 and H
n (Rεj ) → 0. Let Γnv be the family of
all non-vertical curves in (M(S), dS ,H
n) or (DM(S), dS ,H
n). Then
modp(Γnv) = 0, for all p ≥ 1.
Proof. Let k ≥ 0 and let Γk be the family of curves γ in Γnv such that
H1(π1(τ0(γ))) ≥ 2
−k(b1 − a1), i.e. those whose image τ0(γ) oscillates
in the first coordinate by at least 2−k(b1 − a1). Then Γnv = ∪
∞
k=1Γk.
Furthermore, for every γ ∈ Γk the projection π1(τ0(γ)) contains an
interval
Jk,j :=
(
a1 +
b1 − a1
2k+1
· j, a1 +
b1 − a1
2k+1
· (j + 1)
)
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for some j ∈ {0, . . . , 2k+1 − 1}. Denoting
Γk,j = {γ ∈ Γnv : π1(τ0(γ)) ⊃ Jk,j}
we can write Γk =
⋃2k+1
j=1 Γk,j and thus Γnv =
⋃∞
k=1
⋃2k+1
j=1 Γk,j. There-
fore, by subadditivity of modulus it is enough to show that modp(Γk,j) =
0 for all k ≥ 1 and 0 ≤ j < 2k. We will show a more general fact.
Namely, for every interval J := (α, β) ⊂ (a1, b1) denoting Γ(J) = {γ ∈
Γnv | π1(τ0(γ)) ⊃ J} we will show that modp(Γ(J)) = 0. For this we
would like to use Lemma 5.3. However some care has to be taken since
we do not know that the relative distance between the slits si ∈ S
which are contained in I ∩ π−11 (J) and the boundary of this box is
bounded from below.
Let G(J) = τ0(Γ(J)). We first observe that modpG(J) = 0.
Suppose δ ≥ 0 is small enough so that Jδ := (α+ δ, β − δ) ⊂ J . Let
Iδ = I ∩ π
−1
1 (α+ δ, β − δ), and S
′ = {s ∈ S : s ∈ Iδ}. Let Gδ(J) be the
family of curves γ′ in I ∩ π−11 (J) connecting the vertical sides of that
box, such that γ′∩Iδ is connected and γ
′∩Iδ = τ0(γ) for some γ ∈ Γnv.
Thus γ′ essentially avoids the slits in S ′. In other words, we disregard
the slits contained in the δ neighborhoods of the left and right faces of
I0 = I ∩ π
−1
1 (J).
By overflowing property of modulus we have modp(G(J)) ≤ modp(Gδ(J)).
But now we may apply Lemma 5.2 to Gδ(J), since the collection of slits
S ′ is uniformly relatively separated in I ∩ π−1(J). Therefore, if εj → 0
is such that Hn(Rεj )→ 0 then
modp(Gδ(J)) . H
n (Rεj ∩ Iδ) +H
n(I0 \ Iδ) + Cεj −→
j→∞
2δ
n∏
i=2
(bi − ai).
Taking δ → 0 it follows that for every interval J ⊂ π1(I) we have
modp(G(J)) = 0. From Lemma 3.2 and the fact that ϑ : DM(S) →
[0, 1]n is 1-Lipschitz it follows that we may apply Lemma 2.3. Since
G(J) = ϑ(Γ(J)), it follows that modp(Γ(J)) = 0, for every J ⊂ (a1, b1).
As explained before, subadditivity implies that modpΓnv = 0. 
5.3. Slits occuring on all locations and scales. Recall, that we
say that the slits si ∈ I occur on all locations and scales in I ⊂ R
n
if there is a constant C ≥ 1 such that for every ball B = B(x, r) ⊂ I
there is a slit si ⊂ B such that diamsi ≥ r/C.
Lemma 5.6. Suppose S = {si} ⊂ I is a sequence of slits in I which
is uniformly relatively separated and occurs on all locations and scales.
Then, for every p ≥ 1, the following holds
modpΓS = modp(ΓˆS) = modp(Γnv) = 0,
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where Γnv is the family of non-vertical curves in M(S) of DM(S).
Proof. First, we enumerate the sequence si so that l(si) ≥ l(si+1) for
i ≥ 1. Next, fix 0 < ε < σ(S) and define the sequence ik = ik(ε)
inductively as follows. Let i1 = 1. For k ≥ 1 assume i1, . . . , ik have
been defined so that the collars si1, . . . sik are pairwise disjoint. Note,
that there is a slit sj which does not intersect the ε-collars s
ε
i1
, . . . sεik .
Indeed, since the slits occur at all locations and scales we may pick a
ball B ∈ I \ (sεi1 ∪ . . . ∪ s
ε
ik
) and a slit sj ⊂ 2
−1B such that sεj ⊂ B
and thus has a collar that is disjoint from the previously chosen ones.
We let ik+1 to be the smallest index, satisfying this property. More
precisely we define
ik+1 = ik+1(ε) = min{j | s
ε
j ∩ s
ε
il
= ∅, ∀l ≤ k}.
Thus, by definition condition (5.1) of Lemma 5.2 is satisfied.
Next, we wish to estimate the Hn-measure of Rε. Fix p ∈ I and
r > 0. Since the slits si appear on all scales and locations there is a
slit si such that si ⊂ B(p, r/2) and l(si) ≥ r/C. Now, if i = ik(ε)
for some k then sεi ⊂ (R
ε)c. On the other hand if i 6= ik(ε) for any
k ≥ 1 then sεi intersects one of the collars s
ε
ik
for some ik < i and
therefore l(sik) ≥ l(sk). But this means that sik ⊂ (R
ε)c. Since sεi
has a nontrivial intersection with sεik , it follows that there is a ball
B′ ⊂ B(p, r) of radius (εl(si)/2) which is contained in the collar s
ε
ik
and
as such is in the complement of Rε. Thus for every ball B(x, r) ⊂ I
there is a ball B′ ⊂ (Rε)c of radius
εl(si)
2
≥
ε
2C
· r.
Since ε and C are fixed constants it follows that Rε has no density
points and therefore has zero Hn-measure (in fact Rε is porous, but
we do not need this fact). Applying Corollary 5.4 and Lemma 5.5
completes the proof. 
5.4. Standard non-self-similar slits. Let r = {ri} be a sequence
of real numbers such that 0 ≤ ri < 1. In Section 5.4 we defined a
collection Sr of slits in [0, 1]
n which was used in the construction of
standard slit Sierpin´ski spaces. We will denote by Γr = ΓSr , i.e. the
family of curves connecting the vertical sides of the unit cube in Rn
which avoid Sr. We will also let Γˆr = ΓˆSr . Here we will apply Lemma
5.2 to obtain the following result.
Lemma 5.7. If Sr ⊂ R
n is the standard non-self-similar collection of
slits such that r /∈ ℓn then for every p ≥ 1, the following holds
modpΓS = modp(ΓˆS) = modp(Γnv) = 0,
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where Γnv is the family of non-vertical curves in M(S) of DM(S).
Proof. First, note that we may assume that ri is a power or 1/2 for
every i ≥ 0. Indeed, if ti is the largest number of the form 1/2
m which
is less than ri, i ≥ 1 then Γr ⊆ Γt and therefore modpΓr ≤ modpΓt.
Thus, if t ∈ ℓ2 then r ∈ ℓ2, since ti ≍ ri and if we show that modpΓt = 0
then also modpΓr = 0.
Next, we choose sij(ε) in the same way as in Lemma 5.6, thus guar-
anteeing that condition (5.1) is satisfied.
To estimate the measure of the residual set Rε = [0, 1]n \
⋃∞
k=1 s
ε
ij(ε)
,
let
Rεk = [0, 1]
n \
k⋃
i=0
⋃
sε
ij (ε)
∈∆i
sεij(ε).
By the disjointness property of the ε collars we have that
Rεk = [0, 1]
n \
k⋃
i=0
⋃
Q∈∆i
sε(Q).
Next, we estimate the measure of Rεk+1. Note that for Q0 ∈ ∆0 we
have
Hn(Rε0) = 1−H
n(sε(Q0)) = 1− εl(s(Q0))
n = 1− εrn0 .
Now, if Q ∈ ∆k for some k > 1 then
Rεk ∩Q = (R
ε
k−1 ∩Q) \ s(Q),(5.4)
where either s(Q) is contained in a previously removed collar, or it does
not intersect any such collar. Now, if s(Q) is contained in a removed
collar then, since ε is a power of 1/2, Q is also in the complement of Rεk
and both sides of (5.4) are empty. On the other hand if s(Q)∩Rεk−1 6= ∅
then s(Q) ⊂ Rεk−1 and we have
Hn(Rεk ∩Q) = H
n(Rεk−1 ∩Q)−H
n(sε(Q)).
But
Hn(sε(Q)) = εl(s(Q))n = ε
(rk
2k
)n
= εrnkH
n(Q) ≥ εrnkH
n(Rεk−1 ∩Q)
and therefore if s(Q) ∩ Rεk−1 6= ∅ we have
Hn(Rεk ∩Q) ≤ (1− εr
n
k )H
n(Rεk−1 ∩Q).
Moreover, as explained before if s(Q)∩Rεk−1 = ∅ then both sides of the
inequality are 0. Therefore summing over all diadic cubed of generation
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k we obtain Hn(Rεk) ≤ (1− εr
n
k )H
n(Rεk−1). By induction we have
Hn(Rεk) ≤
k∏
i=0
(1− εrni ).
So if
∑
i r
n
i =∞ then
Hn(Rε) ≤ Hn
(
∞⋂
k=1
Rεk
)
≤ lim
k→∞
k∏
i=0
(1− εrni ) = 0.
Taking εj = 1/2
j and applying Corollary 5.4 and Lemma 5.5 we obtain
the needed equalities. 
5.5. Proof of Theorem 5.1.
Proof. Suppose S satisfies (i) or (ii). By Lemmas 5.6 and 5.7 we have
that mod3(Γnv) = 0. By Theorem 4.1 the space DM(S) is QS co-
Hopfian. 
6. Proof of the main modulus estimate: Lemma 5.2
The idea is to construct a one parameter family of Borel subsets of
I such that the characteristic functions of these subsets will be admis-
sible for ΓS . In Subsection 6.1 we construct a one parameter family of
metrics ρεi and ρ
ε and prove Lemma 5.2 assuming that these metrics are
admissible for Γi and Γ. In Subsection 6.2 we show the admissibility
of the metrics.
6.1. Construction of the metric ρε. Fix 0 < ε < σ(S). Define a
subsequence sik(ε) of {si}
∞
i=1 inductively as follows. Let si1(ε) be a slit
of the largest length in S. Suppose si1(ε), . . . , sik−1(ε) have been chosen.
Let sik(ε) be a slit of the largest length among all those slits si whose
ε-collars sεi are essentially disjoint from the ε-collars of the chosen slits,
i.e.
Hn
(
sεik(ε) ∩
k−1⋃
j=1
sεij(ε)
)
= 0.(6.1)
Note, that in some situations the sequence ik(ε) may be finite. How-
ever, if the slits are dense in I and diam(si)→ 0 then for small ε’s the
sequence ik(ε) will be infinite. Next we fix ε and assume that the se-
quence si was chosen so that condition (6.1) was satisfied to start with,
i.e. ik(ε) = k, ∀k ≥ 1. Thus, below we assume that s
ε
i+1 is essentially
disjoint from
⋃i
j=1 s
ε
i and l(si+1) ≤ l(si) for all i ≥ 1.
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Figure 6.1. A slit with its ε-collar in R3 and its ε-buffer
and omitted regions Bεi and O
ε
i . The dark grey part of
the boundary of sεi is the non vertical boundary ∂nvs
ε
i
while the set Oεi ⊂ s
ε
i is the collection of points in the
collar which are more than εl(si) away from ∂nvs
ε
i .
Next, define two disjoint subsets of sεi . First, let r(s
ε
i ) be the right
face of the ε-collar sεi , or the translate of the slit si by εl(si),
r(sεi ) = si + εl(si).
We denote by ∂nvs
ε
i the collection of all the nonvertical faces of s
ε
i ,
∂nvs
ε
i = ∂s
ε
i \ (si ∪ r(s
ε
i )).
Finally we let Bεi be the set of points x in the ε-collar of si, the
distance of which from the nonvertical boundary of the collar is less
than or equal to the width of the ε-collar, i.e.
Bεi = {x ∈ s
ε
i | dist(x, ∂nvs
ε
i ) ≤ εl(si)}.
Thus, Bεi is a “rectangular annulus around the thin edge” of the
collar sεi . We will call B
ε the ε-buffer of si. Note that if n = 2 then
Bεi is disconnected and we denote by B
ε,+
i and B
ε,−
i the uppermost
and lowermost largest “buffer” squares contained in sεi . More precisely,
these are the squares in I of side-length εl(si), whose left faces are
contained in the vertical slit si and which contain the top and bottom
endpoints of si, respectively.
Next, we denote
Oεi = s
ε
i \B
ε
i = {x ∈ s
ε
i | dist(x, ∂nvs
ε
i ) > εl(si)}.
and call it the “ε-omitted region” of si. Thus, O
ε
i is the open box in
Rn with dimensions
εl(si)× (1− 2ε)l(si)× . . .× (1− 2ε)l(si),
30 HRANT HAKOBYAN
Figure 6.2. Planar slit domains S5 and S21 correspond-
ing to the standard (diadic) placement of slits with
ri = 1/2 for all i ≥ 0. Dark grey, light grey and
white regions represent the corresponding ε-buffer, omit-
ted and residual sets, respectively for ε = 1/4. The sets
Bε,Oε ⊂ [0, 1]2 are the unions of all light grey and white
regions, while the residual set Rε is the intersection of
all the light grey regions, respectively. The metric ρε is
supported on the complement of all the white rectangles,
appearing in all generations.
whose left face is contained in si and which is disjoint from B
ε
i and in
particular, Oεi has the same center as s
ε
i .
Furthermore, we let Rεi = I \ s
ε
i and
Bεi =
i⋃
j=1
Bεj , O
ε
i =
i⋃
j=1
Oεj , R
ε
i = I \ (Bi ∪ Oi).
Bε =
∞⋃
j=1
Bεj , O
ε =
∞⋃
j=1
Oεj , R
ε = I \ (B ∪ O) =
∞⋂
i=1
Rεi .
We will call Rε, Bε and Oε the ε-residual, buffer and omitted sets
corresponding to the sequence {si}, respectively. Note that for every
ε > 0 we have that the ε-residual set is the complement of all the
ε-collars
Rε = I \
∞⋃
k=1
sεik(ε).
Moreover, the sets Rε, Bε and Oε partition I, i.e. they are pairwise
disjoint and
Rε ∪ Bε ∪ Oε = I.(6.2)
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Finally, we define the Borel functions ρε and ρεi for x ∈ I by
ρεi (x) =
1
b1 − a1
χRεi∪Bεi (x) =
1
b1 − a1
χI\Oεi (x)
ρε(x) =
1
b1 − a1
χRε∪Bε(x) =
1
b1 − a1
χI\Oε(x),
where χE denotes the characteristic function of a set E ⊂ R
n.
Below we will show that ρε is admissible for ΓS for every ε > 0.
Next, we assume this is true and complete the proof of Lemma 5.2.
Proof of Lemma 5.2. By Lemma 6.3 it is enough to show that
∫
I
(ρε)pdHn →
0 as ε→ 0. From the definition of ρε we have
∫
I
(ρε)pdHn =
∫
I
(χRε∪Bε)
pdHn = (b1 − a1)
−p(Hn(Rε) +Hn(Bε)).
(6.3)
On the other hand, since
Hn(Oεi ) = εl(si)× (1− 2ε)
n−1l(si)
n−1 = (1− 2ε)n−1Hn(sεi ),
we have
Hn(Bεi ) = H
n(sεi )−H
n(Oεi ) = (1− (1− 2ε)
n−1)Hn(sεi )
and therefore, since sεi ’s are pairwise essentially disjoint, we obtain
Hn(Bε) =
∞∑
i=1
Hn(Bεi )
= (1− (1− 2ε)n−1)Hn
(
∞⋃
i=1
sεi
)
≤ (2(n− 1)ε+ o(ε))Hn(I)
≤ C(n)Hn(I)ε
(6.4)
as ε → 0. Combining (6.3) and (6.4) we obtain the main estimate
(5.2). 
6.2. Admissibility of ρε. In this section we prove that ρε is an ad-
missible metric for the family of curves connecting the left and right
faces of I and which avoid the vertical slits {si} ⊂ I.
Lemma 6.1. For every x ∈ [0, 1]d we have
lim
i→∞
ρεi (x) = ρ
ε(x).(6.5)
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Proof. If x ∈ Rε then x ∈ Rεi and ρ
ε
i (x) = (b1 − a1)
−1 for every i ≥ 0.
If x ∈ Bε then there is an i0 such that x ∈ B
ε
i for all i ≥ i0, since B
ε
i
is an increasing sequence of open sets. Therefore ρεi (x) = (b1 − a1)
−1
for i ≥ i0. Thus if x ∈ R
ε ∪ Bε then ρεi (x) → (b1 − a1)
−1 = ρε(x) as i
approaches∞. The case, when x ∈ Oε is done the same way as x ∈ Bε
and (6.5) follows. 
By dominated convergence theorem we immediately obtain the fol-
lowing approximation result.
Corollary 6.2. With the notation as above we have the following.
i. For every p > 0 we have
lim
i→∞
∫
I
(ρεi )
pdHn =
∫
I
(ρε)pdHn.
ii. For every locally rectifiable curve γ ⊂ I we have
lim
i→∞
∫ 1
0
ρi(γ(t))|γ
′(t)|dt =
∫ 1
0
ρ(γ(t))|γ′(t)|dt.
Next lemma in the main result of this section.
Lemma 6.3. Suppose S = {si} ⊂ I is a collection of slits, which are
uniformly relatively separated. Then for every 0 < ε < σ(S), where
σ(S) is the separation constant in 3.1, the metric ρε is admissible for
ΓS.
Proof. To simplify the notation we let ρ and ρi denote the metrics ρ
ε
and ρεi , respectively. Furthermore, for a (locally-rectifiable) curve γ ∈ Γ
we denote by l(γ) and li(γ) the ρ and ρi-length of γ, i.e.
li(γ) :=
∫ 1
0
ρi(γ(t))|γ
′(t)|dt, i = 1, 2, . . . .
From the construction of ρεi ’s it follows that li(γ) is a decreasing (non-
increasing) sequence. Given a curve γ ∈ ΓS we want to show that
l(γ) ≥ 1. By (6.5) it is enough to show that li(γ) ≥ 1 for all i ≥ 1. We
prove this by induction.
We will assume that γ : [0, 1] → I is oriented so that γ(0) ∈ L and
γ(1) ∈ R, i.e. γ “starts” on the left face of I and “ends” on the right
face. Thus, given disjoint subsets E and F of I we will say that γ meets
E before F if there exists t ∈ (0, 1) such that γ(t) ∈ E and γ(s)∩F = ∅
for any 0 < s < t. In particular, if γ intersects E but not F we will
still say that γ meets E before F .
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Recall, that r(sεi ) is the right face of s
ε
i . Now, for every γ ∈ ΓS let
Nγ1 = {i ∈ N : γ ∩ O
ε
i 6= ∅},
Nγ2 = {i ∈ N : γ meets O
ε
i before r(s
ε
i )},
Nγ3 = {i ∈ N : γ meets r(s
ε
i ) before O
ε
i }.
Note, that if i ∈ Nγ2 then γ∩B
ε
i has a connected component connecting
∂nvs
ε
i and ∂(O
ε
i ) in the buffer region B
ε
i (for n = 2 there is a component
connecting the top of a buffer square Bε,+j or B
ε,−
j to its bottom).
Therefore,
li(γ ∩ s
ε
j) = H
1(γ ∩ Bεi ) ≥ dist(∂nvs
ε
i , O
ε
i ) = εl(si).(6.6)
Next, we denote by t(sεj) any “horizontal” interval, i.e. one which is
parallel to the first coordinate axis, which is contained in the top face
of the ε collar sεj and connects the vertical faces of s
ε
j . For every γ ∈ ΓS
we inductively define a sequence of not necessarily connected subsets
γi ⊂ I as follows. Since, t(s
ε
j) ⊂ B
ε we have
lj(t(s
ε
j)) = εl(si), i = 1, 2, . . . .(6.7)
Figure 6.3. On the left γ ∈ ΓS is a curve in a slit
domain. and on the right only the collars of the slits
which γ intersects are drawn (the numbers correspond
to the number of the diadic square in which the slit is
located). Since γ meets the omitted region in the first
collar sε1 before meeting its right edge, γ1 is obtained by
removing from γ the collar sε1 and attaching the top t(s
ε
1).
Further modifications of the curve γ show that if γk does
not intersect any of the omitted regions it follows that
ρk-length of γk is a multiple of its Euclidean length.
Let γ0 = γ. Suppose, for i ≥ 1 the set γi−1 has been defined. Then,
let
γi =


γi−1 if i ∈ N
γ
1 ,
γi−1 \ s
ε
i ∪ t(s
ε
i ) if i ∈ N
γ
2 ,
γi−1 \O
ε
i if i ∈ N
γ
3 .
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Equivalently, γi may be defines as follows,
γi =


γi−1, if γ ∩O
ε
i = ∅,
γi−1 \ s
ε
i ∪ t(s
ε
i ), if γ meets O
ε
i before r(s
ε
i ),
γi−1 \O
ε
i , if γ meets O
ε
i after r(s
ε
i ).
(6.8)
Thus, γi is obtained from γ by removing all the omitted rectangles
Oεj which γ meets after r(sj) and if γ∩B
ε
i has a component connecting
∂nvs
ε
i and ∂(O
ε
i ) we replace γ\s
ε
j with a horizontal interval in the buffer
of length εl(sj) . From this description it follows that γi ⊂ R
ε
i∪B
ε
i , ∀i ≥
1 and in particular
li(γi) = (b1 − a1)
−1H1(γi ∩ (R
ε
i ∪ B
ε
i ))
= (b1 − a1)
−1H1(γi), ∀i ≥ 1.
(6.9)
Given all the definitions above, Lemma 6.3 follows easily from the
two lemmas below.
Lemma 6.4. If γ ∈ Γ is a locally-rectifiable curve then
li(γ) ≥ li(γi), ∀i ≥ 1.(6.10)
Lemma 6.5. If γ ∈ Γ then
π1(γi) = [a1, b1], ∀i ≥ 1.(6.11)
Before proving these results, we first complete the proof of Lemma
6.3. For this we estimate the ρi length of γ from below as follows,
li(γ) ≥ li(γi)(by (6.10))
= (b1 − a1)
−1H1(γi)(γi ⊂ (O
ε
i )
c)
≥ (b1 − a1)
−1H1(π1(γi))(π1 is 1-Lipschiz)
= (b1 − a1)
−1H1([a1, b1]) = 1.(by (6.11))
As was noted in the beginning of the proof, the last estimate implies
that l(γ) ≥ 1 whenever γ ∈ ΓS . 
Next, we prove Lemmas 6.4 and 6.5.
Proof of Lemma 6.4. By the definition of ρi we have
li(γ) ≥ H
1(γ ∩ Oεi ) = H
1(γ ∩ Rεi ) +H
1(γ ∩ Bεi ).
Since γ ∩ Rεi = γi ∩ R
ε
i , we have
li(γ) ≥ H
1(γ ∩Rεi ) +H
1(γ ∩ Bεi ) ≥ H
1(γi ∩ R
ε
i ) +
i∑
j=1
H1(γ ∩ Bεj )
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Next, we note that
H1(γ ∩ Bεj ) ≥ H
1(γi ∩B
ε
j ), ∀j ≤ i.
Indeed, we have the following three cases:
- If γ does not meet Oj then γ remains unchanged in B
ε
j and
γ ∩ Bεj = γi ∩B
ε
j . In particular H
1(γ ∩ Bεj ) = H
1(γi ∩ B
ε
j ).
- If γ meets Oεj before r(s
ε
j) then γ connects ∂nvs
ε
i and ∂(O
ε
i ) and
therefore H1(γ ∩ Bεj ) ≥ εl(s
ε
j) = H
1(γi ∩ B
ε
j ).
- If γ meets Oεj after r(s
ε
j) then H
1(γ ∩Bεj ) ≥ 0 = H
1(γi ∩ B
ε
j ).
Therefore,
li(γ) ≥ H
1(γi ∩R
ε
i ) +
i∑
j=1
H1(γ ∩Bεj )
≥ H1(γi ∩R
ε
i ) +
i∑
j=1
H1(γi ∩B
ε
j )
= H1(γi ∩ R
ε
i ) +H
1(γi ∩ B
ε
i ) = li(γi). 
Proof of Lemma 6.5. Since all the omitted regions Oεi are compactly
contained in I and since γ(0) ∈ L and γ(1) ∈ R, it follows that
{a1}, {b1} ∈ π1(γi) for every i ≥ 1.
For the rest of the proof fix x ∈ (a1, b1). We need to show that
x ∈ π1(γi) for all i ≥ 1. For this, define tx = min{t | π1(γ(t)) = x} and
note that if y > x then γ([0, tx]) ∩ π
−1
1 (y) = ∅.
Now, let i ≥ 1. Then, either γ(tx) ∈ I does not belong to an omitted
region Oεj for any j ≤ i or it belongs to exactly one such region, since
the omitted regions are pairwise disjoint. If γ(tx) does not belong to an
omitted region then γ(tx) ∈ γj for all j ≤ i and in particular x ∈ π1(γi).
On the other hand, if γ(tx) ∈ O
ε
j0
for some j0 ≤ i then γ([0, tx]) does not
intersect the vertical hyperplane containing r(sεj0), since it is located
“to the right of x”. In particular γ meets Oεj0 before r(s
ε
j0). It follows
then from the definition of γj’s that we have t(s
ε
j0
) ⊂ γj0. Moreover,
since t(sεj0) belongs to a buffer region it remains in the curves γj for all
j ≥ j0 once it is added. Therefore,
x ∈ π(Oεj0) = π1(t(s
ε
j0)) ⊂ π1(γj)
for every j ≥ j0. Thus x ∈ π1(γi) which completes the proof. 
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Proof of Lemma 5.3. Let ε and ρε be defined as in Subsection 6.1. De-
fine the Borel function ρ˜ε : M(S)→ [0,∞) as follows:
ρ˜ε(x) =
{
ρ ◦ π1(x), if x belongs to a peripheral sphere of M(S),
1, otherwise.
From the proof of admissibility of ρε above, and the fact that π1 is
1-Lipschitz it follows that ρ˜ε is admissible for ΓˆS . Moreover, since the
Hn-measure of all the peripheral spheres is 0, it follows from Lemma
3.2 and inequality (5.2) that∫
M(S)
(ρ˜ε)pdHn .
∫
[0,1]n
(ρε)pdHn . Hn(Rε) + CnH
n(I)ε,
where the constants depend only on the constant in (3.3) and p ≥ 1. 
7. Slit Menger curve: Definition and Properties
In this section we construct a metric space M, which we call a slit
Menger curve, and establish some of its properties. In particular we
use a classical theorem of Anderson to show that M is homeomorphic
to the Menger curve.
7.1. Standard Menger curve and Anderson’s theorem. Recall
that the classical Menger curve is the compact subset M ⊂ R3 which
is constructed as follows. Let E0 be the unit cube [0, 1]
3 ⊂ R3. To
define E1 divide E0 into 3
3 disjoint cubes of sidelength 1/3 and remove
those which do not intersect the one dimensional edges of the boundary
of E0. Thus, we remove the interiors of the central cube and the 6 cubes
which intersect the middle squares of the 6 faces of ∂E0. In particular,
E1 is the union of 20 = 3
3−7 triadic cubes of generation 1. Continuing
by induction, suppose that En has been defined for some n ≥ 1 and
is a union of triadic cubes of [0, 1]3 of generation n. To obtain En+1,
from every triadic cube T ⊂ En we remove the central subcube of T
and the 6 subcubes that intersect the middle squares of the faces of ∂T
of generation n+ 1. The Menger curve is defined as M :=
⋂∞
n=0En.
The following theorem of Anderson provides a characterization of
the Menger curve and will be used below. Before formulating it we
recall some topological definitions.
A topological space X is locally connected if for every p ∈ X and
every open set U ⊃ p there is an open connected set N ⊂ U such that
p ∈ N . The point p ∈ X is a local cut point of X if there is an open
subset U containing p such that U \ p is not connected.
A covering B of a space X is said to be of order at most m+1 if every
point of X belongs to at most m + 1 elements of B. The topological
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dimension of X , denoted by dimtop(X), is the smallest number m such
that every open cover B of X has a refinement B′ of order at most
m+ 1. Recall, that a cover B′ is a refinement of B if for every B′ ∈ B′
there is a B ∈ B such that B′ ⊂ B.
Theorem 7.1 (Anderson [And58a]). A compact connected space X of
topological dimension 1 is homeomorphic to the Menger curve M if
and only if
1. X is locally connected,
2. X has no local cut points,
3. no open subset of X is planar.
Note that, to show that a compact space X is homemorphic to the
Menger curve one has to show that dimtopX = 1. For that we will
need the following fact.
Lemma 7.2. Suppose X is a compact topological space. If for every
ε > 0 there is a covering B of X such that every point p ∈ X belongs
to at most m+ 1 elements of B then dimtopX ≤ m.
The statement above is well known and easily follows from the defi-
nition of topological dimension given above and the Lebesgue number
lemma, cf. [HW48, Mun75].
7.2. Constructing the Slit Menger curve and its doubles. As
a first step we construct a sequence of domains Wi, i = 0, 1, . . . , in
W0 = (0, 1)
3, such that Wi+1 ⊂ Wi. Each Wi+1 is obtained from Wi
by removing a compact subset Ei ⊂ Wi, where Ei is a union of scaled
copies of a fixed subset E0 of W0.
Just like before, let πj : R
3 → R be the projection onto the j-th
coordinate axis, j ∈ {1, 2, 3}. Recall that ∆
(n)
i and ∆
(n) (or simply
∆i and ∆ if the dimension n is clear from the context) denoted the
collections of all dyadic cubes in (0, 1)n of generation i ≥ 0 and of all
generations, respectively. Furthermore, if Q ⊂ R3 is a dyadic cube of
generation n such that
Q¯ =
[
a
2n
,
a+ 1
2n
]
×
[
b
2n
,
b+ 1
2n
]
×
[
c
2n
,
c+ 1
2n
]
,
for some a, b, c ∈ Z we define the similarity transformation TQ of R
3 as
follows
TQ(x) =
x
2n
+
(a, b, c)
2n
,
for x ∈ R3. Note, then that Q = TQ([0, 1]
3) and TQ(0, 0, 0) = (a, b, c).
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Next, we let p := (1
2
, 1
2
, 1
2
) and define two closed subset of [0, 1]3 as
follows:
E ′ =
{
(x, y, z) ∈ [0, 1]3 :
∣∣∣∣z − 12
∣∣∣∣ ≤ 122
}
∩ π−12 (p),
E ′′ =
{
(x, y, z) ∈ [0, 1]3 : |y −
1
2
| ≤
1
22
or |x−
1
2
| ≤
1
22
}
∩ π−11 (p),
Thus, E ′ is a “flat tube” containing p that is parallel to the XZ-plane,
Figure 7.1. Construction of the sets E ′, E ′′, E ′1 and
E ′′1 . The domains W1 = [0, 1]
3 \ (E ′ ∪ E ′′), and W2 =
W1 \ (E
′
1∪E
′′
1 ) are the first two steps in the construction
of the slit Menger curve M.
while E ′′ is a “flat cross” containing p which is contained in the plane
π−11 (p) perpendicular to the X-axis. Finally, let
E0 := E = E
′ ∪ E ′′ ⊂W 0 = [0, 1]
3.
We define the domains Wi by induction. Let W0 = (0, 1)
3 and W1 =
W0 \E0. Thus W1 is an open connected subset of the unit cube [0, 1]
3.
Given a dyadic cube Q ∈ ∆ we let EQ be the rescaled copy of E0 in Q,
i.e.
EQ = TQ(E0).
To define the open set W2 ⊂ W1 we will remove a union of certain
smaller copies of E. However, in order to avoid “non-transversal in-
tersections” it is convenient to “skip” one generation of dyadic cubes.
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Thus, for i ≥ 1 we let
Ei =
⋃
Q∈∆2i
TQ(E0), E
′
i =
⋃
Q∈∆2i
TQ(E
′), E ′′i =
⋃
Q∈∆2i
TQ(E
′′)
and
Wi+1 = Wi \ Ei = W0 \
n⋃
i=0
Ei = (0, 1)
3 \
[
i⋃
i=0
( ⋃
Q∈∆2i
TQ(E0)
)]
.
Note that for every i ≥ 0 the set E ′i intersects the yz plane {x =
0} ⊂ R3 and in fact
E ′i ∩ {x = 0} =
⋃
Q∈∆yz2i
s(Q),
where the union is over all the diadic squares of generation 2i contained
in the unit square in the zy plane, denoted by ∆zy2i , and s(Q) ⊂ Q
denotes the vertical slit of length l(Q)/2 = 4
−n
2
with the midpoint at
the center of Q.
Similarly, we have also
E ′′i ∩ {y = 0} =
⋃
Q∈∆xz2i
s(Q), E ′′i ∩ {z = 0} =
⋃
Q∈∆xy2i
s(Q),
where the families ∆xz2i , ∆
xy
2i and slits s(Q) are defined as above, but in
the xz and xy planes, respectively.
Let W i be the completion of Wi in the path metric dWi. Note that
if x ∈ Ei then it can “split” into two or four points in W i+1, where the
latter happens only if x ∈ E ′i ∩ E
′′
i . For each 0 ≤ i < j let
ωi,j : W j →W i
be the map which identifies the points in Wj which correspond to the
same point in Wi. Similarly to the case of the Sierpin´ski spaces we
obtain an inverse system (Wi, ωi,j) and define the topological space
M = lim
←
(W i, ωi,j).
Note also, that for every p = (p0, p1, . . .) ∈M and every i ≥ 0 there is
a natural projection of p to W i defined as follow:
ωi : M→ W i
p 7→ pi.
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Figure 7.2. The “top” and “bottom” of the slit Menger
curve M, denoted by T and B, respectively, are isometric
to the slit carpet corresponding to the sequence of slits
S = {sikl} defined by (7.2). Every slit s ∈ S is centered
at the center of a diadic square Q of side-length 4−i and
the length of s is equal to half the side length of Q.
We will denote ω0 simply by ω. Thus, since W0 = (0, 1)
3, we have the
projection
ω : M→ [0, 1]3,
p 7→ p0.
The subsets of M corresponding the top and bottom faces of the
boundary of the unit cube in R3, i.e.
T = ω−1({(x, y, 1) | 0 ≤ x, y ≤ 1}),
B = ω−1({(x, y, 0) | 0 ≤ x, y ≤ 1}),
(7.1)
will be called the top and base (or bottom) of M, respectively.
Note that both T and B are homeomorphic to the Sierpin´ski carpet.
In fact, as we show next, equipped with the metric induced from dM,
T and B are isometric to the slit carpet M(S) corresponding to a
very particular sequence of slits S = {s(Q)}Q∈∆xy2i in the unit square
[0, 1]× [0, 1]× {0} in the xy plane.
More concretely we can write S = {sikl}, where s
i
kl is the vertical slit
of length 4
−i
2
in the diadic square
Qikl :=
[
k
4i
,
k + 1
4i
)
×
[
l
4i
,
l + 1
4i
)
∈ ∆2i.
Equivalently,
sikl :=
{(
2k + 1
2 · 4i
, y
)
:
∣∣∣∣y − 2l + 12 · 4i
∣∣∣∣ ≤ 14i+1
}
, where i ≥ 0, and k, l ∈ {0, . . . , 4i − 1}.
(7.2)
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To show that B is isometric to the slit carpet pick two points p, q ∈ B.
Then for every curve γ ⊂M connecting p and q there is a curve γ′ ⊂ B
which is no longer than γ. Indeed, without loss of generality we may
assume that γ does not intersect ω−1(
⋃
iEi), since any other curve can
be approximated by such curves. Then, denoting by πxy the orthogonal
projection of R3 to the xy plane, we can take γ′ = ω−1 ◦πxy ◦ω ◦ γ, i.e.
the “projection of γ to B”. Therefore, for p, q ∈ B we have dM(p, q) ≥
inf{l(γ′) : γ′ ⊂ B} and in particular these two quantities are equal.
Thus, the restriction of the path metric dM to B gives the path metric
defined for the slit carpets. We will call the slits in B corresponding to
sikjthe slits of generation i ≥ 0.
Define the double of the slit Menger curve M along T ∪ B, denoted
by DM, by identifying the two copies of T ∪ B (by the identity map)
for two copies of M. More concretely, if M1 and M2 are the two copies
of the slit Menger curve, id : M1 → M2 is the identity map, and Ti
and Bi are the top and bottom slit carpets in Mi, i = 1, 2, then we can
define the double of M as follows:
DM = (M1 ⊔M2)/ ∼,
where, if x ∈M1 and y ∈M2 then
x ∼ y ⇐⇒ y = id(x) and x ∈ T1 ∪ B1.
Next we equip M and DM with metrics. Given p = (p0, p1, . . .), q =
(q0, q1, . . .) ∈M we define
dM(p, q) = lim
i→∞
dW i(pi, qi).
The limit above exists and is finite since the sequence {dW i(pi, qi)} is
non-decreasing and bounded.
The metric space (M, dM) will be called the slit Menger curve. The
metric dM will be called the path metric on the slit Menger curve M.
The path metric on M induces a path metric on DM, which we will
denote by dDM. Indeed, every curve γ in DM can be written as a
disjoint union of two (not-necessarily connected) curves, one of which
the image in one of the copies of M (we can denote it M1) and the
other in DM \M1. Clearly dDM restricts to δM on each of the copies
of M in the double.
The space DM will be called the double of the slit Menger curve.
We will show below that DM is homeomorphic to the Menger curve
(cf. Theorem 7.4). Therefore, Theorem 1.1 follows from the following
result.
Theorem 7.3. Every quasisymmetric mapping f : DM → DM is
surjective.
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Theorem 7.3 is proved in Section 10 by combining the results of
Sections 8 and 9. The rest of this section is devoted to the proof of the
following result.
Theorem 7.4. The metric spaces M and DM are homeomorphic to
the Menger curve M .
Proof. Theorem 7.4 follows from Lemmas 7.5, 7.6, 7.9 below and An-
derson’s Theorem 7.1. 
Lemma 7.5. The spaces M and DM are path connected, locally con-
nected topological spaces with no local cut points.
Proof. To show that M is path connected, note that for every two
points p and q in M one can connect them by “vertical” paths γp and
γq to the top T , which is a path connected slit carpet, cf. [Mer10]. By
a “vertical path” γp here we mean the connected component containing
p of the set ω−1(vω(p)), where vω(p) is the vertical (i.e. parallel to z-axis)
interval through ω(p) in [0, 1]3. In fact, just like the slit carpets one
may show M is a geodesic space, cf. [Mer10].
To see that M is locally connected, note that for every point p ∈
M and every ε > 0 there is a homeomorphic copy of M (which is
connected) of diameter less than ε containing p, indeed, there is such
a subset of M isometric to (M, 4−ndM) (and hence homeomorpchic to
M) for any n ≥ 1.
Just like in the proof of local connectivity, absence of local cut points
follows from the fact that M is self-similar. Indeed, since removing
a point does not disconnect M, the same holds locally around every
point. 
Lemma 7.6. The spaces M and DM have topological dimension equal
to 1.
Proof. We will prove the lemma for M. The case of DM can be done
the same way.
Since M contains subsets homeomorphic to the interval [0, 1] we
have that dimtopM ≥ 1. To see that dimtopM ≤ 1, by Lemma 7.2 it is
enough to show that for every ε > 0 there is an open cover of M with
sets of diameter less than ε, and such that every point p ∈M belongs
to at most two elements of that cover.
The coverings we are going to construct will consist of (preimages in
M of) neighborhoods of (intersections of) diadic cubes in [0, 1]3.
Given ε > 0 and a set E ⊂ Wn = (Wn, dWn) we will denote by E
ε
the ε-neighborhood of E, i.e.
Eε = {x ∈ Wn : distWn(x, E) < ε},
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For every x = (x1, x2, x3) ∈ R and r > 0 we denote
Q(x, r) = {y ∈ R3 : max
i∈{1,2,3}
|xi − yi| < r},
i.e. the ball centered at x of radius r > 0 in the L∞ norm on R
3. Note
that Q(x, r) is a cube centered at x of sidelength 2r.
For n ≥ 0 let
(4−nZ)3 :=
{(
a
4n
,
b
4n
,
c
4n
)
: a, b, c ∈ Z
}
.
Consider the following family Qn of pairwise disjoint cubes in [0, 1]
3:
Qn =
{
Q
(
x,
4−n
2
)
∩ [0, 1]3 : x ∈ (4−nZ)3
}
.(7.3)
Note, that even though Qn is not an open cover of Wn, since the
boundaries of these cubes are not covered, the family consisting of ε-
neighborhoods of the elements of Qn is a cover for every ε > 0. The
families Qn have the following property.
Lemma 7.7. Suppose n ≥ 1. If Q,Q′ ∈ Qn then
either Q and Q′ share a face,(7.4)
or distWn(Q,Q
′) ≥ 1/4n+1.(7.5)
Lemma 7.7 will be proved momentarily. Before that we use it to
show that dimtM ≤ 1.
Let εn = 1/4
n+1 and 0 < ε < εn/2. Consider the family
Q˜εn := {ω
−1(Qε) : Q ∈ Qn},
which is a covering of M, whenever ε > 0. Moreover, if p ∈ ω−1(Qε) ∩
ω−1((Q′)ε) then
distWn(Q,Q
′) ≤ distWn(Q, {ω(p)}) + distWn({ω(p)}, Q
′) ≤ 2ε < εn.
Therefore by Lemma 7.7 Q and Q′ are adjacent, i.e. share a 2 dimen-
sional face. Since no three cubes in R3 can share the same face it follows
that p belongs to at most two elements of Q˜εn simultaneously. 
Proof of Lemma 7.7. Suppose Q = Q(x, 4−n/2) ∩ (0, 1)3 and Q′ =
Q(x′, 4−n/2)∩(0, 1)3 are distinct cubes fromQn. Note, that dist∞(x,x
′) ∈
{4−n, 2 · 4−n, . . .}.
If dist∞(x,x
′) ≥ 2 · 4−n, then
distWn+1(Q,Q
′) ≥ dist∞(Q,Q
′) ≥ dist∞(x,x
′)− 4−n ≥ 4−n.
If dist∞(x,x
′) < 2 · 4−n then dist∞(x,x
′) = 4−n and therefore
x′i ∈ {xi − 4
−n, xi, xi + 4
−n}, i ∈ {1, 2, 3}.(7.6)
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Figure 7.3. Coverings of the slit carpet B of order 1.
The figure on the left gives an initial covering. Scaling
the initial covering and using reflections one may obtain
finer coverings of B. The coverings pictured above are the
two-dimensional analogues of the coverings constructed
in the proof of Lemma 7.6.
In this case, we would like to estimate distWn+1(Q,Q
′) from below.
Suppose Q and Q′ are not adjacent then the segment [x,x′] is not
parallel to any of the coordinate axes and therefore xi 6= x
′
i for at least
two indices i ∈ {1, 2, 3}.
Suppose
x1 6= x
′
1 and x2 6= x
′
2.(7.7)
Let γ ⊂ Wn+1 be a curve connecting Q and Q
′. Let πxy be the or-
thogonal projection of R3 to the xy-plane and γ′ = πxy(γ) ⊂ {z = 0}.
Then γ′ connects the squares S = πxy(Q) and S
′ = πxy(Q
′) in the slit
domain (0, 1)× (0, 1)×{0} \E ′′n. Moreover, since πxy is 1-Lipschitz we
have l(γ) ≥ l(γ′).
Since x1, x2, x
′
1, x
′
2 ∈ 4
−nZ, from (7.7) it follows that there is a square
S ⊂ (0, 1)2 × {0} which has the interval from (x1, x2) to (x
′
1, x
′
2) as a
diagonal. Thus, S is a diadic square of sidelength 4−n, i.e. S ∈ ∆xy2n.
Denoting by s the vertical slit of length 4−n/2 through the center of S
we have that s ⊂ E ′′ ∪ {z = 0}. Since s × (0, 1) ⊂ E ′′2 it follows that
γ ⊂ (0, 1)3 \ (s× (0, 1)) and therefore
γ′ ∈ (0, 1)2 × {0} \ s ⊂ R2 \ s.
Finally, there is an isometry T of R2 mapping s to a vertical interval
centered at the origin and such that Q ⊂ {(x, y) : x < 0, y < 0}.
Then T (Q′) ⊂ {(x, y) : x > 0, y > 0} and T (γ′) is a curve of the same
length as γ′, connecting the quadrants {(x, y) : x < 0, y < 0} and
{(x, y) : x > 0, y > 0} in R2 \ s. Clearly the length of T (γ′) is at least
half the length of the slit s, since T (γ′) has to “cross” one of the strips
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{−l(s)/2 < y < 0} or {0 < y < l(s)/2}. Therefore
l(γ) ≥ l(γ′) = l(T (γ′)) ≥
l(s)
2
=
4−n
4
.
Note that in the remaining cases, when x2 6= x
′
2 and x3 6= x
′
3 or if
x2 6= x
′
2 and x3 6= x
′
3 then the same proof as above works, if one uses
the projections to the yz or xz planes, respectively. 
Remark 7.8. An alternative proof of the fact that M has topological
dimension 1 can be given using a different definition of dimension.
Namely, a metric space X has topological dimension 1 if for every
x ∈ X and ε > 0 there is an open subset U ⊂ B(x, ε) containing x
such that ∂U is 0 dimensional (e.g. homeomorphic to a Cantor set). It
may seem counter intuitive that there are such open sets inM, however
one can construct them by using graphs of certain piecewise constant
functions in [0, 1]3. The first step in that direction would be to note
that for almost every t ∈ (0, 1) the set ω−1({z = t}∩ [0, 1]3) is a Cantor
set (of Hausdorff dimension 2) in M. “Cutting” and ”pasting” such
Cantor sets one can construct small neighbourhoods with Cantor set
boundaries in M. We do not provide details, since the proof above
seems simpler.
Lemma 7.9. The space M has no nonplanar open subsets.
Proof. We will show that every open subset of M contains a home-
omorphic copy of K5, the complete graph on 5 vertices. Since K5
is non-planar, this will imply the theorem. We will first show that
there is a copy K of K5 in M with vertices at p1, . . . , p5 ∈ M which
are mapped by ω0 to the following vertices of [0, 1]
3: a = (0, 0, 0),
b = (1, 0, 0), c = (0, 1, 0), d = (0, 0, 1) and e = (1, 1, 1). Consider the
following curves connecting the points a, . . . , e:
γa,b := {(x, 0, 0) : x ∈ [0, 1]}, γb,e := {(1, y, 0) : y ∈ [0, 1]} ∪ {(1, 1, z) : z ∈ [0, 1]},
γa,c := {(0, y, 0) : y ∈ [0, 1]}, γc,e := {(0, 1, z) : z ∈ [0, 1]} ∪ {(x, 1, 1) : x ∈ [0, 1]},
γa,d := {(0, 0, z) : z ∈ [0, 1]}, γd,e := {(x, 0, 1) : x ∈ [0, 1]} ∪ {(1, y, 1) : y ∈ [0, 1]}.
To construct a curve γb,c note that the “face” of M corresponding to
the bottom face of Q0, i.e. the set
ω−10 ({(x, y, 0) : 0 ≤ x, y ≤ 1}) ⊂M,
is a metric carpet (in fact it is a slit carpet). From Whyburn’s theo-
rem one may easily conclude that given two distinct points p, q on a
peripheral circle γ of a carpet there is a curve γp,q connecting p and
q such that γ ∩ γp,q = {p} ∪ {q}. In our case γb,c can be constructed
more concretely by connecting the opposite vertices of the square by a
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Figure 7.4. On the left are the
(5
2
)
= 10 non-intersecting
curves connecting the 5 points a, . . . , e ⊂ [0, 1]3. The preim-
age of the union of these curves in M is homeomorphic to
K5. Six of these curves are just the edges or concatenations
of the edges of [0, 1]3. Three more, γbc, γcd, γdb, are contained
in the slit carpets contained in the preimages of the faces
of the cube (like the curve connecting b to c on the right).
Finally, γae connects a and e to two endpoints of a vertical
interval connecting the top and bottom faces of the cube.
piecewise linear curve each piece of which is parallel to one of the co-
ordinated axes, for instance as shown in Figure 7.4. Similarly, we can
construct curves γd,c, γd,b, γb,e which are disjoint from all the previously
defined curves except for the endpoints. Finally, let γa,e = γ1 ∪ γ2 ∪ γ3
where γ1 ⊂ [0, 1/4] × [0, 1/4] × {0} connects a to (1/4, 1/4, 0), γ2 =
{(1/4, 1/4, z)|0 ≤ z ≤ 1} and γ3 ⊂ [1/4, 3/4] × [1/4, 3/4] × {1} con-
nects (1/4, 1/4, 1) to e. Thus, each of the points a, . . . , e is connected
to every other point and the connecting curves are pairwise disjoint.
Next, note that for the curves γa,b, . . . , γa,e there are (not necessarily
unique) lifts γ˜a,b, . . . , γ˜a,e inM which connect the points ω
−1
0 (a), . . . , ω
−1
0 (e)
and which are pairwise disjoint except for these endpoints. Therefore
the set K = γ˜a,b ∪ . . . ∪ γ˜a,e ⊂ M is homeomorphic to K5. Finally,
since for every point p ∈ M and every ε > 0 there is an open subset
U ⊂ B(p, ε) homeomorphic to M, it follows that M has no non-planar
open subsets.

Just like the slit Sierpin´ski spaces the spaces defined in this section
are also Ahlfors regular. We again omit the proof of this result since
it is very similar to that of the corresponding results in [Mer10], cf.
Lemmas 2.2, 2.3 and Proposition 2.4 in [Mer10].
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Lemma 7.10. The metric spaces (M, dM) and (DM, dDM) are Ahlfors
3-regular metric measure spaces when equipped with the Hausdorff 3-
measure.
Remark 7.11. We could also define the double of M along all of its
outer boundary ∂oM of M, where
∂oM :=
{
p ∈M : ω(p) ∈ ∂([0, 1]3)
}
.(7.8)
We denote the resulting space
DoM = (M ⊔M)/∂oM.(7.9)
From the proof of Theorem 1.1 given below it will become clear that
the theorem holds for DoM as well. The reason we formulated the
theorem for the double along T ∪ B is to emphasize that the “extra”
identifications are not needed to conclude QS co-Hopficity in these
cases.
8. M and DM as fibred spaces over a slit carpet
Recall from (7.1) that the base B of the slit Menger curve M was
defined as follows,
B = ω−1(B), where B = {(x, y, 0) | 0 ≤ x, y ≤ 1}.
As noted above, cf. the discussion after (7.2), with the metric induced
from dDM, the base B is isometric to the slit carpetM(S) corresponding
to the sequence of slits S = {sikl} as in (7.2), see Figure 7.2.
Let πxy : R
3 → R2 denote the orthogonal projection of R3 onto the
xy-plane, i.e. πxy(x, y, z) = (x, y). Let
Θ := πxy ◦ ω : M→ [0, 1]
2 ⊂ R2.(8.1)
In an analogous way we may define the “projection” map, denoted
again by Θ, on DM as well.
We say that a subset E of M or DM is vertical or z-parallel if ω(E)
is contained in a line parallel to the z-axis, or equivalently if Θ(E) is a
point in R2.
For a point p in M we define the fiber through p as the largest con-
nected z-parallel subset containing p inM and denoted it by γp. Equiv-
alently,
γp := the connected component of Θ
−1(Θ(p)) ⊂M containing p.
From the definition it follows that given p and q in M we have
that the subsets γp and γq either coincide or are disjoint. It is easy
to see that there are points p, q ∈ M with disjoint fibers such that
ω(p) = ω(q), and therefore Θ(p) = Θ(q), e.g. points corresponding to
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(two ways of approaching) the same point on a slit in [0, 1]2. Thus, Θ
does not induce a one-to-one correspondence between the fibers γp and
the square [0, 1]2.
On the other hand, there is a natural one-to-one correspondence
between the fibers γp and the points of the base slit carpet B. Indeed,
for every p ∈ M the fiber γp intersects the set B at a single point.
Therefore there is a well defined mapping (“projection” of M onto B)
Π : M→ B
p 7→ γp ∩ B.
Using the map Π the fiber γp ⊂M can then be written as
γp = {q ∈M |Π(q) = Π(p)} = Π
−1(Π(p)).
Note also, that Θ = ω|B ◦ Π. Thus M can be thought of as a metric
Menger curve which is “fibred over the slit carpet B ⊂M”, i.e.
M =
⋃
p∈B
γp,
where γp ∩ γq = ∅ if p 6= q, with p, q ∈ B.
For this reason we will call the fiber γp the fiber over Π(p). If p ∈
B ⊂M then Π(p) = p and we say that γp is the fiber over p in M.
Similarly to the discussion above we may define the projection map
Θ : DM→ [0, 1]2 and for any point p ∈ DM the fiber through p, as the
largest connected z-parallel subset of DM containing p, which we will
denote by γˆp. Moreover, there is a one-to-one correspondence between
the fibers γˆp and the points of the slit carpet B and we can write the
double of the slit Menger curve as follows:
DM =
⋃
p∈B
γˆp.
From the construction of the double DM it follows that if fibers
γ ⊂M and γˆ ⊂ DM correspond to the same point p ∈ B, and therefore
can be written as γp and γˆp, respectively, then γˆp is homeomorphic to
the double of γp along the two end points. If we identify the endpoints
with, say {0} and {1} then we can write that for every p ∈ B we have
γˆp ∼= (γp ⊔ γp)/{0, 1}.
Remark 8.1. Note that if the point p ∈ B is such that ω(p) does not
belong to a slit then γˆp consists of two intervals of length 1, correspond-
ing to the two copies of M, joined at the endpoints. Therefore in this
case γˆp is homeomorphic to S
1.
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Next, we study the topological type of the fibres γp where p ∈ B
belongs to a slit of B. For this we first define a sequence of metric
graphs as follows.
Let L be the graph with six edges, each isometric to [0, 1/4], such that
four of them are attached cyclically by identifying pairs of endpoints
and the remaining two edges are attached to the cycle at two non-
consecutive vertices, see Figure 8.1.
Next, let Ln, n ≥ 1, be the graph obtained by dividing the interval
[0, 1] into 4n−1 equal length subintervals and replacing each interval by
a copy of L scaled by 1/4n−1, so that every edge of the scaled graph if
of length 4−n. Note that L1 = L. For n > 1, two copies of L in Ln are
either disjoint or have a common vertex. Note that there is a natural
projection of Ln onto [0, 1] which maps two of the vertices to 0 and 1.
To simplify the notations we will denote these vertices of Ln by 0 and
1 as well.
Figure 8.1. Topology of γp.
Finally, let Yn be the metric graph obtain by taking two copies of
Ln and gluing them along {0} ∪ {1}. Thus, Yn is a “closed chain” of
2 · 4n−1 scaled copies of L.
Note that Yn and Ym are homeomorphic if and only if m = n.
Suppose p = (p0, p1, . . .) ∈ B and ω(p) = p0 = (x, y, 0) ∈ [0, 1]
2×{0}.
Note that for every p ∈ B the fiber γp ⊂ M is the inverse limit of the
sequence of fibers over pi ∈ W i, i ≥ 0:
(γp)i : = ωi(γp) ⊂ W i.
We will show that the sequence (γp)i can be constructed as a sequence
of graphs inductively. Note, that for every p ∈ B the fibre
ω(γp) = (γp)0 = {(x, y, z) : 0 ≤ z ≤ 1} ⊂W 0
is isometric to the interval [0, 1], i.e. as a graph has two vertices and
one edge connecting them. The topology of (γp)1 depends on p ∈ B
and and can be described as follows
Lemma 8.2. Suppose p = (p0, p1, . . .) ∈ B belongs to the central slit of
B, or equivalently
ω(p) ∈ s000 =
{(
1
2
, y, 0
)
:
1
4
≤ y ≤
3
4
}
.
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If ω(p) = p0 = (1/2, y, 0) then
(γp)1 ∼=
{
[0, 1], if y /∈ {1/4, 1/2, 3/4},
L1, if y ∈ {1/4, 1/2, 3/4}.
(8.2)
Moreover, the subsets in W1 corresponding to ω(p) can be described as
follows
ω−101 ((γp)0)
∼=


[0, 1] ⊔ [0, 1], if y ∈ (1/4, 1/2) ∪ (1/2, 3, 4),
L1, if y ∈ {1/4, 3/4},
L1 ⊔ L1, if y = 1/2.
(8.3)
Proof. There are three cases to consider: (i) ω(p) is the midpoint of
s; (ii) ω(p) is one of the two endpoints of s; (iii) ω(p) is neither a
midpoint nor an endpoint of s.
Case (i). Suppose ω(p) =
(
1
2
, 1
2
, 0
)
. Then the vertical (z-parallel) line
through ω(p) intersects E ′ as well as E ′′ in W0. For every 0 ≤ z ≤ 1
the point (1/2, 1/2, z) ∈ (γp)0 has two preimages in W 1, corresponding
to the two sides, namely x > 1/2 and x < 1/2, of the “flat cross” E ′′.
In fact the distance between these preimages in W 1 is at least 1/2, the
length of the slit. Hence, ω−101 ({(1/2, 1/2, z) : 0 ≤ z ≤ 1}) is the union
of two connected subsets of W1 corresponding to the two sides of the
“flat cross” E ′′. One of these components is (γp)1 (say corresponding
to x > 1/2).
If z ∈ [0, 1/4] ∪ [3/4, 1], then every point (1/2, 1/2, z) ∈ (γp)0 corre-
sponds to a single point in (γp)1, since it is not in E
′ or is on the “lower”
or “upper” edge of E ′. On the other hand, for every z ∈ (1/4, 3, 4)
the point (1/2, 1/2, z) ∈ (γp)0 has two preimages in (γp)1, correspond-
ing to the sides of the “flat tube” E ′ (i.e. the half-spaces y > 1/2
and y < 1/2), or to the two ways of converging to (1/2, 1/2, y) in
W0 \ (E
′ ∪ E ′′) while still staying in the region x > 1/2. Therefore,
ω01
∣∣
(γp)1
: (γp)1 → (γp)0, is 1-to-1 on the points corresponding to
(γp)1 ∩ ω
−1
01 ({(1/2, 1/2, z) : z ∈ [0, 1/4] ∪ [3/4, 1]})
and is 2-to-1 and onto on
(γp)1 ∩ ω
−1
01 ({(1/2, 1/2, z) : z ∈ (1/4, 3/4)}).
Therefore (γp)1 is homeomorphic to L1, while ω
−1
01 ((γp)0) is homeomor-
phic to L1 ⊔ L1.
Case (ii). If ω(p) =
(
1
2
, 1
4
, 0
)
(the same proof will work for ω(p) =(
1
2
, 3
4
, 0
)
), then the vertical line through ω(p) does not intersect E ′,
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while the intersection with E ′′ is the segment
(γp)0 ∩ E
′′ =
{(
1
2
,
1
4
, z
)
:
1
4
≤ z ≤
3
4
}
.
Just like in Case (i), ω01
∣∣
(γp)1
: W1 → W 0 is 1-to-1 on
(γp)1 ∩ ω
−1
01 ({(1/2, 1/4, z) : z ∈ [0, 1/4] ∪ [3/4, 1]})
and is 2-to-1 and onto on
(γp)1 ∩ ω
−1
01 ({(1/2, 1/4, z) : z ∈ (1/4, 3/4)}).
Therefore (γp)1 is homeomorphic to L1. Note that in this case ω
−1
01 ((γp)0) =
(γp)1 = L1.
Case (iii). Suppose ω(p) =
(
1
2
, y, 0
)
, with y /∈ {1/4, 1/2, 3/4}.
Equivalently, ω(p) is not the midpoint, the top or the bottom endpoint
of the corresponding slit in [0, 1]2 × {0}, then the vertical line through
ω(p) intersects E ′′ but not E ′ in W0. For every point (1/2, y, z), with
0 ≤ z ≤ 1, there are two distinct points in W 1, corresponding to the
two sides (i.e. x > 1/2 and x < 1/2) of the “flat cross” E ′′. More-
over, ω01 is continuous, and 1-to-1 near these preimages and therefore
ω−101 ({(1/2, y, z) : z ∈ [0, 1]}) is a union of two copies of [0, 1], with
one of the components being (γp)1. Thus, (γp)1 is homeomorphic to
[0, 1]. 
From the proof above we obtain an algorithm for inductively con-
structing the sequence (γp)i, i = 0, 1, . . ., provided ω(p) belongs to a
slit of the base slit carpet B. In fact, the sets (γp)i are graphs which
are constructed inductively starting from (γp)0 = [0, 1] as follows. For
i ≥ 0, (γp)i+1 is obtained from (γp)i by dividing every edge of (γp)i into
4 equal parts (equivalently, by replacing it with a linear graph with 5
vertices and 4 edges of length 1/4i+1), and by replacing each edge either
by a (scaled) copy of L1 (with edges of length 4
−(i+1)) or by a scaled
copy of [0, 1] (i.e. not changing the topology of (γp)i). This leads to a
topological characterization of the fibers γp. In fact, one may obtain
a topological model of γp for every p ∈ B, but we will only need the
points p which belong to a slit of B.
Lemma 8.3 (Topology of fibres in M). Suppose p ∈ B belongs to a
slit s ⊂ B of generation i ≥ 1. Then
(γp) ∼=


Li, if ω(p) ∈ {s
+, s−},
Lj , if ∃j ≥ i s.t. ω(γp) ∩ E
′
j 6= ∅
[0, 1], otherwise.
(8.4)
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Where s− and s+ are the bottom and top endpoints of the slit s =
{x} × [c, d] in [0, 1]2 ⊂ R2, i.e. s− = (x, c) and s+ = (x, d).
Figure 8.2. As p runs along the largest slit s in B cor-
responding to the interval {1/2} × [1/4, 3/4] the fiber γp
takes on infinitely many topologically distinct types. To
understand the topology of these fibers one needs to con-
sider only those components of E′i which intersect E
′′
1 above
the slit. Thus, the fibers over the endpoints (1/2, 1/4) and
(1/2, 3/4) are connected and homeomorphic to the graph L1.
If y ∈ [1/4, 3/4] is not a diadic rational number then the
fibers over (1/2, y) in M are homeomorphic to the interval
[0, 1]. For all the other points of the form (1/2, y) in the slit s
there are two corresponding points in the base carpet B and
thus two fibers γ−y and γ
+
y which are homeomorphic to each
other. If y is a diadic point of generation k, i.e. y = l
2k
in the
reduced form, then the two fibers over y are homeomorphic
to Lk. Thus, the two fibers over (1/2, 1/2) are homeomor-
phic to L1, the four fibers over (1/2, 7/16) and (1/2, 9/16)
are homeomorphic to L2, etc.
Note that if p belongs to a generation i slit then ω(γp) ∩ E
′
j = ∅ for
j < i. Thus, in Lemma 8.3 we may assume j ≥ i. Moreover, if p is the
center of the slit s, denoted by s0, then ω(γp) ∩ Ei 6= ∅ and therefore
γp ∼= Li. Since there are exactly two point in B projecting to the center
of s we obtain the following corollary of Lemma 8.3.
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Corollary 8.4 (Topology of fibres inDM.). Suppose the point p ∈ B ⊂
DM belongs to a slit of B of generation i ≥ 1 (i.e. of diameter 2−1·4−i).
Then the fiber over p in DM, denoted by γˆp, is either a topological
circle or is homeomorphic to Yj for some j ≥ i. Moreover, for every
slit s of B of generation i there are exactly four points pl, l = 1, . . . , 4,
corresponding to s0, s−, s+, such that γˆpl is homeomorphic to Yi.
Proof. Since γˆp ∼= (γp⊔γp)/{0, 1}, from Lemma 8.3 we have that either
γˆp ∼= ([0, 1] ⊔ [0, 1])/{0, 1} ∼= S
1, or
γˆp ∼= (Lj ⊔ Lj)/{0, 1} = Yj, for some j ≥ i.
Moreover, by the discussion above, we have γp is homeomorphic to
Li if and only if ω(p) ∈ {s
0, s−, s+}. The endpoints s− and s+ cor-
respond to unique points in B, while there are two distinct points in
B corresponding to s0. Thus, there are four points in B such that
γˆp ∼= Yi. 
Proof of Lemma 8.3. Let p ∈ B and (x, y, 0) = ω(p) ∈ W 0. Since p
belongs to a slit of B we have that ω(p) ∈ sikl for some i ≥ 0 and
k, l ∈ {0, . . . , 4i − 1}, see (7.2). In particular,
x =
2k + 1
2 · 4i
for some k ∈ {0, . . . , 4i − 1}.
For simplicity we let s := sikl. We also let s
0, s+ and s− denote the
midpoint, top and bottom end points of s, respectively, thinking of s
as a subset of R2. Recall, that ω(γp) is the vertical interval through
(x, y, 0). Since s is a slit of generation i, from the construction for the
sets E ′i and E
′′
i , it follows that ω(γp) ∩ E
′′
j = ∅ for j 6= i, and moreover
ω(γp) ∩ E
′
j = ∅ for j < i.(8.5)
Therefore,
ω(γp) ∩
[⋃
j<i
E ′j ∪ E
′′
j
]
= ∅.(8.6)
It follows that ω0,j is 1-to-1 on the preimage of γ0 in W j , and (γp)j is
homeomorphic to the interval [0, 1] for every j < i.
For every diadic cube Q ∈ ∆2i which intersects ω(γp) we have
(γp)i−1 ∩ Q ≃ [0, 1]. Therefore we may apply the proof of (8.2) from
Lemma 8.2 and conclude that for a cube Q ∈ ∆2i either (γp)i ∩Q = ∅
or
(γp)i ∩Q ≃
{
[0, 1] if p /∈ {s0, s+, s−}
L1 if p ∈ {s
0, s+, s−}.
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Since (γp)i is obtained by consecutively attaching 4
i copies (one for
every Q ∈ ∆2i intersecting (γp)i−1) of either [0, 1] or L1 one after the
other, it follows that
(γp)i ≃
{
[0, 1] if p /∈ {s0, s+, s−}
Li if p ∈ {s
0, s+, s−}.
(8.7)
To prove (8.4) we consider three cases.
Case (i). Suppose ω(p) ∈ {s+, s−}. Then ω(γp) ∩ E
′
j = ∅ for j > i
and therefore by (8.7) we have
(γp)j ≃ (γp)i ≃ Li, for every j > i.
Since γp is the inverse limit of the sequence (γp)i it follows that γp ≃
Li if p ∈ {s
0, s+, s−}.
Case (ii). If ω(γp) ∩ E
′
m 6= ∅ then (γp)j ≃ [0, 1] and ω(γp) ∩ Ei = ∅
for every n < j < m. Therefore, (γp)m−1 is homeomorphic to [0, 1].
In particular for Q ∈ ∆2m the set (γp)m−1 ∩ Q is either empty or is
homeomorphic to [0, 1].
By the proof of Lemma 8.2 again we have that the fiber (γp)m
is obtained from (γp)m−1 by replacing every nonempty intersection
(γp)m−1 ∩ Q, with a copy of L1. Therefore (γp)m is homeomorphic
to Lm. Since for j > m we have that ω(γp) ∩ E
′
j = ∅ it follows that
(γp)j ≃ (γm) and therefore
γp ≃ Lm.(8.8)
Case (iii). Suppose ω(p) is not an endpoint of s and ω(γp) ∩ E
′
j =
∅, ∀j ≥ 0. By (8.7) we have (γp)n ∼= [0, 1]. Moreover, since ω(γp)∩E
′
j =
∅, ∀j ≥ 0, it follows that ωjm : W j → W i is injective on (γp)j and
therefore (γp)j ≃ (γp)m ≃ [0, 1] for all j > n. Thus γp ≃ [0, 1]. 
9. QS maps of DM are fiber-preserving
In this section we show that a QS mapping of DM into itself maps
fibers onto fibers, where fibers are understood like in Section 8. This
will imply that a QS mapping of DM induces a mapping fB of the base
slit carpet B into itself, thus reducing the question of surjectivity of f
to the same question for fB.
Recall that a subset γ ⊂M is z-parallel (vertical) if ω(γ) ⊂ [0, 1]3 is
a subset of a line which is parallel to the z-axes.
Lemma 9.1. Let Γnz be the collection of non z-parallel curves in
(M, dM,H
3) or (DM, dDM,H
3). Then modpΓnz = 0 for every p ≥ 1.
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Proof. Let
F ′ =
{
(x, y, z) ∈ [0, 1]3 : max
(
|z −
1
2
|, |y −
1
2
|
)
≤
1
22
}
∩ π−12 (p) ⊂ E
′,
F ′′ =
{
(x, y, z) ∈ [0, 1]3 : max
(
|x−
1
2
|, |y −
1
2
|
)
≤
1
22
}
∩ π−11 (p) ⊂ E
′′.
Thus F ′ and F ′′ are the largest squares in E ′ and E ′′, respectively,
centered at p. Next we consider the families of slits in [0, 1]3,
F ′ = {TQ(F
′)}Q∈∆2i,i≥0,
F ′′ = {TQ(F
′′)}Q∈∆2i,i≥0.
Clearly the families of slits F ′ and F ′′ are uniformly relatively sepa-
rated and occur in all locations and scales. By Lemma 5.6 we have
that modpΓF ′′ = 0. Considering slits in planes perpendicular to the y-
axis, (an analogue of) Lemma 5.6 would also show that modpΓF ′ = 0.
Moreover, the proof of the modulus estimate in Section 6 shows that if
for i ∈ {1, 2} we define
Γi := {γ ∈ Γ : |πi(ω(γ)| > 0},
then modpω(Γ1) = modpω(Γ2) = 0. Since ω is 1-Lipschitz by (the
proof of) Lemma 2.3 we have that modpΓ1 = modpΓ2 = 0. From the
definitions we have that Γnz ⊂ Γ1 ∪Γ2 and therefore modpΓnz = 0. 
The following result follows from the lemma above just like in the
case of Lemma 4.4.
Lemma 9.2. Let X be M, or DM. If f is a quasisymmetric embedding
of X into itself, then it maps every z-parallel simple closed curve in X
to a z-parallel simple closed curve.
Proof. Let B′ be the subset of [0, 1]2 ⊂ R2 such that the z-parallel lines
through the points in B′ do not intersect the set ∪∞i=0En ⊂ [0, 1]
3. Note
that B′ is the collection of points (x, y) ∈ [0, 1]2 such that at least one
of the coordinates x or y is not a dyadic rational. In particular B′ is of
full Lebesgue measure in [0, 1]2.
Let Γ3z→nz be the collection of z-parallel simple closed curves γ in
DM such that the segment ω0(γ) connects the top and bottom faces
of the cube [0, 1]3, passes through a point in B′ and f(γ) /∈ Γnz.
Since Γ3z→nz ⊂ Γz→nz, by Lemma 9.1 and by Tyson’s theorem we
have mod3(Γ
3
z→nz) = 0. On the other hand since Γ
3
z→nz is the preim-
age of a product family under ω, which is 1-Lipschitz, we have that
mod3(Γ
3
z→nz) & H
2(Θ(Γ3z→nz)). Therefore, H
2(Θ(Γ3z→nz)) = 0, which
means that for H2 almost every point α := (x, y) ∈ [0, 1]2 the curve
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Θ−1(α) is mapped by f to a vertical curve in M. By Lemma 7.10 it
follows that such curves form a full measure set and therefore a dense
subset of M.
Now, if p and q are two distinct points in M belonging to the same
fiber, say γ, then there is a sequence of fibers γi and points pi, qi ∈ γi
in M such that pi → p, qi → q and such that the f(γi) is a vertical
set. Since f and Θ are continuous it follows that Θ(f(p)) = Θ(f(q)).
Since p and q were arbitrarily two points in γ it follows that f(γp) is a
z-parallel set in M for every fiber γp. 
By Lemma 9.2 we have that a quasisymmetric mapping f of DM
into itself maps fibers into fibers. The next result shows that f is in
fact surjective on each or these fibres.
Lemma 9.3 (Surjectivity on fibres). If f is a quasisymmetric mapping
of DM into itself then for every p ∈ DM the restriction of
f |γˆp : γˆp → γˆf(p)
is surjective, i.e.
f(γˆp) = γˆf(p).(9.1)
Proof. Let B′ ⊂ [0, 1]2 be as in the proof of Lemma 9.2. Note that if
Θ(p) ∈ B′ then γˆp ⊂ DM is a topological circle. Let
Γ′ = {γˆp ⊂ DM |Θ(p) ∈ B
′},
Γ′′ = {γˆp ∈ Γ
′ | γˆf(p) is not a topological circle }.
If γˆp ∈ Γ
′′ then
Θ(γˆf(p)) ⊂ [0, 1]
2 \B′.
Since H2([0, 1]2 \B′) = 0 it follows that ω(f(Γ′′)) is contained in a zero
measure set ([0, 1]2 \ B′) × [0, 1] ⊂ R3 and therefore the family f(Γ′′)
is a subset of zero H3-measure in DM. Moreover, there is a lower
bound on the length of the curves f(γ) for γ ∈ Γ′′, since f is uniformly
continuous. Therefore mod3f(Γ
′′) = 0. By Tyson’s theorem then also
mod3Γ
′′ = 0. In particular, for mod3-almost every γˆp ∈ Γ
′ we have that
γˆp ∈ Γ
′ \ Γ′′ or that f(γˆp) is a subset of a topological circle. Since f |γˆp
is continuous and one-to-one mapping of S1 into itself, f is in fact onto,
and we have that (9.1) holds for mod3 almost every curve γˆp ∈ Γ
′.
Thus, for almost every p ∈ DM we have that the fiber γˆp is a topolog-
ical circle and f maps it onto the fiber γˆf(p) which is also a topological
circle.
Now, if p ∈ DM is arbitrary then by Lemma 9.2 we have that
f(γˆp) ⊂ γˆf(p). Pick any point q
′ ∈ γˆf(p). We want to show that there
is a point q ∈ γˆp such that f(q) = q
′. From the discussion above it
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follows that there is a sequence of topological circles γˆ′i ⊂ f(DM) such
that Θ(γˆ′i)→ Θ(γˆf(p)) and γˆi := f
−1(γˆ′i) is a vertical topological circle.
Next if p′i, q
′
i ∈ γ
′
i are such that q
′
i → q
′ and p′i → f(p) then since f
−1 is
continuous and DM is compact the sequence f−1(q′i) converges to some
point q ∈ DM and f(q) = lim f(f−1(q′i)) = q
′. Moreover, since γˆi’s are
vertical it follows that q = f−1(q′) ∈ γˆp. Therefore q
′ = f(q) ∈ f(γˆp).
Since q′ ∈ γˆf(p) was arbitrary, it follows that γˆf(p) ⊂ f(γˆp). 
10. DM is QS co-Hopfian
From Lemma 9.3 is follows that every quasisymmetric mapping f
of DM into itself induces a well defined mapping fB of the base slit
carpet B into itself as follows
fB :=B −→ B
p 7→ Π(f(p)).
(10.1)
Where Π : DM→ B is defined as in (8.1).
Lemma 10.1. If f is a quasisymmetric mapping of DM into itself
then the mapping fB is a homeomorphism of B onto itself.
Proof. Since f and Π are continuous, it follows that fB = Π ◦ f |B
is a continuous map as well. Moreover, if p, q ∈ B are distinct then
γp ∩ γq = ∅. Since f is injective we have that f(γp) = γf(p) and
f(γq) = γf(q) are disjoint subsets of DM. Therefore
fB(p) = γf(p) ∩ B 6= γf(q) ∩ B = fB(q),
or equivalently fB is injective. Since B is compact it follows that f is
a homeomorphism onto its image fB(B).
By Whyburn’s theorem fB maps peripheral circles or slits of B to
peripheral circles. The slits of B are in one to one correspondence with
the dyadic subsquares of B = [0, 1]2 of generations 2n with n ≥ 0. In
fact every dyadic subsquare Q of generation 2n contains a slit of length
2−(2n+1) = 2−1l(Q), where l(Q) is the sidelength of Q. We will show
that fB permutes the slits of B of the same diameter and therefore is
onto since the slits are dense in B.
Suppose s is a slit of B of diameter 4−n/2. By Lemma 8.4 there
is a point p ∈ s such that γp is homeomorphic to Yn. Then γˆf(p) =
γˆfB(p) is also homeomorphic to Yn by (9.1). Moreover, since fB is a
homeomorphism onto its image, it follows from Whyburn’s theorem
that fB(p) belongs to a slit of B as well. However, if fB(p) belongs
to a slit of generation m, i.e. of diameter 4−m/2, then since γp is not
a topological circle, γfB(p) is homeomorphic to Yj for some j ≥ m.
Therefore m ≤ n, or equivalently fB(p) belongs to a slit of diameter
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at least 2−1 · 4−n. Thus every slit s of B is mapped by fB to a slit
of diameter no less than diam(s). In particular, the largest slit is
mapped to itself. Similarly every one of the 16 slits of diameter 2−1 ·4−1
is mapped to a slit of the same diameter and therefore the slits of
generation 2 are permuted. Continuing by induction we see that fB
permutes the slits of the same diameter. Since slits are dense in B it
follows that fB is surjective. 
Proof of Theorem 7.3. Suppose f : DM → DM is a quasisymmetric
mapping and p′ ∈ DM. Let q′ = Π(p′) ∈ B. Then by Lemma 10.1
there is a point q ∈ B such that fB(q) = Π(f(q)) = q
′. By Lemma 9.3
we have that f(γˆq) = γˆf(q) = γˆq′ ∋ p
′. Thus there exists p ∈ γˆq ⊂ DM
such that f(p) = p′. 
11. Quasisymmetric equivalence classes of Menger curves.
We will show that for every infinite subset A ⊂ N = {0, 1, 2, . . .} we
can construct a corresponding slit Menger curve M(A) and its double
DM(A) so that if A 6= B ⊂ N then DM(A) and DM(B) are not qua-
sisymmetrically equivalent. Since there are uncountably many infinite
subsets of N this would imply the theorem.
Suppose A ⊂ N is an infinite subset of natural numbers. Consider
the decreasing sequence of domains
Wk(A) = (0, 1)
3 \
⋃
0≤j≤k
j∈A
Ej .
Then, like in Section 7, we can define the metric measure spaceM(A) as
the inverse limit of the sequence of metric measure spaces (Wk(A), dWk(A)),
where the closures are taken with respect to the corresponding inner
metrics. The space DM(A) is then defined as the double of M(A)
along its top T (A) and bottom B(A) carpets. It is easy to see that if
A is an infinite set then M(A) is homeomorphic to the Menger curve.
Indeed, all the properties in Anderson’s theorem, except for being of
topological dimension 1, hold true for any choice of A the same way
as for M. To show that M(A) is 1-dimensional when A is infinite note
that if i ∈ A then the coverings Q˜i considered in Lemma 7.6 are also
covering for M(A) of order 1 and the diameter of each element in Q˜i
is comparable to 4−i. Since A is infinite, we can take i to be arbitrar-
ily large and therefore the diameter of the elements in the coverings
arbitrarily small.
Below we will need the following result.
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Lemma 11.1. Suppose A ⊂ N is an infinite subset of integers and
Γnz(A) is the collection of non z-parallel curves inM(A). Thenmod3Γnz(A) =
0.
Proof. The proof is similar to Lemma 5.5 Consider the families of slits
in [0, 1]3,
F ′(A) = {TQ(F
′)}Q∈∆2i,i∈A,
F ′′(A) = {TQ(F
′′)}Q∈∆2i,i∈A.
Note, that these are examples of standard non-self-similar collections
of slits in R3 considered in Lemma 5.7. From the definition it follows
that ΓF ′(A) = Γr, where Γr is defined as in Section 5.4, for a sequence
r = {rj}
∞
j=0, where
rj =
{
1/2 if j ∈ 2A
0 otherwise.
Therefore
∑∞
j=0 rj
3 = ∞ if A is infinite. By Lemma 5.7 we have that
mod3ΓF ′(A) = 0. Similarly, mod3ΓF ′′(A) = 0. By the same argument as
in Lemma 9.1 we obtain that mod3Γnz = 0. 
Finally, Theorem 1.2 follows from the following.
Lemma 11.2. Suppose A,B are infinite subsets of the natural num-
bers. If M(A) is quasisymmetrically equivalent to M(B) then A = B.
Proof. Just like M and DM the spaces M(A) and DM(A) are fibered
spaces over a base slit Sierpin´ski carpet, which we may denote by B(A).
In fact the fibers over the points of the slit carpet B(A) can be char-
acterized as in Corollary 8.4. Namely, if a point p belongs to a slit of
B(A) of diameter 2 · 4−i for some i ≥ 0 then γˆp is either a topological
circle or homeomorphic to Yj for some j ≥ i.
Moreover, there are exactly 4 fibers homeomorphic to Yi. The differ-
ence of DM(A) from the case considered in Corollary 8.4 is that not
all natural numbers i ≥ 0 occur.
Now suppose f is a quasisymmetric mapping of M(A) to M(B),
where A and B are subsets of N. Using Tyson’s theorem, Ahlfors
regularty of f(DM(A)) and Lemma 11.1 just like in Lemmas 9.2 and
9.3 it follows that for every p ∈ B(A) the mapping f takes the fiber
γˆp ⊂M(A) onto a fiber δˆq ⊂M(B) over a point q ∈ B(B). Therefore,
following the proof of Lemma 10.1, there is an induced continuous
and one-to-one mapping fB of the slit carpet B(A) into B(B), which
in particular maps peripheral circles to peripheral circles, i.e. slits to
slits.
60 HRANT HAKOBYAN
Now, suppose A = {a0, a1, . . .}, B = {b0, b1, . . .}, where {ai} and
{bi} are increasing sequences. We say below that a slit in B(A) is of
generation i ≥ 0 if it is of diameter 4−ai/2.
As explained above, for every slit s ⊂ B(A) of generation 0 there is
a point p ∈ s such that γˆp ∼= Ya0 . Since f maps fibers to fibers, there
is a point q ∈ B(B) such that the fiber over q is homeomorphic to Ya0 .
Which means that minB = b0 ≤ a0, since otherwise all the non-circle
fibers in M(B) would have been homeomorphic to Yi for some i > a0.
By considering f−1 we conclude that also a0 ≤ b0. Thus a0 = b0. In
particular, fB gives a one-to-one correspondence between the the slits
of generation 0 of B(A) and B(B).
By induction, assume that aj = bj for 0 ≤ j ≤ k and that fB
produces a one-to-one correspondence between the slits of these carpets
of generations j ∈ {0, . . . , k}. Thus, a slit s ⊂ B(A) of generation
(k + 1) cannot be mapped to a slit of smaller generation in B(B). On
the other hand, s cannot be mapped to a slit of diameter 4−i/2 with
i > ak+1 either, since then the points in the image slit fB(s) would
not have fibers homeomorphic to Yak+1 . This means that bk+1 ≤ ak+1.
Considering f−1 we can conclude again that ak+1 = bk+1. Moreover
there is a one-to-one correspondence between the slits of generations
≤ (k + 1) of B(A) and B(B).
Thus, we obtain that ak = bk for every k ≥ 0, or that A = B. 
12. Remarks and Open Problems
12.1. Quasisymmetric embeddings of slit spaces. In [MW13] Merenkov
and Wildrick showed that the slit carpet considered in [Mer10] cannot
be embedded quasisymmetrically into R2. The idea behind the proof
was that if such an embedding existed then the image of the slit carpet
would have to be a porous subset of R2, since porosity is a quasisym-
metrically invariant property for carpets, and therefore would have to
have Hausdorff dimension strictly less than 2. However this would con-
tradict the fact that conformal dimension of the slit carpet is 2, i.e.
every quasisymmetric image of the carpet has Hausdorff dimension at
least 2, which also follows from Lemma 4.2.
The argument above would not work if the slit carpet is not porous.
This suggests the following question.
Question 12.1. Is there a non-porous slit carpet which does not embed
quasisymmetrically in R2? More generally, is it possible to characterize
slit carpets which can be quasisymmetrically embedded in R2?
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12.2. Slit Sierpin´ski spaces admitting Poincare inequalities.
The summability conditions in Theorem 5.1 is analogous to one ap-
pearing in the work of Mackay, Tyson and Wildrick [MTW13] on non-
self-similar square carpets supporting Poincare´ inequalities.
Recall that a metric measure space (X, d, µ) is said to support a p
- Poincare´ inequality, p ≥ 1, (or is a PI space) if there are constants
C, λ ≥ 1 such that for every continuous function u : X → R and every
ball B ⊂ X the following inequality holds
(12.1) −
∫
B
∣∣∣∣u−−
∫
u dµ
∣∣∣∣dµ ≤ Cdiam(B)
(
−
∫
λB
ρp dµ
)1/p
,
whenever ρ : X → [0,∞] is an upper gradient of u, i.e. if
|u(x)− u(y)| ≤
∫
γ
ρds,
for every rectifiable curve γ connecting x and y. Here we denoted by
−
∫
B
u dµ = 1
µ(B)
∫
B
u dµ. See [Hei01, HK98] for further details on PI
spaces.
The carpets considered in [MTW13] are constructed from the unit
square by dividing it into smaller congruent subsquares, removing the
middle one and repeating the procedure with the remaining ones. Thus,
similarly to the diadic slit carpets, every non-self-similar square carpet
is associated to a sequence a = (a1, a2, . . .), where each ai is equal to
the ratio of the side-length of the removed square to that of the square
from which it is being removed at step i ≥ 1. We will denote such a
carpet by Sa. The restriction of the Euclidean metric to Sa denoted by
d, while µ is the (multiple of) Hausdorff measure in the dimension of
Sa. It is not hard to see that Sa has positive area if and only if a ∈ ℓ
2.
The following result is from [MTW13].
Theorem 12.2 (Mackay,Tyson,Wildrick). The following conditions
are equivalent
(a) a ∈ ℓ2
(b) (Sa, d, µ) supports a p-Poincare´ inequality for all p > 1.
(c) (Sa, d, µ) supports a p-Poincare´ inequality for some p > 1.
For slit carpets we prove one of the analogous implications. Indeed,
Lemma 5.6 implies that if r /∈ ℓ2 then the family of all “non-vertical”
curves in the slit carpet S(r) has zero 2 modulus. This gives the fol-
lowing result.
Theorem 12.3. If r /∈ ℓ2 then the slit carpet (S(r), dSr,H
2) does not
support a p-Poincare´ inequality for any p ≥ 1.
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It would be interesting to know if the full analogue of Theorem 12.2
holds for non-self-similar slit carpets.
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