We consider a production/distribution system represented by a general directed acyclic network. Each node is associated with a specific "product" at a given location and/or production stage. An arc (i, j) indicates that item i is used to "produce" item j. External demands may occur at any of the network's nodes. These demands occur continuously at item-specific constant rates. Components may be assembled in any given proportions. The cost structure consists of inventory carrying, variable, and fixed production/distribution costs. The latter depend, at any given replenishment epoch, on the specific set of items being replenished, according to an arbitrary set function merely assumed to be monotone and submodular. It has been shown that a simply structured, so-called power-of-two policy is guaranteed to come within 2% of a lower bound for the minimum cost. In this paper, we derive efficient algorithms for the computation of an optimal power-of-two policy, possibly in combination with this lower bound. These consist of a limited number of polymatroidal maximum flow calculations in networks closely associated with the original production/distribution network. (1985), Roundy (1986), and Federgruen, Queyranne and Zheng (1992) addressed the problem of determining replenishment strategies for a general production/distribution system represented by a general directed acyclic network. Each node is associated with a specific "product" at a given location and/or production stage. External demands may occur continuously at any node and at item-specific constant rates. An arc (i, j) indicates that product i is used to produce product ]. Components may be assembled in any given proportions. Orders are delivered instantaneously and no backlogging is allowed. The cost structure consists of inventory carrying, variable, and fixed production/distribution costs. The above network representation underlies many popular commercial planning systems, in particular, Material Requirements Planning (MRP) and Distribution Requirements Planning (DRP) systems.
THE MODEL
Let the production/distribution system be represented by a general directed acyclic network (N, A), with node set N and arc set A. We use N and A both to represent the node and arc set as well as their cardinalities. For each node i E N, let P(i) denote the set of its immediate predecessors in the network, i.e., P(i) = {l E N: (1, i) E A}. External demands occur at node i E N at constant rate do; for any arc (i, j) E A, Aij represents the number of units of product i required to produce one unit of product j. Orders are delivered instantaneously. Variable order costs are proportional to order volumes. Let h' denote the cost per unit of time for carrying one unit of product i in inventory. The incremental holding cost rate for product i is given by hi = h! -ijEp(i) )Ajyh and is assumed to be nonnegative.
The general joint setup cost structure is represented by a general set function K: 2N R+ which specifies for any subset of products S C N a setup cost K(S) to be incurred whenever this specific collection of "products" is replenished together. The function K(*) is assumed to satisfy these structural properties:
i. (Monotonicity) K(S) < K(T) if S C T; ii. (Submodularity) K(S U {i}) -K(S) ? K(T U {i}) -K(T) if S C T. i (T;
iii. (Nontriviality) K({i}) > 0, i E N.
A power-of-two policy replenishes a product only when its inventory is down to zero and prescribes for each product i a constant replenishment interval ti, such that a replenishment for this product occurs at times 0, ti, 2t1, 3ti, ... . Moreover, all product replenishment intervals are chosen as power-of-two multiples of a common base planning period TL. A route is any directed path in G ending at a product with external demand. A route is specified by a sequence of nodes r = (il, i2, ... im). Let R be the collection of all routes in G. (As with N and A, we use R both to denote the set and its cardinality.) For any r E R, we say that product i E r, if route r passes through node i. For each route (ij, 
The dual program D also suggests that x can be viewed as a flow in a bipartite network with node set N = R U N and arc set A = {(r, i): r E R, i E r}. Such a network was introduced in Federgruen and Zheng (1990) , where it is referred to as the route-product network. The latter paper shows, for the separable cost case, that the relaxed problem D can be solved via a limited number of maximum flow computations in subnetworks of the route-product network with arc capacities specified by the demand and cost parameters. We show for the general model treated here that RP continues to be solvable via a limited number of maximum flow computations in similar networks. The essential difference is that to represent the joint-cost structure, joint capacity bounds need to be imposed on collections of arcs rather than on individual arcs only. Networks with such (monotone, submodular) upper bounds on sets of arcs that emanate from or point to a common node are referred to as polymatroidal network flow models.
We first define a class of networks with polymatroidal capacity constraints. 
GENERAL SOLUTION METHODS
In this section we describe two solution methods. The first is a two-stage method, which first determines an optimal solution to RP and then transforms this solution by simple rounding to an optimal solution of P. Our second algorithm generates an optimal solution of P directly; its complexity is 0(N) smaller than that of the two-stage method. The advantage of the former is that the rounding procedure, similar to those used in Maxwell and Muckstadt and Roundy, can be designed to generate a power-of-two policy whose cost comes within 2% of being optimal, as opposed to a 6% bound for the policy generated by the direct method. A second advantage is the fact that c *, the optimum value of RP obtained as an intermediate result, is a lower bound for the minimum cost (see Federgruen, Queyranne and Zheng).
We first derive a characterization theorem that establishes necessary and sufficient conditions for an optimal solution of the relaxed problem RP. The proof applies the max-flow min-cut theorem to the polymatroidal networks G(v, N,) defined in the previous section. where the second and the third equality follows from (10) and (11) and the last equality follows from condition i. Since the necessity part of this theorem is not directly used for the development of our algorithms, we refer the interested reader to Zheng for a proof. A partition will be referred to as optimal if the associated t-vector is an optimal solution for RP.
The following lemma, whose proof follows easily from the definition of a minimum cut, is useful in generating an optimal partition. The power-of-two vector t* generated by algorithm P specifies an optimal power-of-two policy. This is easy to verify by the characterization theorem below. Clearly, the computational complexity of algorithm P is (M + 1) 0(F), where M is the number of distinct power-of-two values in the vector t*. In practice, M would be a small number, say, no more than 10. We conclude that the overall complexity of algorithm P is O(F), as opposed to algorithm RP with complexity bound O(NF). Algorithm P is based on the following characterization theorem for the integer program P. 
COMPUTATIONAL COMPLEXITY OF THE ALGORITHMS
Algorithms RP and P have complexity 0(NF) and 0(F), respectively, with F a bound for the complexity of determining a minimum cut (or maximum flow) in one of the associated polymatroidal networks G(v, Nl) (v > 0 and N, C N). In this section we discuss efficient implementations of these maximum flow problems tailored to the specific structure of the associated polymatroidal networks. We refer to Tardos, Tovey and Trick (1986) for a review of augmenting path algorithms for general polymatroidal network flow problems. As pointed out in the Introduction, the polymatroidal flow network G(v, Nl) is of a rather special type: Only the flows on the arcs pointing toward the sink are constrained by general polymatroidal capacity constraints; all other arcs are constrained by individual capacity bounds only. We exploit this special structure and the general results in Tardos, Tovey and Trick to design a maximum flow algorithm whose complexity bound is O(RN3d).
We first review some of the basic results in Lawler and Martel, and Tardos, Tovey and Trick. In the terminology of the latter, a class of augmenting path methods for a given polymatroidal network flow problem in a graph (N, A) with source s and sink t is specified as follows: Let d denote the time required to evaluate one of the capacities {by(e), e E A} for any given flow y, n the maximum length of an augmenting path, and A the total amount of work required to compute the by(*) numbers for any subset of n arcs.
Tardos, Tovey and Trick show that a specific augmenting path method (within the given class of methods) may be designed with complexity O(n Aj1A) provided that three properties are satisfied. Before stating these, we first need the following definitions. 
/ FEDERGRUEN AND ZHENG
Observe that the flow on an arc (i, t) which is saturated for a given feasible flow y, may nevertheless sometimes be increased by an equal reduction of the flow on some arc (j, t) (j ? i). The amount by which the flow on (i, t) may be increased is thus dependent on the specific backward arc (t, j) which is chosen as the successor arc of (i, t). This suggests the following auxiliary network G = (N, A) .
Note first that only arcs which start at a product node are incident to the sink t. Thus, let
N={NU{s}U{t}U{ti: iEN}} with cardinality O(R + N) and A = {A U A -1} U {(s, r), (i, t), (ti, i): r E R, i E N} U{(i, tj): ij, i, jEN} with cardinality O(RN). For any arc e E A and feasible flow y define by(e)
Hr -Xsr e =(s, r)
I0 e =(r, i) E A y(e -1) e E A-' = min{K(S)/v -v(S)Ii E S CN{j}} e = (i, tj) y((i, t)) = vi e = (ti, i) kmin{K(S)/v -v(S)ji E S C N} e = (i, t). (12)
We first show that for any feasible flow y, there is a one-to-one correspondence between AUG(y) and the collection of s-t augmenting paths in G: Any arc (s, r) with r E R and e E A U A-1 corresponds to the "same" arc inA. 
The same applies to any arc (i, t) (i E N) when it is used as the last arc on the path. If (i, t) is followed by a backward arc (t, j) (j E N) the corresponding arc in the auxiliary network is (i, tj) and the arc corresponding to (t, j) is (tj, j). With this one-to-one correspondence, we have for any feasible flow y that an undirected path from s to t in G(v, N) belongs to A UG(y) if and only if the corresponding path in the auxiliary network consists of arcs with SY(e)
>
It is easy to verify that in
Step 2 of GS2 x may be found by the membership procedure for generalized symmetric polymatroids of order 2, restricting oneself to permutations of {1, ... -j 1} in which the elements of T precede those in {1, . j. ,] -1}\T. Since N membership tests need to be performed in a single execution of the procedure, the complexity of GS2 is O(N3 log N).
Special Cost Structures: Efficient Solution Via Equivalent Ordinary Maximum Flow Problems
In this subsection, we describe a number of cost structures for which the polymatroidal maximum flow problems can be solved efficiently via transformation into ordinary maximum flow problems. 
