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              Wi1coxon統計量の分散の推定
                        （客員）大阪大学教養部白旗慎吾
 分布関数F（κ）とG（κ）を持つ2つの母集団を考える．Wi1coxOn統計量は代表的なノンパラメト
リック統計量であり，2つの母集団の間に差があるかどうかの検定，すなわち帰無仮説∬：F＝Gの検
定に多用されている．しかしたがら，Wi1coxon統計量は，それと同値なMam－Whitney統計量σの形
を見れば，FとGからの確率変数をそれぞれX，γとするとき，θ＝Pr（X＞γ）＝1／2の検定と解釈す
る方が自然であり，∬はその特殊た場合にあたる．ただし，∬’：θ：1／2の下ではσの分布はF，Gに
関係し，そのままではノンパラメトリックた検定はできない．一方，σの漸近正規性は成立しているの
で，漸近的には”の検定のためにはσの分散が精度良く推定できればよい．
 ここでは，σの分散，標準偏差の推定を考え，さらに，それらの推定量を用いたときのθの信頼区間
の正確さについて調べる．分散の推定量としては，最小分散不偏推定量（σ推定量，σ統計量になる），
Bootstrap推定量（B推定量），FIi釦er－Po1ice11oの推定量（F推定量），Jackknife推定量（∫推定量）
の4つを考える．これらの推定量の平均2乗誤差は分布を指定すれば厳密に計算可能であるが，それに
は大変な労力が必要となるので，比較はコンピュータ・シミュレーションを用いる．さらに，これらの
推定量の平方根をσの標準偏差の推定量とし，標準偏差の推定量を用いて，信頼区間を構成する．
 以下のことが示される．分散の推定では，B推定量は平均2乗誤差の意味で最良であり，σ推定量が
それに次ぐ．ただし，その差は小さく，不偏性を重視するたらσ推定量が優れている．F推定量は4つ
の推定量の中では最も悪い．標準偏差の推定でも，σ推定量のBiasは小さく，平均2乗誤差は同じ結論
となる．一方，θの信頼区間のシミュレーションによる信頼度の測定では，良さはその逆であり，F推
定量が最良であり，B推定量はあまり良くない．B推定量は一種の縮小推定量とたっており，分散を小
さく推定しているため信頼区間が狭くなりすぎているように思える．なお，信頼区間の推定では正規近
似，．c分布による近似，有限修正の有り無しも考えたが，τ近似が効果的であり，有限修正はあまり効果
がたい．
