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THE t-ANALOGS OF q-CHARACTERS AT ROOTS OF UNITY FOR QUANTUM
AFFINE ALGEBRAS AND BEYOND
DAVID HERNANDEZ
Abstrat. The q-haraters were introdued by Frenkel and Reshetikhin [FR2℄ to study nite dimen-
sional representations of the untwisted quantum ane algebra Uq(gˆ) for q generi. The ǫ-haraters at
roots of unity were onstruted by Frenkel and Mukhin [FM2℄ to study nite dimensional representations
of various speializations of Uq(gˆ) at qs = 1. In the nite simply laed ase Nakajima [N2℄[N3℄ dened
deformations of q-haraters alled q, t-haraters for q generi and also at roots of unity. The denition
is ombinatorial but the proof of the existene uses the geometri theory of quiver varieties whih holds
only in the simply laed ase. In [He2℄ we proposed an algebrai general (non neessarily simply laed)
new approah to q, t-haraters for q generi. In this paper we treat the root of unity ase. Moreover we
onstrut q-haraters and q, t-haraters for a large lass of generalized Cartan matries (inluding nite
and ane ases exept A
(1)
1 , A
(2)
2 ) by extending the approah of [He2℄. In partiular we generalize the
onstrution of analogs of Kazhdan-Lusztig polynomials at roots of unity of [N3℄ to those ases. We also
study properties of various objets used in this artile : deformed sreening operators at roots of unity,
t-deformed polynomial algebras, biharaters arising from symmetrizable Cartan matries, deformation
of the Frenkel-Mukhin's algorithm.
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1. Introdution
V.G. Drinfel'd [D1℄ and M. Jimbo [J℄ assoiated, independently, to any symmetrizable Ka-Moody
algebra g and any omplex number q ∈ C∗ a Hopf algebra Uq(g) alled quantum group or quantum
Ka-Moody algebra.
First we suppose that q ∈ C∗ is not a root of unity. In the ase of a semi-simple Lie algebra g of rank n,
the struture of the Grothendiek ring Rep(Uq(g)) of nite dimensional representations of the quantum
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nite algebra Uq(g) is well understood. It is analogous to the lassial ase q = 1. In partiular we have
ring isomorphisms:
Rep(Uq(g)) ≃ Rep(g) ≃ Z[Λ]
W ≃ Z[T1, ..., Tn]
dedued from the injetive homomorphism of haraters χ:
χ(V ) =
∑
λ∈Λ
dim(Vλ)λ
where Vλ are weight spaes of a representation V and Λ is the weight lattie.
For the general ase of Ka-Moody algebras the piture is less lear. The representation theory of the
quantum ane algebra Uq(gˆ) is of partiular interest (see [CP1℄, [CP2℄). In this ase there is a ruial
property of Uq(gˆ): it has two realizations, the usual Drinfel'd-Jimbo realization and a new realization
(see [D2℄ and [Be℄) as a quantum anization of the quantum nite algebra Uq(g).
To study the nite dimensional representations of Uq(gˆ) Frenkel and Reshetikhin [FR2℄ introdued q-
haraters whih enode the (pseudo)-eigenvalues of some ommuting elements in the Cartan subalgebra
Uq(hˆ) ⊂ Uq(gˆ) (see also [Kn℄). The morphism of q-haraters is an injetive ring homomorphism:
χq : Rep(Uq(gˆ))→ Z[Y
±
i,a]i∈I,a∈C∗
where Rep(Uq(gˆ)) is the Grothendiek ring of nite dimensional (type 1)-representations of Uq(gˆ) and
I = {1, ..., n}. In partiular Rep(Uq(gˆ)) is ommutative and isomorphi to Z[Xi,a]i∈I,a∈C∗ .
The morphism of q-haraters has a symmetry property analogous to the lassial ation of the Weyl
group Im(χ) = Z[Λ]W : Frenkel and Reshetikhin [FR2℄ dened n sreening operators Si and showed that
Im(χq) =
⋂
i∈I
Ker(Si) for g = sl2. The result was proved by Frenkel and Mukhin for all nite g in [FM1℄.
In the simply laed ase Nakajima [N2℄[N3℄ introdued t-analogs of q-haraters. The motivations are
the study of ltrations indued on representations by (pseudo)-Jordan deompositions, the study of the
deomposition in irreduible modules of tensorial produts and the study of ohomologies of ertain quiver
varieties. The morphism of q, t-haraters is a Z[t±]-linear map
χq,t : Rep(Uq(gˆ))→ Z[Y
±
i,a, t
±]i∈I,a∈C∗
whih is a deformation of χq and multipliative in a ertain sense. A ombinatorial axiomati denition
of q, t-haraters is given. But the existene is non-trivial and is proved with the geometri theory of
quiver varieties whih holds only in the simply laed ase.
In [He2℄ we dened and onstruted q, t-haraters in the general (non neessarily simply laed) ase with
a new approah motivated by the non-ommutative struture of Uq(hˆ) ⊂ Uq(gˆ), the study of sreening
urrents of [FR1℄ and of deformed sreening operators Si,t of [He1℄. In partiular we have a symmetry
property: the image of χq,t is a ompletion of
⋂
i∈I
Ker(Si,t).
The representation theory of the quantum ane algebras Uq(gˆ) depends ruially whether q is a root of
unity or not (see [CP3℄). Frenkel and Mukhin [FM1℄ generalized q-haraters at roots of unity : if ǫ is a
sth-primitive root of unity the morphism of ǫ-haraters is:
χǫ : Rep(U
res
ǫ (gˆ))→ Z[Y
±
i,a]i∈I,a∈C∗
where Rep(U resǫ (gˆ)) is the Grothendiek ring of nite dimensional (type 1)-representations of the restrited
speialization U resǫ (gˆ) of Uq(gˆ) at q = ǫ. In partiular Rep(U
res
ǫ (gˆ)) is ommutative and isomorphi to
Z[Xi,a]i∈I,a∈C∗ .
Moreover χǫ an be haraterized by
χǫ(
∏
i∈I,l∈Z/sZ
X
xi,l
i,ǫl
) = τs(χq(
∏
i∈I,0≤l≤s−1
X
xi,[l]
i,ql
))
where τs : Z[Y
±
i,ql
]i∈I,l∈Z → Z[Y
±
i,ǫl
]i∈I,l∈Z/sZ is the ring homomorphism suh that τs(Y
±
i,ql
) = Y ±
i,ǫ[l]
(for
l ∈ Z we denote by [l] its image in Z/sZ).
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In the simply laed ase Nakajima generalized the theory of q, t-haraters at roots of unity with the help
of quiver varieties [N3℄.
In this paper we onstrut q, t-haraters at roots of unity in the general (non neessarily simply laed)
ase by extending the approah of [He2℄. As an appliation we onstrut analogs of Kazhdan-Lusztig
polynomials at roots of unity in the same spirit as Nakajima did for the simply laed ase. We also study
properties of various objets used in this paper: deformed sreening operators at roots of unity, t-deformed
polynomial algebras, biharaters arising from general symmetrizable Cartan matries, deformation of
the Frenkel-Mukhin's algorithm.
The onstrution is also extended beyond the ase of a quantum ane algebra, that is to say by replaing
the nite Cartan matrix by a generalized symmetrizable Cartan matrix: the onstrution of q-haraters
as well as q, t-haraters (generi and roots of unity ases) is explained in this paper for (non neessarily
nite) Cartan matries suh that i 6= j ⇒ Ci,jCj,i ≤ 3 (it inludes nite and ane types exept A
(1)
1 , A
(2)
2 ).
The notion of a quantum anization is more general than the onstrution of a quantum ane algebra
from a quantum nite algebra: it an be extended to any general symmetrizable Cartan matrix (see [N1℄).
For example for an ane Cartan matrix one gets a quantum toroidal algebra (see [VV1℄). In general a
quantum anization is not a quantum Ka-Moody algebra and few is known about the representation
theory outside the quantum ane algebra ase. However for an integrable representation one an dene
q-haraters as Frenkel-Reshetikhin did for quantum ane algebras. So the q-haraters onstruted in
this paper for some generalized symmetrizable Cartan matrix are to be linked with representation theory
of the assoiated quantum anization. We will address further developments on this point in a separate
publiation.
This paper is organized as follows: after some bakgrounds in setion 2, we generalize in setion 3 the
onstrution of t-deformed polynomial algebras of [He2℄ to the root of unity ase. We give a onrete
onstrution using Heisenberg algebras. We show that this twisted multipliation an also be abstratly
dened with two biharaters d1, d2 as Nakajima did for the simply laed ase (for whih there is only
one biharater d1 = d2).
In setion 4 we remind how q, t-haraters are onstruted for q generi and C nite in [He2℄. We extend
the onstrution of q-haraters and of q, t-haraters to symmetrizable (non neessarily nite) Cartan
matries suh that i 6= j ⇒ Ci,jCj,i ≤ 3, in partiular for ane Cartan matries (exept A
(1)
1 and A
(2)
2 ).
The q, t-haraters an be omputed by the algorithm desribed in [He2℄ whih is a deformation of the
algorithm of Frenkel-Mukhin [FM1℄.
In setion 5 we onstrut q, t-haraters at roots of unity. Let us explain the ruial tehnial point of this
setion: we an not use diretly a t-deformation of the denition of Frenkel-Mukhin beause there is no
analog of τs whih is an algebra homomorphism for the t-deformed strutures. But we an onstrut τs,t
whih is multipliative for some ordered produts (see setion 5.2.1). In partiular τs,t has nie properties
and we an dene χǫ,t suh that χǫ,t = τs,t ◦ χq,t. We give properties of χǫ,t analogous to the property
of χǫ (proposition 4.11, theorems 5.10 and 5.16). In partiular in the ADE-ase we get a formula whih
is Axiom 4 of [N3℄, and so the onstrution oinides with the onstrution of [N3℄ for the ADE-ase.
In setion 6 we give some appliations about Kazhdan-Lusztig polynomials and quantization of the
Grothendiek ring. If C is nite the tehnial point in the root of unity ase is to show that the algorithm
produes a nite number of dominant monomials. We give a onjeture about the multipliity of an
irreduible module in a standard module at roots of unity. For the ADE-ase it is a result of Nakajima
[N3℄. An analogous onjeture was given in [He2℄ for q generi. We also study the non nite ases.
In setion 7 we give some omplements: rst we disuss the niteness of the algorithm; at t = 1 it stops
if C is nite and it does not stop if C is ane. We relate the struture of the deformed ring in the ane
A
(1)
r -ase to the struture of quantum toroidal algebras. We study some ombinatorial properties of the
Cartan matries whih are related to the biharaters d1 and d2 (propositions 7.9, 7.11, 7.12 and theorem
7.10).
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For onveniene of the reader we give at the end of this artile an index of notations dened in the main
body of the text.
In the ourse of writing this paper we were informed by H. Nakajima that the t-analogs of q-haraters
for some quantum toroidal algebras are also mentioned in the remark 6.9 of [N5℄. This inited us to add
the onstrution of analogs of Kazdhan-Lusztig polynomials at roots of unity also in the non nite ases
(setion 6.2.4).
Aknowledgments. The author would like to thank H. Nakajima for useful omments on a previous
version of this paper, N. Reshetikhin and M. Rosso for enouraging him to study the root of unity ases,
and M. Varagnolo for indiations on quantum toroidal algebras.
2. Bakground
2.1. Cartan matries. A generalized Cartan matrix is C = (Ci,j)1≤i,j≤n suh that Ci,j ∈ Z and:
Ci,i = 2
i 6= j ⇒ Ci,j ≤ 0
Ci,j = 0⇔ Cj,i = 0
Let I = {1, ..., n}.
C is said to be deomposable if it an be written in the form C = P
(
A 0
0 B
)
P−1 where P is a
permutation matrix, A and B are square matries. Otherwise C is said to be indeomposable.
C is said to be symmetrizable if there is a matrix D = diag(r1, ..., rn) (ri ∈ N
∗
) suh that B = DC is
symmetri. In partiular if C is symmetri then it is symmetrizable with D = In.
If C is indeomposable and symmetrizable then there is a unique hoie of r1, ..., rn > 0 suh that
r1 ∧ ... ∧ rn = 1: indeed if Cj,i 6= 0 we have the relation ri =
Cj,i
Ci,j
rj .
In the following C is a symmetrizable and indeomposable generalized Cartan matrix. For example:
C is said to be of nite type if all its prinipal minors are positive (see [Bo℄ for a lassiation).
C is said to be of ane type if all its proper prinipal minor are positive and det(C) = 0 (see [Ka℄ for a
lassiation).
Let r∨ = max{ri−1−Cj,i)/i 6= j}∪{1}. If C is nite we have r
∨ = max{ri/i ∈ I} = max{−Ci,j/i 6= j}.
In partiular if C is of type ADE we have r∨ = 1, if C is of type BlClF4 (l ≥ 2) we have r
∨ = 2, if C of
type G2 we have r
∨ = 3.
Let z be an indeterminate and zi = z
ri
. The matrix C(z) = (Ci,j(z))1≤i,j≤n with oeients in Z[z
±] is
dened by Ci,i(z) = [2]zi = zi + z
−1
i and Ci,j = [Ci,j ]z for i 6= j where for l ∈ Z, we use the notation:
[l]z =
zl − z−l
z − z−1
(= z−l+1 + z−l+3 + ...+ zl−1 for l ≥ 1)
Let B(z) = D(z)C(z) where D(z) is the diagonal matrix Di,j(z) = δi,j [ri]z, that is to say Bi,j(z) =
[ri]zCi,j(z).
In partiular, the oeients of C(z) and B(z) are symmetri Laurent polynomials (invariant under
z 7→ z−1).
In the following we suppose that det(C(z)) 6= 0. It inludes nite and ane Cartan matries (if C is of
type A
(1)
1 we set r1 = r2 = 2) and also the matries suh that i 6= j ⇒ Ci,jCj,i ≤ 3 whih will appear
later (see lemma 6.9 and setion 7.3 for omplements).
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2.2. Quantum ane algebras. In the following q is a omplex number q ∈ C∗. If q is not a root of
unity we set s = 0 and we say that q is generi. Otherwise s ≥ 1 is set suh that q is a sth primitive root
of unity.
We suppose in this setion that C is nite. We refer to [FM2℄ for the denition of the untwisted quantum
ane algebra Uq(gˆ) assoiated to C (for q generi) and of the restrited speialization U
res
ǫ (gˆ) of Uq(gˆ) at
q = ǫ (for ǫ root of unity).
We briey desribe the onstrution of U resǫ (gˆ) from Uq(gˆ): we onsider a Z[q, q
−1]-subalgebra of Uq(gˆ)
ontaining the (x±i )
(r) =
(x±i )
s
[r]qi !
(where [r]q! = [r]q [r− 1]q...[1]q) for some generators x
±
i , and we set q = ǫ.
One an dene a Hopf algebra struture on Uq(gˆ) and U
res
ǫ (gˆ), and so we onsider the Grothendiek ring
of nite dimensional (type 1)-representations: Rep(Uq(gˆ)) and Rep(U
res
ǫ (gˆ)).
The morphism of q-haraters χq (Frenkel-Reshetikhin [FR2℄) and the morphism of ǫ-harater χǫ
(Frenkel-Mukhin [FM2℄) are injetive ring homomorphisms:
χq : Rep(Uq(gˆ))→ Z[Y
±
i,a]i∈I,a∈C∗ , χǫ : Rep(U
res
ǫ (gˆ))→ Z[Y
±
i,a]i∈I,a∈C∗
In partiular Rep(Uq(gˆ)) and Rep(U
res
ǫ (gˆ)) are ommutative and isomorphi to Z[Xi,a]i∈I,a∈C∗ .
Frenkel and Mukhin [FM1℄[FM2℄ have proven that for i ∈ I, a ∈ C∗:
χq(Xi,a) ∈ Z[Y
±
i,aqm ]i∈I,m∈Z and χǫ(Xi,a) ∈ Z[Y
±
i,aǫm ]i∈I,m∈Z
Indeed it sues to study (see [He2℄ for details):
χq : Rep = Z[Xi,l]i∈I,l∈Z → Y = Z[Y
±
i,l ]i∈I,l∈Z
(where Xi,l = Xi,ql , Y
±
i,l = Y
±
i,ql
), and:
χsǫ : Rep
s = Z[Xi,l]i∈I,l∈Z/sZ → Y
s = Z[Y ±i,l ]i∈I,l∈Z/sZ
(where Xi,l = Xi,ǫl , Y
±
i,l = Y
±
i,ǫl
).
3. t-deformed polynomial algebras
3.1. The t-deformed algebra Yˆst . In this setion we generalize at roots of unity the onstrution of
[He2℄ of t-deformed polynomial algebras.
3.1.1. Constrution. In this setion we suppose that B(z) is symmetri.
Denition 3.1. Hˆ is the C-algebra dened by generators ai[m], yi[m] (i ∈ I,m ∈ Z − {0}), entral
elements cr (r > 0) and relations (i, j ∈ I,m, r ∈ Z− {0}):
(1) [ai[m], aj [r]] = δm,−r(q
m − q−m)Bi,j(q
m)c|m|
(2) [ai[m], yj[r]] = (q
mri − q−rim)δm,−rδi,jc|m|
(3) [yi[m], yj [r]] = 0
Let Hˆh = Hˆ[[h]]. For i ∈ I, l ∈ Z/sZ we dene Y˜
±
i,l , A˜
±
i,l, t
±
l ∈ Hˆh suh that:
Y˜i,l = exp(
∑
m>0
hmqlmyi[m])exp(
∑
m>0
hmq−lmyi[−m])
A˜i,l = exp(
∑
m>0
hmqlmai[m])exp(
∑
m>0
hmq−lmai[−m])
tl = exp(
∑
m>0
h2mqlmcm)
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and for R =
∑
l∈Z
Rlz
l ∈ Z[z±]:
tR =
∏
l∈Z
tRll = exp(
∑
m>0
h2mR(qm)cm) ∈ Hˆh
Note that the root of unity ondition, that is to say s ≥ 1, is a periodi ondition (Y˜i,l+s = Y˜i,l).
Lemma 3.2. ([He2℄) We have the following relations in Hˆh:
A˜i,lY˜j,kA˜
−1
i,l Y˜
−1
j,k = tδi,j(z−ri−zri )(−z(l−k)+z(k−l))
A˜i,lA˜j,kA˜
−1
i,l A˜
−1
j,k = tBi,j(z)(z−1−z)(−z(l−k)+z(k−l))
Denition 3.3. Yˆsu is the Z-subalgebra of Hˆh generated by the Y˜i,l, A˜
−1
i,l , tl (i ∈ I, l ∈ Z/zZ).
Note that if s ≥ 1, the elements A˜−1i,0 A˜
−1
i,1 ...A˜
−1
i,s−1 and Y˜i,0Y˜i,1...Y˜i,s−1 are entral in Yˆu.
Denition 3.4. Yˆst is the quotient-algebra of Yˆ
s
u by relations tl = 1 if l ∈ Z/sZ− {0}.
We keep the notations Y˜i,l, A˜
−1
i,l for their image in Yˆ
s
t . We denote by t the image of t0 = exp(
∑
m>0
h2mcm)
in Yˆst . In partiular the image of tR is t
R0
. We denote by Yˆt = Yˆ
0
t the algebra in the generi ase.
3.1.2. Struture. For a, b ∈ Z/sZ, let δa,b = 1 if a = b and δa,b = 0 if a 6= b.
The following theorem gives the struture of Yˆst :
Theorem 3.5. The algebra Yˆst is dened by generators Y˜i,l, A˜
−1
i,l , t
± (i ∈ I, l ∈ Z/sZ) and relations
(i, j ∈ I, k, l ∈ Z/sZ):
Y˜i,lY˜j,k = Y˜j,kY˜i,l
A˜−1i,l A˜
−1
j,k = t
α(i,l,j,k)A˜−1j,kA˜
−1
i,l
Y˜j,kA˜
−1
i,l = t
β(i,l,j,k)A˜−1i,l Y˜j,k
where α, β : (I × Z/sZ)2 → Z are given by (l, k ∈ Z/sZ, i, j ∈ I):
α(i, l, i, k) = 2(δl−k,−2ri − δl−k,2ri)
α(i, l, j, k) = 2
∑
r=Ci,j+1,Ci,j+3,...,−Ci,j−1
(δl−k,r+ri − δl−k,r−ri) (if i 6= j)
β(i, l, j, k) = 2δi,j(−δl−k,ri + δl−k,−ri)
Note that for i, j ∈ I and l, k ∈ Z/sZ we have α(i, l, j, k) = −α(j, k, i, l) and β(i, l, j, k) = −β(j, k, i, l).
This theorem is a generalization of theorem 3.11 of [He2℄. It is proved in the same way exept for lemma
3.7 of [He2℄ whose proof is hanged at roots of unity: for N ≥ 1 we denote by ZN [z] ⊂ Z[z] the subset
of polynomials of degree lower that N . The following lemma is a generalization of lemma 3.7 of [He2℄ at
roots of unity :
Lemma 3.6. We suppose that s ≥ 1. Let J = {1, ..., r} be a nite set of ardinal r and Λ be the
polynomial ommutative algebra
Λ = C[λj,m]j∈J,m≥0. For R = (R1, ..., Rr) ∈ Zs−1[z]
r
, onsider:
ΛR = exp(
∑
j∈I,m>0
hmRj(q
m)λj,m) ∈ Λ[[h]]
Then the (ΛR)R∈Zs−1[z]r are C-linearly independent. In partiular the Λj,l = Λ(0,...,0,zl,0,...,0) (j ∈ I,
0 ≤ l ≤ s− 1) are C-algebraially independent.
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Proof: Suppose we have a linear ombination (µR ∈ C, only a nite number of µR 6= 0):∑
R∈Zs−1[z]
r
µRΛR = 0
In the proof of lemma 3.7 of [He2℄ we saw that for N ≥ 0, j1, ..., jN ∈ J , l1, ..., lN > 0, α1, ..., αN ∈ C we
have: ∑
R∈Zs−1[z]
r/Rj1 (q
l1 )=α1,...,RjN (q
lR )=αN
µR = 0
We set N = sr and
((j1, l1), ..., (jN , lN )) = ((1, 1), (1, 2), ..., (1, s), (2, 1), ..., (2, s), (3, 1), ..., (r, s))
We get for all αj,l ∈ C (j ∈ J, 1 ≤ l ≤ L): ∑
R∈Zs−1[z]r/∀j∈J,1≤l≤s,Rj(ql)=αj,l
µR = 0
It sues to show that there is at most one term is this sum. But onsider P,Q ∈ Zs−1[z] suh that for
all 1 ≤ l ≤ s, P (ql) = P ′(ql). As q is primitive the ql are dierent and so P − P ′ = 0. 
3.2. Biharaters, monomials and involution.
3.2.1. Presentation with biharaters. The denition of the algebra Yˆst with the Heisenberg algebra Hˆ
is a onrete onstrution. It an also be dened abstratly with biharaters in the same spirit as
Nakajima [N3℄ did for the simply laed ase :
We dene π+ as the algebra homomorphism:
π+ : Yˆ
s
t → Yˆ
s = Z[Yi,l, A
−1
i,l ]i∈I,l∈Z/sZ
suh that π+(Y˜
±
i,l ) = Y
±
i,l , π+(A˜
±
i,l) = A
±
i,l and π+(t) = 1 (Yˆ
s
is ommutative).
We say that m ∈ Yˆst is a Yˆ
s
t -monomial if it is a produt of the A˜
−1
i,l , Y˜i,l, t
±
. For m a Yˆst -monomial, i ∈ I,
l ∈ Z/sZ we dene yi,l(m), vi,l(m) ≥ 0 suh that π+(m) =
∏
i∈I,l∈Z/sZ
Y
yi,l
i,l A
−vi,l
i,l . In order to simplify the
formulas for a Laurent polynomial let P (z) =
∑
k∈Z
Pkz
k ∈ Z[z±] (i ∈ I, l ∈ Z/sZ):
(P (z))opVi,l(m) =
∑
k∈Z
Pkvi,l+[k](m)
We dene ui,l(m) ∈ Z by :
ui,l(m) = yi,l(m)−
∑
j∈I
(Ci,j(z))opVj,l(m)
In partiular if Ci,j = 0 we have ui,l(A˜
−1
j,k) = 0 and if Ci,j < 0:
ui,l(A˜
−1
j,k) = −([Ci,j ]z)opVj,l(A˜
−1
j,k) =
∑
r=Ci,j+1...−Ci,j−1
δl+r,k
In the ADE-ase the oeients of C are −1, 0 or 2, and we have the expression:
ui,l(m) = yi,l(m)− [z + z
−1]opVi,l(m) +
∑
j∈I/Ci,j=−1
vj,l(m)
= yi,l(m)− vi,l+1(m)− vi,l−1(m) +
∑
j∈I/Ci,j=−1
vj,l(m)
whih is the formula used in [N3℄.
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Denition 3.7. For m1,m2 Yˆ
s
t -monomials we dene:
d1(m1,m2) =
∑
i∈I,l∈Z/sZ
vi,l+ri(m1)ui,l(m2) + yi,l+ri(m1)vi,l(m2)
d2(m1,m2) =
∑
i∈I,l∈Z/sZ
ui,l+ri(m1)vi,l(m2) + vi,l+ri(m1)yi,l(m2)
For m a Yˆst -monomial we have always d1(m,m) = d2(m,m) (see setion 7.3). In the ADE-ase we have
d1 = d2 and it is the biharater of Nakajima [N3℄.
Proposition 3.8. For m1,m2 Yˆ
s
t -monomials, we have in Yˆ
s
t :
m1m2 = t
2d1(m1,m2)−2d2(m2,m1)m2m1 = t
2d2(m1,m2)−2d1(m2,m1)m2m1
Proof: First we hek that m1m2 = t
2d1(m1,m2)−2d2(m2,m1)m2m1 on generators:
2d1(A˜
−1
i,l , A˜
−1
i,k )− 2d2(A˜
−1
i,k , A˜
−1
i,l ) = 2ui,l−ri(A˜
−1
i,k )− 2ui,l+ri(A˜
−1
i,k ) = 2(δl−k,−2ri − δl−k,2ri) = α(i, l, i, k)
2d1(A˜
−1
i,l , A˜
−1
j,k)− 2d2(A˜
−1
j,k , A˜
−1
i,l ) = 2ui,l−ri(A˜
−1
j,k)− 2ui,l+ri(A˜
−1
j,k) = α(i, l, j, k)
2d1(A˜
−1
i,l , Y˜j,k)− 2d2(Y˜j,k, A˜
−1
i,l ) = 2ui,l−ri(Y˜j,k)− 2ui,l+ri(Y˜j,k) = −β(i, l, j, k)
2d1(Y˜i,l, A˜
−1
j,k)− 2d2(A˜
−1
j,k , Y˜i,l) = 2vi,l−ri(A˜
−1
j,k)− 2vi,l+ri(A˜
−1
j,k) = −β(i, l, j, k) = βj,k,i,l
The other equality m1m2 = t
2d2(m1,m2)−2d1(m2,m1)m2m1 is heked in the same way. 
If B(z) is not symmetri, the produt is dened in setion 7.3.4.
3.2.2. Involution. We onsider the Z[t±]-antilinear antimultipliative involution of Yˆst suh that Y˜i,l =
Y˜i,l, A˜
−1
i,l = A˜
−1
i,l , t = t
−1
.
In [He2℄ we gave a onrete onstrution of this involution for the generi ase: in Yˆu the involution is
dened by cm → −cm.
Lemma 3.9. There is a Z[t±]-basis A
s
of Yˆst suh that all m ∈ A
s
is a Yˆst -monomial and:
m = t2d1(m,m)m = t2d2(m,m)m
Moreover for m1,m2 ∈ A
s
we have m1m2t
−d1(m1,m2)−d2(m1,m2) ∈ A
s
.
Proof: For the rst point it sues to show that for m a Yˆst -monomial there is a unique α ∈ Z suh
that tαm = t2d1(m,m)+αm, that is to say for m a Yˆst -monomial we have mm
−1 ∈ t2Z. This is proved as
in lemma 6.12 of [He2℄.
For the seond point we ompute:
t−d1(m1,m2)−d2(m1,m2)m1m2 = t
d1(m1,m2)+d2(m1,m2)m2m1
= t2d1(m2,m2)+2d1(m1,m1)+d1(m1,m2)+d2(m1,m2)m2m1
= t2d1(m2,m2)+2d1(m1,m1)+2d1(m2,m1)+d1(m1,m2)−d2(m1,m2)m1m2
= t2d1(m1m2,m1m2)(t−d1(m1,m2)−d2(m1,m2)m1m2) 
For example we have Y˜i,l ∈ A
s
(beause d1(Y˜i,l, Y˜i,l) = 0) and if s = 0 or s > 2ri we have tA˜
−1
i,l ∈ A
s
(beause d1(A˜
−1
i,l , A˜
−1
i,l ) = −1).
For m1,m2 ∈ A
s
we set m1.m2 = m1m2t
−d1(m1,m2)−d2(m1,m2) ∈ A
s
. We have m1.m2 = m2.m1. The non
ommutative multipliation an be dened from . by setting (m1,m2 ∈ A
s
):
m1m2 = t
d1(m1,m2)+d2(m1,m2)m1.m2
In the ADE-ase it is the point of view adopted in [N3℄. In partiular if s = 0 or s > 2ri, Y˜i,l (resp. A˜
−1
i,l )
is denoted by Wi,l (resp. t
−1Vi,l) in [N3℄.
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Let A = A
0
and for s ≥ 0 there is a surjetive map ps : A→ A
s
suh that for m ∈ A, ps(m) is the unique
element of A
s
suh that for i ∈ I, l ∈ Z/sZ:
yi,l(ps(m)) =
∑
l′∈Z/[l′]=l
yi,l(m) , vi,l(ps(m)) =
∑
l′∈Z/[l′]=l
vi,l(m)
In partiular it gives a Z[t±]-linear map ps : Yˆt → Yˆ
s
t .
3.2.3. Notations and tehnial omplements. A Yˆst -monomial is said to be i-dominant (resp.
i-antidominant) if ∀l ∈ Z/sZ, ui,l(m) ≥ 0 (resp. ui,l(m) ≤ 0). We denote by B
s
i the set of i-dominant
monomials m suh that m ∈ A
s
.
A Yˆst -monomial is said to be dominant (resp. antidominant) if ∀l ∈ Z/sZ, ∀i ∈ I, ui,l(m) ≥ 0 (resp.
ui,l(m) ≤ 0). We denote by B
s
the set of dominant monomials m suh that m ∈ A
s
. In the generi ase
let A = A
0
, Bi = B
0
i , B = B
0
.
We denote by Aˆs = {m =
∏
i∈I,l∈Z/sZ
Y
yi,l
i,l A
−vi,l
i,l /ui,l, vi,l ≥ 0} ⊂ Yˆ
s
the set of Yˆs-monomials. It is a Z-basis
of Yˆs and π+(A
s
) = Aˆs. Let Bˆsi = {m ∈ A
s/∀l ∈ Z/sZ, ui,l(m) ≥ 0} = π+(B
s
i ), Bˆ
s =
⋂
i∈I
Bˆsi = π+(B
s
).
We dene Πˆ : Yˆst → Y
s = Z[Y ±i,l ]i∈I,l∈Z/sZ as the ring morphism suh that for m a Yˆt-monomial Πˆ(m) =∏
i∈I,l∈Z/sZ
Y
ui,l(m)
i,l (Y
s
is ommutative).
In partiular for i ∈ I, l ∈ Z/sZ, we have:
Πˆ(A˜−1i,l ) = Y
−1
i,l−ri
Y −1i,l+ri
∏
j/Cj,i<0
∏
k=Cj,i+1,Cj,i+3,...,−Cj,i−1
Yj,l+2k
and we denote this term by A−1i,l = Πˆ(A˜
−1
i,l ). Let A
s = {m =
∏
i∈I,l∈Z/sZ
Y
ui,l(m)
i,l /ui,l(m) ∈ Z} = Πˆ(A
s
)
the set of Ys-monomials, Bsi = {m ∈ A
s/∀l ∈ Z/sZ, ui,l(m) ≥ 0} = Πˆ(B
s
i ), B
s =
⋂
i∈I
Bsi = Πˆ(B
s
).
If q is generi then forM ∈ A and m ∈ A there at most one m′ ∈ A
s
of the form m′ = tαMA˜−1i1,l1 ...A˜
−1
iK ,lK
suh that Πˆ(m′) = m (the A−1i,l are algebraially independant beause we have supposed det(C(z)) 6= 0 ,
see [He2℄).
If q is a root of unity the situation an be dierent: for example we suppose that C is of type A
(1)
2 and
s = 3 (so det(C(q)) = q−3(q3 − 1)2 = 0). Then for all L ≥ 0, we have:
Πˆ(Y˜1,0A˜
−L
1,1 A˜
−L
2,2 A˜
−L
3,3 ) = Y1,0
and Πˆ−1(Y1,0) is innite.
If C is nite the situation is better. We have a generalization of lemma 3.14 of [He2℄ at roots of unity:
Lemma 3.10. We suppose that C is nite and that s ≥ 1. Let M be in A
s
. Then:
i) There is at most a nite number of m′ ∈ A
s
of the form m′ = tαMA˜−1i1,l1 ...A˜
−1
iK ,lK
suh that m′ is
dominant.
ii) For m ∈ As there is at most a nite number of m′ ∈ A
s
of the form m′ = tαMA˜−1i1,l1 ...A˜
−1
iK ,lK
suh
that Πˆ(m′) = m.
Proof: First let us show (i) : let m′ be in A
s
with m′ = tαM
∏
i∈I,l∈Z/sZ
A
−vi,l
i,l and the vi,l ≥ 0. It sues
to show that the ondition m′ dominant implies that the vi =
∑
l′∈Z/sZ
vi,l are bounded (beause Z/sZ is
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nite). This ondition implies :
ui(m
′) = −2vi +
∑
j 6=i
(−Ci,jvj) + ui(M) ≥ 0
Let U be the olumn vetor with oeients (u1(M), ..., un(M)) and V the olumn vetor with oeients
(v1, ..., vn). So we have U − CV ≥ 0. As C is nite, the theorem 4.3 of [Ka℄ implies that C
−1U − V ≥ 0
and so the vi are bounded.
For the (ii) we use the same proof with the ondition :
ui(m
′) = −2vi +
∑
j 6=i
(−Ci,jvj) + ui(M) = ui(m)

In some ases we have another result. For i ∈ I let Li = (Ci,1, ..., Ci,n).
Lemma 3.11. We suppose that s ≥ 1 and that there are (αi)i∈I ∈ Z
I
suh that αi > 0 and:∑
j∈I
αjLj = 0
Then for M ∈ As there are at most a nite number of dominant monomials m ∈ Bs of the form
m = MA−1i1,l1A
−1
i2,l3
...A−1ik,lk .
In partiular an ane Cartan matrix veries the property of the lemma (see [Ka℄ for the oeients αj).
Proof: Consider m′ =
∏
i∈I,l∈Z/sZ
A
−vi,l
i,l and m = Mm
′
. For i ∈ I let vi =
∑
l∈Z/sZ
vi,l ≥ 0. We have:
∑
i∈I
αiui(m
′) =
∑
i∈I
αi
∑
j∈I
(−Ci,j)vj = −
∑
j∈I
vj(
∑
i∈I
αiCi,j) = 0
We suppose that m is dominant, in partiular ui,l(m
′) ≥ −ui,l(M). So:
ui,l(m
′) = ui(m
′)−
∑
l′∈Z/sZ,l′ 6=l
ui,l′(m
′) ≤ ui(m
′) +
∑
l′∈Z/sZ,l′ 6=l
ui,l′(M)
≤
1
αi
∑
j 6=i
αj(−uj(m
′)) +
∑
l′∈Z/sZ,l′ 6=l
ui,l′(M) ≤
1
αi
∑
j 6=i
αjuj(M) +
∑
l′∈Z/sZ,l′ 6=l
ui,l′(M)
So the ui,l(m
′) (i ∈ I, l ∈ Z/sZ) are bounded and there is at most a nite number of m′ suh that m is
dominant. 
4. q, t-haraters in the generi ase
In [He2℄ we dened q, t-haraters for all nite Cartan matries in the generi ase. In this setion
we dene q and q, t-haraters for all symmetrizable (non neessarily nite) Cartan matrix suh that
i 6= j ⇒ Ci,jCj,i ≤ 3, in partiular for Cartan matries of ane type (exept A
(1)
1 , A
(2)
2 ). We suppose
s = 0, that is to say q is generi. The root of unity ase will be studied in setion 5.
4.1. Deformed sreening operators. Classial sreening operators were introdued in [FR2℄ and t-
deformed sreening operators were introdued in [He1℄ for C nite. We dene and study deformed
sreening operators in the general ase:
Denition 4.1. Yˆi,u is the Yˆu-bimodule dened by generators S˜i,l (i ∈ I, l ∈ Z) and relations :
S˜i,lA˜
−1
j,k = t−Ci,j(z)(z(k−l)+z(l−k))A˜
−1
j,kS˜i,l
S˜i,lY˜j,k = tδi,j(z(k−l)+z(l−k))Y˜j,kS˜i,l , S˜i,lt = tS˜i,l
S˜i,l−ri − t−q−2ri−1A˜
−1
i,l S˜i,l+ri = 0
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In [He2℄ we made a onrete onstrution of Yˆi,u by realizing it in Hˆh. Note that Yˆt is a Yˆu-bimodule
using the projetion Yˆu → Yˆt.
Denition 4.2. Yˆi,t is the Yˆt-bimodule Yˆt ⊗Yˆu Yˆi,u ⊗Yˆu Yˆt.
For l ∈ Z we denote by S˜i,l the image of S˜i,l in Yˆi,t. The Yˆt-module Yˆi,t is torsion free.
For m a Yˆst -monomial only a nite number of [S˜i,l,m] = (t
2 − 1)tui,l(m)−1[ui,l(m)]tS˜i,l ∈ (t
2 − 1)Yˆi,t are
not equal to 0, so we an dene:
Denition 4.3. The ith-deformed sreening operator is the map Si,t : Yˆt → Yˆi,t dened by (λ ∈ Yˆt):
Si,t(λ) =
1
t2 − 1
∑
l∈Z
[S˜i,l, λ] ∈ Yˆi,t
Let Kˆi,t = Ker(Si,t). As Si,t is a derivation, Kˆi,t is a subalgebra of Yˆt.
At t = 1 we dene Si : Y → Yi =
⊕
l∈Z
YSi,l/
∑
l∈Z
Y.(Si,l−ri − A
−1
i,l Si,l+ri) suh for m ∈ A, Si(m) =
m
∑
l∈Z
ui,l(m)Si,l. It is the lassial sreening operator (see [FR2℄). For m ∈ Yˆt we have Si(Πˆ(m)) =
Πˆ(Si,t(m)) where Πˆ : Yˆi,t → Yi is dened by Πˆ(mS˜i,l) = Πˆ(m)Si,l.
We set Ki = Ker(Si) and K =
⋂
i∈I
Ki.
In the following a produt
→∏
l∈Z
Ml (resp.
←∏
l∈Z
Ml) is the ordered produt ...M−2M−1M0M1...
(resp. ...M2M1M0M−1...).
Denition 4.4. For M ∈ Yˆt a i-dominant monomial we dene:
←
Ei,t(M) = M(
∏
l∈Z
Y˜
ui,l(M)
i,l )
−1
←∏
l∈Z
(Y˜i,l(1 + tA˜
−1
i,l+ri
))ui,l(M) ∈ Yˆt
For example we have
←
Ei,t(Y˜i,l) = Y˜i,l(1 + tA˜
−1
i,l+ri
),
←
Ei,t(A˜
−1
i,l Y˜i,l+ri Y˜i,l−ri) = A˜
−1
i,l Y˜i,l+ri Y˜i,l−ri and for
j 6= i:
←
Ei,t(Y˜j,l) = Y˜j,l.
Theorem 4.5. ([He1℄) For all Cartan matrix C, the kernel Kˆi,t of Si,t is the Z[t
±]-subalgebra of Yˆt
generated by the (l ∈ Z, j 6= i):
Y˜i,l(1 + tA˜
−1
i,l+ri
) , A˜−1i,l Y˜i,l+ri Y˜i,l−ri , Y˜j,l ,
←
Ei,t(A˜
−1
j,l )
For M a i-dominant monomial we have
←
Ei,t(M) ∈ Kˆi,t, and:
Kˆi,t =
⊕
M∈Bi
Z[t±]
←
Ei,t(M)
Note that the proof of [He1℄ works also if C is not nite : the point of this proof is that an element
χ ∈ Kˆi,t − {0} has at least one i-dominant monomial, whih is shown as in the sl2-ase.
At t = 1 it is a lassial result of [FR2℄.
Note that in the ADE-ase the identiation (see setion 3.2.2) between the tA˜−1i,l and the Vi,l shows that
the notation Kˆi,t oinides with the notation of [N3℄.
4.2. Reminder on the algorithm of Frenkel-Mukhin and on the deformed algorithm.
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4.2.1. Completed algebras. Let Kˆt =
⋂
i∈I
Ker(Si,t) ⊂ Yˆt. It is a subalgebra of Yˆt.
We reall that a partial ordering is dened on the Yˆt-monomials by m ∈ t
ZA˜−1i,l m
′ ⇔ m < m′.
We dene a N-graduation of Yˆt by putting deg(A˜
−1
i,l ) = 1, deg(Y˜i,l) = 0. Note that m < m
′ ⇒ deg(m) >
deg(m′).
We dene the algebra Yˆ∞t ⊃ Yˆt as the ompletion for this gradation. In partiular the elements of Yˆ
∞
t
are (innite) sums
∑
k≥0
λk suh that λk is homogeneous of degree k.
In the same way we dene Kˆ∞i,t suh that Yˆ
∞
t ⊃ Kˆ
∞
i,t ⊃ Kˆi,t, that is to say χ ∈ Yˆ
∞
t is in Kˆ
∞
i,t if and only if
it is of the form χ =
∑
k≥0
χk where:
χk ∈
⊕
M∈Bi/deg(M)=k
Z[t±]
←
Ei,t(M)
Let Kˆ∞t =
⋂
i∈I
Kˆ∞i,t.
In the same way for t = 1 we dene Yˆ∞ ⊃ Yˆ, Y∞ ⊃ Y, Kˆ∞ ⊃ Kˆ, K∞ ⊃ K. They are well dened beause
in Yˆ and in Y the A−1i,l are algebraially independent (see setion 3.2.3) and π+ preserves the degree. In
partiular the maps π+ and Πˆ an be extended to maps π+ : Yˆ
∞
t → Yˆ
∞
and Πˆ : Yˆ∞t → Y
∞
.
Form a Yˆt-monomial let u(m) = max{l ∈ Z/∀k < l, ∀i ∈ I, ui,k(m) = 0}. We dene the subset C(m) ⊂ A
C(m) = {tZmA˜−1i1,l1 ...A˜
−1
iN ,lN
/N ≥ 0, l1, ..., lN ≥ u(m)} ∩ A
We dene the Z[t±]-submodule of Yˆ∞t :
C˜(m) = {χ ∈ Yˆ∞t /χ =
∑
m′∈C(m)
λm′(t)m
′}
Lemma 4.6. An element of Kˆ∞t −{0} has at least one dominant monomial. An element of Kˆt−{0} has
at least one dominant monomial and one antidominant monomial.
Proof: For χ ∈ Kˆ∞t let M be a maximal monomial of χ. Then in the deomposition χ =
∑
k≥0
χ
(i)
k where
χ
(i)
k ∈
⊕
M∈Bi/deg(M)=k
Z[t±]
←
Ei,t(M) we see that M is i-dominant.
For χ ∈ Kˆt, we an onsider a maximal and a minimal monomial, and so we have a dominant monomial
and an antidominant monomial in χ. 
4.2.2. Algorithms. In [He2℄ we dened a deformed algorithm to ompute q, t-haraters for C nite. We
had to show that this algorithm is well dened, that is to say that at eah step the dierent ways to
ompute eah term give the same result.
The formulas of [He2℄ gives also a (non neessarily well dened) deformed algorithm for all Cartan
matries, that is to say:
Letm ∈ B. If the deformed algorithm beginning withm is well dened, it gives an element Fˆt(m) ∈ Kˆ
∞
t
suh that m is the unique dominant monomial of Fˆt(m).
An algorithm was also used by Nakajima in the ADE-ase in [N2℄. If we set t = 1 and apply Πˆ (where Πˆ
is dened in setion 3.2.3) we get a lassial algorithm (it is analogous to the algorithm onstruted by
Frenkel and Mukhin in [FM1℄). So:
Let m ∈ B. If the lassial algorithm beginning with m is well dened, it gives an element F (m) ∈ K∞
suh that m is the unique dominant monomial of F (m).
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We say that the lassial algorithm (resp. the deformed algorithm) is well dened if for all m ∈ B (resp.
all m ∈ B) the lassial algorithm (resp. deformed algorithm) beginning with m is well dened.
Lemma 4.7. If the deformed algorithm is well dened then the lassial algorithm is well dened.
Proof: If the deformed algorithm beginning with m is well dened then the lassial algorithm beginning
with Πˆ(m) is well dened and F (Πˆ(m)) = Πˆ(Fˆt(m)). 
The following results are known:
If C is nite then the lassial algorithm is well dened ([FM1℄).
If C is nite and symmetri then the deformed algorithm is well dened ([N3℄).
If C is nite then the deformed algorithm is well dened ([He2℄).
In this setion (theorem 4.9) we show that the lassial and the deformed algorithms are well dened for
a (non neessarily nite) Cartan matrix suh that i 6= j ⇒ Ci,jCj,i ≤ 3.
4.3. Morphism of q, t-haraters. The onstrution of [He2℄ is based on the fat that we an ompute
expliitly q, t-haraters for the submatries of format 2 of the Cartan matrix. So:
4.3.1. The ase n = 2.
Proposition 4.8. We suppose that C is a Cartan matrix of rank 2. The following properties are equiv-
alent:
i) For all m ∈ B, F (m) ∈ K
ii) C is nite
iii) C1,2C2,1 ≤ 3
iv) For i = 1 or 2, Kˆt ∩ C˜(Y˜i,0) 6= {0}
v) For i = 1 or 2, C(Yi,0) has an antidominant monomial
Proof: The Cartan matries of rank 2 suh that C1,2C2,1 ≤ 3 are matries of type A1 ×A1, A2, B2, C2,
G2 or G
t
2. Those are nite Cartan matries of rank 2, so (ii)⇔ (iii). Moreover if C is nite, the lassial
theory of q-haraters shows (ii)⇒ (i).
We have seen in [He2℄ that (ii)⇒ (iv). It follows from lemma 4.6 that (iv)⇒ (v) and (i)⇒ (v).
So it sues to show that (v)⇒ (iii). We suppose there is an antidominant monomial m ∈ C(Y1,0). We
an suppose C1,2 < 0 and C2,1 < 0. m veries Πˆ(m) = Y1,0A
−1
1,l1
...A−11,lLA
−1
2,l1
...A−12,lM where L,M ≥ 0. In
partiular we have:
u1(m) = 1− 2L−MC1,2 and u2(m) = −2M − LC2,1
As m is antidominant, we have u1(m), u2(m) ≤ 0.
if M = 0, we have u2(m) = −LC2,1 ≤ 0⇒ L = 0 and u1(m) = 1 > 0, impossible.
if M > 0, we have:
L
M
>
−C1,2
2
and
L
M
≤
2
−C2,1
−C1,2
2
<
2
−C2,1
⇒ C1,2C2,1 ≤ 3

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4.3.2. General ase.
Theorem 4.9. If i 6= j ⇒ Ci,jCj,i ≤ 3, then the lassial and the deformed algorithms are well dened.
Proof: It sues to show that the deformed algorithm is well dened (lemma 4.7).We follow the proof
of theorem 5.13 of [He2℄: it sues to onstrut Fˆt(m) for m = Y˜i,0 (i ∈ I) and it sues to see the
property for the matries
(
2 Ci,j
Cj,i 2
)
. If ri ∧ rj = 1 this follows from proposition 4.8. If ri ∧ rj > 1 it
sues to replae ri, rj with
ri
ri∧rj
,
rj
ri∧rj
(in fat it means that we replae q by qri∧rj ). 
In the following we suppose that i 6= j ⇒ Ci,jCj,i ≤ 3. For example C ould be of nite or ane type
(exept A
(1)
1 , A
(2)
2 ).
We onjeture that for C of type A
(1)
1 (with r1 = r2 = 2) and of type A
(2)
2 the algorithms are well dened.
This onjeture is motivated by the remarks of the introdution about representation theory of quantum
anization algebras (note that for C of type A
(1)
1 and r1 = r2 = 1 the lassial algorithm is not well
dened).
4.3.3. Denition of χq,t. We verify as in [He2℄ that Fˆt(Y˜i,l)Fˆt(Y˜j,l) = Fˆt(Y˜j,l)Fˆt(Y˜i,l). Let Rep =
Z[Xi,l]i∈I,l∈Z as in setion 2.2 and a Rep-monomials is a produt of the Xi,l.
Denition 4.10. The morphism of q, t-haraters χq,t : Rep→ Kˆ
∞
t is the Z-linear map suh that:
χq,t(
∏
i∈I,l∈Z
X
xi,l
i,l ) =
→∏
l∈Z
∏
i∈I
Fˆt(Y˜i,l)
xi,l
The morphism of q-haraters χq : Rep→ K
∞
is dened by χq = Πˆ ◦ χˆq,t.
Theorem 4.11. ([He2℄) The Z-linear map χq,t : Rep→ Yˆ
∞
t is injetive and is haraterized by the three
following properties:
1) For M a Rep-monomial dene m =
∏
i∈I,l∈Z
Y˜
xi,l(M)
i,l ∈ B. Then we have :
χq,t(M) = m+
∑
m′<m
am′(t)m
′
(where am′(t) ∈ Z[t
±])
2) The image Im(χq,t) is ontained in Kˆ
∞
t .
3) Let M1,M2 be Rep-monomials suh that max{l/
∑
i∈I
xi,l(M1) > 0} ≤ min{l/
∑
i∈I
xi,l(M2) > 0}. We
have :
χq,t(M1M2) = χq,t(M1)χq,t(M2)
Those properties are generalizations of Nakajima's axioms [N3℄ for q generi, so:
Corollary 4.12. If C is nite then we have π+(Im(χq,t)) ⊂ Yˆ and χq : Rep → Y is the lassial
morphism of q-haraters and χq,t is the morphism of [He2℄. In partiular if C is of type ADE then χq,t
is the morphism of q, t-haraters of [N3℄.
5. ǫ, t-haraters in the root of unity ase
In this setion we dene and study ǫ, t-haraters at roots of unity: let ǫ ∈ C∗ be a sth-primitive root
of unity. We suppose that s > 2r∨.
The ase t = 1 was study in [FM2℄ (but lassial sreening operators in the root of unity ase were not
dened). The t-deformations were studied in the ADE-ase by Nakajima in [N3℄ using quiver varieties.
In this setion we suppose that i 6= j ⇒ Ci,jCj,i ≤ 3 and B(z) is symmetri. In partiular C an be of
nite type or of ane type (exept A
(1)
1 , A
(2)
2l , l ≥ 1, see setion 7.3.3). The deformed algorithm is well
dened and χq,t exists (theorem 4.9).
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5.1. Reminder: lassial ǫ-haraters at roots of unity. We dene τs : Y → Ys as the ring
homomorphism suh that τs(Yi,l) = Yi,[l] where for l ∈ Z we denote by [l] its image in Z/sZ.
If C is nite the morphism of ǫ-haraters χǫ : Rep
s → Ys is dened by Frenkel and Mukhin (see setion
2.2). We have the following haraterization:
Theorem 5.1. ([FM2℄) If C is nite, the morphism of ǫ-haraters χǫ : Rep
s → Ys veries (l0 ∈ Z):
χǫ(
∏
i∈I,l∈Z/sZ
X
xi,l
i,l ) = τs(χq(
∏
i∈I,l0≤l≤l0+s−1
X
xi,[l]
i,l ))
Note that this formula sues to haraterize the Z-linear map χǫ.
If C is not nite, we an onsider Yˆs = Z[Yi,l, A
−1
i,l ]i∈I,l∈Z/sZ and the ompletion Yˆ
s,∞
t as in the generi
ase. We dene χˆǫ : Rep
s → Yˆs,∞ with the formula of the theorem 5.1. The map χˆǫ is also an injetive
ring homomorphism.
In the following we give an analogous onstrution in the deformed ase t 6= 1.
5.2. Constrution of χǫ,t. The point for the t-deformation is that we an not dene a natural t-analog
of τs whih is a ring homomorphism. In this setion we onstrut an analog τs,t of τs whih is not a ring
homomorphism but has nie properties.
5.2.1. Denition of τs,t. First let us briey explain how τs,t is onstruted. The main property is a
ompatibility with some ordered produts: suppose that l1 > l2 (l1, l2 ∈ Z), that m1 ∈ Yˆt involves only
the Y˜i,l1 , A˜
−1
i,l1
and that m2 involves only the Y˜i,l2 , A˜
−1
i,l2
. Then τs,t is dened suh that τs,t(m1m2) =
τs,t(m1)τs,t(m2). Let us now write it in a formal way:
For m a Yˆt-monomial and l ∈ Z, let :
πl(m) = (
∏
i∈I
Y˜
yi,l(m)
i,l )(
∏
i∈I
A˜
−vi,l(m)
i,l )
It is well dened beause for i, j ∈ I and l ∈ Z we have Y˜i,lY˜j,l = Y˜j,lY˜i,l, A˜
−1
i,l A˜
−1
j,l = A˜
−1
j,l A˜
−1
i,l and for
i 6= j, A˜−1i,l Y˜j,l = Y˜j,lA˜
−1
i,l (theorem 3.5).
Let
→
m =
→∏
l∈Z
πl(m),
←
m =
←∏
l∈Z
πl(m), and :
→
A = {
→
m/ m Yˆt-monomial} and
←
A = {
←
m/ m Yˆt-monomial}
It follows from theorem 3.5 that
→
A and
←
A are Z[t±]-basis of Yˆt.
Denition 5.2. We dene τs,t : Yˆt → Yˆ
s
t as the Z[t
±]-linear map suh that for m ∈
←
A:
τs,t(m) =
←∏
l∈Z
(
∏
j∈I
A˜
−vj,l(m)
j,[l] )(
∏
j∈I
Y˜
yj,l(m)
j,[l] )
Note that τs,t is not a ring homomorphism and is not injetive.
5.2.2. Denition of χǫ,t. We dene a N-gradation of Yˆ
s
t , the ompleted algebra Yˆ
s,∞
t in the same way as
we did for the generi ase (setion 4.2.1). In partiular τs,t is ompatible with the gradations of Yˆt and
Yˆst and is extended to a map τs,t : Yˆ
∞
t → Yˆ
s,∞
t .
Denition 5.3. The morphism of q, t-haraters at the sth-primitive roots of unity χǫ,t : Rep
s → Yˆs,∞t
is the Z-linear map suh that:
χǫ,t(
∏
i∈I,l∈Z/sZ
X
xi,l
i,l ) = τs,t(χq,t(
∏
i∈I,0≤l≤s−1
X
xi,[l]
i,l ))
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Proposition 5.4. The morphism χǫ,t veries the following properties:
1) The following diagram is ommutative:
Rep
s χǫ,t−→ Im(χǫ,t)
id ↓ ↓ π+
Rep
s χˆǫ−→ Yˆs,∞
2) If C is nite we have π+(Im(χǫ,t)) ⊂ Yˆ
s
and Πˆ ◦ χǫ,t = χǫ.
3) The map χǫ,t is injetive.
4) For a Rep-monomial M dene m =
∏
i∈I,l∈Z/sZ
Y˜
xi,l(M)
i,l ∈ B
s
. Then we have :
χq,t(M) = m+
∑
m′<m
am′(t)m
′
(where am′(t) ∈ Z[t
±])
Proof:
1) Consequene of the denition and of (τs,t)t=1 = τs.
2) Consequene of (1) and of theorem 5.1.
3) Consequene of (1) and of the injetivity of χˆǫ (see setion 2.2).
4) Consequene of the analogous property of χq,t (1. of theorem 4.11). 
Note that 2) means that in the nite ase we get at t = 1 the map of [FM1℄.
In the following we show other fundamental properties of χǫ,t (theorem 5.10 and theorem 5.16).
5.3. Classial and deformed sreening operators at roots of unity. We dene lassial and de-
formed sreening operators at roots of unity in order to have an analog of the property 2 of theorem 4.11
at roots of unity.
5.3.1. Deformed bimodules.
Denition 5.5. Yˆsi,u is the Yˆ
s
u-bimodule dened by generators S˜i,l (i ∈ I, l ∈ Z/sZ) and relations :
S˜i,lA˜
−1
j,k = t−Ci,j(z)(z(k−l)+z(l−k))A˜
−1
j,kS˜i,l , S˜i,lY˜j,k = tδi,j(z(k−l)+z(l−k))Y˜j,kS˜i,l
S˜i,lt = tS˜i,l , S˜i,l−ri − t−q−2ri−1A˜
−1
i,l S˜i,l+ri , S˜i,l+s − S˜i,l
Note that this struture is well-dened: if s ≥ 1, for example we have t−Ci,j(z)(z(k+s−l)+z(l−k−s)) =
t−Ci,j(z)(z(k−l)+z(l−k)).
Note that Yˆst is a Yˆ
s
u-bimodule using the projetion Yˆ
s
u → Yˆ
s
t .
Denition 5.6. Yˆsi,t is the Yˆ
s
t -bimodule Yˆ
s
t ⊗Yˆsu
Yˆsi,u ⊗Yˆsu
Yˆst .
For l ∈ Z/sZ we denote by S˜i,l the image of S˜i,l in Yˆ
s
i,t. If s ≥ 1, the Yˆ
s
t -module Yˆ
s
i,t has torsion:
S˜0 = t
αA˜−1ri A˜
−1
3ri
...A˜−1(2s−1)ri S˜2ris = t
αA˜−1ri A˜
−1
3ri
...A˜−1(2s−1)ri S˜0
where α = −2s if s|2ri and α = −s otherwise.
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5.3.2. Deformed sreening operators. As in the generi ase, we an dene:
Denition 5.7. The ith-deformed sreening operator is the map Ssi,t : Yˆ
s
t → Yˆ
s
i,t dened by (λ ∈ Yˆ
s
t ):
Ssi,t(λ) =
1
t2 − 1
∑
l∈Z/sZ
[S˜i,l, λ] ∈ Yˆ
s
i,t
We dene Kˆsi,t = Ker(S
s
i,t) and we omplete this algebra Kˆ
s,∞
i,t ⊃ Kˆ
s
i,t.
5.3.3. Classial sreening operators at roots of unity. We suppose in this setion that t = 1.
The lassial sreening operators at roots of unity are
Ssi : Y
s → Ysi =
⊕
l∈Z/sZ
YsSi,l/
∑
l∈Z/sZ
Ys.(Si,l−ri −A
−1
i,l Si,l+ri)
suh that for m ∈ As, Ssi (m) = m
∑
l∈Z/sZ
ui,l(m)Si,l.
For λ ∈ Yˆst we have Si(Πˆ(λ)) = Πˆ(Si,t(λ)) where Πˆ : Yˆ
s
i,t → Y
s
i is dened by Πˆ(mS˜i,l) = Πˆ(m)Si,l.
The map τs : Y → Y
s
is a ring homomorphism. In partiular we an dene a Z-linear map τs : Yi → Y
s
i
suh that:
τs(mSi,l) = Πs(m)Si,[l]
Indeed it sues to see it agrees with the dening relations of Yi:
τs(mA
−1
i,l+ri
Si,l+2ri) = τs(mA
−1
i,l+ri
)Si,[l+2ri] = τs(m)A
−1
i,[l+ri]
Si,[l+2ri] = τs(m)Si,[l] = τs(mSi,l)
Note that the ruial point is that τs is a ring homomorphism.
Lemma 5.8. We have τs ◦ Si = S
s
i ◦ τs.
Proof: It sues to see for m a Y-monomial:
τs(Si(m)) =
∑
l∈Z
ui,l(m)τs(mSi,l) = τs(m)
∑
l∈Z
ui,l(m)Si,[l] = τs(m)
∑
0≤l≤s−1
(
∑
r∈Z
ui,l+rs(m))Si,[l]
= τs(m)
∑
0≤l≤s−1
ui,[l](τs(m))Si,[l] = S
s
i (τs(m))

For m ∈ Bsi , we set Ei(m) = m
∏
l∈Z/sZ
(1 +A−1i,l+ri)
ui,l(m)
. Let Ksi = Ker(S
s
i ).
Proposition 5.9. τs(Ki) is a subalgebra of K
s
i . Moreover:
τs(Ki) =
⊕
m∈Bs
Ei(m)
In partiular if χ ∈ τs(Ki) has no i-dominant monomial then χ = 0.
Proof: The lemma 5.8 gives τs(Ki) ⊂ K
s
i and τs is an algebra homomorphism.
For m ∈ B we have τs(Ei(m)) = Ei(τs(m)) and so it follows from theorem 4.5 that τs(Ki) =
⊕
m∈Bs
Ei(m).

5.4. The image of χǫ,t. In this setion we show an analog of the property 2 of theorem 4.11 at roots of
unity.
Theorem 5.10. The image of χǫ,t is ontained in Kˆ
s,∞
t .
With the help of theorem 4.11 it sues to show that τs,t(Kˆi,t) ⊂ Kˆ
s
i,t whih will be done in proposition
5.15.
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5.4.1. The biharaters D1, D2. For m a Yˆt-monomial and k ∈ Z let:
m[k] = m(
←
m)−1
←∏
l∈Z
(
∏
j∈I
Y˜
yj,l+k(m)
j,l )(
∏
j∈I
A˜
−vj,l+k(m)
j,l )
Note that τs,t(m[ks]) = τs,t(m) and for m ∈
←
A, k ∈ Z we have m[k] ∈
←
A.
For m1,m2 Yˆt-monomials, and k ∈ Z we have :
d1(m1,m2[k]) = d1(m1[−k],m2) and d2(m1,m2[k]) = d2(m1[−k],m2)
Moreover there is only a nite number of k ∈ Z suh that d1(m1,m2[k]) 6= 0 or d2(m1,m2[k]) 6= 0. So we
an dene:
Denition 5.11. For m1,m2 Yˆt-monomials we dene:
D1(m1,m2) =
∑
r∈Z
d1(m1,m2[rs]) =
∑
r∈Z
d1(m1[rs],m2)
D2(m1,m2) =
∑
r∈Z
d2(m1,m2[rs]) =
∑
r∈Z
d2(m1[rs],m2)
Lemma 5.12. For m1,m2 Yˆt-monomials we have:
D1(m1,m2) = d1(τs,t(m1), τs,t(m2)) , D2(m1,m2) = d2(τs,t(m1), τs,t(m2))
In partiular we have in Yˆst :
τs,t(m1)τs,t(m2) = t
D1(m1,m2)−D2(m2,m1)τs,t(m2)τs,t(m1)
Proof: For example for d1 we ompute:
d1(τs,t(m1), τs,t(m2))
=
∑
i∈I,l∈Z/sZ
vi,l+ri(τs,t(m1))ui,l(τs,t(m2)) + wi,l+ri(τs,t(m1))vi,l(τs,t(m2))
=
∑
i∈I,0≤l≤s−1,r∈Z,r′∈Z
vi,l+ri+rs(m1)ui,l+r′s(m2) + wi,l+ri+rs(m1)vi,l+r′s(m2)
=
∑
i∈I,l∈Z,r∈Z
vi,l+ri(m1)ui,l+rs(m2) + wi,l+ri (m1)vi,l+rs(m2)
=
∑
r∈Z
d1(m1,m2[rs]) 
5.4.2. Tehnial lemmas.
Lemma 5.13. Let m be a Yˆt-monomial of the form m = Z1Z2...ZK where Zk = Y˜ik,lk or Zk = A˜
−1
ik,lk
.
We suppose that k > k′ implies lk ≤ lk′ + r
∨
and (Zk, Zk′) /∈ {(A˜
−1
i,l , A˜
−1
i,l′ )/i ∈ I, l
′ < l}. Then we have:
τs,t(m) = τs,t(Z1)τs,t(Z2)...τs,t(ZK)
Proof: First we order the fators of m:
m = t
2
∑
k<k′/lk<lk′
d1(Zk,Zk′ )−d2(Zk′ ,Zk)
←
m
So we an apply τs,t:
τs,t(m) = t
2
∑
k<k′/lk<lk′
d1(Zk,Zk′ )−d2(Zk′ ,Zk)
τs,t(
←
m)
where:
τs,t(
←
m) =
←∏
l∈Z
(
∏
j∈I
Y˜
yj,l(m)
j,[l] )(
∏
j∈I
A˜
−vj,l(m)
j,[l] )
If we order the fators of τs,t(Z1)τs,t(Z2)...τs,t(Zk), we get:
τs,t(Z1)τs,t(Z2)...τs,t(Zk) = t
2
∑
k<k′/lk<lk′
(D1(Zk,Zk′ )−D2(Zk′ ,Zk))
τs,t(
←
m)
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So it sues to show that k < k′ and lk < lk′ implies d1(Zk, Zk′)−d2(Zk′ , Zk) = D1(Zk, Zk′)−D2(Zk′ , Zk).
But we have 0 < lk′ − lk ≤ r
∨
and s > 2r∨. So for p ∈ Z suh that p 6= 0 we have |lk − lk′ + ps| > r
∨
.
But in general for k1, k2, we have:
[Zk1 , Zk2 ] 6= 0⇒ (Zk1 , Zk2) = (A˜
−1
ik ,lk
, A˜−1ik,lk±2rik
) or |lk1 − lk2 | ≤ r
∨
So in our situation we have d1(Zk, Zk′ [ps]) = d2(Zk′ , Zk[ps]) = 0. In partiular:
D1(Zk, Zk′)−D2(Zk′ , Zk)
= d1(Zk, Zk′)− d2(Zk′ , Zk) +
∑
p6=0
(d1(Zk, Zk′ [ps])− d2(Zk′ , Zk[ps])) = d1(Zk, Zk′)− d2(Zk′ , Zk)

Lemma 5.14. Let m be a Yˆst -monomial and l, l
′ ∈ Z.
l′ ≥ l + s− ri ⇒ ui,l′(πl(m)) = 0
l′ ≤ l + ri − s+ 1⇒ ui,l′(πl(m)πl−1(m)...) = ui,l′(m)
Proof: First notie that for l, l′ ∈ Z, we have:
ui,l′(Y˜i,l) 6= 0⇒ l
′ = l , ui,l′(A˜i,l) 6= 0⇒ l
′ = l ± ri
i 6= j , ui,l′(A˜j,l) 6= 0⇒ |l
′ − l| ≤ −Cj,i − 1 ≤ r
∨ − 1
As ri ≤ r
∨
we have: ui,l′(πl(m)) 6= 0⇒ l − r
∨ ≤ l′ ≤ l + r∨.
If we suppose l′ ≥ l + s− ri ≥ l + 2r
∨ + 1 − ri ≥ l + r
∨ + 1 we have ui,l′(πl(m)) = 0 and this gives the
rst point.
We suppose that l′ ≤ l + ri − s+ 1. If k ≥ l+ 1 ≥ l
′ + s− ri ≥ l
′ + r∨ + 1 we have ui,l′(πk(m)) = 0. So:
ui,l′(πl(m)πl−1(m)...) = ui,l′(m)−
∑
k>l
ui,l′(πk(m)) = ui,l′(m). 
5.4.3. Elements of Kˆsi,t.
Proposition 5.15. We have τs,t(Kˆi,t) ⊂ Kˆ
s
i,t. Moreover for m a i-dominant monomial:
τs,t(
←
Ei,t(m)) = τs,t(m)τs,t(mˆ
i)−1
←∏
l∈Z
(Y˜i,[l](1 + tA˜
−1
i,[l+ri]
))ui,l(m)
where mˆi =
∏
l∈Z
Y˜
ui,l(m)
i,l ∈ Bi.
Proof: We have to show that for m a i-dominant monomial, τs,t(
←
Ei,t(m)) ∈ Kˆ
s
i,t. The proof has three
steps:
1) First we suppose that m = Y˜i,l where l ∈ Z. We have
←
Ei,t(Y˜i,l) = Y˜i,l(1 + tA˜
−1
i,l+ri
), and:
τs,t(
←
Ei,t(Y˜i,l)) = τs,t((1 + t
−1A˜−1i,l+ri )Y˜i,l) = 1 + t
−1A˜−1i,[l+ri])Y˜i,[l] = Y˜i,[l](1 + tA˜
−1
i,[l+ri]
)
and so:
Ssi,t(τs,t(
←
Ei,t(Y˜i,l)) = Y˜i,[l]Si,[l] − t
−2tY˜i,[l]A˜
−1
i,[l+ri]
Si,[l+2ri] = Y˜i,[l](Si,[l] − t
−1A˜−1i,[l+ri]Si,[l+2ri]) = 0
2) Next we suppose that m =
∏
l∈Z
Y˜
ui,l
i,l . We have
←
Ei,t(m) =
←∏
l∈Z
(
←
Ei,t(Y˜i,l))
ui,l
. But ri ≤ r
∨
, and in
(
←
Ei,t(Y˜i,l))
ui,l
there are only Y˜i,l and A˜
−1
i,l+ri
. So we are in the situation of the lemma 5.13, and:
τs,t(
←
Ei,t(m)) =
←∏
l∈Z
(τs,t(
←
Ei,t(Y˜i,l)))
ui,l
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As Kˆsi,t is a subalgebra of Yˆ
s
t , it follows from the rst step that τs,t(
←
Ei,t(m)) ∈ Kˆ
s
i,t.
3) Finally let m ∈ Bi be an i-dominant monomial. As for all l ∈ Z, ui,l(m) = ui,l(mˆ
i), we have:
(τs,t(m))
−1Ssi,t(τs,t(m)) = (τs,t(mˆ
i))−1Ssi,t(τs,t(mˆ
i))
It follows from the seond point that τs,t(
←
Ei,t(mˆ
i)) ∈ Kˆsi,t. Let χˆ be in Yˆ
s
t dened by:
χˆ = τs,t(mˆ
i)−1τs,t(
←
Ei,t(mˆ
i))
We have τs,t(m)χˆ ∈ Kˆ
s
i,t, beause:
Ssi,t(τs,t(m)χˆ) = S
s
i,t(τs,t(m))χˆ+ τs,t(m)S
s
i,t(χˆ)
= τs,t(m)(τs,t(mˆ
i))−1(Ssi,t(τs,t(mˆ
i))χˆ+ τs,t(mˆ
i)Ssi,t(χˆ))
= τs,t(m)(τs,t(mˆ
i))−1Ssi,t(τs,t(mˆ
i)χˆ)
= Ssi,t(τs,t(
←
Ei,t(m))) = 0
So it sues to show that τs,t(
←
Ei,t(m)) = τs,t(m)χˆ.
Let χ be in Yˆt dened by:
χ = (mˆi)−1
←
Ei,t(mˆ
i)
By denition of
←
Ei,t(m), we have in Yˆt:
←
Ei,t(m) = mχ
In partiular we want to show that τs,t(mχ) = τs,t(m)τs,t(mˆ
i)−1τs,t(mˆ
iχ). Let λm′(t) be in Z[t
±] suh
that:
χ =
∑
m′∈A
λm′(t)m
′
If λm′(t) 6= 0 then m
′
is of the form m′ = A˜−1i,l1 ...A˜
−1
i,lk
. As τs,t is Z[t
±]-linear, it sues to show that for
all m′ of this form, we have:
τs,t(m)τs,t(mˆ
i)−1τs,t(mˆ
im′) = τs,t(mm
′)
That is to say α = β where α, β ∈ Z are dened by:
τs,t(mm
′) = tατs,t(m)τs,t(m
′) and τs,t(mˆ
im′) = tβτs,t(mˆ
i)τs,t(m
′)
We an suppose without loss of generality that m ∈
←
A and m′ ∈
←
A (beause τs,t is Z[t
±]-linear). Let us
ompute α. First we have in Yˆt:
mm′ = t
2
∑
l′>l
d2(πl(m),πl′(m
′))−d1(πl′(m
′),πl(m))
←∏
l∈Z
πl(m)πl(m
′)
We are in the situation of lemma 5.13, so:
τs,t(mm
′) = t
2
∑
l′>l
d2(πl(m),πl′(m
′))−d1(πl′ (m
′),πl(m))
←∏
l∈Z
τs,t(πl(m))τs,t(πl(m
′))
But we have in Yˆst (lemma 5.12):
τs,t(m)τs,t(m
′) = t
2
∑
l′>l
D2(πl(m),πl′(m
′))−D1(πl′(m
′),πl(m))
←∏
l∈Z
τs,t(πl(m))τs,t(πl(m
′))
And we get:
α = 2
∑
l′>l
d2(πl(m), πl′ (m
′))− d1(πl′ (m
′), πl(m))− 2
∑
l′>l
D2(πl(m), πl′(m
′))−D1(πl′(m
′), πl(m))
And so we have from lemma 5.12:
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α = 2
∑
l′>l
(d2(πl(m), πl′(m
′))−d1(πl′ (m
′), πl(m)))−2
∑
l′>l,r∈Z
(d2(πl(m)[rs], πl′ (m
′))−d1(πl′(m
′), πl(m)[rs]))
= −2
∑
l′>l,r 6=0
(d2(πl(m)[rs], πl′ (m
′))− d1(πl′(m
′), πl(m)[rs]))
But we have πl′(m
′) of the form A˜
−vi,l′
i,l′ , and so:
α = −2
∑
l′>l,r 6=0
vi,l′(m
′)(ui,l′+ri(πl(m)[rs]) − ui,l′−ri(πl(m)[rs]))
= −2
∑
l′∈Z
vi,l′ (m
′)
∑
l<l′,r 6=0
(ui,l′+ri−rs − ui,l′−ri−rs)(πl(m))
= −2
∑
l′∈Z
vi,l′ (m
′)
∑
r 6=0
(ui,l′+ri−rs − ui,l′−ri−rs)(πl′−1(m)πl′−2(m)...)
We use lemma 5.14:
α = −2
∑
l′∈Z
vi,l′(m
′)
∑
r>0
(ui,l′+ri−rs − ui,l′−ri−rs)(πl′−1(m)πl′−2(m)...)
= −2
∑
l′∈Z
vi,l′ (m
′)
∑
r>0
(ui,l′+ri−rs − ui,l′−ri−rs)(m)
It depends only of the ui,l(m), so with the same omputation we get:
β = −2
∑
l′∈Z
vi,l′(m
′)
∑
r>0
(ui,l′+ri−rs − ui,l′−ri−rs)(mˆ
i)
and we an onlude α = β beause for all l ∈ Z, ui,l(m) = ui,l(mˆ
i). 
Note that there is another more diret proof if C is symmetri (in partiular if C is of type ADE):
Proof: Let m be an i-dominant monomial.
←
m =
←∏
l∈Z
∏
j∈I
A˜
−vj,l+1
j,l+1
∏
j∈I
Y˜
yj,l
j,l =
←∏
l∈Z
A˜
−vi,l+1
i,l+1 Y˜
yi,l
i,l (
∏
j 6=i
Y˜
yj,l
j,l
∏
j 6=i
A˜
−vj,l
j,l )
For l ∈ Z, let Ml =
∏
j 6=i
Y˜
yj,l
j,l
∏
j/Ci,j=0
A˜
−vj,l
j,l . We have
←
Ei,t(Ml) = Ml. The Y˜i,l and the A˜
−1
j,l with Ci,j = −1
have the same relations with the A˜−1i,l , so we use indierently the notation Zi,l for Y˜i,l or A˜
−1
j,l . The power
of Zi,l is:
zi,l = yi,l +
∑
j/Cj,i=−1
vj,l+1 + vj,l−1 = ui,l + vi,l−1 + vi,l+1
In partiular we have:
←
Ei,t(m) =
←∏
l∈Z
(Zi,lA˜
−1
i,l+1)
vi,l+1
←
Ei,t(Z
ui,l
i,l )MlZ
vi,l−1
i,l
and it follows from lemma 5.13 that:
τs,t(
←
Ei,t(m)) =
←∏
l∈Z
(τs,t(Zi,lA˜
−1
i,l+1))
vi,l+1τs,t(
←
Ei,t(Zi,l))
ui,lτs,t(Ml)τs,t(Z
vi,l−1
i,l ) ∈ Kˆ
s
i,t

5.5. Desription of χǫ,t. In this setion we prove the following theorem (the map ps is dened in setion
3.2.2):
Theorem 5.16. If χq,t(
∏
i∈I,0≤l≤s−1
X
xi,[l]
i,l ) =
∑
m∈A
λm(t)m, then:
χǫ,t(
∏
i∈I,0≤l≤s−1
X
xi,l
i,[l] ) =
∑
m∈A
λm(t)t
D−1 (m)+D
−
2 (m)ps(m)
where for m a Yˆt-monomial:
D−1 (m) =
∑
k<0
d1(m,m[ks]) , D
−
2 (m) =
∑
k<0
d2(m,m[ks])
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Note that this result is a generalization of the axiom 4 of [N3℄ to the non neessarily nite simply laed
ase. In partiular our onstrution ts with [N3℄ in the ADE-ase.
5.5.1. Desription of the basis A.
Lemma 5.17. For m a Yˆt-monomial we have t
γ→m ∈ A and t−γ−2d1(m,m)
←
m ∈ A where:
γ =
∑
l∈Z
(
∑
i∈I
v2i,l(m)−
∑
i,j/Ci,j+ri=−1
vi,l(m)vj,l(m)−
∑
i,j/Ci,j=−3 and ri=1
vi,l(m)(vj,l+1(m) + vj,l−1(m)))
Proof: We have
→
m =
←
m = t2β
→
m where:
β =
∑
l>l′
d1(πl(m), πl′(m)) − d2(πl′ (m), πl(m))
= d1(m,m)−
∑
l∈Z
d1(πl(m), πl(m)) −
∑
l<l′
d1(πl(m), πl′ (m)) + d2(πl(m), πl′(m))
So tγ
→
m = t2d1(m,m)tγ
→
m where :
γ = −
∑
l∈Z
d1(πl(m), πl(m)) −
∑
l<l′
d1(πl(m), πl′ (m)) + d2(πl(m), πl′(m))
But for l ∈ Z we have
d1(πl(m), πl(m)) = −
∑
i∈I
v2i,l(m) +
∑
i,j/Ci,j=−2 and ri=−1
vi,l(m)vj,l(m) +
∑
i,j/Ci,j=−3 and ri=2
vi,l(m)vj,l(m)
= −
∑
i∈I
v2i,l(m) +
∑
i,j/Ci,j+ri=−1
vi,l(m)vj,l(m)
For l < l′ we have:
d1(πl(m), πl′(m)) = δl′=l+1
∑
i,j/Ci,j=−3 and ri=1
vi,l(m)vj,l+1(m)
d2(πl(m), πl′(m)) = δl′=l+1
∑
i,j/Ci,j=−3 and ri=1
vi,l+1(m)vj,l(m)
and we get for γ the annoned value.
For the seond point we show that t−γ−2d1(m,m)
←
m ∈ A:
t−γ−2d1(m,m)
←
m = tγ+2d1(m,m)
←
m = tγ+2d1(m,m)−2β
←
m = t−γ
←
m = t2d1(m,m)(t−γ−2d1(m,m)
←
m)

5.5.2. Desription of τs,t.
Proposition 5.18. For m ∈ A we have:
τs,t(m) = t
D−1 (m)+D
−
2 (m)ps(m)
Proof: Using lemma 5.17 we an write m = t−γ−2d1(m,m)
←
m. So we have:
τs,t(m) = t
−γ−2d1(m,m)
←∏
l∈Z
τs,t(πl)
where πl = πl(m). So we have τs,t(m) = t
2ατs,t(m) where:
α = γ + 2d1(m,m) +
∑
l<l′
d1(τs,t(πl), τs,t(πl′ ))− d2(τs,t(πl′), τs,t(πl))
= γ + 2d1(m,m) +
∑
l<l′
D1(πl, πl′ )−D2(πl′ , πl)
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So it sues to show that α = −D−1 (m)−D
−
2 (m) + d1(ps(m), ps(m)). But we have:
d1(ps(m), ps(m)) = D1(m,m) =
∑
l<l′
D1(πl, πl′) +
∑
l≥l′
D1(πl, πl′)
So we want to show:
−D2(πl′ , πl) =
∑
l≥l′
D1(πl, πl′)− (d1(m,m) +D
−
1 (m))− (d2(m,m) +D
−
2 (m))− γ
The seond term is:∑
l≥l′,r∈Z
d1(πl, πl′ [rs])−
∑
l,l′∈Z,r≤0
(d1(πl, πl′ [rs])+d2(πl, πl′ [rs]))+
∑
l∈Z
d2(πl, πl)+
∑
l<l′
(d1(πl, πl′)+d2(πl, πl′))
But for l < l′ and r < 0 (resp. l ≥ l′ and r > 0) we have d1(πl, πl′ [rs]) = d2(πl, πl′ [rs]) = 0. So this term
is: ∑
l≥l′,r≤0
d1(πl, πl′ [rs]) −
∑
l≥l′,r≤0
(d1(πl, πl′ [rs]) + d2(πl, πl′ [rs])) +
∑
l∈Z
d2(πl, πl)
= −
∑
l>l′,r≤0
d2(πl, πl′ [rs]) = −
∑
l>l′,r∈Z
d2(πl, πl′ [rs]) = −
∑
l>l′
D2(πl, πl′)

6. Appliations
In this setion we see how we an generalize at roots of unity results of [He2℄ about Kazhdan-Lusztig
polynomials and quantization of the Grothendiek ring. We suppose that i 6= j ⇒ Ci,jCj,i ≤ 3.
Suh onstrutions were made by Nakajima [N3℄ in the simply laed ase.
6.1. Reminder: Kazhdan-Lusztig polynomials in the generi ase [N3℄[He2℄. In this setion we
suppose that s = 0. The involution of Yˆt is naturally extended to an involution of Yˆ
∞
t .
For m a dominant Yˆt-monomial we set:
→
Et(m) = m(
→∏
l∈Z
∏
i∈I
Y˜
ui,l(m)
i,l )
−1
→∏
l∈Z
∏
i∈I
Fˆt(Y˜i,l)
ui,l(m)
We denote by Kˆ
f,∞
t ⊂ Kˆ
∞
t the subset of elements with only a nite number of dominant monomials.
We show as in [He2℄ that for m ∈ B, C(m) ∩B is nite,
→
Et(m) ∈ Kˆ
f,∞
t , and:
Proposition 6.1. ([He2℄) Kˆ
f,∞
t is a subalgebra of Kˆ
∞
t , and:
Kˆ
f,∞
t =
⊕
m∈B
Z[t±]Fˆt(m) =
⊕
m∈B
Z[t±]
→
Et(m)
Moreover Kˆ
f,∞
t is stable by the involution.
For m a Yˆst -monomial there is a unique α(m) ∈ Z suh that t
α(m)m = tα(m)m (see the proof of lemma
6.12 of [He2℄).
Let Aˆinv = {tα(m)m/m ∈ A} and Bˆinv = {tα(m)m/m ∈ B}.
The following theorem was given in [N3℄ for the ADE-ase and in [He2℄ for the general nite ase:
Theorem 6.2. For m ∈ Bˆinv there is a unique Lˆt(m) ∈ Kˆ
f,∞
t suh that:
Lˆt(m) = Lˆt(m)
→
Et(m) = Lˆt(m) +
∑
m′<m,m′∈Bˆinv
Pm′,m(t)Lˆt(m
′)
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where Pm′,m(t) ∈ t
−1Z[t−1].
6.2. Kazhdan-Lusztig polynomials at roots of unity. In this setion we suppose that s > 2r∨. The
involution of Yˆst is extended to an involution of Yˆ
s,∞
t .
6.2.1. Constrution of stable subalgebras. For m ∈ B
s
i a i-dominant Yˆ
s
t -monomial we set:
←
Ei,t(m) = m(
∏
i∈I,l=0..s−1
Y˜
ui,[l](m)
i,[l] )
−1
←∏
i∈I,l=0..s−1
(Y˜i,[l](1 + tA˜
−1
i,[l+ri]
))ui,[l](m)
In partiular the formula of proposition 5.15 implies:
←
Ei,t(m) = m(τs,t(M))
−1τs,t(
←
Ei,t(M)) where M =
∏
l=0...s−1
Y˜
ui,[l](m)
i,l
We dene:
K˜si,t =
⊕
m∈B
s
i
Z[t±]
←
Ei,t(m)
In partiular if χ ∈ K˜si,t has no i-dominant monomial then χ = 0.
Lemma 6.3. We have τs,t(Kˆi,t) ⊂ K˜
s
i,t ⊂ Kˆ
s
i,t. Moreover K˜
s
i,t is a subalgebra of Kˆ
s
i,t and is stable by the
involution.
Proof: As Kˆsi,t is a subalgebra of Yˆ
s
t and Y˜i,[l](1 + tA˜
−1
i,[l+ri]
) ∈ Kˆsi,t, m(
∏
i∈I,l=0..s−1
Y˜
ui,[l](m)
i,[l] )
−1 ∈ Kˆsi,t we
have K˜si,t ⊂ Kˆ
s
i,t.
Let us show that
⊕
m∈B
s
i
Z[t±]
←
Ei,t(m) is a subalgebra of K˜
s
i,t (note that in the generi ase s = 0 this point
needs no proof beause K˜i,t = Kˆi,t). For this point our proof is analogous to theorem 3.8 of [N3℄. It
sues to show that for 0 ≤ k ≤ s− 1, M =
∏
l∈Z/sZ
Y˜
ui,l
i,l we have
←
Ei,t(M)
←
Ei,t(Y˜i,k) ∈
⊕
m∈B
s
i
Z[t±]
←
Ei,t(m).
We an suppose without loss of generality that we are in the sl2-ase and that ri = r1 = 1. The
←
Et(Y˜k)
do not ommute with
←
Et(Y˜
uk−2
k−2 ) and
←
Et(Y˜
uk+2
k+2 ). So if k ≥ 2 that fat that s 6= 0 do not hange anything
and the result follows from the generi ase. If k = 0, we have:
←
Et(m)
←
Et(Y˜i,0) =
←
Et(mY˜i,0) +
←
Et(Y˜
ui,0
i,0 Y˜
ui,1
i,1 )[
←
Et(Y˜
ui,2
i,2 ),
←
Et(Y˜i,0)]
←
Et(Y˜
ui,3
i,3 ...Y˜
ui,s−1
i,s−1 )
+
←
Et(Y˜
ui,0
i,0 ...Y˜
ui,s−3
i,s−3 )[
←
Et(Y˜
ui,s−2
i,s−2 ),
←
Et(Y˜i,0)]
←
Et(Y˜
ui,s−1
i,s−1 )
It follows from the study of the generi ase that:
[
←
Et(Y˜
ui,2
i,2 ),
←
Et(Y˜i,0)] ∈
⊕
0≤r<ui,2
Z[t±]
←
Et(Y˜i,2)
r
[
←
Et(Y˜
ui,s−2
i,s−2 ),
←
Et(Y˜i,0)] ∈
⊕
0≤r<ui,s−2
Z[t±]
←
Et(Y˜i,s−2)
r
and we an onlude by indution. The ase k = 1 is studied in the same way.
Let us study the stability by the involution: we see that
←
Ei,t(Y˜i,l) =
←
Ei,t(Y˜i,l), and:
←
Ei,t(m) =
→∏
i∈I,l=s−1,s−2,...0
←
Ei,t(Y˜i,[l])
ui,[l](m)←
Ei,t(m(
→∏
i∈I,l=0..s−1
Y˜
ui,[l](m)
i,[l] )
−1) ∈ K˜i,t
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Let us show that τs,t(Kˆi,t) ⊂ K˜
s
i,t: the formula of proposition 5.15 implies that for m ∈ Bi:
τs,t(
←
Ei,t(m)) = τs,t(m)τs,t(mˆ
i)−1
←∏
l∈Z
(Y˜i,[l](1 + tA˜
−1
i,[l+ri]
))ui,l(m)
=
←
Ei,t(τs,t(m)τs,t(mˆ
i)−1)
←∏
l∈Z
←
Ei,t(Y˜
ui,l(m)
i,[l] )
and we an onlude beause K˜si,t is an algebra. 
We dene the ompletion K˜
s,∞
i,t ⊂ Kˆ
s,∞
i,t (as in setion 4.2.1) and:
K˜
s,∞
t =
⋂
i∈I
K˜
s,∞
i,t
For m ∈ B
s
we dene
→
Et(m) = m(τs,t(M))
−1τs,t(
→
Et(M)) where M =
∏
i∈I,l=0...s
Y˜
ui,[l](m)
i,l .
6.2.2. Polynomials at roots of unity (nite ase). In this setion we suppose that C is nite. Note that
it follows from the lemma 3.10 that for m ∈ B
s
, the set C(m) ∩B
s
is nite.
We denote by K˜
s,f,∞
t the set of elements of K˜
s,∞
t with only a nite number of dominant monomials.
Lemma 6.4. K˜
s,f,∞
t is a subalgebra of Yˆ
s,∞
t , is stable by the involution, and:
K˜
s,f,∞
t =
⊕
m∈B
s
Z[t±]
→
Et(m)
Proof: It follows from lemma 6.3 that K˜
s,∞
t is a subalgebra of Yˆ
s,∞
t . Let m be in B
s
. For all i ∈ I we
have m(τs,t(M))
−1 =
←
Ei,t(m(τs,t(M))
−1) and so m(τs,t(M))
−1 ∈ K˜s,∞t . But τs,t(
→
Et(M)) ∈ K˜
s,∞
i,t for all
i ∈ I. So
→
Et(m) ∈ K˜
s,∞
t . Moreover lemma 3.10 shows that
→
Et(m) has only a nite number of dominant
monomials, so
→
Et(m) ∈ K˜
s,f,∞
t . It follows from lemma 6.3 that a maximal monomial of an element of
K˜
s,f,∞
t is dominant, and so we have the other inlusion K˜
s,f,∞
t ⊂
⊕
m∈B
s
Z[t±]
→
Et(m).
It follows from lemma 6.3 that K˜
s,∞
t is stable by the involution. But for m a dominant monomial, m is
a dominant monomial and so K˜
s,f,∞
t is stable by the involution.
As K˜
s,∞
t is an algebra, K˜
s,f,∞
t is an algebra if for m,m
′ ∈ B
s
,
→
Et(m)
→
Et(m
′) has only a nite number of
dominant monomials. But the monomials of
→
Et(m)
→
Et(m
′) are in C(mm′) and we an onlude with the
help of lemma 3.10. 
Let Aˆs,inv = {tα(m)m/m ∈ A
s
} and Bˆs,inv = {tα(m)m/m ∈ B
s
} where α(m) is dened by tαm = tα(m)m
(see the proof of lemma 6.12 of [He2℄).
Theorem 6.5. For m ∈ Bˆs,inv there is a unique Lˆst (m) ∈ Kˆ
s,f,∞
t suh that:
Lˆst (m) = Lˆ
s
t (m)
→
Et(m) = Lˆ
s
t (m) +
∑
m′<m,m′∈Bˆs,inv
P sm′,m(t)Lˆ
s
t (m
′)
where P sm′,m(t) ∈ t
−1Z[t−1].
The proof is analogous to the proof of theorem 6.2 with the help of lemma 6.4. The result was rst given
by Nakajima [N3℄ for the ADE-ase.
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6.2.3. Example and onjeture (nite ase). In the following example we suppose that we are in the
sl2-ase and we study the deomposition with m = Y˜0Y˜1Y˜2.
If s = 0, we have:
→
Et(Y˜0Y˜1Y˜2) = Y˜0(1 + tA˜
−1
1 )Y˜1(1 + tA˜
−1
2 )Y˜2(1 + tA˜
−1
3 )
= Lˆt(Y˜0Y˜1Y˜2) + t
−1Lˆt(t
2Y˜0A˜
−1
1 Y˜1Y˜2)
where:
Lˆt(Y˜0Y˜1Y˜2) = Y˜0Y˜1Y˜2(1 + tA˜
−1
3 (1 + tA˜
−1
1 ))(1 + tA˜
−1
2 )
Lˆt(t
2Y˜0A˜
−1
1 Y˜1Y˜2) = t
2Y˜0A˜
−1
1 Y˜1Y˜2(1 + tA˜
−1
2 )
If s = 3, we have:
→
Et(Y˜0Y˜1Y˜2) = τs,t(Y˜0(1 + tA˜
−1
1 )Y˜1(1 + tA˜
−1
2 )Y˜2(1 + tA˜
−1
3 ))
= Y˜0Y˜1Y˜2 + tY˜0A˜
−1
1 Y˜1Y˜2 + t
−1Y˜0Y˜1A˜
−1
2 Y˜2 + t
−1Y˜0Y˜1A˜
−1
2 Y˜2
+ t2Y˜0A˜
−1
1 Y˜1Y˜2A˜
−1
2 + Y˜0Y˜1A˜
−1
2 Y˜2A˜
−1
3 + Y˜0Y˜1A˜
−1
1 A˜
−1
2 Y˜2 + t
−3Y˜0A˜
−1
1 Y˜1A˜
−1
2 Y˜2A˜
−1
3
and so:
→
Et(Y˜0Y˜1Y˜2) = Lˆ
s
t (Y˜0Y˜1Y˜2) + t
−1Lˆst (t
2Y˜0A˜
−1
1 Y˜1Y˜2) + t
−1Lˆst (Y˜0Y˜1A˜
−1
2 Y˜2) + t
−1Lˆst (Y˜0Y˜1Y˜2A˜
−1
3 )
where:
Lˆst (Y˜0Y˜1Y˜2) = Y˜0Y˜1Y˜2 + t
−3Y˜0A˜
−1
1 Y˜2A˜
−1
3 Y˜4A˜
−1
5
Lˆst (t
2Y˜0A˜
−1
1 Y˜1Y˜2) = t
2Y˜0A˜
−1
1 Y˜1Y˜2(1 + A˜
−1
3 )
Lˆst (Y˜0Y˜1A˜
−1
2 Y˜2) = Y˜0Y˜1A˜
−1
2 Y˜2(1 + tA˜
−1
2 )
Lˆst (Y˜0Y˜1Y˜2A˜
−1
3 ) = Y˜0Y˜1Y˜2A˜
−1
3 (1 + tA˜
−1
2 )
In partiular we see in this example that the deomposition of
→
Et(m) in general is not neessarily the
same if s = 0 or s 6= 0.
We reall that irreduible representations of Uq(gˆ) (resp. U
res
ǫ (gˆ)) are lassied by dominant monomials
of Y (resp. Ys) or by Drinfel'd polynomials (see [CP1℄, [CP3℄, [FR2℄, [FM2℄).
For m ∈ B (resp. m ∈ Bs) we denote by V 0m = Vm ∈ Rep(Uq(gˆ)) (resp. V
s
m ∈ Rep(U
res
ǫ (gˆ))) the
irreduible module of highest weight m. In partiular for i ∈ I, l ∈ Z/sZ let V si,l = VYi,l . The simple
modules V si,l are alled fundamental representations. In the ring Rep
s
it is denoted by Xi,l.
For m ∈ B (resp. m ∈ Bs) we denote by M sm ∈ Rep(Uq(gˆ)) (resp. M
s
m ∈ Rep(U
res
ǫ (gˆ))) the module
M sm =
⊗
i∈I,l∈Z/sZ
V
s,⊗ui,l(m)
i,l . It is alled a standard module and in Rep
s
it is denoted by
∏
i∈I,l∈Z/sZ
X
ui,l(m)
i,l .
The irreduible Uq(sˆl2)-representation with highest weight m is Vm = VY0Y2 ⊗ VY1 (see [CP1℄ or [FR2℄).
In partiular dim(Vm) = 6, that is to say the number of monomials of Lˆt(m).
For ǫ suh that s = 3, the irreduible U resǫ (gˆ)-representation with highest weight m is V
s
m the pull bak
by the Frobenius morphism of the U(sˆl2)-module V of Drinfel'd polynomial (1−u) (see [CP3℄ or [FM2℄).
In partiular dim(V sm) = 2, that is to say the number of monomials of Lˆ
s
t (m).
Those observations would be explained by the following onjeture whih is a generalization of the on-
jeture 7.3 of [He2℄ to the root of unity ase. We know from [N3℄ that the result is true in the simply
laed ase (in partiular in the last example).
For m =
∏
i∈I,l∈Z/sZ
Y
ui,l
i,l a dominant Y
s
-monomial let M =
∏
i∈I,l∈Z/sZ
Y˜
ui,l
i,l ∈ Yˆ
s
t . We suppose that C is
nite.
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Conjeture 6.6. For m a dominant Ys-monomial, Πˆ(Lˆ
s
t (M)) is the ǫ-harater of the irreduible
Uresǫ (gˆ)-representation V
s
m assoiated to m. In partiular for m
′
another dominant Ys-monomials the
multipliity of V sm′ in the standard module M
s
m assoiated to m is:∑
m′′∈Bˆs,inv/Πˆ(m′′)=m′
P sm′′,M (1)
Let us look at an appliation of the onjeture in the non-simply laed ase: we suppose that C =(
2 −2
−1 2
)
and m = Y˜1,0Y˜1,1. We have for l ∈ Z/sZ:
A˜−11,l =: Y˜1,l−1Y˜1,l+1Y˜2,l : , A˜
−1
2,l =: Y˜
−1
2,l−2Y˜
−1
2,l+2Y˜1,l−1Y˜1,l+1 :
First we suppose that s = 0. The formulas for Fˆt(Y˜1,0) and Fˆt(Y˜1,1) are given in [He2℄:
Fˆt(Y˜1,0) = Y˜1,0(1 + tA˜
−1
1,1(1 + tA˜
−1
2,3(1 + tA˜
−1
1,5)))
Fˆt(Y˜1,1) = Y˜1,1(1 + tA˜
−1
1,2(1 + tA˜
−1
2,4(1 + tA˜
−1
1,6)))
The produt Fˆt(Y˜1,0)Fˆt(Y˜1,1) has a unique dominant monomial Y˜1,0Y˜2,0, so:
→
Et(Y˜1,0Y˜2,0) = Fˆt(Y˜1,0Y˜2,0) = Lˆt(Y˜1,0Y˜2,0) = Fˆt(Y˜1,0)Fˆt(Y˜1,1)
In partiular the V1,0 ⊗ V1,1 is irreduible. Note that it is not a onsequene of the onjeture but of
lassial theory of q-haraters.
We suppose now that s = 5 > 4 = 2r∨. There are two dominant monomials in τs,t(
→
Et(Y˜1,0Y˜1,1)):
τs,t(Y˜1,0Y˜1,1) = Y˜1,0Y˜1,1 and τs,t(t
3Y˜1,0A˜
−1
1,1A˜
−1
2,3A˜
−1
1,5Y˜1,1) = t
−1
And so we have:
τs,t(
→
Et(Y˜1,0Y˜1,1)) = Lˆ
s
t (Y˜1,0Y˜1,1) + t
−1Lˆt(1)
where Lˆt(1) = 1. So if the onjeture is true, at s = 5 the V
s
1,0 ⊗ V
s
1,1 is not irreduible and ontains the
trivial representation with multipliity one.
6.2.4. Non nite ases. In this setion we suppose that B(z) is symmetri and s > 2r∨. An important
dierene with the nite ase is that an innite number of dominant monomials an appear in the q, t-
harater : let us briey explain it for the example of setion 3.2.3. We onsider the ase C of type A
(1)
2
and s = 3. We have the following subgraph in the q-harater given by the lassial algorithm:
Y1,0 → Y
−1
1,2 Y2,1Y3,1 → Y3,2Y3,1Y
−1
2,3 → Y
−1
3,4 Y3,1Y1,0
But at s = 3 we have Y −13,4 Y3,1Y1,0 ≃ Y1,0. So we have a periodi hain and an innity of dominant
monomials in τs,t(Fˆt(Y˜1,0)).
However we propose a onstrution of analogs of Kazdhan-Lusztig polynomials. As there is an innity of
dominant monomials, we have to begin the indution from the highest weight monomial. Let us desribe
it in a more formal way:
For m ∈ Bˆs,inv and k ≥ 0 we denote by Bˆsk(m) ⊂ Bˆ
s,inv
the set of dominant monomials of the form
m′ = tαmA˜−1i1,l1 ...A˜
−1
ik,lk
. We set also Bs(m) =
⋃
k≥0
Bsk(m).
For m ∈ Bˆs,inv,
→
Et(m) ∈ Kˆ
s,∞
t is dened as in setion 6.2.1. It will be useful to onstrut the element
Fˆ st (m) ∈ Kˆ
s,∞
t with a unique dominant monomial m: we denote by m0 = m > m1 > m2 > ... the
dominant monomials appearing in
→
Et(m) with a total ordering ompatible with the partial ordering and
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the degree (the set is ountable beause there is a nite number of monomials of degree k). We dene
λk(t) ∈ Z[t
±] indutively as the oeient of mk in
→
Et(m)−
∑
1≤l≤k−1
λl(t)
→
Et(ml). We dene :
Fˆ st (m) =
→
Et(m)−
∑
l≥1
λl(t)
→
Et(ml) ∈ K˜
s,∞
t
(this innite sum is allowed in K˜
s,∞
t ). The unique dominant monomial of Fˆ
s
t (m) is m. In partiular
Fˆ st (m) = Fˆ
s
t (m) (see setion 6.2.1). In the following theorem the innite sums are well-dened in K˜
s,∞
t :
Theorem 6.7. For m ∈ Bˆs,inv there is a unique Lˆst (m) ∈ K˜
s,∞
t of the form Lˆ
s
t (m) = m+
∑
m′<m
µm′,m(t)m
′
suh that:
Lˆst (m) = Lˆ
s
t (m)
→
Et(m) = Lˆ
s
t(m) +
∑
m′∈Bˆsk(m),k≥1
P sm′,m(t)Lˆ
s
t (m
′)
where P sm′,m(t) ∈ t
−1Z[t−1]. Moreover we have:
Πˆ(m) = Πˆ(m′)⇒ m−1Lˆst (m) = m
′−1Lˆst (m
′)
Proof: We aim at dening the µm′m(t) ∈ Z[t
±] suh that:
Lˆst (m) =
∑
m′∈Bˆs(m)
µm′,m(t)Fˆt(m
′)
The ondition Lˆst (m) = Lˆ
s
t (m) means that µm′,m(t
−1) = µm′,m(t).
We dene by indution on k ≥ 0, for m′ ∈ Bˆsk(m) the P
s
m′,m(t) and the µm′,m(t) suh that:
Eˆt(m)−
∑
k≥l≥0,m′∈Bˆsl (m)
P sm′,m(t)
∑
k≥r≥0,m′′∈Bˆsr(m
′)
µm′′,m′(t)Fˆt(m
′′)
∈
∑
m′∈Bˆsk+1(m)
(µm′,m(t) + P
s
m′,m(t))Fˆt(m
′) +
∑
l>k+1,m′∈Bˆsl (m
′)
Z[t±]Fˆt(m
′)
For k = 0 we have P sm,m(t) = µm,m(t) = 1. And the the equation determines uniquely P
s
m′,m(t) ∈
t−1Z[t−1] and µm′,m(t) ∈ Z[t
±] suh that µm′,m(t) = µm′,m(t
−1).
For the last point we see also by indution on k that for m1,m2 ∈ Bˆ
s,inv
suh that Πˆ(m1) = Πˆ(m2) and
m′1 ∈ Bˆ
s(m1), m
′
2 ∈ Bˆ
s(m2) suh that m
−1
1 m
′
1 ∈ t
Zm−12 m
′
2 we have:
µm′1,m1(t) = µm′2,m2(t) , P
s
m′1,m1
(t) = P sm′2,m2(t)

Let us look at an example: we suppose that C is of type A
(1)
2 . In the generi ase, the lassial algorithm
gives the q-haraters beginning with Y1,0, and the rst terms are:
Y1,0
1,1

Y −11,2 Y3,1Y2,1
3,2
wwpp
pp
pp
pp
pp
p
2,2
''N
NN
NN
NN
NN
NN
Y −12,0 Y3,1Y3,2 Y
−1
3,3 Y2,1Y2,2
The deformed algorithm gives:
→
Et(Y˜1,0) = Y˜1,0(1 + tA˜
−1
1,1(1 + tA˜
−1
2,2 + tA˜3,2)) + terms of higher degree
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We suppose now that s = 3. First let m = Y˜1,0Y˜1,2, m
′ = t2Y˜1,0A˜
−1
1,1Y˜1,2. We have:
→
Et(m) = Fˆt(m) + t
−1Fˆt(m
′) + ...
In partiular P sm′,m(t) = t
−1
.
Let m = Y˜2,1Y˜3,1, m
′ = tY˜2,1Y˜3,1A˜
−1
3,2A˜
−1
2,3, m
′′ = tY˜2,1Y˜3,1A˜
−1
2,2A˜
−1
3,3. We have:
→
Et(m) = Fˆt(m) + t
−1Fˆt(m
′) + t−1Fˆt(m
′′) + ...
In partiular P sm′,m(t) = t
−1
and P sm′′,m(t) = t
−1
.
Let us go bak to general ase and we want to dene P sm′,m(t) for m,m
′ ∈ Bs. We an not set as in the
nite ase P sm′,m(t) =
∑
M ′∈Bˆs(M)/Πˆ(M ′)=m′
PM ′,M (t) (where M ∈ Bˆ
s,inv
veries Πˆ(M) = m) beause this
sum is not nite in general. However we propose the following onstrution. For m,m′ ∈ Bs, we dene
k(m,m′) ≥ 0 suh that for M ∈ Πˆ−1(m) we have k(m,m′) = min{k ≥ 0/∃M ′ ∈ Bˆsk(M), Πˆ(M
′) = m′}.
Denition 6.8. For m,m′ ∈ Bs we dene P sm′,m(t) ∈ Z[t
±] by:
P sm′,m(t) =
∑
M ′∈Bˆs(M)/Πˆ(M ′)=m′ and deg(M ′)=deg(M)+k(m,m′)
PM ′,M (t)
where M an element of Bˆs,inv ∩ Πˆ−1(m).
Note that if C ane it follows from lemma 3.11 that for eah m ∈ Bs, there is a nite number of
m′ ∈ Bs suh that P sm′,m(t) 6= 0. In partiular in this situation the proof of the theorem gives an
algorithm to ompute the polynomials with a nite number of steps (although there ould be an innite
number of monomials in the ǫ, t-harater).
For example if C is of type A
(1)
2 and s = 3 we have:
PY3,1Y2,1,Y1,0Y1,2(t) = t
−1
, PY1,0,Y1,2,Y3,1Y2,1 = 2t
−1
6.3. Quantization of the Grothendiek ring.
6.3.1. General quantization. We set Rep
s
t = Rep
s ⊗ Z[t±] = Z[Xi,l, t
±]i∈I,l∈Z/sZ and we extend χǫ,t to a
Z[t±]-linear injetive map χǫ,t : Rep
s
t → K˜
∞,s
t . We set B
s = {m =
∏
i∈I,l∈Z/sZ
Y˜
ui,l(m)
i,l } ⊂ B
s
. We have a
map π : B
s
→ Bs dened by π(m) =
∏
i∈I,l∈Z/sZ
Y˜
ui,l(m)
i,l .
We have:
Im(χǫ,t) =
⊕
m∈Bs
Z[t±]
→
Et(m) ⊂ K˜
s,∞
t
But in general Im(χǫ,t) is not a subalgebra of K˜
s,∞
t .
If s = 0 or C is nite we have Im(χǫ,t) ⊂ K˜
s,f,∞
t =
⊕
m∈B
s
Z[t±]
→
Et(m) and we have a Z[t
±]-linear map
π : K˜s,f,∞t → Im(χq,t) suh that for m ∈ B
s
:
π(
→
Et(m)) =
→
Et(π(m))
If s > 2r∨ and C veries the property of lemma 3.11 (for example C is ane) then there is a Z[t±]-
linear map π : K˜s,∞t → Im(χq,t) suh that for m ∈ B
s
of the form m = Mm′ where M ∈ Bs and
m′ = tαA˜−1i1,l1 ...A˜
−1
ik,lk
(see the denition of k(m1,m2) ∈ Z in setion 6.2.4):
π(
→
Et(m)) =
→
Et(π(m)) if k = k(Πˆ(m), Πˆ(M))
π(
→
Et(m)) = 0 if k > k(Πˆ(m), Πˆ(M))
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In both ases, as χǫ,t is injetive, we an dene a Z[t
±]-bilinear map ∗ suh that for α, β ∈ Repst :
α ∗ β = χ−1q,t (π(χq,t(α)χq,t(β)))
This is a deformed multipliation on Rep
s
t . But in general this multipliation is not assoiative.
6.3.2. Assoiative quantization. In some ases it is possible to dene an assoiative quantization (see
[VV2℄, [N3℄, [He2℄). The point is to use a t-deformed algebra Yt = Z[Y˜
±
i,l , t
±]i∈I,l∈Z instead of Yˆt: in this
ase Im(χq,t) is an algebra and we have an assoiative quantization of the Grothendiek ring (see [He2℄
for details). In this setion we see how this onstrution an be generalized to other Cartan matries.
We suppose that s = 0 and that q is transendental.
Lemma 6.9. Let C be a Cartan matrix suh that:
Ci,j < −1⇒ −Cj,i ≤ ri
Then:
det(C(z)) = z−R + α−R+1z
−R+1 + ...+ αR−1z
R−1 + zR
where R =
∑
i=1...n
ri and α(−l) = α(l) ∈ Z.
In partiular nite and ane Cartan matries (A
(1)
1 with r1 = r2 = 2) verify the property of lemma 6.9.
Note that the ondition Ci,j < 0 ⇒ Ci,j = −1 or Cj,i = −1 is suient; in partiular Cartan matries
suh that i 6= j ⇒ Ci,jCj,i ≤ 3 verify the property.
Proof: For σ ∈ Sn let us look at the term detσ =
∏
i∈I
Ci,σ(i)(z) of det(C(z)). If σ = Id then the degree
deg(det
Id
) is
∑
i∈I
ri. So it sues to show that for σ 6= Id we have deg(detσ) <
∑
i∈I
ri. If i 6= σ(i), we have
the following ases:
if Ci,σ(i) = 0 or −1, deg([Ci,σ(i)]z) ≤ 0 < rσ(i)
if Ci,σ(i) < −1, we have Cσ(i),i = −1 and so riCi,σ(i) = −rσ(i) and so
deg([Ci,σ(i)]z) = −Ci,σ(i) − 1 = −
rσ(i)Cσ(i),i
ri
− 1 ≤ rσ(i) − 1 < rσ(i)
So if σ 6= Id we have:
deg(detσ) =
∑
i∈I/i=σ(i)
ri +
∑
i∈I/i6=σ(i)
deg([Ci,σ(i)]zi) <
∑
i∈I/i=σ(i)
ri +
∑
i∈I/i6=σ(i)
rσ(i) =
∑
i∈I
ri
For the last point det(C(z)) is symmetri polynomial beause the oeients of C(z) are symmetri. 
We suppose in this setion that C veries the property of lemma 6.9.
In partiular det(C(z)) 6= 0 and C(z) has an inverse C˜(z) with oeients of the form P (z)Q(z−1) where P (z) ∈
Z[z±], Q(z) ∈ Z[z], Q(0) = ±1 and the dominant oeient of Q is ±1. We denote by V ⊂ Z((z−1)) the
set of rational frations of this form. Note that V is a subring of Q(z), and for R(z) ∈ V,m ∈ Z we have
R(zm) ∈ V. In partiular for m ∈ Z− {0}, C˜(qm) makes sense.
We denote by Z((z−1)) the ring of series of the form P =
∑
r≤RP
Prz
r
where RP ∈ Z and the oeients
Pr ∈ Z. We have an embedding V ⊂ Z((z
−1)) by expanding 1Q(z−1) in Z[[z
−1]] for Q(z) ∈ Z[z] suh that
Q(0) = 1. So we an introdue maps (πr, r ∈ Z):
πr : V→ Z , P =
∑
r≤RP
Prz
r 7→ Pr
We denote by H the algebra with generators ai[m], yi[m], cr, relations 1, 2 (of denition 3.1) and (j ∈
I,m 6= 0):
(4) yj [m] =
∑
i∈I
C˜i,j(q
m)ai[m]
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Note that the relations 4 are ompatible with the relations 2.
We dene Yu as the subalgebra of H[[h]] generated by the Y˜
±
i,l , A˜
±
i,l (i ∈ I, l ∈ Z), tR (R ∈ V).
Let the algebra Yt be the quotient of Yu by relations
tR = tR′ if π0(R) = π0(R
′)
We keep the notations Y˜ ±i,l , A˜
±
i,l for their image in Yt. We denote by t the image of t1 = exp(
∑
m>0
h2mcm)
in Yt.
The following theorem is a generalization of theorem 3.11 of [He2℄:
Theorem 6.10. ([He2℄) The algebra Yt is dened by generators Y˜
±
i,l , (i ∈ I, l ∈ Z) entral elements t
±
and relations (i, j ∈ I, k, l ∈ Z):
Y˜i,lY˜j,k = t
γ(i,l,j,k)Y˜j,kY˜i,l
where γ : (I × Z)2 → Z is given by:
γ(i, l, j, k) =
∑
r∈Z
πr(C˜j,i(z))(−δl−k,−rj−r − δl−k,r−rj + δl−k,rj−r + δl−k,rj+r)
7. Complements
7.1. Finiteness of algorithms. In the onstrution of q, t and ǫ, t-harater we deal with ompleted
algebras Yˆs,∞t , so the algorithms an produe an innite number of monomials. In some ases we an
say when this number is nite:
7.1.1. Finiteness of the lassial and deformed algorithms.
Denition 7.1. We say that the lassial algorithm stops if the lassial algorithm is well dened and
for all m ∈ B, F (m) ∈ K.
It follows from the lassial theory of q-haraters that if C is nite then the lassial algorithm stops.
For i ∈ I let Li = (Ci,1, ..., Ci,n).
Proposition 7.2. We suppose that there are (αi)i∈I ∈ Z
I
suh that αi > 0 and:∑
j∈I
αjLj = 0
Then the lassial algorithm does not stop.
In partiular if C is an ane Cartan matrix then the lassial algorithm does not stop.
Proof: It follows from lemma 4.6 at t = 1 that it sues to show that there is no antidominant monomial
in C(Y1,0). So let m = Y1,0
∏
i∈I,l∈Z
A
−vi,l
i,l be in C(Y1,0). We see as in lemma 3.11 ui(Y
−1
1,0 m) = 0. In
partiular u1(m) = 1 and m is not antidominant. 
Note that in the A
(1)
r -ase (r ≥ 2) we have a more intuitive proof : for all l ∈ Z, i ∈ I we have
A−1i,l = Y
−1
i,l+1Y
−1
i,l−1Yi+1,lYi−1,l, and:
u(A−1i,l ) =
∑
j∈I,k∈Z
uj,k(A
−1
i,l ) = (−ui,l+1 − ui,l−1 + ui+1,l + ui−1,l)(A
−1
i,l ) = 0
where we set in I: (1)− 1 = r + 1 and (r + 1) + 1 = 1. So for all m ∈ C(Y1,0) we have u(m) = 1 and m
is not antidominant.
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7.1.2. Finiteness of the deformed algorithm.
Proposition 7.3. The following properties are equivalent:
i) For all i ∈ I, Fˆt(Y˜i,0) ∈ Kˆt.
ii) For all m ∈ B, Fˆt(m) ∈ Kˆt.
iii) Im(χq,t) ⊂ Kˆt.
Denition 7.4. If the properties of the proposition 7.3 are veried we say that the deformed algorithm
stops.
Let us give some examples:
-If C is of type ADE then the deformed algorithm stops: [N3℄ (geometri proof) and [N4℄ (algebrai
proof in AD ases)
-If C is of rank 2 (A1×A1, A2, B2, C2, G2) then the deformed algorithm stops: [He2℄ (algebrai proof)
-In [He2℄ we give an alternative algebrai proof for Cartan matries of type An (n ≥ 1) and we
onjeture that for all nite Cartan matries the deformed algorithm stops. The ases F4, Bn, Cn
(n ≤ 10) have been heked on a omputer (with the help of T. Shedler).
Lemma 7.5. If the deformed algorithm stops then the lassial algorithm stops.
Proof: This is a onsequene of the formula F (Πˆ(m)) = Πˆ(Fˆt(m)) (see setion 4.2.2). 
In partiular if C is ane then the deformed algorithm does not stop.
Let C be a Cartan matrix suh that i 6= j ⇒ Ci,jCj,i ≤ 3. We onjeture that the deformed algorithm
stops if and only if the lassial algorithm stops.
7.2. q, t-haraters of ane type and quantum toroidal algebras. We have seen in [He2℄ that if
C is nite then the dening relations of Hˆ:
[ai[m], aj [r]] = δm,−r(q
m − q−m)Bi,j(q
m)c|m|
appear in the C-subalgebra Uq(hˆ) of Uq(gˆ) generated by the hi,m, c
±
(i ∈ I,m ∈ Z − {0}): it sues to
send ai[m] to (q − q
−1)hi,m and cr to
cr−c−r
r .
In this setion we see that in the ane ase A
(1)
n (n ≥ 2) the relations of Hˆ appear in the struture of
the quantum toroidal algebra. In partiular we hope that q, t-haraters will play a role in representation
theory of quantum toroidal algebras (see the introdution).
7.2.1. Reminder on quantum toroidal algebras [VV1℄. Let be d ∈ C∗ and n ≥ 3. In the quantum toroidal
algebra of type sln there is a subalgebra Z generated by the k
±
i , hi,l (i ∈ {1, ..., n}, l ∈ Z − {0}) with
relations :
kik
−1
i = cc
−1 = 1 , [k±,i(z), k±,j(w)] = 0
(5) θ−ai,j (c
2d−mi,jwz−1)k+,i(z)k−,j(w) = θ−ai,j (c
−2d−mi,jwz−1)k−,jk+,i(z)
where k±,i(z) ∈ Z[[z]] is dened by:
k±,i(z) = k
±
i exp(±(q − q
−1)
∑
k>0
hi,±kz
∓k)
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θm(z) ∈ C[[z]] is the expansion of
qmz−1
z−qm , A = (ai,j)0≤i,j≤n is the ane Cartan matrix of type A
(1)
n−1:
A =


2 −1 ... 0 −1
−1 2 ... 0 0
.
.
.
0 0 ... 2 −1
−1 0 ... −1 2


and M = (mi,j)1≤i,j≤n is given by:
M =


0 −1 ... 0 1
1 0 ... 0 0
.
.
.
0 0 ... 0 −1
−1 0 ... 1 0


7.2.2. Relations of the Heisenberg algebra.
Lemma 7.6. The relation (5) are onsequenes of:
[hi,l, hj,m] = δl,−m
qlai,j − q−lai,j
(q − q−1)2
d−|l|mi,j
c2l − c−2l
l
Proof: First for m ∈ Z, we have in C[[z]]:
θm(z) =
qmz − 1
z − qm
= q−mexp(ln(1− qmz)− ln(1− q−mz)) = q−mexp(
∑
r≥1
(−
(qmz)r
r
+
(q−mz)r
r
))
and so k+,i(z)k−,j(z)k+,i(z)
−1k−,j(w)
−1 = θ−ai,j (c
−2d−mi,jwz−1)θ−ai,j (c
2d−mi,jwz−1)−1 is given by:
θ−ai,j (c
−2d−mi,jwz−1)θ−ai,j (c
2d−mi,jwz−1)−1 = exp(
∑
r≥1
(q−rai,j − qrai,j )d−rmi,j (wz−1)r
c2r − c−2r
r
))
But following the proof of lemma 3.2 we see that the relation of lemma 7.6 give:
[−(q − q−1)
∑
r≥1
hj,−rw
r,−(q − q−1)
∑
l≥1
hi,lz
−r] =
∑
r≥1
(q − q−1)2
q−rai,j − qrai,j
(q − q−1)2
d−rmi,j (wz−1)r
c2r − c−2r
r

In partiular for d = 1, ai[m] =
hi,m
q−q−1 and cm =
c2m−c−2m
m , we get the dening relation of the Heisenberg
algebra Hˆ of setion 3.1.1 in the ane ase A
(1)
n−1:
[ai[m], aj [r]] = δm,−r(q
m − q−m)[Bi,j ]qmc|m|
In the ase d 6= 1 we have to extend the former onstrution:
7.2.3. Twisted multipliation with two variables. Let us study the ase d 6= 1: in this setion we suppose
that q, d are indeterminate and we onstrut a t-deformation of Z[A˜±i,l,k]i∈I,l,k∈Z.
We dene the C[q±, d±]-algebra Hˆd by generators ai[m] (i ∈ I = {1, ..., n},m ∈ Z) and relations:
[ai[m], aj [r]] = δm,−r(q
m − q−m)[Ai,j ]qmd
−|m|mi,jc|m|
For i ∈ I, l, k ∈ Z we dene A˜i,l,k ∈ Hˆd[[h]] by:
A˜i,l,k = exp(
∑
m>0
hmqlmdkmai[m])exp(
∑
m>0
hmq−lmd−kmai[−m])
and for R(q, d) ∈ Z[q±, d±], tR ∈ Hˆd[[h]] by:
tR(q,d) = exp(
∑
m>0
hmR(qm, dm)cm)
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A omputation analogous to the proof of lemma 3.2 gives:
A˜i,l,pA˜j,k,rA˜
−1
i,l,pA˜
−1
j,k,r = t(q−q−1)[Ai,j ]q(−ql−kdp−r+qk−ldr−p)d−mi,j
In partiular, in the quotient of Hˆd[[h]] by relations tR = 1 if R 6= 0, we have:
A˜−1i,l,pA˜
−1
j,k,r = t
α(i,j,k,l,p,r)A˜−1j,k,rA˜
−1
i,l,p
where α : (I × Z× Z)2 → Z is given by (l, k ∈ Z, i, j ∈ I):
α(i, i, l, k, p, r) = 2(δl−k,2ri − δl−k,−2ri)δr,p
α(i, j, l, k, p, r) =
∑
r=riCi,j+1,riCi,j+3,...,−riCi,j−1
(−δl−k,r+riδp−r,mi,j + δl−k,r−riδr−p,mi,j) (if i 6= j)
In partiular this would lead to the onstrution of q, t-haraters with variables Y˜i,l,p, A˜
−1
i,l,p assoiated
to quantum toroidal algebras. But we shall leave further disussion of this point to another plae.
7.3. Combinatoris of biharaters and Cartan matries. In this setion C = (Ci,j)1≤i,j≤n is an
indeomposable generalized (non neessarily symmetrizable) Cartan matrix and (r1, ..., rn) are positive
integers. Let D = diag(r1, ..., rn) and B = DC (whih is non neessarily symmetri).
We show that the quantization of Yˆs ⊗ Z[t±] = Z[Yi,l, Vi,l, t
±]i∈I,l∈Z/sZ is linked to fundamental ombi-
natorial properties of C and (r1, ..., rn) (propositions 7.9, 7.11, 7.12 and theorem 7.10). Let us begin with
some general bakground about twisted multipliation dened by biharaters.
7.3.1. Biharaters and twisted multipliation. Let Λ be a set, Y be the ommutative polynomial ring:
Y = Z[Xα, t
±]α∈Λ
and A the set of monomials of the form m =
∏
α∈Λ
X
xα(m)
α ∈ Y . The usual ommutative multipliation of
Y is denoted by . in the following.
Denition 7.7. A biharater on A is a map d : A×A→ Z suh that (m1,m2,m3 ∈ A):
d(m1.m2,m3) = d(m1,m3) + d(m2,m3) , d(m1,m2.m3) = d(m1,m2) + d(m1,m3)
The symmetri biharater Sd and the antisymmetri biharater Ad of d are dened by:
Sd(m1,m2) =
1
2
(d(m1,m2) + d(m2,m1)) , Ad(m1,m2) =
1
2
(d(m1,m2)− d(m2,m1))
and we have d = Ad+Sd.
Let be d be a biharater on A. One an dene a Z[t±]-bilinear map ∗ : Y × Y → Y suh that:
m1 ∗m2 = t
d(m1,m2)m1.m2
This map is assoiative
1
and we get a Z[t±]-algebra struture on Y . We say that the new multipliation
is the twisted multipliation assoiated to the biharater d, and it is given by formulas:
m1 ∗m2 = t
d(m1,m2)−d(m2,m1)m2 ∗m1 = t
2Ad(m1,m2)m2 ∗m1
Lemma 7.8. Let d1, d2 be two biharaters. One an dene a multipliation on Y suh that (m1,m2 ∈ A):
m1 ∗m2 = t
2d1(m1,m2)−2d2(m2,m1)m2 ∗m1
if and only if Sd1 = Sd2.
In this ase, the multipliation is the twisted multipliation assoiated to the biharater d = d1 + d2:
m1 ∗m2 = t
d1(m1,m2)+d2(m1,m2)m1.m2
1
In fat it sues that −d(m2,m3) + d(m1m2,m3)− d(m1,m2m3) + d(m1,m2) = 0.
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Proof: It follows immediately from the denition of ∗:
m1 ∗m2 = t
2d1(m1,m2)−2d2(m2,m1)m2 ∗m1 = t
4(Sd1−Sd2)(m1,m2)m1 ∗m2
If Sd1 = Sd2, let ∗ be the twisted multipliation assoiated with the biharater d = d1 + d2. We have:
m1 ∗m2 = t
d1(m1,m2)+d2(m1,m2)−d1(m2,m1)−d2(m2,m1)m2 ∗m1 = t
2d1(m1,m2)−2d2(m2,m1)m2 ∗m1

7.3.2. Denition of d1 and d2. For s ≥ 0 let Λs = I × (Z/sZ) and A
s
be the set of monomials of Yˆs, that
is to say elements of the form m =
∏
(i,l)∈Λs
Y
yi,l(m)
i,l V
vi,l(m)
i,l . Let D(z) = diag([r1]z, ..., [rn]z).
For α ∈ Λs, we dene a harater
2 uα on A
s
as in setion 3.2.1. In partiular uα(Yβ) = δα,β.
We dene d1, d2 the biharaters on A
s
as in setion 3.2.1, that is to say (m1,m2 ∈ A
s
):
d1(m1,m2) =
∑
α∈Λs
vb(α)(m1)uα(m2) + yb(α)(m1)vα(m2)
d2(m1,m2) =
∑
α∈Λs
ub(α)(m1)vα(m2) + vb(α)(m1)yα(m2)
where b : Λs → Λs is the bijetion dened by b(i, l) = (i, l + ri).
Proposition 7.9. The following properties are equivalent:
i) For s ≥ 0, d1 = d2
ii) For s ≥ 0, ∀α, β ∈ Λs, uα(Vβ) = ub(β)(Vb(α))
iii) C is symmetri and ∀i, j ∈ I, ri = rj .
Proof: We have always:
d1(Yα, Yβ) = d2(Yα, Yβ) = 0
For α, β ∈ Λs, we have uα(Yβ) = δα,β. In partiular:
d1(Yα, Vβ) = δb(β),α = ub(β)(Yα) = d2(Yα, Vβ)
d1(Vβ , Yα) = ub−1(β)(Yα) = δb(α),β = d2(Vβ , Yα)
So the ondition d1 = d2 means ∀α, β ∈ Λs, d1(Vα, Vβ) = d2(Vα, Vβ). But the equation (ii) means:
d1(Vα, Vβ) = ub−1(α)(Vβ) = ub(β)(Vα) = d2(Vα, Vβ)
In partiular we have (i)⇔ (ii).
For i, j ∈ I and l, k ∈ Z/sZ we have:
ui,l(Vj,k) =
∑
r=Ci,j+1...−Ci,j−1
δl+r,k =
∑
r=Ci,j+1...−Ci,j−1
δl−k,r
uj,k+rj (Vi,l+ri) =
∑
r=Cj,i+1...−Cj,i−1
δk+r+rj ,l+ri =
∑
r=Cj,i+1...−Cj,i−1
δl−k,rj−ri+r
If s = 0, those terms are equal for all l, k ∈ Z if and only if Ci,j 6= 0 implies Ci,j = Cj,i and ri = rj . So
as C is indeomposable we have (ii)⇔ (iii).
If s ≥ 0 and (iii) is veried we see in the same way that those terms are equal, so (iii)⇒ (ii). 
In partiular if C is of type ADE, we get the biharater of [N3℄ and d1 = d2 is the equation ([N3℄, 2.1).
2
ie. uα(m1.m2) = uα(m1) + uα(m2)
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7.3.3. Biharaters and symmetrizable Cartan matries. We have seen in lemma 7.8 that we an dene
a twisted multipliation if and only if Sd1 = Sd2, so we investigate those ases:
Theorem 7.10. The following properties are equivalent:
i) For s ≥ 0, we have Sd1 = Sd2
ii) For s ≥ 0, ∀α, β ∈ Λs, uα(Vb(β))− ub2(α)(Vb(β)) = ub2(β)(Vb(α))− uβ(Vb(α))
iii) For s ≥ 0 and m ∈ A
s
, d1(m,m) = d2(m,m)
iv) B(z) is symmetri
v) B is symmetri and Ci,j 6= Cj,i =⇒ (ri = −Cj,i and rj = −Ci,j)
Proof:
First we show that (i)⇔ (ii). We have always:
Sd1(Yα, Yβ) = Sd2(Yα, Yβ) = 0
and:
2Sd1(Yα, Vβ) = ub(β)(Yα)− ub−1(β)(Yα) = δb(β),α − δb(α),β = 2Sd2(Yα, Vβ)
But the equation (ii) means:
d1(Vα, Vβ)− d2(Vβ , Vα) = d2(Vα, Vβ)− d1(Vβ , Vα)
that is to say:
2Sd1(Vα, Vβ) = 2Sd2(Vα, Vβ)
and we an onlude beause d1, d2 are biharaters.
Let us show that (iv)⇔ (v): the matrix B(z) is symmetri if and only if for all i 6= j we have:
(zri − z−ri)(zCi,j − z−Ci,j) = (zrj − z−rj )(zCj,i − z−Cj,i)
If Ci,j = Cj,i = 0 it is obvious. If Ci,j = Cj,i 6= 0, the equation means ri = rj . If Ci,j 6= Cj,i, the equality
means (ri = −Cj,i and rj = −Ci,j).
The equation (ii) means:∑
r=Ci,j+1...−Ci,j−1
δl−k,rj−r − δl−k,rj−2ri−r =
∑
r=Cj,i+1...−Cj,i−1
δl−k,2rj+r−ri − δl−k,r−ri
At s = 0, the formula holds for all l, k ∈ Z, if and only the oeients of Kroneker's funtions are equal,
that is to say in Z[X±]:∑
r=Ci,j+1...−Ci,j−1
Xrj−r −Xrj−2ri−r =
∑
r=Cj,i+1...−Cj,i−1
X2rj+r−ri −Xr−ri
(Xrj −Xrj−2ri)XCi,j+1
1−X−2Ci,j
1−X2
= (X2rj−ri −X−ri)XCj,i+1
1−X−2Cj,i
1−X2
Xrj−2ri+Ci,j (1−X−2Ci,j)(1 −X2ri) = X−ri+Cj,i(1−X−2Cj,i)(1 −X2rj)
(Ci,j = Cj,i = 0) or (ri = rj and Ci,j = Cj,i 6= 0) or (rj = −Ci,j and ri = −Cj,i)
and so (ii)⇒ (v). If we suppose that (iv) is true, then the above equation is also veried in Z[X±]/(Xs =
1) and (ii) is true.
To onlude it sues to show that (iii)⇔ (i). If (iii) is veried we have for m,m′ ∈ A
s
:
d1(m,m
′) + d1(m
′,m) = d1(mm
′,mm′)− d1(m,m)− d1(m
′,m′) = d2(m,m
′) + d2(m
′,m)
and (i) is veried. If (i) is veried we have for m ∈ A
s
: 2d1(m,m) = 2d2(m,m). 
THE t-ANALOGS OF q-CHARACTERS AT ROOTS OF UNITY 37
7.3.4. Biharaters and q-symmetrizable Cartan matries. There is a way to dene a deformation mul-
tipliation if B(z) is non neessarily symmetri. First we dene the matrix C′i,j(z) = [Ci,j ]zi and the
haraters :
u′i,l(m) = yi,l(m)−
∑
j∈I
(C′i,j(z))opVj,l(m)
We dene the biharaters d′1 and d
′
2 from u˜i,l in the same way d1 and d2 were dened from ui,l (setion
7.3.2).
We also dene B′i,j(z) = [Bi,j ]z . Note that we have always B
′(z) = D(z)C′(z). Indeed:
B′i,j(z) =
zriCi,j − z−riCi,j
z − z−1
=
zi − z
−1
i
z − z−1
z
Ci,j
i − z
−Ci,j
i
zi − z
−1
i
= Di,i(z)C
′
i,j(z)
Proposition 7.11. The following properties are equivalent:
i) For s ≥ 0, Sd′1 = Sd
′
2
ii) For s ≥ 0, ∀α, β ∈ Λs, u
′
α(Vb(β))− u
′
b2(α)(Vb(β)) = u
′
b2(β)(Vb(α))− u
′
β(Vb(α))
iii) B is symmetri
iv) B′(z) is symmetri
In partiular if C is symmetrizable we an dene the deformed struture for all s ≥ 0.
Proof: First we have (iii)⇔ (iv) beause B′i,j(z) = [Bi,j ]z.
We show as in theorem 7.10 that (ii)⇔ (i).
Let us write the equation (ii):
u′i,l(Vj,k+rj )− u
′
i,l+2ri(Vj,k+rj ) = u
′
j,k+2rj (Vi,l+ri)− u
′
j,k(Vi,l+ri )
If i = j, we are in the symmetri ase, and it follows from proposition 7.9 that this equation is veried.
In the ase i 6= j, if Ci,j = 0 then all is equal to 0. In the ases Ci,j < 0 the equation reads:∑
r=Ci,j+1...−Ci,j−1
δl+rir,k+rj − δl+2ri+rri,k+rj =
∑
l=Cj,i+1...−Cj,i−1
δk+2rj+lrj ,l+ri − δk+rrj ,l+ri
∑
r=Ci,j+1...−Ci,j−1
δl−k,rj−rri − δl−k,rj−2ri−rir =
∑
r=Cj,i+1...−Cj,i−1
δl−k,2rj+rrj−ri − δl−k,rrj−ri
δl−k,rj−ri−riCi,j − δl−k,rj−ri+riCi,j = δl−k,rj−ri−rjCj,i − δl−k,rj−ri+rjCj,i
That is to say:
(2riCi,j ∈ sZ and 2rjCj,i ∈ sZ) or riCi,j − rjCj,i ∈ sZ
If s = 0, the equation means riCi,j = rjCj,i that is to say B = DC symmetri. So (ii)⇔ (iii).
If s ≥ 0 and B symmetri we have riCi,j − rjCj,i ∈ sZ. So (iii)⇒ (ii). 
In some situations the two onstrutions are the same:
Proposition 7.12. The following properties are equivalent:
i) For s ≥ 0, u′ = u
ii) For s ≥ 0, d′1 = d1
iii) For s ≥ 0, d′2 = d2
iv) C′(z) = C(z)
v) B′(z) = B(z)
vi) i 6= j ⇒ (ri = 1 or Ci,j = −1 or Ci,j = 0)
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Proof: We have (iv)⇔ (v) beause B(z) = D(z)C(z), B′(z) = D(z)C′(z) and D(z) is invertible.
The (i) ⇒ (ii) (resp. (i) ⇒ (iii)) is lear and we get (ii) ⇒ (i) (resp. (iii) ⇒ (i)) by looking at
d1(Vi,l, Vj,k) = d
′
1(Vi,l, Vj,k) (resp. d2(Vi,l, Vj,k) = d
′
2(Vi,l, Vj,k)).
The (iv)⇒ (i) is lear. If (i) is true we have for i 6= j and all l, k ∈ Z:
ui,l(Vj,k) =
∑
r=Ci,j+1,Ci,j+3,...,−1Ci,j−1
δl−k,r =
∑
r=Ci,j+1,Ci,j+3,...,−1Ci,j−1
δl−k,rri = u
′
i,l(Vj,k)
and so
zCi,j−z−Ci,j
z−z−1 =
z
Ci,j
i −z
−Ci,j
i
zi−z
−1
i
that is to say (iv).
So it sues to show that (v)⇔ (vi). We have always:
Bi,i(z) =
zri − z−ri
z − z−1
(zri + z−ri) =
z2ri − z−2ri
z − z−1
= [2ri]z = [Bi,i]z
If i 6= j, the equality Bi,j(z) = B
′
i,j(z) means:
zri+Ci,j + z−ri−Ci,j − zCi,j−ri − zri−Ci,j = zriCi,j+1 + z−1−riCi,j − zriCi,j−1 − z1−riCi,j
If ri = 1 or Ci,j = −1 or Ci,j = 0 the equality is lear and so (vi) ⇒ (v). Suppose that (v) is true and
let be i 6= j. We have to study dierent ases:
ri + Ci,j = Ci,j − ri ⇒ ri = 0 (impossible)
ri + Ci,j = ri − Ci,j ⇒ Ci,j = 0
ri + Ci,j = riCi,j + 1 and riCi,j − 1 = Ci,j − ri ⇒ ri = 1
ri + Ci,j = riCi,j + 1 and − riCi,j + 1 = Ci,j − ri ⇒ Ci,j = 1 (impossible)
ri + Ci,j = −riCi,j − 1 and riCi,j − 1 = Ci,j − ri ⇒ Ci,j = −1
ri + Ci,j = −riCi,j − 1 and − riCi,j + 1 = Ci,j − ri ⇒ ri = −1 (impossible)
and so we get (vi). 
Lemma 7.13. If the properties of the proposition 7.12 are veried and B = DC is symmetri then the
properties of the proposition 7.11 are veried.
Proof: We verify the property (iv) of proposition 7.11: we suppose that Ci,j 6= Cj,i. So Ci,j 6= 0, Cj,i 6= 0
and we do not have Ci,j = Cj,i = −1. As riCi,j = rjCj,i, we do not have ri = rj = 1. So we have
(property (vi) of proposition 7.12) ri = −Cj,i = 1 or rj = −Ci,j = 1. For example in the rst ase,
riCi,j = rjCj,i leads to Ci,j = −rj . 
Denition 7.14. We say that C is q-symmetrizable if B = DC is symmetri and:
i 6= j ⇒ (ri = 1 or Ci,j = −1 or Ci,j = 0)
In partiular C q-symmetrizable veries the properties of proposition 7.11, 7.12 and of theorem 7.10.
7.3.5. Examples. If C is symmetri then for all i ∈ I we have ri = 1 and so C is q-symmetrizable.
Lemma 7.15. The Cartan matries of nite or ane type (exept A
(1)
1 , A
(2)
2l ase, l ≥ 2) are q-
symmetrizable. The ane Cartan matries A
(1)
1 , A
(2)
2l with l ≥ 2 are not q-symmetrizable.
In partiular if C is nite then u = u˜ and the presentation adopted in this paper ts with former artiles,
in partiular in the non symmetri ases ([FR2℄, [FM1℄, [FM2℄, [He2℄).
Proof: As those matries are symmetrizable, it sues to hek the property (vi) of proposition 7.12:
the nite Cartan matries Al (l ≥ 1), Dl (l ≥ 4), E6, E7, E8 and the ane Cartan matries A
(1)
l
(l ≥ 1), D
(1)
l (l ≥ 4), E
(1)
6 , E
(1)
7 , E
(1)
8 are symmetri and so q-symmetrizable.
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the nite Cartan matries Bl (l ≥ 2), G2 and the ane Cartan matries B
(1)
l (l ≥ 3), G
(1)
2 verify
rn = 1 and for i 6= j: i ≤ n− 1⇒ Ci,j = −1 or 0.
the nite Cartan matries Cl (l ≥ 2), the ane Cartan matries A
(2)
2l−1 (l ≥ 3), D
(3)
4 verify r1 = ... =
rn−1 = 1, Cn,1 = ... = Cn,n−2 = 0 and Cn,n−1 = −1.
the ane Cartan matries C
(1)
l (l ≥ 2) verify r2 = ... = rn−1 = 1 and C1,3 = ... = C1,n = 0, C1,2 = −1,
Cn,1 = ... = Cn,n−2 = 0, Cn,n−1 = −1.
the ane Cartan matries D
(2)
l+1 (l ≥ 2) verify r1 = rn = 1 and for i 6= j: 2 ≤ i ≤ n − 1 ⇒ Ci,j =
−1 or 0.
The other partiular ases are studied one after one:
for the nite Cartan matrix F4 =


2 −1 0 0
−1 2 −1 0
0 −2 2 −1
0 0 −1 2

 we have (2, 2, 1, 1)
for the ane Cartan matrix F
(1)
4 =


2 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −2 2 −1
0 0 0 −1 2

 we have (2, 2, 2, 1, 1)
for the ane Cartan matrix A
(2)
2 =
(
2 −4
−1 2
)
we have (1, 4)
for the ane Cartan matrix E
(2)
6 =


2 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −2 0
0 0 −1 2 −1
0 0 0 −1 2

 we have (1, 1, 1, 2, 2).
Finally the ane Cartan matries A
(1)
1 and A
(2)
2l (l ≥ 2) are not q-symmetrizable beause Cn−1,n = −2
and rn−1 = 2. 
One an understand intuitively the fat that A
(2)
2l (l ≥ 2) is not q-symmetrizable: in the Dynkin diagram
there is an oriented path without loop with two arrows in the same diretion.
There are q-symmetrizable Cartan matries whih are not nite and not ane: here is an example suh
that for all i, j ∈ I, Ci,j ≥ −2:
C =


2 −2 −2 0
−1 2 0 −1
−1 0 2 −1
0 −2 −2 2


(r1, r2, r3, r4) = (1, 2, 2, 1)
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Notations
As set of Ys-monomials p 9
A,A
s
sets of Yˆt, Yˆ
s
t -monomials p 8
Aˆinv, Bˆinv sets of Yˆt-monomials p 23
Aˆs,inv, Bˆs,inv sets of Yˆst -monomials p 25
→
A,
←
A sets of Yˆt-monomials p 15
α map (I × Z/sZ)2 → Z p 6
α(m) harater p 23
ai[m] element of Hˆ p 5
A˜i,l, A˜
−1
i,l elements of Yˆu or Yˆt p 5
Ai,l, A
−1
i,l elements of Yˆ p 9
b bijetion of Λs p 35
Bi, B sets of Yˆt-monomials p 9
B
s
i , B
s
sets of Yˆst -monomials p 9
Bs, Bsi sets of Y
s
-monomials p 9
B = (Bi,j) symmetrized
Cartan matrix p 4
B(z) deformation of B p 4
B′(z) deformation of B p 37
β map (I × Z/sZ)2 → Z p 6
C = (Ci,j) Cartan matrix p 4
C(z) deformation of B p 4
C′(z) deformation of B p 37
C(m) set of monomials p 12
(C˜i,j) inverse of C p 30
cr entral element of Hˆ p 5
d1, d2 biharaters p 8
d′1, d
′
2 biharaters p 37
D1, D2 biharaters p 18
ǫ root of unity p 2
Ei(m) element of Ki,K
s
i p 17
←
Ei,t(m) element of Kˆi,t, Kˆ
s
i,t p 11
→
Et(m) element of Kˆ
∞
t p 23
F (m) element of Kˆ p 12
Fˆt(m) element of Kˆ
∞
t p 12
γ map (I × Z/sZ)2 → Z p 31
Hˆ Heisenberg algebra p 5
Hˆh formal series in Hˆ p 5
Ki,K subrings of Y p 11
Kˆi,t, Kˆt subrings of Yˆt p 11
Kˆ∞i,t, Kˆ
∞
t subrings of Yˆ
∞
t p 12
Ksi ,K
s
subrings of Ys p 17
Kˆsi,t, Kˆ
s
t subrings of Yˆ
s
t p 17
Kˆ
s,∞
i,t , Kˆ
∞
t subrings of Yˆ
s,∞
t p 17
K˜si,t subring of Yˆ
s
t p 24
K˜
s,∞
i,t , K˜
s,∞,f
t subring of Yˆ
s,∞
t p 25
χǫ morphism
of ǫ-haraters p 5
χǫ,t morphism
of ǫ, t-haraters p 15
χq morphism
of q-haraters p 5
χq,t morphism
of q, t-haraters p 14
[l] element of Z/sZ p 2
Lˆt(m) element of Kˆ
∞
t p 23
Lˆst (m) element of Kˆ
s,∞
t p 25
Λs set p 35
→
m,
←
m Yˆst -monomial p 15
op operator p 7
ps morphism p 9
πr map to Z p 30
π+ ring homomorphism of p 7
Πˆ morphism p 9
Pm′,m(t) polynomial p 24
P sm′,m(t) polynomial p 25
q omplex number p 5
r∨ integer p 4
ri integer p 4
Rep Grothendiek ring p 5
Rep
s
Grothendiek ring p 5
Rep
s
t deformed
Grothendiek ring p 29
s integer p 5
Si sreening operator p 11
Ssi sreening operator p 17
S˜i,l sreening urrent p 10
Si,t t-sreening operator p 11
Ssi,t t-sreening operator p 17
t entral element of Yt p 6
tR entral element of Yu p 6
τs morphism p 15
τs,t morphism p 15
ui,l harater p 7
u′i,l harater p 37
Xi,l element of Rep,Rep
s
p 5
yi[m] element of Hˆ p 5
Yi,l, Y
−1
i,l elements of Y p 7
Y˜i,l, Y˜
−1
i,l elements of Yˆu or Yˆt p 5
Y ommutative algebra p 2
Yˆst , Yˆt quotient of Yˆ
s
u, Yˆu p 6
Yˆsu, Yˆu subalgebra of Hˆh p 6
Yˆi,t Yˆt-module p 11
Yˆsi,t Yˆ
s
t -module p 16
Yˆ∞t ompletion of Yˆt p 12
Yˆs,∞t ompletion of Yˆ
s
t p 15
z indeterminate p 5
∗ t-produt p 30
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