Abstract-We introduce quantum XOR games, a model of two-player one-round games that extends the model of XOR games by allowing the referee's questions to the players to be quantum states. We give examples showing that quantum XOR games exhibit a wide range of behaviors that are known not to exist for standard XOR games, such as cases in which the use of entanglement leads to an arbitrarily large advantage over the use of no entanglement. By invoking two deep extensions of Grothendieck's inequality, we present an efficient algorithm that gives a constant-factor approximation to the best performance players can obtain in a given game, both in case they have no shared entanglement and in case they share unlimited entanglement. As a byproduct of the algorithm we prove some additional interesting properties of quantum XOR games, such as the fact that sharing a maximally entangled state of arbitrary dimension gives only a small advantage over having no entanglement at all.
I. INTRODUCTION
Two-player games play a central role in both computational complexity and quantum information theory. In the former, they crucially appear in major developments such as interactive proof systems [1] , efficient proof verification [2] , the PCP theorem [3] , [4] , and hardness of approximation [5] . In the latter, they are a powerful tool to quantify the power of entanglement [6] and suggest experiments that demonstrate its nonlocal properties.
In a two-player one-round game, a referee interacts with two players who cooperate in order to win the game. The referee chooses a pair of questions (s, t) according to a publicly known distribution π and sends one question to each player. The players are each requested to provide answers a, b respectively. The players win or lose the game based on a public predicate V (a, b|s, t) ∈ {0, 1}. Crucially, the players are not allowed to communicate between themselves.
The no-communication condition is traditionally interpreted as saying that the players can be modeled by a pair of functions A : s → a and B : t → b. 1 This implicit assumption, however, is challenged by quantum information theory. Indeed, quantum mechanics allows for an additional resource to be shared between the players: quantum entanglement. While shared entanglement does not allow for communication between the players, it has been known since the work of Bell [6] that it can improve the players' success probability in such games. Examples of games in which entanglement allows for winning probabilities that are greater than what can be achieved by unentangled players are known in the quantum information literature as "Bell inequality violations". Apart from their inherent theoretical interest, the existence of such games enables an experimental demonstration of the nonlocal nature of entanglement.
XOR games: This paper is concerned with arguably the simplest type of two-player games, called XOR games. Those are two-player one-round games in which the referee's behavior is restricted: each player only provides him with a one-bit answer, and he is constrained to make his accept/reject decision based on the parity of the two bits alone.
In the context of XOR games it is customary to quantify the players' success through their bias, defined as twice the difference between the players' success probability and their success probability if they answered all questions randomly. Optimizing the bias over players restricted to sharing a certain type of nonlocal resource leads to different quantities of interest. The unentangled bias ω(G) corresponds to the largest possible bias achievable by players restricted to not using any entanglement at all. The entangled bias ω * (G) corresponds to players who may share an arbitrary entangled state. In addition, it will be interesting to consider the maximally entangled bias, ω me (G), which corresponds to players restricted to sharing a maximally entangled state of arbitrary dimension.
XOR games were first introduced in quantum information theory by Cleve et al. [7] , although they already appeared implicitly in the works of Bell [6] and Clauser et al. [8] . The first systematic study of such games from a mathematical point of view was undertaken by Tsirelson in the 80s. Tsirelson's key observation [9] is that the entangled bias can be exactly reformulated as a simple optimization problem over inner products of vectors in a space of bounded dimension (depending only on the size of the game). As observed in [7] , an immediate corollary of this characterization is that the entangled bias ω * (G) can be computed efficiently using semidefinite programming techniques. An additional consequence, also due to Tsirelson, is that one can always achieve the optimum bias using a maximally entangled state, i.e., ω me (G) = ω * (G) for all XOR games G, and moreover, a maximally entangled state of dimension exponential in the number of questions per player in G suffices.
Using this reformulation, Tsirelson established a deep connection between XOR games and Grothendieck's inequality [10] , a fundamental inequality in Banach space theory. As a consequence, he showed that players using entanglement in an XOR game could only achieve a constant factor advantage over unentangled players -the constant being Grothendieck's constant. In other words, ω * (G) is always at most a constant factor larger than ω(G). This established one of the first systematic limitations on the strength of quantum entanglement, and bounds on the entangled bias are now known as Tsirelson inequalities.
XOR games have also been studied extensively in theoretical computer science. In contrast to the entangled setting, Håstad [11] showed that it is NP-hard to approximate, within a small constant, the unentangled bias ω(G) of an XOR game G. From that result he deduced the NPhardness of approximating the MAXCUT problem to within a constant factor (among others). The connection between XOR games and Grothendieck's inequality discovered by Tsirelson has also found applications in this context. For example, Alon and Naor [12] use the inequality, together with the observation mentioned above that one side of it can be efficiently computed, to obtain a constant-factor approximation algorithm for the problem of computing the cut-norm of a matrix.
A. Our results
As described above, XOR games are quite well understood, an understanding to a large extent due to their elegant connection to semidefinite programming and Grothendieck's inequality. Unfortunately, their simple structure also means that the kind of behaviors they can exhibit are somewhat limited. For instance, as mentioned above, entanglement can only provide a relatively modest advantage over unentangled strategies. Moreover, one can always achieve the optimum winning probability using a maximally entangled state of relatively small dimension.
A considerable amount of work in recent years has tried to identify games that exhibit a richer behavior (e.g., [13] - [19] ). However, with the exception of the more recent [20] , which we discuss in more detail below (and perhaps [14] ), most of these papers focus on the analysis of specific games, for which results such as large quantum-classical gaps are reported. Indeed, at this point we only have few tools (e.g., [21] ) that cut across large families of games and would enable one to prove general structural results.
Quantum XOR games: In this paper we extend the framework of XOR games by allowing the referee's questions to the players to be quantum states. In a quantum XOR game -so named to differentiate them from the classical XOR games discussed above -the referee first chooses an index i according to a public distribution π, based on which he prepares a bipartite state ρ i (whose description is also public). He sends one half of ρ i to the first player, and the other half to the other player. As in a classical XOR game, the players are required to reply with a single classical bit each, and the referee is restricted to base his accept/reject decision solely on the parity of the two bits he receives as answers.
By considering the states ρ s,t = |s s| ⊗ |t t|, one immediately sees that quantum XOR games contain classical XOR games as a special case. Our results demonstrate that quantum XOR games are a fruitful generalization in two complementary ways. First, by providing examples of games exhibiting properties of entanglement that could not be observed in the context of classical XOR games, we show that quantum XOR games are a richer model. Second, we show that, in spite of this greater generality, quantum XOR games remain a tractable model. In particular, we give an efficient approximation algorithm for the players' maximum success probability, something that is known to exist only in a handful of other settings [7] , [14] -none of which is known to be as rich as that of quantum XOR games. These two aspects, we believe, make quantum XOR games a very attractive class of games to study.
A first example: the family (T n ).: For any n ≥ 1, let T n be the quantum XOR game in which the players are sent either of the two states
|i |i ,
|i |i , each chosen with probability 1/2 by the referee, and are asked to produce answers with even parity in case the state is |ψ 0 , and odd parity in case it is |ψ 1 . Even though the two states are orthogonal, it is not a priori clear how well the players can perform in this game: can |ψ 0 and |ψ 1 be locally distinguished? Interestingly, the answer to this question crucially depends on the resources allowed for the players. The maximum bias achievable by players who do not share any entanglement is exactly ω(T n ) = 1/ √ n. In fact, even players allowed to share an arbitrary supply of EPR pairs cannot do better: ω me (T n ) = 1/ √ n. Surprisingly, in case the players have access to an unrestricted amount of entanglement, we have ω * (T n ) = 1: an unbounded advantage over the unentangled case. This is in stark contrast with the setting of classical XOR games, for which, as we already saw earlier, entangled players can only achieve a bounded advantage over unentangled players. Finally, we will also show that the optimal bias ω * (T n ) = 1 can only be achieved in the limit of infinite entanglement, whereas for any classical XOR game there is an optimal strategy using an entangled state of bounded dimension depending only on the size of the game.
Algorithms: 
and
Thus, despite the fact that the entangled bias and the unentangled bias can differ greatly, both have nontrivial efficient approximations. We are not aware of any other model with this property. Moreover, both ω nc and ω os are expressible as the optimum of a polynomial-sized semidefinite program. This property might aid in finding games that exhibit large separations between entangled and unentangled biases, say for the purposes of experimental demonstrations: given a candidate game G, run the algorithm above to approximate the gap between the two biases. We note that in addition to outputting the numerical values, the algorithm can also output descriptions of strategies satisfying the last inequality in each chain of inequalities. For details, see the formal statement of the main theorem in Theorems IV.8 and IV.14.
We emphasize that as is often the case, the existence of an efficient algorithm for a non-trivial problem allows one to derive surprising non-algorithmic conclusions. For instance, as an immediate corollary of the first sequence of inequalities stated in the theorem we obtain that, for any quantum XOR game G, ω me (G) ≤ 2 √ 2ω(G): maximally entangled states only provide a bounded advantage over no entanglement at all. This in contrast with the general entangled case: the family (T n ) shows that in general ω * (G) can be arbitrarily larger than ω(G). Hence in this setting maximally entangled states can be arbitrarily far from an optimal resource. Such a behavior was known before for specific games [15] , [19] but not for such a wide family of games. Another easy corollary (using the formal statement in Theorem IV.8 and the remark after Definition IV.11) is that there is always an entangled strategy using just one EPR pair that achieves bias ω me (G)/2, which is slightly better than the bias ω me (G)/(2 √ 2) we know can be achieved using no entanglement at all. Regarding the sequence of inequalities (2) , as a by-product of their proof we obtain that for any fixed ε, there is an entangled strategy achieving bias that is at least 1/(2+ε) of the optimum, and using only O(log n) qubits of entanglement, where n is the dimension of each player's question. (See Theorem IV.14 for details.) We do not know how to prove any of the facts mentioned above without going through the a priori unrelated quantities ω nc and ω os . Techniques: Grothendieck inequalities: Our main result, Theorem I.1, is proved by establishing a strong connection between quantum XOR games and two deep extensions of Grothendieck's inequality. The first extension, which is used to prove the first sequence of inequalities surrounding ω nc , is known as the non-commutative Grothendieck inequality. The inequality, already conjectured by Grothendieck [10] , was proved by Pisier [22] and then in a more general form by Haagerup [23] . The second one, which is used to prove the second sequence of inequalities surrounding ω os , is known as the operator space Grothendieck inequality and was proved by Pisier and Shlyakhtenko [24] and by Haagerup and Musat [25] . 2 Most of the effort in establishing our main theorem goes into interpreting these Grothendieck inequalities as statements relating biases (unentangled bias in the former case, and entangled bias in the latter) to semidefinite programs (ω nc in the former case, and ω os in the latter case), for which efficient algorithms are known. Our results give the first application of these inequalities to quantum information theory. 3 Much of the mathematical literature in this area can be intimidating at first (a good starting point is a recent survey by Pisier [27] ), and we hope that our self-contained presentation will contribute to promoting those inequalities as powerful tools in complexity theory and quantum information theory, and will lead to further applications.
Families of quantum XOR games: Our second main contribution consists in introducing and analyzing in detail two specific families of quantum XOR games. These families simultaneously demonstrate the flexibility of the model of quantum XOR games and illustrate the inequalities in Theorem I.1.
The first family is the family of games (T n ) already mentioned above. 4 This family demonstrates the possibility of obtaining an unbounded gap between the entangled and unentangled settings, implying in particular that the two sequences of inequalities in (1), (2) cannot be merged into a single one. The next theorem summarizes the properties of this family. (The definition of ω C will be given later.)
Moreover, the perfect winning probability ω * (T n ) = 1 is only achieved in the limit of infinite entanglement: for any fixed n ≥ 2, players sharing an arbitrary finite-dimensional state cannot win the game T n with certainty.
The two sequences of equalities are proven by direct calculation. As a result, we determine optimal strategies both in the unentangled and entangled cases. These strategies are relatively simple and low-dimensional, and for moderate values of n the game T n may provide a good candidate for the experimental demonstration of the nonlocality of entanglement. The moreover part of the theorem is proved by observing that the games T n are closely related to the "coherent state exchange" game introduced in [13] .
In analogy with the classical setting, and in light of the above theorem, one may expect that the inequalities (2) should, in fact, be equalities. 5 Nevertheless, our second family of games, the games (H n ), whose properties are summarized in the following theorem, shows that equalities do not hold in general: there are games for which ω os is strictly greater than ω * , and also ω nc is strictly greater than ω me .
Theorem I.3.
There exists a family of games (H n ) for which the following hold:
This family of games is related to the CAR algebra. Up to an unimportant scaling, the game H 1 which plays a particularly important role above can be described concretely as follows. The referee first picks two distinct integers j < k ∈ {1, 2, 3} uniformly at random. He then sends one of the two states
|j ± i|k , again uniformly at random, to each player (so each of the four possible combinations arises with probability 1/4). The referee accepts the players' answers a, b ∈ {0, 1} if and only if a ⊕ b = 1 in case they were both sent "+", or both "−", states, and a ⊕ b = 0 otherwise. We note that this family already appears in the literature, albeit in the language of operator spaces. It first appeared in [29] , and was later investigated in depth by Haagerup and Itoh [30] , who already proved many of the statements in the above theorem. Our main contribution here is the bound ω * (H 1 ) < 3/5, which improves on the weaker bound ω me (H 1 ) < 3/5 already appearing in [30] . Moreover, their proof is based on the use of ultrafilters, and as such is non-explicit and relies on the axiom of choice; in contrast, our proof is more direct and quantitative.
Finally, we briefly note that another interesting family of games, the games (C n ), was introduced in [20, Section 5] to show that the entangled bias of rank-one quantum games (see Section I-B below and Section 5.1 in [31] for more details) does not obey a strong parallel repetition theorem. Translated to a quantum XOR game, C n essentially corresponds to the following game. The referee chooses a random integer k ∈ {1, . . . , n}, and sends one of the two states (|0, k ± |k, 0 )/ √ 2, each chosen with probability 1/2, to the players. They should produce answers with even parity in case they were sent a "+" state, and odd in case it was a "−" state. Although we will not prove them here, the following equalities either follow from the results of [20, Section 5], or can be given a direct proof:
The values of ω me (C n ), ω nc (C n ) and ω * (C n ) can be deduced automatically from the equalities above using the inequalities in Theorem I.1. This family of examples (for n > 2) shows that none of the quantities we introduce for quantum XOR games satisfies a perfect parallel repetition theorem. This is perhaps somewhat surprising since classical XOR games do satisfy perfect parallel repetition [32] .
B. Related work
The model of two-player games in general, and its quantum information aspects in particular, have been widely studied in the past and we will not attempt to give a comprehensive survey, instead only focusing on the results most closely related to ours. Recently Buscemi [33] considered a model he calls "semi-quantum games", in which the players are sent arbitrary quantum states as questions, and their answers are arbitrary classical strings (hence semi-quantum games contain quantum XOR games as a subclass). He establishes an interesting connection between such games and the task of transforming one state into another using local operations and shared randomness (LOSR): such a task is possible if and only if players sharing the former state can always obtain an expected payoff that is at least as high as players sharing the latter, in any semi-quantum game.
Quantum XOR games can also be interpreted as a particular formalization of a local distinguishing task: indeed, any quantum XOR game can be thought of as a game in which the players are given one of two density matrices, and are asked to produce bits with even or odd parity depending on which state they were given. With the notable exception of [33] , much of the literature in this area is concerned with LOCC (local operations and classical communication) distinguishability (see, e.g., [34] - [36] ), and thus does not seem directly related to our results.
Recently, Cooney et al. [20] introduced another model of two-player games which they call rank-one quantum games, in which, informally speaking, the players are sent parts of a pure state prepared by the referee, and are supposed to convert it to another pure state. One of their main interests is in approximating the maximum success probability of arbitrary entangled players in their model, which they do using the operator space Grothendieck inequality, just as we do for our model. In fact, this is not a coincidence, since as we describe in Section 5.1 in [31] , there is an explicit connection between the two models. See also that section for more details on their model. The rest of their paper focuses on other questions not considered by us, such as that of parallel repetition. Most of our work was mainly done independently and concurrently to theirs, although we did benefit from communicating with them about their work, and we thank them for sharing it with us at early stages.
C. Directions for future work
Our work leaves many questions open; we list just a few that we think are interesting and would deserve further exploration.
Gaps between the biases: Among the bounds that we proved between the different biases associated to a quantum XOR game, there are two that we do not know to be tight. First, we showed that ω nc is at most a 2 √ 2 factor larger than the unentangled bias ω, but we only know of a factor 2 separation, which follows from the family of games (H n ). Second, we showed that ω os is at most a factor 2 greater than the entangled bias ω * , but the best separation we can prove between the two is the one in Theorem I.3, which is of a constant factor very close to 1. Can that separation be improved?
A related question is to study the gaps between the quantities ω nc and ω os that we introduce and the corresponding biases ω or ω me and ω * in the regime where their value is close to 1. In the case of classical XOR games it is known [7] that if the entangled bias is at least 1−ε then the unentangled bias is at least 1 − O( √ ε). Could a similar result be shown between ω os and ω * , or between ω nc and ω or ω me ? (The example of the game T n shows that this does not hold of the entangled and unentangled, or even maximally entangled, biases.)
Finally, it would be interesting to determine the maximum ratio achievable between, say, the entangled and unentangled biases of a given game, as a function of the size of the game or of the dimension of the entangled state used by the players in the entangled strategy. Such bounds are already known for three-player classical XOR games [37] , [38] and two-player games with arbitrary answer size [15] .
Hardness results: Results of Håstad [11] on classical XOR games imply that their unentangled bias, and by extension the unentangled bias of quantum XOR games, is NP-hard to approximate within small constant factors. What about the entangled bias? For classical XOR games it follows from Tsirelson's results that it can be computed efficiently. For quantum XOR games, the quantity ω os gives a factor 2 approximation. Is there a better efficiently computable approximation, or can one perhaps show that the entangled bias is hard to approximate (possibly assuming the Unique Games conjecture [39] )?
Combinatorial applications:
The commutative Grothendieck inequality has been successfully used to devise constant-factor approximation algorithms for combinatorial problems such as computing the cut-norm of a matrix [12] . Could the non-commutative generalizations lead to new approximation algorithms for combinatorial problems, possibly by interpreting them as quantum XOR games? See [40] for some recent work in this direction.
Full version: A full version of this paper can be found as [31] . In addition to proofs omitted from Sections III and IV below, the full version contains detailed examples as well as a section on Grothendieck inequalities.
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II. PRELIMINARIES
Notation: For an integer n, we use the notation [n] to denote the set {1, . . . , n}. For x ∈ R we let sign(x) = x/|x| if x = 0, and sign(0) = 1. If x = (x i ) ∈ R n or C n , we let x ∞ := max i∈ [n] |x i |. For vectors x, y ∈ C n we define their inner product x, y = i x i y i and the norm x = x, x 1/2 . Matrices and norms: A calligraphic letter H A , H B will always denote a finite dimensional Hilbert space. L (H A , H B ) is the set of linear operators from H A to H B , and
is the set of Hermitian operators on H A , and Obs (H A ) is the set of observables, i.e., Hermitian matrices whose eigenvalues are in {−1, 1}. We use M n (K) to denote n × n matrices over a field K, and M n = M n (C). For A ∈ L (H A ) we let A ∞ be its operator norm (i.e., largest singular value) and A 1 := Tr √ A † A its Schatten 1-norm.
III. A REVIEW OF CLASSICAL XOR GAMES
In this section we review some definitions and results on two-player classical XOR games. Although most of them already appear in the paper by Cleve et al. [7] , our presentation is slightly different and is meant to ease the comparison with the case of quantum XOR games.
A classical XOR game G of size n is specified by n 2 real coefficients R = (R s,t ) s,t∈ [n] satisfying the normalization condition n s,t=1 |R s,t | = 1. The game is played as follows. The referee picks a pair of integers (s, t) ∈ [n] 2 according to the distribution {π(s, t) = |R s,t |}, and sends s to the first player, Alice and t to the second player, Bob. Upon receiving their respective questions, the players each answer with a single bit a, b ∈ {0, 1}. The referee accepts the players' answers if and only if (−1) a⊕b = sign(R s,t ). Notice that players sending random answers will be accepted with probability 1/2 in G. The bias ω(G) of G, defined as twice the difference between the maximum success probability of any players and the success probability of the random strategy (which is 1/2 in this case), can then be formally expressed as
Note that the maximum on the right-hand side may be equivalently taken over all x, y ∈ R n such that x ∞ , y ∞ ≤ 1 (instead of over all x, y ∈ {−1, 1} n ): the maximum will always be attained at an extreme point.
For any (possibly complex) R, we also consider the complex bias, a quantity we will denote ω C (R) and define as ω C (R) := max
Informally speaking, this can be thought of as allowing the players to respond not just with bits in {−1, 1} but rather with any complex number on the unit circle. The complex bias can sometimes be larger than the bias, even for real coefficients R. The maximization on the right-hand side of (3) is a quadratic optimization problem. Given an XOR game G the problem of computing, or even approximating within a small constant factor, the quantity ω(G) was shown NP-hard by Håstad [11] . However, ω(G) may be bounded from above by the following natural relaxation of (3):
where now the supremum is taken over all dimensions d and vectors x s , y t ∈ C d with norm at most 1. 6 The complex conjugation of x s in (5) is somewhat unusual, but we introduce it for convenience and consistency with the 6 It is not hard to see that in the case of real coefficients R, the supremum in (5) can equivalently be taken over real vectors xs, yt ∈ R d . rest of the paper; it clearly does not affect the optimization problem.
The fact that this is a relaxation (i.e., the second inequality above) follows since a number of modulus at most 1 is also a one-dimensional vector of norm at most 1. Moreover, it is easy to verify that the supremum above is a semidefinite program, and as such can be computed up to precision ε in time poly(n, log 1/ε). In more detail, multiplying all x s by a complex phase if necessary, the absolute values on the righthand side of (5) can be replaced by the real part without changing the supremum. The resulting expression can be written as the maximization of a linear function of the inner products x s , y t , under constraints bearing on the inner products x s , x s and y t , y t . Such an optimization problem can then be formulated as a real semidefinite program using standard techniques (see Section 4.6.2 in [41] for generalities on semidefinite programs, and Exercise 4.42 in particular for dealing with complex vectors).
How good is the approximation of ω(G) by ω sdp (G)? Grothendieck's inequality [10] directly implies the following. [42] , [43] . Moreover, for any R with complex coefficients,
Theorem III.1. Let n be any integer and R = (R s,t ) s,t∈[n] real coefficients. Then
ω(R) ≤ ω sdp (R) ≤ K R G ω(R), where K R
G is the so-called real Grothendieck constant which is known to satisfy
where
. [44] is the complex Grothendieck constant.
Next, we consider the case in which players are allowed to share an arbitrary state |Ψ , leading to the definition of the entangled bias,
where here the supremum is taken over all dimensions d, sequences of matrices A s , B t ∈ H C d of operator norm at most 1, and states |Ψ ∈ C d ⊗ C d . By linearity, the supremum could equivalently be taken over all A s , B t ∈ Obs C d without changing its value. While a priori bounds on the entangled bias (i.e., Tsirelson inequalities) may not be easy to obtain (indeed, the supremum on the right-hand side of (6) extends to spaces of arbitrary dimension), Tsirelson showed that, somewhat surprisingly, the relaxation (5) is also a relaxation of the entangled bias.
Lemma III.2 (Tsirelson [45]). For any real R,
In fact, Tsirelson showed more: for any XOR game G, with coefficients R, the quantities ω * (R) and ω sdp (R) are equal! That is, the relaxation of the unentangled bias that we introduced in (5) exactly corresponds to the maximum bias achievable using arbitrary entangled strategies. Moreover, Tsirelson showed that the optimum bias is always achievable using a particular state, the maximally entangled state
Letting ω me (R) denote the largest bias achievable by players who are restricted to using entanglement of the form |Ψ me (we will omit the dimension subscript d whenever it is unrestricted), we have the following. [45, Lemma 3.1] showed that the optimal bias ω * (R) could be achieved using a maximally entangled state of dimension at most 2
Proposition III.3 (Tsirelson). For any real R, the following inequalities hold
ω(R) ≤ ω me (R) = ω * (R) = ω sdp (R) ≤ K R G ω(R). In addition, Tsirelson
O(
√ n) , where n is the size of the game. We refer the reader to [46] for additional results on the amount of entanglement required to play XOR games (near-)optimally.
IV. QUANTUM XOR GAMES
In this section we formally introduce quantum XOR games and prove our main theorem, Theorem I.1, together with the extensions that were discussed in the introduction. For lack of space most proofs from this section were omitted from this extended abstract. We refer the reader to the full version [31] for complete proofs as well as extensive examples which may be of interest.
We start by defining quantum XOR games in Section IV-A, and state several equivalent operational interpretations of the definition. In Section IV-B we introduce the unentangled bias ω, the complex bias ω C , and the relaxation ω nc and prove inequalities relating them (see Theorem IV.8). In Section IV-C we introduce the entangled bias ω * , the maximally entangled bias ω me , and the relaxation ω os , and prove inequalities relating them (see Lemma IV.12 and Theorem IV.14).
A. Definitions
We first give the mathematical definition of quantum XOR games and of strategies that we will be working with throughout the paper. After stating the definition we discuss different possible operational interpretations of quantum XOR games, all of which are captured by our definition. (A, B, |Ψ 
Definition IV.1. A quantum XOR game G of size n is specified by a Hermitian matrix
M = M (G) ∈ H (C n ⊗ C n ) such that M 1 ≤ 1. A
strategy for the players in G is given by a pair of observables
We first observe that with this definition quantum XOR games are clearly a generalization of classical XOR games: if G is a classical XOR game of size n with coefficients (R s,t ), then one can obtain an equivalent quantum XOR game G by introducing the n 2 -dimensional diagonal matrix M = s,t R s,t |s s| ⊗ |t t|, which satisfies M 1 = s,t |R s,t | = 1. Moreover, it is not hard to check that, given any strategy ((A s ), (B t ), |Ψ ) for the players in G, its bias equals ω (A, B, |Ψ ; G ), where A (resp. B) is the blockdiagonal matrix with blocks the A s (resp. B t ). Conversely, any strategy (A, B, |Ψ ) in G can be mapped to a strategy for the players in G achieving the same bias by letting A s (resp. B t ) be the diagonal blocks of A (resp. B), which are Hermitian of norm at most 1.
Operational interpretations: Consider the actions of a general referee. First, he initializes the message registers and his private register, described by some Hilbert space V, in an arbitrary state, which we can assume without loss of generality to be a pure state 
where we define
Notice that if the players output random uniform bits, then their success probability is given by the first term in (8) , and therefore, the bias ω(A, B, |Ψ ; G) as defined in (7) corresponds exactly to twice the advantage of players using the strategy (A, B, |Ψ ) in G over players applying the random strategy. Conversely, we show that to any Hermitian M satisfying M 1 ≤ 1 may be associated a quantum XOR game in which the players' bias is given by (7) . Indeed, for any such M we may write the spectral decomposition M =
where the p i are non-negative and sum to M 1 . It is then easy to check that M is associated to the following game by the transformation described above. The referee first selects an i ∈ [n 2 ] with probability p i , and rejects outright with probability 1− i p i . Provided this last option did not happen, he prepares the n 2 -dimensional state |Φ i ∈ C n ⊗ C n corresponding to the index i he obtained, and sends one register of |Φ i to each player. The referee accepts answers (a, b) if and only if a ⊕ b = c i . Note that the states sent by the referee in this game are all orthogonal, hence can be perfectly distinguished globally. Alternatively, we could also decompose M as M = p 0 ρ 0 − p 1 ρ 1 with p 0 + p 1 = M 1 , and then have the referee send one of two possible density matrices to the players.
Up to a multiplicative scaling of the bias, one may even turn any M into a quantum XOR game G in which the referee always sends (not necessarily orthogonal) product states to the players. To see this, let {H i } ∈ H (C n ) be a basis of the space of n-dimensional Hermitian matrices normalized to have
By applying an appropriate scaling (which will affect the bias correspondingly) we may reduce to the case in which M 1 ≤ i,j |m i,j | = 1. The resulting game can be described as follows. The referee first selects a pair of indices (i, j) according to the distribution {|m i,j |}, and then plays the quantum XOR game described by sign(m i,j )H i ⊗ H j , whose eigenvectors are all product states.
B. The unentangled bias
In this section we introduce the unentangled bias ω(G) := ω(M (G)) of a quantum XOR game G of size n, which is the maximum bias achievable by players who do not have any shared entanglement. Formally, by Definition IV.1 specialized to the case of empty private spaces H A , H B , we obtain the following.
Definition IV.2. Let n be an integer and M
The supremum in (9) is taken over all Hermitian operators A, B acting directly on the players' respective message spaces. We note that by linearity, the supremum will always be achieved by A, B which have all their eigenvalues in {±1}, i.e., observables.
One might argue that the above definition is too strict, and we should allow the players to have their own private auxiliary space, initialized in the state |0 . The following claim shows that this does not affect the definition of the unentangled bias.
where the supremum is taken over all finite-dimensional Hilbert spaces
It will sometimes be convenient to relax the condition that the operators A, B in (10) are Hermitian, and allow them to be arbitrary norm-1 operators
. This is analogous to the relaxation of the bias into the complex bias that we already introduced in the case of classical XOR games in the previous section. Formally, we define the complex bias of any M ∈ L (C n ⊗ C n ) as follows.
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Definition IV.4. Let n be an integer and M
The following claim shows that ω C (M ) is never more than a factor √ 2 larger than the unentangled bias ω(M ); the fact that such a gap can be achieved follows from Example 3.2 in [31] .
Next, we introduce the relaxation ω nc . We start with some notation. Given a Hilbert space H A and an integer d we denote by
given such a sequence we will use the notation A := (A 1 , . . . , A d ) to represent it. This notation emphasizes the fact that A can be thought of both as a sequence of matrices, or as the vector-valued matrix whose (i, j)th entry is the vector ((A 1 ) i,j 
, we define their tensor product " " as the complex-valued matrix
In other words, the tensor product of two vector-valued matrices is defined as that of scalar-valued matrices, except we take inner products of entries instead of scalar products. We also define the product of two vector-valued matrices
Note that A B is obtained in the same way as the usual matrix product, except that we are taking the inner product, rather than the product, of corresponding entries. Finally, given
where the supremum is taken over all dimensions d and vector-valued matrices
If we restrict the supremum to d = 1 then the constraint (13) simply expresses that X = (X) and Y = (Y ) should have norm at most 1, so that ω nc is indeed a relaxation of the complex bias, i.e., ω C (M ) ≤ ω nc (M ). Note moreover that if M is a real diagonal matrix then only the vectors on the diagonal of X and Y contribute to (12) . The constraint (13) implies that these vectors must have norm at most 1. Therefore, in the case of a classical XOR game we have ω nc (G) = ω sdp (G), the relaxation of the bias defined in (5) .
The following lemma shows that ω nc (M ) is never "unreasonably large", that is, it is never larger than M 1 , which is the bias that the players would obtain if they were allowed to apply a single joint unitary simultaneously on both their message registers (something one might call the "colluding bias").
Lemma IV.7. Let n be an integer and M
The proof of Lemma IV.7 (for which we refer to [31] ) only makes use of two of the four constraints in (13) , and it holds as long as either both constraints 
which is much larger than M 1 = 1.
In addition, we note that all four constraints in (13) are necessary in order for ω nc (M ) to be a constant-factor relaxation of ω(M ). Indeed, suppose for example that we drop the constraint X † X ∞ ≤ 1. Then X as defined above, and Y = X/ √ n would constitute a feasible solution, with corresponding value Tr(( X Y )M ) = 1/2: this is much larger than ω(M ) = 1/ √ n. The following theorem states that, when all constraints are present, ω nc indeed gives a constant factor approximation to both the unentangled and complex biases.
Theorem IV.8. Let G be a quantum XOR game of size n. For any ε > 0, one can approximate up to (1 ± ε) in time poly(n, log 1/ε) a quantity ω nc (G) which satisfies 
Moreover, there is an infinite sequence of games for which the ratio
Proof: It is not difficult to verify that ω nc , just like ω sdp , is a semidefinite program. As such, it can be solved up to precision ε in time poly(n, log 1/ε). In slightly more detail, the semidefinite program corresponding to ω nc is over 2n 2 vector variables and the goal function is a linear function in the inner products between these vectors. To see why the constraint (13) is a semidefinite constraint, it suffices to notice that (say) X X † ∞ ≤ 1 is equivalent to X X † ≤ Id. The first and last inequalities follow from Claim IV.5. The second inequality was already observed above. The substance of the theorem is in the inequality ω nc (G) ≤ 2 ω C (G). This inequality is a consequence of the "noncommutative Grothendieck inequality" proved by Pisier [22] and Haagerup [23] . While technically it follows directly from that result, the connection may not be immediate to readers unfamiliar with the uses of Grothendieck's inequality made in the functional analysis literature, and the derivation is explained in detail in Section 6 in [31] .
The gap ω nc /ω C → 2 follows from Theorem I.3. The explicit forms of the upper bounds follow from the algorithmic variant of the non-commutative Grothendieck inequality, as detailed in [40] .
C. The entangled bias
We now consider the case that the players are allowed to initialize their private spaces H A , H B in an arbitrary state |Ψ ∈ H A ⊗ H B . Following Definition IV.1, the resulting entangled bias ω * (G) := ω * (M (G)) can be defined as follows.
Definition IV.9. Let n be an integer and 
In contrast to the unentangled case, relaxing the supremum in (14) to be taken over all complex matrices with operator norm at most 1 does not change the definition of the bias, as is shown in the following claim. 
Next, we define the maximally entangled bias ω me (G) := ω me (M (G)), in which players are restricted to sharing the maximally entangled state |Ψ me . Following Definition IV.1, it can be defined as follows.
Definition IV.11. Let n be an integer and M
where the supremum is taken over all d and observables
As in the proof of Claim IV.3 it is easy to see that the absence of an explicit ancilla space for the players in (16) is without loss of generality. We also note that as was the case for ω * , one can equivalently take the supremum here over all matrices with operator norm at most 1. This follows by a straightforward modification of the proof of Claim IV.10. It also follows from this argument that for all games G, ω me (G) ≥ ω C (G); in fact, there exists a strategy using just one EPR pair that achieves bias ω C (G) in G. The following lemma shows that ω nc (M ) is always an upper bound on ω me (M ).
The lemma already appears in [30] , but we give a (slightly different) proof that will be useful to understand why ω nc (M ) is in general not an upper bound on the entangled bias ω * (M ).
Lemma IV.12. Let M ∈ H (C n ⊗ C n ). Then 
where the supremum is taken over all vector-valued matrices
such that the following constraints hold:
As we already saw in the setting of ω nc (G), in case G is a classical XOR game only the vectors appearing on the diagonal of X R , X C , Y R and Y C contribute to the objective value (17) , and the constraints X R X † R ∞ ≤ 1 and Y † C Y C ∞ ≤ 1 impose that these vectors have norm at most 1. Hence in that case it holds that ω * (G) = ω sdp (G) = ω nc (G) = ω os (G) (the first equality was already shown in Proposition III.3).
We end this section with a proof of the second sequence of inequalities in Theorem I.1, together with additional properties.
Theorem IV.14. Let G be a quantum XOR game of size n. For any ε > 0, one can approximate up to (1 ± ε) in time poly(n, log 1/ε) a quantity ω os (G) which satisfies for some universal constant C > 0.
Proof: As was the case for ω nc , it is not hard to see that ω os can be expressed as a semidefinite program and is therefore computable up to precision ε in time poly(n, log 1/ε). The fact that ω * (G) ≤ ω os (G) follows from the discussion preceding Definition IV.13. The substance of the theorem is in the inequality ω os (G) ≤ 2ω * (G). The inequality follows from the operator space Grothendieck inequality; that inequality is stated in Section 6 in [31] , where we also explain in detail how it implies the inequality on the biases. Theorem I.3 shows that ω * (H 1 ) < ω os (H 1 ) < 2 ω * (H 1 ), where the games (H n ) were introduced in Section I-A. For the inequality ω os (M ) ≤ M 1 , see Lemma IV.7 and the remark following it.
Finally, the explicit part of the theorem and the bound on the entanglement dimension follow from the quantitative version of the operator space Grothendieck inequality [26] .
