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We present some conditions which ensure that the solution Y(X) of the 
ordinary differential equation Y’(X) = A(x) Y(x), Y(.q,) = I, where x0 Q 
x < a, and A(x), Y(x) are n x n complex matrix-valued functions with A(x) 
continuous, has a nonsingular limit as x + o^. 
Consider the initial value problem 
Y’(x) = A(x) Y(x), 
Y(xo> = 1, 
x,<x<co. (1) 
Here A(x) and Y(x) are n x n complex matrix-valued function, and A(x) is 
assumed to be continuous. The purpose of the present article is to give some 
sufficient conditions for Em,,, Y(X) to exist and be invertible. It is well known 
[l] that one sufficient condition is 
A(x) EL1(x, , al), i.e., 
s - II 4x)1/ dx -c ~0, (2) x0 
where 11 11 is the norm (any of the equivalent ones) on the space of n x n complex 
matrices. On the other hand, if A( x is a commutative family, the solution to (1) is ) 
Y(x) = exp (1: A(s) ds) (3) 
and so Y(x) has an invertible limit at co provided the improper integral 
Em,,, j-z0 A(s) ds = lt A(s) ds exists. 
It seems natural to ask whether the existence of 1:’ A(s) ds is sufficient in the 
general case. An example provided by Michael Wolfe (oral communication) 
shows that it is not. Take 
A(x) = dx (2 ($) gr), l<X<aL (4) 
0 0 
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Then sr A(s) ds exists, but one of the matrix elements in the solution Y(X) of (1) is 
and we have 
= const * [exp (- ($)I *$ds 
sin s 
= const * -- s1/2 $? + O(s3/“)) ds 
(6) 
which does not have a limit at co. For sufficient conditions, what is needed is 
existence of jzO A(s) ds together with sufficiently rapid convergence of the integral. 
The following theorem contains several results of this type. Parts (a) and (c) 
are attributable to the present authors; that part (b) could be proved in a similar 
manner was pointed out to the authors by Barry Simon. A more general version 
of (a) appears in [2], where Banach space valued A(x) are considered. 
THEOREM 1, Consider system (1). 
(a) Suppose A(x) = B(x) + C(X), where B(x), C(x) are continuous, 
C(x) E-WI > ~1, fW = s: B(s) d s exists as an improper Riemann integral, 
and H(x) B(x) ~Ll(x,, , OD). Then lim,,, Y(x) exists and is inwertible. 
(b) suppose 44 = 4,(x) + G(x), G(x) E-WX~ , ~0) 
H,+,(x) = 1% &--2(s) A(s) ds = &-l(x) + C,-,(x), C,-,(x) 44 EL’&, , ~1, ‘cl! 
f&(x) = fm B,-,(s) A(s) ds, -z H,(x) A(x) ELl(x, , 02). 
Then lim,,, Y(x) exists and is invertible. (All matrix-valued functions are assumed 
continuous, and Jz integrals are improper Riemann integrals.) 
(c) Suppose A(x) = A,,(x) + A,(x), A,(x), A,(x) continuous, A,(x) E 
w% , CO), H(x) = Jr A,(s) ds exists, and [H(x), A,(x)] EL’(x~, CO), where 
[R, s] = RS - SR is the commutator. Then lim,,, y(x) exists and is invertible. 
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Remark. (a) is a special case of (b) and is stated separately only for the sake 
of clarity. 
Proof. of the theorem. (a) Let Y(x) be the solution of(l), and let 
Z(x) = (I+ H(x)) Y(x). (7) 
Since the first factor has the limit I as x --f CD, it suffices to show that Z(x) has 
an invertible limit at co. Now for a < x < 00 and u sufficiently large we have 
-qx) = (A(x) + fqx) A(x)) Y(x) - B(x) Y(x) 
= (C(x) + fqx) C(x) + 44 W) Y(x) (8) 
= R(x) Z(x), R(x) EL’@, CO). 
This completes the proof of (a). 
(b) The proof is analogous to that of (a). Let Y(x) be the solution of(l), and 
Z(x) = (I$ f-f,(x) + *-- + K(x)) Y(x). (9) 
The first factor has limit 1 at 00, so we need only show that Z(x) has an invertible 
limit at CO. For a < x < a3 and a sufficiently large we have 
Z’(x) = (A(x) + f&(x) A(x) + .‘. + f&(x) -44) Y(x) 
+ (--B,(x) - q-4 44 - .‘. - &-1(x) 44) q-4 
= (C&> + Cl(X) 44 + ... CL-,(4 44 + fw4 49) Y(x) 
= R(x) Z(x), R(x) EW, a), (10) 
which proves (b). 
(c) The proof of ( ) . c IS somewhat longer, and we begin with some pre- 
liminary remarks. First we note that if we have 
z;(x) = C(x) Zl(4, z&J = I, 
G(x) = W) -w4 Z,(x,) =1, (11) 
C(x) - w Ew% 3 a), 
then Z,(x) has an invertible limit at 00 if and only if Z,(x) does. To see this, 
assume Z,(x) has an invertible limit at co, and let 
where 
W(x) = E(s) W(x), q&J = 1, 
(12) 
E(x) = z;‘(x) (D(x) - C(x)) Z,(x). 
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Then E(x) E Ll(x, , co), so W(X) has an invertible limit as co, and 
z?+w = Zl(X) W(x) (13) 
since it is immediately verified that both sides satisfy the same differential 
equation and are equal to I at x = x0 . Thus Z,(X) has an invertible limit at 03. 
Hence, in proving (c), we may assume that A,(x) = 0. Next we calculate the 
derivative of the exponential of a matrix function. Suppose C(x) is a continu- 
ously differentiable 11 x n complex matrix-valued function. We claim that 
; eC’=) = (C’(x) + c+(x)) eC’x’, 
where 
+w = 4 [C(x), W)] + 4 [C(x), [C(x), C’(x)]] + ... 
This is easily proved as follows: We have 
eC(r+h) _ &‘“’ 
h 
C(s+h)&s)Ckx)) ds 
‘cx + h, - ‘tx) 
h 
e-sC(r) ds . @’ 
(14) 
(1% 
and so 
d 
_ eC’z’ = 
dx (I 
’ esC(ce)C’(x) e-sC(=) ds 
0 1 
. &‘“‘* (16) 
Expanding the integrand in a power series about s = 0 and integrating yields 
(14). From (14) it follows that the solution of 
z;(x) = (c’(x) + b(x)> Z,(x)7 Z&o> = I (17) 
is given by 
qx> = ,c(~)e-w~ (18) 
We now take 
C(x) = - jm A,(s) ds 
5 
so (19) 
C’(x) = A,(x) and lim C(x) = 0. X’oc 
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From (17), (18), and (19) we see that 
satisfies 
Z,(x) == exp (- 1% A,(s) dsi exp ( [IL A,(s) A) 
z - “0 
(20) 
z&4 = Mlw + W) z*w Z&“) = 1 
where 
e(x) = - $ [lz= A,(s) ds, A(x)] + -.a . 
From the facts that 
[jzm A,(s) ds, A(X)] ~Ll(x,, , 00) and I- A,(s) ds is bounded (21) 
z 
it follows easily that 
e(x) ELyq , co). (22) 
Now Z,(x) of (20) h as an invertible limit at co, so the result claimed in (c) 
follows from (20), (22), and the initial remark in the proof of (c). This finishes 
the proof of the theorem. 
In another article [3] the theorem is applied to deduce the asymptotic form 
of solutions of the Schrodinger equation 
- g$ + V(X) 4= E#, E > 0, (23) 
with rather singular V(X), e.g., V(X) = ( sin X)/X. These results have interesting 
applications to scattering theory. 
REFERENCES 
1. E. A. CODDINCTON AND N. LEVINSON, “Theory of Ordinary Differential Equations,” 
McGraw-Hill, New York/Toronto/London, 1955. 
2. J. D. DOLLARD AND C. N. FRIEDMAN, On strong product integration, J. Functiond 
AnaZ., to appear. 
3. J. D. DOLLARD AND C. N. FRIEDMAN, Product integrals and the Schroedinger equation, 
J. Math. Phys., to appear. 
