The stability of a pulsed flow in a Taylor-Couette geometry with both cylinders rotating at the same angular velocity fl(t)=O, cos (ot) is investigated. The first experimental evidence showing that the flow is less unstable in the limit of low and high frequency while destabilization is maximum for an intermediate frequency oO is reported. A detailed analysis of the restabilization at frequencies just above wO reveals a behavior not accounted for by previous theoretical analysis. Thus, the linear stability analysis is reconsidered by using a different implementation of the Floquet theory and a satisfactory agreement with the present experimental results is found.
I. INTRODUCTION
Hydrodynamical systems subjected to a time-dependent forcing* are encountered in several branches of fluid dynamics especially in relation with blood circulation and Lagrangian chaos. However, two problems have received special attention: the onset of convective instability in a fluid layer in the presence of a periodically varying parameter23 and the stability of a periodically modulated Taylor-Couette flow. The present study is concerned with the second of these topics and deals with the stability of a pulsed flow in a TaylorCouette geometry, which is a particular case of modulated flow characterized by a zero-mean angular velocity. So we describe the pure case of a "modulation instability. " The interest in unsteady Taylor-Couette flows was initiated by the experimental study of Donnelly4 where the effect of an added periodic modulation of the inner cylinder angular velocity was investigated. This early work concluded to a stabilization of the flow due to the modulation, however, the observation of "transient vortices" was reported below the onset of instability for unsteady flow. More recent experiments by Ahlers' have shown threshold shifts above the steady onset.
The first theoretical stability analysis related to the experimental configuration of Donnelly have been formulated in the so-called narrow-gap approximation. In the limit of vanishing amplitude of the modulation and frequency, Hall6 found analytically that the threshold for onset of instability is weakly decreased from its unmodulated value. Riley and Laurence7 solved the linear equations governing the disturbance motion by a Galerkin expansion with time-dependent coefficients and then analyzed the stability of the system by the Floquet theory. Their results confirm Hall's conclusions which suggest that modulation has a destabilizing effect.
The finite-gap range was investigated by Carmi and Tustaniwskyj* who claimed that the narrow-gap approximation is not justified in unsteady flows and possibly explain their discrepancy with Riley and Laurence's results about the behavior of the critical wave number as function of,the frequency when the outer cylinder is at rest and the inner cylinder rotation is modulated around a zero mean value. Carmi and Tustaniwskyj found large negative threshold shifts at low frequency of modulation which agree with Walsh and Donnelly's experimental findings' who take into account the "transient vortices" for the threshold determination.
The most debated question is wether low-frequency modulation produces a large destabilization or rather a small destabilization. The latter claim was reinforced by the results of Kuhlmann et aZ." obtained by a finite-difference numerical simulation of the full NavierStokes equations.
In their review of the literature on modulated TaylorCouette flow, Barenghi and Jones" have also pointed out the existence of contradictory results. These authors have shown that the behavior of the flow at low frequency can be affected by very small imperfections in the apparatus that could explain the large destabilization observed in experiment. They also mentioned that a possible source of imperfections in numerical calculations arises from the choice of too large a time step in the integration of the governing equations. They suspected this is the reason why Carmi and Tustaniwskyj' found as a result of their computations that modulation strongly destabilizes the flow.
The particular case of time-periodically driven flows in Taylor-Couette geometry with zero-mean angular velocity has only been considered in Refs. 7 and 8 with the outer cylinder at rest and in Ref. 8 for the additionnal case of both cylinders pulsating either in phase or out of phase. Recently pulsed flow was used to test Kolmogorov scaling hypothesis in the turbulent regime.'" Closely connected to the previous configurations is the flow induced by a circular cylinder oscillating in an infinite fluid whose stability analysis was carried out by Seminara and Ha11.13 Unsteady Taylor-Couette flow driven by pure torsional oscillation of the entire system has also been considered in the case of a two-phase system when the inner cylinder consists of a crystalline solid-liquid interface.r4
The purpose of the present paper is to investigate both experimentally and theoretically the stability of the timeperiodic flow induced by two cylinders pulsating at the same frequency with equal amplitude and in the same direction. We report the first experimental observations covering a large range of frequencies. We obtain the critical values of the Taylor number and wave number as functions of the frequency. Our results reveal a new feature which was not predicted by the stability analysis of Carmi and Tustaniwskyjs likely because their stability diagram in the critical Taylor number and frequency plane was incomplete. Therefore, we perform a new stability analysis for a larger and more continuous range of frequencies. The method of solving the governing differential equations for the perturbations follows the procedure formerly described in Ref. 13 and used more recently by Murray et al. I5 to study the stability of TaylorCouette flow when the inner cylinder is rotated at a constant angular velocity and the outer cylinder is driven by a torsional oscillation about zero mean. Even though we assume the narrow-gap approximation to be valid, we obtain a stability boundary, which better agrees with our experimental results than with previous theoretical results.8
II. BASE FLOW
We consider an incompressible fluid of density p and kinematic viscosity v filling the annulus between two concentric cylinders of radii R r and R2 = R 1 + d where d is the gap width (Fig. 1) . The basic flow is driven by the motion of both cylinders rotating jointly so. that, the angular velocities of the inner and the outer cylinder, respectively a1 and a2 are equal: f12, =a2 = a. It is obvious that if the rotation is uniform and n is constant the flow is stable. This is no longer true if the angular velocity is a time-periodic function Cl(t)=fL,+f& cos (wt) with fl, being the mean velocity, Q,a and o being respectively the amplitude and frequency of the pulsation and t the time. In the following we shall restrict attention to the special case of zero-mean angular velocity n, = 0. The case a,# 0 is analyzedI in connection with the problem of.the influence of Coriolis acceleration on centrifugal instability.'7P'8
The governing equations are the conservation equations for momentum and mass $+wVu=-; VP+vAu, 0 v*u=o.
(2)
In cylindrical-polar coordinates (Y, S,zj the velocity components are u=(u,u,w> in the radial, azimuthal and axial direction, respectively. Instead of the radial coordinate, we shall use the variable x defined such as r = R 1 + dx. We assume that the gap width d is small compared to the radius RI of the inner cylinder and make the small-gap approximation neglecting all terms of order d/R1 in the following. The parameter y which is related to (T by y= m also expresses as the ratio of two lengths y=d/6 where S= J2v/w is the thickness of the Stokes layer. According to the values of u three different regimes can be observed. On each curve, the vertical axis is the azimuthal velocity and the horizontal one is the radial dimensionless coordinate x (x= 0 corresponds to the inner cylinder and X= 1 to the outer).
At low frequencies, when Hl, motion has entirely diffused over the gap during a period of oscillation. This allows for a rigid body rotation tlow as shown in Fig. 2(c) . In this limit, the azimuthal velocity can be expanded in power of ?
In the above expansion the first term which is in phase with the forcing stands for a rigid body rotation characterized by a flat azimuthal velocity profile. If taken alone this term cannot lead to any kind of instability. The second term of order g is out of phase with the forcing and its spatial dependence takes the form of a Poiseuille velocity profile which, if considered independently, is known to be unstable towards Dean centrifugal instability. Assuming that the inviscid Rayleigh stability criterion for centrifugal instabilities remains valid inPhys. Fluids, Vol. 6, No. 11, November 1994 stantaneously, the Rayleigh discriminant which is defined as @= V,(dV,ldx) in the small-gap approximation can be written here as @=f y'(l-2x)sin 2at+0(y4) (84 and instability is predicted to occur when 9<0. At time t such that sin 2crt=O, we need to consider explicitly the term of order r4 in Eq. @a) leading to
Application of the stability criterion shows that two regions inside the gap will be alternately unstable over a period of pulsation (a) x>& when O<tGr/2a or rlcr<t=s3?r/2u, (b) XC& when wl2a-Ct~rla or 3rrf2a<tG2r/(+.
This qualitative picture of the low-frequency behavior will be improved in the next section where more quantitative results will be presented.
At high frequencies, when o&l, the functions V,(x) and V,(x) reduce to
Hence, the fluid motion remains confined in thin layers adjacent to the inner and the outer cylinders as illustrated on Fig. 2 (a) for y=12. Using expressions (9a) and (9b) and their x-derivatives, one can check that at the lower order in y the Rayleigh discriminant takes negative values near x= 0 and positive values near x=1. Thus, according to the Rayleigh criterion, instability will develop essentially in the layer near the inner cylinder and the stability problem becomes similar to those investigated previously in Ref. 7 when the outer cylinder is at rest or in Ref.
13 when a cylinder is oscillating in an infinite fluid.
III. LINEAR STABILITY ANALYSIS
For the linear stability analysis, we assume that the base state is disturbed so that the velocity and pressure fields in the perturbed state are written as the sum of the base flow variables and a small perturbation (104
Wb)
Here we restrict our attention to axisymmetrical perturbations. Substituting these expansions (lOa) and (lob) into Eq. where 4 is the axial wave number. Eliminating the pressure and the axial velocity, the linearized equations governing the behavior of the eigenfunctions i, fi become
where M= ( d2/dx2) -q2. The boundary conditions (lle) now read aii &+z=o at x=0,1.
Before solving Eqs. (13a) and (13b) in the general case, we shall first consider the limiting cases of respectively small and high frequencies.
A. Small-frequency behavior A simplified system of equations can be obtained in the limit o<l if we take into account the lower order term in the asymptotic expansion of V, given in (7) and in the corresponding expansion for its derivative. Furthermore, we introduce the new time variable T= ut so that (13a) and (13b) become MEi=2q2 Ta2 cos rr?! If we set cr=O with Ta2 9=@= 0( 1) and provided that neither cos 7 nor sin r is equal to zero, then (15aj and (15b) reduce to an ordinary differential system (D2-qyii=2q2 w cos ti,
where D = (dldx) and time r appears merely as a parameter. By defining an effective control parameter C such that C=EF cos 7 sin 7 (17) the set of Eqs. (16a) and (16b) with the boundary conditions (14) appears to be an eigenvalue problem for the characteristic value C which is the adjoint of the classical Taylor The negative value of C, which is allowed by the symmetry
corresponds to sin 27(0. The minimum value of @ is reached for sin 27=&l and then the asymptotic behavior of the Taylor number at small frequencies is expected to be Ta,= 193.23 y'-i and qC=3.98.
If either cos r-0 or sin 7=0 Eqs. (16a) and (16b) decouple and higher order terms have to be taken into account in the expansion of V, and DV,. For each of these cases, the limit o-+0 must be taken in association with Ta' y"= A= 0( 1). The differential system (16a) and (16b) is now replaced by
if cos 7=0. Equations (20a) and (20b) are precisely the perturbation equations governing Dean instabilityzO and it follows immediately that the threshold for instability corresponds to R,=46458, q,==3.95 (21) leading to the low-frequency behavior for the critical Taylor number Ta,=215.54 y-'. cm
In the same way, if sin r=O the governing equations are
The above equations are not reminiscent of any known stability problem and they have been solved by standard method2i that yields the following results
X+=201.9 y-2.
To summarize, it has been shown that the governing equations in the low-frequency regime reduce to a differential system for one space variable in which the time appears merely as a parameter. According to the time value three distinct systems have been examined, one of them (16a) and (16b) which describes most parts of the cycle yields the behavior Ta,-y-l while the two other systems (20a) and (20b) and (23a) and (23b) give a different behavior of the type Ta,-y-a. In the three different cases the critical wave number qC remains constant. It must be noticed that the behavior given by expressions (22) or (25) can be recovered by using the approach of energy theoryZ2 (see the Appendix). In the low-frequency limit the instantaneous value of the critical Taylor number is bounded below by expression (19) and above by expression (25). The existence of two distinct asymptotic behaviors illustrates quite well the intricate nature of the low-frequency limit which was already explored by Barenghi and Jones.'r These authors put forward an argument to explain the too large destabilization effect found in some numerical calculations.8 They argue that at low frequency the velocity amplitude falls to very low values during the cycle which are not computed in numerical work having too large a time step. We suspect that the same argument applies to our asymptotic analysis. If the times corresponding either to cos ~0 or sin 7=0 are eliminated the threshold for instability is given by Ta,-y -l. On the contrary if these instants are included in the analysis the threshold is enhanced to Ta,-y-2.
B. Hlgh frequencies behavior
When o-%1 the choice of d as the length scale is not appropriate because the instability is expected to occur in the inner Stokes boundary layer of size S-CT-"'d. Therefore it is convenient to make the change of variables: r= ut, %-O(l). w-3)
In this limit the stability equations (13a) and (13b) have already been solved in Refs. 7 and 13 leading to the result Ta,= 15.28 g'2 and q,=O.864 y. @8)
IV. NUMERICAL APPROACH
The partial differential system (13) has time-periodic coefficients suggesting that Floquet theory can be used to solve the stability equations. 'Iwo different implementations of Floquet theory are encountered in the literature according to the way the space and time behaviors are treated. In the first procedure Galerkin's method is applied to describe the spatial behavior of the solutions which are expanded in a truncated series of orthogonal polynomials. This leads to a set of ordinary differential equations for the time-dependent amplitudes of the spatial modes which is solved by Floquet theory. This method has been employed in Refs. 7 and 8.
An alternative approach was introduced by Seminara and HallI for the stability of a Stokes layer around a circular cylinder oscillating in an infinite fluid. The same approach was used more recently by Murray et a1.l5 to study ,the stability of Couette flow when the inner cylinder is rotated at a constant angular velocity and the outer cylinder is oscillating in time with zero mean rotation. Moreover in Ref. 15 the first approach was also employed and the authors discuss extensively the advantages and disadvantages of the two methods. When applied to the solution of Hill or Mathieu equations, Floquet theory states that a solution q(t) may be represented as
where X(tj is 2rr/c+-periodic function that can be expanded in a Fourier series, p is called the characteristic exponent and exp(2rda) is the Floquet multiplier.23 A generalization of (29) Aouidef et al.
ber whose real part /.I,~ gives the growth rate of the disturbance. The imaginary part pl is determined up to multiples of (T and in the range 0~ ,~r C (+ the values corresponding to real Floquet multipliers are of particular importance: ,uu, =0 corresponding to a synchronous response and pI = o/2 corresponding to subharmonic response. Since our analysis aims at determining the conditions for marginal stability and because only synchronous responses have been observed experimentally we restrict our attention to ,uo = ,LQ = 0. To be consistent with Eq. (30) the base flow is rewritten as
where F(x) = gV,(x) -iv,(x)) and the starred quantity means the complex conjugate. Substituting expressions (30) and (31) into Eqs. (13a) and (13b) we get an infinite set of equations
where D = (dldx). The associated boundary conditions are:
u,=v,=Du,=0 at x=0,1.
In Eqs. (32a) and (32b) the quantities upMl, up and upfl are related to up-t ,up and up+ r . The number of Fourier components involved at a given order can be reduced if the system (32a) and (32b) is rewritten for p = 2n and p = 2n + 1, respectively. Then one can notice that the even modes for u are coupled with the odd modes for u and conversely, leading to two independent systems. Since the two systems are equivalent, we only consider one of them thus we need only to consider positive index in Eq. (30). The total number of modes that are retained in Eqs. (33a) and (33b) where O+zGN depends on the value of the frequency ratio. A minimal set of modes with N=2 has been used in the large frequency limit but this number must be greatly increased for moderate and low frequency number. The system of Eqs. (33a) and (33b) is transformed into a set of first-order ordinary differential equations for the real quantities uo, Duo, (D2-q2)uo, (D2-q2)Duo and the complex 3670 Phys. Fluids, Vol. 6, No. 11, November 1994 quantities u2,,,Du2,,, (D2-qZ)u2n, (D2-qq2)Du2,,, v~,,-~, DvZnyI (1 =~:nsN). The boundary value problem obtained is solved by modifying a method used by many previous authors in the context of hydrodynamic stability theory.21,24 A set of 2 + 6N independent solutions satisfying the boundary conditions at x = 0 is constructed by a Runge-Kutta numerical scheme. A linear combination of these solutions satisfying the boundary conditions at the other extreme x= 1 leads to a homogeneous algebraic system for the coefficients of the combination. A necessary condition for existence of a nontrivial solution is the vanishing of the determinant which defines a characteristic equation of the type y(a,q,Ta)=O.
For assigned values of (+ the neutral curves Ta(q) are obtained and the critical conditions Ta, and qc are determined. The results will be presented in Sec. VI.
V. EXPERIMENT
After our first experimental observation of this instability made on a small moditied Taylor-Couette cell, we designed a special cylindrical cell in order to obtain precise experimental results. This cell is made of an inner black anodized aluminum cylinder having a radius R 1 = 6.92 cm linked with an outer Plexiglas cylinder of radius R2= 7.70 cm, machined with a 0.01 cm tolerance, which gives a gap width d =0.775 cm and a ratio dlR t = 0.11. The radius ratio is q=(R1 lR2)=0.90 and the aspect ratio is r=hld=37.42 where the length of the cylinders is h =29 cm. A scheme of the apparatus is depicted in Fig. 3 .
The experimental cell is driven by a brushless Yaskawa AC Servomotor [ Fig. 3(b) ] in association with a Servopack controller. With this servo drive arrangement, the angular velocity of the motor isdirectly proportional to an AC reference signal given by a function generator. The two experimental parameters, frequency o and amplitude fi, are then easily regulated.
To characterize the flow patterns (Fig. 4) at different Taylor numbers we used water mixed with 2% Kalliroscope and 1% stabilizer as the working fluid. The Kalliroscope particles are materials that align along the fluid flow and reflect light. Bright areas represent flow perpendicular to the observer's line of sight, while dark areas represent flow along the observer's line of sight.
The onset of instability was detected by direct visualization and video visualization and images processing were used for spatiotemporal recording While increasing no, we observed that few isolated transient vortices (which were not filling the entire height of the system) appear and then for a higher amplitude of rotation, a complete pattern of transient vortices are present all along the whole height of the cell. The accuracy in the determination of the critical Taylor number is given by the difference between these two boundary values [cf. error bars in Fig. 6(a) ].
We also observed an odd phenomenon in the y=3 region: the instability pattern is built from the top and the bottom of the cylinder, at each cycle a new vortex appears at the top and bottom until the whole cell is completely tilled by the Taylor vortices. At low frequencies (small value of r) and at the onset of instability a first pattern of transient Taylor vortices appears when n(t,) = 0. By increasing the Taylor number, a second transient pattern of instability, spatially different of the first one, appears when fi(t,) =Cn, .
Experimentally, the critical wave number was measured when the observed pattern is filled with vortices by averaging over many Taylor vortices on a calibrated spatiotemporal record (Fig. 7) .
Besides the detection of the critical parameters, the radial structures of the Taylor vortices are recorded. As explained in Sec. II according to the Rayleigh's stability criterion, in the low or moderate frequency regime two distinct regions inside the gap are alternately unstable over a pulsation. Indeed, when CJ(to)=fio the unstable region is the half gap close to the inner cylinder and when n(t,) = 0 the unstable region is the half gap close to the outer cylinder. Taylor vortices developing in these two unstable regions must be spatially different. In order to demonstrate this effect, we use a transversal laser sheet visualization (Fig. 8) Fig. 9 , spatiotemporal records are reported for ~3.7 (Ta,= 188) in order to follow the pattern evolution versus the Taylor number. For Ta=144 (smaller than the critical value Taa,>, there is no structure: one can observe in Fig. 9(a) 
VI. RESULTS AND DISCUSSION
The critical values of the Taylor number as a function of y have been reported in Fig. 6(a) where comparison between the theoretical and experimental curves Ta,( y) shows a satisfactory agreement. The maximum of instability is found to occur near the value yn= 2 which corresponds to d= 28 meaning that the size of respectively the inner and outer boundary layer reaches its maximum value (equal to half the gap). Increasing the value of y above y. leads to restabilization but a particular feature not accounted for by previous theoretical studies8 occurs near the value y1 = 3 where there is a break in the slope of the curve Ta,( y). Then at still higher values of y the shape of the curve Ta,( y) reproduces quite well the high-frequency behavior predicted in Sec. III. In the opposite range of frequencies, we are limited in our theoretical predictions due to the need for an increasing number of Fourier modes in order to get Ta, with a reasonable accuracy. In practice convergence was assumed when Ta, corresponding to N in the Fourier expansion was within 2% of the one corresponding to N+ 1. As an example, for y=3 it is sufficient to take N=3 while for the lower value considered in our calculations, y=l, it is necessary to take N=lO. Experimental results have been obtained for values of y as far as y=O.41 and the shape of the curve Ta,( y) in the low-frequency limit is well described by the asymptotic law Ta,-y-' in agreement with the upper bound found in Sec. III [see Fig. 6(b) ].
In Fig. 7 are reported the experimental and theoretical values of the critical wave number as a function of y. We added the asymptotic behavior of the critical wave number for high frequencies (qC-y). The experimental and theoretical curves for the wave number yC( y) are in qualitative agreement and both exhibit a minimum about y1=3 which is precisely the value corresponding to the break in the slope of the curve Ta,( y). In the high-frequency regime the wave number increases according to the asymptotic law derived in Sec. III. On the other hand, in the low-frequency regime both the experimental and the theoretical results show a slow increase in the wave number and the asymptotic value expected on the grounds of the quasisteady approximation of Sec. III was not reached.
The shape of the curve TaC( y) can be discussed on the basis of the inviscid Rayleigh discriminant in the small-gap approximation, introduced in Sec. II as @ = Vs(D V,) where Phys. Fluids, Vol. 6, No. 11, November 1994 V, is given in Eq. (5) and D V, =dV,ldx its spatial derivative is put under a similar form DVB = DV1 cos (o-t) f D V, sin (at) with D VI and D V, being respectively the x derivative of VI and V, given in,Eqs. (6a) and (6b). Since --a represents the acceleration of a displaced fluid particle, we are looking for its maximum growth of the instability. We want to focus on the variations of @ with respect to y and thus a special procedure is implemented to eliminate the space and time variations, which consists in two steps. We shall first consider ( The variations of fiV(O, y) are shown in Fig. 10(a) . One can notice that for large values of y it behaves like 3 y while for small values of y it follows a yz behavior. To localize the change between these two behaviors, we have drawn the derivative off(y) in Fig. 10(b) . The constant behavior expected in the high-frequency range is reached for y=8. On the opposite range, after a rapid increase until ~1.5; the function f'(y) decreases to reach a minimum value at y3.5.
After maximizing fiV we draw an attention to ?. The two contributions to v are not maximum for the same value of X. The maximum of VT occurs at the end of the x interval [OJ] with V:(O) = 1. The maximum of Vg which occurs at midgap for moderate values of y is progressively displaced toward x= 0 and x= 1, as y increases and its amplitude is always less than one. Thus v< 6.
This upper bound being independent of y is unable to reproduce the tendency towards the Stokes boundary layer regime characterized by a small velocity amplitude over a large portion of the gap. To keep this effect present in the Rayleigh discriminant we decide ~0 replace v[x, 7) by v(l/2,7) and finally we consider Cp = V( l/2, y)D V( 0, y) . The function ?(1/2,y) is plotted in Fig. 10(c) . it gives a measure of the intensity of the flow as y varies. The variations of VB( l/2, r) and fiV(O, 7) are in the opposite sense and their product 6 exhibits a maximum value for ~2.5 which approximately coincides with the location of the minimum of the curve Ta,( 7) Fig. 10(d) .
ture gradient and because emphasis is put on the large Prandtl number limit. However, a few results are available in Ref. 14 for small Prandtl numbers, in particular for Pr=O.l the value of the critical wave number at a=30 is compatible with our findings.
VII. CONCLUSION
We now discuss our results in light of previous studies describing systems which have common features with our configuration, in particular the same time-periodic driving force, but differ by some-other aspects.
Carmi and Tustaniwskyj' performed calculations with a finite gap size d/R r = 0.44, four times larger than in our experiment. They found critical Taylor numbers much lower than those we have obtained. For instance, maximum destabilization is obtained for y=2 as in our case but for a critical Taylor number Ta,= 30 instead of Ta,= 120 in our calculations. This is surprising since for steady Taylor-Couette flow the finite gap effect is known to rather enhance the threshold for instability."l An explanation of the discrepancy between our results and those of Ref. S is better sought in the direction put forward by Barenghi and Jones" who suggested that large destabilization found in Ref. 8 is due to numerical imperfections.
The purpose of this work was to study the linear stability of a pulsed flow in a Taylor-Couette geometry when the inner and the outer cylinders are rotating at the same angular velocity f&(t) =!&(t) = &, cos (of). The instability is characterized by the appearance of axisymmetric nonpermanent vortices stacked on top of each other in the axial direction. These structures are due to the desequilibrium between the radial pressure gradient and the centrifuga1 forces.
We derived the base flow and, on the basis of an instantaneous Rayleigh criterion, we showed that the extension of the potentially unstable regions in the annular space between the two cylinders depends on the values of the frequency number (7: For low and high values of c~, the fiow is shown to be restabilized and by considerations on the stability equations we deduce the asymptotic behavior of the critical parameters (Taylor number and wave number) according to the values of (T:
In the two-phase system considered in Ref. solved on the basis of the Floquet theory leading to the marginal stability curves Ta,( r) and qc( y) presented in Sec. VI. Furthermore, this paper describes the first experimental observation of the onset of this pulsed instability. The values of Ta, for the onset of instability were in good agreement with the theoretical results describing synchronous responses.
Work is in progress with the aim of studying and characterizing the "pulsed propagative vortices" showed in Fig.  9(c) . 
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APPENDIX: ENERGY THEORY
We first define an inner product between two quantities f(x,z,t) and g(x,.t,t) such that (f,g)= I,ldxl,?dqdz fg.
Then starting with the system of Eqs. (lla)-(llc) we change the scaling on u by the transformation Ta u-+u and form the inner product between the resulting equations and the velocity vector (u, u, w) . After some calculations one can derive the energy identity where E=(u'+u"fw'), (A.34 D=(lvul"+pul"+jvwl") ,
I=2 ( where maxt means the maximum over the space of functions (u, u, w) which satisfy the boundary conditions (lle) and the incompressibility condition (1Od) and maxz means the maximum over a period. The stability criterion (A5) is satisfied provided that 
Hence, the maximum problem (A6) reduces to two special cases:
&=fi maxi(g), &=@max,($).
One can check that the above maximum problems are equivalent respectively to the set of Eqs. (20a) and (20b) and (23a) and (23b). 
