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Advancing Performance of Retail
Recommendation Systems
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Master of Science in Data Science, Southern Methodist University, Dallas TX 75275
USA {jlgipson, lleininger, kitop, bablanchard}@smu.edu
Abstract. This paper presents two recommendation models, one tra-
ditional and one novel, for a retail men’s clothing company. J. Hilburn
is a custom-fit, menswear clothing company headquartered in Dallas,
Texas. J. Hilburn employs stylists across the United States, who engage
directly with customers to assist in selecting clothes that fit their size
and style. J. Hilburn tasked the authors of this paper to leverage data
science techniques to the given data set to provide stylists with more in-
sight into clients’ purchase patterns and increase overall sales. This paper
presents two recommendation systems which provide stylists with auto-
matic predictions about possible clothing interests of their clients. The
first recommendation system is a commonly used content-based collabo-
rative filtering model and serves as the base model to evaluate the second
recommendation system. The second recommendation system is an en-
semble model comprised of separate clustering, KNN, and time series
models that is a novel approach. These models are then fed into a neural
network in order to produce recommendations. These recommendations
for J. Hilburn’s clients will hopefully lead to expanding their customer
base and increasing their revenue as a result of more refined clothing and
style recommendations. This paper describes the process of building two
recommendation systems. Both models are evaluated using AUC as a
metric as well as their potential for scalability. The ensemble model has
a slightly higher AUC, 91% versus 86%. However, the ensemble model is
computationally more extensive resulting in it requiring more resources
to run.
1 Introduction
J. Hilburn is a custom-fit, men’s clothing company which was founded in Dal-
las, Texas, in 2007. It provides a unique shopping experience because customers
may browse clothing choices online and through their catalogs; however, to make
a purchase the customer must work with a personal stylist. These stylists are
responsible for taking accurate measurements of the client as well as serving
as a personal fashion consultant. The stylists o↵er clients guidance in creat-
ing their own individualized wardrobe through customization of the clothing. J.
Hilburn’s main business goal for their stylists is to increase items sold per trans-
action and also increase overall frequency in transactions. J. Hilburn consistently
works towards growing their market share by giving J. Hilburn’s stylists superior
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recommendations to competitively assist their clients in making purchases in a
crowded clothing market.
The goal of this paper is to create a recommendation system that will assist
J. Hilburn stylists in increasing their overall sales. For background, recommen-
dation systems estimate users’ preferences to suggest items users might like to
purchase; these systems are usually classified into three categories: collaborative
filtering, content-based, and hybrid recommender systems [1]. Today recommen-
dation systems are utilized in a variety of areas. Early recommendation system
adopters were Netflix and Pandora, who were pioneers in suggesting movies and
songs for users, respectively. Stitch Fix is often recognized for its innovation
in using data science to produce recommendations within the retail clothing
sphere [2]. While the majority of early recommendation systems made use of
collaborative filtering when building models, today there are far more complex
approaches in the never-ending race to produce increasingly accurate recom-
mendations designed to entice consumers into making additional purchases. The
main contribution of this paper is presenting an open source and novel approach
for building an ensemble recommendation model.
Section II of this paper summarizes prior research which is the foundation
on which the authors based their work. Section III describes the data prepro-
cessing required to build both models. While, Section IV delves further into the
exploratory data analysis required for the models in this paper. Next, Section
V details the design of the Collaborative Filtering base model recommendation
system. After that, Section VI delineates the novel approach ensemble recom-
mendation system. This section is divided into four sections: clustering, KNN
model, time series model, and ensemble model deployment. Section VII defines
the suggested business rules to be layered into both models. Section VIII an-
alyzes the results of both models. Section IX addresses the limitations of the
data used and models built in this paper. Then, Section X proposes possible
future work for the problem outlined in this paper. Section XI outlines ethical
concerns about recommendation systems and how they were addressed in this
paper. Lastly, Section XII concludes this paper.
2 Related Work
Within the past twenty years, online shopping has reinvented the clothing shop-
ping experience. This transformation has driven significant changes in how cloth-
ing retail companies market to their customer base [3]. For most people, it is
now a daily experience to encounter a recommendation system that suggests
purchases, allows items to be easily added to each customer’s shopping cart,
and increases e-commerce’s sales all with just the click of a mouse or tap of a
finger. Guan, Qin, and Ling state that, ”Most existing recommendation systems
predict similar products that users may like from buying/like history based on
data mining technology” [4]. These data mining technology approaches include
many machine learning algorithms and process features such as screen views,
customer clicks, historical purchases, and personal demographics. Recommen-
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dation systems also compare customers with one another. All of these factors
must be considered when building a retail recommendation system, which are
then utilized by companies to increase profits and to help consumers make use-
ful purchases. Simply put, recommendation systems determine the similarity
between individual products and users, in di↵erent combinations, in order to
make purchase suggestions to customers. Therefore, user feedback of purchases
is also very important in building and evaluating recommendation systems. One
study built two recommendation models, one with user feedback as a feature
and one without. The model which utilized user feedback as a factor resulted
in the number of satisfied users being nine times higher than the model with-
out user feedback [5]. Similarity between customers and items is determined
by distances between them which are calculated by di↵erent machine learning
algorithms. Di↵erent metrics to calculate these distances between items or cus-
tomers can be used such as Euclidean distance, Pearson similarity, Manhattan
distance, Minkowski distance, or Cosine similarity. When comparing di↵erent
models which utilized di↵erent distance metrics, a Chinese retail study achieved
higher results using cosine similarity over using Pearson similarity [6].
There are two main types of recommendation systems in use today: collabo-
rative filtering systems and content-based systems [7]. Collaborative filtering has
been widely used for many years because it has high prediction performance [8].
Collaborative filtering models are also considered advantageous because they
have good scalability as users increase and require little computation, which
produces results quickly [9]. However, as recommendation systems continue to
dominate marketing practices across industries, engineers are continually increas-
ing the complexity of their models in an attempt to grow market share for their
businesses by accurate purchase suggestions. For this reason, ensemble models
are gaining traction as they allow for integration of analytical insight attainable
only through multifaceted approaches. Time series and clustering are two mod-
els commonly used when building ensemble recommendation models. Clustering
works to create groups of customers, who have similar interests and attributes,
which assists the recommendation system in making suggestions [8]. K-means
clustering has also greatly improved results over original clustering algorithms,
which had many shortcomings [8]. Including time series models allows for the
model to adapt to sales trends, which might otherwise be overlooked in other
models.
However, creating a novel recommendation system is a challenge because
there is not a universal definition stating what precisely would make it novel [10].
Opinions on what determines novelty di↵er so much that some believe it is
the composition of the model that makes it novel while others believe it is the
evaluation of the model that leads to novelty [10]. There is also not a universally
agreed upon method of evaluating recommendation systems. While accuracy has
long been the preferred method of evaluation, it is now believed that it should
be used in conjunction with other methods, though there is not agreement as to
which methods or how they should be weighted [11].
Additionally, recommendation systems for clothing companies require more
nuance than one for a more general retail environment, like a video-streaming
3
Leininger et al.: Advancing Performance of Retail Recommendation Systems
Published by SMU Scholar, 2020
company. When streaming videos, the videos do not turn over rapidly, instead
they accumulate on top of one another. So, this type of recommendation system
can pull from clearer historical data to make suggestions. Clothing, as a product,
turns over much more rapidly than other items sold. Many clothing stores will
introduce new items and will remove old items multiple times a month. Clothing
recommendation systems also must factor in weather, seasonal spending trends,
and that an identical item will likely not be sold from month to month.
3 Data Preprocessing
The data set used included over 700,000 individual J. Hilburn sales transac-
tion records from about 80,000 unique customers spanning January 2017 to Au-
gust 2019. The information for each transaction is stored in one fact table and
three-dimension tables. The fact table consisted of all transaction-related vari-
ables, including stock keeping units (SKU), order date, first order date, customer
ID, gross sales, gross units, product category, order ID, and item descriptions.
The remaining three-dimension tables consist of general information about their
stylists, customers, and products like location, product price, and color. These
tables are joined together in Python using shared unique identifiers to create
one comprehensive data set.
Before data exploration, the starting population was reduced by defining the
beginning population. The definition used for this paper includes only customers
who had their first transaction during the data collection window. First time
customers within the observation window were flagged if the first order date
column equaled the order date column. This was done to ensure the models only
included customers whose complete life cycle with J. Hilburn is available and
excludes customers with gaps in their purchase history. For example, as part of
the data discovery e↵orts, a cohort analysis may reveal separation in customer
groups based on each customer’s acquisition date. Finding meaningful cohorts
is another way to cluster customers. This decision resulted in a population total
of about 44,000 unique customers, or a 46% reduction in our original data set.
4 Exploratory Data Analysis
Once the beginning population is defined to include first-time customers only,
it was determined how the product category purchase activity was distributed.
The first realization in evaluating the overall sales units was that custom shirts
make up a significant portion, approximately 45%, of J. Hilburn’s overall sales.
This is even more significant as the second most commonly sold item, custom
trousers, only make up approximately 13% of the total items sold. Intuitively,
this is logical for two reasons. One is that custom shirts and trousers are less
expensive than other items, such as suit jackets, making it more a↵ordable to
buy them in larger quantities. Also, it is more likely that a man might wear an
item like a sports coat, belt, or pair of shoes many times while the same man
is less likely to do that with a shirt or pair of trousers. This requires the man
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to purchase more shirts and trousers than other items of clothing. These two
items together make up almost three-fifths of J. Hilburn’s sales, which is vital to
understand given recommendation systems tendency to over recommend popu-
lar items. While recommending commonly sold items results in higher accuracy
evaluation metrics, it does not necessarily indicate a successful recommendation
system. This is because a model that only recommends a few popular items is
a recommendation system which lacks coverage. Coverage is when a recommen-
dation system is successful in recommending a variety of items and not just a
few items. Coverage can result in a sacrifice in overall accuracy, as one study
realized when increasing items recommended from 49 to 695 resulted in a drop in
accuracy from 82% to 68% [12]. Thus, the J. Hilburn models should suggest less
common items that customers would not naturally find on their own in addition
to some of the popular selling items.
Fig. 1: Long Tail Plot of Product Categories
One major challenge for recommendation systems is the di culty associ-
ated with cold start customers or customers who are making a purchase for the
first time. These first-time customers and their lack of interaction data with J.
Hilburn’s brand makes it di cult for the algorithm to make meaningful item pre-
dictions. Conversely, new items that are being sold for the first time also su↵er
from cold start issues given these items do not have enough historical evidence
to recommend items. Alternative engagement measures like clicks, page views,
and time spent on di↵erent product pages can be used to supplement the lack
of historical data points to recommend relevant items to new customers. Other
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techniques like supervised learning methods can also be used to address and
overcome problems associated with cold start customers and items [13]. Access
to the metrics mentioned above is not available in this data set, so an alternative
method was implemented to determine a customer’s interest. This alternative
approach interprets a purchase as a signal of interest for an item. Another char-
acteristic of a recommendation system is it typically relies on a customer to make
several purchases before it can make accurate predictions. The data is explored to
evaluate repeat customers and their subsequent buying patterns. While it would
be ideal to build these recommendation systems solely based on customers who
made at least four separate purchases, that action would significantly diminish
the size of the beginning population. Ultimately, it was determined that striking
a balance between excluding cold start customers and having a reasonably large
data set is ideal, so the final data set includes first-time customers who made at
least two purchases during the data collection time frame. This method results
in eliminating about 40% of unique customers while allowing for more accurate
prediction models. After filtering the initial data set to only include first-time
Fig. 2: Time Series Plot of Product Categories
customers with more than one purchase, the exploratory analysis is conducted.
A long tail plot of J. Hilburn transactions is shown in Figure 1. It shows that
the majority of purchases come from the three categories of custom shirts, cus-
tom trousers, and sport coats. These three product categories represent 72% of
gross units sold with 45% coming from custom shirts alone. The imbalance of
sales data is important to take into consideration when determining the proper
approach to creating train and test splits to evaluate model performance. For ex-
ample, stratification should be considered when trying to maintain proportional
product distribution for splitting the data into test and train splits.
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Understanding trends and purchase patterns by time is also important to
ensure there are not any significant disruptions in the general historical pattern.
Figure 2 shows the units sold by purchase month for the top three Product
Categories. The seasonal trends in the data seem to be reasonably consistent.
Although not shown, the other items follow a similar historical pattern without
significant or unexpected deviations. Understanding this trend informs addi-
tional subsequent split methodologies for creating test and train populations.
5 Collaborative Filtering Model
Collaborative filtering attempts to build a prediction model based on users’ past
behaviors. Although it has many forms, Collaborative Filtering can be reduced
down to two main approaches: memory and model-based.
Fig. 3: Types of collaborative filtering approaches.
Model-based collaborative filtering uses machine learning algorithms to pre-
dict a user’s behavior on unrated items. The model-based approach can be broken
down in two ways, as shown in Figure 3. Memory based collaborative filtering
can be divided into item and user-based filtering. The user’s base collaborative
filtering calculates the closest user or item by using cosine similarity or a Near-
est Neighbor approach. In the Nearest Neighbor approach, the model looks for
clients that have the same rating or buying patterns. That information is used
to calculate a prediction for a subsequent customer. In the item-based approach,
the model compares the relationships between items. For example, if a customer
purchased a pair of trousers, then he typically also purchased a belt to comple-
ment his trousers. Cosine similarity is one way to measure similarity between
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two things. Memory-based models are generally considered the simpler approach
because there is no training or optimization. However, memory-based models ex-
perience performance degradation when dealing with sparse data sets. The base
model in this paper is an item-based collaborative filter model. This model uses
customer purchase data as input and calculates the distance to similar items
using cosine similarity as the distance function.
6 Ensemble Recommendation Model
After building the item-based, collaborative filter base model, a second recom-
mendation system is built with a focus on having a novel approach. This model
consists of individual clustering, K-Nearest Neighbors, and time series models
input into a neural network. The motivation is to see if combining unique and
focused topical models assisted by unsupervised machine learning could outper-
form the collaborative filtering base model recommendation system.
6.1 Clustering
J. Hilburn sells clothing to a wide variety of customers who have diverse purchas-
ing power and clothing needs. Therefore, it is important that customer segments
are defined for each customer as inputs to the novel ensemble model. The data
set does not have many reliable continuous variables to use, so the segmentation
strategy is based on recency, frequency, and monetary values (RFM). This as-
sists the ensemble model in refining customer recommendations to items similar
to those purchased by other users in the same cluster. Every elbow plot had a
natural bend at 3; therefore, three customer clusters were created for recency,
frequency, and monetary values.
The grain of the data is not in the proper format to begin clustering, so
aggregations for each metric are created. First, customer ID and the max order
date are grouped to calculate the number of days since the last purchase for the
recency metric. Once completed, the model is initialized and fit using K-means to
predict cluster values for each customer ID. These steps are separately repeated
for frequency, grouped by customer ID by sum of gross units, and monetary,
grouped by customer ID by sum of gross sales. It should be noted the data was
not standardized before clustering, given each RFM metric was fit separately.
There is no concern of maintaining scale in regard to this approach.
All customers are given an overall score by adding each of their three indi-
vidual recency, frequency, and monetary cluster scores together. Each individual
customer is given an overall score ranging from 0 to 6 based on their RFM
clusters. To create a reproducible solution when segmenting scored customers,
a quantile-based approach is used. This creates three segments defined as low-
value, mid-value and high-value for a more intuitive naming convention. The
summary statistics for each cluster can be found in Table 1 and a visualization
for the frequency clusters can be seen in Figure 4.
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Size Recency(mean) Frequency(mean) Revenue(per
item)
High-value 20,334 191 days 10 226
Mid-value 11,090 480 days 3 217
Low-value 12,602 80 days 2 212
Fig. 4: Scatterplot Visualizing Clusters by Gross Sales and Frequency
6.2 KNN Model
The K-Nearest Neighbor (KNN) model is the portion of the ensemble model that
provides recommendations. The KNN algorithm has many advantages over other
classification algorithms such as producing competitive results, providing more
scalability, yielding lower error rate, and requiring less computational power [14].
While KNN models still su↵er from common recommendation system obstacles
such as cold start and lack of coverage in items [15], this model was still an
essential component to providing recommendations in the ensemble model.
The first step of a KNN model for a recommendation system requires the data
to be held within an array containing both the number of items or categories and
the number of users. This enables the model to utilize linear algebra algorithms
to calculate the cosine similarity between closely related items of clothing. This
model’s method works similarly to the collaborative filtering base model.
6.3 Time Series Model
User preferences and item profiles change drastically over time [16]. When work-
ing with clothing data, seasonality and di↵erent periods of items being sold
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should be considered. For example, a pair of shorts should not be recommended
in the winter months for the customer and so this must be accounted for in the
model. Another paper documented that using a time series model can improve
prediction [17]. In this model, a seasonal Autoregressive Integrated Moving Av-
erage (ARIMA) is used to model the seasonality of product categories using the
item transaction data [18]. Time series factor tables are also incorporated to
determine the appropriate seasonal factor [19]. The resulting seasonal factor is
included as a new feature to input into the ensemble model.
6.4 Ensemble Model and Deployment
Ensemble modeling is a process where multiple modeling algorithms are used in
tandem to predict outcomes. They combine the decisions from multiple models
to improve the overall performance of the system [20]. As long as the base models
are diverse and independent, results should have better accuracy and less error.
The power of ensemble modeling is that it reduces the error rate of predictions
[21]. For this ensemble model, the clustering results and the seasonality of the
time series are added as features into the data set. Then weights from a user-item
collaborative filtering model using KNN and a time series model were used to
create a matrix which was used as the embedding matrix for a neural network.
This leads to a higher accuracy and lower error in the test set. The base and
ensemble models had an AUC of 85% and 91%, respectively.
7 Business Rules
Building a recommendation system that solely takes input and provides output
is not enough to meet the complex needs of a clothing retail company. It is
also necessary to consider the unique intricacies of the data set and design the
model to produce recommendations which align with the business’s goals. These
adjustments to the model are referred to as business rules. Business rules by
definition are the additional code added to the model to address this need and
are commonly used in recommendation system design.
Three business rules were deemed necessary for these two recommendation
systems to best fulfill J. Hilburn’s corporate goals as can be seen in Figure 5. The
first business rule implemented is to remove historical purchases from the list of
recommendations. For example, if the customer has already purchased a specific
blue dress shirt, the exact same shirt will not be listed on his recommendation
list. The second business rule is to eliminate item SKUs that are sold out or out
of season. And the final business rule serves to diversify the recommendation
sort order. J. Hilburn predominately sells shirts and thus any recommendation
system would tend to recommend shirts over other items of clothing. This does
not allow customers to see much variety in recommended items. Therefore, once
a category of clothing has been recommended to a customer the system will skip
over subsequent recommendations of the same category in order to provide more
diversity in products recommended.
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Fig. 5: Business Rules for Recommendation Model
8 Results
For this paper, two recommendation models were generated with the function
of suggesting possible clothing items for J. Hilburn’s customers to purchase.
The first model, a collaborative filter, item-item model serves as a baseline. The
second model is a significantly more complex neural network model composed
of clustering, KNN, and time series models as input. Area under the curve, or
AUC, was used as the metric to evaluate the performance of these models. AUC
reports the measure of separability in the model and a higher AUC indicates a
better performing model.
The base model had an AUC score of 86% and the neural network had an
AUC score of 91%. For recommendation systems these AUC scores are extremely
high; usually, the AUC metric is around one-tenth of these results. The likely
reason behind the high AUC for these two models is that product categories
were predicted instead of individual items or SKU numbers. For example, the
product category of white shirts has many di↵erent permutations after allow-
ing the customer to choose di↵erent collars, buttons, and sleeve options. This
decision was made to increase explainability and transparency for both models.
Either model could be adjusted to accept more specific input, such as a specific
color of item or even a SKU number. However in this paper, utilizing product
categories in the models reduced the number of features in the data set and
thus allowed for unusually high AUC results when measuring the success of the
models’ predictions.
In Figure 6, how the recommendations di↵er for the input of a white shirt
between the two models can be seen. Both models recommend a custom shirt
first. Recommending the majority class is common among recommendation sys-
tems and this model is no di↵erent. Recommending a custom shirt, the item
that makes up a significant portion of J. Hilburn’s sales, is a likely guess for the
model. Such a recommendation would also increase the accuracy of the model’s
predictions. Both models also predict pocket squares and a type of pants. These
items are likely similar in cosine similarity to a shirt because they would be
bought in tandem to complete an outfit. Thus, it is clear that the models per-
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form similarly in regard to output, just in a slightly di↵erent order. The vision
for a deployment strategy for both models is outlined in Figure 7. This model
illustrates that the extensive preprocessing and machine learning to create the
models in this paper should be deployed so that all customer recommendations
are provided to the stylist via a mobile device for easy use.
Fig. 6: Model Results based on White Shirt
Fig. 7: Deployment Vision
While the AUC results for both models in this paper were significantly in-
flated over expected results due to the structure of the models, the neural net-
work model did achieve the higher AUC result over the base model. However,
there are still shortcomings to the neural network approach despite its slightly
better AUC performance. The novel, ensemble model is di cult to explain to
stakeholders due to the neural network component functioning as a black box.
Inputting multiple models into a neural network is also much more computa-
tionally extensive than the base model, which lacked this complexity. The novel
approach also required significantly more prepossessing and algorithmic gen-
eration, such as clustering and time series, before being input into the neural
network. The item-item, base model is more easily explained because it utilizes a
12
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simple collaborative filtering algorithm. The data preprocessing required for the
base model is also simpler and more easily understood. Since there is a trade-
o↵ between the resources required and the performance outcome, there is not a
perceptible recommendation between the collaborative filter base model and the
novel approach of the ensemble neural network model.
9 Limitations
Working with real life data comes with inherent limitations. The data used in
this project was collected by J. Hilburn over the course of three years. Because
the data was not collected specifically to build a recommendation system, it did
not include some features which are commonly used for building recommenda-
tion systems. For example, many recommendation systems rely on users to like
items, which is a key component in the output of other items a user may like,
and this data set did not include that information. The alternative approach
used to address this was to interpret a purchase as a like. This results in the
recommendation systems created being classified as item-item recommendation
systems.
There are also shortcomings with ensemble models, especially if they include
a neural network. These issues include interpretability, data requirements, and
hyperparameter tuning. Despite the successful results of ensemble models, it is
di cult to understand what is going on within the neural network piece of the
model. It is also challenging to explain to stakeholders why the model chooses
the interactions and relationships it does. For most models to have successful
operation and deployment, the person using it must understand the input and
output to know if the model is working properly or not. This deficit in explainable
recommendations results in these models not being deployed in the real world
[22]. At the time of publishing, it was not yet determined whether or not J.
Hilburn will implement the deployment of either recommendation system.
10 Future Work
Since the base model and ensemble models perform comparably, it defaults to
J. Hilburn to choose whether they prefer a simpler, explainable model, or a less
explainable but slightly more accurate model. J. Hilburn should then perform
A/B testing with their stylists to determine if the recommendation system does
in fact increase sales, either in recency between sales or in items sold per sale.
This method is the approach most frequently taken by retail companies to eval-
uate recommendation systems and is most appropriate in this case even though
the authors of this paper were not able to do so because they did not have the
ability to deploy either model. Another approach to consider would be to com-
pletely remove shirts from the recommendation system results. Ultimately, the
goal is to help a customer find items he would not normally find on his own. Shirt
transactions make up almost 50% of J. Hilburn’s portfolio, so removing shirts
from the output would increase the prominence of other items. Also, the models
13
Leininger et al.: Advancing Performance of Retail Recommendation Systems
Published by SMU Scholar, 2020
in this paper produce recommendations of product category. This decision was
made to enable a clean and clear presentation of final product. When this model
is deployed for actual use, it would be important to adjust it to recommend SKU
numbers instead of product category.
J. Hilburn also collects additional data on their customers’ sizing and body
measurements, which was not included in the data set provided to the authors
of this paper. Adding this information would likely further improve the models
as it is reasonable that a man’s size would influence his clothing preferences.
J. Hilburn could also initiate collecting additional data to indicate a customer’s
sentiment such as customer likes, ratings, clicks, or time spent looking at an item.
Data like this is commonly used in building recommendation systems. This data
would also allow for a more accurate model as ratings data is more reliable than
working on the assumption that a purchase indicates satisfaction with the item.
Additionally, the K-means clustering algorithm can su↵er from a lack of
reproducibility. Every time it is executed, the centroid for each cluster is ran-
domly chosen before computing local minimums for each group. In other words,
K-means will create slightly di↵erent clusters every time it is executed. This
issue can be addressed by employing a method that initializes from the same
point every time regardless of how many times K-means is executed [23].
Lastly, recommendation systems learn and improve over time as companies
collect more data. This allows for further testing of the models and for the
engineers to continue to fine tune the recommendation system and continue
to increase performance. The recommendation systems in this paper will also
benefit from continuous oversight, additional data, and frequent updates.
11 Ethics
It is important to consider possible ethical repercussions before building any
data science model. Recommendation systems are known to make customers
wary in many ways, including concerns such as companies hoarding data and
even cell phone applications eavesdropping on conversations [24]. While there are
many examples of recommendation systems overstepping their bounds, perhaps
the most notorious of recommendation system mishaps occurred when Target
accurately diagnosed a teenager’s pregnancy before her own father knew [25].
After this publicity nightmare, companies began to build more subtle and nu-
anced recommendation systems. After all, increasing accuracy of predictions is
not worth scaring o↵ paying customers.
Since consumers already feel uneasy about the personal data corporations
possess, the recommendation systems built in this project were designed to find
a balance between building an accurate recommendation system for J. Hilburn
stylists while still protecting customer data. One way this was accomplished
was to use anonymized data from the very beginning. The data set contained
unique customer identification numbers as a feature but did not have any features
which could be used to personally identify any specific customers. An example
of this anonymity is that while the data set contained city, state, and size for
14
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each individual customer, it did not contain addresses or unique measurements,
such as height and weight. Approaching the recommendation system in this way
respects the confidential relationship between stylists and customers, while also
protecting the customer’s personal data from third parties.
12 Conclusion
In conclusion, there are many possible approaches for companies to increase sales
by providing recommendations to their customers. This paper explored both a
collaborative filtering model as a base model and an ensemble model as a novel
approach. The novel ensemble model slightly outperformed the more traditional
collaborative filtering model when using AUC as a metric. It is possible this
is due to complexity of the di↵erent individual models comprising the ensemble
model and the computational power of the neural network processing it. Though
the novel approach model performed higher, it also required significantly more
time to produce and run. Thus, in the interest of conserving man and computing
power, the Collaborative Filtering base model is a more economical solution to
the problem outlined in this paper. Additionally, both models were only as a
good as the data available. Additional customer transactions and data features
would have likely improved the performance of both models. As J. Hilburn con-
tinues the development and deployment of a retail recommendation system, it
is appropriate to utilize these specific models and to consider adding additional
data features as well as implementing real world testing.
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