Sampling Period Selection of Control Application Connected to FlexRay Bus  by Kumar, P.R. Sunil & Jenkins, Lawrence
 Procedia Computer Science  46 ( 2015 )  1357 – 1364 
Available online at www.sciencedirect.com
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication Technologies (ICICT 2014)
doi: 10.1016/j.procs.2015.02.052 
ScienceDirect
International Conference on Information and Communication Technologies (ICICT 2014) 
Sampling Period Selection of Control Application Connected to 
FlexRay Bus 
P.R. Sunil Kumara,*, Lawrence Jenkinsb 
aDepartment of Electrical Engineering, Government Engineering College, Idukki,Kerala, 685603, India 
bDepartment of Electrical Engineering, Indian Institue of Science, Bangalore, Karnataka,,560012, India 
Abstract 
Flexray is a high speed communication protocol designed for distributive control in automotive control applications.  Control 
performance not only depends on the control algorithm but also on the scheduling constraints in communication.  A balance 
between the control performance and communication constraints must required for the choice of the sampling rates of the control 
loops in a node.  In this paper, an optimum sampling period of control loops to minimize the cost function, satisfying the 
scheduling constraints is obtained.  An algorithm to obtain the delay in service of each task in a node of the control loop in the 
hyper period has been also developed. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication 
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1. Introduction 
 In automobiles sensors, actuators and controllers are spatially distributed.  In order to reduce wires, low cost, 
flexibility, ease diagnosis, maintenance, and high reliability these control components are connected to a shared bus.  
Interconnection of more and more devices requires high bandwidth.  Various network architectures are developed 
for these embedded control applications.  LIN (Local Interconnect Network) and CAN (Controller Area Network) 
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are some of the networks used for automobile applications.  But due to low speed and non deterministic nature of the 
above network, safety critical applications such as Steer-by-wire, Brake-by-wire cannot be scheduled in such a 
network system 1, 2.  Hence a new network system Flexray has developed by a consortium comprising of the major 
car manufacturers in between the years 2000 to 2010. 
Flexray is a high bandwidth protocol for embedded control application and it provides two channels for 
reliability.  Flexray protocol provides static segment for transmission of time critical periodic messages and dynamic 
segment for transmission of sporadic and aperiodic messages 3-5.  Electronic Control Units (ECUs) connected to the 
Flexray consist of different feedback control loop applications.  Selections of the parameters of the Flexray have 
impacts on the temporal behaviour of the applications and control quality provided for each embedded control 
applications. 
Control performance depends on the sampling rate of the control loop.  If the sampling rate is higher, system will 
behave like a continuous time system and the difference between the performance of continuous and discrete time 
system is same.   Then the network induced delay for the lower priority control task becomes higher and sometimes 
it violates the schedulability constraints. When the sampling period becomes lower real time communication 
schedulability constraints will satisfy, but the difference between the control performance of continuous and discrete 
system will vary very much.  So an optimal rate can be found out for an ECU in which different control tasks are 
executing. 
Soheil Samii et.al describes designing of Flexray network parameters for embedded control applications 7. An 
integrated approach of controller design with task scheduling 8 is required in control applications. They develop an 
algorithm that optimize the task frequencies and then task schedule with limited computing resources available. 
Using approximate response time analysis control delay bound is obtained 9. They include control delay in the cost 
function of control algorithm to obtain the optimal period assignment.  Optimal sampling rates of the control loops 
satisfying tasks to meet deadline constraints in WirelessHART network is explained 10.  Stability aspects of a 
network control system with network induced delay and packet drop out are important 11, 12.  A convex programming 
approach can be used for the selection of the task periods with scheduling constraints13, 14. An optimization approach 
for the control design with end to end constraints in a multi resource cyber physical system is described 15.  
In this paper, an optimization approach for the sampling period selection for the minimization of the deviation in 
digital implementation of the control performance from the continuous time case with tasks meeting their deadline 
by scheduling them, both in cyclic scheduling and in AUTOSAR (AUTomotive Open System ARchitecture) 
architecture is described.  An algorithm to find the worst case execution time of periodic tasks occurring in a node is 
also developed.  Paper is organized as follows.  Flexray protocol is described in Section 2.  Problem formulation and 
optimization is described in Section 3.  An algorithm to obtain the worst case execution time of tasks arriving in a 
node is discussed in Section 4. A Case study is explained in Section 5.  Finally, we conclude the paper in Section 6. 
2. FlexRay protocol 
Flexray cycle is the basic element of the protocol operation and which is of fixed duration and periodically 
repeating. Cycle operation of the FlexRay starts from 0 to 63 and then repeats. One Flexray cycle is divided into 
four segments called Static Segment, Dynamic Segment, Symbol Window and Network Idle Time as shown in Fig. 
1.  Message transmission happens in the static and dynamic segments.  Symbol Window (SW) is optional and is 
used for transmitting signals related to the protocol operation, and Network Idle Time (NIT) is used for clock 
synchronization of nodes connected to the Flexray bus.  
Static segment is divided into slots of equal duration called static slots and each slot is dedicated to a fixed node 
(ECU).  Whenever in each FlexRay cycle, dedicated slot to a node comes, if the buffer in the corresponding node 
has messages to transmit, it will transmit otherwise it will send null frames.  Dynamic segment is divided into slots 
of small duration called mini slots.  Priority based transmission of messages happens in this dynamic segment.  if 
higher priority queues have no message to transmit, then it will use only one mini slot, otherwise consumes number 
of mini slots equal to length of the message frames  3-6.            
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Monotonically scheduling these tasks in an assigned static slot.  An optimum frequency can be obtained which 
minimize the deviation in control performance that satisfy the scheduling constraints and end to end delay 
constraints.  Our objective is to minimize 
1
J i i
N
f
i i
i
w e ED 
 
 ¦    (8) 
wi is the weight assigned for each control loop.  Sampling frequencies selected should be greater than fimin. 
min
i if ft    (9) 
Arrange the frequencies in descending order.  fi > fj, then ith task having higher priority than jth task.  At critical 
instant lower priority task arrives with all its higher priority tasks.  At this instant lower priority task k should satisfy 
its deadline constraint.  i.e, number of FlexRay cycles occurring during the lower priority task period should be 
greater than number of tasks occurring in that period. 
1
k
i c
i k k
f f
f f 
ª º « »
d« » « »
« » ¬ ¼
¦    (10) 
Where fc  is the Flexray communication cycle frequency.   The above equation came from the fact that under RM 
scheduling, each lower priority message contends for service with the message instances of higher priority tasks and 
the message instances of tasks with same priority.  In each FlexRay cycle at most one message is serviced in a static 
slot from the queue.  Hence to schedule a lower priority task in a node before its deadline, it has at least one FlexRay 
cycle available to service that task.  Since only one static slot is assigned for a message to service in a cycle, time 
period for FlexRay communication cycle should be less than the period of the message.  i.e, Maximum frequency 
possible for a task is less than fc. 
i cf fd    (11) 
In this control loop, network induced delays are sensor to controller Ĳsc(i) and controller to actuator Ĳca(i).  
Computational and propagation delays of control messages in the nodes are very less.  Major delay is the waiting 
delay of the messages to get the medium due to preemption of lower priority messages.  Sensor to controller tasks is 
periodically executed and the worst case delay that may happen is given in the left side of equation (12).  An 
algorithm to obtain the waiting time of each task arrived in the hyper period is obtained from the algorithm 
described in next section.   For the same control loop sensor node, controller node and actuator node is distributed.  
Ensure that network induced delay Ĳsc(i)+Ĳca(i) = Ĳk(i)  h.  We can create Lagrangian dual function for each node as  
1 1
J ( )
N i
j c
i
i j i i
f fL
f f
O
  
ª º « »
  « » « »
« » ¬ ¼
¦ ¦    (12) 
With all ʄi  0, (ʄi is Lagrangian constant).  Upper bound for the minimum value of the above function is J itself.  
Optimal frequency is obtained by using dynamic programming and satisfies the constraints  
min           1
0,                     1 i N
i i c
i
f f f i N
O
d d  d d
t  d d
   (13) 
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If sampling frequencies required are multiples of fc, we may add an additional constraint below with a as an 
integer number. 
.i cf a f    (14) 
In each control loop we select the minimum of the frequency that is obtained from the sensor node, controller 
node, and actuator node in the above calculation. 
3.1. AUTOSAR Architecture 
AUTOSAR is a standard layered architecture developed by automobile industry to make the software which is 
hardware independent, more modular and more scalable.  AUTOSAR make use of both standard Real Time 
Operating Systems (RTOS) OSEK and OSEKTime.  In this standard also allows slot multiplexing, which is 
different from the RM scheduling that was used in the above section.  In Flexray protocol, cycle is numbered from 0 
to 63, and then repeats.   FlexRay interface to AUTOSAR (FRIF) specifies, pre allocated FlexRay cycles for 
scheduling of message frames.   So each message frame in this architecture is characterized by two parameters, 
which are offset (oM) and repetition rate (rM).  Offset is the FlexRay cycle in which first instance of the message 
frame is transmitted.  First instance of the message frame is transmitted in one of the 64 FlexRay cycles.  Period of 
the message frame is specified by the parameter  rM and which should be 1,2,4,...,64 FlexRay cycles.  i,e, rM ȯ { 2q |0 
 q   6 }  and offset  0  oM   rM. 
So the transmission period of message frames in a static slot is rM* gdCycle m sec.  Where gdCycle is the 
duration of the Flexray cycle (i.e, 1/fc ) 6.  In this architecture, sampling frequencies of the control messages become 
c
i
M
ff
r
    (15)  
These sampling frequencies should be greater than their required minimum sampling frequency. 
min
i if ft    (16) 
Maximum utilization of the static slot allocated to a node becomes 1, when all the FlexRay cycles it has messages 
to transmit.  So utilization of the static slot possible is  
1
1
N
i
i c
fU
f 
 d¦    (17) 
Where ʄ is Lagrangian constant.  Minimization of the deviation in control performance as given in equation (8) 
with scheduling constraints  equations (16) and (17) can be write as Lagrangian dual form as  
J+ (U-1)L O    (18) 
Find the minimum of the frequency obtained from all the nodes in a control loop. 
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4. Algorithm to find queuing time of each task 
Consider the priority queue for each node which is having messages to transmit in a dedicated static slot.  Rate 
monotonic scheduling is used for maintaining the priority queue.  Whenever static slot allocated to a node is 
available in a FlexRay cycle, message from the top of the queue is serviced.  Let the period of arrival of messages in 
a queue be p1, p2, …, pN.  Let the priority queue Q can be considered as multiple queues of Q1, Q2, …, QN with 
priorities higher if subscript i < j with arrival period as the above and service of messages in these queues are 
represented by binary variables S1 ,S2, ..., SN respectively.  Communication cycle length is taken as the GCD 
(Greatest Common Divisor) or integer divisor of GCD of the period of messages.  Then arrival of every message 
happens at the beginning of a FlexRay cycle.   Arrival of message in ith queue Qi happens in nth Flexray cycle is 
represented by an indicator variable Ii and arrival happens when Ii {n  %  p1 = 0 }. Then the queue evolution 
equation in (n+1)th cycle is represented by 
( 1) ( ) ( ) { % 0}i i i i iQ n Q n S n I n p        (19) 
If  Qi has an arrival in nth FlexRay cycle, then the indicator variable takes value 1, otherwise take value 0 and if it 
has a service in nth FlexRay cycle Si(n) takes value 1, otherwise take value 0.  If the first queue, Q1 has messages to 
transmit in nth Flexray cycle, then transmission of lower priority queues will not be happened in nth FlexRay cycle.  
Transmission of any lower priority queue will happens in nth cycle, if any of the higher priority queues will not have 
messages in nth Flexray cycle.    
Consider the indicator variable Xi to represent the non emptiness of the state of ith queue at the beginning of any 
Flexray cycle and another indicator variable Yi to represent the service state of the queue in any Flexray cycle.  Then 
the service of first and second queue is written as follows 
1 1 1
2 1 1 2 2
( ) { ( ) 0}
( ) { ( ) 0}. { ( ) 0}
S n X Q n
S n Y S n X Q n
 !
  !
   (20) 
Indicator variables take value 1, if the condition is true otherwise it will take value 0.  Binary variable S1(n) has 
value 1 or 0 depends on the value of indicator variable.  In queue Q, second element in the queue will get service 
after first element is serviced.  That means Q1 =0 and Q2 >0 in a FlexRay cycle.  Indicator variable Y1 takes value 1, 
when first queue does not get service, and X2 takes value 1 when Q2 is non empty.  Binary variable S2(n) takes value 
1, when both indicator variables are having values 1.   
The service of an element in a queue in any FlexRay cycle is obtained in an iterative manner described above.   
Construct an arrival matrix and service matrix with size L x N, where L is the number of cycles occurring in the 
hyper period of the periodic tasks.  From the arrival time and service time of each message that occurring in the 
hyper period; execution time of each message in the hyper period is calculated.  From this obtain the worst case 
execution time of messages.  In a control loop worst case delay happens when worst case delay occurs in sensor 
node, controller node and actuator node.  We know that this worst case delay should be less than the sampling 
period. 
5. Case studies 
Consider an example of four bubble control system with different physical dimensions is installed on an 
underwater vehicle to control the depth and the orientation of the vehicle.  For these control system various data are 
given in the Table 1. By using the minimum frequency required for the control system of different plants and using 
the constraint given in equation(11), minimum frequency required for the Flexray communication cycle is obtained. 
Take Flexray communication cycle frequency as 200 Hz.  By using Rate monotonic scheduling priorities of 
control tasks are scheduled.  In dynamic programming arrange the frequencies with respect to their priorities.  
Optimum frequency obtained for the control tasks B1, B2, B3, B4 by solving equation (12) with constraint given in 
equation (13) are 100,25,49,25 respectively.  We include the constraint given in equation (14) optimal frequency 
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obtained becomes 100,25,50,25 respectively. 
By using AUTOSAR architecture and using the same Flexray communication cycle frequency optimal frequency 
obtained for the control tasks B1, B2, B3, B4 become 100,25,50,25 respectively. By taking the Flexray 
communication cycle frequency as 250 Hz, optimal frequency obtained for the control tasks B1, B2, B3, B4 become 
100, 50, 50 and 50 respectively. 
Table 1. Example Set. 
System Įi ȕi Wi fimin 
B1 1 0.3 1 100 
B2 1 0.4 2 25 
B3 1 0.5 3 20 
B4 1 0.6 4 10 
 
    
6. Conclusion 
Control design is primarily based on continuous time model of the system.  Set of tasks resulting from the design 
may not be schedulable due to limited bandwidth in communication.  Even if the given set of tasks is schedulable, 
the resulting control performance may not be optimal.  So in a networked control system an integrated approach of 
control system design with scheduling constraints is required.  In this paper we obtained an optimal control 
performance with maximum utilization of communication resources.  An algorithm to find the worst case execution 
time of periodic control tasks arriving in a node is also developed. 
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