Estimation et détection en milieu non-homogène, application au traitement spatio-temporel adaptatif by Bidon, Stéphanie
THÈSE
En vue de l'obtention du
DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE
Délivré par l'Institut National Polytechnique de Toulouse
Discipline ou spécialité : Signal, Image, Acoustique et Optimisation
JURY
M. LOUBATON Philippe Université Marne la Vallée Président/Rapporteur
M. FORSTER Philippe Université Paris X Rapporteur
M. FARINA Alfonso SELEX Sistemi Integrati Examinateur
M. LE CHEVALIER François THALES Examinateur
M. MILIN Jean-Luc DGA Examinateur
M. BESSON Olivier ISAE Co-directeur de Thèse
M. TOURNERET Jean-Yves ENSEEIHT Directeur de Thèse
Ecole doctorale : Mathématiques Informatique Télécommunications de Toulouse
Unité de recherche : IRIT (UMR 5505), ISAE/DEOS/SCAN
Directeur de Thèse : Jean-Yves Tourneret
Co-directeur de Thèse : Olivier Besson
Présentée et soutenue par Stéphanie Bidon
Le 14 octobre 2008
Titre : ESTIMATION ET DÉTECTION EN MILIEU NON-HOMOGÈNE,
 APPLICATION AU TRAITEMENT SPATIO-TEMPOREL ADAPTATIF

Remerciements
La thèse s’est déroulée principalement au Département Avionique et Systèmes de l’ENSICA
(devenue depuis ISAE). Elle a été financée par la Délégation Générale pour l’Armement et par
le partenaire industriel Thalès Systèmes Aéroportés. Mais, ces trois dernières années passées se
caractérisent avant tout par les personnes qui m’ont encadrée et que j’ai eu l’occasion de rencon-
trer lors de divers déplacements.
Ainsi, parmi les personnes qu’il me tient à coeur de remercier vient en premier lieu mon
co-directeur de thèse Olivier Besson. Après m’avoir encadrée lors d’un court stage d’été au DAS,
l’idée de faire une thèse a vu naturellement le jour. Le stage annonçait sans conteste la qualité de
l’encadrement dont il a fait preuve pendant la thèse. Les résultats des travaux doivent beaucoup
à ses compétences techniques, sa rigueur et sa disponibilité.
À cet égard, il me faut aussi remercier mon directeur de thèse Jean-Yves Tourneret, qui a
fortement contribué aux travaux en apportant sa touche Bayésienne. Il a été également d’un
grand soutien en conférence en particulier devant le redoutable Yuri. J’en profite pour saluer
les doctorants de l’IRIT que j’ai pu retrouver dans plusieurs conférences. Merci aussi à Nicolas
Dobigeon pour ses réponses à quelques unes de mes interrogations Bayésiennes.
J’adresse également mes remerciements aux membres du jury. Merci à Philippe Loubaton
pour avoir présidé et rapporté cette thèse. Merci à Philippe Forster pour l’avoir rapportée. Merci
également à Jean-Luc Milin et à François Le Chevalier pour l’avoir examinée. Enfin, je tiens
à adresser ma grande reconnaissance à Alfonso Farina, radariste de renom, qui a accepté de
participer au jury. Thank you Alfonso for your kindness. Hope we’ll see you again in Toulouse.
N’oublions pas de remercier non plus Michel Sarran et ses deux étoiles sans qui cette journée de
soutenance n’aurait pas été ce qu’elle a été.
À ce stade, je tiens à saluer l’équipe de Thalès Systèmes Aéroportés et en particulier Marc
Montécot, Cyrille Enderli, Jean-Yves Delabbaye, et François Le Chevalier avec qui j’ai pu faire de
nombreux “points STAP” lors de mes déplacements à Élancourt. Leurs connaissances sur le radar
a été d’un grand enrichissement. Merci également à Laurent Savy qui m’a permis d’effectuer mon
premier séjour parisien.
Au cours de ces trois dernières années, il y a eu également quelques moments difficiles. Les
collègues du DAS ont su de par leur gentillesse me témoigner leur soutien. Je leur en suis re-
connaissante. À cet effet, un grand merci à Claude Nouals pour m’avoir accueillie dans son
département. Une pensée aussi aux amis de Toulouse, d’Allemagne et d’ailleurs. Comme promis
un remerciement spécial à “Aurély dico d’or” à qui j’ai osé faire relire les deux premiers chapitres
du manuscript.
Enfin, j’adresse une dernière pensée à mes parents, qui m’ont soutenue, et à qui j’ai dû donner
quelques cheveux blancs pendant la rédaction du mémoire.
Stéphanie
iv


Table des matières
Introduction 1
1 État de l’art 5
1.1 Le domaine d’application : les traitements STAP . . . . . . . . . . . . . . . . . . 6
1.1.1 Notations STAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1.1 La forme d’onde . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1.2 L’antenne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1.3 La plate-forme et la configuration géométrique . . . . . . . . . . 6
1.1.1.4 Le cube de données . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1.5 Réponse du réseau . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Modèle des signaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.2.1 La cible . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.2.2 Le bruit thermique . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.2.3 Le fouillis de sol . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.3 Enjeu de la détection pour un processeur STAP . . . . . . . . . . . . . . . 12
1.1.3.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.3.2 Outils de mesures de performance . . . . . . . . . . . . . . . . . 13
1.2 Estimation et détection en milieu homogène . . . . . . . . . . . . . . . . . . . . . 14
1.2.1 Test d’hypothèse binaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.1.1 Cas général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.1.2 Cas d’un milieu homogène . . . . . . . . . . . . . . . . . . . . . 15
1.2.2 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3 Détection adaptative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3.1 Le GLRT de Kelly . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3.2 L’AMF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Environnement réel et hétérogénéité . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.1 Limite du modèle homogène sur données réelles . . . . . . . . . . . . . . . 16
1.3.2 Modèles d’hétérogénéité . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.2.1 Hétérogénéité de réflexion du sol . . . . . . . . . . . . . . . . . . 17
1.3.2.2 Variation du lieu du fouillis en distance . . . . . . . . . . . . . . 18
1.3.2.3 Présence de cibles dans les données secondaires ou dans la donnée
primaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.2.4 Cas général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4 Estimation et détection en milieu hétérogène . . . . . . . . . . . . . . . . . . . . 20
1.4.1 Algorithmes à domaine d’entraînement réduit . . . . . . . . . . . . . . . . 20
1.4.1.1 Algorithmes à dimension réduite . . . . . . . . . . . . . . . . . . 20
1.4.1.2 Algorithmes à rang réduit . . . . . . . . . . . . . . . . . . . . . . 21
Table des matières
1.4.1.3 Diagonal loading . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.1.4 Interférences structurées . . . . . . . . . . . . . . . . . . . . . . . 22
1.4.2 Sélection des données secondaires . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.2.1 Méthodes non adaptatives . . . . . . . . . . . . . . . . . . . . . . 24
1.4.2.2 Méthodes adaptatives . . . . . . . . . . . . . . . . . . . . . . . . 24
1.4.3 Modèle d’hétérogénéité intégré dans le schéma de détection . . . . . . . . 25
1.4.3.1 Prise en compte de la variation de puissance . . . . . . . . . . . 25
1.4.3.2 Prise en compte des variations du lieu fouillis . . . . . . . . . . . 26
1.4.4 Introduction de données a priori, KA . . . . . . . . . . . . . . . . . . . . . 27
1.5 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2 Modèle d’environnement hétérogène Bayésien 31
2.1 Spécifications du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.1 Hétérogénéité et information a priori . . . . . . . . . . . . . . . . . . . . . 32
2.1.2 Approche Bayésienne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 La donnée primaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.1 Le vecteur d’observation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 La matrice de covariance primaire . . . . . . . . . . . . . . . . . . . . . . 33
2.2.2.1 Choix de la loi a priori . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.2.2 Interprétation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Les données secondaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1 Cas particulier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1.1 Les vecteurs d’observation . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1.2 La matrice de covariance . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Cas général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 Estimation en milieu hétérogène Bayésien 37
3.1 Estimation de la matrice de covariance primaire (cas particulier) . . . . . . . . . 38
3.1.1 Densité a posteriori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.2 Estimateur MAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.2.1 Expression de l’estimateur . . . . . . . . . . . . . . . . . . . . . 39
3.1.2.2 Interprétation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.3 Estimateur MMSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.3.1 Définition et stratégie de calcul . . . . . . . . . . . . . . . . . . . 40
3.1.3.2 Échantillonneur de Gibbs en deux étapes . . . . . . . . . . . . . 41
3.2 Estimation de la matrice de covariance primaire (cas général) . . . . . . . . . . . 42
3.2.1 Estimateur MMSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Estimateurs de type WSCM . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.2.1 Estimateurs WSCM . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.2.2 Estimateurs WSCM avec DL ou CL . . . . . . . . . . . . . . . . 47
3.2.2.3 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Estimation sans connaissance a priori . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 Expression de la log-vraisemblance . . . . . . . . . . . . . . . . . . . . . . 49
3.3.2 Estimateur MLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Bornes pour l’estimation de la matrice de covariance primaire . . . . . . . . . . . 51
3.4.1 Borne de Cramér-Rao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1.1 Expression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
viii
Table des matières
3.4.1.2 Interprétation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.2 Borne Bayésienne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 Résultats numériques sur données synthétiques . . . . . . . . . . . . . . . . . . . 54
3.5.1 Bilan des estimateurs étudiés . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.2 Scénarios d’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5.3 Étude des estimateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5.3.1 Estimateurs de type WSCM . . . . . . . . . . . . . . . . . . . . 56
3.5.3.2 Estimateur MLE . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.3.3 Estimateurs MMSE . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.3.4 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.5.4 Comparaison des estimateurs . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.5.4.1 Cas particulier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5.4.2 Cas général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5.4.3 Étude de robustesse . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5.5 Bornes pour l’estimation de la matrice de covariance primaire . . . . . . . 70
3.5.5.1 Borne de Cramér-Rao . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5.5.2 Borne Bayésienne . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4 Détection en milieu hétérogène Bayésien 75
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.1.1 De l’estimation à la détection . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.1.2 Cadre de l’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 GLRT approché . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Problème de calcul du GLRT . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.2 Expression d’une version approchée du GLRT . . . . . . . . . . . . . . . . 78
4.2.3 Mise en oeuvre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 GLRT en deux étapes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.2 Expression générique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Résultats numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.1 Calcul des probabilités de fausse alarme et de détection . . . . . . . . . . 80
4.4.2 Scénario d’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.3 Comparaison des détecteurs . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5 Caractérisation d’un milieu hétérogène Bayésien 87
5.1 Robustification du modèle de données . . . . . . . . . . . . . . . . . . . . . . . . 88
5.1.1 Pourquoi estimer les hyperparamètres ? . . . . . . . . . . . . . . . . . . . . 88
5.1.2 Lois a priori des hyperparamètres . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Estimation MMSE conjointe de la matrice de covariance primaire et des hyperpa-
ramètres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.1 Formulation du problème d’estimation . . . . . . . . . . . . . . . . . . . . 89
5.2.2 Échantillonneur de Gibbs hybride . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.2.2 Étapes de Gibbs . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.2.3 Étapes de Metropolis-Hastings . . . . . . . . . . . . . . . . . . . 92
5.3 Résultats numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
ix
Table des matières
5.3.1 Données synthétiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.1.1 Choix des bornes supérieures des hyperparamètres . . . . . . . . 96
5.3.1.2 Convergence de l’échantillonneur de Gibbs hybride . . . . . . . . 96
5.3.1.3 Loi a posteriori . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.1.4 Estimation MMSE . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.2 Données synthétiques STAP . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.2.1 Scénario STAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3.2.2 Algorithme post-Doppler EFA . . . . . . . . . . . . . . . . . . . 102
5.3.2.3 Performances des estimateurs . . . . . . . . . . . . . . . . . . . . 103
5.4 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Conclusion 109
Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
Annexes 113
A Notations 114
A.1 Radar et STAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.2 Opérateur mathématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.3 Statistique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
A.4 Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
B Acronymes 116
C Distributions de probabilité 118
C.1 Loi normale complexe multivariée . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
C.2 Loi gamma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
C.3 Loi de Wishart complexe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
C.4 Loi de Wishart inverse complexe . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
D Démonstrations mathématiques 120
D.1 Estimateur MAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
D.2 Estimateur WSCM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
D.3 Estimateurs WSCM avec diagonal loading . . . . . . . . . . . . . . . . . . . . . . 125
D.4 Estimateurs WSCM avec colored loading . . . . . . . . . . . . . . . . . . . . . . . 126
D.5 Bornes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
D.5.1 Bornes de Crámer-Rao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
D.5.2 Bornes Bayésiennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Bibliographie 131
Liste des publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Autres références . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
x
Table des figures
1.1 Paramètres géométriques : système de coordonnées, angles d’azimuth et d’éléva-
tion, définition de l’angle ϕa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Représentation de l’échantillonnage temporel sur la voie spatiale numéro n ∈
1, . . . , N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Représentation du cube de données pour un intervalle de traitement cohérent. . . 8
1.4 Courbes iso-Doppler sur un sol plan et une PRF constante. . . . . . . . . . . . . 9
1.5 Courbes des iso-fréquences spatiales sur un sol plan pour une ULA. . . . . . . . . 10
1.6 Représentation des sources de fouillis pour un sol plan et une seule ambiguïté
distance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.7 Représentation du lieu du fouillis dans l’espace angle-Doppler pour une antenne
ULA en visée latérale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.8 Représentation du lieu du fouillis dans l’espace angle-Doppler pour une antenne
ULA en visée frontale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Comparaison des MSE empirique et théorique pour l’estimateur WSCM-CL. Scé-
nario B – µ = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Valeurs des poids pour les estimateurs WSCM. . . . . . . . . . . . . . . . . . . . 58
3.3 Valeur du poids de surcharge w0 pour les estimateurs WSCM avec DL et CL.
Scénario D : ν1 = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 Convergence de la procédure itérative pour l’estimée MLE. Scénario B : ν1 = 10,
µ = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Influence du nombre d’itérations d’intérêt Nr et de la période de chauffage Nbi
sur la convergence de l’échantillonneur de Gibbs. . . . . . . . . . . . . . . . . . . 61
3.6 Facteur d’échelle multivarié relatif au paramètre Mp. Scénario B. . . . . . . . . . 62
3.7 Loi empirique a posteriori pour l’élément (1,1) du paramètreMp de l’échantillon-
neur de Gibbs. Scénario B – ν1 = 10, µ = 10, Nbi = 20. . . . . . . . . . . . . . . . 63
3.8 Performance des différents estimateurs de la matrice de covarianceMp en fonction
du degré d’hétérogénéité ν. Scénario A. . . . . . . . . . . . . . . . . . . . . . . . . 65
3.9 Performance des différents estimateurs de la matrice de covarianceMp en fonction
du degré d’hétérogénéité ν1. Scénario B. . . . . . . . . . . . . . . . . . . . . . . . 66
3.10 Performance des différents estimateurs de la matrice de covarianceMp en fonction
du degré d’hétérogénéité ν1. Scénario C. . . . . . . . . . . . . . . . . . . . . . . . 67
3.11 Performance des différents estimateurs de la matrice de covarianceMp en fonction
du degré d’hétérogénéité ν1. Scénario D. . . . . . . . . . . . . . . . . . . . . . . . 68
3.12 Robustesse des estimateurs de Mp dans le cas d’incertitudes sur le degré d’hété-
rogénéité ν1. Scénario B : µ = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.13 Robustesse des estimateurs de Mp dans le cas d’incertitudes sur M¯p. Scénario
B : µ = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Table des figures
3.14 Borne de Cramér-Rao en fonction du nombre de données secondaires . . . . . . . 71
3.15 CRB et erreur quadratique moyenne de l’estimateur MLE. . . . . . . . . . . . . . 72
3.16 Borne Bayésienne et erreur quadratique moyenne de l’estimateur MMSE en fonc-
tion du degré de connaissance a priori µ – K = 20, ν = 20. . . . . . . . . . . . . 73
4.1 Probabilité de détection en fonction du SNR. Scénario A : ν = 10, L = 24. . . . . 83
4.2 Probabilité de détection en fonction du SNR. Scénario A : ν = 24, L = 24. . . . . 84
5.1 Loi conditionnelle a posteriori théorique de ν|Mp,M s, µ,Z. Scénario A : µ = 10. 94
5.2 Loi conditionnelle a posteriori théorique de µ|Mp,M s, ν,Z. Scénario A : ν = 10. 95
5.3 Racine carrée du facteur d’échelle pour ν, µ et Mp. . . . . . . . . . . . . . . . . . 98
5.4 Densité empirique a posteriori de ν, µ et Mp(1, 1). . . . . . . . . . . . . . . . . . 99
5.5 Performance des estimateurs MMSE et SCM en fonction du degré d’hétérogénéité
ν. Scénario A : µ = 20. νmin = 9, νmax = 40, µmin = 8, µmax = 40. . . . . . . . . 100
5.6 Pertes en SINR optimal en fonction de la fréquence Doppler. . . . . . . . . . . . . 101
5.7 Représentation schématique de l’algorithme EFA . . . . . . . . . . . . . . . . . . 103
5.8 Performances d’estimation pour les paramètres Mp, ν et µ. . . . . . . . . . . . . 106
5.9 Performances d’estimation pour les paramètres Mp, ν et µ. Changement de ma-
trice a priori. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
xii
Liste des tableaux
3.1 Liste des estimateurs étudiés. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Scénarios d’étude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Réglage des paramètres des algorithmes pour l’estimation de Mp. . . . . . . . . . 62
3.4 Valeur de la MSE de la matrice erronée M¯ ′p en fonction du degré de liberté q. . . 70
4.1 Liste des détecteurs étudiés. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1 Paramètres du scénario STAP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Liste des Algorithmes
1 Échantillonneur de Gibbs en deux étapes. . . . . . . . . . . . . . . . . . . . . . . . 43
2 Échantillonneur de Gibbs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Procédé itératif pour le calcul de M̂
mle
p . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 Échantillonneur de Gibbs hybride. . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Introduction
Contexte et problématique de la thèse
En radar, un des objectifs de la chaîne de traitement du signal est d’informer l’utilisateur sur
la présence ou l’absence de cibles dans la scène observée. Le traitement doit permettre l’extrac-
tion du signal d’intérêt – la cible – noyé dans du bruit. Celui-ci est composé principalement du
bruit thermique du récepteur, d’éventuels brouilleurs et d’échos d’obstacles autres que la cible.
Ces échos indésirables sont appelés fouillis et proviennent essentiellement du sol.
Pour un radar aéroporté, le fouillis de sol est étalé en angle et également en Doppler du fait
du mouvement de la plate-forme [148]. Autrement dit, les contributions du fouillis sont corrélées
temporellement d’impulsion à impulsion et spatialement entre capteurs. Pour extraire la cible
et conserver de bonnes performances en détection, un filtrage dans le domaine spatio-temporel
s’avère ainsi nécessaire. Jusqu’il y a quelques années peu envisageable, un tel filtrage s’avère dé-
sormais possible grâce à l’introduction récente d’antennes numériques et en particulier d’antennes
actives à balayage électronique (AESA, Active Electronically Scanned Arrays) [89, Chapitres 25–
26], [52]. L’enjeu majeur du filtrage réside alors dans la connaissance des interférences présentes
dans la case distance sous test. Celles-ci ne pouvant être connues exactement a priori, elles sont
estimées en vol à partir du signal reçu sur un ensemble de portes distance formant le domaine
d’entraînement. On parle alors de traitement spatio-temporel adaptatif ou STAP (Space-Time
Adaptive Processing).
De manière générale, les traitements STAP réfèrent à l’ensemble des traitements adaptatifs
appliqués à des signaux reçus sur un réseau d’antennes et échantillonnés dans le temps sur un
intervalle de traitement cohérent (CPI, Coherent Processing Interval).
Les améliorations offertes potentiellement par le STAP sont nombreuses. On compte parmi
elles la possibilité de détecter des cibles à faible vitesse en compétition avec le lobe principal du
fouillis, mais aussi la possibilité de détecter des cibles en compétition avec de forts lobes secon-
daires (par exemple pour un scénario fortement ambigu en distance). Le STAP connaît ainsi un
engouement certain depuis quelques années comme l’attestent les nombreux articles et ouvrages
de référence [27, 148, 81, 108, 68] relatifs à ce sujet.
En revanche, si les performances annoncées dans le cas clairvoyant – cas où les interférences
sont supposées connues – sont prometteuses, la mise en oeuvre pratique se heurte à un problème
majeur : l’estimation des interférences en environnement réel.
Les premiers algorithmes adaptatifs d’estimation et de détection radar proposés reposent,
en effet, sur l’hypothèse d’un milieu idéal homogène [123, 78, 130], où les données observées
sur chaque case distance sont supposées indépendantes et identiquement distribuées. Ceci est
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communément appelé hypothèse iid (Independent and Identically Distributed).
Malheureusement, les effets du monde réel viennent corrompre l’hypothèse iid et conduisent
à un environnement non-homogène dans lequel les données ne partagent plus la même matrice de
covariance du fouillis. Les performances des détecteurs classiques, supposant un milieu homogène,
peuvent être alors fortement dégradées [99, 50].
Les causes d’hétérogénéité sont vastes : non-homogénéités de réflexion du sol, présence de
cibles secondaires dans les données d’entraînement ou dans la cellule sous test, variation en
distance des fréquences angle-Doppler occupées par le fouillis (on parle de fouillis non-stationnaire
dans ce cas). De nombreux travaux ont été introduits afin de modéliser ces divers phénomènes
[112, 13, 106, 94, 29, 81, 124, 102]. Si ces travaux permettent de quantifier de manière isolée les
pertes causées par chaque type d’hétérogénéité, ils ne permettent pas, en revanche, de diminuer
celles-ci. D’autres stratégies ont été proposées pour atteindre ce but.
Une première technique consiste à utiliser des algorithmes utilisant un domaine d’entraî-
nement réduit. Le but est de diminuer la présence de phénomènes corrompant l’hypothèse
iid. On compte parmi ces techniques le diagonal loading, les algorithmes à dimension réduite
[148, 81, 47, 146], les algorithmes à rang réduit [80, 70, 18, 64, 65, 35], et les algorithmes impo-
sant une structure sur les interférences [17, 55, 120, 131]. L’inconvénient majeur de ces méthodes
est qu’elles ne luttent pas directement contre l’hétérogénéité. Dans certains cas, diminuer la taille
du domaine d’entraînement mène à l’effet inverse recherché : par exemple la présence de cibles
dans le domaine d’entraînement peut s’avérer d’autant plus néfaste que l’intervalle d’entraîne-
ment est petit [95].
Une autre stratégie est basée sur la sélection des données secondaires. L’objectif est d’éliminer
du domaine d’entraînement les cellules qui vont nuire potentiellement à la qualité du filtrage.
Des techniques de sélection non-adaptative puis adaptative ont été proposées. Les critères de
sélection sont basés sur des considérations de puissance [121], de puissance et de phase [83],
ou utilisent des métriques plus complexes constituant les détecteurs de non-homogénéités NHD
(Non-Homogeneity Detector) [36, 61].
Une troisième stratégie consiste à intégrer directement l’hétérogénéité, via un modèle, dans
le schéma de détection. Certains détecteurs permettent ainsi de prendre en compte les variations
de puissance locale du fouillis [136, 38, 39, 40]. Des techniques d’estimation proposent également
de rendre, si nécessaire, le lieu fréquentiel du fouillis invariant en distance [71, 24, 72].
Enfin une stratégie, qui constitue une rupture fondamentale dans le domaine de la détection
radar, est l’apprentissage supervisé appelé KA-STAP (Knowledge-Aided). Le but est d’utiliser
de l’information a priori, obtenue grâce à des bases de données extérieures, pour assister et
améliorer la détection. Le projet KASSPER de la DARPA1 atteste de l’intérêt récent pour le
KA-STAP [156]. Les résultats des premiers algorithmes KA proposés sont prometteurs [158].
Un large champ d’investigation reste ouvert sur la méthodologie d’introduction d’information a
priori dans le détecteur.
Les stratégies de lutte contre l’hétérogénéité sont ainsi nombreuses. Chacune des solutions
apportées a ses avantages et ses inconvénients. Au vu de ce vaste champ d’action, la thèse
s’est focalisée essentiellement sur deux points : proposer un nouveau modèle d’environnement
hétérogène flexible et exploitable mathématiquement, et proposer une méthode originale pour
introduire de l’information a priori dans le schéma de détection.
1KASSPER : KA Sensor Signal Processing and Expert Reasoning – DARPA : Defense Advanced Research
Projects Agency.
2
Organisation du manuscrit et principales contributions
Le présent document décrit le travail accompli sous la forme de cinq chapitres.
Le premier chapitre introduit la problématique de la thèse. Les notations STAP sont tout
d’abord présentées. Ensuite les schémas classiques d’estimation et de détection, supposant un
milieu Gaussien homogène, sont rappelés. Ceux-ci sont mis à mal dans les scénarios réels où de
nombreux facteurs d’hétérogénéité sont présents. Un rappel sur les différentes causes d’hétérogé-
néité est alors fait. Enfin les solutions actuelles luttant contre les effets délétères de l’hétérogénéité
sont présentées en détail.
Dans le second chapitre, un nouveau modèle d’environnement hétérogène est introduit dans
un cadre Bayésien. L’approche Bayésienne est appropriée à la fois pour exprimer une relation
d’hétérogénéité entre les données et pour introduire de l’information a priori. Plus spécifique-
ment, l’hétérogénéité est exprimée grâce à une relation originale entre les matrices de covariance
de la donnée primaire et des données secondaires. Deux cas sont distingués : le premier suppose
que les données secondaires partagent la même matrice de covariance [4], le second suppose les
données secondaires scindées en plusieurs groupes suivant leurs matrices de covariance [3]. La
partie KA du modèle est exprimée également par une relation originale entre la matrice de co-
variance primaire et une matrice du bruit connue a priori.
Dans le troisième chapitre, de nouveaux estimateurs de la matrice de covariance primaire
sont introduits en accord avec le modèle de données précédemment proposé [3, 4, 8, 9]. Le cas
particulier où les données secondaires partagent toutes la même matrice de covariance est traité
en premier. Ce cas offre la possibilité d’expliciter exactement l’un des estimateurs. Il permet éga-
lement d’introduire la technique de l’échantillonneur de Gibbs avant sa généralisation à plusieurs
étapes. Un estimateur de la matrice de covariance primaire est également proposé dans le cas
où aucune information a priori ne serait en fait disponible. Le but est de quantifier l’apport de
cette donnée dans le modèle. Ensuite, une étude théorique est menée sur les bornes d’estimation
[1, 7]. Enfin, les performances des divers estimateurs proposés sont illustrées par des simulations
numériques.
Le quatrième chapitre traite de la détection à proprement parler [4]. L’analyse est restreinte
au cas où les données secondaires partagent toutes la même matrice de covariance. Deux types
de détecteurs sont proposés en accord avec le modèle de données introduit précédemment. Le
premier détecteur présenté est le test du rapport de vraisemblance généralisé (appelé GLRT pour
Generalized Likelihood Ratio Test). Les autres détecteurs sont basés sur le principe du GLRT
en deux étapes et utilisent tour à tour les estimateurs de la matrice de covariance du chapitre
précédent. Finalement une analyse de performances des détecteurs est menée.
Le cinquième chapitre concerne l’estimation conjointe de la matrice de covariance primaire
et des hyperparamètres du modèle de données introduit au second chapitre [6]. L’étude se li-
mite au cas où les données secondaires partagent la même matrice de covariance. Il s’agit donc
dans ce chapitre d’estimer deux paramètres supplémentaires, l’un représentant le degré d’hé-
térogénéité de l’environnement, l’autre représentant le niveau de confiance que l’on peut avoir
dans l’information a priori. La procédure d’estimation proposée met en oeuvre une version hy-
bride de l’échantillonneur de Gibbs. Les performances d’estimation sont étudiées sur deux jeux
de données, l’un correspondant au modèle, l’autre étant généré suivant un scénario radar réaliste.
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Enfin, une conclusion finale est faite en soulignant d’une part les principales contributions de
la thèse et d’autre part les perspectives qu’elle offre.
Pour faciliter la correspondance entre le présent rapport et les textes bibliographiques, on
conservera les acronymes dans la langue anglaise.
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Chapitre 1
État de l’art
Ce chapitre introduit la problématique de la thèse. Le domaine d’application – les traitements
spatio-temporels adaptatifs – et les enjeux de la détection dans ce contexte sont d’abord présentés.
Ensuite les schémas classiques d’estimation et de détection, supposant un milieu Gaussien ho-
mogène, sont rappelés. Ceux-ci sont mis à mal dans les scénarios réels où de nombreux facteurs
d’hétérogénéité sont présents. Un rappel des différentes causes d’hétérogénéité est fait. Enfin les
solutions actuelles contre les effets délétères de l’hétérogénéité sont présentées. Au vu de ce bilan,
le travail à effectuer dans ce domaine reste vaste. Nous proposons ainsi, à la fin de ce chapitre,
de nous focaliser sur deux points : formuler un modèle d’hétérogénéité général et exploitable dans
le schéma de détection et proposer une nouvelle méthodologie pour introduire de l’information a
priori.
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Chapitre 1. État de l’art
1.1 Le domaine d’application : les traitements STAP
Dans cette section, les notations et les modèles des signaux utilisés dans les applications STAP
sont rappelés. Pour fixer les idées, certaines notations seront explicitées dans des cas particuliers.
1.1.1 Notations STAP
1.1.1.1 La forme d’onde
On considère un radar aéroporté à compression d’impulsions qui émet un chirp à la fréquence
de répétition fr (PRF, Pulse Repetition Frequency). La fréquence porteuse est notée f0, la
bande instantanée B, et le temps d’impulsion τ . Tr = 1/fr représente le temps entre deux
impulsions (PRI, Pulse Repetition Interval) successives du radar. λ0 = c¯/f0 désigne la longueur
d’onde associée, c¯ étant la vitesse de la lumière. Le temps de traitement cohérent (CPI, Coherent
Processing Interval) comporte M impulsions.
1.1.1.2 L’antenne
L’antenne est une AESA. Dans de nombreuses références, elle a une structure linéaire uni-
forme (ULA, Uniform Linear Array). Le vecteur d’espacement entre capteurs élémentaires est
dans ce cas noté d. Dans tous les cas, on note N le nombre de voies spatiales de l’antenne.
Remarque 1 Une voie spatiale correspond à la somme des signaux reçus sur un ensemble de
capteurs élémentaires défini par la découpe de l’antenne [81, Chapitre 8]. Les notations introduites
ici sont limitées au cas d’un capteur élémentaire par voie spatiale.
1.1.1.3 La plate-forme et la configuration géométrique
La plate-forme est à l’altitude h et se déplace à la vitesse constante va. Pour décrire rigou-
reusement la position géométrique du sol, du porteur, de l’antenne et de la vitesse, de nombreux
repères doivent être introduits. Pour ne pas alourdir le présent document et fixer les idées, on
introduit les notations géométriques pour un cas simplifié. Le système de coordonnées choisi
est représenté sur la figure 1.1 : le sol est plan, le vecteur vitesse ainsi que l’antenne ULA sont
supposés être dans le plan horizontal. L’angle ϕa représente l’angle entre le vecteur vitesse et la
direction normale à l’antenne dans le plan horizontal. Dans le cas ϕa = 0˚ , l’axe de l’antenne est
orthogonal à la direction d’avancement, on parle de visée avant FL (Forward Looking). Dans le
cas ϕa = 90˚ , l’axe de l’antenne est parfaitement aligné avec le vecteur vitesse, on parle alors
de visée latérale SL (Side Looking). Les angles (ϕ, θ) représentent respectivement l’azimuth et
l’élévation. Le vecteur directionnel dans la direction (ϕ, θ) est donné par
k =
cos(θ) cos(ϕ)cos(θ) sin(ϕ)
sin(θ)
 . (1.1)
1.1.1.4 Le cube de données
À la réception, un pré-traitement est effectué sur chaque élément de l’antenne [148] : démodu-
lation – filtrage adapté – échantillonnage. Pour chaque impulsion et sur chaque voie de l’antenne,
L échantillons temporels sont alors collectés comme représenté sur la figure 1.2. Chaque échan-
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(a)
(b) (c)
Fig. 1.1 – Paramètres géométriques : système de coordonnées (a), angles d’azimuth et d’éléva-
tion (b), définition de l’angle ϕa (c).
Fig. 1.2 – Représentation de l’échantillonnage temporel sur la voie spatiale numéro n ∈ 1, . . . , N .
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tillon correspond au retour de l’onde ayant parcouru une certaine distance aller-retour depuis le
radar. La résolution en distance est déterminée par la largeur de bande B du radar et est égale à
δr =
c¯
2B
. (1.2)
Le nombre de cases distance (on parle également de cellule ou de porte distance) est approxima-
tivement fixé par
L ≈ B
fr
. (1.3)
Notons également que si l’écho de l’onde arrive après le temps Tr à partir duquel il a été émis,
les signaux provenant de distances différentes sont présents à la même case distance. On parle
alors d’ambiguïté distance.
L’ensemble des échantillons à traiter est traditionnellement représenté par un cube de données
comportant MNL éléments – figure 1.3.
Fig. 1.3 – Représentation du cube de données pour un intervalle de traitement cohérent.
Pour chaque porte distance, un ensemble de NM échantillons est recueilli et représenté par
une matrice de taille N ×M [
zS(1) . . . zS(M)
]
(1.4)
où zS(m) désigne le vecteur de taille N × 1 du signal recueilli sur le réseau à l’impulsion m.
Pour les traitements, les éléments de la matrice sont vectorisés et forment le snapshot spatio-
temporel des données de taille NM × 1 noté z ∈ CNM×1 ou z` pour préciser la case distance
numéro `
z =
 zS(1)...
zS(M)
 . (1.5)
1.1.1.5 Réponse du réseau
La réponse du réseau pour l’écho reçu d’un élément réfléchissant dans la direction (ϕ, θ) de
vitesse v se décompose en une réponse temporelle et une réponse spatiale.
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Réponse temporelle La réponse temporelle est indépendante de la structure de l’antenne et
vaut pour une PRF constante
sD(fd) =
[
1 . . . ei2pifdm . . . ei2pifd(M−1)
]T (1.6)
où fd représente la fréquence Doppler induite par le mouvement relatif du point réfléchissant par
rapport au porteur. Elle est donnée par la formule
fd =
2vrTr
λ0
(1.7)
où vr = (va − v)Tk(ϕ, θ) désigne la vitesse radiale.
Pour un élément de sol, la vitesse v est nulle et l’expression de la fréquence Doppler (1.7)
devient
fd =
2Tr
λ0
va cos(θ) cos(ϕ) (1.8)
où va désigne la norme du vecteur vitesse de l’avion. Sous l’hypothèse d’un sol plan et d’une
vitesse horizontale, on montre que les points du sol de même fréquence Doppler décrivent des
hyperboles [81, Chapitre 3]. La courbe iso-Doppler fd = 0 est un cas limite représenté par une
droite orthogonale au vecteur vitesse de la plate-forme va – figure 1.4.
Fig. 1.4 – Courbes iso-Doppler sur un sol plan et une PRF constante.
Réponse spatiale La réponse spatiale dépend de la structure de l’antenne. Dans le cas d’une
ULA, l’échantillonnage régulier donne lieu à une seule fréquence spatiale déterminée par l’angle
d’arrivée de l’onde. La réponse spatiale pour une ULA est donnée par
sS(fs) =
[
1 . . . ei2pifsn . . . ei2pifs(N−1)
]T (1.9)
où fs représente la fréquence spatiale définie par
fs =
dTk
λ0
. (1.10)
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Avec les notations adoptées précédemment, la fréquence spatiale s’exprime également par la
relation
fs =
d
λ0
cos(θ) sin(ϕa − ϕ) (1.11)
où d est la norme du vecteur d. Les points de l’espace de même fréquence spatiale sont situés
sur un cône centré sur la direction du vecteur d’inter-espacement d. Dans le cas d’un sol plan et
d’une antenne ULA dans le plan horizontal, on montre que les courbes iso-fréquences spatiales
décrivent sur le sol des hyperboles [81, Chapitre 3] – figure 1.5.
Fig. 1.5 – Courbes des iso-fréquences spatiales sur un sol plan pour une ULA.
Réponse spatio-temporelle La réponse spatio-temporelle du réseau est donnée par le produit
de Kronecker des réponses temporelle et spatiale
s(fd, fs) = sD(fd)⊗ sS(fs). (1.12)
1.1.2 Modèle des signaux
Pour une porte distance donnée, on considère le signal reçu z composé de bruit thermique
zn, de fouillis de sol zc, et éventuellement d’une cible αts :
z = (αts) + zn + zc. (1.13)
Les composantes de bruit du signal sont supposées indépendantes : la matrice de covariance du
bruit est donc la somme des matrices de covariance du bruit thermique Mn et du fouillis M c
M =Mn +M c. (1.14)
Remarque 2 Le cas de signaux brouilleurs n’est pas pris en compte ici (ceux-ci peuvent être
éliminés par un traitement spatial). On se concentre plutôt sur le fouillis de sol.
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1.1.2.1 La cible
La cible est caractérisée par sa signature spatio-temporelle s, et son amplitude αt. On notera
Pt = E
{|α2t |} la puissance de la cible.
1.1.2.2 Le bruit thermique
Le bruit thermique est dû à l’agitation des électrons dans les circuits électriques, et est a
priori indépendant de la porte distance considérée. Il est, le plus souvent, supposé centré et
décorrélé d’impulsion à impulsion et entre les éléments de l’antenne. La matrice de covariance
spatio-temporelle du bruit thermique se met donc sous la forme
Mn = E
{
znz
H
n
}
= σ2nIMN (1.15)
où σ2n représente la puissance du bruit par capteur et par impulsion.
Remarque 3 Le modèle (1.15) est à prendre avec précaution, en particulier si l’algorithme de
traitement repose sur ce modèle. En effet pour des antennes ne comportant pas le même nombre
de capteurs élémentaires par voie, une normalisation s’avère nécessaire pour rendre le niveau de
bruit identique [81, Chapitre 8].
1.1.2.3 Le fouillis de sol
Modèle général Le modèle de fouillis communément adopté est décrit précisément dans le
rapport de Ward [148]. On se référera à ce modèle par l’abréviation GCM (General Clutter
Model). La matrice de covariance du fouillis M c = E
{
zcz
H
c
}
est construite comme la somme
des contributions indépendantes des éléments de sol éclairés par le radar à la case distance
considérée. Plus précisément, pour chaque ambiguïté r, le sol est découpé en Nc éléments équi-
répartis en azimuth – figure 1.6. L’élément numéro p est caractérisé par sa signature spatio-
Fig. 1.6 – Représentation des sources de fouillis pour un sol plan et une seule ambiguïté distance.
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temporelle sDr,p ⊗ sSr,p et sa puissance Pr,p, qui est donnée par l’équation du radar [137]. La
matrice du fouillis de sol est alors de la forme
GCM : M c =
Na∑
r=1
Nc∑
p=1
Pr,p(Ir,p  sDr,psDHr,p)⊗ (sSr,psSHr,p) (1.16)
où Ir,p est une matrice de taille M ×M représentant le mouvement intrinsèque du fouillis (ICM,
Intrinsic Clutter Motion) de l’élément r, p. L’ICM traduit le phénomène d’étalement du spectre
Doppler du fouillis, causé par exemple par le mouvement de la végétation. L’ICM est fonction
du type de la source réfléchissante et de la longueur d’onde du radar. Il est d’usage de modéliser
cet effet de décorrélation par un processus aléatoire stationnaire de spectre défini. Trois formes
de spectre ont été proposées dans la littérature : la forme Gaussienne [16], le spectre de loi en
puissance (power-law) [53], et enfin la forme exponentielle [20]. Lombardo et al. montrent grâce
à des données réelles que le modèle exponentiel peut être dans certains cas le plus adapté [94].
Dans le cas d’un spectre Gaussien, la matrice d’ICM est de la forme
I = Toeplitz {γ(0); . . . ; γ(M − 1)} (1.17)
où
γ(m) = exp
{
−1
2
(
4piσvTr
λ0
m
)2}
(1.18)
et σv représente la déviation standard en vitesse de l’étalement Doppler. Typiquement σv varie
de 0 jusqu’à 2m/s pour du fouillis de mer.
Rang du fouillis Le fouillis est généralement de faible rang. Pour un radar en visée latérale
pure, le rang du fouillis est donnée par la loi de Brennan [148]
bN + (M − 1)βc (1.19)
où β = 2vaTr/d et b.c désigne l’arrondi au plus proche entier. De nombreux phénomènes (par
exemple : ICM, visée non latérale) contribuent à l’augmentation de ce rang.
1.1.3 Enjeu de la détection pour un processeur STAP
1.1.3.1 Architecture
À chaque CPI, un ensemble de NML données est collecté et représenté sous la forme d’un
cube de données – Section 1.1.1.4. La chaîne de traitement du signal du radar doit alors infor-
mer l’utilisateur sur l’absence ou la présence de cibles dans la scène observée. La recherche de
cibles s’effectue case distance par case distance et pour un ensemble de directions angle-Doppler
donné. Le secteur angulaire investigué se restreint à l’espace illuminé par le faisceau principal de
l’antenne. Pour décider de la présence d’une cible dans la donnée z, un filtrage w suivi d’un test
de détection sont généralement mis en oeuvre.
Le vecteur de pondération w est fonction de la direction spatio-Doppler testée. Le filtrage,
ou étape d’adaptation,
wHz (1.20)
vise à supprimer les interférences du signal z et requiert la connaissance de la matrice de co-
variance du bruit M . Celle-ci n’étant pas connue, elle est déterminée de manière adaptative à
partir d’un ensemble de cases distance formant le domaine ou support d’entraînement. Le choix
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de ces cases constitue la stratégie d’entraînement. En général, le support est constitué de quelques
cases adjacentes à la case sous test.
Un scalaire appelé statistique de test T (z) est ensuite formé à partir de la sortie filtrée wHz.
Ce scalaire est comparé à un seuil η. La présence de cible est déclarée si le seuil est dépassé
T (z) > η ou rejetée dans le cas contraire.
En pratique, le calcul de w et de T (z) est présenté dans la littérature de deux manières
différentes. La première approche consiste à considérer w et T (z) de manière découplée : le
filtre w est calculé pour rejeter au mieux les interférences, puis une normalisation adéquate
est proposée pour former T (z). Une méthode de normalisation CFAR (Constant False Alarm
Rate) est donnée par exemple dans les références [97, 98] pour un milieu non-homogène. La
seconde approche consiste à chercher directement une statistique de test T (z) adaptée. C’est le
cas d’une approche GLRT [144, Partie 1, Chapitre 2] ou encore d’une méthode de construction
par invariance [25, 26]. Dans ce cas, le filtre w peut être exprimé a posteriori. Ces deux approches
donnent lieu aux problématiques d’estimation et de détection à proprement parler.
1.1.3.2 Outils de mesures de performance
Pour apprécier la qualité d’un schéma d’estimation ou de détection, diverses mesures sont
utilisées. On rappelle ici les mesures utiles pour la suite du document.
Estimation Le rapport signal à bruit-plus-interférences SINR (Signal to Interference-plus-
Noise Ratio) en sortie de filtrage est une mesure communément utilisée lorsque l’on dispose de
la matrice de covariance exacte du bruit. Le SINR est défini comme le rapport entre la puissance
de la cible et celle des interférences après filtrage
SINR(w) = Pt
wHs
wHMw
. (1.21)
On définit alors le filtre optimal comme le filtre maximisant le rapport signal à bruit [27]
wopt ∝M−1s. (1.22)
Pour comparer les performances entre différents algorithmes, il est utile de définir des facteurs
de pertes en SINR. On rappelle la définition de deux de ces facteurs. Le premier facteur permet
d’observer les pertes du filtrage par rapport à un environnement sans interférence [148, page 70].
Il est défini par
SINR(w)
SNR0
(1.23)
où SNR0 représente le rapport signal à bruit sans interférences dans le cas clairvoyant. Le
deuxième facteur permet d’observer les pertes du filtrage w par rapport au filtrage optimal wopt.
Il est défini par
ρ =
SINR(w)
SINR(wopt)
. (1.24)
Les valeurs des facteurs de pertes (1.23) et (1.24) sont comprises en valeur décimale entre 0 et 1.
Détection La qualité d’un schéma de détection est généralement appréciée au travers de sa
probabilité de détection (PD) lorsque la probabilité de fausse alarme (PFA) est constante [77].
La PD et la PFA sont définies respectivement par les relations
PD = P [T (z) > η|H1] (1.25)
PFA = P [T (z) > η|H0] . (1.26)
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En pratique pour caractériser un détecteur, le seuil η est fixé pour un certain niveau de PFA par
simulations de Monte Carlo ou par calcul analytique. La PD est ensuite calculée pour différentes
valeurs du SINR.
Remarque 4 Notons que le cas d’un environnement homogène Gaussien illustre bien l’impor-
tance de la mesure du SINR. En effet, dans ce cas maximiser le SINR équivaut à maximiser la
PD à PFA fixée [27].
1.2 Estimation et détection en milieu homogène
Dans cette section, les techniques d’estimation et de détection supposant un milieu homogène
sont rappelées. On commence par rappeler le problème de détection radar.
1.2.1 Test d’hypothèse binaire
1.2.1.1 Cas général
Le problème de détection radar se formalise traditionnellement par un test d’hypothèse bi-
naire [77]
H1 :
{
z = αts+ n
zk = nk, k = 1, . . . ,K
(1.27a)
H0 :
{
z = n
zk = nk, k = 1, . . . ,K.
(1.27b)
Deux groupes de données y sont distingués. Le premier groupe correspond à la donnée primaire
z, c’est-à-dire au vecteur de données de la case sous test. Sous l’hypothèse H0, la donnée primaire
ne contient que du bruit alors que sous l’hypothèse H1 elle contient en plus un signal cible. Le
second groupe correspond aux données secondaires, c’est-à-dire à un ensemble de K vecteurs
d’observation Z =
[
z1 . . . zK
]
ne contenant que du bruit.
Il est fréquent de faire les hypothèses suivantes :
– les vecteurs zk sont indépendants entre eux et indépendants de la donnée primaire z ;
– l’amplitude αt de la cible est inconnue et déterministe ;
– la signature s de la cible est connue.
Certaines variantes sont parfois également introduites dans les hypothèses de travail. Notons que
les données z et zk sont des vecteurs complexes de longueur ζ = MN pour le cas STAP.
Par la suite, pour distinguer les matrices de covariance sous l’hypothèse H0, on indexera par
p celle de la donnée primaire z et par k celle de la donnée zk
E {zzH |Mp} =Mp (1.28)
E {zkzHk |Mk} =Mk. (1.29)
On admettra que l’indice k de la matrice secondaire Mk ne correspond pas toujours à la case
distance numéro k, mais est issu d’une ré-indexation appropriée imposée par la stratégie d’en-
traînement. Enfin, on utilisera l’indexation s dans le cas particulier où les données secondaires
partagent la même matrice de covariance M s avec éventuellement M s 6=Mp.
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1.2.1.2 Cas d’un milieu homogène
Pour un milieu homogène, les matrices de covariance du bruit de la donnée primaire et des
données secondaires sont identiques. Pour k ∈ {1, . . . ,K}, on a alors
Mp =Mk . (1.30)
Les premiers travaux de détection ont été conduits en milieu homogène et supposent également
que le bruit est Gaussien.
1.2.2 Estimation
La détection du signal cible implique, comme nous l’avons vu précédemment, la mise en oeuvre
d’un filtre w qui minimise au mieux le bruit thermique et les interférences. La première technique
de filtrage adaptif convergeant rapidement a été introduite par Reed, Mallett et Brennan [123].
Les auteurs proposent une version adaptative du filtrage optimal (1.22) lorsque le nombre de
données secondaires est suffisant (K ≥ ζ). Le filtrage est dénommé algorithme SMI (Sample
Matrix Inversion). La matrice de covarianceMp y est remplacée par l’estimateur du maximum de
vraisemblance (MLE, Maximum Likelihood Estimate) obtenu à partir desK données secondaires.
Pour des données Gaussiennes iid, l’estimateur MLE correspond à la matrice des échantillons
(SCM, Sample Covariance Matrix)
M̂
scm
p =
1
K
S (1.31)
où
S = ZZH . (1.32)
Le filtre SMI est de la forme
wsmi ∝ S−1s. (1.33)
Une fois appliqué aux données, il s’interprète comme un filtre adapté en bruit coloré. Les auteurs
étudient la rapidité de convergence de l’algorithme SMI et montrent que la variable aléatoire ρ
(1.24) est distribuée selon une distribution bêta dont l’espérance ne dépend que de la dimension
du problème et du nombre de données secondaires
E {ρ} = K + 2− ζ
K + 1
. (1.34)
En particulier, lorsque le support d’entraînement équivaut à deux fois les dimensions du problème
K = 2ζ, les pertes par rapport au filtrage optimal (1.22) sont de l’ordre de 3dB. Ce résultat est
souvent cité sous le nom de ces auteurs par la loi de Reed, Mallett et Brennan.
1.2.3 Détection adaptative
1.2.3.1 Le GLRT de Kelly
Kelly propose d’aborder le problème (1.27) dans un milieu Gaussien homogène d’un point de
vue détection [78], c’est-à-dire de trouver une règle de décision permettant de choisir entre les
hypothèses H0 et H1. Le test proposé est calculé à partir du principe du rapport de maximum de
vraisemblance généralisé (GLRT, Generalized Likelihood Ratio Test) [77]. Le détecteur GLRT
de Kelly utilise simultanément la donnée primaire et les données secondaires et s’exprime par
GLRT de Kelly :
|sHS−1z|2
(sHS−1s)(1 + zHS−1z)
H1
≷
H0
η. (1.35)
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La probabilité de fausse alarme du test est indépendante de la structure de la matrice de co-
variance et confère la propriété CFAR au test. La forme du détecteur (1.35) fait apparaître le
blanchiment de la donnée primaire par SMI (1.33) comme une étape préalable à la détection.
Kelly montre également [79] que le détecteur rejette mieux les signaux passant par les lobes
secondaires que ne le laisse présumer l’analyse restreinte au diagramme du réseau [22].
1.2.3.2 L’AMF
Robey et al. proposent une version simplifiée du détecteur (1.35) basée sur une approche
GLRT en deux étapes [130]. Dans un premier temps, la matrice de covariance des interférences
est supposée connue. Une fois l’expression du test de détection obtenue, la matrice clairvoyante
est remplacée par l’estimée MLE calculée avec les données secondaires. Le détecteur s’interprète
comme la puissance de sortie du filtre adapté (1.33) normalisée
AMF :
|sHS−1z|2
sHS−1s
H1
≷
H0
η. (1.36)
Les auteurs montrent que l’expression (1.36) est indépendante de la structure et du niveau
de puissance de la matrice de covariance du bruit et donc a la propriété CFAR. Le détecteur
AMF s’avère moins coûteux en calcul, mais est plus sensible aux signaux entrant par les lobes
secondaires.
1.3 Environnement réel et hétérogénéité
Les détecteurs classiques, basés sur l’hypothèse d’environnement homogène, promettent de
bonnes performances tant que le support d’entraînement est suffisant (K ≥ 2ζ). En pratique,
une telle hypothèse est difficilement viable. En particulier en STAP, les dimensions du problème
peuvent atteindre de très grandes valeurs et la probabilité de présence d’hétérogénéité dans le
support d’entraînement est forte. Dans cette section, les limites des détecteurs (1.35) et (1.36) en
environnement réel sont d’abord présentées, puis les divers modèles d’hétérogénéité sont rappelés.
1.3.1 Limite du modèle homogène sur données réelles
Plusieurs études ont été menées pour observer le comportement en environnement réel du
GLRT de Kelly et de l’AMF. De Maio et al. s’intéressent à la propriété CFAR des détecteurs sur
trois jeux de données réelles chacun représentatif d’un type de terrain [99]. Fabrizio et al. étudient
l’AMF pour des radars OTH (Over The Horizon) [50]. Les résultats de ces études montrent
que la propriété CFAR des détecteurs est sévèrement mise à mal en environnement réel, en
particulier lorsque le niveau de puissance de la donnée primaire est supérieur à celui des cellules
d’entraînement. Pour l’AMF, de nombreuses fausses alarmes sont déclenchées par les signaux
entrant par les lobes secondaires. Les seuils de détection doivent être ainsi significativement
relevés pour atteindre les niveaux souhaités de PFA, ceci au prix d’une PD réduite.
1.3.2 Modèles d’hétérogénéité
Au vu des dégradations de performances des détecteurs “homogènes” en environnement réel,
des modèles analytiques d’hétérogénéité ont été proposés. Ces modèles visent à isoler un type
d’hétérogénéité et à en mesurer l’impact sur la détection. On présente ici les différents facteurs
d’hétérogénéité en trois groupes : non-homogénéité de réflexion du sol, non-stationnarité en
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distance du lieu fréquentiel du fouillis, présence de cibles secondaires dans la donnée primaire
ou dans les données secondaires. On explicite chaque fois que possible le terme concerné dans le
GCM (1.16). Notons également que des campagnes de mesures comme le programme MCARM
(MultiChannel Airborne Radar Measurment) ont permis dans certains cas de corroborer les
modèles proposés [110].
1.3.2.1 Hétérogénéité de réflexion du sol
Variation en amplitude du fouillis La variation en puissance du fouillis sur la zone éclairée
par le radar constitue une première source d’hétérogénéité. Nitzberg évalue les pertes en SINR
d’un filtre Doppler adaptatif (N = 1) pour un fouillis de bande étroite lorsque la puissance de
celui-ci varie en distance [112]. Il considère la matrice de covariance à la porte distance ` de la
forme
M ` = Pc,`Mx +Mn (1.37)
où Pc,` est la puissance du fouillis et Mx est la matrice de covariance du fouillis normalisée
supposée indépendante de `. La puissance Pc,` est modélisée par une variable aléatoire de loi
gamma contrôlée par un facteur d’étalement, qui règle le degré d’homogénéité du milieu. Nitzberg
donne l’expression exacte des pertes en SINR (1.24) dans le cas asymptotique pour un algorithme
SMI (1.33) et montre qu’elles sont faibles dans le cadre de l’étude. Le résultat est vérifié par
simulations numériques. Armstrong et al. étendent le cadre d’étude et montrent que pour un
fouillis étalé en Doppler et une puissance moyenne forte, les pertes peuvent devenir d’autant
plus significatives que le support d’entraînement est petit [13]. Melvin étend l’analyse au cas où
la puissance du fouillis varie en distance et en angle pour un scénario STAP [106]. Les pertes
en SINR peuvent être importantes, en particulier, les variations d’amplitude de réflexion du sol
peuvent poser problème pour des cibles proches du lieu du clutter.
Variation de l’étalement spectral σv L’hétérogénéité de réflexion du sol peut être causée
également par une disparité angle/distance de l’étalement de la bande Doppler du fouillis σv. Les
pertes engendrées ont été étudiées avec et sans variation de puissance du fouillis [13], [106]. Les
études montrent qu’une sous- (ou sur-estimation mais dans une moindre mesure) de l’étalement
spectral conduit à des pertes en SINR (1.24). Celles-ci peuvent être importantes en particulier
lorsque les Doppler de la cible et du fouillis sont proches. Il est à noter que ces pertes sont
d’autant plus prononcées que la puissance du fouillis est forte.
Transition brutale de la nature du fouillis Une autre classe d’hétérogénéité de réflexion
du sol est connue sous le nom de clutter edges. Elle correspond à une variation en distance brutale
de la nature du fouillis (amplitude et/ou étalement spectral). C’est le cas par exemple pour les
échos de fouillis reçus dans une région comprenant une interface terre-mer. Cai et Wang étudient
les effets qu’elle engendre sur le GLRT de Kelly pour une interface présence/absence de fouillis
[29]. L’analyse est restreinte au cas d’un filtre adapté en Doppler (N = 1). Les dégradations
asymptotiques (K → ∞) sont importantes lorsque la cellule sous test n’appartient pas au do-
maine de fouillis. Elles sont d’autant plus grandes que la séparation en Doppler de la cible et du
fouillis est petite et que l’étalement Doppler du fouillis σv est grand. Il est montré également que
l’impact sur la PFA est important pour une cible peu séparée du fouillis ou un fouillis fortement
étalé. Armstrong et al. poussent l’analyse pour un support d’entraînement de dimension finie
[13], et Melvin ajoute la dimension spatiale pour un cas STAP [106]. Des résultats similaires sont
observés : les scénarios qui conduisent à une sous-estimation de l’amplitude et/ou de l’étalement
spectral du fouillis conduisent à de fortes dégradations du SINR.
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1.3.2.2 Variation du lieu du fouillis en distance
Une autre classe d’hétérogénéité correspond à la variation en distance du lieu des fréquences
spatio-Doppler occupées par le fouillis. On parle alors de fouillis non-stationnaire en distance.
Cet effet est rencontré dans de nombreux scénarios : antenne de surveillance AEW (Airborne
Early Warning) de forme circulaire [151], visée non latérale du radar [81], configuration bistatique
[72, 90, 107]. Pour un radar ambigu en distance, la non-stationnarité est plus prononcée du fait
de la présence dans la même case distance d’échos provenant de distances distinctes. Les effets
additionnels dus à l’ambiguïté distance sont décrits dans les références [81, Chapitre 10] et [14].
Dans tous les cas, la matrice des échantillons est biaisée (1.31) et les performances des détecteurs
classiques sont fortement dégradées.
Le phénomène de non-stationnarité s’illustre aisément pour une ULA. Pour un élément de
sol et sous certaines hypothèses décrites à la section 1.1, les fréquences Doppler et spatiale sont
données par (1.8) et (1.11) {
fd = 2vaTrλ0 cos(θ) cos(ϕ)
fs = dλ0 cos(θ) sin(ϕa − ϕ).
(1.38)
À distance fixée (i.e. θ constant), le système (1.38) décrit une courbe paramétrée par l’azimuth ϕ.
Si l’antenne est parfaitement alignée avec le vecteur vitesse (ϕa = 90˚ ), le lieu du fouillis est
stationnaire : il est décrit par une droite de pente β = 2vaTrd indépendante de la distance – figure
1.7. Dans les autres cas ϕa 6= 90˚ , le système (1.38) décrit une ellipse. La figure 1.8 représente
Fig. 1.7 – Représentation du lieu du fouillis dans l’espace angle-Doppler pour une antenne ULA
en visée latérale.
le cas particulier ϕa = 0˚ . Les lobes avant et arrière de l’antenne y sont clairement distincts et
la taille de l’ellipse dépend de la distance via le paramètre θ. Un filtre SMI aura ainsi tendance
à filtrer toutes les fréquences angle-Doppler présentes sur le support d’entraînement, au lieu de
couper les fréquences de la cellule sous test.
1.3.2.3 Présence de cibles dans les données secondaires ou dans la donnée primaire
L’hétérogénéité peut être également engendrée par la présence d’échos isolés d’amplitude
et/ou de caractéristique spectrale très différentes de celle du reste de fouillis. Ces échos repré-
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Fig. 1.8 – Représentation du lieu du fouillis dans l’espace angle-Doppler pour une antenne ULA
en visée frontale.
sentent des sources fortes du fouillis (comme un pylône) ou des cibles secondaires présentes dans
le support d’entraînement ou dans la donnée primaire. Par exemple, l’utilisation de radar à très
haute résolution peut conduire à l’étalement d’une cible sur plusieurs cases distance [41]. De
même, l’utilisation de radars AEW, dont la mission est de maintenir une surveillance sur un
large volume, conduit à des environnements denses en cibles [104].
Dans le cas d’une contamination des données secondaires, le filtre peut avoir tendance à
annuler le signal d’intérêt au lieu de le mettre en valeur [106]. Boroson montre dans la référence
[22] qu’un support de plus grande taille est nécessaire pour conserver les pertes en SINR annoncées
dans un cas homogène [123]. Cai et Wang montrent que les performances de détection et de
fausse alarme du GLRT de Kelly peuvent être fortement dégradées lorsque l’angle entre le signal
d’intérêt et le signal contaminant est petit [29]. Le même résultat est observé par Gerlach lorsque
cet angle est nul [58].
Dans le cas d’une contamination de la cellule primaire, de fortes dégradations du SINR ainsi
que des changements du niveau de la PFA sont observés [157, Chapitre 10]. Afin d’obtenir des ex-
pressions exactes de la PD et de la PFA, Richmond propose d’étudier le cas où la cellule sous test
et celles du support d’entraînement vérifient la relation GER (Generalized Eigenrelation) [124]
M s
−1s = λMp−1s (1.39)
où λ désigne une valeur propre généralisée positive. Bien que cette relation ne soit jamais exacte
en pratique, l’auteur montre qu’elle permet de représenter avec une bonne approximation le cas
où des interférences sont présentes uniquement dans la cellule sous test [125].
1.3.2.4 Cas général
McDonald et Blum proposent une approche plus globale afin de quantifier les pertes dues
aux incertitudes sur la matrice de covariance des interférences en milieu non-homogène [102].
Les auteurs calculent les formules exactes de la PD et de la PFA pour une classe d’algorithmes
STAP décrite dans [73]. La valeur
|qHS−1z|2
(qHS−1q)(1 + κzHS−1z)
(1.40)
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est comparée à un seuil η choisi pour une certaine PFA. Dans (1.40), q désigne le vecteur de
pointage éventuellement différent de s. Les données secondaires sont supposées Gaussiennes de
même matrice de covariance M s et la matrice des échantillons S est telle que 1K E {S} =M s 6=
Mp. La constante κ permet de régler la sensibilité du détecteur et caractérise complètement celui-
ci : par exemple pour κ = 0 on retrouve l’AMF (1.36) et pour κ = 1 le GLRT (1.35). La PD et la
PFA sont alors exprimées en fonction de paramètres clés qui contrôlent le niveau d’incertitude sur
le vecteur de pointage et sur les interférences. Ces expressions permettent d’obtenir des limites
hautes de performances pouvant aider au choix d’algorithmes pour un scénario réel.
1.4 Estimation et détection en milieu hétérogène
L’estimation et la détection en milieu réel nécessite donc de mettre en oeuvre des techniques
permettant de s’affranchir des effets néfastes causés par l’hétérogénéité. Diverses stratégies sont
envisageables dans le cas STAP et peuvent être éventuellement combinées.
1.4.1 Algorithmes à domaine d’entraînement réduit
Une première stratégie réside dans l’utilisation d’algorithmes à domaine d’entraînement ré-
duit. Plusieurs approches peuvent être adoptées : réaliser l’adaptation sur un espace de dimension
réduite en exploitant la propriété de faible rang du fouillis, utiliser le diagonal loading, ou encore
imposer une structure sur les interférences. Pour des radars à haute PRF, le nombre de cases
distance disponibles (1.3) est inférieur à la dimensionMN . Le recours aux algorithmes à domaine
d’entraînement réduit est alors inévitable [14].
Remarque 5 Notons que la détection sans données secondaires représente le cas limite d’une
stratégie à domaine d’entraînement réduit. Peu de travaux existent sur ce sujet dans le cadre du
STAP. On peut citer par exemple la référence [101], qui propose une méthode de détection basée
sur l’analyse spectrale haute résolution de la case sous test.
1.4.1.1 Algorithmes à dimension réduite
Les algorithmes STAP à dimension réduite RD opèrent l’étape d’adaptation sur un espace
de dimension réduite après l’application d’une transformation fixe sur les données [148], [81]. Le
problème initial de grande dimension MN est ainsi scindé en plusieurs problèmes de plus faible
dimension.
Ward propose une taxonomie de ces algorithmes dits partiellement adaptatifs et décrit le
principe d’un point de vue filtrage dans le cas clairvoyant [148]. Bien que ces algorithmes soient
sous-optimaux dans le cas clairvoyant, ils sont souvent plus performants dans un cas pratique
où le support d’entraînement est limité. Ils ont également l’avantage d’avoir un moindre coût
calculatoire. Suivant la transformée appliquée sur le cube de données, il est d’usage de classer ces
algorithmes en 4 groupes : element-space pre-Doppler, beamspace pre-Doppler, element-space post-
Doppler, beamspace post-Doppler. La transformation sur le cube de données comprend au moins
un filtrage Doppler et une étape de réduction de dimension. Dans le cas dit post-Doppler, l’étape
d’adaptation a lieu après le filtre Doppler. Celui-ci a alors pour rôle d’effectuer une première
séparation de la cible et du fouillis. Dans le cas dit pre-Doppler, l’étape d’adaptation a lieu avant
le filtre Doppler. Celui-ci permet alors de conserver le gain sur la cible une fois les interférences
filtrées. Les algorithmes element-space réalisent l’adaptation sur toute la dimension spatiale N
mais sur une dimension temporelle (ou Doppler) de taille réduite. Les algorithmes beamspace
réalisent l’adaptation sur quelques faisceaux spatiaux formés dans une étape préalable.
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DiPietro analyse en détail l’algorithme EFA (Extended Factored Algorithm) appelé encore
element-space adjacent-bin post-Doppler [47]. Il décrit pas à pas les différentes transformations
appliquées au cube de données et en donne une interprétation physique. Il étudie également l’in-
fluence de la dimension du domaine d’adaptation et de l’utilisation de fenêtre d’apodisation pour
le filtrage Doppler. Cai et Wang proposent l’algorithme JDL-GLR (Joint Domain Localized) qui
appartient à la classe beamspace post-Doppler [146]. L’adaptation est faite après une transfor-
mation Doppler 2-D sur une région angle-Doppler restreinte aux angles illuminés par l’antenne.
Les auteurs s’intéressent au problème jusqu’à l’étape finale de détection. Le JDL-GLR a des
performances proches de l’optimum, converge rapidement, a un faible coût calculatoire, et a la
propriété CFAR en environnement Gaussien. Gu et al. comparent plusieurs algorithmes RD du
point de vue de la détection sur différents jeux de données synthétiques et sur des données réelles
MCARM [66]. Les schémas proposés ont de bien meilleures performances que l’algorithme SMI.
1.4.1.2 Algorithmes à rang réduit
Les méthodes à rang réduit RR réalisent l’adaptation sur un espace de dimension réduit ob-
tenu après une transformation adaptative sur les données. Elles exploitent également la nature
de faible rang des interférences. Si r dénote le rang des interférences, on peut espérer alors que le
support d’entraînement nécessaire pour obtenir un SINR proche de l’optimal (≥ 3 dB) est non
plus de l’ordre de 2MN mais de 2r. Les méthodes RR sont utilisées dans de nombreux domaines
d’application et sont particulièrement adaptées aux applications STAP [67, 119]. La détermi-
nation du rang r reste en revanche dans le cas pratique un point dur. De plus, contrairement
aux méthodes RD, les méthodes RR requièrent souvent de mettre en oeuvre une SVD (Singular
Value Decomposition) coûteuse en calcul.
Les algorithmes RR sont traditionnellement implémentés dans deux types d’architecture :
les structures à forme directe (DF, Direct Form) et les structures GSC (Generalized Sidelobe
Canceller). Trois méthodes RR ont été proposées. La première méthode RR est basée sur la
décomposition et la sélection des r composantes principales (PC, Principal Components) de la
matrice de covariance des interférences. Elle a donné lieu à divers algorithmes comme la méthode
PCI (PC Inverse)[80], ou bien l’eigencanceler [70]. La seconde méthode est dénommée CSM
(Cross-Spectral Metric) [18, 64]. Dans ce cas, ce ne sont pas les r vecteurs propres principaux
qui sont choisis mais les r qui maximisent le SINR. Enfin la troisième méthode est dénommée le
Multistage Wiener Filter (MWF) tronqué [65]. Le but du MWF est de trouver la base la mieux
adaptée pour représenter de manière la plus compacte possible l’énergie du signal. La structure
résultante consiste en un banc de filtres de Wiener imbriqués. Le MWF a montré de très bonnes
performances STAP en termes de SINR ainsi qu’un comportement robuste vis-à-vis du choix du
rang r [67]. De plus, équivalent à l’algorithme du gradient conjugué [149], il ne nécessite pas de
décomposition SVD et est ainsi attractif d’un point de vue calculatoire. Les performances ont été
également étudiées du point de vue de la détection : Kirsteins et Tufts proposent le GLRT à rang
réduit [80], Goldstein et Reed étudient le détecteur CFAR–AMF–GSC [64], Ayoub et Haimovich
proposent le RR-GLRT, qui est une version modifiée du GLRT de Kelly [15].
1.4.1.3 Diagonal loading
La méthode du diagonal loading (DL) exploite également la propriété de faible rang du clutter
et permet de diminuer le domaine d’entraînement, bien que l’adaptation se fasse sur la pleine
dimension. Le DL consiste à ajouter un poids σ2dl sur les éléments de la diagonale de la matrice
des échantillons
M̂
dl
p = M̂
scm
p + σ
2
dlI. (1.41)
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Le DL a tendance à compresser les valeurs propres du bruit et stabilise les lobes secondaires du
filtre adaptatif [35]. Il permet de mieux estimer les composantes principales des interférences avec
un faible support d’entraînement. De même que le choix du rang r pose en pratique problème,
le choix du poids σ2dl est délicat et influence fortement les performances de la méthode. Ayoub et
Haimovich proposent le L-GLRT, une version modifiée du GLRT de Kelly [15]. Les performances
du L-GLRT et du RR-GLRT sont bien meilleures que celles du GLRT, avec un léger avantage
pour le L-GLRT.
1.4.1.4 Interférences structurées
Une autre approche permettant de diminuer la taille du support d’entraînement est d’im-
poser une structure sur les interférences. En effet, le problème de détection s’exprime alors en
fonction d’un nombre réduit de paramètres ( NM). Ces techniques sont pour la plupart liées
implicitement à la nature de faible rang des interférences.
Matrice de covariance structurée Steiner et Gerlach proposent un estimateur MLE pour
une matrice formée par la somme de la matrice identité et d’une matrice inconnue Hermitienne
semi-définie positive [138]
Mp =Mp0 + I. (1.42)
L’estimateur FML (Fast Maximum Likelihood) proposé converge bien plus rapidement que le
SMI. Les auteurs justifient le modèle en notant qu’aux fréquences radar, le niveau du bruit
thermique est dominé par le bruit du récepteur (le bruit thermique externe est négligeable) et
est connu a priori.
Structure de Toeplitz D’après le modèle GCM (1.16) rappelé précédemment [148], la matrice
de covariance du fouillis a, pour une PRF constante, une structure Toeplitz par bloc de la forme
M c =

M c,0 M c,1 . . . M c,M−1
MHc,1 M c,0
. . . M c,M−2
...
. . .
...
MHc,M−1 M
H
c,M−2
. . . M c,0
 (1.43)
où {M c,m} représente un ensemble de M matrices de corrélation spatiale de taille N × N . Si
l’antenne est une ULA, chaque bloc a lui-même une structure Toeplitz de la forme
M c,m =

γm,0 γm,1 . . . γm,N−1
γ∗m,−1 γm,0
. . . γm,N−2
...
. . .
...
γ∗m,−N+1 γ
∗
m,−N+2
. . . γm,0
 (1.44)
où les γm,n désignent des entrées scalaires complexes. Les formes (1.43) et (1.44) impliquent
une forte redondance d’information au travers des coefficients de la matrice. Plusieurs méthodes
d’estimation reposant sur cet aspect structurel ont été développées. Barton et Smith comparent
les pertes en SINR de plusieurs de ces estimateurs dans le cas d’un faible support d’entraînement
K = ζ [17]. Fuhrmann pousse l’analyse jusqu’à la détection [55]. Les performances sont souvent
proches de celles du filtre adapté optimal. Mais l’utilisation pratique de ces estimateurs doit
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être faite avec précaution. Certains phénomènes – par exemple la présence de multi-trajets ou
d’erreurs sur l’antenne – peuvent conduire à changer la structure présupposée de la matrice. De
plus, le calcul de l’estimateur peut nécessiter l’utilisation de procédures itératives lourdes pour
lesquelles la convergence n’est pas toujours assurée (par exemple calcul d’un estimateur MLE
avec un algorithme EM – Expectation Maximization [55]).
Une autre technique reposant sur les formes (1.43) et (1.44) est la méthode FBS (For-
ward/Backward Smoothing). Dans le cas STAP, elle est appliquée sur des fenêtres glissantes
spatiales, temporelles, ou spatio-temporelles [120] et [51].
Modèle paramétrique Les méthodes auto-régressives AR permettent également de réduire le
domaine d’entraînement. Elles supposent une structure paramétrique des interférences. Déjà for-
mulées pour les systèmes mono-voies et étendues pour les systèmes multi-voies, les techniques AR
ont été adaptées au cas STAP. Le modèle AR permet d’exprimer la sortie spatiale à l’impulsionm
comme la combinaison linéaire des NP sorties spatiales précédentes
0 =
NP−1∑
i=0
AHi zS(m− i) + b(m). (1.45)
Dans (1.45), b(m) représente les échantillons d’un processus Gaussien centré et les matrices
Ai de taille N × M ′ représentent les coefficients du modèle AR à déterminer. Roman et al.
étudient ce modèle dans le cas où les matrices Ai sont de taille N × N et A0 = I [131]. Ils
proposent le détecteur PAMF (Parametric Adaptive Matched Filter) implémenté avec plusieurs
méthodes d’identification des coefficients AR. Le détecteur, testé sur données synthétiques et
réelles MCARM, affiche de meilleurs performances que l’AMF pour de grandes et faibles tailles
du domaine d’entraînement. Le PAMF montre également une bonne résistance dans le cas de
données secondaires contaminées ou d’un fouillis non-stationnaire en distance [30]. Le PAMF n’a
en revanche pas la propriété CFAR. Parker et Swindlehurst propose le filtre STAR (Space-Time
Autoregressive) pour lequel ils relâchent les deux contraintes d’étude du PAMF [114]. Une large
discussion est menée sur le choix des ordres de l’algorithme. La profondeur du filtre NP est choisie
suivant des critères classiques de prédiction d’erreur : l’AIC (Akaike Information Criterion) [12] et
le MDL (Minimum Description Length) [126]. Le choix de M ′ est délicat et dépend fortement du
rang du fouillis. Russ et al. comparent les courbes PD-PFA sur données synthétiques du PAMF et
de plusieurs détecteurs utilisant le filtre STAR [132]. L’étude montre la supériorité des détecteurs
paramétriques par rapport au GLRT de Kelly, en particulier l’approche STAR avec DL est la
plus robuste. Lombardo et Colone proposent un détecteur AR basé sur le principe du GLRT
en deux étapes [157, Chapitre 2]. Celui-présente une bonne résistance aux effets de transition
de fouillis, en revanche ses performances sont dégradées dans le cas d’une forte contamination
du support d’entraînement. Les auteurs proposent une solution pour surmonter ce problème qui
peut être répertoriée parmi les méthodes de sélection de données secondaires présentées ci-après.
1.4.2 Sélection des données secondaires
Les nombreuses sources d’hétérogénéité en environnement réel poussent à l’utilisation d’al-
gorithmes à domaine d’entraînement réduit. Un faible support d’entraînement réduit a priori la
probabilité d’avoir des échantillons hétérogènes. En revanche, les algorithmes peuvent devenir
plus sensibles à la présence d’interférences dans les données secondaires, ceux-ci ne profitant
plus de l’effet moyenneur d’un grand domaine d’entraînement. Il est donc souvent nécessaire de
mettre en amont de l’adaptation une étape de sélection des données secondaires. Des méthodes
non-adaptatives puis adaptatives ont été développées pour cette sélection.
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1.4.2.1 Méthodes non adaptatives
La stratégie du local training suppose que le fouillis est localement homogène, c’est-à-dire que
la distribution des interférences de la cellule sous-test est la même ou très proche de celles des
cases distance environnantes [23]. Le support doit donc se composer des échantillons proches de la
case sous test. De plus, pour éviter que le filtre n’annule la cible, la cellule elle-même et quelques
cellules environnantes, qui peuvent contenir de l’énergie résiduelle de la cible, sont retirées du
domaine d’entraînement. Une seconde stratégie non-adaptative est dénommée l’overnulling [23].
Dans ce cas, le filtre est calculé à partir des régions de fouillis les plus puissantes prédites par
l’équation du radar. Le but est d’assurer ainsi un filtrage suffisant du fouillis. Bien évidemment
ces méthodes non adaptatives peuvent résulter en une annulation inadéquate des interférences.
1.4.2.2 Méthodes adaptatives
Plusieurs schémas de sélection adaptative ont été développés.
Critères de puissance et de phase Rabideau et Steinhardt proposent la méthode PST
(Power Selected Training) qui est une version adaptative de l’overnulling [121]. Au lieu de prédire
la puissance du fouillis par l’équation du radar, la méthode PST utilise directement les données
pour évaluer le niveau de puissance du fouillis par case distance. Les auteurs décrivent l’utilisation
de la méthode dans un algorithme post-Doppler et discutent des éventuels problèmes de sa mise
en place. Une alternative de la méthode est proposée sous le nom de PSD (Power Selected
Deemphasis). Elle consiste à introduire une partie de la cellule primaire et les cellules de garde
lors de l’estimation de la matrice de covariance
M̂p =
1
K + κ
(
S + κzzH
)
, κ ∈ [0, 1]. (1.46)
L’idée est d’améliorer la représentation de la statistique de la cellule sous test lorsque l’envi-
ronnement est hétérogène. Pour s’affranchir du choix de la constante κ dans (1.46), les auteurs
proposent l’algorithme PDE (Projection Deemphasis) dans lequel seule une partie projetée de la
cible est incluse dans l’estimée. La projection utilisée est construite à partir de la connaissance a
priori du lieu du fouillis ou de la cible. Ces méthodes testées sur données réelles permettent de
réduire fortement les fausses alarmes dans un environnement très hétérogène. Kogon propose une
amélioration de la stratégie PST en ajoutant un critère de phase pour sélectionner les échantillons
du support d’entraînement [83]. L’objectif de cette extension est d’éliminer les cellules contenant
des cibles gênantes qui ne seraient pas éliminées par un simple critère de puissance. La méthode
proposée est implémentée dans une structure post-Doppler et s’avère efficace sur données réelles.
Détecteurs de non-homogénéités Une autre méthode adaptative pour la sélection de don-
nées secondaires repose sur les détecteurs NHD (Non-Homogeneity Detector). Ceux-ci visent
à identifier les données hétérogènes comprises dans un support supposé homogène. Classique-
ment, les données sont ordonnées et sélectionnées suivant une métrique appropriée. Chen et al.
introduisent la mesure GIP (Generalized Inner Product) [36]
GIP : zHS−1z . (1.47)
La mesure GIP permet d’identifier les données secondaires dont la matrice de covariance dif-
fère de celle d’une population de contrôle représentée par z. Les auteurs soulignent que cette
mesure est un choix raisonnable pour estimer la différence structurelle traduite dans le scalaire
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Tr
{
MpM s
−1} lorsqu’une seule observation de la population de contrôle est disponible. Testé
sur données simulées et réelles, le GIP apporte une réelle amélioration de détection [105]. En
revanche, il ne tient pas compte de la direction de test visée s et est ainsi suspecté de rejeter trop
de cellules, en particulier celles contaminées par des signaux éloignés de la cible s [11]. Gerlach
propose quatre estimateurs AMF robustes pour lesquels les données sont sélectionnées sur le
principe du maximum de vraisemblance. Une des formes proposées est similaire au GIP [59]. Les
résultats sur données simulées montrent l’efficacité de ces algorithmes. Dans la référence [61], le
GIP est comparé à une autre métrique l’APR (Adaptive Power Residue)
APR : |sHS−1z|2. (1.48)
Contrairement à la mesure GIP, la mesure prend en compte la direction visée. Les auteurs
montrent sur données synthétiques réalistes que l’APR rejette mieux les hétérogénéités que le
GIP. Wang et al. proposent un détecteur NHD de coût calculatoire moindre que le GIP et
l’APR [147]. Le détecteur dénommé CD-NHD (Correlation Dimension - NHD) est basé sur une
mesure de dimension de corrélation et n’implique aucune inversion matricielle.
Sélection post-traitement Une approche originale est proposée par Lombardo et Colone [95].
Elle consiste à sélectionner les données secondaires en bout de chaîne de traitement, c’est-à-dire
après l’étape d’adaptation. Les auteurs proposent ainsi de mettre en oeuvre une série de filtres
AR, dont les coefficients sont estimés sur différents blocs de données secondaires. La valeur du
test de détection est calculée en sortie de chaque filtre. Le support final d’entraînement choisi
correspond au filtre ayant la valeur médiane du test de détection. Les auteurs soulignent que la
méthode a une charge calculatoire plus raisonnable que les détecteurs NHD.
1.4.3 Modèle d’hétérogénéité intégré dans le schéma de détection
Malgré l’utilisation d’algorithmes à faible support d’entraînement rigoureusement sélectionné,
rien n’assure d’obtenir suffisamment de données iid. Une autre approche consiste à construire des
détecteurs intégrant directement l’hétérogénéité, via un modèle, pour la combattre. En particu-
lier, on distingue les détecteurs prenant en compte les variations de puissance locale du fouillis
et les techniques permettant d’estimer les variations en distance du lieu fouillis.
1.4.3.1 Prise en compte de la variation de puissance
On compte essentiellement deux types d’environnement qui permettent de rendre compte des
variations de puissance du fouillis dans un schéma de détection. Le premier est dit environnement
partiellement homogène, il suppose un rapport de puissance constant entre la donnée primaire
et les données secondaires. Le second type est un environnement non-Gaussien dans lequel la
puissance est modélisée par une variable aléatoire.
Milieu partiellement homogène, l’ACE Un milieu partiellement homogène traduit une
variation de puissance entre la cellule primaire et le support d’entraînement de la forme
M s = γMp (1.49)
où γ est un facteur d’échelle en puissance. Lorsque la structure de Mp est connue, le GLRT est
le CFAR-MSD (CFAR - Matched Subspace Detector) [134, 135]. Une version adaptative de ce
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détecteur est dénommée l’ACE (Adaptive Coherent Estimator) [136]. Le test de détection se met
alors sous la forme
ACE :
|sHS−1z|2
(sHS−1s)(zHS−1z)
H1
≷
H0
η. (1.50)
Kraut et Scharf montrent que ce test est le GLRT dans un environnement partiellement homogène
(1.49) lorsque γ etMp sont inconnus [84]. La densité de probabilité du test est donnée dans [103].
L’ACE est très attractif car il est invariant aux changements d’échelle de puissance entre la
donnée primaire et les données secondaires. Kraut et al. prouvent que l’ACE est le détecteur
UMPI (Uniformly Most Powerful Invariant) [86]. Les références [85, 124, 102] présentent une
analyse de performance du détecteur en environnement homogène et hétérogène. L’ACE montre
une très bonne capacité de réjection dans les lobes secondaires, mais est moins sensible dans le
lobe principal.
Il est intéressant de noter que l’ACE est le GLRT pour d’autres problèmes de détection :
par exemple pour une classe étendue où M s est une matrice aléatoire tirée d’une distribution
de Wishart inverse complexe de moyenne proportionnelle à Mp [2], ou encore dans le cas où la
cellule sous test est contaminée par un signal interférant [19]. L’ACE a été également introduit
indépendamment pour des problèmes de détection en milieu Gaussien composé présenté à la
section suivante [38].
Environnement non-Gaussien Sous certaines conditions, l’hypothèse de distribution Gaus-
sienne n’est plus vérifiée sur données réelles. Ceci est observé par exemple pour les radars à haute
résolution et/ou opérant à de faibles angles de dépression [133]. Le fouillis a alors un compor-
tement impulsionnel caractérisé par des pics de puissance. Pour les détecteurs classiques, basés
sur l’hypothèse de bruit Gaussien, ces pics sont interprétés comme des cibles et déclenchent de
nombreuses fausses alarmes. Des modèles physiques de fouillis basés sur des modèles de bruit
composé SIRV (Spherically Invariant Random Vectors) ou Gaussien composé permettent de
mieux représenter la réalité [37, 133, 62]. Un SIRV se caractérise par un processus Gaussien dont
la puissance ou texture est aléatoire. Le fouillis de mer par exemple est souvent modélisé par
une K-distribution qui est un SIRV de loi Gamma [112, 106]. Le modèle Gaussien composé a été
validé sur données réelles pour des radars en bande L [43] et en bande X [21, 42]. Pascal propose
une analyse détaillée de diverses procédures d’estimation de la matrice de covariance [116]. Des
détecteurs adaptés à ces distributions ont été proposés dans la littérature par exemple dans les
références [133, 38, 39, 40, 116] et celles contenues dans [62].
1.4.3.2 Prise en compte des variations du lieu fouillis
Dans le cas d’un fouillis non-stationnaire en distance, plusieurs techniques sont proposées
dans la littérature pour prévenir les pertes engendrées sur les détecteurs “homogènes”. Deux
classes de méthodes peuvent être distinguées. Les unes cherchent à construire un filtre dont
l’expression varie en distance. Les autres tentent de rendre le lieu du fouillis stationnaire sur le
support d’entraînement via l’application d’une transformation sur les données.
Estimateur variant en distance Les modèles proposés pour les estimateurs variant en dis-
tance ont la particularité de s’appliquer soit sur le filtre, soit sur l’inverse de la matrice de
covariance des interférences et non sur la matrice directement.
L’estimateur DBU (Derivative Based Updating) appelé encore ESMI (Extended-SMI) calcule
le filtre à la porte distance ` à partir d’un modèle de filtre linéaire en distance
w` = w0 + `∆w0. (1.51)
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Le modèle DBU, initialement introduit pour une antenne tournante dans un scénario avec
brouilleur [71], a vu son utilisation étendue à tout scénario où le lieu du fouillis est non-
stationnaire en distance. Ceci est le cas des antennes circulaires [151], des configurations bi-
statiques (l’émetteur et le récepteur ne sont plus colocalisés) [82, 118], et de tout scénario où
l’antenne n’est pas en visée parfaitement latérale [81, 68, 14]. Contrairement à l’algorithme SMI
classique, le DBU requiert l’estimation de deux poids w0 et ∆w0 ce qui implique le besoin d’un
espace de dimension double pour l’étape d’adaptation. La mise en oeuvre du DBU augmente
donc le coût calculatoire et nécessite un support d’entraînement double. De ce fait, en pratique,
il est toujours intégré dans une structure à dimension réduite. Zatman étudie les pertes en SINR
du DBU dans une structure post-Doppler [151]. Parker et Swindlehurst [113] propose d’implé-
menter le DBU dans une structure autorégressive STAR [114]. Il est proposé dans une structure
pre-Doppler pour un scénario en pointe avant dans la référence [10]. Zatman fait une analyse
approfondie de l’algorithme dans [152]. Les différentes études sur données synthétiques montrent
que le DBU permet d’estimer correctement les non-stationnarités du fouillis lorsque celles-ci sont
effectivement continues, ce qui n’est pas toujours le cas en pratique.
Lim et Mulgrew proposent le modèle PICM (Prediction of Inverse Covariance Matrix) per-
mettant également de capter les variations continues du lieu du fouillis. La méthode repose sur
un modèle de prédiction linéaire appliqué aux coefficients de l’inverse de la matrice de cova-
riance [92].
Technique de pré-compensation Le but des techniques de pré-compensation est de rendre
le lieu du fouillis indépendant de la case distance considérée. De nombreuses méthodes sont
proposées dans la littérature. Borsari décrit la méthode du Doppler warping pour compenser les
effets causés par une antenne inclinée [24]. Une compensation Doppler est appliquée à chaque
distance afin de rendre le lieu du lobe principal de l’antenne invariant en distance. Kreyenkamp et
Klemm proposent une version adaptative de l’algorithme dans laquelle ils estiment la fréquence
Doppler de compensation par des techniques classiques [87]. Testée avec succès sur données
synthétiques et réelles, la méthode n’est plus applicable si le fouillis occupe plusieurs fréquences
Doppler sur une même case distance (par exemple en cas de forts lobes secondaires). Pearson
et Borsari étendent la méthode avec le higher order Doppler warping. Cette fois-ci la valeur de
la compensation Doppler dépend de la direction angulaire visée [118] . Dans la référence [72],
les auteurs introduisent une technique de pré-compensation déterministe dans le domaine angle-
Doppler pour des radars bistatiques. Dans le même contexte d’étude, des versions adaptatives de
pré-compensation angle-Doppler ont été développées [90, 107]. Friedlander présente une méthode
basée sur l’interpolation des vecteurs de pointage dans le cas d’une antenne circulaire [54]. Enfin
plus récemment, les auteurs de [145] introduisent une technique d’interpolation non-adaptative
qui vise à ramener le lieu du fouillis sur une droite comme observé pour une ULA en visée
latérale. L’avantage de la méthode est qu’elle profite des propriétés de faible rang du clutter.
Bien qu’impliquant un fort coût calculatoire, elle semble apporter une réelle amélioration des
performances.
1.4.4 Introduction de données a priori, KA
Enfin, parmi les méthodes de lutte contre l’hétérogénéité, le KA-STAP (Knowledge-Aided)
constitue une rupture fondamentale dans le domaine de la détection radar [150, 33, 63]. Les trai-
tements KA visent à utiliser de manière intelligente de l’information additionnelle afin d’assister
la détection. Diverses sources d’information sont envisageables : cartes de terrain et d’élévation,
données enregistrées lors de vols antérieurs, configuration de la plate-forme et du radar, images
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SAR (Synthetic Aperture Radar). Le KA-STAP a reçu une attention particulière depuis le lance-
ment du programme KASSPER piloté par le DARPA. À cet effet, on peut se référer à l’ensemble
des présentations faites aux Workshops KASSPER entre 2002 et 2005 [156] et à l’ensemble des
articles disponibles dans les références [158, 63].
Un des points stratégiques pour un processeur KA est la manière dont les données a priori
sont intégrées dans le schéma de détection. Deux catégories de traitements KA sont à distin-
guer [69]. La première concerne l’utilisation indirecte d’informations a priori pour choisir : l’al-
gorithme STAP le plus adapté au scénario, les cellules d’entraînement (nombre et rejet des
cellules trop hétérogènes [155]), le seuil de détection, et éventuellement la forme d’onde. La se-
conde concerne le filtrage à proprement parler. La méthode d’incorporation d’informations a
priori la plus employée est le colored loading (CL). Elle consiste à exprimer l’estimateur de la
matrice de covariance comme la somme pondérée de la matrice des échantillons et d’une matrice
de covariance connue a priori M¯p
CL : M̂
cl
p = aM̂
scm
p + bM¯p. (1.52)
La matrice M¯p est traditionnellement construite suivant le modèle GCM [148] assisté par de l’in-
formation a priori. La forme du CL (1.52) est pertinente car elle peut être interprétée comme une
étape de pré-blanchiment annulant la part quasi-déterministe des interférences. Elle représente
souvent la première phase d’adaptation dans une architecture KA-STAP [109, 155, 143]. Teixeira
et al. retrouvent cette structure en intégrant l’information a priori M¯p comme une contrainte
quadratique [143] dans le formateur MVDR (Minimum Variance Distortionless Response, [144]).
Gerlach et Picciolo proposent un estimateur MLE basé sur une structure similaire à (1.52) en
supposant en plus le niveau de bruit thermique connu [60]. L’algorithme correspond à l’extension
du FML proposé dans [138]. Enfin De Maio et al. proposent d’intégrer l’information a priori dans
un cadre Bayésien où la matrice de covariance primaireMp est une variable aléatoire distribuée
autour de M¯p [45, 44, 100]. Les auteurs calculent les détecteurs GLRT en une et deux étapes
en supposant le milieu homogène. Les tests obtenus correspondent respectivement au GLRT de
Kelly [78] et à l’AMF [130] où la matrice des échantillons S est remplacée par la matrice colorée
(1.52).
Les résultats de ces algorithmes obtenus sur données simulées et réelles sont prometteurs. En
revanche un point délicat et peu discuté est l’importance que l’on peut accorder à M¯p, c’est-à-
dire quelle valeur donner à la pondération (a, b) dans (1.52). Une méthode non adaptative semble
évidemment peu appropriée pour résoudre le problème [69]. Récemment, Stoica et al. ont proposé
une méthode adaptative pour estimer ces coefficients [139, 153, 154]. La méthode repose sur la
minimisation de l’erreur quadratique entre l’estimateur (1.52) et la matrice exacte Mp sous la
contrainte b = 1 − a. L’estimateur est utilisé ensuite dans un détecteur de type AMF (1.36).
Les performances sur les données KASSPER montrent que l’estimateur coloré permet une nette
amélioration de la détection comparé à l’estimateur SCM.
1.5 Bilan
Dans le contexte de la détection radar et des traitements STAP, les causes d’hétérogénéité
sont nombreuses. Diverses stratégies peuvent être mises en oeuvre pour réduire l’impact néfaste
qu’un environnement réel peut engendrer. Chaque solution proposée a ses avantages et ses incon-
vénients. Au vu du bilan qui vient d’être fait et qui ne prétend pas être exhaustif, nous proposons
de concentrer nos travaux sur deux points d’étude qui restent ouverts :
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– introduire un modèle plus général d’hétérogénéité pouvant être exploité mathématiquement
dans un détecteur ;
– proposer une méthodologie pour introduire de manière contrôlée de l’information a priori
contenue dans une matrice M¯p.
L’approche que nous allons proposer et détailler dans les chapitres suivants est développée dans
un cadre de travail Bayésien et fait partie des rares travaux existants à l’heure actuelle dans ce
contexte.
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Chapitre 2
Modèle d’environnement hétérogène
Bayésien
Dans le second chapitre, un nouveau modèle d’environnement hétérogène est introduit dans
un cadre Bayésien. L’approche Bayésienne est appropriée à la fois pour exprimer une relation
d’hétérogénéité entre les données et pour introduire de l’information a priori. Plus
spécifiquement, l’hétérogénéité est exprimée grâce à une relation originale entre les matrices de
covariance de la donnée primaire et des données secondaires. Deux cas sont distingués : le
premier suppose que les données secondaires partagent la même matrice de covariance, le
second suppose que les données secondaires sont scindées en plusieurs groupes suivant leurs
matrices de covariance. La partie KA du modèle est exprimée également par une relation
originale entre la matrice de covariance primaire et une matrice du bruit connue a priori.
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Chapitre 2. Modèle d’environnement hétérogène Bayésien
2.1 Spécifications du modèle
On se propose de présenter un nouveau modèle de données qui prend en compte la non-
homogénéité du milieu et qui intègre de l’information a priori. Ce modèle est construit dans
l’objectif de calculer de nouveaux estimateurs et détecteurs adaptés à un milieu non-homogène.
2.1.1 Hétérogénéité et information a priori
Comme nous l’avons vu au chapitre précédent, le GCM décrit dans [148] est un modèle phy-
sique couramment utilisé permettant de prendre en compte de nombreux types d’hétérogénéité.
Ce modèle, validé sur signaux réels [110], ne permet pas en revanche d’établir une relation simple
entre les matrices de covariance Mp et Mk. Le modèle ne permet pas non plus de relier statis-
tiquement la donnée primaire z et les données secondaires zk. Il n’est ainsi pas aisé de présenter
un modèle physique affiné qui soit exploitable mathématiquement pour construire un détecteur.
On se tourne alors vers le compromis suivant : proposer un modèle assurant la relation géné-
rale Mp 6= Mk et permettant une manipulation mathématique relativement aisée. On suppose
également que les données secondaires zk contiennent de l’information sur la donnée primaire,
sans quoi elles seraient inutiles pour le problème de détection. Un point fondamental est alors
de proposer une relation mathématique entre les matrices de covariance primaire et secondaires,
permettant d’exprimer ce partage d’information.
On souhaite également introduire de manière contrôlée de l’information a priori sur la donnée
primaire. On se place ainsi dans le contexte des traitements KA et on suppose que l’information
a priori est contenue dans une matrice Hermitienne définie positive M¯p. Les méthodes pour
construire une telle matrice sont celles évoquées précédemment dans la section 1.4.4.
2.1.2 Approche Bayésienne
Au regard des objectifs fixés, un cadre de travail Bayésien a été choisi. Celui-ci permet
d’incorporer de manière adéquate de l’information a priori dans un modèle [76, 69]. Le contexte
Bayésien permet, de plus, d’exprimer aisément la non-homogénéité du milieu Mk 6= Mp. Les
matrices de covariance Mk et Mp sont alors considérées dans la suite du document comme des
variables aléatoires. Plus précisément, on suppose que les distributions de Mk|Mp et la loi a
priori deMp sont connues. En particulier, on impose qu’en moyenneMp soit égale à la matrice
connue M¯p. Les distributions proposées par la suite reposent sur des lois de Wishart et inverse
Wishart invoquées déjà dans d’autres travaux [49], [48]. À ce titre, les propriétés utiles de ces
distributions sont rappelées en annexe C.
Soulignons également, que dans des travaux parallèles, nous avons proposé un modèle similaire
à la différence près que la connaissance a priori est introduite sur les données secondaires [5].
Le modèle permet d’obtenir l’expression explicite de l’estimateur MAP (Maximum a posteriori)
qui s’avère avoir la forme d’un estimateur CL (1.52) couramment proposé dans les algorithmes
KA-STAP [143, 60, 109, 155].
2.2 La donnée primaire
2.2.1 Le vecteur d’observation
Le vecteur bruit de la donnée primaire n du problème de détection (1.27) est supposé distribué
suivant une loi normale complexe de moyenne nulle et de matrice de covariance Mp
n ∼ N˜ζ (0,Mp) . (2.1)
32
2.2. La donnée primaire
Les distributions du vecteur d’observation primaire z sous les hypothèses H0 et H1 se mettent
alors respectivement sous la forme
f0(z|Mp) = pi−ζ |Mp|−1 etr
{−Mp−1zzH} (2.2a)
f1(z|Mp) = pi−ζ |Mp|−1 etr
{−Mp−1(z − αts)(z − αts)H} . (2.2b)
2.2.2 La matrice de covariance primaire
2.2.2.1 Choix de la loi a priori
On suppose dans notre modèle que la matrice de covariance primaire Mp est une variable
aléatoire de loi a priori f(Mp) connue. Le choix de cette loi est délicat. Elle doit, d’une part,
traduire la connaissance ou absence de connaissance que l’on a sur la matrice de covarianceMp.
Elle doit, d’autre part, se conformer à une certaine simplicité d’expression pour l’exploitation
mathématique. Une large discussion sur le choix de lois a priori est faite à ce sujet dans [140, 141]
et [128, Chapitre 3]. Dans notre cas, on suppose que la moyenne deMp correspond à l’information
a priori contenue dans M¯p. Plus précisément, on suppose que la matrice de covariance primaire
suit une loi de Wishart complexe avec µ degrés de liberté notée
Mp ∼ W˜ζ
(
µ−1M¯p, µ
)
. (2.3)
La quantité µ dans (2.3) est un scalaire entier supposé connu tel que µ ≥ ζ. Du point de vue du
vocabulaire, µ est appelé hyperparamètre du modèle, alors queMp est un paramètre du modèle.
La loi a priori de Mp, s’exprime alors par
f(Mp) ∝ |Mp|µ−ζ etr
{
−µMpM¯−1p
}
. (2.4)
2.2.2.2 Interprétation
Une interprétation quasi-physique du modèle peut être faite en observant les moments à
l’ordre 1 et 2 de (2.3). À l’ordre 1, on retrouve la contrainte en moyenne fixée précédemment
E {Mp} = M¯p . (2.5)
Notons tout de même que Mp est différente de M¯p avec une probabilité 1. Le moment d’ordre
2 permet d’exprimer la distance entre Mp et sa valeur moyenne M¯p
E {(Mp − M¯p)2} = Tr{M¯p}
µ
M¯p. (2.6)
Lorsque la valeur de µ augmente, la covariance (2.6) diminue : les matricesMp et M¯p deviennent
proches et la loi a priori devient très informative. Lorsque µ diminue les deux matrices peuvent
différer fondamentalement l’une de l’autre. L’hyperparamètre µ représente donc le niveau de
confiance que l’on peut avoir dans l’a priori M¯p. Il est important de noter que le paramètre µ
ne traduit pas de façon linéaire le niveau de confiance dans M¯p. La relation (2.6) montre en effet
qu’une augmentation de µ, lorsque celui est petit, augmente rapidement le degré de confiance
dans M¯p, ce qui n’est plus le cas dans le domaine des fortes valeurs.
Remarque 6 (Convention d’écriture) Par souci d’alléger l’écriture, on ne précisera dans les
termes conditionnels des lois que les termes inconnus. Par exemple, pour la loi a priori de Mp
(2.4), on omettra ainsi de préciser les termes M¯p et µ.
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2.3 Les données secondaires
Pour les données secondaires, on distinguera dans un premier temps le cas particulier où
celles-ci partagent la même matrice de covariance notée M s. Ceci permet d’introduire peu à
peu les notations et sera utile plus loin lors des chapitres estimation et détection. Le cas général
sera ensuite présenté. Il suppose que les données secondaires sont scindées en groupes suivant la
valeur de la matrice Mk.
2.3.1 Cas particulier
2.3.1.1 Les vecteurs d’observation
On supposera dans cette étude que les vecteurs bruit des données secondaires sont iid entre
eux, c’est-à-dire pour k = 1, · · · ,K
nk|M s ∼ N˜ζ (0,M s) . (2.7)
La densité de zk conditionnellement à la matrice secondaire M s se met sous la forme
f(zk|M s) = pi−ζ |M s|−1 etr
{−M−1s zkzHk } . (2.8)
Les zk étant supposés indépendants entre eux, la densité jointe de Z =
[
z1 · · · zK
]
condi-
tionnellement à M s est donnée par
f(Z|M s) = pi−ζK |M s|−K etr
{−M−1s S} . (2.9)
2.3.1.2 La matrice de covariance
Choix de la loi f(M s|Mp) On suppose dans notre modèle connaître la distribution de
M s|Mp. Cette distribution doit garantir la non-homogénéité du milieuM s 6=Mp tout en assu-
rant que les deux matrices partagent une certaine information, sans quoi les données secondaires
seraient inutiles pour l’estimation deMp. On suppose alors que la distribution conditionnelle de
M s|Mp est une loi de Wishart inverse complexe avec ν degrés de liberté et de moyenne Mp
f(M s|Mp) ∝ |M s|−(ν+ζ) etr
{−(ν − ζ)M−1s Mp} |Mp|ν . (2.10)
Dans (2.10), ν est un scalaire entier tel que ν > ζ. La matriceM s constitue le second paramètre
du modèle alors que ν est un hyperparamètre. On note cette distribution
M s|Mp ∼ W˜−1ζ ((ν − ζ)Mp, ν) . (2.11)
Notons que (2.11) est la loi a priori conjuguée pour le paramètre M s, ce qui facilitera certains
calculs par la suite.
Interprétation De même que pour la matrice de covariance primaire, l’observation des mo-
ments d’ordres 1 et 2 de la loi (2.11) permet d’interpréter physiquement le modèle. L’expression
de l’espérance montre que l’environnement est en moyenne homogène
E {M s|Mp} =Mp . (2.12)
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Ceci traduit bien un partage d’information entre données primaire et secondaires, tout en assurant
avec une probabilité 1 queM s 6=Mp. Le moment d’ordre 2 permet d’exprimer la distance entre
les matrices de covariance de M s et Mp
E {(M s −Mp)2|Mp} = Mp2 + (ν − ζ)Tr {Mp}Mp(ν − ζ + 1)(ν − ζ − 1) . (2.13)
Lorsque la valeur de ν augmente dans (2.13), la distance entre les matrices primaire et secondaires
diminue. Inversement, lorsque ν diminue, les deux matrices sont de plus en plus distantes l’une
de l’autre. L’hyperparamètre ν permet donc de régler, à l’image du facteur d’étalement d’une loi
gamma [112], le niveau d’hétérogénéité du milieu.
2.3.2 Cas général
Dans un cas plus général, on suppose que les données secondaires sont scindées en G groupes,
chacun contenant Lk échantillons et partageant la même matrice de covariance Mk. Si G = 1,
on retrouve le cas particulier explicité précédemment. Si G = K, chacune des données secon-
daires a sa matrice de covariance propre. Ce découpage peut correspondre, par exemple, à une
segmentation a priori effectuée par un processeur KA sur les données suivant le type de terrains
éclairés [111, 34].
On note {zk,`}Lk`=1 les données du k-ième groupe. La distribution de Zk =
[
zk,1 · · · zk,Lk
]
conditionnellement à Mk est
f(Zk|Mk) = pi−ζLk |Mk|−Lketr
{−M−1k Sk} (2.14)
où Sk représente la SCM du groupe k
Sk = ZkZHk . (2.15)
Les matricesMk sont supposées indépendantes conditionnellement à la matriceMp. Pour chaque
groupe k, les matricesMk sont distribuées conditionnellement àMp suivant une loi de Wishart
inverse complexe avec νk degrés de liberté et de moyenne Mp
Mk|Mp ∼ W˜−1ζ ((νk − ζ)Mp, νk) . (2.16)
La densité de Mk conditionnellement à Mp est alors donnée par
f(Mk|Mp) ∝ |Mp|νk |Mk|−(νk+ζ) etr
{−(νk − ζ)M−1k Mp} . (2.17)
De même que dans le cas G = 1, l’observation des moments d’ordres 1 et 2 permet d’obtenir une
interprétation physique du modèle. En moyenne, chaque groupe est homogène avec la donnée
primaire
E {Mk|Mp} =Mp (2.18)
bien que pour chaque réalisation la relation Mk 6= Mp soit assurée. De plus, la distance entre
la matrice de covariance de chaque groupe Mk et la matrice de covariance primaire Mp est
contrôlée par l’hyperparamètre νk suivant la relation
E {(Mk −Mp)2|Mp} = Mp2 + (νk − ζ)Tr {Mp}Mp(νk − ζ + 1)(νk − ζ − 1) . (2.19)
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2.4 Bilan
On dispose donc d’un modèle de données permettant d’intégrer une relation d’hétérogénéité
et de l’information a priori sur la donnée primaire contenue dans une matrice M¯p.
Pour cela, nous avons supposé disposer d’une donnée primaire z de matrice de covariance
Mp et de K données secondaires zk divisés en groupes selon les valeurs de leurs matrices de
covariance Mk. Nous nous sommes placés dans un contexte Bayésien dans lequel deux classes
de distributions sont supposées connues :
– la premièreMk|Mp ∼ W˜−1ζ ((νk − ζ)Mp, νk) définit la relation d’hétérogénéité entre don-
nées primaire et secondaires,
– la seconde Mp ∼ W˜ζ
(
µ−1M¯p, µ
)
décrit la partie KA du modèle.
Ce modèle est ainsi flexible et contrôlé par un ensemble réduit de paramètres scalaires :
– l’hyperparamètre µ traduit le niveau de confiance dans la matrice a priori M¯p,
– l’ensemble des hyperparamètres νk représente le niveau d’hétérogénéité de chaque groupe
de données secondaires.
À ce stade, une critique principale peut être formulée sur le modèle quant au choix des densités
f(Mk|Mp) et f(Mp). Nous avons en effet restreint notre choix à des distributions appartenant à
une famille de lois conjuguées afin de garantir une manipulation mathématique aisée du modèle.
Ce choix offre également une simplicité des expressions dans le sens où les lois ne dépendent que
de quelques paramètres (les νk et µ). À ce sujet, nous appliquerons au chapitre 5 une méthode
permettant d’accroître la robustesse des lois conjuguées en introduisant un niveau hiérarchique
dans le modèle [128, Section 3.6]. Plus précisément, nous supposerons que les hyperparamètres
νk et µ du modèle sont également des variables aléatoires de lois a priori peu informatives.
Notons également que bien que le modèle proposé ne soit pas un modèle “physique” comme
l’est le GCM, il fait partie des rares modèles à ce jour présentés dans un contexte Bayésien per-
mettant de construire des détecteurs intégrant hétérogénéité et connaissance a priori [45, 44, 158].
Après une étude théorique du modèle proposée dans les chapitres 3 et 4, le chapitre 5 permettra
de comprendre comment le modèle est capable de capter et/ou de combattre l’hétérogénéité dans
un cas pratique.
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Dans ce chapitre, différents estimateurs de la matrice de covariance primaire sont introduits
à partir du modèle de donnés précédemment proposé. Le cas spécial où les données secondaires
partagent toutes la même matrice de covariance est traité en premier. Ce cas offre la possibi-
lité d’expliciter exactement l’un des estimateurs. Il permet également d’introduire la technique
de l’échantillonneur de Gibbs avant sa généralisation à plusieurs étapes. Des estimateurs de la
matrice de covariance primaire sont également introduits dans le cas où aucune information a
priori n’est disponible. Le but est de quantifier l’apport de cette donnée dans le modèle. Ensuite,
une étude théorique est menée sur les bornes d’estimation. Enfin, les performances des estima-
teurs proposés sont illustrées par des simulations numériques. Ce chapitre constitue l’apport le
plus conséquent de la thèse. Les procédures d’estimation mise en place soulèvent essentiellement
des problèmes d’intégration et dans une moindre mesure des problèmes d’optimisation.
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Chapitre 3. Estimation en milieu hétérogène Bayésien
3.1 Estimation de la matrice de covariance primaire (cas parti-
culier)
Au chapitre précédent, nous avons présenté un nouveau modèle de données dans un cadre
Bayésien intégrant de manière originale une relation d’hétérogénéité ainsi que de l’information a
priori. Dans cette section, on se restreint au cas particulier où les données secondaires du modèle
sont iid de matrice de covariance M s différente de Mp. On reformule ci-après l’ensemble des
données décrivant le modèle 
z|Mp ∼ N˜ζ (z¯,Mp)
Z|M s ∼ N˜ζ,K (0,M s)
M s|Mp ∼ W˜−1ζ ((ν − ζ)Mp, ν)
Mp ∼ W˜ζ
(
µ−1M¯p, µ
) (3.1)
où z¯ = 0 sous H0 et z¯ = αts sous H1. Dans un premier temps, les hyperparamètres ν et µ du
modèle sont supposés connus. Une généralisation au cas d’hyperparamètres inconnus sera étudiée
au chapitre 5.
L’objectif de ce chapitre est d’étudier, à partir de ce modèle, de nouveaux schémas d’esti-
mation adaptés à un environnement hétérogène. On propose ainsi de calculer les estimateurs
MMSE (Minimum Mean Square Error) et MAP (Maximum a posteriori) [76] de la matrice de
covariance primaire Mp en utilisant uniquement les données secondaires Z1. Comme nous le
verrons, le calcul de l’estimateur MMSE soulève des problèmes d’intégration, que l’on résout en
utilisant une méthode de Monte Carlo par Chaînes de Markov (MCMC). Plus précisément, on
a recours à un échantillonneur de Gibbs [127]. La restriction de l’étude au cas où les données
secondaires sont iid (i.e. G = 1) permet :
– d’expliciter exactement l’estimateur MAP,
– d’introduire pas à pas l’échantillonneur de Gibbs avant de le généraliser au cas où les
données secondaires sont réparties en plusieurs groupes caractérisés par des matrices de
covariance différentes (i.e. G > 1).
Les deux estimateurs proposés nécessitent la connaissance de la distribution a posteriori deMp
que l’on explicite en premier lieu.
3.1.1 Densité a posteriori
L’approche Bayésienne est fondée entièrement sur la distribution a posteriori du paramètre
d’intérêt. Dans notre cas, le modèle de données (3.1) dépend de deux paramètres Mp et M s (ν
et µ étant fixés dans un premier temps). La distribution a posteriori du paramètre d’intérêtMp
s’obtient en appliquant le théorème de Bayes
f(Mp|Z) ∝ f(Z|Mp)f(Mp) (3.2)
où
f(Z|Mp) =
∫
f(Z|Mp,M s)f(M s|Mp)dM s. (3.3)
La distribution a posteriori f(Mp|Z) contient ainsi le résumé complet de l’information disponible
sur Mp apportée par l’observation Z d’une part et par l’a priori d’autre part. Notons que
dans (3.2) le terme de proportionnalité assure que l’intégrale de l’expression est égale à 1.
1Les raisons de ce choix sont exposées plus loin et reposent essentiellement sur des arguments de complexité
calculatoire.
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En utilisant les expressions des distributions de Z|M s et deM s|Mp définies respectivement
par les équations (2.9) et (2.10), la distribution f(Z|Mp) se met sous la forme
f(Z|Mp) ∝ |Mp|ν
∫
|M s|−(K+ν+ζ)etr
{−M s−1 [S + (ν − ζ)Mp]} dM s. (3.4)
On reconnaît l’expression de l’intégrale d’une distribution de Wishart inverse de matrice S +
(ν−ζ)Mp avec ν +K degrés de liberté [annexe C]. La distribution a posteriori Mp|Z s’exprime
alors par
f(Mp|Z) ∝ |Mp|
ν
|S + (ν − ζ)Mp|ν+K f(Mp) (3.5)
ou de manière équivalente
f(Mp|Z) ∝ |Mp|
ν+µ−ζ
|S + (ν − ζ)Mp|ν+K etr
{
−µMpM¯−1p
}
. (3.6)
À partir de cette expression, nous allons nous intéresser au calcul des deux estimateurs Bayésiens
les plus souvents utilisés dans la littérature : l’estimateur MAP et l’estimateur MMSE.
3.1.2 Estimateur MAP
On s’intéresse dans cette section à l’estimateur MAP. Son calcul sous forme exacte est obtenu
par la résolution d’une équation matricielle quadratique.
3.1.2.1 Expression de l’estimateur
Par définition [76], l’estimateur MAP est caclulé en maximisant la densité a posteriori
f(Mp|Z)
M̂
map
p = argmax
Mp
f(Mp|Z) (3.7)
ou de manière équivalente
M̂
map
p = argmax
Mp
ln f(Mp|Z). (3.8)
D’après la relation (3.5), le logarithme de la densité a posteriori de Mp s’exprime directement
par
ln f(Mp|Z) =cst.+ (ν + µ− ζ) ln |Mp|
− (ν +K) ln |S + (ν − ζ)Mp| − Tr
{
µMpM¯
−1
p
}
. (3.9)
En dérivant cette expression par rapport à Mp et en l’égalant à zéro, on obtient
(ν + µ− ζ)Mp−1 − (ν +K)(ν − ζ)[S + (ν − ζ)Mp]−1 − µM¯−1p = 0. (3.10)
Puis, en multipliant l’équation précédente à gauche parMp et à droite par [S + (ν − ζ)Mp], on
a encore
MpM¯
−1
p Mp − 2Mp
[
αI − βM¯−1p S
]
− γS = 0. (3.11)
Cette équation correspond à une équation quadratique matricielle. La résolution de celle-ci re-
pose, dans un premier temps, sur la décomposition SVD de la matrice S˜ définie par
S˜ = M¯−1/2p SM¯
−1/2
p = Udiag (`k)U
H (3.12)
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où U et {`k} représentent l’ensemble des vecteurs propres et valeurs propres de S˜. Remarquons
que S˜ correspond à la matrice des échantillons S dans l’espace blanchi par M¯−1/2p . On montre
alors en annexe D.1 qu’il existe une unique solution à (3.10) donnée par
M̂
map
p = M¯
1/2
p Udiag (λk)U
HM¯
1/2
p (3.13)
où les λk s’expriment en fonction des valeurs propres `k de la matrice S˜
λk =
(
µ− ζ −K
2µ
− `k
2(ν − ζ)
)
+
√(
µ− ζ −K
2µ
− `k
2(ν − ζ)
)2
+
ν + µ− ζ
µ(ν − ζ) `k. (3.14)
Remarque 7 On aurait pu multiplier (3.10) à droite par Mp et à gauche par [S + (ν − ζ)Mp]
et obtenir l’équation
MpM¯
−1
p Mp − 2
[
αI − βM¯−1p S
]
Mp − γS = 0. (3.15)
Ceci montre donc que MpM¯
−1
p S = SM¯
−1
p Mp. Ce résultat est utilisé plus loin dans l’annexe
D.1.
3.1.2.2 Interprétation
Il est intéressant de s’attarder sur l’expression obtenue pour l’estimateur MAP. La matrice
M̂
map
p est en effet destinée par la suite à filtrer le bruit présent dans la donnée primaire z. Au vu
de l’équation (3.13), le blanchiment qu’elle opère peut se décomposer en deux étapes distinctes.
La première étape met en jeu uniquement la matrice connue a priori M¯p et peut s’interpréter
comme un pré-blanchiment déterministe de z. On retrouve ainsi une structure semblable à celle
classiquement proposée dans le cadre des algorithmes KA [109, 155, 143]. La deuxième étape met
en jeu la matrice des échantillons S˜, dont les coefficients diagonaux sont légèrement modifiés via
la relation (3.14). Cette deuxième étape correspond à un blanchiment adaptatif et dépend des
paramètres scalaires du modèle. Notons que la technique consistant à modifier les valeurs propres
de la matrice des échantillons a été proposée dans la littérature pour l’estimation robuste de
matrice de covariance. Ce principe est connu sous le nom de pertes de Stein [46, 88]. L’estimateur
MAP de notre modèle appartient donc à une classe d’estimateur connue. Enfin, il est important
de noter que l’expression de l’estimateur est donnée sous forme exacte.
3.1.3 Estimateur MMSE
On s’intéresse dans cette section à l’estimateur minimisant l’erreur quadratique moyenne
Bayésienne E
{∥∥∥Mp − M̂p∥∥∥2}. Le calcul de cet estimateur pose des problèmes d’intégration
que l’on résout grâce à l’utilisation d’une méthode MCMC.
3.1.3.1 Définition et stratégie de calcul
Par définition, l’estimateur MMSE de Mp correspond à la moyenne de la loi a posteriori
de Mp
M̂
mmse
p = E {Mp|Z} =
∫
Mpf(Mp|Z)dMp. (3.16)
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En utilisant (3.5), on obtient l’expression exacte suivante
M̂
mmse
p =
∫
Mp|Mp|ν |S + (ν − ζ)Mp|−(ν+K)f(Mp) dMp∫ |Mp|ν |S + (ν − ζ)Mp|−(ν+K)f(Mp) dMp . (3.17)
Malheureusement, les deux intégrales mises en jeu n’ont pas d’expressions analytiques simples.
Ce problème n’est pas propre à notre modèle mais constitue une des difficultés majeures de
l’inférence Bayésienne. Diverses techniques ont ainsi été développées pour approximer de telles
intégrales. On compte parmi elles les méthodes déterministes d’intégration numérique. Mais
celles-ci sont à éviter pour des problèmes où la dimension est supérieure à 4 [127, Chapitre 1],
[128, Chapitre 6], ce qui est toujours le cas pour des applications STAP. On choisit alors plutôt
d’utiliser une méthode de Monte Carlo par Chaînes de Markov.
Les techniques MCMC permettent de générer des variables aléatoires suivant la loi a posteriori
d’intérêt. Pour calculer l’expression (3.16), nous proposons ainsi de mettre en place une chaîne
de Markov produisant des échantillons Mp(i). Après un nombre d’itérations i assez grand, et,
quelle que soit la valeur initiale de la chaîne Mp(0), l’échantillon Mp(i) est approximativement
distribué selon la loi a posteriori f(Mp|Z). L’estimateur MMSE se calcule alors par la moyenne
empirique sur les échantillons produits par la chaîne
M̂
mmse
p ,
1
Nr
Nr∑
i=1
Mp
(i+Nbi) (3.18)
oùNbi représente la période de chauffage de l’algorithme etNr le nombre d’échantillons nécessaire
pour obtenir une bonne approximation numérique.
Remarque 8 La convergence de la chaîne de Markov, c’est-à-dire le choix des valeurs de Nbi et
Nr, sera discuté dans la partie simulations numériques 3.5.3.3.
3.1.3.2 Échantillonneur de Gibbs en deux étapes
Principe Deux techniques essentiellement ont été introduites dans la littérature pour générer
des échantillons distribués suivant la loi a posteriori : l’algorithme de Metropolis-Hastings et
l’échantillonnage de Gibbs [127, 128, 57]. On propose ici d’utiliser un échantillonneur de Gibbs
permettant de générer une suite (Mp(i)) distribuée suivant la loi a posteriori f(Mp|Z). L’algo-
rithme s’appuie sur la structure hiérarchique du modèle (3.1) et consiste à générer des échantillons
distribués suivant la loi conditionnelle des paramètres Mp et M s. En utilisant les relations dé-
finissant le modèle (3.1), on montre que la loi jointe a posteriori de Mp et M s se met sous la
forme
f(Mp,M s|Z) ∝ |M s|−(ν+ζ+K)|Mp|ν+µ−ζ
× etr{−M−1s [S + (ν − ζ)Mp]} etr{−µMpM¯−1p } . (3.19)
Au vu de cette expression, on obtient les expressions des lois a posteriori conditionnelles deMp
f(Mp|M s,Z) ∝ |Mp|ν+µ−ζetr
{
−
[
µM¯
−1
p + (ν − ζ)M−1s
]
Mp
}
(3.20)
et de M s
f(M s|Mp,Z) ∝ |M s|−(ν+ζ+K)etr
{−M−1s [S + (ν − ζ)Mp]} . (3.21)
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On reconnaît ainsi deux lois aisément simulables appartenant à la famille des distributions de
Wishart et de Wishart inverse
Mp|M s,Z ∼ W˜ζ
([
µM¯
−1
p + (ν − ζ)M−1s
]−1
, ν + µ
)
(3.22)
M s|Mp,Z ∼ W˜−1ζ (S + (ν − ζ)Mp, ν +K) . (3.23)
Des échantillons (Mp(i)) et (M
(i)
s ) sont alors générés de manière itérative à partir respectivement
des distributions (3.22) et (3.23) comme décrit par l’algorithme 1.
Remarque 9 Il est intéressant de souligner que la forme relativement simple des distributions
de Mp|M s,Z et de M s|Mp,Z n’est pas le fruit du hasard mais découle de deux choix faits
précédemment :
1. les distributions f(M s|Mp) et f(Mp) ont été soigneusement choisies parmi une famille
de lois conjuguées,
2. l’estimation deMp utilise uniquement l’information apportée par l’observation des données
secondaires Z.
En effet, on pourrait s’intéresser à l’estimation de Mp à partir des données primaire z et secon-
daires Z. Mais dans ce cas, la distribution conditionnelle de Mp se met sous la forme
f(Mp|M s,z,Z) ∝|Mp|ν+µ−ζ−1etr
{
−Mp
[
(ν − ζ)M−1s + µM¯−1p
]}
× etr{−Mp−1(z − z¯)(z − z¯)H} (3.24)
ce qui implique que la distribution de Mp|M s,z,Z n’appartient plus à une famille de loi connue
aisément simulable. De plus, cette distribution fait intervenir le terme z¯ qui n’est pas connu.
Propriété de l’échantillonneur Après une certaine période de chauffage, la chaîne (Mp(i),M
(i)
s )
est une chaîne de Markov de loi f(Mp,M s|Z). Il en est de même pour chaque paramètre de la
chaîne [127, 128]. En particulier, la chaîne (Mp(i)) est une chaîne de Markov de loi f(Mp|Z).
Cette propriété permet finalement d’approximer l’estimateur MMSE de Mp par la moyenne
empirique des échantillons produits par la chaîne (3.18).
Remarque 10 La technique par échantillonnage de Gibbs permet également d’obtenir l’estimée
MMSE de la matrice de covariance secondaire M s en moyennant les Nr derniers échantillons
de la chaîne. Bien que la matrice M s apparaisse comme un paramètre de nuisance dans (3.3),
elle peut à son tour constituer le paramètre d’intérêt et permettre par exemple de caractériser le
support d’entraînement.
3.2 Estimation de la matrice de covariance primaire (cas général)
Dans la section précédente, nous avons calculé les estimateurs MAP et MMSE de la matrice
de covariance primaireMp dans le cas particulier où les données secondaires possèdent la même
matrice de covariance. On s’intéresse ici au cas plus général où les données secondaires sont
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Algorithme 1 : Échantillonneur de Gibbs en deux étapes.
Données : Z
Résultat : M̂
mmse
p
/* Initialisation */
M
(0)
s = M̂
scm
p ;
/* Période de chauffage */
pour i = 1 : Nbi faire
générer Mp(i) suivant f(Mp|M (i−1)s ,Z);
générer M (i)s suivant f(M s|Mp(i),Z);
/* Échantillons distribués suivant la loi cible */
pour i = 1 +Nbi : Nr +Nbi faire
générer Mp(i) suivant f(Mp|M (i−1)s ,Z);
générer M (i)s suivant f(M s|Mp(i),Z);
/* Moyenne */
M̂
mmse
p =
1
Nr
∑Nr
i=1Mp
(i+Nbi)
scindées en G groupes, chaque groupe étant associé à une matrice de covariance. On rappelle
l’ensemble des relations définissant le modèle des données et utiles à l’estimation de Mp

Zk|Mk ∼ N˜ζ,Lk (0,Mk) k = 1, . . . , G
Mk|Mp ∼ W˜−1ζ ((νk − ζ)Mp, νk) k = 1, . . . , G
Mp ∼ W˜ζ
(
µ−1M¯p, µ
)
.
(3.25)
Contrairement au cas G = 1, l’estimateur MAP de la matrice de covariance primaire Mp n’a
pas de solution exacte. On propose alors de nouveaux estimateurs plus simples appartenant à
la classe des estimateurs structurés. Ceux-ci sont formulés comme la somme pondérée des SCM
de chaque groupe. On dénote ces estimateurs par l’abréviation WSCM (Weighted SCM). Le
calcul de l’estimateur MMSE est également présenté et repose sur une version généralisée de
l’échantillonneur de Gibbs.
3.2.1 Estimateur MMSE
On s’intéresse tout d’abord à l’estimateur MMSE de Mp. On peut montrer de manière
similaire au cas G = 1, que la forme de la distribution a posteriori f(Mp|Z) ne permet pas de
calculer l’expression intégrale (3.16). Une version de l’échantillonneur de Gibbs généralisé est alors
proposée pour approximer l’estimateur MMSE. Le principe est identique à l’algorithme présenté
précédemment, à la différence près que les paramètres du modèle sont désormais constitués de la
matriceMp et de l’ensemble des matricesMk. L’algorithme s’appuie sur la structure hiérarchique
du modèle (3.25). Celle-ci permet, dans un premier temps, de décomposer la loi a posteriori sous
la forme
f(Mp|Z) =
∫
. . .
∫
f(Mp , {Mk} |Z) dM1 . . . dMG. (3.26)
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Le théorème de Bayes et l’indépendance a priori des matrices de covariance Mk conditionnelle-
ment àMp permettent ensuite de formuler la distribution jointe a posteriori deMp , {Mk} |Z par
f(Mp , {Mk} |Z) ∝
G∏
k=1
|Mk|−Lketr
{−M−1k Sk} G∏
k=1
|Mp|νk |Mk|−(νk+ζ)
× etr{−(νk − ζ)MpM−1k } |Mp|µ−ζetr{−µMpM¯−1p } . (3.27)
On exprime alors aisément les lois conditionnelles de la matrice Mp
f(Mp| {Mk} ,Z) ∝ |Mp|µ−ζ+
∑G
k=1 νketr
{
−
[
µM¯
−1
p +
G∑
k=1
(νk − ζ)M−1k
]
Mp
}
(3.28)
et des matrices Mk
f(Mk|Mp , {M `}` 6=k ,Z) ∝ |Mk|−(νk+Lk+ζ)etr
{− [(νk − ζ)Mp + Sk]M−1k } . (3.29)
Les lois conditionnelles a posteriori de Mp| {Mk} ,Z et des Mk|Mp , {M `}` 6=k ,Z sont donc
respectivement des lois de Wishart et de Wishart inverse aisément simulables
Mp| {Mk} ,Z ∼ W˜ζ
[µM¯−1p + G∑
k=1
(νk − ζ)M−1k
]−1
, µ+
G∑
k=1
νk
 (3.30)
Mk|Mp , {M `}` 6=k ,Z ∼ W˜−1ζ ((νk − ζ)Mp + Sk, νk + Lk) . (3.31)
Comme dans le cas décrit dans 3.1.3.2, chaque échantillon de la chaîne est, après la période de
chauffage, approximativement distribué suivant la distribution a posteriori. En particulier, les
échantillons Mp(i) sont asymptotiquement distribués selon la loi a posteriori f(Mp|Z), ce qui
permet d’approximer l’estimateur MMSE par la moyenne empirique (3.18). L’échantillonneur de
Gibbs est décrit en détail ci-après. Remarquons qu’en générant d’abord les échantillons M (i)k
selon (3.31), seule l’initialisation de Mp(0) est nécessaire.
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Algorithme 2 : Échantillonneur de Gibbs.
Données : Z
Résultat : M̂
mmse
p
/* Initialisation (arbitraire) */
Mp
(0) = M̂
scm
p ;
/* Période de chauffage */
pour i = 1 : Nbi faire
pour k = 1 : G faire
générer M (i)k suivant f
(
Mk |Mp(i−1),
{
M
(i−1)
`
}
` 6=k
,Z
)
;
générer Mp(i) suivant f
(
Mp |
{
M
(i)
k
}
,Z
)
;
/* Échantillons distribués suivant la loi cible */
pour i = 1 +Nbi : Nr +Nbi faire
pour k = 1 : G faire
générer M (i)k suivant f
(
Mk |Mp(i−1),
{
M
(i−1)
`
}
` 6=k
,Z
)
;
générer Mp(i) suivant f
(
Mp |
{
M
(i)
k
}
,Z
)
;
/* Moyenne */
M̂
mmse
p =
1
Nr
∑Nr
i=1Mp
(i+Nbi)
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3.2.2 Estimateurs de type WSCM
L’estimateur MMSE introduit précédemment représente un point de référence en ce qui
concerne le critère de l’erreur quadratique moyenne. En revanche, sa mise en place, via l’échan-
tillonneur de Gibbs, entraîne un coût calculatoire conséquent. On s’intéresse dans cette partie
à des estimateurs structurés de moindre coût calculatoire dont le calcul repose également sur le
principe de minimisation de la MSE.
3.2.2.1 Estimateurs WSCM
Motivation Nous avons proposé un modèle d’environnement hétérogène (3.25) dans lequel les
données secondaires sont scindées en groupes selon leur matrice de covariance. Dans l’objectif
d’estimer la matrice de covariance primaire Mp, il paraît alors naturel de donner un poids plus
important aux groupes les plus homogènes avec la donnée primaire z. Pour ce faire et dans
un souci de simplicité, on propose une nouvelle forme d’estimateur s’écrivant comme la somme
pondérée des matrices des échantillons de chaque groupe
M̂
wscm
p =
G∑
k=1
wkSk (3.32)
où les poids wk sont des scalaires réels. Notons que lorsque les poids sont tous égaux et valent
wk =
(∑G
k=1 Lk
)−1
, on retrouve la traditionnelle SCM (1.31) (on rappelle que Lk désigne la
taille du k-ième groupe). On propose alors de calculer les poids regroupés dans le vecteur
w =
[
w1 · · · wG
]T (3.33)
qui minimisent la MSE de M̂
wscm
p .
Calcul des pondérations D’après les hypothèses de notre modèle (3.25), on montre en annexe
D.2 que la MSE de l’estimateur M̂
wscm
p peut s’exprimer de manière exacte en fonction des
paramètres connus du modèle. Plus précisément, elle se met sous la forme suivante2
E
{∥∥∥M̂wscmp −Mp∥∥∥2} =
[(
G∑
k=1
wkLk
)
− 1
]2 [
Tr
{
M¯
2
p
}
+ µ−1Tr
{
M¯p
}2]
+
G∑
k=1
w2k
(νk + Lk − ζ)Lk
(νk − ζ + 1)(νk − ζ − 1)[
(νk − ζ + µ−1)Tr
{
M¯p
}2 + [µ−1(νk − ζ) + 1]Tr{M¯2p}]
=c
[
wTL− 1]2 +wTΓw (3.34)
où L =
[
L1 · · · LG
]T , et c et Γ sont respectivement un scalaire et une matrice diagonale
implicitement définis par (3.34). Les détails de calcul sont donnés en annexe D.2. On s’intéresse
alors au calcul du vecteur de pondération w qui minimise (3.34). Notons dans un premier temps
que l’on peut contraindre l’estimateur M̂
wscm
p à être non biaisé quelle que soit la matrice Mp.
D’après (D.12), on montre que la condition à respecter est donnée par wTL = 1. On envisage
2Ces expressions sont valables pour νk > ζ + 1.
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alors de minimiser la MSE (3.34) avec et sans contrainte de biais. L’analyse des deux cas est
intéressant car les performances d’un estimateur relèvent souvent d’un compromis entre biais et
variance [76]. Les deux problèmes de minimisation qui en découlent ont des formes classiques
qui ne posent pas de problème de résolution. On montre ainsi aisément que les pondérations
minimisant la MSE de M̂
wscm
p avec et sans contrainte sont données comme suit :
– Estimateur non biaisé sous la contrainte wTL = 1
wu =
Γ−1L
LTΓ−1L
. (3.35)
– Estimateur biaisé sans contrainte
wo = c
[
Γ+ cLLT
]−1
L =
cΓ−1L
1 + cLTΓ−1L
. (3.36)
Il est à souligner que les expressions (3.35) et (3.36) sont obtenues sous forme directe et ne
dépendent que des paramètres {νk}, µ, Tr
{
M¯p
}2, et Tr{M¯2p}.
3.2.2.2 Estimateurs WSCM avec DL ou CL
Comme nous l’avons vu au chapitre 1, la méthode du diagonal loading [35] et du colored
loading [109, 155, 143, 60] peuvent améliorer nettement l’estimation de la matrice de covariance.
Le colored loading est entre autres un procédé approprié pour introduire de l’information a
priori dans le contexte du KA-STAP. On propose dans cette section d’appliquer ces techniques
à la classe des estimateurs WSCM introduite précédemment. Le calcul des estimateurs repose
également sur le principe de minimisation de la MSE.
Diagonal Loading On s’intéresse tout d’abord à un estimateur de type WSCM défini par
(3.32) auquel on applique la technique du diagonal loading. L’estimateur a la forme supposée
suivante
M̂
wscm-dl
p = w0I +
G∑
k=1
wkSk (3.37)
où w0 représente la surcharge appliquée sur la diagonale de l’estimateur. Le vecteur poids[
w0 w
T
]T contient ainsi un élément supplémentaire à déterminer. On propose de trouver la
pondération qui minimise l’erreur quadratique moyenne de M̂
wscm-dl
p . On montre en annexe D.3
que la MSE de M̂
wscm-dl
p se met sous la forme
E
{∥∥∥M̂wscm-dlp −Mp∥∥∥2} = c [wTL− 1]2 +wTΓw + ζw20 + 2w0 (wTL− 1)Tr{M¯p} . (3.38)
De plus, contrairement à l’estimateur M̂
wscm
p , il n’est plus possible de trouver une unique
contrainte garantissant une estimation non biaisée quelque soit Mp [cf. (D.24)]. On s’intéresse
donc uniquement à la minimisation de la MSE de M̂
wscm-dl
p sans contrainte. On résout ce pro-
blème en cherchant la pondération qui annule les dérivées partielles de (3.38) par rapport à w0
et à w. On montre que ceci revient à résoudre le système d’équations suivant{
Γw + c
(
LLTw −L)+ w0LTr{M¯p} = 0
ζw0 +wTLTr
{
M¯p
}
= Tr
{
M¯p
}
.
(3.39a)
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Finalement, la pondération minimisant la MSE de M̂
wscm-dl
p vérifie(
w
w0
)
=
(
Γ+ cLLT Tr
{
M¯p
}
L
Tr
{
M¯p
}
LT ζ
)−1(
cL
Tr
{
M¯p
}) . (3.40)
Colored Loading On s’intéresse ensuite à un estimateur de type WSCM défini par (3.32)
auquel on applique la technique du colored loading. Les motivations d’un tel choix ont été évoquées
précédemment. On suppose que l’estimateur a la forme suivante
M̂
wscm-cl
p = w0M¯p +
G∑
k=1
wkSk. (3.41)
On applique alors une procédure similaire au cas du diagonal loading pour trouver la pondération[
w0 w
T
]T qui minimise la MSE de M̂wscm-clp . On montre ainsi successivement en annexe D.4
que la MSE de M̂
wscm-cl
p se met sous la forme
E
{∥∥∥M̂wscm-clp −Mp∥∥∥2} = c [wTL− 1]2 +wTΓw + w20 ∥∥M¯p∥∥2 + 2w0 (wTL− 1)Tr{M¯2p}
(3.42)
et que les poids minimisant cette expression vérifient le système d’équations(
w
w0
)
=
(
Γ+ cLLT Tr
{
M¯
2
p
}
L
LT 1
)−1(
cL
1
)
. (3.43)
3.2.2.3 Bilan
Nous avons calculé dans cette section quatre estimateurs de la matrice de covariance Mp :
– l’estimateur M̂
wscm
p avec biais ;
– l’estimateur M̂
wscm
p sans biais ;
– la version avec diagonal loading M̂
wscm-dl
p ;
– la version avec colored loading M̂
wscm-cl
p .
Ces estimateurs ont été formulés comme des combinaisons linéaires de matrices connues. Une telle
structure permet de limiter le nombre de coefficients à estimer et donc d’abaisser fortement la
complexité calculatoire. Plus précisément, nous avons montré que les coefficients qui minimisent
la MSE des estimateurs s’obtiennent de manière exacte en fonction des paramètres scalaires du
modèle et de M¯p. Il est intéressant de noter que la dépendance des coefficients vis-à-vis de M¯p
ne s’exprime qu’au travers des quantités Tr
{
M¯
2
p
}
et Tr
{
M¯p
}2. Soulignons à cet effet que s’il
est évident que l’estimateur M̂
wscm-cl
p appartient à la classe des algorithmes KA, il en est de
même pour les trois autres estimateurs puisque leurs coefficients de pondération dépendent de
M¯p. Enfin, la méthode introduite dans cette section permet d’obtenir les coefficients exacts de
surcharge dans le cas de diagonal loading ou de colored loading, ce qui est remarquable.
3.3 Estimation sans connaissance a priori
Dans cette section, on suppose qu’on ne dispose d’aucune information a priori. Le but est de
pouvoir comparer des schémas d’estimation utilisant ou non la matrice a priori M¯p. On se place
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ainsi dans le cas classique où la matrice de covariance à estimerMp est une quantité déterministe
et inconnue. Le modèle de données devient un modèle mixte défini par les relations suivantes{
Zk|Mk ∼ N˜ζ,Lk (0,Mk) k = 1, . . . , G
Mk|Mp ∼ W˜−1ζ ((νk − ζ)Mp, νk) k = 1, . . . , G.
(3.44)
Nous nous intéressons alors au calcul de l’estimateur du maximum de vraisemblance (MLE) de
Mp défini par
M̂
mle
p = argmax
Mp
f(Z|Mp)
= argmax
Mp
Λ(Z|Mp) (3.45)
où Λ(Z|Mp) représente le logarithme de la fonction de vraisemblance f(Z|Mp). Contrairement
à une approche entièrement Bayésienne, où nous avons été confrontés essentiellement au pro-
blème d’intégration de lois a posteriori, la difficulté majeure rencontrée ici relève d’un problème
d’optimisation.
3.3.1 Expression de la log-vraisemblance
Nous nous intéressons dans un premier temps à l’expression de la log-vraisemblance Λ(Z|Mp).
En appliquant le théorème de Bayes et en remarquant que les matrices Mk sont supposées in-
dépendantes conditionnellement à Mp, la fonction vraisemblance de Mp se décompose sous la
forme intégrale suivante
f(Z|Mp) =
∫
· · ·
∫
f(Z| {Mk})f({Mk} |Mp)dM1 · · · dMG
=
∫
· · ·
∫ G∏
k=1
f(Zk|Mk)f(Mk|Mp)dM1 · · · dMG. (3.46)
On montre ensuite à l’aide des relations (2.14) et (2.17) que la vraisemblance s’exprime par
f(Z|Mp) ∝
G∏
k=1
|Mp|νk
∫
|Mk|−(νk+Lk+ζ)etr
{−M−1k [(νk − ζ)Mp + Sk]} dMk. (3.47)
On reconnaît dans cette dernière expression l’intégrale d’une distribution de Wishart inverse de
matrice (νk − ζ)Mp +Sk avec νk +Lk degrés de liberté. Ceci nous permet finalement d’obtenir
de manière exacte à une constante de proportionnalité près la fonction de vraisemblance
f(Z|Mp) ∝
G∏
k=1
|Mp|νk |(νk − ζ)Mp + Sk|−(νk+Lk) (3.48)
ainsi que la log-vraisemblance
Λ(Z|Mp) = const.+
(
G∑
k=1
νk
)
ln |Mp| −
G∑
k=1
(νk + Lk) ln |(νk − ζ)Mp + Sk|. (3.49)
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3.3.2 Estimateur MLE
On propose alors de calculer l’estimateur MLE de Mp à partir de l’équation
∂Λ(Z|Mp)
∂Mp
= 0. (3.50)
On montre aisément grâce à l’équation (3.49) que la dérivée partielle par rapport à Mp de la
log-vraisemblance se met sous la forme
∂Λ(Z|Mp)
∂Mp
=
(
G∑
k=1
νk
)
Mp
−1 −
G∑
k=1
(νk + Lk)
[
Mp + (νk − ζ)−1Sk
]−1
. (3.51)
Puis, en appliquant le théorème d’inversion matricielle, on montre que l’estimateur MLE deMp
vérifie l’équation(
G∑
k=1
Lk
)
M̂
mle
p =
G∑
k=1
(νk + Lk)(νk − ζ)−1Zk
[
I + (νk − ζ)−1ZHk (M̂
mle
p )
−1Zk
]−1
ZHk . (3.52)
À notre connaissance, il n’existe pas de solution explicite pour M̂
mle
p . On propose alors de
résoudre l’équation (3.52) de manière itérative selon l’algorithme 3.
Algorithme 3 : Procédé itératif pour le calcul de M̂
mle
p .
Données : Z
Résultat : M̂
mle
p
/* Initialisation */
Mp
(0) = M̂
scm
p ;
/* Itérations */
pour i = 1 : Nmle faire
Mp
(i) =
1
(
∑G
k=1 Lk)
∑G
k=1(νk + Lk)(νk − ζ)−1Zk
[
I + (νk − ζ)−1ZHk (Mp(i−1))−1Zk
]−1
ZHk
/* Approximation */
M̂
mle
p ,Mp(Nmle)
Montrer la convergence d’un tel procédé n’est pas aisé. On peut noter à cet effet que des
problèmes similaires ont été rencontrés dans la littérature, en particulier pour le cas de fouillis
Gaussiens composés [122, 93, 115, 116, 117]. Dans [122] par exemple, l’auteur invoque l’utilisa-
tion d’un algorithme EM pour résoudre une équation implicite semblable. La procédure conduit
également à un algorithme itératif dont la convergence n’est pas prouvée théoriquement. Dans
les références [115, 116, 117], les auteurs proposent de résoudre une équation implicite semblable
à (3.52) et prouvent que l’algorithme itératif converge vers l’unique solution du problème. Dans
notre cas, les résultats de cette analyse ne sont pas directement applicables à l’équation (3.52).
Nous supposons tout de même par la suite que la convergence de l’algorithme 3 est assurée. À cet
effet, nous soulignons qu’aucun problème de convergence n’a été rencontré lors des simulations
numériques présentées plus loin. Plus précisément, nous avons constaté que l’erreur quadratique
de la matrice Mp(Nmle) obtenue après Nmle itérations est indépendante de l’initialisation de
l’algorithme tant que le nombre d’itérations Nmle est pris assez grand.
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3.4 Bornes pour l’estimation de la matrice de covariance primaire
Nous avons proposé dans les sections précédentes différents schémas d’estimation pour la
matrice de covariance Mp dans un cadre Bayésien ou mixte. Avant de comparer ces derniers
par simulation numérique, nous nous intéressons ici aux bornes pour l’estimation de Mp. Ceci
nous permettra de mesurer d’une autre manière les performances de ces estimateurs3. Nous
étudions, dans un premier temps, le cas oùMp est supposée déterministe et calculons les bornes
de Cramér-Rao (CRB). Nous considérons ensuite le cas plus général où Mp est une variable
aléatoire définie par (2.3) et calculons les bornes Bayésiennes associées.
3.4.1 Borne de Cramér-Rao
Nous nous plaçons tout d’abord dans le cas d’un modèle mixte où la matrice Mp est incon-
nue et déterministe. Les relations définissant le modèle des données dans ce cas sont rappelées
par (3.44).
3.4.1.1 Expression
Afin d’obtenir les bornes de Cramér-Rao, on calcule dans un premier temps, la matrice
d’information de Fisher (FIM, Fisher Information Matrix). Pour cela, on définitmp = vec (Mp)
le vecteur obtenu en empilant les colonnes de la matrice Mp les unes à la suite des autres.
On définit également m˜p ∈ Rm2×1 le vecteur composé des éléments de la diagonale de Mp et
des parties réelles et imaginaires des sous-diagonales. La FIM est alors définie en fonction de la
log-vraisemblance selon [144] par
F˜ (Mp) = EZ|Mp
{
−∂
2Λ(Z|Mp)
∂m˜p ∂m˜
T
p
}
. (3.53)
Rappelons que dans notre cas, la log-vraisemblance a été calculée précédemment pour le calcul
de M̂
mle
p et est donnée par (3.49). Ensuite, en notant que m˜p = Jmp (où J désigne la matrice
Jacobienne), il est aisé de montrer la relation suivante
F (Mp) = EZ|Mp
{
−∂
2Λ(Z|Mp)
∂mp ∂mHp
}
= JHF˜ (Mp)J . (3.54)
Par la suite, nous calculons le terme F (Mp) plutôt que le terme F˜ (Mp) et parlons encore,
par abus de langage, du calcul de la FIM. On montre alors en annexe D.5.1 que la matrice
d’information de Fisher se met sous la forme
F (Mp) =
[
Mp
−T/2 ⊗Mp−1/2
] [
αI + βeeT
] [
Mp
−T/2 ⊗Mp−1/2
]
(3.55)
où 
α =
∑G
k=1
νkLk(νk+Lk)
(νk+Lk)2−1
β = −∑Gk=1 νkLk(νk+Lk)2−1
e =
[
eT1 . . . e
T
ζ
]T
= vec (Iζ) .
(3.56)
3Soulignons qu’il s’agit bien d’étudier les performances de l’estimation qui ne sont pas forcément identiques à
celles de la détection.
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La borne de Cramér-Rao étant définie comme l’inverse de la FIM est ainsi donnée par
CRB = α−1
{[
Mp
T ⊗Mp
]− β
α+ ζβ
vec (Mp) vec
(
Mp
T
)T} (3.57)
où nous avons utilisé le lemme d’inversion matricielle et le fait que (A⊗B) e = (A⊗B) vec (I) =
vec
(
BAT
)
[96]. Dans le cas où Mp est déterministe, on a donc montré que pour toute estimée
non biaisée M̂p, sa MSE est bornée inférieurement par
Tr
{
F (Mp)−1
}
= α−1
[
Tr {Mp}2 − β
α+ ζβ
Tr
{
Mp
2
}]
. (3.58)
3.4.1.2 Interprétation
Nous allons commenter ici l’expression (3.58) qui correspond à la borne inférieure de la MSE
pour tout estimateur de Mp. Pour ce faire nous nous intéressons à deux cas particuliers qui
permettent d’apprécier les propriétés de la borne de Cramér-Rao (3.57).
Cas G = 1 Nous nous intéressons au cas d’un seul groupe de données secondaires (i.e. G = 1).
On omet alors l’indexation par 1 et on note L = L1 et ν = ν1. Dans ce cas, on a donc L
échantillons secondaires partageant la même matrice secondaireM s =M1 possédant une loi de
Wishart inverse complexe avec ν degrés de liberté et centrée autour deMp. On montre sous ces
hypothèses que (3.58) se met sous la forme
Tr
{
F (Mp)−1
}
=
(ν + L)2 − 1
ν(ν + L)L
[
Tr {Mp}2 + (ν + L− ζ)−1Tr
{
Mp
2
}]
et a les comportements asymptotiques suivants
Tr
{
F (Mp)−1
} ' 1
ν
Tr {Mp}2 quand L→∞
' 1
L
Tr {Mp}2 quand ν →∞.
À partir de ces expressions deux remarques importantes peuvent être faites.
– Tout d’abord, lorsque ν admet une valeur finie et le nombre d’échantillons tend vers l’infini,
la borne inférieure de la MSE d’un quelconque estimateur M̂p ne tend pas vers zéro mais se
comporte comme ν−1Tr {Mp}2. Ceci montre qu’il n’existe pas d’estimateur consistant de
Mp pour ce scénario. On peut expliquer ce comportement par le fait que les observations
Z apportent de l’information sur la matrice M s qui est située à une certaine distance de
Mp. Comme nous l’avons présenté au chapitre 2 cette distance est contrôlée par le degré
d’hétérogénéité ν. D’après (2.13) celle-ci se met sous la forme
EZ|Mp
{
‖M s −Mp‖2
}
=
(ν − ζ)Tr {Mp}2 +Tr
{
Mp
2
}
(ν − ζ + 1)(ν − ζ − 1)
' 1
ν
Tr {Mp}2
[
1 +
ζ(ν − ζ) + 1
(ν − ζ + 1)(ν − ζ − 1)
]
.
La quantité ν−1Tr {Mp}2 représente ainsi la distance minimum entre les deux matrices
M s et Mp, et donc également l’erreur minimum que l’on peut obtenir en estimant Mp à
partir des données secondaires Z dont la matrice de covariance est M s.
– Le deuxième point à souligner est que lorsque ν augmente la borne inférieure est inverse-
ment proportionnelle à L. On retrouve donc le comportement observé en environnement
homogène où la CRB est inversement proportionnelle au nombre d’échantillons.
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Cas G = K On considère ici un cas plus intéressant où chaque groupe de données secondaires
est limité à un seul vecteur d’obervation, i.e. Lk = 1. Autrement dit, on dispose de K échantillons
ayant chacun une matrice de covariance différente. Pour simplifier le cadre de l’étude, on se limite
au cas où les K degrés d’hétérogénéité partagent la même valeur νk = ν, ∀k = 1, . . . ,K. Sous
ces hypothèses la trace de la CRB (3.57) se met sous la forme
Tr
{
F (Mp)−1
}
=
1
K
ν + 2
(ν + 1)
[
Tr {Mp}2 + (ν + 1− ζ)−1Tr
{
Mp
2
}]
.
Au vu de l’expression, on observe donc cette fois-ci que lorsque le nombre d’échantillons K tend
vers l’infini la CRB tend vers zéro. L’estimation consistante de Mp est donc possible même
lorsque le degré d’hétérogénéité ν a une valeur finie. Nous pouvons expliquer ce résultat par le
fait que les différentes matrices de covariance secondaires apportent une diversité des points de
vue, qui permet en quelque sorte une interpolation de la matrice Mp. Enfin pour de grandes
valeurs de ν, le comportement asymptotique de la trace de la CRB est identique au cas d’étude
précédent G = 1, i.e. :
Tr
{
F (Mp)−1
} ' 1
K
Tr {Mp}2 quand ν →∞.
3.4.2 Borne Bayésienne
Nous revenons ensuite au cas plus général où la matrice Mp est une variable aléatoire dis-
tribuée selon une loi de Wishart de moyenne M¯p avec µ degrés de liberté définie par (2.3). Par
définition, la borne d’estimation Bayésienne est l’inverse de la FIM. Celle-ci est définie dans sa
version Bayésienne par [144, page 930]
FB = EZ,Mp
{
−∂
2Λ(Z,Mp)
∂mp ∂mHp
}
= EMp
{
EZ|Mp
{
−∂
2Λ(Z|Mp)
∂mp ∂mHp
}
− ∂
2Λ(Mp)
∂mp ∂mHp
}
(3.59)
où Λ(Z,Mp) représente le logarithme de la loi jointe de (Z,Mp). L’expression fait donc inter-
venir également l’information contenue dans la loi a priori f(Mp). On montre en annexe D.5.2
qu’au vu du modèle de données proposées, la FIM Bayésienne se met sous la forme
FB =
[
M¯
−T/2
p ⊗ M¯−1/2p
] [
α′′I + β′′eeT
] [
M¯
−T/2
p ⊗ M¯−1/2p
]
(3.60)
où 
α′ = α+ µ− ζ
α′′ = µ
2[α′(µ−ζ)+β]
(µ−ζ+1)(µ−ζ)(µ−ζ−1)
β′′ = µ
2[α′+(µ−ζ)β]
(µ−ζ+1)(µ−ζ)(µ−ζ−1) .
Finalement, on montre alors que la MSE de tout estimateur de Mp est bornée inférieurement
par
Tr
{
F−1B
}
= α′′−1
[
Tr
{
M¯p
}2 − β′′
α′′ + ζβ′′
Tr
{
M¯
2
p
}]
=
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1)
µ2 [(µ− ζ)2 + α(µ− ζ) + β]
[
Tr
{
M¯p
}2
− α+ (µ− ζ)(1 + β)
(µ− ζ)2 + (µ− ζ) [α+ ζ(1 + β)] + ζα+ βTr
{
M¯
2
p
}]
. (3.61)
53
Chapitre 3. Estimation en milieu hétérogène Bayésien
La borne Bayésienne ne dépend donc plus du paramètre Mp mais des quantités µ et de M¯p
définissant la loi a priori. On peut tout de même observer une forte similarité entre les expressions
de la borne Bayésienne (3.61) et de la borne déterministe (3.58). Il est intéressant de noter
également que la borne Bayésienne ne dépend de M¯p qu’au travers des quantités Tr
{
M¯p
}2 et
Tr
{
M¯
2
p
}
. Enfin, on peut observer le comportement asymptotique de la borne (3.61) lorsque le
degré d’a priori tend vers l’infini
Tr
{
F−1B
} ≈ µ−1Tr{M¯p}2 quand µ→∞. (3.62)
L’expression montre que si la loi a priori devient très informative alors la borne pour l’estimation
de Mp ne dépend plus du degré d’hétérogénéité du milieu ν.
3.5 Résultats numériques sur données synthétiques
Dans cette section, nous étudions les performances des estimateurs de la matrice de covariance
primaireMp présentés précédemment. Par souci de clarté, nous rappelons dans un premier temps
l’ensemble de ces estimateurs et faisons un bilan sur l’information du modèle utilisée par chacun
d’eux. Le scénario d’étude est ensuite introduit. Nous insistons sur le fait que les estimateurs sont
étudiés dans le cas où les données sont générées suivant le modèle proposé au chapitre 2. Après
une étude séparée de chacun des estimateurs, on comparera les performances de ces derniers.
Plus précisément, on observera l’erreur quadratique moyenne de chacun d’eux. Enfin, la MSE
des estimateurs sera comparée aux bornes théoriques calculées précédemment.
3.5.1 Bilan des estimateurs étudiés
Nous allons comparer les performances de cinq classes d’estimateurs résumées dans le ta-
bleau 3.1 :
– les estimateurs des matrices des échantillons pondérées comprenant la traditionnelle ma-
trice des échantillons M̂
scm
p et les matrices M̂
wscm
p avec ou sans biais d’estimation ;
– les estimateurs des matrices des échantillons pondérées avec diagonal loading M̂
wscm-dl
p ou
colored loading M̂
wscm-cl
p ;
– l’estimateur MMSE M̂
mmse
p ;
– l’estimateur MLE M̂
mle
p qui suppose Mp déterministe ;
– l’estimateur MAP M̂
map
p dans le cas d’un seul groupe de données secondaires G = 1.
Ces estimateurs n’utilisent pas tous de la même façon les informations disponibles sur le modèle.
La matrice des échantillons M̂
scm
p n’utilise aucune information : ni sur l’hétérogénéité, ni sur
l’information a priori contenue dans (µ,M¯p). Elle n’utilise même pas le fait que les données
secondaires sont scindées en G groupes si G > 1. Au contraire, les autres estimateurs utilisent
cette information ainsi que les degrés d’hétérogénéité {νk} de chaque groupe. On distingue ensuite
les estimateurs M̂
wscm
p et M̂
wscm-dl
p qui n’utilisent que partiellement l’information M¯p au travers
des quantités Tr
{
M¯
2
p
}
et Tr
{
M¯p
}2. Notons que l’estimateur MLE n’utilise évidemment aucune
information a priori. Dans le cas particulier G = 1, l’estimateur MAP et MMSE utilisent toute
l’information disponible sur le modèle.
À partir de ces remarques, on peut supposer dans un premier temps que plus l’estimateur
utilise de l’information sur le modèle, meilleures seront ses performances. En revanche, on peut
également se demander si utiliser toute l’information sur le modèle ne rend pas l’estimateur
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Données Hétérogénéité KA Équation
Cas général
M̂
scm
p Z ∅ ∅ (1.31)
M̂
wscm
p {Zk} {νk} µ, Tr
{
M¯
2
p
}
, Tr
{
M¯p
}2 (3.32), (3.35), (3.36)
M̂
wscm-dl
p {Zk} {νk} µ, Tr
{
M¯
2
p
}
, Tr
{
M¯p
}2 (3.37),(3.39)
M̂
wscm-cl
p {Zk} {νk} µ, M¯p (3.41),(3.43)
M̂
mmse
p {Zk} {νk} µ, M¯p (3.18)
Cas spécial G = 1
M̂
map
p Z ν µ,M¯p (3.13), (3.14)
Cas spécial Mp déterministe
M̂
mle
p {Zk} {νk} ∅ (3.52)
Tab. 3.1 – Liste des estimateurs étudiés.
plus sensible aux incertitudes. On répondra à cette question par une étude de robustesse des
estimateurs. Il est intéressant de remarquer également que la complexité calculatoire est d’autant
plus importante que l’estimateur utilise de l’information sur le modèle. Une étude numérique
approfondie est ensuite nécessaire pour évaluer les écarts de performance entre les différentes
procédures d’estimation.
3.5.2 Scénarios d’étude
On propose d’étudier différents scénarios en jouant sur :
– le nombre de groupes de données secondaires G ;
– les degrés d’hétérogénéité de chacun de groupes {νk} ;
– le degré de connaissance a priori µ.
Le but est de dégager l’influence de chacun de ces paramètres dans le processus d’estimation. La
dimension des vecteurs est choisie égale à ζ = 8 et la matrice de covariance a priori est supposée
avoir la forme4 M¯p(i, j) = 0.9|i−j|. L’ensemble des scénarios utilisés ci-après est récapitulé dans
le tableau 3.2. Le degré d’hétérogénéité du premier groupe des données secondaires noté ν1 ainsi
que le degré de connaissance a priori µ seront précisés à chaque fois par la suite. La génération
des données s’effectue ensuite dans l’ordre suivant :
1. génération de la matrice de covariance primaire telle que Mp ∼ W˜ζ
(
µ−1M¯p, µ
)
;
2. génération des matrices secondaires telle que Mk|Mp ∼ W˜−1ζ ((νk − ζ)Mp, νk) ;
3. génération des données secondaires telles que Zk|Mk ∼ N˜ζ,Lk (0,Mk) .
En pratique, la matrice Mp est construite comme le produit Mp = GpGHp où Gp ∈ Cζ×µ suit
une loi Gaussienne complexe multivariée de moyenne nulle et de matrice de covariance µ−1M¯p.
De même, les matrices secondaires Mk sont générées à partir du produit Mk = (GkGHk )
−1 où
Gk ∈ Cζ×νk suit une loi Gaussienne complexe multivariée de moyenne nulle et de matrice de
covariance (νk − ζ)−1Mp−1.
4La matrice a priori M¯p n’est pas construite dans ce chapitre sur le modèle GCM. L’intérêt ici se porte sur
la validation des méthodes d’estimation proposées à partir du nouveau modèle de données. On se rapportera au
dernier chapitre pour évaluer les performances d’estimation dans un contexte STAP réaliste.
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Scénario A G = 1 K = 3ζ L =
[
24
]
ν =
[
ν1
]T
Scénario B G = 2 K = 3ζ L =
[
16, 8
]T
ν =
[
ν1, 10
]T
Scénario C G = 3 K = 3ζ L =
[
8, 8, 8
]T
ν =
[
ν1, 10, 24
]T
Scénario D G = 6 K = 3ζ L =
[
4, 4, 4, 4, 4, 4
]T
ν =
[
ν1, 10, 12, 16, 20, 24
]T
Tab. 3.2 – Scénarios d’étude.
3.5.3 Étude des estimateurs
Avant de comparer les performances entre les différents estimateurs, on propose d’étudier
plus en détail chacun d’eux.
3.5.3.1 Estimateurs de type WSCM
Validation des formules théoriques de MSE On s’intéresse tout d’abord aux estimateurs
de type WSCM avec ou sans surcharge. Comme nous l’avons vu précédemment, les expressions
des estimateurs ainsi que leur MSE peuvent être obtenues sous forme directe. On vérifie que les
formules théoriques des MSE (3.34), (3.38), (3.42) sont exactes. Pour éviter d’inonder le document
par les graphiques, on présente uniquement sur la figure 3.1 la comparaison des MSE théorique
et empirique (obtenues en moyennant sur 10000 simulations) pour l’estimateur M̂
wscm-cl
p . Des
résultats similaires ont été observés également pour les estimateurs M̂
wscm
p et M̂
wscm-dl
p . Les
courbes valident ainsi les formules proposées. Par la suite, on utilisera donc directement dans les
simulations les expressions théoriques des MSE.
Fig. 3.1 – Comparaison des MSE empirique et théorique pour l’estimateur WSCM-CL. Scéna-
rio B – µ = 10.
Répartition des poids Les estimateurs WSCM ont été construits dans le but de donner, lors
du processus d’estimation, plus de poids aux groupes de données les plus homogènes avec la
donnée primaire. Nous vérifions que la démarche choisie pour calculer ces estimateurs permet
effectivement de donner l’avantage aux données les moins hétérogènes. La figure 3.2 représente les
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valeurs des poids en fonction du numéro du groupe de données secondaires pour le scénario D. On
observe, pour les estimateurs WSCM, que plus le groupe est homogène avec la donnée primaire
(i.e. νk est grand), plus son poids est important dans l’estimée. De plus, le degré de connaissance
a priori µ a peu d’influence sur la répartition des poids des estimateurs M̂
wscm
p et M̂
wscm-dl
p .
En revanche, l’estimateur M̂
wscm-cl
p est nettement sensible au changement de valeur de µ. Ce
comportement se retrouve en observant la valeur du poids w0 dans le cas de diagonal loading ou
de colored loading – figure 3.3. On constate que le poids w0 est très peu influencé par µ dans
le cas de diagonal loading, alors que dans le cas de colored loading w0 augmente fortement avec
µ. Ainsi pour l’estimateur M̂
wscm-cl
p , les poids des données secondaires diminuent au profit du
poids de la matrice M¯p. L’estimateur M̂
wscm-cl
p tire ainsi plus parti de l’information apportée
par l’a priori que celle apportée par les données. Enfin, les poids de la matrice des échantillons
M̂
scm
p restent évidemment constants suivant le numéro de groupe et inchangés suivant µ.
3.5.3.2 Estimateur MLE
On s’intéresse ici à l’estimateur MLE solution de l’équation (3.52). On s’assure de la conver-
gence de la procédure itérative décrite par l’algorithme 3. La figure 3.4 représente l’évolution de
l’erreur quadratique deMp(i) au cours des itérations pour 10 valeurs d’initialisation aléatoire de
l’algorithme 3. On voit que quelle que soit l’initialisation choisie la MSE tend vers la même valeur
finale. On fixe ainsi par la suite le nombre d’itérations égale à Nmle = 50. Soulignons qu’on ne
prétend pas ici prouver la convergence du processus itératif. Mais on cherche avant tout à fixer
le nombre d’itérations Nmle.
3.5.3.3 Estimateurs MMSE
Convergence de l’échantillonneur de Gibbs Nous avons mis en place précédemment des
procédures d’estimation MMSE basées sur l’utilisation de méthodes MCMC. Une question fon-
damentale concerne alors l’évaluation de la convergence de ces chaînes. L’échantillonneur de
Gibbs permet de générer pour chaque paramètre de la chaîne des échantillons ξ(i) distribués
asymptotiquement suivant la loi a posteriori f(ξ|Z) [ξ désigne l’un des paramètres de la chaîne,
c’est-à-dire la matrice Mp ou l’une des matrices secondaires Mk ou M s dans le cas G = 1].
L’estimateur MMSE du paramètre ξ est alors approximé par la moyenne empirique
ξˆ
mmse
=
1
Nr
Nr∑
i=1
ξ(i+Nbi) (3.63)
où Nbi représente la période de chauffage et Nr le nombre d’échantillons nécessaire à l’estimation.
Il nous reste donc à déterminer correctement les valeurs Nbi et Nr afin de s’assurer d’une part
que la chaîne a convergé, et d’autre part que le nombre d’échantillons utilisés pour l’estimation
est suffisant. Une large discussion est faite à cet effet dans [127, Chapitre 12]. Nous proposons
d’obtenir dans un premier temps des valeurs approximatives des paramètres Nbi et Nr puis de
valider ou infirmer ces valeurs grâce à un critère de convergence présenté dans [56].
Choix approximatif de Nbi et Nr On propose d’obtenir tout d’abord des valeurs ap-
proximatives de Nbi et Nr. Dans un premier temps, une estimée de référence ξˆref est construite
pour de très grandes valeurs de (Nbi, Nr). On calcule ensuite la MSE entre cette estimée et celle
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(a)
(b)
Fig. 3.2 – Valeurs des poids pour les estimateurs WSCM. Scénario D : ν1 = 10, µ = 8 (a),
µ = 20 (b).
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Fig. 3.3 – Valeur du poids de surcharge w0 pour les estimateurs WSCM avec DL et CL. Scénario
D : ν1 = 10.
obtenue pour un nombre variable d’échantillons Nr notée ξˆ(Nr)∥∥∥ξˆref − ξˆ(Nr)∥∥∥2 . (3.64)
On choisit Nr de telle façon que l’erreur quadratique (3.64) soit inférieure à un seuil que l’on se
fixe. On procède de même pour déterminer la période de chauffage Nbi.
Variance intra/interchaînes À partir des valeurs supposées de (Nbi, Nr), un critère basé
sur une mesure de variance intra/interchaînes est utilisé pour valider ou rejeter ces valeurs. La
méthode que nous allons utiliser a été introduite par Gelman et Rubin dans [56]. Elle consiste
à construire en parallèle Nch chaînes indépendantes initialisées par différentes valeurs ξ(0). Pour
chacun des paramètres d’intérêt, on définit alors{
ξ˜
(.,j)
= 1Nr
∑Nr
i=1 ξ
(i+Nbi,j)
ξ˘ = 1Nch
∑Nch
j=1 ξ˜
(.,j)
où ξ(i,j) est l’échantillon de la jème chaîne à la ième itération. ξ˜
(.,j)
représente l’estimée MMSE
de la jème chaîne et ξ˘ est la valeur moyenne sur les Nch chaînes. À partir de ces grandeurs, des
matrices de mesure de variance inter-chaîne B et intra-chaîne W sont définies comme suit
[B]pq =
Nr
Nch − 1
Nch∑
j=1
([ξ˜
(.,j)
]pq − [ξ˘]pq)2 (3.65)
[W ]pq =
1
Nch
Nch∑
j=1
1
Nr − 1
Nr∑
i=1
([ξ(i+Nbi,j)]pq − [ξ˜(.,j)]pq)2 (3.66)
où (p, q) désigne l’indice de l’élément considéré de ξ. La convergence est alors mesurée par un
facteur d’échelle multivarié (PSRF, Potential Scale Reduction Factor) défini par [28]
PSRF : % =
Nr − 1
Nr
+
Nch + 1
NchNr
λmax
(
W−1B
)
(3.67)
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Fig. 3.4 – Convergence de la procédure itérative pour l’estimée MLE. Scénario B : ν1 = 10,
µ = 10.
où λmax(.) représente la plus grande valeur propre de la matrice comprise dans les parenthèses.
Les auteurs de [57] préconisent que la racine carrée du facteur d’échelle soit inférieure à 1.2 pour
assurer la convergence √
% < 1.2. (3.68)
Application On présente l’étude de convergence pour le scénario B avec ν1 = 16 et µ = 10.
On s’intéresse en particulier au paramètre Mp de la chaîne. La figure 3.5(a) montre l’évolution
de la MSE entre une estimée de référence pour Mp (obtenues avec Nbi = 2000 et Nr = 5000)
et l’estimée MMSE calculée en fonction d’un nombre variable d’échantillons d’intérêt Nr. La
courbe montre une décroissance continue de la MSE entre ces deux estimées. On choisit la valeur
Nr = 200 qui assure une faible MSE et qui limite la charge calculatoire. On procède de même
pour Nbi. La figure 3.5(b) représente l’évolution de la MSE en fonction de la période de chauffage
Nbi lorsque Nr = 200. On voit qu’une assez faible valeur de chauffage est suffisante, on choisit
alors Nbi = 20. On vérifie ensuite que les valeurs proposées Nbi = 20 et Nr = 200 permettent de
vérifier le critère (3.68). Pour cela, Nch = 20 chaînes MCMC sont construites en parallèle avec
des valeurs initiales différentes. La figure 3.6 représente la valeur de la racine carrée du PSRF
pour 100 réalisations indépendantes. Le critère de convergence (3.68) est donc vérifié pour les
valeurs Nbi = 20 et Nr = 200 que nous utiliserons par la suite.
Loi a posteriori empirique Nous venons de déterminer des valeurs de (Nbi, Nr) permettant
d’assurer une bonne approximation de l’estimateur MMSE de Mp. Il est intéressant alors de
regarder la forme de la loi a posteriori du paramètre d’intérêt ξ =Mp. La figure 3.7 représente
la loi a posteriori empirique deMp(1, 1)|Z obtenue pour Nr = 200 et Nr = 5000 échantillons. On
voit donc qu’une chaîne longue de Nr = 200 échantillons après chauffage permet une très bonne
approximation de la loi a posteriori. Notons que la loi a posteriori peut procurer de précieuses
informations sur l’estimée : elle permet par exemple la construction d’intervalles de confiance ou
encore le calcul de variances. Notons également que dans notre cas la loi a posteriori f(Mp|Z)
ne semble pas symétrique par rapport à son maximum ce qui laisse envisager des écarts de
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(a)
(b)
Fig. 3.5 – Influence du nombre d’itérations d’intérêt Nr (a) et de la période de chauffage Nbi (b)
sur la convergence de l’échantillonneur de Gibbs. Scénario B : ν1 = 16, µ = 10.
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Fig. 3.6 – Facteur d’échelle multivarié relatif au paramètre Mp. Scénario B.
performance entre l’estimateur MAP et MMSE comme on le verra dans le cas particulier G = 1.
3.5.3.4 Bilan
À ce stade, nous avons donc validé le bon “fonctionnement” de tous nos estimateurs résumés
au tableau 3.1. Nous avons en particulier réglé certains paramètres nécessaires à leur mise en
oeuvre que nous récapitulons dans le tableau 3.3.
Estimateur MMSE
Période de chauffage Nbi = 20
Échantillons d’intérêt Nr = 200
Estimateur MLE
Nombre d’itérations Nmle = 50
Tab. 3.3 – Réglage des paramètres des algorithmes pour l’estimation de Mp.
3.5.4 Comparaison des estimateurs
Nous comparons dans cette section les performances des estimateurs rappelés dans le tableau
3.1. Remarquons que dans le cas de plusieurs groupes de données secondaires G > 1, on calculera
également l’estimateur produit par l’échantillonneur de Gibbs associé à un seul groupe de données
secondaires de degré d’hétérogénéité5 ν = ζ + 2. Dans un premier temps, les données seront
générées rigoureusement suivant le modèle de données proposées. Une étude de robustesse sera
ensuite présentée dans le cas d’incertitudes sur le degré d’hétérogénéité du premier groupe ν1 et
sur la matrice M¯p.
5Les courbes pour cet estimateur seront associées à la légende Gibbs-Ms.
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Fig. 3.7 – Loi empirique a posteriori pour l’élément (1,1) du paramètreMp de l’échantillonneur
de Gibbs. Scénario B – ν1 = 10, µ = 10, Nbi = 20.
3.5.4.1 Cas particulier
On se place tout d’abord dans le cas particulier G = 1 où les données secondaires partagent
la même matrice de covariance secondaire M s. Dans ce cas, on s’intéresse aux estimateurs de
type WSCM, à l’estimateur MAP, et à l’estimateur MMSE construit grâce à l’échantillonneur de
Gibbs présenté à la page 43. La figure 3.8 présente le comportement de la MSE de ces estimateurs
en fonction du degré d’hétérogénéité ν. Au vu des courbes présentées, on peut souligner les points
suivants :
– L’estimateur MMSE a les meilleurs performances en particulier lorsque le milieu est très
hétérogène, c’est-à-dire pour les faibles valeurs de ν. Il donne le niveau de référence optimal
en termes de MSE.
– L’estimateur SCM a les moins bonnes performances. Il n’utilise ni l’information sur l’hé-
térogénéité du milieu, ni l’information a priori. On note par exemple un écart de 14dB
avec l’estimateur MMSE lorsque le milieu est très hétérogène (ν = 10) et le niveau de
connaissance a priori est fort (µ = 20).
– L’estimateur WSCM non biaisé correspond à l’estimateur SCM puisqu’il n’y a qu’un seul
groupe de données secondaires.
– L’estimateur WSCM biaisé et l’estimateur WSCM-DL ont un comportement quasiment
identique (on note un très léger avantage pour ce dernier). Ils sont plus performants que
l’estimateur SCM en particulier lorsque l’environnement est très hétérogène (ν = 10).
– Les estimateurs WSCM et WSCM-DL sont très peu sensibles au niveau de connaissance a
priori. Leurs performances restent quasiment identiques lorsque µ passe de 10 à 20.
– L’estimateur WSCM-CL a de très bonnes performances, ce qui est remarquable puisque sa
complexité calculatoire est très réduite par rapport à l’estimateur MMSE qui requiert la
mise en oeuvre d’une méthode MCMC.
– Les estimateurs MAP, MMSE et WSCM-CL sont peu sensibles au degré d’hétérogénéité
du milieu ν, mais sont assez sensibles au niveau de connaissance a priori µ. On note un
écart de 2 à 3dB pour ceux-ci lorsque µ passe de 10 à 20.
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– L’estimateur MAP a, dans tous les cas, des performances moins bonnes que l’estimateur
WSCM-CL. On note un écart de 4 à 5 dB avec l’estimateur MMSE. Il se démarque des esti-
mateurs WSCM et WSCM-DL essentiellement lorsque l’environnement est très hétérogène
et lorsque le niveau de connaissance a priori est fort.
Au vu de ces remarques, on voit donc que l’estimateur MMSE tire le meilleur parti de l’informa-
tion apportée par le modèle, du moins en ce qui concerne l’erreur moyenne quadratique. Enfin,
les écarts de performance entre MAP et MMSE sont en accord avec la forme non symétrique de
la loi a posteriori de f(Mp|Z) observée sur la figure 3.7.
3.5.4.2 Cas général
Les figures 3.9, 3.10, et 3.11 comparent les performances des estimateurs proposés pour les
scénarios B,C,D présentés au tableau 3.2. Au vu de ces courbes on peut tirer les conclusions
suivantes.
– L’estimateur MMSE calculé à partir de l’échantillonneur de Gibbs donne toujours les plus
faibles valeurs de la MSE. Notons que l’échantillonneur de Gibbs pour G = 1 donne de
moins bonnes performances en particulier pour le scénario D. L’écart avec l’estimateur
MMSE est d’environ 1dB. Ceci montre que la prise en compte de la diversité des matrices
de covariance Mk au sein des données secondaires est avantageuse.
– La MSE de l’estimateur issu de l’échantillonneur de Gibbs est suivant les scénarios entre 4
et 8dB en dessous de celle des estimateurs WSCM. Parmi ceux-ci, la traditionnelle matrice
des échantillons M̂
scm
p a toujours la plus forte MSE. Il est intéressant de remarquer ensuite
que l’estimateur WSCM calculé à partir du poids wo (3.36) a une MSE plus petite que
celui calculé avec wu (3.35). Le gain est d’environ 1dB. En termes de MSE, il est donc plus
intéressant d’autoriser un biais sur l’estimation de Mp.
– L’apport du diagonal loading, n’est pas très marqué comparé au meilleur des estimateurs
WSCM. En revanche, l’estimateur utilisant le colored loading M̂
wscm-cl
p a une MSE bien
plus faible que pour l’estimateur utilisant le diagonal loading. On compte une amélioration
de 6 à 8dB suivant les scénarios, ce qui correspond à des écarts de 1 à 3dB avec l’estimateur
MMSE. Ceci est remarquable, d’autant plus que la complexité calculatoire de M̂
wscm-cl
p est
extrêmement réduite par rapport à l’estimateur M̂
mmse
p .
– L’utilisation de l’information a priori M¯p permet d’améliorer significativement les perfor-
mances des estimateurs Bayésiens. Par exemple, les estimateurs WSCM ont de plus faibles
MSE que l’estimateur MLE qui est pourtant plus complexe à mettre en oeuvre.
– Enfin, on observe que seul les estimateurs MMSE et WSCM-CL sont sensibles à la variation
du degré de connaissance a priori µ. À scénario identique, la MSE des deux estimateurs
diminue d’environ 1,3dB lorsque µ passe de µ = 10 à µ = 20. On rappelle que lorsque
µ augmente, M¯p devient de plus en plus proche de Mp. Il est intéressant également de
noter que l’insensibilité des estimateurs WSCM aux variations de µ a déjà été observée
précédemment lors de l’étude des valeurs des poids de chaque groupe.
L’estimateur MMSE est donc le plus performant au prix d’une complexité calculatoire forte due
à la mise en place d’un échantillonneur de Gibbs. La méthode du colored loading appliquée aux
estimateurs WSCM s’avère être un très bon compromis entre charge calculatoire et MSE. Comme
nous l’avons souligné auparavant ces deux estimateurs utilisent une totale connaissance du mo-
dèle, en particulier la connaissance entière de M¯p. On peut alors s’interroger sur la robustesse
de ces estimateurs dans le cas d’incertitudes sur la connaissance du modèle. Ne vaut-il pas mieux
dans certains cas utiliser des estimateurs utilisant une moindre connaissance du modèle ? Nous
étudions cette question ci-après.
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(a)
(b)
Fig. 3.8 – Performance des différents estimateurs de la matrice de covariance Mp en fonction
du degré d’hétérogénéité ν. Scénario A : µ = 10 (a), µ = 20 (b).
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(a)
(b)
Fig. 3.9 – Performance des différents estimateurs de la matrice de covariance Mp en fonction
du degré d’hétérogénéité ν1. Scénario B : µ = 10 (a), µ = 20 (b).
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(a)
(b)
Fig. 3.10 – Performance des différents estimateurs de la matrice de covariance Mp en fonction
du degré d’hétérogénéité ν1. Scénario C : µ = 10 (a), µ = 20 (b).
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(a)
(b)
Fig. 3.11 – Performance des différents estimateurs de la matrice de covariance Mp en fonction
du degré d’hétérogénéité ν1. Scénario D : µ = 10 (a), µ = 20 (b).
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3.5.4.3 Étude de robustesse
Dans cette section, on s’intéresse à la robustesse des estimateurs présentés précédemment
dans le cas d’incertitudes sur les valeurs des paramètres du modèle. On limite l’étude à deux
paramètres en particulier :
– le degré d’hétérogénéité du premier groupe des données secondaires ν1 ;
– la matrice de covariance a priori M¯p.
On focalise l’analyse sur les trois meilleurs estimateurs : l’estimateur MMSE, l’estimateur WSCM
calculé avecwo (3.36) et l’estimateur WSCM avec colored loading. Les résultats présentés concernent
le scénario B avec µ = 10.
Incertitudes sur l’hyperparamètre ν1 On suppose dans un premier temps que la valeur du
degré d’hétérogénéité ν1 est erronée. Plus précisément, les données sont générées avec la valeur
ν1 = 16 et les algorithmes d’estimation sont utilisés avec une valeur de ν1 variable. On s’intéresse
alors au comportement de l’erreur quadratique moyenne pour le paramètre Mp en fonction de
la valeur de ν1 utilisée. La figure 3.12 représente l’évolution de la MSE lorsque ν1 varie de 10 à
24. On observe, dans ce cas, pour les trois estimateurs que si le degré d’hétérogénéité utilisé est
inférieur à la vraie valeur ν1 = 16, la MSE peut significativement augmenter (environ 2dB pour
chacun des estimateurs). En revanche, lorsque le degré d’hétérogénéité est surestimé la MSE reste
quasiment inchangée par rapport au cas ν1 = 16. Ce résultat est en rapport avec l’expression de la
matrice de covariance deMk|Mp donnée par (2.19). En effet, on rappelle ici que les paramètres
νk ne traduisent pas le degré d’hétérogénéité des données de manière linéaire. Ainsi une variation
pour ν1 de 10 à 16 correspond à une forte variation de l’hétérogénéité, alors qu’une variation de
ν1 de 16 à 24 par exemple a un impact moindre sur l’hétérogénéité de l’environnement.
Fig. 3.12 – Robustesse des estimateurs de Mp dans le cas d’incertitudes sur le degré d’hétéro-
généité ν1. Scénario B : µ = 10.
Incertitudes sur la matrice M¯p On s’intéresse ensuite à la robustesse des estimateurs de la
matrice de covariance deMp dans le cas d’incertitudes sur la matrice M¯p. Plus précisément, les
données sont générées avec la matrice M¯p décrite précédemment et les algorithmes d’estimation
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sont utilisés avec une matrice erronée notée M¯ ′p. Pour maîtriser l’erreur entre les deux matrices
a priori, on choisit de générer la matrice M¯ ′p par le tirage aléatoire d’une variable distribuée
selon une loi de Wishart complexe avec q degrés de liberté et de moyenne M¯p notée
M¯
′
p ∼ W˜ζ
(
q−1M¯p, q
)
. (3.69)
On rappelle que lorsque le paramètre q augmente, la distance entre les deux matrices M¯p et M¯
′
p
diminue. Pour donner un ordre de grandeur, on montre dans le tableau 3.4 les valeurs de la MSE
entre ces deux matrices pour différentes valeurs de q. En remarquant que la MSE de M̂
mmse
p est
q 10 24 50
E
{∥∥∥M¯ ′p − M¯p∥∥∥2} 8dB 4,2dB 1dB
Tab. 3.4 – Valeur de la MSE de la matrice erronée M¯ ′p en fonction du degré de liberté q.
d’environ 4dB dans le scénario B pour µ = 10 (voir figure 3.9(a)), le cas q = 10 représente donc
une erreur importante sur M¯ ′p. Le cas q = 24 correspond à une situation où l’erreur sur M¯p
est comparable à la MSE lorsque M¯p est connue. Enfin, le cas q = 50 correspond à un niveau
d’erreur modéré sur la matrice M¯p. La figure 3.13 montre le comportement de la MSE pour le
paramètre Mp en fonction du degré de liberté q. L’estimateur WSCM s’avère peu sensible aux
variations de ce dernier. Ceci s’explique par le fait que l’estimateur utilise l’information a priori
uniquement aux travers des quantités Tr
{
M¯
′2
p
}
et Tr
{
M¯
′
p
}2
. Au vu du choix de génération de
M¯
′
p, on montre aisément les relations suivantesE
{
Tr
{
M¯
′
p
}}
= Tr
{
M¯p
}
E
{
Tr
{
M¯
′2
p
}}
= Tr
{
M¯
2
p
}
+ q−1Tr
{
M¯p
}2
.
(3.70)
Ainsi même dans le cas de différences entre M¯p et M¯
′
p, l’impact sur les quantités Tr
{
M¯p
}
et
Tr
{
M¯
2
p
}
est modéré. Au contraire, les estimateurs exploitant l’entière connaissance de M¯p sont
très sensibles aux incertitudes sur M¯p. Ceci est vérifié pour l’estimateur WSCM avec colored
loading et encore plus pour l’estimateur MMSE. Dans le cas d’une grande incertitude sur M¯p
(q = 10), l’estimateur MMSE a même de moins bonnes performances que l’estimateur M̂
wscm-cl
p .
Dans ce cas, les pertes dues à l’incertitude sur M¯p sont équivalentes aux pertes d’estimation avec
M¯p connue (≈ 4dB). L’estimateur MMSE est donc le moins robuste dans le cas d’incertitudes
sur la matrice M¯p.
3.5.5 Bornes pour l’estimation de la matrice de covariance primaire
Nous illustrons ici les résultats obtenus dans la section 3.4 sur les bornes pour l’estimation
du paramètreMp. On distingue le cas oùMp est inconnue et déterministe et le cas plus général
où Mp est une variable aléatoire.
3.5.5.1 Borne de Cramér-Rao
Nous nous plaçons tout d’abord dans le cas où Mp est déterministe. La figure 3.14 illustre
l’évolution de la borne de Cramér-Rao (3.58) en fonction du nombre total d’échantillons K pour
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Fig. 3.13 – Robustesse des estimateurs de Mp dans le cas d’incertitudes sur M¯p. Scénario B :
µ = 10.
deux valeurs du degré d’hétérogénéité ν = 10 et ν = 20. On retrouve le comportement déjà
avancé auparavant :
– Dans le cas où il n’existe qu’un seul groupe de données secondaires, la CRB a une valeur
asymptotique finie et non nulle lorsque le nombre d’échantillons tend vers l’infini. On ne
peut donc dans ce cas trouver une estimée consistante de Mp.
– Au contraire, dans le cas où il n’existe qu’un échantillon par groupe de données, la CRB
décroît constamment avec le nombre total d’échantillons.
On peut remarquer également que lorsque l’environnement devient plus homogène, i.e. ν aug-
mente, la CRB décroît. Ceci est d’autant plus marqué dans le cas G = 1. On compare ensuite
Fig. 3.14 – Borne de Cramér-Rao en fonction du nombre de données secondaires
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les performances de l’estimateur MLE (3.52) avec la CRB dans le cas Lk = 1. La figure 3.15
présente l’évolution de l’erreur quadratique moyenne de M̂
mle
p en fonction du nombre de snap-
shots et du degré d’hétérogénéité du milieu ν. On observe que l’estimateur du maximum de
vraisemblance a des performances très proches de la CRB, l’écart diminuant d’autant plus que
K ou ν augmentent.
(a)
(b)
Fig. 3.15 – Borne de Cramér-Rao et erreur quadratique moyenne de l’estimateur MLE en fonction
du nombre total d’échantillons (a) et du degré d’hétérogénéité (b).
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3.5.5.2 Borne Bayésienne
On se place ici dans le cas général de notre modèle, où Mp est une variable aléatoire. La
figure 3.16 illustre l’expression de la trace de la borne Bayésienne (3.61) dans les deux cas G = 1
et Lk = 1. On s’intéresse à l’évolution de cette dernière en fonction du degré de connaissance a
priori µ et on la compare à l’erreur quadratique moyenne de l’estimateur MMSE. Sur la figure,
les paramètres ont été choisis tels que K = 20 et ν = 20. Pour un nombre fixé d’échantillons,
on observe que la borne Bayésienne diminue lorsque l’on passe du cas G = 1 au cas Lk = 1. De
plus, la borne Bayésienne décroît lorsque µ augmente, c’est-à-dire lorsque la loi a priori de Mp
(2.4) devient très informative. Enfin, on peut remarquer que l’erreur quadratique moyenne de
l’estimateur MMSE se rapproche de la borne Bayésienne lorsque µ augmente.
Fig. 3.16 – Borne Bayésienne et erreur quadratique moyenne de l’estimateur MMSE en fonction
du degré de connaissance a priori µ – K = 20, ν = 20.
3.6 Bilan
Nous avons présenté dans ce chapitre plusieurs schémas d’estimation de la matrice de cova-
riance primaire en accord avec le modèle d’environnement hétérogène proposé au chapitre 2. On
distingue parmi ces schémas d’estimation :
– les estimateurs classiques relatifs à l’analyse Bayésienne : l’estimateur MMSE et l’estima-
teur MAP dans le cas d’un seul groupe de données secondaires ;
– un nouvelle classe d’estimateurs (dénotée WSCM) basée sur la combinaison linéaire des
matrices des échantillons des groupes secondaires à laquelle est ajoutée éventuellement une
matrice de surcharge ;
– l’estimateur du maximum de vraisemblance qui n’utilise pas la connaissance a priori dis-
ponible sur la matrice à estimer.
L’étude que nous avons menée sur ceux-ci a montré que leurs comportements diffèrent en termes
de :
– qualité d’estimation (biais, erreur quadratique moyenne) ;
– robustesse aux incertitudes ;
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– complexité calculatoire.
Nous avons ainsi observé que si l’estimateur MMSE donne les meilleurs performances en termes
de MSE , sa mise en place est complexe (utilisation d’un échantillonneur de Gibbs) et sa sensibilité
aux incertitudes sur le modèle peut être élevée. L’estimateur WSCM avec colored loading s’avère
en revanche un bon compromis au vu des trois critères précédemment évoqués. Dans tous les
cas, la prise en compte d’une part de l’information a priori disponible sur le modèle, et, d’autre
part de la diversité des données secondaires est bénéfique à l’estimation.
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Chapitre 4
Détection en milieu hétérogène
Bayésien
Ce chapitre traite de la détection à proprement parler : il s’agit donc ici de proposer une
règle de décision permettant de choisir entre les hypothèses H0 et H1. L’analyse se restreint au
cas où les données secondaires partagent toutes la même matrice de covariance. Deux types de
détecteurs sont proposés en accord avec le modèle de données introduit précédemment. Le
premier détecteur présenté est le test du rapport de vraisemblance généralisé (GLRT). Les
autres détecteurs sont basés sur le principe du GLRT en deux étapes et utilisent tour à tour les
estimateurs de la matrice de covariance du chapitre précédent. Finalement une analyse de
performances des détecteurs est menée.
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4.1 Introduction
4.1.1 De l’estimation à la détection
Dans le chapitre précédent, nous avons présenté différents schémas d’estimation de la matrice
de covariance des données primaires Mp. Dans le cadre d’une application radar, cette étape
d’estimation constitue l’étape préalable et nécessaire à la construction du filtre adaptatif (1.20)
qui va éliminer (au mieux) le bruit présent dans la cellule sous test. La sortie de filtrage est
ensuite utilisée pour former une statistique de test T (z) permettant de décider de la présence ou
de l’absence d’une cible par comparaison à un seuil η
T (z)
H1
≷
H0
η. (4.1)
Comme nous l’avons vu au chapitre 1, deux approches sont possibles pour construire cette sta-
tistique :
1. construire un filtre puis normaliser la puissance en sortie de filtrage de manière adéquate
pour former T (z) ;
2. trouver directement une forme T (z) adaptée.
Nous abordons dans ce chapitre la deuxième méthode et présentons deux classes de détecteurs
basés sur le principe du GLRT [76]. Bien que cette approche n’assure pas l’optimalité, elle a
donné lieu à des détecteurs de référence : GLRT de Kelly [78] et AMF [130]. Nous proposons
par la suite une version approximée du GLRT et des versions étendues de l’AMF en accord avec
notre modèle de données présenté au chapitre 2. Comme nous le verrons, le calcul du GLRT pose
des problèmes d’intégration similaires au calcul de l’estimateur MMSE de Mp. Les détecteurs
de type AMF, eux, utilisent directement les expressions des estimateurs de Mp obtenues au
chapitre précédent.
4.1.2 Cadre de l’étude
Nous avons limité1 notre étude au cas G = 1 où les données secondaires partagent toutes la
même matrice de covariance M s. Pour distinguer clairement le problème de détection de celui
de l’estimation, nous rappelons ci-après le test d’hypothèse binaire à traiter
H1 :
{
z ∼ N˜ζ (αts,Mp)
Z ∼ N˜ζ (0,M s)
(4.2a)
H0 :
{
z ∼ N˜ζ (0,Mp)
Z ∼ N˜ζ (0,M s)
(4.2b)
où s est la signature de la cible supposée connue, αt est un scalaire inconnu, et les matrices M s
et Mp sont des variables aléatoires de distributions connues définies par{
M s|Mp ∼ W˜−1ζ ((ν − ζ)Mp, ν)
Mp ∼ W˜ζ
(
µ−1M¯p, µ
)
.
Après une présentation des nouveaux schémas de détection, les performances de ceux-ci seront
étudiées par simulations numériques. Soulignons que cette étape est indispensable car les perfor-
mances d’un estimateur ne sont pas forcément identiques à celles d’un détecteur construit grâce
à celui-là.
1L’étude de la détection pourrait être conduite également pour G > 1. On s’est concentré ici avant tout sur la
méthodologie à adopter dans le contexte Bayésien proposé.
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4.2 GLRT approché
4.2.1 Problème de calcul du GLRT
Nous nous intéressons dans un premier temps au calcul du GLRT relatif au problème de dé-
tection (4.2). Dans le cadre de notre modèle Bayésien, l’expression du GLRT est donnée par [134]
maxαt f1(z,Z|αt)
f0(z,Z)
H1
≷
H0
η (4.3)
où f1 est la densité jointe de (z,Z) conditionnellement à l’amplitude αt sous l’hypothèse H1 et
f0 est la densité jointe de (z,Z) sous l’hypothèse H0. La densité f1(z,Z|αt) peut être obtenue
dans un premier temps grâce à la structure hiérarchique suivante :
f1(z,Z|αt) =
∫ ∫
f1(z,Z|Mp,M s, αt)f(M s|Mp)f(Mp) dMp dM s. (4.4)
À l’aide des relations (2.2), (2.4), (2.9) et (2.10), on montre alors aisément que la densité de
(z,Z) conditionnellement à αt s’écrit
f1(z,Z|αt) = C
∫ |Mp|ν−1
|S + (ν − ζ)Mp|ν+K exp
{−(z − αts)HMp−1(z − αts)} f(Mp) dMp
(4.5)
où C est une constante ne dépendant que des paramètres constants du modèle. La loi marginale
f0(z,Z) s’obtient de manière similaire en imposant αt = 0 dans l’expression (4.5). L’expression
du GLRT (4.3) requiert alors de déterminer, sous l’hypothèse H1, l’estimateur du maximum de
vraisemblance de αt . On propose de calculer celui-ci de manière classique à partir de l’équation
∂f1(z,Z|αt)
∂αt
= 0. (4.6)
L’équation (4.6) implique que∫
u(Mp)e−(z−αts)
HMp
−1(z−αts) [sHMp−1z − αtsHMp−1s] dMp = 0 (4.7)
où
u(Mp) =
|Mp|ν−1
|S + (ν − ζ)Mp|ν+K f(Mp). (4.8)
Ceci permet de montrer que l’estimateur MLE de αt doit satisafaire
αt =
∫
u(Mp)e−(z−αts)
HMp
−1(z−αts) (sHMp−1z) dMp∫
u(Mp)e−(z−αts)
HMp
−1(z−αts) (sHMp−1s) dMp (4.9)
Au vu de (4.9), l’estimateur MLE cherché est solution d’une équation implicite en αt qu’on ne
peut, à notre connaissance, résoudre analytiquement. Une solution itérative semble également
assez lourde à mettre en oeuvre. À ce stade, nous ne pouvons donc proposer une méthode de
calcul exact du GLRT.
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4.2.2 Expression d’une version approchée du GLRT
Comme nous venons de le voir, le calcul du GLRT (4.3) est limité par celui de l’estimée MLE
de l’amplitude αt. Nous proposons alors de calculer une expression approchée du GLRT, qui
consiste à remplacer le numérateur du test (4.3) par une expression majorante de celui-ci. Pour
ce faire, observons tout d’abord que le minimum de la quantité (z − αts)HMp−1(z − αts) est
atteint pour [78]
αt =
(
sHMp
−1s
)−1 (
sHMp
−1z
)
(4.10)
et vaut
zHMp
−1z − |s
HMp
−1z|2
sHMp
−1s
. (4.11)
Il s’ensuit qu’on peut, par positivité de l’intégrale, majorer le numérateur de (4.3) de la manière
suivante
max
αt
f1(z,Z|αt) < C
∫
g(Mp) exp
{ |sHMp−1z|2
sHMp
−1s
}
f(Mp) dMp (4.12)
où
g(Mp) =
|Mp|ν−1
|S + (ν − ζ)Mp|ν+K etr
{−Mp−1zzH} . (4.13)
Nous définissons alors un nouveau test de détection que l’on note AGLRT (Approximated GLRT)
comme suit
AGLRT :
∫
g(Mp) exp
{ |sHMp−1z|2
sHMp
−1s
}
f(Mp) dMp∫
g(Mp)f(Mp) dMp
H1
≷
H0
η. (4.14)
Ce test nous permet donc de nous affranchir du problème du calcul de l’estimateur du maximum
de vraisemblance de αt. Il nous reste en revanche, au vu de (4.14), à évaluer les deux intégrales
qui y sont mises en jeu.
Remarque 11 Il est intéressant de remarquer que si Mp était connue, la loi a priori de Mp
serait un dirac et l’expression (4.14) se réduirait à |s
HMp
−1z|2
sHMp
−1s , qui est l’expression du GLR
lorsque Mp est connue.
4.2.3 Mise en oeuvre
Pour sa mise en oeuvre pratique, l’AGLRT (4.14) nécessite l’évaluation de deux intégrales.
Pour ce faire, il est préférable dans un premier temps d’exprimer celles-ci en utilisant la loi a
posteriori f(Mp|Z) plutôt que la loi a priori f(Mp). Ceci s’explique par le fait que la loi a
posteriori contient à la fois l’information a priori et l’information apportée par l’observation Z.
En utilisant (3.5), on montre ainsi que l’AGLRT se reformule par∫
h(Mp) exp
{ |sHMp−1z|2
sHMp
−1s
}
f(Mp|Z) dMp∫
h(Mp)f(Mp|Z) dMp
H1
≷
H0
η (4.15)
où
h(Mp) = |Mp|−1etr
{−Mp−1zzH} . (4.16)
On reconnaît alors dans (4.15) deux intégrales dont la forme est similaire à celle obtenue pour le
calcul de l’estimateur MMSE deMp (3.16). Comme souligné précédemment, de telles intégrales
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n’ont pas de solution analytique connue. De plus, les méthodes déterministes ne sont pas appro-
priées vu les dimensions potentiellement grandes du problème. On opte ainsi pour l’utilisation
d’une méthode MCMC, comme ceci a été fait pour le calcul de M̂
mmse
p . Plus précisément, on
propose d’approximer (4.15) par une somme finie
AGLRT '
∑Nbi+Nr
i=Nbi+1
h
(
Mp
(i)
)
exp
{ |sHMp(i)−1z|2
sHMp
(i)−1s
}
∑Nbi+Nr
i=Nbi+1
h
(
Mp
(i)
) H1≷
H0
η. (4.17)
où les Mp(i) sont des échantillons issus de l’échantillonneur de Gibbs décrit à la page 43. Nous
rappelons que l’une des propriétés de l’échantillonneur est qu’il génère des échantillons distribués
asymptotiquement selon la loi a posteriori f(Mp|Z). On se référera à la section 3.1.3 pour les
détails de mise oeuvre de l’échantillonneur de Gibbs. Notons tout de même que la période de
chauffage Nbi et le nombre d’échantillons d’intérêt Nr restent évidemment inchangés pour le
calcul de l’AGLR.
4.3 GLRT en deux étapes
4.3.1 Motivation
Nous avons calculé précédemment une version approximée du GLRT du problème de détection
(4.2). Bien que l’on puisse prévoir de bonnes performances de ce détecteur, on peut remarquer
que celui-ci requiert une forte complexité calculatoire due à :
– la mise en place d’un échantillonneur de Gibbs ;
– la sommation de Nr termes relativement complexes.
Nous proposons ici de calculer des détecteurs moins complexes basés sur le principe du GLRT
en deux étapes. Ce principe a été initialement proposé dans un cadre déterministe en milieu
homogène [130]. Nous élargissons ce concept à notre modèle, c’est-à-dire à un milieu hétérogène
Bayésien. Ces détecteurs sont ainsi à l’AGLRT ce que l’AMF est au GLRT de Kelly.
4.3.2 Expression générique
Nous rappelons succinctement le principe du GLRT en deux étapes calculé dans un cadre
déterministe.
1. Dans un premier temps, le GLRT est calculé sous l’hypothèse que la matrice de covariance
primaire Mp est connue. Seule la donnée primaire intervient dans le calcul du test qui est
donné par [130]
|sHMp−1z|2
sHMp
−1s
H1
≷
H0
η. (4.18)
2. Dans un second temps, la matrice Mp est remplacée par l’estimée du maximum de vrai-
semblance calculée à partir des données secondaires.
On propose ici d’adapter la seconde étape à notre modèle de données en remplaçantMp par un
des estimateurs Bayésiens M̂p calculés au chapitre 3. Nous dénotons ce test par l’abréviation
BAMF (Bayesian AMF)
BAMF :
|sHM̂−1p z|2
sHM̂
−1
p s
H1
≷
H0
η. (4.19)
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Au vu des nombreux détecteurs étudiés au chapitre 3, nous focalisons par la suite l’étude sur
quatre de ces estimateurs (MMSE, MAP et WSCM avec colored loading). On dénote ces détec-
teurs respectivement BAMF-MMSE, BAMF-MAP, BAMF-WSCM-CL.
Remarque 12 On peut remarquer que le détecteur BAMF-MMSE correspond à une expression
approximée de l’AGLRT lorsque la loi a posteriori f(Mp|Z) est fortement concentrée autour de
M̂
mmse
p . En effet, dans ce cas l’expression de l’AGLR (4.17) se réduit à l’expression∫
h(Mp) exp
{ |sHMp−1z|2
sHMp
−1s
}
f(Mp|Z) dMp
' h(M̂mmsep ) exp

|sH
(
M̂
mmse
p
)−1
z|2
sH
(
M̂
mmse
p
)−1
s

qui est équivalente à la statistique de test de (4.19) dans laquelle on choisit M̂p = M̂
mmse
p .
4.4 Résultats numériques
4.4.1 Calcul des probabilités de fausse alarme et de détection
Nous allons comparer les performances des 5 détecteurs dont les expressions sont récapitulées
dans le tableau 4.1. Notons que nous y avons inclu l’AMF, détecteur de référence, qui ne tient
compte ni de l’hétérogénéité ni de l’information a priori. Comme nous l’avons mentionné au
chapitre 1, nous pouvons apprécier la qualité d’un schéma de détection par sa capacité à détecter
une cible lorsque que la probabilité de fausse alarme est constante. Dans un premier temps, il
est donc nécessaire de fixer le seuil de détection η assurant une probabilité de fausse alarme fixée
par l’utilisateur telle que
PFA = P [T (z) > η|H0] = cste.
Notons que jusqu’à présent nous avons dénoté par η le seuil de détection. Bien évidemment
cette valeur doit être ajustée pour chaque détecteur. Au vu des expressions des statistiques de
test T (z) proposées pour l’étude, il paraît assez compliqué d’obtenir une expression analytique
reliant directement la PFA au seuil η. Nous effectuons alors ce réglage par simulations de Monte-
Carlo [76]. Une fois cette tâche accomplie, il reste à déterminer la probabilité de détection
PD = P [T (z) > η|H1]
que nous déterminerons également par simulation de Monte-Carlo.
4.4.2 Scénario d’étude
Comme nous l’avons annoncé au début du présent chapitre, l’étude de la détection est limitée
au cas G = 1. Les simulations présentées par la suite se réfèrent aux paramètres du scénario A
décrit dans le tableau 3.2. La PFA est choisie égale à PFA = 10−3 et les seuils de détection des
détecteurs sont fixés par simulation de Monte-Carlo grâce à 200/PFA = 200000 itérations. La
probabilité de détection est obtenue, elle, à l’aide de 100000 itérations. Pour chacune des itérations
précédemment citées, un tirage aléatoire des variablesMp,M s|Mp, z|Mp et Z|M s est effectué
selon les relations respectives (2.4), (2.10), (2.2), (2.9). On s’intéresse alors en particulier au
comportement de la probabilité de détection en fonction du rapport signal à bruit défini à chaque
itération par SNR = PtsHMp−1s.
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Statistique de test T (z) Seuil η Équation
AGLRT
∑Nbi+Nr
i=Nbi+1
h(Mp(i)) exp
{
|sHMp(i)−1z|2
sHMp
(i)−1s
}
∑Nbi+Nr
i=Nbi+1
h(Mp(i))
ηaglrt (4.17)
GLRT en 2 étapes |s
HM̂
−1
p z|2
sHM̂
−1
p s
η (4.19)
BAMF-MMSE (4.19) avec M̂p = M̂
mmse
p η = ηmmse (3.18)
BAMF-MAP (4.19) avec M̂p = M̂
map
p η = ηmap (3.13), (3.14)
BAMF-WSCM-CL (4.19) avec M̂p = M̂
wscm-cl
p η = ηwscm−cl (3.41),(3.43)
AMF (4.19) avec M̂p = M̂
scm
p η = ηscm (1.31)
Tab. 4.1 – Liste des détecteurs étudiés.
4.4.3 Comparaison des détecteurs
Nous comparons ici les performances des détecteurs rappelés dans le tableau 4.1. Les figures
4.1 et 4.2 représentent la probabilité de détection de chacun d’eux en fonction du rapport signal
à bruit SNR précédemment défini pour différents jeux de valeurs du couple (ν, µ). Au vu de ces
courbes, on peut tirer les conclusions suivantes.
– Trois détecteurs Bayésiens performants
Dans tous les cas, les détecteurs Bayésiens AGLRT, BAMF-MMSE et BAMF-MAP ont
une plus grande probabilité de détection que l’AMF. On observe que les performances de
l’AGLRT sont légèrement meilleures que celles du BAMF-MMSE, elles-mêmes légèrement
au dessus de celles du BAMF-MAP : les écarts entre chaque classe sont, par exemple, pour
une probabilité de détection égale à PD = 0, 7 de l’ordre de 0,7dB et 0,2dB respectivement.
Il est donc bénéfique pour ces trois détecteurs de prendre en compte l’information d’hété-
rogénéité et l’information a priori apportée par le modèle des données. Notons également
que, parmi ces détecteurs, les performances vont de pair avec la complexité calculatoire.
– Comportement particulier du BAMF-WSCM-CL
Le détecteur BAMF-WSCM-CL a un comportement différent de celui des trois autres dé-
tecteurs Bayésiens présentés. En effet, lorsque le degré de connaissance a priori µ est faible,
ses performances sont bien en dessous de celles de l’AMF : on observe un écart de l’ordre de
1,7dB pour une probabilité de détection PD = 0, 7. En revanche, lorsque µ augmente, les
performances du BAMF-WSCM-CL sont bien au dessus de celles de l’AMF et très légère-
ment en dessous de celles du BAMF-MAP. Il semble donc que trop de poids soit donné à la
matrice M¯p lorsque le niveau de connaissance a priori est faible. Par exemple pour µ = 10
et ν = 10, le poids donné aux données secondaires n’est que de w1 ≈ 0, 004 alors que celui
donné à M¯p est égal à w0 ≈ 0, 911. Si cette pondération assure une MSE relativement
faible (voir 3.5.4.1), elle ne permet pas, en revanche, d’assurer une bonne détection. Une
modification des poids w0 et w1 permettrait certainement d’améliorer les performances du
détecteur, mais il resterait à déterminer une méthode pour les choisir.
– Forte influence de µ
De manière générale, les écarts de performance entre les détecteurs Bayésiens et l’AMF
sont d’autant plus marqués que le degré de connaissance a priori est fort (i.e. µ est grand).
L’information a priori a donc un fort impact sur la qualité des détecteurs Bayésiens pro-
posés. Ceci est d’autant plus marqué pour le BAMF-WSCM-CL.
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– Influence modérée de ν
L’hyperparamètre ν a une influence modérée sur la qualité de la détection. On observe que
les écarts de performance entre détecteurs Bayésiens (hors BAMF-WSCM-CL) et l’AMF
sont moins marqués lorsque ν augmente. En effet, pour de grandes valeurs de ν, la distance
entre les matrices M s et Mp diminue et le milieu devient assez homogène (2.13). Notons
tout de même que l’AMF est proche des détecteurs BAMF quand µ est petit, indépendam-
ment de la valeur de ν.
– Comparaison de l’influence de ν et de µ
Au vu de ces deux dernières remarques, on voit donc que le paramètre µ est le paramètre
le plus influant sur la qualité de détection des détecteurs Bayésiens proposés. Par exemple,
lorsque µ passe de 10 à 20 la différence entre l’AGLRT et l’AMF augmente d’environ
1,7 dB, alors que lorsque ν passe de 10 à 24 l’écart se réduit à 0,7 dB. L’incorporation
d’information a priori est un moyen très efficace pour améliorer la détection en milieu
hétérogène, ce qui est un résultat très naturel.
4.5 Bilan
Nous avons proposé dans ce chapitre deux classes de détecteurs Bayésiens en accord avec le
modèle d’environnement proposé au chapitre 2. Ces détecteurs sont construits sur le principe du
GLRT. On compte parmi eux :
– une version approximée du GLRT, dénotée AGLRT, qui nécessite l’utilisation d’un échan-
tillonneur de Gibbs identique à celui mis en place pour l’estimation MMSE de la matrice
de covariance primaire ;
– des versions Bayésiennes de l’AMF, dénotées BAMF, qui utilisent les estimées de la matrice
de covariance primaire calculées dans le précédent chapitre (nous avons limité notre analyse
aux estimateurs MMSE, MAP, WSCM-CL).
Ces détecteurs se distinguent en termes de qualité de détection et de complexité calculatoire.
Le détecteur AGLRT et le détecteur BAMF-MMSE requièrent une forte charge calculatoire
due à l’utilisation d’une méthode MCMC. Le détecteur BAMF-MAP est moins complexe que ces
deux derniers : la forme de l’estimateur MAP est en effet obtenue sous forme directe. Le BAMF-
WSCM-CL est le détecteur le plus simple à mettre en oeuvre et requiert, pour le calcul des
pondérations w0 et w1, l’inversion d’une matrice de taille 2×2 dont l’expression est indépendante
des données observées Z (3.43) (on rappelle que G = 1 dans ce chapitre).
Les performances des détecteurs Bayésiens sont inversement proportionnelles à leur com-
plexité calculatoire : l’AGLRT assure la meilleure probabilité de détection pour des niveaux de
PFA et de rapport signal à bruit fixés. Le BAMF-MMSE et le BAMF-MAP ont de moins bonnes
performances mais restent tout de même au dessus de l’AMF, en particulier dans le cas d’un fort
degré de connaissance a priori µ. Le BAMF-WSCM-CL assure une bonne qualité de détection
lorsque µ est élevé, en revanche, ses performances sont fortement dégradées lorsque µ est faible.
Au vu de ces observations et du bilan fait au chapitre 3 sur l’estimation, il est important de
souligner que les performances de la détection ne peuvent être entièrement prévues par celles de
l’estimation (cas des estimateurs MAP et WSCM-CL).
Enfin, notons que les détecteurs Bayésiens proposés tirent parti de l’information a priori et de
la connaissance de l’hétérogénéité du milieu. En revanche, ces deux connaissances ne contribuent
pas de manière égale aux performances des détecteurs. Plus précisément, l’information a priori
joue un rôle majeur dans la qualité de la détection. Plus cette connaissance est fiable (i.e. µ
grand) meilleures sont les performances. Il est nécessaire, en revanche, d’injecter correctement
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(a)
(b)
Fig. 4.1 – Probabilité de détection en fonction du SNR. Scénario A : ν = 10, L = 24, µ = 10 (a)
et µ = 20 (b). PFA = 10−3.
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(a)
(b)
Fig. 4.2 – Probabilité de détection en fonction du SNR. Scénario A : ν = 24, L = 24, µ = 10 (a)
et µ = 20 (b). PFA = 10−3.
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cette connaissance a priori afin qu’elle joue un rôle majeur lorsque µ est grand, mais qu’elle ne
soit pas trop prise en compte lorsque µ est petit.
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Chapitre 5
Caractérisation d’un milieu hétérogène
Bayésien
Dans ce chapitre, les hyperparamètres du modèle définissant le degré d’hétérogénéité du
milieu et le degré de connaissance a priori sont supposés inconnus. Une méthode d’estimation
conjointe des hyperparamètres et de la matrice de covariance primaire est proposée. L’étude se
limite au cas où les données secondaires partagent la même matrice de covariance. La procédure
d’estimation proposée met en oeuvre une version hybride de l’échantillonneur de Gibbs en deux
étapes présenté auparavant. Les performances d’estimation sont étudiées sur deux jeux de
données, l’un correspondant au modèle, l’autre étant généré suivant un scénario radar.
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Chapitre 5. Caractérisation d’un milieu hétérogène Bayésien
5.1 Robustification du modèle de données
Nous nous limitons dans ce chapitre à l’étude du cas où les données secondaires partagent
la même matrice de covariance (i.e. G = 1). Le modèle des données est donc composé de deux
paramètres (les matrices de covariance M s et Mp) et de deux hyperparamètres (le degré d’hé-
térogénéité ν et le degré de connaissance a priori µ). Nous présentons par la suite une méthode
d’estimation plus robuste de la matrice de covariance Mp où les valeurs de ν et de µ sont sup-
posés inconnues. On explique dans un premier temps les motivations d’un tel choix, puis les
relations permettant de définir entièrement le nouveau problème d’estimation sont introduites.
Remarque 13 L’étude pourrait être généralisée au cas où les données secondaires sont divisées
en groupes selon les valeurs de leurs matrices de covariance (i.e. G > 1). Mais nous avons
souhaité ici nous focaliser avant tout sur la mise en place de la nouvelle méthode d’estimation
proposée.
5.1.1 Pourquoi estimer les hyperparamètres ?
Les algorithmes d’estimation et de détection présentés jusqu’à présent supposent les valeurs
des hyperparamètres ν et µ du modèle connues. En pratique, la qualité de ces algorithmes –
appliqués sur des données radar réelles ou réalistes – dépend évidemment fortement des valeurs
choisies pour ν et µ. Il convient donc de sélectionner celles-ci avec une attention particulière.
Pour ce faire, nous choisissons de décrire de manière probabiliste les hyperparamètres ν et µ
par des lois a priori peu informatives. Nous proposons ensuite d’estimer ces hyperparamètres
conjointement à la matrice de covariance primaire Mp. Cette stratégie ajoute donc un niveau
hiérarchique à notre modèle et constitue un moyen de robustifier ce dernier. Nous décrivons, par
la suite, les lois a priori des hyperparamètres ν et µ en détail.
5.1.2 Lois a priori des hyperparamètres
Comme nous venons de le voir, il convient de définir les lois a priori des hyperparamètres ν
et µ du modèle. Ces lois doivent traduire la connaissance ou l’absence de connaissance dont on
dispose sur ceux-ci :
– la loi a priori f(ν) rassemble l’information disponible sur le niveau d’hétérogénéité entre
donnée primaire et secondaires ;
– la loi a priori f(µ) rassemble l’information disponible sur le niveau de confiance que l’on
peut avoir dans la matrice a priori M¯p.
D’après le modèle de données choisi, quelles informations pouvons-nous dans un premier temps
recueillir sur les valeurs des hyperparamètres ν et µ ? Nous répondons à cette question ci-après
en observant soigneusement les distributions des paramètres Mp et M s, qui, on le rappelle, ont
été choisies comme suit1
Mp|ν ∼ W˜ζ
(
µ−1M¯p, µ
)
(5.1)
M s|Mp, µ ∼ W˜−1ζ ((ν − ζ)Mp, ν) . (5.2)
Nous pouvons au vu de ces expressions noter les points suivants :
1. Valeurs entières
Les hyperparmètres ν et µ représentent les degrés de liberté respectivement d’une loi de
Wishart et d’une loi de Wishart inverse : ce sont des variables à valeurs entières.
1D’après la convention d’écriture que nous avons fixée dans les chapitres antérieurs, il convient d’inclure les
hyperparamètres ν et µ dans les termes conditionnels lorsque cela est nécessaire.
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2. Bornes inférieures
Les domaines de définition d’une loi de Wishart et d’une loi de Wishart inverse impliquent
nécessairement les inégalités suivantes {
ν > ζ
µ ≥ ζ. (5.3)
Intégrer cette connaissance dans les lois a priori f(ν) et f(µ) revient alors à imposer une
probabilité nulle sur les événements ν ≤ ζ et µ < ζ.
3. Bornes supérieures
Sans information additionnelle, le modèle n’impose pas de bornes supérieures sur les valeurs
des hyperparamètres ν et µ. En revanche, comme on le verra un peu plus loin, il peut être
intéressant tout de même de chercher les valeurs de ν et de µ dans des intervalles bornés.
Comment choisir alors les bornes supérieures de ces intervalles sans dégrader l’estimation de
ν et de µ ? Pour répondre à cette question, intéressons nous par exemple à l’hyperparamètre
ν. Celui-ci ne traduit pas de façon linéaire le degré d’hétérogénéité du milieu (2.2.2.1). Une
petite variation de ν dans le domaine des faibles valeurs a un fort impact sur le niveau
d’hétérogénéité de l’environnement. Ceci n’est plus le cas dans le domaine des grandes
valeurs de ν, où le milieu devient de plus en plus homogène. Pour une valeur de ν assez
grande – appelons la νmax – les valeurs supérieures à νmax peuvent être assimilées à celle-ci
sans engendrer d’erreurs significatives sur la représentativité du niveau d’hétérogénéité du
milieu. Nous discuterons du choix exact de la valeur de νmax plus tard. Notons que le
raisonnement qui vient d’être tenu pour l’hyperparamètre ν peut également être appliqué
à l’hyperparamètre µ.
Au vu des remarques qui viennent d’être faites, nous proposons de contraindre les valeurs des hy-
perparamètres ν et µ à se trouver dans les intervalles respectifs {ζ+1, . . . , νmax} et {ζ, . . . , µmax}.
De plus, ne disposant pas d’information supplémentaire sur celles-ci, nous supposons que les hy-
perparamètres ν et µ sont indépendants et de lois a priori uniformes
ν ∼ U [νmin, νmax] (5.4)
µ ∼ U [µmin, µmax] (5.5)
où νmin = ζ + 1 et µmin = ζ sont utilisés pour la symétrie de l’expression.
5.2 Estimation MMSE conjointe de la matrice de covariance pri-
maire et des hyperparamètres
5.2.1 Formulation du problème d’estimation
Nous avons défini précédemment les lois a priori des hyperparamètres ν et µ du modèle. On
s’intéresse maintenant au calcul des estimateurs MMSE de Mp, ν, et µ. On rappelle ci-après
l’ensemble des relations définissant notre modèle étendu au cas où les hyperparamètres ν et µ
sont inconnus 
Z|M s ∼ N˜ζ,K (0,M s)
M s|Mp, ν ∼ W˜−1ζ ((ν − ζ)Mp, ν)
Mp|µ ∼ W˜ζ
(
µ−1M¯p, µ
)
ν ∼ U [νmin, νmax]
µ ∼ U [µmin, µmax].
(5.6)
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Pour les mêmes raisons que celles évoquées dans le chapitre 3, on propose de calculer les estimées
MMSE de Mp, ν et µ grâce à un échantillonneur de Gibbs. Les hyperparamètres ν et µ étant
des variables aléatoires, nous avons introduit un niveau de plus dans la structure hiérarchique
du modèle et donc deux étapes supplémentaires dans l’échantillonneur. Celles-ci sont décrites en
détail par la suite.
5.2.2 Échantillonneur de Gibbs hybride
5.2.2.1 Principe
Nous étendons l’échantillonneur de Gibbs décrit page 43 au cas où les hyperparamètres ν et µ
sont aléatoires de lois uniformes (5.4) et (5.5) respectivement. L’algorithme consiste en la généra-
tion d’échantillons (Mp,M s, ν, µ) distribués suivant la loi jointe a posteriori f(Mp,M s, ν, µ|Z).
Cette dernière s’exprime grâce au théorème de Bayes de la manière suivante
f(Mp,M s, µ, ν|Z) ∝ f(Z|Mp,M s, µ, ν)f(Mp,M s|µ, ν)f(ν, µ). (5.7)
Les hyperparamètres ν et µ étant supposés indépendants, on montre grâce aux relations du
modèle (5.6) que la distribution jointe a posteriori de Mp,M s, µ, ν|Z se met sous la forme
f(Mp,M s, µ, ν|Z) ∝|M s|−(ν+ζ+K)|Mp|ν+µ−ζ
etr
{−M s−1 [S + (ν − ζ)Mp]} etr{−µM¯−1p Mp}
× (ν − ζ)
ζν
Γ˜ζ (ν)
µζµ
Γ˜ζ (µ)
|M¯p|−µI[νmin,νmax](ν)I[µmin,µmax](µ) (5.8)
où I[a,b] est la fonction indicatrice définie sur l’intervalle [a, b]. On exprime alors aisément les lois
conditionnelles des matrices Mp et M s
f(Mp|M s, ν, µ,Z) ∝ |Mp|ν+µ−ζetr
{
−
[
µM¯
−1
p + (ν − ζ)M−1s
]
Mp
}
(5.9a)
f(M s|Mp, ν, µ,Z) ∝ |M s|−(ν+ζ+K)etr
{−M−1s [S + (ν − ζ)Mp]} (5.9b)
et des hyperparamètres ν et µ
f(ν|Mp,M s, µ,Z) ∝ (ν − ζ)
ζν
Γ˜ζ (ν)
|Mp|ν |M s|−ν × etr
{−(ν − ζ)MpM−1s } I[νmin,νmax](ν) (5.10a)
f(µ|Mp,M s, ν,Z) ∝ µ
ζµ
Γ˜ζ (µ)
|Mp|µ|M¯p|−µ × etr
{
−µMpM¯−1p
}
I[µmin,µmax](µ). (5.10b)
À partir des distributions (5.9) et (5.10), des échantillons Mp(i), M
(i)
s , ν(i) et µ(i) sont générés
de manière itérative comme décrit par l’algorithme 4. Pour chaque paramètre ξ de la chaîne2,
les échantillons ξ(i) sont alors asymptotiquement distribués suivant la loi a posteriori f(ξ|Z).
L’estimateur MMSE de ξ est alors approché par la somme empirique
ξmmse =
1
Nr
Nr∑
i=1
ξ(i+Nbi).
Soulignons que la période de chauffage Nbi et le nombre d’échantillons d’intérêt Nr sont des
paramètres qu’il convient de redéfinir. Ceci sera traité plus loin. Nous discutons en détail ci-
après les quatre étapes de l’échantillonneur.
2ξ désigne aussi bien un scalaire qu’une matrice ici.
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Algorithme 4 : Échantillonneur de Gibbs hybride.
Données : Z
Résultat : M̂
mmse
p , νˆmmse, µˆmmse
/* Initialisation */
M
(0)
s = M̂
scm
p ;
générer ν(0) suivant f(ν);
générer µ(0) suivant f(µ);
/* Période de chauffage */
pour i = 1 : Nbi faire
générer Mp(i) suivant f(Mp|M (i−1)s , ν(i−1), µ(i−1),Z);
générer M (i)s suivant f(M s|Mp(i), ν(i−1), µ(i−1),Z);
générer ν(i) suivant f(ν|Mp(i),M (i)s , µ(i−1),Z);
générer µ(i) suivant f(µ|Mp(i),M (i)s , ν(i),Z);
/* Échantillons distribués suivant la loi cible */
pour i = 1 +Nbi : Nr +Nbi faire
générer Mp(i) suivant f(Mp|M (i−1)s , ν(i−1), µ(i−1),Z) ; /* étape 1 */
générer M (i)s suivant f(M s|Mp(i), ν(i−1), µ(i−1),Z) ; /* étape 2 */
générer ν(i) suivant f(ν|Mp(i),M (i)s , µ(i−1),Z) ; /* étape 3 */
générer µ(i) suivant f(µ|Mp(i),M (i)s , ν(i),Z) ; /* étape 4 */
/* Moyenne */
M̂
mmse
p =
1
Nr
∑Nr
i=1Mp
(i+Nbi);
νˆmmse = 1Nr
∑Nr
i=1 ν
(i+Nbi);
µˆmmse = 1Nr
∑Nr
i=1 µ
(i+Nbi);
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5.2.2.2 Étapes de Gibbs
On s’intéresse aux deux premières étapes de l’échantillonneur. Au vu des expressions décrites
par (5.9), les lois conditionnelles a posteriori de MpMp|M s, ν, µ,Z et M s|Mp, ν, µ,Z sont
respectivement des lois de Wishart et de Wishart inverse aisément simulables
Mp|M s, ν, µ,Z
∼ W˜ζ
([
µM¯
−1
p + (ν − ζ)M s−1
]−1
, ν + µ
)
(5.11a)
M s|Mp, ν, µ,Z
∼ W˜−1ζ (S + (ν − ζ)Mp, ν +K) . (5.11b)
Ces deux étapes de génération sont similaires à celles déjà proposées dans l’échantillonneur de
Gibbs décrit page 43 lorsque ν et µ sont supposés connus. On se rapportera donc à cette section
pour plus de détails.
5.2.2.3 Étapes de Metropolis-Hastings
Stratégie de génération Nous venons de voir que les deux premières étapes de l’échan-
tillonneur impliquent la génération d’échantillons distribués suivant des lois connues aisément
simulables. Intéressons-nous maintenant aux étapes 3 et 4. Celles-ci consistent à générer des
échantillons ν(i) et µ(i) dont les distributions s’expriment à une constante près par (5.10). Mal-
heureusement, ces distributions n’appartiennent à aucune classe de distributions connues. On
propose alors pour surmonter cet écueil de générer les échantillons ν(i) et µ(i) grâce à l’utilisation
d’algorithmes de Metropolis-Hastings (MH) [127, page 392]. Les algorithmes MH permettent
de générer des échantillons distribués suivant une loi d’intérêt lorsque celle-ci est connue à une
constante multiplicative près. Notons que l’échantillonneur proposé comprend donc des étapes
de Gibbs et des étapes MH : on parle alors dans ce cas de méthode MCMC hybride.
Algorithme de Metropolis-Hastings L’algorithme MH a pour but de générer des échan-
tillons distribués selon une loi cible. La technique de génération repose sur un principe d’accep-
tation/rejet d’échantillons candidats générés suivant une loi de proposition [128, page 325]. Plus
précisément, considérons par exemple l’hyperparamètre ν. À l’itération numéro i, un candidat
c(i) est généré suivant une loi de proposition q(.|ν). Le candidat c(i) est alors accepté comme
l’élément de la chaîne numéro i+ 1 avec la probabilité
ς
(
ν(i), c(i)
)
= min
(
1,
f(c(i)|Mp(i+1),M (i+1)s , µ(i),Z) q(ν(i)|c(i))
f(ν(i)|Mp(i+1),M (i+1)s , µ(i),Z) q(c(i)|ν(i))
)
(5.12)
c’est-à-dire
ν(i+1) =
{
c(i) avec la probabilité ς
(
ν(i), c(i)
)
ν(i) avec la probabilité 1− ς (ν(i), c(i)) .
Dans (5.12), ς est appelé probabilité d’acceptation. Notons que le candidat c(i) est toujours
accepté s’il contribue à l’accroissement du rapport f(c(i)|Mp(i+1),M (i+1)s , µ(i),Z)/q(c(i)|ν(i))
et est rejeté avec une probabilité 1 − ς (ν(i), c(i)) dans le cas opposé. Une procédure similaire
s’applique à l’hyperparamètre µ.
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Remarque 14 L’algorithme MH est un algorithme asymptotique. On pourrait donc penser qu’il
est indispensable de mettre en oeuvre plusieurs étapes d’acceptation/rejet (5.12) pour obtenir un
candidat distribué suivant la loi conditionnelle d’intérêt. Il n’en est rien puisqu’il est bien connu
qu’en conservant la première valeur générée, on assure la convergence de l’algorithme de Gibbs
hybride [128, page 325].
Choix des lois de proposition Nous venons de voir que la mise en oeuvre d’un algorithme MH
nécessite l’utilisation d’une loi de proposition dont le rôle est de générer des échantillons can-
didats. Comment choisir, dans notre cas, les lois de proposition q(.|ν) et q(.|µ) relatives aux
hyperparamètres ν et µ ? Nous répondons à cette question en considérant les points suivants.
Tout d’abord, le support de la loi de proposition doit contenir celui de la loi cible [129]. Deux
approches sont ensuite couramment présentées dans la littérature :
1. générer des candidats suivant une marche aléatoire ;
2. générer des candidats par un méchanisme de proposition indépendant, c’est-à-dire qui ne
dépend pas de la valeur de l’échantillon de la chaîne à l’instant de génération.
La première approche repose sur la génération de candidats de la forme c(i) = ν(i) + ε où ε est
une variable aléatoire distribuée suivant une loi appropriée [127, page 287]. Cet type de loi de
proposition est adaptée lorsque la loi cible est assez “piquée”. Dans notre cas, on observe que les
lois cibles (5.10) sont effectivement piquées lorsque l’hyperparamètre à estimer est petit, mais
qu’elles s’élargissent lorsque la valeur de l’hyperparamètre augmente. Les figures 5.1 et 5.2 illus-
trent ce phénomène pour l’hyperparamètre ν et l’hyperparamètre µ respectivement. Dans ces
conditions, il n’est pas aisé de choisir correctement la distribution de ε qui assure un probabi-
lité d’acceptation appropriée (entre 1/4 et 1/2 [129, page 8]). On opte alors pour la deuxième
approche, qui consiste à choisir un candidat c(i) indépendamment de la valeur de l’échantillon
au même instant ν(i). On propose de choisir les lois de propositions égales aux lois a priori des
hyperparamètres, c’est-à-dire {
q(ν ′|ν) = f(ν)
q(µ′|µ) = f(µ). (5.13)
Les valeurs de νmax et µmax doivent alors être choisies aussi petites que possible. En effet, pour
une bonne estimation, l’ensemble des candidats obtenus au long des itérations doit avoir exploré
le support de la distribution cible. Plus ce support est grand, plus la période de chauffage Nbi
et le nombre d’itérations d’intérêt Nr de l’échantillonneur doivent être grands. Le choix des
bornes de νmax et µmax résulte donc d’un compromis entre complexité calculatoire et qualité de
représentation du milieu. Nous réglerons ces paramètres dans la section 5.3.
Remarque 15 Au vu du choix fait pour les lois de proposition, la probabilité d’acceptation (5.12)
devient
ς
(
ν(i), c(i)
)
= min
(
1,
f(c(i)|Mp(i+1),M (i+1)s , µ(i),Z)
f(ν(i)|Mp(i+1),M (i+1)s , µ(i),Z)
)
(5.14)
ce qui indique que le candidat est toujours accepté s’il contribue à augmenter la loi conditionnelle
a posteriori de ν.
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(a)
(b)
Fig. 5.1 – Loi conditionnelle a posteriori théorique de ν|Mp,M s, µ,Z. Scénario A : µ = 10,
ν = 10 (a) et ν = 24 (b). νmin = 9, νmax = 40.
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(a)
(b)
Fig. 5.2 – Loi conditionnelle a posteriori théorique de µ|Mp,M s, ν,Z. Scénario A : ν = 10,
µ = 10 (a) et µ = 20 (b). µmin = 8, µmax = 40.
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5.3 Résultats numériques
Dans cette section, nous étudions les performances des estimateurs MMSE de la matrice de
covariance Mp et des hyperparamètres ν et µ. Dans un premier temps, les performances de
l’estimation seront observées sur des données synthétiques générées suivant le modèle proposé au
chapitre 2. On souligne ici que les valeurs des hyperparamètres ν et µ sont bien constantes lors
la génération. On s’intéressera entre autres à la MSE de la matrice de covariance Mp lorsque
les hyperparamètres ν et µ ne sont pas connus. Ensuite, les performances seront étudiées sur
des données synthétiques générées suivant un scénario radar STAP. Dans ce cas, on observera la
forme du filtre STAP obtenu grâce à la matrice Mp estimée.
5.3.1 Données synthétiques
On s’intéresse ici aux performances de l’estimation évaluées sur des données synthétiques gé-
nérées suivant le modèle présenté au chapitre 2. Il convient d’abord de régler certains paramètres
nécessaires à la mise en oeuvre de l’algorithme 4. Une fois cette tâche accomplie, on étudie la
MSE de l’estimée de Mp obtenue en sortie de l’échantillonneur de Gibbs.
5.3.1.1 Choix des bornes supérieures des hyperparamètres
Précédemment nous avons contraint les estimées des hyperparamètres ν et µ à se trouver
dans les intervalles {ζ + 1, . . . , νmax} et {ζ, . . . , µmax} respectivement. Si le choix des bornes
inférieures de ces intervalles résulte directement d’une considération sur le domaine de définition
des distributions (5.1) et (5.2), le choix des bornes supérieures, lui, relève d’un compromis entre
précision d’estimation et charge calculatoire. On choisit ainsi les valeurs νmax et µmax pour
qu’elles soient supérieures à la dimension du problème ζ mais pas trop “grandes” non plus. Nous
proposons de prendre νmax = 5× ζ = 40 et µmax = 5× ζ = 40.
5.3.1.2 Convergence de l’échantillonneur de Gibbs hybride
Nous étudions ici la convergence de l’échantillonneur de Gibbs décrit par l’algorithme 4.
Il s’agit donc ici de déterminer la période de chauffage Nbi ainsi que le nombre d’itérations
d’intérêt Nr permettant une bonne approximation des estimées MMSE obtenues à la sortie de
l’échantillonneur. Pour mesurer la convergence, nous utilisons le même critère que celui présenté
au chapitre 3. Plus précisément, on définit dans un premier temps des valeurs approximatives
pour Nbi et Nr. Une fois ces valeurs fixées, un critère de mesure de variance intra/interchaîne est
utilisé pour valider ou rejeter celles-ci. Pour ce faire, Nch chaînes sont construites en parallèle avec
différentes valeurs d’initialisation. La convergence est ensuite mesurée par un facteur d’échelle.
Plus précisément, pour le paramètre Mp, on utilise le facteur d’échelle multivarié (3.67) utilisé
précédemment [28]. Pour les hyperparamètres ν ou µ, qui sont des scalaires, on utilise le facteur
d’échelle défini par [57]
% =
Nr − 1
Nr
+
1
Nr
B
W
(5.15)
où B et W sont les variances interchaîne et intrachaîne définies par (3.65) et (3.66) dans le cas
scalaire.
En adoptant une démarche similaire à l’étude faite au chapitre 3, on propose dans un premier
temps les valeurs Nbi = 100 et Nr = 2000. La figure 5.3 représente la racine carrée du facteur
d’échelle pour les deux hyperparamètres ν et µ et pour le paramètre Mp. Les valeurs obser-
vées confirment la bonne convergence de l’échantillonneur puisqu’une valeur inférieure à 1,2 est
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conseillée pour assurer la convergence [56]. Notons qu’il existe un rapport d’environ 10 entre les
valeurs proposées ici (Nbi = 100 et Nr = 2000) et celles proposées dans le cas où ν et µ sont
connus (Nbi = 20 et Nr = 200).
5.3.1.3 Loi a posteriori
Nous venons de déterminer des valeurs (Nbi, Nr) permettant d’assurer une bonne approxima-
tion des estimateurs MMSE de ν, µ, et Mp. On s’intéresse alors à la forme des lois a posteriori
obtenues pour ces valeurs. La figure 5.4 représente les lois a posteriori empiriques pour ν, µ et
Mp(1, 1) obtenues avec Nbi = 100 et Nr = 2000. Les courbes obtenues sont cohérentes avec les
valeurs des trois paramètres à estimer.
5.3.1.4 Estimation MMSE
On s’intéresse ici aux performances de l’estimateur MMSE de la matrice Mp lorsque les
valeurs des hyperparamètres ν et µ ne sont pas connues. On les compare à celles obtenues par
l’estimateur MMSE de Mp, présenté au chapitre 3, qui utilise les valeurs exactes de ν et de
µ. La figure 5.5 représente l’évolution de la MSE de ces deux estimateurs en fonction du degré
d’hétérogénéité ν du scénario A décrit au tableau 3.2. La MSE de l’estimateur SCM (1.31) est
également représentée pour référence. Au vu de ces trois courbes, on peut faire les observations
suivantes :
– Comme nous l’avons déjà observé au chapitre 3, les écarts de performances entre l’estima-
teur SCM et l’estimateur MMSE est important et est d’autant plus marqué lorsque ν est
petit (i.e. milieu très hétérogène).
– Les performances des deux estimateurs MMSE sont sensiblement identiques. On observe
une perte de 0,25dB au maximum pour l’estimateur MMSE présenté dans ce chapitre. Ceci
indique que de bonnes performances peuvent être obtenues pour l’estimation deMp, même
lorsqu’on ne connaît ni le degré d’hétérogénéité du milieu ν ni le niveau de connaissance a
priori µ. Notons tout de même que ceci est au prix d’une charge calculatoire accrue puisque,
comme nous l’avons vu, le nombre d’itérations de l’échantillonneur de Gibbs hybride est
multiplié par 10 par rapport au cas où ν et µ sont connus.
Au vu de ces résultats, on peut noter également que les valeurs de νmax et µmax précédemment
choisies sont satisfaisantes pour obtenir une bonne qualité d’estimation de Mp.
5.3.2 Données synthétiques STAP
Dans cette section, on étudie le comportement des estimateurs MMSE de la matrice de
covariance Mp et des hyperparamètres ν et µ – issus de la procédure d’estimation conjointe
développée dans ce chapitre – dans un cas où les données sont générées selon un scénario radar.
Le modèle de données ne correspond donc plus à celui présenté au chapitre 2. L’objectif de
l’étude est de comprendre comment les estimateurs développés sur la base du modèle Bayésien
du chapitre 2 sont capables de capter et/ou de combattre l’hétérogénéité du milieu dans un cas
pratique.
Par la suite, on présente le scénario STAP étudié ainsi que la structure post-Doppler STAP
dans laquelle la procédure d’estimation est mise en oeuvre. Les performances de l’estimation
pour le paramètre Mp sont évaluées sur le critère des pertes en SINR et non plus sur le critère
de MSE. On s’intéresse également aux valeurs des estimées de ν et de µ obtenues. De nombreux
termes et expressions rappelés au chapitre 1 sont utilisés dans cette section.
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(a)
(b)
(c)
Fig. 5.3 – Racine carrée du facteur d’échelle pour ν (a), µ (b) et Mp (c). Scénario A : ν = 12,
µ = 20. Nch = 20, Nbi = 100, Nr = 2000.
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(a)
(b)
(c)
Fig. 5.4 – Densité empirique a posteriori de ν (a), µ (b) et Mp(1, 1) (c). ν = 12 and µ = 10.
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Fig. 5.5 – Performance des estimateurs MMSE et SCM en fonction du degré d’hétérogénéité ν.
Scénario A : µ = 20. νmin = 9, νmax = 40, µmin = 8, µmax = 40.
5.3.2.1 Scénario STAP
Génération des données On considère un scénario radar dont les principaux paramètres
sont décrits dans le tableau 5.1. Pour chaque case distance ` du cube de données, la matrice
de covariance du fouillis de sol M c(`) est construit selon le modèle GCM (1.16) décrit dans
[148]. Le phénomène de repliement distance n’est pas pris en compte. Le bruit thermique lui est
supposé blanc et de matrice de covarianceMn définie par (1.15). En absence de cible, le snapshot
spatio-temporel z` (1.5) de la case distance ` est construit comme la somme d’une contribution de
fouillis de sol zc,` et d’une contribution de bruit thermique zn (1.13). Les données sont supposées
Gaussiennes telles que
zc,` ∼ N˜MN (0,M c(`)) (5.16)
zn ∼ N˜MN (0,Mn) . (5.17)
Remarque 16 Les valeurs des paramètres choisies dans le tableau 5.1 ne correspondent pas pour
des raisons évidentes à un scénario de vol opérationnel.
Type d’hétérogénéité observé Nous considérons un scénario dans lequel l’antenne du radar
est disposée dans la pointe avant de la plate-forme. Comme rappelé en section 1.3.2.2, cette
configuration géométrique induit une non-stationnarité en distance du lieu fréquentiel occupé
par le fouillis. Ce phénomène est illustré sur la figure 5.6, où sont représentées les pertes en
SINR (1.23) dans le cas clairvoyant, c’est-à-dire lorsque le filtre STAP est le filtre optimal (1.22).
Cette représentation permet d’identifier les fréquences pour lesquelles le filtre STAP atténue le
signal. Dans le cas clairvoyant, ceci permet donc d’identifier le lieu du fouillis. Au vu de la figure
5.6, nous nous trouvons donc bien dans un milieu non-homogène où les matrices de covariance
diffèrent entre case distance. Nous souhaitons alors étudier le comportement de l’algorithme 4
sur un tel scénario. Nous décrivons ci-après en détail la stratégie utilisée.
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Paramètres du vol
Type Vol horizontal
Altitude h = 5km
Vitesse du porteur va = 100m/s
Forme d’onde
Porteuse f0 = 450MHz
Longueur d’onde λ0 ≈ 66.67cm
Bande instantanée B = 2MHz
Fréquence de répétition fr = 750Hz
Nombre d’échantillons temporels M = 16
Antenne
Type Linéaire uniforme
Disposition Pointe avant : ϕa = 0˚
Nombre d’éléments N = 8
Inter-espaces d = λ0/2
Diagramme d’un élément cosinus en azimuth,
-30 dB en arrière
Modèle du sol
Sol plan
Réflectivité Modèle gamma contant à −3dB
Nombre de sources de clutter Nc = 360
ICM Aucun σv = 0m/s
Radar
Bruit thermique CNR = Tr {M c,1}/Tr {Mn} = 40dB
Paramètres de traitement
Direction de pointage ϕ = 0˚ , θ = −10˚
Tab. 5.1 – Paramètres du scénario STAP.
Fig. 5.6 – Pertes en SINR optimal en fonction de la fréquence Doppler.
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Remarque 17 Les rectangles noirs tracés sur la figure 5.6 représentent le domaine d’entraîne-
ment qui sera utilisé par la suite.
5.3.2.2 Algorithme post-Doppler EFA
Pourquoi utiliser un algorithme à dimension réduite ? Nous souhaitons appliquer l’algo-
rithme d’estimation 4 au scénario STAP décrite précédemment. L’application directe consisterait
à considérer que, pour une case distance ` donnée :
– z` est la donnée primaire ;
– un ensemble {z`j} constituent l’ensemble des K données secondaires, les indices `j repré-
sentant les numéros de case distance du support d’entraînement.
Dans un tel contexte, la dimension du problème serait égale à MN = 16 × 4 = 64. Cette
dimension est, en pratique, inacceptable à cause de la taille du support d’entraînement et de
la charge calculatoire qu’elle implique. On propose plutôt d’appliquer la procédure d’estimation
décrite par l’algorithme 4 (page 91) dans une structure STAP à dimension réduite (voir section
1.4.1.1). Plus précisément, nous choisissons une structure post-Doppler nommée EFA décrite en
détail dans [47]. Soulignons également que l’utilisation d’un algorithme à dimension réduite est
également une stratégie pour lutter contre l’hétérogénéité 1.4.1.1.
Description de l’algorithme EFA Nous rappelons ici le principe de l’algorithme post-
Doppler EFA. L’algorithme consiste à réaliser l’adaptation (i.e. l’étape de filtrage) dans un
domaine espace-Doppler de dimension réduite. Plus précisément, l’algorithme se compose des
étapes suivantes et est illustré sur la figure 5.7 :
1. Un filtrage Doppler non adaptatif est opéré par une transformée de Fourier rapide (FFT)
en sortie de chaque voie spatiale. Les données passent ainsi du domaine espace-temps au
domaine espace-Doppler.
2. Pour chaque bin Doppler m, M ′ bins adjacents centrés sur celui-ci sont sélectionnés. On
dispose alors à ce stade de M snapshots de dimension NM ′ × 1 dans le domaine espace-
Doppler.
3. L’adaptation est réalisée sur chacun de ces M sous-espaces par les filtres notés w(m).
Mathématiquement, les opérations décrites précédemment reviennent à appliquer successive-
ment deux matrices sur le snapshot spatio-temporel z :
1. une matrice T de taille MN ×MN réalisant le filtrage Doppler telle que
T = U ⊗ IN (5.18)
où U est la matrice FFT de taille M ×M ;
2. une matrice de réduction de dimension Tm de taille MN ×M ′N telle que
Tm = V m ⊗ IN (5.19)
où V m est une matrice de taille M ×M ′ définie par
V m =

0(
m−M′−1
2
)
M ′
I ′M
0(
M−m−M′+1
2
)
M ′
 .
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Fig. 5.7 – Représentation schématique de l’algorithme EFA
L’adaptation est réalisée alors sur le snapshot espace-Doppler z(m) de taille M ′N× défini par
z(m) = (TTm)
H z. (5.20)
Nous proposons d’appliquer notre algorithme d’estimation sur chacun des M sous-espaces de
taille M ′N obtenus par les matrices de transformation TTm. La dimension de l’espace est donc
ζ = M ′N .
Remarque 18 Notons les deux points suivants :
1. Dans la structure EFA proposée, l’ensemble des directions Doppler testées est fixé par les
points d’analyse de la transformée de Fourier, i.e. fd = m/M pour m = 0, . . . ,M − 1.
2. La sélection de M ′ bins Doppler autour du bin m est une opération qui s’effectue sur les
numéros de bins modulo M .
5.3.2.3 Performances des estimateurs
Choix de la matrice a priori M¯p Nous venons de choisir l’espace dans lequel la procédure
d’estimation va être appliquée. Avant de pouvoir utiliser l’algorithme, il reste encore à construire
la matrice a priori M¯p3. En pratique, M¯p peut être construite à partir de nombreuses sources
de données extérieures (voir section 1.4.4). Pour notre étude, nous ne nous intéressons pas à
la façon dont M¯p est construite en pratique mais à l’impact qu’elle a sur l’estimation. On la
construit ici, à chaque case distance, de deux façons différentes afin d’obtenir plusieurs scénarios
d’analyse :
1. La matrice a priori est construite en changeant quelques valeurs des paramètres décrits dans
le tableau 5.1 : on diminue essentiellement l’atténuation des lobes arrières du diagramme
d’antenne. Dans ce cas nous noterons la matrice obtenue M¯ †p.
3Nous n’utilisons pas l’indexation par ` pour la matrice a priori mais celle-ci dépend de la case sous test
considérée.
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2. La matrice a priori est construite comme la moyenne des matrices de covariance sur toutes
les cases distances représentées sur la figure 5.6. Dans ce cas nous noterons la matrice
obtenue M¯ ‡p.
Interprétation des résultats Nous appliquons notre algorithme d’estimation à la cellule sous
test ` = 50 dans une structure post-Doppler EFA. Dans notre scénario, M ′ = 3 bins Doppler
sont suffisants pour assurer le filtrage du fouillis [47]. Le nombre de données secondaires est choisi
égal à K = 2M ′N = 48. L’intervalle d’entraînement est pris symétrique par rapport à la cellule
sous test avec deux cellules de garde de part et d’autre de celle-ci. L’intervalle est représenté
sur la figure 5.6 par les deux rectangles noirs. Les hyperparamètres ν et µ sont contraints à se
trouver dans des intervalles dont les bornes sont choisies comme pour l’étude précédente :
νmin = M ′N + 1 = 25
νmax = 5×M ′N = 120
µmin = M ′N = 24
µmax = 5×M ′N = 120.
La figure 5.8 représente les performances d’estimation obtenues avec M¯ †p. Plus précisément, on
a représenté en fonction du bin Doppler m d’analyse :
– les pertes en SINR (1.23) pour l’algorithme EFA obtenues avec la matrice de covariance
exacte (cas clairvoyant), la matrice de covariance a priori, la matrice des échantillons et la
matrice estimée par l’algorithme 4 proposé dans ce chapitre ;
– les valeurs moyennes des estimées MMSE des hyperparamètres ν et µ.
Au vu de ces courbes, on peut faire les remarques suivantes :
– Performances de filtrage
1. Les pertes en SINR obtenues avec la matrice de covariance exacte permettent de définir
le niveau de performance optimal de filtrage pour l’algorithme EFA. Par comparaison,
les pertes en SINR obtenues avec la matrice a priori permettent d’identifier les bins
Doppler pour lesquels la matrice a priori et la matrice de covariance exacte sont
proches, du moins en termes de filtrage. Ainsi en dehors du domaine Doppler compris
entre les bins -7 et -3, les deux matrices donnent des performances de filtrage similaires.
2. Par comparaison à l’optimal, les performances de l’estimateur SCM sont assez dé-
gradées dans la région du fouillis (vers le cinquième bin Doppler). En observant la
carte distance-Doppler de la figure 5.6, on voit que le lieu fréquentiel occupé par le
fouillis varie fortement sur le domaine d’entraînement. Le filtre STAP construit par
l’estimateur SCM apprend ainsi à éliminer en moyenne toutes les fréquences apprises
au cours de la phase d’entraînement, d’où une forme très élargie autour du bin 5.
Dans les régions de bruit thermique, les pertes de la SCM sont de l’ordre de 3dB par
rapport à l’optimal comme ceci est prévu par la loi RMB (1.34).
3. Les performances du filtre construit à partir de la matrice obtenue en sortie de l’échan-
tillonneur de Gibbs hybride sont identiques à celles obtenues avec la matrice a priori
dans les zones Doppler où celle-ci procure un meilleur filtrage que l’estimateur SCM.
En dehors de cette zone, le filtre se comporte comme celui obtenu avec l’estimateur
SCM.
– Estimation des hyperparamètres
1. Les valeurs moyennes obtenues pour l’hyperparamètre µ permettent d’identifier les
zones où les matrices de covariance exacte et a priori diffèrent en termes de filtrage.
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Les valeurs prises par l’estimée sont peu nuancées : elles sont soit proches de µmin,
soit proches de µmax. Ainsi, entre les bins -6 et -4, la valeur de µ estimée est proche
de la valeur µmin, ce qui indique un faible degré de confiance dans la matrice a priori.
Pour les autres bins Doppler, la valeur estimée de µ est proche de µmax, ce qui indique
un fort niveau de confiance dans la matrice a priori.
2. Les valeurs estimées de ν sont plus nuancées que celles de l’hyperparamètre µ. On
observe que la région Doppler où le lieu du fouillis varie (autour du bin 5) est identifiée
par l’algorithme et correspond à des faibles valeurs de ν, i.e. ν ≈ νmin. En revanche,
l’algorithme identifie également une zone légèrement hétérogène vers le bin -4 lorsque
le niveau de confiance dans l’a priori est faible (ν ≈ 100) . Cette région correspond en
fait à une zone de bruit thermique blanc, où les matrices de covariance entre données
primaire et secondaires sont identiques. Cette zone devrait donc être reconnue comme
très homogène : on s’attendrait à une valeur égale à ν = νmax. L’hyperparamètre ν
est donc sensible à la valeur de l’hyperparamètre µ. Contrairement à l’hypothèse sur
laquelle repose le calcul des estimateurs, les hyperparamètres ν et µ ne sont donc pas
indépendants a posteriori.
Des observations similaires peuvent être faites pour les performances obtenues avec M¯ ‡p – figure
5.9. On note que, dans ce cas, la matrice a priori est très éloignée de la matrice de covariance
exacte dans la zone des bins Doppler positifs. Bien qu’une telle erreur sur l’a priori soit peu
réaliste en pratique, le scénario permet de voir clairement que l’hyperparamètre µ contrôle les
zones du filtre STAP qui vont se comporter comme celles du filtre a priori ou comme celles du
filtre de la matrice des échantillons.
La procédure d’estimation proposée dans ce chapitre permet donc d’identifier, via la valeur
estimée de l’hyperparamètre µ, les zones où la matrice de covariance a priori et la matrice
de covariance exacte sont similaires en terme de filtrage. Si la valeur de µ est grande, alors le
niveau de confiance dans la matrice a priori est important et le filtre se comporte comme celui
construit à partir de la matrice a priori. Lorsque la valeur de µ est petite, le filtre ne fait plus
confiance à l’information a priori et se comporte alors comme celui construit avec la matrice des
échantillons. La valeur estimée de l’hyperparamètre ν permet d’identifier les zones hétérogènes
et donc de caractériser l’environnement. En revanche, cette identification peut être entachée
d’imprécisions lorsque le niveau de connaissance a priori µ est faible. La connaissance a priori
joue ainsi un rôle très important dans le schéma d’estimation.
5.4 Bilan
Nous avons proposé dans ce chapitre une méthode d’estimation de la matrice de covariance
primaire dans le cas où les hyperparamètres du modèle ne sont pas connus. Plus précisément,
l’algorithme proposé est une version hybride de l’échantillonneur de Gibbs présenté au chapitre 3.
L’échantillonneur de Gibbs hybride permet d’approximer conjointement les estimateurs MMSE
de la matrice Mp et des hyperparamètres ν et µ. Cette procédure d’estimation permet de dé-
terminer ainsi de manière adaptative les valeurs de ν et µ dans un cas pratique.
Les performances de l’estimation sont étudiées dans un premier temps sur un jeu de données
généré d’après le modèle proposé au chapitre 2. Les résultats de simulations indiquent que les
performances de l’estimation pour Mp sont très peu dégradées lorsque les valeurs des hyper-
paramètres ne sont pas connues. En revanche, la période de chauffage et le nombre d’itérations
d’intérêt de l’échantillonneur hybride sont multipliés par un facteur 10.
L’algorithme est ensuite étudié sur un scénario radar pour lequel la génération des données
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(a)
(b)
(c)
Fig. 5.8 – Performances d’estimation pour les paramètres Mp, ν et µ : pertes en SINR (a),
valeurs de ν estimé (b), valeurs de µ estimé (b). Scénario STAP. Case distance ` = 50. Matrice
a priori M¯ †p.
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(a)
(b)
(c)
Fig. 5.9 – Performances d’estimation pour les paramètres Mp, ν et µ : pertes en SINR (a),
valeurs de ν estimé (b), valeurs de µ estimé (b). Scénario STAP. Case distance ` = 50. Matrice
a priori M¯ ‡p.
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est différente de celle proposée au chapitre 2. La procédure d’estimation est appliquée dans une
structure STAP post-Doppler. Les résultats de simulations montrent que l’algorithme permet de
déterminer correctement, via l’estimée MMSE de l’hyperparamètres µ, les zones Doppler pour
lesquelles la matrice a priori est proche de la matrice de covariance primaire Mp. Dans ce cas,
le filtre obtenu se comporte comme celui construit avec la matrice a priori. En revanche, dans
les zones où le degré de connaissance a priori est faible (i.e. µ petit), le filtre se comporte comme
celui de la matrice des échantillons. L’algorithme permet ainsi d’avoir un filtre qui sélectionne la
meilleure information apportée entre la matrice des échantillons et la matrice a priori. L’algo-
rithme permet également de caractériser le degré d’hétérogénéité du milieu via l’estimée MMSE
de l’hyperparamètre ν. En revanche, si l’estimée permet de distinguer globalement les zones
hétérogènes, certaines zones peuvent être entachées de quelques imprécisions. Ces zones corres-
pondent aux endroits où la valeur estimée de µ est petite. La connaissance a priori joue donc un
rôle majeur dans la procédure d’estimation.
108
Conclusion
La détection radar pour des systèmes aéroportés doit faire face aux effets délétères causés
par le fouillis de sol. De par sa nature bi-dimensionnelle, celui-ci doit être filtré spatialement et
temporellement. Traditionnellement, le filtre spatio-temporel met en jeu la matrice de covariance
du bruit, qui est estimée en vol sur des cases distance adjacentes à la cellule sous test. La sortie
du filtrage est ensuite utilisée pour décider de la présence ou de l’absence de cible dans la cellule
observée. La mise en oeuvre pratique de tels schémas de détection se heurte en pratique au pro-
blème de l’estimation de la matrice de covariance du bruit en environnement réel. En effet, de
nombreux phénomènes peuvent conduire à un environnement dit non-homogène dans lequel les
matrices de covariance du fouillis diffèrent d’une case distance à une autre. Les performances des
détecteurs classiques, basés sur l’hypothèse d’un milieu homogène, peuvent alors être fortement
dégradées. La thèse s’est ainsi centrée autour de la problématique de l’estimation et de la dé-
tection en milieu non-homogène dans l’objectif d’appliquer de nouvelles méthodes au traitement
spatio-temporel adaptatif (STAP).
Bilan
Nous avons proposé dans le premier chapitre de ce document de nous positionner par rapport
aux travaux existants sur la problématique de l’estimation et de la détection en milieu non-
homogène. Plus précisément, nous avons rappelé dans un premier temps les schémas classiques
de détection basés sur l’hypothèse d’un milieu homogène. Les performances de ces détecteurs
peuvent être fortement dégradées sur données réelles. Nous avons ensuite présenté les différents
types et modèles d’hétérogénéité proposés dans la littérature. Ceux-ci permettent de quantifier les
pertes engendrées par chaque type d’hétérogénéité. Nous avons fait ensuite le bilan des principales
stratégies existantes pour lutter contre les effets néfastes de l’hétérogénéité. Finalement, au vu
de cette synthèse bibliographique, nous avons considéré deux points d’étude spécifiques :
– intégrer de l’hétérogénéité, via un modèle, dans le schéma d’estimation-détection ;
– intégrer de la connaissance a priori dans le schéma d’estimation-détection et se placer ainsi
dans le cadre des algorithmes KA-STAP.
Dans le second chapitre, nous avons introduit un nouveau modèle de données intégrant à la
fois hétérogénéité et connaissance a priori. Le modèle est présenté dans un cadre Bayésien. Cette
approche est appropriée pour intégrer de la connaissance a priori dans un estimateur. Elle permet
également d’exprimer aisément dans notre cas une relation d’hétérogénéité. Plus précisément,
nous avons supposé disposer d’une donnée primaire et de données secondaires divisées en groupes
suivant la valeur de leurs matrices de covariance. Des relations originales ont été introduites pour
d’une part exprimer le lien entre la matrice de covariance primaire et une matrice a priori, et,
d’autre part exprimer le lien entre la matrice de covariance primaire et les matrices de covariance
secondaires. Ces relations décrivent de manière probabiliste les matrices de covariance primaire
et secondaires par des lois de Wishart et de Wishart inverse respectivement. Les degrés de
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liberté de ces lois permettent de contrôler le niveau de connaissance a priori ainsi que le niveau
d’hétérogénéité du milieu. Ils constituent les hyperparamètres du modèle. Le modèle proposé est
donc un modèle flexible, contrôlé par un ensemble réduit de paramètres. Il fait partie des rares
modèles présentés dans un cadre Bayésien intégrant hétérogénéité et connaissance a priori.
Dans le troisième chapitre, différents schémas d’estimation de la matrice de covariance pri-
maire sont présentés en accord avec le modèle de données proposé. On compte parmi eux les esti-
mateurs classiques relatifs à l’inférence Bayésienne, c’est-à-dire les estimateurs MAP et MMSE.
L’estimateur MAP n’est présenté que dans le cas d’un seul groupe de données secondaires et se
formule sous forme directe. L’estimateur MMSE, lui, est approximé par une moyenne empirique
construite grâce aux échantillons issus d’un échantillonneur de Gibbs. Cette procédure MCMC
requiert une complexité calculatoire accrue. Une nouvelle classe d’estimateurs est ensuite in-
troduite et notée WSCM : elle repose sur la combinaison linéaire des matrices des échantillons
des groupes des données secondaires. La motivation d’une telle forme est de pouvoir donner du
poids aux groupes les plus homogènes avec la donnée primaire. Les techniques du diagonal loa-
ding et du colored loading sont également appliquées à ces estimateurs. Dans tous les cas, les
estimateurs WSCM sont calculés sur le principe de minimisation de l’erreur quadratique. Enfin,
l’estimateur MLE est introduit dans le cas où aucune information a priori sur la matrice de
covariance primaire ne serait disponible. Une étude de performance a montré que la complexité
calculatoire va souvent de pair avec les performances de l’estimateur en ce qui concerne la MSE.
En revanche, plus l’estimateur est complexe plus il semble sensible aux incertitudes sur les valeurs
des paramètres du modèle. L’estimateur WSCM avec colored loading paraît un bon compromis
entre complexité calculatoire, robustesse et performances. Dans tous les cas, l’intégration de
connaissance a priori et la diversité des données est bénéfique pour l’estimation.
Dans le quatrième chapitre, des schémas de détection sont présentés et reposent sur le principe
du rapport de vraisemblance généralisé (détecteur GLRT). L’étude se limite au cas d’un seul
groupe de données secondaires, mais elle pourrait être étendue par la suite au cas de plusieurs
groupes. Le détecteur GLRT pour notre problème de détection ne pouvant être calculé sous forme
directe, on propose une forme approchée de celui-ci notée AGLRT. La statistique de test associée
nécessite, tout comme pour l’estimée MMSE de la matrice de covariance primaire, la mise en
place d’un échantillonneur de Gibbs. On présente ensuite des versions Bayésiennes du détecteur
AMF. Celles-ci utilisent les estimées de la matrice de covariance primaire introduites dans le
chapitre précédent et sont moins complexes que l’AGLRT. On les note BAMF. Si le détecteur
AGLRT a les meilleures performances, les détecteurs BAMF-MMSE et BAMF-MAP montrent de
faibles pertes par rapport à ce dernier et surpassent le détecteur AMF. En revanche, le détecteur
BAMF-WSCM avec colored loading est très sensible au degré de connaissance a priori. Si celui-ci
est faible, ses performances sont très en dessous du détecteur AMF. Dans le cadre de la détection,
le détecteur BAMF-MAP semble donc réaliser un bon compromis entre complexité calculatoire
et performances. Dans tous les cas, l’introduction de connaissance a priori joue un rôle majeur
et paraît un bon moyen de lutte contre l’hétérogénéité. Il est également intéressant de noter que
les performances de la détection sont différentes de celles de l’estimation.
Enfin, le dernier chapitre présente une méthode pour robustifier les procédures d’estimation
présentées précédemment. L’étude se limite également au cas d’un seul groupe de données secon-
daires mais pourrait être étendue par la suite. La méthode suppose que le degré de connaissance
a priori ainsi que le degré d’hétérogénéité sont des quantités inconnues. Ces deux hyperpara-
mètres sont décrits de manière probabiliste par des lois discrètes uniformes sur des intervalles
appropriés. La procédure d’estimation repose alors sur une version hybride de l’échantillonneur
de Gibbs déjà présenté. Si le temps de convergence de l’algorithme est allongé par rapport au
cas où les hyperparamètres sont connus, les performances de l’estimation sont, en revanche, qua-
110
siment identiques. L’algorithme est finalement testé pour un scénario STAP dans une structure
post-Doppler. La forme du filtre STAP (obtenue avec l’estimée MMSE de la matrice de cova-
riance primaire) et les valeurs des estimées MMSE des hyperparamètres permettent de dégager
les points suivants :
– Le degré de connaissance a priori détermine correctement si la matrice a priori est proche
ou non de la matrice de covariance primaire. Si les deux matrices sont proches, le filtre se
comporte comme celui construit à partir de la matrice a priori. Dans le cas contraire, il se
comporte comme celui de la matrice des échantillons.
– En ce qui concerne l’hétérogénéité, l’algorithme est capable d’identifier globalement les
zones hétérogènes. En revanche, lorsque le degré de connaissance a priori est faible le
degré d’hétérogénéité est entaché d’erreur.
La méthode d’estimation proposée permet donc d’intégrer de manière intelligente l’information
a priori : celle-ci est prise en compte seulement si elle est pertinente. Le modèle d’hétérogénéité,
lui, permet d’identifier avec quelques imprécisions les zones hétérogènes mais ne permet pas une
amélioration de l’estimation par rapport à un schéma classique basé sur l’hypothèse d’un milieu
homogène sans connaissance a priori.
Perspectives
Au vu des différents résultats présentés dans ce document, plusieurs perspectives d’étude
peuvent être envisagées.
Modèle d’hétérogénéité
Tout d’abord comme il est mentionné dans le bilan, l’étude de la détection ainsi que l’étude
sur la caractérisation du fouillis (estimation des hyperparamètres) pourraient être étendues au
cas où les données secondaires sont divisées en plusieurs groupes. L’intérêt serait d’observer
l’influence de la diversité apportée par les données. Dans le cas de l’estimation, la diversité
semble en effet bénéfique. Permettrait-elle alors, par exemple, d’obtenir un filtre STAP meilleur
que celui de la matrice des échantillons dans le cas où le degré de connaissance a priori est faible ?
Permettrait-elle d’obtenir une estimation plus précise du degré d’hétérogénéité du milieu ?
On pourrait également s’intéresser à améliorer le modèle d’hétérogénéité entre donnée pri-
maire et données secondaires. En effet, dans notre cas bien que les matrices de covariance primaire
et secondaires soient toujours différentes, elles sont en moyenne égales. On pourrait envisager,
par exemple, d’introduire un facteur d’échelle en puissance entre données primaire et secondaires.
Ce milieu serait l’équivalent d’un environnement partiellement homogène appliqué à un cadre
Bayésien. Dans tous les cas, ce point d’étude est essentiel pour améliorer l’estimation et de la
détection dans le cas où le degré de connaissance a priori est faible.
Connaissance a priori
La connaissance a priori joue un rôle majeur dans les schémas d’estimation et de détection
présentés. Nous ne nous sommes en revanche pas intéressés à la manière dont la matrice a priori
est construite en pratique. Bien que des travaux existent déjà sur le sujet, ceci reste un travail
essentiel et conséquent à mettre en oeuvre dans le cadre d’une application réelle.
Estimateurs WSCM
L’estimateur de la matrice de covariance primaire WSCM avec colored loading a de très bonnes
performances par rapport à l’estimateur de référence MMSE et a l’avantage d’avoir un moindre
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coût calculatoire. En revanche, lorsque l’estimateur est utilisé pour la détection, les performances
sont très dégradées si le degré de connaissance a priori est faible. On a supposé précédemment
que ce résultat était dû au principe de calcul de l’estimateur reposant sur la minimisation de
l’erreur quadratique. Peut-on envisager de calculer l’estimateur sur un autre principe de manière
à améliorer les performances de la détection ? Est-ce qu’un critère de maximisation par rapport
au SINR est envisageable ?
Les hyperparamètres du modèle
Nous avons observé dans le dernier chapitre que l’échantillonneur de Gibbs hybride nécessite
un temps de convergence bien supérieur à l’échantillonneur de Gibbs supposant les hyperpara-
mètres du modèle connus. On pourrait alors envisager de trouver des méthodes d’approximation
sommaire des hyperparamètres. Ceci permettrait de concentrer l’estimation de ceux-ci sur des
intervalles réduits et donc de diminuer la complexité calculatoire.
Également, il serait intéressant de pouvoir estimer l’hyperparamètre contrôlant le niveau de
connaissance a priori indépendamment des matrices de covariance. En effet, celui-ci gouverne
directement la forme du filtre STAP. Connaissant la valeur de l’hyperparamètre, on pourrait alors
construire un filtre obéissant à la règle décrite ci-après. Dans le cas d’une faible valeur, le filtre
utilisé serait celui de la matrice des échantillons. Dans le cas d’une forte valeur, le filtre serait
celui de la matrice a priori. Cette stratégie permettrait de s’affranchir de l’estimation MMSE
de la matrice de covariance primaire, sans pour autant dégrader la forme du filtre finalement
obtenu.
Détection sans données secondaires
Dans le cas de milieu trop hétérogène, où aucune information ne pourrait être extraite des
données secondaires, il conviendrait de mettre en place une stratégie d’estimation et de détection
sans données secondaires. Celle-ci pourrait être développée également dans un cadre Bayésien
afin d’intégrer de l’information a priori.
Une telle stratégie nécessite de déterminer dans quel cas le milieu est trop hétérogène. La
mesure d’hétérogénéité obtenue via l’un des hyperparamètres du modèle s’est avérée entachée
de quelques imprécisions. Plus précisément, l’hyperparamètre semble corrélé à celui déterminant
le degré de connaissance a priori. Il conviendrait donc de rendre ces deux hyperparamètres
indépendant dans le processus d’estimation. La mise en place d’une telle procédure n’est pas
encore définie à ce jour.
Notons également que dans le cadre de la détection sans données secondaires, il n’y a plus
de référence bruit seul. On peut se demander alors si l’information a priori peut constituer une
référence bruit seul suffisante permettant de réaliser correctement l’étape de filtrage. Si ceci n’est
pas le cas, une analyse spectrale haute résolution permettrait d’identifier les lieux du fouillis et
des cibles. En revanche, il resterait à trouver une méthode pour distinguer les cibles du fouillis.
Coût calculatoire
Dans tous les cas, les travaux futurs devront veiller à la complexité calculatoire des algo-
rithmes. Les estimées MMSE proposées permettent de servir de référence (en termes de MSE
pour l’estimation mais également pour la détection) pour les autres estimateurs. En revanche,
elles nécessitent la mise en place de méthodes MCMC qui restent des procédures lourdes et dif-
ficilement utilisables aujourd’hui pour des systèmes embarqués. Il conviendra donc de trouver le
meilleur compromis entre performance, robustesse et complexité calculatoire.
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Annexe A
Notations
A.1 Radar et STAP
Constante physique
c¯ célérité
Forme d’onde
B bande instantanée
fr fréquence de répétition (PRF)
Tr = 1/fr intervalle de répétition (PRI)
f0 fréquence porteuse
λ0 = c¯/f0 longueur d’onde
M nombre d’impulsions pour une rafale
Antenne
N nombre de voies spatiales du cube de données
d espacement entre capteurs élémentaires
Porteur
h altitude
v vitesse
Cube de données et traitement
L nombre total de portes distances sur le datacube
` indice de porte distance
M
′ nombre réduit d’impulsions sur une rafale
m indice d’impulsions ou de bin Doppler
n indice de voie spatial
z snapshot spatio-temporel de longueur MN
zS(m) snapshot spatial de longueur N à l’impulsion m
M matrice de covariance
s vecteur de pointage spatio-temporel
sD vecteur de pointage temporel
sS vecteur de pointage spatial
fD fréquence Doppler
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fS fréquence spatiale
G nombre de groupes de données secondaires
K nombre de données secondaires
ζ dimension du problème
A.2 Opérateur mathématique
etr {} exponentiel de la trace d’une matrice
Tr {} trace d’une matrice
|.| déterminant d’une matrice
E {} espérance (moyenne statistique)
cov {} moment d’ordre 2
∝ proportionnel à
.H transposition hermitienne
.T transposition
vec () vectorisation
diag () matrice diagonale
⊗ produit de Kronecker
 produit d’Hadamard
I[a,b] fonction indicatrice sur l’intervalle [a, b]
Toeplitz {} matrice de Toeplitz
‖.‖ norme de Frobenius
b.c arrondi au plus proche entier
A.3 Statistique
f(x|θ) densité de x conditionnellement à θ
f(θ) densité a priori de θ
f(θ|x) densité a posteriori de θ
H0 hypothèse d’absence de cible
H1 hypothèse de présence de cible
A.4 Distribution
W˜ (, ) loi de Wishart complexe
W˜−1 (, ) loi de Wishart inverse complexe
N˜ (, ) loi normale complexe multidimensionnelle
U[,] loi uniforme (discrète)
B˜ (, ) loi bêta
Ga(, ) loi gamma
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Acronymes
ACE Adaptive Coherence Estimator
AESA Active Electronically Scanned Arrays
AEW Airborne Early Warning
AGLRT Approximated GLRT
AIC Akaike Information Criterion
APR Adaptive Power Residue
AR Auto-Regressive
AMF Adaptive Matched Filter
BAMF Bayesian AMF
CD-NHD Correlation Dimension - NHD
CFAR Constant False Alarm Rate
CFAR-MSD CFAR- Matched Subspace Detector
CL, cl Colored Loading
CNR Clutter to Noise Ratio
CPI Coherent Processing Interval
CRB Crámer Rao Bound
CSM Cross Spectral Metric
DARPA Defense Advanced Research Projects Agency
DBU Derivative Based Updating
DF Direct Form
DL, dl Diagonal Loading
EFA Extended Factored Algorithm
ESTAR Extended STAR
EM Expectation Maximization
ESMI Extended-SMI
FBS Forward/Backward Smoothing
FFT Fast Fourier Transform
FIM Fisher Information Matrix
FL Forward Looking
FML Fast Maximum Likelihood
GCM General Clutter Model
GER Generalized Eigenrelation
GIP Generalized Inner Product
GLRT Generalized Likelihood Ratio Test
GSC Generalized Sidelobe Canceler
ICM Intrinsic Clutter Motion
IID, iid Independent and Identically Distributed
JDL Joint Domain Localized
KA Knowledge-Aided
KASSPER KA Sensor Signal Processing and Expert Reasoning
MAP Maximum A Posteriori
MCARM MultiChannel Airborne Radar Measurment
MCMC Markov Chain Monte Carlo
MCSM Modified CSM
MDL Minimum Description Length
MH Metropolis-Hastings
MLE Maximum Likelihood Estimate
MMSE Minimum Mean Square Error
MSE Mean Square Error
MVDR Minimum Variance Distortionless Response
MWF Multistage Wiener Filter
NHD Non-Homogeneity Detector
OTH Over The Horizon
PAMF Parametric Adaptive Matched Filter
PC Principal Component
PD Probability of Detection
PDE Projection Deemphasis
PDF, pdf Probability Density Function
PFA, pfa Probability of False Alarm
PICM Prediction of Inverse Covariance Matrix
PRF Pulse Repetition Frequency
PRI Pulse Repetition Interval
PSRF Potential Scale Reduction Factor
PST Power-Selected Training
RADAR, radar Radio Detection And Ranging
RD Reduced–Dimension
RR Reduced–Rank
SAR Synthetic Aperture Radar
SCM Sample Covariance Matrix
SINR Signal to Interference-plus-Noise Ratio
SIRV Spherically Invariant Random Vectors
SL Side Looking
SMI Sample Matrix Inversion
STAP Space Time Adaptive Processing
STAR Space-Time Autoregressive
SVD Singular Value Decomposition
ULA Uniform Linear Array
UMPI Uniformly Most Powerful Invariant
WSCM Weighted SCM
117
Annexe C
Distributions de probabilité
Dans cette annexe, on donne quelques rappels sur les distributions utilisées dans ce rapport.
On s’intéresse plus précisément à leur densité et aux expressions des deux premiers moments.
Pour les lois de Wishart et de Wishart inverse, on se réfère à la référence [142].
C.1 Loi normale complexe multivariée
Soient z ∈ Cζ et Σ une matrice de taille ζ× ζ hermitienne définie positive. Soit z un vecteur
aléatoire suivant une loi normale complexe multivariée N˜ζ (z,Σ) de moyenne z et de matrice de
covariance Σ. La fonction densité de probabilité de z est donnée par :
f(z|Σ,z) = pi−ζ |Σ|−1etr{−Σ−1(z − z)(z − z)H} . (C.1)
Les deux premiers moments de cette distribution sont donnés par
E {z} = z (C.2)
E {(z − z)(z − z)H} = Σ. (C.3)
C.2 Loi gamma
Soient a > 0 et b > 0. Soit x une variable aléatoire suivant une loi Gamma Ga(a, b). La
fonction densité de probabilité de x s’exprime par
f(x|a, b) = 1
Γ(a)ba
xa−1 exp(
−x
b
). (C.4)
La moyenne et la variance de x sont données par
Ea,b {x} = ab (C.5)
vara,b{x} = ab2. (C.6)
C.3 Loi de Wishart complexe
Soient ν ≥ ζ et Σ une matrice de taille ζ×ζ hermitienne définie positive. SoitM une matrice
aléatoire de taille ζ × ζ suivant une loi de Wishart complexe notée W˜ζ (Σ, ν) avec ν degrés de
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liberté et de matrice Σ. La fonction densité de probabilité de M s’exprime par
f(M |Σ, ν) = |M |
ν−ζetr
{−Σ−1M}
Γ˜ζ (ν) |Σ|ν
(C.7)
où
Γ˜ζ (ν) = piζ(ζ−1)/2
ζ∏
k=1
Γ(ν − ζ + k) (C.8)
et Γ désigne la fonction Gamma.
Les moments aux deux premiers ordres de M sont donnés par
E {M} = νΣ (C.9)
E
{
(M − E {M})2
}
= νTr {Σ}Σ. (C.10)
C.4 Loi de Wishart inverse complexe
Soient ν > ζ et Σ une matrice de taille ζ × ζ hermitienne définie positive. Soit M une
matrice aléatoire de taille ζ × ζ suivant une loi de Wishart inverse complexe notée W˜−1ζ (Σ, ν).
La fonction densité de probabilité de M s’exprime par
f(M |Σ, ν) = |Σ|
νetr
{−M−1Σ}
Γ˜ζ (ν) |M |ν+ζ
(C.11)
où Γ˜ζ (ν) est défini par (C.8).
Les moments aux deux premiers ordres de M sont donnés par
E {M} = 1
ν − ζΣ (C.12)
E
{
(M − E {M})2
}
=
(ν − ζ)−1Σ2 +Tr {Σ}Σ
(ν − ζ + 1)(ν − ζ)(ν − ζ − 1) . (C.13)
On note également l’équivalence suivante
M ∼ W˜ζ (Σ, ν) ⇔ M−1 ∼ W˜−1ζ
(
Σ−1, ν
)
. (C.14)
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Démonstrations mathématiques
D.1 Estimateur MAP
Dans cette annexe, on calcule l’expression de l’estimateur MAP (3.13) de la matrice de
covariance primaireMp lorsque les données secondaires partagent la même matrice de covariance
(i.e. G = 1). En remarquant que ν > ζ dans (3.10), on montre que l’estimateur MAP est solution
de l’équation matricielle quadratique suivante
MpM¯
−1
p Mp −Mp
[
µ− ζ −K
µ
I − 1
ν − ζ M¯
−1
p S
]
− ν + µ− ζ
µ(ν − ζ) S = 0. (D.1)
Pour alléger l’écriture, on pose α = µ−ζ−K2µ , β =
1
2(ν−ζ) et γ =
ν+µ−ζ
µ(ν−ζ) . On définit également
les matrices hermitiennes définies positives M˜p = M¯
−1/2
p MpM¯
−1/2
p et S˜ = M¯
−1/2
p SM¯
−1/2
p où
M¯
−1/2
p représente l’inverse de la racine carrée de M¯p. Avec ces notations, l’équation matricielle
peut se mettre sous la forme
M˜pM˜p − 2M˜p
[
αI − βS˜
]
− γS˜ = 0. (D.2)
En s’appuyant sur le fait que MpM¯
−1
p S = SM¯
−1
p Mp (remarque faite à la section 3.1.2.1), on
montre que la matrice M˜p est telle que M˜p
[
αI − βS˜
]
=
[
αI − βS˜
]
M˜p.
La décomposition SVD de S˜ se met sous la forme
S˜ = ULUH = U

`1
`2
. . .
`ζ
UH (D.3)
où les `k désignent les valeurs propres strictement positives de S˜. On considère alors un vecteur
propre v de M˜p associé à la valeur propre λ. En multipliant (D.2) à droite par v, on obtient
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nécessairement les équations suivantes(
λ2I − 2λ
[
αI − βS˜
]
− γS˜
)
v = 0 (D.4a)
⇒
∣∣∣λ2I − 2λ [αI − βS˜]− γS˜∣∣∣ = 0 (D.4b)
⇒ ∣∣λ2I − 2λ [αI − βL]− γL∣∣ = 0 (D.4c)
⇒
ζ∏
k=1
(
λ2 − 2λ [α− β`k]− γ`k
)
= 0. (D.4d)
Il existe donc k ∈ {1, . . . , ζ} tel que Pk(λ) = 0 où Pk(λ) = λ2 − 2λ [α− β`k] − γ`k. Or en
notant que γ`k > 0 et (α− β`k)2 + γ`k > 0, le polynôme Pk(λ) a nécessairement deux racines
réelles : l’une strictement postive et l’autre strictement négative. Les valeurs propres de M˜p
étant strictement positives, on a donc en adoptant l’indexation par k la solution
λk = (α− β`k) +
√
(α− β`k)2 + γ`k. (D.5)
Notons alors vk le vecteur propre associé à la valeur propre λk. On peut reformuler (D.4a) sous
la forme
(γ − 2βλk) S˜vk =
(
λ2k − 2αλk
)
vk.
En remarquant que (γ − 2βλk) 6= 0 – sinon cela impliquerait (ν + µ− ζ)(ν +K) = 0, ce qui est
impossible – on a
S˜vk =
λ2k − 2αλk
γ − 2βλk vk. (D.6)
Puis en utilisant la relation Pk(λk) = 0, on obtient
S˜vk = `kvk. (D.7)
On a donc montré que si vk est vecteur propre de M˜p de valeur propre λk définie par (D.5),
alors vk est vecteur propre de S˜ de valeur propre `k. M˜p étant définie positive, l’ensemble de ses
vecteurs propres correspond à celui de S˜ et les valeurs propres de M˜p sont fixées par la relation
(D.5), d’où l’unique solution
M˜p = UΛUH
= Udiag
(
(α− β`k) +
√
(α− β`k)2 + γ`k
)
UH . (D.8)
De manière équivalente, M˜p peut s’écrire
M˜p = U [αI − βL]UH +U
(
γL+ [αI − βL]2
)1/2
UH
= αI − βS˜ +
[
γS˜ +
(
αI − βS˜
)(
αI − βS˜
)H]1/2
. (D.9)
Finalement, on obtient l’expression de l’estimateur MAP suivante
M̂
map
p = M¯
1/2
p UΛU
HM¯
1/2
p .
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D.2 Estimateur WSCM
Dans cette annexe, on calcule l’erreur quadratique moyenne de l’estimateur M̂
wscm
p défini
par l’équation (3.32). Pour ce faire, on va calculer dans un premier temps l’erreur quadratique
moyenne conditionnellement à Mp, puis cette valeur sera moyennée sur la densité de Mp.
Tout d’abord, on rappelle l’expression de l’estimateur WSCM
M̂
wscm
p =
G∑
k=1
wkSk
où Sk = ZkZHk . En utilisant la définition de la norme de Frobenius, on peut décomposer la MSE
de M̂
wscm
p conditionnellement à Mp en trois termes
E
{∥∥∥M̂wscmp −Mp∥∥∥2 |Mp} =Tr{E {M̂wscmp (M̂wscmp )H |Mp}}
− 2Tr
{
E
{
M̂
wscm
p |Mp
}
Mp
}
+Tr
{
Mp
2
}
. (D.10)
Pour le second terme de cette équation, la moyenne de M̂
wscm
p conditionnellement à Mp se met
sous la forme
E
{
M̂
wscm
p |Mp
}
= E{Mk}|Mp
{
E
{
M̂
wscm
p | {Mk} ,Mp
}}
. (D.11)
Comme Zk|Mk ∼ N˜ζ,Lk (0,Mk) et E {Mk|Mp} =Mp, on obtient successivement les relations
E
{
M̂
wscm
p |Mp
}
= E{Mk}|Mp
{
G∑
k=1
wkE {Sk|Mk,Mp}
}
= E{Mk}|Mp
{
G∑
k=1
wkLkMk
}
=
(
G∑
k=1
wkLk
)
Mp. (D.12)
Puis en utilisant (3.32), la moyenne de M̂
wscm
p (M̂
wscm
p )
H conditionnellement à Mp s’écrit
E
{
M̂
wscm
p (M̂
wscm
p )
H |Mp
}
= E{Mk}|Mp
{
E
{
M̂
wscm
p (M̂
wscm
p )
H | {Mk} ,Mp
}}
= E{Mk}|Mp
E

G∑
k,`=1
wkw`SkS
H
` | {Mk} ,Mp

 . (D.13)
En séparant les termes quadratiques et croisés et en utilisant le fait que Zk|Mk ∼ N˜ζ,Lk (0,Mk),
on a
E

G∑
k,`=1
wkw`SkS
H
` | {Mk} ,Mp
 =
G∑
k=1
w2k E
{
S2k|Mk,Mp
}
+
∑
k 6=`
wkw` E {Sk|Mk,Mp} E {S`|M `,Mp}
=
G∑
k=1
w2k
[
L2kM
2
k + LkTr {Mk}Mk
]
+
∑
k 6=`
wkw`LkL`MkM `
(D.14)
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et donc
E
{
M̂
wscm
p (M̂
wscm
p )
H |Mp
}
=
(
G∑
k=1
wkLkE {Mk|Mp}
)2
+
G∑
k=1
w2kL
2
k
[
E {M2k|Mp}− E {Mk|Mp}2]
+
G∑
k=1
w2kLkE {Tr {Mk}Mk|Mp} . (D.15)
De plus, comme Mk|Mp ∼ W˜−1ζ ((νk − ζ)Mp, νk) on a pour νk > ζ + 1 les deux relations
suivantes [142] E
{
M2k|Mp
}
= (νk−ζ)
2Mp
2+(νk−ζ)Tr{Mp}Mp
(νk−ζ+1)(νk−ζ−1)
E
{
Tr {Mk}2 |Mp
}
=
(νk−ζ)Tr{Mp2}+(νk−ζ)2Tr{Mp}2
(νk−ζ+1)(νk−ζ−1) .
(D.16)
En prenant la trace de (D.15), on obtient
Tr
{
E
{
M̂
wscm
p (M̂
wscm
p )
H |Mp
}}
=
(
G∑
k=1
wkLk
)2
Tr
{
Mp
2
}
+
G∑
k=1
w2kL
2
k
Tr
{
Mp
2
}
+ (νk − ζ)Tr {Mp}2
(νk − ζ + 1)(νk − ζ − 1)
+
G∑
k=1
w2kLk
(νk − ζ)Tr
{
Mp
2
}
+ (νk − ζ)2Tr {Mp}2
(νk − ζ + 1)(νk − ζ − 1) . (D.17)
Finalement, l’erreur quadratique moyenne de M̂
wscm
p conditionnellement à Mp s’écrit
E
{∥∥∥M̂wscmp −Mp∥∥∥2 |Mp} =
[(
G∑
k=1
wkLk
)
− 1
]2
Tr
{
Mp
2
}
+
G∑
k=1
w2kL
2
k
Tr
{
Mp
2
}
+ (νk − ζ)Tr {Mp}2
(νk − ζ + 1)(νk − ζ − 1)
+
G∑
k=1
w2kLk
(νk − ζ)Tr
{
Mp
2
}
+ (νk − ζ)2Tr {Mp}2
(νk − ζ + 1)(νk − ζ − 1) . (D.18)
Dans une seconde étape, comme Mp n’est pas connue, on moyenne cette dernière équation
suivant la loi a priori de Mp. Comme Mp|M¯p ∼ W˜ζ
(
µ−1M¯p, µ
)
, on a d’après [142]EMp
{
Tr
{
Mp
2
}}
= Tr
{
M¯
2
p
}
+ µ−1Tr
{
M¯p
}2
EMp
{
Tr {Mp}2
}
= µ−1Tr
{
M¯
2
p
}
+Tr
{
M¯p
}2
.
(D.19)
Finalement en utilisant ces deux dernières équations, on montre que l’erreur moyenne quadratique
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de M̂
wscm
p se met sous la forme
E
{∥∥∥M̂wscmp −Mp∥∥∥2} =
[(
G∑
k=1
wkLk
)
− 1
]2 [
Tr
{
M¯
2
p
}
+ µ−1Tr
{
M¯p
}2]
+
G∑
k=1
w2k
(νk + Lk − ζ)Lk
(νk − ζ + 1)(νk − ζ − 1)
×
[
(νk − ζ + µ−1)Tr
{
M¯p
}2 + [µ−1(νk − ζ) + 1]Tr{M¯2p}] . (D.20)
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D.3 Estimateurs WSCM avec diagonal loading
Dans cette annexe, on calcule l’erreur quadratique moyenne de l’estimateur WSCM-DL. On
procède en deux étapes.
1. On exprime dans un premier temps, la MSE de M̂
wscm-dl
p conditionnellement à Mp. En
utilisant la forme de l’estimateur définie par (3.38), on obtient directement la décomposition
suivante
E
{∥∥∥M̂wscm-dlp −Mp∥∥∥2 |Mp} = E{∥∥∥w0I + M̂wscmp −Mp∥∥∥2 |Mp} . (D.21)
Puis par définition de la norme de Frobenius, on a
E
{∥∥∥M̂wscm-dlp −Mp∥∥∥2 |Mp} =E{∥∥∥M̂wscmp −Mp∥∥∥2 |Mp}+ ζw20
+ 2w0Tr
{
E
{(
M̂
wscm
p −Mp
)
|Mp
}}
. (D.22)
En utilisant (D.12), on obtient alors
E
{∥∥∥M̂wscm-dlp −Mp∥∥∥2 |Mp} =E{∥∥∥M̂wscmp −Mp∥∥∥2 |Mp}+ ζw20
+ 2w0
(
wTL− 1)Tr {Mp} . (D.23)
2. On moyenne ensuite l’expression (D.23) suivant la loi a priori de Mp et on obtient
E
{∥∥∥M̂wscm-dlp −Mp∥∥∥2} = c [wTL− 1]2 +wTΓw + ζw20 + 2w0 (wTL− 1)Tr{M¯p}
qui correspond à l’expression de la MSE décrite par (3.38).
Remarque 19 Notons que la moyenne de l’estimateur WSCM-DL conditionnellement à Mp
s’écrit
E
{
M̂
wscm-dl
p |Mp
}
= w0I +wTLMp. (D.24)
En appliquant la technique du diagonal loading sur l’estimateur WSCM, on ne peut donc plus
trouver une contrainte permettant d’assurer une estimation sans biais de Mp.
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D.4 Estimateurs WSCM avec colored loading
Dans cette annexe, on calcule l’erreur quadratique moyenne de l’estimateur WSCM-CL et les
poids permettant de minimiser celle-ci.
Pour le calcul de la MSE, on procède en deux étapes.
1. Dans un premier temps, on exprime la MSE de M̂
wscm-cl
p conditionnellement à Mp. On
procède de manière analogue à l’annexe précédente. La MSE cherchée s’exprime alors par
E
{∥∥∥M̂p −Mp∥∥∥2 |Mp} = E{∥∥∥w0M¯p + M̂wscmp −Mp∥∥∥2 |Mp}
= E
{∥∥∥M̂wscmp −Mp∥∥∥2 |Mp}+ w20 ∥∥M¯p∥∥2
+ 2w0Tr
{
E
{(
M̂
wscm
p −Mp
)
M¯p|Mp
}}
= E
{∥∥∥M̂wscmp −Mp∥∥∥2 |Mp}+ w20 ∥∥M¯p∥∥2
+ 2w0Tr
{(
wTL− 1)MpM¯p} . (D.25)
2. Ensuite, en moyennant l’expression (D.25) suivant la loi a priori de Mp, on obtient l’ex-
pression de la MSE de M̂
wscm-cl
p présentée par (3.42) comme suit
E
{∥∥∥M̂wscm-clp −Mp∥∥∥2} = c [wTL− 1]2+wTΓw+w20 ∥∥M¯p∥∥2+2w0 (wTL− 1)Tr{M¯2p} .
On calcule ensuite les poids minimisant la MSE de M̂
wscm-cl
p par dérivation. Plus précisément,
on égale à zéro les dérivées partielles de (3.42) par rapport à w0 et w, soit
Γw + c
(
LLTw −L)+ w0LTr{M¯2p} = 0 (D.26a)
w0 +wTL = 1. (D.26b)
Finalement, les poids permettant de minimiser la MSE de l’estimateur WSCM-CL sont donnés
par (
w
w0
)
=
(
Γ+ cLLT Tr
{
M¯
2
p
}
L
LT 1
)−1(
cL
1
)
et correspondent bien à l’équation (3.43).
Remarque 20 Notons que la moyenne de l’estimateur WSCM-CL conditionnellement à Mp
s’écrit
E
{
M̂
wscm-cl
p |Mp
}
= w0M¯p +wTLMp. (D.27)
En appliquant la technique du colored loading sur l’estimateur WSCM, on ne peut donc plus
trouver une unique contrainte permettant d’assurer une estimation sans biais de Mp.
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D.5 Bornes
Dans cette annexe, on calcule les expressions des bornes de Cramér-Rao et des bornes Bayé-
siennes pour l’estimation de la matrice Mp suivant si celle-ci est une matrice déterministe ou
aléatoire.
D.5.1 Bornes de Crámer-Rao
On suppose dans cette sous-annexe que la matrice de covariance primaireMp est une variable
déterministe et inconnue. On s’attache ici à démontrer l’expression (3.55) de la matrice d’infor-
mation de Fisher pour le paramètre Mp. On calcule l’expression en plusieurs étapes décrites
ci-après.
1. Dérivée seconde de la log-vraisemblance
On souhaite dans un premier temps obtenir l’expression de la dérivée seconde de la log-
vraisemblance par rapport à mp. La dérivée à l’ordre 1 a été calculée lors du calcul de
l’estimateur du maximum de vraisemblance et est donnée par (3.51). Dans le but de dériver
cette expression, on utilise le fait que
∂Mp
−1
∂Mp
∗(k, `)
= −Mp−1 ∂Mp
∂Mp
∗(k, `)
Mp
−1.
De plus, comme Mp est une matrice hermitienne, pour toutes matrices A et B, on a
[
A
∂Mp
∂Mp
∗(k, `)
B
]
i,j
=
ζ∑
p,q=1
Ai,p
[
∂Mp
∂Mp
∗(k, `)
]
p,q
Bq,j
= Ai,kB`,j
=
[
BT ⊗A]
i+(j−1)ζ,k+(`−1)ζ .
En utilisant ces deux résultats, on obtient alors
∂2Λ(Z|Mp)
∂mp ∂mHp
= −
(
G∑
k=1
νk
)
Mp
−T ⊗Mp−1
+
G∑
k=1
(νk + Lk)(νk − ζ)2
[
(νk − ζ)Mp +ZkZHk
]−T ⊗ [(νk − ζ)Mp +ZkZHk ]−1 .
(D.28)
Afin de faciliter l’écriture par la suite, on poseZ˜k = (νk − ζ)
−1/2Mp−1/2Zk
B˜k =
(
Iζ + Z˜kZ˜
H
k
)−1 (D.29)
et on remarque alors que[
(νk − ζ)Mp +ZkZHk
]−1
= (νk − ζ)−1Mp−1/2B˜kMp−1/2. (D.30)
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La dérivée seconde de la log-vraisemblance pour le paramètre Mp s’écrit donc
∂2Λ(Z|Mp)
∂mp ∂mHp
= −
(
G∑
k=1
νk
)
Mp
−T ⊗Mp−1
+
G∑
k=1
(νk + Lk)
[
Mp
−T/2 ⊗Mp−1/2
] [
B˜
T
k ⊗ B˜k
] [
Mp
−T/2 ⊗Mp−1/2
]
.
(D.31)
2. Moyenne statistique de B˜
T
k ⊗ B˜k
Afin d’obtenir l’expression de la FIM, nous avons besoin d’évaluer la moyenne de B˜
T
k ⊗
B˜k. Pour ce faire, on remarque dans un premier temps que Z˜k a une distribution t avec
νk+Lk− ζ degrés de liberté [75]. La fonction densité de probabilité de Z˜k est alors donnée
par
f(Z˜k|Mp) = Γ˜Lk (νk + Lk)
piζLk Γ˜Lk (νk + Lk − ζ)
|ILk + Z˜
H
k Z˜k|−(νk+Lk). (D.32)
Il s’ensuit que B˜k, conditionnellement àMp suit une distribution bêta avec (νk, Lk) degrés
de liberté [74, 75]. On note ceci B˜k|Mp ∼ B˜m (νk, Lk).
Observons maintenant le résultat suivant. Soit B une matrice aléatoire distribuée selon
B˜r (p, q) tel que p+ q ≥ r. Alors pour toutes matrices A1 et A2, on a [31, 32, 91]
E {Tr {A1BA2B}} = p
p+ q
[
p(p+ q)− 1
(p+ q)2 − 1Tr {A1A2}+
q
(p+ q)2 − 1Tr {A1}Tr {A2}
]
.
(D.33)
Notons maintenant ei le vecteur dont les éléments sont tous nuls sauf le ième qui est égal à
1. Notons également Eij = eieTj . En utilisant (D.33), on peut exprimer le (i+(j−1)ζ, n+
(`− 1)ζ) élément de la matrice B˜Tk ⊗ B˜k de la manière suivante
E
{
B˜k(`, j)B˜k(i, n)
}
= E
{
eT` B˜keje
T
i B˜ken
}
= E
{
Tr
{
En`B˜kEjiB˜k
}}
=
νk
νk + Lk
[
νk(νk + Lk)− 1
(νk + Lk)2 − 1 Tr {En`Eji} +
Lk
(νk + Lk)2 − 1Tr {En`}Tr {Eji}
]
=
νk
νk + Lk
[
νk(νk + Lk)− 1
(νk + Lk)2 − 1 δ`,jδi,n +
Lk
(νk + Lk)2 − 1δi,jδ`,n
]
.
(D.34)
Il s’ensuit alors que la moyenne statistique de B˜
T
k ⊗ B˜k s’exprime par
E
{
B˜
T
k ⊗ B˜k
}
=
νk
νk + Lk
[
νk(νk + Lk)− 1
(νk + Lk)2 − 1 Iζ2 +
Lk
(νk + Lk)2 − 1ee
T
]
(D.35)
où e =
[
eT1 . . . e
T
ζ
]T
= vec (Iζ). On en déduit alors l’expression de la FIM exprimée
par (3.55).
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D.5.2 Bornes Bayésiennes
On suppose dans cette sous-annexe que la matrice de covariance primaireMp est une matrice
aléatoire dont la loi a priori est définie par (2.4). On s’attache ici à démontrer l’expression (3.60)
de la matrice d’information de Fisher Bayésienne pour le paramètreMp. On calcule l’expression
comme décrit ci-après.
1. Tout d’abord, en utilisant (2.4), on obtient les expressions des dérivées premières et secondes
du logarithmique de la loi a priori de Mp
∂Λ(Mp)
∂Mp
= (µ− ζ)Mp−1 − µM¯−1p (D.36a)
∂2Λ(Mp)
∂mp ∂mHp
= −(µ− ζ)Mp−T ⊗Mp−1. (D.36b)
En injectant ces expressions dans (3.59), la FIM Bayésienne peut s’exprimer par
FB = EMp
{
F (Mp) + (µ− ζ)Mp−T ⊗Mp−1
}
. (D.37)
Pour déterminer les bornes Bayésiennes, on cherche donc à calculer la valeur moyenne,
relativement à f(Mp), de la quantité F ′(Mp) définie par
F ′(Mp) = F (Mp) + (µ− ζ)Mp−T ⊗Mp−1. (D.38)
En utilisant (3.55), on peut alors exprimer F ′(Mp) par
F ′(Mp) =
[
Mp
−T/2 ⊗Mp−1/2
] [
α′I + βeeT
] [
Mp
−T/2 ⊗Mp−1/2
]
= α′
[
Mp
−T ⊗Mp−1
]
+ β
[
Mp
−T/2 ⊗Mp−1/2
]
eeT
[
Mp
−T/2 ⊗Mp−1/2
]
= α′
[
Mp
−T ⊗Mp−1
]
+ βvec
(
Mp
−1) vec (Mp−T )T (D.39)
où α′ = α+ µ− ζ.
2. On s’intéresse ensuite à moyenner l’expression (D.39) relativement à f(Mp). On réalise
cette opération pour chacun des termes de (D.39). Ainsi le (i + (j − 1)ζ, k + (` − 1)ζ)
élément de EMp
{
Mp
−T ⊗Mp−1
}
est donné par [142]
E {Mp−1(`, j)Mp−1(i, k)} = E {Tr{EjiMp−1Ek`Mp−1}}
= Tr
{
EjiE
{
Mp
−1Ek`Mp−1
}}
=
µ2(µ− ζ)Tr
{
EjiM¯
−1
p Ek`M¯
−1
p
}
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1)
+
µ2Tr
{
EjiM¯
−1
p
}
Tr
{
Ek`M¯
−1
p
}
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1)
=
µ2(µ− ζ)M¯−1p (i, k)M¯−1p (`, j) + µ2M¯−1p (i, j)M¯−1p (`, k)
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1) .
(D.40)
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En remarquant que les (i+ (j − 1)ζ, k + (`− 1)ζ) éléments de A⊗B et vec (A) vec (B)T
sont respectivement A(j, `)B(i, k) et A(i, j)B(k, `), on obtient alors
EMp
{
Mp
−T ⊗Mp−1
}
=
µ2(µ− ζ)M¯−Tp ⊗ M¯−1p + µ2vec
(
M¯
−1
p
)
vec
(
M¯
−T
p
)T
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1)
= µ2
[
M¯
−T/2
p ⊗ M¯−1/2p
] [
(µ− ζ)I + eeT ] [M¯−T/2p ⊗ M¯−1/2p ]
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1) .
(D.41)
En utilisant des arguments similaires, on peut montrer que
EMp
{
vec
(
Mp
−1) vec (Mp−T )T} =
µ2
[
M¯
−T/2
p ⊗ M¯−1/2p
] [
I + (µ− ζ)eeT ] [M¯−T/2p ⊗ M¯−1/2p ]
(µ− ζ + 1)(µ− ζ)(µ− ζ − 1) . (D.42)
3. Finalement, en utilisant les précédents résultats on retrouve l’expression de la FIM Bayé-
sienne (3.60).
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ESTIMATION ET DÉTECTION EN MILIEU NON-HOMOGÈNE,
APPLICATION AU TRAITEMENT SPATIO-TEMPOREL ADAPTATIF
Pour un radar aéroporté, la détection de cibles nécessite, de par la nature du fouillis de sol, la
mise en place d’un filtre spatio-temporel adaptatif (STAP). Les détecteurs basés sur l’hypothèse
d’un milieu homogène sont souvent mis à mal dans un environnement réel, où les caractéristiques
du fouillis peuvent varier significativement en distance et en angle. Diverses stratégies existent
pour contrer les effets délétères de l’hétérogénéité. La thèse propose d’approfondir deux de ces
stratégies. Plus précisément, un nouveau modèle d’environnement est présenté dans un contexte
Bayésien : il intègre à la fois une relation originale d’hétérogénéité et de la connaissance a priori.
De nouveaux estimateurs de la matrice de covariance du bruit ainsi que de nouveaux détecteurs
sont calculés à partir de ce modèle. Ils sont étudiés de manière théorique et par simulations
numériques. Les résultats obtenus montrent que le modèle proposé permet d’intégrer de manière
intelligente l’information a priori dans le processus de détection.
Mots-clés : ESTIMATION, MATRICE DE COVARIANCE, DÉTECTION RADAR ADAPTATIVE,
STAP, ENVIRONNEMENTNON-HOMOGÈNE, INFÉRENCE BAYÉSIENNE, MÉTHODES DEMONTE
CARLO, BORNES POUR L’ESTIMATION.
ESTIMATION AND DETECTION IN NON-HOMOGENEOUS
ENVIRONMENT, APPLICATION TO SPACE-TIME ADAPTIVE
PROCESSING
Space-time adaptive processing is required in future airborne radar systems to improve the
detection of targets embedded in clutter. Performance of detectors based on the assumption
of a homogeneous environment can be severely degraded in practical applications. Indeed real
world clutter can vary significantly in both angle and range. So far, different strategies have been
proposed to overcome the deleterious effect of heterogeneity. This dissertation proposes to study
two of these strategies. More precisely a new data model is introduced in a Bayesian framework ;
it allows to incorporate both an original relation of heterogeneity and a priori knowledge. New
estimation and detection schemes are derived according to the model ; their performances are
also studied theoretically and through numerical simulations. Results show that the proposed
model and algorithms allow to incorporate in an appropriate way a priori information in the
detection scheme.
Keywords : COVARIANCEMATRIX ESTIMATION, ADAPTIVE RADARDETECTION, KNOWLEDGE-
AIDED STAP, NON-HOMOGENOUS ENVIRONMENT, BAYESIAN INFERENCE, MONTE-CARLO
METHODS, BAYESIAN BOUNDS, CRAMÉR-RAO BOUNDS.
