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Abstract: This study aimed to develop a new adaptive artificial bee colony (A-ABC) algorithm that can adaptively
select an appropriate search equation to more accurately estimate transport energy demand (TED). Also, A-ABC and
canonical artificial bee colony (C-ABC) algorithms were compared in terms of eﬀiciency and performance. The input
parameters used in the proposed TED model were the oﬀicial economic indicators of Turkey, including gross domestic
product (GDP), population, and total vehicle kilometer per year (TKM). Three mathematical models, linear (A-ABCL),
exponential (A-ABCE), and quadratic (A-ABCQ) were developed and tested. Also, economic variables were generated
using the ”curve fitting” technique to see TED’s projections for the year 2034, under two different scenarios. In the
first scenario, the results of linear, exponential, and quadratic models according to 2034 TED estimates were 40.1, 31.6,
and 70.5 million tons of oil equivalent (Mtoe), respectively. In the second scenario, the results of linear, exponential,
and quadratic models according to the TED estimates for 2034 were found as 40.0, 31.5, and 66.5 Mtoe, respectively.
The presented models, A-ABCL, A-ABCE, A-ABCQ for the solution of the TED problem, produced successful results
compared to the studies in the literature. Besides that, according to global error metrics, developed models generated
lower error values than C-ABC. Furthermore, consumption estimation values of A-ABCL and A-ABCE were lower than
A-ABCQ. According to A-ABCQ model estimations for both scenarios, the TED value would increase approximately
three times from 2013 to 2034.
Key words: Adaptive artificial bee colony, transportation energy demand estimation, metaheuristic algorithms, optimization

1. Introduction
Energy consumption in the transportation sector has a significant share in the government’s energy resources
management processes. In Turkey, the total energy consumption in 2018 was 143.666 million tons of oil
equivalent (Mtoe). According to the Ministry of Environment and Urbanization report, the energy consumption
value in the transportation sector is 19.8%, and this value ranks fourth among all sectors. The transportation
energy consumption of Turkey between the years 2002 and 2019 grew steadily except in 2009 [1]. It could be said
that due to its rising energy demand and limited energy resources, Turkey is significantly dependent on energy
imports. Currently, nearly three-quarters of the total energy demand of Turkey in industrial, transportation,
commercial areas, etc. has to be imported [2]. This demand could increase by over 80% until 2030. Nowadays,
the total energy demand of Turkey is obtained from oil as 29.2%, natural gas as 28.7%, solid fuel as 28.4%, and
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the rest of it from wind, solar, hydro energy, etc.1 . In 2020, Turkey’s dependence on oil imports was 92.9%.
Approximately 29.1% of it came from Iraq, 21.2% came from Russia, 8.2% came from Kazakhstan, 7.9% came
from Saudi Arabia, 7% came from Norway, 6.1% came from Nigeria, 5.1% came from India, and 3.5% came
from Israel [3]. Compared to the European Union and other neighbors, it is concluded that Turkey is dependent
on imports in energy. Because energy production costs are high for Turkey, successful planning for balancing
energy production and consumption is necessary [4, 5].
In the transportation area, energy dependency is more apparent. With the increase in economic development and social welfare, people have changed their travel habits by using individual vehicles instead of
public transport. In addition, along with economic development, there was a significant increase in commercial
shipments in all areas. According to data from the Turkish Statistical Institute (TSI1 .), the number of registered motor vehicles such as automobiles (54.3%), pick-up trucks (16.3), motorcycles (14.8%), tractors (8%),
trucks (3.5%), mini-busses (2%), and buses (0.8%) increased from 8,903,843 in 2003 to 25,105,532 in 2021 (as
shown in Figure 1a). There has been a 182% increase in the number of vehicles in 19 years. Especially in the
individual vehicle category, there was an increase of 54.3%. Also, the rate of individual vehicle users is expected
to increase gradually. According to a study, there has been approximately 95% decrease in the tendency of
using public transportation during the COVID-19 pandemic in Turkey and this situation increased individual
vehicle use, which causes more fuel consumption [6]. The transportation sector is an essential part of any
modern government’s economic system, and literature shows that the transportation sector has a vital force on
economic growth [7]. This sector constitutes a high proportion of the energy demand, particularly for petroleum
products. In the transportation sector of Turkey, the overall share of gasoline, diesel, and substitute fuels in
energy consumption were 26.1%, 35.5%, and 38.4%, respectively (as shown in Figure 1b)2 .
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Figure 1. Number of registered vehicles and the overall share of fuels used in the transport sector in Turkey.

In Turkey, from 2017 to 2018, total imports of gasoline products increased by 17.99%, crude gasoline
imports increased by 53.70%, and fuel imports increased by 0.55% [8]. Transportation energy demand models
are typically based on social and economic factors, such as population, GDP, total vehicle-km, wages, ownership
of vehicles, population growth, and the number of trips. Therefore, the modeling of energy consumption demand
in the transportation sector differs from modeling other sectors’ energy demand.
The current study presents a comparative analysis of C-ABC and A-ABC algorithms to solve the transportation energy demand problem. Although the study was carried out using Turkey’s data sets, application
1 TSI

(2022). Turkish Statistical Institute [online]. Website https://www.tuik.gov.tr [accessed 10 Jan 2022].
(2021). European Community Statistical [online]. Website https://ec.europa.eu/eurostat [accessed 10 July 2021].
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areas can be expanded using different countries’ data sets. Linear, exponential, and quadratic mathematical
regression estimation models were developed, and all models were compared. In the developed models, GDP,
population, and TKM data were used as input parameters. In order to create future projections about the
transportation energy consumption of Turkey, estimations were presented under two different scenarios. Thus,
this study aims to solve the transportation energy demand estimation problem, which is a real-world problem,
and obtain the optimum result.
The paper is organized as follows: Section 2 presents a literature review. The details of the C-ABC are
explained in Section 3. In Section 4, the details of the A-ABC and the differences between A-ABC and C-ABC
are explained. In Section 5, the developed model for transport energy demand is presented. The experimental
results of the developed model are presented in Section 6. In Section 7, the estimation of TED of Turkey by 2034
is discussed based on two different scenarios. Finally, policy recommendations are presented in the conclusion
section.
2. Literature review
Turkey is one of Europe’s major economies, with a GDP of about $761.425 billion, and it is one of the 19th
most significant economies in the world3 . The energy consumption of Turkey was about 83 Mtoe in 2000. This
figure increased by about 27% to 1023 Mtoe in 2017. Because of the rising economy, increasing population, and
developments in the transport sector, TED, population, and vehicle kilometer increased around 2.6, 1.25, and
6.1 times, respectively, over the last two decades4 .
In the literature, there are two main methods used to solve the TED problems discussed in the research.
The first one is the artificial intelligence (AI) application method, and the second is regression analysis (RA)
[9, 10]. According to the literature, artificial neural network (ANN) models can be used to plan future projections
of TED [11, 12]. In addition to ANN approaches, optimization algorithms such as genetic algorithm (GA), ant
colony optimization (ACO), particle swarm optimization (PSO), and harmony search algorithm (HSA) of energy
demand forecasts are used effectively.
Yasin and Codur [11] presented a TED study using economic and demographic parameters with the
ANN method. In the study, they compared and analyzed seven different models. They found that oil price,
population, and vehicle-km input parameters were the most successful model in the study. Amiri et al. [13]
evaluated the capabilities of the linear regression model and neural network model in predicting household TED
by considering the number of motorized trips and the travel distance. Leo et al. [14] determined the long-term
trend of energy demand using population and GDP parameters through the regression analysis method. In
this way, they proposed a model that explains the relationships between residential, transport, and commercial
energy demands. Statistical testing confirmed the effectiveness of the proposed regression models. Chai et al.
[15] developed autoregressive integrated moving average (ARIMA) model and multiple regression models for
China using parameters such as GDP, total road turnover, highway mileage, urbanization rate, etc.
According to the literature review, the GA is also used to solve the TED problem. Sahraei and Codur
[16] used hybrid versions of various algorithms, namely GA-ANN, ANN-simulated annealing, and ANN-PSO,
to estimate Turkey’s transportation energy. They used different combinations of input parameters such as
GDP, vehicle-km, population, oil price, passenger-km, and ton-km to create 11 different models in their study.
They concluded that the ANN-PSO model developed with GDP, population, ton-km parameters is the most
3 WB
4 TSI

(2021). The World Bank [online]. Website https://data.worldbank.org/ [accessed 10 July 2021].
(2022). Turkish Statistical Institute [online]. Website https://www.tuik.gov.tr [accessed 10 Jan 2022].
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successful model. Ray et al. [17] conducted short-term electrical power load estimation studies in China using
GA-based backpropagation model. Furthermore, Canyurt & Ozturk [18] predicted fossil fuels consumption using
nonlinear mathematical model with GA. In another study, GDP, electricity consumption per capita income
growth rate, and consumer price index values were used as input parameters, and electricity demand of Tamil
Nadu state in India was estimated with various scenarios with Hybrid GA-PSO algorithms [19]. Bilgili et al.
[20] implemented the short-term electricity energy consumption prediction with four time-series methods; long
short-term memory (LSTM) neural network, adaptive neuro-fuzzy inference system (ANFIS) with subtractive
clustering, ANFIS with fuzzy C-means, and ANFIS with grid partition (GP), respectively. As a consequence, the
LSTM model generally outperformed all ANFIS models. Also, Sahraei et al. [21] estimated energy consumption
in transportation sector using Multivariate Adaptive Regression Splines (MARS). They developed five different
models with the combination of parameters such as GDP, population, vehicle-km, ton-km, passenger-km, oil
price. They got the best result from the model created with ton and oil price parameters.
Similarly, other AI optimization techniques and heuristic algorithms were used for energy demand
estimation studies conducted in the world. Toksari [22] estimated Turkey’s TED using GDP, population,
and total annual vehicle-km with the hybrid algorithm of variable neighborhood search algorithms and ACO.
In the study, the hybrid algorithm was modeled using two different mathematical forms. According to the
findings, the quadratic model provided a better-fit solution to the observed data. Ceylan et al. [23] developed
linear, quadratic, and exponential HSA models to forecast Turkey’s TED by 2025. Similarly, Kaveh et al.
[24] used exponential and linear HSA models to estimate TED in Iran, based on population, GDP, and the
data of numbers of vehicles. In addition, Korkmaz and Akgüngör [25] proposed a new optimization technique
to predict Turkey’s TED by 2030 using the flower pollination algorithm (FPA). Sonmez et al. [26] used the
C-ABC algorithm to estimate the total energy demand in Turkey. The researchers used GDP, population, and
vehicle-km data parameters and developed linear (C-ABCL), exponential (C-ABCE), and quadratic (C-ABCQ)
models for estimating the TED by 2030 under two different scenarios. As a result, the research presented that
ABC can be effectively used as an alternative model to predict future trends in TED.
In this study, a new adaptive selection method was developed and added to the artificial bee colony
(ABC) algorithm. The developed A-ABC was used for Turkey’s TED estimation problem. Therefore, we aimed
to solve the TED optimization problem and find optimal results. For these purposes, three mathematical
prediction models were used, respectively linear (A-ABCL), exponential (A-ABCE), and quadratic (A-ABCQ).
Error metrics scores and complexity analysis were found, and future energy demand was estimated under two
different scenarios to show the accuracy and eﬀiciency of our suggested A-ABC algorithm. Also, our results
were compared with the study results of Sonmez et al. [26].
3. Canonical artificial bee colony
Karaboga suggested the ABC algorithm in 2005 for optimization problems, which simulates the intelligent food
search behavior of honeybee swarm-based optimization techniques [27]. The primary purpose of the algorithm
is to try to find the best solution in search space (food source with the most nectar). The ABC algorithm
consists of 4 basic steps:
Step 1 As follows, the SN number of candidate solutions (x1 , x2 , ..., xSN ∈ X) are produced uniformly at
random.
xij = xmin
+ rand(0, 1)(xmax
− xmin
) i = 1, 2, ..., SN and j = 1, ..., D
j
j
j
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Problem dimension is defined by D , and xmin
is minimum bound, and xmax
is the maximum bounds limit
j
j
of the parameter. Moreover, according to Equation 2, the fitness value of each source of food (f itnessi ) is
determined.
1/(1 + fi ) , fi ≥ 0
f itnessi =
(2)
1 + abs(fi ) , fi < 0
Here, the objective function fi shows the fitness value of source xi . In addition, the f ailurei counter, which
is a limit value for each food source, is defined and initialized to zero.
Step 2 Each worker is sent to the food source (xi ) to which the bee is responsible, and a try is made to look
for a better food source (vi ) using Equation 3. If the quality of the new food resource is better, it is taken into
memory as xk . Here βi,j is a random number generated from a uniform distribution in [-1,1].
vi,j = xi,j + βi,j (xi,j − xk,j )

(3)

If vi,j exceeds the parameter limits, it is shifted to the limit values of the j. parameter according to Equation 4.
The fitness value of the newly found vi is calculated. The choice is made between the new and the old solution
using the greedy selection technique.
 min
 xj
vi,j
 max
xj


vi,j < xmin

j
xmin
≤ vi,j ≤ xmax
j
j

vi,j < xmin
j

(4)

Step 3 The probability of each solution xi (pi ) is calculated by the ratio of the fitness value of the solution
(f itnessi ) to the sum of the fitness values of all solutions.
f itnessi
pi = ∑SN
j=1 f itnessj

(5)

According to Equation 5, as the fitness value increases, the probability of scout bees choosing that solution will
increase. According to the probabilistic selection rule, a new solution is found using Equation 3 concerning the
preferred solution, and the fitness value is calculated. If the fitness value of vi is better than the fitness value
of xi , xi the first one is replaced, and the f ailurei counter is reset.
Step 4 The f ailurei values of each solution xi are checked. If f ailurei exceeds the limit value, it means that
the solution xi is ended. In this case, the employed bee turns into a scout bee form. Later, scout bees look for
new solutions using Equation 1 instead of the solutions they gave up. The algorithm follows these stages until
it reaches the end condition. Then the best solution of the algorithm is found.
4. Proposed adaptive artificial bee colony
Even though the diversification feature of the C-ABC algorithm is successful, it is known that the focusing
behavior is not adequate [28]. The key explanation for this is that only one dimension is modified in the search
equation. The search is conducted under the direction of a randomly chosen solution. In order to eliminate
this problem, approaches have been suggested that modify several dimensions in the search equation [28–30]
or use the current best-so-far solution in the search equation [31–33]. For all types of problems, both of these
approaches may not work [34]. For instance, good results are achieved in multimodal problems when search
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equations modify multiple dimensions. Nevertheless, search equations that guide the best solution can be useful
in unimodal problem types. Both approaches can also go to stagnation (trap in optimum local points) quickly
related to the type of the problem.
While these two approaches seem to contribute to the performance of the algorithm, these two methods
are probable to be stuck to the local minimum as the type and size of the problem changes [35]. An adaptive
search equation is therefore required to make the most suitable selection based on the type of problem [28]. This
article proposes a new ABC algorithm using an adaptive search equation to solve this problem. The pseudocode
of the proposed A-ABC algorithm with adaptive selection capability is shown in Figure 2. The red (deleted)
and blue (modified) areas in Figure 2 show the changes in the C-ABC that we modified.
1:function A-ABC( )
2: INITIALIZATION( )
3: repeat
4: Calculate the probability value (β ) for each search
İ
equation si using Eq. 3
5: EMPLOYED_BEE( )
6: ONLOOKER_BEE( )
7: SCOUT_BEE( )
8: until requirements are met
9: return the best solution
10:
function INITIALIZATION( )
11: Set limit and SN parameter
12: Set limit SN, S (s1,s2,s3 Î S) parameters
13: Set initial population X (X = {x1, x2, …, xSN })
randomly
14: Evaluate the fitness (fi) of each solution xi
15:
function EMPLOYED_BEE( )
16: for i ← 1, SN do
17:

Produce new solution vi by using Eq. 3
Produce new solution vi by using a search
equation selected acording to the proposed
method (Eq. 6.a, 6.b, 6.c)
18: Calculate the fitness value for vi
19: Apply greedy selection between xi and vi to choose
the better
20:
21:
22:
23:

if food source xi did not improve then
triali = triali + 1
else
triali = 0
if food source xi did not improve then
triali = triali + 1
for m ← 1 to 3 do
𝑠" = 𝑠" 𝜑 + 𝑟" 𝐷
else
triali = 0

25:
function ONLOOKER_BEE( )
26: Calculate the probability value (pi) for each solution xi
using Eq. 5
27: for i ← 1, SN do
28: if random < pi then
29:

Produce new solution vi by using Eq. 3
Produce new solution vi by using a search
equation selected acording to the proposed method
(Eq. 6.a, 6.b, 6.c)

30:
Calculate the fitness value for vi
31:
Apply greedy selection between xi and vi to choose
the better
32:
33:
34:
35:

if food source xi did not improve then
triali = triali + 1
else
triali = 0
if food source xi did not improve then
triali = triali + 1
for m ← 1 to 3 do
𝑠" = 𝑠" 𝜑 + 𝑟" 𝐷
else
triali = 0

37:
function SCOUT_BEE( )
38: if max(triali > Limit) then
39: Replace xi with a new solution using Eq. 1

Canonical ABC

A-ABC

Figure 2. The differences between Canonical ABC (C-ABC) and A-ABC.

An adaptive search equation selection method in the A-ABC algorithm has been suggested rather than
Equation 3 in the C-ABC algorithm. Using this method makes it possible to determine the degree to which a
random solution or the best solution is used for deciding a solution. The described search equations in A-ABC
are as follows:
xi,j = xi,j + rand(−c, +c)(xi,j − xk,j )

(6.a)

xi,j = xi,j + rand(−c, +c)(xi,j − xbest,j )

(6.b)

xi,j = xi,j

(6.c)

The formulas state that the value of c is a positive real number and represents the scaling factor value. The
magnitude of perturbation can be controlled by this parameter [29]. A probabilistic selection rule calculates
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the rate of utilization of these three solutions in the production of each candidate solution. Under this rule, the
probability of choosing each of the search equations is determined using the following formula:
βi = ∑3

si

m=1

Sm

(7)

Here si shows the success rate of each search equation. At the beginning of the algorithm, the success score is
initially set at a value greater than zero for each search equation (this value was selected as 100 in this study).
Whenever a new candidate solution (vi ) is better than the reference solution (xi ) , the utilization rate of each
equation used in this candidate solution is added to the success score as follows:
si = si ϕ + ri D

(8)

Where ϕ is the evaporation coeﬀicient, ri is the rate of use of the relevant equation, and D is the problem
dimension. Although any search equation in the algorithm study process can produce good results at a particular
time, it may not produce good results in later stages. Since the search equation selected with the ϕ coeﬀicient
gives unsuccessful results, the probability of selection is decreased by reducing the success rate.
According to the probabilistic selection rule and the roulette wheel technique, the search equation used
in all dimensions of each candidate solution is chosen. The appropriate search equation and usage rate for a
problem can be calculated adaptively with these techniques. In this proposed method, a candidate solution
sample is shown in Figure 3.

Figure 3. An example of a candidate solution generation by the proposed adaptive search equation.

5. Model development for TED with A-ABC
In the literature, the factors affecting the transportation energy demand of a country are GDP, population,
and TKM data. These parameters were used in our model because they have a high correlation with the TED
variables [11, 22, 25]. Sonmez et al. [26] proposed a solution to the TED problem using the C-ABC method.
Therefore, data from Sonmez et al.’s [26] study were used in our study to present the performance of the A-ABC
algorithm and to compare with the findings of C-ABC. Turkey’s GDP, population, total annual vehicle-km, and
observed TED data between 1970 and 2013 are given on the Kaggle5 . All these data were collected from TSI6 ,
General Directorate of Highways7 , highway statistics, and literature [26].
5 Kaggle

Inc. (2022). Kaggle [online]. Website https://www.kaggle.com/safadorterler/datasets [accessed 7 Jan 2022].
(2022). Turkish Statistical Institute [online]. Website https://www.tuik.gov.tr [accessed 10 Jan 2022].
7 GDH (2022). General Directorate of Highways [online]. Website https://www.kgm.gov.tr [accessed 10 Jan 2022].
6 TSI
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5.1. Training and testing data set
Data (TED, GDP, population, TKM) from 1970 to 2013 was used to develop and test recommended forecast
models. The data used for training and testing was shown with 0 and 1, respectively. Thirty-six years of data
were used for training models, while eight years of data were used for testing models.
Turkey is in continuous development, and economic data has increased over the years. While the GDP
in Turkey was 19.04 billion USD in 1970, it increased by 4000% to 800.5 billion USD in 2013. Due to the high
difference in the distribution range of the data, the parameters were normalized as in Equation 9. It helped a
more accurate comparison with the research of Sonmez et al.
Xnormalized =

X − Xmin
Xmax − Xmin

(9)

5.2. Mathematical regression models and objective function
Three predictions models, linear, exponential, and quadratic functions, have been suggested to predict Turkey’s
TED.
(10)

Elinear = w1 + w2 X1 + w3 X2 + w4 X3
Eexponential = w1 + w2 e

(X1 W3 )

+ w4 e

(X2 W5 )

+ w6 e

(X3 W7 )

Equadratic = w1 + w2 X1 + w3 X2 + w4 X3 + w5 X1 X2 + w6 X1 X3 + w7 X2 X3 +

(11)
w8 X12

+

w9 X22

+

w10 X32

(12)

The main purpose of TED forecasting is to find an optimum result by processing the available data. The
values of X1 , X2 , and X3 in the mathematical regression models (Equations 10–12) show GDP, population
and TKM values, respectively. According to these values, weight values (wi ) are calculated to make the most
appropriate TED forecast for the given years. The objective function used is given in Equation 13.
minf (v) =

∑R
r=1

(Erobserved − Erestimated )2 ,

(13)

where Erobserved and Erestimated represent true and predicted values, while R holds the number of observations.
6. Experimental results
This section presents a series of experiments demonstrating the success of A-ABC. Turkey’s TED models were
developed using data observed between 1970 and 2013 by using an A-ABC algorithm. Appropriate values of
A-ABC parameters were automatically set by irace, an offline parameter configuration tool [36]. Accordingly,
the number of populations (SN) is 50, the limit value is 300, and the c parameter is 0.5. The data was tested
20 times, and the best results were obtained. Each run of A-ABC was stopped when the maximum number of
iterations (40,000) was reached. The algorithm (A-ABC) was coded with JAVA programming language and run
on a core i7, 2.40 GHz, 8 GB RAM computer. The performances of the models we proposed in the study were
evaluated and interpreted with global error measurement metrics; later, the models were examined in terms of
runtimes. In addition, the proposed A-ABC algorithm was compared with the C-ABC algorithm by performing
complexity analysis. The proposed A-ABC algorithm determined the weight parameters of the mathematical
regression models. The weight parameters are presented in Table 1.
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Table 1. Coeﬀicients of linear, exponential, and quadratic models.
Linear
Exponential
Quadratic

w1
0.018518
0.407035
–0.002376

w2
0.074928
–0.160733
0.043393

w3
0.235717
–14.030545
0.568335

w4
0.527270
0.034310
0.005052

w5

w6

w7

w8

w9

w10

2.991443
–0.101242

–0.278724
0.129145

–0.290483
0.090784

0.011216

–0.113127

0.269105

6.1. Global error measurement metrics and runtime analysis of the models
The performance of the models was evaluated by global error measurements. Among these measurements,
absolute error (AE) , sum of absolute error (SAE) , root mean square error (RM SE) , mean absolute error
(M AE), mean squared error (M SE) , the mean absolute range normalized error (M ARN E) , and standard
deviation of absolute error (Std_AE) are scale-dependent measures, while the absolute fraction of variance
(R2 ), mean absolute percentage error (M AP E) , and the standard deviation of percentage absolute error
(Std_AP E) are scale-independent error measures [37, 38].
AE = |Eobs − Epre |

(14)

AP E = |(Eobs − Epre )/Eobs |

(15)

RM SE = ((

n
∑

AE 2 )/n)0.5

(16)

i=1

SAE =

n
∑

(17)

AE

i=1

M AE = 1/n

n
∑

(18)

AE

i=1

M AP E = 1/(n − 1)

n
∑

AP E

(19)

i=2

M SE = 1/n

n
∑

AE 2

(20)

i=1

M ARN E = (1/n

n
∑

AE)/max(Eobs )

(21)

i=1

Std_AE = ((

n
∑

(AEi − M AE)2 )/n)0.5

i=1
n
∑

Std_AP E = ((

(AEi − M AE)2 )/n − 1)0.5

(22)
(23)

i=2

Here n is the number of data points; AE and AP E are the absolute error and the absolute percentage error,
respectively. Epre and Eobs are the predicted and observed values, respectively. Global errors measurement
scores for training and testing data are presented in Table 2 for each model of the two algorithms. The minimum
error values obtained from each model for training and test data are shown in blue and red, respectively. Also,
the algorithm that produces a better result for each global error from the compared algorithms is shown in bold.
When Table 2 was examined, the algorithm A-ABC that we suggested in our study had the lowest error measurements for both train and test data according to all global error measurement values. In
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Table 2. Comparison results of TED models and algorithms.
model

Linear
train
A-ABC C-ABC
R2
0.9602 0.9580
RMSE
0.0464 0.0476
SAE
1.2150 1.2386
MAE
0.0337 0.0343
MAPE
0.1950 0.2143
MSE
0.0021 0.0023
MARNE
0.0014 0.0015
Std_AE
0.0318 0.0334
Std_APE 0.3713 0.4436
n Best train data score

test
A-ABC
0.9641
0.0477
0.2946
0.0367
0.0988
0.0022
0.0016
0.0304
0.0492

C-ABC
0.9485
0.0572
0.3572
0.0446
0.1100
0.0032
0.0019
0.0382
0.0605

Exponential
train
test
A-ABC C-ABC A-ABC
0.9639 0.9563
0.9518
0.0442 0.0486
0.0553
1.1154 1.1378
0.3328
0.0310 0.0319
0.0416
0.1214 0.1236
0.1068
0.0019 0.0023
0.0030
0.0012 0.0014
0.0018
0.0314 0.0371
0.0365
0.0906 0.1049
0.0629
n Best test data score

C-ABC
0.9411
0.0612
0.3719
0.0465
0.1206
0.0037
0.0020
0.0425
0.0633

Quadratic
train
test
A-ABC C-ABC A-ABC
0.9611 0.9501
0.9643
0.0458 0.0519
0.0476
1.2136 1.4747
0.3216
0.0337 0.0409
0.0402
0.1491 0.2662
0.1503
0.0021 0.0026
0.0021
0.0014 0.0017
0.0017
0.0310 0.0324
0.0255
0.1189 0.4859
0.0974
n Best result

C-ABC
0.9311
0.0661
0.4760
0.0595
0.1605
0.0043
0.0026
0.0308
0.0781

the linear model, the A-ABCL model made markedly more successful predictions for both train and test
data, producing lower error values than C-ABCL. Also, we can see in Table 2 that the lowest error values
( SAE, M AE, M AP E, M ARN E and Std_AP E ) were produced by the A-ABCL model in the analysis made
with the test data of all models. The A-ABCE model was more successful than the C-ABCE model by producing the lowest error values in all of the global error measurements made with both train and test data. The
exponential model was the most suitable for all train data compared with other models, except for the Std_AE .
A-ABCQ, which we proposed in our research, produced more successful results than C-ABCQ in both train and
test results in all global measurement metrics except Std_AP E . In addition, A-ABCQ produced the best training score among all models according to the Std_AE measurement. Besides, when the test data analysis was
examined, it was seen that A-ABCQ produced the best test score according to R2 , RM SE, M SE, ST D_AE
measurements and was the best model for test data. As seen in Table 2, A-ABCL and A-ABCQ models have
the best error scores for test data (shown with red color), while A-ABCE model has the lowest error scores
for training data (shown with blue color). A-ABC was made more successful predictions by generating lower
error scores for both test and train data. The A-ABCE model produced fewer errors, and this model was more
compatible with training data.
When the measurements made with the test data were evaluated, we observed that A-ABCL and A-ABCQ
models make more successful predictions and are the most compatible models for test data. The performance
of TED estimation models for the train set is given in Figure 4a. According to Figure 4a, all models of A-ABC
made similar predictions as observed TED. The performance of the TED estimate for test data is presented in
Figure 4b. While A-ABCL and A-ABCQ had the lowest error values in the measurements made with test data,
the A-ABCE model produced results close to other models. As a result, linear and quadratic models performed
better than the exponential model and made predictions closer to observed TED in test data.
The models were compared in terms of runtime, and the results were given respectively. A-ABC linear
model is 2848 ms, A-ABC exponential model is 3067 ms, A-ABC quadratic model is 3278 ms, C-ABC linear
model is 1966 ms, C-ABC exponential model is 2148 ms, and the C-ABC quadratic model is 2308 ms. Quadratic
models of both algorithms were slower than other models. Exponential and linear models, respectively, followed
quadratic models. The C-ABC algorithm worked approximately 30% faster than A-ABC. However, the proposed
A-ABC algorithm produced more accurate and eﬀicient results. The analyses made support this situation.
In terms of average relative errors, the results of our model and different metaheuristics models in the
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literature are compared in Table 3. The proposed model (A-ABC) offered a more successful performance than
other metaheuristic algorithms.

(a)

1,0

(b)
1
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0,8

Normalized TED

Normalized TED

OED
A-ABCE
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0

20 1 3

20 0 6

20 0 1

19 9 3

19 8 7

19 8 1

1976

19 7 0
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0
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1

Normalized Observed TED

Figure 4. Performance of TED prediction models for the training (a) and test data set (b).

Table 3. Comparison of the literature and present study.

Reference

Method

Forecasting Type/Country

Present Study
Sonmez et al. [26]
Ceylan et al. [23]
Kaveh et al. [24]
Kaveh et al. [24]
Amjadi et al. [39]
Canyurt and Ozturk [18]

A-ABC
C-ABC
Harmony Search
Improved Harmony Search
Charged System Search
Particle Swarm Optimization
Genetic Algorithm

Transport Energy/TURKEY
Transport Energy/TURKEY
Transport Energy/TURKEY
Transport Energy/IRAN
Transport Energy/IRAN
Electricity/IRAN
Coal/TURKEY

Average
Relative
Errors (%)
1.66
2.06
13.41
3.32
3.31
3.92
3.22

6.2. Complexity analysis
The A-ABC algorithm was proposed to solve the TED problem instead of C-ABC in our study. The proposed
A-ABC algorithm produced more accurate results than the C-ABC algorithm. The complexity of the proposed
A-ABC algorithm is presented below. When calculating the algorithm’s time complexity, the computational
cost at each step of the algorithm at each iteration is considered asymptotically. These computational costs of
each step are the cost of employed bees step (Te ) , onlooker bees step (To ), scout bee step (Ts ), selecting search
equation components step (Tc ) . Also, the equation pool size is presented as “ es”. The non-local computational
complexity of the A-ABC algorithm is given in Equation 24.
TABC = (Te + To + Ts + Tc ) x (itr)max
= (O(SNmax x D) + O(SNmax x D))

(24)

+ O(es x loges + O(D)) x itrmax
= O(SNmax x D) x itrmax
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Also, the complexity of A-ABC for the N-element vector is O(SNmax x D) x itrmax , while the complexity of
C-ABC for the same size vector is also O(SNmax x D) x itrmax . Thus, the time complexity of C-ABC for the
proposed approach can be noted as O(SNmax x D) x itrmax . Therefore, the modification made in the proposed
algorithm does not create extra complexity. The convergence graph of A-ABC and C-ABC is given in Figure 5.
Figure 5 shows that A-ABC converges faster and has a greater convergence rate than C-ABC. Table 4
shows the statistical results of the best fitness, worst fitness, average fitness, standard deviation, and mean

Best Function Value

runtime (ms). The values that show the best outcome are shown in bold.
6

A-ABC

5

C-ABC

4
3
2

1
0
0

250

500

750

1000 1250
Time (ms)

1500

1750

Figure 5. A-ABC and C-ABC convergence graph.

Table 4. Statistical results of the experimental study.

Best fitness
Wors fitness
Average fitness
Standard deviation
Mean runtime (ms)

A-ABC
0.0967
5.5543
0.1064
0.0337
3278

C-ABC
0.0971
5.5673
0.1398
0.0470
2308

A-ABC gave better results than C-ABC in terms of the best fitness and worst fitness values. The average
fitness and standard deviation metrics are important indicators to show the consistency of the algorithm. According to the statistical results of the experimental study, A-ABC produced more successful results. Similarly,
the standard deviation value of A-ABC gave better results than C-ABC. When A-ABC was evaluated in terms
of mean runtime, it was seen that A-ABC was behind C-ABC. However, when evaluated in terms of convergence
time, A-ABC reached the best result faster (as shown in Figure 5). As a result, the suggested A-ABC algorithm
is more successful and consistent than the C-ABC algorithm.
7. Scenarios of Turkey’s TED
In this stage of the study, two different scenarios were used to test the A-ABC algorithm and predict Turkey’s
TED in 2014–2034. Also, the A-ABC was compared to Sonmez et al.’s [26] C-ABC models. The input parameters
(GDP, population, and TKM) used in scenario 1 were obtained using the S-curve technique.
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Scenario 1. To create the input parameters of this scenario, we used the third-order polynomial S-Curve
Fitting technique [26]. The functions used for GDP, population, and TKM estimation are given below.
GDPest (y) = 0.02427x3 − 0.9327x2 + 14.54x − 7.286
P opulationest (y) = −3.904 10

−5 3

(25)

2

(26)

x + 0.0006804x + 0.9889x + 34.14

3

2

(27)

T KMest (y) = 0.0005816x + 0.007741x + 0.4939x + 8.342

TED predictions were made with the parameters calculated according to the S-Curve technique. The A-ABCL
model made approximately 25% higher predictions than the A-ABCE model; on the other hand, the A-ABCQ
model made higher predictions than the other two models. Our recommended algorithm gave successful results
as seen in Figures 4a and 4b according to observed transportation energy demand data. We also proved this
situation statistically by global error metrics. Comparison of the energy demand estimation results of the
proposed methods is given in Figure 6 for scenario 1.
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Figure 6. Future projections of TED according to scenario 1: (a) linear, (b) exponential, (c) quadratic

.
As shown in Figure 6a, the A-ABCL model predicted that in 2034 the TED value would grow by about
77% and would be 40.1 Mtoe. C-ABCL predicted a higher energy demand estimation value than A-ABCL. In
Figure 6b, exponential models of the compared algorithms were lower than the linear model estimates. The
A-ABCE model estimated that by 2034, the TED value would grow by approximately 40% to 31.6 Mtoe. CABCE model predicted about 1% growth by 2021. On the other hand, A-ABCE, which predicted higher energy
demand, made more realistic predictions for 2021, assuming growth of approximately 20%. In Figure 6c, the
A-ABCQ model predicted that the TED value in 2034 would grow by approximately 3.5 times from 2013 to
2034 and reach 70.5 Mtoe. However, the C-ABCQ model predicted growth of approximately 7.5 times and
made much higher predictions than the A-ABCQ model. Therefore, it was seen that the A-ABCQ gave more
successful results than the C-ABCQ, and all models of A-ABC were suitable for scenario 1.
Scenario 2. The input parameters used in this scenario were obtained from the literature [26]. Moreover,
GDP, population, and TKM projections were confirmed by looking at the Organization for Economic Cooperation and Development (OECD) report [40], TSI8 oﬀicial projections, and a research report on traﬀic
growth [41], respectively. The data used in scenario 2 are given in Table 5.
8 TSI

(2022). Turkish Statistical Institute [online]. Website https://www.tuik.gov.tr [accessed 10 Jan 2022].
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When Table 5 is examined, the approximate values of GDP, population, and TKM in 2034 were found
to be 1.24 trillion dollars, 90 million, and 274 billion, respectively. For scenario 2, linear, exponential, and
quadratic models of A-ABC and C-ABC algorithms were developed by using the parameter values in Table
5. The A-ABCL model had higher prediction values than the A-ABCE model, while the A-ABCQ model had
higher prediction values than the other two models. Comparison of the energy demand estimation results of
the proposed methods is given in Figure 7 for scenario 2.
Table 5. Data used for scenario 2.
TKM ($10^9)
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Figure 7. Future projections of TED according to scenario 2. (a) Linear (b) Exponential (c) Quadratic.

When Figure 7a (linear model estimation graph) was examined, the A-ABCL model predicted that the
TED value would grow by approximately 75% in 2034, reaching 40 Mtoe. Also, unlike scenario 1, A-ABCL
gave higher energy demand estimates than C-ABCL. When Figure 7b (exponential model estimation graph)
was examined, the A-ABCE model predicted that the TED value would grow by approximately 38% in 2034
and reach 31.5 Mtoe. In the first years, the C-ABCE model predicted lower prediction values than A-ABCE.
However, in the following years, they made closer predictions. When Figure 7c (quadratic model estimation
graph) was examined, similar to scenario 1, the A-ABCQ model predicted that the TED value would grow
approximately three times from 2013 to 2034 and reach 66.5 Mtoe. The C-ABCQ model predicted growth of
approximately 5.5 times, making much larger predictions than the A-ABCQ model. Therefore, the A-ABCQ
model, which produced the lowest errors in the global error measurement functions made with test data, gave
more successful results than the C-ABCQ and all models of A-ABC were suitable for scenario 2.
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8. Conclusion
Energy consumption in the transportation sector is equal to around 1/5 of the total energy consumption of
Turkey. However, due to the increase in energy demand depending on the growth rate of Turkey, prediction
of the transportation energy demand is essential for the eﬀicient management of energy policies. In addition,
it is necessary for the eﬀicient use of fossil energy resources to achieve economic eﬀiciency and an eco-friendly
structure. The developed A-ABC algorithm has overcome the problem of being stuck at the local optimum
points in the C-ABC algorithm by making the most appropriate choice according to the type of problem thanks
to the adaptive search equation. With the developed algorithm, we suggested an alternative solution to the
transportation energy demand problem. Also, we proved that the A-ABC algorithm is more successful than the
classical ABC algorithm in terms of performance.
A new adaptive artificial bee colony (A-ABC) algorithm that can adaptively select an appropriate search
equation was suggested in this study more eﬀiciently estimate Turkey’s TED. Also, in our study, the A-ABC
algorithm and canonical artificial bee colony (C-ABC) performances were compared, and the A-ABC algorithm
that we developed was found more successful. GDP, population, and TKM, which are Turkey’s economic
indicators, were used as input parameters. In this study, three mathematical models were developed as linear
(A-ABCL), exponential (A-ABCE), and quadratic (A-ABCQ). In the research, experimental studies were carried
out with a curve fitting technique on future predictions of TED under two different scenarios. The proposed
A-ABCL, A-ABCE, A-ABCQ models provided better solutions than the studies in the literature for the TED
problem. Besides, lower error values were obtained from proposed models with global error metrics. The AABCL and A-ABCE models produced significantly better predictions for both train and test data, producing
lower error values than C-ABCL and C-ABCE. The A-ABCQ model produced better results than C-ABCQ for
both train and test results except for the Std_AP E metric. In addition, A-ABCQ produced the best training
score among all models according to the Std_AE measurement. Besides, when the analysis with test data was
examined, A-ABCQ produced the best test score according to R2 , RM SE , M SE , ST D_AE measurements.
In the first scenario, the results of linear, exponential, and quadratic models according to 2034 TED
estimates were found to be 40.1, 31.6, and 70.5 Mtoe, respectively. In the second scenario, the results of linear,
exponential, and quadratic models according to the TED estimates for 2034 were found to be 40.0, 31.5, and
66.5 Mtoe, respectively. According to these results, consumption estimation values of A-ABCL and A-ABCE
were relatively lower than A-ABCQ. In both scenarios we presented in our study, the A-ABCQ model predicted
that the TED value would increase approximately three-fold from 2013 to 2034. The C-ABCQ model, on the
other hand, predicted that the TED value would increase by approximately 5.5 times, unlike the A-ABCQ
model.
When the results were evaluated, it can be concluded that the developed model produced more accurate
values than the C-ABC model. While the estimation results of the linear and exponential models of both C-ABC
and A-ABC algorithms were closer to each other, the significant difference in the quadratic model estimation
results supports that the C-ABCQ was more realistic. The developed algorithm produced successful results
according to the observed transportation energy demand data as shown in Figures 4a and 4b. Therefore, it was
seen that the consumption estimations we offer in two different scenarios gave successful results. This situation
was also statistically proven by global error measurements.
As a result of this study, a new adaptive artificial bee colony algorithm that can adaptively select an
appropriate search equation was suggested to estimate TED of Turkey more eﬀiciently. Also, the A-ABC
algorithm and C-ABC were compared according to performances, and our developed algorithm (A-ABC) gave
1265

ÖZDEMİR and DÖRTERLER/Turk J Elec Eng & Comp Sci

better solutions between 2014 and 2034 according to global error metrics. We expect the results we presented
in the study to contribute to researchers and politicians working on energy planning and strategies in the field
of transportation. In future studies, the modeling can be expanded and evaluated more comprehensively by
increasing the number of input parameters. Using different algorithms such as gravity search algorithm, crow
search algorithm, differential search algorithm, artificial fish-swarm, and wolf colony algorithm, the performances
of the algorithms on TED can be compared in future studies. In addition, TED estimates of different countries
can be made with the proposed A-ABC algorithm and models.
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