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Abstract
In this paper, we explore a topological system f : M → M with average shad-
owing property. We extend Sigmund’s results and show that every non-empty,
compact and connected subset V ⊆Minv(f) coincides with Vf (y), where Minv(f)
denotes the space of invariant Borel probability measures on M, and Vf (y) de-
notes the accumulation set of time average of Dirac measures supported at the
orbit of y. We also show that the set MV = {y ∈ M : Vf (y) = V } is dense in
∆V =
⋃
ν∈V supp(ν). In particular, if ∆max =
⋃
ν∈Minv(f)
supp(ν) coincides with
M , then Mmax = {y : Vf (y) =Minv(f)} is residual in M .
1 Introduction
Specificaiton property has been first considered by Bowen in [3], and was used later by
various authers. A continuous map f : M → M satisfies the specification property if for
all ǫ > 0, N = {0, 1, 2, · · · }, there exists an integer m(ǫ) such that for any collection {Ij =
[aj , bj ] ⊂ N} : j = 1, · · · , k of finite intervals with aj+1 − bj ≥ m(ǫ) for j = 1, · · · , k − 1
and any x1, · · · , xk in M , there exists a point x ∈ M such that d(f
aj+tx, f txj) < ǫ
for all t = 0, · · · , bj − aj and j = 1, · · · , k. Furthemore, we say f satisfies Bowen’s
periodic specification if the point x can be choosen to be periodic with period p for every
p ≥ bk − a1 +m(ǫ).
In the 1970s Sigmund payed attentions to C1 uniformly hyperbolic systems and got two
approximation properties: one is that invariant measures can be approximated by periodic
measures [11]; the other is that every non-empty, compact and connected subset of the
space of invariant measures coincides with the accumulaiton set of time averages of Dirac
1
measures supported at the orbit of some point, and such points are dense [12]. For any
Axiom A system which naturally satisfies specification property [4], Sigmund constructed
a series of periodic orbits to achieve the goal: in view of specification property, he used
a periodic orbit to shadow the initial two orbit segments, and then used a new periodic
orbit to shadow the previous periodic orbit segment and a new orbit segment. Then he
repeated this process to get a sequence of periodic points by induction. Finally, he showed
that these periodic points constitute a Cauchy sequence and the orbit passing the limit
point approximates all the given infinitely many orbit segments.
Years later with the help of Pesin theory, Liang et al extended this result to C1+α
non-uniformly hyperbolic systems and got precisely the same conclusion[8]. In their case,
an ergodic hyperbolic measure ω along with an ω-full-measure set called Pesin set Λ˜
is considered. For a given pseudo-orbit consisting of finitely many orbit segments in
Λ˜, one can not guarantee that its shadowing periodic orbit also stays in Λ˜. Thus one
cannot connect the shadowing periodic orbit with the new orbit segment to create a new
periodic pseudo-orbit and then Sigmund’s process terminates. To deal with this, Liang et
al employed Katok’s shadowing lemma and constructed only once the required orbit and
avoided induction.
We now focus on another property called average shadowing which was introduced at
the end of 1980s by Blank [1, 2] who proved that certain kinds of perturbed hyperbolic
systems have the average shadowing property. Now we recall some definitions about
average shadowing. For given δ > 0, the sequence {xi}
∞
i=0 in M is called δ-average-
pseudo-orbit of f if there exists a positive integer N = N(δ) such that for all n ≥ N and
k ∈ N, we have
1
n
n−1∑
i=0
d(f(xi+k), xi+k+1) < δ.
We say that f has the average shadowing property if for every ǫ > 0 there is δ > 0 such
that every δ-average-pseudo-orbit {xi}
∞
i=0 is ǫ-shadowed in average by the orbit of some
point y ∈M , that is
lim sup
n→∞
1
n
n−1∑
i=0
d(f i(y), xi) < ǫ.
Recently, some relationships between several shadowing and specification properties
are revealed by Kulczycki et al in [6]. They show that when f is surjective, almost
specification property ⇒ asymptotic average shadowing property ⇒ average shadowing
property. In particular, we show in the last section that specification property indicates
that f is surjective, and it’s showed in [10] that specification property ⇒ almost specifi-
cation property, thus our property is weaker than specification. Since there are various
systems such as the β-shift with almost specification property [10] and time-t map of
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Axiom A flows with specification which maybe does not satisfy Bowen’s specification
property [14], we can apply our results to these systems.
By the way, Thompson pointed out in [13, 14] that for systems with (almost) spec-
ification property, irregular set is either empty or shares the same topological entropy
(pressure) with the whole space. The cases of average shadowing property are under our
consideration recently.
We denote by Vf(x) the set of accumulation measures of time averages
δ(x)N =
1
N
N−1∑
j=0
δfj(x)
where δ(x) denote the Dirac measure at x. Now we state our main theorem.
Theorem 1.1. If M is compact metric space and f : M → M is a continuous map
with average shadowing property, then for every non-empty connected compact set V ⊆
Minv(f), there exists a point y ∈M such that
V = Vf(y).
Moreover, the set MV = {y ∈M : Vf(y) = V } is dense in ∆V =
⋃
ν∈V supp(ν).
A point x ∈ M is called a generic point for an f -invariant measure ν if, for any ϕ ∈
C0(M,R), the limit limn→∞
1
n
∑n−1
i=0 ϕ(f
ix) exists and equal to
∫
ϕdν. Setting V = {ν}
in the above theorem, the following result holds.
Corollary 1.2. Every f -invariant measure ν has generic points, and such points are
dense in supp(ν).
In a Baire space, a set is residual if it contains a countable intersection of dense open
sets. We have
Corollary 1.3. If ∆max =
⋃
ν∈Minv(f)
supp(ν) coincides with M , then Mmax = {y :
Vf(y) =Minv(f)} is residual in M .
Let C0(M,R) be the set of all continuous functions on the metric space M . ∀ϕ ∈
C0(M,R), define the irregular set for ϕ as
Iϕ := {x ∈M : lim
n→∞
1
n
n−1∑
i=0
ϕ(f i(x)) does not exist}.
We have
Corollary 1.4. If ∆max coincides with M , then either Iϕ = ∅ or is residual in M .
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With the relations between several properties showed in [6], we have
Corollary 1.5. For compact topological systems with f surjective, if f satisfies one of
the following properties, all above conclusions hold:
(1) f has almost specification property;
(2) f has asymptotic average shadowing property.
Indeed, from [6], we have (1) ⇒ (2) ⇒ average shadowing property so that this
corollary follows from above conclusions. In particular, we have
Corollary 1.6. For systems with specification property, all above conclusions hold and
can be stated more better:
(1) the set MV = {y ∈M : Vf(y) = V } is dense in M ;
(2) Every f -invariant measure ν has generic points, and such points are dense in M ;
(3) Mmax is residual in M .
(4) ∀ϕ ∈ C0(M,R), Iϕ = ∅ or is residual in M .
Remark 1.7. Sigmund had proved (1)(2)(3) of Corollary 1.6 in [4] when the system satisfies
Bowen’s specification. Here we do not require the shadowing being periodic.
Remark 1.8. For systems with specification property, main result in [7] by Li et al is that
the irregular set Iϕ is either empty or residual. Here it is case (4) of Corollary 1.6 which
can simply deduced from case (3). Moreover, Corollary 1.4 generalizes this result to a
larger class of topological dynamical systems.
Detailed proof of Theorem 1.1, Corollary 1.3, 1.4 and 1.6 will be given in section 3, 4,
5 respectively.
2 Basic Lemma
Given a finite subset F ⊆ C0(M,R), we denote
‖F‖ = max{‖ξ‖ : ξ ∈ F},
where ‖ξ‖ = max{|ξ(x)| : x ∈M}. We then need the following useful lemma [8].
Lemma 2.1. Suppose that f : M → M is a continuous map on a compact metric space
and ν is an f -invariant measure. Then for any number γ > 0, any finite subset F ⊆
C0(M,R) and any set ∆ ⊆ M with ν(∆) > (1 + (γ/16‖F‖))−1, there is a measurable
partition {Rj}
b
j=1 of ∆(b ∈ Z), such that for any xj ∈ Rj, there exists a positive integer
T such that, for any integer Tj ≥ T (1 ≤ j ≤ b) and any ξ ∈ F ,
|
∫
ξ(x)dν −
b∑
j=1
θj
1
Tj
Tj−1∑
h=0
ξ(fh(xj))| < γ, (2.1)
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for any θj > 0 satisfying
|θj −
ν(Rj)
ν(∆)
| <
γ
2b‖F‖
, 1 ≤ j ≤ b, and
b∑
j=1
θj = 1.
This lemma relies mainly on Birkhoff ergodic theorem and ergodic decomposition
theorem. In this paper, we choose each Tj = T and ∆ =M and rewrite (2.1) as:
|
∫
ξ(x)dν −
b∑
j=1
θj
T
T−1∑
h=0
ξ(fh(xj))| < γ.
To construct the orbit segments approximating the measure considered, we expect the
weights θj be rational. Thus we substitute each θj by some rational number like this: For
γ, F and b, we choose an integer S ∈ N such that 0 < 1/S < min{ γ
4b‖F‖
,
ν(Rj)
2
}. Then
there exist integer s1, s2, · · · , sb satisfying
sj
S
≤ ν(Rj) <
sj+1
S
. Taking sj = sj or sj + 1
such that S =
∑b
j=1 sj and θj =
sj
S
, in view of the above lemma, we then have
|
∫
ξ(x)dν − Σbj=1
sj
ST
T−1∑
h=0
ξ(fh(xj))| < γ for any ξ ∈ F.
Thus we obtain some pseudo-orbit whose time average of Dirac measure lies in the
(ξ, γ)-neighbourhood of the f -invariant measure ν, which offer an approximation to some
extent. More precisely, we give the following proposition.
Proposition 2.2. Let ν be an f -invariant measure, then for any number γ > 0, there
exists T > 0, S ∈ N and orbit segment (zj, fzj , · · · , f
T−1zj)
S
j=1 satisfying that: ∀ξ ∈ F ,
|
∫
ξ(x)dν − ΣSj=1
1
ST
T−1∑
h=0
ξ(fh(zj))| < γ.
Proof. Applying lemma 2.1 and set z1 = · · · = zs1 = x1, zs1+1 = · · · = zs1+s2 =
x2, · · · , z∑b−1
h=1
sh+1
= · · · = zS = xb.
3 Proof of Main Theorem
If {ϕj}
∞
j=1 is a dense subset of C
0(M,R), then
d(ν,m) = Σ∞j=1
|
∫
ϕjdν −
∫
ϕjdm|
2j‖ϕj‖
defines a metric onM(M) giving the weak∗ topology(see [15]), whereM(M) denotes the
set of Borel probability measures on M .
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We can assume {ϕj}
∞
j=1 satisfies that ‖ϕj‖ ≤ 1, and |ϕj(x)− ϕj(y)| ≤ d(x, y), ∀x, y ∈
M and j ∈ N. In fact, due to Stone-Weierstrass theorem, since M is a compact metric
space, we have that the space of all Lipschitz functions onM is dense in the Banach space
of C0(M,R) (for example, see [5]). Therefore, we can choose each ϕj to be Lipschitz in
the definition of metric onM(M). Denote Lj the corresponding Lipschitz constant of ϕj
and define ϕ˜j =
ϕj
Lj+‖ϕj‖
. Then we see clearly that the norm and Lipschitz constant of
each ϕ˜j is controlled by 1, i.e. ‖ϕ˜j‖ ≤ 1, and |ϕ˜j(x) − ϕ˜j(y)| ≤ d(x, y), ∀x, y ∈ M and
j ∈ N. If one use {ϕ˜j}j∈N to define the metric d˜(ν,m) onM(f). Then d˜(ν,m) = d(ν,m).
In other words,
νi → ν ⇔
∫
ϕjdνi →
∫
ϕjdν, ∀ j ⇔
∫
ϕ˜jdνi →
∫
ϕ˜jdν, ∀ j.
For brevity, we suppose {ϕj}j∈N with norm and Lipschitz constant less than 1.
It is well known that Minv(f) is a compact metric subspace of M(M). For any non-
empty connected compact set V ⊆ Minv(f), there exists a sequence of open balls Bn in
Minv(f) with radius ζn in the metric d such that the following holds [4]:
(a) Bn
⋂
Bn+1
⋂
V 6= ∅.
(b)
⋂∞
N=1
⋃
n≥NBn = V .
(c) limn→∞ ζn = 0.
Since Bn is open, by (a) we can take a Yn ∈ Bn
⋂
V for each n. For non-empty,
compact and connected subset V ⊆Minv(f), we have to show that there exists a y ∈M
such that V = Vf (y). Now we set our proof in four steps:
Step1. Construction of orbit segments and selection of average-shadowing point.
For γn = 2
−n and a finite set Fn = {ϕj}
n
j=1 ⊆ {ϕj}
∞
j=1, by Proposition 2.2, there exists
Tn > 0, Sn ∈ N and orbit segments {z
n
j , fz
n
j , · · · , f
Tn−1znj }
Sn
j=1 satisfying
|
∫
ξ(x)dYn −
1
SnTn
Sn∑
j=1
Tn−1∑
h=0
ξ(fh(znj ))| < 2
−n (3.2)
for all ξ ∈ Fn.
Furthermore, we can suppose that Sn ≥ 2Sn−1, Tn ≥ 2Tn−1, ∀n ≥ 1. Denote pn = SnTn
and define
a0 = b0 = 0,
an = bn−1 + 1,
bn = an +Nnpn,
where Nn = 2
n(an + pn+1), n ≥ 1. Then we construct the orbit segments as follows:
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For l ∈ N, there exists n ∈ N, r ∈ N, q ∈ N such that l = an + rpn + (j − 1)Tn + q,
where 0 ≤ r < Nn, 1 ≤ j ≤ Sn, 0 ≤ q < Tn, therefore, we define xl = f
q(znj ) and get a
pseudo-orbit {xl}l∈N. Now we prove the following important lemma:
Lemma 3.1. ∀δ > 0, {xl}l∈N is a δ-average-pseudo-orbit.
Proof. ∀δ > 0, we need to find a positive integer N = N(δ) such that for all n ≥ N
and k ∈ N,
1
n
n−1∑
i=0
d(f(xi+k), xi+k+1) < δ.
When saying a gap between xn and xn+1, we mean that d(f(xn), xn+1) > 0, and the size
of the gap between xn and xn+1 is defined as d(f(xn), xn+1). Then we can easily see that
most of the pseudo-orbit are built of real orbit segments while only NnSn gaps occur
between segment from an to bn. Now suppose k locates in [au, bu] and n + k locates in
[av, bv], where u ∈ N, v ∈ N and 1 ≤ u ≤ v. We first observe a fact that ∀n ∈ N, the
average gap of the orbit segment between [an, bn] should be no greater than D/Tn, where
D is the diameter of M .
Proof of the fact. Consider orbit segment {xi}
an+d
i=an
, where d = rpn + (j − 1)Tn + q,
where 0 ≤ r < Nn, 1 ≤ j ≤ Sn, 0 ≤ q < Tn. So the average gap of this orbit segment
should be no greater than rSnD+(j−1)D
rSnTn+(j−1)Tn+q
, which is smaller than D/Tn. 
For convenience, we denote Cn = D/Tn. Assume that
k = au + r1pu + (j1 − 1)Tu + q1, where 0 ≤ r1 < Nu, 1 ≤ j1 ≤ Su, 0 ≤ q1 < Tu.
and
n+ k = av + r2pv + (j2 − 1)Tv + q2, where 0 ≤ r2 < Nv, 1 ≤ j2 ≤ Sv, 0 ≤ q2 < Tv,
Denote A = 1
n
∑n−1
i=0 d(f(xi+k), xi+k+1), i.e. the average gap between k and n+ k. We
now give estimation on A, and thus get the number N(δ) we need.
Case 1: v = u.
As showed above, A ≤ D/Tv. Recall that Tn ≥ 2Tn−1, thus if we choose v such that
D
Tv
≤
D
2v−1T1
≤ δ,
we get v ≥ log2(D/δT1) + 1.
Case 2: v = u+ 1.
Denote αu = (Nu − r1)SuTu − (j1 − 1)Tu − q1 and βv = r2SvTv + (j2 − 1)Tv + q2.
Then
A ≤
Cuαu + Cvβv
αu + βv
≤ max{Cu, Cv} = Cu.
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So Cu = Cv−1 = D/Tv−1 ≤ δ gives v ≥ log2(D/δT1) + 2.
Case 3: v ≥ u+ 2.
A ≤
Cuαu +
∑v−1
i=u+1CiNiSiTi + Cvβv
αu +
∑v−1
i=u+1NiSiTi + βv
.
Since
Cuαu +
∑v−1
i=u+1CiNiSiTi
αu +
∑v−1
i=u+1NiSiTi
≥ Cv−1 > Cv,
we have
A ≤
Cuαu +
∑v−1
i=u+1CiNiSiTi
αu +
∑v−1
i=u+1NiSiTi
≤
∑v−1
i=u CiNiSiTi∑v−1
i=u+1NiSiTi
≤
v−1∑
i=u
DNiSi
Nv−1Sv−1Tv−1
≤
(v − 1)DNv−1Sv−1
Nv−1Sv−1Tv−1
=
v − 1
Tv−1
D
≤
v − 1
2v−2
·
D
T1
≤ 2−
v
2
+2 ·
D
T1
.
Since v ≥ u+ 2 ≥ 2, the last inequality holds. Let 2−
v
2
+2 · D
T1
≤ δ, and we get
v ≥ 2log2(D/δT1) + 4.
In conclusion, we choose
vmax = max{[log2(D/δT1)] + 1, [log2(D/δT1)] + 2, 2[log2(D/δT1)] + 4}
and N(δ) = avmax . We then see that for all n > N(δ) and k ∈ N,
1
n
n−1∑
i=0
d(f(xi+k), xi+k+1) < δ.
Thus if we choose ǫm = 2
−m, then ∃ δm > 0 such that for every δm-average-orbit
{x′l}l∈N, we can find a ǫm-average-shadowing point y
′
m. In particular, by the lemma above,
{xl}l∈N is a δm-average-orbit, so we can find the corresponding ǫm-average-shadowing point
8
ym. Since M is compact, we can find a subsequence ymk which converges to y as k →∞.
We go on to show that y is exactly the point we need, i.e. V = Vf (y).
Step 2. Verifying V ⊆ Vf(y).
Let ν ∈ V be given. By (b) and (c) there exists an sequence nk →∞ such that
Ynk → ν. (3.3)
Let ξ ∈ {ϕj}
∞
j=1 =
⋃
n≥1 Fn be given. Then there is an integer nξ > 0 such that ξ ∈ Fn
for any n ≥ nξ. Denote by ωξ(γ) the oscillation maxd(y,z)<γ |ξ(y) − ξ(z)| and by νn the
measure δ(y)bn = 1
bn
∑bn−1
j=0 δfj(y), then∫
ξ(x)dνn =
1
bn
bn−1∑
j=0
ξ(f j(y)).
Remark that if A is a finite subset of N,
|
1
#A
∑
j∈A
ϕ(f jx)−
1
maxA
maxA∑
j=1
ϕ(f j(x)| ≤
2(maxA−#A)
maxA
‖ϕ‖ ≤
2(maxA−#A)
#A
‖ϕ‖,
(3.4)
for any x ∈M and ϕ ∈ C0(M,R), where #A denote the cardinality of the set A.
Inequality (3.3) with
An =
Nn⋃
r=1
Sn⋃
j=1
[an + (r − 1)pn + (j − 1)Tn, an + (r − 1)pn + jTn)
implies that
|
1
NnSnTn
∑
j∈An
ξ(xj)−
1
bn
bn−1∑
j=0
ξ(xj)| ≤
2
∑n−1
i=1 NiSiTi
NnSnTn
‖ξ‖.
Recall that Sn ≥ 2Sn−1, Tn ≥ 2Tn−1, Nn = 2
n(an + pn+1), then we have
|
1
NnSnTn
∑
j∈An
ξ(xj)−
1
bn
bn−1∑
j=0
ξ(xj)| ≤
2(n− 1)Nn−1Sn−1Tn−1
NnSnTn
‖ξ‖
≤
(n− 1)(an−1 + pn)
4(an + pn+1)
≤
n− 1
4
·
1
2n−1
≤ 2−
n
2
+1 for n ≥ 2. (3.5)
We now give estiomation on |
∫
ξ(x)dYn −
∫
ξ(x)dνn|. The triangle inequality shows
that
|
∫
ξ(x)dYn −
∫
ξ(x)dνn| ≤ I + II + III,
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where
I = |
∫
ξ(x)dYn −
1
SnTn
Sn∑
j=1
Tn−1∑
h=0
ξ(fh(znj ))|
II = |
1
SnTn
Sn∑
j=1
Tn−1∑
h=0
ξ(fh(znj ))−
1
bn
bn−1∑
i=0
ξ(xi)|
III =
1
bn
bn−1∑
i=0
|ξ(xi)− ξ(f
i(y))|.
By (3.1), I ≤ 2−n for n ≥ nξ. For II, by the definition of xi (see step 1), we see that
1
SnTn
Sn∑
j=1
Tn−1∑
h=0
ξ(fh(znj )) =
1
NnSnTn
∑
j∈An
ξ(xj),
this together with (3.4) give that II ≤ 2−
n
2
+1 for n large enough. As for III, obviously
III ≤ IV + V , where
IV =
1
bn
bn−1∑
i=0
|ξ(xi)− ξ(f
i(ymk))|, V =
1
bn
bn−1∑
i=0
|ξ(f i(ymk))− ξ(f
i(y))|.
Since ξ has Lipschitz constant bounded by 1, we have
IV ≤
1
bn
bn−1∑
i=0
d(xi, f
i(ymk)).
Since the orbit of ymk 2
−mk-shadows {xi}i∈N in average, we have
lim sup
l→∞
1
l
l−1∑
i=0
d(xi, f
i(ymk)) < 2
−mk .
So there exist a N ∈ N such that for n > N , we have 1
bn
∑bn−1
i=0 d(xi, f
i(ymk)) ≤ 2
−mk .
Choosing mk ≥ n, we then have IV ≤ 2
−n. Consider V and a fixed n. Since ymk → y as
k →∞, and f is continuous, we choosemk large enough to ensure that d(f
i(ymk), f
i(y)) <
δ, ∀ 0 ≤ i ≤ bn−1. Here, δ is the number guaranteeing ωξ(δ) < 2
−n since ξ is continuous.
Thus we see that V ≤ 2−n. After all, for n large enough, we have III ≤ 2−n+2−n = 2−n+1.
In conclusion, we see that for n ≥ nξ large enough,
|
∫
ξdYn −
∫
ξdνn| ≤ 2
−n + 2−
n
2
+1 + 2−n+1, (3.6)
which goes to 0 as n → ∞. This together with (3.2) imply that νnk → ν and thus
ν ∈ Vf (y). Therefore, V ⊆ Vf(y).
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Remark 3.2. In the case of specification, there is a good approximation between orbit
segment and shadowing orbit at every point. While in our case, estimations grow much
complicated since average shadowing property informs little about the pointwise distance.
Thus we choose ϕj to be Lipschitz continuous and deal with this problem integrally. Then
we give the estimation between average-pseudo-orbit and the subtly constructed orbit
through some intermediate average-shadowing-point, which arrives our goal.
Step 3. Verifying Vf(y) ⊆ V .
Let ν ∈ Vf(y) be given. There exists a sequence nk → ∞ such that δ(y)
nk → ν. For
fixed nk, suppose nk locate in [an, bn] and nk = an + t. More precisely, we suppose that
t = r3pn + (j3 − 1)Tn + q3, where 0 ≤ r3 < Nn, 1 ≤ j3 ≤ Sn, 0 ≤ q3 < Tn. Set α =
t
nk
,
ρnk = (1− α)Yn−1 + αYn, we then have∫
ξdνnk =
1
nk
nk−1∑
j=0
ξ(f j(y))
= (1− α)
1
bn−1
bn−1−1∑
j=0
ξ(f j(y)) + α ·
1
t
nk−1∑
i=an
ξ(f j(y)).
For the second term, as discussed in (3.3), we have
α|
1
t
nk−1∑
j=an
ξ(f j(y))−
1
r3pn
an+r3pn−1∑
j=an
ξ(f j(y))| ≤ α ·
2[(j3 − 1)Tn + q3]
t
‖ξ‖
=
2[(j3 − 1)Tn + q3]
nk
≤
2pn
Nn−1pn−1
≤ 2−n+2.
By definition of xj , we have
1
r3pn
an+r3pn−1∑
j=an
ξ(f j(y)) =
1
Nnpn
∑
j∈An
ξ(f j(y)).
This together with (3.4) and (3.5) show that
|
∫
ξdνnk −
∫
ξdρnk |
≤ (1− α)|
1
bn−1
bn−1−1∑
j=0
ξ(f j(y))−
∫
ξdYn−1|
+ α|
1
t
nk−1∑
i=an
ξ(f j(y))−
1
r3pn
an+r3pn−1∑
j=an
ξ(f j(y))|+ α|
1
r3pn
an+r3pn−1∑
j=an
ξ(f j(y))−
∫
ξdYn|
≤ (1− α) · (2−n+1 + 2−
n−1
2
+1 + 2−n+2) + 2−n+2 + α · (2−n + 2−
n
2
+1 + 2−n+1)
11
for k large enough such that nk ≫ nξ. When nk →∞, since nk = an+ t, we have n→∞,
then the right side goes to zero. Thus ρnk has the same limit as δ(y)
nk , i.e. ν.
On the other hand, the limit of ρnk has to be in V , since
d(ρnk , V ) ≤ d(ρnk , Yn) ≤ d(Yn−1, Yn) ≤ 2ζn−1 + 2ζn and ζn → 0 as n → ∞. Hence,
ν ∈ V .
Step 4. Verifying that MV is dense in ∆V .
For x ∈ ∆V =
⋃
ν∈V supp(ν), there exist a ν ∈ V such that for any neighborhood
U of x, ν(U) > 0. In view of the previous proof, we see that there exists a y ∈ MV
such that Vf(y) = V . For such y, there exists a subsequence {nk}k∈N of N such that
limk→∞
1
nk
∑nk−1
j=0 δfj(y) = ν. Since U is open, lim infnk→∞
1
nk
∑nk−1
j=0 δfj(y)(U) ≥ ν(U) > 0
(see [15]). Then we see that the orbit of y pass U , say fk(y) ∈ U . Since MV is f-invariant,
fk(y) ∈MV . Therefore, MV is dense in ∆V .
4 Proof of Corollary 1.3
When ∆max coincides with M , we only need to show that Mmax contains a dense Gδ-set.
SinceMinv(f) is compact and convex, we can find open balls Bn, Cn inM(M) such that:
(a) Bn ⊂ Bn ⊂ Cn;
(b) diamCn → 0;
(c) Bn ∩Minv(f) 6= ∅;
(d) each point of Minv(f) lies in infinitely many Bn.
Put
P (Cn) = {y ∈M : Vf(y) ∩ Cn 6= ∅}, ∀n ≥ 1.
It can be verified that the set Mmax = {y : Vf(y) = Minv(f)} is just
⋂
n≥1 P (Cn). Note
that
P (Cn) ⊇ {y ∈M : ∀N0 ∈ N, ∃ N > N0 with δ(y)
N ∈ Bn}
=
∞⋂
N0=1
⋃
N>N0
{y ∈M : δ(y)N ∈ Bn}.
Since y 7→ δ(y)N is continuous(for fixed N), the sets
⋃
N>N0
{y ∈ M : δ(y)N ∈ Bn} are
open. Thus
⋂
n≥1 P (Cn) contains a Gδ-set.
On the other hand, for ν ∈ Bn ∩Minv(f) and ∀x ∈Mmax, there exists a subsequence
nk → ∞ such that
1
nk
∑nk−1
i=0 δf i(x) → ν. So ∀N0 ≥ 1, ∃N > N0 such that δ(y)
N ∈ Bn,
which implies that
⋃
N>N0
{y ∈ M : δ(y)N ∈ Bn} ⊇ Mmax. Setting V = Minv(f)
in step 4 of section 3, we see that Mmax is dense in ∆max = M . Then all open sets⋃
N>N0
{y ∈ M : δ(y)N ∈ Bn} are dense in M. Since M is a Baire space, a countable
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intersection of denseGδ-sets(or dense open sets) is also dense. Hence,
⋂
n≥1 P (Cn) contains
a dense Gδ-set.
5 Proof of Corollary 1.4
Suppose Iϕ 6= ∅ and since Mmax is residual in ∆max, we are left to show that Mmax ⊆ Iϕ.
First of all, we prove that there exists ν1, ν2 ∈Minv(f) such that∫
ϕdν1 6=
∫
ϕdν2.
Since Iϕ 6= ∅, we choose some x ∈ Iϕ, then
1
n
∑n−1
i=0 ϕ(f
i(x)) diverges as n→∞, i.e. there
exist two subsequences lk, mk →∞ such that
lim
lk→∞
1
lk
lk−1∑
i=0
ϕ(f i(x)) = c1, lim
mk→∞
1
mk
mk−1∑
i=0
ϕ(f i(x)) = c2,
where c1 6= c2. Let µk =
1
lk
∑lk−1
i=0 δf i(x) and λk =
1
mk
∑mk−1
i=0 δf i(x), then we choose two
limit points ν1 of µk and ν2 of λk respectively. Obviously, ν1 and ν2 are f -invariant[15],
and
∫
ϕdν1 = c1 6= c2 =
∫
ϕdν2.
Next, for ∀y ∈Mmax, by definition of Mmax, there exist two subsequences dk, ek →∞
such that
δ(y)dk → ν1, δ(y)
ek → ν2,
which imply that
lim
dk→∞
1
dk
dk−1∑
i=0
ϕ(f i(y)) =
∫
ϕdν1, lim
ek→∞
1
ek
ek−1∑
i=0
ϕ(f i(y)) =
∫
ϕdν2.
Since
∫
ϕdν1 6=
∫
ϕdν2, we see that limn→∞
1
n
∑n−1
i=0 ϕ(f
i(y)) does not exist, i.e. y ∈ Iϕ.
6 Proof of Corollary 1.6
Firstly, we prove that Corollary 1.6 holds for systems with specification property. Since
specification⇒ almost specification [10], and f surjective+almost specification property
⇒ average shadowing property [6], we then only need to show that f is surjective.
Recall that from [4, 12] Bowen’s periodic specification ⇒ topologically mixing. Here
we prove that specification also implies topologically mixing. In fact, we need to show
that for any nonempty open set U, V ⊆ M , there exists an integer N such that for any
n > N , one has fn(U) ∩ V 6= ∅. In fact, we first select two points x ∈ U and y ∈ V .
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Since U, V are open, there exists an ǫ > 0 such that B(x, ǫ) ⊆ U and B(y, ǫ) ⊆ V . For
such ǫ, by the specification property, there exists an integer N = m(ǫ) such that for any
n > N , there exists a point z ∈ M such that d(y, z) < ǫ and d(x, fn(z)) < ǫ. Therefore,
z ∈ fn(U) ∩ V , i.e. f is topologically mixing.
Note that topologically mixing implies that the system is surjective. In fact, since
M is compact, so the image f(M) is compact, then as a compact subset of M , f(M) is
also closed. If f(M) 6= M , then M\f(M) is open. By the topological mixing property,
for every open set V ⊆ f(M), there exists an n ≥ 1 such that fn(V ) ∩ (M\f(M)) 6= ∅,
so there exists an x ∈ V such that fn(x) ∈ M\f(M), which is contradicts the fact that
fn(x) = f(fn−1(x)) ∈ f(M).
Secondly, here we point out that for systems with specification, MV can be dense in
M . That is, for ∀z0 ∈ M and any neighbourhood B(z0, δ) of z0, δ > 0, we need to find a
y ∈M such that Vf(y) = V .
We still choose {ϕj}
∞
j=1 as in our present paper in the definition of the metric onM(M)
and the sequence of balls Bn inMinv(f) satisfying (a) (b) (c) in the proof of theorem 1.1.
Let Mn = m(2
−nδ) be defined in the definition of specification. As we have shown that
specification ⇒ average shadowing, we can use theorem 1.1 to find an x ∈MV . We then
choose Yn ∈ Bn ∩V and a sequence of tn > 2
n(Mn−1+Mn) such that d(δ(x)
tn , Yn) < 2
−n,
n ≥ 1. Define pn = tn +Mn−1 and
a0 = b0 = 0,
an = bn−1 +Mn,
bn = an +Nnpn,
where Nn = 2
n(an + tn+1 +Mn+1). For Nn orbit segments of {f
i(x)}tn−1i=0 , by the specifi-
cation property there is a zn ∈M such that
d(fan+rpn+q(zn), f
q(x)) < 2−n+1δ, 0 ≤ r < Nn, 0 ≤ q < tn.
We now inductively find the y ⊆ B(z0, δ) such that Vf (y) = V . For z0 and {f
i(z1)}
N1p1
i=0 ,
by specification, there is a y1 such that
d(f j(z0), f
j(y1)) < 2
−1δ for j = a0 = b0 = 0,
d(f j(z1), f
j(y1))2
−1δ for a1 ≤ j ≤ b1.
There is a y2 such that
d(f j(y1), f
j(y2)) < 2
−2δ for a0 ≤ j ≤ b1,
d(f j(z2), f
j(y2))2
−2δ for a2 ≤ j ≤ b2.
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In general, there is a yn such that
d(f j(yn−1), f
j(yn)) < 2
−nδ for a0 ≤ j ≤ bn−1,
d(f j(zn), f
j(yn))2
−nδ for an ≤ j ≤ bn.
Since d(yn−1, yn) < 2
−nδ, the sequence yn converges to a point y ⊆ B(z0, δ), and one has
d(f j(zn), f
j(y)) ≤
∞∑
j=n
2−jδ ≤ 2−n+1δ.
Now we prove Vf(y) = V . For ξ ∈ {ϕj}
∞
j=1, we have
|
∫
ξ(x)dYn −
∫
ξ(x)dνn|
≤ |
∫
ξ(x)dYn −
1
tn
tn−1∑
i=0
ξ(f i(x))|+ |
1
tn
tn−1∑
i=0
ξ(f i(x))−
1
tn
an+tn−1∑
i=an
ξ(f i(y))|
+ |
1
tn
an+tn−1∑
i=an
ξ(f i(y))−
1
Nnpn
bn−1∑
i=an
ξ(f i(y))|+ |
1
Nnpn
bn−1∑
i=an
ξ(f i(y))−
1
bn
bn−1∑
i=0
ξ(f i(y))|
≤ 2−n + 2−n+2δ +
2NnMn−1
Nntn
‖ξ‖+
2an
Nnpn
‖ξ‖
≤ 2−n + 2−n+2δ + 2−n+1 + 2−n+1,
where νn = δ(y)
bn. Here and the following, we use the fact that ‖ξ‖ ≤ 1. For each ν ∈ V ,
there is a sequence nk such that Ynk → ν as nk →∞. Therefore, νnk → ν, i.e. V ⊆ Vf (y).
On the other hand, for any ν ∈ Vf (y), there is a sequence nk such that δ(y)
nk → ν as
nk →∞. If nk locate in some interval (bn, an+1), then
|
1
nk
nk−1∑
i=0
ξ(f i(y))−
1
bn
bn−1∑
i=0
ξ(f i(y))| ≤
2Mn+1
bn
‖ξ‖ ≤ 2−n+1.
Since νn = δ(y)
bn shares the same limit as Yn ∈ V , we have ν ∈ V . If nk locate in some
interval [an, bn], denote α =
bn−1
nk
and define ρnk = αYn−1 + (1 − α)Yn. We consider two
cases.
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Case 1: nk locate in some interval (an + rpn + tn, an + (r + 1)pn), then we have
|
1
nk
nk−1∑
i=0
ξ(f i(y))−
∫
ξdρnk |
≤ α|
1
bn−1
bn−1−1∑
i=0
ξ(f i(y))−
∫
ξdYn−1|+ (1− α)|
1
nk − bn−1
nk−1∑
i=bn−1
ξ(f i(y))−
∫
ξdYn|
≤ α · 2−n+1 + (1− α)|
1
nk − bn−1
nk−1∑
i=bn−1
ξ(f i(y))−
1
tn
an+tn−1∑
i=an
ξ(f i(y))|
+ (1− α)|
1
tn
an+tn−1∑
i=an
ξ(f i(y))−
∫
ξdYn|
≤ α · 2−n+1 + (1− α)
2(Mn + rMn−1)
Mn + r(tn +Mn−1)
+ (1− α) · 2−n
≤ α · 2−n+1 + (1− α) · 2−n+1 + (1− α) · 2−n.
Then we see that δ(y)nk shares the same limit of ρnk . However,the limit of ρnk has to be
in V , since d(ρnk , V ) ≤ d(ρnk , Yn) ≤ d(Yn−1, Yn) ≤ 2ζn−1 + 2ζn and ζn → 0 as n → ∞.
Hence, ν ∈ V .
Case 2: nk locate in some interval [an + rpn, an + rpn + tn], then we have
|
1
nk
nk−1∑
i=0
ξ(f i(y))−
∫
ξdρnk |
≤ α|
1
bn−1
bn−1−1∑
i=0
ξ(f i(y))−
∫
ξdYn−1|+ (1− α)|
1
nk − bn−1
nk−1∑
i=bn−1
ξ(f i(y))−
∫
ξdYn|
≤ α · 2−n+1 + (1− α)|
1
nk − bn−1
nk−1∑
i=bn−1
ξ(f i(y))−
1
tn
an+tn−1∑
i=an
ξ(f i(y))|
+ (1− α)|
1
tn
an+tn−1∑
i=an
ξ(f i(y))−
∫
ξdYn|
≤ α · 2−n+1 +
2(Mn + rMn−1 + tn)
bn−1 + rtn
+ (1− α) · 2−n
≤ α · 2−n+1 +
2tn
bn−1
+
2(Mn +Mn−1)
tn
+ (1− α) · 2−n
≤ α · 2−n+1 + 2−n+1 + 2−n+1 + (1− α) · 2−n.
Again we see that δ(y)nk shares the same limit of ρnk . Following case 1, we see the limit
of ρnk has to be in V . Thus ν ∈ V .
In summarize, we find a y in any neighborhood of any point z0 ∈M such that Vf(y) =
V , thus MV is dense in M . The other conclusions follow immediately and we omit the
proof here.
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Remark 6.1. Here we use the orbit segment of x ∈ MV to represent the information of
Yn, thus avoid the application of lemma 2.1.
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