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In the present paper a model for the steady-state simulation of fin-and-tube condenser is
developed. The model is based on a finite volume approach that divides each tube into
small elemental volumes where mass, momentum and energy conservation equations are
solved using the effectiveness-NTU method and with appropriate correlations for void
fraction, friction factor and heat transfer coefficient calculation. The model is validated
against experimental data on two small condensers finding that the calculated heat
transfer rate and refrigerant-side pressure drop agree within 5%± and 21%± respectively to
the experimental values. The model is then used to numerically analyse the impact of
different circuit arrangements on the condenser heat transfer rate, refrigerant-side pres-
sure drop and refrigerant charge.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Fin-and-tube heat exchangers are widely used in air-conditioning and refrigeration system both as evaporators and/or
condensers. The design of such heat exchangers is generally aimed at finding the best compromise among heat transfer rate,
pumping power and manufacturing cost. Optimisation of heat exchanger design is a complex process since the number of
parameters that may be varied is very high (e.g. tube diameter, length and internal shape, number of tubes and rows, and fin
pitch and shape) and the general finding that the increase of heat transfer area is always beneficial since it leads to an
increase of heat exchanger performance may not be true if the pressure drop and related pumping power or the total
manufacturing costs are considered. Moreover, if installation or space constraints are introduced, the heat exchanger di-
mensions may be hardly varied and component optimisation requires that circuit arrangement has to be considered.
In the last few decades, many simulation tools have been developed and validated to predict finned condenser perfor-
mance accounting for circuit arrangement [2,3,8,19,16,22,7,29] and genetic algorithm methods to optimise the refrigerant
circuit arrangement are proposed [9,28]. However, when the problem of circuitry optimisation is addressed, generally the
maximum heat exchanger capacity [9,28], the minimum heat transfer surface under the same heat transfer rate [28] or the
minimum entropy production [29] are sought without providing any information about refrigerant-side pressure drop or
refrigerant charge.
Therefore, in this paper a simulation tool for the prediction of fin-and-tube condenser performance is developed and
validated and it is then used to analyse the influence of circuit arrangement on condenser heat transfer rate, refrigerant-side
pressure drop and refrigerant charge.er Ltd. This is an open access article under the CC BY-NC-ND license
.
inaroli).
Nomenclature
A area (m2)
cP isobaric specific heat (J kg K1 1− − )
d diameter (m)
f friction factor (dimensionless)
G mass flux (kg m s2 1− − )
g gravitational constant (m s 2− )
h enthalpy (J kg 1− ) or heat transfer coefficient
(Wm K2 1− − )
k thermal conductivity (Wm K1 1− − )
l length (m)
ṁ mass flow rate (kg s 1− )
M mass (kg)
NTU number of transfer units (dimensionless)
p pressure (Pa) or pitch (m)
Q̇ heat transfer rate (W)
R thermal resistance (m KW2 1− )
T temperature (K)
t thickness (m)
U overall heat transfer coefficient (Wm K2 1− − )
v velocity (m s 1− )
x quality (dimensionless)
ε effectiveness (dimensionless)
η efficiency (dimensionless)
θ angle (rad)
ξ void fraction (dimensionless)
ρ density (kg m 3− )
s contraction ratio of cross-sectional area
(dimensionless)
ACC acceleration
AIR air
AVE average
CONT contact
ELE elemental volume
EXT external
FIN fin
FOU fouling
FRIC friction
GRAV gravitation
IN inlet
INT internal
LIQ liquid
MIN minimum
OUT outlet
REF refrigerant
TOT total
TUB tube
VAP vapour
W wall
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The model of the fin-and-tube condenser is developed using a finite volume approach. The generic heat exchanger (Fig. 1(a))
is divided into small, tube-centered elemental volumes (Fig. 1(b)) and a unique referential code is assigned to each of them. The
referential code is composed by three numbers where the first one identifies the tube under analysis in a given row, the second
one refers to the row under consideration and the third one identifies the elemental volume as shown in Fig. 1(b). The shape of
the elemental volumes changes according to tubes’ arrangement, being a rectangular cuboid for in-line arrangement and a
hexagonal prism for staggered one as shown in Fig. 2.
The mass, momentum and energy equations are applied to each elemental volume and solved introducing the following
assumptions:Air In Air Out
Ref In
Ref In
Ref Out
(1,R,1)(1,2,1)(1,1,1)
(2,1,1)
(3,1,1)
(T,R,1)(T,1,1)
(1,1,1)
(1,1,V)
Air In
Air In
Air In
Air In
Air In
Air Out
Air Out Air Out
Air Out
Air Out
(1,R,1)
(1,R,V)
Fig. 1. Fin-and-tube condenser (a) and volume discretization (b) (T ¼ number of tubes per row, R ¼ number of rows and V ¼ number of sub-volumes per
tube.)
Air AirAir Air
(i,j,k)(i,j-1,k) (i,j+1,k)
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
Air
(i,j,k)
(i,j-1,k) (i,j+1,k)
(i+1,j-1,k) (i+1,j+1,k)
Fig. 2. Shape of elemental volume for in-line (a) and staggered (b) tube arrangements.
C.M. Joppolo et al. / Case Studies in Thermal Engineering 6 (2015) 136–1461381. The fin-and-tube condenser operates in a steady-state regime.
2. Phase change occurs when bulk enthalpy reaches saturated enthalpy at given pressure (i.e., no superheated
condensation).
3. Kinetic and potential energy are negligible.
4. Axial heat conduction through tube thickness is negligible.
5. Radiation heat transfer with the surrounding is negligible.
6. Return bends, joints, splits and headers are adiabatic.
7. Refrigerant and air properties are constant at the elemental volume level.
Refrigerant-side and air-side mass, momentum and energy equations applied to each elemental volume are detailed in
next sections.2.1. Refrigerant-side equations
The refrigerant-side mass, momentum and energy equations applied to each elemental volume are the following (see
Fig. 3 for symbols):
m m 1REF i j k REF i j k, , , , , , 1̇ = ̇ ( )( ) ( + )
p p p p p 2REF i j k REF i j k REF FRIC i j k REF GRAV i j k REF ACC i j k, , , , , , 1 , , , , , , , , , , , ,Δ Δ Δ= + + + ( )( ) ( + ) ( ) ( ) ( )
m h Q m h 3REF i j k REF i j k i j k REF i j k REF i j k, , , , , , , , , , , 1 , , , 1̇ = ̇ + ̇ ( )( ) ( ) ( ) ( + ) ( + )
(Eqs. (1)–3) are general and apply either during single-phase flow (desuperheating or subcooling of the refrigerant) or
during two-phase flow (refrigerant condensation) with the noteworthy difference that during two-phase flow, momentum
(Eq. (2)) and energy (Eq. (3)) equations have to be solved together since the refrigerant pressure drop induces a saturation
temperature drop which, in turn, influences heat transfer rate (see Section 2.3).
The friction, gravitation and acceleration contribution to refrigerant-side pressure drop are calculated as follows:mREF(i,j,k), pREF(i,j,k), TREF(i,j,k), hREF(i,j,k)
mREF(i,j,k+1), pREF(i,j,k+1), TREF(i,j,k+1), hREF(i,j,k+1)
mAIR(i,j,k)
pAIR(i,j,k)
TAIR(i,j,k)
hAIR(i,j,k)
mAIR(i,j+1,k)
pAIR(i,j+1,k)
TAIR(i,j+1,k)
hAIR(i,j+1,k)
Fig. 3. Generic tube elemental volume with refrigerant and air parameters.
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During single-phase flow, acceleration term is neglected and Blasius's correlation [21] is used to estimate friction factor
for smooth tubes whereas Afroz and Miyara [1] correlation is used for microfin ones. On the other hand, during two-phase
flow the most recent flow pattern based model for smooth tube proposed by Quibén and Thome [20] or the formulation
proposed by Cavallini et al. [4] for microfin tube are used.
Finally, for each element the refrigerant charge is computed according to the following equation:
M
d
l1
4 7REF i j k i j k VAP i j k LIQ
INT TUB
ELE i j k, , , , , , ,
,
2
, , ,( )ξ ρ ξ ρ π= [ + − ] ( )( ) ( ) ( ) ( )
where the liquid and vapour density are taken at the average saturation conditions during two-phase flow and at the
average inlet–outlet element conditions during single-phase one. Void fraction is estimated using the logarithmic mean void
fraction model proposed by El Hajal et al. [10].
2.2. Air-side equations
For air-side, a distinction between in-line tube arrangement and staggered tube arrangement has to be introduced in
developing mass and energy equations. Indeed, the shape of the elemental volumes changes according to tubes arrange-
ment as shown in Fig. 2 and, consequently, the mass flow rate and the enthalpy of air entering in any elemental volume can
be either the same as those that flow out of the preceding one, as in the in-line arrangement, or the result of a mixing
process between the two flows that flow out of the preceding elemental volumes, as in the staggered arrangement.
Therefore, for in-line arrangement mass and energy equations are
m m 8AIR i j k AIR i j k, , , , , 1,̇ = ̇ ( )( ) ( + )
m h Q m h 9AIR i j k AIR i j k i j k AIR i j k AIR i j k, , , , , , , , , , 1, , , 1,̇ + ̇ = ̇ ( )( ) ( ) ( ) ( + ) ( + )
Whereas for staggered arrangement the mass and energy equations become
m m m 10AIR i j k AIR i j k AIR i j k
1
2 , , , , 1, , , , 1,
( ̇ + ̇ ) = ̇ ( )( ) ( − ) ( + )
m h m h Q m h 11AIR i j k AIR i j k AIR i j k AIR i j k i j k AIR i j k AIR i j k
1
2 , , , , , , , 1, , , 1, , , , , , 1, , , 1,
( ̇ + ̇ ) + ̇ = ̇ ( )( ) ( ) ( − ) ( − ) ( ) ( + ) ( + )
Concerning momentum equation, in the air-side the influence of pressure variation on heat transfer rate is negligible
since the fluid does not undergo a phase change. Consequently, the momentum equation is solved separately from the
energy equation and only the whole pressure drop at condenser scale, rather than the one at elemental volume scale, is
calculated
p p p 12AIR IN AIR OUT AIR FRIC, , ,Δ= + ( )
The frictional term in Eq. (12) is calculated according to the following formulation [17] and using appropriate correlation
[25,27,24] to estimate the friction factor parameter depending on fin shape and tube arrangement:
⎡
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2.3. Elemental volume heat transfer
In the present model, each elemental volume considers both the tube and the fins associated to its length, as shown in
Fig. 3, and is analysed as an independent cross-flow heat exchanger where the air is the unmixed stream and the refrigerant
is the mixed one. The heat transfer rate between refrigerant and air is calculated using the NTUε − method:
Q mc T T 14i j k i j k P MIN i j k REF i j k AIR i j k, , , , , , , , , , , , ,ε̇ = ( ̇ ) ( − ) ( )( ) ( ) ( ) ( ) ( )
where the effectiveness is calculated using specific formulation for single-phase and two-phase flow [11] and NTU i j k, ,( ) is
calculated according to the following equations:
NTU
UA
mc 15
i j k
i j k
P MIN i j k
, ,
, ,
, , ,
= ( )
( ̇ ) ( )( )
( )
( )
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In Eq. (16) fouling resistances are user supplied parameter, whereas refrigerant-side, wall and air-side thermal re-
sistances are calculated as follows:
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The refrigerant-side convective heat transfer coefficient is calculated using Gnielinski's correlation [13] in the single-
phase flow and using the model proposed by Thome et al. [23] during the condensation regime in smooth tubes whereas the
correlation proposed by Copetti et al. [6] or the model proposed by Cavallini et al. [5] are respectively used during single-
phase flow or condensation in microfin tubes. The air-side convective heat transfer coefficient is calculated using the ap-
propriate correlation depending on fin shape and tube arrangement [25,27,24]. It is worth noting that the velocity of the air
used in the just mentioned correlations is the actual one that depends on air flow rate distribution in the frontal surface.
Since each tube is divided into small elemental volumes, it is therefore possible to account for bi-dimensional air mal-
distribution in the simulation of the fin-and-tube condenser.
In Eq. (14), the refrigerant temperature at elemental volume inlet is considered during the single-phase flow whereas the
average refrigerant saturation temperature at elemental volume inlet–outlet is used during the condensation regime. In the
latter situation, Eq. (14) has to be solved together with Eq. (2) since refrigerant-side pressure drop affects saturation
temperature which, in turn, influences heat transfer rate.
2.4. Circuits splitting and merging
Splitting or merging of single circuits are feasible ways that may be used in condenser design to reduce the refrigerant-
side pressure drop, through circuit mass flow rate reduction, to enhance refrigerant-side heat transfer coefficient, through
circuit mass flow rate increase, or to separate condensing and subcooling area [12].
In the present model, both bend split/merge (Fig. 4(a)) and the header split/merge (Fig. 4(b)) can be handled and the
mass, momentum and energy equations that are introduced to describe them are different depending if a circuit splitting or
a circuit merging is considered. Merging and splitting processes are supposed to be isobaric and the pressure drop caused by
the merging or splitting component is neglected.
Therefore, the following equations apply for the description of a merging component (n is the number of circuits that
merge into one):
m m
20i
n
REF IN i REF OUT
1
, , ,∑ ̇ = ̇
( )=
p p p p 21REF IN REF IN REF IN n REF OUT, ,1 , ,2 , , ,= = ⋯ = = ( )
m h m h
22i
n
REF IN i REF IN i REF OUT REF OUT
1
, , , , , ,∑ ̇ = ̇
( )=
Under the hypotheses previously introduced, the momentum equation for a merging component becomes Eq. (21) where
it is stated that the pressure of the refrigerant at merging component outlet is equal to the pressure of the refrigerant at the
end of each merging circuit (inlet of merging component). This influences the pressure drop of each merging circuit since it
has to be adapted so that the refrigerant pressure at the end of each merging circuit (inlet of merging component) is the
same. In the present model this issue is handled iteratively, imposing the refrigerant mass flow rate in each merging circuit
(an even distribution is used as initial guess value) and solving mass, momentum and energy equations for each of them.
Once each merging circuit is solved, a check on the refrigerant pressure at their end is performed. If all the pressures areAir In Air Out
Ref In
Ref Out
Ref Out
Air In Air Out
Ref In
Ref Out
Fig. 4. Circuit bend splitting (a) and header merging (b) in condenser circuitry.
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solved, otherwise each of the guessed refrigerant mass flow rate is modified introducing a correction coefficient calculated
as the square root of the ratio between the considered circuit pressure drop and the average pressure drop of all merging
circuits [3]. It is worth noting that the same procedure is used on a condenser scale to appropriately distribute refrigerant
mass flow rate between the inlet and the outlet headers.
The splitting component is described through the following equations (m is the number of circuits that split from one
circuit):
m m
23
REF IN
j
m
REF OUT j,
1
, ,∑̇ = ̇
( )=
p p p p 24REF IN REF OUT REF OUT REF OUT m, , ,1 , ,2 , ,= = = ⋯ = ( )
h h h h 25REF IN REF OUT REF OUT REF OUT m, , ,1 , ,2 , ,= = = ⋯ = ( )
For a splitting component a similar issue arises for the refrigerant mass flow rate distribution among the different circuits
that originates from it since, again, the refrigerant mass flow rate that feeds each split circuit is inversely proportional to the
pressure drop of the split circuit. The same procedure used to calculate the refrigerant mass flow rate distribution at the
inlet of a merging component is used to calculate refrigerant mass flow rate distribution at the outlet of a splitting
component.
2.5. Transition element
At the elemental volume level, on the refrigerant-side, it is possible to have a single-phase inlet condition and a two-
phase outlet condition (from superheated vapour to liquid–vapour mixture) or a two-phase inlet condition and a single-
phase outlet one (from liquid–vapour mixture to subcooled liquid). The elemental volume where transition from single-
phase to two-phase or vice versa happens is usually referred to as transition element. In the present model, it is assumed
that the refrigerant properties are constant at the elemental volume level and, moreover, the appropriate correlations for
the calculation of pressure drop and heat transfer coefficient are automatically chosen according to the refrigerant state at
elemental volume inlet. This may lead to an improper handling of transition element which, in turn, may introduce sig-
nificant errors in heat transfer rate and in subcooling calculation [15]. In order to address this issue, different tracking
techniques to locate the phase change boundary are proposed and compared [14] in order to find the best compromise
between accuracy and computational time. In the present paper the technique proposed by Iu et al. [15] is used to account
for transition element.3. Model validation
The model is validated using experimental data of two small fin-and-tube condenser whose geometry is identical except
for the overall number of fins (in the following the condenser with the lowest number of fins is referred to as Condenser A
whereas the condenser with the highest number of fins is referred to as Condenser B). The geometry of both condensers is
provided in Table 1 whereas the circuit arrangement is shown in Fig. 5.
Prior to the model validation, a sensitivity analysis of the condenser heat transfer rate and refrigerant-side pressure drop
on the number of elemental volumes per tube is done. The analysis is carried out only for Condenser B and considering a
refrigerant mass flow rate equal to m 43.4 kg hREF 1̇ = − and an air frontal velocity equal to v 2.9 m sAIR 1= − , which is the
working condition where the condenser heat transfer rate is the maximum one. The number of elemental volumes used to
divide the tube is discretely increased from 1 (meaning that the only elemental volume includes all the fins) to 70 (meaning
that each elemental volume includes one single fin) and the results of condenser heat transfer rate and the refrigerant-side
pressure drop are reported in Fig. 6. It is possible to note that the condenser heat transfer rate increases remarkably first andTable 1
Condenser geometrical parameters.
Tube Fins
Material Aluminium Material Aluminium
Type Smooth Type Plain
Internal diameter
(mm)
6.6 Thickness
(mm)
0.15
External diameter
(mm)
8 PitchA (mm) 3.24
Length (mm) 178 PitchB (mm) 2.54
Transversal pitch (mm) 25.33
Longitudinal pitch
(mm)
19
Air In
Ref In
Air Out
Ref Out
Fig. 5. Circuitry of the condenser used for model validation.
Fig. 6. Sensitivity analysis of the number of the condenser heat transfer rate and refrigerant-side performance to the number of elemental volumes per
tube.
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pressure drop, and that both parameters are within 1%± of the asymptotic value when the number of elemental volumes per
tube is greater than 15. As a result, a number of elemental volumes per tube equal to 20 is chosen to simulate the Condenser
B as a good compromise between simulation accuracy and computation speed. The same analysis is carried out for Con-
denser A finding that 11 elemental volumes per tube are enough to accurately simulate the fin-and-tube condenser.
Three different working conditions for each condenser are available from manufacturer data for fin-and-tube condenser
validation. Test conditions are shown in Table 2 (first line of refrigerant mass flow rate refers to Condenser A whereas the
second line to Condenser B) while tests are carried out in a test rig that imposes uniform distribution both for air velocity
and temperature. Each test is repeated twice and for each test condenser heat transfer rate and refrigerant-side pressure
drop are measured and their value is compared to the one calculated by the model where the refrigerant properties are
calculated using Refprop 9.1 [18]. The results of the comparison are provided in Fig. 7(a) and (b) respectively where a very
good agreement between the experimental and numerical results is shown since the difference among them spans the
range 3.06% to þ4.09% for the condenser heat transfer rate, resulting in a good capability of heat transfer rate prediction,
and in the range -1.40% to þ20.98% for the refrigerant-side pressure drop, resulting in a slight tendency in over-predicting
refrigerant-side pressure drop. Overall, the developed model is considered as a reliable tool to be used to predict condenser
performance varying heat exchanger geometry or working conditions.4. Circuitry analysis
Once the model is validated against experimental data, it is used to analyse the influence of circuit arrangement on
condenser performance. Indeed, as shown in Fig. 5, both condensers are provided with only one refrigerant circuit thatTable 2
Experimental test conditions.
Variable Value
Refrigerant mass flow rate [kg h-1] 28.8, 34.2, 39.3
31.6, 37.8, 43.4
Refrigerant inlet pressure (kPa) 2116
Refrigerant inlet temperature (K) 355.15
Air frontal velocity (m s1) 1.9, 2.4, 2.9
Air inlet temperature (K) 318.15
Fig. 7. Parity plot of the condensers capacity (a) and of the refrigerant-side pressure drop (b).
Air In Air Out
Ref In
Ref Out
Air In
Ref Out
Ref In
Air Out
Air In
Ref Out
Ref In
Air OutAir In
Ref In
Air Out
Air In
Ref In
Air Out Air In
Ref In
Air Out
Ref Out
Air In
Ref Out
Ref In
Air Out
Ref Out
Ref Out
Ref In
Air OutAir In
Ref Out
Fig. 8. Condenser circuitries analysed.
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Fig. 9. Heat transfer rate (a), refrigerant-side pressure drop (b) and refrigerant charge variation (c) with respect to the baseline for each of the circuit
arrangements considered.
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well known that the best flow arrangement in a heat exchanger is the counter-flow one [26] and, furthermore, one single
circuit results in higher refrigerant heat transfer coefficient, that leads to higher condenser heat transfer rate, but also in
high refrigerant-side pressure drop, that leads to high compressor work. Therefore, different circuit arrangements are in-
vestigated with the aim of either increasing the condenser heat transfer rate or reducing refrigerant-side pressure drop
considering several circuit arrangements leading to a mean counter-flow arrangement as shown in Fig. 8. It is worth spe-
cifying that, for the sake of simplicity, simulations are carried out only for Condenser B, that is the condenser with the lower
fin pitch, and considering a refrigerant mass flow rate equal to m 43.4 kg hREF 1̇ = − and an air frontal velocity equal to
v 2.9 m sAIR 1= − , which is the working condition where the condenser heat transfer rate is the maximum one.
The variation of condenser heat transfer rate, refrigerant-side pressure drop and refrigerant charge as a function of circuit
arrangement are shown in Fig. 9(a), (b) and (c) respectively where the values of the baseline arrangement are shown for the
sake of comparison. The results show that the condenser heat transfer rate increases when the circuit arrangement allows
for a mean counter-flow direction between refrigerant and air ( 4.61%+ arrangement (a) versus baseline) whereas it reduces
as the number of circuits increases (arrangements (b)–(h)), although the mean counter-flow arrangement is obtained, since
the increase of the circuits’ number leads to the reduction of the refrigerant mass flow rate flowing in each of them and,
consequently, to the reduction of the convective heat transfer coefficient which, in turn, negatively influences the overall
C.M. Joppolo et al. / Case Studies in Thermal Engineering 6 (2015) 136–146 145condenser heat transfer rate. The use of circuits merging may slightly increase the heat transfer rate provided that the heat
transfer area allocated to the merged circuit is greater than the heat transfer area allocated to each single merging circuit
(compare arrangement (b)–(c) and (d)–(e)).
The refrigerant-side pressure drop is nearly constant (þ1.06%, arrangement (a) versus baseline) or strongly reduces
when the number of circuit increases due to refrigerant mass flow rate reduction, even when circuits’ merging is considered.
In the last situation, an increase of refrigerant-side pressure drop is observed due to the increase of refrigerant mass flow
rate after merging (compare arrangement (b)–(c) and (d)–(e)).
Finally, a general reduction trend of the refrigerant charge trapped inside the condenser with the increase of the number
of circuit is found. This is particularly evident if baseline arrangement is compared to arrangements (b), (d) and
(h) respectively and, with the only exception of arrangement (a), it may be interpreted keeping in mind that the condenser
heat transfer rate reduces as the number of circuits increases. This leads, at the outlet of the condenser, to the reduction of
the refrigerant subcooling or, even more, to a two-phase flow (e.g. this happens for arrangements (d) and (h)) making the
condenser mean void fraction progressively to increase since its internal volume becomes “less filled” with refrigerant in the
liquid state and “more filled” with refrigerant in the vapour state. Since the vapour density is lower than the liquid one, the
overall refrigerant charge reduces. The analysis of refrigerant charge for arrangement (a) is more tricky since an increase of
condenser heat transfer rate equal to 4.61%+ but a reduction of refrigerant charge equal to 7.56%− are found. This trend is
not trivial since the increase of condenser heat transfer rate found for arrangement (a) arises from an increase of refrigerant
subcooling and condenser outlet. Since the refrigerant is in liquid state, the refrigerant charge is expected to be higher.
However, a closer inspection of condenser working conditions reveals that vapour desuperheating requires, in the baseline
arrangement, the first nine tubes whereas in the arrangement (a) 12 tubes (the last two rows) are needed due to lower
refrigerant-to-air temperature difference. Moreover, although the overall area needed for full condensation is lower for
arrangement (a) than for baseline arrangement (52 tubes versus 57), the average void fraction in the two-phase area is
greater in the former arrangement since, again, the refrigerant-to-air temperature difference is strongly reduced at the
beginning of the condensation process. Indeed, due to counter-flow arrangement, for a quality variation from 1 to 0.6 (void
fraction from 1 to 0.9) 30 tubes are needed in arrangement (a) and 25 tubes in baseline arrangement, making in the former
situation the great part of the condensation area filled with a high void fraction two-phase mixture. As a result, compared to
baseline, the arrangement (a) is filled with refrigerant whose density is generally closer to the vapour one (36 tubes versus
31) making the mass trapped in the condenser lower. As a result, the condenser heat transfer rate per unit of refrigerant
mass passes from 9.41 W g1 in the baseline arrangement to 10.65 W g1 in (a) arrangement, resulting in a substantial
improvement in condenser performance.5. Conclusions
In the present paper a model for the simulation of fin-and-tube condenser has been developed. The model is based on a
finite volume approach that divides each tube in small elemental volumes where mass, momentum and energy equations
are solved using the effectiveness-NTU method and with the help of the most updated correlations for void fraction,
pressure drop and heat transfer coefficient calculation. The model is able to account for any working conditions, for complex
refrigerant circuitry and bi-dimensional air mal-distribution, making possible to use it either in a design process or in a
performance analysis process. The model is validated against experimental data on a small capacity condenser finding a
good agreement with respect to condenser capacity, refrigerant-side pressure drop and air-side pressure drop. The model is
then used to analyse the influence of some simple circuit arrangements on the condenser performance. With the help of the
model it is demonstrated that the configuration of the circuit is very important in designing fin-and-tube condenser since
enhancement of condenser heat transfer rate with the same refrigerant-side pressure drop and reduced refrigerant charge
may be achieved simply by modifying the refrigerant path.References
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