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Abstract This paper examines visions of ‘learning’ across humans and machines in a near-future of 
intensive data analytics. Building upon the concept of ‘learnification’, practices of ‘learning’ in 
emerging big data-driven environments are discussed in two significant ways: the training of 
machines, and the nudging of human decisions through digital choice architectures. Firstly, 
‘machine learning’ is discussed as an important example of how data-driven technologies are 
beginning to influence educational activity, both through sophisticated technical expertise and a 
grounding in behavioural psychology. Secondly, we explore how educational software design 
informed by behavioural economics is increasingly intended to frame learner choices to influence 
and ‘nudge’ decisions towards optimal outcomes. Through the growing influence of ‘data science’ 
on education, behaviourist psychology is increasingly and powerfully invested in future 
educational practices. Finally, it is argued that future education may tend toward very specific 
forms of behavioural governance – a ‘machine behaviourism’ – entailing combinations of radical 
behaviourist theories and machine learning systems, that appear to work against notions of student 
autonomy and participation, seeking to intervene in educational conduct and shaping learner 
behaviour towards predefined aims. 
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Intensive data processing increasingly pervades formal education activities, catalysing shifts 
in the discourses and educational practices associated with the concept of ‘learning’. The era 
of so-called ‘big data’ is ushering in important new changes in educational policy, 
pedagogical practice, and institutional strategy. Sociological studies have begun to establish 
critical perspectives on the rise of the ‘data revolution’ (Kitchin 2014), taking seriously the 
‘social power’ of algorithmic systems (Beer 2017, 3) and their capacity to reproduce and 
amplify inequalities (O’Neil 2017; Eubanks 2017; Wachter-boettch 2017; Noble 2018), as 
well as considering implications for critical thinking in the era of machine learning 
(Mackenzie 2017). However, educational research has been slower to grasp the far-reaching 
effects of such ‘datafication’. There is a pressing need to develop such perspectives, given 
high-profile associations between ‘data science’ and broad educational agendas, from 
national policy initiatives, through research and development, to classroom practices ‘on the 
ground’. Importantly, these agendas demonstrate the increasing entanglement of sophisticated 
arrangements of software, infrastructure, and code with educational theory in ways that 
powerfully shape both the governance and day-to-day activities of teaching and learning in 
institutions.  
 
The purpose of this paper is to analyse how methods associated with ‘data science’ are 
involved in (re)formulating, both conceptually and materially, what has become the central 
concern of contemporary education: ‘learning’. Building upon Biesta’s concept of 
‘learnification’ (2005), which defines a consumerist and ‘student-centred’ orientation for 
education, we examine how the increasing ‘datafication’ of the sector both follows from the 
‘marketised’ model, and disrupts some of its underlying assumptions about the learning 
process. 
 
In particular, the paper considers specific techniques of ‘machine learning’ that describe 
software which is ‘trained’ to perform specific tasks, either through exposure to large data 
sets or with rewarding systems (Alpaydin 2016). These techniques are shown to frame 
learning, both conceptually and practically, in ways that are highly significant to 
understanding the future trajectory of the ‘datafied’ education sector, and the role of 
‘learners’ within it. Firstly, machine learning exemplifies how data-driven technologies are 
beginning to influence educational activity, both through sophisticated technical expertise 
and a grounding in behavioural psychology. One of the most prominent areas is 
‘reinforcement learning’, a technique involving the programming of an algorithm to react to 
an environment in ways that incur the greatest value reward. This technique can operate 
without any predetermined instructions for a given context, beyond the task of identifying 
and optimising behaviours that gain rewards.  
 
Secondly, we examine how insights from behavioural economics—a branch of psychology 
that informs ‘behavioural public policy’ and ‘behaviour change’ initiatives (John 2018)—are 
increasingly utilized in educational software design to frame learner choices in ways that 
influence decisions towards optimal outcomes. The sentiments and behaviours of learners are 
thus ‘nudged’ in predictable ways, grounded in theoretical frameworks from psychology that 
assume irrational and unconscious decision-making. As behavioural science has merged with 
data science, new forms of ‘persuasive computing’ and ‘hypernudge’ techniques have 
become possible (Yeung 2017). Consequently, human learning appears susceptible to 
heightened forms of governance as digital environments become ever more connected, and 
education becomes subsumed into broader political agendas of behavioural governance. 
These techniques illustrate the escalating dominance of ‘data science’ in education, through 
which behaviourist psychology is powerfully invested in future educational practices.  
 
Finally, this paper will suggest that future education may tend toward very specific forms of 
behavioural governance—a ‘machine behaviourism’—entailing potent combinations of 
radical behaviourist theories and powerful machine learning systems, that appear to work 
against notions of student autonomy and participation, seeking to intervene in educational 
conduct and shape learner behaviour towards predefined aims. As such, ‘learnification’ is 
being extended across humans and machinic systems of ‘datafication’. 
 
The learnification of education 
Through a number of works, Gert Biesta’s concept of ‘learnification’ has identified broad 
changes in the social, political, and theoretical framing of education in the 21st century, which 
have worked to reorder the sector and its activities around the concept of ‘learning’ (2005; 
2006; 2012; 2013). Where terms such as ‘teaching’ might have been privileged in the past, 
Biesta argues contemporary discourse tends to frame educational activity as ‘the provision of 
learning opportunities or learning experiences’ (2005, 55). While often emphasising the rise 
of ‘the language of learning’ (2005, 54), Biesta’s analysis is critically concerned with the 
concrete social infrastructures that enable discourse, and the very real conditions and 
practices that are represented and shaped  by the ways education is discussed. Central to this 
work has been the development of critical perspectives around the figuring of the self-
directing and autonomous ‘learner’, which Biesta attributes to a transactional framing of 
education, where: 
 
‘(i) the learner is the (potential) consumer, the one who has certain needs, in which (ii) 
the teacher, the educator, or the educational institution becomes the provider, that is, 
the one who is there to meet the needs of the learner, and where (iii) education itself 
becomes a commodity to be provided or delivered by the teacher or educational 
institution and to be consumed by the learner’ (58) 
 
Importantly, Biesta (2005) identifies ‘learnification’ not as the result of a direct or intentional 
agenda, but rather as the consequence of a range of occurrences, situated across education, 
wider society, and the political sphere. Biesta specifies the acceptance of constructivist and 
socio-cultural theories in the field of the psychology of learning, which foreground the idea 
that ‘knowledge and understanding are actively constructed by the learner, often in co-
operation with fellow learners’ (2005, 56). He also identifies the broader academic interest in 
postmodernist theory with its underlying critique of the project of education and its assumed 
role in the Enlightenment ideals of emancipation and liberation. Shifting to sociological 
trends, Biesta outlines the significant rise of informal learning activities outside of traditional 
education institutions, underlining the ‘individualistic and individualised’ character of these 
activities, where ‘learners are primarily struggling with themselves…with their body, their 
identity, and their relationships’ (2005, 57). Not only is the figure of the learner placed at the 
centre of the educational arrangement, but the individual becomes the site of learning. Socio-
economic and political aspects of learnification are also identified in ‘the erosion of the 
welfare state and the rise of neo-liberalism’ (Biesta 2005, 57), which have intensified the 
commodification of educational activity, and the culture of accountability accompanying it.    
 
Biesta’s overarching critique demonstrates how a language of learning tends to generate two 
problematic assumptions. Firstly, he challenges ‘the underlying assumption that learners 
come to education with a clear understanding of what their needs are’ (Biesta 2005, 59) by 
arguing that education exists to provide the very means by which learners become able to 
understand those needs. In this way, he criticises the ‘learnified’ institution as one which 
shuns responsibility for defining educational aims. For Biesta, where the predefined ‘needs’ 
of the learner begin to provide the core justifications for education, the role of the educational 
institution and its teachers becomes merely responsive, one in which the institution exists to 
supply educational ‘services’ in response to learner demand. Secondly, and as a consequence 
of the transactional structure of the educational relationship, the assumption that ‘the only 
questions that can meaningfully be asked about education are technical questions, that is, 
questions about the efficiency and the effectiveness of the educational process’ (2005, 59). 
Learnification is portrayed as blind to broader questions about the role and purpose of 
education in wider society, about how particular educational aims and aspirations are 
negotiated and established, and what kind of power structures underpin these processes.  
 
The concept of ‘learnification’ is important for this current paper in two ways. Firstly, his 
critique of the marketization of education demonstrates some of the ways in which recent 
political and conceptual shifts have made the educational landscape more amenable to data-
intensive practices. In particular, by highlighting the optimistic figuration of the self-directing 
learner habitually used to rationalise the neoliberal revisioning of the sector (Busch, 2016), it 
reveals underlying commitments to a particular kind of human condition, with which 
powerful data-intensive technologies are being designed to intervene. Secondly, the concept 
of ‘learnification’ is important in order to account for the increasing prevalence of such 
technologies across the education sector, and the ways these reshape shared understandings 
of learning while also structuring how it is measured and advanced. 
 
The ‘datafication’ of education 
A number of important factors can be identified in the increasing ‘datafication’ of education, 
many aligning with ‘learnification’. It is perhaps the term ‘learning analytics’ that is used 
most frequently to describe the application of ‘machine learning’ (see below) in education, 
and developments here serve as a useful view of how ‘datafication’ follows from the 
‘learnified’ state of the sector, while also influencing the forms and categories of learning 
taking place within it. Learning analytics has garnered significant attention in education, 
following high-profile research (see Lang et al. 2017) and policy agendas (see Tsai & 
Gašević 2017), as well as consistent predictions of its impending disruption of formal 
education (for example Johnson et al. 2016; Adams Becker et al. 2017). However, as part of 
‘learnification’, learning analytics can be better understood not as straightforwardly 
‘disruptive’ but rather as deeply entwined with broader shifts in the political economy of the 
educational landscape. Nonetheless, the concept of ‘learnification’ is not enough to 
straightforwardly explain the ‘datafication’ of education, and important (re)turns to particular 
educational theories will also be discussed as significant deviations from the core ideas 
associated with ‘learner-centred’ practices. 
 
A significant feature of the early literature has involved attempts to define learning analytics 
according to ‘essential characteristics’ (Cooper 2012), and align emerging approaches with 
existing techniques from ‘business intelligence’ and ‘data mining’ (Ferguson 2012). While 
subsequent work has called for more connections with established educational research 
(Gasevic et al. 2015), further collaborative and interdisciplinary exchange (Ferguson & Clow 
2017), and the establishing of ethical perspectives (Slade & Prinsloo 2013; Rubel & Jones 
2016), learning analytics approaches are clearly grounded in the notion of a technical 
‘discipline’ (Siemens 2013), as signified by the term ‘education data science’ (Cope & 
Kalantzis 2016). The discursive alignment of education with ‘data science’ reflects the much 
broader narrative of ‘Silicon Valley solutionism’ (Morozov 2013), which tends to frame data-
work as an outside force of revolutionary disruption, capable of radically enhancing a 
particular sector or social practice with technology-fuelled efficiency and precision. 
However, Biesta’s work on ‘learnification’ suggests an educational landscape already 
oriented towards the kind of transactional arrangements in which ‘datafication’ might thrive. 
It is useful, therefore, to understand ‘business intelligence’, not simply as a coincidental 
precursor to the advent of convenient learning analytic systems, but as a set of practices and 
technologies that became relevant to education partly as a result of the increasing 
commodification of educational practices and materials.  
 
Similarly, the interest in learning analytics—which is concerned with the ‘measurement, 
collection, analysis and reporting of data about student progress and how the curriculum is 
delivered’ (JISC 2018)—only becomes plausible within an education system already oriented 
around a centrally important ‘learner’. The promotion of learning analytics is often premised 
upon its ability to reveal insights about learning unobtainable without the collection and 
analysis of learner-data. As a kind of precision science for education, it is attributed with the 
ability to ‘penetrate the fog’ (Long and Siemens 2011) of educational activity, in which 
teachers and institutions have been ‘driving blind’ (Pea 2014, 16). However, the idea that we 
are blinded by a ‘fog’ is to assume that there is a blind spot in our understanding as educators 
that can be ‘made clear’ by data. Such an assumption is itself a product of recent orientations 
towards ‘learning’ as a central concern, and a subsequent marginalisation of teacher 
expertise. Biesta’s ‘learnification’ helps to explain the existing conditions in which questions 
about the scientific interrogation of educational practices can be asked, and perceived as 
necessary. Where learning analytics is habitually positioned on the ‘horizon’ (Johnson et al. 
2016; Adams Becker et al. 2017), it should be noted that the educational territory is already 
one in which creating ‘a model of the learner’ (Pea 2014, 24) is perceived as a coherent and 
sensible task. 
 
The supposed ‘datafication’ of education also, though, entails significant shifts away from the 
‘learnification’ of the sector. Firstly, one might consider the kind of technology used to 
collect learner-data, and ultimately ‘model’ the learner: the software platform. Just as one can 
discern a shift in priority from the naming conventions of such technologies—from ‘course 
management system (or CMS), suggestive of institutional or pedagogical supervision and 
control, to ‘virtual learning environment’ (or VLE), emphasising a ‘learner centred’ 
arrangement1—the ‘dashboard’ now features prominently on educational software platforms. 
As such, these systems are now more overtly cast as devices for the harvesting of student 
data, and the presentation of ‘actionable intelligence’ (Campbell et al. 2007) to teachers and 
administrators. This is a crucial shift. While Biesta (2005) writes against the idea of the 
student-consumer, demanding learning experiences at will and without purpose, a tangible 
new prioritisation, for teachers and students alike, is detectable in the encouragement of 
‘data-driven decision making’ (van Barneveld et al. 2012). Here, learners are assumed to 
respond directly to what the dashboard reveals, rather than evoking some kind of consumerist 
																																																						
1	What	better	cultural	indicator	of	such	a	shift	than,	at	the	time	of	writing,	Wikipedia	redirecting	‘course	management	system’	links	to	the	
‘virtual	learning	environment’	page.	
desire. Significantly, this appears to suggest a reassertion of the kind of centralised control 
that advocates of ‘learning’ sought to redress (Biesta 2012). Moreover, the role of the 
educator is not simply one of the ‘facilitation’ or ‘delivery’ of ‘learning opportunities’ as 
critiqued by Biesta, but a practice now initiated and determined by systems of data analysis.  
 
Evoking the well-rehearsed adage—often attributed to Douglas Rushkoff (2010)—that the 
social media ‘user’ is the product rather than the consumer of the service, the shift from the 
‘VLE’ to ‘data dashboard’ signals a very different view of the ‘learner’. As ‘student data’ 
becomes more necessary to provide substance to the analytic engines of education (discussed 
further in the next section on machine learning), learner behaviour within the software 
platform becomes a valuable commodity in itself. Mackenzie (2017, 29, n.2) notes that 
machine learning models learn ‘to optimize their predictions on the basis of 
“experience”/data’ and that, when employed in learning analytics programs, students’ own 
‘learning is learned by machine learners’. Thus, the business of analytics becomes concerned 
with developing more accurate models of user behaviour, for which increased user activity is 
necessary. This gestures towards an important change in educational prioritisation that 
appears to counter Biesta’s framing of learner-consumers. As analytic systems become 
increasingly important to educational practices, learners are positioned as prized products, 
from which valuable behaviours can be extracted and consumed by ever-improving 
algorithmic systems. In these ways, consideration of the educational software platform 
highlights important aspects of learning analytics that entail significantly different ideas 
about learning and the learner than those assumed by a ‘student-centred’ orientation: not only 
is data positioned before the desires of the learner as the authoritative source for educational 
action, but the role of the learner itself is also recast as the product of consumerist analytic 
technologies. 
 
It is also important to note the expansion of learning analytics beyond the mere software 
platform, to incorporate so-called ‘Internet of Things’ devices (for example Cheng & Liao 
2012) and wearable technologies (for example Di Mitri et al. 2017; Yu et al. 2017). These 
technologies present the means not only to expand analytics procedures to the very ‘real’ 
spaces and infrastructure of the campus—in addition to the ‘online’—but also to the bodies 
of learners (as discussed more later). This ‘datafication’ of the educational environment 
would seem to constitute another significant turn away from notions of a passive surround, 
pliant to the needs of the learner—an environment ‘grounded in constructivist theory of 
learning’ (Biesta 2012, 38)—towards the learning environment as an active producer of data 
with its own ‘smartness’. While it is important to acknowledge that the software platform 
already establishes a data collection routine around the profiling of the individual, wearables 
offer technologies capable of extending data capture beyond the usual kind of interface to 
incorporate bodily events, such as facial expressions, biophysiological responses, or neural 
signals. Significantly, this indicates a shift towards the desire to detect and measure 
‘learning’, not in the intentional expressions or decisions of a self-directing, autonomous 
learner, but in activity and behaviour located in ‘non-conscious’ mental processes and 
autonomic ‘bodily’ functions. This highlights a crucial final consideration for the 
relationships between the so-called ‘learnification’ and ‘datafication’ of education: the 
(re)turn to behaviourism (a specific form of this combination will be elaborated below in the 
section on ‘nudging’). 
 
Alongside the grounding in technical expertise from computer science disciplines, learning 
analytics are usually aligned with psychology, and the so-called ‘learning sciences’ (Gasevic 
et al. 2015). Therefore, accompanying the ‘re-emergence of empiricism’ ushered in by the 
‘data revolution’ (Kitchin 2014), has been radical behaviourism, with which the work of B.F. 
Skinner ‘has been making a comeback’ (Friesen 2018, 3). According to Zuboff (2019, 296), 
the emphasis on Skinnerian behaviourism in reinforcement learning, which Skinner sought to 
operationalize through a pervasive ‘technology of behaviour’, now underpins many of the 
psychological techniques used by data scientists and social media designers for online 
‘behaviour modification’ and ‘behaviour engineering’. Similar forms of ‘behaviour design’ 
underpin many recent data-processing educational technologies (Watters 2017). It is 
important to clarify particularities of the school of behaviourism favoured by the proponents 
of ‘data science’. It does not refer to a notion of ‘behaviour’ simply as a proxy for ‘learning’, 
as one might detect in the framing of data-intensive computation as merely providing 
predictive ‘insight’, or indeed being straightforwardly ‘analytic’, as might be associated with 
‘classical conditioning’. ‘Behaviour’, in its radical form, must be understood in an 
interventionist sense, where the task is not just to discern learning through observation of 
behaviour, but to actively modify and determine it through direct and intentional control of 
the environment. Particularly significantly for educational concerns here is that, as a field of 
research, education has largely rejected radical behaviourism as an explanatory theory 
(Friesen 2018). Skinner’s ‘operant conditioning’ appears as a rather bleak view of the learner 
as passive tabula rasa, in comparison with what has become a common sense of active and 
self-knowing individuals in constructivist theory. To attempt to control behaviour through 
positive and negative reinforcements, or indeed punishments, sounds clinical and detached, if 
not decidedly primitive, in contemporary understandings of teaching as ‘facilitation’ and 
learning as individual ‘empowerment’. Nevertheless, the resurfacing of radical behaviourism 
is occurring in two important areas that have profound implications for understanding 
‘learning’ in a ‘datafied’ educational system. We turn to these next.  
 
The learnification of machines 
One of Biesta’s concerns with the discourse of learning is that it is portrayed as ‘something 
inevitable, something we have to do and cannot not do’ (Biesta 2013, 4). As such, 
learnification is naturalised beyond the boundaries of the institution and throughout our lives. 
However, in the era of ‘datafication’, learning continues to expand, beyond the boundaries of 
individual humans and social relations and further into the domain of machines. Significant 
attention has been given to ‘machine learning’ in recent years, referring to software that can 
be ‘trained’ with large data sets to perform specific tasks such as recommendation, 
prediction, image or voice recognition, and autonomous driving. Describing machine learning 
as ‘the new A.I.’, Alpaydin (2016) portrays the emergence of these techniques as a kind of 
natural progression of digital technology as hardware, and in particular graphics processing 
units, increase in power (also see Peters 2018), as well as various media pervading ever more 
aspects of social life, and in so doing, generating ever more data. As such, machine learning 
tends to be understood as a technical process through which computer systems learn from 
data without the requirement of formal structuring by a human programmer (Berry 2017).  
 
Although machine learning has a long history in statistics, cybernetics, data mining and 
computer science, it has grown rapidly over the last two decades (Kitchin 2014). In his 
‘archaeology’ of the field, Mackenzie (2017) has documented the proliferation of machine 
learning as an ‘accumulation’ of data practices, demonstrating its spread beyond computer 
science, statistics and engineering to almost every domain of contemporary science, as well 
as to health, humanities and social science fields. Machine learning is ‘laying claim to the 
apparatus of knowledge production’ (Mackenzie 2017, 13), partly as a result of a massive 
industry in textbooks, how-to manuals, online courses, code libraries, demonstrator models 
and other pedagogic materials. As a field, machine learning has produced ‘learning 
algorithms’—or just ‘learners’—that can process vast databases of historic and real-time data 
in order to generate predictions and probabilities, and thereby to ‘mediate future-oriented 
decisions,’ or ‘rule out some and reinforce other futures’ (Mackenzie 2017, 7-8).  Machine 
learning is concerned with analysing data to classify and predict events or identify 
associations among people, things, and processes, often for scientific, commercial or 
governmental purposes. In fact, as Mackenzie (2017: 216) elaborates, machine learning 
cannot be reduced wholly to an automated computational process—in contrast, perhaps, to 
learning by a conscious human subject—but should rather be understood as the outcome of a 
‘human-machine assemblage’. He describes ‘machine learners’ as ‘both humans and 
machines or human-machine relations’ (6) that also include code, databases, infrastructures, 
platforms and interfaces, new technical settings and human experts, scientific and 
commercial settings. It also involves a vast proliferation of techniques, methods and practices 
that have emerged from more than a century of work in mathematics, statistics and computer 
science, as well as from psychology, cybernetics, cognitive science, genetics and 
neuroscience research.  
 
As such, machine learning evades simple definition, especially when it comes to the question 
of how ‘learning’ is conceptualized. As Mackenzie (2017: 48) puts it, ‘to understand what 
machines can learn, we need to look at how they have been drawn, designed, or formalized.’ 
Berry (2017) notes that the ‘learning’ in machine learning ‘is very specific and technical in its 
deployment, and relates to the ability to undertake skills or tasks, not to wider humanistic 
connotations of learning as understanding, interpretation, etc.’ At its core, the learning of 
machine learning refers to the finding of appropriate mathematical functions that can 
transform data into classifications and predictions (Mackenzie 2015). Machine learners learn 
by finding and optimizing functions that can produce knowledge, and which also feed back 
into how the machine learner operates in an iterative fashion.  
 
Three particular forms of learning can be found in machine learning: supervised, 
unsupervised and reinforcement learning (Alpaydin 2016). Supervised learning involves the 
construction of a predictive model based on a sample of ‘training data’, which can then be 
tested out on unseen test data; unsupervised learning looks for well-characterized patterns in 
data and produces its own algorithms and programs to undertake analysis ‘in the wild’; 
reinforcement learning proceeds by ‘rewarding’ itself as it performs actions (discussed 
further below). As such, different forms of machine learning learn through supervised direct 
instruction, unsupervised experiences, or through behavioural rewards, in ways which 
emulate different branches of psychological learning theory. In other words, machine 
learning needs to be apprehended as a complex and shifting combination of mathematical 
functions, algorithmic processes, underlying models of the things or processes to be classified 
and predicted, as well as human operators, training sets and code, all of which have to be 
coordinated in disparate but connected ways in order for machine learning to ‘learn’. 
 
Reinforcement learning, currently one of the most prominent areas of machine learning, is the 
technique underpinning the highly publicised AlphaGo2 programme developed by Deep 
Mind, and an approach which draws explicitly from behavioural psychology. Alongside 
neural network architecture, a cutting-edge ‘self-play reinforcement learning algorithm’—‘an 
algorithm that learns … superhuman proficiency’ as its science team described it in Nature 
—is AlphaGo Zero’s primary technical innovation (Silver et al 2017, 354). It is ‘trained 
solely by self-play reinforcement learning, starting from random play, without any 
supervision or use of human data,’ and as such, ‘AlphaGo becomes its own teacher’ (Silver et 
al 2017, 354). Reinforcement learning systems are therefore not reliant on human behavioural 
data, as described previously, and learn exclusively from their own attempts to seek rewards. 
Furthermore, it is claimed that AlphaGo’s reinforcement learning systems ‘are trained from 
their own experience, in principle allowing them to exceed human capabilities, and to operate 
in domains where human expertise is lacking’ (Silver et al 2017, 354). As the algorithm 
processes its own activity in the game, it is ‘rewarded’ and ‘reinforced’ by the wins it 
achieves, in order ‘to train to superhuman level,’ and even to ‘learn’ new moves that it can 
then ‘teach’ to human players (Silver et al 2017, 358). The implication, in other words, is that 
powerful self-reinforcing machine learners could be put to the task of training better humans, 
or even of outperforming humans to solve real-world problems.  
 
While the influence of reinforcement learning on formal education is as yet unclear, it is 
associated with very particular ideas about teaching and learning processes that potentially 
stand to shape developments in artificial intelligence technologies for education. For 
example, Alpaydin describes reinforcement learning as ‘learning with a critic’ where ‘[a] 
critic differs from a teacher in that they do not tell us what to do, but only how well we have 
been doing in the past’ (Alpaydin 2016, 127). This reveals a very different notion of learning 
to the autonomous neoliberal consumer defined by Biesta (2005), one that appears to strictly 
condition behaviour according to predefined values. Furthermore, as explained by Alpaydin 
(2016), such feedback is necessarily summative; feedback on individual actions within a 
larger interdependent sequence have no value or purpose, only ‘winning’ or ‘losing’ counts. 
This stark vision of learning may be able to train machines towards ‘superhuman’ 
capabilities, but there is certainly no suggestion that such a brutal regime would be suitable 
for human learners. Indeed, the area of psychology from which reinforcement learning 
derived was concerned, not with humans at all, but with animals. In their seminal text on 
																																																						
2	https://deepmind.com/research/alphago/	
reinforcement learning, Sutton and Barto (first published in 1998) are explicit about the 
connection with ‘learning theories developed to explain how animals like rats, pigeons, and 
rabbits learn in controlled laboratory experiments’ (Sutton & Bardo 2018, 343), and 
acknowledge that the field of psychology itself had largely shifted interest towards cognition. 
Nonetheless, their text demonstrates the influence of psychological models of learning on 
algorithm design, which they expect to develop further as ‘development of reinforcement 
learning theory and algorithms will likely exploit links to many other features of animal 
learning’ (Sutton & Bardo 2018, 370). Such connections are important ‘because they expose 
computational principles important to learning, whether it is learning by artificial or by 
natural systems’ (Sutton and Barto 2018, 343). Moreover, they note ‘mounting evidence from 
neuroscience that the nervous systems of humans and many other animals implement 
algorithms that correspond in striking ways to reinforcement learning algorithms’, in 
particular involving dopamine, the chemical involved in reward processing in the brains of 
mammals (Sutton & Bardo 2018, 377).   
 
It is important here not to view reinforcement learning as an isolated technique, both in the 
sense that in machine learning research it tends to form just one part of a broader range of 
integrated, and exploratory, approaches, as well as often requiring monitoring from a human 
agent. Returning to Mackenzie’s (2017) notion of a ‘human-machine assemblage’ is useful 
here to highlight the extent of technologies, techniques, methods, and practices that make 
reinforcement learning possible. Further, while there is no necessary suggestion that 
reinforcement learning is set to instil notions of animalistic behaviour as the new standard for 
learning in the ‘datafied’ institution, the disciplinary origins of this particular technique are 
important to acknowledge. Behaviour, it seems, continues to be viewed as a key part of 
understanding and developing the learning process, both in humans and machines. The next 
section turns to specific ways in which the theories of reinforcement learning are gaining 
traction in education through an increasing interest in behavioural intervention. It is 
important, therefore, not to suggest that reinforcement learning, or indeed machine learning 
in general, be equated with ‘human learning’ – researchers in machine learning are certainly 
cognisant of the differences between pattern recognition and human intelligence (see Lake et 
al. 2017). Rather the key point of these sections is to underscore how particular ideas about 
‘learning’ – significantly, those involving behaviour - appear to be traversing computer 
science and educational disciplines through the use of data-intensive technologies. 
 
Learning as ‘nudging’ 
Behavioural science and its variants (behavioural economics, behaviour change theory, and 
the psychology of persuasion) have become key intellectual vectors of governmental 
authority in the first decades of the twenty-first century. As Jones, Pykett and Whitehead 
(2013) have shown in their studies of behavioural science as a form of ‘psychological 
governance’, a key insight of the field is that most human decision-making is inherently 
irrational, habitual, and predictable. Overturning classical economic models of humans as 
rational decision-makers which have long dominated political thought, and seeming to 
underpin Biesta’s ‘learnification’ (2005) as discussed previously, behavioural science instead 
insists that people do not act in their own long-term best interests or make socio-economic or 
personal decisions based on available information. Instead, people tend to favour immediate 
need and gratification over future planning, with their decisions and behaviours involving 
emotional responses, habits, social norms, and the automatic, unconscious and involuntary 
within human action, which might nonetheless be predicted, regulated, enhanced and 
exploited (Feitsma 2018a).  
 
As such, ‘human nature’ has been reconceptualised in psychological terms by behavioural 
science, and made amenable to governmental and commercial programs designed to persuade 
people to make better choices regarding their own personal well-being and the wider socio-
economic well-being too (John 2018). Feitsma (2018b, n.p.) notes that the application of 
behavioural insights by governments appeals to a modernist ideal ‘to manage society through 
hard fact-finding’ but also to ‘a neoliberal agenda, seeking to responsibilize citizens to alter 
their problematic behaviours rather than change the underlying socio-economic, political, and 
institutional structures that underpin such behaviours’. New disciplines such as behavioural 
design, cognitive engineering and persuasive computing have emerged which focus on the 
idea that the environment has an enduring impact on human behaviours and habits. As such, 
behavioural designers have set themselves the challenge of designing ‘choice 
architectures’—the physical, socio-cultural and administrative environments in which choices 
are framed—that can influence people to make favourable decisions, while persuasive 
computing engineers create software programs in order to stimulate users to behave in ways 
deemed desirable (Yeung 2017; Zuboff 2019). A key aspect of behavioural economics relates 
to neuroscientific insights into dopamine and reward-processing in the brain, which itself has 
been conceptualized through ‘the convergence of computational reinforcement learning and 
results of neuroscience experiments’ (Sutton & Bardo 2018, 377). As such, computational 
theories of reinforcement learning from the domain of machine learning have begun to shape 
the scientific understanding of human reward-seeking, and these insights have been taken up 
in governmental strategies to ‘nudge’ people to make ‘rewarding’ decisions (Whitehead et al 
2018). 
 
The field of education has become a site for behavioural intervention and nudging (Bradbury, 
McGimpsey & Santori 2013). The most influential text in the behavioural science literature, 
Nudge by Thaler & Sunstein (2008) explicitly notes that the shaping of educational options 
for students counts as a choice architecture. The UK government’s Behavioural Insights 
Team (informally known as the ‘Nudge Unit’) has partnered with the education business 
Pearson on a report about using behavioural insights in formal education (O’Reilly et al 
2017). The UK higher education regulator, the Office for Students, has also adopted aspects 
of behavioural design to inform how it presents data to prospective university students - thus 
nudging them to make favourable choices about which degrees to study and which 
institutions to choose for application - while the Department for Education’s new ‘Education 
Lab’ positions behavioural science as a key source of scientific expertise in policy design 
(Knight 2019). These ‘educative nudges’ are behavioural interventions designed to promote a 
significant degree of human reflection in the long-term decisions that affect them (John 
2018).  
 
The most significant instantiation of educational nudging, however, relates to the use of 
digital technologies, often involving machine learning systems, that are designed to shape 
students’ choices and decisions based on constant tracking and predicting of their behaviours, 
emotions and actions (Nemorin 2017). As Whitehead et al (2018) have noted in relation to 
the enlarged scope of behavioural science more broadly, the behavioural potentials of digital 
technologies and social media that track data about users’ consumption and behavioural 
habits makes the potential for behavioural modification and experimentation ever greater. In 
the new ‘guinea pig economy’ connected devices such as smartphones and wearables, 
combined with data analytics software make it possible for companies to continuously test 
their application of behavioural insights on users’ habits, and to refine their products to 
produce optimal outcomes. Davies (2016, 222) argues that the combination of big data, the 
sharing of thoughts and feelings on social media, and more emotionally intelligent machines 
that can read an individual’s feelings through sentiment analysis of text, or facial analysis of 
the body, face and behaviour,  is opening up unprecedented opportunities for ‘psychological 
surveillance’ and behaviour modification. For Zuboff (2019, 282), this ‘new frontier of 
rendition trained … on your emotional life’ is concerned with the mass-scale prediction and 
modification of behaviour under ‘surveillance capitalism’. Mass digitization and data 
analytics offers a mode of ‘psychological audit,’ with ‘the truth of our emotions’ made plain 
‘once researchers have decoded our brains, faces and unintentional sentiments’, with the 
result that ‘the real facts of how to influence decision-making may come to light’ and ‘society 
becomes designed and governed as a vast laboratory’ intended to ‘make life easier, healthier 
and happier for all’ (Davies 2016, 223-24).  
 
As part of current educational policy preoccupations with ‘social and emotional learning’, 
students are increasingly being approached as irrational subjects whose behaviours can be 
nudged towards particular ‘desirable’ or ‘preferable’ outcomes by carefully-designed 
persuasive computing technologies. The ‘non-cognitive’ and ‘socio-emotional’ aspects of 
students’ learning have become of interest to behavioural science since it is assumed that 
many students do not engage sufficiently with academic curriculum demands out of rational 
decision-making about their long-term best interests; instead, students are understood to be 
behaviourally shaped by emotions, habits and other noncognitive processes which need to be 
‘optimized’ for academic learning (Lavecchia et al 2014). As John (2018, 14) notes, 
emerging forms of behavioural governance are concerned with changing long-term 
behaviours and recalibrating individuals’ goals, aims which are linked to psychological 
concepts such as ‘grit’. ‘Grit’ is one of the core concepts of the social-emotional learning 
movement along with related concepts of ‘growth mindset’ and ‘character’, which, as 
pedagogic implementations of behavioural science, focus on identifying and then intervening 
in students’ behavioural habits in order to lead to better long-term outcomes. The OECD is 
developing a large-scale international test of social and emotional skills as concern for 
measuring these qualities of learning becomes more widespread, amid rising policy concern 
about how social-emotional learning can be improved (OECD 2017). 
 
Data analytics techniques and apps to capture measures of aspects of social-emotional 
learning have begun to proliferate as a way of identifying students in need of behavioural 
intervention and ‘nudges’. In primary schools, apps such as ClassDojo are used by teachers to 
monitor students’ observable behaviours that correlate with categories of grit and growth 
mindset (https://www.classdojo.com/). For high schools, school-wide data analytics packages 
are available such as Panorama Education, which has been designed for schools to help 
‘measure and understand social-emotional learning … with research-backed measures and 
actionable data reports’ (https://www.panoramaed.com/social-emotional-learning). Explicitly 
rooted in theories and practices relating to grit and growth mindset, Panorama generates 
‘early warning indicators’ which flag students in need of behavioural improvement. These 
technologies enable teachers and school leaders to capture long-term data relating to 
students’ social-emotional learning, to view the data on data visualization dashboards, and to 
target individuals and groups for behavioural intervention and support. As with other forms 
of educative nudging, their aim is to change long-term behaviours and individual goal-
setting, but they also serve up data-based cues and prompts to teachers where need-for-
intervention is signalled in the data. 
 
Other social-emotional learning technologies include wearable biometric and facial vision 
devices capable of capturing real-time data about students’ engagement, attention and mood 
during educational activities. McStay (2017, 9) terms such devices ‘emotional AI’ that can 
‘feel-into’ human emotional life, and refers to them as ‘automated industrial psychology’. 
Academic research centres dedicated to exploring ‘emotional learning analytics’ and 
‘wearable-enhanced learning’ have generated insights into how to detect emotions from 
bodily signals that have begun to inspire commercial development (D’Mello 2018). The 
Affective Computing group of the MIT Media Lab, for example, has spawned spinout 
companies to support wearable biometric wristbands and facial vision analytics that are 
considered appropriate for use in educational settings (Santiago et al 2015; McDuff et al 
2016): 
 
Wearable devices can also provide a minute-by-minute record of someone’s emotional 
state, potentially helping to build self-awareness and even empathy, both of which are 
critical components of social and emotional skills. The Embrace watch, from Empatica, 
is a wearable device that tracks physiological stress and activity. It can be programmed 
to vibrate when stress reaches a specific level, giving someone time to switch to a more 
positive response before stress gets out of control. (WEF 2016, 14) 
 
Through wearables, the ‘nudge’ is made haptic as it touches the body itself. Another 
Affective Computing product uses a webcam and algorithms to capture, identify and analyse 
human emotions and reactions to external stimuli, using facial data to compare a user’s 
expressions with a database of more than 1 billion facial expressions to assess differences 
between emotions such as happiness, fear, surprise and confusion. Through such emerging 
technical innovations ‘artificial intelligence and multimodal social computing could help 
improve cognitive, social and emotional skills’ (WEF 2016: 15). These emotion-detecting 
devices originally from the MIT Affective Computing lab collect data from ‘unconscious’ 
flickers of affect in facial expressions and other biophysiological responses, in order to 
‘render both conscious and unconscious emotion as observable behaviour for coding and 
calculation’ (Zuboff 2019, 286). As such, behaviourist forms of observation have moved to 
machine learning platforms.  
 
A further outgrowth of digital nudging is the effort by global commercial companies Google 
and Amazon to teach children how to be ‘polite’ to smart home assistants such as Amazon’s 
Alexa and Echo and Google’s Home devices. Through in-built politeness features, these 
devices are designed to encourage children to treat artificial intelligence with courtesy, as if 
the machines have feelings and emotions. The politeness feature of Google Home, for 
example, ‘uses positive reinforcement and reciprocal niceties to encourage manners in 
children’, thus offering ‘subtle nudges toward politeness’, while also potentially ‘creating a 
lifelong intuition in children that software has feelings that can be hurt, that it’s an intelligent 
being to be respected–or even an authority to be obeyed’ (Elgan 2018). The logic of such 
devices is that they can read mood from the student’s voice, body, brainwaves or face and 
deliver feedback which is supposed to prompt the student to shift to a more positive and 
rewarding state. These technologies are pedagogic variants of the ‘hypernudge’ techniques 
employed by social media and web companies to influence users and maintain consumer 
engagement (Yeung 2017). 
 
As these examples demonstrate, various machine learning technologies of nudging, 
persuading and reinforcing positive or preferable emotional conduct are currently flowing 
into educational spaces. Rooted in behavioural science and its view of human nature as 
irrational, social-emotional learning technologies seek to measure feelings, moods and 
emotions by rendering them as observable biophysical behaviours. These developments are 
giving rise to machine learning systems that are themselves ‘learning’ human affect, and may 
even be able to generate appropriate emotional responses themselves in ways that might 
persuade or influence the human subject (Rose, Aicardi & Reinsborough 2016), such as by 
delivering haptic ‘nudges’ to the skin or adapting the ‘choice architecture’ in a digital 
learning environment. In this way, learning itself is reconceptualised in terms of 
psychologically quantifiable affective characteristics which are both detectable as autonomic 
bodily signals and amenable to being changed and modified in line with particular theories 
about what constitutes the ‘correct’, ‘preferable’, or ‘desirable’ behaviours for learning. 
Psychologists of grit, growth mindset and character have supplied the intellectual grounding 
for the advance of behaviour change and nudge programs in education, inspiring developers 
of analytics packages and apps to embed behavioural design approaches in their products, 
and to create emotionally-sensitive and potentially persuasive machine learning systems.  
 
Conclusions 
This paper has explored some of the ways ‘learning’ is being defined, promoted, and 
practiced in educational activity through the use of contemporary data-driven technologies. It 
may be useful to term these shifts in the conceptual and functional understandings of learning 
‘machine behaviourism’: forms of learning that are shaped and conditioned by a combination 
of complex machine learning technologies with (often radical) behaviourist psychology and 
behavioural economics. The significance of this shift in the framing of learning has been 
emphasised through the discussion of Gert Biesta’s concept of ‘learnification’ (2005)—a 
prominent critique of the marketization of education through notions of ‘student-centred’ 
learning. This paper has attempted to demonstrate that many of the assumptions embodied in 
the idea of learnification—concerning the autonomy and empowerment of learners that 
continue to pervade educational discourse—are being eroded by the intervention of powerful 
data-driven machine learning systems that are being employed to shape and intervene in 
learner behaviour. While Biesta’s ‘learnification’ critiqued the shift towards a market-driven 
model of the education, where learner-consumers and their rational decision-making were 
placed at the centre of responsive institutions and constructivist pedagogies, the era of data-
intensive technology is necessitating renewed attention to the ways ‘learning’ is being 
conceived and practiced. The ‘learner’ is now an irrational and emotional subject whose 
behaviours and actions are understood to be both machine-readable by learning algorithms 
and modifiable by digital hypernudge platforms. ‘Machine behaviourism’ marks a (re)turn to 
the influence of behaviourist psychology on educational practice, and appears to usher in new 
powerful regimes of centralised control, in which ‘correct’ forms of performance and conduct 
have already been decided, and learners are increasingly ‘nudged’ towards predefined modes 
of participation and behaviour. Across this shift, this paper has attempted to emphasise the 
entanglement, rather than the simplistic ‘disruption’, of educational technology within the 
political economy of education, drawing attention to the ways data processing not only 
intensifies the marketised and performance-driven vision of the institution, but also offers 
heightened forms of governance and surveillance. It is also highly significant that, in their 
need for data to drive machine learning systems, a substantial interest in new education 
technology development appears to be directed towards ‘bodily’ and ‘emotional’ data, as a 
source of supposedly new accuracy and authenticity in understanding human learning. This 
appears to overlook entirely the kind of rational, ‘conscious’, and constructive participation 
from students that has, despite the critique of marketization, tended to characterise the era of 
‘learnification’.  
 
Learning analytics, machine learning, and ‘nudging’ are certainly not mainstream aspects of 
education presently, and are probably better understood as experimental, and somewhat 
marginal, uses of technology within the sector. Nevertheless, the powerful discursive regimes 
that underlie the global interest in machine learning and so-called ‘big data’ provide a 
seemingly seductive narrative of efficiency and precision that may be increasingly hard for 
educational institutions to resist. In a future where not just humans but also machines are 
tasked with learning, attention needs to be given to the ways learning itself is theorised, 
modelled, encoded, and exchanged between students and progressively more ‘intelligent’, 
‘affective’, and interventionist educational technologies. More interdisciplinary work across 
education and computer science is needed, not only to broaden the scope of learning beyond 
narrow measures of performance or delimited methods of behaviour management, but also to 
do more to develop and define the position and purpose of education within a wider political 
economy increasingly characterised by data-intensive practices. This work could draw from 
the growing critical interest in the societal effects of algorithms, which, as a result of the 
embedding of such systems in key social institutions, have been shown to disproportionately 
affect the poor and marginalised (O’Neil 2017; Eubanks 2017; Noble 2018). Given the 
pervasive discourses of efficiency-savings that accompany the promotion of data-intensive 
technologies in education, it seems likely that less financially stable educational institutions 
will be those more inclined to adopt systems that offer cost-effective management of student 
cohorts. Further, as Wilson et al. (2017) discuss in relation to learning analytics, the 
significant emphasis on retention in the development of such systems, appear to suggest 
contexts with low teacher-to-student ratios, where reduced contact time makes it difficult to 
identify ‘at risk’ student populations without technical assistance. In these ways, the 
increasing use of machine learning in education, not only appears more likely to proliferate in 
low socio-economic or developing contexts, but also to disproportionately impact those 
without access to elite educational institutions. 
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