simple example illustrates the use of our equations in an airborne radar application.
for the location of the extra hump, the threshold of the test is changed to maintain the false alarm probability of 0.01. In all cases, if the hump is added in the reference data performance improves, but if the hump is added to the test cell data, performance degrades. This simple example illustrates the use of our equations in an airborne radar application.
We can explain the results in Figs. 1-7 by considering the changes in the pdf of caused by changes in Var fdg or C: In these cases, a decrease in Var fdg or j causes the mass in the pdf of to move toward larger values of : Due to the decreasing nature of the function multiplying the pdf of in the integrand of (30), this causes a decrease in the probability of false alarm. It is possible to apply similar analysis to also explain changes in probability of detection.
VI. CONCLUSIONS
An analysis of the performance of the adaptive matched filter algorithm has been provided for cases where the data used to estimate the covariance matrix is not matched to the true covariance matrix of the data to be tested. Such cases can occur in nonhomogeneous environments that appear to occur frequently in real radars. Closedform approximate expressions are given for the probability of false alarm and detection. These expressions apply for any amount of data used in the covariance matrix estimation. The analysis indicates which types of covariance matrix mismatches are important and which types are not. The equations indicate that performance depends on a few critical parameters. An airborne radar example is provided to show that the changes in performance due to mismatch can be significant in some practical situations.
I. INTRODUCTION
In many signal processing applications, it is required to estimate signal parameters such as DOA and carrier frequencies from measurement data. To this end, there have been several approaches, including the so-called ESPRIT algorithm [1] . Since its derivation, the ESPRIT algorithm has been used for direction-of-arrival estimation, harmonic analysis, frequency estimation, delay estimation, and combinations thereof. In essence, the algorithm makes use of a single shift invariance structure present in the array response vector a a a(), where = e j , and is a phase shift to be estimated. In narrowband direction-of-arrival estimation, the phase shift is due to the difference in arrival times of the wavefront at the elements of an antenna array. where the integer number of cycles n is estimated from 1. The ratio of the largest baseline to the shortest baseline (which is denoted by k s and referred to as the resolution gain factor) is a measure of the gain in resolution. In this work, we find the bounds on ks that will by engineering considerations, which incurs a certain sacrifice in elegance and clarity. In particular, the coarse frequency estimation is done by applying ESPRIT to a small set of DFT values around spectral peaks that are determined via peak searching algorithms. The fine frequency estimates and the angle estimates are obtained sequentially and for each estimated coarse frequency independently, which assumes that they are sufficiently unique. Here, we derive a one-shot joint estimation procedure referred to as MR-ESPRIT.
There is a connection of MR-ESPRIT to MI-ESPRIT [8] , [9] as well. MI-ESPRIT, like the MR-ESPRIT, exploits the multiple shiftinvariance structure present in multibaseline arrays. A distinction is that MI-ESPRIT is formulated in terms of (iterative) subspace fitting and basically attempts to find more accurate beamforming vectors by considering multiple shift invariances. The original paper [8] did not specifically recognize the fact that also more accurate direction estimates can be found. In [9] , a noniterative MI-ESPRIT is given. There, the aliasing is resolved by searching for an optimum solution among formerly computed candidates. Our approach, on the other hand, resolves aliasing by merely solving a set of analytic expressions. Moreover, the corresponding parameters are grouped automatically without the need for any extra processing, which is not the case in MI-ESPRIT.
II. THE MR-ESPRIT
The original ESPRIT algorithm is based on arrays with a doublet structure, i.e., consisting of several antenna pairs with the same baseline vectors. The chosen array geometries often admit other pairings with different baselines. For instance, the array structure shown in Fig. 1 combines two spatial sampling rates. The minimal number of antennas to having two baseline vector pairs is four. With more antennas, several interesting configurations are possible.
The M-dimensional array response vector a a a() is defined as the response of the M-element antenna array to a narrowband signal from a direction . It can be parameterized in several ways. The usual parameterization is in terms of = e j21 sin() , where 1 is a reference interantenna spacing smaller than half a wavelength. In our case of an array with two baselines, we can (redundantly) parameterize the array by two parameters 1 = e j21 sin() and 2 = e j21 sin() . In the case of the array of Fig. 1 
The idea is to treat the two parameters as independent and estimate both of them from the measured data and only then combine them into a single estimate of sin(). where ai is the ith entry of a a a(1; 2). For more general arrays with a dual shift-invariance structure, we can define selection matrices J J J xi and J J J yi (i = 1; 2) such that the above relations hold for J J J xi a a a and J J Jyia a a.
Let i (i = 1; 2) be the argument of i . Then, if the distance 1 i < 1=2, the angle of arrival of the wavefront can be uniquely determined from i using the transformation = arcsin i 21i
: In MR-ESPRIT, we combine nonaliased and aliased estimates of the parameters to obtain a better estimation accuracy. The resulting algorithm is very similar to the case of joint azimuth-elevation estimation [10] . It is seen that the data matrices E E E 1 and E E E 2 are jointly diagonalizable by the same matrix T T T . There are several algorithms to compute this joint diagonalization, e.g., by means of Jacobi iterations [10] or QZ iterations [11] , [12] . For this to work, it is necessary that each submatrix U U Uxi has at least d rows. After T T T has been found, we also have estimates of f(1j; 2j)g for each of the d sources.
It remains for each source to combine 1 and 2 into an estimate of the argument of . Let us assume that 11 1=2 so that 1 (argument of 1 ) is not aliased and is a coarse estimate of . In addition, assume that 1 2 1=2 so that in 2 , aliasing occurs. The estimate is proportional to 2 plus an appropriate integer multiple of 2 (see Fig. 2 ). It follows that we have two estimates of 2 sin() 2 sin() = 1
The winding number n is determined as the best fitting integer to match the two right-hand side expressions n = round 1 2 12 The ratio ks := 12=11 can be interpreted as the (spatial) gain in resolution. In particular, the estimate of 2 sin() based on 2 is a factor k s more accurate than that based on 1 . Thus, a more accurate estimate of the spatial frequency can be obtained as
III. ANALYSIS
A. The Winding Number
Consider the relations given in (3) and (4) 
For a given array configuration, the first term in (5) is a constant. It represents the offset inn due to the array imperfection. On the other hand, both parameters 11 and 12 in the second term are zero mean Gaussian processes 1 [2] - [4] . Consequently, 1n is also a Gaussian process with a mean (1=2) 1 1k s and a variance 
A typical distribution function of 1n is shown in Fig. 3 . It is seen from (3) that n is determined correctly if j1nj < 0:5. However, since 1n is a random process, we can satisfy this only with some uncertainty (confidence level). In particular, given a required confidence level L, we find the conditions under which the probability P (j1nj < 0:5) > L:
1 More precisely, these are Gaussian processes if the input noise is Gaussian. 
B. Dependence of k max on SNR
To establish the relation between ks and SNR, we first need to determine the dependence of (the phase estimation error) on the SNR. To this end, in [5] and [6] , it is shown that the DOA estimation error and the SNR are related as Finally, putting (12) into (9), we find the following expression for
Note that (10) and, therefore, (13) are derived, assuming that there is only one source in the channel. For more than one source (d sources, say), let j represent the variance of the phase estimation error of the jth source. 2 Then, the bound on k s is generalized as k max = min 
C. Bias on Due to Imperfect Array and a

Self-Calibrating MR-ESPRIT
Once the winding number n is determined correctly, the next step is to use (4) (14) which indicates that for a given value of ks, angles associated with large winding numbers are more affected by 1k s than those associated with small winding numbers. To minimize this bias, a self calibrating MR-ESPRIT may be implemented as described in [14] .
IV. SIMULATION
In this section, we give simulation results that confirm our theory. The simulation example considers a processing band of 10 MHz and a linear antenna array with M = 4 antenna elements arranged as in 2 For more than one source, depends on the SNR in a more complicated way. Refer to [4] and [6] for more information. The results are shown in Figs. 5 and 6. From the first plot, it is seen that the accuracy of MR-ESPRIT is proportional to the gain factor k s . An upper limit for this gain is reached when the winding numbers n can no longer be estimated accurately. This is shown in Fig. 6 , where the RMSE of the parameter estimator as a function of varying ks is analyzed. To make the figure less crowded, only the behavior corresponding to DOA = 45 is plotted. It is seen that for given SNR, there exists a limit on k s beyond which the performance of the estimator degrades sharply. Moreover, this bound is seen to be proportional to the SNR, as expected.
