The sweep algorithm for solving optimal control problem with multi-point boundary conditions is offered. According to this algorithm, the search of initial conditions is reduced to the solution of the corresponding system of linear algebraic equations. A similar algorithm is proposed for the discrete case.
Introduction
To solve the control problem with two-point boundary conditions, different computational algorithms have been developed: those increasing the initial system dimension [] and based on solutions of the corresponding Hamiltonian equations [] as well as the ones not increasing the initial problem dimensions [, ] .
On the example of construction of the program trajectory and control for biped apparatus (PA) [] , some difficulties are demonstrated in application of algorithms suggested in [] . These difficulties are mainly related to bad conditionality of the Hamiltonian matrix of the corresponding linear algebraic equations.
That is why in [] other methods as well as sweep method are suggested for solving the problem under consideration.
Different situation arises in the optimization problems with multi-point boundary conditions. Namely, in this case the Lagrange multiplier becomes discontinuous at the internal points, and direct application of methods of two-point boundary value problems to optimization problems with multi-point boundary conditions is not possible.
In the paper the modified sweep method is used for solving of the optimal control problem with multi-point boundary conditions. Both the continuous and discrete cases are considered.
Statement of the problem (the continuous case)
Let us assume that some process is described by the equatioṅ
x(t) = F(t)x(t) + G(t)U(t) + v(t), t ∈ [, T],
with multi-point boundary conditions
where
is n-dimensional vector; F(t), G(t) are matrix functions of n × n and n × m dimensions, correspondingly; i , i = , p, are matrices of dimension k × n; q is k-dimensional vector. We need to find a control u(t) and corresponding trajectory x(t) that minimize the functional
where Q(t) = Q (t) ≥ , C(t) = C (t) >  are the matrices of dimensions n × n and m × m, correspondingly.
Then the corresponding Euler-Lagrange equation will be as follows:
where M(t) = -C - (t)λ (t)G(t); and λ(t), γ are Lagrange multipliers.
Sweep method
The essence of the proposed method is that Lagrange multiplier λ(t) is represented as
where S(t), N(t) and ω(t) are the unknown functions. Substituting expression () into equation (), after some operations, we obtain the following system of differential equations for determining S(t), N(t) and ω(t):
S(t) = -F (t)S(t) -S(t)F(t) + S(t)M(t)S(t) -Q(t),
N(t) = S(t)M(t) -F (t) N(t),()
ω(t) = S(t)M(t) -F (t) ω(t) -S(t)v(t).
Considering the condition λ(T) = p γ in (), we obtain
Since the functions x(t) and Lagrange multiplier γ are arbitrary, we obtain the following initial conditions at the point t = T:
Now, considering t = t  in () and the condition λ(t p ) = - in (), we obtain
or the following equations to determine the unknown x(t  ) and γ :
Then, from the condition λ(
, as well as from the equalities
we obtain
Hence we obtain
These equations mean that the functions S(t), ω(t) are continuous and the function N(t) is discontinuous at the points t = t i . Now, as in the case of two points, it can be shown that
Further, putting this into (), we obtain
Hence, we obtain that
where n(t), W (t) are the solutions of the differential equationṡ
then we obtain
Thus, as a result, we obtain condition (), where the point {t i } is smaller by one in comparison to the boundary condition (). Continuing this procedure k times, we obtain
Then, according to the same procedure as the one used above, we get
Substituting () into (), at t = t p-k- after some elementary transformations, we obtain
where n(t), W (t) are solutions of equations () with conditions n(
If we continue this procedure p - times, we arrive at
Finally, applying the above methodology again, we obtain
Here n(t) and W (t) are solutions of equations () with conditions n(t  ) = , W (t  ) =  in the interval (t  , t  ). Hence, we find that
Now, considering the recurrence relation (), from () we have the equation below to determine x(t  ) and γ
Thus, to determine the initial value x(t  ) and Lagrange multipliers γ , we obtain the system of algebraic equations (), (), which can be written in the following matrix form:
As can be seen, the main matrix of system () is symmetrical. Solving the system of linear algebraic equations (), we find x  = x() and γ . The control u(t) is determined by the expression
and x(t) is a solution of the Cauchy probleṁ
x(t) = F(x) + M(t)S(t) x(t) + M(t)N(t)γ + M(t)ω(t) + v(t),
with initial conditions x() = x  .
It should be noted that the coefficients for x(t), u(t) determined from (), () coincide with the coefficients of the corresponding optimal stabilization problem. This fact significantly simplifies solution of the general optimal control problem (construction of the program trajectories and control, optimal stabilization).
Statement of the problem (the discrete case)
Let the considered process in t ∈ [, T] be described by the equation
It is required to find a control u(i) and corresponding trajectory E(i) that minimize the functional
Constructing the extended functional for problem ()-(), we find the corresponding Euler-Lagrange equation
Here M(i) = (i)C - (i) (i), n-dimensional vector function λ(i) and k-dimensional constant γ are Lagrange multipliers. We search the unknown discrete function λ(i) from formula () by the following equations:
S(i), N(i)
and ω(i) are discrete unknown functions, which are required to be found. If we put expression () into equation (), after some transformations, we obtain the following system of equations:
For system () we obtain the initial conditions
Considering the corresponding condition in system (), we obtain
and hence for the unknown variables x(i  ), γ the equation
is obtained. For the unique finding of x(i  ) and γ , it is necessary to add one more equation to equation (). To obtain this equation, we use the method given in []. If we consider the condition
From this we get
Then, according to [] , we obtain
where, for i l- < i < p, the unknown discrete functions n(i), W (i) are defined as solutions of the following system:
Solutions of this equation satisfying the condition i l- < i < i l are found for all i and must satisfy the initial conditions
If we put i = i l- +  in formula (), then we have
Then putting this expression into (), we obtain
Thus, as a result of the operations, we obtain condition () instead of the boundary condition (), where there is one less point {i i } than in the boundary condition (). Continuing this procedure k times, one can get
Then, according to the used below procedure, instead of () we have
Here n(i) and W (i) are solutions of equations () satisfying the condition n(i l-k ) = ,
Continuing this procedure l - times, we obtain
Finally, applying the above procedure once more, we obtain the expression
where n(i) and W (i) are solutions of equations () satisfying the condition n(i  ) = , W (i  ) = . Putting i = i  in () and taking into account (), we obtain
Further, considering the recurrence relation () in (), we obtain the equation to determine x(i  ) and γ
or
If in () we take into account the recurrence relations (), then we obtain
Thus, to determine the initial value x(i  ) and Lagrange multipliers γ , we obtain the system of algebraic equations (), (), which can be written in the following matrix form:
The numerical algorithm
For the development of numerical algorithm for the sweep method, we consider the optimal control problem with three-point boundary conditions [, ]:
with multipoint boundary conditions
where it is required to minimize the functional
Then, as in the case of multipoint boundary conditions, to determine x() the following system of linear algebraic equations is obtained:
where S(t), N(t) and ω(t) are unknown functions. These functions satisfy the following differential equations:
S(t) = -F (t)S(t) -S(t)F(t) + S(t)M(t)S(t) -Q(t), N(t) = S(t)M(t) -F (t) N(t),

ω(t) = S(t)M(t) -F (t) ω(t) -S(t)v(t),
with initial conditions at the point t = T
Here M(t) = G(t)C - (t)G (t), and n(t), W (t) are determined by the following differential equations:
with initial conditions n(T) = , W (T) =  in the interval τ +  < t < T, and with initial conditions n(τ -) = , W (τ -) =  in the interval  < t < τ -.
Solving the system of linear algebraic equations (), we find x  = x() and γ . Then the control u(t) is determined as follows:
and x(t) as a solution of the Cauchy probleṁ
Considering the above formulae, the following algorithm may be offered for solving problem ()-(): 
). () u(t) is determined by formula (). () The solution x(t) is obtained from equation ().
This algorithm implies that to determine x(t) one should solve the Riccati equation and the system of differential equations. To demonstrate the performance of this algorithm, we use Runge-Kutta method.
First of all we reduce the initial condition at the point t = T to the initial condition at the point t = . We illustrate this transformation by the example of the first equation in (). LetṠ
(t) = -F (t)S(t) -S(t)F(t) + S(t)M(t)S(t) -Q(t),
S(t  ) = S  .
Introducing τ = t  -t and denoting S(t) = S(t  -τ ) =S(τ ), from () we obtaiṅ
S(τ ) = -F S (τ ) -S(τ )F +S(τ )MS(τ ) -Q, S()
In analogous way we can transform the other equations of () and (). We consider the case when Q(t) =  and v(t) = . From equations () we obtain S(t) ≡ , ω(t) ≡ , the functionsN(t),n(t) andW (t) being solutions of the differential equationṡ
N(t) = -F (t)N(t), n(t) =N (t)M(t)N(t), () W (t) =N (t) M(t)W (t)
with initial conditionsN() =  ,n() = ,W () =  for the interval  < t < τ - and n(τ + ) = ,W (τ + ) =  for the interval τ +  < t < T. Note that at τ = Lagrange multiplier γ . At S(t) ≡  the value of x(t i ) is determined from the system of differential equations (), () by Runge-Kutta method.
Conclusion
In this paper, we explore sweep algorithm for solving optimal control problem with multipoint boundary conditions. Numerical examples demonstrate the performance of the proposed algorithm. The results can be applied to other examples [-].
