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Abstract
Moment inequalities for locally square integrable martingales are considered. The growth
rates of the constants in Rosenthal’s inequality for locally square integrable martingales and
Burkholder–Gundy inequality for martingales with symmetric jumps are given.
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1. Introduction
Let {fn;Fn; n¿ 0} be a discrete-time martingale with f0 = 0. The Rosenthal’s
inequality may be stated as follows: for p¿ 2,
A−1p

E( ∞∑
n=1
E[d2n=Fn−1]
)p=21=p + (E[supn¿1 |dn|]p)1=p

6 (E[supn¿1 |fn|]p)1=p
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6Bp

E( ∞∑
n=1
E[d2n=Fn−1]
)p=21=p + (E[supn¿1|dn|]p)1=p
 ; (1)
where Ap and Bp are constants depending on p; and {dn = fn − fn−1; n¿ 1} is the
martingale diDerence sequence for {fn;Fn; n¿ 0}. The special case of independent
random variables which is a fundamental generalization of Khintchine’s inequality was
originally obtained by Rosenthal (1970), Rosenthal’s proof yielded only exponential
of p estimate for the growth rate of BP as p→∞. Later, Rosenthal’s inequality was
extended to discrete-time martingales by Burkholder (1973). Dzhaparidze and Valkeila
(1990) established the following Rosenthal’s inequality for locally square integrable
martingales:
A−1p {‖〈M 〉1=2S ‖p + ‖(IM)∗S‖p}6 ‖M∗S ‖p
6Bp{‖〈M 〉1=2S ‖p + ‖(IM)∗S‖p}: (2)
Recently, a lot of attention has been given to the best constants and the growth rates
of the constants appearing in various martingale inequalities (cf. e.g. Burkholder, 1973,
1994; Hitczenko, 1990a, b; Wang, 1991a, b). For Rosenthal’s inequality, Johnson et al.
(1985) showed that the growth rate of Bp is p=lnp in the independent case. Talagrand
(1989) extended this result to the case of independent Banach space valued random
variables. Hitczenko (1990a, b) proved that in discrete-time martingale case Ap grows
like
√
p and Bp grows like p=lnp as p→∞, and the growth rates of the constants
is best possible. Ibragimov and Sharakhmetov (2001) studied the best constants in
Rosenthal’s inequality for nonnegative random variables. Wood (1999) studied the
Rosenthal’s inequality for point process martingales, he proved that Ap and Bp appear
in (2) are the same constants as in (1) for point process martingales and marked point
process martingales. Hitczenko (1990b) and Wang (1991a) also found the growth rates
of the constants and the best constants appearing in Burkholder–Gundy inequality for
conditionally symmetric martingales in discrete time.
In this present paper, using the technique in Ren and Liang (2001), we shall prove
that the constants appear in the Rosenthal’s inequality for locally square integrable
martingales and the Burkholder–Gundy inequality for locally square integrable martin-
gales with symmetric jumps have the same growth rates as in the discrete-time case. As
stated in Dzhaparidze and Valkeila (1990), that from (2) we can derive another version
of Rosenthal’s inequality as in Dzhaparidze and Valkeila (1990) and Wood (1999),
so we work with version (2). Section 2 is devoted to the discussion of Rosenthal’s
inequality. In Section 3, the growth rates of the constants in Burkholder–Gundy in-
equality for locally square integrable martingales with symmetric jumps are discussed.
The results extend the related inequalities for discrete-time martingales.
We introduce some notations and conventions concerning martingales needed for
the proofs of our results. For more details we refer to He et al. (1992) or Liptser and
Shriyaev (1989). We shall work within the framework of general martingale theory and
use the standard notions of general theory of stochastic processes, thus we consider
martingales with cadalag paths. This class of course includes discrete-time martingales,
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but is much larger. By means of powerful tools of modern martingale theory, it is
possible for us to give the martingale inequalities a uniMed treatment. This may lead
to general results.
Let (;F;Ft ; P) be a Mltered probability space with Mltration (Ft)t¿0 satisfying
usual conditions. Denote by M2loc;0 the collection of all locally square integrable mar-
tingales with M0 = 0 based on (;F; Ft ; P). For M ∈M2loc;0; [M ] is the quadratic
variation of M; 〈M 〉 is the predictable quadratic variation of M . We write
M∗t = sup
s6t
|Ms|; (IM)∗t = sup
s6t
|IMs|:
For a stopping time . we write
IM =MI(¡∞)−M− I(¡∞);
M = (Mt∧)t¿0; M
−
=M −IMI([[;∞))):
For a discrete-time martingale {fn;Fn; n¿ 0}, deMne
f∗∞ = sup
n¿0
|fn|; dn = fn − fn−1; n¿ 1:
s(f) =
( ∞∑
n=1
d2n
)1=2
; (f) =
[ ∞∑
n=1
E(d2n=Fn−1)
]1=2
:
Let  be a moderate increasing and convex function on R+; (0) = 0, then
there exists a nonnegative right continuous f(t), such that (t) =
∫ t
0 f(s) ds. Set
 = supt¿0{tf(t)=(t)}, we have ¡∞.
We conclude this section with some lemmas that will be needed for the proofs of
our theorems.
Lemma 1 (Garsia). Let A= {At; t¿ 0} be an adapted increasing process,  a mod-
erate increasing and convex function on R+. ;  be nonnegative integrable ran-
dom variables, E[()]¡∞; ¿A∞ a.s., ∈F∞, if one of the two conditions is
satis:ed;
(a) For any stopping time T
E(=FT )− AT− I(T ¿ 0)6E(=FT ) a:s:
(b) A is predictable, A0 = 0, and for any predictable time T
E(=FT )− AT 6E(=FT ) a:s:
Then
E[()]6 +1E[()]:
If take (t) = tp(1¡p¡∞), we have better inequality E(p)6ppE(p).
Lemma 2 (Dzhaparidze and ven Zanten, 2001). Let M = {Mt; t¿ 0} be a
locally square integrable martingale with M0=0 and for a¿ 0, de:ne the process Ha=
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(Hat )t¿0 by
Hat =
∑
s6t
(IMs)2I(|IMs|¿a) + 〈M 〉t :
Then for all a; ¿ 0 the process
Y  = exp{M −  a()Ha}
is a supermartingale, where  a() = (ea − 1− a)=a2.
2. Rosenthal’s inequality
Theorem 1. Let M={Mt; t¿ 0} be a locally square integrable martingale with M0=0,
then the following Rosenthal’s inequality holds:
A−1p {‖〈M 〉1=2S ‖p + ‖(IM)∗S‖p}6 ‖M∗S ‖p
6Bp{‖〈M 〉1=2S ‖p + ‖(IM)∗S‖p}; p¿ 2
for any stopping time S, and Ap =O(
√
p); Bp =O(p=lnp).
Proof. For any stopping time T , deMne
M˜ t = (MT+t −MT )I(T ¡∞); Gt =FT+t ; t¿ 0:
Then M˜ = { M˜ t ;Gt ; t¿ 0} is a locally square integrable martingale with M˜ 0 = 0, and
we have
〈 M˜ 〉t = (〈M 〉T+t − 〈M 〉T )I(T ¡∞); t¿ 0:
M˜∗∞6M
∗
∞ +M
∗
T 6 2M
∗
∞:
By the martingale inequality
E〈 M˜ 〉∞6E( M˜ ∗∞)2; (3)
we get
E(〈M 〉∞ − 〈M 〉T )6E(2M∗∞)2: (4)
Note that inequality (3) can be conditioned with respect to G0, inequality (4) can be
conditioned with respect to FT . Set
A= 〈M 〉; = 〈M 〉∞; = (2M∗∞)2:
Taking (t) = tp=2(2¡p¡∞), from Lemma 1 we obtain
E〈M 〉p=2∞ 6 (2p)p=2E(M∗∞)p: (5)
Thus we proved Ap =O(
√
p).
The second part of the proof is given in several steps. We state it as lemmas.
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Lemma 3. Suppose that M ∈M2loc;0, then for every ¿ 0; k ¿ 0 and any A∈F0
P(M∗∞¿; 〈M 〉1=2∞ + (IM)∗∞6 k; A)6 2 exp
{
− 
2k
ln
(
1 +

2k
)}
P(A): (6)
Proof. For any u¿ 0; A∈F0, set
Y ut = exp{uMt −  k(u)Hkt }; t¿ 0;
where  k(u) is as in Lemma 2. By Lemma 2 Y u=(Y ut )t¿0 is a supermartingale, hence
Y uIA = (Y ut IA)t¿0 is also a supermartingale. Note that
∑
s6t(IMs)
2I(|IMs|¿k) = 0
on the set {〈M 〉1=2∞ + (IM)∗∞6 k} ⊂ {(IM)∗∞6 k}. By supermartingale inequality
we have
P
(
sup
t¿0
Mt ¿; 〈M 〉1=2∞ + (IM)∗∞6 k; A
)
6P
(
sup
t¿0
Mt ¿;Hkt 6 k
2; A
)
6P
(
sup
t¿0
uMt ¿u;  k(u)Hkt 6 k
2 k(u); A
)
6P
(
sup
t¿0
exp{uMt −  k(u)Hkt }¿ exp{u− k2 k(u)}; A
)
6P
(
sup
t¿0
exp{uMt −  k(u)Hkt }IA ¿ exp{u− k2 k(u)}
)
6P
(
sup
t¿0
Y ut IA ¿ exp{u− k2 k(u)}
)
6 exp{−u+ (euk − 1− uk)}P(A)
= exp{−u+ u2k2g(uk)}P(A); (7)
where g(x)=(ex−1−x)=x2 (x¿ 0). Denote by G(x)=2xg(x), then G(x) is a continuous
and strictly increasing function, hence G(x) has a unique inverse G−1(y). Since G(x)=
2xg(x)6 2(ex − 1), we have G−1(y)¿ ln(1 + y=2). Taking u=G−1(=k)=k, we have
−u+ u2k2g(uk) =−G
−1(=k)
k
+
k2
k2
G−1
(

k
)
G−1
(

k
)
g
[
G−1
(

k
)]
=−G
−1(=k)
k
+ G−1
(

k
){
1
2
G
[
G−1
(

k
)]}
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=−G
−1(=k)
k
+
G−1(=k)
2k
=−G
−1(=k)
2k
6− 
2k
ln
(
1 +

2k
)
:
Hence from (7) we get
P
(
sup
t¿0
Mt ¿; 〈M 〉1=2∞ + (IM)∗∞6 k; A
)
6 exp
{
− 
2k
ln
(
1 +

2k
)}
P(A): (8)
By the same argument applied to −M , we get the same inequality for −M
P
(
sup
t¿0
(−Mt)¿; 〈M 〉1=2∞ + (IM)∗∞6 k; A
)
6 exp
{
− 
2k
ln
(
1 +

2k
)}
P(A): (9)
Combining (8) with (9), we obtain (6).
Lemma 4. Suppose that M ∈M2loc;0, then for every ¿ 0; k ¿ 0 and any stopping
time T
P(M∗∞ −M∗T ¿; 〈M 〉1=2∞ + (IM)∗∞6 k; T ¡∞)
6 2 exp
{
− 
2k
ln
(
1 +

2k
)}
P(T ¡∞): (10)
Proof. For any stopping time T , deMne
M˜ t = (MT+t −MT )I(T ¡∞); Gt =FT+t ; t¿ 0:
Then M˜ = { M˜ t ;Gt ; t¿ 0} is a locally square integrable martingale with M˜ 0 = 0, and
we have
〈 M˜ 〉t = (〈M 〉T+t − 〈M 〉T )I(T ¡∞); t¿ 0:
M˜ ∗∞¿M
∗
∞ −M∗T ; (I M˜)∗∞6 (IM)∗∞; (T ¡∞)∈G0:
〈 M˜ 〉1=2∞ + (I M˜)∗∞6 〈M 〉1=2∞ + (IM)∗∞:
By Lemma 3
P(M∗∞ −M∗T ¿; 〈M 〉1=2∞ + (IM)∗∞6 k; T ¡∞)
6P( M˜∗∞¿; 〈 M˜ 〉1=2∞ + (I M˜)∗∞6 k; T ¡∞)
6 2 exp
{
− 
2k
ln
(
1 +

2k
)}
P(T ¡∞):
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Lemma 5. Suppose that M ∈M2loc;0, then for all '¿ 0; (¿ 1 + ' and ¿ 0, the
following inequality holds:
P(M∗∞¿(; 〈M 〉1=2∞ + (IM)∗∞¡')
6 2 exp
{
−( − 1− '
2'
ln
(
1 +
( − 1− '
2'
)}
P(M∗∞¿): (11)
Proof. For each Mxed ¿ 0, we deMne stopping times  and  by
= inf{t¿ 0; M∗t ¿ };
 = inf{t¿ 0; 〈M 〉1=2t + (IM)∗t ¿ '}:
Then M is a locally square integrable martingale with M0 = 0, and
{〈M 〉1=2∞ + (IM)∗∞¡'}= { =∞};
{M∗∞¿(} ⊂ {M∗∞¿}= {¡∞}:
Note that M∗−6 ; |(IM)∗ |¡' on the set {〈M 〉1=2∞ + (IM)∗∞¡'}, by Lemma 4
we have
P(M∗∞¿(; 〈M 〉1=2∞ + (IM)∗∞¡')
6P(M∗∞ −M∗− −IM∗ ¿(− − ';
〈M 〉1=2∞ + (IM)∗∞¡';  =∞; ¡∞)
6P(M∗∞ −M∗ ¿ (( − 1− '); 〈M 〉1=2∞ + (IM)∗∞¡';  =∞; ¡∞)
6P((M)∗∞ − (M)∗ ¿ (( − 1− ');
〈M〉1=2∞ + (IM)∗∞¡';  =∞; ¡∞)
6P((M)∗∞ − (M)∗ ¿ (( − 1− '); 〈M〉1=2∞ + (IM)∗∞¡'; ¡∞)
6 2 exp
{
−( − 1− '
2'
ln
(
1 +
( − 1− '
2'
)}
P(¡∞)
6 2 exp
{
−( − 1− '
2'
ln
(
1 +
( − 1− '
2'
)}
P(M∗∞¿):
Now we back to the proof of Theorem 1, from (11) we get
P(M∗∞¿()
6P(M∗∞¿(; 〈M 〉1=2∞ + (IM)∗∞¡') + P(〈M 〉1=2∞ + (IM)∗∞¿ ')
6 2 exp
{
−( − 1− '
2'
ln
(
1 +
( − 1− '
2'
)}
P(M∗∞¿)
+P(〈M 〉1=2∞ + (IM)∗∞¿ '):
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Multiplying both sides by pp−1 and integrating over the interval [0;∞) with respect
to , we obtain
(−pE(M∗∞)
p6 2 exp
{
−( − 1− '
2'
ln
(
1 +
( − 1− '
2'
)}
E(M∗∞)
p
+ '−pE{〈M 〉1=2∞ + (IM)∗∞}p:
Hence we have
E(M∗∞)
p6
{
1− 2(p exp
[
−( − 1− '
2'
ln
(
1 +
( − 1− '
2'
)]}−1
×
(
(
'
)p
E{〈M 〉1=2∞ + (IM)∗∞}p: (12)
Taking ' = (1=3p) ln(p=lnp); ( = 1 + '{(2p=lnp) − 1} in (12), we can prove that
there exists an absolute constant K such that for p¿p0 (cf. Hitczenko, 1990a)
‖M∗∞‖p6K
p
lnp
{‖〈M 〉1=2∞ ‖p + ‖(IM)∗∞‖p}:
For any stopping time S; replace M by MS , we obtain (2). This concludes the proof
of Theorem 1.
The order of growth rates Ap and Bp are best possible, since they are already best
possible in the cases of independent random variables and discrete-time martingales
(cf. Johnson et al. 1985; Hitczenko, 1990a, b).
Note that every discrete-time martingale {fn;Fn; n¿ 0} can be embedded into
continuous time as a step martingale Mt = f[t] (t¿ 0) with respect to the Mltration
Gt =F[t] (t¿ 0) and
[M ]t =
[t]∑
k=1
d2k ; 〈M 〉t =
[t]∑
k=1
E(d2k =Fk−1); t¿ 0:
We can obtain Hitczenko’s theorem as a corollary:
Corollary 1. Let {fn;Fn; n¿ 0} be a discrete-time martingale with f0 = 0, then the
following inequality holds:
A−1p {(E[2(f)]p=2)1=p + [E(d∗∞)p]1=p}6 {E(f∗∞)p}1=p
6Bp{(E[2(f)]p=2)1=p + [E(d∗∞)p]1=p}; p¿ 2;
and Ap =O(
√
p); Bp =O(p=lnp).
3. Inequality for martingales with symmetric jumps
It is said that a local martingale is a martingale with symmetric jumps, if the com-
pensating random measure * of jump point process
+t(B) =
∑
s6t
I{IMs ∈B}; B∈B; t¿ 0
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is symmetric under a change of sign, in the sense that *(−B)= *(B) a:s. for all B∈B
and t¿ 0, here B denotes the Borel -Meld in R. In discrete-time case, the symmetry
of the jumps is equivalent to the conditional symmetry, in the sense that
P(−IMn ∈B=Fn−1) = P(IMn ∈B=Fn−1) a:s: B∈B; n¿ 1:
Lemma 6 (Kallenberg and Sztencel (1991), Dzhaparidze and ven Zanten (2001)). Let
M = {Mt; t¿ 0} be a locally square integrable martingale with symmetric jumps,
M0 = 0, then the process
Yt = exp{Mt − 12 [M ]t}; t¿ 0
is a supermartingale.
Using Lemmas 1 and 6, by the similar approach as in Theorem 1, we can get the
following theorem:
Theorem 2. Let M = {Mt; t¿ 0} be a locally square integrable martingale with sym-
metric jumps, M0 = 0, then the following inequality holds:
A−1p ‖[M ]1=2T ‖p6 ‖M∗T ‖p6Bp‖[M ]1=2T ‖p; p¿ 2
for any stopping time T, and Ap =O(
√
p); Bp =O(
√
p).
Furthermore by the same approach as in Ren and Liang (2001), we can prove that
Bp6 3(
√
p). Apply Theorem 2 for discrete-time martingales, we can get an inequality
for conditionally symmetric martingales as a corollary.
Acknowledgements
The authors would like to thank the referee for careful reading of the manuscript
and for his suggestions. In particular, he pointed out a mistake in the Mrst version of
the paper.
References
Burkholder, D.L., 1973. Distribution function inequalities for martingales. Ann. Probab. 1, 19–42.
Burkholder, D.L., 1994. Strong diDerential subordination and stochastic integration. Ann. Probab. 22,
995–1025.
Dzhaparidze, K., Valkeila, E., 1990. On the Hellinger type distance for Mltered experiments. Probab. Theory
Related Fields 85, 105–117.
Dzhaparidze, K., ven Zanten, J.H., 2001. On Berstein-type inequalities for martingales. Stochastic Process.
Appl. 93, 109–117.
He, S.W., Wang, J.G., Yan, J.A., 1992. Semimartingale Theorems and Stochastic Calculus. Science Press &
CRC Press, Beijing & Boca Raton.
Hitczenko, P., 1990a. Best constants in martingale version of Rosenthal’s inequality. Ann. Probab. 18,
1656–1668.
Hitczenko, P., 1990b. Upper bounds for the Lp-norms of martingales. Probab. Theory Related Fields 86,
225–238.
116 Y.-F. Ren, F.-J. Tian / Stochastic Processes and their Applications 104 (2003) 107–116
Ibragimov, R., Sharakhmetov, Sh., 2001. The best constant in Rosenthal inequality for nonnegative random
variables. Statist. Probab. Lett. 55, 367–374.
Johnson, W.B., Schechtman, G., Zinn, J., 1985. Best constants in moment inequalities for linear combinations
of independent and exchangeable random variables. Ann. Probab. 13, 234–253.
Kallenberg, O., Sztencel, R., 1991. Some dimension-free features of vector-valued martingales. Probab.
Theory Related Fields 88, 215–247.
Liptser, R.Sh., Shriyaev, A.N., 1989. Theory of Martingales. Kluwer, Dordrecht.
Ren, Y.F., Liang, H.Y., 2001. On the Best constant in Marcinkiewicz-Zygmund inequality. Statist. Probab.
Lett. 53, 227–233.
Rosenthal, H.P., 1970. On the subspace of Lp (p¿ 2) spanned by sequences of independent random
variables. Israel J. Math. 8, 273–303.
Talagrand, M., 1989. Isoperimetry and integrability of the sum of independent Banach space valued random
variables. Ann. Probab. 17, 1546–1570.
Wang, G., 1991a. Sharp square-function inequalities for conditionally symmetric martingales. Trans. Amer.
Math. Soc. 328, 393–419.
Wang, G., 1991b. Sharp inequalities for conditional square function of a martingale. Ann. Probab. 19,
1679–1688.
Wood, A.T.A., 1999. Rosenthal’s inequality for point process martingales. Stochastic Process. Appl. 81,
231–246.
