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 In hydrological frequency analysis, it is difficult to apply standard statistical methods to 
derive multivariate probability distributions of the characteristics of  hydrologic or 
hydraulic variables except under the following restrictive assumptions: (1) variables are 
assumed independent, (2) variables are assumed to have the same marginal distributions, 
and (3) variables are assumed to follow or are transformed to normal distribution. 
Relaxing these assumptions when deriving multivariate distributions of the characteristics 
of correlated hydrologic and hydraulic variables.  
The copula methodology is applied to perform multivariate frequency analysis of 
rainfall, flood, low-flow, water quality, and channel flow, using data from the Amite river 
basin in Louisiana. And finally, the risk methodology is applied to analyze flood risks.   
Through the study, it was found that (1) copula method was found reasonably well to be 
applied to derive the multivariate hydrological frequency model compared with other 
conventional methods, i.e., multivariate normal approach, N-K model approach, 
independence transformation approach etc.; (2) nonstationarity was found more or less 
existed in the rainfall and streamflow time series, but according to the nonstationary test, 
in most cases, the stationarity assumption may be approximately valid; (3) the 
multivariate frequency analysis coupling nonstationarity indicated that the stationary 
assumption was valid for both bivariate and trivariate analysis; and (4) risk, defined by 
both flooding event and the damage caused by the scenario, showed the difference from 
that defined by T-year return period design event and the probability of total damage with 
the comparison indicating that only one character, i.e., T-year event or probability of total 
damage was not adequate to define the risk. 
 1




1.1 Need for Multivariate Frequency Analysis and Risk Mapping 
Frequency analysis enables risk mapping and computation of design return-period (i.e., 
100-year) and design flood (Borgman, 1963, Kite 1978).  However, much attention has 
long been focused on univariate hydrologic frequency analysis. The bulk of hydrologic 
literature has dealt with univariate frequency analysis (Kite, 1978, Cunnane, 1987). Rao 
and Hamed (2000) discussed univariate flood frequency analysis from probability 
distribution selection to parameter estimation.  
In reality, univariate frequency analysis might not represent hydrologic and 
hydraulic design needs and the corresponding risk appropriately. For example, a drainage 
system is commonly designed using a design peak discharge of a given risk. This is a 
univariate analysis of peak discharge. A detention reservoir design is based on univariate 
analysis of the total volume of runoff. Although univariate frequency analysis may seem 
appropriate for design purposes, other hydrologic and hydraulic factors: i.e., the total 
volume and duration for the drainage system and peak discharge for detention reservoir 
system, may be actually needed for design. In case of drainage design, not only peak 
discharge needs to be analyzed, but also the total volume and duration of flood events are 
needed in order to more accurately represent the risk of failure.  
Similarly, in risk analysis the return period, the probability of waiting, the safety 
factor and the probability distribution of damage are still approaches (Borgman, 1963).
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The problem existing in these approaches is that they are based on univariate analysis, 
but risk combines different causal factors of extreme natural events (i.e., flooding, 
hurricane, tides, tornadoes, drought, etc.) and the damage caused by these events. Human 
reaction also partly contributes to risk. This shows that univariate approaches cannot 
really represent risk.  
Similar to hydrology and hydraulics, univariate analysis is not always appropriate 
in other fields. For example, for highway design in transportation engineering not only 
the peak traffic time but also the peak traffic duration is important. In environmental 
engineering, multivariate analysis is needed for water quality analysis, for example, when 
studying sediment and pollutant loading frequency analysis of discharge or velocity may 
also be needed.  
1.2 Current Approaches for Multivariate Frequency Analysis and Risk Mapping 
There have been a number of attempts to perform multivariate hydrologic frequency 
analysis (i.e., rainfall, flood, drought, water quality, etc.) by taking into consideration the 
dependence among correlated variables. Until recently, multivariate hydrological 
frequency analysis has been performed using the following approaches: 
(1) Applying the multivariate normal distribution, which may be the simplest 
approach, as the joint distribution of correlated variables. If the marginals are not 
normally distributed, the variables are transformed by certain transformation (i.e., 
the Box-Cox transformation, power transformation) which then become normally 
distributed.  
(2) Applying the Gumbel-mixed distribution, if marginals follow the Gumbel-
distribution (Yue et al., 1999). This approach can only be applied for the 
positively correlated random variables. 
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(3) Applying the bivariate log-normal distribution (Yue, 2000), bivariate gamma 
distribution (Yue, 2001), and bivariate Gumbel logistic distribution (Yue 2001) to 
the bivariate hydrological frequency analysis, where the marginals each have the 
same type as log-normal, gamma or Gumbel distribution.  
(4) Transforming the variables by a certain transformation so that the transformed 
variables are rendered independent and then deriving the joint distribution of the 
independent variables (Stewardson and McMahon, 2002). 
(5) In the last decade, the copula concept has begun to appear in the multivariate 
hydrological frequency analysis (Favre et al., 2004). 
In the case of risk mapping, the following approaches have been usually applied.  
(1) Using the T-year return period design event to represent risk (e.g., the T-year 
design event from univariate rainfall or flood frequency analysis). 
(2) Bivariate risk analysis obtained by traditional bivariate hydrological frequency 
analyses, i.e., multivariate hydrologic analysis by the first three approaches 
mentioned above (Nachtnebel and Konecny 1987); 
(3) Short-term flood risk analysis based on the seasonality of climatic and hydrologic 
changes (Futter et al., 1991); 
(4) Partitioned multi-objective risk analysis (Mitsiopoulos and Haimes, 1989; Haimes 
and Lambert, 1992). 
(5) Considering risk as a triplet (i.e., sources, causes and consequences) (Kaplan and 
Garrick, 1981). 
1.3 Limitations of Current Approaches 
The current approaches mentioned above have the following limitations: 
(1) All approaches are based on the assumption of stationarity.
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(2) In order to perform multivariate frequency analyses, the marginal distributions 
need to be of the same type or transformed to be independent or normally 
distributed which may undermine the accuracy of analysis, except for the current 
attempts applying the Archimedean copula concept to hydrological analysis. 
(3) Risk is still considered as a univariate case using T-year return period design 
events.  
1.4 Objectives of the Study 
The objectives of this study are: (a) to perform multivariate hydrological frequency 
analysis based on both stationary and nonstationary assumptions by applying the copula 
concept, in which the same type of marginal distribution assumption is relaxed; (b) to 
evaluate and compare the accuracy of the copula based multivariate analysis and the 
conventional statistical approach; (c) to perform damage and risk analysis, considering 
risk as a triplets; and (d) extend the copula concept to multivariate drought, velocity-
depth hydraulics, and water quality analyses.  
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PROBABLITY DISTRIBUTIONS AND GOODNESS-OF-FIT STATISTICS 
 
Hydrologic frequency analysis has long been widely applied in design of civil works. 
Based on different characteristics of the hydrologic data to be analyzed, a number of 
probability distributions have been employed. Parameters of these distributions have 
usually been estimated by the method of moments (MOM), maximum likelihood 
estimation (MLE) and linear moment method (LMM), amongst others. The goodness-of-
fit statistics, in general, are applied for the probability model selection. This chapter 
discusses probability distributions, parameters estimation techniques, and model selection 
techniques usually applied in hydrological frequency analysis.  
2.1 Literature Review 
Hosking (1994) studied the properties of the four-parameter kappa distribution which 
specializes into 1-, 2- and 3-parameter distributions. The kappa distribution was applied 
to the annual maximum precipitation data from Washington with parameters estimated by 
the LMM. Hosking and Wallis (1995) compared the unbiased estimators by L-moments 
and plotting-position estimators and found that the “unbiased” estimators generally 
yielded a better performance, and the plotting-position estimators were useful for 
estimating the extreme upper tail quantiles in regional frequency analysis. Singh and 
Deng (2003) studied the 4 parameter kappa distribution by the entropy method. 
Wang (1996) applied extreme value type I, II, and III distributions with parameters 
estimated by the probability weighted moments to estimate floods of large return periods 
from the lower bound censored samples.  
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 Chowdhury, et al. (1991) studied the goodness-of-fit statistics for the generalized 
extreme value (GEV) distribution. They employed the unbiased probability-weighted 
moment (PWM) estimators of the L-moment coefficient of variation (L-CV) and the 
coefficient of skewness (L-CS) using formulas for their variances for small samples. 
They found that the performances of these two tests were not good for detecting thin-
tailed alternatives. They applied the chi-square test and showed that it could be used to 
detect the distributions which are highly skewed.  
 Williams and Yeh (1983) presented techniques for estimation of parameters in 
rainfall-runoff models. Three techniques were presented: linear programming (LP) for 
minimization of the sum of absolute errors (MSAE) of computed values, quadratic 
programming (QP) used for ordinary least squares (OLS), and generalized least squares 
(GLS). These techniques were applied using a hypothetical catchment for which rainfall-
runoff series were generated by a conceptual model and then the techniques were applied 
to the Williams River in Hunter Valley in New South Wales, Australia.  
 Ding et al. (1989) applied the weighted probability moments (PWM) for estimating 
parameters of the Pearson type III distribution. They showed that the PWM estimators 
were almost unbiased and the performance was better than that by the conventional 
moment method. 
 Arora and Singh (1989) studied the log-Pearson type 3 distribution, recommended 
by the U.S. Water Resources Council (USWRC) in 1967. By comparing the performance 
of different estimation methods, they found out that the methods based on the maximum 
likelihood estimation and entropy performed poorly. The method based on the moments 
in the real space and the mixed moments performed better than other methods in terms of 
both resistance and efficiency of estimation and robustness.  
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 Phien (1987) considered four methods of estimating the parameters of extreme 
value type 1 (Gumbel) distribution: method of moments (MOM), maximum likelihood 
estimation (MLE), maximum entropy method (MEM) and the probability weighted 
moments (PWM) and the suitable solution procedures. By simulation, he found that the 
method of moments was not as good as the other three methods, where PWM was the 
best in terms of bias (almost unbiased), the MLE was the best in terms of the root mean 
square error and efficiency, and the MEM ranked second best by all the criteria and 
followed the MLE more closely than did the PWM.  
 Perreault, et al. (1999) investigated statistical properties of the Halpen distribution, 
and found that this distribution with flexible shapes is appropriate for frequency analysis 
of extremes. The parameters of the distribution were estimated from sufficient statistics 
or maximum likelihood estimation.  
 Lu and Stedinger (1992) developed simple formulae for the sampling variance of 
quantile estimators for the generalized extreme value (GEV) distribution when 
probability weighted moments (PWM) or L-moments are used for estimating all three 
parameters or just two parameters given the GEV shape parameter. It was found that the 
sampling variance of three-parameter 100-year flood estimators could be reduced by a 
factor of 2-3 if the GEV shape parameter was given and for distributions with realistic 
shape parameters, the two-parameter 100-year flood estimator with a fixed regional shape 
parameter generally gave a smaller MSE than did a three-parameter estimator even if the 
shape parameter was misrepresented.  
Rao and Hamed (2000) discussed probability distributions which are commonly 
applied in flood frequency analysis with different parameter estimation methods.  
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Strupczewski et al. (2002) derived the asymptotic bias in large quantiles if the 
probability density function (PDF) was falsely assumed and in moments for four 
parameter estimation methods which include: maximum likelihood estimation (MLE), 
method of moments (MOM), method of L-moments (LMM), and least squares method 
(LSM). The first three methods were used for gamma and lognormal distributions and it 
was found that the relative asymptotic bias (RB) of moments and quantiles corresponding 
to the upper tail was an increasing function of the true value of the coefficient of variation, 
except that the RB of moments based on MOM was zero, and the value of RB from 
MLM was larger for the lognormal distribution as a hypothetical distribution with the 
gamma distribution being assumed to be the true distribution than it would be for the 
opposite case.  
 Bacchi, et al. (1994) studied a bivariate exponential distribution by using the 
Gumbel distribution as an approximation to the probability distribution of extreme 
rainfalls.  
 Correia (1987) deduced the joint distribution of flood peak and duration by using 
the partial duration series method (PDS) on the basis of the assumptions that (i) both 
flood peak and duration are exponentially distributed; and (ii) the conditional distribution 
of flood peak for given flood duration is normal. Krstanovic and Singh (1987) derived the 
multivariate Guassian and exponential distributions using the principle of maximum 
entropy (POME), and used these distributions for describing the joint distribution of 
flood peak and volume.  
 Yue (1999) applied the bivariate normal distribution to represent the joint 
distribution of flood peaks and volumes. Yue et al. (1999) studied the joint probability 
 10
behaviour by applying the bivariate extreme value distribution to flood peak and volume 
as well as flood volume and duration by considering that flood random variables each 
have the Gumbel (EVI) distribution. Yue (2000) investigated the bivariate lognormal 
distribution to describe the joint distribution of correlated flood peak and volume, and 
correlated flood volume and duration. He verified the approach by using observed 
streamflow data from the Nord River basin. Yue (2000) applied the bivariate normal 
distribution to describe the joint distribution of storm peak (maximum rainfall intensity) 
and amount which are mutually correlated. In order to apply the bivariate normal 
distribution, the Box-Cox transformation was used to normalize the original marginal 
distribution, with the transformation parameter (λ) estimated by the maximum likelihood 
method. Yue (2001) explored the use of the Gumbel logistic model for representing the 
joint distribution of the correlated annual maximum rainfall intensity and the 
corresponding storm amount. Yue and Rasmussen (2002) studied the conditional 
probability distributions, conditional return periods, and joint return periods which are 
important to understand and interpret the multivariate hydrological frequency analysis.  
 In the following sections, the probability distributions commonly applied in 
hydrological frequency analysis, parameter estimation methods, goodness-of-fit statistics, 
probability related return periods and commonly-employed plotting-positions are 
discussed.  
2.2 Univariate Probability Distributions and Parameter Estimation Techniques 
In hydrological frequency analysis the Gamma family (i.e., exponential, Gamma (2), and 
Pearson (3) type distribution), normal and related distributions (log-normal, Halphen 
(inverse Gaussian)), extreme value (EV) distributions (i.e., EV 1 (Gumbel) and Weibull 
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distributions) are commonly applied. First, linear moment method (LMM) is discussed. 
Then, each distribution mentioned above is discussed in more detail. 
2.2.1 Linear Moments  
L-moments are expectations of certain linear combinations of order statistics which can 
be defined for any random variable whose mean exists and forms the basis of general 
theory which includes the summarization and description of theoretical probability 
distributions, summarization and description of observed data samples, estimation of 
parameters and quantiles of probability distributions, and hypothesis tests for probability 
distributions (Hosking, 1990). Let X be a real-valued random variable with cumulative 
distribution function )(xFX , and let nnnn XXX ::2:1 ... ≤≤≤ be the order statistics of a 
random sample of size n drawn from the distribution of X. Then L-moments of the 
























rλ                                              (2.1) 
where λr is a r-th linear function of the expected order statistics as: 
∫ −− −−−= )()](1[)]([)!()!1(
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: xdFxFxFxjrj
rEX jrjrj                              (2.1a) 






















1 dFFFFFxXXXXEλ       (2.1e) 
where E(X) is the expected value of X;  λ1 is the measure of location; λ2 is the measure of 
scale of dispersion of the distribution; λ3 is the measure of skewness; and λ4 is the 
measure of kurtosis. Hosking (1990) defined the L-moment ratio of random variable X as: 
... 4, ,3 ,/ 2 == rrr λλτ                                                          (2.1f) 
where rτ denotes the L-moment ratio. 3τ and 4τ are dimensionless analogues of λ3 and λ4, 
respectively, as measures of skewness and kurtosis.  
 Additionally, the function of L-moments which is analogous to the coefficient of 
variation (CV) is defined as L-CV: 12 /λλτ = . Following Hosking (1990), the L-moments 
of some common distributions are given in Table 2.1. 
Similar to conventional moments, L-moments can be used for summarizing the 
basic properties of a dataset, i.e., location, scale, skewness and kurtosis. The properties of 
probability distributions from which the data were sampled can be obtained from the L-
moments. These moments can also be used to estimate parameters of the underlying 
probability distributions.  
Comparing to conventional methods, L-moments are preferable to conventional 
moments: (1), L-moments, being a linear combination of data, are less sensitive to 
sampling variability than are the conventional moments, and (2) for measurement errors 
in the extreme dataset, they may produce more accurate estimates of the characteristics 
and parameters for the underlying probability distribution.  
Table 2.1 L-moments of some common distributions 
Distribution L-moments 
Exponential 6/1 ,3/1 ,2/ , 43
2
21 ==== τταλαλ  
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(Table 2.1 continued) 
Gamma 3)2,(6 ),(/)2/1( , 3/13
2/1
21 −=+==
− ββτββαπλαβλ ΙΓΓ  
Gumbel 1504.0 ,1669.0 ,2log , 4321 ===+= τταλβαλ  
Normal 1226.0 0  , 43
1
21 ====





















(Note: Ix(p, q) is the incomplete beta function. ) 
2.2.2 Gamma Family 
The Gamma family includes exponential, Gamma (2) distribution and Gamma (3) (i.e., 
Pearson type) distributions.  
• Exponential distribution 
The probability density function (PDF) is expressed as: 









                                                      (2.2) 








βxxF exp1)(                                                              (2.3) 
where α is the shape parameter and β is the location parameter of exponential distribution.  
The exponential distribution is a special case of the Gamma family is right skewed 
and has the memoryless property. The exponential distribution can be applied to monthly 
discharge analysis as shown in Figure 2.1.  
 The parameters of exponential distribution can be estimated by method of moments 
(MOM), maximum likelihood estimation (MLE), and linear moments (LM).  
 14

















Figure 2.1 Exponential distribution fitted to total monthly discharge data. 
(α = 8.55e+008, m=0). 
 
(1) Parameter estimation by MOM: 

































dxxEXx                                                  (2.4b)      





3 9,2 αµαµ ==                                                            (2.4c) 
Parameter α estimated in this case is easily obtained by replacing µ1 and µ2 by the sample 
first and second moments denoted by m1 and m2 as: 
αβα ˆ    ,ˆ 12 −== mm                                                      (2.4d) 
(2) Parameter estimation by MLE: 

















                                             (2.5a) 
where n is the sample size. 










α                                             (2.5b) 



















i    (2.5c) 
Since the likelihood function is an increasing function of β, β estimated by the MLE 
method is the largest value that it can take on. According to its probability density 
function, it is easy to see that the variable X is in the range: (β, +∞), so the value of β 
cannot be greater than the minima of x. Thus the initial estimate of β can be written as: 
)1()min(ˆ xx ==β                                                         (2.5d) 
In order to obtain a better estimate, the probability density function of )1(x is needed. 










xnnxfxFnxf n exp)()](1[)( 1)1(                         (2.5e) 
Then it is easy to show that eq. (2.5e) is also exponentially distributed with mean 
n/αβ + and variance 22 / nα . Therefore, based on Cohen and Helm (1972), Meeker and 
















βα                                            (2.5f) 
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(3) Parameter estimation by LMM 
According to eq. (2.1), the inverse of eq. (2.3) is given by  
)1ln()( FFx −−= αβ                                                   (2.6a) 













)1)](1ln([)1)(( αβαβλ dFFFdFFFx                       (2.6c) 
Thus, parameters α and β estimated in this case are obtained by replacing λ1 and λ2 by 
the sample linear moments l1 and l2 as: 
212 2ˆ   ,2ˆ lll −== βα                                                     (2.6d) 
• Gamma (2) distribution 








=                                              (2.7) 







                                          (2.8) 
 Similar to the exponential distribution, the gamma (2) distribution is also right 





















Figure 2.2 Gamma distribution fitted to total monthly runoff data. 
(α = 1.94, β = 3.01 E+9). 
 
The parameters estimated by MOM, MLE and LM are given as follows. 
(1) Parameter estimation by MOM 
The first two moments of the gamma (2) distribution are computed by substituting y=x/α 
in eq. (2.8) as: 
)exp(
)(




                                                                   (2.9a) 
with 











1 dyyyy                                                    
and  
βαµ 22 =                                                                                                 (2.9b) 
Replacing the first two moments µ1 and µ2 with the sample first and second moments m1 




112 /ˆ,/ˆ mmmm == βα                                                                             (2.9c) 
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(2) Parameter estimation by MLE: 












= −⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦
∑∏                                (2.10a) 













ββαβ                            (2.10b) 
Taking the derivative of eq. (2.10b) with respect to α and β and setting the equations 
































                                                               (2.10d) 
Eqs. (2.10c) and (2.10d) can be solved numerically to obtain α and β. 
(3) Parameter estimation by LMM: 

















=−=−= ∫ dFFFxXXE                         (2.11b) 
 Then α, β can be obtained either numerically or following the procedure due to 
Hosking (1990). Let t = l2/l1, with l1 and l2 as the sample first and second linear moments. 
Then, 
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if 0 < t <1/2, then z = πt2 and β̂  is given by 
)01765.005812.0/()308.01(ˆ 32 zzzz +−−=β                                               (2.11c) 
if 1/2 < t <1, then z = 1- t and β̂  is given by 
)2113.11817.21/()5947.07213.0(ˆ 22 zzzz +−−=β                                       (2.11d) 
     βα ˆ/ˆ 1l=                                                                                                          (2.11e) 
• Pearson type III distribution 
























                                                         (2.12) 
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Figure 2.3 Pearson distribution fitted to discharge data. 
(α = 6.49e+003, β = 1.04, γ = 235.99). 
Similar to the exponential and gamma (2) distributions, the Pearson type III 
distribution is a right skewed distribution as shown in Figure 2.3 and is usually applied 
for flood frequency analysis. The parameters estimated by MOM, MLE and LM are 
given as follows.
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(1) Parameter estimation by MOM: 



























1                             (2.14a) 
Similarly, the second and third moments as well as the coefficient of skewness Cs are 
given as: 
βαµ 22 =                                                              (2.14b) 
βαµ 33 2=                                                            (2.14c) 
β/2=sC                                                           (2.14d) 
Thus the parameters estimated by MOM are obtained by replacing µ1, µ2, and µ3 by 
their sampling estimates m1, m2 and m3 as: 
βγβαβ 22
2 ˆ,)ˆ/(ˆ,)/2(ˆ mmmCs −=== 1                                   (2.14e) 
(2) Parameter estimation by MLE: 














α β α αΓ
−
==
⎡ ⎤− ⎛ ⎞⎛ ⎞= − −⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎣ ⎦
∑∏                                  (2.15a) 













αβγββα    (2.15b) 
By differencing eq. (2.15b) with respect to α, β, and γ and setting the equation equal to 





















































                                                  (2.15e) 
 Thus, parameters γβα ˆ and ,ˆ ,ˆ can be obtained by solving eqs. (2.15c)-(2.15e) 
simultaneously by iterative numerical technique. 
(3) Parameter estimation by LMM 
Because of the complexity of the Pearson type III distribution, it cannot be expressed in 
an inverse form as X = X (F) and therefore the expressions for L-moments are 
complicated. The LMs given by Hosking (1986a) are given as: 









=                                                (2.16b) 
3)2 ,(6 3/13 −Ι= ββt                                                   (2.16c) 
where Ix(p, q) is the incomplete beta function. A simplified approximate solution for eq. 
(2.16c) is given by Hosking (1991a) [in Rao and Hamed (2000)] as: 











=β                                   (2.16d) 









=β                                                 (2.16e) 
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Substituting eqs. (2.16d) and (2.16e) into eqs. (2.16a) and (2.16b), one can get 
βαλγ
β





=                                       (2.16f) 
• Log-Pearson type III distribution 
The log-Pearson type III distribution is another probability distribution which belongs to 
the gamma family. The PDF of the log-Pearson type III distribution is given as: 





α β α αΓ
−− −⎡ ⎤ ⎛ ⎞= −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠
                                              (2.17) 
The CDF of the log-Pearson type III distribution is given as: 
1
0
1 1 ln ln( ) exp
( )




α β α αΓ
−
− −⎡ ⎤ ⎛ ⎞= −⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∫                                         (2.18) 

















Figure 2.4 Log-Pearson distribution fitted to discharge data. 
(α = 1.07, β = 1.77, γ = 7.78). 
 
Again, the log-Pearson type III distribution, as shown in Figure 2.4, is usually 
applied for flood frequency analysis which is also recommended by the U.S. Water 
Resources Council.  
Parameters of the log-Pearson type III distribution can be estimated by MOM, MLE 
and LMM as follows: 
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(1) Parameter estimation by MOM: 
There are two ways of using the MOM to estimate the parameters of log-Pearson type III 
distribution: 
1) Indirect MOM which is to take the logarithm of the random variable X and then   
      apply the MOM technique for the Pearson type III distribution to the  
      transformed variables: lnZ X= using eqs. (2.14a)-(2.14e). 
2) Direct MOM which directly applies the MOM technique to the variable X. 
Following Rao and Hamed (2000), the first three moments are given as: 
)1ln(ln 1 αβγµ −−=                                            (2.19a) 
)21ln(2ln 2 αβγµ −−=                                        (2.19b) 
)31ln(3ln 3 αβγµ −−=                                         (2.19c) 


















                          (2.19d) 









=B                                            (2.19e) 
Thus parameter α̂ can be obtained by solving numerically, and γβ ˆ and ,ˆ  can be 











                                    (2.19f) 
)1ln(ln 1 αβµγ −+=                                            (2.19g) 
(2) Parameter estimation by MLE: 























− ⎡ ⎤⎡ ⎤= − −⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
∑∏
∏
                (2.20a) 
Then the log-likelihood function is given by: 
1 1 1








= − − − + − − − −∑ ∑ ∑   (2.20b)
 
By differentiating eq. (2.20b) with respect to α, β, and γ and setting the equation equal to 








)(ln αβγ                                                      (2.20c) 
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⎝ ⎠











−∑                                                 (2.20e) 
Thus, parameters γβα ˆ and ,ˆ ,ˆ can be obtained by solving the eqs. (2.20c)-(2.20e) 
simultaneously.  
(3) Parameter estimation by LMM: 
According to Rao and Hamed (2000), the direct LM method of parameter estimation for 
the log-Pearson type III distribution has not been developed because of the complexity of 
the distribution. Since the log-Pearson type III distribution can be considered as a special 
case of the Pearson type III distribution, by applying the logarithm transform of the log-
Pearson distributed random variable X as: lnZ X= , the same technique of LM 




2.2.3 Normal Like Distributions 
• Normal distribution 











xxf                                             (2.21) 















                                       (2.22) 
Generally speaking, the normal distribution is symmetric with respect to the mean 
and has a bell shape, as shown in Figure 2.5, and can be applied for annual rainfall and 
runoff data analysis (Markovic, 1965).  













Figure 2.5 Normal distribution fitted to discharge data 
(µ = 491.35, σ = 196.06) 
Parameters estimated by MOM, MLE and LMM are as follows. 
(1) Parameter estimation by MOM: 
Parameters of the normal distribution by MOM is simple. By computing the first two 
moments ,1µ and 2µ , parameters µ  and 
2σ can be obtained directly from the sample first 
and second moments m1 and m2 as: 
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1ˆ m=µ                                                                 (2.23a) 
2
2ˆ m=σ                                                               (2.23b) 
(2) Parameters estimation by MLE: 
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πσ                                (2.24b) 
 Differentiating the log-likelihood function with respect to 2 and σµ and setting the 


















                                                     (2.24d) 
(3) Parameter estimation by LMM: 
Because of the complexity of the expression of normal distribution, there is no explicit 
form in terms of x, the parameter estimation by LMM becomes a complicated procedure 
as that for gamma (2) and Pearson type distributions. Hosking (1990) gave the following 
properties of the normal distribution in the sense of the LMM method by replacing λ1 and 
λ2 by their sampling first and second linear moments l1 and l2 as: 






2 ˆ l=⇒=                                                      (2.25b) 
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• Lognormal distribution 

























                                        (2.26) 
The CDF of the lognormal distribution is expressed as: 


















⎢ ⎥= − =
⎢ ⎥
⎣ ⎦
∫ ∼                    (2.27) 
where yy σµ  and , are the mean and standard deviation of natural logarithm of x. 
Unlike normal distribution, the lognormal distribution is slightly right skewed as 
shown in Figure 2.6 and is also applied for annual rainfall and runoff analysis.     

















Figure 2.6 Log-normal distribution fitted to discharge data. 
(µ = 9.82, σ = 0.88). 
 Parameters of the lognormal distribution can be estimated by MOM, MLE, and LM 
as follows: 
(1) Parameter estimation by MOM: 
The first two moments of the lognormal distribution are expressed as: 
)2/exp( 21 yy σµµ +=                                                             (2.28a) 
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( ) 2122 1)exp( µσµ −= y                                                               (2.28b) 
Taking the logarithm of eqs. (2.28a) and (2.28b), one can estimate parameters by 












yσ                                                                      (2.28c) 
2/ˆlnˆ 21 yy m σµ −=                                                                   (2.28d) 
(2) Parameter estimation by MLE: 
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σπ              (2.29b) 
Taking the derivative of eq.(2.29b) with respect to µy, and 2yσ , and setting the equations 



















                                        (2.29c) 


























         (2.29d) 
Parameters can be estimated by solving eqs. (2.29c) and (2.29d). It is seen that 
this ML method is the same as the ML procedure by normal distribution using the 
logarithms of the observations.  
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(3) Parameter estimation by LMM: 
 According to Hosking (1990), parameters estimated by the LMM can be expressed 
by the first two L-moments as: 
)2/exp( 21 yy σµλ +=                                                          (2.30a) 
)2/()2/exp( 22 yyy erf σσµλ +=                                        (2.30b) 
where the error function erf(x) is given as: 
1)2/(2)exp(2)(
0
2 −=−= ∫ xFduuxerf
x
π
                      (2.30c) 
 Then, parameters can be estimated by replacing λ1 and λ2 by their first and second 
















µ −=                                                                   (2.30e) 
• Inverse Gaussian distribution 
The two-parameter inverse Gaussian distribution, i.e., IG (δ, λ), has the probability 
density function as: 




















λ                                        (2.31) 
The corresponding cumulative probability distribution is expressed as: 

















































ΦΦ               (2.32) 
where δ and λ are the scale and shape parameters of IG (δ, λ).   
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 According to Balakrishnan and Chen (1997), the cumulant generating function of 




















λ ttK X                                                (2.33) 
Differencing eq. (2.33) with respect to t and then setting t = 0, the first four cumulants are 
expressed as: 
δ=1k  (Mean of the distribution)                                            (2.33a) 














=k                                                                              (2.33d) 








δ                                             (2.33e) 
 Using eq. (2.33) the coefficient of skewness (Cs) and kurtosis (Ck) of IG (δ, λ) can 











⎛= ks CC                                                        (2.34) 
 The inverse Gaussian distribution is between the Pearson type III distribution and 
lognormal distribution (Johnson et al. (1994)). Based on this property, the inverse 
Gaussian distribution, as shown in Figure 2.7, is a good candidate for hydrological 
frequency analysis. Parameters of the inverse Gaussian distribution can be estimated 
through MOM, MLE and LMM. 
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Figure 2.7 Inverse Gaussian distribution fitted to discharge data. 
(σ = 2.53e+004, λ = 2.37e+004) 
(1) Parameter estimation by MOM  
Using eq. (2.33a) and eq. (2.33b), parameters of the distribution, say, δ andλ , can be 
estimated as: 
XXEk =⇒== δδ ˆ)(1                                                (2.35a) 
 
)(/)(/ˆˆ)(/ 3332 XVarXXVarXVark ==⇒== δλλδ                  (2.35b) 
 
(2) Parameter estimation by MLE: 














, . Thus, parameters by MLE can be written as: 
























                                              (2.36b) 
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2.2.4 Extreme Value Distributions 
• Extreme value I (Gumbel) distribution 
The PDF of the Gumbel distribution is given as 
1( ) exp expx xf x β β
α α α
⎡ ⎤− −⎛ ⎞ ⎛ ⎞= − − −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
                                               (2.37) 
The CDF of the Gumbel distribution is given as 
( ) exp exp xF x β
α
⎡ ⎤−⎛ ⎞= − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
                                                        (2.38) 












Figure 2.8 Gumbel distribution fitted to discharge data. 
(α = 9.20, β = 14.46) 
 The Gumbel distribution is another right skewed distribution, as shown in Figure 
2.8, and has long been used in flood frequency analysis. Parameters of the Gumbel 
distribution can be obtained by MOM, MLE, and LMM as follows. 
(1) Parameter estimation by MOM: 
Following Kite (1977), and Meeker and Escobar (1998) the first two moments of the 
Gumbel distribution can be expressed as: 











=                                                                (2.39b) 
Replacing µ1 and µ2 with their sample first and second moments m1 and m2 parameters 
can be expressed as: 
27797.0ˆ m=α                                                              (2.39c) 
21 45.0ˆ mm −=β                                                           (2.39d) 
(2) Parameter estimation by MLE: 
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α                              (2.40b) 
Taking the derivative of eq. (2.40b) with respect to α and β and setting the equations 

















































                                                                 (2.40d) 
Solving eqs. (2.40c) and (2.40d) numerically, parameters α and β are obtained. 
(3) Parameter estimation by LMM:  
The L-moments estimated parameters of the Gumbel distribution have the form given by 
Hosking (1990) with λ1 and λ2 replaced by their first and second sample linear moments l1 
and l2 as: 
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2ln/ˆ 2l=α                                                                    (2.41a) 
αβ ˆ577.0ˆ 1 −= l                                                             (2.41b) 
• Weibull distribution 
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Figure 2.9 Weibull distribution fitted to discharge data. 
(a = 1.5470e+004, b= 2.0344) 
  The Weibull distribution as shown in Figure 2.9, can be applied for low-flow 
frequency analysis. Parameters of the Weibull distribution can be estimated by MOM, 
MLE and LMM as follows. 
(1) Parameter estimation by MOM: 
The first two moments of the Weibull distribution can be expressed as: 
)11(1 +Γ= b
aµ                                                                 (2.44a) 
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)]11()12([ 222 +Γ−+Γ= bb
aµ                                           (2.44b) 
 Thus parameters ba ˆ and ˆ can be obtained by replacing µ1 and µ2 with their first and 
second sample moments m1 and m2 and solving eqs. (2.44a) and (2.44b) simultaneously.  
(2) Parameter estimation by MLE: 
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ln)1(lnlnln                             (2.46b) 
Taking the derivative of (2.46b) with respect to a and b and setting the equations equal to 





























































i                                     (2.46d) 
Parameters can be estimated by numerically solving eqs. (2.46c) and (2.46d). 
(3) Parameter estimation by LMM: 







=α                                                                      (2.47a) 









































b                                                                   (2.48c) 
2.2.5 Univariate Return Periods and Plotting-Position Formula 
In hydrological frequency analysis, the definition of return period can be considered 
as the average times between hydrological events or inter-arrival times or inter-events 
times. The return period can be expressed through its relationship to the cumulative 
probability as: 
1 1 1
( ) 1 ( ) 1 ( )
T
P X x P X x F x
= = =
> − ≤ −
                                    (2.49) 
Plotting-Position Formula: In hydrology frequency analysis, an empirical probability 
distribution is obtained using a plotting-position formula. Probability distributions 
discussed above are then fitted. The commonly used plotting-position formulas are given 
in Table 2.2 (Rao and Hammed, 2000). 
Table 2.2 Commonly used plotting-position formulas 
Plotting position Formula  
 Return period (T) Cumulative probability (F) 
Weibull (n+1)/m i/(n+1) 
Gringorton (n+0.12)/(m-0.44) (i-0.44)/(n+0.12) 
Hazen n/(m-0.5) (i-0.5)/n 
Blom (n+0.25)/(m-0.375) (i-0.375)/(n+0.25) 
Cunnane (n+0.2)/(m-0.4) (i-0.4)/(n+0.2) 
California n/m (i-1)/n 
Chegodayev (n+0.4)/(m-0.3) (i-0.3)/(n+0.4) 
Adamowski (n+0.5)/(m-0.24) (i-0.26)/(n+0.5) 
(Note: i is the rank in ascending order as i = n-m+1; and m is the rank in descending 
order as m = n-i+1.) 
 
2.3 Multivariate Probability Distributions  
Amongst multivariate probability distributions, the multivariate normal distribution, 
multivariate exponential distribution and the mixed Gumbel distribution have been 
applied in multivariate hydrological analysis. 
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2.3.1 Correlation of Correlated Variables 
The correlation structure of correlated variables is important in traditional bivariate 
analysis. Pearson’s linear coefficient of correlation has been applied mostly when using 
bivariate normal probability distribution. Let X1 and X2 be two random variables, 



























ρ                                         (2.50) 
2.3.2 Multivariate Normal Distribution 
The multivariate normal distribution can be specified in various ways. Perhaps the 
simplest way is this: A random vector },...,,{ NX XXX ,X 21= , with N as the number of 
variables, has a joint-normal distribution if every non-trivial linear polynomial of the 
random vector is itself normal or the random vector is transformed to be normally 
distributed. We denote the N-dimensional normal distribution with mean vector µ  and 
covariance matrix Σ  as ),( Σ µNN . If Σ is positive definite, then its probability density 




















φ                                       (2.51) 
where |Σ | is the determinant of the covariance matrix. 
 The mean vectors of the multivariate normal distribution can be estimated 
directly from the sample mean of each variable included, so can the covariance matrix. 
For example, in case of the bivariate normal distribution, 1 2X, X={X ,X } , the mean 
vector µ and covariance matrix Σ  is expressed as: 
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                                                     (2.51b) 
 where ρ denotes the Pearson’s coefficient of correlation between two random variables. 
2.3.3 Multivariate Lognormal Distribution 
If two correlated continuous random variables X1 and X2 are lognormally distributed 
(i.e., eq. (2.26)-(2.27)) as ),(2~ 21 11 YYLNX σµ , and ),(2~
2
2 21 YY
LNX σµ . Then the joint 
distribution of these two random variables can be represented by the bivariate 
lognormal distribution. The probability density function of the bivariate lognormal 


































































































  (2.52a) 
Thus, following the procedure of the bivariate lognormal distribution, the 
multivariate lognormal distribution (N ≥ 3) can be derived, similarly as the multivariate 
normal distribution (i.e., eq. (2.51)). 
 2.3.4 Bivariate Exponential Distribution 
Following Marshall and Ingram (1967), Singh and Singh (1991), and Bacchi, et al. 
(1994), the bivariate exponential density distribution can be expressed as: 
)exp(])1)(1[(),( 21212121 xxxxxxxxf αβδβαδαδαδαβ −−−−++=                (2.53) 
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where α denotes the parameter of variable X1 which is exponentially distributed, β 
denotes the parameter of variable X2 which is also exponentially distributed, and δ 
represents the correlation between two variables which is in the range of [0, 1]. This 














ρ                                 (2.53a) 
Eqs. (2.45)-(2.46) produce negative correlated random variables with ρ ranging as [-0.404, 
0].   
 Unlike eq. (2.53) which can only be applied for negative correlated random 
variables, Nagao-Kadoya model (1971) can be applied for both positively and negatively 
correlated variables in which the variables follow exponential marginals. The formulation 
of Nagao-Kadoya model is expressed as: 
1 2 1 1 2 2
1 2 0 1 2 1 2( , ) exp 2(1 ) (1 ) (1 ) 1
x xf x x I x x
ρλ λ λ λ λ λ
ρ ρ ρ ρ
⎛ ⎞⎛ ⎞
= − − ⎜ ⎟⎜ ⎟ ⎜ ⎟− − − −⎝ ⎠ ⎝ ⎠
                   (2.54) 
where variables X1 and X2 follow the exponential distribution with parameter λ1, λ2,  
respectively; ρ denotes the Pearson’s correlation coefficient; and I0 denotes the modified 
Bessel function of zero order. 
2.3.5 Bivariate Gumbel Mixed Distribution 
Gumbel (1960) proposed the Gumbel mixed distribution with standard Gumbel marginals. 




































           
(2.55) 
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where )( and )( 21 21 xFxF XX are the Gumbel maringal distributions of random variables X1 
and X2 and have the formulation as eq. (2.38); H denotes the joint distribution of two 
random variables X1 and X2; and θ denotes the correlation between  the two random 
variables, which can be estimated as: 
[ ] 3/20for  ,)6/cos(12 ≤≤−= ρρπθ                                     (2.55a) 
where ρ is the correlation coefficient of the two random variables. 
The Gumbel mixed distribution can be only applied to the positively correlated 
random variables with the correlation coefficient less or equal to 2/3, restricted by 
parameter θ and its estimation [i.e., eq. (2.55a)].  
2.3.6 Return Period and Plotting-Position Formulation for Multivariate Frequency 
Analysis 
 
• Bivariate return period and bivariate plotting-position formulation 
The bivariate joint return period of an event (x1, x2), ),( 21, 21 xxT XX ,  can be defined  










=                                                   (2.56) 
Let the cumulative distribution functions (CDF) of X1 and X2 be )( 11 xFX and )( 22 xFX , 
respectively. The return periods of X1=x1 and X2 = x2 can be denoted, respectively, as 
)( 11 xTX and )( 22 xTX . If random variables X1 and X2 are mutually independent, then their 
joint probability distribution function is )()(),( 2121, 2121 xFxFxxH XXXX = , which can be 
















==                    (2.57) 
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Under the independence assumption, there exists a relationship between univariate return 
















XX                                             (2.58) 
When X1 and X2 are correlated, the relationship between the joint return period and 
univariate return periods is, however, not explicit.  
To express conditional return periods, let ),( 21, 21 xxh XX be the joint probability 
density function (PDF) of X1 and X2, and )( 11 xf X and )( 22 xf X be the marginal PDFs of X1 
and X2, respectively. The conditional PDF of X1 given X2 = x2, )|,( 21221 xxh xXX = , can be 















==                                         (2.59) 
 






















duxuhxxH                         (2.60) 
The associated conditional return period of event X1 > x2 given X2 = x2 can thus be 












=                                        (2.61) 
The conditional return period )|( 12| 112 xxT xXX = of event X2 > x2 given X1 = x1 can be 
expressed in a similar manner. For the case of independent X1 and X2, we have 
)()(),( 2121, 2121 xfxfxxh XXXX = and thus 
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)()|( 121| 1221 xFxxH XxXX ==  and )()|( 212| 2212 xFxxH XxXX ==                      (2.61a) 
 In this special case, the conditional return periods are: 
)()|( 121| 1221 xTxxT XxXX == and )()|( 212| 2112 xTxxT XxXX ==                           (2.61b) 
Eq. (2.61b) indicates that the conditional return periods obtained in this special case are 
equal to their marginal return periods. 
In practice, one may be more interested in the conditional return period of event 



















=≤                                     (2.62) 

















=                                     (2.63) 
The CCDF and the conditional return period of X2 ≥ x2 given X1 ≤ x1 can be defined 
in a similar manner.  
Bivariate Plotting-position formulation: Let )(),...,,(),,( 2,122122111 nn xxxxxx  be the 
bivariate observations which are ranked in an ascending order by the values of variable 
X1. By counting the number of pairs ),( 21 jj xx , when nijxxxx ijij ,...,1,, 2211 =<≤≤ , the 
cumulative joint probability of each pair, i.e., ),( 21 ii xx , of, say, flood peak and volume or 
flood volume and duration, can be computed empirically as:  
12.0






xXxXPxxH ijijiiii       (2.64) 
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where n is the sample size, and ijnji <≤≤  ,,1 . Eq. (2.64) is constructed from the 
Gringorton plotting position formula given in Table 2.1. Yue et al. (1999) and Yue (2001) 
obtained empirical joint probabilities of flood peak and volume, and flood volume and 
duration variables in this manner. 
• Trivariate return period and Trivariate plotting-position formulation 
Let there be three correlated random variables denoted as X1, X2, and X3. These variables 
may be dependent. The joint probability distribution, H, can then be expressed as: 
( )
3 2 1
1 2 3 1 2 3, , 1 2 3 1 1 2 2 3 3 , ,
( ,  ,  ) , , ( , , )
x x x
X X X X X XH x x x P X x X x X x h u v w dudvdw
−∞ −∞ −∞
= ≤ ≤ ≤ = ∫ ∫ ∫   (2.65)  
where x1, x2, x3 are the values of random variables X1, X2 and X3, respectively, and P is 
the non-exceedance probability.  







=                                     (2.66) 
The joint return period in eq. (2.66) represents that at least one random variable is 
exceeded.  
If random variables X1, X2, and X3 are mutually independent, then the joint 
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(2.67) 













XXX                      
(2.68) 
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In practice, conditional return periods for design events may be of greater interest. 
To that end, conditional distributions based on different conditions are derived first and 
then conditional return periods are expressed.  
For representation of conditional distributions, let ),,( 321,, 321 xxxh XXX  be the joint 
probability density function (PDF) of random variables X1, X2 and X3, 
and )( 11 xf X , )( 12 xf X , and )( 13 xf X  be the marginal PDFs of X1, X2, and X3  respectively.  












xXXX ===                                                 (2.69) 
 The conditional CDF (CCDF) of X1 and X2 given X3=x3, is 
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∫ ∫                             (2.70) 
 
If X1, X2 and X3 are mutually independent, then its CCDF can be written as: 
 
)()()|,( 213321|, 213321 xFxFxXxxH XXxXXX ===                                   (2.70a) 
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xXxXX =====                               (2.72)                         
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The conditional CDF (CCDF) of X1 given X2=x2 and X3=x3 is 
  
1
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∫                     (2.73) 
If X1, X2 and X3 are mutually independent, then its CCDF can be written as: 
 )(),|( 133221,| 133221 xFxXxXxH XxXxXX =====                              (2.73a)  






====−                          (2.74) 
The CCDF of, say X1 and X2, given X3 ≤ x3; and X1 given X2 ≤ x2, X3 ≤ x3, can be 
directly expressed as follows: 













xXXX =≤=≤                            (2.75)  
If X1, X2 and X3 are mutually independent, then its CCDF can be written as: 
)()()|,(' 213321| 21332,1 xFxFxXxxH XXxXXX =≤≤                               (2.75a)                         




















=≤                         (2.76) 















xXxXX =≤≤=≤≤           (2.77)                        




xFxXxXxH XxXxXX =≤≤≤≤                             (2.77a) 
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                   (2.78) 
Trivariate plotting-position formulation: The trivariate plotting-position formulation 



















iii                  (2.79) 
where ),,( 321 iii xxxF is obtained by arranging ),,( 321 iii xxx by either x1 or x2 or x3 ;  
nmlp is  the number of (x1i, x2i, x3i) counted as: 
ijNixxxxxx ijijij ≤≤=≤≤≤ 1 , ,...,1, and ,, 332211 ; and n  is the sample size.  
2.4 Goodness-of-Fit Statistics 
Goodness-of-fit statistics are most popularly used for statistical model selection. In 
hydrological analysis, R-square, adjusted R-square, mean square error (MSE), root mean 
square error (RMSE), Akaike and Bayesian Information criteria (AIC and BIC) are 
applied as the goodness-of-fit statistics for model selection. In case of the R-square and 
adjusted R-square, the larger they are, the better fit the model gives. In case of MSE, 
RMSE, AIC and BIC, the smaller they are, the better fit the model gives.  
In this study, the root mean square error (RMSE), bias, maximum likelihood (ML) 
and Akaike Information Criterion (AIC) were applied in both univariate and multivariate 
cases.  RMSE can be used to measure the goodness of fit of the distribution. Accordingly 
the best model is the one which has the smallest RMSE. RMSE can be expressed though 









xxEMSE cc                            (2.80) 
Then  
MSERMSE =                                                               (2.80a) 
where E[.] is the expectation of [.], xc denotes the computed value,  n denotes the sample 
size, and x0 denotes the observed value.  
 Bias is a measure of the deviation of the estimated quantity from the observed (or 
true) value. The best model is the one with smallest bias. Bias is expressed by: 
0
1 0





x i x iBias
x i=
−
=∑                                                            (2.81) 
where x0(i) denotes the i-th observed value, and xc(i) denotes the i-th computed value.  
 ML is the criterion which denotes the lack-of-fit of the model to the data. The 
maximum likelihood of a probability distribution is obtained using the estimated 
parameters. By the ML criterion, the best model is the one which has the largest 
likelihood value.  
The AIC criterion, developed by Akaike (1974), consists of two parts: lack-of-fit of 
the model and the unreliability of the model due to the number of model parameters. The 
AIC criterion can be expressed through two approaches: maximized likelihood and MSE 
of the model as:  
)parameters fitted of no.(  2)modelfor  likelihood maximised( log 2 +−=AIC           (2.82)      
 
or 
log (MSE) 2(no. of fitted parameters)AIC N= +                                                       (2.82a) 
Thus, the best model is the one which has the minimum AIC value.  
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2.5 Transformation of Variables 
Hydrological random variables are usually not normally distributed. However, a 
transformation, such as the Box-Cox transformation can be used to transform the non-
normal distributed random variables to normally distributed random variables using the 
following equation: 
1 ,  0











                                                                                 (2.83) 
where λ is the transformation parameter. When λ = 0, this random variable X actually has 
a log-normal distribution.                                       
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The copula method plays a key role in multivariate analyses undertaken in this study. 
Copulas couple multivariate distribution functions to their one-dimensional marginal 
distribution functions, where the one-dimensional marginals can be considered as 
uniformly distributed random variables in [0, 1]. The copula functions enable to represent 
a multivariate distribution based on univariate probability distribution (or simply called 
marginals), regardless of their form or type. In what follows, the definition, properties 
and generation of copulas are discussed.  
3.1 Definition of Copula 
Consider multivariate random variables X1, X2, …, XN with marginal distribution 
functions as ( ) ( )
i iX X i i
F x P X x= ≤ , where N is number of random variables and xi is the 
value of random variable Xi (X1,…, XN). The joint distribution of the multivariate random 
variables X1, X2, …, XN  is then expressed as:  
],...,,[) ..., , ,( 221121,...,1 NNNXX xXxXxXPxxxH N ≤≤≤=  or simply H.  
Copulas are functions that connect multivariate probability distributions to their 
one-dimensional marginal probability distributions. Thus, the multivariate probability 
distribution, H, is expressed in terms of its marginals and the associated dependence 
function, C as ),...,,())(),...,(),(( 21,...,21 2121 NXXXNXXX xxxHxFxFxFC NN = , where C, 
called copula, is a mapping uniquely determined whenever )( iX xF i  are continuous, and 
captures the essential features of the dependence between random variables. C is 
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essentially the joint distribution of multivariate random variables of X1, X2,…, XN through 
their marginal distributions
1 21 2
( ),  ( ),...,  ( ).
NX X X N
F x F x F x  Then the problem of 
determining H reduces to determining C.  
3.2 Properties of Copulas 
Sklar (1959) described the most important property of copulas which is now known as 
Sklar’s theorem. 
Sklar’s theorem (two-dimensional): Let H be a joint distribution of bivariate random 
variables X1 and X2 whose marginal distributions are )( and )( 21 21 xFxF XX . Then there 
exists a copula C for all X1 and X2 in R where R is real number: 
))(),((),(),( 212121 21 xFxFCuuCxxH XX==                                          (3.1) 
with                                               ( ), 1, 2 
ii X i
u F x i= =                                                  (3.2) 
Sklar’s two-dimensional theorem can be easily extended to an N-dimensional case: 
Sklar’s theorem (N-dimensional): Let H be a joint distribution of multivariate random 
variables NXXX ,...,, 21 , with marginal distributions as 1 21 2( ), ( ),..., ( )  NX X X NF x F x F x , 
then there exists a copula C such that for all X1, X2, …, XN in R: 
))(),...,(),((),...,,(),...,,( 212121 21 NXXXNN xFxFxFCuuuCxxxH N==                    (3.3) 
Furthermore, the properties of the boundary conditions and the inequality as for both the 
two-dimensional and N-dimensional copulas are given below.  
Two-dimensional copula: A two-dimensional copula is from I2 to I (I2 or simply called 
the unit square is expressed as: I × I with [ ]1,0  I∈ ) which has the following properties: 
(1) For every u1, u2 in I,  
0),0()0,( 21 == uCuC                                                           (3.4) 
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2211 ),1(,)1,( uuCuuC ==                                                         (3.5) 
This property is also considered as the boundary condition property of a 2-
dimensional copula. With this boundary condition, eq. (3.4) tells us that if one 
marginal is taken as 0 then the copula (joint distribution) between two variables is 0. 
Likewise, from eq. (3.5) we can retrieve the marginal distribution back by 
considering the other marginal as 1.  
(2) For every u11, u12, in U1, and u21, and u22 in U2, as shown in Figure 3.1, such that 
u11 ≤ u12, u21 ≤ u22, we have 
0),(),(),(),( 2111221111122212 ≥+−− uuCuuCuuCuuC                                  (3.6) 
where )( 11 1 xFu X= , )( 22 2 xFu X=  which are uniformly distributed.  
 
Figure 3.1 Schematic of copula property. 
This property describes the inequality of two-dimensional copulas and describes that 










Proof: Let X1 and X2 be nonempty subsets in R and let H be a function (joint probability 
function) that Dom 21 XXH ×= , let ],[],[ 22211211 xxxxB ×= be a rectangle all of whose 
vertices in H, then the H-volume of B is given as  
),(),(),(),()( 2111221121122212 xxHxxHxxHxxHBVH +−−=                        (3.7) 
To that end, copula ),( 21 uuC can also be represented the C-volume of B, 
with ],0[],0[ 21 uuB ×= , as ]),0[],0([),( 2121 uuVuuC C ×= . 
 Thus, for property (1), it is seen that  
0]),0[]0,0([),0(])0,0[],0([)0,( 2211 =×==×= uVuCuVuC cc                     (3.8) 
For property (2), eq. (3.6) gives an “inclusion exclusion” type formulation for the 
number assigned by C to each rectangle ],[],[ 22211211 uuuu ×  in I
2, and the number 
assigned must be nonnegative.  
N-dimensional copula: Similar to a 2-dimensional copula, an N-dimensional copula, 
being a function from IN to I, has following properties:  
(1) For every u (i.e., )(],,...,,[ 21 iXiN xFuuuu i==  u ) in I
n 
0)( =uC  if at least one coordinate of u is 0.                                              (3.9) 
and        kuC =)(u if all coordinates of u are 1 except ku .                                     (3.10) 
(2)  For every a, b in In where a and b are obtained from u such that a < b, eq. (3.6) 
can   
      be expanded as: 
0])([ ≥b a,CV                                                            (3.11) 
Using the same rationale as for the proof for 2-dimensional copula property, the proof 
for N-dimensional copula property can be obtained. 
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3.3 Copula Families 
There are a multitude of copulas. Generally speaking, copulas may be grouped as copulas 
with quadratic form, copulas with cubic form, and Archimedean copulas. The copulas 
may also be grouped as one parameter copulas and two parameter copulas. Archimedean 
copulas are found to be perhaps the most important copulas for hydrologic analysis for 
the following reasons: (1) they can be easily constructed; (2) the large varieties of copula 
families belong to this class (see Nelson 1999); and (3) the Archimedean copulas have 
nice properties. Hence, only this copula family will be discussed here.  
3.3.1 Archimedean Copulas 
Here we discuss the definition, properties, identification technique and some examples of 
both bivariate and multivariate (N-dimensional cases, N ≥ 3) Archimedean copula 
families.  
3.3.2 Definition of Archimedean Copulas 
Two-dimensional Archimedean Copulas: Let ϕ  be a continuous, strictly decreasing 
function from I to [0,∞ ] such that 0)1( =ϕ and let ]1[−ϕ be the pseudo-inverse of ϕ  
defined as  
            )()()),(( 2121 uuuuC ϕϕϕ θ +=                                            (3.12) 
Then C is the function from I2 to I and is given as 
           ))()((),( 21
]1[
21 uuuuC ϕϕϕθ +=
−                                        (3.13) 
where )(•ϕ is the generating function of the Archimedean copula, θ is the copula 
parameter which is hidden in the generating function, and Cθ denotes the representation 
of the copula. Thus, the Archimedean copula is determined from eq. (3.13). Furthermore, 
N-dimensional Archimedean copulas can be defined as follows: 
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N-dimensional Archimedean Copulas: Following 2-dimensional Archimedean copulas, 
we have 
         ( ))(...)()()u( 21]1[ NN uuuC ϕϕϕϕθ +++= −                                                     (3.14) 
Following Nelson (1999), the functions CN in eq. (3.12) are the serial iterates of the 2-
dimensional Archimedean copulas generated byϕ . Then for N ≥ 3,  






−= θθθ                                                (3.15) 
3.3.3 Properties of Archimedean Copulas 
The Archimedean copulas have nice properties, which are given in Nelson (1999) and 
Genest and Rivest (1993). 
Property 1. The generating function ϕ  is a strictly decreasing convex function from I to 
[0,∞ ] with 0)1( =ϕ . 
 
Figure 3.2 Generating function φ. 
As shown in Figure 3.2, this property indicates the characteristics of the generating 
function. This decreasing convex generating function ϕ  guarantees that the 




distribution. For example: Let ]1,0[ ),ln()( ∈−=ϕ ttt , since +∞=ϕ )0( , ϕ  is a decreasing 
convex function, and then we have that )exp()(1 tt −=ϕ− . Thus the corresponding 
Archimedean copula, say C, generated by using this generating function will 
be 212121 )])ln()ln[(exp(),( uuuuuuC =−+−−= . This copula actually represents the joint 
distribution of two independent random variables. 
Proof: To prove this property, the copula properties given by eqs. (3.4) and (3.5) are 
needed. Also the following lemma is needed.  
Lemma: Letϕ , ]1[−ϕ and C satisfy the property given by eqs. (3.4) and (3.5). Then C is 2-
increasing if and only if when u11<u12. One can get 
1112211212 ),(),( uuuuCuuC −≤−                                                      (3.16) 
Proof: Eq. (3.16) is equivalent to 0])1 ,[],([ 21 ≥× vuuVC . By assuming that C satisfies eq. 
(3.16), choose 2221,uu  in I such that 2221 uu ≤ , noting that 
),1(0),0( 22222122 uCuuuC =≤≤= . Since C is continuous, one can get a t in I such 
that 2122 ),( uutC = , or )()()( 2122 utu ϕϕϕ =+ . Then one has 
[ 1] [ 1]
12 21 11 21 22 21 11 21
[ 1] [ 1]
22 22 11 22
12
( , ) ( , ) ( ( ) ( )) ( ( ) ( ))
                                      ( ( ) ( ) ( )) ( ( ) ( ) ( ))
                                      ( ( ,
C u u C u u u u u u
u u t u u t
C C u
ϕ ϕ ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ
− −
− −
− = + − +
= + + − + +
= 22 11 22
12 22 11 22 12 11
), ) ( ( , ), )
                                      ( , ) ( , )
u t C C u u t
C u u C u u u u
−
≤ − ≤ −
 
With this lemma in hand, property 1 for Archimedean copulas can thus be proved 





11 uuuuuu ϕϕϕϕϕϕ ++≤++
−− for 1211 uu ≤ .  
If let )( ),( 1211 ubua ϕϕ == , and )( 2uc ϕ= . Then one can have   
)()()()( ]1[]1[]1[]1[ cabcba ++≤++ −−−− ϕϕϕϕ                                  (3.17) 
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 where a ≥ b and c ≥ 0. Suppose that eq. (3.16) holds, i.e., suppose that ]1[−ϕ satisfies eq. 
(3.1). Choosing any s and t in [0, ∞] such that 0 ≤ s < t, let a = (s+t)/2, b = s, and c = (t-






]1[ tsts −−− +≤+ ϕϕϕ                                              (3.18) 
Thus ]1[−ϕ is convex, considering its continuity. On the other hand, with the 
assumption that ]1[−ϕ is convex, fit a, b, c in I such that a ≥ b and c ≥ 0; and 
let )/()( cbaba +−−=γ .  











                                        (3.19) 
Adding eq. (3.18) one obtains eq. (3.16)                                                                                       
Property 2. Let C be an Archimedean copula generated by ϕ  in (0,1] i.e., , ∈ΦΦ . Then 
for any 21 ,uu in I, there exists a positive integer m such that 1 2
m
Cu u< .  
This property describes how an Archimedean copula behaves. An Archimedean 
copula is like a binary operation in I. Also, considering the Archimedean axiom for 
positive real numbers: if a, b are positive real numbers, then thee exists an integer such 
that ma ≥ b. This property describes the Archimedean axiom from the copula point view.  
Proof: The proof of this property is given by Nelson (1999) as follows:  
Let 21 ,uu be any elements in (0, 1). The m-th C-power 
m
Cu of u1 is seen to be
[ 1]
1( ( ))m uϕ ϕ
− . 
Since )(),( 21 uu ϕϕ are positive real numbers, one can obtain an integer n satisfying that 
1 2( ) ( ).m u uϕ ϕ> But since u2 > 0, )0()( 2 ϕϕ <u ,  
and one has [ 1] [ 1]2 2 1( ( )) ( ( ))
m
Cu u m u uϕ ϕ ϕ ϕ
− −= > =                                                                         
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Property 3. The level curves of an Archimedean copula are convex. 
As shown in Figure 3.3, this property accounts for the associative functions and also 
indirectly states that the generating function of the Archimedean copula is convex.  
 
Figure 3.3 Level curves of Archimedean copula. 
Proof: The proof of this property can be obtained by following Nelson (1999). Let C be 
an Archimedean copula with generating functionϕ . For t in [0, 1) the level curves of C 




1 ututuLt ϕϕϕϕϕϕ −=−=
−− . Since ϕ  is a convex 






()( 121112111211 ututuutuut ϕϕϕϕϕϕϕϕϕ −+−=+−≥+− . 








































                             
Property 4. Let C be an Archimedean copula generated by ϕ  inΦ . 
1. For t in (0, 1), the C-measure of the level curve )()()( 21 tuu ϕϕϕ =+ is given by 


















where )('),(' +− tt ϕϕ are one-sided derivatives of ϕ  at t. Note that if )(' tϕ exists, 
which is the case for all but at most a countably infinite set of points, then this C-
measure is 0. 
2. If C is not strict, then the C-measure of the zero curve )0()()( ϕϕϕ =+ vu is equal 
to  




ϕ                                                                (3.21) 
          and thus equals 0 when ,)0(' −∞=+ϕ where 'ϕ is the derivative of ϕ .  
This property is an extension of property 3, where the C-measure of each level 
curve of the Archimedean copula will be determined.  
Proof: Since the generating functionϕ is convex, the one-sided derivatives 
)(' and )(' +− tt ϕϕ exist in (0, 1], and [0, 1), respectively. Let t be in (0, 1) and )(tw ϕ= . 
Let m be a fixed integer, and consider the partition of the interval [t, 1] induced by the 
regular partition {0, / , ..., / , }    w m kw m w  of [0, w], i.e., the partition 
0 1{ , ,..., 1}  mt t t t= = where 
[ 1] ( / ), 0, 1,...,  m kt kw m k mϕ
−
− = = . Noting that )0(ϕ<w then 
one has: 
[ 1] [ 1] [ 1]( , ) ( ( ) ( )) ( ) ( )j k j k
m j m k m k jC t t t t w w w w
m m m
ϕ ϕ ϕ ϕ ϕ− − −− − − −= + = + = + . 
Denote the rectangle 1 1[ , ] [ , ]  k k m k m kt t t t− − − −× by Rk and let 1
m
n k kS R== ∪ , one can get 
[ 1]
1lim (1 ) 1 (0) 0m mt ϕ
−
→∞ −− = − = . Thus, the C-measure level curve )()()( 21 tuu ϕϕϕ =+ is 
given by lim ( )m C mV S→∞ . Thus, 
[ 1] [ 1] [ 1] [ 1]
1
( / ) ( ) ( ) ( / )( ) ( ) [ ]
/ /
n
C n C k
k
w w m w w w w mV S V R w
w m w m
ϕ ϕ ϕ ϕ− − − −
=
+ − − −
= = −∑  
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By taking the limit as m →∞ , the part (1) of this property can be obtained.  
For non-strict C, i.e., part (2) of this property, when t = 0, )0(ϕ is finite and 0),( 21 =uuC  
in Z(C), i.e., on and below the level curve )0()()( 21 ϕϕϕ =+ uu .  For each k, 
1( ) ( , )C k k m kV R C t t − += . Similarly part 2 can be proved by taking the limit as m →∞  
for ( )C mV S .                                    
Property 5. Let C be an Archimedean copula generated by ϕ  inΦ . Let )(tKC denote the 
C-measure of the set{ }21 2 1 2( , ) | ( , ) I  u u C u u t∈ ≤ , or equivalently, if the set 
{ }1 2 1 2( , ) | ( ) ( ) ( )2 Iu u u u tϕ ϕ ϕ∈ + ≥ , then for any t in I, 




ϕ                                                           (3.22) 
This property is one of the most important properties, which is widely used for the 
generation of the Archimedean copulas by the nonparametric estimation method and 
simulation. 
Proof: Let t be in (0, 1) and )(tw ϕ= . Let m be a fixed integer similar to property 4. This 
property can be proved by the same approach as the proof for property 4.                                                  
3.3.4 Archimedean Copula Families 
There exists a large variety of Archimedean copula families which are used for 
constructing copulas to represent multivariate distributions. Here the most widely used 
one parameter Archimedean copulas are discussed: 
Two-dimensional widely used Archimedean copulas: 
Gumbel-Hougaard Archimedean Copula: 
The Gumbel-Hougaard Archimedean copula was first introduced by Gumbel (1960). 
Nelsen (1999) discussed that Gumbel-Hougaard copula can be considered as the 
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representation of the bivariate extreme value distribution. By this characteristic, the 
Gumbel-Hougaard Archimedean copula might be a suitable candidate for multivariate 
hydrologic frequency analysis for the extreme hydrological events, i.e., peak discharge 
and corresponding volume and duration. The formulation of this family is expressed as 
follows: 
( ) ( )( ) [ )
1 21 2 1 2 1 2
1/
1 2
( , ) ( ( ), ( )) ( , )
               exp ln ln , 1,





⎛ ⎞= − − + − ∈ ∞⎜ ⎟
⎝ ⎠
                   (3.23) 
where θ is a parameter of the generating function θϕ )ln()( tt −= , with t = u1 or u2 as a 
uniformly distributed random variable varying from 0 to 1, 11τ θ −= −  which is Kendall’s  
coefficient of correlation between random vectors X1 and X2. Note that 
θϕ )ln()( 11 uu −= and
θϕ )ln()( 22 uu −=  in the above equation. Parameter θ and τ will 
have the same connotation in the following three copulas. 
Ali-Mikhail-Haq Archimedean Copula: 
Ali-Mikhail-Haq Archimedean copula was developed by Ali et al. (1978). This 
Archimedean copula family was developed based on the concept of univariate logistic 
distribution which may be specified by considering a suitable form for the odds in favor 
of a failure against survival. The parameter of this copula is the measure of departure 
from independence or the measure of the association between two variables. The 
































tt                                (3.24) 
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Frank Archimedean Copula: 
The Frank Archimedean copula was developed by Frank (1979). The Frank copulas 
satisfy all the conditions for the construction of bivariate distributions with fixed 
marginals. It is absolutely continuous and has full support on the unit square. The 
formulation of this family is expressed as: 
1 21 2 1 2 1 2
( , ) ( ( ), ( )) ( , )
1 (exp(  ) 1)(exp(  ) 1)               ln 1 , 0
exp( ) 1























θϕ Dtt                                                  (3.25) 















kk                                                    (3.25a) 







θθθ                                                            (3.25b)    
                        
Cook-Johnson (Clayton) Archimedean Copula: 
As mentioned in Nelson (1999), this copula family was derived by Clayton (1978), Oakes 
(1982, 1986), Cox and Oakes (1984), and Cook and Johnson (1981). As discussed in 
Cook and Johnson (1981), this copula family can be used for modeling non-elliptically 
symmetric (non-normal) multivariate data. When 0θ = , this copula represents the 
bivariate logistic distribution. The formulation of this family is expressed as follows:  
1 2
1/
1 2 1 2 1 2 1 2( , ) ( ( ), ( )) ( , ) 1 0X XC u u C F x F x H x x u u
θθ θ
θ θ θ








θτϕ θtt                                                                                 (3.26a) 
Joe Archimedean Copula: 
Joe Archimedean copula was first introduced by Joe (1993). When 1θ = , this copula 
represents the bivariate distribution of two independent variables. Again this copula has 
the motivation from applications in extreme value inference, and is independent of the 
univariate marginals. The formulation of this family is expressed as follows: 
1 2
1/
1 2 1 2 1 2 1 2 1 2( , ) ( ( ), ( )) ( , ) 1 (1 ) (1 ) (1 ) (1 )X XC u u C F x F x H x x u u u u
θθ θ θ θ
θ θ ⎡ ⎤= = = − − + − − − −⎣ ⎦
                                              (3.27) 
with ( ) ln[1 (1 ) ],  1t t θϕ θ= − − − ≥                                                (3.27a) 
Survival Copulas Associated with Gumbel’s Bivariate Exponential Distribution: 
As its name, this family is the survival copula which is actually the survival probability 
distribution of the Gumbel bivariate exponential distribution. Its formulation is expressed 
as follows: 
)lnlnexp(),())(),((),( 2121212121 21 uuuuxxHxFxFCuuC XX θθθ −===               (3.28)                        
with )ln1ln()( tt θϕ −=                                                                                (3.28a) 
 There are still other Archimedean copulas i.e., the copula proposed by Genest and 
Ghoudi (1994) in the Archimedean copula family.  
 By the same procedure for the generation of 2-dimensional Archimedean copulas, 
N-dimensional Archimedean copula can similarly be generated and expressed as: 
1
1 2( ) ( ( ) ( ) ... ( ))
N
NC u u uθ ϕ ϕ ϕ ϕ
−= + + +u where superscript N denotes the dimension and 
u denotes the variable vector.  
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Following Nelson (1999), the copula function NCθ is the serial iterate of the 
Archimedean 2-dimensional Archimedean copula generated by φ, which can be 
expressed as: 11 2 1 2 1( , ,..., ) ( ( , ,..., ), )
N N
N N NC u u u C C u u u uθ θ θ
−
−= , but this procedure may fail. 
Thus only the Gumbel-Hougaard, Frank, Cook-Johnson (Clayton) and Ali-Mikhail-Haq 
multivariate copulas are considered in this study. These N-dimensional Archimedean 
Copulas can be represented as follows: 
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                                    (3.29) 
with generating function θϕ )ln()( tt −=               
Frank Multivariate Archimedean Copula:  
( )
1 21 2 1 2
1 2
1
u ( ( ), ( ),..., ( )) ( , ,..., )
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⎛ ⎞− − − − − −
= − +⎜ ⎟− −⎝ ⎠
               (3.30) 
with ( )( ) ln (exp( ) 1) /(exp( ) 1)t tϕ θ θ= − − − − −  


















            
u
                                 (3.31) 
with generating function 0,1)( >−= − θϕ θtt                    
Ali-Mikhail-Haq Multivariate Archimedean Copula: 
( )
1 21 2 1 2
1 2
1 2
u ( ( ), ( ),..., ( )) ( , ,..., )
...            
1 (1 )(1 )...(1 )
N
N N
X X X N N
N
N







− − − −
                         (3.32) 
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3.3.5 Current Studies on Copulas 
Genest and MacKay (1986) discussed a class of bivariate distributions with uniform 
marginals on the unit interval. They also described how to apply these copulas to 
illustrate the existence of distributions with singular components. 
 Caperaa et al. (1993) proposed a nonparametric estimation approach for bivariate 
extreme value distribution with fixed marginals. They found that this estimator was 
uniformly, strongly convergent and asymptotically unbiased.  
Genest and Rivest (1993) suggested a nonparametric method for estimating the 
dependence function of a pair of random variables under the assumption that their 
uniform representation is Archimedean. They proposed a nonparametric estimation 
technique through Kendall’s τ which can be calculated whether or not the assumption 
was held or not. They indicated that this nonparametric estimation procedure can be used 
to effectively guide the selection of a suitable parametric family of Archimedean copulas. 
Again Genest et al. (1995) investigated the properties of the semiparametric method for 
estimating the dependence parameters for multivariate distributions. A pseudo-likelihood 
equation, which was consistent, asymptotically normal and fully efficient at 
independence, was used to obtain the parameters. The Clayton family was used as an 
example to examine the semiparametric estimation procedure.  
Quesada-Molina and Rodriguez-Lallena (1995) investigated bivariate copulas with 
quadratic sections which were derived from simple univariate real-valued functions on 
the interval [0, 1]. They applied various positive dependence structures (i.e., quadrant 
dependence and total positivity), measures of association (i.e., Kendall’s τ and 
Spearman’s ρ), stochastic ordering and various notions of symmetry which were shown 
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to be equivalent to certain simple properties of univariate functions used for constructing 
bivariate copulas. They applied several examples to illustrate how these copulas can be 
constructed.  
Nelsen, et al. (1997) discussed a method for constructing bivariate copulas with 
cubic cross-sections for positive dependent variables and studied the dependence 
structure, measures of association, and the concept of symmetry of copulas with cubic 
cross-sections.  They presented both symmetric and asymmetric copulas with cubic 
section and some of them can be extended to the well-known copula families, i.e., 
iterated Farlie-Gumbel-Morgenstern, Kimeldorf, Frank, Plackett copula families, etc. 
They also pointed out that in order to construct copulas with cubic sections, one only 
needs to seek the desired positive dependence structure by choosing appropriate functions 
to represent this dependence structure. 
Long and Krzysztofowicz (1995) developed a new family of bivariate densities 
with specified densities. By mapping the continuous random variables X and Y into a unit 
square through the probability integral transformations, they proposed a polygonal 
partition of the unit square which can describe the bivariate covariance characteristic. 
They concluded that this structure exhibited all geometric features of positive and 
dependence structure, prescribed both positive and negative mutual regression 
dependence between X and Y. Thus, this model which has specified marginals allowed to 
separately control the shape of the bivariate density and the degree of association 
between X and Y, i.e., for the association measure Spearman’s ρ can be taken on any 
value in the range (-1, 1).  
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Frees and Valdez (1997) applied copulas, i.e., Archimedean copula in actuarial 
study. Parameters were estimated by both nonparametric and parametric approaches. 
They concluded that the Archimedean copula could be used to represent the bivariate 
distribution in the acturial study fairly well. 
Müller and Scarsini (2001) considered two random vectors X and Y with the 
component of X dominated in the convex order by the corresponding components of Y. 
They found that the positive linear combination of the components of X dominated in the 
convex order by the same positive linear combination of the components of Y has the 
properties as the two random vectors having the common copula and conditionally 
increasing. 
Antonio et al. (2004) investigated a wide class of bivariate copulas depending on 
two univariate functions which generalized many known copula families. The properties 
concerned with symmetry, dependence and concordance ordering were investigated 
through examples.  
Recently, the copula concept has begun to receive attention in hydrologic literature. 
Michele and Salvadori (2003) indicated how the use of bivariate copulas can be used to 
reproduce both the marginal variability of storm average intensity and duration, and their 
joint variability by describing their statistical dependence. In a case study of bivariate 
rainfall analysis for Bisagno drainage basin at La Presa, they concluded that the heavy 
tailed generalized Pareto law gave the possibility of modeling both the presence of 
extreme values and the scaling features of the rainfall processes. Michele et al. (2004) 
applied bivariate copula concept to flood peak and volume (which might be strong or 
weak) positively correlated for checking the adequacy of dam spillway. They found that 
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the bivariate extreme value distribution considered this using the 2-dimensional copula 
concept with generalized extreme value marginals worked well to test the adequacy of 
dam spillway.  
Favre et al. (2004) applied the copula method to bivariate frequency analysis into 
two different problems in hydrology, i.e., flow combination and joint modeling of flow 
and volume. A parametric estimation technique was employed for the estimation of the 
Archimedean copula tested, i.e., FGM, Clayton and Frank Archimedean copula families. 
They found that copulas can take into account a broad range of correlation which might 
exist in hydrological analysis and can be used to model the dependence structure 
independently of the marginal distributions through copulas.   
Rodriguez-Lallena and Ubeda-Fores (2004) investigated a wide class of bivariate 
copulas depending on two univariate functions by using several properties concering 
symmetry, dependence and concordance ordering.  
3.3.6 Identification of Archimedean Copulas 
The Archimedean copulas can be identified using both nonparametric and semi-
parametric estimation procedures. 
3.3.6.1 Nonparametric Estimation Procedure for Two Dimensional Copulas 
Genest and Rivest (1993) described a procedure to identify a copula function based on a 
nonparametric estimation for bivariate Archimedean copulas. It is assumed that a random 
sample of bivariate observations ),(),...,,(),,( 2122122111 nn xxxxxx   is available and that its 
underlying distribution function ),( 21 xxH  has an associated Archimedean copula 
θC which also can be regarded as an alternative expression of H. Then the following steps 
are followed to identify the appropriate copula: 
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1. Determine Kendall’s τ (the dependence structure of the bivariate random variables)   

















τ                                             (3.33)                         
where n is the number of observations; sign=1 if x1i < x1j and x2i < x2j, sign=0, if  x1i = x1j 
and x2i = x2j, otherwise, sign=-1; i, j = 1, 2, …., n; and τn is the estimate of τ from the 
observations.   
2  Deterimine the copula parameter θ from the above value of τ according to the 
relationship between Kendall’s τ and copula parameter θ, i.e., for Gumbel-Hougaard 
copula family, the relationship between Kendall’s τ and the copula parameter θ is 
given in eq. (3.23a) and is similar for the other Archimedean copula families.  
3 Obtain the generating function of each copula, ϕ  by inserting the parameter θ 
obtained.. 
4.   Obtain the copula from its generating function ϕ . 
Thus copula functions based on different bivariate Archimedean copula families are 
obtained. 
 Now the identified copula needs to be tested if it is adequate for given bivariate 
observations.  This is accomplished using the following steps: 
1. Define an intermediate random variable ),( 21 XXHZ = which has a distribution 
function ( ) ( )K z P Z z= ≤ . This distribution is related to the generator of the 
Archimedean copula through property 5 (i.e. eq. (3.22)). 
2. Construct a nonparametric estimate of K as: 
(a) Obtain that  
zi ={number of (x1j, x2j) such that x1j < x1i and x2j < x2i}/(n-1) for i =1,…, n.  (3.34) 
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(b) Construct an estimate of K as )(zK n = the proportion of zi’s ≤ z. 
3. Construct a parametric estimate of K using eq. (3.22). 
4. Construct the plot for nonparametrically Kn(z) versus parametrically estimated K by 
using eq. (3.22) estimated which may also be called Q-Q plot. If the plot is in 
agreement with a straight line passing through the origin at a 45 degree angle then the 
generating function is satisfactory. The 45 degree line indicates that the quantiles are 
equal.  Otherwise, the copula function needs to be re-identified.  
3.3.6.2 Semiparametric Estimation Procedure for Two or N-Dimensional Copula  
In order to estimate the copula parameter θ, two conditions may be considered. First, if 
appropriate marginals are already available, then one simply expresses the likelihood 
function for the data. The resulting estimate of θ would then be marginal-dependent; the 
same maximum likelihood methodology, which is usually applied for estimation of 
parameters of univariate probability distributions, is indirectly affected by the copula 
method. Second, if nonparametric estimates are contemplated for the marginals, the 
estimation of the copula parameter θ will be marginal free. Thus, the semiparametric 
estimation can be expressed step by step as follows: 
1. Let a random sample { }nkXX Nkk ,...,1:),...,( 1 =  be given from the distribution  
      ))(),...,((),...,( 111 NN
N
N xFxFCxxH θ=                                           (3.35) 









11 )(),...,(log)( θθ                                          (3.36) 
where Fin denotes n/(n+1) times the marginal empirical distribution function  of the 
ith variable (Genest and Rivest, 1995). This rescaling avoids the difficulty of the 
potential unboundedness of )),...,(log( 1 Nuucθ , since some of the ui’s tend to 1. 
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θc  denotes the density function of copula, which has the same meaning as the 
probability density function of univariate random variables.  
3. According to the property of the semiparametric estimatorθ is consistent and 
asymptotically normal under the same conditions as the maximum likelihood 
estimation, which is an asymptotic property. In order to maximize the above log-













             (3.37) 
           where L denotes the log-likelihood function; and θl denotes the derivative of L    
           with respect to parameter θ.  
The advantage of the semiparameteric estimation for copula parameterθ is that it 
can be directly applied to N-dimensional (N≥3) copulas, while the nonparameteric 
estimation through Kendall’s τ can be only applied to 2-dimensional copulas.  
3.3.7 Relationship between Copulas and Mulitivariate Joint Distributions 
The copula method is now illustrated by deriving multivariate distributions for specific 
examples of marginal distributions. This will shed light on the relationship between 
copulas and traditional multivariate probability distributions. For example, if two random 
variables X1 and X2 are independent, then the joint distribution is just the product of the 
marginals of two random variables as: 
1 2 1 2 1 2, 1 2 1 2 1 2 1 2 1 2
( , ) ( ) ( ) ( , ) ( ( ), ( ))X X X X X XH x x F x F x C u u C F x F x u u= = = =  
From this example, it is easy to see the direct relationship between the copula and 
traditional joint probability distribution for independent random variables. Bivariate 
normal distribution is another straight forward example for which this relationship 
between the copula-based joint distribution and traditional distribution is clear.  
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 Now, in what follows, first the 2-dimensional copulas are considered along with the 
bivariate joint distributions; and then the multivariate (where N ≥ 3) copulas are 
considered along with the multivariate joint distribution. 
• 2-dimensional copulas with bivariate joint distributions 
Example 1: Consider two random variables, X1 and X2, with their marginal distributions 
as the extreme value type (EVI) or Gumbel distributions: 
)]exp(exp[)( 111 xxFX −−= and )]exp(exp[)( 222 xxFX −−= . Let the copula function be 
given as eq. (3.29) which is the Gumbel-Hougaard copula, then ),( 21 xxH can be 
expressed as  












        (3.38) 
Example 2: Consider that two random variables X1 and X2 have exponential distributions 
as their marginals: )]exp(exp[)( 111 xxFX −−= and )]exp(exp[)( 222 xxFX −−= . Let the 
copula function be given as  
)1ln()1ln(
212121
2 21)1)(1(1),( uueuuuuuuC −−−−−+−+= θθ                           (3.39a)                        
Eq. (3.39a) actually represents the copula-based Gumbel bivariate joint distribution 
which is shown here.  The joint distribution ),( 21 xxH  is expressed as: 
1 2 1 2 1 2
2
1 2 1 2 1 2
1 2 1 2
( )
( , ) ( , ) 1 exp( ) 1 exp( ) 1
exp( )exp( )exp( ln(exp( ) ln(exp( )
              1 x x x x x x
H x x C u u x x





− − − + +
= = − − + − − − +
− − − − −
= − − +
                  (3.39b)                        
Example 3: Consider the joint distribution of X1 and X2 with marginals as normal 








uuNuuC −− ΦΦ= ρθ                                            (3.40a)                         
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Here, eq. (3.40a) is nothing but the copula-based representation of bivariate normal 
distribution with correlation coefficient between two variables as ρ. Then, the joint 
distribution is given as 
2 2 1 1
1 2 1 2 1 2 1 2 1 2( , ) ( , ) ( ( ), ( )) ( ( ), ( )) ( , )H x x C u u C x x N u u N x xθ θ ρ ρ
− −= = Φ Φ = Φ Φ =         (3.40b) 
where )(•Φ represents the cumulative normal probability distribution; N(• ) represents 
the bivariate normal distribution with hidden parameter ρ which is Pearson’s linear 
correlation coefficient.   
Now simple examples for two random variables with different marginal 
distributions are considered. 
Example 4: Consider a random variable X1 which is uniformly distributed {i.e., 
X1~uniform [-1, 1]} and another variable X2 which is exponentially distributed [i.e., 
X2~exp (1)]. Let the copula function be given by the Ali-Mikhail-Haq Archimedean 
copula as eq. (3.24) with parameter θ =1 as 








=θ                                                  (3.41a) 
The joint distribution of two random variables, ),( 21 xxH , is then given as  
),0[]1,1[),(],12/[)1)(1(),( 211121 22 ∞×−∈−+−+= xxexexxxH
xx                       (3.41b) 
Example 5: Consider a random variable X1 which is EV I (Gumbel) distributed as 
)]exp(exp[)( 111 xxFX −−= , and another variable X2 which is EV I (Gumbel) distributed 
as well: )]exp(exp[)( 222 xxFX −−= . Let the copula function again be given by the Ali-
Mikhail-Haq Archimedean copula as eq. (3.24).  
The joint distribution of these two random variables, 1 2( , )H x x , is then given as  
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[ ]










xxuuCxxH      (3.42)       
Example 6: Consider a random variable X1 which is log-Pearson III distributed as 
)( 11 xFX  and another variable X2 which is also log-Pearson III distributed as )( 22 xFX . If 
the copula function is given by the survival copula associated with the bivariate Gumbel 
distribution as eq. (3.28).  




xFxFxFxFuuCxxH XXXX θθ −==            (3.43) 
• N-copulas with multivariate joint distributions  
The following examples show the relationship of N-dimensional copulas and 
multivariate joint distributions. 
Example 7: Consider N dependent random variables as { }NXXX ,...,, 21 with marginals 
{ }Nuuu ,..., 21 . Assume that the generating function, θϕ )ln()( tt −= is the generating 












N uuuuuuCxxxH  (3.44) 
Thus eq. (3.44) is a representation of the N-dimensional Gumbel-Hougaard copula. 
Example 8: Consider N dependent random variables as { }NXXX ,...,, 21 with marginals 
{ }Nuuu ,..., 21 . Assume that the generating function, 1)( −= −θϕ tt , is the generating 







−−− NuuuuuuCxxxH NNN                        (3.45) 
Thus eq. (3.45) is the N-dimensional Cook-Johnson (Clayton) copula. 
Example 9: Consider N dependent random variables as { }NXXX ,...,, 21 with marginals 

















, is the 
generating function of N-dimensional copulas. Then the multivariate joint distribution 






















        (3.46) 
 Thus eq. (3.46) is the N-dimensional Frank copula. 
Example 10: Consider N dependent random variables as { }NXXX ,...,, 21 with marginals 
{ }Nuuu ,..., 21 . Assume that the generating function,
1 (1 )( ) ln tt
t
θϕ − −= , is the generating 
function of N-dimensional copulas. Then the multivariate joint distribution can be 
expressed as: 
[ )1 21 2 1 2
1 2
...( , ,..., ) ( , ,..., ) , 1,1








= = ∈ −
− − − −
             (3.47) 
Thus eq. (3.47) is the N-dimensional Ali-Mikhail-Haq copula. 
3.4 Conditional Distributions and Corresponding Return Periods 
3.4.1 Bivariate Conditional Distributions and Corresponding Return Periods 
The conditional joint distribution using the copula method can now be expressed. Let X1 
and X2 be random variables with marginals as )( 11 1 xFu X= , )( 22 2 xFu X= . The 
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conditional distribution functions under different conditions can be expressed using the 
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            (3.48) 









                                         (3.48a) 
Similarly, an equivalent formula for the conditional distribution function for 
variable X2 given X1 = x1 can be obtained. Furthermore, the conditional distribution 















θθ =≤≤==≤ ≤                 (3.49)     
Thus the corresponding return period under this condition is written as: 









                                    (3.49a)                         
3.4.2 Trivariate Conditional Distribution through Copulas 
The conditional joint distribution using the copula method can now be expressed. Let X1, 
X2, and X3 be random variables with marignals as )( 11 1 xFu X= , )( 22 2 xFu X= , and 
)( 33 3 xFu X= . The conditional distribution functions under different conditions can be 
expressed using the trivariate Archimedean copula as follows:  
• The conditional distribution function of X1 and X2 given X3=x3 can be expressed as: 
3
1 2 3 3
1 2 3 3
3
3
3 1 2 3
1 1 2 2 3 3
3
( , , ) /( , | )
( )
( , , )                            ( , | )
X
H x x x xH x x X x
f x







= ≤ ≤ = =
∂
              (3.50) 
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The corresponding return period is given as 









                                 (3.50a) 
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θ=≤==≤         (3.52) 
Thus the return period is: 









                                                     (3.52a) 
• The conditional distribution function of X1, given X2 ≤ x2 and X3 ≤ x3, can be 
























θ =≤≤==≤≤  
(3.53) 










                                   (3.53a) 
where H’ is the joint distribution of random variables X2 and X3, '2Cθ  is the corresponding 
bivariate copula function, and θ’ is parameter of the bivariate copula.  
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NONSTATIONARY ANALYSIS METHOD   
 
In real world, the stationary assumption for either univariate or mulitivariate hydrologic 
frequency analyses does not usually hold. Thus there is a need to consider nonstationarity 
in frequency analyses. In this chapter, techniques for testing nonstationarity and 
nonstationarity-based probability distributions are discussed.  
4.1 Nonstationary Univariate Analysis 
4.1.1 Test for Nonstationarity  
There are several methods to test the nonstationarity of a dataset, including time domain 
analysis (time trend analysis, Kendall trend analysis), frequency domain analysis 
(spectral analysis), and time-frequency analysis (Wigner distribution analysis and wavelet 
analysis). In this study, the time domain analysis and time-frequency domain analysis 
will be applied for testing nonstationarity.  
4.1.1.1 Time Domain Analysis for Testing Nonstationarity 
Time trend analysis by indentification of time trend method: Time domain analysis is 
also called indentification of time trend (IDT). Usually, the trend may be considered in 
the first two moments. Following Strupczewski et al. (2003), the least square and 
generalized least square methods will be applied. 
General concept and the least square method: Following Strupczewski et al. (2003), the 
generalized least square method will be applied when the assumption of constant variance 
fails. Assuming that there exits a time trend in the moments of time series X, with known 
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functional form of the trend (e.g., linear, nonlinear, polynomial, etc.), then the time-
varying moments can be estimated by using the least square (LS) method. Let te denote 
the error term between the time series X and first time-varying moment tm , which then 
can be expressed as: 
ttt mXe ˆ−=                                                                              (4.1) 
           g ),(ˆ 1 tfmt =                                                                            (4.1a) 
where t denotes the time index; tX denotes the time series X at time t; tm̂ denotes the 
estimated first time-varying moments at time t, with tggmt 10ˆ += ; )(1 •f denotes the first 
time-varying moments represented in the function term; t denotes the time index; and g 
denotes the parameter vector for the time-varying moments function (i.e., tggmt 10ˆ += ).  
















)1( denotes the sum of squares of error (SSE). In order to estimate the 












− =∑                                                                      (4.3) 
Noting that eq. (4.3) holds if and only if the assumption of constant variance holds.  
If there exists a time trend in variance, then according to Strupczewski and 
Kaczmarek (2003), the LS estimator of the mean is no longer efficient since the time 
trend in variance makes the sum of squares obtained for each time series data point time 
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dependent (i.e., because of the time-varying second moment-variance). Then, similar to 
eq. (4.1a), the R-th central moments of time series X can be expressed as: 
),()(ˆ )( tfx RRtR  h=µ                                                                       (4.4) 
When R=2 
 ),()(ˆ )2(22 tfxt  h=µ                                                                        (4.4a) 
Then the LS estimators can be expressed as: 











t µ                                                       (4.5) 
















µ                                                                (4.6) 
where fR denotes the functional representation of the R-th time-varying moments, 
)(ˆ tR xµ denotes the R-th central time-varying moments, 
R
te denotes the error term 
between the time series and its R-th time-varying moments, and h denotes the parameter 
vector that needs to be estimated. 
In hydrology, the trend investigation mostly includes the mean and it is rarely 
extended to the variance. The trend investigation for variance, based on the LS method, 
may be carried out as: (a) the estimation of time trend in mean using eq. (4.3),  (b) 
removing the trend from time series using   eq. (4.1), (c) the estimation of time trend of 
variance using  eq. (4.6) where R = 2.  
Trend analysis of unequal known variances: The procedure for the estimation of trend in 
variances by the least square method guarantees the unbiased estimation for the variances 
but may not have the minimum variance. In order to minimize the variance, the 
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generalized least square method which is also called the weighted least square method, 
based on the assumption of unequal known variance, was applied by following the 
procedure discussed by Strupczewski et al. (2003). Denoting the weighting factor by )1(tγ , 








2)1()1( )ˆ(γ                                                                 (4.7) 
where (1)tWS  denotes the weighted least squares. 
Taking the derivative of eq. (4.7) with respect to the parameter vector g (i.e., the same 









tγ                                                                    (4.8) 

















                                                                   (4.9) 
If the time series is unbiased, then the weights are equal and m̂ in eq. (4.9) can be 
expressed as the arithmetic mean directly. Otherwise, the weights )1(tγ  are not equal, 
which will vary corresponding to their effectiveness.  
Assuming the elements of data differ with respect to the variance where the 
variance is considered known, then one can define a vector of weights for the error 









=                                                        (4.10) 
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σ                                        (4.11) 
Trend analysis of unequal unknown variances: In reality, the variance is unknown. 
Accordingly, the WLS method needs to be applied to the 2nd central moments as: 









tt xeWS µγ                                           (4.12)  
Taking the derivative with respect to the parameter vector h, (i.e., eq. (4.4)) one obtains:  










µγ                                           (4.13)  
Similar to the definition of )1(tγ in eq. (4.10); 
)2(












=                                        (4.14) 
where A denotes the coefficient. 























                                                       (4.13a) 
Noting that eqs. (4.8a) and (4.13a) have a time trend in mean and variance.  
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Time trend analysis by the Mann-Kendall test: The Mann-Kendall test is another 
approach to test the nonstationarity of a dataset, (i.e., the test of randomness against a 
monotonic trend) which was developed by Kendall (1970). Mann-Kendall test is a 
nonparametric statistic time trend analysis method in the time domain which has already 
been applied in water quality time series analysis, temperature time series analysis, etc. 
Unlike the parametric trend analysis method where strong assumptions are needed, the 
nonparametric method uses the ranks of the observations rather than their actual values.  
 The Mann-Kendall test is discussed here by following Rao et al. (2003). Let X be 
a given time series dataset with nxxX ,...,1= , and nRR ,...,1 as the corresponding ranks of 





ij RRsignS )(                                                               (4.15) 
if 0>− ij RR sign = 1, if 0<− ij RR sign = -1. else sign = 0. 
Under the null hypothesis, S is asymptotically normally distributed with zero mean and 











1)var(                                (4.16) 
where m denotes the number of the X values involved in a given tie, and the summation is 
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Z                                                        (4.17) 
where the positive Z indicates that the trend is positive and vice versa.  
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Thus, Z can be considered as standard normally distributed variable, and the 90% 
confidence interval can thus be obtained from the standard normal distribution tables.  
From the nonparametric test performed where the ranks of the observations are 
used, the normal distribution assumption is not needed but the observations are still 
needed to be random. Thus, since hydrologic time series, i.e., discharge time series, are 
usually not normally distributed but those observations are indeed always assumed to be 
random which are in agreement with the requirement for performing the Mann-Kendall 
test.   
4.1.1.2 Time-Frequency Analysis for Testing Nonstationarity  
Hilbert transform: The Hilbert transform of a signal (i.e., time series) is the first step in 
order to achieve the Wigner distribution. Thus the Hilbert transform for the real signal is 
briefly discussed first.  
 Similar to the Fourier transform, the Hilbert transform is applied to obtain an 
analytic signal corresponding to a real signal. The procedure for calculation of the Hilbert 
transform of a real signal is given as follows: if the real signal x(t) has the spectrum X(f) 
which is expressed as: 
∫ −= dtetxfX ftj ππ
2)(
2
1)(                                                     (4.18) 
Then one gets its complex signal z(t) whose spectrum is composed of the positive 








2)( dfdexdtefXtz tfftj ττ
ππ
τππ                            (4.19) 







jxdfe ftj πδπ                                                     (4.20) 
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one gets 
∫ −+−= τττπδτπ dt







xjtxtzxA )()()(][                                            (4.22) 
where A[x] denotes the analytic signal corresponding to the real signal x. and the second 
part of eq. (4.21) is the Hilbert transform of the signal x. The Hilbert signal is also 






xtxH )(1)]([                                                         (4.23) 
 Once the Hilbert transform of a real signal x(t) is obtained, the time-frequency 
analysis by the Wigner distribution can be performed. 
Time frequency analysis by Wigner distribution: Time-frequency analysis is a 
powerful tool to indicate whether data is stationary or nonstationary. In this section, the 
Wigner distribution, developed by Wigner (1932), will be introduced and applied to the 
rainfall and flood time series. The Wigner distribution is a powerful tool in determining 
the time-frequency characteristics of the nonstationary signal. The Wigner distribution of 
a real signal x(t) is given by: 
∫ −−+= τττπ
τπ detztzftW fj2* )2/()2/(
2
1),(                                (4.24) 
where z(t) is the analytic signal of x(t), i.e., for time t )()()( 1 tjxtxtz += , )(1 tx is the 
Hilbert transform of the real signal x(t); )2/( τ+tz denotes the forward shift in the 
analytic signal )(tz by 2/τ , and similarly for )2/( τ−tz ; )(* •z denotes the complex 
conjugate of the analytic signal z(•).  
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Thus, the Wigner distribution can be considered as the Fourier transform of the 
product between the original forward signal and corresponding backward signal both 
centered at time t.  
Properties of the Wigner distribution: Important properties of the Wigner distribution 
are discussed following Goswami and Chan (1999). 
• A real quantity 
The Wigner distribution keeps real quantity regardless of whether the signal is real or 
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= + − =
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                      (4.25) 
 Eq. (4.25) clearly indicates that the Wigner distribution is always real but can take 
on both positive and negative numbers. Thus the Wigner distribution may not be used as 
a measure of probability density. 
• Marginal Property 
The marginal property of the Wigner distribution can be expressed as: 
2)(),( tfdwwtW f =∫
∞
∞−
                                                                               (4.26)  
2
)(ˆ),( wfdtwtW f =∫
∞
∞−
                                                                               (4.27) 
 Obviously, these marginals express the spectrum (energy) density in terms of one 
of the two variables: time or frequency. The total energy of the signal can be computed 
by a two-dimensional integration of the Wigner distribution over the entire time-
frequency plane. Note that the total energy of the Wigner distribution is 1.  
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• Correlation Function 
The correlation functions in time or frequency domain can be obtained from their 
marginals as: 
)0,'()'()()'( tWdtfft ft =+= ∫
∞
∞−
τττγ                                                       (4.28) 
)',0()'()()'( wWdwwwfwfw fw =+= ∫
∞
∞−
γ                                                (4.29) 
Algorithm of Wigner distribution: The algorithm for applying the Wigner distribution 
is as follows: 
(1) Take data, say daily discharge, x(t) as a signal. 
(2) Since x(t) is real, take the Hilbert transform of x(t). 
(3) Now the analytic signal needed can be expressed as: 
)]([)()( txjHtxtz +=                                                                           (4.30) 
(4) Take the complex conjugate of the reverse of )(tz  as )(* tz . 
(5) According to the Wigner distribution formula, i.e., eq. (4.24), take the Fourier 
transform of the product of )()( * tztz − . 
(6) The time-frequency analysis by the Wigner distribution thus can be obtained. 
Following this algorithm of the Wigner distribution, one can get the image of time-
frequency analysis. This image can be applied for visually testing nonstationarity, as 
shown in figure 4.1. Figure 4.1 which is obtained from Lee et al. (1998) indicates that the 
dark part has high concentration of the frequency than the light part which visually 
indicates nonstationarity.  
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Figure 4.1 Measured Wigner distribution for a Gaussian signal beam obscured by a wire. 
(a) in-phase lock-in signal SR(x, p), (b) out-of-phase lock-in signal SI(x, p), (c) recovered 
Wigner distribution showing negative regions.  
 
4.1.2 Nonstationary Univariate Probability Distribution Generation 
The probability distributions commonly used in flood frequency analysis, say, Gamma 
(2), Gumbel (EV I), log-normal, log-Pearson III, Weibull and normal (by Box-Cox 
transformation) distributions are employed for nonstationary univariate distributions of 
flood variables. In order to apply the time trend in the first two moments to the selected 
distribution functions and apply the maximum likelihood method for the estimation of 
parameters, the univariate probability distributions discussed earlier were rewritten in the 
form of mean and variance terms: 
• Gamma distribution 
Consider eq. (2.7) and write parameters α, β in the form of the first two moments. Then 
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Assuming that the moments are functions of time, i.e., the linear trends outlined earlier. 



















































































































































• Gumbel (EV I) distribution 
Consider eq. (2.37) and write parameters α, β in the form of the first two moments. Then 
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                (4.32a) 
The log-likelihood function can be written as: 
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• Log-Normal distribution 
Considering eq. (2.21) and assuming the first two moments as linear functions of time, eq. 

























σ                                 (4.33) 




































1lnln π  (4.33a) 
• Log-Pearson Type III distribution 
Considering eq. (2.17) and assuming the first two moments as linear functions of time 
and using the indirect method of moments which uses the logarithms of the observations 
first, and  the observations after taking logarithms will have Pearson Type III distribution, 





















= γαβ                       (4.34) 
where parameter β is a function of skewness only and will be a constant. The same 
notation β will be kept in the following expressions. 
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• Weibull distribution 
Considering eq. (2.36), and assuming the first two as linear functions of time, parameters 














=                                                                        (4.35b) 
Noting that Cs denotes the skewness of the observed data which is considered as a 
constant, it is shown that parameter b is not related to the first two moments and can be 
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• Normal distribution  
Assuming the first two moments as linear functions of time, eq. (2.21) can be rewritten as: 
( )20 1
0 10 1
1 1( ) exp ( )
2( )2 ( )
f x x g g t
h h th h tπ
⎡ ⎤
= − − +⎢ ⎥++ ⎣ ⎦
                     (4.36) 
The log-likelihood function can be expressed as: 
( )20 1
0 1
1 1 0 1









= − + − −
+∑ ∑                (4.36 a) 
• Exponential distribution 
Considering eq. (2.2) and writing parameters α, β in the terms of the first two moments 
through eq. (2.4d), eq. (2.2) can be written as: 
1 ( )( , , ) exp x mf x m σσ
σ σ
− −⎛ ⎞= −⎜ ⎟
⎝ ⎠
                                        (4.37) 
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Assuming the moments as functions of time, i.e., the linear trends outlined earlier, eq. 
(4.37) can be rewritten as: 
( )0 1 0 1
0 1 0 1
( ) ( )1( , , ) exp
x t g g t h h t
f x m
h h t h h t
σ




                   (4.37a) 
The corresponding log-likelihood function is: 
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• Pearson type III distribution 
Consider eq. (2.12) and write parameters α, β, and γ in the terms of the first two moments 
through eq. (2.14e). Then  eq. (2.12) can be written as: 
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(4.38)                         
 Thus, one can assume that the moments are functions of time, i.e., the linear trends 
outlined ealier and note that only the time trend in the first two moments will be assumed. 
The skewness is thus considered as constant and taken to have the same value as in the 
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The corresponding log-likelihood function is: 
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(4.38b)         
Inserting the time trend in the first two moments into different parent probability 
distributions as discussed above, the nonstationarity of the time series is thus represented. 
By calculation of the maximum likelihood or AIC criterion based on different 
assumptions the best fitted model for the time series is then selected. Once the probability 
distributions coupled with nonstationarity are tested, the multivariate copula-based 
nonstationary statistics can be studied as follows.  
4.2 Multivariate Nonstationary Statistics through Copulas  
In this section, the copula method will be applied to nonstationary time series. A semi-
parametric estimation procedure for copula was applied in order to incorporate the 
nonstationarity existing in the dataset. The adjusted semi-parametric estimation 
procedures will be considered in what follows. 
 Clearly, the semi-parametric estimation procedure for copula parameter θ discussed 
in Chapter 3 is based on the stationary assumption and needs to be adjusted in order to 
incorporate nonstationarity as follows. 
1. Given a random sample { }nkXX pkk ,...,1:),...,( 1 =  from the distribution  
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            )),(),...,,((),,...,( 11'1 txFtxFCtxxF ppp θ=                                        (4.39) 
       where θ’ is the copula parameter. 
2. Construct the log-likelihood function for copula in eq. (4.39) as 







11' ),(),...,,(log)'( θθ                                       (4.40) 
       where 'θc is the density function of the copula which has the same meaning as the     
       density function of unvariate variables. 
3. Then log-likelihood function in eq. (4.40) is maximized as: 
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∂ ∑                              (4.41)  
       where L denotes the log-likelihood function;  'lθ  denotes the derivative of L with  
       respect to parameter 'θ  of the copula function.  
4. The parameters of the copula function incorporating with the time trend is 
obtained.  
The probability density function and the log-likelihood function of the copulas with 
time trend can thus be expressed.  
• Gumbel-Hougaard copula family 
Considering eq. (3.17) with parameter θ replaced by θ’, the density function and log-
likelihood function of Gumbel-Hougaard copula family with time trend can be expressed 
as: 
































































































where 'θc denotes the density function; L denotes the log-likelihood function; θ’ denotes 
the parameter of copula function; u, v are the cumulative probability distribution 
functions of variable X and Y with or without the stationary assumption. Note that the 
notations are the same in the following expressions.  
• Ali-Mikhail-Haq copula family 
Considering eq. (3.18) with parameter θ replaced by θ’, the density function and log-
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(4.43a) 
• Cook-Johnson (Clayton) copula family 
Considering eq. (3.20) with parameter θ replaced by θ’, the density function and log-
































θθθ           (4.44a) 
• Frank Copula family 
Considering eq. (3.19) with the parameter θ replaced by θ’, the density function and log-
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CHAPTER 5  
 
STATIONARY RAINFALL FREQUENCY ANALYSIS 
 
Many hydrologic frequency analyses, including flood frequency analysis, are based on 
rainfall frequency analysis. In this chapter, univarate and mulitivariate (including 
bivariate and trivariate) rainfall frequency analyses based on the stationarity assumption 
are discussed.  
5.1 Literature Review 
Most of the studies dealing with at-site rainfall frequency analysis employ the rainfall 
intensity or amount and only based on the assumption of stationarity. Eagleson (1972) 
applied a bivariate exponential model of rainfall intensity and duration which were 
considered as independent random variables with exponential marginals, and then he 
applied this model for rainfall-runoff analysis.  
 Hashino (1985) applied the Freund bivariate exponential distribution to represent 
the joint probability distribution of rainfall intensity and the corresponding maximum 
storm surge in the Osaka Bay in Japan. Singh and Singh (1991) investigated rainfall 
intensity and the corresponding depth using the bivariate probability density function 
with exponential marginals. 
 In his rainfall-runoff analysis, Shen et al. (1990) applied Eagleson’s (1972) 
stochastic model to derive the probability density function of the effective rainfall and 
duration by coupling the Philip infiltration model. Bacchi et al. (1994) considered annual 
maximum rainfall intensity and duration as bivariate random variables each with an 
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exponential marginal instead of considering these variables as the independent random 
variables. The bivariate Gumbel distribution was applied as the approximation for the 
probability distribution of the extremes of the bivariate exponential distribution. The case 
study from 18 raingauges in northern Italy indicated that the proposed bivariate model, 
i.e., bivariate Gumbel distribution reproduced the bivariate storm characteristics in a 
realistic manner. Kurothe et al. (1997) incorporated negatively correlated rainfall 
intensity and duration with flood frequency analysis. They concluded that the correlation 
of rainfall variables had an important effect on flood quantiles.  
Considering the existing rainfall intensity-duration-frequency (IDF) analysis is 
based on empirical considerations, Koutsoyiannis et al. (1998) proposed a more rigorous 
formula for  rainfall (IDF) relationship which was derived directly from the underlying 
probability distributions of the maximum rainfall intensities where the rainfall duration is 
considered as the parameter of the rainfall intensity which is not related to the actual 
duration of rainfall events but simply the length of the time window for averaging the 
process of intensity. The robust estimation and one-step least square methods were 
proposed for parameter estimation. According to the case study in Sterea Hellas region in 
central Greece, it was concluded that the proposed method provided a basis for the 
regionalization of the IDF relationships and allowed incorporating data from non-
recording stations which can reduce the problem of establishing the IDF curves in places 
with sparse networks of non-recording stations.  
Goel et al. (2000) studied both positively and negatively correlated rainfall intensity 
and duration for deriving a flood frequency distribution. By applying it to four Indian 
watersheds and one U.S. watershed, they concluded that the correlation of rainfall and 
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duration had an important impact on the derived flood frequency distribution and the 
derived flood frequency distribution had an advantage for estimating flood quantiles at 
ungaged stations.   
Yue (2000) studied correlated peak storm intensity and rainfall amount using a 
bivariate extreme value distribution, i.e., the Gumbel mixed distribution. He 
demonstrated the usefulness of the model by using observed daily rainfall data at Nigata 
in Japan and found good agreement between empirical and theoretical probabilities. Yue 
(2000) also explored the use of the bivariate normal model for representing the joint 
statistical properties of the non-normally distributed storm events through the Box-Cox 
transformation. Yue (2001) used the Gumbel logistic model for representing the joint 
statistical properties of the storm events with the Gumbel marginals, i.e., annual 
maximum rainfall intensity and corresponding rainfall amounts.  
The above discussion shows that the stationarity and same marginal type are the 
basic assumptions employed in the studies concerned with correlated rainfall variables. In 
this chapter, the stationarity assumption is still used but marginals are varied for rainfall 
analysis. The discussion includes:  
• univariate rainfall frequency analysis; 
• bivariate rainfall frequency analysis (rainfall intensity and depth, rainfall depth and 
duration or rainfall intensity and duration) by both the copula method and bivariate 
normal distribution (assuming that the transformed univariate variables follow normal 
distribution after the Box-Cox transformation); and 
• trivariate rainfall frequency analysis (rainfall intensity, depth and duration) by the 
copula method. 
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5.2 Rainfall Data 
Daily rainfall data were collected and analyzed. These data are from four raingage sites in 
the Amite River basin, i.e., Liberty (MS), Clinton (LA), St. Hellena (LA) and Denham 
Springs (LA), and were obtained from the Southern Regional Climate Center at 
Louisiana State University as shown in Table 5.1. For performing multivariate analysis, 








                                                                   (5.1) 
where V is the rainfall depth, uns is the rainfall intensity for the n-th year according to the 
biggest yearly storm event, and Dn is the storm duration for that event. 
Table 5.1 Rainfall data description 
Raingage Length of record (years) 
Liberty 54 (1949-2002) 
Clinton 29 (1974-2002) 
St. Hellena 55 (1948-2002) 
Denham Springs 25 (1978-2002) 
 
5.3 Univariate Stationary Rainfall Frequency Analysis 
5.3.1 Empirical Nonexceedance Probabilities  
Empirical nonexceedance probabilities were estimated for each rainfall variable by using 








                                                                            (5.2)  
where k is k-th smallest observation in the data set arranged in ascending order, and n is 
the sample size (number of observations).  
5.3.2 Fitting Marginal Probability Distributions to Rainfall Variables 
Rainfall variables include rainfall intensity, depth, and duration. Rainfall depth was 
obtained using eq. (5.1). Table 5.2 shows the first four conventional and linear moments 
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of rainfall variables, which give a general idea of the distribution that should be fitted. 
The univariate probability distributions mentioned in Chapter 2 (section 2.2) were the 
candidates for fitting rainfall variables. 
Table 5.2 Relevant data statistics of rainfall variables. 





Liberty Intensity 2.71 - 1.16 - 0.15 - -0.95 - 
 Duration 2.56 - 3.08 - 1.96 - 5.34 - 
 Depth 5.79 - 8.48 - 2.04 - 6.71 - 
Clinton Intensity 2.44 2.52 2.25 0.76 1.77 0.28 3.25 0.29 
 Duration 3.38 3.48 2.53 0.89 0.24 -0.02 -0.20 0.15 
 Depth 6.65 6.86 6.96 1.45 1.15 0.13 1.54 0.17 
St.  Inensity 2.53 2.57 2.07 0.73 1.77 0.20 4.59 0.18 
Helena Duration 2.85 2.89 2.35 0.84 0.80 0.17 0.14 0.07 
 Depth 6.02 6.12 7.95 1.53 1.16 0.18 1.57 0.17 
Denham Intensity 3.28 3.39 2.73 0.86 1.61 0.19 3.06 0.27 
Springs Duration 2.72 2.80 2.21 0.78 1.35 0.22 2.06 0.21 
 Depth 8.15 8.39 32.97 2.56 2.80 0.45 9.13 0.37 
(Note: (1) – denotes the method is not available due to l2 is zero; (2) the units for the 
rainfall variables are: Intensity (in./h), Duration (h), Depth (in.)). 
 
Parameters of the distribution fitted to rainfall intensity, depth and duration were 
estimated using the method of moments (MOM), maximum likelihood estimation (MLE), 
and linear moment method (LMM) as shown in Tables 5.3-5.5. The goodness-of-fit 
statistics, i.e., MSE (eq. 2.80), RMSE (eq. 2.80a), BIAS (eq. 2.81) and AIC (eq. 2.82) 
values were computed as given in Tables 5.6-5.8. Using these goodness-of-fit statistics, 
the best fitted marginal distributions were chosen for the rainfall variables as given in 
Table 5.9. The fitted probability density functions are shown in Figures 5.1-5.3. 
Table 5.3 Parameters of fitted probability distributions for rainfall intensity. 
 Distribution Method  Liberty  Clinton  
Exponential MOM 1.42 3.02 - 1.5 0.94 - 
(α, β) MLE 2.46 1.97 - 1.76 0.68 - 
  LM - - - 1.52 1 - 
Gamma MOM 0.45 9.79 - 0.92 2.65 - 
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   (Table 5.3 continued) 
(α, β) MLE 0.41 10.7 - 0.7 3.51 - 
  LM - - - 0.78 3.24 - 
Pearson MOM 0.58 5.88 1 1.33 1.28 0.75 
(α, β, γ ) MLE 1.75 1.39 1.96 1.54 1.11 0.71 
  LM - - - 1.23 1.41 0.77 
Log-Pearson MOM 0.03 128.21 -2.06 0.08 51.79 -3.17 
(α, β, γ ) MLE 0.51 1.47 0.68 1.14 0.91 -0.31 
  LM - - - NaN NaN  NaN  
Normal  MOM 4.43 1.42 - 2.44 1.5 - 
(µ, σ) MLE 4.43 1.42 - 2.44 1.5 - 
  LM - - - 2.52 1.34 - 
Log-Normal MOM 1.44 0.31 - 0.73 0.57 - 
(µy, σy) MLE 1.44 0.31 - 0.74 0.54 - 
  LM - - - 0.77 0.55 - 
Inverse MOM 4.43 43.4 - 2.44 6.47 - 
Gaussian (λ, 
δ) MLE 4.43 45.32 - 2.44 7.39 - 
Gumbel MOM 1.1 3.79 - 1.17 1.77 - 
(α, β) MLE 1.4 4.83 - 1.54 2.51 - 
  LM - - - 1.09 1.88 - 
Weibull MOM 2.69 1.75 - 1.68 1.08 - 
(a, b) MLE 4.94 3.32 - 2.77 1.8 - 
  LM - - - 1.8 1.17 - 
Box-Cox MOM 1.23 0.22 -0.22 0.68 0.48 -0.17 
(µ, σ, λ ) MLE 1.23 0.22 -0.22 0.68 0.48 -0.17 
  LM - - - 1.79 0.44 0.17 
 St. Helena  Denham  Springs 
Exponential MOM 1.44 1.1 - 1.65 1.62 - 
 (α, β) MLE 1.85 0.68 - 2.19 1.08 - 
  LM 1.48 1.1 - 1.71 1.69 - 
Gamma MOM 0.82 3.1 - 0.83 3.93 - 
(α, β) MLE 0.67 3.81 - 0.67 4.89 - 
  LM 0.71 3.62 - 0.71 4.76 - 
Pearson MOM 1.28 1.27 0.91 1.33 1.54 1.23 
(α, β, γ ) MLE 1.54 1.18 0.69 1.88 1.12 1.08 
  LM 0.86 2.56 0.38 0.89 3.14 0.6 
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(Table 5.3 continued) 
Log-Pearson MOM 0.03 390.31 -9.59 0.03 189.19 -5.3 
(α, β, γ ) MLE 1.35 0.83 -0.34 0.89 1.04 0.18 
  LM 0.07 65.37 -3.47 0.13 13.1 -0.57 
Normal  MOM 2.53 1.44 - 3.28 1.65 - 
(µ, σ) MLE 2.53 1.44 - 3.28 1.65 - 
  LM 2.58 1.31 - 3.4 1.52 - 
Log-Normal MOM 0.79 0.53 - 1.07 0.48 - 
(µy, σy) MLE 0.79 0.53 - 1.08 0.46 - 
  LM 0.81 0.52 - 1.12 0.45 - 
Inverse MOM 2.53 7.86 - 3.28 12.89 - 
Gaussian (λ, 
δ) MLE 2.53 8.21 - 3.28 14.25 - 
Gumbel MOM 1.12 1.89 - 1.29 2.53 - 
(α, β) MLE 1.51 2.67 - 1.7 3.5 - 
  LM 1.07 1.96 - 1.23 2.69 - 
Weibull MOM 1.6 1.08 - 2 1.15 - 
(a, b) MLE 2.87 1.91 - 3.71 2.15 - 
  LM 2.14 1.45 - 2.63 1.55 - 
Box-Cox MOM 0.76 0.5 -0.07 1.02 0.42 -0.1 
(µ, σ, λ ) MLE 0.76 0.5 -0.07 1.02 0.42 -0.1 






Table 5.4 Parameters of fitted probability distributions for rainfall depth. 
  Liberty Clinton Helena Denham Springs 
Exponential MOM 2.91 2.88 - 2.64 4.01 - 2.82 3.21 - 5.74 2.40 - 
(α, β) MLE 3.85 1.95 - 3.82 2.83 - 3.93 2.10 - 5.06 3.09 - 
 LM - - - 2.89 3.97 - 3.07 3.06 - 5.13 3.26 - 
Gamma MOM 1.46 3.96 - 1.05 6.35 - 1.32 4.57 - 4.05 2.01 - 
(α, β) MLE 1.12 5.17 - 0.91 7.28 - 1.18 5.10 - 2.30 3.54 - 
 LM - - - 0.99 6.90 - 1.27 4.82 - 2.66 3.15 - 
Pearson MOM 2.97 0.96 2.95 1.51 3.03 2.05 1.64 2.97 1.17 8.03 0.51 4.04 
(α, β, γ ) MLE 3.04 1.25 1.96 3.12 1.19 2.83 3.26 1.19 2.09 4.27 1.15 3.37 
 LM - - - 1.07 5.93 0.48 1.51 3.49 0.86 7.77 0.53 4.30 
Log-Pearson MOM 0.09 21.26 -0.36 0.03 189.47 -3.39 0.004 10688 -45.48 0.31 2.61 1.13 
(α, β, γ ) MLE 0.70 1.37 0.68 0.55 1.35 1.05 0.71 1.31 0.74 0.57 1.35 1.15 
 LM - - - 0.16 6.35 0.89 0.10 20.84 -0.40 0.16 9.96 0.47 
Normal MOM 5.80 2.91 - 6.65 2.64 - 6.02 2.82 - 8.15 5.74 - 
(µ, σ) MLE 5.80 2.91 - 6.65 2.64 - 6.02 2.82 - 8.15 5.74 - 
 LM - - - 6.86 2.56 - 6.12 2.72 - 8.39 4.54 - 
Log-Normal MOM 1.64 0.47 - 1.82 0.38 - 1.70 0.44 - 1.90 0.64 - 
(µy, σy) MLE 1.66 0.44 - 1.82 0.38 - 1.69 0.46 - 1.95 0.50 - 
 LM - - - 1.85 0.38 - 1.71 0.45 - 1.97 0.56 - 
Inverse MOM 5.80 22.97 - 6.65 42.19 - 6.02 27.51 - 8.15 16.40 - 
Gaussian (λ, δ) MLE 5.80 28.00 - 6.65 44.84 - 6.02 26.75 - 8.15 28.66 - 
Gumbel MOM 2.27 4.49 - 2.06 5.46 - 2.20 4.76 - 4.48 5.56 - 
(α, β) MLE 3.01 6.27 - 2.70 7.28 - 2.97 6.52 - 5.65 8.22 - 
 LM - - - 2.09 5.65 - 2.21 4.85 - 3.70 6.26 - 
Weibull MOM 2.85 0.99 - 4.12 1.44 - 4.37 1.43 - 4.06 0.80 - 
(a, b) MLE 6.57 2.12 - 7.48 2.68 - 6.82 2.29 - 9.22 1.65 - 
 LM - - - 5.21 1.85 - 4.86 1.60 - 3.78 0.78 - 
Box-Cox MOM 1.24 0.24 -0.35 1.60 0.29 -0.14 1.72 0.47 0.02 0.93 0.08 -0.86 
 MLE 1.24 0.24 -0.35 1.60 0.29 -0.14 1.72 0.47 0.02 0.93 0.08 -0.86 
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   (Table 5.4 continued) 
 LM    1.66 0.30 -0.14 1.75 0.48 0.02 0.96 0.08 -0.86 
 
Table 5.5 Parameters of fitted probability distributions for rainfall duration. 
  Liberty Clinton Helena Denham  Springs 
Exponential MOM 1.08 1.63 - 1.59 1.79 - 1.53 1.32 - 1.49 1.23 - 
(α, β) MLE 1.77 0.94 - 2.46 0.92 - 1.89 0.97 - 1.79 0.93 - 
 LM - - - 1.79 1.69 - 1.68 1.21 - 1.56 1.24 - 
Gamma MOM 0.43 6.33 - 0.75 4.51 - 0.82 3.47 - 0.81 3.35 - 
(α, β) MLE 0.47 5.78 - 0.89 3.80 - 0.80 3.55 - 0.69 3.94 - 
 LM - - - 0.76 4.57 - 0.82 3.51 - 0.73 3.84 - 
Pearson MOM 0.08 182.91 -11.86 0.19 71.42 -10.06 0.61 6.28 -0.99 1.01 2.19 0.52 
(α, β, γ ) MLE 1.52 1.15 0.86 2.33 1.02 0.97 1.81 1.03 0.97 1.67 1.04 0.97 
 LM - - - - 374.47 - 0.79 3.83 -0.12 0.97 2.25 0.61 
Log-Pearson MOM 0.12 14.39 -0.77 0.25 5.27 -0.25 0.05 124.18 -5.36 0.00 157250 -208.26 
(α, β, γ ) MLE 0.95 0.98 -0.03 1.08 1.00 - 0.90 1.00 - 0.87 1.00 - 
 LM - - - 0.48 1.56 0.37 0.08 55.68 -3.27 0.05 129.85 -5.03 
Normal MOM 2.71 1.07 - 3.38 1.59 - 2.85 1.53 - 2.72 1.49 - 
(µ, σ) MLE 2.71 1.07 - 3.38 1.59 - 2.85 1.53 - 2.72 1.49 - 
 LM - - - 3.48 1.58 - 2.89 1.49 - 2.80 1.38 - 
Log-Normal MOM 0.92 0.38 - 1.12 0.45 - 0.92 0.50 - 0.87 0.51 - 
(µy, σy) MLE 0.90 0.44 - 1.08 0.58 - 0.90 0.56 - 0.87 0.53 - 
 LM - - - 1.14 0.46 - 0.92 0.53 - 0.90 0.50 - 
Inverse MOM 2.71 17.16 - 3.38 15.26 - 2.85 9.90 - 2.72 9.11 - 
Gaussian  






- 3.38 8.94 - 2.85 8.05 - 2.72 8.98 - 
Gumbel MOM 0.84 2.23 - 1.24 2.66 - 1.20 2.16 - 1.16 2.05 - 
(α, β) MLE 1.16 2.95 - 1.76 3.58 - 1.65 2.99 - 1.55 2.84 - 
 LM - - - 1.29 2.74 - 1.21 2.19 - 1.13 2.15 - 
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(Table 5.5 continued) 
Weibull MOM 3.38 3.06 - 4.62 2.80 - 2.96 1.78 - 2.07 1.30 - 
(a, b) MLE 3.05 2.80 - 3.81 2.31 - 3.24 2.01 - 3.09 2.00 - 
 LM - - - 6.10 3.93 - 2.73 1.64 - 2.17 1.39 - 
Box-Cox MOM 1.32 0.75 0.62 1.86 1.15 0.71 1.00 0.65 0.16 0.87 0.53 0.004 
 MLE 1.32 0.75 0.62 1.86 1.15 0.71 1.00 0.65 0.16 0.87 0.53 0.004 
 LM - - - 1.91 1.15 0.71 1.01 0.65 0.16 0.9 0.52 0.004 
 
Table 5.6 Goodness-of-fit statistics for rainfall intensity.  
  Liberty Clinton St. Helena Denham  Springs 
  MOM MLE LM MOM MLE LM MOM MLE LM MOM MLE LM 
Exponential MSE 9.85 36.77 - 2.14 3.00 2.14 4.64 12.14 4.64 3.77 8.53 3.77 
 RMSE 3.14 6.06 - 1.46 1.73 1.46 2.15 3.48 2.15 1.94 2.92 1.94 
 BIAS -2.50 3.20 - -0.15 1.50 -0.15 -0.97 3.60 -0.97 -0.29 1.49 -0.29 
 AIC 127.51 173.59 - 26.00 94.85 26.00 88.36 181.69 88.36 37.19 93.24 37.19
Gamma MSE 1.39 2.54 - 2.37 5.43 2.37 4.25 7.52 4.25 3.68 5.80 3.68 
 RMSE 1.18 1.59 - 1.54 2.33 1.54 2.06 2.74 2.06 1.92 2.41 1.92 
 BIAS 0.03 -0.22 - 0.20 -0.32 0.20 -0.37 -0.45 -0.37 0.02 -0.18 0.02 
 AIC 21.96 163.64 - 29.04 95.73 29.04 83.52 178.55 83.52 36.57 91.01 36.57
Pearson MSE 1.39 26.23 - 2.37 2.25 2.67 4.25 6.44 5.71 3.68 5.54 4.90 
 RMSE 1.18 5.12 - 1.54 1.50 1.64 2.06 2.54 2.39 1.92 2.35 2.21 
 BIAS 0.03 4.81 - 0.20 1.22 -1.08 -0.37 2.64 -1.19 0.02 1.76 -1.07 
 AIC 23.96 176.19 - 31.04 95.07 34.53 85.52 179.29 101.84 38.57 94.07 45.71
Log- MSE 2.02 5260.1 - 1.89 2198.3 NaN 3.53 41414 3.73 3.45 932.80 4.04 
Pearson RMSE 1.42 72.52 - 1.37   1.88 203.5 1.93 1.86 30.54 2.01 
 BIAS -0.21 -17.92 - -0.05 -5.72 NaN -0.18 -33.37 -1.05 -0.06 -3.43 -1.15 
 AIC 44.04 9.09 - 24.44 25.43 NaN 75.31 50.63 78.36 36.94 -3.82 40.88
Normal MSE 1.54 1.54 - 12.16 12.16 11.93 18.34 18.34 17.88 10.70 10.70 10.80
 RMSE 1.24 1.24 - 3.49 3.49 3.45 4.28 4.28 4.23 3.27 3.27 3.29 
 BIAS 0.15 0.15 - 1.91 1.91 -0.45 2.87 2.87 -0.18 0.80 0.80 -0.88 
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(Table 5.6 continued) 
 AIC 27.28 164.31 - 76.45 108.80 75.88 164.01 199.12 162.61 63.25 99.06 63.50
Log- MSE 4.06 7.37 - 2.41 2.90 11.93 3.88 3.93 17.88 3.70 3.88 10.80
Normal RMSE 2.02 2.71 - 1.55 1.70 3.45 1.97 1.98 4.23 1.92 1.97 3.29 
 BIAS -1.18 -0.25 - 0.20 -0.11 -0.45 -0.05 -0.20 -0.18 0.11 -0.08 -0.88 
 AIC 79.70 166.73 - 29.47 93.11 75.88 78.55 175.52 162.61 36.72 89.63 63.50
Inverse MSE 6.83 14.78 - 9.59 7.05 - 16.05 14.30 - 8.46 7.14 - 
Gaussian RMSE 2.61 3.85 - 3.10 2.66 - 4.01 3.78 - 2.91 2.67 - 
 BIAS -5.32 -5.23 - -4.75 -4.74 - -8.19 -8.19 - -2.87 -2.86 - 
 AIC 107.78 116.80 - 69.55 67.88 - 156.66 126.81 - 57.40 66.39 - 
Gumbel MSE 4.37 56.70 - 5.76 39.45 4.70 7.20 76.90 6.38 6.25 50.50 4.90 
 RMSE 2.09 7.53 - 2.40 6.28 2.17 2.68 8.77 2.53 2.50 7.11 2.21 
 BIAS -0.62 -19.12 - 1.82 -11.41 -0.81 2.05 -21.68 -0.96 0.77 -9.58 -1.03 
 AIC 83.58 192.38 - 54.80 108.59 48.90 112.59 202.25 105.95 49.82 102.44 43.74
Weibull MSE 6.14 0.97 - 22.87 6.12 19.72 58.61 9.51 26.27 53.01 7.22 26.54
 RMSE 2.48 0.98 - 4.78 2.47 4.44 7.66 3.08 5.13 7.28 2.69 5.15 
 BIAS -7.37 -0.45 - 13.02 0.41 11.78 27.27 0.87 16.81 12.85 0.39 8.56 
 AIC 101.97 161.74 - 94.77 99.59 90.46 227.90 185.12 183.76 103.26 94.65 85.97
Box-
Cox MSE 1.42 1.42 - 1.87 1.87 1.82 3.47 3.47 3.59 3.46 3.46 3.86 
 RMSE 1.19 1.19 - 1.37 1.37 1.35 1.86 1.86 1.90 1.86 1.86 1.97 
 BIAS -0.21 -0.21 - -0.07 -0.07 -0.92 -0.19 -0.19 -1.12 -0.07 -0.07 -1.27 
 AIC 24.88 91.65 - 24.09 25.18 23.30 74.43 46.92 76.31 37.03 15.85 39.78
 
Table 5.7 Goodness-of-fit statistics for rainfall duration. 
 Liberty Clinton St. Helena Denham Springs 
  MOM MLE LM MOM MLE LM MOM MLE LM    
Exponential MSE 5.64 7.67 - 10.21 30.52 10.21 11.74 18.71 11.74 2.92 4.16 2.92 
 RMSE 2.37 2.77 - 3.19 5.52 3.19 3.43 4.33 3.43 1.71 2.04 1.71 
 BIAS -0.60 -2.78 - -3.00 1.37 -3.00 -3.10 0.72 -3.10 -0.70 0.71 -0.70 
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(Table 5.7 continued.) 
Gamma MSE 5.64 13.67 - 3.85 5.32 3.85 7.65 7.14 7.65 3.03 4.00 3.03 
 RMSE 2.37 3.70 - 1.96 2.31 1.96 2.77 2.67 2.77 1.74 2.00 1.74 
 BIAS -0.45 -1.68 - -0.60 -0.65 -0.60 -0.20 -0.95 -0.20 -0.08 -0.42 -0.08 
 AIC 97.37 188.95 - 43.07 112.75 43.07 115.92 194.65 115.92 31.74 86.21 31.74 
Pearson MSE 5.64 8.70 - 3.85 24.96 NaN 7.65 16.37 7.29 3.03 3.28 3.17 
 RMSE 2.37 2.95 - 1.96 5.00 NaN 2.77 4.05 2.70 1.74 1.81 1.78 
 BIAS -0.45 -2.27 - -0.60 1.20 NaN -0.20 0.91 -1.52 -0.08 0.58 -1.16 
 AIC 99.37 165.47 - 45.07 115.15 NaN 117.92 186.37 115.29 33.74 84.14 34.81 
Log- MSE 4.58 NaN - 4.39 NaN 117.08 9.34 NaN 20.66 2.69 NaN 2.73 
Pearson RMSE 2.14 NaN - 2.10 NaN 10.82 3.06 NaN 4.55 1.64 NaN 1.65 
 BIAS -0.75 NaN - -0.67 NaN -2.66 -0.78 NaN -1.45 -0.27 NaN -0.95 
 AIC 88.16 NaN - 48.91 NaN 144.12 128.90 NaN 172.56 30.72 NaN 31.13 
Normal MSE 37.10 37.10 - 4.27 4.27 4.57 13.86 13.86 13.71 8.45 8.45 8.41 
 RMSE 6.09 6.09 - 2.07 2.07 2.14 3.72 3.72 3.70 2.91 2.91 2.90 
 BIAS 2.88 2.88 - -0.41 -0.41 -1.67 0.90 0.90 -0.63 0.64 0.64 -0.89 
 AIC 199.14 217.02 - 46.08 112.21 48.08 148.58 206.05 147.98 57.37 93.77 57.22 
Log- MSE 5.72 6.42 - 5.93 16.08 4.57 9.09 12.46 13.71 2.83 2.68 8.41 
Normal RMSE 2.39 2.53 - 2.44 4.01 2.14 3.02 3.53 3.70 1.68 1.64 2.90 
 BIAS -0.74 -0.96 - -1.99 -0.67 -1.67 -1.96 -0.74 -0.63 -0.32 -0.27 -0.89 
 AIC 98.21 183.44 - 55.62 116.30 48.08 125.41 194.92 147.98 30.03 85.37 57.22 
Inverse MSE 33.92 25.86 - 10.63 40.91 - 20.97 36.75 - 7.36 7.61 - 
Gaussian RMSE 5.82 5.09 - 3.26 6.40 - 4.58 6.06 - 2.71 2.76 - 
 BIAS -12.17 -12.15 - -5.16 -4.93 - -9.47 -9.39 - -3.81 -3.81 - 
 AIC 194.30 137.17 - 72.54 91.03 - 171.38 146.01 - 53.91 62.99 - 
Gumbel MSE 15.31 90.48 - 6.41 59.90 5.12 9.18 94.71 7.91 4.91 37.77 3.69 
 RMSE 3.91 9.51 - 2.53 7.74 2.26 3.03 9.73 2.81 2.22 6.15 1.92 
 BIAS 2.75 -22.28 - -0.82 -12.33 -2.43 0.07 -22.82 -1.52 0.68 -10.18 -1.09 
 AIC 151.35 212.93 - 57.89 123.79 51.37 125.92 217.26 117.72 43.80 96.92 36.61 
Weibull MSE 39.70 15.01 - 19.27 3.67 138.01 9.74 7.49 16.51 20.32 5.01 17.53 
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(Table 5.7 continued.) 
 RMSE 6.30 3.87 - 4.39 1.92 11.75 3.12 2.74 4.06 4.51 2.24 4.19 
 BIAS 22.90 -0.39 - -9.20 -0.97 -25.69 5.56 -0.68 10.26 9.55 -0.02 8.59 
 AIC 202.79 194.73 - 89.79 110.76 146.89 129.18 196.74 158.22 79.29 88.60 75.60 
Box-
Cox MSE 6.06 6.06 - 3.70 3.70 3.87 8.49 8.49 8.60 2.69 2.69 2.77 
 RMSE 2.46 2.46 - 1.92 1.92 1.97 2.91 2.91 2.93 1.64 1.64 1.66 
 BIAS -0.76 -0.76 - -0.74 -0.74 -1.62 -0.79 -0.79 -1.44 -0.27 -0.27 -0.98 
 AIC 103.25 46.76 - 43.91 76.27 45.26 123.67 76.34 124.37 30.72 27.75 31.46 
 
Table 5.8 Goodness-of-fit statistics for rainfall depth. 
  Liberty Clinton St. Helena Denham  Springs 
  MOM MLE LM MOM MLE LM MOM MLE LM MOM MLE LM 
Exponential MSE 17.95 56.25 - 5.10 32.42 5.10 9.65 62.72 9.65 66.38 79.78 66.38 
 RMSE 4.24 7.50 - 2.26 5.69 2.26 3.11 7.92 3.11 8.15 8.93 8.15 
 BIAS -0.20 3.32 - -0.30 1.49 -0.30 -1.24 3.13 -1.24 0.92 -0.03 0.92 
 AIC 159.92 257.55 - 51.24 139.71 51.24 128.71 264.44 128.71 108.88 135.06 108.88 
Gamma MSE 17.23 41.39 - 2.43 5.99 2.43 2.42 7.03 2.42 36.85 167.51 36.85 
 RMSE 4.15 6.43 - 1.56 2.45 1.56 1.56 2.65 1.56 6.07 12.94 6.07 
 BIAS -0.24 -0.39 - 0.08 -0.09 0.08 0.15 -0.16 0.15 0.37 -0.66 0.37 
 AIC 157.71 251.00 - 29.76 135.85 29.76 52.63 260.51 52.63 94.17 143.20 94.17 
Pearson MSE 17.23 27.28 - 2.43 13.89 5.30 2.42 27.36 3.46 36.85 108.38 39.35 
 RMSE 4.15 5.22 - 1.56 3.73 2.30 1.56 5.23 1.86 6.07 10.41 6.27 
 BIAS -0.24 2.49 - 0.08 1.49 -0.90 0.15 2.77 -0.84 0.37 -1.11 -0.70 
 AIC 159.71 253.29 - 31.76 139.32 54.37 54.63 263.20 74.21 96.17 134.14 97.81 
Log- MSE 13.69 5809.80 - 1.78 664.94 17.14 1.61 6450.50 21.87 27.29 153.71 66.29 
Pearson RMSE 3.70 76.22 - 1.33 25.79 4.14 1.27 80.32 4.68 5.22 12.40 8.14 
 BIAS -0.04 -4.20 - 0.00 -0.12 -1.81 -0.04 -4.27 -1.74 0.14 0.74 -1.91 
 AIC 147.30 -80.78 - 22.68 -62.26 88.40 32.15 -85.66 175.68 88.66 -57.24 110.85 
Normal MSE 84.68 84.68 - 16.00 16.00 17.16 34.60 34.60 34.73 290.91 290.91 270.81 
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(Table 5.8 continued.) 
 RMSE 9.20 9.20 - 4.00 4.00 4.14 5.88 5.88 5.89 17.06 17.06 16.46 
 BIAS 1.67 1.67 - 0.32 0.32 -0.87 1.38 1.38 -0.22 1.49 1.49 -1.27 
 AIC 243.70 271.69 - 84.40 141.57 86.43 198.91 273.09 199.12 145.83 161.33 144.04 
Log- MSE 19.99 26.39 - 2.36 2.49 17.16 2.05 1.62 34.73 67.60 142.47 270.81 
Normal RMSE 4.47 5.14 - 1.54 1.58 4.14 1.43 1.27 5.89 8.22 11.94 16.46 
 BIAS 0.49 -0.16 - 0.06 -0.02 -0.87 -0.17 -0.04 -0.22 0.82 -0.28 -1.27 
 AIC 165.73 246.05 - 28.90 134.82 86.43 43.37 259.18 199.12 109.34 137.25 144.04 
Inverse MSE 57.40 42.21 - 9.90 8.60 - 28.47 31.59 - 204.92 136.50 - 
Gaussian RMSE 7.58 6.50 - 3.15 2.93 - 5.34 5.62 - 14.32 11.68 - 
 BIAS -5.87 -5.81 - -2.13 -2.13 - -5.86 -5.86 - -4.67 -4.31 - 
 AIC 222.71 193.77 - 70.50 106.33 - 188.19 205.98 - 137.07 113.15 - 
Gumbel MSE 34.43 356.89 - 5.30 158.43 3.41 5.43 323.73 3.38 176.73 526.51 150.24 
 RMSE 5.87 18.89 - 2.30 12.59 1.85 2.33 17.99 1.84 13.29 22.95 12.26 
 BIAS 1.37 -20.72 - 0.28 -9.74 -0.90 0.77 -20.47 -0.77 1.90 -10.28 -1.07 
 AIC 195.10 276.95 - 52.34 151.50 39.54 97.04 286.21 70.91 133.37 156.48 129.31 
Weibull MSE 489.91 52.66 - 253.43 11.55 125.86 239.65 15.83 160.86 384.29 159.19 427.30 
 RMSE 22.13 7.26 - 15.92 3.40 11.22 15.48 3.98 12.68 19.60 12.62 20.67 
 BIAS 32.64 1.08 - 14.64 0.37 10.26 23.03 0.73 18.89 14.49 0.20 15.15 
 AIC 338.49 261.23 - 164.52 139.88 144.22 305.36 266.13 283.43 152.78 148.81 155.44 
Box-Cox MSE 12.14 12.14 - 1.71 1.71 10.49 1.61 1.61 4.26 12.86 12.86 2660.00
 RMSE 3.48 3.48 - 1.31 1.31 3.24 1.27 1.27 2.06 3.59 3.59 51.58 
 BIAS -0.07 -0.07 - -0.01 -0.01 -2.17 -0.04 -0.04 -1.73 0.13 0.13 -7.62 






Table 5.9 Best fitted distributions for rainfall variables. 
Site Intensity Depth Duration 
Liberty Gamma Box-Cox  Log-Pearson 
Clinton Gamma Box-Cox Box-Cox 
St. Helena Gamma Box-Cox Gamma 
Denham Springs Gamma Box-Cox Log-Pearson 
 



















Figure 5.1 Probability density plots for rainfall intensity. 
 
















Figure 5.2 Probability density plots for rainfall depth.  
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Figure 5.3 Probability density plots for rainfall duration. 
5.3.3 Return Period Obtained through Univariate Rainfall Frequency Analysis 
Once the probability distributions were fitted for each rainfall variable, the design events 
were then obtained, as given in Table 5.10.  
Table 5.10 Design events for rainfall variables. 
Rainfall intensity (in.) 
Return period (years) Liberty Clinton St. Helena Denham Springs 
2 2.68 2.04 2.14 2.86 
5 3.61 3.39 3.45 4.37 
10 4.11 4.39 4.40 5.44 
20 4.52 5.36 5.34 6.48 
50 5.00 6.67 6.59 7.85 
100 5.33 7.65 7.54 8.88 
Rainfall depth (in.) 
Return period (years) Liberty Clinton St. Helena Denham Springs 
2 5.18 6.16 5.50 6.84 
5 7.72 8.58 8.08 12.18 
10 9.51 10.16 9.78 15.81 
20 11.28 11.63 11.35 19.28 
50 13.70 13.50 13.36 23.70 
100 15.57 14.86 14.82 26.96 
Rainfall Duration (days) 
Return period (years) Liberty Clinton St. Helena Denham Springs 
       (Table 5.10 continued.) 
2 2.04 3.32 2.65 2.39 
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5 3.62 4.69 4.04 3.67 
10 4.80 5.45 4.89 4.59 
20 5.99 6.09 5.66 5.52 
50 7.60 6.84 6.61 6.81 
100 8.83 7.34 7.28 7.82 
 
The design events for certain return periods are shown in Figures 5.4-5.6. It is seen that 
design rainfall values at Denham Springs are the highest, while the design rainfall values 
at Liberty are the lowest. According to the geography information of four raingage sites 
studied, the latitudes are 31.17o for Liberty, 30.88o for Clinton, 30.70o for St. Helena, and 
30.46o for Denham Springs. It is seen from these information that Denham Spring is 
closest to the Gulf of Mexico which likely receives more rainfall than Liberty which is 
located furthest from the Gulf of Mexico. From TP-40, the rainfall intensity-duration-
frequency curves show the same trend which is the rainfall intensity increases from north 
to south. Hence, here the trend for the design events obtained for the four sites are in the 
agreement with those from TP-40 which shows an increase trend from north to south. 



























Figure5.4 Design Events for rainfall intensity.  
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Figure 5.5 Design events for rainfall depth.  



























Figure 5.6 Design events for rainfall duration. 
5.4 Stationary Bivariate Rainfall Frequency Analysis 
In order to perform stationary bivariate rainfall frequency analysis, the correlation 
structure between correlated rainfall variables and the corresponding empirical joint 
probability distribution need to be considered.  
5.4.1 Correlation Structure of Rainfall Variables 
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In case of correlated rainfall variables, Pearson’s linear coefficient (ρ) (i.e., eq. (2.50)) 
and Kendall’s tau (τ) (i.e., eq. (3.33)) were calculated and the values of ρ and τ are shown 
in Table 5.11. These coefficients show that rainfall intensity and depth are positively 
correlated and so are rainfall duration and depth. Rainfall intensity and duration are 
negatively correlated.  
Table 5.11 Correlation structure of rainfall variables 
Site Intensity and depth Intensity and duration Depth and duration 
Pearson's linear coefficient for nontransformed variables 
Liberty 0.04 -0.61 0.65 
Clinton 0.08 -0.70 0.49 
St. Helena 0.28 -0.56 0.48 
Denham Springs 0.51 -0.33 0.55 
Pearson's linear coefficient for transformed variables 
Liberty 0.05 -0.69 0.68 
Clinton 0.28 -0.72 0.43 
St. Helena 0.35 -0.65 0.48 
Denham Springs 0.35 -0.49 0.61 
Kendall's tau coefficient of nontransformed variables 
Liberty 0.06 -0.49 0.45 
Clinton 0.21 -0.51 0.28 
St. Helena 0.27 -0.42 0.31 
Denham Springs 0.28 -0.36 0.35 
 
5.4.2 Determination of Empirical Joint Distribution 
As discussed in Chapter 2 the bivariate empirical joint distribution for each pair was 
determined using eq. (2.64). Theoretical stationary bivariate rainfall analysis can now be 
performed and compared. 
5.4.3 Theoretical Stationary Bivariate Rainfall Analysis  
In this section, stationary bivariate rainfall analysis based on the conventional 
multivariate statistics, i.e., bivariate normal distribution (i.e., eq. (2.51)) and the copula 




5.4.3.1 Bivariate Rainfall Analysis by Bivariate Normal Distribution 
As discussed earlier (i.e., sec. 5.3), rainfall variables-rainfall intensity, duration and 
depth-are not normally distributed (see Table 5.7). Thus, in order to apply the bivariate 
normal distribution to bivariate rainfall analysis, rainfall variables need to be transformed 
by certain transformation techniques to make them normally distributed. To that end, the 
Box-Cox transformation (i.e., eq. (2.83)) was applied to the rainfall variables first, and 
then the normal distribution was fitted to the transformed data. Parameters for the Box-
Cox transformation and normal distribution were obtained using the Maximum 
Likelihood Method (MLM), which are given in Tables 5.3-5.6 with correlation 
coefficients shown in Table 5.11.  
5.4.3.2 Bivariate Rainfall Analysis by the Copula Method 
Following section 3.4.5.1 of chapter 3, the nonparametric estimation technique was 
applied for the estimation of copula parameters and the identification of 2-dimensional 
copula for bivariate rainfall frequency analysis. Four widely used Archimedean copula 
families, say, Gumbel-Hougaard [eq.(3.23)], Ali-Mikhail-Haq [eq.(3.24)], Frank 
[eq.(3.25)], and Cook-Johnson (Clayton) [eq.(3.26)], were considered as candidates for 
bivariate rainfall frequency analysis. For these four Archimedean copula families, it can 
be shown that the Gumbel-Hougaard and Cook-Johnson (Clayton) families are only 
appropriate for positively correlated bivariate random variables, such as rainfall depth 
and duration, and the Ali-Mikhail-Haq Archimedean copula is appropriate for both 
negatively and positively correlated bivariate random variables except for the highly 
positively correlated variables and the negatively correlated variables with τ < -0.2. The 
Frank Archimedean copula is appropriate for both negative and positive correlated 
bivariate random variables. The values of copula parameters estimated using Kendall’s τ 
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are given in Table 5.12, and the AIC values obtained by (eq. 2.82) for four different 
copulas are given in Table 5.13. Figures 5.7 to 5.10 confirm the copula selection for 
bivariate rainfall variables.   
Table 5.12 Copula parameters estimated by nonparametric estimation.  








 Intensity and depth 1.06 0.12 0.24 0.52 
Liberty Intensity and duration   - -5.59 
 Depth and duration 1.82 1.64 0.99 4.91 
 Intensity and depth 1.27 0.54 0.74 1.98 
Clinton Intensity and duration   - -5.87 
 Depth and duration 1.39 0.78 0.91 2.70 
St.  Intensity and depth 1.37 0.74 0.88 2.59 
Helena Intensity and duration   - -4.46 
 Depth and duration 1.44 0.89 0.96 3.00 
Denham Intensity and depth 1.39 0.79 0.91 2.73 
Springs Intensity and duration   - -3.68 
 Depth and duration 1.54 1.08 0.99 3.51 
 (Note: - represents not available.)  
Table 5.13 AIC values obtained by the copula method. 
Site Gumbel-Hougaard Cook-Johnson Ali-Mikhail-Haq Frank 
Rainfall intensity and depth 
Liberty -38.06* 40.25 -23.19 2.14 
Clinton -87.46* -18.32 -41.52 2.08 
St. Helena -43.91* 30.76 -12.72 2.13 
Denham Springs -12.38* -8.82 -14.87 2.08 
Rainfall intensity and duration 
Liberty NA NA NA 43.84*
Clinton NA NA NA 22.91*
St. Helena NA NA NA 30.83*
Denham Springs NA NA NA 2* 
Rainfall depth and duration 
Liberty -100.8* 34.49 -12.21 2.09 
Clinton 1435.8 10.87 -25.27* 2.08 
St. Helena 43.91 72.98 -8.18* 2.08 
Denham Springs -21.16* -6.9 -21.13 2.08 
(Note: * represents the chosen copula.) 
 
After the best fitted copula was selected by both the AIC criterion given in Table 
5.13 and the Q-Q plots given in Figures 5.7-5.10, the fitted copula was then compared 
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with the bivariate normal distribution fitted to the Box-Cox transformed data by using the 
mean square error (MSE) which is given by eq. (2.80). Plots of bivariate normal and 




























































Nonparametric and parametric estimation of K(z), intensity and depth 
 
Figure 5.7 Comparison of parametric and nonparametric estimation of K(z) at raingage 















































































































































Nonparametric and parametric estimation of K(z), intensity and depth 
 
 














Figure 5.8 Comparison of parametric and nonparametric estimation of K(z) at raingage 
































































Nonparametric and parametric estimaiton of K(z), duration and depth 
 
 














Figure 5.9 Comparison of parametric and nonparametric estimation of K(z) at raingage 



























































































































































































Nonparametric and parametric estimation of K(z), intensity and depth 
 
 














Figure 5.10 Comparison of parametric and nonparametric estimation of K(z) at raingage 

































































Nonparametric and parametric estimation of K(z), depth and duration 
 










































Figure 5.11 Comparison of observed and theoretical joint probability distributions at 
raingage: Liberty.  
(a): Peak intensity versus depth; (b): Peak intensity and duration; (c): depth and duration. 
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Figure 5.12 Comparison of observed and theoretical joint probability distributions at 
raingage: Clinton.  
(a): Peak intensity and depth, (b): Peak intensity and duration, (c): depth and duration. 











































Figure 5.13 Comparison of observed and theoretical joint probability distributions at 
raingage: St. Helena.  
(a): Peak intensity and depth, (b): Peak intensity and duration, (c): depth and duration. 
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Figure 5.14 Comparison of observed and theoretical joint probability distributions at 
raingage: Denham Springs. 
(a): Peak intensity and depth, (b): Peak intensity and duration, (c): depth and duration. 
 
5.4.3.3 Comparison of Bivariate Normal Distribution and Copula-Based Bivariate 
Distribution  
 
In order to compare the bivariate normal distribution and the copula-based bivariate 
distribution, the goodness-of-fit statistics criterion MSE (eq. (2.80)) was applied which is 
given in Table 5.14. The MSE values show that the copula-based bivariate joint 
distribution gave smaller MSE values than those obtained by the bivariate normal 
distribution. The plots of probability distributions (Figures 5.11-5.14) show that the 
copula based bivariate distribution is closer to the empirical distribution than is the Box-
Cox transformed bivariate normal distribution.  Thus, both the MSE values and the plots 
for the two methods indicate that the bivariate distribution represented by the copula 
method is better than the bivariate normal distribution for all 4 sites.  
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Liberty Intensity and depth 0.01 0.046   
 Intensity and duration 0.002 0.021   
 Duration and depth 0.002 0.033   
Clinton Intensity and depth 0.008 0.069   
 Intensity and duration 0.001 0.027   
 Duration and depth 0.002 0.04   
St. Helena Intensity and depth 0.0098 0.033   
 Intensity and duration 0.002 0.01   
 Duration and depth 0.0048 0.02   
Denham  Intensity and depth 0.0057 0.025 0.028 0.018 
Springs Intensity and duration 0.0039 0.017 -- 0.025 
 Duration and depth 0.0038 0.0065 0.0068 0.014 
 
The poor performance of bivariate normal distribution is because of the following 
reasons: (1) The original variables do not have the same type of probability distribution, 
and (2) the variables after the Box-Cox transformation are more or less skewed from the 
normal distribution.  In the case of the copula method the variables are not transformed or 
forced to follow the same type of the distribution.  
5.4.4 Joint Return Period and Conditional Joint Return Period Obtained Using 
Copula-Based Bivariate Distribution 
 
5.4.4.1 Joint Return Period of Bivariate Rainfall Variables 
The joint return period and conditional return period using copulas can be obtained 











                            (5.3) 
The joint return periods of bivariate rainfall variables are shown in Figures 5.15-5.18 
which indicate that the joint return periods of two correlated variables are slightly lower 
than the return period obtained when the single conditions are analyzed. From a 
probability point of view, it can be seen that in eq. (5.3) 1 2( , )C u uθ  represents the joint 
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distribution between variable x1 and x2, i.e., H(x1,x2), which is smaller than both u1 (F(x1)) 
and u2 (F(x2)). Thus it is concluded that the joint return periods obtained are smaller than 
those from the single condition.  Additionally, based on the same return period, different 

































































































Figure 5.15 Plots of joint return period at Liberty (a, a1: rainfall intensity and depth; b, b1: 




















































































































































Figure 5.16 Plots of joint return period at Clinton.(a, a1: intensity and depth; b, b1: 















































































































































Figure 5.17 Plots of joint return period at St. Helena (a, a1: intensity and depth; b, b1: 















































































































































Figure 5.18 Plots of joint return period at Denham Springs (a, a1: intensity and depth; b, 




















































5.4.4.2 Conditional Joint Return Period of Bivariate Rainfall Variables 
The conditional joint return period of peak rainfall intensity given duration, of peak 
rainfall intensity given depth, and of rainfall duration given depth at the four sites were 
analyzed. Following the discussion in section 3.5 of Chapter 3, the conditional joint 
return period can be obtained from eqs. (3.48)-(3.49). Let X1 and X2 be two correlated 
rainfall variables. The conditional return period given by X2 = x2 can be obtained from eq. 
(3.48) and eq. (3.48a), and the conditional return period given by X2 ≤ x2 can be obtained 
from eq. (3.49) and eq. (3.49a).  Figures 5.19-5.22 show the conditional return period at 
Liberty, Clinton, St. Helena and Denham Springs, given different conditions. Based on 
these figures, the following conclusions can be obtained about the conditional return 
period: (1) For the condition given by eq. (3.48) and eq. (3.48a), i.e., given X2 = x2 (depth 
(V = v), duration (D = d)), the conditional return periods obtained by different conditional 
values show significant differences; and (2) for the condition given by eq. (3.49) and eq. 
(3.49a), i.e., given X2 ≤ x2 (V ≤ v, D ≤ d), the conditional return periods obtained for 
different conditions also show some differences, for example, for rainfall intensity (I) and 
depth (V) analysis at St. Helena,  for the same magnitude of conditional return period say 
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the conditional return period-10 year, we have that if the conditional depth is V =6.01 in., 
the corresponding rainfall intensity 8.58 in./day is obtained. Similarly, if the conditional 
depth is V = 14.82 in. the corresponding rainfall intensity 4.58 in./day is obtained. 
Additionally, these conditional probability plots also indicate the correlation structure 
between the correlated rainfall variables.  
Similar to the joint return period discussed earlier, for same conditional return 
period, different combinations of correlated variables can be obtained.  
5.4.4.3 Comparison of the Joint Conditional Distribution with Rainfall Intensity and 
Duration Curves 
 
In this section, the three isopluvial maps of the U.S. Weather Bureau Technical Paper No. 
40 which is also called TP-40 rainfall I-D-F curves were compared with those obtained 
from the bivariate analysis of rainfall intensity and duration. For the available data set, 
the comparison was based on the TP-40 curves for 24 hour duration rainfall events, and 
1-, 2-, 5-, 10-, 25-, 50-, and 100-year rainfall events were compared. From bivariate 
rainfall frequency analysis, it was indicated that the copula-based method gave a better fit 
than the bivariate normal probability distribution. To this end, the rainfall intensity from 
TP-40 curves was only compared with the rainfall intensity obtained from the copula-
based bivariate distribution.  
 TP-40 curves yield design rainfall values for different rainfall durations: 1 hour, 2 
hours, 1 day, etc.. Considering 24-hour (1 day) duration events, the rainfall intensity 






















































































































Figure 5.19 Conditional joint return period plot for Liberty.  



























































































































Figure 5.20 Conditional joint return period plot for Clinton.  



























































































































Figure 5.21 Conditional joint return period plot for St. Helena.  














































































































Figure 5.22 Conditional joint return period plots for Denham Springs. (a, b, c: given 






Table 5.15 Rainfall intensity range for 24-hour rainfall events in Mississippi and 
Louisiana 
Return period (years) Mississippi (in.) Louisiana (in.) 
2 4.0-4.5 4.5-5.0 
5 6-6.5 6-6.5 
10 6.5-7.0 7.0-7.5 
25 8.0-9.0 9.0-10.0 
50 10.0-11.0 10.0-12.0 
100 11.0-12.0 12.0-13.0 
 
In the case of rainfall intensity of certain return period for 24-hour rainfall events, the 
conditional return probability, i.e., eq. (3.45) and eq. (3.45a), need to be applied in order 
to obtain the design rainfall events of that return period. Then, the design rainfall events 
of different return periods obtained for the 4 sites studied are given in Table 5.16.  
Table 5.16 Rainfall intensity-duration-frequency analysis by copula method. 
Return period (year) Liberty Clinton St. Helena Denham Springs 
2 3.88 4.01 4.03 4.86 
5 5.91 6.47 6.52 6.98 
10 6.62 7.32 7.39 7.48 
25 7.37 9.17 9.20 9.87 
50 9.88 10.17 10.36 10.93 
100 10.37 12.05 12.17 12.49 
 
Let us now compare the rainfall intensity range in Table 5.15 and rainfall intensity 
obtained using eq. (3.45) and eq. (3.45a). The results show that for Liberty the rainfall 
intensity obtained by the copula-based method is slightly smaller than that obtained from 
the TP-40, but for the other three sites, say, Clinton, St. Helena, and Denham Springs, the 
rainfall intensity values fall in the rainfall intensity range given in Table 5.15, except for 
the 2-year rainfall events at Clinton and St. Helena. For Clinton and St. Helena, the 2-
year rainfall values obtained again are slightly smaller than those from TP-40. Since for 
flooding related design purposes, design events of large return periods are more 
important than small return period events, it is safe to say that the intensity-duration 
frequency analysis based on the copula-based method gives reasonably good results.   
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5.4.4.4 Comparison of the Copula-Based Bivariate Rainfall Frequency Analysis with 
the Previous Bivariate Rainfall Frequency Analysis 
 
In this section, the copula-based bivariate rainfall frequency analysis was compared with 
bivariate rainfall frequency analysis performed by Yue (2000) using the Gumbel Mixed 
model, and the Nagao-Kadoya (N-K) model applied by Goel (2000).  
 The Gumbel mixed model applied by Yue (2000) is also called as bivariate extreme 
value distribution with Gumbel marginal distributions which is given by eq. (2.55) and 
the Gumbel marginal distribution is given by eq. (2.37). According to the restriction on 
the application of the Gumbel mixed distribution, the coefficient of correlation need to be 
in the range [0, 2/3].  
 The Nagao-Kadoya model applied by Goel (2000) is a bivarite exponential 
distribution with exponential marginal distributions which is given as eq. (2.54). The 
advantage of using the Nagao-Kadoya model is that there is no restriction on the 
correlation coefficient.  
 For comparison purposes, the rainfall data from the raingage at Denham Springs 
were used. Parameter θ of the Gumbel mixed distribution obtained from eq. (2.55a) is 
given in Table 5.17. Because the coefficient of correlation was out of the required range, 
the Gumbel mixed distribution could not be applied for the bivariate rainfall intensity and 
duration analysis. The parameters of the N-K model are easily obtained from the mean 
and the correlation coefficient of bivariate variables. Comparisons for bivariate variables 
are plotted in Figure 5.14. MSE was selected as the goodness-of-fit statistics for this 
comparison. The MSE values are given in Table 5.14. The MSE values indicate that the 
copula method fits the best. The reason for the poor performance of the Gumbel mixed 
distribution and the N-K model for the rainfall frequency analysis here may be that the 
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Gumbel and exponential marginal distributions are not the best fitted marginal 
distribution for rainfall variables at Denham Springs.  
Table 5.17 Parameter θ estimated for Gumbel mixed distribution at Denham Springs. 
Site Intensity and depth Intensity and duration Depth and duration 
Denham Springs 0.23 -- 0.84 
 
When bivariate rainfall frequency analysis using the bivariate normal distribution 
was compared with the Gumbel mixed distribution and N-K model, bivariate normal 
distribution was found to perform slightly better than the other two methods, since the 
normal distribution after the Box-Cox transformation fits the data better than does the 
Gumbel and exponential distributions.  
5.5 Stationary Trivariate Rainfall Frequency Analysis 
5.5.1 Determination of Empirical Trivariate Joint Distribution  
Similar to the empirical joint probability generating procedure of bivariate frequency 
analysis, the empirical trivariate joint distribution of each triplet was expressed using eq. 
(2.79).  
5.5.2 Theoretical Joint Distribution by Trivariate Normal Distribution 
Following eq. (2.51), the joint distribution represented by the trivariate normal 
distribution was obtained. If the original rainfall variables are not normally distributed, 
the Box-Cox transformation (eq. (2.83)) was applied to transform the original rainfall 
variables first and then the normal distribution was applied to the transformed rainfall 
variables. The parameters needed for the joint distribution represented by the trivariate 
normal distribution are given in Tables 5.3-5.5 where the MLE estimation was employed. 
The probability plots are given in Figure 5.23. 
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5.5.3 Theoretical Trivariate Joint Probability Distribution by the Copula Method 
Following the semiparametric estimation technique of section 3.4.5.2 in Chapter 3, 3-
dimensional Archimedean copulas, the Gumbel-Hougaard [eq. (3.29)], the Cook-Johnson 
[eq. (3.31)], and the Frank [eq. (3.30)] and the Ali-Mikhail-Haq [eq. (3.32)], were 
evaluated. Using the estimation procedure discussed in section 3.4.5.2, only the Gumbel-
Hougaard copula was found satisfactory. The best trivariate copula model was selected 
using the AIC criterion (i.e., eq. (2.82)).  






















































Figure 5.23 Trivariate probability distribution plot.  
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The AIC values and the copula parameter thus obtained are shown in Table 5.18 for 
rainfall variables. The AIC values indicate that the 3-dimensional Gumbel-Hougaard 
copula is the appropriate copula to represent the trivariate probability distribution of 
rainfall variables. In the case of the 3-dimensional Cook-Johnson (Clayton) copula, when 
computing the log-likelihood function it is not guaranteed that all the functions in the 
natural logarithms take on positive values, some negative values may occur which make 
the MLE method break down. This is in agreement with Nelson (1999) who found that 
for multivariate copulas where N >3, it is not always guaranteed to obtain copulas. The 
probability distributions represented by the Gumbel-Hougaard copula are shown in 
Figure 5.23.  
Table 5.18 AIC values and parameter estimation of trivariate Archimedean copulas for 
trivariate rainfall variables. 
 Gumbel-Hougaard Cook-Johnson Frank 
Site AIC θ  AIC θ 
Liberty -89.19 2.32 NA 212.78 4.95 
Clinton -45.57 2.84 NA 115.95 5.36 
St. Helena -118.89 3.1 NA 208.28 4.07 
Denham Springs -55.83 1.87 NA 179.25 3.76 





5.5.4 Comparison of the Trivariate Distribution Represented by Trivariate Normal 
Distribution and Trivariate Copula  
 
The performance of the trivariate normal distribution and trivariate copula was compared 
by applying MSE (eq. (2.80)) which is given in Table 5.19. From Table 5.19, the 
trivariate copula is more accurate than the trivariate normal distribution. Figure 5.23 
confirms the same result. The probabilities obtained from the trivariate copula match the 
empirical probabilities better.  
Table 5.19 MSE values of copula and trivariate normal distribution 
 Liberty Clinton St. Helena Denham Springs 
Copula 0.0047 0.0020 0.0022 0.0042 
Trivariate normal 0.012 0.0022 0.025 0.007 
 
5.5.5 Joint Return Period and Conditional Joint Return Period Using Copulas 
5.5.5.1 Joint Return Period Obtained from Copulas 
Unlike the joint return period obtained from bivariate copulas which can be graphed as 
three-dimensional plots, the joint return period from trivariate copulas cannot be shown 
graphically. Based on the joint cumulative probabilities obtained for each pair of rainfall 
variables, i.e., rainfall intensity, duration and depth, (shown in Figure 5.23) the joint 
return period for each pair can be obtained directly from eq. (2.66).  
5.5.5.2 Conditional Joint Return Period Obtained from Copulas 
The conditional joint return period was obtained from the trivariate conditional joint 
distributions (eqs. (3.42)-(3.45)). As shown in eq. (3.45), the bivariate copula is needed to 
obtain the conditional joint return period. As discussed earlier, the corresponding 
appropriate bivariate copulas are given in Table 5.13.  
 Let I, V, and D indicate rainfall intensity, depth and duration, respectively. The 
conditional return periods: TI,V|D given D = d, TI,D|V given V = v, and TD,V|I given I = i were 
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obtained from eq. (3.50) and eq. (3.50a); the conditional return periods: TI,V|D given D ≤ d, 
TI,D|V given V ≤ v, and TD,V|I given I ≤ i were obtained from eq. (3.52) and eq. (3.52a); the 
conditional return periods: TI|V,D given V = v and D = d, TV|I,D given I = i and D = d and 
TD|V,I given V = v and I = i  were obtained from eq. (3.51) and eq. (3.51a); the conditional 
return periods: TI|V,D given V ≤ v and D ≤  d, TV|I,D given I ≤  i and D ≤ d and TD|V,I given V 
≤  v and I ≤  i  were obtained from eq. (3.52) and eq. (3.53a).  
Figures 5.24-5.27 show return periods for four raingages with the condition D = d 
and V = v, or D ≤ d and V ≤  v; D = d and I =i, or D ≤ d and I ≤  i; and I = i and V = v, or 
I ≤ i and V =v, respectively. These plots indicate that: (1) the return periods obtained for 
the condition D ≤ d and V ≤ v) (or D ≤ d and I ≤  i, or I ≤ i and V ≤ v ) with different 
conditional values are clearly different from each other especially for high maginitudes, 
e.g., Figure 5.28c1; (2) the return period obtained for condition D = d and I =i (or D = d 
and I =I, or I = i and V = v ) with different conditional values are not clearly different 
from each other, e.g., Figure 5.28b. The reason for this is because in this case two 
conditions need to be simultaneously satisfied so as to obtain the conditional joint return 
periods. 
5.6 Conclusions 
The following conclusions are drawn from this chapter: (1) Both bivariate and trivariate 
rainfall frequency distributions can be derived using the copula method without assuming 
the same type of marginal distributions. (2) Not all the Archimedean copulas are 
appropriate for representation of either bivariate or trivariate probability distributions. (3) 
According to the bivariate rainfall frequency analysis, the Gumbel-Hougaard and Cook-
Johnson copula families are not valid for negatively correlated rainfall variables, i.e., 
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rainfall intensity and rainfall duration, and the Ali-Mikhail-Haq copula is not valid for 
highly correlated rainfall variables. (4) The rainfall intensity values from TP-40 and those 
obtained using the copula-based method were in close agreement. Hence, the copula-
based method can be considered as an alternative approach for generation of I-D-F curve.  
(5) Based on the AIC criterion, the Gumbel-Hougaard copula family is found to best fit 
the empirical trivariate probability distribution. (6) The copula-based multivariate 
(bivariate and trivariate) distributions better fit the data than do the multivariate (bivariate 
and trivariate) normal distributions after Box-Cox transformation. (7) For rainfall data at 
Denham Springs, the copula-based bivariate distribution was better than the bivariate 
distribution with both bivariate normal distribution after the Box-Cox transformation, the 
Gumbel mixed distribution with Gumbel marginals, and the N-K model with exponential 
marginals. Furthermore, the bivariate normal distribution performed slightly better than 
the Gumbel mixed distribution and the N-K model.  (8) For single-value conditions, the 
return periods obtained by conditioning on I ≤ i are not much different from those 
obtained by I = i, as well as conditioning other rainfall variables and similarly for the 
double conditions.  (9) For double value conditions, return periods obtained for the 
condition D ≤ d and V ≤ v) (or D ≤ d and I ≤  i, or I ≤ i and V ≤ v ) with different 
conditional values are clearly different from each other especially for high magnitudes; 
but the return period obtained for condition D = d and I =i (or D = d and I =I, or I = i 
and V = v ) with different conditional values are not clearly different from each other. (10) 
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Figure 5.24 Conditional return period for Liberty.  
(a: D = 5.99 days and V = v, a1: D ≤5.99 days, and V≤ v) 
(b: D = 5.99 days and I = i, b1: D ≤ 5.99 days, I ≤ i) 





















































































































Figure 5.25 Conditional return period for Clinton. 
(a: D = 6.09 days and V = v, a1: D ≤6.09 days, and V≤ v) 
(b: D = 6.09 days and I = i, b1: D ≤ 6.09 days, I ≤ i) 






















































































































Figure 5.26 Conditional return period for St. Helena. 
(a: D = 5.66 days and V = v, a1: D ≤5.66 days, and V≤ v) 
(b: D = 5.66 days and I = i, b1: D ≤ 5.66 days, I ≤ i) 
(c: V = 11.35 in. and I = i , c1: V ≤ 11.35 in. and I ≤ i). 
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Figure 5.27 Conditional return period for Denham Springs.  
(a: D = 5.52 days and V = v, a1: D ≤5.52 days, and V≤ v) 
(b: D = 5.52 days and I = i, b1: D ≤ 5.52 days, I ≤ i) 
(c: V = 19.25 in. and I = i , c1: V ≤ 19.25 in. and I ≤ i). 
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CHAPTER 6  
 
NONSTATIONARY RAINFALL FREQUENCY ANALYSIS 
 
It is commonly accepted that rainfall time series is more or less nonstationary. In this 
chapter, the nonstationarity detection will be performed using both time and time-
frequency domain analyses. The time trend will be represented using the first two 
moments as discussed in Chapter 5. The time dependent univariate and multivariate 
distributions will then be obtained. The time dependent probability distributions will be 
compared with stationary probability distributions using the AIC criterion.  
6.1 Introduction  
Most nonstationary frequency analyses are focused on the flood time series and will be 
introduced later. Giakoumakis and Baloutsos (1997) investigated the time trend in 
historical hydrological time series of areal annual precipitation and mean annual runoff 
from the Evinos River basin located in western Greece. They applied hypothesis testing 
to detect the time trend and applied a regression technique for trend analysis. They found 
a statistically significant long lasting decreasing trend in the precipitation record by a 
linear regression model, and a significant fluctuating “local” trend in the runoff record by 
means of a fourth order polynomial regression model. Their study showed that both areal 
annual precipitation and mean annual runoff were time dependent, not stationary.  
 The objective of this chapter is to focus on nonstationary rainfall frequency analysis: 
• The nonstationarity of the rainfall time series will be tested using time domain 
analysis by the time trend analysis, time domain analysis by the Mann-Kendall  
 158
             test, and time-frequency domain analysis by the Wigner distribution.  
• With the assumption of nonstationarity, the time trend will be coupled with fitted 
probability distributions, and the best fitted distributions will then be determined 
by the AIC criterion for each site.  
• With the assumption of nonstationarity, the bivariate and trivariate distributions 
will be derived using the copula method.  
6.2 Detection of Nonstationarity in Rainfall Data 
Daily rainfall data of the Amite River basin was applied for detection of nonstationarity 
using the time-domain analysis and time-frequency analysis by the Wigner distribution. 
The time-domain analysis included both time trend analysis and the Mann-Kendall test. 
6.2.1 Test for Nonstationarity through Time Trend Analysis 
As discussed in Chapter 4, the time trend analysis for the first two moments can be 
applied assuming the following: (1) time trend in mean with constant variance, i.e., eq. 
(4.3); (2) time trend in variance with constant mean, i.e., eq. (4.6) with weight factor 
1tγ =  and m X= ; and (3) time trend in both mean and variance, i.e., eqs. (4.8)-(4.14). 
The results obtained through the time trend analysis are given in Table 6.1 and Table 6.2 
where the time trend analysis was performed using the weighted least square method as 
discussed in Chapter 4. From Table 6.1, it is seen that for the rainfall variables studied: (1) 
a significant decreasing trend in rainfall intensity was detected at Clinton with the 
assumption of constant variance; (2) a significant increasing time trend in rainfall depth 
with the assumption of time dependence in both mean and variance was detected at 
Denham Springs; and (3) a significant increasing time trend in rainfall duration was 
detected at Denham Springs. Therefore, from the point view of time trend analysis, most 
rainfall variables studied indicate that the stationary assumption could be held.  
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Table 6.1 Linear time dependence test of rainfall variables studied. 
Rainfall variables (time dependence only in mean) 
Intensity Depth Duration 
Site g1 p-value g1 p-value g1 p-value 
Liberty -0.006 0.75 -0.02 0.63 -0.03 0.12 
Clinton -0.13* 0.05* -0.1 0.29 -0.00099 0.98 
St. Helena -0.04 0.38 -0.007 0.9 0.035 0.12 
Denham Springs 0.00003 0.99 0.23 0.21 0.0234 0.18 
Rainfall variables (time dependence only in variance) 
Intensity Depth  Duration 
Site h1 p-value h1 p-value h1 p-value 
Liberty -0.024 0.26 0.47 0.17 -0.06 0.59 
Clinton -0.18 0.3 0.34 0.37 0.045 0.49 
St. Helena -0.8 0.29 -0.39 0.54 0.048 0.37 
Denham Springs 0 0.82 0.028* 0.09* 4.43 0.19 
Rainfall variables (time dependence in both mean and variance) 
Intensity Depth  Duration 
Site h1 p-value h1 p-value h1 p-value 
Liberty -0.02 0.46 0.47 0.16 -0.06 0.56 
Clinton -0.06 0.75 0.34 0.37 0.05 0.48 
St. Helena -0.8 0.26 -0.39 0.54 0.05 0.37 
Denham Springs -0.0002 0.67 0.03* 0.09* 4.49 0.09* 
(Note: critical p-value=0.1, the number with * denotes the there are significant time 
dependencies in corresponding to flood time series.). 
 
Table 6.2 Time trend analysis by the GLS method for rainfall series 
Intensity 
site g0 g1 h0 h1 
Liberty 4.81 -0.0059 2.47 -0.02 
Clinton 6.72 -0.13 4.48 -0.05 
St. Helena 6.38 -0.04 29.1 -0.79 
Denham Springs 0.39 0.00003 0.01 -0.0002 
Depth 
 g0 g1 h0 h1 
Liberty 6.6 -0.02 -0.32 0.47 
Clinton 8.09 -0.1 4.63 0.34 
St. Helena 7.2 -0.007 24.4 -0.39 
Denham Springs 10.17 0.23 0.24 0.028 
Duration 
 g0 g1 h0 h1 
Liberty 3.26 -0.03 3.94 -0.06 
Clinton 3.19 -0.00099 1.78 0.045 
St. Helena 2.51 0.035 1.94 0.048 
Denham Springs 1.5864 0.0234 1.55 4.43 
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6.2.2 Test for Nonstationarity through Mann-Kendall Test 
The time trend in rainfall time series was also studied through the Mann-Kendall 
statistical test. The procedure for conducting the Mann-Kendall test is given in Chapter 4, 
i.e., eqs. (4.15)-(4.17). The Mann-Kendall statistics for rainfall time series are given in 
Table 6.3 and they indicate that a decreasing time trend was detected for the rainfall 
intensity time series at Clinton and St. Helena; for the rainfall depth time series at Liberty, 
Clinton and St. Helena; and for the rainfall duration time series at Liberty and Clinton. 
For others, increasing time trends were detected. Taking the critical p-value as given in 
Table 6.1, the corresponding critical statistics as 1.64Z =  was obtained. Thus, from Table 
6.3 it is seen that a significant decreasing trend was tested for the rainfall duration time 
series at Clinton, and a significant increasing time trend for the rainfall depth time series 
at Denham Springs. 
Table 6.3 Mann-Kendall statistics for rainfall variables. 
Site Intensity Depth Duration 
Liberty 0.03 -1.45 -0.17 
Clinton -2.08* -1.37 -1.53 
St. Helena -0.15 -0.10 0.27 
Denham Springs 0.36 1.77* 1.22 
 
 6.2.3 Nonstationarity Analysis through Time-Frequency Analysis 
As discussed in Chapter 4, the Wigner distribution is a powerful tool to visually detect 
the nonstationarity of time series. The time-frequency analysis is performed following the 
procedure in the algorithm of the Wigner distribution discussed in Chapter 4. The images 
generated from the time-frequency analysis using the Wigner distribution are given in 
Figures 6.1-6.4. These images indicate that rainfall time series are multi-frequency time 
series. Based on the color scale shown in the images, i.e., from grey to dark, the darker 
the part is, the higher the concentration of frequency is. Thus, similar to nonstationarity 
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analysis through time trend analysis and Mann-Kendall test techniques, the time-
frequency analysis using the Wigner distribution also showed that rainfall time series are 




Figure 6.1 Time-frequency analysis of rainfall data at Liberty  









Figure 6.2 Time-frequency analysis of rainfall data at Clinton  






Figure 6.3 Time-frequency analysis of rainfall data at St. Helena  








Figure 6.4 Time-frequency analysis of rainfall data at Denham Springs 





6.3 Identification of Univariate Probability Distributions with Time Trends 
Following section 4.1.2 in Chapter 4, parameters of the candidate distributions discussed 
earlier will be replaced by the time dependent first two moments, i.e, the mean and 
variance. To that end, the AIC criterion, i.e., through eqs. (2.82), was applied for 
determination of the best fitted model.  
 Here, only the best fitted models for rainfall variables based on the stationarity 
assumption discussed in Chapter 5 (given in Table 5.9) were considered for further 
analyses based on the nonstationarity assumption. The AIC values obtained through 
different time-dependent structures of the first two moments are given in Table 6.4.  
Table 6.4 AIC values obtained for time dependent probability distributions 
Rainfall Intensity 
 Stationary Mean Variance MVLS MVWLS
Liberty (Gamma) -194.58* -148.58 -154.6 -149.9 -149.95 
Clinton (Gamma) -100.02 -99.48 -101.7 -100.08 -100.22*
St. Helena (Gamma) -66.74* -59.41 -36.23 -65.85 -53.87 
Denham Springs (Gamma) -134.86* -56.4 -54.19 -55.61 -14.41 
Rainfall Depth 
 Stationary Mean Variance MVLS MVWLS
Liberty (Log-Normal) -151.86* -105.87 -106 -106.21 -106.21 
Clinton (Gamma) -98.39* -90.25 -97.39 -81.36 -60.37 
St. Helena (Log-Pearson) -143.61* -115.96 -115.67 -107.66 -98.67 
Denham Springs (Gamma) -13.96 -586.65 63.38 -612.27 -612.81*
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                 (Table 6.4 continued.) 
Rainfall Duration 
Liberty (Gamma) 89.07* 145.57 365.02 147.19 147.02
Clinton (Gamma) 40.44* 89.09 146.59 90.98 91.04 
St. Helena (Pearson) 90.84* 163.95 165.76 164.26 164.28
Denham Springs (Log-Normal) 137.55* 218.17 249.11 219.58 219.57
        (Note: * denotes the best fitted model with or without stationarity assumption.) 
From this table, we conclude that (1) for the rainfall intensity time series, the adjusted 
gamma distribution fitted for Clinton with time trend in both mean and variance by the 
weighted least square estimation technique gives the smallest AIC values, and for other 
sites the probability distributions based on the stationary assumption give the smallest 
AIC values; (2) for the rainfall depth time series, the adjusted gamma distribution fitted 
for Denham Springs with time trend in both mean and variance by the weighted least 
square estimation technique gives the smallest AIC values,  and for other sites again the 
probability distributions based on the stationary assumption give the smallest AIC values; 
and (3) for the rainfall duration time series, the probability distributions based on the 
stationary assumption give the smallest AIC values. To this end, the probability density 
function and design values for certain return periods (quantiles) are shown in Figure 6.5 
for rainfall intensity at Clinton and Figure 6.6 for rainfall depth at Denham Springs where 
the stationary assumption did not hold based on the AIC values. These figures indicate 
that from statistical analysis, the rainfall intensity at Clinton is more time dependent than 
the rainfall depth at Denham Springs with certain return periods (quantiles) given in 
Tables 6.5-6.6.  
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Figure 6.5 Comparison of design values for different return periods under the stationary 
and nonstationary assumptions at different times for rainfall intensity at Clinton. 













































Figure 6.6 Comparison of design values for different return periods under the stationary 
and nonstationary assumptions at different times for rainfall depth at Denham Springs. 
 
Table 6.5 Design Rainfall intensity for different return periods at Clinton. 
Design values (in./d) Return period 
(years) Stationary t = 1 t = 2 t = 3 t = 4 
2 2.14 3.19 3.05 2.91 2.77 
5 3.53 5.14 4.99 4.84 4.69 
10 4.45 6.41 6.27 6.12 5.97 
25 5.30 7.60 7.46 7.32 7.18 
50 6.39 9.09 8.96 8.84 8.71 
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          (Table 6.5 continued.) 
100 7.18 10.18 10.06 9.95 9.83 
          (Note: t is on the yearly bases). 
 
Table 6.6 Design rainfall depth for different return periods at Denham Springs. 
Design values (in.) Return period 
(years) Stationary t = 1 t = 2 t = 3 t = 4 
2 6.84 6.92 6.91 6.90 6.90 
5 12.18 12.32 12.30 12.29 12.28 
10 15.81 15.99 15.97 15.96 15.94 
25 19.28 19.49 19.47 19.45 19.43 
50 23.70 23.95 23.93 23.91 23.89 
100 26.96 27.25 27.22 27.20 27.17 
 
 These results indicate that both time-frequency analysis and time-domain analysis 
show more or less nonstationarity in the rainfall time series. From the point of view of 
analyses, the nonstationarity is not dominant for most of the cases for the raingages 
studied. The reason may be that the raingages located in the Amite River basin do not 
show a long term annual trend to the geographic conditions. 
6.4 Multivariate Nonstationary Rainfall Frequency Analysis 
Based on the detection of nonstationarity by both time and time-frequency domain 
analyses and the best fitted probability distributions obtained earlier, both bivariate and 
trivariate rainfall frequency analyses were thus studied. Only the best fitted probability 
distributions obtained were considered. Also, only the best fitted copula for the stationary 
case was considered here.  
6.4.1 Bivariate Nonstationary Rainfall Frequency Analysis 
The adjusted semi-parametric estimation discussed in section 4.2 of Chapter 4 was 
applied for the copula parameter estimation where the marginal distributions were either 
stationary or time dependent. Based on Table 5.13, the Frank copula is the best fitted 
copula for correlated rainfall intensity and duration at Liberty, Clinton and St. Helena and 
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Denham Springs; the Ali-Mikhail-Haq copula is the best fitted copula for rainfall depth 
and duration at Clinton and St. Helena; and the Gumbel-Hougaard copula is the best 
fitted copula for correlated rainfall intensity and depth at Liberty, Clinton, St. Helena, and 
Denham Springs, and for correlated rainfall depth and duration at Liberty and Denham 
Springs.  
Therefore, the Frank, Ali-Mikhail-Haq and Gumbel-Hougaard copulas were tested 
again by the best fitted univariate models of rainfall variables at the 4 sites. The 
parameters obtained are given in Table 6.7. From this table, it is seen that the parameters 
estimated and the corresponding AIC values obtained for correlated rainfall variables: 
rainfall intensity and depth, rainfall intensity and duration are different from the 
parameters estimated for the stationary case at Clinton as well as for the correlated 
rainfall variables: rainfall intensity and depth, rainfall depth and duration at Denham 
Springs with the nonstationarity-based copulas obtained smaller AIC values. Figures 6.7-
6.8 compare stationary and nonstationary bivariate plots at different times. These figures 
indicate that there exist significant differences between the bivariate nonstationary and 
stationary plots for the rainfall intensity and duration at Clinton and no other significant 
differences are found.  
Table 6.7 Parameters of best fitted bivariate copulas.  
Site Gumbel-Hougaard Ali-Mikhail-Haq Frank 
 θ’ AIC θ’ AIC θ’ AIC 
Rainfall intensity and depth 
Liberty 1.06 -38.06     
Clinton* 1.34 -91.25     
St. Helena 1.37 -43.91     
Denham Springs* 1.41 -15.48     
Rainfall intensity and duration 
Liberty     -5.59 43.84 
Clinton*     -5.74 20.87 
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       (Table 6.7 continued.) 
St. Helena     -4.46 30.83 
Denham Springs     -3.68 2 
Rainfall depth and duration 
Liberty 1.82 -100.8     
Clinton   0.91 -25.27   
St. Helena   0.96 -8.18   
Denham Springs* 1.08 -21.89     
       (Note: * denote the marginal distribution obtained by the nonstationary assumption.) 























































Figure 6.7 Comparison of stationary and nonstationary bivariate plots at different times at 
Clinton. (a: rainfall intensity and depth; b: rainfall intensity and duration). 
 























































Figure 6.8 Comparison of stationary and nonstationary bivariate plots at different times at 
Denham Springs. (a: rainfall intensity and depth; b: rainfall depth and duration). 
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In order to see whether there exists significant difference in the conditional 
bivariate rainfall frequency analysis by stationary and nonstationary assumption, the 
conditional frequency analysis was preformed with the condition of intensity (I = i) at 
Clinton, and with the condition of depth (D = d) at Denham Springs as given in Figures 
6.9-6.10. These figures show that from the conditional frequency analysis, no significant 
differences are actually found.  
6.4.2 Trivariate Nonstationary Rainfall Frequency Analysis 
Similar to the bivariate nonstationary rainfall frequency analysis, the best fitted stationary 
trivariate copula, say, the Gumbel-Hougaard copula was tested by considering 
nonstationarity. Again, parameters for correlated rainfall variables at each site were 
estimated by semi-parametric estimation and are given in Table 6.8. By comparing this 
table with Table 5.18, it is found that by considering nonstationary rainfall intensity at 
Clinton and nonstationary rainfall depth at Denham Springs, the AIC values thus 
obtained are slightly larger than those obtained from the analysis based on the stationary 
assumption. To this end, the stationary assumption holds for trivariate rainfall frequency 
analysis with plots given in Chapter 5.  
Table 6.8 Parameters and AIC values of trivariate rainfall analysis.  
 Liberty Clinton St. Helena Denham Springs
Gumbel-Hougaard (θ’) 2.32 2.84 3.1 1.87 
AIC -89.19 -45.57 -118.89 -55.83 
 
6.5 Conclusions 
The following conclusions can be drawn from this chapter: (1) The rainfall time series are 
more or less nonstationary for all sites studied based on the nonstationarity detection by 
both time and time-frequency domain analyses. The time-frequency analysis using the 
Wigner distribution visually indicates nonstationarity, whereas the time-domain analysis 
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detects whether a significant time trend (nonstationarity) exists in the time series. (2) 
Only rainfall intensity time series at Clinton and rainfall depth time series at Denham 
Springs show significant time trends. (3) The AIC values obtained by the nonstationarity 
assumption are only slightly smaller than those obtained by the stationarity assumption, 
and the design values obtained by nonstationary the assumption are just slightly different 
from those obtained by the stationary assumption. (4) Similarly, the parameters and AIC 
values obtained for bivariate rainfall frequency analysis using the copula method are 
slightly smaller than those obtained for stationary cases. (5) According to both joint 
bivariate frequency analysis and conditional bivariate frequency analysis, no significant 
difference was found by comparing the stationary and nonstationary assumptions, except 
for the joint bivariate frequency analysis of rainfall intensity and duration at Clinton. (6) 
For trivariate rainfall frequency analysis, the stationary assumption holds for all the 4 
sites. (7) Since no significant improvement has been found, one can say that the 
performance of multivariate rainfall frequency analysis based on the stationary 
assumption is reasonable, compared to cases based on the nonstationary rainfall 
frequency analysis.  
6.6 Reference 
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Figure 6.9 Comparison of conditional bivariate frequency analyses of stationary and 
nonstationary assumptions.  
(a: Rainfall depth and intensity given Depth (V = v)) 










































Figure 6.10 Comparison of conditional bivariate frequency analyses under stationary and 
nonstationary assumptions.  
(a: Rainfall intensity and depth given intensity ( I = i)) 





CHAPTER 7  
 
STATIONARY FLOOD FREQUENCY ANALYSIS 
 
Univariate and multivariate flood frequency analysis is performed using the stationary 
assumption for 4 stations located in the Amite River Basin. The partial duration series 
approach is also employed for flood frequency analysis. The study shows that the copula 
based representation of the multivariate joint distribution captures the dependence 
structure of original correlated variables reasonably well and is a potential choice for 
flood frequency analysis. 
7.1 Literature Review 
Generally speaking, flood frequency analysis models may be classified into 3 groups: (1) 
empirical frequency analysis models, (2) stochastic frequency analysis models (usually 
based on partial duration series), and (3) dynamic conceptual models (usually coupled 
with stochastic characteristics). For the scope of this study, review of frequency analysis 
is limited to empirical and stochastic models. 
Empirical frequency models employ annual maximum series (AMS) and 
empirically fit a chosen statistical probability distribution to measured flood variables. 
This distribution is used for the determination of flood values which have small 
exceedance probabilities. These models can be divided into two subgroups: (a) at-site and 
(b) regional frequency model. In each sub-group, it can be further divided into univariate 
frequency models, which only deal with the one variable, usually the peak value, and 
multivariate models which consider the dependence of variables, such as the correlation 
structure among peak, duration and volume.  
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At-site flood frequency models: Univariate at-site flood frequency models: Most of the 
studies on at-site empirical flood frequency analysis deal with flood peak only. Extensive 
reviews have been reported in the literature on this aspect (e.g., Kite, 1978, Cunnane, 
1987, Rao & Hamed, 2000). The assumption of stationarity has been used to perform 
frequency analysis. Different probability distributions have been derived and applied to 
different gaged sites of different watersheds. Methods of moments, maximum likelihood, 
weighted moments, linear moments, entropy, least square, etc. have been used to estimate 
distribution parameters by obtaining the best fit to the observed data. 
Bivariate at-site flood frequency models: Recently, considerable attention has been 
paid to model more than one flood characteristic, such as flood volume and duration, and 
the correlation between them. Sackl and Bergmann (1987) used the bivariate normal 
distribution for flood peak and volume after transforming the marginal distributions of 
both variables to normal distribution. They tested the bivariate normal distribution using 
the equilines of the probability density function.  
  Goel et al. (1998) derived the bivariate distribution for flood peak and volume after 
using two-step power transformation for normalization. They tested the bivariate normal 
distribution using flood flows for Narmada River in India by considering two components 
of a flood event simultaneously. This is an improvement over conventional flood 
frequency analysis methods.  
Yue, et al. (1999, 2001, 2002) used the Gumbel mixed distribution and bivariate 
extreme value distribution for two dependent variables for flood peak and the 
corresponding volume, and flood volume and flood duration for annual maximum series, 
respectively. Those two models reasonably fitted the dependent variables. They applied 
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their methodology to flood flow in Canada and Japan. Similar to Goel et al. (1998), they 
considered the dependent variables simultaneously.  
Stochastic flood frequency model: Stochastic models can be used for both at-site and 
regional frequency analysis. Several stochastic flood models (usually based on the 
assumptions of flood series, such as Poisson process) have been introduced. These 
models include the partial duration series (PDS or POT) flood frequency analysis, which 
consists of all recorded values above a given base level or threshold level, and random 
number of random variables (RNRV) flood frequency analysis according to both 
univariate and bivariate analysis.        
Todorovic (1978) used the partial duration series (PDS) approach together with the 
mathematical assumptions of Todorovic and Zelenhasic (1970) to derive an expression 
for the probability distribution of the time of occurrence of an extreme flood in a selected 
time interval. Todorovic and Woolhiser (1972) applied this theory to two rivers in the 
United States and found good agreement between observed and theoretical distributions.   
Gupta et al. (1976) extended the work of Todorovic and Woolhiser (1972) and 
developed an expression for the joint distribution of the largest flood peak and its time of 
occurrence. They also derived the joint distribution function of the time of occurrence of 
the largest flood for two rivers in the United States, and modified the expression, valid 
for independent identically distributed exceedances, for nonidentically distributed 
exceedances.      
Todorovic (1978) presented three stochastic models based on the PDS approach. 
These models varied only in assumptions concerning the properties of exceedances of the 
threshold level. He determined the distribution of the time of occurrence of the largest 
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exceedance and derived the distribution function of the largest flood volume in a time 
interval. Ashkar and Rousselle (1982) used the multivariate and marginal distributions of 
flood magnitude, duration, and volume for three stations in Quebec. They considered 
flow hydrographs above a particular threshold of a triangular shape and showed that such 
an assumption was not unrealistic.  
Kavvas, (1982), and Kavvas et al. (1983) developed a theoretically more general 
model treating flooding as a clustering phenomenon, and its mechanisms as centers of 
clusters of flood peaks. This model is mathematically complex, which hinders its 
practical application.  
Krstanovic and Singh (1987) used the principle of maximum entropy to derive a 
multivariate stochastic model for flood analysis. By specifying appropriate constraints in 
terms of covariances, variances and cross covariances, multivariate Guassian and 
exponential distributions were derived.  
Correia (1987) derived the joint distribution of flood peak and duration using the 
PDS approach and successfully applied it to two Potuguese rivers. He assumed the 
conditional distributions of flood peak and volume as normal. The approach seems to be 
promising, but the general applicability of the normality assumption of such conditional 
density functions is doubtful. 
7.2 Flood Data Description 
In this study, instantaneous annual peak discharge and daily discharge values were 
collected.  Streamflow data at four streamflow gages in the Amite River basin, 
Darlington (USGS 7377000), East Feliciana (USGS 7377500), East Baton Rouge (USGS 
7378000), and Denham Springs (USGS 7378500) were collected. The data were obtained 
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from the official USGS website for both daily discharge and instantaneous annual peak 
discharge as shown in Table 7.1.   
Table 7.1 Streamflow data description. 
Site Length of record (years) 
USGS 7377000 1951-2000 (43) 
USGS 7377500 1943-2000 (57) 
USGS 7378000 1945-2000 (55) 
USGS 7378500 1938-2000 (61) 
 
In order to perform the multivariate streamflow analysis, streamflow volume and duration 




















                                       (7.1) 
where qij is the j-th day observed daily streamflow value for the i-th year; qis and qie are 
the starting and ending values of qij, respectively, or the observed daily streamflow values 
on the starting date (si) and ending date (ei) of the flood event for the i-th year;  and di is 
the flood duration for the i-th year. 
7.3 Univariate Stationary Flood Frequency Analysis 
Univariate flood frequency analysis involves annual peak discharge frequency analysis, 
peak flow duration frequency analysis and volume frequency analysis.  
7.3.1 Empirical Nonexceedance Probabilities 
Univariate empirical probabilities of peak-discharge events were obtained using the 
Gringorten plotting-position formula given in Table 2.2 (i.e., eq. 5.2). 
7.3.2 Fitted Probabilities for Peak-Discharge Variables 
As discussed in section 7.2, the peak-discharge variables include annual maximum 
discharge (Q), duration (D), and total volume (V). Relevant data statistics of peak-flow 
variables are given in Table 7.2. These statistics suggest that the univariate probability 
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distributions discussed in chapter 2 are considered as potential distributions for fitting 
flood variables.  
Table 7.2 Relevant data statistics of flood variables. 
    m1 m2 skewness kurtosis 
USGS Q 25327 3.43E+08 0.87 0.13 
7377000 D 23.49 70.78 0.82 0.58 
  V 77778 2.29E+09 1.52 3.07 
USGS Q 9434 3.85E+07 0.52 -0.81 
7377500 D 12.63 12.13 0.54 -0.02 
  V 17316 7.45E+07 0.19 -0.87 
USGS Q 13684 5.13E+07 0.77 0.88 
7378000 D 15.36 19.13 1.21 2.96 
  V 40805 4.38E+08 0.52 -0.21 
USGS Q 44514 6.60E+08 0.9 0.87 
7378500 D 26.97 155.66 1.43 3.45 
  V 2.06E+05 1.38E+10 1.11 1.51 
    l1 l2 l-skew l-kurtosis 
USGS Q 25802 10326 0.18 0.08 
7377000 D 24.05 4.69 0.08 0.12 
  V 79448 25074 0.19 0.22 
USGS Q 9593.3 3538.7 0.13 0.02 
7377500 D 12.842 1.958 0.05 0.12 
  V 17630 4991.6 0.01 0.04 
USGS Q 13915 4008.6 0.09 0.11 
7378000 D 15.64 2.35 0.1 0.18 
  V 41512 11917 0.08 0.1 
USGS Q 4.56E+04 14202 0.12 0.17 
7378500 D 27.64 6.69 0.16 0.14 
  V 2.10E+05 63679 0.17 0.21 
(Note: 1. m1, m2 denote the first two moments calculated from MOM method as well as 
the skewness and kurtosis. 2. l1, l2, l-skew and l-kurtosis denote the moments calculated 
from LMM method). 
 
 Parameters of each univariate distribution for flood events were estimated by MOM, 
MLE, and LMM and are given in Tables 7.3-7.5. The goodness of fit statistics, i.e., MSE 
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(eq. (2.80)), RMSE (eq.(2.80a)), BIAS (eq. (2.81)), and AIC (eq. (2.82)), were employed 
for model selection given in Tables 7.6-7.8. These tables indicate that four goodness-of-
fit statistics show the same trend, i.e., when smaller MSE is obtained, the smaller RMSE, 
BIAS, and AIC are obtained correspondingly. Thus, based on the goodness-of-fit 
statistics, the best fitted distributions for flood variables are given in Table 7.9, with the 
best fitted probability density function shown in Figures 7.1-7.3. 
Table 7.3 Parameters of fitted probability distributions for peak discharge. 
    USGS 7377000 USGS 7377500 
Exponential MOM 18510 6817.9 - 6207.8 3226.2 - 
(α, β) MLE 22849 2478.6 - 8197.9 1236.2 - 
  LM 20652 5149.8 - 7077.4 2515.9 - 
Gamma MOM 13527 1.87 - 4084.9 2.31 - 
(α, β) MLE 14715 1.72 - 4619.1 2.04 - 
  LM 14983 1.72 - 4620.5 2.08 - 
Pearson MOM 8050 5.29 -17232 1628.3 14.54 -14233 
(α, β, γ ) MLE 21423 1.04 2725.6 7486.2 1.08 1366.2 
  LM 10635 3.2 -8244.8 2455.2 6.77 -7031.8 
Log-
Pearson MOM 0.23 15.26 6.38 0.16 23.39 5.07 
(α, β, γ ) MLE 1.07 1.77 7.78 0.81 2.13 7.06 
  LM 1.16 0.8 9.13 0.8 1.22 8.07 
Normal  MOM 25327 18510 - 9434 6207.8 - 
µ, σ) MLE 25327 18510 - 9434 6207.8 - 
  LM 25802 18302 - 9593.3 6272.2 - 
Log-
Normal MOM 9.93 0.65 - 8.97 0.6 - 
(µy, σy) MLE 9.82 0.88 - 8.89 0.79 - 
  LM 9.88 0.74 - 8.94 0.68 - 
Inverse MOM 25327 47422 - 9434 21788 - 
Gaussian 
(λ, δ) MLE 25327 23704 - 9434 11888 - 
Gumbel MOM 14432 16997 - 4840.3 6640.2 - 
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      (Table 7.3 continued) 
(α, β) MLE 19381 23215 - 6718.3 9049 - 
  LM 14897 17203 - 5105.3 6646.5 - 
Weibull MOM 34159 1.69 - 14441 2.17 - 
(a, b) MLE 27827 1.4 - 10519 1.56 - 
  LM 31949 1.56 - 13115 1.91 - 
Box-Cox MOM 57.83 14.71 0.29 49.33 12.24 0.31 
(µ, σ, λ ) MLE 57.83 14.71 0.29 49.33 12.24 0.31 
  LM 59.17 15.09 0.29 50.24 12.58 0.31 
    USGS 7378000 USGS 7378500 
Exponential MOM 7159.9 6524.5 - 25697 18817 - 
(α, β) MLE 11534 2150.3 - 40400 4114.1 - 
  LM 8017.3 5898 - 28405 17168 - 
Gamma MOM 3746.1 3.65 - 14835 3 - 
(α, β) MLE 4033.3 3.39 - 16238 2.74 - 
  LM 3889.6 3.58 - 15100 3.02 - 
Pearson MOM 2744.5 6.81 -4994.2 11615 4.89 -12339 
(α, β, γ ) MLE 10456 1.09 2028.7 37612 1.05 13565 
  LM 1956.6 13.44 -12371 9080.7 7.93 -26443 
Log-
Pearson MOM 0.22 7.65 7.71 0.34 4.24 9.08 
(α, β, γ ) MLE 0.72 2.33 7.59 0.9 2.28 8.34 
  LM 0.91 0.62 8.97 1.67 0.31 10.26 
Normal  MOM 13684 7159.9 - 44514 25697 - 
(µ, σ) MLE 13684 7159.9 - 44514 25697 - 
  LM 13915 7105.1 - 45573 25173 - 
Log-
Normal MOM 9.4 0.49 - 10.56 0.54 - 
(µy, σy) MLE 9.37 0.6 - 10.51 0.69 - 
  LM 9.4 0.52 - 10.57 0.57 - 
Inverse MOM 13684 49988 - 44514 133570 - 
Gaussian 
(λ, δ) MLE 13684 31973 - 44514 71920 - 
Gumbel MOM 5582 10462 - 20036 32949 - 
(α, β) MLE 7750.1 14274 - 27897 45722 - 
  LM 5783.2 10577 - 20490 33746 - 
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      (Table 7.3 continued) 
Weibull MOM 14116 1.81 - 46421 1.66 - 
(a, b) MLE 15470 2.03 - 50116 1.83 - 
  LM 16868 2.22 - 54355 1.98 - 
Box-Cox MOM 153.64 38.92 0.45 287.47 82.48 0.46 
(µ, σ, λ ) MLE 153.64 38.92 0.45 287.47 82.48 0.46 
  LM 156.44 39.43 0.45 294.91 82.89 0.46 
 
Table 7.4 Parameters of fitted distributions for flood duration. 
  USGS 7377000 USGS 7377500 
Exponential MOM 8.41 15.08 - 3.48 9.15 - 
(α, β) MLE 12.79 10.70 - 6.75 5.88 - 
 LM 9.38 14.67 - 3.92 8.93 - 
Gamma MOM 3.01 7.79 - 0.96 13.15 - 
(α, β) MLE 2.80 8.38 - 0.93 13.55 - 
 LM 2.96 8.11 - 0.96 13.44 - 
Pearson MOM 3.43 6.01 2.87 0.95 13.50 -0.16 
(α, β, γ ) MLE 9.73 1.29 10.68 4.65 1.44 5.82 
 LM 2.08 16.22 -9.69 0.57 37.66 -8.53 
Log-
Pearson MOM 0.0044 6370.00 -25.13 0.02 211.47 -1.54 
(α, β, γ ) MLE 0.37 1.97 2.34 0.33 2.17 1.75 
 LM 0.24 2.53 2.57 0.15 3.90 1.97 
Normal MOM 23.49 8.41 - 12.63 3.48 - 
(µ, σ) MLE 23.49 8.41 - 12.63 3.48 - 
 LM 24.05 8.31 - 12.84 3.47 - 
Log-
Normal MOM 3.10 0.35 - 2.50 0.27 - 
(µy, σy) MLE 3.10 0.35 - 2.50 0.28 - 
 LM 3.12 0.35 - 2.52 0.27 - 
Inverse MOM 23.49 183.08 - 12.63 166.16 - 
Gaussian 
(λ, δ) MLE 23.49 182.07 - 12.63 160.81 - 
Gumbel MOM 6.56 19.70 - 2.72 11.06 - 
(α, β) MLE 8.59 25.72 - 3.41 13.67 - 
 LM 6.77 20.14 - 2.82 11.21 - 
Weibull MOM 16.07 1.76 - 7.99 2.14 - 
(a, b) MLE 26.32 2.98 - 13.94 3.88 - 
 LM 20.33 2.30 - 9.47 2.62 - 
Box-Cox MOM 2.95 0.32 -0.03 3.19 0.44 0.18 
(µ, σ, λ ) MLE 2.95 0.32 -0.03 3.19 0.44 0.18 
 LM 3.02 0.33 -0.03 3.24 0.44 0.18 
  USGS 7378000 USGS 7378500 
Exponential MOM 4.37 10.99 - 12.48 14.50 - 
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(Table 7.4 continued) 
(α, β) MLE 7.50 7.86 - 16.40 10.58 - 
 LM 4.69 10.94 - 13.38 14.26 - 
Gamma MOM 1.24 12.34 - 5.77 4.67 - 
(α, β) MLE 1.12 13.72 - 4.93 5.47 - 
 LM 1.13 13.89 - 5.34 5.18 - 
Pearson MOM 2.64 2.74 8.13 8.94 1.95 9.56 
(α, β, γ ) MLE 5.85 1.27 7.67 14.32 1.12 5.17 
 LM 1.25 11.26 1.53 5.78 4.45 1.91 
Log-
Pearson MOM 0.02 241.37 -1.54 0.03 211.45 -3.15 
(α, β, γ ) MLE 0.35 1.82 2.03 0.55 1.50 2.33 
 LM 0.13 4.34 2.17 0.24 3.77 2.39 
Normal MOM 15.36 4.37 - 26.97 12.48 - 
(µ, σ) MLE 15.36 4.37 - 26.97 12.48 - 
 LM 15.64 4.16 - 27.64 11.86 - 
Log-
Normal MOM 2.69 0.28 - 3.20 0.44 - 
(µy, σy) MLE 2.70 0.27 - 3.20 0.44 - 
 LM 2.71 0.27 - 3.22 0.44 - 
Inverse MOM 15.36 189.62 - 26.97 126.09 - 
Gaussian 
(λ, δ) MLE 15.36 203.00 - 26.97 132.87 - 
Gumbel MOM 3.41 13.40 - 9.73 21.36 - 
(α, β) MLE 4.26 16.74 - 12.95 29.13 - 
 LM 3.38 13.68 - 9.65 22.07 - 
Weibull MOM 6.59 1.39 - 16.61 1.25 - 
(a, b) MLE 16.98 3.52 - 30.52 2.31 - 
 LM 9.58 2.14 - 22.55 1.71 - 
Box-
Cox MOM 2.25 0.19 -0.14 2.62 0.29 -0.13 
(µ, σ, λ ) MLE 2.25 0.19 -0.14 2.62 0.29 -0.13 
 LM 2.30 0.19 -0.14 2.69 0.30 -0.13 
 
Table 7.5 Parameters of fitted distributions for flood volume. 
  USGS 7377000 USGS 7377500 
Exponential MOM 47811 29967 - 8633.1 8682.7 - 
(α, β) MLE 63619 14158 - 14778 2537.7 - 
 LM 50147 29300 - 9983.3 7646.6 - 
Gamma MOM 29389 2.65 - 4304.2 4.02 - 
(α, β) MLE 26188 2.97 - 5171.3 3.35 - 
 LM 27059 2.94 - 4748.3 3.71 - 
Pearson MOM 36256 1.74 14730 806.09 114.7 -75144 
(α, β, γ ) MLE 57016 1.09 14538 13220 1.10 2584.9 
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(Table 7.5 continued.) 
 LM 27258 2.90 489.56 NaN 2447.3 NaN 
Log-Pearson MOM 0.11 33.78 7.46 0.24 6.38 8.05 
(α, β, γ ) MLE 0.60 2.54 9.44 0.62 2.84 7.77 
 LM 1.19 0.45 10.81 1.05 0.52 9.23 
Normal MOM 77778 47811 - 17316 8633.1 - 
(µ, σ) MLE 77778 47811 - 17316 8633.1 - 
 LM 79448 44442 - 17630 8847.5 - 
Log-Normal MOM 11.10 0.57 - 9.65 0.47 - 
(µy, σy) MLE 11.08 0.62 - 9.60 0.61 - 
 LM 11.12 0.57 - 9.65 0.51 - 
Inverse MOM 77778 2.06E+05 - 17316 69662 - 
Gaussian (λ, 
δ) MLE 77778 1.69E+05 - 17316 38995 - 
Gumbel MOM 37278 56261 - 6731.2 13430 - 
(α, β) MLE 50164 79165 - 9580.1 18139 - 
 LM 36174 58568 - 7201.4 13473 - 
Weibull MOM 60877 1.20 - 26175 2.94 - 
(a, b) MLE 87803 1.76 - 19570 2.15 - 
 LM 75423 1.51 - 29923 3.37 - 
Box-Cox MOM 38.14 5.05 0.19 748.04 254.27 0.64 
(µ, σ, λ ) MLE 38.14 5.05 0.19 748.04 254.27 0.64 
 LM 39.04 5.06 0.19 761.89 260.76 0.64 
  USGS 7378000 USGS 7378500 
Exponential MOM 20932 19872 - 1.17E+05 88040 - 
(α, β) MLE 36200 4604.8 - 1.77E+05 28399 - 
 LM 23834 17678 - 1.27E+05 82784 - 
Gamma MOM 10738 3.8 - 67145 3.06 - 
(α, β) MLE 12066 3.38 - 67702 3.04 - 
 LM 11517 3.60 - 65516 3.21 - 
Pearson MOM 5407.2 14.99 -40228 65037 3.26 
-
6660.1
(α, β, γ ) MLE 33029 1.08 4635.3 1.62E+05 1.07 26728 
 LM 4949.8 18.46 -49851 60353 3.74 
-
15489 
Log-Pearson MOM 0.25 5.94 8.98 0.24 7.26 10.34 
(α, β, γ ) MLE 0.66 3.01 8.39 0.66 2.66 10.18 
 LM 1.03 0.52 10.11 1.71 0.28 11.90 
Normal MOM 40805 20932 - 2.06E+05 1.17E+05 - 
(µ, σ) MLE 40805 20932 - 2.06E+05 1.17E+05 - 
 LM 41512 21122 - 2.10E+05 1.13E+05 - 
Log-Normal MOM 10.5 0.48 - 12.09 0.53 - 
(µy, σy) MLE 10.46 0.61 - 12.06 0.64 - 
 LM 10.50 0.52 - 12.10 0.55 - 
Inverse MOM 40805 1.55E+05 - 2.06E+05 6.29E+05 - 
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(Table 7.5 continued.) 
Gaussian (λ, 
δ) MLE 40805 92089 - 2.06E+05 4.13E+05 - 
Gumbel MOM 16321 31384 - 91590 1.53E+05 - 
(α, β) MLE 22845 42660 - 1.26E+05 2.13E+05 - 
 LM 17193 31588 - 91870 1.57E+05 - 
Weibull MOM 48973 2.19 - 1.88E+05 1.47 - 
(a, b) MLE 46129 2.08 - 2.32E+05 1.87 - 
 LM 52660 2.35 - 2.05E+05 1.63 - 
Box-Cox MOM 426.07 119.87 0.51081 251.07 56.95 0.38 
(µ, σ, λ ) MLE 426.07 119.87 0.51081 251.07 56.95 0.38 
 LM 433.9 122.11 0.51081 257.44 56.60 0.38 
 





















Figure 7.1 Probability density plots for discharge. 





















Figure 7.2 Probability density plots for volume. 
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Table 7.6 Goodness-of-fit statistics of peak discharge 
  USGS 7377000 USGS 7377500 
  MOM MLE LM MOM MLE LM 
Exponential MSE 6.58E+08 1.25E+09 6.58E+08 2.33E+08 4.66E+08 2.33E+08 
 RMSE 25645 35329 25645 15274 21581 15274 
 BIAS -7.08 2.03 -7.08 -8.47 3.31 -8.47 
 AIC 877.08 953.15 877.08 1102.3 1145.3 1102.3 
Gamma MSE 3.19E+08 3.26E+08 3.19E+08 9.07E+07 1.34E+08 9.07E+07 
 RMSE 17847 18053 17847 9522 11596 9522 
 BIAS 3.38 -0.73 3.38 2.92 -0.89 2.92 
 AIC 845.91 955.52 845.91 1048.4 1147.4 1048.4 
Pearson MSE 3.19E+08 9.29E+08 2.64E+08 9.07E+07 3.58E+08 8.85E+07 
 RMSE 17847 30483 16243 9522 18915 9407.2 
 BIAS 3.38 1.56 0.90 2.92 1.69 0.92 
 AIC 847.91 954.16 839.81 1050.4 1145.3 1049 
Log-Pearson MSE 8.02E+08 1.67E+12 5.84E+11 2.79E+08 1.01E+11 3.53E+10 
 RMSE 28311 1.29E+06 7.64E+05 16714 3.18E+05 1.88E+05 
 BIAS -0.58 -14.89 -23.37 -0.75 -11.86 -19.37 
 AIC 887.59 -707.84 1171 1114.5 -853.14 1390.3 
Normal MSE 1.15E+09 1.15E+09 1.16E+09 1.46E+08 1.46E+08 1.49E+08 
 RMSE 33968 33968 34002 12077 12077 12191 
 BIAS 9.66 9.66 7.37 5.87 5.87 4.67 
 AIC 901.25 970.07 901.34 1075.5 1160.4 1076.6 
Log-Normal MSE 7.84E+08 4.23E+09 1.16E+09 2.27E+08 7.81E+08 1.49E+08 
 RMSE 28002 65047 34002 15058 27942 12191 
 BIAS -6.80 -0.76 7.37 -7.00 -0.96 4.67 
 AIC 884.64 958.76 901.34 1100.6 1151 1076.6 
Inverse MSE 3.48E+09 2.73E+10 - 5.67E+08 2.98E+09 - 
Gaussian RMSE 58975 1.65E+05 - 23811 54551 - 
 BIAS -17.12 -12.699 - -18.48 -15.925 - 
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              (Table 7.6 continued) 
 AIC 948.7 916.89 - 1152.9 1093.7 - 
Gumbel MSE 4.69E+08 5.34E+09 3.37E+08 1.34E+08 1.15E+09 1.21E+08 
         RMSE 21652 73097 18347 11577 33864 11011 
 BIAS 5.52 -14.07 1.61 1.85 -22.00 -0.18 
 AIC 862.53 970.78 848.28 1070.7 1167.2 1065 
Weibull MSE 1.32E+09 2.11E+08 6.54E+08 7.01E+08 7.51E+07 3.34E+08 
 RMSE 36285 14522 25576 26470 8664 18263 
 BIAS -15.41 -0.86 -9.65 -33.58 -1.39 -21.42 
 AIC 906.93 955.39 876.85 1165 1146.8 1122.6 
Box-Cox MSE 4.44E+08 4.44E+08 8.57E+08 1.55E+08 1.55E+08 2.15E+08 
 RMSE 21078 21078 29278 12453 12453 14659 
 BIAS -0.62 -0.62 -3.96 -0.81 -0.81 -3.96 
 AIC 862.21 329.6 890.47 1081 414.16 1099.6 
  USGS 7378000 USGS 7378500 
  MOM MLE LM MOM MLE LM 
exponential MSE 1.86E+08 1.14E+09 1.86E+08 1.45E+09 8.44E+09 1.45E+09 
 RMSE 13653 33727 13653 38110 91896 38110 
 BIAS -5.01 6.31 -5.01 -5.41 5.31 -5.41 
 AIC 1051.4 1142.8 1051.4 826.76 909.31 826.76 
Gamma MSE 3.40E+07 4.30E+07 3.40E+07 5.19E+08 5.72E+08 5.19E+08 
 RMSE 5833.1 6557 5833.1 22774 23913 22774 
 BIAS 0.21 -0.26 0.21 0.08 -0.42 0.08 
 AIC 957.84 1128.9 957.84 786.6 899.85 786.6 
Pearson MSE 3.40E+07 8.36E+08 4.61E+07 5.19E+08 8.76E+09 6.31E+08 
 RMSE 5833.1 28907 6789.9 22774 93575 25116 
 BIAS 0.21 7.06 -0.25 0.08 -7.59 -0.63 
 AIC 959.84 1143.4 976.55 788.6 891.92 796.24 
Log-Pearson MSE 3.98E+07 1.29E+11 3.84E+10 6.66E+08 3.10E+12 1.67E+12 
 RMSE 6306.9 3.59E+05 1.96E+05 25812 1.76E+06 1.29E+06 
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              (Table 7.6 continued) 
 BIAS -0.24457 -9.3603 -17.533 -0.3871 -16.345 -25.335 
 AIC 968.43 -888.12 1346.4 798.37 -701.6 1103.7 
Normal MSE 1.20E+08 1.20E+08 1.23E+08 1.56E+09 1.56E+09 1.59E+09 
 RMSE 10951 10951 11069 39463 39463 39906 
 BIAS 2.83 2.83 1.30 3.99 3.99 1.91 
 AIC 1027.1 1135.5 1028.3 829.48 905.7 830.35 
Log-Normal MSE 8.06E+07 3.05E+08 1.23E+08 8.77E+08 4.34E+09 1.59E+09 
 RMSE 8976.3 17476 11069 29620 65883 39906 
 BIAS -2.66 -0.42 1.30 -3.24 -0.66 1.91 
 AIC 1005.3 1133.7 1028.3 807.1 904.94 830.35 
Inverse MSE 3.14E+08 1.34E+09 - 3.42E+09 2.31E+10 - 
Gaussian RMSE 17710 36665 - 58446 1.52E+05 - 
 BIAS -9.81 -9.28 - -9.39 -8.23 - 
 AIC 1080 1080.6 - 860.12 869.22 - 
Gumbel MSE 5.72E+07 1.93E+09 4.22E+07 7.61E+08 1.50E+10 5.21E+08 
 RMSE 7564.6 43899 6497.6 27592 1.22E+05 22822 
 BIAS 0.40 -22.00 -1.38 1.37 -15.80 -1.48 
 AIC 986.44 1148.8 969.71 801.57 911.8 786.77 
Weibull MSE 1.11E+08 4.01E+07 1.30E+08 9.59E+08 6.02E+08 1.15E+09 
 RMSE 10557 6335.9 11394 30974 24528 33872 
 BIAS 6.32 0.01 -6.40 3.73 -0.22 -4.70 
 AIC 1023.1 1128.6 1031.5 810.59 899.25 817.57 
Box-Cox MSE 3.37E+07 3.37E+07 5.21E+07 5.15E+08 5.15E+08 7.35E+08 
 RMSE 5803.6 5803.6 7221.1 22700 22700 27119 
 BIAS -0.21 -0.21 -2.48 -0.33 -0.33 -2.75 





Table 7.7 Goodness-of-fit statistics of flood duration 
  USGS 7377000 USGS 7377500 
  MOM MLE LM MOM MLE LM 
Exponential MSE 179.14 875.36 179.14 67.11 641.18 67.11 
 RMSE 13.38 29.59 13.38 8.19 25.32 8.19 
 BIAS -0.60 1.96 -0.60 -0.60 3.04 -0.60 
 AIC 227.09 309.16 227.09 243.76 335.69 243.76 
Gamma MSE 58.56 70.11 58.56 14.09 14.22 14.09 
 RMSE 7.65 8.37 7.65 3.75 3.77 3.75 
 BIAS 0.04 -0.11 0.04 0.00 -0.06 0.00 
 AIC 179.01 302.55 179.01 154.80 303.45 154.80 
Pearson MSE 58.56 367.87 96.76 14.09 279.46 18.83 
 RMSE 7.65 19.18 9.84 3.75 16.72 4.34 
 BIAS 0.04 1.60 -1.03 0.00 2.62 -0.97 
 AIC 181.01 306.09 202.61 156.80 324.18 173.32 
Log-Pearson MSE 57.96 4514.30 1076.50 14.24 2286.90 145.93 
 RMSE 7.61 67.19 32.81 3.77 47.82 12.08 
 BIAS -0.05 0.55 -3.40 -0.05 -0.38 -2.63 
 AIC 180.57 -217.89 306.20 157.38 -233.11 290.04 
Normal MSE 178.12 178.12 190.63 25.50 25.50 27.99 
 RMSE 13.35 13.35 13.81 5.05 5.05 5.29 
 BIAS 0.24 0.24 -0.99 0.10 0.10 -0.94 
 AIC 226.84 308.19 229.76 188.60 307.01 193.91 
Log-Normal MSE 57.91 57.10 190.63 15.62 16.18 27.99 
 RMSE 7.61 7.56 13.81 3.95 4.02 5.29 
 BIAS -0.07 -0.05 -0.99 -0.08 -0.04 -0.94 
 AIC 178.53 301.86 229.76 160.67 303.56 193.91 
Inverse MSE 156.26 158.53 - 28.65 30.91 - 
Gaussian RMSE 12.50 12.59 - 5.35 5.56 - 
 BIAS -2.74 -2.74 - -2.21 -2.21 - 
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                              (Table 7.7 continued) 
 AIC 221.21 258.81 - 195.23 246.84 - 
Gumbel MSE 86.38 2529.70 69.13 26.02 582.17 23.61 
 RMSE 9.29 50.30 8.31 5.10 24.13 4.86 
 BIAS 0.07 -13.44 -1.07 -0.14 -13.90 -1.02 
 AIC 195.73 328.14 186.15 189.74 346.82 184.21 
Weibull MSE 3722.30 142.25 1390.80 1782.00 31.71 1033.70 
 RMSE 61.01 11.93 37.29 42.21 5.63 32.15 
 BIAS 19.02 0.37 11.45 27.05 0.43 20.56 
 AIC 357.55 307.04 315.22 430.67 308.54 399.63 
Box-Cox MSE 58.31 58.31 256.95 14.19 14.19 26.18 
 RMSE 7.64 7.64 16.03 3.77 3.77 5.12 
 BIAS -0.05 -0.05 -3.53 -0.04 -0.04 -2.06 
 AIC 180.83 0.68 244.60 157.19 34.97 192.11 
  USGS 7378000 USGS 7378500 
  MOM MLE LM MOM MLE LM 
Exponential MSE 54.85 530.92 54.85 229.40 662.90 229.40 
 RMSE 7.41 23.04 7.41 15.15 25.75 15.15 
 BIAS -0.36 2.36 -0.36 -0.57 1.74 -0.57 
 AIC 224.25 335.64 224.25 215.98 300.16 215.98 
Gamma MSE 28.17 46.62 28.17 162.77 283.44 162.77 
 RMSE 5.31 6.83 5.31 12.76 16.84 12.76 
 BIAS -0.04 -0.08 -0.04 -0.01 -0.19 -0.01 
 AIC 187.61 313.86 187.61 202.60 300.44 202.60 
Pearson MSE 28.17 278.78 46.46 162.77 1747.60 243.15 
 RMSE 5.31 16.70 6.82 12.76 41.81 15.59 
 BIAS -0.04 2.69 -1.09 -0.01 11.14 -0.97 
 AIC 189.61 331.61 217.12 204.60 325.17 220.25 
Log-Pearson MSE 26.84 2339.30 93.70 139.61 17806.00 1335.60 
 RMSE 5.18 48.37 9.68 11.82 133.44 36.55 
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                             (Table 7.7 continued) 
 BIAS -0.03 0.51 -2.79 -0.04 0.35 -3.44 
 AIC 186.94 -250.01 255.70 198.62 -186.71 286.69 
Normal MSE 85.67 85.67 88.97 677.28 677.28 682.64 
 RMSE 9.26 9.26 9.43 26.03 26.03 26.13 
 BIAS 0.21 0.21 -1.06 0.81 0.81 -0.78 
 AIC 248.77 321.39 250.86 258.21 310.54 258.51 
Log-Normal MSE 30.52 31.98 88.97 156.93 159.83 682.64 
 RMSE 5.52 5.66 9.43 12.53 12.64 26.13 
 BIAS 0.07 -0.04 -1.06 0.04 -0.07 -0.78 
 AIC 192.01 312.44 250.86 201.18 298.76 258.51 
Inverse MSE 53.92 49.99 - 520.81 459.72 - 
Gaussian RMSE 7.34 7.07 - 22.82 21.44 - 
 BIAS -2.12 -2.11 - -3.91 -3.90 - 
 AIC 223.31 257.82 - 247.96 259.76 - 
Gumbel MSE 31.39 894.82 27.70 262.52 4681.50 206.63 
 RMSE 5.60 29.91 5.26 16.20 68.42 14.38 
 BIAS 0.02 -13.90 -1.08 0.63 -14.48 -0.97 
 AIC 193.55 352.84 186.68 221.24 319.34 211.91 
Weibull MSE 4877.80 110.01 2664.00 5456.00 416.11 2140.40 
 RMSE 69.84 10.49 51.61 73.86 20.40 46.26 
 BIAS 35.94 1.01 26.42 19.93 0.58 12.12 
 AIC 471.08 325.03 437.82 339.57 305.62 303.08 
Box-Cox MSE 27.29 27.29 75.72 136.39 136.39 629.35 
 RMSE 5.22 5.22 8.70 11.68 11.68 25.09 
 BIAS -0.04 -0.04 -3.42 -0.05 -0.05 -4.33 





Table 7.8 Goodness-of-fit statistics for flood volume 
  USGS 7377000 USGS 7377500 
  MOM MLE LM MOM MLE LM 
Exponential MSE 2.95E+09 1.08E+10 2.95E+09 6.26E+08 2.83E+09 6.26E+08
 RMSE 54329 1.04E+05 54329 25017 53188 25017 
 BIAS -2.14 3.71 -2.14 -6.60 6.71 -6.60 
 AIC 941.64 1041.2 941.64 1158.5 1212.5 1158.5 
Gamma MSE 2.42E+09 3.57E+09 2.42E+09 8.66E+07 2.54E+08 8.66E+07
 RMSE 49174 59735 49174 9303.4 15948 9303.4 
 BIAS -0.33 -0.27 -0.33 0.90 -0.40 0.90 
 AIC 933.07 1037.2 933.07 1045.7 1197.2 1045.7 
Pearson MSE 2.42E+09 6.52E+09 3.30E+09 8.66E+07 2.14E+09 NaN 
 RMSE 49174 80732 57481 9303.4 46242 NaN  
 BIAS -0.33 3.47 -1.10 0.90 6.41 NaN 
 AIC 935.07 1041.2 948.49 1047.7 1211.1 NaN 
Log-Pearson MSE 2.37E+09 6.95E+11 1.85E+12 1.47E+08 1.32E+11 1.15E+11
 RMSE 48633 8.34E+05 1.36E+06 12115 3.64E+05 3.40E+05
 BIAS -0.21 0.87 -18.48 -0.33 -8.69 -22.61 
 AIC 934.12 -847.95 1220.6 1077.9 -951.82 1457.9 
Normal MSE 1.23E+10 1.23E+10 1.22E+10 1.01E+08 1.01E+08 1.10E+08
 RMSE 1.11E+05 1.11E+05 1.10E+05 10061 10061 10485 
 BIAS 4.18 4.18 1.14 1.48 1.48 0.66 
 AIC 1002.9 1051.7 1002.5 1054.7 1198 1059.4 
Log-Normal MSE 2.04E+09 2.37E+09 1.22E+10 3.51E+08 1.20E+09 1.10E+08
 RMSE 45148 48676 1.10E+05 18739 34664 10485 
 BIAS -1.03 -0.19 1.14 -3.92 -0.69 0.66 
 AIC 925.72 1037.7 1002.5 1125.6 1203.8 1059.4 
Inverse MSE 1.37E+10 2.64E+10 - 6.84E+08 3.27E+09 - 
Gaussian RMSE 1.17E+05 1.62E+05 - 26160 57173 - 
 BIAS -8.41 -8.27 - -10.80 -9.99 - 
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                       (Table 7.8 continued) 
 AIC 1007.7 995.31 - 1163.6 1148.3 - 
Gumbel MSE 4.23E+09 5.51E+10 3.43E+09 2.64E+08 3.37E+09 2.49E+08
 RMSE 65062 2.35E+05 58599 16239 58034 15777 
 BIAS 2.67 -16.54 -0.71 -1.08 -23.47 -2.24 
 AIC 957.15 1053.4 948.15 1109.3 1218 1106 
Weibull MSE 2.18E+10 5.10E+09 8.26E+09 2.13E+09 7.49E+07 5.27E+09
 RMSE 1.48E+05 71408 90881 46156 8654.4 72607 
 BIAS 15.93 0.58 7.96 -27.80 -1.02 -43.55 
 AIC 1027.6 1039.8 985.89 1228.3 1193.9 1280 
Box-Cox MSE 2.27E+09 2.27E+09 5.51E+09 9.19E+07 9.19E+07 1.17E+08
 RMSE 47673 47673 74258 9586.8 9586.8 10793 
 BIAS -0.17 -0.17 -5.17 -0.33 -0.33 -1.91 
 AIC 932.4 237.7 970.52 1051.2 759.96 1064.7 
  USGS 7378000 USGS 7378500 
  MOM MLE LM MOM MLE LM 
Exponential MSE 1.98E+09 1.39E+10 1.98E+09 1.71E+10 1.24E+11 1.71E+10
 RMSE 44456 1.18E+05 44456 1.31E+05 3.53E+05 1.31E+05
 BIAS -5.76 7.82 -5.76 -3.60 4.41 -3.60 
 AIC 1181.2 1268.6 1181.2 922.83 1024.6 922.83 
Gamma MSE 1.89E+08 4.20E+08 1.89E+08 8.40E+09 8.18E+09 8.40E+09
 RMSE 13730 20493 13730 91654 90468 91654 
 BIAS 0.82 -0.27 0.82 -0.32 -0.42 -0.32 
 AIC 1052 1249.2 1052 895.21 1016.3 895.21 
Pearson MSE 1.89E+08 1.06E+10 2.30E+08 8.40E+09 8.68E+10 9.70E+09
 RMSE 13730 1.03E+05 15156 91654 2.95E+05 98468 
 BIAS 0.82 7.90 0.05 -0.32 5.20 -1.51 
 AIC 1054 1267.9 1064.9 897.21 1025.9 902.8 
Log-Pearson MSE 1.39E+08 1.27E+12 5.40E+11 1.20E+10 1.01E+13 2.97E+13
 RMSE 11795 1.13E+06 7.35E+05 1.10E+05 3.18E+06 5.45E+06
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                             (Table 7.8 continued) 
 BIAS -0.24 -12.26 -21.60 -0.44 -2.52 -23.46 
 AIC 1037.3 -1005.4 1491.9 911.1 -836.63 1215.8 
Normal MSE 6.36E+08 6.36E+08 6.67E+08 4.32E+10 4.32E+10 4.37E+10
 RMSE 25210 25210 25818 2.08E+05 2.08E+05 2.09E+05
 BIAS 2.71 2.71 1.58 3.02 3.02 0.83 
 AIC 1118.8 1253.5 1121.5 959.09 1024.2 959.49 
Log-Normal MSE 9.16E+08 3.81E+09 6.67E+08 8.86E+09 3.33E+10 4.37E+10
 RMSE 30259 61728 25818 94139 1.82E+05 2.09E+05
 BIAS -3.12 -0.50 1.58 -2.03 -0.47 0.83 
 AIC 1138.9 1255 1121.5 897.3 1019.5 959.49 
Inverse MSE 2.78E+09 1.44E+10 - 5.94E+10 2.46E+11 - 
Gaussian RMSE 52760 1.20E+05 - 2.44E+05 4.96E+05 - 
 BIAS -10.04 -9.31 - -8.00 -7.57 - 
 AIC 1200.1 1202.6 - 971.52 982.3 - 
Gumbel MSE 5.65E+08 1.70E+10 4.57E+08 1.30E+10 3.16E+11 8.39E+09
 RMSE 23778 1.30E+05 21381 1.14E+05 5.62E+05 91573 
 BIAS -0.01 -22.13 -1.48 1.34 -15.72 -1.35 
 AIC 1112.4 1269 1100.7 912.16 1029.5 895.14 
Weibull MSE 4.65E+08 1.21E+08 2.00E+09 6.21E+10 1.57E+10 3.15E+10
 RMSE 21554 10986 44766 2.49E+05 1.25E+05 1.77E+05
 BIAS -4.54 -0.30 -10.34 9.36 0.02 5.74 
 AIC 1101.6 1247.8 1182 973.2 1016.9 946.71 
Box-Cox MSE 1.66E+08 1.66E+08 3.15E+08 8.75E+09 8.75E+09 1.49E+10
 RMSE 12874 12874 17736 93535 93535 1.22E+05
 BIAS -0.19 -0.19 -2.18 -0.38 -0.38 -3.27 






Table 7.9 Best fitted distributions for flood variables. 
 Discharge Volume Duration 
7377000 Gamma Log-Normal Log-Normal 
7377500 Pearson III Pearson III Gamma 
7378000 Pearson III Log-Pearson III Log-Pearson III 
7378500 Gamma Gamma Log-Pearson III 
 
 


















Figure 7.3 Probability density plots for flood duration 
7.3.3 Design Events Obtained for Certain Return Periods from Univariate Flood 
Frequency Analysis 
 
Based on the best fitted probability distribution, design events for certain return periods 
were obtained as given in Table 7.10 and also shown in Figures 7.4-7.6. Design events 
for the 4 stations studied show that the design events obtained for USGS 7377500 and 
USGS 7378000 sites are lower than those obtained for USGS 7377000 and USGS 
7378500. From the geography information of the four sites studied, the USGS 7377000 
site is located north to other sites. But from the data collected, it shows that the discharge 
records at this site are higher than the USGS 7377500 and USGS 7378000 sites which are 
on the downstream side considering USGS 7377000 site. In the four sites studied, the 
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design events for USGS 7378500 site are the largest. The reason why discharge values at 
USGS 7377000 (latitude: 30o53’) are higher than those at USGS 7377500 (latitude 
30o45’) and USGS 7378000 (latitude 30o30’) is not clear.  
Table 7.10 Design events of flood variables. 
Return period Discharge (cfs) 
(years) USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500
2 22700 8895.4 12784 40729 
5 39532 14420 19262 64131 
10 49983 17636 23208 78753 
20 59431 20440 26739 92016 
50 71223 23828 31104 1.09E+05 
100 79615 26175 34187 1.20E+05 
 Duration (Days) 
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500
2 22.365 12.177 14.518 24.162 
5 29.996 15.286 18.53 35.604 
10 34.688 17.219 21.179 43.462 
20 38.906 18.982 23.654 50.958 
50 44.146 21.21 26.833 60.754 
100 47.86 22.818 29.146 67.982 
 Volume (cfs.day) 
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500
2 66448 17047 39016 1.85E+05 
5 1.10E+05 24476 57632 2.92E+05 
10 1.41E+05 28522 68453 3.62E+05 
20 1.70E+05 31913 77878 4.27E+05 
50 2.09E+05 35863 89257 5.09E+05 
100 2.37E+05 38517 97137 5.68E+05 
 
7.3.4 Flow Duration Curves  
Following Maidment (1993), the flow duration curve can be generated. Flow duration 
curve plots cumulative frequency of discharge, that is, discharge as a function of the 
percentage of time that the discharge is exceeded. Considering that discharge is 
correlated between successive time intervals, flow duration curve is not a probability 
curve. The probability that discharge on a particular day exceeds a specified value 
depends on the discharge on preceding days on the time horizon of the year. To this end, 
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flow duration curves provide a compact graphical summary of streamflow variability. For 
example, streamflow regime of rivers can be compared by overlaying flow duration 
curves for each river on one graph, after normalizing the curves by dividing by the mean 
discharge of each river through the flow duration curves. 
























Figure 7.4 Discharge for different return periods. 
























Figure 7.5 Flood volume for different return periods.  
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Figure 7.6 Flood duration for different return periods.  
 
 The daily discharge at 4 sites discussed earlier was applied for the generation of 
flow duration curve and is given in Figure 7.7. This figure indicates that for most of the 
time, the discharge in the four sites at Amite River Basin, daily discharges fall in the 
range of [100 cfs, 1000 cfs] for USGS 7377000 and USGS 7378500 sites, and daily 






























































Figure 7.7 Flow duration curves for four sites at Amite River basin. 
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7.4 Traditional Bivariate Flood Frequency Analysis 
7.4.1 Correlation Structure of Flood Variables 
Pearson’s linear coefficient (ρ) (eq. (2.50)) and Kendall’s tau rank coefficient (τ) (eq. 
(3.26)) were considered. The calculated values of ρ and τ are given in Table 7.11, which 
indicate that flood discharge and volume, and volume and duration are positively 
correlated for all 4 stations studied but the correlation between discharge and duration is 
negative for all 4 stations through ρ. The correlation between discharge and duration 
approaches independence through τ, in which for sites USGS 7377000 and USGS 
7378500, the correlation approaches 0 from the negative side; and for sites USGS 
7377500 and USGS 7378000, the correlation approaches 0 from the positive side.  








Pearson’s linear coefficient of correlation for non-transformed variables 
7377000 0.61 -0.22 0.48 
7377500 0.86 -0.08 0.25 
7378000 0.8 -0.09 0.18 
7378500 0.63 -0.14 0.54 
Pearson’s linear coefficient of correlation for transformed variables 
7377000 0.75 -0.26 0.3 
7377500 0.89 0.16 0.3 
7378000 0.82 -0.04 0.27 
7378500 0.73 -0.09 0.49 
Kendall's tau coefficient of correlation for nontransformed variables 
7377000 0.55 -0.20 0.15 
7377500 0.73 0.08 0.18 
7378000 0.60 0.003 0.21 
7378500 0.55 -0.09 0.30 
 
7.4.2 Determination of Empirical Joint Distribution 
The empirical bivariate joint distribution of correlated flood variables was determined 
from eq. (2.64). The theoretical stationary bivariate flood frequency analysis based on 
both the copula concept and the bivariate normal distribution approach was compared.  
 200
7.4.3 Theoretical Stationary Bivariate Flood Frequency Analysis 
The stationary bivariate flood frequency anlaysis based on conventional multivariate 
statistics, i.e., bivariate normal distribution (i.e., eq. (2.51)) and the copula based bivariate 
flood frequency analysis were considered. 
7.4.3.1 Bivariate Flood Frequency Analysis by Bivariate Normal Distribution 
As discussed earlier (i.e., section 7.3), flood variables are not normally distributed. Thus, 
in order to apply the bivariate normal distribution to the bivariate flood frequency 
analysis, flood variables need to be transformed using a transformation technique to make 
them normally distributed. To that end, the Box-Cox transformation (i.e., eq (2.83)) was 
applied to the flood variables first, and then the normal distribution was fitted to the 
transformed data. The parameters of the Box-Cox transformation and normal distribution 
were obtained using MLE, which are given in Tables 7.3-7.6 with the correlation 
structure shown in Table 7.11. 
7.4.3.2 Bivariate Flood Frequency Analysis by the Copula Method 
Following section 3.4.5.1 in chapter 3, the nonparametric estimation technique was 
applied for the estimation of the copula parameter and the identification of the 2-
dimensional copula for bivariate flood frequency analysis. Four widely used 
Archimedean copulas, i.e., the Gumbel-Hougaard (eq. (3.23)), the Ali-Mikhail-Haq (eq. 
(3.24)), the Frank (eq. (3.25)), and the Cook-Johnson (Clayton, eq. (3.26)), were 
considered as candidates for bivariate flood frequency analysis. Among these four 
copulas, the Gumbel-Hougaard and Cook-Johnson copulas are only appropriate for 
positively correlated bivariate variables, whereas the Ali-Mikhail-Haq Archimedean 
copula is appropriate for both negatively and positively correlated bivarivate variables, 
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but it is not valid when the variables are highly positively correlated and τ <-0.2. The 
Frank copula can be employed for both negatively and positively correlated bivarivate 
variables without the restriction such as of the Ali-Mikhail-Haq copula. The copula 
parameter stimated through Kendall’s τ is given in Table 7.12, with the AIC values given 
in Table 7.13. The AIC values obtained and the Q-Q plots shown in Figures 7.8-7.11 
suggest that the Gumbel-Hougaard copula is the best choice for positively correlated 
discharge and volume, duration and volume, as well as positively correlated discharge 
and duration at site USGS 7377500 and USGS 7378000, and the Ali-Mikhail-Haq copula 
is the best choice for negatively correlated discharge and duration.  
Table 7.12 Parameters estimated for copulas. 
 Gumbel Hougaard Cook-Johnson Ali-Mikhail-Haq Frank 
Discharge and Volume 
USGS 7377000 2.21 2.42 0.99 6.66 
USGS 7377500 3.64 5.29 0.99 12.68 
USGS 7378000 2.53 3.05 0.99 8.04 
USGS 7378500 3.05 4.11 0.99 10.26 
Discharge and duration 
USGS 7377000   -0.16 -1.89 
USGS 7377500 1.09 0.18 0.14 0.75 
USGS 7378000 1.003 0.0067 0.02 0.03 
USGS 7378500   -0.06 0.32 
Duration and volume 
USGS 7377000 1.18 0.36 0.57 1.39 
USGS 7377500 1.22 0.45 0.67 1.69 
USGS 7378000 1.26 0.53 0.74 1.96 
USGS 7378500 1.33 0.65 0.83 2.33 
 
 






 Q and V -4.60 -1.37 -2.08 2.80 
USGS Q and D - - -0.51 4.06 
7377000 D and V -1.96 -0.16 -1.86 6.62 
 Q and V -4.14 -3.25 -3.04 0.35 
USGS Q and D -3.20 -1.43 -0.54 2.18 
7377500 D and V -1.82 -1.82 -0.03 1.85 
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    (Table 7.13 continued) 
 Q and V -5.10 -3.51 5.53 11.07 
USGS Q and D -2.22 1.61 8.59 9.51 
7378000 D and V -1.92 -2.97 2.99 8.34 
 Q and V -4.14 -0.15 -1.70 5.23 
USGS Q and D - - 3.65 6.15 

























































































Nonparametric and parametric estimation of K(z), discharge and duration 
 
 

















































































































Nonparametric and parametric estimation of K(z), discharge and volume 
 





















































































































































































































































Nonparametric and parametric estimation of K(z), discharge and duration  
 






























































































































Nonparametric and parametric estimation of K(z), discharge and volume 
 
 


































































































7.4.3.3 Comparison of Bivariate Normal Distribution and Bivariate Distribution 
Represented by the Copula Method 
 
In order to compare the bivariate normal distribution and the copula-based bivariate 
distribution, the goodness-of-fit statistics, i.e., MSE (eq. (2.80)), were employed which 
are given in Table 7.14. Figures 7.12-7.15 show the plots for both methods. Both the 
MSE values obtained and the plots indicate that the copula-based bivariate distribution 
performed better than did the bivariate normal distribution. This means that copulas 
accommodate the dependence structure of original correlated variables without any 
transformation or univariate probability model assumption.  
Table 7.14 MSE values of copula and bivariate normal distribution. 
Site Variables Copula Bivariate normal 
USGS 7377000 Q and V 0.0034 0.018 
 Q and D 0.0040 0.014 
 D and V 0.0041 0.0050 
USGS 7377500 Q and V 0.0042 0.040 
 Q and D 0.0029 0.0056 
 D and V 0.0014 0.0090 
USGS 7378000 Q and V 0.0020 0.039 
 Q and D 0.0053 0.0055 
 D and V 0.0030 0.0091 
USGS 7378500 Q and V 0.0021 0.037 
 Q and D 0.0054 0.0057 
 D and V 0.0031 0.021 
 
7.4.4 Joint Return Period and Conditional Return Period Obtained from Copulas 
7.4.4.1 Joint Return Period of Bivariate Flood Variables 
The joint return period can be obtained from copula, i.e., eq. (5.3), by following section 
2.3.6 of Chapter 2. The joint return periods of bivariate flood variables are shown in 
Figures 7.16-7.19 which indicate that the joint return periods obtained for the correlated 
bivariate variables are slightly lower than the return periods obtained for univariate 
variables. Based on the same return period, different combinations of correlated bivariate 
variables can be obtained. 
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Figure 7.12 Comparison of observed and theoretical joint probability distributions at site 
7377000. (a: discharge and volume, b: discharge and duration, c: volume and duration). 
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Figure 7.13 Comparison of observed and theoretical joint probability distributions at site 
7377500. (a: discharge and volume, b: discharge and duration, c: volume and duration). 
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Figure 7.14 Comparison of observed and theoretical joint probability distributions at site 
7378000. (a: discharge and volume, b: discharge and duration, c: volume and duration). 
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Figure 7.15 Comparison of observed and theoretical joint probability distributions at site 













































































































Figure 7.16 Joint return period plots for USGS 7377000. (a, a1: discharge and volume; b, 











































































































Figure 7.17 Joint return period plots for USGS 7377500 (a, a1: discharge and volume; b, 











































































































































































Figure 7.18 Joint return period plots for USGS 7378000. (a, a1: Discharge and Volume; b, 











































































































































































Figure 7.19 Joint return period plots for USGS 7378500 (a, a1: discharge and volume; b, 
















































































































7.4.4.2 Conditional Joint Return Period of Bivariate Flood Variables 
The conditional joint return period of discharge and volume given duration, discharge 
and duration given volume, and discharge and duration given volume at the above-
mentioned four sites were analyzed. Following the discussion in section 3.5 of chapter 3, 
the conditional joint return period was obtained from eqs. (3.48)-(3.49). Let X1 and X2 be 
two correlated discharge variables. Then the conditional return period given X2 = x2 was 
obtained from eqs. (3.48) and (3.48a), and the conditional return period given X2 ≤ x2 was 
obtained by eqs. (3.49) and (3.49a).  Figures 7.20-7.23 show the conditional return period 
given for different conditions for 4 stations.  
Based on these figures, the following conclusions about the conditional return 
periods were drawn as: (1) For the condition given by eq. (3.48) and eq. (3.48a), i.e., 
given X2 = x2 (depth (V=v), duration (D=d)), the conditional return periods for different 
conditions show significant differences; and (2) for the condition given by eq. (3.49) and 
eq. (3.49a), i.e., given X2 ≤ x2 (V ≤ v or D ≤ d), the conditional return periods obtained for 
different conditional values show significant differences, e.g., for discharge (Q) and 
volume (V) analysis, for the same conditional return period, a lower conditional volume 
value leads to a lower discharge than does a higher conditional volume, which also 
indicate the dependence structure between discharge and volume variables. Similar 
results are obtained for correlated variables, i.e., discharge and duration and duration and 
volume.  
 Similar to the joint return period discussed earlier, for the same conditional return 






























































































































Figure 7.20 Conditional return period plots for USGS 7377000  






















































































































Figure 7.21 Conditional return period plots for USGS 7377500  





























































































































Figure 7.22 Conditional return period plots for USGS 7378000 























































































































Figure 7.23 Conditional return period plots for USGS 7378500  




7.5 Stationary Trivariate Flood Frequency Analysis 
7.5.1 Determination of Empirical Trivariate Joint Distribution 
Similar to the empirical bivariate frequency analysis, an empirical trivairate joint 
distribution for each triplet was expressed by eq. (2.79). 
7.5.2 Theoretical Joint Distribution by Trivariate Normal Distribution 
Following eq. (2.51), the joint distribution represented by trivariate normal distribution 
was obtained. Since the original flood variables are not normally distributed, the Box-
Cox transformation (eq. (2.83)) was applied to the original flood variables first and then 
the normal distribution was applied to the transformed flood variables. Parameters of the 
joint distribution represented by the trivariate normal distribution were estimated using 
MLE and are given in Tables 7.3-7.5.  
7.5.3 Theoretical Trivariate Joint Probability Distribution from the Copula Method 
Following the semiparametric parameter estimation technique of section 3.4.5.2 in 
Chapter 3, 3-dimensional Archimedean copulas, the Gumbel-Hougaard (3.29), the Cook-
Johnson (3.31), and the Frank (3.30) copula families, were tested. Using the estimation 
procedure discussed in section 3.4.5.2, only the Gumbel-Hougaard copula was 
satisfactory. The best trivariate copula model was selected using the AIC criterion, i.e., eq. 
( 2.82). The AIC values and parameters obtained are shown in Table 7.15.  
Table 7.15 AIC values and parameter estimation of trivariate Archimedean copulas for 
flood variables. 
 Gumbel-Hougaard Cook-Johnson Frank 
Site AIC θ θ AIC Θ 
7377000 -108.58 2.69 - 237.20 3.73 
7377500 -148.90 2.72 - 305.93 3.81 
7378000 -149.29 2.73 - 296.93 3.61 
7378500 -40.75 1.8 - 142.71 3.02 
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The AIC values indicate that the 3-dimensional Gumbel-Hougaard copula is the 
appropriate copula to represent the trivariate probability distribution of flood variables. In 
the case of the 3-dimensional Cook-Johnson (Clayton) copula, when computing the log-
likelihood function it is not guaranteed that all the functions in the natural logarithms take 
on positive values, some negative values occur which make the MLE method break down. 
This is in agreement with Nelson (1999) who found that for multivariate copulas where n 
≥ 3, it is not always guaranteed to obtain copulas. The probability distributions 
represented by the Gumbel-Hougaard copula are shown in Figures 7.24.  
















































Figure 7.24 Comparison of observed and theoretical multivariate probability distributions 
of discharge, volume and duration (a: USGS 7377000, b: USGS 7377500, c: USGS 
7378000, d: USGS 7378500).  
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(fig. cont’d) 



















7.5.4 Conditional Trivariate Joint Return Period Obtained from Copulas 
Let Q, V, and D indicate peak discharge, flood volume and duration, respectively. The 
conditional return periods: TQ,V|D given D = d, TQ,D|V given V = v, and TD,V|Q given Q = q 
were obtained from eq. (3.50) and eq. (3.50a); and the conditional return periods: TQ,V|D 
given D ≤ d, TQ,D|V given V ≤ v, and TD,V|Q given Q ≤ q were obtained from eq. (3.52) and 
eq. (3.52a); the conditional return periods: TQ|V,D given V = v and D = d, TV|Q,D given Q = 
q and D = d and TD|V,Q given V = v and Q = q  were obtained from eq. (3.51) and eq. 
(3.51a); the conditional return periods: TQ|V,D given V ≤ v and D ≤  d, TV|Q,D given Q ≤  q 
and D ≤ d and TD|V,Q given V ≤  v and Q ≤  q  were obtained from eq. (3.52) and eq. 
(3.53a).  
Figures 7.25 to 7.28 show return periods for four raingages with the conditions Q = 
q or Q ≤  q, V = v or V ≤  v, and D = d or D ≤  d, respectively.  Comparing the plots for 
different conditions for the same conditional variable, the conditional return periods 
obtained for the condition Q ≤  q (or V ≤  v,  D ≤  d ) were not much different from those 
obtained for the condition Q = q (or V = v, D=d). Figures 7.29-7.32 show return periods 
for four raingages with the condition D = d and V = v, or D ≤ d and V ≤ v; D = d and Q 
=q, or D ≤ d and Q ≤  q; and Q = q and V = v, or Q ≤ q and V =v, respectively. These 
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plots indicate that: (1) the return periods obtained for the condition D ≤ d and V ≤ v (or D 
≤ d and Q ≤  q, or Q ≤ q and V ≤ v ) with different conditional value are clearly different 
from each other for high magnitudes, e.g. Figure 7.29(b1); (2) the return period obtained 
for condition D = d and Q =q (or D = d and Q =q, or Q = q and V = v ) with different 








































































































Figure 7.25 Conditional trivariate return period for USGS 7377000.  
(a: Q = 49983 cfs, a1: Q ≤ 49983 cfs) 
(b: V= 170000 cfs.day, b1: V≤170000 cfs.day) 
















































































































Figure 7.26 Trivariate conditional return period plots for USGS 7377500. 
(a: Q = 20440 cfs, a1: Q ≤ 20440 cfs) 
(b: V= 31913 cfs.day, b1: V≤31913 cfs.day) 




























































































































































































































Figure 7.27 Trivarite conditional return period plots for USGS 7378000. 
(a: Q = 26739 cfs, a1: Q ≤ 26739 cfs) 
(b: V= 77878 cfs.day, b1: V≤77878 cfs.day) 












































































































Figure 7.28 Trivariate conditional joint return period plots for USGS 7378500. 
(a: Q = 92016 cfs, a1: Q ≤ 92016 cfs) 
(b: V= 427000 cfs.day, b1: V≤427000 cfs.day) 







































































































































































































































Figure 7.29 Trivariate conditional return period plots for USGS 7377000. 
(a: D=39 days, V=v; a1: D≤39 days, V≤v) 
(b: D=39 days, Q=q; a1: D≤39 days, Q≤q) 

























































































































Figure 7.30 Trivariate conditional return period plot for USGS 7377500. 
(a: D=19 days, V=v; a1: D≤19 days, V≤v) 
(b: D=19 days, Q=q; a1: D≤19 days, Q≤q) 



























































































































Figure 7.31 Trivariate return period plots for USGS 7378000. 
(a: D=23 days, V=v; a1: D≤23 days, V≤v) 
(b: D=23 days, Q=q; a1: D≤23 days, Q≤q) 

























































































































Figure 7.32 Trivariate conditional joint return period plot for USGS 7378500. 
(a: D=51 days, V=v; a1: D≤51 days, V≤v) 
(b: D=51 days, Q=q; a1: D≤51 days, Q≤q) 
(c: V=427000 cfs.day, Q=q; c1: V≤427000 cfs.day, Q≤q) 
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7.5.5 Comparison of Bivariate Normal Distribution and Bivariate Distribution 
Represented by the Copula Method 
 
In order to compare the bivariate normal distribution and the copula-based bivariate 
distribution, the goodness-of-fit statistics, i.e., MSE (eq. (2.80)), were employed which 
are given in Table 7.16. These MSE values obtained indicate that the copula-based 
bivariate distribution performed better than did the trivariate normal distribution.  
Table 7.16 MSE values obtained from theoretical trivariate distribution and empirical 
distribution. 
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500 
Copula 0.0021 0.0008 0.0016 0.0021 
Normal 0.0084 0.0034 0.0063 0.0082 
 
7.6 Flood Frequency Analysis by Partial Duration Series Method 
Partial duration series (PDS) method is another commonly used statistical approach for 
flood frequency analysis. Partial duration series has been used in the random number of 
random variable approach dealing with flood variables, say, flood discharge exceeding a 
certain base level. Then for discharge exceeding the base level, the number of 
exceedances and inter-arrival time are analyzed.   
7.6.1 Basic Assumptions and Parameter Estimation of PDS Method 
For discharge records, only the discharge above a certain threshold given in Table 7.17 is 
considered and can be expressed as: 
0qQX ii −=                                                                        (7.2) 
where iQ denotes the i-th discharge value; 0q denotes the threshold; and iX denotes i-th 
exceedance which is a stochastic variable.  
Table 7.17 Pertinent information for partial duration series analysis. 
 USGS7377000 USGS7377500 USGS7378000 USGS7378500
Record (years) 43 57 55 61 
Threshold (cfs) 4000 3500 8000 22000 
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The basic assumptions of the PDS approach are: 
• The exceedances are independent identically distributed (I. I. D.) random variables 
which have the exponential distribution given by eq. (7.3).  Also the exceedances are 
independent of their time of occurrence.  
α/1)( xexF −−=                                                                 (7.3) 
where α  denotes the mean exceedance of the base level.  
• The occurrence of exceedances has the Poisson process with intensity λ. The Poisson 
process is assumed to have the property of time-homogeneity. Then the distribution of the 
number of exceedances can be written as: 







nt λλ                                             (7.4) 
where tNVarNE λ== )()( , λ denotes the Poisson parameter fitted to the number of 
exceedances, n denotes the number of exceedances, and t denotes the total number of 
observation years.  
Based on the above assumptions, parameters α in eq. (7.3) and λ can be estimated 
following the procedure presented by Rasmussen and Rosbjerg (1989). Denoting the 
number of observation years by t, and the number of exceedances above the base level by 
n, we have 








iα                                                              (7.5) 
tN /ˆ =λ                                                                                  (7.6) 
where iX denotes the magnitude of the i-th exceedance. By noting that α̂ cannot be 
calculated unless there is at least 1 exceedance observed. The parameters thus estimate 
are given in Table 7.18.  
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Table 7.18 Parameters estimated for discharge from partial duration analysis. 
 USGS7377000 USGS7377500 USGS7378000 USGS7378500
α 6714.20 3157.50 5088.70 15456.00 
λ 5.04 1.61 1.36 1.41 
 
7.6.2 Frequency Analysis of Inter-Arrival of Time 
The inter-arrival time between two independent flood events is counted from the ending 
date of the first event to the starting date of the second event. It is analyzed as the 
traditional frequency analysis for stationary univariate flood frequency analysis (i.e., 
section 7.2.). For the inter-arrival time histograms shown in Figures 7.33-7.36, the 
probability distributions discussed in Chapter 2 were considered as statistical model 
candidates. Parameters of the best fitted probability distribution for the inter-arrival time 
variables were obtained by MLM and are given in Table 7.19. Thus, the following 
conclusions are reached: 3 out of 4 sites (USGS 7377500, USGS 7378000, and USGS 
7378500) follow a lognormal distribution, and the other 1 site (USGS 7377000) follows a 
gamma distribution. The fitted probability plots were given in Figures 7.33-7.36. 
7.6.3 Multivariate Flood Frequency Analysis by Partial Duration Series Analysis 
According to Correia (1987), a multivariate flood frequency analysis by partial duration 
series was considered to describe the number of floods per year and the maximum 
discharge associated with every flood. Therefore, in this section, the bivariate flood 
frequency analysis according to the partial duration series was studied by both copula-




Figure 7.33 Partial duration analysis plot for site 7377000. 
(a) Exceedance plots; (b) Fitted probability plot of exceedance;  
 (c) Inter-arrival histogram; (d) Fitted probability plot of inter-arrival time. 
 
Figure 7.34 Partial duration analysis plot for site 7377500. 
(a) Exceedance plots; (b) Fitted probability plot of exceedance;  
(c) Inter-arrival histogram; (d) Fitted probability plot of inter-arrival time. 
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Figure 7.35 Partial duration analysis plot for site 7378000. 
(a) Exceedance plots; (b) Fitted probability plot of exceedance;  
(c) Inter-arrival histogram;(d) Fitted probability plot of inter-arrival time. 
 
Figure 7.36 Partial duration analysis plot for site 7378500. 
(a) Exceedance plots; (b) Fitted probability plot of exceedance;  




Table 7.19 Parameters and AIC criteria of best fitted probability distributions for inter-










Parameters 0.33 2.75 2.62 1.92 
 78.48 2.49 2.64 2.56 
AIC 4075.70 1550.00 1385.60 1611.50 
 
 Following Correia (1987), let X1 and X2 represent two random variables generated 
from partial duration series which may be independent or may not be. Then the joint 
distribution of X1 and X2 when the time interval of one year is considered was given as: 




F x x H x x P E=∑                                                 (7.7) 
where P(Ek) denotes the probability that k flood events occur in one year, H(x1, x2) 
denotes the joint probability between random variables x1 and x2,  and 1 2( ,  )F x x denotes 
the probability that in one year both x1 and x2 are not exceeded.  
 As discussed earlier, assuming the number of occurrences (number of flood events) 
follows the Poisson distribution, eq. (7.7) is expressed as: 
( , )( , ) H q dF q d eλ λ−=                                                              (7.8) 
where λ denotes the average number of annual flood events, q denotes the discharge, and 
d denotes the duration of the flood event.   
 From section 7.6 it was shown that the exponential distribution fits the 
discharge series reasonably well (Figures 7.33-7.36) which also means that the 
assumptions for the partial duration series are held. To this end, in order to perform the 
bivariate frequency analysis based on partial duration analysis, the marginal distribution 
of flood volume and duration need to be estimated. Based on the same approach for 
marginal frequency analysis for annual flood frequency analysis, the marginal 
distribution was thus fitted and the parameters of the best fitted probability distribution 
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for each site are given in Table 7.20, which indicates that the marginal distributions 
estimated for each site do not always follow the same type of distribution. Now, the 
correlation structure among flood variables needs to be determined in order to see 
whether the variables are independent. If the variables are not independent, certain 
transformation, i.e., the Box-Cox transformation, needs to be applied to normalize the 
flood variables. To this end, the correlation coefficients are calculated and given in Table 
7.21. It is shown that flood variables are positively correlated. Thus the Box-Cox 
transformation needs to be applied and the parameters obtained using the Box-Cox 
transformation are given in Table 7.22. 
Table 7.20 Parameters of best fitted probability distributions for flood volume and 
duration by partial duration analysis. 
Flood Volume 






(µ, σ, λ) 
Box-Cox 
(µ, σ, λ) 
0.51 4665.70 17.17 18.63 
29500.00 -363.75 5.08 4.48 
  0.15 0.13 
Flood duration 









2.31 5.96 4.81 1.28 
1.36 0.28 0.38 0.85 
  
Table 7.21 Correlation structure of flood variables by partial duration analysis. 
Original 
 Q and V Q and D V and D 
USGS 7377000 0.91 0.50 0.70 
USGS 7377500 0.97 0.61 0.68 
USGS 7378000 0.81 0.71 0.61 
USGS 7378500 0.92 0.44 0.63 
Box-Cox transformation 
 Q and V Q and D V and D 
USGS 7377000 0.98 0.79 0.87 
USGS 7377500 0.99 0.66 0.74 
USGS 7378000 0.97 0.69 0.74 
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                (Table 7.21 continued.) 
USGS 7378500 0.97 0.52 0.70 
Kendall's tau 
 Q and V Q and D V and D 
USGS 7377000 0.89 0.61 0.68 
USGS 7377500 0.92 0.41 0.46 
USGS 7378000 0.90 0.45 0.50 
USGS 7378500 0.85 0.36 0.50 
 
Table 7.22 Parameters estimated by Box-Cox transformation. 
Flood discharge 
USGS7377000 USGS7377500 USGS7378000 USGS7378500 
11.68 0.96 31.48 24.11 
2.71 0.65 10.74 6.09 
0.09 0.01 0.28 0.18 
Flood volume 
USGS7377000 USGS7377500 USGS7378000 USGS7378500 
14.15 13.78 17.17 18.63 
4.02 3.71 5.08 4.48 
0.10 0.14 0.15 0.13 
Flood duration 
USGS7377000 USGS7377500 USGS7378000 USGS7378500 
0.96 0.36 0.47 0.49 
0.65 0.35 0.43 0.45 
0.01 -0.36 -0.15 -0.37 
 
Since the flood variables obtained from partial duration analysis are positively 
dependent and do not have the same type of distribution, the joint distribution H(x1, x2) is 
obtained by taking the Box-Cox transformation, then eq. (7.8) is employed to obtain the 
joint probability distribution F(x1, x2). Figures 7.37-7.40 show the probability distribution 
plots obtained by this method.  
As discussed earlier, the copula-based bivariate analysis is another approach for 
bivairate frequency analysis. Considering the flood variables thus obtained are positively 
correlated through Kendall’s tau as well, the Gumbel-Hougaard copula family works well 
for this condition based on experience. Thus here only the Gumbel-Hougaard copula 
family was employed for the copula-based bivariate analysis with the parameters 
estimated as given in Table 7.23 and plots given in Figures 7.37-7.40. 
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Table 7.23 Parameters estimated for Gumbel-Hougaard copula family. 
 Q and V Q and D V and D 
USGS 7377000 9.09 2.56 3.13 
USGS 7377500 12.5 1.69 1.85 
USGS 7378000 10 1.82 2 
USGS 7378500 6.67 1.56 2 
 























































Figure 7.37 Bivariate probability plots of flood variables obtained from partial duration 
analysis for site USGS 7377000.  
(a: discharge and volume; b: discharge and duration; c: volume and duration) 
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Figure 7.38 Bivariate probability plots of flood variables obtained from partial duration 
analysis for site USGS 7377500.  
(a: discharge and volume; b: discharge and duration; c: volume and duration) 
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Figure 7.39 Bivariate probability plots of flood variables obtained from partial duration 
analysis at site USGS 7378000.  
(a: discharge and volume; b: discharge and duration; c: volume and duration
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Figure 7.40 Bivariate probability plots of flood variables obtained from partial duration 
analysis for site USGS 7378500.  
(a: discharge and volume; b: discharge and duration; c: volume and duration) 
Figures 7.37-7.40 indicate that the copula based method give much better fit than 
the traditional bivariate frequency analysis by bivariate normal distribution obtained by 
taking the Box-Cox transformation. The MSE values given in Table 7.24 confirm the 
same results as the plots.  
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Table 7.24 Comparison of the copula based method and  the Box-Cox transformation by 
MSE. 
  USGS 7377000 USGS7377500 
  Copula Normal  Copula Normal  
Q and V 0.0005 0.0401 8.02E-05 0.0002 
Q and D 0.0014 0.0417 0.0006 0.0386 
V and D 0.0058 0.0408 0.0078 0.0349 
 USGS7378000 USGS7378500 
 Copula Normal  Copula Normal  
Q and V 0.0006 0.0361 0.0015 0.0376 
Q and D 0.0003 0.0242 0.0005 0.0315 
V and D 0.0033 0.0256 0.0033 0.0361 
 
7.7 Conclusions 
The following conclusions are drawn from this chapter: (1) Both bivariate and trivariate 
flood frequency distributions can be derived using the copula method without assuming 
the same type of marginal distributions. (2) Not all the Archimedean copulas are 
appropriate for representation of either bivariate or trivariate probability distributions. (3) 
For bivariate flood frequency analysis, the Gumbel-Hougaard and Cook-Johnson copula 
families are not valid for negatively correlated flood variables, i.e., discharge and 
duration.  (4) Based on the AIC criterion, the Gumbel-Hougaard copula family is found 
to best fit the empirical trivariate probability distribution. (5) The copula-based 
multivariate (bivariate and trivariate) distributions better fit the data than do the 
multivariate (bivariate and trivariate) normal distributions after the Box-Cox 
transformation.  (6) The partial duration series method can be used for the stochastic 
approach for the flood frequency analysis. (7) The bivariate frequency analysis of flood 
variables obtained through partial duration analysis indicates similar results that the 
copula based method gives a much better fit than the traditional bivariate frequency 
analysis approach and Gumbel-Hougaard copula works reasonally well for this case.  
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NONSTATIONARY FLOOD FREQUENCY ANALYSIS 
 
The nonstationarity of flood time series was detected using both time-domain and time-
frequency domain analyses. The time trend was represented using the first two moments 
as discussed in Chapter 4. The time dependent univariate and multivariate distributions 
were then obtained. The time dependent probability distributions were compared with 
stationary probability distributions using the AIC criterion.  
8.1 Introduction 
Bobée et al. (1993) emphasized the need to develop suitable parameter estimation 
techniques and software to cope with nonstationarity of hydrometeorological input 
processes of water resource systems. North (1980) developed a time-dependent stochastic 
model of floods in which both the time of occurrence and the magnitude of floods were 
considered as time-dependent random variables. It was assumed that flood peaks 
constituted a sequence of mutually independent random variables whose distribution 
depended on their time of occurrence, and that the distribution parameters exhibited 
cyclicities with the fundamental cycle of one year. He concluded that the assumption of 
time-dependent flood magnitudes might lead to a serious underestimation of the 
occurrence probability of large floods and that the long term trend could be modeled in 
the same way as the cyclicities. Lambert et al. (1993) emphasized the need to treat 
uncertainty in flood protection design due to climate change and they outlined a 
procedure for incorporating the impact of uncertainty of climate change into risk 
evaluation of extreme flood losses.  
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  Lettenmaier et al. (1994) investigated monthly streamflow records across the 
United States. They found a significant increase in monthly streamflow records during 
November through April for the period from 1948 to 1988; the largest trends were found 
in north central region. Changnon and Kunkel (1995) found significant upward trends in 
floods in the northern part of the Midwest U.S., during the period of 1921-1985. They 
also detected a link in upward trends with higher precipitation. Olsen et al. (1999) 
detected large and statistically significant upward trends in flood flows in the last 100 
years in the Upper Mississippi and Missouri rivers. Pupacko (1993) detected a slight 
(non-significant) trend of increasing and more variable winter streamflow in the northern 
Sierra Nevada since the mid-1960s.  
 Douglas et al. (2000) studied the time trend in floods and low flows in the United 
States. They evaluated the trends in flood and low flows by regional average Kendall’s S 
trend test at two spatial scales (three geographic regions and nine smaller regions) and 
over two timeframes (the most recent 30 years and the most recent 50 years). They found 
no evidence of statistical trends in flood records at both scale. However, they found that 
significant upward trends in low flows at the larger scale in the Midwest and in three of 
the smaller regions: the Ohio, the north central and the upper Midwest regions.  
 Most recently, Strupczewski, et al. (2001) studied floods based on the 
nonstationarity assumption. They applied the time trend detected in the probability 
distribution parameters. The distribution parameters were estimated by both parametric 
(maximum likelihood) and nonparametric (weighted least squares) estimation techniques. 
39 annual maximum flow series in Poland were studied. They found that for every time 
series, the trend in the variance had a considerable effect on the trend estimators of the 
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mean value. They found that over 50% of the annual maximum flow series studied was 
found as nonstationary, with a decreasing trend in both mean and standard deviation.  
8.2 Detection of Non-stationarity in Streamflow Data 
The nonstatioarity of annual peak streamflow records of the Amite River basin was 
detected using the time-domain analysis and time-frequency analysis. The time domain 
analysis included time trend analysis and the Mann-Kendall test.  
8.2.1 Detection of Nonstationarity by Time Trend Analysis 
The time trend analysis for the first two moments was performed using the following 
assumptions: (1) Time trend in mean with constant variance, i.e., eq. (4.3); (2) time trend 
in variance with constant mean, i.e., eq. (4.6) with the weight factor 1tγ =  and m X= ; 
and (3) time trend in both mean and variance, i.e., eqs (4.8)-(4.14). The results obtained 
from the time trend analysis are given in Tables 8.1 and 8.2, where the time trend 
analysis was performed using the weighted least square method. From Table 8.1, it is 
seen that for the flood variables studied: (1) a significant increasing trend in annual peak 
discharge and volume was detected at sites USGS 7377500, USGS 7378000, and USGS 
7378500 under the assumption of constant variance; (2) a significant increasing time 
trend in peak discharge and a significant decreasing trend in flood duration at site USGS 
737500 were found under the assumption of constant mean; and (3) a significant 
increasing time trend in peak discharge and a significant decreasing trend in flood 
duration under the assumption of time dependence in both mean and variance were 




Table 8.1 Linear time dependence test of rainfall variables. 
Flood Variables (time dependence only in mean) 
Discharge Volume Duration 
Site g1 p-value g1 p-value g1 p-value
USGS 7377000 122.6 0.6 580.28 0.33 0.04 0.69 
USGS 7377500 109.62 0.03* 159.98 0.02* -0.032 0.26 
USGS 7378000 216.49 0.0002* 412.42 0.02* -0.0026 0.49 
USGS 7378500 665.5 0.07* 1840.9 0.01* -0.03 0.87 
Flood variables (time dependence only in variance) 
Intensity Volume Duration 
Site h1 p-value h1 p-value h1 p-value
USGS 7377000 5508894 0.49 13964965 0.82 -0.63 0.64 
USGS 7377500 638923 0.03* 10626 0.98 -0.36 0.005*
USGS 7378000 712502 0.19 2949185 0.49 -0.37 0.28 
USGS 7378500 5758807 0.42 -1.90E+08 0.59 -0.37 0.28 
Flood variables (time dependence in both mean and variance) 
Intensity Depth Duration 
Site h1 p-value h1 p-value h1 p-value
USGS 7377000 9332519 0.37 20652975 0.73 -0.69 0.61 
USGS 7377500 638923 0.03* 10650 0.99 -0.34 0.002*
USGS 7378000 712502 0.19 2949185 0.49 -0.29 0.38 
USGS 7378500 7884141 0.2 -1.10E+08 0.75 -4.8 0.32 
         (Note: critical p-value=0.1, the number with * denotes that there are significant time  
          dependencies in flood time series). 
 
Table 8.2 Time trend analysis by the GLS method for flood series 
Discharge 
site g0 g1 h0 h1 
USGS 7377000 22630.2 122.6 291271092.7 31881788.19 
USGS 7377500 6255.01 109.62 17310561.19 623078.51 
USGS 7378000 7622.4 2166.5 16424596.03 974337.66 
USGS 7378500 31203.9 665.5 431469274.6 19010390.12 
Volume 
 g0 g1 h0 h1 
USGS 7377000 65011.6 580.28 1596793489 28891548.68 
USGS 7377500 12676.5 159.98 39930846.95 1027278.95 
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              (Table 8.2 continued) 
USGS 7378000 29257 412.42 225164255.8 6484842.52 
USGS 7378500 168690 1840.9 9295224849 206254743.6 
Duration 
 g0 g1 h0 h1 
USGS 7377000 22.59 0.04 65.48 0.24 
USGS 7377500 13.55 -0.03 13.97 -0.07 
USGS 7378000 16.09 -0.03 20.97 -0.07 
USGS 7378500 27.59 -0.03 162.79 -0.36 
 
8.2.2 Testing Nonstationarity by the Mann-Kendall Test 
The annual time trend in flood time series was investigated using the Mann-Kendall test. 
The procedure for performing the Mann-Kendall test is given by eqs. (4.15)-(4.17). The 
Mann-Kendall statistics for flood variables are given in Table 8.3, which indicate an 
increasing time trend in the peak discharge and volume time series for the flood time 
series studied. There was a decreasing time trend in the flood duration time series, except 
for the site USGS 7377000. By taking the same critical p-value as given in Table 8.1, the 
corresponding critical statistics as 1.64Z =  was obtained.  
Table 8.3 Mann-Kendall statistics for flood variables. 
Site Discharge Volume Duration 
USGS 7377000 0.83 1.17 0.57 
USGS 7377500 2.17* 2.40* -0.68 
USGS 7378000 3.75* 2.29* -0.25 
USGS 7378500 8.94* 4.94* -0.78 
                             (Note: * denotes the significant time trend detected.) 
 
Thus from Table 8.3, it is seen that a  significant increasing time trend existed in the peak 
discharge and flood volume time series at sites USGS 7377500, USGS 7378000, and 
USGS 7378500.  These results confirm the results obtained with the time dependence in 
mean only as given in Table 8.1.  
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8.2.3 Nonstationarity Analysis by Time-Frequency Analysis 
The time-frequency analysis was performed following the algorithm of the Wigner 
distribution discussed in Chapter 4. Time-frequency images obtained using the Wigner 
distribution are given in Figures 8.1-8.4. These plots indicate that the flood time series 
are multi-frequency time series where, according to the color scale shown in Figures 8.1-
8.4: from grey to black, it  is seen  that the dark part contributes to  the time series with 
high frequency and the grey part contributes for the time series with low frequency. 
Thus, similar to the nonstationarity analysis by time trend analysis and the Mann-Kendall 
test techniques the time-frequency analysis using the Wigner distribution also proved that 
the flood time series is somewhat nonstationary.  
 From the time domain analysis, a significant time trend in a certain flood time 
series can be determined by certain critical statistics, i.e., p-value in both the test for 
nonstationarity by the first two moments and Mann-Kendall test. Also from these two 
testing techniques, the same results are obtained for flood time series. From the time-
frequency image using the Wigner distribution, it is seen that the flood time series is 
somewhat nonstationary. From the image itself, no conclusion can be made whether a 
significant time trend can be detected.   
 
Figure 8.1 The image of time-frequency analysis using the Wigner distribution of flood 
data at site 7377000. (a: discharge; b: volume; c: duration).  
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Figure 8.2 The image of time-frequency analysis using the Wigner distribution of flood 








Figure 8.3 The image of time-frequency analysis using the Wigner distribution of flood 







Figure 8.4 The image of time-frequency analysis using the Wigner distribution of flood 




   
8.3 Identification of Univariate Probability Distributions under Time Trends 
Following section 4.1.2 in Chapter 4, parameters of the candidate distributions discussed 
earlier were replaced by the time dependent first two moments, i.e, the mean and variance. 
To that end, the AIC criterion, i.e., eqs. (2.82) and (2.82a), was applied for the best fitted 
model determination.  
 Here, only the best fitted models for flood variables based on the stationarity 
assumption discussed in Chapter 7 (given in Table 7.9) were considered for analysis 
based on the nonstationarity assumption. The AIC values obtained through different time 
dependent structures of the first two moments are given in Table 8.4.  
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Table 8.4 AIC values for time dependent probability distributions 
Discharge 
  Stationary Mean Variance MVLS MVWLS
USGS 7377000 (Gamma) 845.91* 1185.8 1188.7 1190.3 1187.3 
USGS 7377500 (Pearson) 1049 1047.62* 1102.5 1200 1199.3 
USGS 7378000 (Pearson) 959.84 894.5* 1091.5 1196.5 1048.6 
USGS 7378500 (Gamma) 786.6 542.1* 634.93 689.08 746.76 
Volume 
  Stationary Mean Variance MVLS MVWLS
USGS 7377000 (Log-Normal) 925.72* 1038.5 1039.7 1040.42 1040.57
USGS 7377500 (Pearson) 1047.7 1040.1* 1203.8 1307.9 1324.4 
USGS 7378000 (Log-Pearson) 1037.3 944.5* 1091.5 1098.41 1096.01
USGS 7378500 (Gamma) 922.83 816.3* 1014.3 1015.2 948.21 
Duration 
USGS 7377000 (Log-Normal) 178.53* 303.55 303.19 304.53 305.68 
USGS 7377500 (Gamma) 154.8* 306.09 309.15 306.52 305.81 
USGS 7378000 (Log-Pearson) 186.94* 312.44 314.19 316.07 315.68 
USGS 7378500 (Log-Pearson) 198.62* 198.76 398.93 301.26 400.96 
(Note: * denotes the best fitted model with or without stationarity assumption.) 
 
It is concluded that (1) for the peak discharge time series, the adjusted probability 
distributions with time trend only in mean were found as the best fitted models at sites 
USGS 7377500, USGS 7378000 and USGS 7378500, and the stationary assumption was 
satisfactory for the discharge time series at site USGS 7377000; (2) for the flood volume 
time series, again the adjusted probability distributions with time trend only in mean were 
found as the best fitted models at sites USGS 7377500, USGS 7378000 and USGS 
7378500, the stationary assumption held for the flood volume time series at site USGS 
7377000; and (3) for the flood duration time series, the probability models based on the 
stationary assumption were found as the best fitted model with the smallest AIC values.  
These results indicate that for the flood time series studied, the best fitted models 
were satisfactory for nonstationary analysis if significant time trends only in mean existed. 
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For the detection of nonstationarity by time domain analysis, a positive (increasing) trend 
was detected. The design values of discharge and volume of different return periods 
based on both stationary and nonstationary assumptions are given in Tables 8.5 and 8.6, 
respectively.  
Table 8.5 Design discharge values based on the stationary and nonstationary assumptions. 
Return period Design Values (cfs) 
(Years) Stationary t = 1 t =2 t = 3 t = 4 
 USGS7377500 
2 8895.4 4497.3 4632.6 4767.3 4901.5 
5 14420 10201 10346 10489 10631 
10 17636 14476 14602 14726 14850 
20 20440 18734 18830 18925 19020 
50 23828 24348 24393 24440 24488 
100 26175 28586 28588 28593 28601 
 USGS7378000 
2 12784 8109.4 10560 12932 15252 
5 19262 14772 17203 19534 21811 
10 23208 19345 21553 23720 25872 
20 26739 23724 25628 27577 29567 
50 31104 29331 30753 32366 34108 
100 34187 33478 34495 35828 37364 
 USGS7378500 
2 40729 25866 26642 27415 28184 
5 64131 48641 49422 50197 50967 
10 78753 64476 65172 65865 66555 
20 92016 79734 80310 80887 81465 
50 1.09E+05 99358 99741 1.00E+05 1.01E+05
100 1.20E+05 1.14E+05 1.14E+05 1.14E+05 1.15E+05
 
Table 8.6 Design volume values based on stationary and nonstationary assumptions. 
Return period Design Values (cfs.day) 
(Years) Stationary t = 1 t =2 t = 3 t = 4 
 USGS7377500 
2 17047 10962 11143 11324 11504 
5 24476 18991 19171 19350 19529 
10 28522 24388 24552 24714 24877 
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(Figure 8.6 continued) 
20 31913 29507 29647 29788 29929 
50 35863 36010 36114 36220 36326 
100 38517 40794 40867 40943 41020 
 USGS7378000 
2 39016 24918 25391 25861 26331 
5 57632 44396 44867 45335 45802 
10 68453 57642 58066 58489 58911 
20 77878 70274 70634 70994 71354 
50 89257 86392 86649 86909 87173 
100 97137 98284 98455 98631 98813 
 USGS7378500 
2 1.84E+05 1.59E+05 1.61E+05 1.63E+05 1.65E+05 
5 2.92E+05 2.29E+05 2.31E+05 2.33E+05 2.35E+05 
10 3.63E+05 2.73E+05 2.75E+05 2.77E+05 2.79E+05 
20 4.29E+05 3.13E+05 3.14E+05 3.16E+05 3.18E+05 
50 5.11E+05 3.62E+05 3.63E+05 3.65E+05 3.66E+05 
100 5.71E+05 3.97E+05 3.98E+05 4.00E+05 4.01E+05 
(Note: t is yearly bases.) 
 
The design values based on the nonstationary assumption also indicate an increasing 
trend in the univariate frequency plots shown in Figures 8.5-8.6. These plots and design 
values indicate that the nonstationarity does contribute to univariate flood frequency 
analysis.  
8.4 Multivariate Nonstationary Flood Frequency Analysis 
Similar to multivariate nonstationary flood frequency analysis and based on the 
nonstationarity detection by both time and time-frequency domain analysis and the best 
fitted probability distributions obtained earlier, both bivariate and trivariate flood 
frequency analysis were thus studied. Only the best fitted probability distributions 
obtained were used. Also, only the best fitted copula for the stationary case was 



















































































































Figure 8.5 Nonstationary PDF and CDF plots of discharge time series. 













































































































Figure 8.6 Nonstationary PDF and CDF plots of flood volume time series. 


















































































































8.4.1 Bivariate Nonstationary Flood Frequency Analysis 
 The adjusted semi-parametric estimation discussed in section 4.2 of chapter 4 was 
applied for the estimation of the copula parameter where the marginal distributions were 
either stationary or time dependent. Table 7.13 showed the best fitted copulas for each 
correlated flood variable based on the stationary assumption at each site: the Gumbel-
Hougaard copulas were the best fitted copulas for peak discharge and volume at all 4 
sites; for correlated peak discharge and duration, the Ali-Mikhail-Haq copula was the 
best fitted copula for USGS 7377000 and USGS 7378500, and the Gumbel-Hougaard 
copula was the best fitted copula for USGS 7377500 and USGS 7378000; for correlated 
flood volume and duration, the Gumbel-Hougaard copula again was the best fitted copula.   
These best fitted copulas were tested again by the best fitted univariate models of 
flood variables at the 4 sites studied. The parameters obtained are given in Table 8.7, 
which indicate that the AIC values obtained by the nonstionary assumption are smaller 
than those by the stationary assumption where the nonstationary univariate analysis needs 
to be performed.  
Table 8.7 Parameters of best fitted bivariate copulas 
Site Gumbel-Hougaard Ali-Mikhail-Haq Cook-Johnson 
 θ’ AIC θ’ AIC θ’ AIC 
Peak discharge and volume 
USGS 7377000 2.21 -4.59     
USGS 7377500 3.54 -4.57*     
USGS 7378000 2.41 -5.19*     
USGS 7378500 2.41 -5.67*     
Peak discharge and duration 
USGS 7377000   -0.1 -0.51   
USGS 7377500 1.09 -3.2     
USGS 7378000 1.04 -3.51*     
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         (Table 8.7 continued) 
USGS 7378500  0.02 3.65   
Volume and duration 
USGS 7377000 1.18 -1.96    
USGS 7377500 1.27 -2.54*    
USGS 7378000 1.26 -1.92    
USGS 7378500 1.14 -5.98*    
          (Note: * denotes the best fitted copulas with time trend only in mean for the   
          univariate flood frequency analysis.) 
 
The joint bivariate probability plots for USGS 7377500, USGS 7378000, and 
USGS 7378500 (where the nonstationarity is detected for univariate variables) are given 
in Figures 8.7-8.9. These figures indicate that only for correlated discharge and volume at 
site USGS 7378000 shows a significant difference, but it is also seen that the joint 
probability plot at different times converge to the stationary case. All other correlated 
discharge variables at all 4 sites do not show significant differences. For correlated peak 
discharge and duration at USGS 7377500 and the correlated flood volume and duration at 
USGS 7378000, no contributions by nonstationarity were found; thus in these two cases, 
the stationary bivariate analysis still held as the stationarity assumption held for the 
bivariate flood frequency analysis for USGS 7377000.  
Furthermore, the conditional probability plots for the correlated discharge variables 
are shown in Figures 8.10-8.12. It is seen that the conditional probability plots do show 
some difference between nonstationary and stationary cases. To this end, one can say that 
for some cases, the nonstationarity does exist in the bivariate flood frequency analysis, 
but the improvement may not be sufficiently large.  
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Figure 8.7 Comparison of stationary and nonstationary bivariate plots at different times 
for USGS 7377500. 
(a: Discharge and volume; b: Discharge and duration, c: Volume and duration) 









































Figure 8.8 Comparison of stationary and nonstationary bivariate plots at different times 
for USGS 7378000  
(a: Discharge and volume; b: Discharge and duration, c: Volume and duration). 
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Figure 8.9 Comparison of stationary and nonstationary bivariate plots at different times 
for USGS 7378500  










































































Figure 8.10 Comparsion of conditional bivariate frequency analyses of stationary and 
nonstationary assumption at USGS 7377500. 
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Figure 8.11 Comparsion of conditional bivariate frequency analyses of stationary and 
nonstationary assumption at USGS 7378000. 
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Figure 8.12 Comparsion of conditional bivariate frequency analyses of stationary and 
nonstationary assumption at USGS 7378500. 
(a: Discharge and volume; b: Discharge and duration; c: Volume and duration) 
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8.4.2 Trivariate Nonstationary Flood Frequency Analysis 
Similar to the bivariate nonstationary flood frequency analysis, the best fitted stationary 
trivariate copula, say, the Gumbel-Hougaard copula was tested by coupling 
nonstationarity. Parameters estimated for the correlated flood variables at each site were 
given in Table 8.8.  
Table8.8 Parameters and AIC values of trivariate flood frequency analysis.  
  USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500
Gumbel-Hougaard (θ’) 2.69 2.79 3.1 2.02 
AIC -108.58 -154.12 -148.94 -41.54 
 
By comparing this table with Table 7.15, it is found that for site USGS 7377500, USGS 
7378000, and USGS 7378500 in which the stationary assumption was rejected for the 
univarate flood discharge and volume frequency analysis: (1) the AIC values obtained by 
the nonstationary assumption are slightly smaller than those by the stationary assumption 
at USGS 7377500 and USGS 7378500; and (2) the AIC values obtained by the 
nonstationary assumption is slightly larger than that obtained by the stationarity 
assumption at USGS 7378000.   
 Based on the results from the bivariate flood frequency analysis, it is safe to 
conclude that there is not enough improvement due to the inclusion of nonstationarity 
with slightly reduced AIC values. Thus the stationarity assumption can be safely applied.  
8.5 Conclusions 
The following conclusions can be drawn from this chapter: (1) The time-frequency 
analysis using the Wigner distribution shows that the flood time series are more or less 
nonstationary. This method cannot tell whether a significant time trend exists in the time 
series. (2) The time domain analysis, i.e., the time trend analysis by the first two moments 
and Mann-Kendall test, can detect whether a significant time trend exists using certain 
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critical statistics, i.e., p-value. Significant time trends were found in peak discharge and 
volume flood time series at USGS 7377500, USGS 737800 and USGS 7378500. (3) The 
nonstationarity existing in the flood time series clearly contributed to univariate and 
multivariate flood frequency analysis, i.e., the AIC values obtained for the 
nonstationarity-based probability distribution are smaller than those obtained for the 
stationarity-based probability distribution. (4) The stationary assumption can be safely 
applied for the multivariate flood frequency analysis, even though nonstationarity does 
make a contribution to the univariate frequency analysis.  
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CHAPTER 9  
 
LOW FLOW FREQUENCY ANALYSIS 
 
Low-flow frequency analysis is another important part of hydrologic frequency analysis. 
In this chapter, the copula method was employed to explore the dependence structure of 
the low-flow variables, i.e., annual maximum discharge deficit (Q), total deficit (V), and 
low-flow duration (D). The low-flow data at four streamflow stations located in the 
Amite River basin were analyzed. It was found that the copula concept can be 
appropriately applied to both bivariate and trivariate low-flow frequency analyses.  
9.1 Literature Review 
Linsley, et al. (1975) defined hydrological drought as a period during which streamflows 
could not satisfy established uses under a given water management plan. Gupta and 
Duckstein (1975) developed a stochastic analysis of extreme droughts. Dracup et al. 
(1980) discussed different definitions of droughts in terms of their impacts and concluded 
that the selection of the water deficit, the averaging period, and the truncation level were 
important in drought analysis. Sen (1980) formulated a probabilistic distribution of 
extreme events based on the theory of extremes of random variables and constructed a 
drought-generating mechanism. Chang et al. (1984) applied run-length distribution for 
daily precipitation modeling where the dry run was related to drought. Chang (1990) 
investigated the effects of droughts on streamflow characteristics. He defined drought 
using daily streamflow series and different truncation levels. He found that for the Scioto 
River in Ohio, the flow ratios of 17 selected subbasins decreased significantly with 
increasing truncation level.  
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Zelenhasić and Salvai (1987) analyzed streamflow droughts using the theory of 
random number of random variables. All important components of droughts, i.e., deficit, 
duration, time of occurrence, and number of streamflow droughts given in a certain time 
interval were considered. In their analysis, they assumed that the droughts were 
independent identically distributed random variables following the Poisson probability 
law. Applying the method to Sava River at Sr. Mitrovica and Tisa River at Senta in 
Yugoslavia, they found a good agreement between theoretical and empirical distributions 
for both sites.  Berić et al. (1990) presented a stochastic model to analyze extreme dry 
weather intervals in the growing season at a given meteorological station, and the 
droughts were defined as the upper extremes of dry weather intervals and were treated as 
a random number of random variables. Fitting a distribution to the largest streamflow 
drought deficit and using the composite hydrograph recession curve for deriving the n-
year streamflow drought. Zelenhasić (2002) proposed a method for the case when the 
assumption of identical deficit and duration frequencies was not valid. He found that the 
method was reliable, efficient and simple.   
Ashkar et al. (1998) studied the relationship of volume and duration of low-flow 
events of the Lepreau River in New Brunswick, Canada. The joint distribution with 
exponential marginals, i.e., Singh-Singh method (1991) and Nagao-Kadoya method 
(1971) was applied. They found that for low-flow event analysis the performance of 
Nagao-Kadoya method was better than that by the Singh-Singh method in case of the 
very strong correlation between low-flow volume and duration. 
Low-flow (drought) analyses have mostly been focused on the univariate case or 
using the random number of random variables theory and much less attention has been 
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given to the joint analysis of low-flow variables. In this chapter, multivariate low-flow 
frequency analysis will be investigated using the copula method with the objective to test 
the efficiency of the copula method. Similar to stationary rainfall and flood frequency 
analyses, the low-flow variables are assumed stationary and identically distributed 
random variables. 
9.2 Low-Flow Data  
Low-flow data were generated directly from the streamflow hydrograph. As shown in 
Figure 9.1, the reference discharge (Qr) was selected and was applied as the truncation 
level (threshold) to the original continuous discharge series. The low flow discharge 
series { )(' tQ , t ≥ 0} was thus created by considering the flow below Qr. The discharge 
deficit (Qt) was expressed by the difference between the reference discharge Qr and 'Q . 







dttQDQV                                                                      (9.1) 
where V denotes the total deficit of streamflow (drought serverity), D denotes the 
duration of the low-flow event,  and t1, t2 denote the starting and ending times of the low-
flow event.  
Low-flow data for this study were collected from streamflow stations in the Amite 
River basin, i.e., Darlington (USGS 7377000), Olive Branch (USGS 7377500), Comite 
(USGS 7378000), and Denham Springs (USGS 7378500). The largest deficit with the 
smallest discharge in 1 year period was selected. The reference discharge Qr, selected 
from daily streamflow records, was considered as 35% of the average daily streamflow 
for further drought frequency analysis. The basic data information about the low-flow 
data are given in Table 9.1.  
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Figure 9.1 Hydrograph with low-flow characteristics. 
 
Table 9.1 Low-flow reference discharge values. 
Streamflow Length of Mean Reference discharge (cfs) 
Stations Record (cfs) 35% 50% 60% 70% 90% 
USGS 7377000 1951-2002 913.97 319.89 456.98 548.38 639.78 822.57
USGS 7377500 1951-2002 241.16 84.405 120.58 144.69 168.81 217.04
USGS 7378000 1951-2002 488.45 170.96 244.23 293.07 341.92 439.61
USGS 7378500 1951-2002 2108 737.82 1054 1264.8 1475.6 1897.2
 (Note: for USGS 7377000, The actual length of the record is 45 with 7 years data 
missing). 
 
 Additionally, the reference discharge Qr, selected above, can also be considered as 
50%, 60%, 70%, 90% etc. of the average daily streamflow. It is shown that with these 
increased reference discharge values, the maximum discharge deficit, the drought 
duration and the total deficit of the annual severe drought event increase as well. Flows 
with different reference discharge values are given in Table 9.1  
9.3 Univariate Stationary Low-Flow Frequency Analysis 
Similar to rainfall and flood frequency analysis, univariate low-flow frequency analysis 
involves frequency analysis of annual maximum discharge deficit, low-flow duration, and 




9.3.1 Empirical Nonexceedance Probabilities 
Univariate empirical probabilities of low-flow events were obtained using the Gringorten 
position-plotting formula in Table 2.2. 
9.3.2 Fitting Probability Distributions to Low-Flow Variables 
Low-flow variables include annual maximum discharge deficit (Q), low-event duration 
(D) and total deficit (V) which is generated from eq. (9.1). Relevant statistics of these 
low-flow variables are given in Table 9.2. Based on these statistical characteristics, 
univariate probability distributions discussed in Chapter 2 were considered for fitting to 
the data of low-flow variables. 
Table 9.2 Relevant data statistics of low-flow variables. 
Site Variables m1 l1 m2 l2 
USGS7377000 
Annual minimum 
discharge(cfs) 241.76 247.09 1807.1 22.77 
  Duration (day) 53.47 54.49 1411.1 20.37 
  Deficit (cfs.day) 15486 15745 1.70E+08 6351.5 
  
Annual minimum 
discharge(cfs) 41.81 - 55.65 - 
USGS7377500 Duration (day) 37.37 - 688.55 - 
  Deficit (cfs.day) 1977.6 - 2.85E+06 - 
  
Annual minimum 
discharge(cfs) 52.37 - 139.22 - 
USGS7378000 Duration (day) 34.75 - 740.66 - 
  Deficit (cfs.day) 2061 - 2.21E+06 - 
  
Annual minimum 
discharge(cfs) 396.73 - 8.57E+03 - 
USGS7378500 Duration (day) 43.73 - 1.14E+03 - 
  Deficit (cfs.day) 18167 - 1.63E+08 - 
  skewness l-skew kurtosis l-kurtosis 
USGS7377000 
Annual minimum 
discharge(cfs) 1.31 0.02 3.38 0.17 
  Duration (day) 1.28 0.2 2.31 0.13 
  Deficit (cfs.day) 2.31 0.31 7 0.24 
  
Annual minimum 
discharge(cfs) 0.55 - 0.06 - 
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(Table 9.2 continued) 
USGS7377500 Duration (day) 1 - 0.69 - 
  Deficit (cfs.day) 2.11 - 6.05 - 
  
Annual minimum 
discharge(cfs) 0.78 - 2.07 - 
USGS7378000 Duration (day) 1.14 - 0.53 - 
  Deficit (cfs.day) 1 - -0.09 - 
  
Annual minimum 
discharge(cfs) 0.62 - -0.05 - 
USGS7378500 Duration (day) 0.96 - 0.47 - 
  Deficit (cfs.day) 0.71 - -0.23 - 
(Note: - denotes the method is not valid.) 
 
 Parameters of each univariate distributions for low-flow events were estimated by 
MOM, MLE, LMM and are given in Tables 9.3-9.5. It is seen that except for station 
USGS 7377000, LMM is not a valid parameter estimation technique for other 3 stations 
because the second order sample linear moment is zero.  
The goodness-of-fit statistics, i.e., MSE (eq. (2.80)), RMSE (eq. (2.80a)), BIAS (eq. 
(2.81)), and AIC (eq. (2.82)), were applied for model selection. The goodness-of-fit 
statistics for each fitted distribution are given in Tables 9.6-9.8. These indicate that four 
goodness-of-fit statistics show the same trend, i.e., when a smaller MSE is obtained, 
smaller RMSE, BIAS and AIC are obtained correspondingly. Thus, based on the 
goodness-of-fit statistics, the chosen best fitted distributions for low-flow variables are 
given in Table 9.9, with the best fitted probability density plots shown in Figures 9.2-9.4.  
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Table 9.3 Parameters of probability distributions fitted to maximum discharge deficit. 
  USGS7377000 USGS7377500 USGS7378000 USGS7378500 
Exponential MOM 42.51 199.25 - 7.46 34.35 - 11.80 40.57 - 92.59 304.14 - 
(α, β) MLE 73.39 168.37 - 14.08 27.73 - 23.82 28.54 - 170.00 226.73 - 
 LM 45.54 201.55 - - - - - - - - - - 
Gamma MOM 7.47 32.34 - 1.33 31.41 - 2.66 19.70 - 21.61 18.36 - 
(α, β) MLE 6.68 36.19 - 1.27 32.89 - 2.53 20.68 - 20.46 19.39 - 
 LM 6.64 37.23 - - - - - - - - - - 
Pearson MOM 27.84 2.33 176.84 2.05 13.23 14.67 4.60 6.57 22.12 28.51 10.55 96.06 
(α, β, γ ) MLE 40.98 1.79 166.25 8.21 1.72 27.31 15.35 1.54 28.18 107.67 1.57 224.03
 LM - - - - - - - - - - - - 
Log-Pearson MOM 0.05 11.22 4.92 0.01 373.99 0.31 0.01 458.45 -0.85 0.01 444.14 1.12 
(α, β, γ ) MLE 0.09 4.28 5.05 0.13 3.20 3.27 0.19 3.12 3.30 0.15 3.88 5.34 
 LM 0.53 0.22 5.48 - - - - - - - - - 
Normal MOM 241.76 42.51 - 41.81 7.46 - 52.37 11.80 - 396.73 92.59 - 
(µ, σ) MLE 241.76 42.51 - 41.81 7.46 - 52.37 11.80 - 396.73 92.59 - 
 LM 247.09 40.36 - - - - - - - - - - 
Log-Normal MOM 5.47 0.17 - 3.72 0.18 - 3.93 0.22 - 5.96 0.23 - 
(µy, σy) MLE 5.47 0.17 - 3.72 0.18 - 3.93 0.22 - 5.96 0.23 - 
 LM 5.50 0.16 - - - - - - - - - - 
Inverse MOM 241.76 7819.10 - 41.81 1313.20 - 52.37 1031.40 - 396.73 7283.80 - 
Gaussian 
(λ, δ) MLE 241.76 8864.10 - 41.81 1355.30 - 52.37 1041.40 - 396.73 7482.40 - 
Gumbel MOM 33.15 222.62 - 5.82 38.45 - 9.20 47.06 - 72.19 355.06 - 
(α, β) MLE 38.01 255.93 - 6.74 44.13 - 11.14 56.15 - 86.69 422.62 - 
 LM 32.85 228.13 - - - - - - - - - - 
Weibull MOM 60.54 1.32 - 17.04 2.13 - 23.06 1.80 - 201.97 2.02 - 
(a, b) MLE 259.87 5.26 - 44.97 5.80 - 57.04 4.45 - 433.55 4.51 - 
 LM 126.42 3.08 - - - - - - - - - - 
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(Table 9.3 continued) 
Box-Cox MOM 0.95 0.0005 -1.04 2.54 0.08 -0.22 5.05 0.36 0.12 3.79 0.09 -0.16 
(µ, σ, λ ) MLE 0.95 0.0005  2.54 0.08  5.05 0.36 0.12 3.79 0.09  
 LM 0.98 0.0005  - - - - - - - - - 
(Note: - denote the method is not valid.) 
 
Table 9.4 Parameters of probability distributions fitted to low-flow duration. 
  USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500 
Exponential MOM 37.56 15.90 - 26.24 11.13 - 27.22 7.53 - 33.78 9.95 - 
(α, β) MLE 50.59 2.88 - 34.02 3.35 - 31.35 3.40 - 43.57 0.16 - 
 LM 40.73 13.76 - - - - - - - - - - 
Gamma MOM 26.39 2.03 - 18.43 2.03 - 21.31 1.63 - 26.09 1.68 - 
(α, β) MLE 27.14 1.97 - 19.51 1.92 - 20.39 1.70 - 32.55 1.34 - 
 LM 27.04 2.02 - - - - - - - - - - 
Pearson MOM 24.00 2.45 -5.33 13.06 4.04 -15.35 15.47 3.10 -13.13 16.17 4.36 -26.82 
(α, β, γ ) MLE 48.63 1.02 4.02 31.64 1.06 3.70 29.84 1.03 3.85 42.48 1.01 0.98 
 LM 22.68 2.77 -8.36 - - - - - - - - - 
Log-
Pearson MOM 0.35 5.47 1.77 0.23 13.16 0.34 0.12 49.06 -2.76 0.68 2.65 1.56 
(α, β, γ ) MLE 2.06 1.13 1.19 1.48 1.33 1.33 1.56 1.19 1.29 - - - 
 LM 0.62 1.93 2.58 - - - - - - - - - 
Normal MOM 53.47 37.56 - 37.37 26.24 - 34.75 27.22 - 43.73 33.78 - 
(µ, σ) MLE 53.47 37.56 - 37.37 26.24 - 34.75 27.22 - 43.73 33.78 - 
 LM 54.49 36.10 - - - - - - - - - - 
Log-
Normal MOM 3.78 0.63 - 3.42 0.63 - 3.31 0.69 - 3.54 0.68 - 
(µy, σy) MLE 3.70 0.83 - 3.34 0.83 - 3.23 0.85 - 3.36 1.11 - 
 LM 3.76 0.69 - - - - - - - - - - 
Inverse MOM 53.47 108.32 - 37.37 75.77 - 34.75 56.66 - 43.73 73.29 - 
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(Table 9.4 continued) 
Gaussian 
(λ, δ) MLE 53.47 53.33 - 37.37 40.77 - 34.75 34.84 - 43.73 16.37 - 
Gumbel MOM 29.29 36.56 - 20.46 25.56 - 21.22 22.50 - 26.34 28.53 - 
(α, β) MLE 39.04 50.59 - 27.51 35.07 - 27.77 31.17 - 34.58 38.34 - 
 LM 29.38 37.53 - - - - - - - - - - 
Weibull MOM 54.45 1.34 - 44.81 1.57 - 42.75 1.45 - 59.04 1.60 - 
(a, b) MLE 59.30 1.49 - 41.40 1.48 - 38.03 1.34 - 46.77 1.25 - 
 LM 60.48 1.49 - - - - - - - - - - 
Box-Cox MOM 7.78 2.75 0.34 6.05 2.20 0.30 4.24 1.38 0.15 7.99 3.82 0.40 
(µ, σ, λ ) MLE 7.78 2.75 0.34 6.05 2.20 0.30 4.24 1.38 0.15 7.99 3.82 0.40 
 LM 7.96 2.79 0.34 - - - - - - - - - 
(Note: - denote the method is not valid.) 
 
Table 9.5 Parameters of probability distributions fitted to the total deficit. 
  USGS 7377000 USGS 7377500 
Exponential MOM 13032.00 2453.90 - 1687.30 290.25 - 
(α, β) MLE 14346.00 1140.20 - 1828.70 148.83 - 
 LM 12703.00 3042.30 - - - - 
Gamma MOM 10967.00 1.41 - 1439.70 1.37 - 
(α, β) MLE 8409.80 1.84 - 1169.90 1.69 - 
 LM 9313.70 1.69 - - - - 
Pearson MOM 15038.00 0.75 4192.40 1776.80 0.90 375.24 
(α, β, γ ) MLE 13480.00 1.04 1687.30 1711.40 1.05 172.79 
 LM 11701.00 1.14 2349.10 - - - 
Log-Pearson MOM 0.15 30.59 4.88 0.13 43.26 1.67 
(α, β, γ ) MLE 1.04 2.05 7.10 1.04 2.01 5.09 
 LM 0.84 1.14 8.60 - - - 
Normal MOM 15486.00 13032.00 - 1977.60 1687.30 - 
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                    (Table 9.5 continued) 
(µ, σ) MLE 15486.00 13032.00 - 1977.60 1687.30 - 
 LM 15745.00 11258.00 - - - - 
Log-Normal MOM 9.38 0.73 - 7.32 0.74 - 
(µy, σy) MLE 9.35 0.81 - 7.27 0.85 - 
 LM 9.38 0.75 - - - - 
Inverse Gaussian MOM 15486.00 21867.00 - 1977.60 2716.40 - 
(λ, δ) MLE 15486.00 17042.00 - 1977.60 1958.00 - 
Gumbel MOM 10161.00 9621.00 - 1315.60 1218.20 - 
(α, β) MLE 12617.00 13822.00 - 1636.40 1729.90 - 
 LM 9163.30 10456.00 - - - - 
Weibull MOM 11312.00 0.91 - 1605.40 0.97 - 
(a, b) MLE 16986.00 1.34 - 2153.30 1.30 - 
 LM 13817.00 1.08 - - - - 
Box-Cox MOM 19.04 2.86 0.14 12.37 2.22 0.13 
(µ, σ, λ ) MLE 19.04 2.86 0.14 12.37 2.22 0.13 
 LM 19.46 2.86 0.14 - - - 
  USGS 7378000 USGS 7378500 
Exponential MOM 1487.80 573.17 - 12768.00 5399.50 - 
(α, β) MLE 1841.40 219.59 - 17982.00 185.19 - 
 LM - - - - - - 
Gamma MOM 1074.00 1.92 - 8973.30 2.02 - 
(α, β) MLE 1036.80 1.99 - 11656.00 1.56 - 
 LM - - - - - - 
Pearson MOM 741.43 4.03 -924.58 4520.80 7.98 -17893.00 
(α, β, γ ) MLE 1695.60 1.07 241.11 17387.00 1.01 554.58 
 LM - - - - - - 
Log-Pearson MOM 0.11 49.20 1.87 0.66 2.38 7.89 
(α, β, γ ) MLE 0.87 2.15 5.42 1.81 1.79 6.09 
 LM - - - - - - 
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                     (Table 9.5 continued) 
Normal MOM 2061.00 1487.80 - 18167.00 12768.00 - 
(µ, σ) MLE 2061.00 1487.80 - 18167.00 12768.00 - 
 LM - - - - - - 
Log-Normal MOM 7.42 0.65 - 9.61 0.63 - 
(µy, σy) MLE 7.36 0.78 - 9.45 1.02 - 
 LM - - - - - - 
Inverse Gaussian MOM 2061.00 3954.80 - 18167.00 36782.00 - 
(λ, δ) MLE 2061.00 2605.80 - 18167.00 9085.20 - 
Gumbel MOM 1160.00 1391.40 - 9955.20 12421.00 - 
(α, β) MLE 1553.00 1938.60 - 13487.00 16731.00 - 
 LM - - - - - - 
Weibull MOM 2539.20 1.57 - 26162.00 1.89 - 
(a, b) MLE 2288.00 1.47 - 19804.00 1.38 - 
 LM - - - - - - 
Box-Cox MOM 14.38 2.57 0.16 189.22 72.09 0.47 
(µ, σ, λ ) MLE 14.38 2.57 0.16 189.22 72.09 0.47 
 LM - - - - - - 
                    (Note: - denote the method is not valid.) 
 
Table 9.6 Goodness-of-fit statistics for annual maximum discharge deficit. 
  USGS 7377000 USGS 7377500 
Exponential MSE 4719.40 41865.00 4719.40 243.31 2337.90 - 
 RMSE 68.70 204.61 68.70 15.60 48.35 - 
 BIAS -0.02 0.86 -0.02 -0.11 1.21 - 
 AIC 384.68 480.62 384.68 289.71 383.04 - 
Gamma MSE 2886.90 5372.80 2886.90 26.88 37.59 - 
 RMSE 53.73 73.30 53.73 5.18 6.13 - 
 BIAS 0.03 -0.04 0.03 0.02 -0.02 - 
 AIC 362.56 463.28 362.56 175.16 357.10 - 
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                            (Table 9.6 continued) 
Pearson MSE 2886.90 9076.50 - 26.88 636.49 - 
 RMSE 53.73 95.27 - 5.18 25.23 - 
 BIAS 0.03 0.78 - 0.02 1.17 - 
 AIC 364.56 468.68 - 177.16 369.86 - 
Log-Pearson MSE 2540.50 6012.60 143780.00 26.95 846.12 - 
 RMSE 50.40 77.54 379.19 5.19 29.09 - 
 BIAS 0.02 1.50 -5.22 0.00 1.57 - 
 AIC 358.80 -518.79 540.42 177.29 -402.51 - 
Normal MSE 7504.90 7504.90 8695.30 75.08 75.08 - 
 RMSE 86.63 86.63 93.25 8.66 8.66 - 
 BIAS 0.02 0.02 -1.07 0.01 0.01 - 
 AIC 405.55 468.18 412.17 228.57 359.56 - 
Log-Normal MSE 4298.60 4517.60 8695.30 27.67 28.05 - 
 RMSE 65.56 67.21 93.25 5.26 5.30 - 
 BIAS 0.04 -0.02 -1.07 0.01 -0.01 - 
 AIC 380.47 461.60 412.17 176.66 356.59 - 
Inverse MSE 4983.10 4985.60 - 48.81 47.41 - 
Gaussian RMSE 70.59 70.61 - 6.99 6.89 - 
 BIAS -0.65 -0.65 - -0.81 -0.81 - 
 AIC 387.12 416.67 - 206.17 304.57 - 
Gumbel MSE 3384.00 65220.00 3741.60 72.67 2142.10 - 
 RMSE 58.17 255.38 61.17 8.52 46.28 - 
 BIAS -0.04 -6.90 -1.00 -0.08 -7.85 - 
 AIC 369.71 503.69 374.23 226.87 408.49 - 
Weibull MSE 1567200.00 17000.00 753400.00 37215.00 208.35 - 
 RMSE 1251.90 130.38 867.98 192.91 14.43 - 
 BIAS 35.60 0.76 24.58 34.27 0.41 - 
 AIC 645.92 477.99 612.96 551.27 364.93 - 
Box-Cox MSE 2422.60 2422.60 3766100.00 27.14 27.14 - 
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                   (Table 9.6 continued) 
 RMSE 49.22 49.22 1941.00 5.21 5.21 - 
 BIAS 0.01 0.01 53.59 0.00 0.00 - 
 AIC 356.67 -575.37 687.41 177.65 -147.54 - 
  USGS 7378000 USGS 7378500 
exponential MSE 735.23 7766.00 - 33809.00 317490.00 - 
 RMSE 27.12 88.13 - 183.87 563.47 - 
 BIAS -0.30 2.06 - -0.25 1.85 - 
 AIC 347.21 437.75 - 546.28 642.12 - 
Gamma MSE 249.55 260.10 - 5765.30 7397.40 - 
 RMSE 15.80 16.13 - 75.93 86.01 - 
 BIAS -0.02 -0.04 - 0.02 -0.04 - 
 AIC 291.02 404.01 - 454.30 617.85 - 
Pearson MSE 249.55 3054.80 - 5765.30 101980.00 - 
 RMSE 15.80 55.27 - 75.93 319.34 - 
 BIAS -0.02 1.86 - 0.02 1.56 - 
 AIC 293.02 425.08 - 456.30 630.39 - 
Log-Pearson MSE 242.47 5571.60 - 5895.00 114080.00 - 
 RMSE 15.57 74.64 - 76.78 337.75 - 
 BIAS -0.03 1.35 - -0.01 2.16 - 
 AIC 291.52 -391.92 - 457.46 -609.92 - 
Normal MSE 367.72 367.72 - 16117.00 16117.00 - 
 RMSE 19.18 19.18 - 126.95 126.95 - 
 BIAS 0.05 0.05 - 0.05 0.05 - 
 AIC 311.18 407.24 - 507.76 621.50 - 
Log-Normal MSE 235.98 236.06 - 5770.60 5785.70 - 
 RMSE 15.36 15.36 - 75.97 76.06 - 
 BIAS -0.01 -0.03 - 0.01 -0.02 - 
 AIC 288.12 403.88 - 454.35 617.16 - 
Inverse MSE 333.32 329.50 - 11454.00 10959.00 - 
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                   (Table 9.6 continued) 
Gaussian RMSE 18.26 18.15 - 107.03 104.69 - 
 BIAS -1.31 -1.31 - -1.39 -1.39 - 
 AIC 306.07 351.99 - 490.00 565.05 - 
Gumbel MSE 326.87 5930.20 - 11464.00 355340.00 - 
 RMSE 18.08 77.01 - 107.07 596.10 - 
 BIAS -0.11 -10.25 - -0.08 -10.59 - 
 AIC 305.06 450.63 - 490.04 661.19 - 
Weibull MSE 53284.00 633.84 - 2480300.00 27265.00 - 
 RMSE 230.83 25.18 - 1574.90 165.12 - 
 BIAS 33.20 0.77 - 30.09 0.42 - 
 AIC 569.94 412.71 - 769.64 624.75 - 
Box-Cox MSE 240.84 240.84 - 6004.50 6004.50 - 
 RMSE 15.52 15.52 - 77.49 77.49 - 
 BIAS -0.03 -0.03 - -0.01 -0.01 - 
 AIC 291.18 11.66 - 458.41 -137.44 - 
                           (Note: - denote the method is not valid.) 
 
Table 9.7 Goodness-of-fit statistics for low-flow duration. 
  USGS 7377000 USGS 7377500 
Exponential MSE 1742.50 7419.30 1742.50 1166.10 3588.90 - 
 RMSE 41.74 86.14 41.74 34.15 59.91 - 
 BIAS -7.37 5.72 -7.37 -7.36 4.59 - 
 AIC 339.84 447.14 339.84 371.19 474.80 - 
Gamma MSE 953.11 892.13 953.11 402.82 360.88 - 
 RMSE 30.87 29.87 30.87 20.07 19.00 - 
 BIAS 0.67 -0.54 0.67 2.66 -0.50 - 
 AIC 312.69 442.08 312.69 315.92 473.77 - 
Pearson MSE 953.11 5637.80 1029.30 402.82 2467.30 - 
 RMSE 30.87 75.09 32.08 20.07 49.67 - 
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                        (Table 9.7 continued) 
 BIAS 0.67 4.62 0.02 2.66 3.84 - 
 AIC 314.69 447.06 318.15 317.92 475.05 - 
Log-Pearson MSE 1186.5 2.52E+09 2.79E+05 800.26 8.29E+07 - 
 RMSE 34.45 50182.00 528.03 28.29 9106.70 - 
 BIAS -0.53 -324.85 -9.06 -0.41 -102.14 - 
 AIC 324.55 -159.22 570.22 353.62 -176.02 - 
Normal MSE 6145.50 6145.50 6100.00 2721.40 2721.40 - 
 RMSE 78.39 78.39 78.10 52.17 52.17 - 
 BIAS 13.80 13.80 9.77 10.84 10.84 - 
 AIC 396.56 457.05 396.22 415.26 490.37 - 
Log-Normal MSE 1562.80 11455.00 6100.00 1271.50 7586.40 - 
 RMSE 39.53 107.03 78.10 35.66 87.10 - 
 BIAS -5.63 -0.93 9.77 -6.25 -0.63 - 
 AIC 334.94 447.14 396.22 375.69 477.71 - 
Inverse MSE 12009 1.08E+05 - 7237.8 5.01E+04 - 
Gaussian RMSE 109.58 328.93 - 85.08 223.87 - 
 BIAS -15.33 -10.13 - -17.69 -13.99 - 
 AIC 426.70 408.68 - 466.13 428.70 - 
Gumbel MSE 1757.80 25897.00 1248.10 698.81 14241.00 - 
 RMSE 41.93 160.92 35.33 26.44 119.33 - 
 BIAS 7.35 -14.13 1.96 5.58 -17.58 - 
 AIC 340.23 456.97 324.82 344.57 491.56 - 
Weibull MSE 1631.00 1206.90 1175.40 654.65 260.09 - 
 RMSE 40.39 34.74 34.28 25.59 16.13 - 
 BIAS 5.02 -0.18 -1.03 -6.07 -0.44 - 
 AIC 336.86 442.20 322.12 341.17 473.81 - 
Box-Cox MSE 869.35 869.35 1205.80 471.79 471.79 - 
 RMSE 29.49 29.49 34.73 21.72 21.72 - 
 BIAS -0.45 -0.45 -2.71 -0.42 -0.42 - 
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                        (Table 9.7 continued) 
 AIC 310.55 193.83 325.27 326.14 199.78 - 
  USGS 7378000 USGS 7378500 
Exponential MSE 1478.90 2082.20 - 2093.20 5959.80 - 
 RMSE 38.46 45.63 - 45.75 77.20 - 
 BIAS -4.65 2.53 - -26.75 5.76 - 
 AIC 383.55 466.31 - 401.62 500.53 - 
Gamma MSE 1218.40 1057.00 - 838.19 1732.80 - 
 RMSE 34.91 32.51 - 28.95 41.63 - 
 BIAS 4.91 -0.65 - 18.80 -1.49 - 
 AIC 373.47 469.41 - 354.02 498.35 - 
Pearson MSE 1218.40 1762.40 - 838.19 4951.30 - 
 RMSE 34.91 41.98 - 28.95 70.37 - 
 BIAS 4.91 1.62 - 18.80 4.06 - 
 AIC 375.47 466.78 - 356.02 500.57 - 
Log-Pearson MSE 2653.90 71388000.00 - 487.40 - - 
 RMSE 51.52 8449.20 - 22.08 - - 
 BIAS -0.31 -94.51 - -1.07 - - 
 AIC 415.96 -163.59 - 327.83 - - 
Normal MSE 4644.70 4644.70 - 4606.70 4606.70 - 
 RMSE 68.15 68.15 - 67.87 67.87 - 
 BIAS 15.17 15.17 - 60.20 60.20 - 
 AIC 443.06 494.16 - 442.63 516.64 - 
Log-Normal MSE 2375.00 6624.80 - 2929.30 73194.00 - 
 RMSE 48.73 81.39 - 54.12 270.54 - 
 BIAS -5.60 -0.38 - -23.94 -3.81 - 
 AIC 408.18 469.88 - 419.09 510.81 - 
Inverse MSE 11052.00 48448.00 - 15860.00 971370.00 - 
Gaussian RMSE 105.13 220.11 - 125.94 985.58 - 
 BIAS -18.98 -15.47 - -35.39 128.40 - 
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                         (Table 9.7 continued) 
 AIC 488.14 419.84 - 506.92 481.83 - 
Gumbel MSE 1846.50 12860.00 - 1324.00 17601.00 - 
 RMSE 42.97 113.40 - 36.39 132.67 - 
 BIAS 9.72 -13.87 - 29.43 1.73 - 
 AIC 395.09 490.62 - 377.80 515.30 - 
Weibull MSE 1706.10 939.65 - 4767.10 760.16 - 
 RMSE 41.31 30.65 - 69.04 27.57 - 
 BIAS -8.25 -0.12 - -28.96 -2.54 - 
 AIC 390.98 470.40 - 444.41 497.40 - 
Box-Cox MSE 2142.40 2142.40 - 809.29 809.29 - 
 RMSE 46.29 46.29 - 28.45 28.45 - 
 BIAS -0.30 -0.30 - -1.09 -1.09 - 
 AIC 404.82 151.18 - 354.20 257.12 - 
                                   (Note: - denote the method is not valid.) 
 
Table 9.8 Goodness-of-fit statistics for total deficit. 
  USGS 7377000 USGS 7377500 
Exponential MSE 3.14E+08 3.53E+08 3.14E+08 3.07E+06 3.37E+06 - 
 RMSE 17721.00 18793.00 17721.00 1753.30 1834.50 - 
 BIAS -0.09 4.02 -0.09 -0.68 3.67 - 
 AIC 884.43 955.41 884.43 780.80 889.18 - 
Gamma MSE 2.71E+08 5.79E+08 2.71E+08 2.75E+06 6.69E+06 - 
 RMSE 16450.00 24053.00 16450.00 1658.50 2587.20 - 
 BIAS -2.79 -0.51 -2.79 -1.73 -0.60 - 
 AIC 877.73 953.93 877.73 775.02 889.93 - 
Pearson MSE 2.71E+08 3.09E+08 3.52E+08 2.75E+06 2.90E+06 - 
 RMSE 16450.00 17581.00 18771.00 1658.50 1702.10 - 
 BIAS -2.79 1.45 -1.71 -1.73 2.66 - 
 AIC 879.73 953.58 891.61 777.02 889.38 - 
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                           (Tabel 9.8 continued) 
Log-Pearson MSE 3.17E+08 1.06E+12 5.08E+10 1.83E+06 2.45E+10 - 
 RMSE 17795.00 1.03E+06 2.25E+05 1351.8 1.56E+05 - 
 BIAS -0.32 -17.33 -15.00 -0.26 -21.75 - 
 AIC 886.80 -698.29 1115.30 755.75 -592.50 - 
Normal MSE 1.76E+09 1.76E+09 1.68E+09 2.97E+07 2.97E+07 - 
 RMSE 41981.00 41981.00 41036.00 5448.10 5448.10 - 
 BIAS 18.98 18.98 9.39 22.30 22.30 - 
 AIC 962.05 983.47 960.00 898.71 923.38 - 
Log-Normal MSE 2.30E+08 1.81E+08 1.68E+09 2.33E+06 3.48E+06 - 
 RMSE 15181.00 13441.00 41036.00 1526.30 1864.40 - 
 BIAS -1.77 -0.33 9.39 -3.36 -0.27 - 
 AIC 870.50 953.24 960.00 766.38 889.38 - 
Inverse MSE 2.35E+09 5.12E+09 - 4.48E+07 1.30E+08 - 
Gaussian RMSE 48458.00 71560.00 - 6692.00 11399.00 - 
 BIAS -13.95 -12.56 - -17.83 -15.15 - 
 AIC 974.96 910.81 - 920.10 838.88 - 
Gumbel MSE 7.86E+08 2.67E+09 7.08E+08 1.07E+07 4.45E+07 - 
 RMSE 28028.00 51656.00 26613.00 3275.50 6669.10 - 
 BIAS 13.69 -9.64 3.45 15.75 -10.45 - 
 AIC 925.69 973.18 921.03 845.80 912.29 - 
Weibull MSE 9.32E+08 6.15E+08 6.08E+08 9.85E+06 7.42E+06 - 
 RMSE 30528.00 24793.00 24651.00 3138.40 2724.10 - 
 BIAS 17.98 0.85 11.14 16.71 0.69 - 
 AIC 933.37 956.16 914.13 841.35 891.76 - 
Box-Cox MSE 2.74E+08 2.74E+08 3.85E+08 1.86E+06 1.86E+06 - 
 RMSE 16566.00 16566.00 19628.00 1365.60 1365.60 - 
 BIAS -0.27 -0.27 -5.92 -0.22 -0.22 - 
 AIC 880.36 197.22 895.63 756.81 200.72 - 
  USGS 7378000 USGS 7378500 
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                  (Table 9.8 continued) 
Exponential MSE 9.84E+06 1.61E+07 - 5.57E+08 1.81E+09 - 
 RMSE 3137.30 4009.40 - 23594.00 42580.00 - 
 BIAS -4.67 3.99 - -25.02 7.23 - 
 AIC 841.32 889.90 - 1051.10 1126.90 - 
Gamma MSE 7.25E+06 7.10E+06 - 1.68E+08 4.47E+08 - 
 RMSE 2692.00 2664.40 - 12968.00 21136.00 - 
 BIAS 3.39 -0.67 - 13.81 -1.40 - 
 AIC 825.40 889.74 - 988.90 1122.50 - 
Pearson MSE 7.25E+06 1.30E+07 - 1.68E+08 1.53E+09 - 
 RMSE 2692.00 3604.20 - 12968.00 39161.00 - 
 BIAS 3.39 3.04 - 13.81 5.45 - 
 AIC 827.40 889.87 - 990.90 1126.60 - 
Log-Pearson MSE 1.24E+07 7.61E+09 - 8.33E+07 1.03E+15 - 
 RMSE 3517.10 87263.00 - 9124.60 3.21E+07 - 
 BIAS -0.45 -16.06 - -0.87 -734.67 - 
 AIC 855.20 -615.51 - 954.35 -772.84 - 
Normal MSE 1.45E+07 1.45E+07 - 4.80E+08 4.80E+08 - 
 RMSE 3808.10 3808.10 - 21902.00 21902.00 - 
 BIAS 9.71 9.71 - 34.42 34.42 - 
 AIC 861.47 910.30 - 1043.40 1133.90 - 
Log-Normal MSE 1.18E+07 2.37E+07 - 5.76E+08 9.66E+09 - 
 RMSE 3435.60 4864.40 - 23997.00 98299.00 - 
 BIAS -4.34 -0.52 - -19.21 -3.41 - 
 AIC 850.76 890.34 - 1052.90 1135.40 - 
Inverse MSE 3.39E+07 1.09E+08 - 2.05E+09 8.84E+10 - 
Gaussian RMSE 5821.60 10428.00 - 45317.00 297390.00 - 
 BIAS -16.21 -14.60 - -30.56 39.87 - 
 AIC 905.61 838.56 - 1119.00 1100.40 - 
Gumbel MSE 9.31E+06 5.23E+07 - 2.61E+08 3.37E+09 - 
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                           (Table 9.8 continued) 
 RMSE 3050.90 7232.40 - 16170.00 58087.00 - 
 BIAS 5.83 -17.37 - 13.46 -11.53 - 
 AIC 838.41 909.80 - 1011.90 1136.90 - 
Weibull MSE 8.58E+06 6.23E+06 - 1.41E+09 1.81E+08 - 
 RMSE 2928.60 2496.50 - 37615.00 13447.00 - 
 BIAS -7.29 -0.22 - -34.30 -2.48 - 
 AIC 834.16 890.94 - 1099.70 1120.80 - 
Box-Cox MSE 1.09E+07 1.09E+07 - 1.75E+08 1.75E+08 - 
 RMSE 3298.30 3298.30 - 13237.00 13237.00 - 
 BIAS -0.43 -0.43 - -0.88 -0.88 - 
 AIC 848.52 216.06 - 993.04 562.70 - 
                           (Note: - denote the method is not valid.) 
 
Table 9.9 Best fitted distributions for low-flow variables 
Site Annual minimum 
discharge 
Duration Total deficit 
USGS 7377000 Gamma Gamma Log-Normal 
USGS 7377500 Gamma Gamma Log-Pearson 
USGS7378000 Log-Pearson Gamma Gamma 
USGS7378500 Gamma Log-Pearson Log-Pearson 
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Figure 9.2 Probability density plot for low-flow annual maximum discharge deficit.  




















































Figure 9.4 Probability density plot for low-flow total deficit. 
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9.3.3 Design Events for Specified Return Period from Univariate Low-Flow 
Frequency Analysis 
 
Once the probability distributions are fitted for each low-flow variable, the design events 
corresponding to specified return periods were obtained as given in Table 9.10 and are 
plotted in Figures 9.5-9.7. The design events obtained from sites USGS 7377500 and 
USGS 7378000 are smaller than those obtained from sites USGS 7377000 and USGS 
7378500. These results show that sites USGS 7377500 and USGS 7378000 have lower 
average daily streamflow than USGS 7377000 and USGS 7378500. 
Table 9.10 Design values of low-flow variables.  
Return period 
(years) Maximum discharge deficit (cfs) 
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500 
2 465.82 82.26 101.71 772.7 
5 543.87 95.564 123.08 937.61 
10 596.31 103.35 136.13 1037.6 
20 645.78 110.15 147.82 1127.3 
50 709.8 118.39 162.29 1238.9 
100 756.71 124.11 172.52 1582.1 
Return period 
(years) Duration (days) 
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500 
2 91.649 66.26 59.553 76.951 
5 160.61 114.21 109.45 138.6 
10 206.69 144.67 141.97 177.5 
20 250.03 172.55 172.14 212.97 
50 305.98 207.74 210.66 257.59 
100 346.88 233 238.58 347.44 
Return period 
(years) Total deficit (cfs.day) 
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500 
2 23698 2910.5 3641.2 33363 
5 43818 5904.7 6360 56387 
10 60461 8223.5 8087.6 70262 
20 78683 10570 9669.1 82599 
50 1.06E+05 13787 11665 97774 
100 1.29E+05 16250 13098 1.30E+05 
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Figure 9.5 Low flow maximum design discharge deficit. 
 






















Figure 9.6 Low-flow design duration.  



























Figure 9.7 Design Total deficit.  
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9.4 Stationary Bivariate Low-Flow Frequency Analysis 
Similar to stationary bivariate rainfall and flood frequency analyses, the correlation 
between low-flow variables and the corresponding empirical joint distribution need to be 
considered.  
9.4.1 Correlation of Low-Flow Variables 
Pearson’s linear coefficient (ρ) (eq. (2.50)) and Kendall’s tau rank coefficient (τ) (eq. 
(3.33)) were considered. The calculated Pearson’s linear coefficient and Kendall’s tau 
rank coefficient are given in Table 9.11. The correlation of low-flow variables indicates 
that only the maximum discharge deficit and the total deficit are positively correlated. 
The maximum discharge deficit and duration are negatively correlated as well as the total 
deficit and duration. For the four stations studied the maximum discharge deficit and the 
total deficit approach are independent at site USGS 7377500.  
Table 9.11 Correlation of low-flow variables 




Total deficit and 
duration 
Pearson’s linear coefficient for nontransformed variables 
USGS 7377000 -0.34 -0.49 0.81 
USGS 7377500 -0.059 -0.31 0.72 
USGS 7378000 -0.25 -0.39 0.97 
USGS 7378500 -0.51 -0.61 0.97 
Pearson’s linear coefficient for transformed variables 
USGS 7377000 -0.43 -0.55 0.95 
USGS 7377500 -0.093 -0.31 0.89 
USGS 7378000 -0.29 -0.44 0.98 
USGS 7378500 -0.54 -0.66 0.99 
Kendall’s tau coefficient 
USGS 7377000 -0.18 -0.19 0.90 
USGS 7377500 -0.068 -0.17 0.83 
USGS 7378000 -0.19 -0.12 0.91 






9.4.2 Determination of Empirical Joint Distribution 
The bivariate empirical joint distribution was determined from eq. (2.64). The theoretical 
stationary bivariate low-flow distributions were compared with the bivariate joint 
distributions determined from the copula method and by using the Box-Cox 
transformation.  
9.4.3. Copula-Based Bivariate Low-Flow Frequency Analysis 
The nonparametric estimation technique discussed in chapter 3 was applied for the 
estimation of copula parameters and the identification of 2-dimentional copulas for 
bivariate low-flow frequency analysis. The Gumbel-Hougaard [eq. (3.23)], the Ali-
Mikhail-Haq [eq. (3.24)], the Frank [eq. (3.25)], and the Cook-Johnson (or Clayton) [eq. 
(3.26)] copulas were considered as possible candidates for bivariate low-flow frequency 
distributions. The values of estimated copula parameters are given in Table 9.12. The 
AIC values obtained from eq. (2.82a) of the four different copulas are given in Table 9.13, 
and the nonparametric and parametric Q-Q plots are shown in Figures 9.8-9.11. These 
plots again confirm the same results as the AIC values obtained in Table 9.13 for each 
copula, and the best fitted copula for each correlated low-flow variable is thus chosen.  
Table 9.12 Copula parameters estimated by nonparametric estimation. 
Site Variables 
Gumbel-
Hougaard Cook-Johnson Ali-Mikhail-Haq Frank 
USGS  Q and V - - -0.45 -2.09 
7377000 Q and D - - -0.57 -3.07 
 D and V 10.21 18.41 0.99 39.11 
USGS  Q and V - - 0.001 -0.61 
7377500 Q and D - - -0.45 -1.91 
 D and V 6.00 10.00 0.99 22.22 
USGS  Q and V - - -0.38 -1.74 
7378000 Q and D - - -0.64 -2.46 
 D and V 11.74 21.47 0.99 45.23 
USGS  Q and V - - -0.68 -3.64 
7378500 Q and D - - -0.72 -4.63 
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(Table 9.12 continued.) 
 D and V 12.06 22.11 0.99 46.51 
 
(Note: Q: maximum discharge deficit, V: total deficit, D: duration; - denote the method is 
not valid) 
 
Table 9.13 AIC values obtained using copulas 
Site Variables 
Gumbel-
Hougaard Cook-Johnson Ali-Mikhail-Haq Frank 
USGS Q and V - - 0.10* 7.24 
7377000 Q and D - - -0.62 6.72 
 D and V -6.69* -2.19 -0.97 -1.67 
USGS Q and V 0.00 - 1.17* 5.61 
7377500 Q and D - - -0.34 5.29 
 D and V -6.06* -4.26 -2.29 -3.21 
USGS Q and V - - 0.47* 4.84 
7378000 Q and D - - -0.01* 4.64 
 D and V -3.37* -3.19 -2.21 -3.21 
USGS Q and V - - -1.28* 3.31 
7378500 Q and D - - -1.67 5.91 
 D and V -6.40* -4.36 -2.81 -3.52 
(Note: Q: maximum discharge deficit, V: total deficit, D: duration; the value with * 
denote the best fitted copula for corresponding correlated low-flow variables, - denote the 





























Nonparametric and parametric estimation of K(z), maximum discharge deficit and total deficit  
 
 




























































































































































































































Nonparametric and parametric estimation of K(z), total deficit and duration 
 

























































































































Nonparametric and parametric estimation of K(z), total deficit and duration 
 
 

























































































































Nonparametric and parametric estimation of K(z), total deficit and duration  
 
Figure 9.11 Comparison of nonparametric and parametric estimation of K(z) at USGS 
7378500. 
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9.4.4 Bivariate Low-Flow Frequency Analysis Using the Box-Cox Transformation 
Table 9.9 indicates that low-flow variables are not normally distributed. Hence, in order 
to apply the bivariate normal distribution to bivariate low-flow frequency analysis, the 
Box-Cox transformation (i.e., eq. (2.83)) was applied to low-flow variables, first making 
transformed variables after transformation appear to be normally distributed. The 
parameters for the Box-Cox transformation and corresponding marginal normal 
distribution were obtained using MLM, which are given in Tables 9.3-9.5 with the 
correlation coefficient ρ given in Table 9.11.  The plots of bivariate normal distributions 
are given in Figures 9.12-9.15. 
9.4.5 Comparison of Copula-Based Bivariate Low-Flow Frequency Analysis with 
Bivariate Normal Distribution 
 
The goodness-of-fit statistics criterion MSE, i.e., eq. (2.80) was applied to compare the 
performance of bivariate normal and copula-based distribution with the MSE values 
obtained as given in Table 9.14. 
Table 9.14 MSE values obtained using copulas and the Box-Cox transformation. 
site method Q and V Q and D D and V 
USGS 7377000 Copula 0.0021 0.0024 0.0007 
 Box-Cox 0.0028 0.0049 0.0421 
USGS 7377500 Copula 0.0011 0.0017 0.0010 
 
The MSE values in Table 9.14 show that the copula-based bivariate distribution gave 
smaller MSE than did the bivariate normal distribution after the Box-Cox transformation.  
 Additionally, Figures 9.12-9.15 show the comparison graphically. These figures 
indicate that for correlated low-flow variables, i.e., the maximum discharge deficit and 
total deficit, and the maximum discharge deficit and duration, the bivariate normal 
distribution after the Box-Cox transformation gave reasonable good fit to the empirical 
joint distribution as did the copula based method. The MSE values obtained from the 
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bivariate normal distribution were slightly higher than that from copula-based method for 
all 4 sites; but for correlated total deficit and duration, the bivariate normal distribution 
after the Box-Cox transformation did not give a good fit to the empirical distribution at 
all and yielded higher MSE values for all 4 sites than did the copula-based method, the 
reason may be that the variables are far from normally distributed.  























































Figure 9.12 Joint probability comparison of observed probability and copula based 
representation for USGS 7377000. (a: Annual maximum discharge deficit and totaldeficit; 
b: Annual maximum discharge deficit and duration; c: Total deficit and duration) 
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Figure 9.13 Joint probability comparison of observed probability and copula based 
representation for USGS 7377500. 
(a: Annual maximum discharge deficit and total deficit) 
(b: Annual maximum discharge deficit and duration) 
(c: Total deficit and duration) 
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Figure 9.14 Joint probability comparison of observed probability and copula based 
representation for USGS 7378000. 
(a: Annual maximum discharge deficit and total deficit) 
(b: Annual maximum discharge deficit and duration) 
(c: Total deficit and duration) 
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Figure 9.15 Joint probability comparison of observed probability and copula based 
representation for USGS 7378500. 
(a: Annual maximum discharge deficit and total deficit) 
(b: Annual maximum discharge deficit and duration) 





9.4.6 Comparison of Copula-Based Bivariate Low-Flow Frequency Analysis with 
the Analysis by the Nagao and Kadoya Model 
 
The Nagao and Kadoya (N-K) model was discussed in Chapter 2, i.e., eq. (2.54). 
Following Nagao and Kadoya (1971), the method of moments was applied for estimating 
the parameters of the model. The N-K model can be applied for both positively and 
negatively correlated random variables. Here considering the importance of low-flow 
volume and duration, the bivariate frequency analysis was only performed for these two 
low-flow variables. The comparison plots, shown in Figure 9.16, show that both methods 
fit the observed probability distribution reasonably well. The MSE values obtained for 
the N-K model are 0.0036 for USGS 7377000, 0.0035 for USGS 7377500, 0.0055 for 
USGS 7378000, and 0.0035 for USGS 7378500. These MSE values obtained are larger 
than those using the copula method but are smaller than those using the bivariate normal 
distribution after the Box-Cox transformation.  
9.4.7 Joint Return Period and Conditional Return Period Obtained from Copulas 
9.4.7.1 Joint Return Period of Bivariate Low-Flow Variables 
Similar to the joint return period for bivariate rainfall and flood variables, the joint return 
period was calculated using copulas, i.e., eq. (5.3), following section 2.3.6 of Chapter 2. 
Contours of different joint return periods of bivariate low-flow variables are shown in 
Figures 9.17-9.20 which indicate that for the same return period, different combinations 
of correlated bivariate low-flow variables can be obtained. 
9.4.7.2 Conditional Joint Return Period of Bivariate Low-Flow Variables 
The conditional return periods of the maximum discharge deficit conditional on total 
deficit, maximum discharge deficit conditional on duration, and duration conditional on 
total deficit at the 4 sites were studied. Following the discussion in section 3.5 of Chapter 
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3, the conditional joint return period was calculated using eqs. (3.48)-(3.49), where the 
conditional return period given X2 = x2 was calculated from eqs. (3.48) and (3.48a), and 
the conditional return periods given X2 ≤ x2 was calculated from eqs. (3.49) and (3.49a). 
Figures 9.21-9.24 indicate the different conditional return periods obtained for the 4 sites 
studied. From these figures, it is seen that the conditional return periods obtained for 
different conditions show a significant difference, and the conditional return period 
contour plots indicate dependence between correlated bivariate variables.  
 


















































Figure 9.16 Comparison of bivariate frequency analyses by copula and Nagao-Kadoya 
methods. 































































a: Joint return period of total deficit and 
    maximum discharge deficit;
b: Joint return period of drought duration
    and maximum discharge deficit;
c: Joint return period of drought duration 
    and total deficit
 
Figure 9.17 Joint return period plots of bivariate low-flow frequency analysis at USGS 
7377000. 
 

































































 a: Joint return period of maximum 
     discharge deficit and total deficit;
 b: Joint return period of drought duration
     and maximum discharge deficit;
 c: Joint return period of drought duration
     and total deficit.
 



































































a: Joint return period of maximum discharge
    deficit and total deficit;
b: Joint return period of drought duration 
    and maximum discharge deficit;
c: Joint return period of drought duration 
    and total deficit. 
 
Figure 9.19 Joint return period plots of bivariate low-flow frequency analysis at USGS 
7378000. 
 





























































a: Joint return period of maximum 
    discharge deficit and total deficit;
b: Joint return period of drought duration
    and maximum discharge deficit;
c: Joint return period of drought duration
    and total deficit.
 

























































































































Figure 9.21 Conditional joint period plots of low-flow frequency analysis at USGS 




















































































































































Figure 9.22 Conditional joint period plots of low-flow frequency analysis at USGS 


















































































































































Figure 9.23 Conditional joint period plots of low-flow frequency analysis at USGS 























































































































































Figure 9.24 Conditional joint period plots of low-flow frequency analysis at USGS 





9.5 Stationary Trivariate Low-Flow Frequency Analysis 
9.5.1 Determination of Empirical Trivariate Joint Distribution 
Similar to the generating procedure for the empirical joint probability in bivariate 
frequency analysis, empirical trivarite distribution was expressed and obtained from eq. 
(2.79). 
9.5.2 Theoretical Trivariate Joint Probability Distribution by Copula Method 
Following the semiparmetric parameter estimation technique in section 3.4.5.2 in chapter 
3; 3-dimensional Archimedean copulas, the Gumbel-Hougaard [eq. (3.29)], the Cook-
Johnson [eq. (3.31)], and the Frank [eq. (3.30)], were tested. Using this estimation 
procedure, parameters of copulas were estimated and the AIC values were computed as 
given in Table 9.15. The best fitted trivariate copula model was selected, based on the 
AIC criterion (given in Table 9.16).  
Table 9.15 Parameters estimated by parametric approach for trivariate frequency analysis. 
Site Gumbel-Hougaard Cook-Johnson Ali-Mikhail-Haq Frank 
USGS 7377000 2.88 - 0.99 4.71 
USGS 7377500 2.68 - 0.99 4.77 
USGS 7378000 2.59 - 0.99 5.34 
USGS 7378500 2.57 - 0.99 5.5 
(Note: - denotes the method is not valid.) 
 
Tabel 9.16 AIC value obtained for trivariate frequency analysis. 
Site Gumbel-Hougaard Cook-Johnson Ali-Mikhail-Haq Frank 
USGS 7377000 -119.03 - -26.32 247.44 
USGS 7377500 -136.15 - -34.48 300.63 
USGS 7378000 -138.23 - -22.35 295.95 
USGS 7378500 -128.65 - -26.47 286.43 
(Note: - denotes the method is not valid.) 
 
The AIC values indicate that the Gumbel-Hougaard copula was the best fitted 
trivariate copula for all 4 stations and represents the trivariate probability distribution for 
low-flow variables. In the case of the 3-dimensional Cook-Johnson (Clayton) copula, 
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when computing the log-likelihood function it is not guaranteed that all the functions in 
the natural logarithms take on positive values, some negative values occur which make 
the MLE method break down. This is in agreement with Nelson (1999) who found that 
for multivariate copulas where n ≥ 3, it is not always guaranteed to obtain the copula. The 
probability distributions represented by the Gumbel-Hougaard copula are shown in 
Figure 9.25, with the MSE values obtained given in Table 9.17. Both the probability plot 
and the MSE value obtained confirmed that the Gumbel-Hougaard copula is the 
appropriate representation.  
Table 9.17 MSE value obtained using copulas and trivariate normal distribution.  
 USGS 7377000 USGS 7377500 USGS 7378000 USGS 7378500
Copula 0.0002 8.88E-05 0.00013 0.00028 
Trivariate 
normal 0.003 0.0012 0.0027 0.0046 



































Figure 9.25 Joint trivariate probability comparison of observed probability and copula 
based representation. (a: USGS 7377000, b: USGS 7377500, c: USGS 7378000, d: USGS 
7378500) (Figure continued) 
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9.5.3 Comparsion of Copula-Based Trivariate Distribution and Trivariate Normal 
Distribution 
 
Again, the trivariate normal distribution here was constructed using the Box-Cox 
transformation. The performance of the trivariate normal distribution and trivariate 
copula was compared by applying MSE [eq. (2.80)] which is given in Table 9.17 which 
indicates that the copula-based trivariate distribution gave better performance. The same 
results were obtained from the probability plots shown in Figure 9.25.  
9.5.4 Joint Return Period and Conditional Joint Return Period by Copulas 
9.5.4.1 Joint Return Period Obtained from Copulas 
Similar to the trivariate rainfall and flood joint return period, the joint return period of 
trivariate low-flow variables cannot be graphed as three dimensional plots. The joint 
cumulative probabilities obtained for each pair of low-flow variables, i.e., maximum 
discharge deficit and drought duration by coupling the copula method with eq. (2.66) and 
are shown in Figure 9.25.  
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9.5.4.2 Conditional Joint Return Period Obtained from Copulas 
The conditional joint return period was calculated by using the triviariate conditional 
joint distributions, i.e., eqs. (3.42)-(3.45). As shown by eq. (3.45), the biviariate copula is 
needed to obtain the conditional joint return period. The appropriate bivariate copulas for 
each pair of bivariate low-flow variables are given in Table 9.12.  
 Let Q, V, and D indicate the maximum discharge deficit, total deficit and drought 
duration, respectively. Using eqs. (3.50) and (3.50a), conditional return periods: TQ, V|D, 
given D = d; TQ, D|V, given V = v; and TD, V|Q, given Q = q were calculated. Using eqs. 
(3.52) and (3.52a), conditional return periods: TQ, V|D, given D ≤ d; TQ, D|V, given V ≤ v; 
and TD, V|Q, given Q ≤ q were calculated. Using eqs. (3.51) and (3.51a), conditional return 
periods: TQ|V, D, given V = v, D = d; TV|Q, D, given Q = q, D = d; and TD|Q, V, given V = v, 
Q = q were calculated. Using eqs. (3.53) and (3.53a), conditional return periods: TQ|V, D, 
given V ≤ v, D ≤ d; TV|Q, D, given Q ≤ q, D ≤ d; and TD|Q, V, given V ≤ v, Q ≤ q were 
calculated.  
Figures 9.26-9.29 show the conditional return periods for 4 sites for conditions given by 
eqs. (3.51) and (3.53). These plots indicate that (1) the return periods obtained for the 
conditions D ≤ d and V ≤ v  (or D ≤ d and Q ≤ q, or Q ≤ q and V ≤ v ) with different 
conditional values are significantly different from each other, especially for high 
maginitudes. (2) the return periods obtained for condition D = d and Q = q (or D = d and 
Q =q, or Q = q and V = v ) with different conditional values are not significantly 
different from each other. A plausible explanation for this is that in this case two 












































































































































Figure 9.26 Conditional return period for USGS 7377000. 
(a: D = 250 days, V = v; a1: D = 250 days, V ≤ v) 
 (b: D = 250 days, Q = q, b1: D = 250 days, Q ≤ q) 








































































































































Figure 9.27 Conditional joint return period plots at USGS 7377500. 
(a: D = 172 days, V = v; a1: D = 172 days, V ≤ v) 
(b: D = 172 days, Q = q, b1: D = 172 days, Q ≤ q) 










































































































































Figure 9.28 Trivariate conditional joint return period plots at USGS 7378000. 
(a: D = 172 days, V = v; a1: D = 172 days, V ≤ v) 
(b: D = 172 days, Q = q, b1: D = 172 days, Q ≤ q) 













































































































































Figure 9.29 Trivariate conditional joint return period plots at USGS 7378500. 
(a: D = 212 days, V = v; a1: D = 212 days) 
(b: V ≤ v; b: D = 212 days, Q = q, b1: D = 212 days, Q ≤ q) 




The following conclusions are drawn from this chapter: (1) Both bivariate and trivariate 
low-flow frequency distributions can be derived using the copula method without 
assuming the same type of the marginal distributions. (2) Not all the Archimedean 
copulas are appropriate for representation of either bivariate or trivariate probability 
distributions. (3) For bivariate low-flow frequency analysis, the Gumbel-Hougaard and 
the Cook-Johnson copula families are not valid for negative correlated low-flow variables, 
i.e., maximum discharge deficit and duration and maximum discharge deficit and total 
deficit. (4) For negative correlated low-flow variables, the Ali-Mikhail-Haq copula 
represents the dependence of negative correlated low-flow variables better than does the 
Frank copula for the low-flow variable studied. (5) For positively correlated low-flow 
variables, from the Q-Q plots, all four copula families can be used to represent the 
dependence between variables. From the AIC criterion, the Gumbel-Hougaard copula is 
the most appropriate copula for the positively correlated low-flow variables for 4 stations 
studied. The Ali-Mikhail-Haq is not the appropriate copula because of the high degree of 
correlation.  (6) Based on the AIC criterion, the Gumbel-Hougaard copula family is 
found to best fit the empirical trivariate probability distribution. (7) Comparing the 
copula-based multivariate low-flow frequency anlaysis with that analyzed by multivariate 
normal distribution using the Box-Cox transformation, it was found that copula-based 
method performed better in both bivariate and trivariate cases than the Box-Cox 
transformed normal distribution. (8) The Archimedean copula can be used to represent 
the dependence of low-flow variables, and can be employed in the multivariate low-flow 
frequentcy analysis. (9) By comparing the performance of bivariate frequency analysis of 
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low-flow total deficit and duration by the copula method, bivarite normal distribution, 
and N-K model, it is concluded that the copula method gave the best fit, and the N-K 
model gave a much better fit than bivariate normal distribution. (10) The bivariate 
conditional joint return period plots indicate the dependence between those variables. (11) 
The return periods obtained for the condition D ≤ d and V ≤ v  (or D ≤ d and Q ≤ q, or Q 
≤ q and V ≤ v ) with different conditional values are clearly different from each other 
especially for high maginitudes;  the return period obtained for condition D = d and Q = 
q (or D = d and Q =q, or Q = q and V = v ) for different conditional values are not 
clearly different from each other. 
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CHAPTER 10   
 
VELOCITY AND DEPTH FREQUENCY ANALYSIS BY COPULA METHOD 
 
The copula method was applied to determine the joint distribution of velocity and depth 
in stream channels. Empirical marginal distributions were used to perform the 
identification of copulas and estimation of their parameters. The copula-based joint 
distribution of velocity and depth avoids transforming the dependent velocity and depth 
variables into independent variables or assuming their marginal distributions to be of the 
same type. The best fitted copula for each survey of velocity and depth was selected 
using the AIC criterion.  
10.1 Literature Review 
For studying the spatial distribution of velocity and depth in a stream channel, most 
studies are based on solving two- or three-dimensional hydraulic equations by numerical 
methods. Recently, attention has been paid to study the hydraulic variations in the 
probability domain, where the velocity and depth are considered as stationary stochastic 
variables.  
Chiu (1989) derived velocity distributions by probabilistic formulation based on 
entropy. In this formulation he employed the basic hydrodynamics describing the rates of 
transport of mass, momentum and kinetic energy flow. Dingman (1989) studied the 
probability distribution of time averaged downstream velocity in natural stream cross 
sections using a power law, i.e., the probability frequency distribution F(v) was expressed 
as F(v) = (v/V)c, in which v denotes the velocity in the cross section, and V denotes the 
maximum velocity in the cross section. He indicated how parameters V and c could be 
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used to estimate the mean cross-sectional velocity, the energy, the momentum 
coefficients and other characteristics of flow with respect to the average velocity in 
streams, the resistance parameters, the estimation of discharge via slope area 
measurements  and the suitability of stream habitats for aquatic organisms. Singh and 
Broeren (1989) investigated the distribution of depths and velocities. In their studies, the 
distributions of velocity and depth was investigated independently, and by grouping 
velocities according to the cumulative probability of simultaneously measured depths, the 
joint distribution of velocity and depth were thus determined. Lamouroux et al. (1995) 
studied the velocity frequency distributions and expressed the velocity frequency 
distributions by the mixtures of centered and decentered probability density models. 
Again, Lamouroux (1998) derived the depth probability distributions in reaches in France 
and Germany by simple mixed probability density functions, i.e., exponential and normal 
distributions. Stewardson and McMahon (2002) derived the joint distribution of velocity 
and depth by transforming the dependent velocity and depth variables into independent 
normal distributed variables.  
The objective of this chapter is to represent the joint distribution of velocity and 
depth variables using the copula method and compare it with the method discussed by 
Stewardson and McMahon (2002). Analysis of hydraulic variables includes: 
• Univariate analysis of velocity and depth; 
• Representation of the joint distribution of velocity and depth by transforming the 
correlated variables to independent variables; 
• Representation of the joint distribution of velocity and depth by copulas; and 
• Comparison of the performance of these two methods. 
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10.2 Methodology Using Transformation Method Proposed by Steward and 
McMahon 
 
This transformation method finds a transform function which makes correlated random 
variables become independent. Following the discussion by Stewardson and McMahon 
(2002), the method is described here. 
10.2.1 Independent Hydraulic Variable Transformation 
10.2.1.1 General Transformation for Joint Probability Density Function 
Let 
1 2, 1 2
( , )X Xf x x  denote the joint probability density function of random variables X1 and 
X2, and let V and W be defined as functions of X1 and X2 as: 
1 1 2 2 1 2( , ) and ( , )V g X X W g X X= =                                             (10.1) 
Therefore, the joint probability density function of transformed variables, i.e., V, W is 
thus expressed as: 










=                                                               (10.2) 
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( , ) det    the Jocobian of the transformation







⎢ ⎥∂ ∂⎢ ⎥=
∂ ∂⎢ ⎥
⎢ ⎥∂ ∂⎣ ⎦
                     (10.2a) 
10.2.1.2 Independent Hydraulic Variable Transformation 
Generally speaking, the depth-averaged velocity (u ) and depth (Z) are not independent. 
Thus, certain transformation is needed to transform the correlated variables to 
independent variables. Here, two new variables aψ  and bψ , which are independent and 
are functions of velocity and depth are identified. Then, following the general 
transformation discussed earlier, the joint distribution of velocity and depth can be 
obtained. 
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Stewardson and McMahon (2002) proposed the transformed variables for the velocity 




ba =−= ψψ       ,ln                                                                 (10.3) 
where parameter a in function ψa was obtained from the dependence of the transformed 











2 )(χ                                                                                   (10.4) 
where bi is the proportion of the sum of weights for the ith sample, n is the number of 
Zu − pairs, and pi is the probability that an observation will be in the ith category if two 
transformed variables are independent.  
 Hence, parameter a in function ψa is thus determined such that the transformation 
function ψa and ψb appear to be independent by the 2χ test of independence, i.e., eq. 
(10.4). The joint probability density function of velocity and depth was thus obtained 
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 where aψ  is invariant in the lateral direction (across the channel) and bψ is invariant in 





10.2.2 Statistical Models of Transformed Variables 
In this section, statistical models of univariate distributions of transformed variables 
aψ and bψ are discussed.  
 The transformed variable aψ can take on both positive and negative values where 
the negative values are associated with low velocities in deeper sections of the stream 
(Stewardson and McMahon, 2002). According to the assumption of aψ  which is constant 
across the channel, one can assume that it has a centered probability distribution with a 
spread reflecting the longitudinal channel variability. Following Stewardson and 
McMahon (2002), the distribution of aψ  may be assumed as normally distributed (i.e., eq. 
(2.21)). 
 Unlike the transformed variable aψ , bψ cannot take on negative values. The modal 
value for the probability distribution of bψ is at 0=bψ . Thus the probability distribution 
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 Parameters of the probability distribution for both transformed variables are 
obtained using the MLE method as discussed in chapter 2. After parameters are estimated, 




10.3 Data Description 
The velocity and depth data for 31 surveys were obtained from Stewardson (shown in 
Table 10.1).  As discussed by Stewardson and McMahon (2002), the velocity and depth 
data usually consist of velocity and depth measurements taken across several cross 
sections with the velocity measured at 0.4 times the depth above the bed (0.4Z), or at 0.2Z 

















                                                        (10.7) 
Table 10.1 Surveys and estimated parameters a. 
Survey name(with discharge m3/s) number of points a 
armstron 0.8 62 0.269 
armstron 0.11 33 0.182 
armstron 0.17 41 0.272 
armstron 0.35 42 0.299 
armstron 0.58 43 0.336 
armstron 0.93 44 0.406 
clutha 169 438 0.066 
crystal 0.02 47 0.515 
crystal 0.03 41 0.277 
dalaa 10.22 212 0.381 
dalaa 4.25 208 0.195 
dalaa 4.27 154 0.207 
dalaa 11.11 30 0 
exe 0.86 119 0.582 
exe 2.11 105 0.657 
exe 0.12 98 0.596 
gowan 16.15 301 0.181 
gt-ouse 5.92 100 0.006 
gt-ouse 2.76 102 0.002 
gwash 0.37 189 0.164 
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            (Table 10.1 continued.) 
gwash 1.16 101 0.416 
gwash 1.34 204 0.327 
hodder 2.81 125 0.203 
hodder 2.22 120 0.279 
hodder 5.25 133 0.234 
itchen 1.77 187 0.233 
juktan 2.75 49 0.332 
juktan 3.28 161 0.126 
juktan 3.71 79 0.245 
lambourn 0.55 194 0.185 
lambourn 0.68 206 0.322 
 
10.4 Determination of Empirical Marginal Distribution 
The Weibull plotting position formula was applied to obtain empirical marginal 




iFi                                                                    (10.8) 
where i denotes the rank in ascending order, n denotes the sample size, and Fi denotes the 
empirical cumulative probability for the i-th ranked observation. 
10.5 Empirical Joint Distribution  
The empirical joint distribution was determined by ordering the velocity and depth pairs, 







zZuuPZuH mliiii                                                                                 (10.9) 
where ),( ii ZuH denotes the empirical joint distribution of the i-th velocity and depth pair; 
mln denotes the number of ijnjiZZuu ijij <≤≤≤≤  with ,,1 , and , ; and n denotes the 
sample size.  
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10.6 Bivariate Analysis Using the Transformation Method 
In order to test whether the ( ,  )u Z pairs for each survey studied are independent, both 
Pearson’s correlation coefficient (ρ) (i.e., eq. (2.50)) and Kendall’s tau (τ) (i.e., eq. (3.26)) 
were calculated and are shown in Figure 10.1.  





















































Figure 10.1 Dependence structures of Zu − pairs.  
 
It is clear from the ρ and τ values that these ( ,  )u Z pairs are not independent. These 
pairs are positively correlated with the values of ρ in the range of [0.3 – 0.8] and τ in the 
range of [0.2 - 0.7] and show a strong positive trend which is in agreement with the 
results of covariance analysis of Stewardson and McMahon (2002). Therefore, according 
to the method described earlier, the correlated variables need to be transformed to 
independent variables using eqs. (10.3) - (10.5). 
10.6.1 Transformation of Velocity and Depth Variables into Independent Variables 
The original ( ,  )u Z pairs were transformed by applying eq. (10.3) with appropriately 
estimated parameter a of each survey to minimize the correlation of the transformed 
variables by applying the 2χ test (i.e. eq., (10.4)). Parameter a estimated for each survey 
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is given in Table 10.1 and is shown in Figure 10.2. The values of parameter a estimated 
are in the range [0, 0.7] such that transformation renders the variables independent.  

















Figure 10.2 Estimated a of each survey. 
 
10.6.2 Parameters Estimation for Marginal Distributions 
The normal distribution (i.e., eq. (2.21)) was used to fit the transformed variables aψ  and 
the truncated normal probability was used to fit the transformed variables bψ . The 
parameters estimated by MLE for the surveys given in Table 10.1 are given in Table 10.2.  
Table 10.2 Parameters estimated for aψ and bψ . 
aψ  bψ  
aµ  aσ  bµ  bσ  
0.74 0.27 0.13 0.13 
0.63 0.24 0.04 0.03 
0.72 0.64 0.08 0.07 
0.73 0.64 0.15 0.11 
4.22 1.18 0.02 0.07 
3.77 1.64 0.04 0.11 
0.15 0.21 16.58 9.76 
3.4 1.82 0.01 0.02 
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                                   (Table 10.2 continued) 
0.82 0.28 0.04 0.05 
0.56 0.34 0.52 0.71 
0.51 0.19 0.35 0.27 
0.47 0.22 0.31 0.23 
4.21 1.18 0.05 0.17 
0.67 0.19 0.02 0.02 
0.68 0.22 0.01 0.01 
2.57 1.98 0 0.01 
0.3 0.13 1.41 1.38 
2.2 2.46 0.4 0.68 
0.62 1.92 0.3 0.33 
0.61 0.2 0.01 0.01 
1.48 1.77 0.03 0.06 
0.44 0.14 0.04 0.04 
0.7 0.2 0.24 0.18 
1.61 1.77 0.16 0.17 
0.67 0.22 0.43 0.3 
0.45 0.82 0.08 0.09 
3.65 1.72 0.02 0.06 
1.41 1.59 0.07 0.09 
3.03 1.91 0.05 0.07 
0.62 0.24 0.03 0.03 
0.51 0.21 0.03 0.04 
 
10.6.3 Bivariate Joint Distribution Analysis by Transformation Method 
When the transformation parameter a and parameters of transformed variables aψ  and 
bψ  are estimated, the probability distribution of original ( ,  )u Z pairs can thus obtained 
by directly employing eq. (10.1). 
10.7 Joint Distribution by Archimedean Copula 
Similar to the bivariate hydrologic analysis, the commonly used Archimedean copula i.e., 
the Gumbel-Hougaard copula [eq. 3.23], the Ali-Mikhail-Haq copula [eq.3.24], the Cook-
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Johnson (Clayton) copula [eq. 3.25] and the Frank copula [eq. 3.26] were applied for 
bivariate analysis of velocity and depth ( ,  )u Z .  
10.7.1 Determination of Marginal Distribution 
10.7.1.1 Empirical Marginal Distribution Determination 
Empirical marginal distributions of original velocity and depth variables [eq. (10.8)] were 
employed for bivariate analysis. 
10.7.1.2 Parametric Marginal Distribution Determination 
Parametric distribution for velocity: The parametric marginal distribution of velocity 
was obtained by following Dingman (1989) which is called the power law distribution 
and is expressed as: 
( )( ) / bF v v V=                                                                  (10.10) 
where parameter V  is the maximum velocity in the cross section and parameter b can be 
estimated as: 
log( ( )) log( / )eP v b v V=                                                       (10.10a) 
where Pe(v) is the empirical probability of a certain velocity v. Parameter b is slope of 
this simple log-linear regression. The values of b thus obtained are given in Table 10.3.  
Parametric distribution for depth: First, the parametric marginal distribution of depth 
following Lamouroux (1998) is briefly discussed here. The parametric density function of 
depth was obtained from the relative depth h/H, where H is the average depth. Three 
different functions were considered by Lamouroux: (1) single gamma distribution; (2) a 
mixture of two models: exponential and normal distributions; (3) mixed distribution by 
two models: gamma and normal distributions. The restriction of all three functions is that 
the expectation equals 1, i.e., the mean of h/H. Parameters of mixed distributions were 
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computed by fitting the function to the average distribution of the relative depth h/H from 
individual reaches. To this end, only the parameters of the gamma distribution (function 1) 
need to be estimated and parameters of mixed distribution need to be estimated for 
functions 2 and 3. Following Lamouroux (1998), only function 2 was considered: 
2
2
1 ( 1)( , ) exp( ) (1 ) exp
2 0.550.55 2
h xf x t t x t
H π
⎛ ⎞−
= = − + − −⎜ ⎟×⎝ ⎠
                          (10.11) 
where the mixing parameter t varies from 0 (normal distribution) to 1 (exponential 
distribution), parameter σ (σ = 0.55) in the normal distribution was estimated from the 
average depth probability distribution. Parameter t was estimated by the least square 
method as given in Table 10.3. It is seen that the estimated parameter t is 0 which means 
the parametric probability distribution of relative depth (depth) follows the normal 
distribution. 
Table 10.3 parameters b and t estimated. 
Survey b t 
armstron 0.8 0.44 0 
armstron 0.11 0.54 0 
armstron 0.17 0.62 0 
armstron 0.35 0.64 0 
armstron 0.58 0.55 0 
armstron 0.93 0.70 0 
clutha 169 0.62 0 
crystal 0.02 0.47 0 
crystal 0.03 0.50 0 
dalaa 10.22 0.43 0 
dalaa 4.25 0.61 0 
dalaa 4.27 0.84 0 
dalaa 11.11 0.32 0 
exe 0.86 0.42 0 
exe 2.11 0.47 0 
exe 0.12 0.39 0 
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(Table 10.3 continued) 
gowan 16.15 0.59 0 
gt-ouse 5.92 0.78 0 
gt-ouse 2.76 0.89 0 
gwash 0.37 0.36 0 
gwash 1.16 0.49 0 
gwash 1.34 0.34 0 
hodder 2.81 0.42 0 
hodder 2.22 0.44 0 
hodder 5.25 0.47 0 
itchen 1.77 0.48 0 
juktan 2.75 0.56 0 
juktan 3.28 0.46 0 
juktan 3.71 1.10 0 
lambourn 0.55 0.42 0 
lambourn 0.68 0.35 0 
 
10.7.2 Joint Distribution of Velocity and Depth by the Copula Method 
The parametric approach discussed in section 3.4.5.2 of chapter 3 was applied to 
determine the best copula function. The best copula functions for the survey data were 
selected by the AIC criterion. Parameters and AIC values estimated are shown in Table 
10.4. It indicates that for the 31 surveys studied, the Cook-Johnson copula was 
considered as the best fitted copula only for Armstron (0.8) and Juktan (2.75). The 
Gumbel-Hougaard copula was considered as the best fitted copula for the remaining 29 
surveys.  
Table 10.4 Estimated copula parameter and the corresponding AIC value. 















2.17 0.99 5.28 -36.86 69.75 84.55 61.25* 63.22 
2.67 0.96 2.98 -18.39 40.39* 51.13 47.24 46.36 
2.54 0.98 3.94 -24.02 46.62* 60.43 51.14 54.64 
2.5 0.98 4.04 -24.6 47.58* 61.58 51.51 54.64 
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(Table 10.4 continued) 
2.44 0.98 4.13 -25.18 48.73* 62.7 51.85 54.64 
2.41 0.98 4.23 -25.75 49.7* 63.84 52.19 54.64 
16.32 0.99 3.31 -33.02 631.58* 690.13 664.4 639 
2.3 0.98 4.45 -27.52 52.97* 67.03 52.99 66.66 
2.54 0.98 3.94 -24.02 46.62* 60.43 51.14 46.64 
8.02 0.99 2.7 -32.1 282.46* 338.48 330.1 290.6 
7.9 0.98 2.69 -31.89 276.73* 332.29 324.1 284.7 
5.88 0.98 2.78 -30.57 196.99* 247.16 241.3 200.1 
2.5 0.95 2.56 -15.99 38.71* 48.03 46.04 55.36 
4.54 0.98 3.2 -28.49 147.74* 191.21 185.3 149.3 
3.99 0.97 3.77 -29.94 127.4* 168.01 160.5 130.1 
3.72 0.97 4.07 -29.86 117.52* 156.19 147.5 112.1 
11.33 0.99 2.91 -32.74 418.21* 477.22 463 426.1 
3.81 0.97 3.95 -29.69 120.38* 159.65 151.5 131.8 
3.87 0.97 3.86 -29.04 123.24* 163.01 155.2 125.5 
7.17 0.98 2.69 -31.52 248.53* 302.43 295.2 255.2 
3.83 0.97 3.77 -28.15 122.65* 161.57 154.1 125.5 
7.72 0.98 2.69 -31.64 270.83* 326.01 318 278.6 
4.77 0.98 3.07 -28.66 156.24* 200.92 195.3 158.1 
4.57 0.98 3.27 -29.31 148.33* 192.68 186.5 149.4 
5.08 0.98 3 -30.01 166.86* 213.66 207.9 167.5 
7.11 0.98 2.68 -31.46 245.62* 299.29 292.2 252.2 
2.31 0.98 4.75 -30.15 55.25 69.91 54.31* 57.47 
6.13 0.98 2.7 -29.76 208.25* 258.33 252.4 212.7 
2.94 0.97 4.73 -30.78 92.29* 122.68 109 95.3 
7.35 0.98 2.69 -31.74 225.61* 310.28 302.8 262.7 
7.8 0.98 2.7 -32.01 273.49* 329.13 321 281.3 
 
10.8 Joint Distribution by Bivariate Normal Distribution after Box-Cox 
Transformation 
 
Bivariate normal distribution after the Box-Cox transformation is a statistical technique 
which is commonly used in bivariate frequency analysis. According to this statistical 
technique, independent transformation discussed earlier is not needed, but the correlated 
variables, i.e., velocity and depth still need to be transformed by certain transformation to 
make them normally distributed. Here again the Box-Cox transformation, i.e., eq. (2.83) 
was applied to the velocity and depth first and then the normal distribution was fitted to 
the transformed data.  
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The parameters were obtained using MLM as given in Table 10.5. It is seen that the 
orginal velocity variable can be considered as normally distributed except for Armston 
(0.8) and Exe (0.86). The original depth variable may not be considered as normally 
distributed for all 31 surveys studied. The correlation coefficient ρ of transformed 
variables again is positive, except for Exe (0.12). Hence the correlation of transformed 
variables again shows the same trend as the original variables and is in agreement with 
Stewardson and McMahon (2002). 
Table 10.5 Parameter estimated for bivariate normal distribution after the Box-Cox 
transformation 
λv λz mv σv mz σz ρ 
0.526 0.43 -0.64 0.59 -1.20 0.34 0.56 
0.00025 0.74 -122.82 696.02 -1.03 0.14 0.24 
0.00025 0.96 -391.21 1201.30 -0.82 0.10 0.54 
0.00025 1.12 -286.42 1042.40 -0.69 0.09 0.55 
0.00025 1.27 -93.72 609.89 -0.62 0.08 0.29 
0.00025 1.18 -273.33 1019.70 -0.61 0.10 0.28 
0.00025 0.49 -228.47 928.99 0.75 0.82 0.31 
0.00025 0.69 -256.99 987.93 -1.12 0.11 0.26 
0.38175 0.76 -0.98 0.46 -1.07 0.10 0.24 
0.00025 0.78 -830.68 1625.80 -0.70 0.26 0.65 
0.00025 0.59 -596.73 1427.70 -0.86 0.30 0.60 
0.00025 0.70 -857.66 1646.40 -0.79 0.27 0.57 
1.3794 0.36 -0.09 0.17 -0.80 0.34 0.91 
0.00025 0.62 -874.42 1659.60 -0.75 0.26 0.21 
0.00025 0.38 -1029.60 1756.00 -1.14 0.35 -0.11 
0.00025 0.31 -1021.80 1751.80 -1.32 0.39 0.08 
0.00025 0.60 -106.85 644.37 -0.39 0.45 0.12 
0.00025 1.42 -602.81 1434.30 2.27 1.54 0.73 
0.00025 1.27 -630.84 1460.40 1.88 1.41 0.67 
0.00025 0.44 -424.99 1233.10 -0.96 0.39 0.35 
0.00025 1.10 -238.93 949.92 -0.59 0.12 0.40 
0.00025 0.74 -334.85 1107.80 -0.55 0.28 0.45 
0.00025 0.69 -224.97 923.15 -0.88 0.23 0.47 
0.00025 0.70 -201.06 875.19 -0.92 0.20 0.37 
0.00025 0.75 -211.16 896.41 -0.76 0.23 0.46 
0.00025 0.80 -194.20 858.07 -0.54 0.25 0.25 
0.00025 0.71 -735.45 1564.60 -0.84 0.23 0.57 
0.00025 0.42 -472.76 1294.30 -1.04 0.46 0.44 
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(Table 10.5 continued) 
0.00025 0.89 -304.20 1066.30 -0.80 0.12 0.57 
0.00025 0.32 -784.74 1591.00 -1.26 0.49 0.35 
0.00025 0.38 -700.60 1522.00 -1.07 0.43 0.33 
 
10.9 Comparison of Bivariate Frequency Analysis by Different Marginal 
Distributions 
 
In order to compare the bivariate frequency analysis using the method derived by 
Stewardson and McMahon (2002), copula-based analysis with empirical marginals and 
parametric marginals, i.e., velocity following the power probability law (Dingman, 
(1989)) and depth following the mixed probability distribution (Lamouroux, (1998)), and 
bivariate frequency analysis after the Box-Cox transformation, the goodness-of-fit 
criterion MSE [eq. (2.80)] was calculated and given in Table 10.6. It is concluded that (1) 
by comparison, the copula method gave the smallest MSE among all three methods, 
except for the copula method with parametric marginals at survey data (10.23), shown in 
Figure 10.3 (c); (2) in 13 out of 31 surveys, the independent transformation method gave 
slightly smaller MSE than the Box-Cox transformation method. Four examples for 
comparisons are shown in Figure 10.3 which are in agreement with the MSE criterion.  
Table 10.6 MSE values obtained by bivariate normal and copula based distribution 
Surveys Number of points (1) (2) (3) (4) 
armstron 0.8 62 0.106 0.001 0.006 0.113 
armstron 0.11 33 0.082 0.001 0.007 0.087 
armstron 0.17 41 0.127 0.000 0.009 0.103 
armstron 0.35 42 0.090 0.001 0.005 0.073 
armstron 0.58 43 0.156 0.001 0.003 0.088 
armstron 0.93 44 0.166 0.000 0.010 0.107 
clutha 169 438 0.026 0.001 0.006 0.070 
crystal 0.02 47 0.146 0.001 0.012 0.087 
crystal 0.03 41 0.105 0.001 0.009 0.119 
Dalaa 10.23 212 0.046 0.001 0.022 0.065 
dalaa 4.24 208 0.084 0.001 0.004 0.106 
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     (Table 10.6 continued) 
dalaa 4.26 154 0.054 0.002 0.007 0.060 
dalaa 11.10 30 0.218 0.000 0.005 0.099 
exe 0.86 119 0.164 0.000 0.003 0.075 
exe 2.11 105 0.138 0.000 0.005 0.054 
exe 0.12 98 0.126 0.000 0.003 0.058 
gowan 16.15 301 0.060 0.001 0.003 0.098 
gt-ouse 5.92 100 0.094 0.001 0.010 0.108 
gt-ouse 2.76 102 0.047 0.002 0.006 0.069 
gwash 0.37 189 0.095 0.002 0.004 0.051 
gwash 1.16 101 0.148 0.001 0.002 0.078 
gwash 1.34 204 0.124 0.001 0.004 0.069 
hodder 2.81 125 0.053 0.002 0.009 0.066 
hodder 2.22 120 0.061 0.001 0.004 0.083 
hodder 5.25 133 0.043 0.002 0.007 0.071 
itchen 1.77 187 0.177 0.000 0.002 0.100 
juktan 2.75 49 0.185 0.001 0.007 0.080 
juktan 3.28 161 0.155 0.000 0.006 0.111 
juktan 3.71 79 0.152 0.001 0.004 0.078 
lambourn 0.55 194 0.078 0.001 0.010 0.055 
lambourn 0.68 206 0.100 0.001 0.006 0.060 
      Note: (1): Independent transformation method; (2) Copula method based on empirical   
      marginals; (3) Copula method based on parametric marginals; (4) the Box-Cox  
      transformation method. 
 
10.10 Conditional Frequency Analysis by Copula Method 
It was discussed earlier that among all the methods, the copula method performed best for 
the bivariate frequency analysis between velocity and depth variables. Thus, the 
conditional frequency analysis was carried out using only the copula method. 
 Similar to the conditional rainfall, flood and low-flow frequency analysis, here two 
conditions were considered: V ≤ v and V =v, where V denotes velocity. The four examples 
given in bivariate frequency analysis are again discussed. The conditional plots are 
shown in Figure 10.4. These plots indicate that the conditional probability distribution 
clearly sheds light on the dependence of correlated variables.  
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Figure 10.3 Examples of comparison of independent transformation, bivariate 
normal distribution using the Box-Cox transformation and the copula method. 
(a: armstron (0.8); b: armstron (0.11); c: dalaa (10.23); d: gwash (1.16)) 
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Figure 10.4 Conditional probability plots. 
(a: armstron (0.8); b: armstron (0.11); c: dalaa (10.23); d: gwash (1.16)) 
(a, b, c, d: V = v; a1, b1, c1, d1: V ≤ v) 
 
10.11 Conclusions 
The following conclusions can be drawn from this study: 
(1) Empirical marginal distributions can be directly applied for the copula 
identification and selection, which obviates the need to derive the mixed 
distribution for both velocity and depth. 
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(2) Kendall’s τ showed the same dependence trend as the covariance structure 
mentioned in Stwardson and McMahon (2002). 
(3) The dependence between velocity and depth can be accommodated by copulas. 
(4) For surveys at Armstron (0.8) and Juktan (2.7475), the Cook-Johnson copula was 
considered as the best copula function. 
(5) For all other surveys, the Gumbel-Hougaard copula was considered as the best 
copula function. 
(6) Comparing independent transformation studied by Stewardson and McMahon 
(2002) with the Box-Cox transformation and copula-based bivariate analysis, it 
was found that the copula-based bivariate analysis is the best among the three 
methods. Between two transformation methods, the indedependent 
transformation method gave slightly smaller MSE values in 13 out of 31 surveys.  
(7) This Gumbel-Hougaard copula family can be recommended for bivariate velocity 
and depth analysis.   
(8) Similar to the conditional frequency analysis for rainfall, flood and low-flow 
frequency anlaysis, the conditional frequency analysis of correlated velocity and 
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WATER QUALITY FREQUENCY ANALYSIS 
 
Many environmental and water resources projects require joint distributions of random 
variables of concern. Multivariate frequency analysis taking into consideration the 
dependence among random variables is usually based on one of two fundamental 
assumptions. Either the variables have each the same type of marginal probability 
distribution or the variables each have been assumed to have the normal distribution or 
have been transformed to have the normal distribution. In reality, however, the variables 
are dependent, do not, in general, follow the normal distribution, and do not have the 
same type of marginal distributions. This chapter presents the copula method for deriving 
multivariate frequency distributions, without assuming the variables to be independent or 
normal or having the same type of marginal distributions. To illustrate the method, joint 
distributions are determined and tested using monthly runoff and water quality data from 
the Amite River and Calcasieu River basin in Louisiana. 
11.1 Literature Review 
 
A wide range of phenomena in environmental hydrology and hydraulics are stochastic in 
nature. Examples of such phenomena are annual sediment load of a river, evolution of 
bed forms, storm water pollutant loading, peak monthly pollutant concentration, spatial 
coverage and duration of water scarcity in a region, number and length of droughts, 
instantaneous annual peak discharge, peak annual rainfall amounts for specified durations, 
number of times the ozone level exceeds the threshold level, chemical spills on highways, 
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incipient motion of sediment, spatial field of saturated hydraulic conductivity of soils, 
dispersivity, antecedent soil moisture, and maximum temperature.  
Many environmental and water resources projects require joint probability 
distributions of random variables. For example, in order to determine health hazard in an 
urban area, one needs to determine the number of ozone exceedances over a threshold, 
duration of exceedances, and time interval between exceedances. The joint probability 
distribution of these variables is needed to develop methods for environmental pollution 
control. Likewise, the joint probability distribution of monthly sediment load and 
discharge is needed in order to develop strategies for mitigation of reservoir 
sedimentation. To develop Best Management Practices (BMPs), joint distributions of 
discharge, and sediment and pollutant loads are needed. If the interest is in determining 
risk of, say, a chemical spill, then the joint distribution of the spill, areal coverage of spill, 
duration of spill, and the consequent damage is required.   
Using a lumped linear system with log-transformed values of runoff and sediment 
yield Sharma (1977) derived an ARIMA model for sediment yield. For nonstationary 
runoff and sediment yield sequences on monthly and daily bases, parsimonious linear 
input-output models are adequate.  He showed that the unit step and frequency response 
functions provide useful indices for interpretation of the fluvial characteristics of 
watersheds. Thomas (1985, 1988) derived a sampling design and estimation method 
(SALT) in which statistical properties did not depend on the validity of log-linear models. 
The method was found satisfactory for modeling sediment yield of small watersheds.  
Cohn et al. (1992) considered three simple load estimation methods based on log-
linear models. The methods were compared in repeated split-sampling by employing 
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nutrient data from major tributaries to Chesapeake Bay. The data exhibited a statistically 
significant lack of fit, and substantial serial correlation existed in the residuals. A 
minimum variance unbiased estimator, based on the assumption of log-linear models, 
provided good estimation of loads despite the violations of the hypothesis.  Sampling 
properties of the estimates corresponded well to those predicted by log-linear models.  
Sun and Koch (2001) applied the Box-Jenkins ARIMA model for salinity analysis 
and forecasting in Apalachicola Bay in Florida. The distributed lag transfer functions 
between hourly variations of tidal water levels and salinity were found to allow for 
forecasting of short-term fluctuations in salinity. Multivariate correlation analyses of 
daily salinity with river discharge, wind stresses, water levels and currents showed that 
the effect of daily wind stress was significant. It was concluded that salinity was 
positively correlated with western currents in the bay because the oceanic flow enters the 
bay from the east and the lag between daily discharge and salinity indicated that up to a 
week was required for the peak of the inflow fresh water to flush through the bay.   
Investigating long time series of the dissolved organic carbon (DOC) 
concentration in rivers, Worral and Burt (2004) found that DOC trends cannot be readily 
explained by trends in flow, pH, and alkalinity. For the catchments used, there was a 
significant increase in the carbon flux, and the maximum and minimum components of 
the annual distribution of daily readings showed increases in DOC, which implied that 
the DOC flux increased for differing hydrological pathways, and drought had a 
significant effect on the DOC trend. It was concluded that there were significant increases 
in carbon loss from upland peat catchments and the climate was a major factor especially 
during a drought event and the DOC flux changes due to a severe drought might be 
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attributed to the enzymic match mechanism. Tsai et al. (2001) derived a finite Fourier 
probability distribution for diffusion driven processes in which the range of variable can 
have a lower bound, an upper bound or both. The distribution was applied to model water 
quality data from the Mississippi River for hardness and for sulfate and magnesium 
concentrations. The distribution was found to describe the data well. Adrian et al. (2002) 
applied a semi-infinite Fourier probability distribution for modeling a multitude of 
environmental and water resources processes which are diffusive and their observations 
exhibit a lower bound and practically no upper bound.     
For developing the relationship between discharge and pollutant loading or 
concentration, the common approach has been ARMA, ARIMA, or regression analysis. 
In this study, a stochastic approach based on the copula concept was introduced to 
investigate the relationship between runoff and pollutant variables, i.e., dissolved oxygen 
(DO), total dissolved solids (TSS), Total Kjeldahl Nitrogen (TKN), using monthly runoff 
and water quality data from Calcasieu River in Louisiana.  
11.2 Data Description 
 
To apply the copula method, monthly streamflow and water quality data of Calcasieu 
River near Oberlin (USGS 8013500) and near Kinder (USGS 8015500), and the water 
quality data of Amite River near Port Vincent (USGS 7378500) in Louisiana were 
employed. The discharge data was obtained from the U.S. Geological Survey (USGS), 
and the water quality data (TKN and TSS) was collected from Louisiana Department of 
Environmental Quality (LDEQ). Data for the months of February and September were 
selected. In general, monthly runoff reaches a peak during February and a low during 
September. The information about the data is shown in Table 11.1 and Figures 11.1-11.2. 
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Table 11.1. Inforamtion on discharge and water quality data of Calcasieu River near 
Oberlin and Kinder and Amite River near Port Vincent. 
Site Runoff Water Quality 
 Station Number Record Station Number Record 
Oberlin USGS 8013500 1922-2002 LDEQ(0096) 1967-1998 












11.3 Determination of Marginal Distributions  
 
11.3.1 Empirical Nonexceedance Probabilities  
 
Nonexceedance probabilities for observed values of flow and water quality variables 
were estimated by using the commonly used Gringorten plotting-position formula given 
in Table 2.2. These empirical nonexceedence probabilities will be applied for the 
determination of the copula parameter later.  
11.3.2 Determination of Marginal Distributions                                                                                  
 
The marginal probability distributions which best represented nonexceedance 
probabilities of total monthly runoff, TKN, and TSS loadings by using the probability 
distributions dicussed in chapter 2 were obtained. Parameters of the best fitted marginal 
distributions are given in Table 11.2, and the best fitted probability density functions 
(pdfs) are shown in Figure 11.3 (site USGS 8013500), Figure 11.4 (site USGS 8015500), 
and Figure 11.5 (site USGS 7378500).  
11.4 Bivariate Analysis 
Determination of bivariate empirical joint distribution determination: The bivariate 
empirical joint distribution was determined using eq. (2.64).  
Bivariate analysis using the Gumbel-Hougaard copula: The Gumbel-Hougaard copula 
[eq. (3.23)] applies only to positively dependent bivariate random variables, i.e., 
Kendall’s τ being greater than or equal to 0. As discussed earlier, Kendall’s τ given in 
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Table 11.3 is positive for all the correlated bivariate variables, i.e., total monthly runoff 
and total monthly TKN loading, total monthly runoff and total monthly TSS loading, and 
total monthly runoff and total dissolved oxygen. Thus, the values of Kendall’s τ suggest 
that it is reasonable to apply the Gumbel-Hougaard copula to bivariate analysis of runoff 
and water quality variables.  






































































































































Figure 11.1 Data plots for two stations at Calcasieu River, Louisiana. 
















































































Figure 11.2 Data plots for the station at Amite River, Louisiana. 
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Figure 11.3 Fitted probability density functions for Calcasieu River at USGS 8013500.  
(a, b, c: February; a1, b1, c1: September). 
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Figure 11.4 Fitted probability density functions of Calcasieu River at USGS 8015500. 
 (a, b, c: February; a1, b1, c1: September). 
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Figure 11.5 Fitted probability density functions for the station at Amite River. 






Table 11.2 Probability distribution selected and the corresponding parameters estimated. 
Near Oberlin (USGS 8013500) 
 February September 
 Runoff TSS TKN DO Runoff TSS TKN DO 
Gamma 3.01E+09   25552     
(α, β) 1.94   1.87     
Exponential (λ)     8.55E+08 8.96E+04 315.43  
Box-Cox  71.24 104.57     2.18 
(µ, σ, λ)  15.58 34.8     0.029 
  0.26 0.47     -0.44 
Near  Kinder (USGS 8015500) 
 February September 
 Runoff TSS TKN DO Runoff TSS TKN DO 
Gamma 5.17E+09 2.07E+05 4882.8 47900    29333 
(α, β) 2.31 1.17 2.12 2.28    0.57 
Exponential (λ)     2.28E+09 7.24E+04   
Box-Cox       33.58  
(µ, σ, λ)       12.78  
       0.39  
Near Port Vincent (Discharge data collected from site USGS 7378500: Denham Springs) 
 February September 
 Runoff TSS TKN DO Runoff TSS TKN DO 
Gamma 4.57E+09 1.13E+06 5589.8 47587   2226.1 8000.7 
(α, β) 2.29 1.22 2.53 2.43   0.95 1.43 
Lognormal     21.4    
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                  (Table 11.2 continued) 
(µ, σ)     0.77    
Box-Cox      3.01   
(µ, σ, λ)      0.03   
      -0.32   
                 (Note: units for monthly runoff: m3, and the units for monthly TSS, TKN, and DO: tons). 
 
Table 11.3 Kendall’s tau (τ) calculated for bivariate variables studied. 
Near Oberlin (USGS 8013500) 
February September 
 Runoff and TSS Runoff and TKN Runoff and DO Runoff and TSS Runoff and TKN Runoff and DO
τ 0.27 0.51 0.79 0.69 0.83 0.87 
Near Kinder (USGS 8015500) 
February September 
 Runoff and TSS Runoff and TKN Runoff and DO Runoff and TSS Runoff and TKN Runoff and DO
τ 0.53 0.56 0.9 0.62 0.85 0.91 
Near Port Vincent (Discharge data collected from site USGS 7378500: Denham Springs) 
February September 
 Runoff and TSS Runoff and TKN Runoff and DO Runoff and TSS Runoff and TKN Runoff and DO




















































































Figure 11.6 Bivariate probability plots for two stations at Calcasieu River. 
(a: February runoff and total suspended yield; a1: September runoff and suspended yield) 
(b: February runoff and total nitrogen yield; b1: September runoff and total nitrogen yield) 
(c: February runoff and total DO; c1: September runoff and total DO) 
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Figure 11.7 Bivariate probability plots for the station at Amite River. 
(a: February runoff and total suspended yield; a1: September runoff and suspended yield) 
(b: February runoff and total nitrogen yield; b1: September runoff and total nitrogen yield) 









Table 11.4 Parameter estimated for bivariate analysis. 
Near Oberlin (USGS 8013500) 
February September 
Parameter Runoff and TSS Runoff and TKN Runoff and DO Runoff and TSS Runoff and TKN Runoff and DO
θ 1.37 2.06 4.76 3.22 6 7.69 
Near Kinder (USGS 8015500) 
February September 
Parameter Runoff and TSS Runoff and TKN Runoff and DO Runoff and TSS Runoff and TKN Runoff and DO
θ 2.11 2.25 10 2.61 6.65 11.11 
Near Port Vincent (Discharge data collected from site USGS 7378500: Denham Springs) 
February September 
Parameter Runoff and TSS Runoff and TKN Runoff and DO Runoff and TSS Runoff and TKN Runoff and DO








For this bivariate case, parameters were estimated by the nonparametric estimation 
method and were shown in Table 11.4. To this end, the bivariate joint distributions of 
runoff and TSS, runoff and TKN, and runoff and DO were obtained by the copula 
method and are shown in Figure 11.6 for stations at Calcasieu River and Figure 11.7 for 
the station at Amite River.  
11.5 Trivariate Frequency Analysis 
 
In this section, the trivariate frequency analyses of monthly runoff, TSS, TKN, and 
monthly runoff, TKN, DO were studied.  
Determination of empirical trivariate joint distribution: The trivariate joint empirical 
distribution is expressed by eq. (2.79), and the 3-dimensional Gumbel-Hougaard copulas 
was applied, since it was found to be the appropriate model for rainfall, flood, and low-
flow frequency analysis. 
Trivariate joint probability distribution analysis: Parameter θ for trivariate variables 
(i.e., runoff, TSS, and TKN, and runoff, TKN, and DO) was estimated by a 
semiparametric approach as given in Table 11.5. Then the trivariate distribution was 
obtained as shown in Figures 11.8-11.9 which indicate that the copula based trivariate 
joint probability distribution performed reasonably well by comparing with the empirical 
trivariate joint distribution.  
Table 11.5 Parameter estimated for trivariate case analysis. 
Near Oberlin (USGS 8013500) 
 Parameter Dependent variables February September 
θ Runoff, TSS, TKN 1.1 1.1 
  Runoff, TKN, DO 1.94  
Near Kinder (USGS 8015500) 
 Parmaeter Dependent variables February September 
θ Runoff, TSS, TKN 1.3 1.6 
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       (Table 11.5 continued.) 
  Runoff, TKN, DO 1.34 1.58 
Near Port Vincent 
Parameter  Dependent variables February September 
θ Runoff, TSS, TKN 1.97 1.11 
 Runoff, TKN, DO 2.83 1.8 































Figure 11.8 Trivariate analysis plot for Calcasieu River. 
(a, b: runoff, TKN and TSS; a: February, b: September) 
(c, d: runoff, TKN and DO; a: February, b: September ) 





























































































Figure 11.9 Trivariate analysis plot for station at Amite River. 
(a, b: runoff, TKN and TSS; a: February, b: September) 
(c, d: runoff, TKN and DO; a: February, b: September ) 
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11.6 Conditional Frequency Analysis 
In this section, the conditional frequency analysis is focused on the conditional bivariate 
frequency analysis, i.e., runoff and TSS, runoff and TKN, runoff and DO. The 
conditional frequency analysis for the water quality data at Amite River is taken as an 
example. 
 Similar to the bivariate conditional frequency analysis discussed earlier, eqs. (3.48) 
and (3.49) are needed. To this end, Figures 11.10-10.11 show the results of conditional 
frequency analysis by conditioning on the runoff. Similarly the conditional frequency was 
performed based on the conditioning on TSS, TKN, DO. These plots clearly indicate the 
dependence of bivariate variables.    
11.7 Discussion of Results 
Both the Amite River and Calcasieu River runoff data show that monthly runoff is the 
highest in February and the lowest in September. Therefore, data for these two months 
were selected for analysis. There exists a positive correlation between monthly runoff and 
monthly loading of TSS and TKN, and monthly total DO.  
 When higher runoff occurred, higher TSS and TKN loading appeared, except for 
the TSS loading for September at Calcasieu River. Since there is no field study of the 
station selected, the reason why the TSS loading at the upstream during September is 
high is not clear. As Kendall’s τ was in the range from 0.27 to 0.91 for the bivariate case, 
the Gumbel-Hougaard copula was a proper choice for analysis. The copula parameter 
was estimated by the nonparametric method through Kendall’s τ. According to the 
stations at the Calcasieu River, for the copula plot based on the ranked data, it is shown 
that for the same probability, the magnitudes of dependent variables (i.e., monthly runoff 
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and TSS, and monthly runoff and TKN) at the downstream station were higher than at the 
upstream station (i.e., for February when P =0.2, runoff was 1.69 E10 m3, and TSS was 
3.39 E4 tons at the downstream station: USGS8015500; whereas for the same probability, 
runoff was 2.02 E8 m3 and TSS was 1214.9 tons at the upstream station: USGS 8013500. 






















































































































Figure 11.10 Bivariate conditional frequency analysis of water quality data of Feburary at 
Amite River.  






























































































































Figure 11.11 Bivariate conditional frequency analysis of water quality data of Septermber 
at Amite River. (a, b, c: Q = q; a1, b1, c1: Q ≤ q). 
 
The similar results were obtained for September). Similar results were obtained for the 
dependent variables of runoff and TKN, and runoff and DO for both February and 
September.  The trivariate Gumbel-Hougaard copula was applied for trivariate analysis of 
monthly runoff, TSS and TKN, and monthly runoff, TKN and DO. Its parameter was 
estimated by the parametric estimation method. The trivariate plots indicated that there 
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existed a positive relationship among the variables. The trivariate plots obtained by rank 
showed that for the same probability, the magnitudes at the downstream station were 
higher than those at the upstream station for both February and September (i.e., when P = 
0.2, runoff was 4.31 E9 m3, TSS was 1.38 E5 ton, and TKN = 3147.9 ton at the 
downstream station: USGS 8015500; whereas for the same probability, runoff was 1.46 
E9 m3, TSS was 8758.4 ton and TKN was 759.06 ton), with the similar realationship 
obtained from trivariate analysis of runoff, TKN and DO at downstream and upstream 
stations of Calcasieu river. 
11.8 Conclusions 
It is concluded that the copula method can be applied gainfully to derive multivariate 
probability distributions from marginal distributions regardless of the dependence 
between the associated random variables and the form of marginal distributions. There is 
a wide range of copula families that can be applied but the Archimedean copula family is 
most appropriate for water quality analysis. This is illustrated using monthly runoff and 
water quality data in this study. 
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CHAPTER 12  
 
FLOOD DAMAGE ANALYSIS 
 
Flood damage analysis is an important part of flood risk analysis, especially when the 
risk analysis is made through triplet analysis. Usually, flood damage may contain zero 
values. Thus, the probability of zero damage and nonzero damage is considered 
separately, by the total probability theorem, order statistics and the KD model. To that 
end, the best fitted model for the flood damage containing with zero damage is obtained. 
It was found that the damage analysis through the total probability theorem analysis was 
the best one, considering the damage data characteristics employed for the study.  
12.1 Literature Review 
Similar to the hydrologic and environmental time series which may contain zero values, 
the damage time series usually contains zero values. Thus, the method of frequency 
analysis applicable to these time series may also be applicable to the damage time series.  
 Haan (1977) discussed three methods for dealing with zero values in a data set. One 
method was to add a small amount to all of the values in the data set, and then fit a 
certain probability distribution to the data. Very little improvement in the accuracy of 
damage analysis was achieved by this method (Jennings and Benson, 1969). The second 
method ignored the zero values which should not be ignored in the data and analyzed 
only nonzero values, but the actual statistical characteristics contributed by the zero 
values would be lost by this method. The third method was developed, based on the total 
probability theory. Jennings and Benson (1969) found that this method best fitted the data 
containing zero values.  
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Bao et al. (1987) considered the uncertainty of a flood magnitude estimated for a 
specified return period in the evaluation of annual expected flood damage by a damage 
function. They concluded that the effect of uncertainty in a flood magnitude estimate on 
the annual expected damage was quite significant and was sensitive to the sample size 
and the probability distribution used. Haimes and Lambert (1992) used the partitioned 
multiobjective risk method (PMRM) for flood risk analysis. They partitioned the 
probability axis into a set of ranges and generated conditional expectations of damage, 
given that the damage fell within a particular range. Loáiciga (2001) identified the 
probable causes of flood damage in a basin with floodplain development. 
Borgman (1963) developed damage functions (distribution of the total damage, 
probability of zero-damage, and probability of mean total damage) based on three 
different initial assumptions: (1) the hazard events (floods and associated damage) 
occurring in time have randomly varying magnitudes; (2) the hazard events are subject to: 
(a) the average number of hazard events per unit time with magnitude exceeding a certain 
threshold x is λ(x); (b) the probability that n events occur in a time interval of arbitrary 
length s is independent of the position of the interval on the time axis; (c) the hazard 
events with magnitudes exceeding x in non-overlapping intervals are statistically 
independent; (d) if Pn(s) is the probability that n hazard events exceeding a magnitude x 
occur in an interval of length s, then it is assumed that ∑
∞
=2n
n s/)s(nP tends to zero as s 
tends to zero; and (3) the hazard events exceeding the magnitude x in (t, t + s) time 
interval are assumed so that (a) each time interval has independent increments, (b) 
∑ + s)/s t(t,npn tends to zero as s tends to zero, and (c) the average number of 
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(1995) applied order statistics to precipitation and streamflow data that contained zero 
values. In their study, they showed that this method was the best for annual low-flow data 
from China and the annual maximum peak discharge data from the United States. 
Strupczewski et al. (2003) employed the unit impulse response of a linearized kinematic 
diffusion (KD) model as a probability distribution for frequency analysis of hydrologic 
samples with zero values. Poisson and gamma probability distributions were applied to 
represent the unit impulse response of the KD model. The method of moments and the 
maximum likelihood estimation were used for estimating model parameters.  
 Review of literature shows that the methods using order statistics, total probability, 
the Box-Cox transformation, and kinematic diffusion approach have been applied to 
frequency analysis of hydrologic and environmental data that have zero values. However, 
some of these methods have not been applied to flood damage data, and it is not clear if 
they will be applicable to frequency analysis of flood damage. To this end, the methods 
using order statistics, total probability theorem and kinematic diffusion approach were 
applied for the flood damage frequency analysis, and an appropriate method for damage 
frequency analysis was selected for the further risk analysis.  
12.2 Probability Determination for Zero and Nonzero Damages   
Determination of damage frequencies entails two parts: (1) determination of zero damage 
frequency, and (2) determination of non-zero damage frequency. For non-zero damage 
frequency, some of the standard frequency distributions can be employed. This part is, 
therefore, discussed first. 
12.2.1 Probability Distributions of Nonzero Values 
Similar to univariate hydrologic frequency analysis, i.e., univiariate rainfall and flood 
frequency analysis, univariate probability distributions discussed in chapter 2, i.e., 2-
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parameter gamma distribution, 2-parameter exponential distribution, 3-parameter Pearson 
distribution, 3-parameter log-Pearson distribution, 2-parameter log-normal distribution, 
2-parameter inverse Gaussian distribution, 2-parameter Gumbel distribution, 2-parameter 
Weibull distribution and Normal distribution by Box-Cox transformation, were 
considered as possible candidates for damage frequency analysis of nonzero damage. 
Parameters of these distributions were estimated using MOM, MLE, and LM techniques. 
To that end, the best fitted univariate distribution of nonzero damage was chosen, based 
on the goodness-of-fit statistics, i.e., MSE, RMSE, BIAS, and AIC.  
12.2.2 Probability Determination of Zero Values 
The damage data was separated into two parts: zero-damage and nonzero-damage which 
are mutually exclusively independent. Thus in what follows, the total probability theorem 
and order statistics were applied for the zero damage probability identification. 
12.2.2.1 Probability Determination of Zero Values by Total Probability Theorem 
According to the total probability theorem, the probability of zero values is based on the 
proportion of zero values in a dataset and is expressed as: 
n
kXP == )0(                                                                               (12.1) 
where X denotes the damage variable, k denotes the number of zero damage values, and n 
denotes the sample size.  
12.2.2.2 Probability Determination of Zero Values by Order Statistics 
Order statistics is another approach for estimation of probability for the data containing 
zero values. The order statistics of a random sample, x1,…, xn, are the sample values 
arranged in ascending order, which are denoted by x(1),… x(n). If x(1),… x(n) denote the 
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where Pi denotes the probability mass of point i;  
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Additionally, if x(1),…, x(n), denote the order statistics of a random sample x1,…, xn drawn 
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where k is the number of zero values, and n is the sample size including zero values. In 
this manner, the probability of zero damage was determined. The damage frequency 
analysis including zero values was thus analyzed using both total probability theorem and 
orders statistics.  
12.3 Damage Frequency Analysis Using Total Probability Theorem 
Damage frequency analysis by the total probability theorem was performed as follows: 
(1) Obtain the probability of zero damage using eq. (12.1); 
(2) Fit the probability distribution to subsamples of nonzero damage as discussed in 
section 12.2.1, and the probability of zero damage contributing to the damage 
containing zero values was expressed as: 
      )()0( xF
n
knXP −=>                                                               (12.9) 
(3) Obtain the probability of damage containing zero values as: 
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12.4 Damage Frequency Analysis Using Order Statistics 
Similar to the damage frequency analysis by the total probability theorem, the damage 
frequency analysis by order statistics was made as follows: 










== )1()0( 00                                                      (12.11) 
(2)  Fit the probability distribution to subsamples of nonzero damage as discussed in 
section 12.2.1. 
(3) Thus the nonexceedance probability of damage containing zero values is 
expressed as: 
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)0|()0()0()( >>+==≤ XxFXPXPxXP                                      (12.12) 
12.5 Damage Frequency Analysis Using the Kinematic Diffusion (KD) Model 
Strupczewski et al. (2003) indicated that the unit impulse response of a linearized KD 
model can be used as a probability distribution for frequency analysis of hydrologic 
samples with zero values, such as monthly precipitation in dry seasons, annual low flow, 
and annual maximum peak discharge observed in arid and semiarid regions. This model 
was applied to the damage data set, including zero values, to investigate whether it is 
suitable or not.  
From the viewpoint of the probability theory, similar to the methods based on total 
probability and order statistics, P(X=0) ≠ 0, where X is the random variable, and P is the 
probability mass. Therefore, the probability density function from which such damage 
series was drawn would be discontinuous with discontinuity at the zero value having a 
form: 
);()()( Rxfxxf c+= βδ                                                                  (12.13) 
where β denotes the probability of zero values which is estimated from the Poisson 





dxRxfc , R is vector of parameters. For the KD model, the probability 
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and 1(x) is the unit step function. Inserting eqs. (12.15)-(12.16) into eq. (12.14), eq. 
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λλ −−  
denotes the probability of nonzero values. 1(x) is the unit step function, and I1(.) is the 
first-order modified Bessel function of the first type. 
   In order to obtain the probability of zero values and nonzero values from the KD-model, 
parameters λ and α were estimated using MLE and MOM.  Then the probabilities of zero 
values and nonzero values were obtained from eqs. (12.15) and (12.17). 
12.5.1 Estimation of Parameters by the Maximum Likelihood Method 
Let a sample contains n1 zero values and n2 positive nonzero values. The likelihood 
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where I0(.) denotes the 0th order modified Bessel function of the 1st kind, and I1(.) denotes 
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with the initial value as )/ln(ˆ 1 nn−=λ .    
12.5.2 Estimation of Parameters by Method of Moments 
 Following Strupczewski and Napiorkowski (1989), the R-th order cumulant of the KD 
model can be expressed as:  
     λα RR RK !=                                                                           (12.22) 
Thus, following Strupczewki and Napiorkowski (1989) the moment equations can be 
expressed as: 
λµ a='1                                                                                  (12.23) 
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12.6 Application to Damage Frequency Analysis 
12.6.1 Damage Data 
The damage data were collected from the Amite River basin for the parishes where 
rainfall and streamflow stations are located in Louisiana. The relevant information of the 
data is given in Table 12.1. For the damage data so collected, the first four moments of 
nonzero damage data are given in Table 12.2, and the corresponding first four sample 
moments of damage data including zero values are given in Table 12.3. From the 
conventional first four sample moments, the damage data statistics indicate that the data 
are right skewed.  
Table 12.1 Relevant information on flood damage data. 
Sites Variable Record length Number of zero values 
St. Helena Damage 28 20 
East Feliciana Damage 47 38 
East Baton Rouge Damage 50 39 
 
Table 12.2 Sample moments of nonzero damage data.  
 St. Helena East Feliciana East Baton Rouge 
 (1) (2) (1) (2) (1) (2) 
m1 2.01E+05 - 24.33 25.33 644.09 144.59 
m2 3.25E+11 - 887.2 15.72 3.17E+06 590.2 
Cs 2.83 - 1.56 0.46 3.29 0.89 
Ck 8.00 - 1.85 0.23 10.88 0.86 
  (Note: (1) denotes conventional moment; (2) denotes L-moments; m1: first order sample  
   moments; m2: second order sample moments; Cs: skewness; and Ck: kurtosis; -: not  
   available).  
 
12.6.2 Empirical Probability Determination of Nonzero Damage 
The empirical nonexceedance probability of nonzero damage was estimated using the 
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where K is the number of nonzero damage, and i is the i-th smallest observation in the 
nonzero damage.  
12.6.3 Empirical Probability Determination of Damage with Zero Values 
The empirical nonexceedance probability of damage with zero values was estimated 
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where k is the k-th smallest observation in the damage data, and n is the sample size. In a 
sample with more than one zero value, eq. (12.32) was still applied. Based on ranking, 
the probability of zero values was taken as ( )
1
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12.6.4 Theoretical Probability Determination of Nonzero Damage 
As mentioned earlier, univariate probability distributions discussed in Chapter 2 were 
considered for fitting the nonzero damage data. Parameters of these distributions were 
obtained using MOM, MLE, and LM. The values of parameters estimated for each site 
are given in Table 12.4 and the goodness-of-fit statistics of each fitted distribution are 
given in Table 12.5. Therefore, the best fitted distribution for nonzero damage at each site 
was determined using the goodness-of-fit statistics. The best fitted probability 
distributions chosen for nonzero damage are given in Table 12.6. The best fitted 
probability distributions confirm that the statistics of nonzero damage is right skewed as 
shown in Figure 12.1. Figure 12.2 indicates the possible damage with different return 
periods at each site.  
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Table 12.3 Sample moments of damage data including zero values. 
 St. Helena East Feliciana East Baton Rouge 
 (1) (2) (1) (2) (1) (2) 
m1 59691 - 4.76 - 144.59 0 
m2 9.62E+10 - 252.99 - 7.34E+05 142.07 
Cs 5.20 - 4.25 - 6.93 0.97 
Ck 27 - 19.24 - 48.35 0.93 
(Note: (1) conventional moments; (2) L-moments; m1: first order sample moments; m2: 
second order sample moments; Cs: skewness; and Ck: kurtosis; -: not available).  
 















Figure 12.1 Probability density plots of nonzero damage. 
 
12.6.5 Probability Estimation of Zero Damage 
The zero damage probability is a constant and determined from the total probability 
theorem by using eq. (12.1), from order statistics by using eq. (12.8) and from the KD 
model by using eq. (12.15). For the zero damage probability estimation using the KD 
model, parameters of the distribution need to be estimated first as the first part in eqs. 
(12.14) and (12.17).  
The parameters were obtained using both MLE and MOM estimation by the KD 
model and are given in Table 12.7. The probability estimated for zero damage is given in 



























































East Baton Rouge 
 
Figure 12.2 Nonzero damage and corresponding return period plots. 
12.6.6 Determination of Fitted Probability for Damage Containing Zero Values 
After estimating the probabilities of zero damage and nonzero damage, the fitted 
probability for the damage containing zero values was estimated by eq. (12.10) for the 
total probability method, by eq. (12.12) for the order statistics method, and by eq. (12.14) 
for the KD model. To this end, the probabilities for the damage containing zero values 
were obtained. The goodness-of-fit statistics, i.e., BIAS and MSE values for different 
methods are given in Table 12.9. From this table, it is easy to see that the damage 
analysis by the total probability theorem reach the smallest BIAS and MSE for the parish 
studied. The best fitted plots for each site are given in Figures 12.3.  
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Table 12.4 Parameters estimated for the fitted probability distributions. 
 St. Helena East East Baton Rouge 
Exponential 5.70E+05 -3.68E+05  29.79 -5.45  1779.90 -1135.80  
(α, β) 2.30E+05 -28779  26.25 -1.92  707.40 -63.31  
  - -  31.44 -6.11  1180.40 -527.40  
Gamma 1.61E+06 0.13  36.46 0.67  4918.60 0.13  
(α, β) 2.17E+06 0.09  32.17 0.76  2340.40 0.28  
  - -  46.70 0.54  8193.50 0.08  
Pearson 8.06E+05 0.5 -2.01E+05 23.20 1.65 -13.92 2930.40 0.37 -437.01 
(α, β, γ ) 2.01E+05 1 0.28 23.26 1.00 0.92 643.05 1.00 0.83 
  - - - 49.20 0.50 0.59 14182.00 0.04 27.47 
Log-Pearson 5.72 0.63 -0.22 0.16 87.79 -11.35 0.18 217.32 -35.29 
(α, β, γ ) - - - - - - - - - 
  - - - 1.20 1.88 0.39 2.22 1.73 0.51 
Normal  2.01E+05 5.70E+05  24.33 29.79  644.09 1779.90  
(µ, σ) 2.01E+05 5.70E+05  24.33 29.79  644.09 1779.90  
  - -  25.33 27.87  653.00 1046.10  
Log-Normal 11.12 1.48  2.73 0.96  5.39 1.47  
(µy, σy) 3.37 4.53  2.40 1.47  3.93 2.66  
  - -  2.46 1.24  3.71 2.35  
Inverse 2.01E+05 25185  24.33 16.24  644.09 84.34  
Gaussian (λ, δ) 2.01E+05 3.96  24.33 5.52  644.09 4.59  
Gumbel 4.44E+05 -54973  23.23 10.93  1387.80 -156.95  
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        (Table 12.4 continued) 
(α, β) 2.13E+05 27636  23.75 14.49  671.19 113.35  
  - -  22.68 12.24  851.48 161.51  
Weibull 3.97E+05 0.80  37.12 1.18  1068.60 0.74  
(a, b) 343.48 0.18  21.74 0.82  177.15 0.42  
  - -  22.52 0.76  146.97 0.36  
Box-Cox 1.65 1.11 -0.26 2.68 1.72 0.07 4.15 2.87 0.02 
(µ, σ, λ ) 1.65 1.11  2.68 1.72  4.15 2.87  
  - -  2.94 1.81  4.59 2.93  
 
Table 12.5 Goodness-of-fit statistics of fitted probability distributions 
St. Helena East Feliciana East Baton Rouge 
  MOM MLE LM MOM MLE LM MOM MLE LM 
Exponential MSE 8.22E+11 1.27E+12 - 372.90 595.40 372.90 1.21E+07 1.78E+07 1.21E+07
 RMSE 9.07E+05 1.13E+06 - 19.31 24.40 19.31 3480.10 4223.50 3480.10 
 BIAS 4.32E+05 -68381 - 4.59 -0.67 4.59 2138.40 -80.06 2138.40 
 AIC 223.48 217.55 - 57.29 80.82 57.29 183.41 170.36 183.41 
Gamma MSE 6.29E+11 6.13E+11 - 519.66 459.14 519.66 7.98E+06 1.05E+07 7.98E+06
 RMSE 7.93E+05 7.83E+05 - 22.80 21.43 22.80 2824.50 3241.10 2824.50 
 BIAS 2.86E+05 -8375.7 - 9.40 -1.08 9.40 1029.70 -9.00 1029.70 
 AIC 221.34 113.39 - 60.28 78.94 60.28 178.81 145.74 178.81 
Pearson MSE 6.29E+11 1.38E+12 - 519.66 945.68 207.35 7.98E+06 1.89E+07 2.62E+09
 RMSE 7.93E+05 1.17E+06 - 22.80 30.75 14.40 2824.50 4347.10 51181.00 
 BIAS 2.86E+05 -1.09E+05 - 9.40 -4.69 0.68 1029.70 -204.44 69332.00 
 AIC 223.34 217.41 - 62.28 80.80 54.01 180.81 170.27 244.55 
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    (Table 12.5 continued) 
Log-Pearson MSE 2.46E+12 - - 318.95 - 26673.00 6.10E+06 - 2.44E+08
 RMSE 1.57E+06 - - 17.86 - 163.32 2470.50 - 15623.00 
 BIAS -14.12 - - -0.43 - -3.19 -3.08 - -11.98 
 AIC 234.25 - - 57.89 - 97.72 177.87 - 218.44 
Normal MSE 1.63E+12 1.63E+12 - 1637.20 1637.20 1602.50 2.40E+07 2.40E+07 2.00E+07
 RMSE 1.28E+06 1.28E+06 - 40.46 40.46 40.03 4897.90 4897.90 4470.60 
 BIAS 7.02E+05 7.02E+05 - 21.41 21.41 15.47 3749.30 3749.30 1545.80 
 AIC 228.98 237.75 - 70.61 89.63 70.41 190.92 198.87 188.92 
Log-Normal MSE 1.10E+12 2.52E+12 - 926.94 537.72 1602.50 1.35E+07 4.37E+06 2.00E+07
 RMSE 1.05E+06 1.59E+06 - 30.45 23.19 40.03 3675.70 2090.90 4470.60 
 BIAS -57634 -89.45 - -5.78 -0.36 15.47 -98.06 -2.98 1545.80 
 AIC 225.83 103.85 - 65.49 78.67 70.41 184.61 142.12 188.92 
Inverse MSE 1.34E+13 1.86E+24 - 3502.90 72810.00 0.00 2.19E+08 8.28E+11 0 
Gaussian RMSE 3.66E+06 1.36E+12 - 59.19 269.83 0.00 14801 9.10E+05 0 
 BIAS 5.81E+05 1.02E+12 - -9.58 21.72 0.00 3645.5 6.15E+05 0 
 AIC 245.83 90.67 - 77.45 71.64 0.00 215.25 139.43 0 
Gumbel MSE 1.81E+12 1.30E+12 - 1538.00 846.25 785.56 2.39E+07 1.80E+07 1.61E+07
 RMSE 1.35E+06 1.14E+06 - 39.22 29.09 28.03 4884 4247.3 4012.8 
 BIAS 8.74E+05 1.66E+05 - 28.35 7.11 10.38 4121.1 989.28 1216.6 
 AIC 229.81 229.29 - 70.04 86.63 64.00 190.86 184.99 186.54 
Weibull MSE 9.96E+11 2.33E+12 - 1247.30 418.06 192.48 1.19E+07 1.33E+07 8.59E+06
 RMSE 9.98E+05 1.53E+06 - 35.32 20.45 13.87 3446.8 3640.6 2930.7 
 BIAS -1.85E+05 -327.74 - -12.78 -0.70 -0.63 -203.09 -2.8991 0.48 
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   (Table 12.5 continued) 
 AIC 225.02 108.56 - 68.16 78.81 51.34 183.19 143.04 179.63 
Box-Cox MSE 2.59E+12 2.59E+12 - 275.57 275.57 1654.70 6.49E+06 6.49E+06 1.40E+06
 RMSE 1.61E+06 1.61E+06 - 16.60 16.60 40.68 2547.4 2547.4 1184 
 BIAS -2.12 -2.12 - -0.39 -0.39 -2.67 -3.01 -3.01 -9.88 
 AIC 234.67 24.55 - 56.57 34.83 72.70 178.54 52.618 161.69 
 
Table 12.6 Best fitted probability distribution for each site 
Site Best fitted distribution 
St. Helena Gamma 
East Feliciana Exponential 
East Baton Rouge Log-Pearson 
 
Table 12.7 Parameters estimated through KD model 
 MLE MOM 
St. Helena λ 0.34 0.07 
 a 1.78E+05 8.06E+05
East Feliciana λ 0.22 0.18 
 a 21.94 26.57 
East Baton Rouge λ 0.25 0.06 
 a 583.03 2537.30 
 
Table 12.8 Zero damage probability estimated. 
Site Total probability theorem Order statistics KD model 
   MLE MOM 
St. Helena 0.70 1.23E-05 0.71 0.93 
East Feciliana 0.80 9.46E-19 0.80 0.84 
East Baton Rouge 0.78 3.94E-16 0.78 0.94 
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Table 12.9 Goodness-of-fit statistics of damage variables containing zeros. 
Site 
 






St. Helena MSE 0.004 0.31 0.027 
 BIAS 0.013 0.51 -0.044 
East Feciliana MSE 0.00 0.26 0.04 
 BIAS 0.11 0.71 0.48 
East Baton Rouge MSE 0.005 0.43 0.050 
 BIAS 0.17 0.61 0.50 
 
12.7 Conclusions 
The following conclusions can be drawn from this chapter: (1) Based on the parish 
concerned where rainfall and streamflow stations are located, the best fitted distributions 
for nonzero damage are drawn from the right skewed probability distribution, say, 
gamma type distribution. (2) The probability of zero damage drawn from order statistics 
is unreasonably low which is near zero. It tells that the order statistics cannot be applied 
in this case. The goodness-of-fit statistics confirm the same result. (3) The KD model 
technique, commonly applied for the peak discharge analysis in arid and semi-arid 
regions where there may be some zero values detected, is not the best analysis technique. 
Part of the reason is that for the flood damage datasets, especially the dataset available for 
this study, most of the flood damage data is considered zero damage as shown in Table 
12.1. (4) The total probability theorem analysis is considered as the best method for 
analysis of flood damage containing zero values.  
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Figure 12.3 Best fitted probability distribution plots for damage. 

















































RISK ANALYSIS AND MAPPING 
 
In this chapter, the triplet concept of risk is discussed and the risk analysis by this concept 
is performed using data from St. Helena, East Feliciana and East Baton Rouge where the 
sites studied for the flood frequency analysis belong to.  
13.1 Literature Review 
Based on flood frequency and flood damage analyses, risk analysis and evaluation can be 
performed based on different methodologies. In the past, safety factor and return period 
methods were used to account for an acceptable risk (Kite, 1978; Rasmussen and 
Rosbjerg, 1989; Baker and Leshchinsky 2001).  The problem with the safety factor is that 
the increase of safety factor usually leads to the increase of cost, whereas in the return 
period method (mostly based on a univariate analysis), the flood event based on a certain 
return period cannot represent the expected risk of having a flood event, because of the 
uncertainty of the flood frequency model itself. In order to improve risk analysis and 
evaluation, attention has been paid to other approaches. 
Tung and Mays (1981) presented procedures to define risk and reliability of 
overtopping for flood levee systems by considering hydrologic and hydraulic 
uncertainties using Bayes’ theorem and with no consideration of hydrologic parameter 
uncertainty. They found that risk and reliability analysis which accounted for hydrologic 
and hydraulic design uncertainties can be incorporated into optimal design procedures. 
With this procedure, the approach of computing risk could be extended to compute the 
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expected damage cost, thus incorporating risk considerations into design procedures. 
They also found that the composite hydrologic probability model was a better alternative, 
because various hydrologic loading probability models have a significant effect on the 
optimal levee design, which was an attempt to reduce the hydrologic model uncertainty.  
 Etoh and Nakanishi (1987) expressed an equi-risk line method through the 
relationship between discharge capacity and storage capacity to keep flood frequency 
under a certain risk level represented by return period T.  
 Leach and Haimes (1987) investigated two methods of risk and impact analysis: 
partitioned multiobjective risk method (PMRM) and the multiobjective, multistage 
impact analysis method (MMIAM).  By combining these two methods, they incorporated 
risk and impact analysis within a dynamic multiobjective decision-making framework. 
The importance of this integrated risk and impact analysis was that time is explicitly built 
into modeling and analysis which could represent risk in more detail and more 
comprehensively. By using the MRIAM, the probability distributions represented by 
conditional expected values, not by the unconditional expected values alone, could 
provide the decision maker with more information about the probability distributions, 
especially, of extreme events. Haimes and Lambert (1992), based on the PMRM, 
generated a number of risk functions according to each range by incorporating the triplet 
into risk analysis (Kaplan, et al., 1981). 
Booy and Lye (1989) proposed a probabilistic framework for risk analysis, based 
on serial correlation or short record, combining stochastic and model uncertainty. They 
distinguished the descriptive distribution for describing the variability of the process 
given the available data. They also distinguished the predictive distribution for 
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quantifying the risk that one or more dimensional variable will be exceeded in a given 
time. In order to improve risk analysis, they took into account the fact that the parameters 
of the descriptive distribution were estimated from limited data.  
 Ramussen and Rosbjerg (1989) proposed a risk-based technique based on the PDS 
series (exponentially distributed exceedances and Poissonian occurrence times) to obtain 
the distribution of the T-year design tx̂  along with distribution Rt as the risk within a 
given period. They provided analytical closed-form expressions for mean and standard 
deviation for these variables, and introduced the “expected risk” as an average of all true 
risks of all design estimates that might be made from successive samples of specified size.  
Futter, et al. (1991) compared the Cox regression model and conditional 
distribution model for risk analysis. They used a rainfall threshold, not the discharge 
threshold, as a critical level for flood risk analysis based on a certain return period. Since 
the assumption of exponential relationship is needed for Cox model, no further 
distribution assumptions are necessary. By using the Cox model, they somewhat relaxed 
the assumptions.  
Franchini et al. (1996b) combined a stochastic storm transposition approach with 
the ARNO model to obtain a framework for estimating extreme flood probabilities, 
which was demonstrated using Monte Carlo simulation.  
Anselmo, et al., (1996) described an integrated hydrological and hydraulic 
modeling approach for risk analysis of a flood-prone area which was based on four steps: 
(1) frequency analysis of extreme rainfall events and the probable maximum precipitation 
evaluation; (2) rainfall-runoff model calibration by the current flood event; (3) two-
dimensional hydraulic model calibration by using the calibrated rainfall-runoff model and 
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comparison of the maximum flood level observed during the same event; and (4) 
simulation performed through the two-dimensional hydraulic model of flood wave 
obtained from the rainfall-runoff model by applying the extreme rainfall event values 
defined in step 1. They found that for the flood-prone areas where the estimation of both 
the total volume and the shape of the flood hydrograph was essential, the assumptions on 
the extreme event played an important role in the uncertainty of the resulting design 
levels. By using these two models in cascade, an indirect check of the validity of 
calibration from all the available information and the physical interpretation of the results 
can thus be obtained.  
 Reeve (1998) considered the risk as a combination of the probability of a flood 
event occurring and the evaluation of the consequence with the “failure” defined as the 
unwanted flow of water across the line of the defense crest.  
 Burn (1999) described the risk perception concept which can be considered as a 
warning system. He examined the risk perception by using the Red River flood in 1997, 
and he found that experiences with the flood events were an important factor influencing 
the perception of risks associated with natural hazards.  
13.2 Triplet Concept 
Kaplan and Garrick (1980) developed a triplet concept to analyze risk. The triplet concept 
is a quantitative definition of risk which is used to discuss the notions of “relative risk”, 
“relativity of risk”, and “acceptability of risk”. They stated that risk involves both 
uncertainty and some kind of loss or damage and can be written as: Risk = uncertainty + 
damage. Risk is the possibility of loss or injury and the degree of probability of such loss, 
which includes the likelihood of conversion of that source into actual delivery of loss, 
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injury, or some form of damage. It is obvious that risk can be reduced but cannot be 
completely eliminated. Therefore, a risk analysis consists in answering the following 
questions: (1) What can happen? (2) The possibility if it will happen? (3) What will be 
the consequence if it did happen? These questions can be answered through the triplet 
concept. 
Fundamentally, in the triplet concept, there are 3 elements: (1) si: scenario (source) 
identification (in hydrologic risk analysis, it can be considered as the extreme rainfall or 
flood events), (2) pi: the possibility of that scenario; (3) xi: is the consequence or 
evaluation measure of that scenario (source) (i.e., damage caused by extreme rainfall or 
flood). To that end, risk can be denoted as a set of triplets: R = {si, pi, xi} and can be 
obtained from the outline given in Table 13.1  
Table 13.1. Scenario list with exceedance probability. 
scenario likelihood consequence Exceedance probability 
S1 p1 x1 P1=P2+p1 
S2 p2 x2 P2=P3+p2 
. . . . 
. . . . 
. . . . 
si pi xi Pi=Pi+1+pi 
. . . . 
. . . . 
. . . . 
sN-1 pN-1 xN-1 PN-1=PN+pN-1 
sN pN xN PN=pN 
 
In order to assess risk as shown in Table 13.1, scenarios are arranged in the order as 
the order of increasing severity of damage. Then by adding a fourth column in which we 
write the cumulative probability, and adding from the bottom, the risk curve can be 
obtained from the triplet. As discussed by Kaplan and Garrick (1981), the triplet method 
makes it possible to clarify the misunderstanding of the definition of risk (i.e., risk is 
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considered as probability times consequence) by considering risk as the probability 
and consequence for the following reasons. For a single scenario, the definition of 
considering risk as probability times consequence could equate a low-probability high-
damage scenario with a high-probability low-damage scenario. Similarly for multiple 
scenarios, this definition could be mistaken as that the risk is the expected value of 
damage, i.e., mean of the risk curve. Actually risk is not the mean of risk curve but the 
risk curve itself.  
Additionally, unlike other risk analysis methods (i.e., return period method, 
encounter probability method, distribution of waiting time method, safety factor method, 
etc.), the triplet method considers both scenarios (sources) and damage to assess risk.  
13.3 Risk Analysis by the Triplet Concept 
Now, risk analysis by the triplet concept can be performed. For performing risk analysis, 
the following steps are needed: 
(1) Order scenarios (i.e., flood events) in the order as the order of increasing severity of 
damage.  
(2) Maximum flood data were chosen for zero and nonzero damage considered in a 
certain year.  
(3) Calculate the likelihood of the flood data. 
(4) Calculate the exceedance probability by adding from the bottom as shown in Table 
13.1 (i.e., 4th column). 
(5) Thus, the risk analysis by the triplet concept is obtained.  
13.3.1 Data Discription 
The flood damage data, studied in Chapter 12, were employed. Relevant information on 
the damage data of the three parishes are given in Chapter 12, and the corresponding 
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flood data at USGS 7377000, USGS 7377500 and USGS 7378500 are chosen with the 
relevant information given in Chapter 7.  
12.3.2 Risk Mapping 
By combining the damage data and flood data described earlier, the risk determined by 
the triplet was obtained using the risk curves. Table 13.2 indicates the triplets obtained 
for different sites. Figures 13.1-13.3 indicate the risk curves obtained using the triplet 
concept. 






















Figure 13.1 Risk curve at St. Helena. 




















Figure 13.2 Risk curve at East Feliciana. 
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Figure 13.3 Risk curve at East Baton Rouge. 
  As mentioned earlier, there are some other methods to assess risk. Here only the 
return period and the distribution of total damage was compared with the triplet method.  
As studied in Chapter 7, considering the return period method, for USGS 7377000, 
USGS 7377500, and USGS 7378500, considering the 100 year return period flood events, 
we obtain that the design events are 79615 cfs., 34187 cfs., and 120000 cfs, respectively, 
to represent the risk.  
As studied in Chapter 12, considering the distribution of damage method, for USGS 
7377000, USGS 7377500, and USGS 7378500, considering the 100 year encountering 
damage, we obtained that design damage are 689.7, 64.8, and 123.5 thousand dollars 
respectively.  
As shown in Table 13.2, considering the lowest-possibility and highest damage 
events, one obtained the triplets obtained for USGS 7377000, USGS 7377500 and USGS 
7378500 are {104000, 1610, 0.003}, {25300, 89, 0.01}, and {83500, 6000, 0.02} with 
the units shown in Table 13.2 respectively. 
Table 13.2 Triplets obtained for the sites studied. 
Flood Likelihood Damage Exceedance probability 
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(cfs) (103 $)  
St. Helena 
23300     0.12 1 0.70 
24100     0.11 2 0.59 
24100     0.10 5 0.48 
24500     0.10 9 0.37 
27800     0.09 9 0.26 
29600     0.09 20 0.17 
37600     0.07 20 0.08 
1.04E+05     0.003 1610 0.003 
East Feliciana 
10900 0.28 1 0.91 
12700 0.18 2 0.56 
13300 0.13 8 0.38 
16800 0.09 8 0.25 
20500 0.05 9 0.16 
21400 0.04 12 0.11 
21800 0.03 38 0.07 
22200 0.03 52 0.04 
25300 0.01 89 0.01 
East Baton Rouge 
23300 0.15 1 0.91 
38900 0.14 1 0.75 
49000 0.11 3 0.61 
50200 0.11 33 0.51 
54000 0.09 57 0.40 
54800 0.09 98 0.31 
59300 0.08 110 0.22 
65300 0.06 165 0.14 
66500 0.05 306 0.08 
81900 0.03 311 0.05 
83500 0.02 6000 0.02 
  
By comparing the results of the above three risk analysis techniques, it is seen that 
risk analysis by the triplet method actually considered the severity of both scenarios and 
their consequence. For example considering site USGS 7377500, the 100 year risk 
represented only by the flood event is 34,187 cfs., represented only by the total damage is 
64.8 thousand dollars, but when considering both flood event and the damage caused, this 
100 year risk represented by triplet concept is 25,300 cfs flood events caused 89 thousand 
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dollars damage. This result indicate that for the same 100 year risk, the magnitude of 
flood event is smaller than that from discharge only risk representation, and the 
magnitude of damage is larger than that from damage only risk representation which does 
make sense in the real world.  
13.4 Risk Analysis by Partitioned Multiobjective Risk Model (PMRM) 
The partitioned multiobjective risk model is another approach to analyze the risk. In this 
method, the probability axis is typically partitioned into three regimes: high-exceedance 
low-damage, intermediate-damage intermediate-damage, and low-exceedance high-
consequence. Within each region, the PMRM generates a conditional risk function 
considering that the damage lies within the region. This conditional risk function, as 
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                                                    (13.1) 
where fX (x,sj) denotes the probability density function of variable x under the decision 
making policy sj; f2(.), f3(.) and f4(.) denote the conditional risk function of high-
exceedance low-damage, intermediate-exceedance intermediate-damage, and low-
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with αi denote the partitioned cumulative probability axis, shown in Figure 13.4. Thus, 
the risk is represented by these conditional risk functions in different regions under 




Figure 13.4 Mapping of the partition of the probability axis onto the damage axis.  
Now based on this PMRM method, the risk analysis can be performed for St. 
Helena, East Feliciana and East Baton Rouge. Due to data unavailability, the decision 
making polices are not clear, the decision making policies are considered already hidden 
in the variable x which is the damage here.  
Considering the probability of zero damage is in the range of [0.7, 0.8], as given in 
Table 12.8, thus [0.8, 0.9], [0.9-0.95], and [0.95, 0.99] are considered as high-exceedance 
low-damage, intermediate-exceedance intermediate-damage, and low-exceedance high-
damage regions, respectively, and the damage density function obtained in Chapter 12 for 
sites St. Helena, East Feliciana and East Baton Rouge were applied to obtain conditional 
risk in each partitioned probability region. The conditional risk thus obtained in each 
region is given in Table 13.3.  
Table 13.3 Conditional risk by PMRM method. 
Partitioned probability region         Conditional Risk 
                       (103 $)  
Sites [0.8, 0.9] [0.9, 0.95] [0.95, 0.99] 
St. Helena 144.68 1688.7 2766.7 
East Feliciana 12.99 50.59 2798.7 







To this end it is seen that the risk by the PMRM method is clearly different from 
the triplet concept. Since the PMRM method applied here is directly related to damage, 
but the risk obtained by the triplet concept is actually mapping the damage with the 
probability of certain flooding events. 
13.5 Conclusions 
The following conclusions are drawn from this chapter: (1) The triplet concept can be 
applied to risk analysis. By this method risk analysis is performed by coupling the 
consequence (damage) with the scenario (flood), which avoids just using certain return 
period events to represent risk. (2) If more detail data about scenarios and consequences 
can be obtained, risk analysis can be performed for each scenario and consequence and 
then the multiple risk curves can be obtained. (3) By comparing the triplet method with 
the return period method and distribution of total damage method, the differences of three 
methods are seen. Since the triplet method is composed of both flood peak discharge and 
flood damage, it may be safe to say that the triplet method yields more information about 
risk. (4) By comparing the triplet method with the PMRM method, the difference is 
shown due to different analyses.  
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FUTURE RESEARCH TOPICS 
 
 The first area of future research is the improvement of multivariate copula-based 
frequency analysis. As discussed in this study, the copulas were selected from certain 
preferred copula families through the goodness-of-fit statistics. This may more or less 
reduce accuracy of the analysis. Thus, the future work will be focused on deriving 
copulas from univariate marginals and the correlation structure.  
Considering the bivariate analysis, let X and Y be two random variables. If X and Y 
are independent, then the joint distribution of X and Y by copula is: 
( , ) ( , ) ,  ( );  ( )X YH x y C u v uv u F x v F y= = = =                                                 (14.1) 
If X and Y are fully dependent (i.e., ρ = 1), then the joint distribution of X and Y by copula 
is: 
( , ) ( , )H x y C u v u v= = =                                                                  (14.2) 
With these two boundary conditions in mind, the bivariate distribution for the variables 
with correlation coefficient ρ (ρ ≠ 0, ρ ≠ 1) may be derived based on departure from the 
independence. Then the bivariate joint distribution can be expressed as: 
( , ) ( , ) '( , )H x y C u v uv c u v= = +                                             (14.3) 
where c’(u,v) denotes the departure function from independence.  
To this end, the departure function needs to be studied. And then the next step is to 
detect whether there exists a simple function, e.g., simple geometry function, for the 
representation of departure function and correlation structure.  
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If this approach can be generalized, it will make the difference for existing 
multivariate frequency analysis.  
The second area of future research will be focused on nonstationary analysis. The 
hydrologic variables will be considered completely as signals. Then nonstationary 
analysis will be performed from signal processing. The most important part in 
nonstationary analysis is how to retrieve the wanted signal with certain frequency (return 
period) by wavelet or a bandpass filter technique and project the signal into the 
probability domain. 
The last area of future research will be focused on the risk part. Due to the lack of 
the data availability, only one scenario, i.e., flood was considered. In future work, the 
effort will be to study the multi-stage risk coupling the uncertainty through triplet concept. 
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