In a gradient-based design optimization, it is necessary to know sensitivities of the constraint with respect to the design variables. In a reliability-based design optimization (RBDO), the constraint is evaluated at the most probable point (MPP) and called the probabilistic constraint, thus it requires the sensitivities of the probabilistic constraints at MPP. This paper presents the rigorous analytic derivation of the sensitivities of the probabilistic constraint at MPP for both First Order Reliability Method (FORM)-based Performance Measure Approach (PMA) and Dimension Reduction Method (DRM)-based PMA. Numerical examples are used to demonstrate that the analytic sensitivities agree very well with the sensitivities obtained from the finite difference method (FDM). However, since the sensitivity calculation at the true DRM-based MPP requires the second-order derivatives and additional MPP search, the sensitivity derivation at the approximated DRMbased MPP, which does not require the second-order derivatives and additional MPP search to find the DRM-based MPP, is proposed in this paper. A convergence study illustrates that the sensitivity at the approximated DRM-based MPP converges to the sensitivity at the true DRM-based MPP as the design approaches the optimum design. Hence, the sensitivity at the approximated DRM-based MPP is proposed to be used for the DRM-based RBDO to enhance the efficiency of the optimization.
INTRODUCTION
The most probable point (MPP)-based reliability analysis, which includes the First Order Reliability Method (FORM) [1] [2] [3] [4] and the Second Order Reliability Method (SORM) [5, 6] , has been a very commonly used method for reliability assessment. However, the reliability analysis using FORM could very well be erroneous if the performance function is nonlinear and multi-dimensional since FORM cannot reflect complexity of nonlinear and multi-dimensional functions. Although the reliability analysis using SORM may be accurate, it is not easy to use since SORM requires the secondorder derivatives, which are very difficult and expensive to obtain in practical engineering applications. To overcome these drawbacks and to maintain the efficiency of FORM and the accuracy of SORM, the MPP-based Dimension Reduction Method (DRM) has been recently proposed [7] [8] [9] [10] [11] . DRM was originally proposed to approximate a multi-dimensional function using the sum of lower dimensional functions for statistical moment estimation [12] [13] [14] [15] [16] .
Reliability-based design optimization (RBDO) using MPP-based reliability analysis is a gradient-based design optimization, which requires the sensitivity of the probabilistic constraint at MPP with respect to the design variable, which is the mean value of input random variables. Many works have been conducted to study the sensitivities of the probabilistic constraints [1, 3, [17] [18] [19] [20] [21] [22] . The sensitivity using the Reliability Index Approach (RIA) for the FORM-based RBDO [1, 17, 18, 21] and the DRM-based RBDO [22] is derived in detail. However, the rigorous analytical sensitivity of the probabilistic constraint using the Performance Measure Approach (PMA) for the inverse reliability analysis for both FORM-based and DRM-based RBDO has not yet been explained in detail in the literature.
The main goal of this paper is thus to derive the analytic sensitivities of the probabilistic constraints at MPP obtained from the inverse reliability analysis using both FORM and DRM. To relieve the computational cost, the analytic sensitivity at the approximated DRM-based MPP is also proposed. A convergence study is carried out to verify that the sensitivity at the approximated DRM-based MPP converges to the sensitivity at the true DRM-based MPP as the design approaches the optimum design. Numerical examples are used to demonstrate that the analytic sensitivity agrees very well with the sensitivity obtained from the finite difference method (FDM).
The paper is organized into four main parts. The first part, Section 2, briefly reviews the concept of FORM-based and DRM-based RBDO and the sensitivities of the probabilistic constraints required for both design optimizations. The second part, Section 3, derives the analytic sensitivity of the probabilistic constraint at the FORM-based MPP for the FORM-based RBDO. The third part, Section 4, derives the sensitivities of the probabilistic constraint at both true and approximated DRM-based MPPs for the DRM-based RBDO and verifies using a convergence study that the two sensitivities converge to each other as the design approaches the optimum design point. The last part, Section 5, demonstrates with numerical examples the accuracy of the derived sensitivities compared with the FDM results.
FORMULATION FOR FORM-BASED AND DRM-BASED RBDO
The mathematical formulation of a general RBDO problem with a single objective function entails the statement [23, 24] 
is the design vector, which is the mean value of the N-dimensional random vector ; is the probability measure;
is the performance function such that is defined as failure;
P is the target probability of failure for the i th constraint; and nc , , and nrv are the number of probabilistic constraints, design variables, and random variables, respectively. The reason that we define as failure is because the feasible constraints in the structural optimization problem are usually defined as less than or equal to zero at the given design (e.g., stresses at a given design must be less than allowable stress,
− A reliability analysis involves calculation of the probability of failure shown in Eq. (1), denoted by F P
, which is defined using a multi-dimensional integral [25] (2) where is a joint probability density function (PDF) of the input random variable X. In most engineering applications, since the exact evaluation of Eq. (2) is very difficult and often impossible to obtain, G(X) is approximated using first-order Taylor series expansion in the FORM, second-order Taylor series expansion in the SORM, or MPP-based DRM. However, since SORM requires the Hessian matrix to evaluate the probability of failure, which is very difficult to accurately estimate in most engineering applications, SORM is not used in this study.
FORM-Based Inverse Reliability Analysis
To calculate the probability of failure of the performance function using FORM, it is necessary to find MPP, which is defined as the point u on the limit state function ( G = u ) closest to the origin in the standard normal U-space obtained from the Rosenblatt transformation [26] . Hence, MPP can be found by solving the following optimization problem:
After finding MPP, the distance from MPP to the origin is commonly called the reliability index [27] , that is,
Using the reliability index β, FORM can approximate the probability of failure using
are the cumulative distribution function (CDF) and PDF of the standard Gaussian random variable, respectively. Consequently, using FORM, the probabilistic constraint in Eq. (1) is changed to
is the target reliability index for the i th constraint. RBDO using the constraint Eq. (5b) is called the reliability index approach (RIA) [3] since it uses the reliability index β.
However, it is well known that the performance measure approach (PMA) [3, 4, 23, 24] using the inverse reliability analysis is much more robust and efficient than RIA, especially for the design optimization. Instead of calculating the probability of failure directly, PMA judges whether or not a given design satisfies the probabilistic constraint using Eq. (5a).
Using FORM, the feasibility of the given design can be evaluated by solving the following optimization problem:
The optimum of Eq. (6) is also called the MPP and is denoted by u * in U-space or x * in X-space. If the performance function value at the MPP, G(u * ), is less than or equal to zero, then the probabilistic constraint is satisfied for the given target reliability.
Accordingly, using the FORM-based inverse reliability analysis and PMA, the formulation in Eq. (1) can be rewritten in a deterministic manner as
DRM-Based Inverse Reliability Analysis
Using the univariate DRM, an N-dimensional performance function G(X) can be additively decomposed into the sum of one-dimensional functions at the MPP as [7, 8, 11] 
where
is the FORM-based MPP obtained from Eq. (6) and N is the number of random variables. Then, using the transformation from the standard normal U-space to the rotated standard normal V-space [7, 8, 11] , which is required to minimize the effect of off-diagonal terms, and the constraint shift given as
is MPP in V -space, the probability of failure using the MPP-based DRM is calculated as [11] 
where ( ) (0, ,0, ,0, , )
Using the momentbased integration rule (MBIR) [28] , which is similar to Gaussian quadrature [29] , Eq. (10) is further approximated as ( )
where i v represents the j th quadrature points for v i , w j represents weights, and n is the number of quadrature points and weights. Since v i represents the standard normal random variables, the quadrature points and weights in Table 1 can be used to calculate Eq. (11) and the location of quadrature points is illustrated in Fig. 1 . The coordinates for the quadrature points As shown in Eq. (11), the number of function evaluations to estimate the probability of failure using the MPP-based DRM increases as the number of design variables increases, which is a weakness of the proposed MPP-based DRM. To reduce the computational burden, the reduced rotation matrix concept can be used [9, 11] . However, the MPP-based DRM requires function values at the quadrature points, which is ( ) (11), and the sensitivity along v N direction for the probability of failure calculation, which implies that the MPP-based DRM is not affected by the output PDF shape whether it is single-modal or multi-modal. This is a weakness of PDF generation method using the mean-based DRM [30] . Since the PDF generation assumes the output PDF shape, if the assumption is wrong, which can happen if the output PDF is multi-modal, the PDF generation method cannot calculate the probability of failure accurately.
b
After computing the probability of failure using the MPP-based DRM for the shifted performance function G s (x), the corresponding reliability index
is obtained using
It is likely that DRM β from Eq. (12) is not the same as the target reliability index because of the nonlinearity of the performance function. Hence, a new updated reliability index 
where cur β is the current reliability index. The recursive form for the optimization is
with (0) t β β = at the initial step.
Using the updated reliability index, the updated MPP can be found by (1) using a new MPP search or (2) using an approximation. If a new MPP search with the updated reliability index is used, the updated MPP is called the true DRM-based MPP and is denoted by , which means the updated MPP is the optimum solution of Eq. (6) using
instead of β t ; however, the procedure will be computationally expensive. Hence, to enhance the efficiency of the optimization, the updated MPP can be approximated as [31] In a manner similar to FORM, using the DRM-based inverse reliability analysis and PMA, the formulation in Eq.
(1) can be rewritten in a deterministic manner as
Sensitivities Required for PMA
For an optimization given by the formulation (7) for FORM-based PMA and the formulation (16) for DRM-based PMA, sensitivities of the objective function and constraints with respect to design variables are required. In both formulations, it is straightforward to obtain the sensitivities of the objective function with respect to design variables since the objective is a function of design variables, which are the mean values of the input random variables. However, it is not straightforward to obtain the sensitivities of the probabilistic constraint at MPP with respect to design variables since MPP for the perturbed design is involved in evaluation of the probabilistic constraint at the perturbed design. Hence, it is required to analytically derive the sensitivities of the probabilistic constraints with respect to design variables given by
for the FORM-based PMA and
for the DRM-based PMA.
SENSITIVITY ANALYSES FOR FORM-BASED PMA
The FORM-based MPP using PMA is defined in U-space as
where α is the normalized gradient vector at the MPP. By taking derivatives on both sides of Eq. (19) with respect to the j th design variable d j , which is the mean value of the j th random variable, we have
and all derivatives are evaluated at MPP.
The left side of Eq. (20) is rewritten using the Rosenblatt transformation as
assuming that the transformation from U-space to X-space is given by
The transformation matrix T in Eq. (21) is given by
The assumption in Eq. (22) works for general distributions whose contour shape of the joint input PDF does not change when the design point moves; for example, normal, uniform, Gumbel, exponential, Rayleigh, 3-parameter lognormal, 3-parameter Weibull distribution, etc. If all input random variables are independent, T becomes a diagonal matrix, and if the random variables are dependent, then T becomes a triangular matrix [32] .
respectively, where ∇ and are the gradient vector and Hessian matrix evaluated at MPP in X-space. Substituting Eqs. (21), (24) , and (25) into Eq. (20) yields
After rearranging Eq. (26), we obtain
and, in a matrix form,
Thus,
which are the sensitivities of MPP in X-space with respect to design variables. From Eqs. (17) and (29), the sensitivities of the probabilistic constraint in Eq. (7) with respect to design variables are
To further simplify the right-hand side of Eq. (30), consider the following equation:
I T TH T T T TH I HT T HT T T T HT T HT T
since H is symmetric and
Eq. (31), Eq. (30) can be rewritten as
which is the sensitivity of the probabilistic constraint with respect to the design variables in Eq. (17) for the FORM-based PMA. A number of papers that use the probabilistic constraint assumed Eq. (32). However, this relation is exact and there is no need of assuming it. When constraints are black box type, which means design sensitivity is not available, to evaluate the sensitivities in Eq. (17) using FDM, additional MPP searches at the perturbed designs are required, which is computationally very expensive. In addition, since the design perturbation is required for each design variable, the sensitivity calculation using FDM will become more expensive when the number of design variables increases. However, to evaluate the sensitivities in Eq. (32) using FDM, no additional MPP search is required, and thus very efficient with the same accuracy. The sensitivities in Eq. (32) can be shown in a different way. Using the definition of MPP in Eq. (19) and α α , the target reliability index is written as [17] 
Taking derivatives on Eq. (33) with respect to d j yields can be written as
which yields
Plugging Eq. (21) and into Eq. (36) yields
Hence, the same sensitivities with Eq. (32) are obtained.
SENSITIVITY ANALYSIS FOR DRM-BASED PMA
Since the DRM-based MPP can be found using either a new MPP search or an approximation as explained in Section 2.2, the sensitivities of the probabilistic constraints at both true and approximated DRM-based MPP are derived in Sections 4.1 and 4.2, respectively. Section 4.3 illustrates that both sensitivities converge to each other as the design point approaches the optimum design. 
Sensitivity of Probabilistic Constraint at
In a way similar to that explained in Section 3, taking derivatives on Eq. (40) yields
using the orthogonality of α and
Since β is not constant for the DRM-based PMA, it is required to derive 
as
Substituting Eq. (43) into Eq. (42) yields
Using the transformation in Eq. (21) and , the sensitivity of the probabilistic constraint in Eq. (18) at the true DRM-based MPP is obtained as
The sensitivity of with respect to d j in Eq. (45) can be calculated using Eq. (10). Assuming a 2-D performance function for the simplicity of calculation, 
In Eq. (46), ( ) 
Thus, Eq. (47) is written as 
Approximate DRM-Based MPP The DRM-based MPP obtained from the approximation in Eq. (15) with the updated reliability index β is defined as up up * cur up up cur cur = .
Taking derivatives on both sides in Eq. (51), we have up up
After rearranging Eq. (52), we obtain ( ) 
the sensitivity of the performance function at the approximated DRM-based MPP is analytically calculated. However, since the sensitivity requires the Hessian matrix as shown in Eq. (53) like Eq. (45), it is also very expensive to obtain the sensitivity in Eq. (54).
Using the assumption
can be obtained from Eq. (45) as
where the same 50) is used for Eq. (56). This is the sensitivity of the probabilistic constraint in Eq. (18) at the approximated DRM-based MPP.
Convergence Study Using Taylor Series Expansion
As the design approaches the optimum design, the updated reliability index β up converges to the current reliability index β cur . This is because Δβ is getting smaller as the design approaches the optimum as shown in Eq. (14) . Hence, the sensitivity of the updated reliability index with respect to d j converges to zero as the design approaches the optimum because ( )
In conclusion, even though the analytic sensitivities for Using Taylor series expansion, the gradient of the performance function at the approximated DRM-based MPP can be expressed as
where and
Eq. (58) into Eq. (54) and using Eq. (56), the sensitivity of the performance function at the approximated DRM-based MPP is given by
As the design approaches the optimum, which means Δβ converges to zero, Eq. (59) is approximated as
In addition, since the gradient at the approximated DRMbased MPP converges to the gradient at the FORM-based MPP as shown in Eq. (60), the gradient at the true DRM-based MPP will converge to the approximated DRM-based MPP and FORM-based MPP. Hence, without loss of accuracy near the optimum, the sensitivity of the probabilistic constraint for the DRM-based RBDO in Eq. (18) can be approximated as
to save the computational cost for RBDO. However, if the initial design is far from the RBDO optimum, there could be some error in the approximation of the sensitivities in Eq. (61), especially when the performance function is highly nonlinear. To avoid this situation, PMA+ is used for RBDO, which uses the deterministic optimum design as the initial design for RBDO because the deterministic optimum design is usually close to the RBDO optimum design. The RBDO examples using PMA+ and analytical sensitivities in Eq. (61) can be found in Refs. 7 and 11.
NUMERICAL EXAMPLES
Numerical studies are carried out in this section to verify the analytic sensitivities derived in Sections 3 and 4 using the FDM with various perturbations. For that purpose, a twodimensional highly nonlinear performance function, which was studied in Refs. [9] [10] [11] , is used. Analytic sensitivities derived for the FORM-based RBDO are compared with the FDM results in Section 5.1, and analytic sensitivities derived for the DRM-based RBDO using the true and approximated DRM-based MPP are compared with the FDM results in Section 5.2. Section 5.3 illustrates how the sensitivity at the approximated DRM-based MPP shown in Eq. (61) converges to the sensitivity at the true DRM-based MPP in Eq. (45) as the design approaches the optimum design.
Since the analytic sensitivities derived in this paper do not require additional function evaluations unlike sensitivities using FDM, the analytic calculation is always significantly more efficient than the FDM. Hence, the efficiency comparison between the analytic method and FDM is excluded in this paper.
Sensitivities for FORM-based PMA

Z
Consider a highly nonlinear performance function 
, and As demonstrated in Table 4 , this agreement between the FDM results and the analytic results is also very good for a multi-dimensional function, which is one of the constraints in the side impact problem [33] , given by 
where the properties of the random variables are listed in Table 3 . Table 5 , both sensitivity results agree very well; however, the magnitude is very small and the value will be smaller as the design approaches the optimum, which will be explained in Section 5.3. This is the reason we can approximate the analytic sensitivity for DRM-based RBDO using Eq. (61). Tables 6 and 7 compare the FDM and analytic sensitivities of the probabilistic constraint at the true and approximated DRM-based MPP, respectively. The second columns of the tables indicate the sensitivities obtained from Eqs. (45) and (56), respectively. Table 6 demonstrates the good agreement between the analytic and FDM sensitivities. However, the agreement between the analytic and FDM sensitivity in Table 7 is not very good, which is attributed to the assumption that the direction of the gradients at the FORM-based MPP and approximated DRM-based MPP is the same. Again, the inaccuracy in Table 7 will disappear as the design approaches the optimum design. 
and the target probability of failure for each constraint is for i=1~3.
Tar
( 2) P = Φ − Table 8 illustrates the current design in the second column, the updated reliability index in the third column, the probability of failure by DRM in the fourth column, and the sensitivities at the FORM-based MPP, approximated DRMbased MPP, and true DRM-based MPP of the second constraint in the subsequent columns, respectively. The sensitivity at the true DRM-based MPP in the seventh column is obtained by carrying out a new MPP search at the current design with the updated reliability index in the third column.
The last column shows the sensitivity is a very small value and converges to zero as the design approaches the optimum, which is the reason we can ignore the term. In addition, both sensitivities at the true and approximated DRM-based MPP converge to the sensitivity at the FORM-based MPP. At the optimum design, the probability of failure by DRM should be the target probability of failure, which is . However, due to the optimization tolerance, there is some difference. These numerical results indicate that the sensitivities of the FORM-based PMA in Eq. (32) and DRM-based PMA in Eq. (61) are suitable to use for the gradient-based design optimization. Furthermore, the sensitivity in Eq. (61) for the DRM-based RBDO is very effective because it does not require an additional MPP search and the second-order derivatives as it shows very good accuracy near the optimum design.
DISCUSSIONS AND CONCLUSION
The sensitivities of the probabilistic constraints with respect to design variables for the FORM-based PMA and DRM-based PMA are analytically derived in this study. The analytic sensitivities for the FORM-based PMA are nearly identical with the sensitivities obtained by finite differences for which the design point was slightly perturbed. The analytic sensitivities of the probabilistic constraint at the true DRMbased MPP are also nearly identical with the FDM results. However, since it is computationally very expensive to find the true DRM-based MPP, the probabilistic constraint at the approximated DRM-based MPP is proposed for the DRMbased PMA. Although the analytic sensitivities of the probabilistic constraint at the approximated DRM-based MPP show some inaccuracy at the initial design, the sensitivities converge to the sensitivities of the probabilistic constraint at the true DRM-based MPP as the design approaches the optimum design. In conclusion, it is very desirable to use the sensitivities of the probabilistic constraint at the approximated DRM-based MPP for the DRM-based PMA and RBDO because the computational cost can be reduced significantly while maintaining accuracy near the optimum design.
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