MushroomRL is an open-source Python library developed to simplify the process of implementing and running Reinforcement Learning (RL) experiments. Compared to other available libraries, MushroomRL has been created with the purpose of providing a comprehensive and flexible framework to minimize the effort in implementing and testing novel RL methodologies. Indeed, the architecture of MushroomRL is built in such a way that every component of an RL problem is already provided, and most of the time users can only focus on the implementation of their own algorithms and experiments. The result is a library from which RL researchers can significantly benefit in the critical phase of the empirical analysis of their works. MushroomRL stable code, tutorials and documentation can be found at https
Introduction
The advantages of Reinforcement Learning (RL) [9] methodologies are mostly shown in terms of empirical performance, especially in the recent years after the emergence of Deep RL [7] . Indeed, in the vast majority of research papers, experimental evaluation really makes a difference between a successful and well cited work, and a mostly unknown one. The need of evaluating algorithms comes together with the necessity of implementing and testing them in a quick and reliable way; thus, to address these problems, several RL libraries have been developed and are currently used by researchers. However, these libraries have heterogeneous drawbacks, e.g. they only focus on benchmarking and are not easy to extend; they do not have a sufficiently large number of already implemented algorithms.
We introduce MushroomRL, a RL Python library that has been developed to create a flexible, easy to understand, and comprehensive RL framework.
MushroomRL comes with a strongly modular architecture that makes it easy to understand how each component is structured and how it interacts with other ones; moreover it provides an exhaustive list of RL and Deep RL methodologies that are ready to be used as baselines. In this paper, we provide an overview of the most famous RL libraries and briefly compare them with MushroomRL; then, we present the main ideas of our library and how they make MushroomRL powerful and unique; finally, we describe a complex use case to provide an overview of the way MushroomRL can be helpful in implementing and testing a novel complex RL algorithm.
Related works
The number of open-source RL libraries has significantly increased consequently to the success of Deep RL. OpenAI Baselines [3] is one of the most famous examples of Deep RL libraries. It implements the majority of the most recent techniques and allows to test them on well-known RL problems through an interface with the benchmarking framework OpenAI Gym [2] . The main recognized drawbacks of this library are its complex architecture and the difficulty in understanding the code, thus researchers are discouraged to extend it with novel functionalities and just use it for running available baselines. The more recent Stable Baselines [5] is a fork of OpenAI Baselines specifically made with the purpose of simplifying its architecture. However, despite the simplified interface, extending it with novel methodologies is still not straightforward. Another library is KerasRL [8] which is built on the well-known Deep Learning library Keras. Unfortunately, this library is not maintained anymore. ChainerRL is a Deep RL library based on the Deep Learning library Chainer. Considering its structure and ideas, ChainerRL can be compared to Keras RL, but is still well maintained and documented. An example of a flexible RL library is Tensorforce [6] , which is strongly based on Tensorflow. This library implements several Deep RL algorithms and its structure allows to easily test them on custom problems, besides the already available ones. Moreover, its modular architecture facilitate the process of extending the library with novel methodologies. Unfortunately, this library lacks of a complete documentation. Eventually, older RL libraries and interfaces have been proposed in the past, such as: RL-Glue [10] , RLPy, RLLab [4] . However, these are not supporting most recent Deep RL techniques and moreover most of them are abandoned projects.
Ideas and content
MushroomRL is developed with the explicit goal of addressing all the issues of similar RL libraries. The following are the main qualities of MushroomRL that make it a unique, yet powerful way of performing RL empirical research. Table 1 ).
Value-based
Lightweight MushroomRL is both user-friendly and flexible: only a highlevel interface is exposed to the user, hiding low-level aspects. For instance, the user should not care about the implementation details to use a function regressor for different tasks, since they are hidden by a simple common interface. However, we leave the check of consistency constraints to the user, e.g. avoiding the use of a tabular algorithm for an environment with continuous state space. Minimal interfaces simplify the implementation of new algorithms, as there are no hard constraints in the prototypes.
Compatible Standard Python libraries useful for RL tasks have been adopted:
• Scientific calculus: Numpy, Scipy;
• Basic ML: Scikit-Learn;
• RL benchmark : OpenAI Gym, DeepMind Control Suite [11] , Pybullet, MuJoCo [12] , ROS; • Neural networks and GPU computation: PyTorch.
MushroomRL provides an interface to these libraries, in order to integrate their functionalities in the framework, e.g. an interface for gym environments, support for regression with scikit-learn models.
Easy to use MushroomRL enables to develop and run experiments writing a minimal amount of code. In most of the tasks an experiment can be written in a few Python lines without the need of complex configuration files. The with some addition, e.g. the alternation between learn and evaluation phases as described in [7] , and provide some useful functionalities that are easily integrated in the script, e.g. the use of the argparse library to parse input from the command line. Moreover, it saves the weights of the trained network, which can be loaded to initialize another network and evaluate it. Furthermore, MushroomRL leaves the possibility to rely on other useful functionalities like plotting (e.g. using matplotlib library), or running multiple experiments in parallel (e.g. using joblib library). Figure 1 shows some results obtained running atari dqn.py with DQN and four of its variants; note the high variance in the scores and the difference between the Q-values of DQN and DDQN, as described in literature. These results can be easily collected in MushroomRL through the use of the already provided callback functions, or new ones that the user can add. As stated in Section 3, generally in MushroomRL only the low-level modules should not be modified by the user, while all the other ones can be customized and most of the functionalities provided by external libraries can be used, giving the user much freedom about the structure and analysis of his/her experiments. In the case the user wants to add his/her own algorithm, he/she can simply add it in the mushroom rl/algorithms/ and instantiate it in the script of the experiment.
