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CENTRAL DATA SYSTEM DESIGN FOR SCIENTIFIC SOLAR PROBES 
Stephen C. Bigelow and William F . Higgins 
Sylvania Applied Research Laboratory 
Waltham, Massachusetts 
Introduction 
Scientific solar probes ( such as 
Pioneer) are aimed at mapping the radia-
tion and particle fields of the solar co-
rona. The central data system design must 
accorrn:nodate different instrument comple-
ments as mission assignments and emphasis 
change. Telemetry channel capacity is 
restricted by extreme range and practical 
limitations on antenna gain and transmit-
ter power. Adaptive data sampling and 
telemetry formats, and sophisticated pro-
cessing algorithms, which the experimen-
ters have the option to use or not, are 
required to make efficient use of the 
available telemetry channel capacity . 
The central data system requires a 
stored program for mission-to-mission flex -
ibility, and ultra-reliability to meet mis-
sion effectiveness standards. Ultra-reli-
ability is obtained through the "pooling " 
of logical units in such a way that the 
failure of one unit does not disable the 
computer. A diagnostic program exercises 
the on-board data system. An on-ground 
computer program isolates the fault from 
telemetry information and reprograms the 
on - board computer around the fault via 
the command link. 
A system simulation model for the 
central data system of a scientific space 
probe has been designed and programmed. 
The goal is to define the basic and 
ancillary services that the central com-
puter can provide the experimenters . 
Development of the simulation program 
has forced the designer to consider all 
aspects of the system in minute detail. 
The instrument complement assumed for the 
simulation consists of a triaxial magnetom-
eter , cosmic ray telescope, neutron detec-
tor, radio propagation experiment, plasma 
probe, micrometeorite detector, and a VLF 
wave-particle experiment . Engineering 
data inputs are simulated and processed 
by the simulation program. 
The data sampling requirements and 
operational modes of the experiment are 
known precisely. The interface between 
the central computer and the experiments 
is influenced by instrument design and 
postulated solar phenomena. Simulation 
model ground corrn:nands specify the instru-
ment operating modes, execution of speci-
fic processing algorithms, priority telem-
etry, telemetry rates and formats, and 
the parameters which exercise the simula-
tion model . The optional processing al-
gorithms available in the simulation model 
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include quantiles , histograms, spectral 
analysis , digital filtering, mean and 
variance, and zero order prediction sub-
routines. 
Efficient telemetry formats are pro-
vided in the simulation model. One engi-
neering, two fixed science, and two vari-
able science formats are available . The 
variable science formats adapt automati-
cally to instrument failure or shut-down 
so as to maintain efficient use of the 
available telemetry channel capacity. 
The efficiency of the simulation model 
formats compares favorably with the for-
mats of scientific probes which are cur-
rently operational . 
An analysis and evaluation of the 
simulation runs have provided keen in-
sight into the computer requirements for 
storage capacity, machine word size, 
instruction word format , instruction list, 
and memory cycle time. 
Problem Statement 
The general problem considered here 
is that of designing a central data system 
for use on-board future unmanned solar 
probe vehicles. The purpose of such 
probes is to measure and map various phys-
ical phenomena occurring between the earth 
and the sun , particularly in the vicinity 
of the latter. In the following discus-
sion the data handling problem is defined 
in terms of the objectives, requirements 
and constraints which an on-board central 
data system must meet . 
Mission Objectives and Requirements 
The primary purpose of a solar probe 
vehicle is to carry sensing devices 
through the region of space near the sun, 
in order that in situ measurements of such 
physical phenomena as solar plasma, cos -
mic rays, neutrons, micrometeorites, and 
electric and magnetic fields may be made . 
The scientific data thus gathered must be 
telemetered to the earth in a form which 
permits their interpretation and correla-
tion. The functioning of the subsystems 
which make up the space vehicle must be 
monitored and information on their status 
telemetered to earth fJr use in checking 
spacecraft operation . Since environmental 
conditions vary widely during the course 
of a mission, provision must also be made 
for altering on- board operations by means 
of commands transmitted from the earth . 
All of these mission-related objec-
tives and requirements have implications 
for the on-board data handling system. 
These will be examined in some detail in 
the following sections. 
Data Input Requirements 
The on-board data handling system 
must accept input data from three dif-
ferent classes of source: 
1. Scientific measurements from 
instruments. 
2. Engineering status data from 
subsystems. 
3. Corrnnands from the earth. 
The way in which this data is made avail-
able to the central data system depends 
on the particular source. Input infor-
mation may be presented in the form of 
analog voltages, serial or parallel dig-
ital words, single bits, and pulse trains. 
In the latter case, the information is con-
tained in the number of pulses per unit 
time, the amplitude of the pulses, or both. 
The input interface equipment must, there-
fore, be capable of accepting data in all 
of these forms. Furthermore, since all 
data sources must be sampled periodically, 
the central data system must control the 
interface equipment to select both an in-
put source and the time of its sampling. 
The data input requirements which 
the central data system of future solar 
probes will have to satisfy cannot be 
precisely defined. In the belief, however, 
that these requirements will not differ 
radically from those of the current 
Pioneer VI spacecraft, the data input 
requirements of this vehicle have been 
used to develop a model for use in this 
study. While a detailed description of 
this model is beyond the scope of the pres-
ent paper, it is discussed briefly below. 
Scientific Instrument Inputs. The 
complement of scientific instruments 
assumed for our model consists of the 
following: 
1. Micrometeorite Detector - Meas-
ures velocity, momentum, energy and radiant 
of each impacting micrometeorite. 
2. Neutron Detector - Measures flux 
and energy distribution of incident neu-
trons. 
3. Cosmic Ray Detector - Measures 
flux and energy distribution of cosmic 
rays as a function of angular direction 
from the sun-line reference direction. 
4. Plasma Probe - Measures flux and 
energy distribution of positively and neg-
atively charged plasma particles as a func-
tion of their direction of arrival. 
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5 . Magnetometer - Measures magnetic 
field components in three orthogonal di-
rections. 
6. Radio Propagation Experiment -
Measures average electron density and 
electron-induced changes in polarization 
over the earth-spacecraft path. 
7 . VLF Experiment - Measures electric 
and magnetic fields and their correlations 
at VLF. 
The data output characteristics of 
these instruments are sufficiently well 
defined to permit the detailed specifica-
tion of the interface and servicing re-
quirements which the central data system 
must satisfy in order to input the scien-
tific data. This interface is shown in 
simplified form in Fig. 1 . 
Engineering Sensor Inputs. Info:ma-
tion concerning the status and operation 
of the various spacecraft subsystems is 
obtained by sensing temperatures, voltages, 
currents and switch positions. These data 
are entered into the central data system 
for subsequent telemetering to earth and 
for use in the control of spacecraft func-
tions. 
The number of engineering data lines 
assumed in the model is 64, of which two-
thirds carry analog information with from 
four- to six-bit precision and one-third 
carry bi-level switch position information. 
A special purpose device which should 
be mentioned in the present context is the 
sun sensor. Its purpose is to establish 
an orientation reference for the spinning 
vehicle, which can be used to control the 
time at which scientific measurements 
are made. 
Ground Corrnnand Inputs. Spacecraft 
operations must be changed from time-to-
time during a mission. These changes are 
effected by transmitting coded commands 
from the earth. Such commands are entered 
after demodulation into the central data 
system. This inputting function must be 
performed without delay whenever a ground 
command is received. 
Data Output Requirements 
Two classes of data must be outputted 
by the central data system: Telemetry 
data for irrnnediate or delayed transmission 
to earth and command data for the control 
of other on-board subsystems. Expected 
telemetry data rates are from 8 to 2048 
bits/sec. The types of output corrnnands 
anticipated include addressing and timing 
signals to the input and output multi-
plexers, commands to turn equipment on or 
off and corrnnands to select different 
operating modes for the scientific instru-
ments and support subsystems. 
Central Data System Requirements 
The central data system is required 
to perform a number of functions. In the 
discussion these have been grouped into 
three categories. 
Data Processing. The CDS must be 
capable of performing data processing 
operations aimed at reducing redundancy 
or converting raw data into a more useful 
form. Examples of such operations are 
filtering, compensation for spacecraft 
spin, selection of maxima and minima from 
sets of samples and the computation of 
spectral and statistical characteristics. 
Data Formatting and Identification. 
Data samples which are to be telemetered 
to earth must be arranged in a known order 
or format prior to transmission. Addi-
tional information concerning the time 
at which samples were taken and the range 
and orientation of the instruments must 
be included for use in identifying and 
interpreting the telemetry data. Such 
formatting operations must be flexible 
enough to adapt to changing environmental 
and mission requirements. 
Timing and Control. The CDS must 
accept, interpret and execute ground com-
mands. It must sample scientific and 
engineering data lines and output telem-
etry data and control signals in accord-
ance with an appropriate timing sequence. 
A priority interrupt capability is also 
required in the handling of ground com-
mands and other high priority even~s. 
Design Objectives and Constraints 
The central data system must satisfy 
all of the general requirements outlined 
above. Since the CDS is to be carried on 
a relatively small spacecraft, it should 
be realizable with sufficiently low size, 
weight and power consumption to be prac-
tical. It is also desired that the oper-
ation of the CDS be flexible enough that 
it may be readily modified to acconnnodate 
changes in specific requirements during 
the course of a particular mission and 
from mission-to-mission . Such operation-
al flexibility has the potential not only 
for improved data handling efficiency 
during a mission but also for satisfying 
with a single, general-purpose design 
the data handling requirements of widely 
differing missions. 
An additional design constraint is 
that the CDS be highly reliable. Because 
of the central role it plays in all on-
board operations, any malfunction of the 
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CDS could render the spacecraft useless. 
For this reason the CDS design should not 
only be as reliable as it is possible to 
make it, but also should be configured in 
such a way that component and subsystem 
failures result in graceful degradation 
of its operation rather than complete 
system outage. 
Approach 
In view of the central data system 
requirements outlined in the above problem 
statement, particularly those relating to 
operational flexibility, it was felt that 
the best approach to the CDS design prob-
lem would be to use a stored-program digi-
tal computer. A preliminary investigation 
of current and foreseeable developments 
in digital computer hardware indicated that 
it was quite probable that all of the CDS 
design requirements could be met by such 
a device. 
On the basis of this belief we split 
the CDS design study into two main tasks; 
the one concerned with hardware and the 
other concerned with software. These two 
areas were investigated in parallel and 
the results combined to obtain the final 
CDS design. 
The aim of the hardware study was to 
develop a logical organization for a 
stored-program computer which would be 
capable of performing the necessary oper-
ations and would possess the requisite 
reliability and closely controlled fail-
ure characteristics. Questions relating 
to machine capacity and speed were left 
unresolved during this phase. 
The approach taken in the software 
study was to work out in complete detail 
a computer simulation program for all CDS 
operations required for the chosen system 
model and mission. Our purpose in doing 
this was twofold: First it forced us to 
examine with great care all of the CDS 
operations which would be essential or 
highly desirable in an actual system, and 
second it enabled us by running and ana-
lyzing the simulation program to establish 
the CDS storage capacity, speed and instruc-
tion repertoire needed to satisfy typical 
mission requirements. 
This method for designing a space-
craft central data system has proved to 
be quite effective. The results of the 
study are presented in the following sec-
tions. 
Central Data System ~ Hardware 
We have made use of a unique concep-
tual designl for a general purpose pro-
grannnable central data system. A general 
purpose computer approach, which gives us 
enormous flexibility, is combined with a 
pooling technique to allow survival after 
a component failure. The survival is 
achieved by reporgrannning around the 
failed unit, since each unit is a member 
of a pool of program addressable identi-
cal modules. Each basic module is small 
enough that it does not represent a large 
portion of the central data system. 
CDS Logical Design 
A computer using this pooling tech-
nique is shown in Fig. 2. Each of the 
four memories satisfies one-quarter of 
the total memory requirement. The 32 
registers, some of which are the memory 
address and memory data registers of the 
four memories, are identical. In this 
example, there are four independent but 
identical logic units each with its own 
set of input and output bus structures. 
All the registers in the machine form 
a single register store. Eight bus struc-
tures are connected to the output of the 
registers. Each bus can select one regis-
ter. Each logic unit has two of these 
busses connected to its two inputs, and 
two output bussess to these same regis-
ters. Thus, we have eight busses on the 
output of the register store and eight 
busses feeding the register inputs. 
The logic unit will perform the oper-
ation specified by the bits in the logic 
register associated with each logic unit. 
This logic register also specifies the 
registers selected for the two input bus-
ses and two output busses connected to 
that logic unit. This logic unit can per-
form all necessary instructions and con-
trol operations required in the computer. 
For example, by specifying the proper bits 
in the logic register, the logic unit can 
add two registers together and send the 
results to a third and fourth register. 
It can also perform control operations 
such as adding 1 to a program counter and 
sending it to a memory address register 
to fetch an instruction. 
The instruction word will contain four 
fields of four bits each for a total in-
struction code of 16 bits. One of the 4-
bit fields specifies one of 16 operations. 
The other three fields specify the regis-
ters to be operated on and where the 
results are to be sent. 
Reliability Considerations 
The reliability of this design is 
obtained through the use of pooling tech-
niques instead of equipment duplication. 
Recovery after a failure is accomplished 
through reprogrannning. The maximum effect 
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of such a failure will be to reduce the 
computational rate of the system. For 
real time applications, we can either 
have an extra logic unit, an extra regis-
ter, and an extra memory above that needed 
for normal functions, or else plan to 
eliminate the least important function to 
be performed when a failure occurs . 
The central data system must contain 
provisions to test for errors, to diagnose 
and locate the faulty module, to roll back 
to a minimum configuration while repair is 
being performed, and to repair the central 
data system. 
Repair is accomplished through re-
placement of the faulty module with a 
good module by reprogrannning all programs 
that refer to the faulty module. When 
the programs are first written, all refer-
ences to memory and to hardware needed 
will be done symbolically. An assembler 
will assign absolute addresses to the 
symbolic addresses. At the same time, it 
will produce tables of these symbolic ab-
solute equivalences, and what instructions 
use what addresses. This information will 
be kept in a computer on the ground; and, 
in the event of failure, these tables will 
be searched to find all references to the 
faulty unit. At this point, up-link com-
mands will be made to change all required 
addresses. If a tape recorder is on-
board with sufficient capacity, then some 
of these tables can be kept on the space-
craft. In this case, fewer connnands will 
be needed to make these reference changes. 
The most critical information path 
in the CDS is the connnand link . If this 
link is broken, then we cannot change 
modes or "repair" the CDS by reprogram-
ming. 
Central Data System ~ Software 
The CDS software or program require-
ments are discussed briefly in the follow-
ing subsections which are concerned in 
turn with the functions of processing, 
identification and formatting, and timing 
and control. 
Data Processing 
The essential purpose of any data 
processing technique is to convert raw 
data samples into a form in which they 
are more useful and/or less redundant 
than in their unconverted form. A num-
ber of data processing techniques have 
been examined in connection with this 
study. These include filtering of sam-
ples to reduce frequency aliasing, com-
pensation to remove modulation caused by 
spacecraft spinning, extraction of maxi-
mum and minimum values from sets of data, 
the formation of histograms and the compu-
tation of their quantiles, and the estima-
tion of the power spectrum of a finite-
length time function. 
While all of these processing tech-
niques (and others as well) may be includ-
ed in the CDS program, the decision to 
process the raw data from a particular 
scientific instrument prior to transmis-
sion must be made by the instrument de-
signer or experimenter. Consequently, 
we have in this study simply demonstrated 
the feasibility of including various pro-
cessing algorithms in the CDS program. 
Certain data processing functions 
selected as constituting a representative 
and typical set have been incorporated 
into the CDS simulation program. These 
consist of the following: 
1. Removal of spin modulation from 
the magnetometer data. 
2. Extraction of maximum and minimum 
values from the radio propagation polari-
zation data taken over one spacecraft 
rotation. These two values are sufficient 
to define the shape of the polarization 
ellipse. 
3. Variable bandwidth low-pass digi-
tal filtering of several instrument out-
puts. The filter cutoff frequencies are 
functions of the current sampling rates. 
4. Computation of six quantiles 
from 1000 samples of the cosmic ray coun-
ter. 
5. Computation of the mean and vari-
ance of neutron energy level from a sample 
of 1000 neutron events. 
6. Spectral analysis of the output 
of the magnetic field sensor in the VLF 
experiment. Ten weighted spectral com-
ponents are computed based on a 1000-
sample record. 
Data Identification and Formatting 
Before data gathered from the various 
on-board sources can be telemetered to 
earth or stored for later transmission, 
they must be arranged in an identifiable 
pattern and tagged with such additional 
information as may be required for their 
subsequent interpretation. The following 
important considerations must be taken 
into account in developing suitable data 
formats. 
1. For any given on-board trans-
mitting equipment and ground-based receiv-
ing equipment the bit rate which the telem-
etry-link will support with acceptable error 
rates is strongly dependent on range. 
Since the range of a solar probe vehicle 
can v.ary from 0 to 2 AU, the telemetry-
link bit rate should be variable as a 
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function of range so that the available 
channel capacity may be used efficiently. 
For the purpose of this study telemetry 
rates of 8, 16, 32, 64, 128, 256 and 512 
bits/sec have been assumed. 
2. The rate at which data are 
gathered by the CDS must be controlled 
in some way to match the output telemetry 
rate in use at any given time. Various 
techniques may be used to accomplish this. 
In addition to the data compression meth-
ods discussed in the section on data 
processing, the rates at which instruments 
are sampled can be adjusted in proportion 
to changes in available telemetry rate. 
3. Provision should be made for the 
efficient handling of the situation in 
which one or more of the scientific in-
struments is turned off, either because 
of some malfunction or because its out-
put is not expected to be of interest at 
a particular time in a mission. 
One approach to the formatting prob-
lem is to set up a fixed cyclic sequence 
of data words in which all of the desired 
information appears. If this sequence 
contains n bits and the available telem-
etry rate is r bits/sec, then the CDS in-
put and output rates can be matched pro-
vided that instrument sampling rates can 
be chosen to bring in n bits every n/r 
seconds. Such a fixed format has two 
important advantages. First only a rela-
tively small number of bits (frame sync 
bits) need be transmitted to mark the 
start of the known sequence. Once these 
are found in the received bit stream, the 
source of other bits may be inferred from 
their location in the bit stream relative 
to the frame sync marker. Second the 
same sequence can be used at different 
bit rates simply by making suitable ad-
justments in the input sampling rates. 
The chief disadvantage of such fixed for-
matting is that, when instruments are 
turned off, meaningless bits must be in-
serted into the telemetry stream in place 
of those which would normally come from 
the inoperative instruments in order to 
preserve the fixed sequential telemetry 
pattern . 
Another approach is to generate a 
variable format in which data are arranged 
in source associated blocks which contain 
relatively small numbers of bits in a 
fixed order. The overall format may then 
be generated by transmitting these blocks 
in a variable sequence provided only that 
each block carries its own identification 
bits and that these block ID bits can be 
distinguished in some way from ordinary 
data bits. Such a variable formatting 
scheme has the advantage that blocks as-
sociated with inoperative sources can be 
dropped from the telemetry sequence and 
the sampling rates for the operating 
instruments adjusted to maintain input-
output rate matching. This technique 
eliminates the inefficiency involved in 
transmitting meaningless bits, an advan-
tage which can more than offset the dis-
advantage of including block ID bits. 
In either case, the telemetry format 
must include not only the source data and 
frame sync or block ID bits, but any ad-
ditional information needed to interpret 
the source data and monitor spacecraft 
operations. This includes such things 
as current instrument ranges, sensitiv-
ities and spatial orientations, certain 
engineering data indicating system status, 
and timing data. 
In the present design study both of 
these formatting schemes have been includ-
ed in the CDS program in order to have 
available efficient formats for all oper-
ating conditions. Five different formats 
have been developed. These are: 
1. Fixed Engineering (FE) - This 
format contains only engineering data. 
The arrangement of engineering words with-
in a frame is fixed. 
2. Fixed Low Bit Rate Science 
(FLBR) - This format contains primarily 
science data, but some engineering and 
status data is also included. The arrange-
ment of words within a frame is fixed. 
This format has been tailored to handle 
science data when the downlink telemetry 
rate is 64 bits/sec or less. 
3. Fixed High Bit Rate Science 
(FHBR) - This format has essentially the 
same characteristics as the FLBR format, 
with the exception that it has been de-
signed to work at telemetry rates of 128 
bits/sec or more. 
4. Variable Low Bit Rate Science 
(VLBR) - This format is designed for use 
when one or more of the scientific instru-
ments is turned off by ground corrnnand. 
Under such conditions the sampling rates 
for the functioning instruments are auto-
matically increased and the telemetry 
format altered to maintain nearly complete 
utilization of the available downlink 
telemetry rate. This particular format 
is designed for use at telemetry rates of 
64 bits/sec or less. 
5. Variable High Bit Rate Science 
(VHBR) - This format has features similar 
to those of the VLBR format, but is intend-
ed for use at bit rates of 128 bits/sec or 
more. 
A detailed description of these for-
mats and a discussion of their utility is 
given in the following sections. 
Fixed Engineering Format. One com-
plete frame of this format consisting of 
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128-bit lines is shown in Fig. 3. Each 
line begins with an 11-bit line sync code, 
followed by an 18-bit status word. Six 
different such words appear in each 
frame. These words contain current infor-
mation on time, spacecraft rotations, com-
manded telemetry rate and format, instru-
ment on-off commands, corrnnand link bit 
rate, storage mode corrnnands, and data 
processing corrnnands. The remaining 99 
bits in each line are used to telemeter 
out the entire contents of the engineering 
list which provides information on the 
status of all on-board systems. One par-
ity bit for each eight data bits is gener-
ated and added to this section of the for-
mat. Two complete readings of the engi-
neering list are included in each six-line 
frame. 
Fixed Science Format. The fixed 
science formats have been designed to 
include a maximum amount of useful data 
bits and a minimum amount of identifica-
tion bits. Most of the data in these for-
mats has one parity bit added for each 
eight data bits. Engineering and status 
data are included as subcom along with the 
science data in each frame. 
The fixed low bit rate format is 
shown in Fig. 4. It consists of a se-
quence of 18 128-bit lines. Each line 
starts with an 11-bit sync code. In 
every other line the sync code is follow-
ed by a 13-bit engineering subcom word. 
The first 7 bits of each engineering word 
form a unique subcom identification (SID) 
code indicating the source of the last 
6 bits which are the engineering data. 
The SID is necessary because, while the 
engineering data list is scanned cyclic-
ally, only those engineering words that 
have changed significantly since the last 
time they were transmitted are picked up 
and put into the telemetry stream. Since 
many engineering measurements change very 
slowly or not at all, this technique 
results in a net compression of the engi-
neering data. The balance of each line 
is used to telemeter out the various 
instrument-associated data blocks in a 
fixed sequence. For a detailed picture 
of the contents of these data blocks see 
Fig. 5. One parity bit is added for each 
eight data block bits, except in the 
eighteenth line. Here the last five bits 
of the FPA data block, the FBR subcom 
block, and the end-of-frame code are 
transmitted without parity. The FBR sub-
com block contains a cyclic cormnutation 
of the six FBR status blocks, the complete 
cycle requiring six successive frames. 
The fixed high bit rate format is 
arranged in a similar fashion but with 
some differences in detail. The engineer-
ing subcom words appear every third line, 
the entire frame is 24 lines long, the 
sequence of data blocks is modified, and 
two FBR subcom blocks instead of one ap-
pear in the last line of the frame. At 
a bit rate of 512 bits/sec the FHBR format 
can handle all instrument data taken at 
the maximum sampling rates, it will pro-
vide a complete cycle of FBR status data 
every 18 seconds, and it will scan all 
64 entries in the engineering list at 
least once every 48 seconds . 
Variable Science Formats. The var-
iable science formats have been devised 
so that the CDS program can automatically 
modify the instrument sampling rates and 
the telemetry format to maintain effici-
ent use of the downlink channel capacity 
in the event that one or more instruments 
is turned off. As with the fixed science 
formats, data are assembled as sampled 
into instrument-associated blocks. The 
telemetry stream is then generated by 
outputting these blocks in a cyclic se-
quence. The data blocks for use with the 
variable science formats differ from those 
used with fixed formats primarily in that 
a 5-bit block identification {BID) code 
is inserted at the beginning of each block. 
The variable low bit rate {VLBR) for-
mat is shown in Fig. 6. Each line starts 
with the usual 11-bit line sync code fol-
lowed by 7 bits of line definition {LD) . 
The LD is a binary number in the range 0 
to 110 {decimal) indicating at which of 
the following 110 bits in the line the 
first BID occurs. An LD of zero signifies 
that no new blocks start in that line. 
The presence of the LD permits format 
disassembly on a line-by-line basis, since 
once a BID is located in a line, foreknow-
ledge of the length of that particular 
block and its internal arrangement can be 
used to separate the telemetry data into 
interpretable groups. The use of so large 
a fraction (7/128) of the available bit 
rate to realize this line-by-line disassem-
bly feature may be unnecessary. Improve-
ment in this respect is readily attainable 
by providing line definition information 
only for every nth line rather than for 
every line of the format. 
The scientific, engineering, and 
status data are assembled into each line 
following the line sync and definition 
bits. The greater part of this data is 
assembled by scanning the sequence list 
(see Fig. 6), which determines the order 
in which scientific data blocks are to be 
picked up. If certain instruments are off, 
then the corresponding entries in the se-
quence list are automatically skipped 
over in the scanning process, and the 
sampling rates on those instruments that 
remain on are increased to maintain an 
overall match between data gathering and 
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downlink telemetry rates. One parity bit 
is added to each eight science data bits. 
In addition to the main sequence of 
scientific data blocks, other types of 
data blocks are inserted into the telem-
etry stream. One such is the subcom 
block {S). These appear after the LD in 
every fifth line of the VLBR format to 
assure that subcom data are transmitted 
at least this often. Each subcom block 
consists of 5 BID bits to identify the 
block, 7 subcorn identification (SID) bits 
to identify the subcom data, and a varia-
ble number of data bits. The data may 
be priority engineering or status data, 
or if no priority data is available, 
engineering data picked up from the engi-
neering list in the same way as for the 
engineering blocks in the fixed science 
formats. Subcom blocks are also inserted 
in the bit stream to equalize the CDS 
input and output data rates. The instru-
ment sampling rates are chosen so that 
the data input rate is always slightly 
less than can be accommodated by the down-
link telemetry rate. As a result there 
will be times when the next data block in 
the main block sequence has not been 
filled with samples and is, therefore, 
temporarily unavailable. This condition 
is detected by means of a system of flags, 
and additional subcom blocks are assem-
bled into the format as filler, until the 
awaited science block becomes available. 
The main block sequence is then resumed. 
There are two additional types of 
irregularly and infrequently occurring 
data blocks that are inserted into the 
telemetry stream. One of these is instru-
ment-associated subcom. These blocks con-
tain information about the status of par-
ticular instruments, which is essential 
to the interpretation of that instrument's 
science data. These are inserted as 
needed immediately before the main se-
quence block with which they are associ-
ated. The other such block type contains 
processed data. The last three entries 
in the main sequence list for the VLBR 
format are of this type. These are han-
dled exactly like other main sequence 
blocks. However, the instrument on-off 
flag for these blocks is set to indicate 
a fictitious off condition except when 
processed data is available for insertion 
into the bit stream. 
The operation of the variable format 
assembly program is such that it is not 
possible to predict or show the exact 
arrangement of data within the format 
under all conditions. However, the infor-
mation necessary for interpreting the 
received telemetry data is present in the 
bit stream at all times. The illustra-
tion given in Fig. 6 is only intended to 
give an approximate picture of what the 
VLBR format could look like under certain 
conditions and to demonstrate that a 
sufficient telemetry bit rate is available 
to handle the required data flow. 
While the variable high bit rate 
(VHBR) format uses a different main block 
sequence list and has subcom blocks regu-
larly inserted in every third rather than 
every fifth line, it is nevertheless as-
sembled in the same manner as is the VLBR 
format. Indeed the same program is used 
to assemble both these formats. 
Timing and Control 
The CDS program must time the sam-
pling of input data lines at the desired 
rates. In the case of directional instru-
ments such as the plasma probe and cosmic 
ray detector, not only is the sampling 
rate important but also the time at which 
samples are taken in relation to the rota-
tion of the spacecraft. The flow of for-
matted data to the telemetry transmitter 
must be controlled by the CDS. The CDS 
must also exercise control over its own 
internal operations. It must perform cer-
tain operations in a set sequence, others 
at particular instants of time. It must 
accept interruptions in routine operations 
to service ground commands and other rela-
tively infrequent and irregular events. 
It must fit low priority operations with 
noncritical timing requirements into the 
time periods when it is not otherwise 
tied up. 
The CDS serves as a central control-
ler for all on-board systems. On the basis 
of both stored programs and ground com-
mands it will turn on and off and change 
the operating mode of various systems. 
Providing the CDS with the capability to 
accept program modifications via the com-
mand link makes the implementation of 
these timing and control functions quite 
straightforward. 
Central Data System Simulation 
The CDS software functions discussed 
above have been programmed for a CDC 3200 
general purpose scientific computer. A 
brief description of this simulation pro-
gram is given in the next section. This 
is followed by a discussion of the simula-
tion study results. 
Simulation Program 
The simulation performs all the oper-
ations of a flight model of the CDS in non-
real time. Input science data is generated 
by a data generation subroutine and stored 
on magnetic tape. When the simulation 
model is exercised, input science data is 
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read into the CDC 3200 in blocks. The 
simulation model contains processing 
algorithms, format assembly subroutines, 
parity subroutines, and allows command 
changes from the operator's console. 
Fig. 7 summarizes the program exe-
cuted each spacecraft revolution. At 
C:sTART) the Science Data List is input-
ted to the computer. The Spin-Demodula-
tion subroutine removes rotational effects 
from the magnetometer data. The Polariza-
tion Ellipse Max-Min subroutine deter-
mines the maximum and minimum values of 
the polarization data from the radio prop-
agation experiment. The Plasma Probe 
Maximum and Radiant subroutine specifies 
the maximum flux, and the associated 
channel and sector for the most recent 
120 data samples. Ancillary subcom lists 
are up-dated from the Command Table. 
Priority subcom is identified and moved 
into the Priority Assembly table. Instru-
ment commands are executed and the format 
assembly tables are up-dated. Instrument-
operating modes are examined and the for-
mat assembly tables are up-dated when 
necessary. The rate at which the sampling 
format is to be executed is computed. The 
cut-off frequency for the Digital Filter 
subroutine is computed. The Digital Fil-
tering, Quantile, Mean and Variance·, and 
Spectral Analysis algorithms are executed. 
The Sampling and Storage subroutine sam-
ples appropriate data lines at specified 
spacecraft revolutions and moves data into 
storage blocks. The format assembly tables 
are then up-dated. The Format Assembly 
subroutine assembles the telemetry format. 
The bit error rates and the signal-to-
noise ratios are computed for the telemetry 
and command links. The printout subrou-
tine outputs measures of system performance, 
Command Table parameters, and telemetry as 
required. The Command Table is up-dated. 
The routine enters Storage Mode oper-
ation which is executed on command and 
results in the assembly of data in the 
512 bit/sec VHBR format for on-board 
storage and later transmission. It is 
executed on a duty-cycle basis once every 
256, 512, 1024, or 2048 spacecraft rota-
tions in accordance with the commanded 
duty cycle. At the beginning of each 
Storage Mode cycle one complete frame of 
Storage Mode data is assembled by scanning 
the VHBR block sequence list once. The 
actual length of such a frame depends, of 
course, on which instruments are on. 
If the Storage Mode is not to be exe-
cuted, the program branches to @ where 
the Digital Filter subroutine is executed 
for magnetometer data. The program branch-
es to @ where normal mode commands are 
restored to the Command Table. The pro-
gram branches back to ~- If, on 
the other hand, the Storage Mode is sched-
uled, the appropriate Storage Mode lists 
and tables are up-dated. Instrument com-
mand and operational changes are executed. 
Sampling times are computed and stored. 
The digital filter cut-off frequency is 
computed; magnetometer data are smoothed 
by the Digital Filter subroutine. Data 
are sampled and stored in storage mode 
data blocks. The Storage Mode Format 
Assembly subroutine assembles the format 
and assigns parity. Normal mode parameters 
are restored to the Gourmand Table. The 
program branches to (START) . 
Simulation Study Results 
The simulation model program coding 
has been scrutinized in detail. It was 
written as a combination of FORTRAN and 
machine language instructions. The simu-
lation program requires 11,800 storage 
locations in the CDS 3200. Twenty-four 
hundred storage locations are used for 
constants, data, and tables. Eight hun-
dred and fifty locations are reserved for 
functions which exercise the simulation 
model. Five hundred locations are occu-
pied by special call subroutines which 
would occupy virtually no locations if 
coded directly in machine language. 
Fifteen hundred locations are occupied 
by instructions for processing subroutines. 
The instruction list comprises 8900 loca-
tions. By more efficient flow charting 
and encoding, the instruction list may be 
reduced to 7000 locations. The transfor-
mation from FORTRAN to machine language 
for the type of instructions executed 
most frequently by the program is not ef-
ficient. Approximately 50 percent of the 
instructions are move instructions. Ap-
proximately 30 percent of the move instruc-
tions involve a test for zero . Approxi-
mately 20 percent of the move instructions 
involve a mask and pack . FORTRAN instruc-
tions generate 1 - 20 machine instructions. 
The 7000 instructions can be reduced to 
less than 2500 by rewriting the program in 
machine language. The 2400 locations for 
constants can be reduced to 1000 by con-
solidating tables and eliminating infor-
mation which is not needed for a flight 
model. Approximately 20 percent of the 
instruction list is used for implementing 
processing algorithms. The number of lo-
cations required for servicing the input/ 
output interface is estimated to be 500. 
The total storage required for a flight 
model of the CDS is, therefore, approxi-
mately 4000 locations. 
By exercising the simulation model 
it has been possible to estimate the time 
required to execute all phases of the pro-
gram. The time available to perform all 
programmed tasks for the simulation 
model is a function of telemetry rate and 
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sampling schedule. For the high bit rate 
science format with all processing algor-
ithms operating, the execution time for 
all operations exclusive of servicing the 
input interface is approximately 25 per-
cent of the available time on the average . 
Fifteen percent of available machine time 
is required to service input/output inter-
face. This implies that the machine uses 
40 percent of its available capacity for 
the postulated interface and instrument 
set under the most demanding conditions. 
These estimates are based on a machine 
cycle time of 2 microseconds. 
A machine word size of 16 bits is 
appropriate. Double precision is required 
for the processing algorithms. Virtually 
all data is specified by less than 16 bits. 
The principal advantage of a 16-bit word 
size lies in power conservation. A 4-bit 
operation code and a 12-bit address field 
are specified. Each 16-bit data word has 
15 bits for data and 1 bit for sign. 
Since there is a tendency to underestimate 
storage requirements, the total storage 
may end up in the 100,000- to 200,000-bit 
range. 
The postulated machine instructions 
include add, subtract, multiply., divide, 
move, shift left or right, test for zero 
and branch, mask, read and write; a spe-
cial mask, move, and pack instruction is 
recommended since these operations occur 
frequently during format assembly. 
Rough calculations based on the 
assumption that the CDS will require 
approximately 1500 logic gates and 100,000 
bits of memory yield the following results. 
The CDS would have approximately the same 
weight and size as the present Pioneer 
data system (weight = 20 pounds, volume = 
1/2 ft3) . It would require 2 to 4 times 
as much power (10 - 20 watts) . It would 
support a telemetry rate of 8 - 2048 bits 
per second. In addition to performing 
all of the functions of the current 
Pioneer data system, it would provide 
data processing and variable formatting 
capabilities. 
Cone lus ions 
The results of the study reported 
here indicate that a stored program digi-
tal computer can be used to advantage as 
a central data system on-board unmanned 
solar probe spacecraft. High reliability 
performance is obtained by means of a novel 
logical design which uses pooled compon-
ents and prograrmned interconnections. 
It has been demonstrated that a stored 
program CDS can provide more data pro-
cessing and formatting capability than the 
present Pioneer data system without 
exceeding reasonable size, weight and 
power specifications. Furthermore, such 
a CDS makes possible efficient use of the 
telemetry channel capacity under all 
operating conditions. 
Because this CDS has a stored program, 
it could readily be used without hardware 
modification to meet the data handling re-
quirements of a wide variety of scientific 
missions. Clearly such interchangeability 
of hardware will become more and more im-
portant economically as efforts aimed at 
the exploration of space increase in fre-
quency and scope. 
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I FPA(62)' p(7), R(7) 
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FCRA(43), P(5), R(3) I FNB(48), P(6), R(3) 
FPA(62), P(8), R(l) I FCRA(43), P{5), R(4) 
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SUBCOM + CODE(8) 26 
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S(V) IFBRA( 18) I MAGA(lOl), P(l2), RCS) 
MAGA( 101) CONT I CRA(47), P(6), R(4) I NA(213), P(27), R(l) 
NA( 213) CONT 
NA( 213) CONT IPA(61), PCl) , R(6) 
PA(61) CONT 
·I 
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RPC(95) CONT I MAGA(l01), P(l3), R(O) 
MAGA( 10 l) CONT I CRA(47), P{5), R(7) 
I CRA( 47) CONT I NBCS3), PCB), R(6) IPA(61), P( 8), R( 3) 
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VLFA( 152) CONT 
CRA(47), P(6), R(2) 
I 
I P(A)(61), P(7), R(7) 
SUBCCJH 71) 
FORMAT CC1-1POSITION (FRAME) 
DATA + PARITY BITS 2041 
SUBCOM 159 
SYNC(H) + LD(7) 360 
TOTAL BITS 2560 
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Figure 7. Program Routine Executed Each Spacecraft Revolution. 
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