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Abstract. For positive integers n and r we define the Ha¨ggkvist–Hell graph,
Hn:r , to be the graph whose vertices are the ordered pairs (h, T ) where T is
an r-subset of [n], and h is an element of [n] not in T . Vertices (hx, Tx) and
(hy , Ty) are adjacent iff hx ∈ Ty , hy ∈ Tx, and Tx∩Ty = ∅. These triangle-free
arc transitive graphs are an extension of the idea of Kneser graphs, and there
is a natural homomorphism from the Ha¨ggkvist–Hell graph, Hn:r , to the cor-
responding Kneser graph, Kn:r. Ha¨ggkvist and Hell introduced the r = 3 case
of these graphs, showing that a cubic graph admits a homomorphism to H22:3
if and only if it is triangle-free. Gallucio, Hell, and Nes˘et˘ril also considered the
r = 3 case, proving that Hn:3 can have arbitrarily large chromatic number. In
this paper we give the exact values for diameter, girth, and odd girth of all
Ha¨ggkvist–Hell graphs, and we give bounds for independence, chromatic, and
fractional chromatic number. Furthermore, we extend the result of Gallucio
et al. to any fixed r ≥ 2, and we determine the full automorphism group of
Hn:r , which is isomorphic to the symmetric group on n elements.
1. Introduction
Let n and r be positive integers. Define the Ha¨ggkvist–Hell graph, Hn:r, to be
the graph whose vertices are the ordered pairs (h, T ) where T is an r-subset of [n],
and h is an element of [n] not in T . Vertices (hx, Tx) and (hy, Ty) are adjacent if
hx ∈ Ty, hy ∈ Tx, and Tx ∩ Ty = ∅. For a vertex v = (h, T ) of a Ha¨ggkvist–Hell
graph, we typically refer to h as the head of v and T as the tail of v.
The reader may notice the similarity between Hn:r and the Kneser graph Kn:r,
whose vertices are the r-subsets of [n], and they are adjacent if disjoint. As we will
see throughout this paper, this similarity is more than simply one of definition. In
particular, the map that takes a vertex of Hn:r to its tail is a homomorphism to
Kn:r. This homomorphism, and the relationship between Hn:r and Kn:r in general,
will serve as an important tool in the study of Ha¨ggkvist–Hell graphs throughout
this paper.
These graphs originally appeared in [3] in which Ha¨ggkvist & Hell showed that
a cubic graph admits a homomorphism to H22:3 if and only if it is triangle-free. To
our knowledge the only other reference to these graphs is [1] in which Galluccio,
Date: October 30, 2018.
1
2 ROBERSON
Hell, and Nes˘etr˘il prove that Hn:3 can have arbitrarily large chromatic number.
Unlike the above two papers, which deal only with the r = 3 case, we investigate
properties of Hn:r in general.
In particular we give the diameter, girth and odd girth ofHn:r for all n and r. We
also give a lower bound on the size of independent sets in Hn:r. This bound is met
with equality in all computed cases. We give two upper bounds on the chromatic
number of Hn:r, one explicit and one recursive. We also show that for fixed r ≥
2, the chromatic number of Hn:r is unbounded, which extends the result of [1].
Using the bound on independent set size, we give an upper bound on the fractional
chromatic number ofHn:r which shows that it is bounded for fixed r. Because of the
relationship between fractional chromatic number and homomorphisms to Kneser
graphs, the previous result implies the existence of a homomorphism from Hn:r
to some Kneser graph which is not the homomorphism mentioned above. We then
show how to construct this homomorphism using a technique that can be used to do
the same for any vertex transitive graph. Lastly, we show that the automorphism
group of Hn:r is isomorphic to the symmetric group on n elements.
2. Basic Properties
Here we take time to remark on some easily seen properties ofHn:r before moving
on to meatier fare. To begin, we note the following.
• Hn:r has (r + 1)
(
n
r+1
)
= (n− r)
(
n
r
)
vertices.
• Hn:r is regular with valency r
(
n−r−1
r−1
)
• Hn:r is a subgraph of Hn′:r for n ≤ n′
• All Ha¨ggkvist–Hell graphs are triangle-free.
The first two items follow from simple counting. The third is clear because Hn:r is
simply the subgraph of Hn′:r induced by the vertices which only contain elements
from [n] in their head or tail. For the last item, note that all of the neighbors of a
vertex (h, T ) have h in their tail and therefore cannot be adjacent to each other.
As with the Kneser graphs, there are certain values of n and r for which Hn:r
is not particularly interesting. We dispense of these cases now and deal with the
more interesting cases in the rest of the paper. If n < 2r, then Hn:r can have no
edges since there are no two disjoint sets of size r. Furthermore, if n < r + 1, then
Hn:r has no vertices. In the case when r = 1, we see that every vertex has the form
(a, {b}), which has only one neighbor, (b, {a}). So Hn:1 is simply a matching. So
throughout this paper we will assume that r ≥ 2 and n ≥ 2r.
In fact, if n = 2r then Hn:r is the disjoint union of complete bipartite graphs. To
see this note that any r-subset, T , of [2r] is disjoint from exactly one other r-subset
of [2r], namely T . Since the head of any vertex with tail T must be an element of
T , and vice versa, every vertex with T as its tail will be adjacent to exactly those
vertices with T as their tail. Since there are 12
(
2r
r
)
pairs of such disjoint r-subsets,
we have that
H2r:r =
1
2
(
2r
r
)
Kr,r.
This is similar to the case with Kneser graphs, which yields a matching of size 12
(
2r
r
)
,
except that we replace every edge with a Kr,r. This relationship between edges in
Kn:r and induced Kr,r’s in Hn:r holds for larger values of n, but in this case the
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vertices of two of these Kr,r’s may or may not intersect if the corresponding edges
in Kn:r intersect.
As with the Kneser graphs, the symmetric group on n elements, Sn, is a sub-
group of Aut(Hn:r). From the definition of adjacency, it is clear that Sn acts arc
transitively on Hn:r. In fact, Sn is the entire automorphism group of Hn:r for
n ≥ 2r + 1 which we will prove in Section 9.
There are two important homomorphisms which arise quite naturally from the
definition of Hn:r:
• (h, T ) 7→ h gives a homomorphism from Hn:r to the complete graph Kn.
• (h, T ) 7→ T gives a homomorphism from Hn:r to the Kneser graph Kn:r.
The homomorphism to the Kneser graph is the one most used in this paper, though
both homomorphisms relate to certain independent sets of Hn:r.
Since we know that Hn−1:r is a subgraph of Hn:r, one way to picture Hn:r is to
think of Hn−1:r and then add the vertices with n in their head or tail along with
any necessary edges. In fact, it is helpful to distinguish between vertices with n
as their head, and vertices with n in their tail. Doing this gives us the following
partition which proves useful for studying many different aspects of Ha¨ggkvist–Hell
graphs.
r
(
n−r−2
r−1
) r
(
n−r−2
r−2
) (
n−r−1
r−1
)
r
(
n−r−1
r−1
)
(r − 1)
(
n−r−1
r−1
)
Hn−1:r n ∈ T h = n
C1 C2 C3
Figure 1. Diagram of 3-Cell Partition of Hn:r.
This partition turns out to be equitable, and the number on the arc from Ci to
Cj is the number of neighbors a vertex in Ci has in Cj . These can be determined by
simple counting. Each cell contains a short description of the vertices it contains.
So we see that C1 is the Hn−1:r subgraph. The cell C2 is the set of vertices with
n in their tail, which can also be described as the inverse image of a maximum
independent set in Kn:r. Note that this set is independent in Hn:r. The cell C3 is
the set of vertices with n as their head, which can also be described as the inverse
image of a vertex (i.e. a maximum independent set) in Kn. Note that this set is
independent in Hn:r and independent from the Hn−1:r subgraph.
Now that we have an idea of what Hn:r is like, we can start to ask some deeper
questions about its structure. The first property of Hn:r we investigate is its diam-
eter.
3. Diameter
Let G be a connected graph. The distance between two vertices u and v of G is
defined as the length of the shortest path in G from u to v, and is denoted dist(u, v).
The diameter of G, diam(G), is defined as the maximum of dist(u, v) over all pairs
of vertices, u and v, in G.
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The diameter of the Kneser graphs was given by Valencia-Pabon & Vera in [7].
This result will greatly aid us in determining the diameter of Ha¨ggkvist–Hell graphs.
The main technique is to use paths in Kn:r to construct paths in Hn:r, and vice
versa.
First we must determine the values of n for which Hn:r is connected. For this
we need the following lemma:
3.1. Lemma. Any two vertices in Hn:r with the same tail are joined by a path.
Proof. Let x = (hx, T ) and y = (hy, T ), where hx 6= hy. Since n ≥ 2r and
hx, hy /∈ T , there exists an r-subset of [n] \ T that contains both hx and hy. Let
T ′ be such a set, and let t ∈ T . Then x ∼ (t, T ′) and y ∼ (t, T ′), and the path
x, (t′, T ), y connects x and y.
From this we can now prove that Hn:r is connected for n ≥ 2r + 1 using the
analogous result for Kn:r. The following lemma gives the diameter of Kn:r for
n ≥ 2r + 1 which implies that it is connected. Though this is much more than we
need here, we will need the full strength of this result later.
3.2. Lemma (Valencia-Pabon & Vera). For positive integers n and r, n ≥ 2r + 1,
the Kneser graph Kn:r has diameter
⌈
r−1
n−2r
⌉
+ 1.
Combining these two results we get the following:
3.3. Theorem. For n ≥ 2r + 1, the graph Hn:r is connected.
Proof. Let x = (hx, Tx) and y = (hy, Ty) be two vertices of Hn:r. Since n ≥
2r + 1, the graph Kn:r is connected by Lemma 3.2, and so there is some path
Tx = T0, T1, . . . , Tk = Ty in Kn:r. Now let hi,1 ∈ Ti−1 and hi,2 ∈ Ti+1 for all
appropriate i. We see that (hi,2, Ti) ∼ (hi+1,1, Ti+1) for all i and by Lemma 3.1
(hi,1, Ti) and (hi,2, Ti) are joined by a path for all i, therefore x and y are joined
by a path.
Now that we know that Hn:r is connected for n ≥ 2r+1, we can begin to speak
of its diameter. Unlike Kneser graphs, which have diameter two for n ≥ 3r − 1,
Ha¨ggkvist–Hell graphs have diameter at least four for all values of n.
3.4. Lemma. diam(Hn:r) ≥ 4.
Proof. Consider the vertices x = (1, Tx) and y = (1, Ty) such that Tx∩Ty = ∅. Note
that two such vertices always exist for n ≥ 2r+1. We will show that dist(x, y) ≥ 4.
Clearly x and y are not adjacent, since they have identical heads, thus they are
not at distance one from each other. Now suppose that x and y share a common
neighbor z = (hz , Tz). Then we have that hz ∈ Tx and hz ∈ Ty, which is not
possible since they are disjoint. Therefore x and y are at a distance of at least
three from each other. Suppose that dist(x, y) = 3. Then there exists two vertices
z1 = (h1, T1) and z2 = (h2, T2) such that P = x, z1, z2, y is a path. However, we
see that this implies that 1 ∈ T1 and 1 ∈ T2, and therefore T1 ∩ T2 6= ∅ and so z1
and z2 are not adjacent and P cannot be a path. Therefore dist(x, y) ≥ 4.
For n ≥ 52r, this lower bound is achieved with equality.
3.5. Lemma. For n ≥ 52r the diameter of Hn:r is four.
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Proof. Note that we only need to show that dist(x, y) ≤ 4 for all vertices x, y ∈
V (Hn:r). Suppose that n ≥
5
2r. Observe that this implies that n ≥
⌈
5
2r
⌉
, since n
is an integer. Let x = (hx, Tx) and y = (hy, Ty). We have four main cases:
(1) hx = hy;
(2) hx ∈ Ty and hy /∈ Tx;
(3) hx ∈ Ty and hy ∈ Tx;
(4) hx /∈ Ty, hy /∈ Tx, and hx 6= hy.
Let C = Tx ∩Ty and s = |C|. Note that we must only consider s ∈ {0, 1, . . . , r− 1}
for each of the above cases in order to prove our claim. If s = r, then either x = y
or dist(x, y) = 2 by Lemma 3.1, so we need not worry about these cases. We will
prove the claim for the first case and then assure the reader that the other cases
are similar.
Since hx = hy in this case, we will refer to both as simply h. Let
D = [n] \ (Tx ∪ Ty ∪ {h}) = {d1, . . . , dn−2r+s−1},
and ℓ =
⌊
r−s
2
⌋
. Note that
Tx = {x1, . . . , xr−s} ∪ C and Ty = {y1, . . . , yr−s} ∪ C
where xi 6= yj for any i, j, and r − s ≥ 1. Consider the vertices
zx = (xr−s, {h, y1, . . . , yℓ, d1, . . . , dr−1−ℓ})
zy = (yr−s, {h, x1, . . . , xℓ, d1, . . . , dr−1−ℓ})
w = (h, {xr−s, yr−s, xℓ+1, . . . , xr−s−1, yℓ+1, . . . , yr−s−1} ∪ C)
Note that the tail of w has exactly 2r − s− 2ℓ = 2r − s− 2
⌊
r−s
2
⌋
elements, which
equals r if r − s is even and equals r + 1 if r − s is odd. But in the latter case we
can just remove one of the elements from the tail that is not xr−s or yr−s. Now
it is straightforward to see that P = x, zx, w, zy, y is a path from x to y as long as
all of the indices are valid. Upon investigation one can see that the only thing we
need to check is that dr−1−ℓ exists, i.e. that n− 2r + s− 1 ≥ r − 1− ℓ. However,
this is equivalent to
n ≥ 3r − s− ℓ ≥ 3r − s−
r − s
2
=
5
2
r −
s
2
.
Therefore, if n ≥ 52r, then dist(x, y) ≤ 4. The other three cases are quite similar,
so we will spare you the tedium.
So we have determined the diameter of Hn:r for n ≥
5
2r. In order to do the same
for 2r + 1 ≤ n < 52r we must first prove the following two lower bounds.
3.6. Lemma. For n ≥ 2r + 1, the diameter of Hn:r is at least
⌈
r−1
n−2r
⌉
+ 1.
Proof. Let Tx, Ty ∈ V (Kn:r) be such that dist(Tx, Ty) = diam(Kn:r). Let P be a
shortest path from (1, Tx) to (1, Ty) in Hn:r. Since the tails of consecutive vertices
of P must be disjoint, they represent a walk from Tx to Ty in Kn:r of length equal
to that of P . This implies that
diam(Kn:r) = distKn:r(Tx, Ty) ≤ distHn:r((1, Tx), (1, Ty)) ≤ diam(Hn:r).
Since diam(Kn:r) =
⌈
r−1
n−2r
⌉
+ 1 by Lemma 3.2, the result is proven.
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3.7. Lemma. For n < 52r, the diameter of Hn:r is strictly greater than four.
Proof. Consider the vertices x = (h, Tx) and y = (h, Ty) where Tx ∩ Ty = ∅. Note
such a pair of vertices exists for n ≥ 2r + 1. Let
Tx = {x1, . . . , xr}, Ty = {y1, . . . , yr}, and [n]\(Tx∪Ty∪{h}) = D = {d1, . . . , dk−1}
where k = n− 2r. From the proof of Lemma 3.4 we see that dist(x, y) ≥ 4, so we
only need to show that there is no path of length four between x and y. Suppose
that P = x, zx, w, zy, y is a path. We will show that we need at least
5
2r elements
of [n] for this path to exist. Immediately we see that h ∈ Tzx and h ∈ Tzy , and
WLOG we can say that zx = (xr , Tzx) and zy = (yr, Tzy).
We have two options for the head of w, either it is h, or it is some element of D.
As it turns out, this does not make a difference, but for now we will assume that it
is h. At the end of the proof we will show why the other case works out to be the
same. Suppose Tzx and Tzy contain i and j elements from D respectively. WLOG
i ≤ j.
Suppose that d ∈ Tzx ∩D and d /∈ Tzy . Since i ≤ j, there must exist d
′ ∈ Tzy ∩D
such that d′ /∈ Tzx . Also, d, d
′ /∈ Tw, but then we could simply replace the d in Tzx
with d′, and this will still be a path from x to y and it will use fewer elements from
[n], so we may assume that (Tzx ∩D) ⊆ Tzy . The other r − i − 1 elements of Tzx ,
and r − j − 1 elements of Tzy come from Ty \ yr and Tx \ xr respectively.
So far, we have used 2r + 1 + j elements of [n] in the vertices x, y, zx, and
zy. Now we are left with the elements to be used in the tail of w. We know that
xr, yr ∈ Tw, since these are the heads of zx and zy respectively. We are also able
to use any of the other elements of Tx ∪Ty not already used in Tzx or Tzy , of which
there are exactly
2r − 2− (r − i− 1)− (r − j − 1) = i+ j.
This leaves r − 2 − i − j elements left in the tail of w, and these must come from
D \ Tzy . Thus we use a total of
(2r + 1 + j) + (r − 2− i− j) = 3r − 1− i
elements of [n]. However, this does not take into account the possibility that we were
able to fill the tail of w without using any elements of D, i.e. when r−2− i− j ≤ 0.
In this case 3r − 1 − i ≤ 2r + 1 + j, but we still use 2r + 1 + j elements of [n] in
our path P . In order to take this into account we must take the maximum of these
two values. So the number of elements of [n] that we use in the path P is
max{3r − 1− i, 2r + 1 + j}.
It is easy to see that letting i = j can only reduce this maximum, and so we need
to find the value of i for which
max{3r − 1− i, 2r + 1 + i}
is minimized. This will be minimized when 3r − 1 − i = 2r + 1 + i ⇔ i = 12r − 1.
Note that i must be an integer, but this can only increase the lower bound we get
on n, and so we can ignore this. Plugging in this value of i we see that we must
use at least 52r elements of [n] for the path P , thus proving the result. We see now
that having an element of D as the head of w would have simply forced us to use
an element of Tzx ∩ D, which only would have precluded us from having i = 0,
and would not have reduced the number of elements of [n] that we needed for the
path.
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The proof of the following lemma from [7] is important for the proof of our final
theorem on the diameter of Hn:r.
3.8. Lemma (Valencia-Pabon & Vera). Let X,Y ∈ [n](r) be two different vertices
in the Kneser graph Kn:r with 2r + 1 ≤ n ≤ 3r − 2, such that |X ∩ Y | = s. Then
dist(X,Y ) = min
{
2
⌈
r − s
n− 2r
⌉
, 2
⌈
s
n− 2r
⌉
+ 1
}
.
We only give the proof that this is an upper bound on dist(X,Y ), because it is
this portion that we will use for our proof of the diameter of the Ha¨ggkvist–Hell
graphs.
Proof. Let k = n− 2r, so that 1 ≤ k < n− 1. Also, let C = X ∩ Y , s = |C|, and
D = [n]\(X∪Y ). Thus |D| = s+k. Assume that X = {a1, . . . , ar−s}∪C, and Y =
{b1, . . . , br−s}∪C. Let ℓ = 2 ⌈(r − s)/k⌉. Consider the path X = T0, T1, . . . , Tℓ = Y
between X and Y , where for i < (r − s)/k,
T2i−1 = {a1, . . . , a(i−1)k, bik+1, . . . , br−s} ∪D,
T2i = {b1, . . . , bik, aik+1, . . . , ar−s} ∪ C,
and
Tℓ−1 = {a1, . . . , ar−s−k} ∪D.
Also, let D′ ⊆ D with |D′| = s. Consider the vertex X ′ = (Y \C) ∪D′. Note that
X ∩X ′ = ∅, and s′ = |X ′ ∩ Y | = r − s. Therefore, by the previous construction,
there is a path between X ′ and Y with length equal to 2 ⌈(r − s′)/k⌉ = 2 ⌈s/k⌉.
Thus, there is a path between X and Y with length equal to 2 ⌈s/k⌉+ 1. So,
dist(X,Y ) ≤ min{2 ⌈(r − s)/k⌉ , 2 ⌈s/k⌉+ 1}.
We are now able to give the diameter of all connected Ha¨ggkvist–Hell graphs in
terms of their parameters.
3.9. Theorem. For n ≥ 52r the diameter of Hn:r is four. For 2r+1 ≤ n <
5
2r, the
diameter of Hn:r is equal to max
{
5,
⌈
r−1
n−2r
⌉
+ 1
}
.
Proof. The first statement has already been proven as Lemma 3.5. Also, Lemma 3.7
and Lemma 3.6 give the lower bound direction of the second statement. Thus we
only have to show that we are able to achieve this bound for n < 52r. We do this
by showing that for any two vertices (hx, Tx) and (hy, Ty) in Hn:r, there is either a
path between them of the same length as the shortest path between Tx and Ty in
Kn:r, or there is a path between them of length at most 5. As in Lemma 3.5, we
have four main cases:
(1) hx = hy;
(2) hx ∈ Ty and hy /∈ Tx;
(3) hx ∈ Ty and hy ∈ Tx;
(4) hx /∈ Ty, hy /∈ Tx, and hx 6= hy.
We will use the same notation as in Lemma 3.8, so k = n−2r, C = Tx∩Ty, s = |C|,
D = [n] \ (Tx ∪ Ty), and |D| = s+ k. Note that Lemma 3.1 takes care of the cases
in which the vertices have the same tail. So we can assume that s ≤ r− 1. We can
also immediately take care of the cases with disjoint tails, as follows. Suppose that
Tx ∩ Ty = ∅. Then we have the following four cases:
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• If hx = h = hy, then let tx, t′x ∈ Tx and ty, t
′
y ∈ Ty. Then there is a path of
length five between x and y given by
(h, Tx), (tx, {h} ∪ (Ty \ t
′
y)), (ty , Tx), (tx, Ty), (ty , {h} ∪ (Tx \ t
′
x)), (h, Ty).
• If hx ∈ Ty and hy /∈ Tx, then let tx, t′x ∈ Tx and ty ∈ Ty. Then a path of
length three from x to y is given by
(hx, Tx), (tx, Ty), (ty, {hy} ∪ (Tx \ t
′
x)), (hy, Ty).
• If hx ∈ Ty and hy ∈ Tx, then x and y are simply neighbors.
• If hx /∈ Ty, hy /∈ Tx, and hx 6= hy, then let tx, t′x ∈ Tx and ty, t
′
y ∈ Ty. Then
a path of length three between x and y is given by
(hx, Tx), (tx, {hx} ∪ (Ty \ t
′
y)), (ty , {hy} ∪ (Tx \ t
′
x)), (hy, Ty).
Thus if the tails of two vertices are disjoint, then they are at a distance of at
most five. Now we consider the cases where r− k ≤ s ≤ r− 1. In this case we have
that |D| = s+ k ≥ r.
(1) If hx = h = hy, then let D
′ ⊆ D be such that h ∈ D′ and |D′| = r, and let
t ∈ Tx ∩ Ty. Then a path of length two between x and y is given by
(h, Tx), (t,D
′), (h, Ty).
(2) If hx ∈ Ty and hy /∈ Tx, then let D′ ⊆ D be such that hy ∈ D′ and |D′| = r,
and let d ∈ D′ \ hy and t ∈ Tx ∩ Ty. Then there is a path of length four
between x and y given by
(hx, Tx), (t, {hx} ∪ (D
′ \ hy)), (d, Tx), (t,D
′), (hy, Ty).
(3) If hx ∈ Ty and hy ∈ Tx, let D′ ⊆ D be such that |D′| = r − 1, and let
d ∈ D′, e ∈ D \D′, and t ∈ Tx ∩ Ty. Then a path of length four between x
and y is given by
(hx, Tx), (t, {hx} ∪D
′), (d, {e} ∪ (Tx \ hy)), (t, {hy} ∪D
′), (hy, Ty).
(4) If hx /∈ Ty, hy /∈ Tx, and hx 6= hy, then let D′ ⊆ D be such that hx, hy ∈ D′
and |D′| = r, and let t ∈ Tx ∩ Ty. Then a path of length two between x
and y is given by
(h, Tx), (t,D
′), (h, Ty).
So we have taken care of all cases in which s ≥ r − k. For the remaining cases,
we will be using the two paths between Tx and Ty given in the proof of Lemma 3.8.
From them we construct two paths between x and y of lengths equal to those of
the paths in the Kneser graph Kn:r. In order to do this we treat each vertex in
the path of the Kneser graph as a tail of a vertex in Hn:r, and then we show that
we are able to pick heads for each vertex in the interior of the path such that the
adjacencies are preserved. After this, all that remains to show is that in each case
we are able to choose the second and second to last vertices in the paths in the
Kneser graph such that they contain the heads of x and y respectively.
For vertices in the interior of the paths this is trivial. Since n < 52r, we have that
if T1, T2, T3 are three consecutive vertices in the path in Kn:r, then T1, T3 ⊆ [n]\T2
which has size less than 32r, thus there must exist some element t ∈ T1 ∩ T3, and
we can pick this as the head of T2 in Hn:r.
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So all we need to show is that we are able to choose appropriate second and
second to last vertices in the paths in the Kneser graph. We have to deal with each
path separately:
Recall that Tx = {x1, . . . , xr−s} ∪ C and Ty = {y1, . . . , yr−s} ∪ C. For the first
path given in the proof of Lemma 3.8, we have that T1 = {yk+1, . . . , yr−s}∪D and
Tℓ−1 = {x1, . . . , xr−s−k} ∪ D. Note that since 1 ≤ s ≤ r − k − 1, we have that
|D| = s+ k ≤ r − 1. Now we go through the cases:
Case 1: hx = hy. In this case hx, hy ∈ D ⊆ T1, Tℓ−1 and so we are done.
Case 2: hx ∈ Ty and hy /∈ Tx. Here hy ∈ D, and if we let yk+1 = hx, then
hx ∈ T1 and hy ∈ Tℓ−1.
Case 3: hx ∈ Ty and hy ∈ Tx. Here if we let yk+1 = hx and x1 = hy, then
hx ∈ T1 and hy ∈ Tℓ−1.
Case 4: hx /∈ Ty, hy /∈ Tx, and hx 6= hy. Here we have that hx, hy ∈ D ⊆
T1, Tℓ−1, and so we are done.
So we have shown that we can construct a path from x to y in Hn:r with the
same length as the first path between Tx and Ty given in the proof of Lemma 3.8.
Now we must do the same for the second path.
The second vertex in the second path is T ′x = (Ty \ C) ∪ D
′ where D′ ⊆ D
such that |D′| = s ≥ 1. Then, using the same construction as for the first path,
let C′ = T ′x ∩ Ty = Ty \ C, and E = [n] \ (T
′
x ∪ Ty) = [n] \ (Ty ∪ D
′), and
|E| = r+ k− s ≥ 2k+1. So T ′x = {d1, . . . , ds}∪C
′ where {d1, . . . , ds} = D′. Then
the second to last vertex in the path is T ′ℓ′−1 = {d1, . . . , ds−k} ∪ E. Now we go
through the cases:
Case 1: hx = hy. In this case hx, hy ∈ D, so if we let hx ∈ D′ and hy /∈ D′
(possible since |D \D′| = k ≥ 1), then hx ∈ T ′x and hy ∈ E ⊆ T
′
ℓ′−1 and so we are
done.
Case 2: hx ∈ Ty and hy /∈ Tx. Here hx ∈ Ty \ C = C′ ⊆ T ′x, and we let
hy ∈ D \D′ ⊆ E ⊆ T ′ℓ′−1. Thus we are done.
Case 3: hx ∈ Ty and hy ∈ Tx. Here hx ∈ Ty \ C = C′ ⊆ T ′x, and hy /∈ Ty and
hy /∈ D ⊇ D′ and thus hy ∈ E ⊆ T ′ℓ′−1.
Case 4: hx /∈ Ty, hy /∈ Tx, and hx 6= hy. Here we have that hx, hy ∈ D and we
let hx ∈ D′ ⊆ T ′x and hy /∈ D
′. Thus hy ∈ E ⊆ T ′ℓ′−1.
Since one of these two paths must be a shortest path between Tx and Ty in Kn:r,
we have now shown that for n < 52r, any two vertices x = (hx, Tx) and y = (hy, Ty)
of Hn:r are either at a distance of at most five, or
distHn:r(x, y) ≤ distKn:r(Tx, Ty),
thus
diam(Hn:r) ≤ max
{
5,
⌈
r − 1
n− 2r
⌉
+ 1
}
.
This completes the proof.
This resolves all questions regarding the diameter of Hn:r.
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4. Odd Girth
The girth of a graph G is defined as the length of the shortest cycle of G, whereas
the odd girth of G is likewise defined as the length of the shortest odd cycle of G.
For Ha¨ggkvist–Hell graphs the more interesting parameter turns out to be odd
girth, since the girth is the same for any nonempty Ha¨ggkvist–Hell graph. To see
this, note that Hn:r contains H2r:r as a subgraph, and this subgraph is a disjoint
union of Kr,r’s and thus contains a four-cycle. Combine this with the fact that
Ha¨ggkvist–Hell graphs are triangle-free and we see that they always have girth
four.
As with diameter, the odd girth of Ha¨ggkvist–Hell graphs is closely related to
the odd girth of Kneser graphs. However, also like diameter, equality does not
always hold due to certain obstructions. In particular, the odd girth of Hn:r must
be at least five since it is triangle-free. Fortunately, this seems to be the only
obstruction. Similarly to diameter, the main technique we use in this section is to
construct cycles in Hn:r using cycles in Kn:r and vice versa. The following result
by Poljak & Tuza in [6] gives the odd girth of the Kneser graphs which contain odd
cycles.
4.1. Theorem (Poljak & Tuza). The odd girth of the Kneser graph Kn:r is
2
⌈
r
n−2r
⌉
+ 1 for n ≥ 2r + 1.
Since there is a homomorphism from Hn:r to Kn:r, the odd girth of Hn:r must
be at least that of Kn:r. However, we give a direct proof as well.
4.2. Lemma. For n ≥ 2r + 1, the odd girth of Hn:r is at least 2
⌈
r
n−2r
⌉
+ 1.
Proof. For n ≥ 52r, we have that 2
⌈
r
n−2r
⌉
+1 ≤ 5, which we have already established
as a lower bound. So we can assume that n ≤ 52r. Suppose that C is a shortest
odd cycle in Hn:r. If no tail is repeated in C, then the tails correspond to a cycle
in Kn:r and the result is proven by Theorem 4.1.
Otherwise, suppose that x = (hx, T ) and y = (hy, T ) are two vertices in C with
the same tail. Let P be the path from x to y in C with odd length. Now let Tx
be the tail of the unique neighbor of x in P , and let Ty be defined similarly. Since
n ≤ 52r, and Tx, Ty ⊆ [n]\T , there must be an element h of [n] such that h ∈ Tx∩Ty.
Let z = (h, T ), and let P ′ be the path P with the ends, x and y, removed. The
cycle C′ = z, P ′, z is a shorter odd cycle than C, which is a contradiction.
Now we are able to give the exact value of the odd girth of the Ha¨ggkvist–Hell
graphs for all values of n and r.
4.3. Theorem. For n ≥ 2r + 1, the odd girth of Hn:r is
max
{
5, 2
⌈
r
n− 2r
⌉
+ 1
}
.
Proof. Lemma 4.2 and the above gives the lower bound direction, so we only need
to show that it can be achieved. First we consider the case where n < 3r. In this
case 2
⌈
r
n−2r
⌉
+ 1 ≥ 5, so we will show that we can obtain an odd cycle with this
length.
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Consider a shortest odd cycle C in Kn:r, this has length 2
⌈
r
n−2r
⌉
+ 1. We will
view the vertices of C as tails and show that we can pick a head for each so that
the adjacencies in C are preserved. Consider a vertex T in C, with neighbors T1
and T2 in C. Since n < 3r, and T1, T2 ⊆ [n] \ T , we have that T1 and T2 cannot be
disjoint. So let h ∈ T1 ∩ T2 and let this be the head of T . If we do this for each tail
then we will have a cycle C′ in Hn:r with the same length as C.
Now we still need to consider the case where n ≥ 3r. However, for 52r ≤ n ≤
3r− 1, we have that 2
⌈
r
n−2r
⌉
+1 = 5, and so for n = 3r− 1, the odd girth of Hn:r
is five, which is as small as possible. Now for n ≥ 3r, Hn:r contains H3r−1:r as a
subgraph, which means that it has odd girth at most five. But then it must have
odd girth exactly five, and 2
⌈
r
n−2r
⌉
+ 1 = 3 for n ≥ 3r, which proves the result.
Note that we actually need to be somewhat careful in the above proof when
saying that H3r−1:r has odd girth five, since we need that 3r − 1 ≥
5
2r. But this is
in fact always true for r ≥ 2.
5. Subgraphs
The proofs above have shown us that we are sometimes able to use subgraphs in
Kn:r to construct isomorphic copies of these subgraphs in Hn:r. The next theorem
considers this a bit more generally.
5.1. Theorem. Let n ≥ 2r+1. For any subgraph G of Kn:r with maximum degree
strictly less than n−r
n−2r , there is a subgraph of Hn:r isomorphic to G.
Proof. Let G be a subgraph of Kn:r, let ∆ be the maximum degree of G, and
suppose that ∆ < n−r
n−2r . Consider a vertex X of G. Since X is a vertex of Kn:r,
it is an r-subset of [n] whose neighbors in G are also r-subsets of [n], and they are
disjoint from X . It suffices to show that we can pick a head hX for X such that
hX is an element of every neighbor of X in G. Doing this for all vertices in G
completes the proof. So we must show that the neighbors of X all share a common
element, then we can pick that element and we are done. Let k be the degree of
X in G. Now since the neighbors of X are all disjoint from X , they must all draw
their elements from the same set of size n− r. Let us call this set S. Now suppose
that no element of S is common to all of the neighbors of X . Then each element of
S is in at most k− 1 neighbors of X . Viewing this as a r-uniform hypergraph with
S as the ground set and the k neighbors of X as the hyperedges, we know that the
degree sum of the vertices (at most (k − 1)(n − r)) is equal to the degree sum of
the hyperedges (kr), thus we have the following string of inequalities:
(k − 1)(n− r) ≥ kr
kn− kr − n+ r ≥ kr
kn− 2kr ≥ n− r
k(n− 2r) ≥ n− r
Therefore,
k ≥
n− r
n− 2r
> ∆
which is a contradiction. Therefore the neighbors of X must share a common
element, and we are done.
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Note that in the case of the odd graphs, when n = 2r + 1, the condition we get
is ∆ < r + 1, i.e. ∆ ≤ r. However, in this case the valency of K2r+1:r is r + 1, and
since Kneser graphs are vertex transitive, they either have a perfect matching or a
matching missing exactly one vertex. Therefore, Hn:r contains a copy of K2r+1:r
minus a perfect matching whenever
(
2r+1
r
)
is even, and contains a copy of K2r+1:r
minus a maximum matching and one edge incident to the single vertex the matching
misses whenever
(
2r+1
r
)
is odd.
6. Independent Sets
In this section we find large independent sets of Hn:r and conjecture as to their
maximality. For small n it seems that the best we can do is take inverse images
of maximum independent sets of Kn:r, i.e. sets of vertices with a common element
in their tail. However, as n increases, the set of vertices whose head is larger than
any element in their tail outgrows this set and is also independent. There is a
more general formulation of this second set related to inverse images of vertices
(i.e. independent sets) in Kn. With these two ideas in hand, we figure out the
optimal way of combining them to produce a larger independent set. This gives us
a lower bound on the independence number of Hn:r which is met with equality in
all computed cases. We use α(X) to denote the size of a largest independent set of
the graph X .
Our main tool for finding independent sets will be the 3-cell partition of Hn:r
described in Section 2. We give the diagram again for the reader’s ease of reference.
r
(
n−r−2
r−1
) r
(
n−r−2
r−2
) (
n−r−1
r−1
)
r
(
n−r−1
r−1
)
(r − 1)
(
n−r−1
r−1
)
Hn−1:r n ∈ T h = n
C1 C2 C3
Figure 2. Diagram of 3-Cell Partition of Hn:r.
The following two results are clear from the above diagram.
6.1. Theorem. For n ≥ 2r,
α(Hn:r) ≥ r
(
n− 1
r
)
= (n− r)
(
n− 1
r − 1
)
.
Proof. An independent set of this size is given by the inverse image of a maximum
independent set in the Kneser graph Kn:r. Equivalently, this is the set of all ver-
tices of Hn:r with a common element in their tail i.e. the middle cell in the above
partition.
6.2. Theorem. For all r ≥ 2,
α(Hn:r) ≥ α(Hn−1:r) +
(
n− 1
r
)
.
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Proof. The set of vertices of Hn:r that have n as their head (the rightmost cell
above) is an independent set of size
(
n−1
r
)
. This set is also independent from the
Hn−1:r subgraph formed by vertices of Hn:r that do not contain n in their head or
tail (the leftmost cell above).
The last theorem immediately gives us the following corollary:
6.3. Corollary.
α(Hn:r) ≥
n∑
i=r+1
(
i− 1
r
)
=
(
n
r + 1
)
.
Proof. An independent set of this size is obtained by recursively using the bound
above, i.e. taking the vertices of Hk:r with k as their head for k = n, n− 1, . . . , 1.
This independent set clearly has size equal to the summation above; the following
equality is known but also follows easily from the realization that this independent
set is exactly the set of vertices of Hn:r whose head is greater than any element in
their tail. Since every subset of r+1 elements of [n] gives rise to exactly one vertex
of Hn:r in this set, it must have size
(
n
r+1
)
.
Note that the above two lower bounds on the independence number of Hn:r
can be rewritten as r
n
|V (Hn:r)| and
1
r+1 |V (Hn:r)| respectively. We will frequently
refer to these two types of independent sets as Kneser-type and recursive-type
independent sets.
From the above we see that for n ≤ r2 + r, the Kneser type independent set
is larger than the recursive type independent set. This turns out to be to our
advantage, since it allows us to start constructing a large independent set using
the recursive approach, then stop and take the Kneser type independent set of the
remaining Ha¨ggkvist–Hell graph to obtain an independent set larger than either
of our more pure-bred types. The key, then, is determining the optimal point to
switch from one approach to the other. We proceed to this end.
We begin with the usual, requisite notation. For fixed r we define the following:
Hi(j) = {x ∈ V (Hi:r) : hx = j}
Ti(j) = {x ∈ V (Hi:r) : Tx ∋ j}
In other words, Hi(j) is the part of a recursive type independent set we get from
one recursive step; while Ti(j) is a Kneser type independent set of Hi:r. These
definitions allow us to more concisely describe the independent sets we will be
constructing. We can now formally define α′(Hn:r), which is informally the size of
the largest independent set we can construct by combining our above two ideas.
α′(Hn:r) = max{|Tn(n)|, |Hn(n)|+ α
′(Hn−1:r)}
= max
{
r
(
n− 1
r
)
,
(
n− 1
r
)
+ α′(Hn−1:r)
}
Note that we take α′(H2r:r) to be |T2r(2r)| =
1
2 |V (H2r:r)|, which is maximum
since H2r:r is the disjoint union of complete bipartite graphs. The next theorem
states that the best point to stop using the recursive technique and take the Kneser
type independent set of the remaining graph is at either of r2 and r2 + 1.
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6.4.Theorem. For 2r ≤ n ≤ r2+1, α′(Hn:r) = r
(
n−1
r
)
and Tn(1) is an independent
set of this size. For n ≥ r2, α′(Hn:r) =
(
n
r+1
)
+ r−1
r+1
(
r2
r
)
and
 n⋃
i=r2+1
Hi(i)

 ∪ Tr2(1)
is an independent set of this size.
Proof. We first determine, for a given n, whether it is better to take the Kneser
type independent set or recurse once and then take the Kneser type independent
set of the remaining Hn−1:r subgraph. This turns out to be the only case we need
to consider explicitly. The size of a Kneser type independent set of Hn:r is r
(
n−1
r
)
.
The set obtained by recursing once and then taking a Kneser type set is(
n− 1
r
)
+ r
(
n− 2
r
)
=
(
1 + r
n− r − 1
n− 1
)(
n− 1
r
)
So we just need to compare r and 1 + rn−r−1
n−1 . We consider their ratio:
1 + rn−r−1
n−1
r
=
n− 1 + nr − r2 − r
nr − r
= 1 +
n− (r2 + 1)
r(n − 1)
So we see that it is better to recurse once and then take the Kneser type independent
set if and only if n > r2 + 1. But of course this means that if we have n > r2 + 1
then we should continue to recurse at least until we have a Hr2+1:r remaining.
From the above we know that it is better to take a Kneser type independent set
from Hr2:r rather than recurse once more and then stop. But perhaps it is even
better to recurse more than once and then take a Kneser type independent set in
the remaining Hk:r, where k < r
2 − 1. If we choose k to be as large as possible for
this to occur, then it must have been better to recurse once at k+1 than stopping
there. However this implies that k + 1 > r2 + 1 which is not the case.
As we can see from above, forHr2+1:r both recursing once and not recursing at all
give independent sets of the same size. This explains the overlap in the conditions
on n in the theorem statement. So we see that for n ≥ r2 + 1, the best strategy
is to stop recursing at either of r2 and r2 + 1. The size of this independent set
will then be the size of a recursive type independent set of Hn:r plus the difference
between the size of a Kneser type independent set and recursive type independent
set of Hr2+1:r:(
n
r + 1
)
+ r
(
r2 + 1− 1
r
)
−
(
r2 + 1
r + 1
)
=
(
n
r + 1
)
+
(
r −
r2 + 1
r + 1
)(
r2
r
)
=
(
n
r + 1
)
+
r − 1
r + 1
(
r2
r
)
For n ≤ r2 the best strategy is to simply take a Kneser type independent set which
has size r
(
n−1
r
)
.
We would like to be able to say that the independent sets from the above theorem
are maximum independent sets, but presently a proof of this still eludes us. However
we are at least able to say that they are maximal.
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6.5. Theorem. The sets Tn(1) and
(⋃n
i=r2+1Hi(i)
)
∪ Tr2(1) are maximal.
Proof. We give only an outline, but it is not difficult. Ti(1) is maximal for all
i ≥ 2r. The union of Hn(n) and a maximal independent set of Hn−1:r is maximal.
This is clear from the 3-cell partition.
Note that if n ≥ r2+1, then the independent set we construct with this approach
has size |V (Hn:r)|
r+1 +
r−1
r+1
(
r2
r
)
. This is an improvement of r−1
r+1
(
r2
r
)
over the recursive
type independent sets, which are larger than the Kneser type independent sets for
these values of n. Somewhat surprisingly, for n ≥ r2 + 1 it is possible to find two
independents set of this size which are disjoint.
6.6. Theorem. For n ≥ r2 + 1, there exist two disjoint independent sets in Hn:r,
both having size
(
n
r+1
)
+ r−1
r+1
(
r2
r
)
.
Proof. Define σ ∈ Sn to be the permutation define by σ(i) = n+ 1 − i. The first
independent set is the same as in the theorem above,
(⋃n
i=r2+1Hi(i)
)
∪ Tr2(1), we
will refer to this set as L+. The other independent set of this size is L− = σ(L+).
These two sets clearly have the correct size, all that is left is to show that they are
disjoint.
Note that L+ is the set of vertices with heads from {r2 + 1, . . . , n} that are
greater than any element in their tails, call this M+, along with the vertices using
only elements from {1, . . . , r2} with 1 in their tails, call this N+. Similarly, L− is
the set of vertices with heads from {1, . . . , n − r2} that are less than any element
in their tails, call this M−, along with the vertices using only elements from {n−
r2 +1, . . . , n} with n in their tails, call this N−. ClearlyM+ and M− are disjoint
since the head of a vertex cannot be both larger and smaller than everything in its
tail. M+ and N− are disjoint because if n is in the tail of a vertex, then its head
cannot be larger than everything in its tail. Similarly, M− and N+ are disjoint.
Now all that is left is to show that N+ and N− are disjoint. But the vertices in
N+ only use elements from {1, . . . , r2}, and n ≥ r2 +1, and so they cannot have n
in their tails. Therefore, M+ ⊔ N+ = L+ and M− ⊔ N− = L− are disjoint.
Note that we can always obtain two disjoint independent sets of size |V (Hn:r)|
r+1 :
the sets of vertices whose head is greater/less than any element is its tail. This
means we can color 2
r+1 of the vertices using only two colors. We will investigate
the chromatic number of Hn:r more in the next chapter.
We conclude our study of the independent sets of Hn:r with some values of
α(Hn:r) which we have computed for small values of r and n.
r n α(Hn:r) |V (Hn:r)|
2 4 6 12
2 5 12 30
2 6 22 60
2 7 37 105
2 8 58 168
3 6 30 60
3 7 60 140
3 8 105 280
Table 1. Independence numbers of Hn:r.
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Note that all values of α(Hn:r) that we have computed agree with our best lower
bound. In Section 8 we will use some of these results to give us bounds on the
fractional chromatic number of Hn:r.
7. Chromatic Number
The chromatic number of the Kneser graph, Kn:r, is n− 2r+2 for n ≥ 2r. This
easy upper bound was shown to hold with equality by Lova´sz [4]. We show that this
is also an upper bound for the chromatic number of Hn:r, but it is not always met
with equality. In addition to this, we give a recursive bound on χ(Hn:r), showing
that it increases by at most one when n is increased by one. We also compute
χ(Hn:r) for small n and r, which is how we conclude that the Kneser bound is not
always met with equality. Galluccio et al. [1] show that χ(Hn:3) is not bounded
above. We extend this result to χ(Hn:r) for any fixed r ≥ 2.
Since there exists a homomorphism from Hn:r to Kn:r, we have that χ(Hn:r) ≤
χ(Kn:r). Since the chromatic number of the Kneser graph is known, we have the
following theorem.
7.1. Theorem. For n ≥ 2r, χ(Hn:r) ≤ n− 2r + 2.
Proof. For n ≥ 2r, χ(Kn:r) = n− 2r + 2.
The next bound we give shows that the chromatic number ofHn:r cannot behave
too erratically with respect to n.
7.2. Theorem.
χ(Hn−1:r) ≤ χ(Hn:r) ≤ χ(Hn−1:r) + 1.
Proof. The first inequality is trivial. The second inequality can be seen by ex-
amining the diagram of the 3-cell partition given above. We can color the Hn−1:r
subgraph of Hn:r with the colors {1, . . . , χ(Hn−1:r)}, then we can color all of the
vertices with n in their tail (the middle cell) with χ(Hn−1:r) + 1, then color all the
vertices with n as their head (the right cell) with color 1.
So when we increase n by one, the chromatic number either stays the same,
or increases by one. Note that this recursive bound actually implies the bound
we get from the homomorphism to Kn:r, since H2r:r is bipartite and in this case
n−2r+2 = 2. Also note that H2r+1:r has an odd cycle and thus chromatic number
three. Therefore the n− 2r+ 2 bound is always met for n = 2r− 1, 2r, and 2r+ 1
(n = 2r − 1 is an empty graph). We would hope that this bound is met with
equality for all n ≥ 2r− 1 as it is with the Kneser graphs, however after computing
some small examples we see that this is not the case.
r n χ(Hn:r) n− 2r + 2
2 4 2 2
2 5 3 3
2 6 4 4
2 7 4 5
3 6 2 2
3 7 3 3
Table 2. Chromatic numbers of Hn:r.
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For r = 2, we see that the chromatic number does not go up by one as n changes
from 6 to 7. This of course means that χ(Hn:2) ≤ n − 2r + 1 for n ≥ 7 and thus
the n− 2r + 2 bound cannot be met with equality for these values of n and r.
So far the bounds we have given have been mostly upper bounds, except for the
trivial lower bound given in Theorem 7.2, thus it is still an open question as to
whether χ(Hn:r) is bounded in terms of n. We proceed to answer this question.
Knowing that the chromatic number ofHn:r does not increase with every increase
of n, it is natural to ask whether or not it is bounded by some finite value which
depends only on r. Recall the result from [3] which states that a cubic graph admits
a homomorphism to H22:3 if and only if it is triangle-free. A trivial extension
of this result is that r-regular graphs admit a homomorphism into Hn′:r, where
n′ = r (r−1)
3−1
r−2 + 1, if and only if they are triangle-free. Since triangle-free regular
graphs can have arbitrarily large chromatic number, this means that we cannot
hope to bound χ(Hn:r) for all values of r and n, but it may be possible to bound
it for fixed r. However, this turns out to not be the case.
We begin with a lemma that relates the chromatic numbers of Ha¨ggkvist–Hell
graphs with different tail sizes.
7.3. Lemma. Let r ≥ 2. For any n, define n∗ = χ(Hn:r) + n. Then,
χ(Hn:r) ≤ χ(Hn∗:r+1).
Proof. We prove this by showing that Hn:r is isomorphic to a subgraph of Hn∗:r+1.
Let
f : V (Hn:r)→ {n+ 1, . . . , n+ χ(Hn:r) = n
∗}
be a proper coloring of Hn:r. Consider the map
g : Hn:r → Hn∗:r+1
given by
g(hu, Tu) = (hu, Tu ∪ {f(u)}).
It is easy to see that this is an injective homomorphism which proves the lemma.
This result immediately allows us to prove this next vital lemma.
7.4. Lemma. For a fixed r ≥ 2, if χ(Hn:r) is unbounded with respect to n, then
χ(Hn:r′) is unbounded with respect to n for all r
′ ≥ r.
Proof. It will suffice to show that it holds for r′ = r + 1. We will prove the
contrapositive. Suppose that χ(Hn:r+1) is bounded by Mr+1 with respect to n.
Then by Lemma 7.3, we have that
χ(Hn:r) ≤ χ(Hχ(Hn:r)+n:r+1) ≤Mr+1
for all n. Therefore χ(Hn:r) is bounded with respect to n.
All that is left is to prove that χ(Hn:2) is not bounded with respect to n. This
we proceed to do.
Define a graph Sn as follows: the vertices of Sn are all 3-element subsets of
[n], and two such subsets, say {x1, x2, x3} with x1 < x2 < x3, and {y1, y2, y3} with
y1 < y2 < y3, are adjacent if x2 = y1 and x3 = y2. Note that Sn is a directed graph,
but we will also use Sn to refer to its underlying undirected graph. It follows from
Ramsey’s theorem for the partition of triples [5] that the chromatic number of Sn
may be arbitrarily large if n is large. This fact is key to the proof of the analogous
result for Hn:2:
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7.5. Lemma. χ(Sn) ≤ χ(Hn:2) ≤ χ(Sn) + 2.
Proof. For a vertex {x1, x2, x3} ∈ V (Sn) with x1 < x2 < x3, we let
f(x1, x2, x3) = (x2, {x1, x3}) ∈ V (Hn:2).
Clearly, this is injective. We claim that it is an injective homomorphism. Suppose
that x = {x1, x2, x3} with x1 < x2 < x3 and y = {y1, y2, y3} with y1 < y2 < y3 are
adjacent in Sn. Then WLOG x2 = y1 and x3 = y2. Now f(x) = (x2, {x1, x3}) and
f(y) = (y2, {y1, y3}), and x2 ∈ {y1, y3}, y2 ∈ {x1, x3} and {x1, x3} ∩ {y1, y3} = ∅.
Therefore f(x) and f(y) are adjacent. This proves that Sn is isomorphic to a
subgraph of Hn:2 which implies the first inequality.
Now we will show that it is isomorphic to an induced subgraph of Hn:2. Suppose
that (x2, {x1, x3}) with x1 < x2 < x3 and y = (y2, {y1, y3}) with y1 < y2 < y3 are
adjacent in Hn:2. Either x2 = y1 or x2 = y3. Suppose that x2 = y1. Then y2 = x3
since y2 > y1 = x2, so we have that x2 = y1 and x3 = y2. Therefore {x1, x2, x3}
and {y1, y2, y3} are adjacent in Sn. Similarly, if x2 = y3, we deduce that y2 = x1,
and thus {x1, x2, x3} and {y1, y2, y3} are again adjacent in Sn. Therefore, Sn is
isomorphic to the subgraph of Hn:2 induced by the vertices whose heads are in
between the two elements in their tails. The remaining vertices of Hn:2 are the
vertices whose heads are greater/less than both elements in their tails. This is
simply the disjoint union of two independent sets of the recursive type, thus we
can color the rest of Hn:2 with two colors, and therefore we can color Hn:2 with
χ(Sn) + 2 colors.
This immediately gives us that for any fixed r ≥ 2 the chromatic number of Hn:r
is unbounded with respect to n. Combining this with Lemma 7.2 we obtain the
following:
7.6. Theorem. For any r ≥ 2, for any positive integer k, there exists an integer n
such that χ(Hn:r) = k.
It is important to note that in 2000, Gallucio, Hell, and Nes˘etr˘il showed in [1]
that the chromatic number of Hn:3 is unbounded with respect to n. Their proof
used a similar idea to our proof of Lemma 7.3 in order to show that Sn was a
subgraph of Hn′:3 for some n
′ ≥ n. They also proved that χ(Hn:3) ≥ 4 for n ≥ 16,
however our computation of χ(H6:2) = 4 combined with Lemma 7.3 proves the
same but for n ≥ 10.
So we have shown that χ(Hn:r) ≤ n− 2r+ 2, but that this bound is not always
met with equality, that increasing n by one increases the chromatic number by at
most one, and that for any fixed r ≥ 2 the chromatic number ofHn:r is not bounded
with respect to n.
8. Fractional Chromatic Number
Let I(X) denote the set of all independent sets of the graph X , and I(X, x) the
set of all independent sets of X that contain x. A fractional coloring of X is defined
to be a non-negative real-valued function f on I(X) such that for any vertex x of
X , ∑
S∈I(X,x)
f(S) ≥ 1.
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The weight of a fractional coloring is the sum of all of its values, and the fractional
chromatic number of the graph X is defined to be the minimum possible weight of
a fractional coloring of X , and is denoted by χ∗(X).
As with the chromatic number, ifX and Y are graphs andX → Y , then χ∗(X) ≤
χ∗(Y ). Recall that coloring a graph can be seen as a homomorphism to a complete
graph, and so the chromatic number of a graph X can be defined as the minimum
n such that X → Kn. For fractional chromatic number Kneser graphs play an
analogous role to complete graphs and we have the following theorem:
8.1. Theorem. For any graph X we have
χ∗(X) = min{n/r : X → Kn:r}.
For a vertex transitive graph X , the fractional chromatic number can be easily
determined if the independence number is known:
8.2. Theorem. If X is a vertex transitive graph, then χ∗(X) = |V (X)|
α(X) .
Using this and our lower bound on α(Hn:r), we are able to give an upper bound
on χ∗(Hn:r). Combining this upper bound and Theorem 8.1, we deduce that for
n > r2 +1 there exists a homomorphism from Hn:r to some Kneser graph which is
not Kn:r. We then show that we are able to construct this homomorphism using
the independent set from Theorem 6.4.
We do not give the details of the above results concerning fractional chromatic
number, but if the reader is interested Godsil and Royle’s Algebraic Graph Theory
[2] is a good reference.
Recall from Theorem 6.4 that α(Hn:r) ≥
r
n
|V (Hn:r)| for n ≥ 2r, and α(Hn:r) ≥
1
r+1 |V (Hn:r)|+
r−1
r+1
(
r2
r
)
for n ≥ r2. Combining this with 8.2 gives us the following
theorem:
8.3. Theorem. For n ≥ 2r,
χ∗(Hn:r) ≤
n
r
For n ≥ r2,
χ∗(Hn:r) ≤ (r + 1)
(
1−
(r − 1)
(
r2
r
)
(r + 1)
(
n
r+1
)
+ (r − 1)
(
r2
r
)
)
< r + 1
Proof. Arithmetic.
Note that the second bound given above is strictly less than the first bound for
n > r2 + 1. This is because 1
r+1 |V (Hn:r)| +
r−1
r+1
(
r2
r
)
> r
n
|V (Hn:r)| for n > r2 + 1.
So we see that χ∗(Hn:r) <
n
r
for these values of n. Therefore, by Theorem 8.1,
there must be some Kneser graph Kn′:r′ with
n′
r′
< n
r
such that Hn:r → Kn′:r′ for
n ≥ r2 + 2. Furthermore, we must have that n
′
r′
< r + 1. So unlike the chromatic
number, the fractional chromatic number ofHn:r is bounded for fixed r. This differs
from the Kneser graphs which have fractional chromatic number χ∗(Kn:r) = n/r
which is of course unbounded for fixed r.
In fact we need not speculate about the homomorphism whose existence is im-
plied by the above, since we are able to construct it using the same result about
independent sets of Hn:r that we used to prove Theorem 8.3.
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8.4. Theorem. Let X be a graph with independent set S, and let G be a subgroup
of Aut(X) which acts transitively on V (X). Then X → Kn′:r′ , where n′ = |G| and
r′ = |G||S||V (X)| .
Proof. This proof is basically a special case of the proof of Theorem 8.1 from [2].
To prove the theorem we will give a homomorphism to a graph which is isomorphic
to Kn′:r′ . Let Y be the graph whose vertices are the r
′-subsets of the elements of G,
and adjacency is disjointedness. Clearly this is isomorphic to Kn′:r′ . Now consider
the map ϕ : V (X)→ V (Y ) defined as follows:
ϕ(x) = {g ∈ G : x ∈ g(S)}
Before we show that this is a graph homomorphism, we must first show that it
actually does map to V (Y ). To show this we simply need to show that the set in
the equation above has size r′ for every vertex of X . Since G acts vertex transitively
on X , it is clear that these sets will all have the same size, say d. To determine
the size of these sets we can consider the hypergraph whose vertices are V (X)
and whose edges are {g(S) : g ∈ G}. The total degree of the vertices of this
hypergraph is d|V (X)|, whereas the total degree of the edges is |G||S|. Since these
two values must be equal, we have that d = |G||S||V (X)| = r
′. So ϕ is map to V (Y ). Now
suppose that x1 and x2 are adjacent in X , then they are not both contained in any
independent set of X and in particular they are not contained in any image of S
under an element of G. Therefore there does not exist g ∈ G such that g ∈ ϕ(x1)
and g ∈ ϕ(x2), and so ϕ(x1) ∩ ϕ(x2) = ∅ which means that ϕ(x1) is adjacent to
ϕ(x2) in Y . Thus ϕ is a graph homomorphism.
Applying this theorem to Hn:r we obtain the following corollary:
8.5. Corollary. For n ≥ r2, Hn:r → Kn′:r′ where n′ = n! and
r′ =
[(
n
r + 1
)
+
r − 1
r + 1
(
r2
r
)]
(n− r − 1)!r!
=
1
r + 1
[
n! + (r − 1)(r2 · . . . · (r2 − r + 1))(n− r − 1)!
]
Proof. Use the independent set given in Theorem 6.4 and Theorem 8.4.
Using the independence numbers we computed for small n and r, we can compute
the fractional chromatic numbers for the same values:
r n χ∗(Hn:r)
2 4 2
2 5 5/2
2 6 30/11
2 7 105/37
2 8 84/29
3 6 2
3 7 7/3
3 8 8/3
Table 3. Fractional chromatic numbers of Hn:2 and Hn:3.
9. Automorphisms
As we noted in Section 2, the permutations on n elements act as automorphisms
of Hn:r, i.e. Sn ⊆ Aut(Hn:r). The aim of this section is to show that these are the
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only automorphisms of Hn:r for n ≥ 2r+1. For n ≤ 2r, it is fairly easy to see that
this is not the case, and so it is assumed that n ≥ 2r + 1 throughout this section.
The main difficulty in proving the above result is to show that any automorphism
of Hn:r must preserve the property of two vertices having the same tail. To do this
it suffices to show that it is possible to tell when a pair of vertices has the same
tail. With this done, we can continue our trend of standing on the shoulders of the
analogous result for Kneser graphs to finish the proof.
At this point it is convenient to define some terms. If two distinct vertices of
Hn:r have the same tail, we refer to them as a tail-type pair. If they have the
same head and their tails have exactly r − 1 elements in common, then we refer to
them as a head-type pair. The next four lemmas show that it is always possible to
distinguish a tail-type pair from a pair of vertices which is not of tail-type.
In the next four lemmas, x and y will always be a tail-type pair and have the
forms (hx, T ) and (hy, T ) respectively. Similarly, z and w will always be a head-
type pair and have the forms (h,C ∪ {tz}) and (h,C ∪ {tw}) respectively. Here
hx 6= hy and tz 6= tw.
9.1. Lemma. Let u, v ∈ V (Hn:r) be distinct. If u and v are a tail-type pair, then
there is no vertex of Hn:r which is adjacent to all of the common neighbors of u
and v. Furthermore, if u and v are neither a tail-type pair nor a head-type pair,
then there is some other vertex of Hn:r which is adjacent to all of their common
neighbors.
Proof. Let x and y be defined as above. Let Nxy be the set of common neighbors
of x and y. Note that Nxy is always nonempty. We claim that the only vertices
adjacent to every vertex in Nxy are x and y.
Let s = (hs, Ts) be a vertex of Hn:r that is not x or y. If Ts 6= T , then
let h′ ∈ T \ Ts and hx, hy ∈ T ′ ⊆ [n] \ T . Then (h′, T ′) ∈ Nxy, but s is not
adjacent to (h′, T ′). Now if Ts = T , then hx 6= hs 6= hy, so let h′ ∈ T and
hx, hy ∈ T ′ ⊆ [n] \ (T ∪ {hs}). Then again we have that (h′, T ′) ∈ Nxy but s is not
adjacent to (h′, T ′). So we have proved the claim.
It is both necessary and straightforward to show that the choices for h′ and T ′
above are always possible whenever n ≥ 2r + 1.
Now suppose that u, v ∈ V (Hn:r) are neither a tail-type pair nor a head-type
pair. We will show that there is a vertex s, distinct from u and v, which is adjacent
to every common neighbor of u and v. There are two main cases: hu 6= hv and
hu = hv. We begin with the case of unequal heads.
Let s = (hu, Tv). Now let (h
′, T ′) be a common neighbor of u and v. This implies
that h′ ∈ Tv, hu ∈ T ′, and T ′ ∩ Tv = ∅, and so (h′, T ′) must also be adjacent to s.
Therefore s is adjacent to every common neighbor of u and v and so we are done.
Now consider the case where hu = h = hv. Let D = Tu ∩ Tv. If D = ∅, then
there are no common neighbors of u and v since there are no choices for the head
of a such a vertex. So D can be assumed nonempty, and since u and v are not a
head-type pair, we have that 1 ≤ |D| ≤ r − 2. Let tu ∈ Tu \ Tv and tv ∈ Tv \ Tu.
Let s = (h, Ts) where Ts = Tu ∪ {tv} \ {tu} ⊇ D, and note that Ts is not Tv as it
would be in the case where |D| = r − 1. If (h′, T ′) is a common neighbor of u and
v, then h′ ∈ D, h ∈ T ′, and T ′ ∩ (Tu ∪ Tv) = ∅. So we see that s is also adjacent
to (h′, T ′) and so we are done.
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So we have only left to show that we can distinguish between a tail-type pair
and a head-type pair. The next three lemmas take care of this case.
9.2. Lemma. Let x, y ∈ V (Hn:r) be a tail-type pair, and let z, w ∈ V (Hn:r) be a
head-type pair. The number of common neighbors of x and y is equal to the number
of common neighbors of z and w if and only if n = 3r.
Proof. Recall the set Nxy of common neighbors of x and y. It is straightforward to
see that
Nxy = {(h
′, T ′) ∈ V (Hn:r) : h
′ ∈ T, hx, hy ∈ T
′, & T ′ ∩ T = ∅} .
Considering a possible vertex (h′, T ′) in Nxy, we see that
T ′ \ {hx, hy} ⊆ [n] \ (T ∪ {hx, hy})
which means that there are
(
n−r−2
r−2
)
choices for the tail, and there are |T | = r
choices for its head. So there are r
(
n−r−2
r−2
)
common neighbors of x and y.
Now consider the set Nzw of common neighbors of z and w. Again it is straight-
forward to see that
Nzw = {(h
′, T ′) ∈ V (Hn:r) : h
′ ∈ C, h ∈ T ′, & T ′ ∩ (C ∪ {tz, tw}) = ∅} .
Again considering a possible vertex (h′, T ′) in Nzw, we see that
T ′ \ {h} ⊆ [n] \ (C ∪ {h, tz, tw})
giving us
(
n−r−2
r−1
)
choices for the tail, and |C| = r−1 choices for the head. So there
are (r − 1)
(
n−r−2
r−1
)
common neighbors of z and w.
So the number of common neighbors of x and y is equal to the number of common
neighbors of z and w if and only if r
(
n−r−2
r−2
)
= (r − 1)
(
n−r−2
r−1
)
. Simple arithmetic
shows that this is equivalent to n = 3r.
Lemmas 9.1 and 9.2 prove that we are able to tell when a pair of vertices has
the same tail in every case except for n = 3r. For this case we need the next two
lemmas.
9.3. Lemma. Let r ≥ 3 and n ≥ 3r− 1. Let x, y ∈ V (Hn:r) be a tail-type pair, and
let z, w ∈ V (Hn:r) be a head-type pair. If a vertex of Hn:r is adjacent to a neighbor
of x and a neighbor of y, then it is adjacent to some common neighbor of x and y.
The same is not true for z and w.
Proof. Let v = (hv, Tv) be a vertex that is adjacent to both a neighbor of x and
a neighbor of y. Also, let Tx′ and Ty′ be the tails of these neighbors respectively.
Since any neighbor of x or y must have an element of T as its head, we can conclude
that v has an element, say t, of T in its tail. Furthermore, since any neighbor of
x must have hx in its tail, v must not contain hx in its tail, and similarly for hy.
Now hv ∈ Tx′ ∩ Ty′ and |Tx′ ∪ Ty′ \ {hx, hy}| ≥ r − 2, so let T ′ be a subset of this
with size r − 2 which contains hv. Then (t, T ′ ∪ {hx, hy}) is adjacent to x, y, and
v. Note that this does not work for r = 2 since T ′ would have to both contain hv
and have size 0 in this case.
Now consider the vertices uz = (tz , {h} ∪ T ′) and uw = (tw, {h} ∪ T ′) where
T ′ ⊆ [n]\(C∪{h, tz , tw}) and |T ′| = r−1. Note that these are neighbors of z and w
respectively, but neither is a neighbor of both. Now let Tv ⊆ [n]\(C∪T ′∪{h, tz, tw})
such that |Tv| = r − 2. Notice that∣∣[n] \ (C ∪ T ′ ∪ {h, tz, tw})∣∣ = n− 2r − 1 ≥ r − 2,
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and so our choice of Tv is possible. Letting v = (h, Tv ∪ {tz, tw}), we see that v is
adjacent to both uz and uw. However, since every common neighbor of z and w has
an element of C as its head, v is adjacent to none of them and so we are done.
We have now taken care of every case except for when r = 2 and n = 6. This
final case is resolved with the following lemma.
9.4. Lemma. Let r = 2 and n ≥ 6. Let x, y ∈ V (Hn:r) be a tail-type pair, and let
z, w ∈ V (Hn:r) be a head-type pair. If a vertex is adjacent to a neighbor of x which
is not a neighbor of y, and a neighbor of y which is not a neighbor of x, then it is
not adjacent to any common neighbor of x and y. The same is not true for z and
w.
Proof. Let Nx be the set of neighbors of x which are not also neighbors of y, and
define Ny similarly. The vertices in Nx have an element of T for their head, and
tails disjoint from T . So no vertex in Nx has hy in its tail, otherwise it would
also be a neighbor of y. Similarly, no vertex in Ny has hx in its tail. Suppose v
is adjacent to a vertex in Nx and a vertex in Ny. Then v cannot have hx as its
head, as no vertex of Ny has hx in its tail, and similarly v cannot have hy as its
head. But since r = 2, the tails of all of the common neighbors of x and y are
exactly {hx, hy}, and so v is adjacent to none of them. So if a vertex is adjacent to
some vertex in Nx and some vertex in Ny, then it is not adjacent to any common
neighbor of x and y. All that is left is to show that this does not hold for z and w.
In this case |C| = 1, so let c be the only element in C. Let t1, t2 ∈ [n] \
{h, c, tz, tw}, which is possible since n ≥ 6. The vertices (c, {h, tw}), (c, {h, tz}),
and (c, {h, t1}) are adjacent to only z, only w, and both respectively. The vertex
(h, {c, t2}) is adjacent to all three of these vertices and so we are done.
So we have finally shown that a pair of vertices with the same tail is distin-
guishable from a pair of vertices with different tails. This immediately gives us
the next theorem, which will allow us to determine the automorphism group of the
Ha¨ggkvist–Hell graphs.
9.5. Theorem. Let ϕ ∈ Aut(Hn:r), and x, y ∈ V (Hn:r). If x and y have the same
tail, then so do ϕ(x) and ϕ(y).
Proof. Lemmas 9.1 through 9.4.
What this theorem implies is that an automorphism of Hn:r gives rise to a
bijection on the set of all possible tails. This can be thought of as a bijection on
the vertices of the Kneser graph Kn:r, and can be shown to be an automorphism
of that graph.
9.6. Lemma. Let ϕ ∈ Aut(Hn:r). If ϕ fixes the tail of every vertex in Hn:r, then
ϕ is identity.
Proof. Suppose not. Then there exists a vertex v = (hv, T ) such that ϕ(v) = u =
(hu, T ) where hu 6= hv. Let T ′ be an r-subset of [n] \ (T ∪{hu}) containing hv, and
let t ∈ T . Then v is adjacent to (t, T ′), but u is not adjacent to any vertex with tail
T ′, since hu /∈ T ′, and thus it is not adjacent to ϕ(t, T ′), since ϕ fixes tails. This is
a contradiction of the definition of automorphism and so we are done.
Note that our choice of T ′ above is possible since n ≥ 2r + 1. For n = 2r the
above lemma does not hold.
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In order to prove that the automorphism group of Hn:r is isomorphic to Sn, we
need to enlist the analogous result for the Kneser graph Kn:r. We give this now
without proof, but if the reader is interested the proof relies on Erdo¨s-Ko-Rado and
can be found in [2].
9.7. Theorem. For n ≥ 2r + 1, Aut(Kn:r) ∼= Sn.
We are now able to prove the main result of this section.
9.8. Theorem. For n ≥ 2r + 1, Aut(Hn:r) ∼= Sn.
Proof. Let ϕ ∈ Aut(Hn:r). Define ϕ∗ to be the bijection on the r-subsets of [n]
given by the following: if ϕ(h1, T1) = (h2, T2), then ϕ
∗(T1) = T2. By Theorem 9.5
ϕ∗ is well defined, and it is a bijection since otherwise ϕ would not be. We will
show that ϕ∗ is a automorphism of Kn:r.
Let S and T be two adjacent vertices of Kn:r, i.e. two disjoint r-subsets of
[n]. Pick s ∈ S and t ∈ T . Then (t, S) is adjacent to (s, T ) in Hn:r and so
ϕ(t, S) = (t′, S′) is adjacent to ϕ(s, T ) = (s′, T ′). But this means that S′ = ϕ∗(S)
is disjoint from T ′ = ϕ∗(T ), and thus they are adjacent in Kn:r. Therefore ϕ
∗ ∈
Aut(Kn:r) ∼= Sn. Let σ be the inverse of ϕ∗ in Sn. Then σ is an automorphism of
Hn:r, and therefore σ ◦ϕ is an automorphism of Hn:r and it clearly fixes the tail of
every vertex and so by Lemma 9.6 it is the identity. Therefore ϕ = σ−1 ∈ Sn and
we are done.
10. Discussion and Open Questions
This paper has shown that the relationship between Hn:r andKn:r is both strong
and useful. This relationship was key in determining the diameter and odd girth of
Hn:r, and these parameters are equal to those of Kn:r for n <
7
3r −
1
3 and n < 3r
respectively. Similarly, the bound given for α(Hn:r) relies on the value of α(Kn:r),
and is in fact equal for n ≤ r2+1. Though we did not prove it, we believe that this
bound is met with equality for these values of n. Again with the chromatic number
we were able to use the homomorphism from Hn:r to Kn:r to give an upper bound.
Furthermore, we were able to show that, like the Kneser graphs, the chromatic
number of Hn:r is unbounded for fixed r.
However, we have also seen throughout this paper that for fixed r, as n increases
the similarities between Hn:r and Kn:r tend to fade away and the gaps between
parameters of these graphs grow larger. The diameter of Kneser graphs eventually
becomes two as n increases, whereas the diameter of Ha¨ggkvist–Hell graphs is
always at least four. Similarly for odd girth, which is three for Kn:r with n ≥ 3r
but is never less than five for Hn:r. This reminds us that though Ha¨ggkvist–Hell
graphs are triangle-free, and thus have clique number two, the Kneser graphs have
ω(Kn:r) = ⌊n/r⌋. This difference is possibly what is being expressed by the fact that
for fixed r, Ha¨ggkvist–Hell graphs have bounded fractional chromatic number but
Kneser graphs do not (χ∗(X) ≥ ω(X) for all graphs X). We note that |V (Hn:r)| =
(n − r)|Kn:r| and |E(Hn:r)| = r2|E(Kn:r)|, which means that as n increases, the
Ha¨ggkvist–Hell graphs become sparser and sparser relative to the Kneser graphs.
It makes sense then that the diameter, odd girth, and independence number of Hn:r
grow larger in comparison to these parameters for Kn:r as n increases, since these
parameters are typically larger for sparser graphs. And similarly for the relationship
between the fractional chromatic numbers of Hn:r and Kn:r.
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In this paper we have studied only a handful of graph parameters which are
typically of interest to graph theorists, so of course there are many more questions
to be asked about these graphs. Here are some that we find worth pondering.
Any improvement on bounds for the independence number, chromatic number,
or fractional chromatic number, would be of interest, especially if one were able
determine the exact value of any of them. The independence number seems likely
to be the easiest candidate for the latter, though of course this immediately gives
us the fractional chromatic number.
There are quite a few results regarding homomorphisms between different Kneser
graphs; we would be curious to see which of these are able to be extended to
Ha¨ggkvist–Hell graphs. In particular, it is quite easy to see that Hn:r is an induced
subgraph of Htn:tr for any positive integer t, as is analogously true for Kneser
graphs. However, it is not so clear as to whether there is an analogous homomor-
phism to the one from Kn:r to Kn−2:r−1 [2] for Ha¨ggkvist–Hell graphs.
Though we did not go into the study of them, we are interested in whether or
not Ha¨ggkvist–Hell graphs are cores. Cores are graphs with no proper endomor-
phisms, and they are the minimal elements of the equivalence classes of homomor-
phic equivalence. Two graphs X and Y are homomorphically equivalent if X → Y
and Y → X . It is known that Kn:r is a core for n ≥ 2r + 1. We would like to see
if the same is true for Ha¨ggkvist–Hell graphs. We suspect it is.
Finally, there are some quite natural generalizations of Ha¨ggkvist–Hell graphs
that are of potential interest. The most obvious generalization is to let the heads
of vertices be of sizes other than one. In other words, the vertices are all ordered
pairs (α, β) of subsets of [n] where
|α| = r1, |β| = r2, α ∩ β = ∅.
Two vertices (α, β) and (α′, β′) are adjacent if
α ⊆ β′, α′ ⊆ β, β ∩ β′ = ∅.
We can also consider the q-analogs of these graphs similarly to q-Kneser graphs.
The q-Kneser graph, qKn:r, has r-dimensional subspaces of an n-dimensional vec-
tor space over a finite field of order q as vertices. Adjacency in qKn:r is having
intersection equal to the 0-dimensional subspace. The q-analogs of Hn:r would be
defined analogously.
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