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Second-order topological superconductors (SOTSs) host localized Majorana fermions and provide
a new platform for topological quantum computation. We propose a remarkable and feasible way to
realize networks based on SOTSs which allow to nucleate and braid Majorana bound states (MBSs)
in an all-electrical manner without fine-tuning. The proposed setups are scalable in a straightforward
way and can accommodate any even number of MBSs. Moreover, the MBSs in the networks allow
defining qubits whose states can be initialized and read out by measuring Josephson currents flowing
between SOTS islands. Our proposal can be implemented in monolayers of FeTe1−xSex, monolayers
of 1T’-WTe2, and inverted Hg(Cd)Te quantum wells in proximity to conventional superconductors.
Introduction.—Second-order topological superconduc-
tors (SOTSs) are characterized by topologically pro-
tected midgap bound states with zero excitation energy
and codimension two [1–12]. These midgap states behave
like Majorana fermions which constitute their own anti-
particles [13]. They obey non-Abelian exchange statis-
tics and could find promising applications in topological
quantum computation [14–20]. Recently, SOTSs have
been predicted in certain candidate systems [6–10, 21–
37]. Hence, they provide a feasible platform for im-
plementing topological quantum gates [38–40]. A few
theoretical proposals have been made to explore the ex-
change of Majorana bound states (MBSs) in SOTSs [40–
43]. However, they are restricted to only a single pair of
MBSs or require to locally tune magnetic fields. To define
a multidimensional computational ground-state manifold
suitable for implementing non-Abelian quantum gates,
four or more MBSs are required [16, 44]. Moreover, sim-
pler manipulation schemes based on electrical controls
are advantageous in experimental implementation and
runtime for quantum gates.
In this Letter, we propose a novel way to realize elec-
trically tunable networks of MBSs based on SOTSs. We
take full advantage of the special role played by the sam-
ple geometry in SOTSs and conceive setups whose build-
ing blocks consist of isosceles right triangle islands (IR-
TIs) of SOTSs. By modulating local gate voltages on
the islands, it is possible to nucleate an arbitrary even
number of MBSs and control their positions on the net-
works, allowing for non-Abelian braiding. The magnetic
order in our proposal can be uniform. It can, for in-
stance, be realized by in-plane ferromagnetism (FM), an-
tiferromagnetism (AFM), Zeeman fields, or a mixture
of them. Moreover, the qubit states defined by the
MBSs in the network can be initialized and readout, for
instance, by measuring Josephson currents flowing be-
tween the SOTS islands. Importantly, our proposal can
be implemented in a variety of candidate systems, in-
cluding 1T’-WTe2 monolayers, inverted Hg(Cd)Te quan-
tum wells with proximity-induced superconductivity and
FeTe1−xSex monolayers with intrinsic superconductivity.
MBSs on open boundaries of SOTSs.—We consider
two-dimensional SOTSs which are realized by introduc-
ing s-wave pairing potential in combination with in-plane
FM or AFM to quantum spin Hall insulators. The SOTSs
can be described by
H(k) = m(k)τzσz +A sin kxszσx +A sin kyτzσy
−µτz + ∆0τysy +HM (1)
in the basis (ca↑, cb↑, ca↓, cb↓, c
†
a↑, c
†
b↑, c
†
a↓, c
†
b↓), where cσs
is the fermion operator with orbital (or sublattice) index
σ∈{a, b} and spin index s ∈ {↑, ↓}; m(k) = 2m cos kx +
2m cos ky + m0 − 4m with m0m > 0; µ is the chemical
potential controllable by external gates. The Pauli ma-
trices s, σ and τ act on spin, orbital and Nambu spaces,
respectively. HM describes the magnetic order. It can
be induced by close proximity to ferromagnets or antifer-
romagnets or by applying in-plane magnetic fields. For
concreteness, we focus on the case of FM with strength
M0 in x direction, HM = M0τzsx [45].
The SOTSs feature zero-energy MBSs when open
boundary conditions are enforced. To better under-
stand this, it is instructive to derive a low-energy ef-
fective Hamiltonian on boundaries. We start with the
low-energy limit of H(k) and consider the SOTSs in a
disk geometry of radius R. In the absence ofM0 and ∆0,
we can find helical states (Ψe,↑,Ψe,↓, Ψh,↑,Ψh,↓) on the
disk boundary. Using these helical states as a basis and
projecting the full Hamiltonian H(k) on these states, the
boundary Hamiltonian is constructed as
H˜(ϕ) = −Apϕsz + ∆0τysy − M˜e−iτzszϕsy − µτz, (2)
where ϕ is the azimuthal coordinate and pϕ ≡ −i∂ϕ/R
the corresponding momentum defined along the bound-
ary. The boundary states possess effective pairing po-
tential ∆0 and magnetization M˜ = M0 sinϕ, as induced
from the bulk. When M0 > ∆¯ ≡ (∆20 + µ2)1/2, we find
that the energy bands of Eq. (2) change their order at
the angles
ϕ1/4 = ±arcsin(∆¯/M0), and ϕ2/3 = ϕ4/1 + pi (3)
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2along the boundary. The changes of band order indicate
the appearance of four MBSs γi with i ∈ {1, 2, 3, 4}, ex-
ponentially localized at ϕi. When they are well separated
from each other, the four MBSs are at zero energy and
it is possible to analytically derive their wavefunctions
Ψi [46]. Importantly, the chemical potential µ controls
the angles ϕi, according to Eq. (3). This enables us to
manipulate the positions of the MBSs, and eventually
their fusion and braiding in an all-electrical manner, as
discussed below.
Fusion properties of MBSs.—When two MBSs are
brought close together, their wavefunctions start to over-
lap and their energies become finite. This process, known
as fusion, is mediated by the electron hopping in the
SOTSs. According to Eq. (1), the hopping corresponds
to the operator Tˆ = iA(szσx + τzσy)/2 + 2mτzσz. Thus,
the fusion strength between two MBSs, say γi and γj ,
can be estimated as Fγi:γj = |〈Ψi|Tˆ |Ψj〉|. On a single is-
land, we find that the fusion strengths Fγ1:γ2 and Fγ3:γ4
are proportional to cosϑ, while Fγ1:γ4 and Fγ2:γ3 to sinϑ,
where ϑ = arctan(µ/∆0). By contrast, the fusion be-
tween γ1 and γ3 (or γ2 and γ4) is strictly forbidden, due
to inversion symmetry of the SOTSs [46].
The fusion properties become richer when we consider
two sets of MBSs {γi} and {γ′i} (with i ∈ {1, 2, 3, 4}) be-
longing to two different islands, featuring a finite pairing
phase difference. In this case, when two MBSs from dif-
ferent islands are brought close together, they can always
fuse in general. The mutual fusion strengths Fγi:γ′j are
summarized in Table I and depend sinusoidally on the
pairing phase difference 2δΦ and the chemical potentials
µ and µ′ of the two islands.
γ1 γ2 γ3 γ4
γ′1 sinϑ− sin δΦ cosϑ+ cos δΦ cosϑ− sin δΦ sinϑ+ cos δΦ
γ′2 cosϑ+ cos δΦ sinϑ− sin δΦ sinϑ+ cos δΦ cosϑ− sin δΦ
γ′3 cosϑ− sin δΦ sinϑ+ cos δΦ sinϑ− sin δΦ cosϑ+ cos δΦ
γ′4 sinϑ+ cos δΦ cosϑ− sin δΦ cosϑ+ cos δΦ sinϑ− sin δΦ
Table I. Fusion strength Fγi:γi′ of MBSs {γi} and {γ′i} belong-
ing to two SOTS islands. The table displays the dependence
of Fγi:γi′ on µ and µ
′ and on δΦ. We define ϑ± = (ϑ±ϑ′)/2,
ϑ = arctan(µ/∆0) and ϑ′ = arctan(µ′/∆0). Results for the
fusion of MBSs belonging to the same island can be obtained
by taking γ′i = γi, δΦ = 0 and µ′ = µ.
Manipulation of MBSs in IRTIs.—In order to obtain
a scalable platform hosting any even number of MBSs
which are manipulable by purely electrical means, it is es-
sential to go beyond the simple disk geometry presented
so far. Particularly, we focus on IRTIs, the short sides of
which are orientated in x and y directions, as depicted
in Fig. 1. To develop some intuition about the appear-
ance of MBSs in the IRTIs, one can relate the latter to
the disk geometry in the following way: the dotted lines
normal to the triangle sides define three arcs of the disk
Fig. 1. Positions of two MBSs (blue dots) in an IRTI for
(a) |µ| < µc and (b) |µ| > µc, respectively. The gray dots
denote the four MBSs on a disk boundary (dashed curve).
The magnetic order (M) is fixed in x direction. By increasing
µ from 0 < µ < µc to µ > µc, the angle ϕ1 (in red) increases
and one MBS is moved from one sharp-angle vertex to the
other one. Schematics of IRTIs with small concavity (c) or
convexity (d) on the diagonals.
boundary (dashed curves); all the points belonging to the
same arc reduce to the corresponding vertex of the trian-
gle (colored arrows); conversely, each side of the triangle
reduces to a single point on the disk. Out of the four
MBSs (gray dots) hosted by the disk, two of them must
locate on the same arc meaning that, in the triangle, they
fuse on the same vertex. By contrast, the two remaining
MBSs locate on different arcs and thus stay robustly as
zero-energy corner states (blue dots) in the IRTI. Which
vertices host the MBSs crucially depends on the angles
ϕi (ϕ1 is depicted in red) and, therefore, on the value of
the chemical potential µ.
For |µ| < µc ≡ (M20 /2−∆20)1/2, the four MBSs on the
disk are sketched in Fig. 1(a). For |µ| > µc, the MBSs are
located as shown in Fig. 1(b). By slowly tuning µ across
µc, say from µd(< µc) to µu(> µc), we can thus adiabat-
ically move one MBS between two sharp-angle vortices
while the other one stays fixed at the right-angle vertex.
We observe that a finite µc requires M0 >
√
2∆0. When
µ is close to µc, the localization length of the movable
MBS along the diagonal is approximately proportional to
A∆0/(µc|µ− µc|). Therefore, larger islands pose weaker
constraints on the difference µu − µd. The possibility to
move MBSs between two vertices is confirmed numeri-
cally [46]. These results apply to any IRTIs with the
short sides in x and y directions.
To get more insights into the fundamental role played
by the SOTS geometry and to make further use of it, we
consider a small bending on the diagonal. Interestingly,
we find that small concavity on the diagonal allows us to
smoothly move the MBS along the diagonal [Fig. 1(c)].
It also helps to enhance the excitation gap that protects
3Fig. 2. Networks of connected IRTIs. The cyan and yellow
colors distinguish between two pairing phases on the islands.
The white regions are vacuum or trivial insulator. The dashed
lines mark the boundaries between the IRTIs. In (a), all µj =
µd and the network hosts four MBSs indicated by the blue
dots. In (b), the chemical potentials of triangles marked by
the shadow pattern have been tuned to µu, resulting in the
movement of the top-right MBS and in the nucleation of two
additional MBSs.
the MBSs since the diagonal becomes fully gapped ev-
erywhere except for one point in space even at µc [46].
By contrast, small convexity tends to nucleate an ex-
tra Majorana pair and thus momentarily increases the
ground-state degeneracy [Fig. 1(d)].
Building networks of MBSs.—By properly connecting
several IRTIs, networks of diagonals can be defined, for
instance, as sketched in Fig. 2 (more examples are given
in the Supplemental Material [46]). When two or more
vertices get in contact, there is a finite overlap between
the wavefunctions of different MBSs, which fuse accord-
ing to the inter- and intra-island fusion strengths sum-
marized in Table I. The latter clearly depends on the
chemical potential and the superconducting phases Φj of
adjacent IRTIs. For concreteness, in the following, we
focus on the configuration illustrated in Fig. 2, where we
apply Φj = 0 for the cyan triangles and Φj = Φ0 6= ppi
(with p ∈ Z) for the yellow ones. As a result, we observe
that every time an even number of MBSs approach the
same point, they completely fuse. Conversely, when an
odd number of MBSs approach the same point, a single
MBS is left at zero energy.
By tuning the chemical potentials of individual IRTIs
across µc, it is therefore possible to either nucleate, fuse,
or move MBSs on the network. Two clarifying examples
are illustrated in Fig. 2. In Fig. 2(a), all chemical poten-
tials are set to µd<µc, resulting in the presence of four
MBSs. In Fig. 2(b), the chemical potentials of two IR-
TIs (highlighted by shadow pattern) have been tuned to
µu>µc. Consequently, the top-right MBS is moved while
a new pair of MBSs has been nucleated in the left-bottom
of the network.
It is important to stress that the Majorana manipu-
lation does not rely on fine-tuning of parameters. The
proposed setup can therefore be easily scaled up, just by
adding more IRTIs, in order to accommodate an arbi-
trary number of MBSs. Since each MBS is exponentially
localized on a specific node of the network, the lifting of
the ground-state degeneracy is exponentially small in the
size of each island.
Braiding a Majorana qubit.—To illustrate the capabil-
ities of our networks, we now show how to braid a cou-
ple of MBSs, thus implementing a phase gate on a Ma-
jorana qubit. The latter consists of four MBSs, which
can be hosted by the six-island structure depicted in
Fig. 3. We label the IRTIs by Tj (with j ∈ {1, · · ·, 6})
and the corresponding chemical potentials and supercon-
ducting phases by µj and Φj , respectively. For the nu-
merical simulation illustrated in Fig. 3, we considered
Φ5 = Φ6 = pi/2 and Φj = 0 otherwise.
The initial configuration, Fig. 3(a), features µj = µu
for j ∈ {1, 5, 6} and µj = µd otherwise. We can observe
four MBSs which are indicated by the black localized
densities and labeled by γa, γb, γc and γd. In order to
braid γa and γb, the chemical potentials µ4, µ5 and µ6
must be adiabatically tuned in time, according to Fig.
3(i). This results in the motion of γa and γb along the
Fig. 3. Numerical simulation of braiding γa and γb. (a)-(g)
Seven subsequent snapshots show the positions of the four
MBSs (black localized densities). During the protocol, µ4,
µ5 and µ6 are varied in time, according to (i), while µ1=µu
and µ2=µ3=µd are fixed. (h) The energy spectrum of the
system during the process. It is symmetric with respect to
zero energy. The parameters are µu = 0.15m0, µd = 0.05m0,
M0 = 0.4m0, ∆0 = 0.25m0, and A = m = 0.5m0, the short-
side length of the IRTIs is L = 35a.
4diagonals of T4, T5 and T6, as shown in Figs. 3 (a)-(g).
At the end of the protocol, while the system has the same
parameters as in the initial state, the positions of γa and
γb are exchanged. Importantly, during the whole process,
the four MBSs stay robustly at zero energy [red bands in
Fig. 3(h)]. They are always separated from excited states
(blue bands) by an energy gap. Similar procedures apply
to exchange other MBS pairs [46].
Fig. 4. (a) Detection of the parity Pbc of γb and γc by mea-
suring the Josephson current. (b) Ground-state energy Eg
(orange curves) of the two coupled MBSs, γb and γc, and
the Josephson current (blue curves) across the junction as
functions of the pairing phase difference. Solid and broken
curves correspond to the two parity states, Pbc|0〉bc = |0〉bc
and Pbc|1bc〉 = −|1bc〉.
Because of the non-Abelian nature of MBSs, the braid-
ing of γa and γb results in a nontrivial unitary operation
Uab = exp(piγaγb/4) on the Majorana qubit [14]. It corre-
sponds to a quantum gate that implements a pi/2 rotation
on the Bloch sphere. This can be experimentally con-
firmed by measuring the parity of two different couples
of MBSs, Pbc = iγbγc and Pac = iγaγc. The former one
can be used to initialize the qubit, say in the eigenstate of
Pbc|0〉 = |0〉. Then, the braiding rotates the initial state
to Uab|0〉 which is an eigenstate of PacUab|0〉 = Uab|0〉.
The validity of this result can be straightforwardly veri-
fied by measuring Pac.
Remarkably, our all-in-one setup allows for initializa-
tion, braiding, and readout. Indeed, because of the pos-
sibility to move and fuse arbitrary couples of MBSs on
the network, we can measure a generic parity operator
Pαβ . For concreteness, we describe the measurement
of Pbc in the six-island architecture. In this case, one
must fuse γb and γc by moving them in the region which
defines a Josephson junction between islands with dif-
ferent pairing phases [Fig. 4(a)]. The effective Hamilto-
nian which describes the coupling between the two MBSs
readsHbc = Γ cos(δΦ)Pbc, where 2δΦ is the pairing phase
difference and Γ is the coupling strength that depends on
the chemical potentials and wavefunction overlap. The
two eigenenergies are therefore Eg = ±Γ cos(δΦ) [orange
curves in Fig. 4(b)]. At zero temperature, the Josephson
current across the junction is I = I0 ∓ eΓ sin(δΦ)/2~ =
I0 ∓ Imbs, where Imbs and I0 are the contributions from
the MBSs and ordinary fermions, respectively [47]. As
long as 2δΦ 6= 0, by probing I flowing between the islands
one can therefore measure Pbc [Fig. 4(b)]. In principle,
other measurement schemes based on quantum dots are
also possible [46, 49].
Experimental feasibility and summary.—Remarkably,
FeTe1−xSex monolayers have been shown to possess a
band inversion at the Γ point [50–52] and intrinsic high-
temperature superconductivity [53, 54]. The magnetic
order may be induced by putting (anti)ferromagnets, e.g.,
FeSe or FeTe layers [55–57], on top of FeTe1−xSex mono-
layers or by applying in-plane magnetic fields. We note
that the sustenance of superconductivity under strong in-
plane magnetic fields in this material has been reported
experimentally [58]. Interestingly, FeSe monolayers cou-
pling to substrates may have all the desired ingredients
for realizing SOTSs (namely, band inversions at the M
points, superconductivity [59–61] and AFM order [62])
intrinsically within one material. Quantum spin Hall
insulators, such as monolayers of 1T’-WTe2 [63–69], in-
verted Hg(Cd)Te and InAs/GaSb quantum wells [70–76],
in proximity to conventional superconductors could offer
another candidate system. Notably, electric gating on
superconducting 1T’-WTe2 monolayers has already been
demonstrated [67, 68].
In general, the control of local chemical potentials on
the islands might be a challenging task. However, it is by
no means necessary to fine tune the chemical potentials
to specific values of µu and µd. The only requirements
are (i) the possibility to tune µ across its critical value,
i.e., µd<µc<µu and (ii) that, at µu and µd, the MBSs
are well localized at the vertices of IRTIs. Importantly,
we numerically prove that inhomogeneities of chemical
potential within each IRTI are not detrimental to our
proposal [46]. Finally, we remark that field effects on
(superconducting) thin films have proven to be a valid
alternative to conventional chemical doping in order to
tune the carrier density [77–79], suggesting the feasibil-
ity of controlling local chemical potentials with external
gates.
An important issue, when it comes to Majorana-based
quantum computation, is represented by quasiparticle
poisoning (QP) [80–82], causing detrimental flips in the
total fermion parity of individual qubits. In this respect,
the large superconducting gap of FeTe1−xSex monolayers
(up to 16.5 meV [53]) represents a prime advantage: (i) It
is likely to decrease the QP rate. (ii) It allows for faster
adiabatic qubit operations. Moreover, it might be possi-
ble to implement quasiparticle filters which have proven,
at least for quantum wires, to increase the characteristic
QP time up to (1/200)s [83].
In summary, we have proposed a feasible way to real-
ize networks of SOTSs which can accommodate any even
number of topologically protected MBSs. The MBSs can
be generated, moved and fused by all-electrical means.
Our proposal allows to define a qubit, braid the corre-
sponding MBSs, and measure the nontrivial outcome of
this operation.
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Supplemental Material
In this Supplemental Material, we derive the low-energy effective boundary Hamiltonian and the wavefunctions of
Majorana bound states (MBSs) of the second-order topological superconductors (SOSTs) in Sec. A. In Sec. B, we
analyze the motion and the localization properties of MBSs on a single triangle island when varying the chemical
potential, the excitation energy gap during the Majorana motion, the influence of adding small bending to the
triangle diagonals, and provide numerical simulations of MBS pairs on the network. We discuss the measurement
of Majorana qubits via quantum dots in Sec. C. We numerically study the robustness of our results with respect to
moderate inhomogeneities of chemical potential within individual triangle islands in Sec. D. Finally, in Sec. E, we
discuss alternative examples of Majorana networks.
Appendix A: Derivations of the effective boundary
Hamiltonian and wavefunctions of Majorana bound
states
1. Effective boundary Hamiltonian
In this subsection, we derive the effective boundary
Hamiltonian on a disk geometry. To do so, we first
derive the boundary states in the absence of magnetic
and superconducting order. The low-energy Hamiltonian
without magnetic and superconducting order decouples
into four blocks which are respectively for spin-up, spin-
down electrons, spin-up, and spin-down holes. These
four blocks are related by time-reversal and particle-
hole symmetries. In the following, we take the block for
spin-up electrons for illustration. In polar coordinates,
r =
√
x2 + y2 and ϕ = arctan(y/x), this block Hamilto-
nian is given by
he↑ =
(
m(∂2) −Ae−iϕ(i∂r + r−1∂ϕ)
−Aeiϕ(i∂r − r−1∂ϕ) −m(∂2)
)
,
(A1)
where m(∂2) = m0 + m(∂2r + r−2∂2ϕ + r−1∂r). In the
disk without magnetic order, the angular momentum ν
is a good quantum number. Consider large radius R 
|m/A|. We can assume an ansatz for the boundary-state
wavefunction as
ψ(x) = (eiνϕeλr/
√
r)(α, βeiϕ)T , (A2)
where x ≡ (r, ϕ). The ϕ periodicity of the wavefunction
ψ(r, ϕ) = ψ(r, ϕ + 2pi) imposes the constraint ν ∈ Z ≡
{0,±1,±2, · · · }. Plugging the ansatz (A2) into the Dirac
equation for a given energy , and solving the equation,
we find four solutions of λ as ±λ1/2, where
λ21/2 = (ν + 1/2)
2/r2 − (2mm0 − v2)/(2m2)
±(A4 − 4mm0A2 − 4m22ν)1/2/(2m2), (A3)
and correspondingly four solutions of (α, β)T , where ν =
−m(ν + 1/2)/r2. The boundary states are localized on
the boundary. We thus expand the wavefunctions as
Ψe,↑(x) =
∑
j=1,2
Cλje
iνϕ e
λjr
√
r
(
iA[λj + (ν + 1/2)/r](
mν +mλ
2
j − ν
)
eiϕ
)
,
(A4)
where mν = m0 −m(ν + 1/2)2/r2 and Re[λ1/2(R)] > 0
have been assumed without loss of generality. Imposing
open boundary conditions to this wavefunction
Ψe,↑(r = R,ϕ) = 0, (A5)
the allowed energy of boundary states can be found ex-
plicitly as
(ν) = −sgn(m)|A|ν/R+mν/R2. (A6)
Hence, the coefficients Cλ1 and Cλ2 are also found. The
resulting wavefunctions can be written as
Ψe,↑(x) = eiνϕK(r)(sgn(mA),−ieiϕ)T , (A7)
where K(r) = N [eλ1(r−R) − eλ2(r−R)]/√r, λ1/2 =
|A/(2m)| ± (A2/(4m2)−m0/m+ (ν + 1/2)2/R2)1/2 and
N is the normalization factor.
For large R |m/A|, we approximate a small segment
of the disk boundary as a straight line. Define an effective
coordinate and corresponding momentum as
s ≡ Rϕ, pϕ ≡ ν/R. (A8)
Then, the dispersion relation (A6) becomes
Ee,↑(pϕ) = −sgn(m)|A|pϕ − µ, (A9)
and the corresponding wavefunction (A7)
Ψe,↑,pϕ(x) = e
ipϕsK(r)(sgn(mA),−ieiϕ)T , (A10)
where λ1,2 = |A/(2m)| ± (A2/(4m2) − m0/m + p2ϕ)1/2
and K(r) = N [eλ1(r−R) − eλ2(r−R)]/√R. In Eq. (A9),
we have considered the chemical potential µ. In the full
basis of the bulk Hamiltonian, the wavefunction reads
Ψe,↑,pϕ(x) = e
ipϕsK(r)(sgn(mA),−ieiϕ, 0, 0, 0, 0, 0, 0)T .
(A11)
Exploiting time-reversal and particle-hole symmetries,
we obtain easily the results for spin-down electrons, spin-
up and spin-down holes as
Ee,↓(pϕ) = Ee,↓(−pϕ),
Eh,↑(pϕ) = −Ee,↓(−pϕ),
Eh,↓(pϕ) = −Ee,↑(−pϕ), (A12)
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and
Ψe,↓,pϕ(x) = isyΨ
∗
e,↑,−pϕ(x),
Ψh,↑/↓,pϕ(x) = τxΨ
∗
e,↑/↓,−pϕ(x). (A13)
These boundary states are helical with velocity A: the
spin-up electrons move in one direction and the spin-
down electrons move in the opposite direction.
Using the helical states (Ψe,↑,Ψe,↓,Ψh,↑,Ψh,↓) as basis,
we now project the superconducting and magnetic order
onto it. The projection can be performed as
H˜i,j = 〈Ψi|(∆0τysy +HM )|Ψj〉, (A14)
where the subscript i, j are abbreviations of the indices
(e/h, ↑ / ↓). AssumingmA > 0 without loss of generality,
we obtain the effective boundary Hamiltonian stated in
Eq. (2) of the main text.
2. Wavefunctions of Majorana bound states
Next, we derive the wavefunctions of MBSs. Assume
the wavefunction for the MBS γi around its localization
center ϕi in the form
Ψ0 = e
R
∫
ξ(ϕ)dϕ(c1, c2, c3, c4)
T . (A15)
The eigen equation at zero energy is then given by
iAξ − µ iM0 sinϕ 0 −∆0
−iM0 sinϕ −iAξ − µ ∆0 0
0 ∆0 iAξ + µ iM0 sinϕ
−∆0 0 −iM0 sinϕ −iAξ + µ


eiϕ/2c1
e−iϕ/2c2
e−iϕ/2c3
eiϕ/2c4

= 0. (A16)
Solving Eq. (A16), we obtain four solutions of ξ as ±ξ1/2
with
ξ1/2 = ∆0/A±
√
M20 sin
2 ϕ− µ2/A, (A17)
and the corresponding four nontrivial solutions of Ψ0.
For illustration, let us consider the MBS γ1 at
ϕ1 = arcsin(∆¯/M0), ∆¯ = (∆
2
0 + µ
2)1/2. (A18)
For ϕ slightly larger than ϕ1, we find Re(−ξ1) < 0 and
Re(ξ2) < 0. For ϕ slightly smaller than ϕ1, we obtain
Re(ξ1) > 0 and Re(ξ2) > 0. Thus, the wavefunction of
γ1 around ϕ1 can be expanded as
Ψ1 =

α>e
− ∫ ξ1Rdϕ(i, ieiϑeiϕ1 , eiϑeiϕ1 , 1)T
+β>e
∫
ξ2Rdϕ(−i,−ie−iϑeiϕ1 , e−iϑeiϕ1 , 1)T , ϕ > ϕ1
α<e
∫
ξ1Rdϕ(−i, ie−iϑeiϕ1 ,−e−iϑeiϕ1 , 1)T
+β<e
∫
ξ2Rdϕ(−i,−ie−iϑeiϕ1 , e−iϑeiϕ1 , 1)T , ϕ < ϕ1
(A19)
where eiϑ = (∆0 + iµ)/∆¯. Considering the continuity of
the wavefunction at ϕ = ϕ1, we find α> = α< = 0 and
β> = β<. Therefore, Ψ1 can be simplified to
Ψ1 = e
∫
ξ2Rdϕ(−i,−ie−iϑeiϕ1 , e−iϑeiϕ1 , 1)T . (A20)
In the original basis (ca↑, cb↑, ca↓, cb↓, c
†
a↑, c
†
b↑, c
†
a↓, c
†
b↓),
the wavefunction can be written as
Ψ1 = e
∫
ξ2RdϕK(r)(e−i(ϕ1−ϑ+pi/2)/2,−ei(ϕ1+ϑ+pi/2)/2,
ei(ϕ1−ϑ−pi/2)/2, e−i(ϕ1+ϑ−pi/2)/2,
ei(ϕ1−ϑ+pi/2)/2,−e−i(ϕ1+ϑ+pi/2)/2,
e−i(ϕ1−ϑ−pi/2)/2, ei(ϕ1+ϑ−pi/2)/2)T ,(A21)
up to a phase factor.
Similarly, we can derive the wavefunctions of the other
three MBSs as
Ψ2 = e
− ∫ ξ2RdϕK(r)(−e−i(ϕ2+ϑ+pi/2)/2, ei(ϕ2−ϑ+pi/2)/2,
ei(ϕ2+ϑ−pi/2)/2, e−i(ϕ2−ϑ−pi/2)/2,
−ei(ϕ2+ϑ+pi/2)/2, e−i(ϕ2−ϑ+pi/2)/2,
e−i(ϕ2+ϑ−pi/2)/2, ei(ϕ2−ϑ−pi/2)/2)T ,
Ψ3 = e
∫
ξ2RdϕK(r)(e−i(ϕ3−ϑ−pi/2)/2, ei(ϕ3+ϑ−pi/2)/2,
−ei(ϕ3−ϑ+pi/2)/2, e−i(ϕ3+ϑ+pi/2)/2,
ei(ϕ3−ϑ−pi/2)/2, e−i(ϕ3+ϑ−pi/2)/2,
−e−i(ϕ3−ϑ+pi/2)/2, ei(ϕ3+ϑ+pi/2)/2)T ,
Ψ4 = e
− ∫ ξ2RdϕK(r)(e−i(ϕ4+ϑ−pi/2)/2, ei(ϕ4−ϑ−pi/2)/2,
ei(ϕ4+ϑ+pi/2)/2 − e−i(ϕ4−ϑ+pi/2)/2,
ei(ϕ4+ϑ−pi/2)/2, e−i(ϕ4−ϑ−pi/2)/2,
e−i(ϕ4+ϑ+pi/2)/2 − ei(ϕ4−ϑ+pi/2)/2)T .(A22)
We can observe from these wavefunctions that Ψ3 =
−PΨ1 and Ψ4 = PΨ2, where P = σzTϕ→ϕ+pi is the in-
version symmetry operator and Tϕ→ϕ+pi = e−ipiτzszσz/2
shifts the angle ϕ by pi. This indicates that the modes γ1
and γ2 are inversion partners of γ3 and γ4, respectively.
Therefore, in the SOTS with inversion symmetry in the
bulk, the scattering between γ1 and γ3 (or γ2 and γ4) is
prohibited, as verified by Fγ1:γ3 = Fγ2:γ4 = 0.
The function ξ2(ϕ) in the wavefunctions determines
the localization length of the MBSs along the boundary.
It can equivalently determine the localization length of
the MBSs on a straight boundary which is normal to the
azimuthal direction at ϕ. According to Eq. (A17), the
localization length on this straight boundary is approxi-
mately given by
ldecay ≈ A∆0/(µϕ|µ− µϕ|), (A23)
for µ close to µϕ =
√
M20 sin
2 ϕ−∆20. It diverges when
µ approaches the critical value µϕ.
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Appendix B: Numerical simulations of moving
Majorana bound states
1. MBSs in a single isosceles right triangle island
In this subsection, we study numerically the motion of
MBSs in a single isosceles right triangle island (IRTI).
We discretize the bulk Hamiltonian onto a tight-binding
lattice (by replacing ki → sin(kia)/a and k2i → 2[1 −
cos(kia)], i ∈ {x, y}) and consider the short-side length
of the triangle as L = 50a for concreteness. Several sub-
sequent snapshots of the positions of the two MBSs in
an IRTI when increasing the chemical potential are dis-
played in Fig. S5. Other parameters are given in the cap-
tion. The corresponding animation that shows the slow
movement of MBSs is provided in the supplemental file
“Triangle-movie.mp4”. In this simulation, we see clearly
that one MBS is moved slowly from one sharp-angle ver-
tex to the other one along the diagonal while the other
MBS is kept untouched at the right-angle vertex. This
behavior is of perfect consistency with our analytical con-
clusion.
(a) (b) (c)
(d) (e) (f)
Fig. S5. (a)-(e) Several subsequent snapshots show the po-
sitions (the black densities) of the MBSs in an IRTI when
increasing µ across µc. (f) Energy spectrum of this process.
At the critical chemical potential µc, the MBS on the diag-
onal is partially localized at one sharp-angle vertex and par-
tially at the other sharp-angle vertex. The parameters are
∆0 = 0.25m0, M0 = 0.4m0, A = m = 0.5m0 = 1, and the
short-side length of the IRTI is L = 50a with a the lattice
constant.
Figure S6 shows the logarithm of the probability den-
sity [log(|Ψi|2)] of the movable Majorana wavefunction
along the diagonal for different chemical potentials µ,
where i labels the y coordinate of the lattice sites. The
lines are linear fittings on the sites between 10 < i < 40.
In the central part of the diagonal, the decay of the wave-
function is clearly exponential, as expected. By increas-
ing µ, we can observe that the MBS localizing at the
left edge (i = 50) moves to localize at the right one
(i = 0). The localization length of the MBS wavefunc-
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Fig. S6. Logarithm of the probability density of the mov-
able Majorana wavefunction along the diagonal of an IRTI
for different chemical potentials (indicated in the legend and
in units of ∆0). The colored dots are numerical data and the
lines are linear fittings on the sites between 10 < i < 40. The
value of µ corresponding to the flat fitting line gives the criti-
cal chemical potential µ¯c.When ∆0 andM0 are much smaller
than the insulating gap of the bulk (∼ m0), µ¯c agrees excel-
lently with the analytical result µc (= 0.53∆0), see the curve
of µ = 0.52∆0 (a). In contrast, when ∆0 andM0 become com-
parable with m0, µ¯c deviates evidently from µc, see the curve
of µ = 0.42∆0 in (b). ∆0 = 0.1m0 for (a) and ∆0 = 0.25m0
for (b), other parameters are M0 = 1.6∆0, A = m = 0.5m0
and the short-side length of the IRTI is L = 50a.
tion can be extracted as the inverse of the slopes of the
fitting lines. It diverges at µ¯c which corresponds to the
critical value of chemical potential. When ∆0 and M0
are small compared to m0, µ¯c agrees excellently with its
analytical value given by µc =
√
M20 /2−∆20, see Fig.
S6(a). In contrast, when ∆0 andM0 are comparable with
m0, the critical chemical potential becomes significantly
smaller than µc, see Fig. S6(b). This deviation could be
attributed to higher-order momentum corrections in the
tight-binding calculation.
At the critical chemical potential µc, the energy gap is
minimal. This may be related to the fact that at µ = µc,
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the 1D diagonal edge effectively realizes a topological
phase transition. It becomes gapless if it is infinitely
long. A finite length of the diagonal, however, gives rise
to an energy gap ∆E, which is larger than ≥ Api/√2L,
where L is the short-side length of the IRTI. For inverted
Hg(Cd)Te quantum wells, A > 0.3 eV·nm [70] and for
FeTe1−xSex, A > 0.2 eV·nm [50]. Thus, the estimated
energy gap due to the 1D finite-size confinement in these
two candidate materials could be larger than 0.67 meV (8
K) and 0.44 meV (5 K) for a length of L = 1 µm, respec-
tively. In Fig. S7, we calculate numerically this minimal
energy gap for increasing sizes of the triangle L. Inter-
estingly, it shows an even less pronounced dependence on
L (compared to the ∝ 1/L dependence).
Fig. S7. The minimal energy gap ∆E as a function of the
short-side length L of the IRTI. The three curves correspond
to three different pairing potentials, ∆0 = 0.1m0, 0.15m0
and 0.25m0, respectively. ∆E decreases monotonically with
increasing L but at a rate less pronounced than 1/L. Other
parameters for this numerical calculation areM0 = 1.6∆0 and
A = m = 0.5m0.
2. Effect of bending the diagonal
In this section, we discuss the effect of small diagonal
concavity and convexity bending on the IRTI, as sketched
in Fig. S8. According to our effective boundary Hamil-
tonian, we can classify the boundary into two distinct
classes: A with M˜ > ∆¯, and B with M˜ < ∆¯, where
∆¯ =
√
∆20 + µ
2 and M˜ is the local effective magnetiza-
tion. Then, an MBS forms and only forms at the domain
that connects the boundaries of different classes.
In the case of concavity bending, the two short sides
of the IRTI belong to classes A and B, respectively. The
diagonal arc, in general, is divided into two segments,
one segment belongs to A and the other segment belongs
to B, as shown in Fig. S8(a). We have thus two MBSs,
one stays fixed at the right-angle vertex and the other
at the separating point on the diagonal. By tuning the
chemical potential, we can move the separating point on
the diagonal. Accordingly, one MBS moves along the di-
(a) (b)
Fig. S8. Schematics of IRTIs with small concavity (a) or
convexity (b) bending on the diagonal. The purple and black
colors indicate that the boundary segments belong to classes
A and B, respectively. α denotes the angle of the diagonal
arc. The pentagons represent the MBSs. The MBS on the
diagonal arc can be smoothly moved by tuning µ.
agonal. Note that the triangle diagonal behaves like a
T-junction. Remarkably, only one single gate is needed
for controlling the MBS, different from the T-junction of
semiconducting nanowires which require many gates in a
keyboard form [48]. These results are confirmed numeri-
cally in Fig. S9. It is important to note that the concavity
bending on the diagonal can significantly enhance the en-
ergy gap that protects the zero-energy MBSs, compared
to the case of straight diagonal, see Fig. S9(f). This en-
hancement can be attributed to the fact that the bent
diagonal becomes gapped everywhere except at the sep-
arating point, even at the critical chemical potential.
(a) (b) (c)
(d) (e) (f)
Fig. S9. (a)-(e) Several subsequent snapshots show the po-
sitions of the MBSs in an IRTI with a concavity bending of
angle α = 0.18pi in the diagonal. The corresponding chemi-
cal potentials are given in the panels. One MBS moves along
the diagonal arc from one vertex to another vertex. (f) En-
ergy spectrum (blue and red curves) of the process. The gray
curves are for an IRTI without bending and are presented for
comparison. The concavity bending in the diagonal signifi-
cantly enhances the excitation gap that protects the MBSs in
the system. Other parameters are the same as those in Fig.
S5.
In the case of convexity bending, the diagonal arc is
also divided into two segments but with exchanging their
positions, as compared to the case of concavity bending.
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Fig. S10. (a)-(e) Several subsequent snapshots show the posi-
tions of the modes with energy lower than 0.005∆0 in an IRTI
with a convexity bending of angle 0.18pi in the diagonal. (f)
Energy spectrum of the process. Increasing µ, an extra pair of
MBSs appear at the empty sharp-angle vertex. One of them
moves along the diagonal arc to the other sharp-angle vertex
and annihilates with the MBS there. Other parameters are
the same as those in Fig. S5.
Thus, the triangle has four domains connecting the A
and B boundaries and hence hosts four MBSs, see Fig.
S8(b). Three of the four MBSs stay at the three vertices
of the triangle, respectively, and the other on the diagonal
arc. The latter is movable by adjusting the chemical
potential. When it is close to another MBS at the sharp-
angle vertex, they annihilate together. We confirm these
behaviors numerically in Fig. S10.
3. Numerical simulations of exchanging MBS pairs
in the illustrative network
In Figs. S11 and S12, we present the numerical simu-
lations of the exchanges of the MBS pairs, γb ↔ γc and
γc ↔ γd, respectively. These two exchanges, together
with that of γa ↔ γb (which is presented in the main
text), generate the whole braid group of the four MBSs.
For the exchange of γb ↔ γc, we turn the chemical poten-
tials in the following successions: (i) µ5 = µu → µd; (ii)
µ4 = µd → µu; (iii) µ3 = µd → µu; (iv) µ5 = µd → µu;
(v) µ4 = µu → µd ; and (vi) µ3 = µu → µd. For
the exchange of γc ↔ γd, we tune (i) µ2 = µd → µu;
(ii) µ4 = µd → µu; (iii) µ1 = µu → µd and (iv)
µ3 = µd → µu. The corresponding energy spectra are
given in Figs. S11(h) and S12(h). The MBSs (red flat
bands) are protected from excited modes (blue bands)
by an excitation gap.
(b) (c)(a)
(f)
(g)
(e)(d)
(a) (b) (g)(c) (d) (e) (f)
M
(h)
Fig. S11. Numerical simulation of the exchange of γb and
γc. Seven subsequent snapshots show the positions of MBSs
at (a) µ345 ≡ (µ3, µ4, µ5) = (µd, µd, µu), (b) µ345 =
(µd, µd, µd), (c) µ345 = (µd, µu, µd), (d) µ345 = (µu, µu, µd),
(e) µ345 = (µu, µu, µu), (f) µ345 = (µu, µd, µu), and (g)
µ345 = (µd, µd, µu). (h) Energy spectrum of the system dur-
ing the exchange process. µ1 = µ6 = µu, µ2 = µd and other
parameters are the same as Fig. 3 of the main text.
Appendix C: Measurement of Majorana qubits via
quantum dots
In this section, we briefly discuss the qubit measure-
ment by using quantum dots. To do so, we turn off the
connection at the junction (e.g., by applying an external
gate which generates a large barrier potential) and move
two measured MBSs, say again γb and γc, to the two
disconnected vertices, respectively, as sketched in Fig.
S13(a). We assume a quantum dot (in red) nearby
with a single energy level ε and couple it elastically to
γb and γc with coupling amplitudes tb and tc, respec-
tively. In the Coulomb blockade regime, the perturbed
ground-state energy Etot of the dot depends on the
total fermion parity of the dot and two MBSs [49], i.e.,
Etot = ε/2−(ε2/4+|t2b |+|t2c |+2±|tbtc| sin Φbc)1/2, where
± corresponds to the fermion parity associated with the
two MBSs γb and γc, respectively, and Φbc = 2Arg(tb/tc)
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Fig. S12. Numerical simulation of the exchange of γc and
γd. Five subsequent snapshots show the positions of MBSs at
(a) µ1234 ≡ (µ1, µ2, µ3, µ4) = (µu, µd, µd, µd), (b) µ1234 =
(µu, µu, µd, µd), (c) µ1234 = (µu, µu, µd, µu), (d) µ1234 =
(µd, µu, µd, µu), and (e) µ1234 = (µd, µu, µu, µu). (f) Energy
spectrum of the system during the process. µ5 = µ6 = µu
and other parameters are the same as Fig. 3 of the main text.
depends on Φ0. Suppose that the occupancy of the dot
is known, then, the parity dependent energy Etot [see
Fig. S13(b)] could provide an alternative method deduce
the qubit states.
(a)
D
(b)
Fig. S13. (a) Schematics for probing the Majorana qubit
via quantum dots. (b) Perturbed ground-state energy of the
quantum dot coupled to the MBSs as a function of the cou-
pling strength |tc|. For concreteness, we assume that the sin-
gle energy level ε of the dot is empty. The solid and dashed
curves correspond to the two qubit states Pbc|0〉bc = |0〉bc and
Pbc|1bc〉 = −|1bc〉. ε = 3|tb| and Φbc = pi/2 are used for the
plotting.
Appendix D: robustness with respect to chemical
potential inhomogeneities within individual IRTIs
In all above simulations, we assume that the chemi-
cal potential is homogeneous in each individual IRTI. In
realistic situations, however, variations of chemical po-
(c)
(a) (b)
(d)
M
Fig. S14. Networks for MBS manipulation. The light blue
and yellow color distinguish between two different phases of
pairing potentials in the islands. The blue and red dots indi-
cate the active and inactive MBSs, respectively. These setups
are also scalable by adding more IRTIs to the “legs”.
tential are likely, especially, around the boundary con-
necting to adjacent IRTIs. Therefore, in this section, we
study the effect of such chemical potential inhomogeneity
within each triangle. We focus on the junction between
four triangles, considering all possible configurations of
the chemical potentials. For simplicity, we use the pa-
rameter w to model the width over which the chemical
potential interpolates linearly between the values of adja-
cent triangles. Typical results are displayed in Fig. S15.
In the left and center plots, the color indicates the chem-
ical potential on each lattice site. The wavefunctions of
MBSs are plotted on top. In the right plots, we show the
low-energy part of the spectra as a function of w. As we
can see, no important changes appear up to w = 10 (the
size of the triangles is 30 sites on the short sides). The
wavefunction of MBSs seems to be barely affected, as
well as the energy spectrum. Note that deviations from
perfect degeneracy at zero energy can be exponentially
suppressed by increasing the system size.
Appendix E: Other alternative setups for braiding
Majorana bound states
In this section, we present some other simple network
examples for Majorana manipulation, as shown in Fig.
S14. Different from the one shown in the main text, we
construct these networks by connecting the IRTIs only
at the vertices. But similarly, two different phases of
pairing potential (indicated by the cyan and yellow col-
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Fig. S15. Results in the presence of inhomogenous chemical potentials within individual IRTIs. The chemical potentials in the
four triangles −→µ ≡ (µ1, µ2, µ3, µ4) (in units of 0.5m0) and the parameter w are given in the titles of the panels in the first and
second columns. The green-red color indicates the chemical potential on each lattice site (with the green limit for µ = µd while
the magenta limit for µ = µu). The panels in the third rows correspond to the energy spectra as functions of w. We can see
clearly that increasing w barely change the results. The MBSs stay robustly at the vertices and at zero energy. All the other
parameters for all panels are the same as those in Fig. S6.
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ors) are applied in a strip form. The ferromagnetic of
antiferromagnetic order (M) in the bulk is fixed and uni-
form. By locally controlling the chemical potentials in
the IRTIs, we are not only able to increase or reduce the
number of MBS pairs but also to control their positions.
The Majorana qubits are also measurable via the Joseph-
son effect or adjacent quantum dots, in a similar way we
discussed before. Note that because the MBSs at the
right-angle vertices of IRTIs are immobile, we can design
our setups without connecting the right-angle vertices of
IRTIs. In this case, extra MBSs appear at the uncon-
nected right-angle vertices. However, they are “inactive”
when performing braiding or measuring operations.
