Abstract. The aim of this paper is to present an algorithm for computing orthogonal polynomials. The Fast Fourier Transform completes the connection given by Draux between the three-term recurrence relationship and the Euclidian algorithm. Applications to Hankel systems and numerical examples illustrate our purpose.
Introduction
Recurrence relations or bordering techniques appearing in the algorithms for solving Toeplitz and Hankel systems have, for most of them, a forward implementation. Rather than building steps over smaller subproblems, we can extract steps from overgrowing problems. In this paper we propose such a strategy for computing orthogonal polynomials or for solving Hankel systems. The procedure consists, after computing the solution of a bigger but simpler convolution system, of going down by using backward recurrences. In section 2, we introduce our notations and remind well known results about the discrete Fourier transform. In section 3, after having recalled basic formulas for orthogonal polynomials, we present the three fondamental steps that lead us to the whole backward algorithm for computing orthogonal polynomials. In section 4, we show how the strategy can be extented to Hankel systems. By the way, we obtain an Euclidean division scheme for the backward process for any Hankel system and a four-term relation in the case of strong regularity. Section 5 describes the application to the shifted Hankel problem. Numerical results are detailed in section 7. with C T = (c 0 ; c 1 ; ; c n?1 ) and V T = (v 0 ; v 1 ; ; v n?1 ). We also have a polynomial representation of this operation. Let C(x) and V (x) be the polynomials C n (x) = P n?1 i=0 c i x i and V n (x) = P n?1 i=0 v i x i . If the variable x is constrained to satisfy x n = 1 we obtain (C V )(x) = C(x):V (x): (2) An n n Hankel matrix is completely de ned by the 2n?1 complex numbers c i , i = 0; : : : ; 2n?1 as follows 
Notations and connections

Cyclic convolution and Hankel matrices
LetH
Links between convolution and Hankel matrices
If we multiply H n by the row permutation matrix P n , we obtain a Toeplitz matrix 
We can obviously identify P n H n with a convolution matrix (1) if we set c n+i = c i , for i = 0; : : : ; n ? 1:
In that case we obtain for any vector Y of l C n the relation P n H n Y = C Y: (4) 2.3 The discrete Fourier transform Let F w be the Fourier matrix associated to this operation 
2 with w = e ?2i =n .
Using the notations introduced in subsection 2.1 we see that u i = v(w i ). Thus F w is the matrix of polynomial evaluation at the roots of unity w s ; s = 0; : : : ; n ? 1. Since these numbers satisfy x n = 1, the evaluation (2) of the convolution (C V )(x) reduces to the evaluation of the product C(x):V (x). This gives us the well known formula
where the product must be understood term by term. F w is symmetric. Moreover, the rows of 1 p n F w form an orthonormal set, therefore F w F w = nI n , where I n is the identity matrix of l C n and F w the adjoint of F w . More precisely , we have
3. A descent method for computing orthogonal polynomials 1 C C C C C C C C A (8) where P n (x) = P n?1 i=0 a i x i + x n . They also satisfy the three term-recurrence relationship P n+1 (x) = (x + n ) P n (x) + n P n?1 (x) (9) as long as c (x n?1 P n?1 ) 6 = 0 . This case is called regular. The coe cients n and n are given by n = ?
c(x n P n ) c(x n?1 P n?1 ) and n = c(x n P n?1 )
c(x n?1 P n?1 ) ?
c(x n+1 P n ) c(x n P n ) :
For a complete exposition of the subject we refer the reader to 4]. proof: Thanks to the regularity of c, P n exists and is unique if it is assumed to be monic. We set, P n (x) = P n?1 i=0 a i x i +x n , C T = (c n?1 ; c n?2 ; ; c 0 ) and X T = (a 0 ; a 1 ; ; a n?1 ). The coe cients satisfy the Hankel system (8) 0 
Using formula (3), we obtain P n H n X = ?(c n?1 ; c n?2 ; ; c 0 ) T which can be written, with the notation of convolution (4) C X = ?C:
Applying the discrete Fourier transform, and the formula (6) CX = ?Ĉ whereĈ andX are the discrete Fourier transforms of C and X, and where the product must be understood term by term. It is clear thatX = ?(1; 1; ; 1) T is the solution of this system and the inversion formula (7) for the discrete Fourier transform gives X = ?(1; 0; ; 0) T . A shorter way of nding this solution is to remark that the right hand side of the system is the rst column of the matrix with a minus sign. 4 3.4 The penultimate orthogonal polynomial Property 2 Let c with moments (c i ) , i 2 f0; : : : ; 2n ? 1g be a regular cyclic functional on l C 2n?1 X] .The monic orthogonal polynomial of degree n-1 with respect to c is P n?1 (x) = P n?2 i=0 a i x i + x n?1 where the vector X T = (a 0 ; a 1 ; ; a n?2 ) satis es
F is the Fourier matrix (5) The problem becomes a convolution system as in equation (10) and then we can compute X.
The Euclidean algorithm and the three-term recurrence relation
Property 3
If they exist, the two polynomials P n and P n?1 previously obtained are relatively prime.
proof: Let V be the vector whose components are the coe cients of the polynomial P n?1 . If P n and P n?1 have common zero, that is to say a zero wich is a root of the unity of order n, then the discrete Fourier transform of V has a component that cancels and thus has no inverse. This contradicts the ability to compute P n?1 from the functional c by (11) . As they can't have any common zero, P n and P n?1 are relatively prime.
Draux proved in 4] that, given two coprime polynomials P n and P n?1 , there is only one sequence of moments (c i ) , i 2 f0; : : : ; 2n ? 1g (since the rst moment is xed) such that the polynomials P n and P n?1 , and also the sequence of remainders deduced from P n and P n?1 by the Euclidean algorithm, are orthogonal to any linear functional starting with these moments. This remark and Property 3 allow us to compute the orthogonal polynomials relatively to (c i ) , Compute the remainder P i (x) of the Euclidean division of P i+2 (x) by P i+1 (x) until P i (x) = 0 6. Each P i of degree less than n is orthogonal with respect to c.
Computational improvements
1. How to avoid breakdowns due to the Euclidean step.
The Euclidean step uses divisions, but unlike the forward three-term recurrence this can be twisted. We can organise the computation as in the "pseudo-division" of Knuth 14] in order that no division appears. The main idea is to multiply the dividende by the leading coe cient of the divisor each time it is necessary. Nevertheless a problem of coe cient explosion occurs, therefore we have to divide the polynomials by some appropriate power of 10 from time to time to keep constant the accuracy of the nite precision operations. One can also refers to 18] for implementing this part.
2. How to jump over a breakdown due to the deconvolution step. We denote by F n and F n+1 the Fourier matrices of order n and n + 1 respectively. In the algorithm P 2n can't be computed when a component of we have the relation c n+1 + xQ n (x) = Q n+1 (x): The vanishing components of F n C and F n+1 D can be understood as zeros of Q n (x) and Q n+1 (x) located at the roots of unity of order n and n + 1 respectively. It is easy to evaluate the polynomial xQ n (x) at the roots of the unity of order n + 1 and from these values we are able to chose c n+1 appropriately.
3. There are many e cient variants of the FFT algorithm, for overviews we refer to 3], 16] and 18]. One can also use one of the existing routine packages, such as Matlab or Mathematica for example. It is even possible to compute the polynomial P 2n with much more accuracy. The basic idea is to enhance the linear functionnal c with a coe cient c n+1 that makes the new associated Hankel matrix diagonally dominant. Next, we can apply any iterative method that converge in this case, such as Gauss-Seidel's for example. The numerical precision of P 2n has an e ect upon the whole algorithm, and this will be illustrated in section 7.. (2nlog(2n) ) arithmetic operations. With a divide and conquer implementation of Euclid's algorithm we can achieve the second step using only O(2nlog 2 (2n)) operations. An implementation on parallel computers lets us perform the two steps in only O(log(2n)) time and O(log 3 (2n)) time respectively (see 13]). The study of the stability is based upon the condition number of the Hankel submatrices. This subject is still under development (see 21]). However, there are forward methods that enable us to jump over ill-conditioned submatrices and most of them can be implement via the backward scheme.
Application to Hankel linear systems
Our goal is to extend our results to the problems related to orthogonal polynomials. The rst situation of interest is that of general linear Hankel systems. Such connections can be found in 5] or 11] where a so-called fundamental system for inverting an Hankel matrix is presented. Let us consider the linear Hankel system H n X = B (12) where B is any vector of l C n and H n is supposed to be a regular Hankel matrix of order n associated to a linear functional c. For a symmetric Toeplitz matrix, the rst O(n 2 ) algorithm has been presented by Levinson 15] . Since then, contributions arise in many directions as in Trench 20] for the inversion of a Toeplitz matrix, or Berlekamp 1] for non strongly regular systems. More recently, e orts have been focussed on ill-conditionned subsystems of Hankel matrices as in 12], or 7]. These works mainly use a forward strategy. The reverse bordering method in 2] shows that backward steps may o er more accurate results. Our approach consists of making the backward strategy an option for all the algorithms based on the forward strategy. An example of this opposit strategy is the Miller's algorithm (see 22] for a detailed analysis of such recurrence relations). But the backward algorithm is not only a reversed recurrence, it looks much more like a subtractive synthesis since all the information is contained in the actual penultimate orthogonal polynomial and then ltered by the Euclidean division. We now follow the steps of the algorithm obtained for the orthogonal polynomials.
Cyclic Hankel linear systems
Let us come back to the cyclic case as de ned in subsection 3.2. We recall that the matrix We still need to see how to obtain iteratively the solutions of the smaller subsystems. 9 
From the Euclidean algorithm to Hankel linear systems
Let us consider a regular Hankel system of order k + 1, associated to the linear functionnal c with moments (c 0 ; c 1 ; ; c 2k ) (13) and its principal subsystem of order k, also supposed to be regular
As we need a relation between Z k and Z 0 k , from (13) we derive the relation
and we set Z 0 k = Z k + R k : Taking (15) and (14)into account, we get
Except the coe cient z k+1 , we recognize here the linear system (8) that de nes P k , the monic orthogonal polynomial of degree k with respect to c. Due to this remark, if we denote byP k the vector formed by the k rst coe cients of P k , we get The main idea is to understand the relation (16) as the Euclidean division of the polynomial Z k+1 of degree k by the monic orthogonal polynomial P k of degree k, that is to say
We are in position to present a more powerful result that draws the parallel with the theorem of Draux used in subsection 3.5. proof: Given Z l k+1 and P l k as de ned in the theorem, we can compute the unique polynomials Q and R l k by the Euclidean division, such that (18) Since all the subsystems of orders between l k and l k+1 are singular and P l k+1 has degree l k+1 , then, according to a property of the orthogonal polynomial P l k that can be found in 4], we have c(x j P l k (x)) = 0 for j = 0; : : : ; l k+1 ? 2:
Thus we obtain c(x i Q(x)P l k (x)) = 0 when i + l k+1 ? 1 ? l k l k+1 ? 2 (19) that is more precisely, for i = 0; : : : ; l k ?1. Ultimately, (19) goes into (18) , and consequently the vector R l k of dimension l k ?1 associated to the polynomial R l k gives, through the restriction H l k of the Hankel matrix to the dimension l k , a vector image that has the same l k rst components as the image of Z l k+1 by H l k+1 . This allows us to conclude that R l k = Z l k , because of the regularity of H l k .
4.3 A breakdown-free algorithm for solving Hankel systems Compute the remainder Z i (x) of the Euclidean division of Z i+1 (x) by P i+1 (x) Compute the remainder P i (x) of the Euclidean division of P i+2 (x) by P i+1 (x) until P i (x) = 0 9. Since the P i are not monic, we only obtain vectors Z i that are colinear to the solutions X i . If it is required, the normalization may be done here.
A four-term recurrence relation
In the case of strong regularity, that is to say when each subsystem is regular, we can exhibit a four-term recurrence relation satis ed by the successive vector solutions of the subsystems. We have indeed the three relations 8 > < > :
and, from the three-term recurrence relation satis ed by the monic orthogonal polynomials (9), we nd 1
The computation of k and k from Z k+2 , Z k+1 and Z k doesn't need the help of the orthogonal polynomials, since they only have to be chosen such that the left hand side of the previous recurrence represents a polynomial of degree k ? 1 exactly. The main advantage in comparison to the algorithm 2 is that it saves some storage.
Application to the shifted Hankel linear problem
The second situation we consider is a linear Hankel problem that generalizes the case of orthogonal polynomials. We understand by the forward shifted Hankel problem the sequence of linear Hankel systems
where the H n 's are the Hankel matrices of dimension n + 1 associated to the same linear func- The polynomial Q k (x) = xZ k (x) ? Z k+1 (x) belongs to the space of the polynomials of degree k +1 orthogonal to P 0 ; P 1 ; : : : ; P k?1 with respect to c. This subspace is generated by P k (x) and P k+1 (x). Thus, the relation
holds for some unknown coe cients k and k . If we set x = 0 in (21), it comes out
Taking this relation into account in the formula (21), we obtain
where Q 1 (x) and Q 2 (x) can be easily computed from Z k+1 , P k+1 and P k . Let us now remind that The algorithm based on these results has the same shape as the algorithm 2. This section intends to show that the moves in the table of orthogonal polynomials can be generalized to moves in Hankel subsystems. A more complete study on this topic can be found in 19].
Future developments
In the case of ill-conditioned subsystems the backward algorithm su ers from the limited precision of the computation. Several thechniques may be investigated to deal with this problem. Preconditioning is one choice, which can be founed in 17]. Another way is to compute the polynomial divisions in the Fourier domain since increasing moments means more regularity for the Fourier counterpart. We hope to stabilize some computations such as ones occuring with the Hermite polynomials (see 19]).
Numerical examples
To illustrate the whole algorithm we have generated several cyclic functionals and computed their orthogonal polynomials with both backward and forward algorithms. The numerical tasks have been performed on a SUN workstation with the help of Mathematica for the formal computation and compared with the 16 decimal digits precision of the results obtained with Matlab. In all the tests we have plotted the norm of the corresponding errors. The norm e of the error we have measured is e =k sf ? sn k where sf denotes the exact solution obtained with a formal computation and sn the numerical solution given by the backward algorithm, the norm being the Euclidean one. Example 1 uses 32 moments of the Legendre classical functional. With the associated cyclic 14 functional we obtained 32 orthogonal polynomials from wich we can extract the 16 rst Legendre polynomials. At a rst glance, the forward recurrence gives better results. If we compute the FFT with more accuracy, the backward recurrence becomes better for some Legendre polynomials. Examples 2 and 3 consist of two random functionals with rational moments ranged in the interval 0; 1]. Most of our graphics were lying between this two types of results. Remark: Some examples as the Hermite polynomials were not computed at all. Poor numerical accuracy at the beginning of the computation produced rapidly one orthogonal polynomial that divides the preceding one, interrupting the Euclidean division before it produces any Hermite polynomials. 
Concluding remarks
In this paper, we have decribed a new approach of the orthogonal polynomials. We paid a particular attention to the simplest generalizations with the Hankel systems and shifted Hankel problems. However, existing connections with Pad e approximants, Gaussian quadratures and extrapolation processes could be enlighted with the backward point of view. Numerical results are often close to thoses obtained by the forward algorithm and they let us expect better results when combined with recent advances in this domain.
