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Capitolo 1
Qualche elemento di relativita`
ristretta
1.1 Introduzione
Nel 1905 Albert Einstein1 pubblico` sugli Annalen der Physik il lavoro: “Sul-
l’elettrodinamica dei corpi in moto” (U¨ber die Elektrodynamik der
bewegten Ko¨rper). In questa pubblicazione formulo` la relativita` ristretta,
partendo da due postulati:
1. Primo postulato (principio di relativita`): le leggi della fisica
hanno la stessa forma in tutti i sistemi di riferimento inerziali.
1Albert Einstein (Ulm, Germania, 1879-Princeton, USA, 1955), studio` al Politenico
Federale di Zurigo, dove segu`ı anche corsi di Hermann Minkowski; laureatosi in Fisica nel
1902, trovo` impiego presso l’Uffico Brevetti Federale a Berna. A seguito dei suoi grandi
lavori del 1905 acquisto` fama nell’ambiente accademico e nel 1907 divenne Professore al-
l’Universita` Carlo Ferdinando di Praga. Nel 1913 si trasfer`ı a Berlino al Kaiser Wilhelm
Institut, e vi rimase fino al 1933, quando con l’avvento di Hitler fu costretto ad abban-
donare la Germania, sia per le sue idee pacifiste sia perche´ ebreo. Accetto` allora l’invito
dell’Institute of Advanced Studies di Princeton e vi rimase fino alla morte.
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2. Secondo postulato (costanza della velocita` della luce): la ve-
locita` massima raggiungibile da tutti i segnali e` quella della
luce, che si propaga nel vuoto con velocita` c indipendente dalla
velocita` della sorgente o dell’ osservatore.
Si nota immediatamente che il secondo postulato contraddice il teorema
di composizione delle velocita` della meccanica classica, che afferma come
sappiamo quanto segue:
Se un corpo si muove rispetto ad un sistema di riferimento, che a sua volta
e` in moto rispetto ad un altro considerato fisso, la velocita` assoluta ~va del
corpo, cioe` quella rispetto al sistema fisso, e` la somma di due termini:
~va = ~vτ + ~vr.
Qui ~vr e` la velocita` relativa, cioe` quella rispetto al sistema mobile, e ~vτ la
velocita` di trascinamento, cioe` la velocita` che il corpo avrebbe se fosse fermo
rispetto al sistema mobile.
Questo postulato contraddice il teorema di composizione delle velocita`
(due raggi di luce lanciati l’uno contro l’altro hanno velocita` c l’uno rispetto
all’altro se si accetta questo postulato, mentre il teorema prevede 2c). Inoltre
e` antiintuitivo, come mostra proprio questo esempio. Esso non nasce pero`
dal nulla.
I due fisici americani A.A.Michelson e W.M.Morley scoprirono in una serie di
esperienze (1881-1891) che la luce non possedeva velocita` di trascinamento
se osservata da sistemi in moto l’uno rispetto all’altro ed era pertanto una
costante assoluta:
v = c
La via d’uscita naturale era accettare l’idea che il tempo fosse relativo al
sistema di riferimento nel quale lo si misura; che trascorresse cioe` in maniera
differente in ciascun sistema di riferimento in moto l’uno rispetto all’altro.
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Questo avrebbe significato rinunciare all’idea del tempo assoluto della mec-
canica classica di Galileo e Newton. Il teorema di composizione delle velocita`
sopra ricordato discende infatti dal postulato del tempo assoluto.
D’altra parte la teoria dell’elettromagnetismo di James Clerk Maxwell 2
e le esperienze di Heinrich Hertz3 avevano identificato la luce come un’onda
elettromagnetica; gli esperimenti di Michelson e Morley mostravano che essa
aveva velocita` c pari a quella misurata da tempo4, e indipendente dal sistema
di riferimento in cui la si osservava .
Le leggi della meccanica sembravano quindi incompatibili con quelle del-
l’elettromagnetismo e la fisica si trovava di fronte a un bivio: o modificare
le leggi della meccanica o quelle dell’elettrodinamica. I piu` grandi pensato-
ri del tempo (H.A.Lorentz5, H.Poincare´6), erano restii a modificare le leggi
della meccanica; pensavano piuttosto che si dovessero perfezionare le leggi
2James Clerk Maxwell (Edinburgo 1831-Cambridge 1879), Professore a Cambridge dal
1860 fino alla morte, fu uno dei massimi fisici di tutti i tempi, al pari di Galileo, Newton,
Einstein. Le sue equazioni regolano l’elettromagnetismo; fu uno dei creatori della teoria
cinetica dei gas e della meccanica statistica.
3Heinrich Rudolf Hertz (Amburgo 1856-Bonn 1894) fu assieme a Maxwell e Boltzmann
uno dei maggiori fisici del XIX secolo. Scopr`ı e genero` le onde elettromagnetiche (onde
Hertziane) confermando la teoria elettromagnetica di Maxwell. L’unita` di misura della
frequenza e` chiamata Hertz in suo onore.
4La prima misura della velocita` della luce fu ottenuta da Ole Ro¨mer nel 1675. Il valore
da lui misurato era 212.000Km/sec, e differisce quindi da quello odierno per un errore del
25%.
5Hendrik Antoon Lorentz (Arnhem 1853-Haarlem 1928), Premio Nobel 1902, Profes-
sore all’Universita` di Leida, fu il massimo studioso teorico dell’elettromagnetismo dopo
Maxwell.
6Henri Poincare´ (Nancy 1854- Parigi 1912), fu come e` noto uno dei piu` grandi matema-
tici di tutti i tempi, al pari di Gottfried Wilhelm Leibniz (1646-1719), Leonhard Euler (Eu-
lero: 1707-1783), Joseph Louis Lagrange (1736-1813), Carl Friedrich Gauss (1777-1855),
Bernhard Riemann (1826-1866), David Hilbert (1862-1943). Introdusse la topologia alge-
brica e la topologia differenziale, e i moderni sistemi dinamici. Fu anche un epistemologo
di grandissima importanza ed influenza.
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dell’elettrodinamica.
Fu A.Einstein a tagliare il nodo gordiano, perche` il suo postulato com-
portava la rinuncia all’idea classica del tempo assoluto. Se il tempo trascorre
in modo differente a seconda del sistema di riferimento, le trasformazioni da
un sistema all’altro diventeranno effettivamente spazio-temporali. Il tempo
apparira` cos`ı come un’effettiva quarta dimensione.
1.2 Il tempo non e` piu` un concetto assoluto
Consideriamo all’inizio per semplicita` una sola dimensione spaziale, oltre al
tempo. Fissiamo due sistemi di riferimento spazio-temporali A = (x, t) e
B = (x′, t′). Assumiamo per convenzione B fisso, e A in moto uniforme
rispetto B con velocita` v.
Osserviamo anzitutto che gia` nella meccanica classica newtoniana mentre
il tempo e` assoluto, cioe`, per ipotesi, trascorre allo stesso modo in ogni siste-
ma di riferimento, lo spazio e` relativo, cioe` le distanze reciproche dipendono
dal sistema di riferimento. Infatti immaginiamo un mobile P in quiete nel
punto x′0 nel sistema di riferimento B. Se lo osserviamo agli istanti t1 < t2
in B il mobile avra` ovviamente percorso una distanza nulla nell’intervallo di
tempo ∆t = t2− t1: ∆x′ = 0. Consideriamo ora un sistema di riferimento A
in moto rettilineo uniforme rispetto a B, con velocita` v. Poiche`, se il tempo
e` assoluto, t′ = t, e x = x′ + vt, se osservato dal sistema A il mobile avra`
invece percorso la distanza ∆x = v∆t > 0. Qui abbiamo usato il fatto che
la legge di trasformazione fra i due sistemi e` semplicemente x = x′ + vt se il
tempo e` assoluto.
Vogliamo ora ricercare la legge di trasformazione tra i due sistemi, la-
sciando cadere l’ipotesi del tempo assoluto. Denotiamo con (x′, t′) le coordi-
nate spaziali e temporali nel sistema B, e con (x, t) le coordinate spaziali e
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temporali nel sistema A.
Ammettendo per semplicita` che la trasformazione ricercata sia di tipo
lineare, l’obiettivo e` quindi trovare una matrice 2× 2, denotata Λ, per cui si
abbia:
(x, t) = Λ(x′, t′)
ovvero, in notazione vettoriale (identificando naturalmente le le coordinate
spazio temporali come coordinate di punti in R2 o, equivalentemente, come
componenti cartesiane di un vettore) x
t
 = Λ
 x′
t′

Osserviamo anzitutto che le formule si semplificano molto se assumiamo
come unita` di velocita` quella della luce, cioe` se poniamo c = 1. Da questo
sistema di unita` di misura si torna a quello consueto semplicemente con le
sostituzioni t → ct e v → v/c in tutte le formule. Utilizzeremo quindi due
tipi di notazioni differenti:
• (x, t) rispetto alla velocita` della luce
• (x, ct) in notazione abituale
Procediamo ora nella ricerca della legge di trasformazione lineare: x = αx′ + βt′t = γx′ + δt′ . (1.1)
Questo equivale a scrivere la matrice Λ nel modo seguente:
Λ :=
 α β
γ δ
 . (1.2)
Dobbiamo quindi trovare gli elementi α, β, γ, δ. Poiche` x′ e` fisso, derivando
si ottiene: dx = βdt′ e dt = δdt′ da cui:
dx
dt
=
β
δ
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e quindi:
v =
β
δ
(1.3)
Poiche` c e` una costante uguale a 1, x = t⇒ x′ = t′. Pertanto
α + β = γ + δ (1.4)
Allo stesso modo, x = −t ⇒ x′ = −t′. Si trova allora:
α− β = δ − γ (1.5)
Sommando (1.4) e (1.5) si ottiene
α = δ, β = γ
e la trasformazione (1.1) diventa: x = α(x′ + vt′)t = α(vx′ + t′)
Tutto si riduce pertanto alla ricerca del valore di α in funzione di v.
Ricavando dall’ultima formula x′ e t′ otteniamo:
x′ =
1
α
x− vt
1− v2
t′ =
1
α
t− vx
1− v2
Scambiando poi (x′, t′) con (x, t), e quindi v con −v, si trova subito che deve
essere
α =
1
α
1
1− v2
da cui si ottiene immediatamente:
α =
1√
1− v2
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Nota: la radice e` sempre ben definita poiche` il valore massimo che puo` essere
raggiunto da v e` 1. Per convenzione abbiamo scelto il segno + nella radice.
Scegliere il segno - equivale a ribaltare l’orientazione degli assi.
In conclusione si trova:

x =
1√
1− v2 (x
′ + vt′)
t =
1√
1− v2 (vx
′ + t′)
La matrice Λ della trasformazione e` quindi la seguente:
Λ =

1√
1− v2
v√
1− v2
v√
1− v2
1√
1− v2
 (1.6)
Questa matrice determina quindi la legge di trasformazione delle coordi-
nate temporali: (x, t) = Λ(x′, t′). Esplicitamente, abbiamo dimostrato la
seguente:
Proposizione 1.2.1. Siano dati due sistemi di riferimento A = (x, t) e
B = (x′, t′) in moto rettilineo uniforme l’uno rispetto all’altro con velocita` v.
Nelle due ipotesi:
1. La relazione fra A e B e` data da una trasformazione lineare;
2. |v| ≤ 1;
la trasformazione lineare ha la forma seguente
x =
x′ + vt′√
1− v2
t =
vx′ + t′√
1− v2
(1.7)
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Osservazione Facendo le sostituzioni v → v/c, t′ → ct′ e t → ct si ottiene
subito l’espressione della trasformazione nelle variabili (x, ct):
x =
x′ + vt′√
1− (v/c)2
t =
(v/c2)x′ + t′√
1− (v/c)2
(1.8)
Queste formule rappresentano il caso piu` semplice delle trasformazioni di
Lorentz. Richiameremo in seguito la loro forma generale.
Ricaviamo ora in quest’ambito la legge di composizione delle velocita`.
Osservando un punto M in moto rettilineo uniforme con velocita` u nel si-
stema B , si ha che: x′ = ut′. u e` dunque la velocita` relativa perche` B e` il
sistema mobile. B e` in moto rispetto ad A con velocita` v, che e` quindi per
definizione la velocita` di trascinamento. Vogliamo calcolare la velocita` di M
rispetto al sistema A, che e` per definizione la velocita` assoluta.
Nel sistema di riferimento A si ha, per le (1.7):
x =
x′√
1− v2 +
vt′√
1− v2 =
u√
1− v2 t
′ +
v√
1− v2 t
′ =
u+ v√
1− v2 t
′
t =
vx′√
1− v2 +
t′√
1− v2 =
vu√
1− v2 t
′ +
1√
1− v2 t
′ =
vu+ 1√
1− v2 t
′
Pertanto:
w :=
dx
dt
=
dx
dt′
dt′
dt
=
u+ v
1 + uv
.
Ora w =
dx
dt
e` la velocita` vista dal sistema A, cioe` la velocita` assoluta.
Possiamo quindi concludere:
Proposizione 1.2.2. (Formula di composizione relativistica delle velocita`).
Sia w la velocita` assoluta del mobile, cioe` la velocita` vista dal sistema A
che si assume fisso; v la velocita` relativa, cioe` la velocita` del mobile vista
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dal sistema B che si assume in moto rettilineo uniforme con velocita` (di
trascinamento) u rispetto al sistema A. Allora si ha:
w =
u+ v
1 + uv
. (1.9)
Osservazioni
1. Siamo in unita` in cui c = 1. Quindi la velocita` relativa di un raggio di
luce rispetto ad un altro che gli viene incontro sara`, dato che qui u = 1
e v = 1:
w =
1 + 1
1 + 1
= 1
2. Nel sistema di unita` in cui c ha il suo valore la formula (1.9) diventa:
w =
u+ v
1 + uv/c2
(1.10)
Nelle condizioni precedenti u = v = c e quindi, ancora, w = c.
Definizione 1.2.1. Si dice tempo proprio il tempo misurato nel sistema di
riferimento in cui il punto mobile considerato e` a riposo.
Sia P un punto fermo nel sistema di riferimento B, e ∆t′B l’intervallo di tempo
trascorso nel sistema B. Dalle leggi di trasformazione viste precedentemen-
te si ha che il corrispondente intervallo di tempo trascorso nel sistema A sara`:
∆tA =
v∆x′ + ∆t′B√
1− v2
dove ∆x′ e` lo spostamento compiuto dal punto M nel sistema B nel tempo
∆t′B; questo spostamento e` nullo poiche` nel sistema di riferimento B il punto
e` fermo. Quindi:
∆tA =
∆t′B√
1− v2
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Pertanto ∆tA > ∆tB se v 6= 0. L’intervallo di tempo misurato in qualunque
altro sistema di riferimento e` maggiore dell’intervallo di tempo proprio. In
altre parole, il tempo proprio trascorre piu` lentamente del tempo in qualun-
que altro sistema di riferimento.
Questo spiega il notissimo paradosso dei gemelli: si immagini un gemello che
decolli su una astronave per un lungo viaggio spaziale ad altissima velocita`,
non trascurabile rispetto a quella della luce, e ne faccia poi ritorno, mentre
l’altro gemello lo aspetta sulla terra. II gemello astronauta al suo ritorno
sara` assai piu` giovane del fratello rimasto sulla terra.
Osservazione
Tutti gli effetti relativistici sono osservabili solo quando il fattore 1 − v2 e`
significativamente diverso da 1, cioe` quando gli oggetti mobili hanno velocita`
non trascurabili rispetto a quella della luce. Simili velocita` non possono essere
raggiunte da oggetti macroscopici, e sono quindi fuori dalla portata delle
nostre osservazioni quotidiane. Osserviamo che anche le velocita` piu` elevate,
quali ad esempio quella necessaria ad un’ astronave per sfuggire all’attrazione
terrestre, elevate al quadrato, sono trascurabili rispetto a quella della luce
elevata al quadrato. Tale velocita` vale infatti v = 11.2km/sec.. Pertanto:
v2
c2
=
11.22
32 × (105)2 =
125, 44
9
× 10−10 ≈ 1, 4× 10−9
Quindi l’effetto relativistico incide solo sulla nona cifra decimale. Velocita`
non trascurabili rispetto a quella della luce vengono raggiunte solo dalle par-
ticelle elementari subatomiche, o nei raggi cosmici o nelle grandi macchine
acceleratrici.
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1.3 Lo spazio di Minkowski e le distanze iper-
boliche
Consideriamo ora la matrice di trasformazione Λ trovata sopra. Cerchiamo
di ottenerne un’interpretazione geometrica. Operiamo il cambiamento di va-
riabile v = tanhu. Studiando la funzione
u 7→ tanhu = sinhu
coshu
=
eu − e−u
eu + e−u
: R→ [−1, 1]
si dimostra subito che la posizione v = tanhu e` in effetti un cambiamento
di variabile, cioe` una biiezione fra R e l’intervallo [−1, 1]. Si ottiene allora,
ricordando la relazione fondamentale
cosh2 u− sinh2 u = 1
fra le funzioni iperboliche coshu :=
eu + e−u
2
, sinhu :=
eu − e−u
2
•
1√
1− v2 =
1√
1− sinh2 u
cosh2 u
= coshu
•
v√
1− v2 = tanhu coshu = sinhu
La matrice Λ della (1.6) diventa quindi:
Λ =
 coshu sinhu
sinhu coshu
 (1.11)
Si vuole dimostrare che Λ e` una rotazione iperbolica di R2. A questo
scopo, verifichiamo prima le seguenti proprieta`
1. Λ(u1 + u2) = Λ(u1)Λ(u2)
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2. Λ(u)Λ(−u) = Id
1.
Λ(u1)Λ(u2) =
 coshu1 sinhu1
sinhu1 sinhu1
 coshu2 sinhu2
sinhu2 sinhu2
 =
=
 coshu1 coshu2 + sinhu1 sinhu2 coshu1 sinhu2 + sinhu1 coshu2
coshu1 sinhu2 + sinhu1 coshu2 coshu1 coshu2 sinhu1 sinhu2
 =
 cosh (u1 + u2) sinh (u1 + u2)
sinh (u1 + u2) sinh (u1 + u2)
 = Λ(u1 + u2)
2. se u2 = −u1 = u si ottiene Λ(u)Λ(−u) =
 1 0
0 1
 = Id
Conseguenza di queste proprieta` e` che l’applicazione da R a GL(2), u 7→ Λ(u)
e` un gruppo moltiplicativo abeliano. Proviamo ora un’altra proprieta` di
questa applicazione:
Proposizione 1.3.1.
t′2 − x′2 = t2 − x2
Dimostrazione. (
x
t
)
= Λ
(
x′
t′
)
 x = (coshu)x′ + (sinhu)t′t = (sinhu)x′ + (coshu)t′
t2 − x2 = [(sinhu)x′ + (coshu)t′]2 − [(coshu)x′ + (sinhu)t′]2 =
= [x′2 sinh2 u+ t′2 cosh2 u+ 2x′t′ sinhu coshu]−
−[x′2 cosh2 u+ t′2 sinh2 u+ 2x′t′ sinhu coshu] = t′2 − x′2
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Consideriamo il piano E2 dato da R × R, e introduciamovi la distanza
iperbolica o metrica di Minkowski7 fra due punti P1 = (x1, t1) e P2 = (x2, t2):
d(P1, P2) := (t2 − t1)2 − (x2 − x1)2. (1.12)
La proposizione precedente equivale ad affermare che la trasformazione Λ
lascia invariate le distanze iperboliche:
d(ΛP1,ΛP2) = d(P1, P2). (1.13)
Osserviamo quindi che la trasformazione lineare da R2 in se` generata dalla
matrice Λ gode delle stesse proprieta` delle rotazioni nel piano se al posto
della distanza euclidea si mette la distanza iperbolica. Pertanto:
l’interpretazione geometrica della trasformazione generata da Λ e` quella di
una rotazione iperbolica del piano di angolo u = arctgh(v). La trasformazione
Λ e` un caso particolare delle trasformazioni di Lorentz: esse sono tutte e sole
le trasformazioni di E4 che lasciano invariata la distanza iperbolica, cioe` tali
che vale la (1.13). Un’altra proprieta` fondamentale delle trasformazioni di
Lorentz e` che lasciano invariate le equazioni di Maxwell8.
Consideriamo ora lo spazio affine E4 e presi due punti P e Q di coordinate
(t1, x1, y1, z1), (t2, x2, y2, z2) nel corrispondente spazio vettoriale R4, la loro
distanza iperbolica come nel piano:
d(P,Q) = (t2 − t1)2 − (x2 − x1)2 − (y2 − y1)2 − (z2 − z1)2.
7Hermann Minkowski (Kaunas 1862- Go¨ttingen 1909), formatosi a Ko¨nigsberg assieme
al suo compagno di liceo David Hilbert (Ko¨nigsberg 1862- Go¨ttingen 1943), in seguito suo
collega all’Universita` di Go¨ttingen, e` famoso anche per i suoi contributi alla geometria dei
numeri e per la disuguaglianza che porta il suo nome.
8Lorentz trovo` le sue trasformazioni proprio cercando quelle particolari trasformazioni
che lasciassero invariate le equazioni di Maxwell.
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Definiamo poi la matrice 4× 4 Λ4 nel modo seguente:
Λ4 :=
 Λ 02
02 I2
 (1.14)
Qui Λ e` data dalla (1.6), 02 e` la matrice nulla 2×2, e I2 la matrice identita` 2×
2. La trasformazione lineare omogenea in E4 generata da Λ4 ha l’espressione
esplicita: 
t =
vx′1 + t
′
√
1− v2
x1 =
x′1 + vt
′
√
1− v2
x2 = x
′
2
x3 = x
′
3
(1.15)
Si tratta qui di quella particolare trasformazione di Lorentz generata dalla
traslazione a velocita` v lungo l’asse x1 dal sistema fisso B := (t
′, x′1, x
′
2, x
′
3)
al sistema mobile A := (t, x1, x2, x3).
Definizione 1.3.1. Fissati due punti P = (x1, y1, z1, t1), Q = (x2, y2, z2, t2),
si dice distanza iperbolica o metrica di Minkowski la distanza data dalla
(1.13). Lo spazio E4 munito della distanza iperbolica si dice spazio di Min-
kowski o spazio-tempo. I suoi punti si dicono eventi; le curve appartenenti
allo spazio di Minkowski si dicono linee d’universo.
Da quanto precede, segue immediatamente che le particolari trasforma-
zioni di Lorentz Λ4, cos`ı come quelle generali che per semplicita` omettiamo,
lasciano invariate le distanze di Minkowski, cioe` le distanze spazio-temporali
fra due eventi. Pertanto le distanze spazio-temporali sono grandezze assolute
cioe` assumono lo stesso valore se calcolate su tutti i sistemi in moto rettilineo
uniforme l’uno rispetto all’altro, perche` le corrispondenti trasformazioni di
coordinate sono le trasformazioni di Lorentz9.
9Si ricordi che il tempo e lo spazio invece sono grandezze relative, cioe` dipendenti dal
sistema di riferimento.
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La metrica iperbolica di Minkowski non e` una vera e propria distanza.
Infatti se vale zero non e` detto che i due punti coincidano.
Consideriamo il luogo dei punti P = (x, y, z, t) a distanza iperbolica nulla
dall’origine: d(P,O) = 0. Allora (x, y, z, t) sono tali che x2 + y2 + z2 = c2t2.
Definizione 1.3.2. (cono della luce) Il cono a due falde in R4 di vertice
l’origine definito dall’equazione
x2 + y2 + z2 = c2t2
e` detto cono della luce.
Osservazione
Il cono della luce e` assoluto poiche` le distanze di Minkowski sono lasciate
invariate dalle trasformazioni di Lorentz.
Il cono della luce divide lo spazio-tempo in due regioni disgiunte: l’interno,
in cui vale la disuguaglianza c2t2 > x2 + y2 + z2, e l’esterno, in cui vale la
disuguaglianza opposta c2t2 < x2 + y2 + z2. Gli eventi all’interno del cono si
dicono eventi di tipo tempo, o temporali, mentre quelli all’esterno si dicono
di tipo spazio, o spaziali.
Il cono della luce e` invalicabile, nel senso che nessun segnale puo` propagar-
si dall’esterno all’interno e viceversa dato che la velocita` massima consentita
e` quella della luce.
La distanza Minkowskiana fra due eventi fisici relativi ad un medesimo
corpo e` sempre di genere tempo. Siano infatti P := (t1, x1, y1, z1), Q :=
(t2, x2, y2, z2) i due eventi. Se la loro distanza Minkowskiana fosse di genere
spazio si avrebbe (x2 − x1)2 + (y − y1)2 + (z2 − z1)2 > c2t2. Cio` significa che
esiste un segnale che collega P con Q a velocita` superiore a quella della luce,
in contraddizione col postulato che la velocita` della luce non puo` mai essere
superata.
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Entro il cono della luce, gli eventi nella falda superiore rappresentano il
futuro assoluto, mentre quelli della falda inferiore il passato assoluto.
1.4 E = mc2
E = mc2 e` la formula che stabilisce la relazione tra l’energia (E) e la massa
(m) di un corpo in quiete. Essa fu ricavata da Einstein nel gia` citato lavoro
del 1905. La formula E = mc2, propria della teoria della relativit?ristretta, e`
sicuramente una delle formule fisiche piu` famose grazie alla sua semplicita` e
soprattutto a certune delle sue lontane conseguenze, fra le quali la spaventosa
quantita` di energia che si libera nelle reazioni nucleari a catena, dando origine
tanto alla bomba atomica quanto alle centrali nucleari. Scopo di questa
sezione e` ricavarla. A questo scopo, e` necessario ricordare le nozioni piu`
semplici di meccanica Hamiltoniana.
1.4.1 Hamiltoniana
La meccanica hamiltoniana e` una riformulazione della meccanica classica ini-
ziata nel 1833 da Hamilton10. Deriva dalla meccanica lagrangiana, a sua vol-
ta formulazione generale della meccanica newtoniana introdotta da Joseph-
Louis Lagrange11 nel 1788.
Considerando come noti i fondamenti della meccanica lagrangiana, conside-
10William Rowan Hamilton (Dublino 1805-Dublino 1865), fu astronomo reale a Dublino.
I suoi studi di ottica lo portarono a formulare un’analogia meccanica dalla quale trasse le
sue equazioni della meccanica. Nel campo dell’algebra introdusse i quaternioni.
11Giuseppe Luigi (Joseph Louis) Lagrange (Torino 1736-Parigi 1813), si formo` a Torino.
Si trasfer`ı a Berlino nel 1766, e da l`ı nel 1787 a Parigi presso l’Accademia delle Scienze.
Considerato unanimemente il maggiore scienziato vivente alla sua epoca, a lui si deve,
oltre alla formulazione della meccanica, anche larga parte dell’analisi matematica che si
studia oggi.
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riamo un sistema meccanico autonomo di funzione Lagrangiana L(q, q˙), dove
q, q˙ ∈ Rn. Qui al solito q = (q1, . . . , qn) sono le coordinate lagrangiane e le
(q˙1, . . . , q˙n) le velocita` generalizzate.
La lagrangiana e` data dalla differenza tra l’energia cinetica e l’energia po-
tenziale. Nel caso particolare di un punto di massa m che si muove in uno
spazio tridimensionale sotto l’azione di una forza di potenziale V e in assenza
di vincoli possiamo assumere q = ~x = (x1, x2, x3), q˙ = ~v = ~˙x e si ha:
L = T − V = 1
2
m~v 2 − V (~x).
Definizione 1.4.1. Definiamo impulso hamiltoniano coniugato il vettore:
~p :=
∂L
∂~v
= ~∇~vL =
(
∂L
∂v1
,
∂L
∂v2
,
∂L
∂v3
)
Definizione 1.4.2. Definiamo la funzione hamiltoniana H : R3 × R3 → R
nel modo seguente:
H(~p, ~x) := max
~v∈R3
[< ~p,~v > −L(~x,~v)].
Proposizione 1.4.1. Sono verificate le seguenti proprieta`
1. H(~p, ~x) = E (= T + V )
2. Il sistema delle tre equazioni di Lagrange nelle tre incognite ~x = (x1, x2, x3)
d
dt
∂L
∂~v
− ∂L
∂~x
= 0
e` equivalente al sistema delle sei equazioni di Hamilton nelle sei inco-
gnite ~p = (p1, p2, p3); ~x = (x1, x2, x3):
~˙p = −∂H
∂~x
; ~˙x =
∂H
∂~p
Dimostrazione. 1. Poiche` l’hamiltoniana e` definita come:
H(~p, ~x) := max
~v∈R3
[< ~p,~v > −L]
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denotata F (~v, ~p, ~x) la funzione ~v 7−→< ~p,~v > −L(~v, ~x) procediamo cal-
colando la derivata parziale di F rispetto a ~v e la poniamo uguale a
zero per trovare i punti di stazionarieta`.
∂
∂~v
[< ~p,~v > −L(~v, ~x)] = ~p− ∂L
∂~v
= ~p−m~v = 0.
Dunque per ~v =
p
m
la funzione F (~v, ~p, ~x) e` stazionaria. Calcoliamo la
sua matrice Hessiana per verificare che sia un punto di massimo:
Hess~vF = − ∂
2L
∂vi∂vk
= − ∂
2
∂vi∂vk
1
2
m(v2x + v
2
y + v
2
z) = −mI3x3 < 0.
Dunque la matrice Hessiana di F e` definita negativa e quindi ~v =
p
m
e`
punto di massimo. Inseriamolo nella funzione di Hamilton per trovare
il valore del massimo:
H(~p, ~x) =
~p2
m
− 1
2
m
(
~p
m
)2
+ V (~x) =
~p2
2m
+ V (~x)
E quindi si ha:
H(~v, ~x) =
1
2
mv2 + V (~x) = T + V = E.
Dunque l’espressione numerica dell’hamiltoniana e` uguale all’energia
totale.
2. Limitiamoci a verificare in un semplicissimo caso particolare che le
equazioni di Hamilton equivalgono all’equazione di Lagrange:
Esercizio 1.4.1. Oscillatore armonico semplice
Consideriamo il moto di un punto su una retta soggetto ad una forza di
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richiamo ~F = −ω2x (oscillatore armonico). Sapendo che la forza e` la
derivata del potenziale cambiata di segno, otteniamo che il potentiale
e`: V (x) =
ω2
2
x2.
Scriviamo rispettivamente la lagrangiana e l’hamiltoniana relative al-
l’oscillatore armonico:
L =
1
2
m~v2 − V (x) = 1
2
(mx˙2 − ω2x2)
H =
p2
2m
+
1
2
ω2x2
.
Troviamo l’equazione di Lagrange:
d
dt
∂L
∂x˙
− ∂L
∂x
= 0⇒ mx¨+ ω2x = 0.
Mentre dalle equazioni di Hamilton ricaviamo:
p˙ = −∂H
∂x
= −ω2x
x˙ =
∂H
∂p
=
p
m
Derivando ambo i membri della seconda equazione del sistema si ottiene
l’equazione p˙ = mx¨ che sostituita alla prima diventa:
mx¨+ ω2x = 0
che e` proprio l’equazione di Lagrange.
1.4.2 Funzionali. Principi variazionali
Vogliamo ora ricavare l’espressione dell’energia cinetica in meccanica relativi-
stica. Procederemo per analogia, e a questo scopo ci sara` utile richiamare una
nozione molto generale che trova applicazione fondamentale in meccanica.
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Sia L(x1, x2, x3) : R3 → R, una funzione almeno C2 rispetto a (x1, x2, x3).
Consideriamo l’insieme S[x1, x2] formato da tutte le curve piane regolari (cioe`
almeno C2) γ di equazione y = f(x) : [x1, x2]→ R definite su [x1, x2].
Sia L(y, y′, x) la funzione L(x1, x2, x3) valutata su x1 = y(x), x2 = y′(x), x3 =
x. Allora risulta definita l’applicazione γ 7→ Φ(γ) : S[x1, x2]→ R:
Φ(γ) =
∫ x2
x1
L(y(x), y′(x), x)dx.
Essa e` un caso particolare di funzionale.
Esercizio 1.4.2. Il funzionale lunghezza di una curva
Sia γ ∈ S[x1, x2]: Vogliamo dimostrare che la sua lunghezza e` il funzionale
ottenuto per L(y, y′, x) =
√
1 + y′2, cioe`:
γ 7→ `(γ) :=
∫ x2
x1
√
1 + y′2 dx (1.16)
Ricordiamo dalla meccanica: se l e` l’ascissa curvilinea, allora
v =
dl
dt
⇒ dl = v(t) dt.
Se parametrizziamo la curva rispetto al tempo, x = x1(t), y = y(t), dove t
varia fra t1 e t2 tali che x(t1) = x1, x(t2) = x2, ( si ricordi che ~v = (x˙, y˙)),
otteniamo
dl =
√
x˙2 + y˙2dt
da cui
l =
∫ t2
t1
√
x˙2 + y˙2 dt.
Ora, poiche` v 6= 0, possiamo senz’altro supporre senza ledere la generalita`
x˙ 6= 0 e dunque scrivere:
l(γ) =
∫ t2
t1
√
1 +
(
y˙
x˙
)2
x˙dt.
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Sappiamo che x(t1) = x1 e x(t2) = x2. Operiamo allora il cambio di variabile
x(t) = x da cui x˙dt = dx e pertanto
y˙
x˙
=
dy
dx
. Allora avremo:
l(γ) =
∫ x2
x1
√
1 + f ′(x)2dx =
∫ x2
x1
√
1 + y′(x)2dx
Definito dunque il funzionale lunghezza ci si puo` chiedere quale sia la
curva regolare per P1 e P2 che ha lunghezza minima, cioe` che minimizza tale
funzionale. A questo scopo dobbiamo estendere ai funzionali i concetti di
punti di stazionarieta` e di estremalita` noti per le funzioni da Rn in R. Per
prima cosa occorre definire anzitutto la nozione di differenziabilita`.
Definizione 1.4.3. Data una curva y = f(x) ∈ S[x1, , x2] chiamiamo curve
variate attorno a y tutte le funzioni yξ = f + ξh, ξ ∈ [0, 1], con x 7→ h(x) ∈
C1[x1, x2] tale che:
h(x1) = h(x2) = 0; y0 = y
Si noti che la condizione h(x1) = h(x2) = 0 implica yξ(x1) = y1, yξ(x2) =
y2 ∀ ξ ∈ [0, 1], cioe` tutte le curve variate assumono gli stessi valori agli estre-
mi. Possiamo pertanto considerare l’insieme Sy[x1, x2] ⊂ S[x1, , x2] formato
da tutte le curve variate attorno a y. Esse assumeranno lo stesso valore agli
estremi.
Definizione 1.4.4. Diremo che il funzionale γ 7→ Φ(γ) : S[x1, x2] → R e`
differenziabile nel punto y = f(x) se
Φ(y + ξh)− Φ(y) = ξF (h) +R(h, y; ξ)
dove F dipende linearmente da h e F (h, y) = O(ξ2), cioe` esiste K > 0
indipendente da y(x) e h(x) tale che:
max
x∈[x1,x2]
|R(h, y; ξ)| < Kξ2.
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La parte lineare F si dice differenziale di Φ in y e la si denota talvolta
con DΦ(y).
Si osservi che il differenziale e` la parte lineare dell’appicazione che agisce
linearmente sugli incrementi, esattamente come il differenziale delle funzioni
da Rn in R.
Proposizione 1.4.2. Nelle ipotesi precedenti su L il funzionale
Φ(γ) =
∫ x2
x1
L(y(x), y′(x), x)dx
e` differenziabile ∀ y ∈ S[x1, x2] e il suo differenziale e` dato dalla formula
DΦ(y)(h) =
∫ x2
x1
[
∂L
∂y
− d
dx
∂L
∂y′
]
h(x)dx
Dimostrazione. Calcoliamo Φ lungo Sy[x1, x2]. Si ha:
Φ(y + ξh) =
∫ x2
x1
L(y + ξh, y′ + ξh′, x) dx
Sviluppiamo il secondo membro in serie di Taylor di ξ attorno a ξ = 0, cioe`
consideriamo lo sviluppo di Taylor di punto iniziale y, con resto al secondo
ordine. Otteniamo:
Φ(y + ξh) =
∫ x2
x1
L(·) dx+ ξ
∫ x2
x1
[
∂L
∂y
(·)h(x) + ∂L
∂y′
(·)h′(x)
]
dx+O(ξ2)
=⇒ Φ(y + h)− Φ(y) = ξ
∫ x2
x1
[
∂L
∂y
(·)h(x) + ∂L
∂y′
(·)h′(x)
]
dx+O(ξ2)
dove (·) significa valutazione nel punto (y, y′, x). Ora integriamo per parti il
secondo integrale del secondo membro. Otteniamo:∫ x2
x1
[
∂L
∂y′
(·)h′(x)
]
dx =
[
∂L
∂y′
(·)h(x)
]x2
x1
−
∫ x2
x1
[
d
dx
∂L
∂y′
(·)h(x)
]
dx
= −
∫ x2
x1
[
d
dx
∂L
∂y′
(·)h(x)
]
dx
perche` h(x1) = h(x2) = 0. Pertanto
Φ(y + ξh)− Φ(y) = ξ
∫ x2
x1
[
∂L
∂y
(·)− d
dx
∂L
∂y′
(·)
]
h(x) dx+O(ξ2)
e cio` conclude la dimostrazione per definizione di DΦ(y).
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Teorema 1.4.3. Equazione di Eulero
Condizione necessaria e sufficiente affinche´ una curva γ sia estremale del fun-
zionale Φ(γ) =
∫ x2
x1
L(y(x), y′(x), x)dx e` che su questa curva γ sia soddisfatta
l’equazione (di Eulero)
∂L
∂y
− d
dx
∂L
∂y′
= 0 (1.17)
Dimostrazione. Sia γ la curva y = f(x). La condizione di estremalita` e`
DΦ(y) = 0. Per la Proposizione 1.4.2 questo equivale a richiedere∫ x2
x1
[
∂L
∂y
(·)− d
dx
∂L
∂y′
(·)
]
h(x) dx = 0
∀h(x) ∈ C[x1, x2] tali che h(x1) = h(x2) = 0. Per il Lemma dell’annulla-
mento degli integrali (che non dimostreremo per brevita`) questo equivale ad
affermare
∂L
∂y
− d
dx
∂L
∂y′
= 0
che e` l’equazione (1.17).
Problema 1.4.1. Funzionale lunghezza
Tra tutte le curve piane con estremi fissati, qual’e` quella di lunghezza mini-
ma? Applichiamo l’equazione (1.17) con L =
√
1 + y′2.
Poiche´
∂L
∂y
= 0⇒ d
dx
∂L
∂y′
= 0⇒ ∂L
∂y′
= c = costante
Inoltre
c =
∂L
∂y′
=
y′√
1 + y′2
⇒ y′ = c
√
1 + y′2 ⇒ y′2 = c2(1 + y′2)
Ricaviamo y′2 in funzione di c (con c 6= 1; c = 1 equivale a y′ = ±∞ cioe` a
una retta parallela all’asse y):
y′2 = c2 + y′2c2 ⇒ y′2 − y′2c2 = c2 ⇒ y′2(1− c2) = c2 ⇒
⇒ y′2 = c
2
1− c2 = K
2
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⇒ y(x) = ±Kx+ b
dove b e` la seconda costante di integrazione. Quindi il cammino di lunghezza
stazionaria da P1 a P2 e` una retta. Si puo` poi dimostrare, calcolando la
variazione seconda, che e` in effetti un minimo.
Il principio di Hamilton e le equazioni di Lagrange della meccanica
Consideriamo per semplicita` solo il caso di sistemi conservativi ad un grado
di liberta`, e quindi il moto di un punto di massa m mobile sulla retta sotto
l’azione di una forza di potenziale V (x), avendo denotato con x la coordinata
del punto, funzione del tempo t: x = x(t).
Un qualunque moto di punto iniziale x1 all’istante t1 e di punto finale
x2 > x1 e` descritto dall’equazione oraria x = x(t) : x(t1) = x1, x(t2) = x2,
grafico del moto nel piano (t, x). Sappiamo che la funzione Lagrangiana di
questo sistema e`:
L(x, x˙) = m
x˙2
2
− V (x).
Detto γ il particolare moto x = x(t), consideriamo il funzionale definito sui
moti:
A(γ) =
∫ t2
t1
L(x(t), x˙(t)) dt.
Questo funzionale si dice Azione hamiltoniana del moto t 7→ x(t). A(γ) e`
evidentemente definito su S[x1, x2] (si noti il cambiamento di notazione da
x 7→ y a t 7→ x: la variabile indipendente x la si denota ora t, e il valore della
funzione lo si denota x invece che y).
La generalizzazione al caso del punto mobile nello spzio (per semplicita` in
assenza di vincoli) e` immediata. Qui riferiamo il punto alle coordinate car-
tesiane (x, y, z). Le funzioni [t1, t2] 3 t 7→ (x(t), y(t), z(t)) descrivono i moti
γ che portano il punto dalla posizione P1 all’istante t1 alla posizione P2
all’istante t2; equivalentemente, sono le equazioni parametriche delle curve
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γ12 in R3 che congiungono P1 con P2. La Lagrangiana, come sappiamo, ha
l’espressione
L(x, y, z, x˙, y˙, z˙) = T − V = 1
2
m(x˙2 + y˙2 + z˙2)− V (x, y, z)
e quindi l’integrale d’azione sara`
A(γ) =
∫ t2
t1
L(x(t), y(t), z(t); x˙, y˙, z˙) dt
Il principio variazionale di Hamilton (detto talvolta anche principio di mi-
nima azione di Maupertuis-Hamilton13) afferma quanto segue:
Principio di Hamilton
Fra tutti i moti possibili γ che portano il punto dalla posizione P1 all’istante
t1 alla posizione P2 all’istante t2 il sistema meccanico percorrera` quello che
minimizza l’integrale di azione A(γ). Equivalentemente: fra tutte le curve
regolari che collegano P1 con P2 la traiettoria percorsa dal sistema sara` quella
che minimizza l’integrale d’azione.
Pertanto il moto effettivo γ che il sistema compie per effetto delle for-
ze dovra` necessariamente rendere stazionario il funzionale di azione A(γ) :
DA(γ) = 0.
Discutiamo questo punto ricominciando col caso ad un solo grado di
liberta`. Qui x(t) deve essere soluzione dell’equazione di Eulero
d
dt
∂L
∂x˙
− ∂L
∂x
= 0.
In altre parole, nel caso del funzionale d’azione l’equazione di Eulero coincide
con l’equazione di Lagrange del sistema. In questo caso particolare si riottiene
12Si noti l’abuso di notazione: usiamo lo stesso simbolo per denotare sia le equazioni
parametriche che la traiettoria.
13Il principio di minima azione e` uno dei piu` importanti della fisica e ha una storia
molto lunga. Intuito da Leibnitz, fu enunciato in casi particolari da Johann Bernoulli e
da Ko¨nig. Ripreso e generalizzato da Eulero e poi da Lagrange, fu enunciato da Hamilton
nel 1834 nel modo ricordato sopra, e geometrizzato da Jacobi nel 1843.
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poi l’equazione di Newton. Infatti:
d
dt
∂L
∂x˙
=
d
dt
mx˙ = mx¨;
∂L
∂x
= −V ′(x) = F (x)
e quindi l’equazione di Lagrange diventa mx¨ = F (x) che e` l’equazione di
Newton. Queste considerazioni si generalizzano facilmente al caso generale.
Qui il ragionamento che abbiamo fatto nel capitolo precedente per ottenere
l’equazione di Eulero porta ad ottenere tre equazioni di Eulero-Lagrange:
d
dt
∂L
∂x˙
− ∂L
∂x
= 0;
d
dt
∂L
∂y˙
− ∂L
∂y
= 0;
d
dt
∂L
∂z˙
− ∂L
∂z
= 0.
Inoltre anche qui otteniamo immediatamente l’equivalenza con le equazioni
di Newton
mx¨ = −∂V
∂x
= Fx; my¨ = −∂V
∂y
= Fy; mx¨ = −∂V
∂z
= Fz.
Consideriamo ora il caso ancor piu` particolare della particella libera: V = 0.
Allora:
L = T =
1
2
m[x˙2+y˙2+z˙2] =
1
2
mv2, v :=
√
x˙2 + y˙2 + z˙2, A(γ) =
∫ t2
t1
T dt.
Dunque γ rende stazionario il funzionale A(γ) Dimostriamo allora anche
la proposizione che segue.
Lemma 1.4.4. Definiamo il funzionale
B(γ) :=
∫ t2
t1
√
T dt.
Allora se un particolare moto γ rende stazionario A(γ) esso rende stazionario
anche B(γ) e viceversa.
Dimostrazione Le equazioni di Eulero-Lagrange generate dal funzionale B(γ)
sono:
d
dt
∂
√
T
∂x˙
= 0,
d
dt
∂
√
T
∂y˙
= 0,
d
dt
∂
√
T
∂z˙
= 0.
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Calcolando le derivate otteniamo:
d
dt
1
2
√
T
∂T
∂x˙
= 0,
d
dt
1
2
√
T
∂T
∂y˙
= 0,
d
dt
1
2
√
T
∂T
∂z˙
= 0.
Ora T = E, e quindi e` costante. Dunque lo e` anche
√
T . Pertanto le equazioni
ultime scritte sono equivalenti alle
∂T
∂x˙
= 0,
∂T
∂y˙
= 0,
∂T
∂y˙
= 0
che sono le equazioni di Eulero-Lagrange del funzionale A(γ). Cio` prova il
Lemma.
Osserviamo ora che
√
T =
√
m/2 v, e quindi:
B(γ) :=
∫ t2
t1
√
T dt =
√
m/2
∫ P2
P1
ds.
Qui abbiamo operato la sostituzione t = t−1(s), dove t 7→ s(t) =
∫ t
0
v(τ) dτ
e` l’ascissa curvilinea, per cui s(t1,2) = P1,2. Quindi B(γ) e` proporzionale alla
lunghezza `(γ) =
∫ P2
P1
ds dell’arco di curva γ.
La conclusione finale e` la seguente: nel caso di assenza di forze (moto
libero, o moto per inerzia) il principio variazionale di Hamilton equivale al
Principio di minima azione sotto la forma di Jacobi, o principio
della geodetica
Fra tutti le possibili traiettorie che portano il punto non soggetto a forze dalla
posizione P1 all’istante t1 alla posizione P2 all’istante t2 il sistema percorrera`
quella di minima lunghezza, cioe` la traiettoria che minimizza il funzionale
`(γ) =
∫ P2
P1
ds.
Osservazioni
• Il principio vale anche per i sistemi vincolati; ad esempio, per un punto
vincolato a percorrere una superficie liscia. In tal caso le traiettorie di
minima lunghezza sono le geodetiche. Nel caso del punto libero mobile
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nello spazio si ritrovano le rette, che sono le geodetiche in R3. Infatti∫ P2
P1
ds = `(γ) = s(P2) − s(P1), e sappiamo che questa lunghezza e`
minima sulla retta che collega P1 a P2.
• In realta` il principio di minima azione vale per sistemi soggetti sia a
forze conservative che a vincoli lisci. Qui l’abbiamo enunciato in casi
particolari per non appesantire troppo l’esposizione.
1.4.3 Dimostrazione di E = mc2
Passiamo ora alla dimostrazione, cominciando col riprendiere la distanza
infinitesimale di Minkowski:
ds2 = c2dt2 − dx2 − dy2 − dz2.
Nello spazio di Minkowski consideriamo la curva d’universo
x = x(u)
y = y(u)
z = z(u)
t = t(u)
Consideriamo la parametrizzazione mediante ascissa curvilinea s, che deve
essere calcolata tramite la distanza iperbolica:
x = x(s)
y = y(s)
z = z(s)
t = t(s)
Una curva parametrizzata mediante ascissa curvilinea misurata con la di-
stanza iperbolica e` detta linea d’Universo. Sia u la velocita` del punto sulla
linea d’universo:
u =
(
dt
ds
,
dx
ds
,
dy
ds
,
dz
ds
)
.
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Il modulo della velocita` sara` dunque:
|u| =
√
c2
(
dt
ds
)2
−
(
dx
ds
)2
−
(
dy
ds
)2
−
(
dz
ds
)2
.
Usando la notazione:
t = x0, x = x1, y = x2, z = x3
si puo` scrivere anche cos`ı:
|u| =
√
c2
(
dx0
ds
)2
−
(
dx1
ds
)2
−
(
dx2
ds
)2
−
(
dx3
ds
)2
.
Questa nozione e` invariante per l’invarianza della distanza iperbolica.
La distanza spazio-temporale infinitesima di Minkowski sara`:
ds =
√
c2dt2 − dx2 − dy2 − dz2
da cui
ds = c
√
1−
(
dx
cdt
)2
−
(
dy
cdt
)2
−
(
dz
cdt
)2
dt = c
√
1−
(v
c
)2
dt
dove v e` il modulo della velocita` tridimensionale.
In analogia con quanto precede ora ponamo la seguente possiamo ora intro-
durre l’azione e la lagrangiana della particella libera relativistica.
Definizione 1.4.5. Si definisce:
• Azione: Il funzionale d’azione della particella libera relativistica e`:
S(γ) = −mc
∫ P2
P1
ds.
Qui l’integrale e` esteso a una linea d’universo γ compresa fra i pun-
ti spazio -temporali P1 e P2: P1 corrisponde alla posizione all’istante
iniziale t1 e P2 corrisponde alla posizione all’istante finale t2.
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• Lagrangiana: La lagrangiana della particella libera relativistica e` :
L = −mc2
√
1−
(v
c
)2
.
Osservazioni
1. Si noti anzitutto che tanto S(γ) quanto L(γ) sono quantita` invarianti.
2. Proviamo che, come deve essere:∫ t2
t1
Ldt = S(γ).
Ricordiamo infatti che, per definizione di tempo proprio t′, ds2 = c2dt′2
da cui:
dt′ =
√
1−
(v
c
)2
dt =
ds
c
.
Pertanto:∫ t2
t1
Ldt = −mc2
∫ t2
t1
√
1−
(v
c
)2
dt = −mc
∫ P2
P1
ds = S(γ).
3. Al limite c→∞ queste dfinizioni riproducono quelle classiche esposte
in precedenza. Infatti, ricordando lo sviluppo di Taylor
√
1− x =
1− 1
2
x+O(x2) risulta:
ds = c
[
1− 1
2
(v
c
)2
+O
(v
c
)4 ]
dt.
Trascurando il termine del secondo ordine in (v2/c2) si trova:
ds = c
[
1− 1
2
(v
c
)2 ]
dt.
Consideriamo ora l’integrale d’azione -
∫ P2
P1
mcds. Per quanto precede
si ha:
−
∫ P2
P1
mcds = −
∫ t2
t1
mcdt+
1
2
∫ t2
t1
mv2dt =
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−mc(t2 − t1) +
∫ t2
t1
Tdt = −mc(t2 − t1) +
∫ t2
t1
Ldt
dove
1
2
mv2 e` la lagrangiana della particella libera in meccanica non
relativistica. Dunque, a meno di una costante additiva, ritroviamo la
relazione fra azione e lagrangiana della particella libera classica.
Ora possiamo ricavare l’espressione dell’hamiltoniana. Grazie al Teorema
1.4.1 essa dara` l’espressione dell’energia. Scriviamo la velocita` in questo
modo: v2 = x˙2 + y˙2 + z˙2; la Lagrangiana, sappiamo, ha l’espressione:
L = −mc2
√
1− x˙
2 + y˙2 + z˙2
c2
.
Ponendo β =
v
c
, ricaviamo gli impulsi hamiltoniani.

px =
∂L
∂x˙
py =
∂L
∂y˙
pz =
∂L
∂z˙
⇒

px =
mx˙√
1− β2
py =
my˙√
1− β2
pz =
mz˙√
1− β2
(1.18)
E = H = pxx˙+ pyy˙ + pz z˙ − L
=
1√
1− β2 (mx˙
2 +my˙2 +mz˙2) +mc2
√
1− β2 =
=
mv2√
1− (v
c
)2
+mc2
√
1− β2 = mv
2 +mc2
√
1− β2√
1− β2
=
mv2 +mc2
√
1− (v
c
)2√
1− (v
c
)2 = mc2√
1− (v
c
)2 ⇒
E =
mc2√
1− (v
c
)2 (1.19)
e quindi in conclusione, se v = 0:
E = mc2.
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Elevando ora al quadrato la (1.19) si trova:
E2 =
m2c4
1− v2
c2
;
elevando al quadrato le seconde delle (1.18) e sommando otteniamo poi:
p2 +m2c2 =
m2v2
1− v2
c2
Notando che:
m2v2
1− v2
c2
+m2c2 =
m2c2
1− v2
c2
si trova la relazione relativistica fra energia e impulso:
E2
c2
= p2 +m2c2
da cui l’energia come funzione dell’impulso:
E =
√
m2c4 + p2c2.
e quindi ancora E = mc2 per p = 0.
1.5 Conseguenze di E = mc2
E = mc2 e` a relazione tra l’energia (E) e la massa a riposo (m) di un particella
materiale in meccanica relativistica. Anch’essa fu derivata nel famoso lavoro
di Albert Einstein del 1905 citato sopra. La formula E = mc2, propria
della teoria della relativita` ristretta, e` sicuramente una delle formule fisiche
piu` famose. In meccanica classica, infatti, massa ed energia sono quantita`
differenti che si conservano separatamente. In meccanica relativistica sono
invece la stessa cosa. In sostanza, la formula prende in considerazione:
• L’energia E, espressa in joule (J = N ·m = W · s = kg ·m2/s2);
• La massa a riposo m, espressa in chilogrammi (kg);
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• La velocita` della luce c, espressa in m/s (299 792, 458 m/s, general-
mente approssimata a 300 000 000 m/s). Pertanto c2 = 9 · 1016m2/s2.
Se fosse possibile convertire per intero la massa in energia, un uomo, con peso
medio di 70 Kg, produrrebbe un’energia pari a E = 70 ·9 ·1016J = 6, 3 ·1018J .
Cio` che noi percepiamo pero` non e` l’energia ma la potenza, ovvero l’ener-
gia dissipata nell’unita` di tempo. Poiche` dissipando un Joule in un secondo
si ottiene la potenza di un Watt (W ), si ricaverebbe una potenza pari a
6, 3 · 1012MW (1 MW (Megawatt)=106W). Quindi, ipoteticamente, un uomo
produrrebbe una potenza pari a quella prodotta da un miliardo di centrali
nucleari perche` una centrale nucleare ha tipicamente una potenza di 1000
Megawatt.
L’energia che potrebbe produrre un uomo con la sua massa se la legge
E = mc2 fosse applicabile a livello macroscopico, pero`, non e` in realta` gene-
rabile perche` l’equivalenza fra massa ed energia e` un fenomeno relativistico
osservabile solo quando le velocita` in gioco sono non trascurabili rispetto a
quella della luce; quando non lo sono, cioe` a velocita` non relativistiche, vale
il principio di conservazione della massa: la massa rimane tale e non si
converte in energia. In altre parole: a livello macroscopico non e` osservabile
la legge di Einstein, diversamente da quanto accade a livello microscopico.
1.5.1 Disintegrazione, decadimento radioattivo, ener-
gia di legame
La radioattivita` naturale fu scoperta da Becquerel14 sul finire dell’ottocento,
e poi studiata intensamente da Madame Curie15, che identifico` per prima le
14Henri Becquerel, Parigi 1852-Le Croisic 1908, premio Nobel 1903. Scopr`ı
accidentalmente la radioattivita` naturale nel 1896.
15Marie Curie, nata Maria Sklodowska (Varsavia 1867- Passy 1934), studio` a Parigi,
dove incontro` il primo marito, il fisico Pierre Curie, collega di Becquerel. Vinse con lui
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sostanze radioattive, come per l’appunto il radio. La radioattivita` naturale
emessa dalle sostanze radioattive si divide in tre tipi, a seconda delle particelle
emesse:
• Radioattivita` α (sinonimi: decadimento α, raggi α, particelle α): si
tratta di nuclei di elio He4: un nucleo formato da due protoni e da due
neutroni.
• Radioattivita` β (sinonimi: decadimento β, raggi β, particelle β): si
tratta di elettroni.
• Radioattivita` γ (sinonimi: decadimento γ, raggi γ, particelle γ): si
tratta di fotoni di altissima energia.
Fu provato sperimentalmente che la radioattivita` puo` avvenire come un fe-
nomeno di disintegrazione del nucleo dell’atomo. In generale, si parla di
decadimento, o disintegrazione spontanea di un corpo di massa (a riposo) M
quando si osserva che esso dopo un certo tempo si trasforma in N corpi di
masse a riposo m1, . . . ,mN .
Esempio. Decadimento del neutrone
Un neutrone, denotato n, se tratto fuori dal nucleo e` una particella instabile,
cioe` decade spontaneamente, mediamente in 15 minuti, disintegrandosi in un
protone p, un elettrone e− e un neutrino νe:
n→ p+ e− + νe
Le particelle elementari come neutroni, protoni, ecc. si muovono a ve-
locita` relativistiche, e pertanto dobbiamo studiare i loro moti attraverso la
meccanica relativistica. Se, come sopra, la particella di massa M si disintegra
e col marito il Premio Nobel per la Fisica del 1903, e nel 1911, da sola, vinse il Premio
Nobel per la Chimica.
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in N particelle di masse m1, . . . ,mN , in generale si avra` m1 + . . . + mN 6=
M perche` non vale la legge di conservazione della massa, ma solo quella
dell’energia:
E = E1 + . . .+ EN (1.20)
Scegliamo un sistema di unita` di misura in cui c = 1 (cioe` assumiamo la
velocita` della luce come unita` di misura delle velocita`). Dato che nel sistema
in cui la massa m e` a riposo si ha E = mc2, se l’unita` di misura della velocita` e`
la velocita` della luce l’energia di una particella qualsiasi a riposo coincide con
la sua massa. Possiamo quindi misurare massa ed energia con la medesima
unita`. Quella piu` conveniente in fisica delle particelle per misurare la massa
a riposo e` il cosiddetto elettronvolt (eV).
Definizione 1.5.1. 1 eV e` l’energia cinetica acquisita da un elettrone che
parte da fermo sotto l’azione di una differenza di potenziale pari a 1 Volt.
Multipli: 1 Megaelettronvolt (MeV)=106eV ; 1 Gigaelettronvolt (GeV)=109eV ;
1 Teraelettronvolt (TeV)=1012eV .
Conversione energia: 1 eV=1.6× 10−19 Joule = 1.6× 10−12 erg.
Conversione massa:
1me = 9× 10−31kg =⇒ E = mc2 ∼ 0.810−13J ∼ 0.5MeV.
Consideriamo d’ora in poi solo il caso N = 2, e scegliamo un sistema
di unita` di misura in cui c = 1 (cioe` assumiamo la velocita` della luce come
unita` di misura delle velocita`). Se scegliamo il sistema di riferimento in cui
la massa M e` a riposo, si avra` E = M e la (1.20) diventa:
M = E1 + E2 (1.21)
dove E1 e E2 sono le energie delle particelle di massa m1 e m2 nel sistema in
cui M e` a riposo. Notiamo ora che E1 > m1, e E2 > m2. Pertanto la (1.21)
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puo` sussistere se e solo se
M > m1 +m2. (1.22)
Quindi se M < m1 +m2 non puo` esservi disintegrazione spontanea del corpo
di massa M nei due frammenti di massa m1 e m2, equivalentemente, il corpo
di massa M e` stabile rispetto a questa disintegrazione.
Definizione 1.5.2. (Energia di legame) La differenza
∆M := M −m1 −m2 > 0
si dice energia di legame di M rispetto alla disintegrazione nei frammenti di
massa m1 e m2.
Esempio Il nucleo del deuterio, isotopo dell’idrogeno di numero di massa 2, e`
composto da un protone, di massa mp ∼ 2000me ∼ 1GeV , e da un neutrone,
di massa mn ∼ mp. Il protone e` una particella di carica positiva, uguale ed
opposta a quella negativa dell’elettrone. Il neutrone e` invece elettricamente
neutro. Il deuterio si forma perche` neutrone e protone si attraggono tramite
una forza detta forza nucleare, circa 100 volte piu` intensa di quella elettro-
statica, ma la cui azione si fa sentire solo su distanze molto corte, dell’ordine
di 1 Fermi, cioe` 10−12 cm. Il deuterio ha massa mD = mn + mp − , dove
 > 0 e` l’energia di legame. In questo caso si sa che  ≈ 3.5MeV .
∆M si dice energia di legame perche` e` l’energia che occorre fornire dal-
l’esterno al sistema per separare la particella composta di massa M nei suoi
costituenti m1 e m2, cioe` per rimuovere il legame.
Le forze nucleari sono talmente potenti da vincere la repulsione elettro-
statica e da consentire esistenza e stabilita` dei nuclei con molti protoni (in
numero di Z, numero atomico perche` pari al numero degli elettroni dell’ato-
mo corrispondente al nucleo) e un numero uguale o maggiore di neutroni. Il
numero totale di nucleoni (cioe` protoni e neutroni) si dice numero di massa
e si indica con A. Nuclei aventi uguale Z ma differente A si dicono isotopi.
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Esempio Il carbonio. Sono noti tre isotopi: il carbonio 12: Z = 6, A = 12,
denotato C126 , il carbonio 14: Z = 6, A = 14, denotato C
12
6 , e il carbonio 13:
Z = 6, A = 14, denotato C136 . Il carbonio 12 e` stabile, mentre il carbonio 14
non lo e`, essendo radioattivo β, cos`ı come il carbonio 3. L’isotopo di gran
lunga piu` diffuso e` quello stabile. Il carbonio 14, detto anche radiocarbonio,
e` usato per la datazione dei reperti fossili.
L’elemento presente in natura col numero atomico piu` elevato, Z = 92, e`
l’uranio. Esso esiste in natura in vari isotopi. Quello piu` diffuso e` l’uranio
con A = 238, U23892 ; l’isotopo fissile, cioe` quello che puo` sviluppare la reazione
di fissione che ora passeremo a descrivere brevemente, e` l’uranio 235: U23592 ,
presente in natura in piccole percentuali (0.7%) rispetto all’uranio 238. In
laboratorio sono stati prodotti elementi chimici detti transuranici, cioe` con
Z > 92 (nettunio, plutonio, ecc.). Nessuno di questi e` radioattivamente
stabile.
1.5.2 La fissione nucleare. Bombe atomiche e reattori
nucleari
Il nucleo dell’uranio 235 mostra una particolarita` notevole16: se sottoposto
ad un bombandamento di neutroni di una ben determinata energia, in grado
di comunicare una consistente agitazione termica ai nucleoni, si disintegra in
due nuclei di dimensioni confrontabili e quindi pari a circa la meta` dell’ura-
nio, liberando una considerevolissima energia di legame e due neutroni. In
formule:
n+ U23592 → U23692 → Ba14156 +Kr9236 + n+ n+ 200 MeV
16Scoperta nel 1938 dai due fisici tedeschi Otto Hahn (Francoforte 1879-Go¨ttingen 1968;
Premio Nobel 1944) e Fritz Strassmann (Boppard 1902-Magonza 1980).
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Questo particolare processo di disintegrazione, anche senza produzione di
neutroni, si dice fissione nucleare. I materiali che la ammettono si dicono
materiali fissili, e sono assai rari. Oltre all’uranio 235, ci sono il plutonio e
pochi altri elementi artificiali.
La reazione di fissione, nel caso in cui comporti anche la fuoruscita di
neutroni, puo` innescare una reazione a catena. Infatti i due neutroni emessi
possono mettere in atto il medesimo meccanismo su altri due nuclei di uranio
235, liberando 400MeV ed emettendo 4 neutroni, e cos`ı via con incremento
esponenziale. Il problema principale per generare la reazione a catena e`
l’innesco: La massa totale di uranio necessaria per l’innesco si chiama massa
critica. Essa non e` mai inferiore ad una decina di chilogrammi. Se la reazione
si innesca, essa ha luogo in un tempo brevissimo, dell’ordine del centesimo
di secondo. Alla fine della reazione il bilancio energetico e` immensamente
positivo: l’energia liberata e` di decine di ordini di grandezza superiore a
quella necessaria per l’innesco.
Possiamo fare una rozza ma efficace stima dell’ordine di grandezza della
potenza prodotta dalla reazione a catena di fissione. Immaginiamo che la
massa critica sia di 10 kg di uranio 235. Assumiamo che in un chilo di
uranio ci sia un numero di atomi dell’ordine di un centesimo del numero di
Avogadro, cioe` 1021, e che la reazione avvenga in un centesimo di secondo.
Allora la reazione a catena genera un’esplosione, di potenza totale P data da
(si ricordi che 1 joule al secondo da` la potenza di 1 Watt
P = 10× 1020 × 200× 100MeV =
2× 1026MeV = 2× 1013Watt = 20TW (20 Terawatt)
Una potenza di 1 Terawatt equivale piu` o meno alla potenza generata dall’e-
splosione di un migliaio di tonnellate di tritolo, cioe` di un chilotone. Dunque
la potenza esplosiva di una simile reazione equivale circa 20 chilotoni, ovvero
20.000 tonnellate di tritolo.
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La possibilita` teorica di generare una reazione cos`ı fantasticamente esoe-
nergetica, intravista da molti immediatamente dopo la scoperta di Hahn
e Strassmann, apriva due strade: quella bellica (bomba) e quella pacifica
(produzione di energia elettrica). Quella pacifica consiste essenzialmente nel
rallentare la reazione dopo l’innesco ad un punto tale da evitare l’esplosione
e produrre potenza elettrica da mettere in rete. Essa, nella sua fase embrio-
nale, doveva naturalmente precedere l’applicazione bellica. Si doveva infatti
ottenere una prova sperimentale della fattibilita` della reazione a catena, che
ovviamente non poteva essere la situazione esplosiva. Occorreva dunque ral-
lentare la reazione dopo l’innesco. Il problema tecnico fu risolto per la prima
volta nel 1942 da Fermi17 che realizzo` la prima reazione di fissione controllata
della storia. Il metodo consisteva essenzialmente nell’inserire strati di grafite
fra gli strati di uranio 235. La grafite agiva da materiale moderatore, cioe`
rallentava la reazione della quantita` voluta. Dopo il 1945 la tecnologia di co-
struzione delle centrali nucelari si e` straordinariamente evoluta. Il principio
di base rimane pero` lo stesso: reazione di fissione innescata, poi rallentata
dal materiale moderatore, calore di reazione avviato a gassificare un fluido
refrigerante. Il gas aziona le turbine che generano la corrente elettrica.
La prima applicazione militare ebbe luogo col Progetto Manhattan diretto
da J.R.Oppenheimer18, la grande impresa scientifica e organizzativa tramite
17Enrico Fermi (Roma 1901-Chicago 1955), in assoluto uno dei maggiori fisici del XX
secolo, Premio Nobel 1938. Fu Professore all’Universita` di Roma fino al 1938, anno in cui
si trasfer`ı ngli Stati Uniti, come Professore all’Universita` di Chicago. In Italia formulo` la
teoria statistica delle particelle a spin semiintero e la teoria della radiazione β, e scopr`ı la
radioattivita` artificiale. Negli Stati Uniti realizzo` per primo la reazione a catena rallentata
(la cosiddetta pila atomica). Fu uno dei principali collaboratori del progetto Manhattan
a Los Alamos. Dalla sua scuola, prima a Roma e poi a Chicago, uscirono molti dei piu`
importanti fisici della seconda meta` del XX secolo.
18John Robert Oppenheimer (New York 1904- Princeton 1967). Consegu`ı il Dottorato
alla grande scuola di Fisica teorica di Max Born a Go¨ttingen, in Germania, e divento` poi
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cui gli Stati Uniti programmarono di costruire la bomba atomica, nei nuo-
vi grandi laboratori di Los Alamos, nel Nuovo Messico. Come si diceva, il
problema principale era rappresentato dall’innesco. Nel caso delle reazioni
rallentate, tipicamente lo si risolveva tramite piccoli acceleratori di particel-
le cariche che inviate su particolari sostanze ricche di neutroni riuscivano a
liberare molte di queste particelle che venivano poi avviate poi sull’uranio.
Si trovo` che la reazione a catena poteva avere luogo solo quando la massa di
uranio superava una certa quantita`, detta massa critica, dell’ordine della de-
cina di chilogrammi. Nel caso della bomba, dove non si potevano certo usare
i pesantissimi e ingombranti acceleratori, si uso` il sistema di fare collidere
l’una contro l’altra masse considerevoli di uranio 235, tramite urti di velocita`
tali che i nuclei potessero superare la repulsione coulombiana generata dai
protoni per fare intervenire le forze nucleari. Con questo sistema, tutt’altro
che banale da realizzare in pratica, fu progettata e costruita la prima bomba
atomica, che fu fatta esplodere il 16 luglio 1945 ad Alamogordo, nel deserto
del Nuovo Messico. Quel giorno segno` la data d’inizio dell’era nucleare.
Professore di Fisica all’Universita` della California a Berkeley. Nel 1941 venne messo a capo
del progetto Manhattan. Dopo il brillante successo del progetto fece ritorno nell’ambiente
accademico come Presidente dell’Institute of Advanced Studies a Princeton, e continuo`
ad occupare una posizione di altissima responsabilita` nel programma nucleare militare
americano. Tuttavia ne fu estromesso nel 1950 sotto l’accusa di essere potenzialmente
pericoloso per la sicurezza degli Stati Uniti a causa di alcune sue passate frequentazioni
con ambienti legati al Partito Comunista. E` opinione assai diffusa che l’estromissione fosse
in realta` dovuta alla sua opposizione al progetto di costruzione della bomba H.
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Capitolo 2
Elementi di fisica quantistica
2.1 Breve introduzione storica
La fisica quantistica ha una data di nascita precisa ed un luogo di nascita
altrettanto preciso: il 19 ottobre 1900 all’universita` Humboldt di Berlino.
In quel giorno si riun`ı la societa` di fisica tedesca e Max Planck1 presento`
la sua legge (oggi nota appunto con il nome di legge di Planck) sull’energia
radiante assorbita da un corpo nero. Si cap`ı dopo qualche anno che essa
poteva essere derivata ipotizzando che l’energia associata a una radiazione
elettromagnetica si trasmettesse in pacchetti elementari indivisibili chiamati
quanti. In altre parole, l’energia di ogni emettitore o assorbitore elementare
della radiazione non poteva assumere tutti i valori fra 0 e +∞, e dunque essere
emessa o assorbita in forma continua; poteva farlo solo in multipli interi di
una certa costante hν, dove ν e` la frequenza della radiazione elementare
emessa o assorbita e h = 6.63 × 10−27 erg · sec, una costante avente le
1Max Planck (Kiel 1858-Go¨ttingen 1947), Professore all’Universita` di Berlino, premio
Nobel 1918, fu non solo un grande fisico, ma anche lo scienziato forse piu` influente della
prima meta` del XX secolo. L’ente di ricerca scientifica principale della Germania fu da lui
fondato ed e` oggi a lui intitolato.
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dimensioni di un’azione, determinata empiricamente. Questa costante prende
appunto il nome di costante di Planck.
La fisica quantistica fu dunque introdotta allo scopo di supplire all’inade-
guatezza della fisica classica nello spiegare fenomeni di interazione fra materia
e radiazione. Questi non erano solo la radiazione di corpo nero, ma, come
vedremo, l’effetto fotoelettrico, l’annullarsi del calore specifico dei solidi al-
l’annullarsi della temperatura assoluta, gli spettri atomici e la stabilita` stessa
degli atomi.
Infatti gli esperimenti compiuti negli ultimi anni del XIX secolo e nei
primi del XX da una parte suggerivano la necessita` di introdurre l’ipotesi di
un comportamento particellare della luce, oltre a quello classico ondulatorio
di eredita` maxwelliana; dall’altra, di postulare l’esistenza dei livelli discreti
di energia previsti da Planck.
La meccanica quantistica rappresenta il denominatore comune di tutta la
fisica moderna, e anche della chimica, ovvero della fisica atomica, della fisica
nucleare e sub-nucleare (la fisica delle particelle), la fisica dello stato solido,
ecc., a testimonianza della sua estrema potenza concettuale-interpretativa
nonche` della sua vasta applicabilita` al mondo microscopico. Come vedremo,
pero`, si tratta di una teoria piuttosto antiintuitiva ed interpretazione non
facile2; sotto alcuni aspetti, e` rimasta ancora controversa.
2.2 Modelli atomici
All’inizio del XX secolo lo studio dell’atomo aveva raggiunto un buon grado
di conoscenza. Erano noti, infatti, moltissimi spettri di emissione di luce
proveniente dagli atomi: ovvero delle linee discrete e ben distinte, che sugge-
2Famosa e` la frase di Richard Feynman (New York 1917- Los Angeles 1988), Premio
Nobel 1967, considerato da molti il fisico piu` illustre della seconda meta` del XX secolo:
Penso che si possa sicuramente dire che nessuno capisce la meccanica quantistica.
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rivano frequenze differenti altrettanto discrete. Si tenga presente, per capire
la rilevanza del fenomeno, che lo spettro3 luminoso sottoposto alla nostra os-
servazione quotidiana e` invece continuo: la luce che noi vediamo passa dal
rosso al violetto senza soluzioni di continuita`.
Una delle prime osservazioni interessanti avvenne nel 1884 quando Johann
Balmer, insegnante svizzero, osservo` che alcune righe dello spettro di emis-
sione dell’idrogeno non erano continue, ma discrete; la distanza fra l’n-esima
riga e la n+ 1-esima era proporzionale a
1
n3
. Si poneva il problema di come
spiegare queste osservazioni alla luce della teoria elettromagnetica dell’emis-
sione e dell’assorbimento della luce. Infatti verso la fine del XIX secolo le
conferme sperimentali di Hertz e di Righi4 avevano confermato la natura elet-
tromagnetica della radiazione luminosa prevista da Maxwell. Il meccanismo
piu` accreditato per l’emissione e l’assorbimento dell’energia tramite radiazio-
ne elettromagnetica era quello del cosiddetto dipolo oscillante5 Sempre verso
al fine del XIX secolo le prove sperimentali dell’esistenza degli atomi conti-
nuavano ad accumularsi. L’ipotesi dell’esistenza degli atomi, formulata gia`
nell’antichita`6, resuscitata dai chimici all’inzio del XIX secolo per spiegare
la legge di Dalton7 delle proporzioni multiple, afferma che la materia consi-
3In ottica lo spettro e` definito come l’insieme delle frequenze delle onde luminose. In
matematica si definisce spettro di un endomorfismo lineare di uno spazio vettoriale di
dimensione finita in se` l’insieme dei suoi autovalori. Vedremo in seguito la relazione fra
queste due nozioni.
4Augusto Righi (Bologna 1850-Bologna 1920), Professore all’Universita` di Bologna dal
1889, Senatore del Regno, provo` sperimentalmente che le onde elettromagnetiche Hertziane
mostravano i medesimi fenomeni di interferenza e diffrazione delle onde luminose.
5Grosso modo, un dipolo oscillante e` una particella carica che esegue un moto oscil-
latorio. L’elettrodinamica di Maxwell-Hertz prevede che essa emetta radiazione elettro-
magnetica sotto forma di onde di frequenza pari a quella dell’oscillazione, trasformando
l’energia meccanica dell’oscillazione nell’energia della radiazione.
6Democrito di Abdera, Epicuro, Lucrezio,..
7Si ricordi che la legge di Dalton (J.Dalton (1766-1844), chimico inglese) afferma che
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ste nell’aggregato di una moltitudine di atomi identici; conseguenza naturale
di cio` e` che anche la comprensione dell’emissione e dell’assorbimento dell’e-
nergia radiante si debba ricondurre a comprendere il medesimo fenomeno a
livello del singolo atomo.
• Nel modello atomico di J.J.Thomson8, formulato nel 1898, si ipotiz-
zava che l’atomo, piuttosto che la sfera solida e compatta immaginata
da Dalton, fosse costituito da una sfera omogenea carica positivamente,
nel cui centro era collocato l’elettrone, particella puntiforme di carica
negativa pari alla carica positiva totale della sfera in cui era immerso.
Sotto una qualsiasi piccola perturbazione la carica negativa al centro
di una nuvola di carica positiva si sposta, ad esempio verso sinistra, la-
sciando una maggior quantita` di carica positiva sulla destra; ora, poiche`
cariche opposte si attraggono, la sferetta negativa si spostera` sulla de-
stra e cos`ı via, muovendosi di moto oscillatorio. Si genera cos`ı il mec-
canismo del dipolo oscillante di cui sopra: una carica che si muove di
moto oscillatorio con frequenza ν, ed emette un’onda elettromagnetica
di pari frequenza.
• Ernest Rutherford9 (1908-1909) scopr`ı per via sperimentale la costi-
tuzione reale dell’atomo dimostrando che il modello di Thomson doveva
essere abbandonato. Osservo` che quasi tutta la massa dell’atomo ri-
gli elementi chimici possono combinarsi per dare origine ad un composto solo se le loro
proporzioni sono espresse da numeri interi. Ad esempio, due parti di idrogeno e una di
ossigeno fanno l’acqua; quattro parti di idrogeno e una di azoto fanno l’ammoniaca, ecc.
8Sir Joseph John Thomson (Manchester 1856-Cambridge 1940; non deve essere confuso
con William Thomson, Lord Rutherford, di cui in seguito), premio Nobel 1906, fu tra l’altro
lo scopritore dell’elettrone e degli isotopi.
9William Thomson (Spring Grove, Nuova Zelanda, 1871-Cambridge 1937), meglio noto
come Lord Rutherford , titolo nobiliare che gli fu conferito nel 1931, Premio Nobel 1908,
fu uno dei maggiori fisici sperimentali di tutti i tempi.
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sultava concentrata in una porzione molto piccola, il nucleo (sede della
carica positiva), che si collocava al centro; la carica negativa era inte-
ramente portata dagli elettroni, in numero pari alla carica del nucleo
(misurata in multipli della carica dell’elettrone cambiata di segno). La
carica positiva totale del nucleo fu detta da allora in poi numero atomi-
co, e denotata Z. Gli elettroni orbitavano attorno al nucleo come i pia-
neti attorno al sole, mantenendosi ad una distanza dal nucleo enorme,
in proporzione alla grandezza del nucleo medesimo.
• Niels Bohr, fisico danese10, nel 1912-13 riusc`ı, introducendo due po-
stulati di quantizzazione, che ricorderemo subito, ad inquadrare la
struttura atomica osservata da Rutherford in un modello teorico ca-
pace di spiegare tanto gli spettri d’emissione dei gas quanto il sistema
periodico degli elementi. Aspetto essenziale del modello era la con-
clusione che i valori possibili dell’energia dovevano essere discreti, o,
equivalentemente, quantizzati.
Questo fenomeno della quantizzazione dell’energia (in gergo, la scoperta dei
livelli energetici) fu confermata dall’esperienza di Franck-Hertz11 del 1914.
Essa segno` la prima conferma sperimentale diretta dell’esistenza dei quanti
di energia.
10Niels Bohr (Copenhagen 1885-Copenhagen 1961), premio Nobel 1922, fu uno dei mas-
simi fisici del XX secolo. La scuola di Copenhagen, da lui fondata, contribu`ı potentemente
alla diffusione dell’interpretazione ortodossa della meccanica quantistica.
11James Franck (Amburgo 1882-Go¨ttingen 1964), premio Nobel 1925, dovette lasciare
l’Universita` di Go¨ttingen all’avvento del nazismo nel 1933 e si trasfer`ı a Chicago; Gustav
Hertz (nipote di Heinrich, Amburgo 1887-Berlino 1975), premio Nobel 1925 assieme a
Franck.
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2.3 Corpo nero
In fisica un corpo nero e` un oggetto (ideale) che assorbe tutta la radiazione
elettromagnetica incidente e quindi non riflette ne` trasmette alcuna energia;
il corpo nero e` inoltre in equilibrio termico a temeperatura assoluta T con
l’ambiente che lo circonda.
Negli ultimi anni del XIX secolo, alla Technische Hochscule (Politecnico)
di Berlino-Charlottenburg, i due fisici sperimentali Heinrich Rubens e Frie-
drich Kurlbaum studiarono tramite osservazioni sistematiche la distribuzione
dell’energia di un corpo nero in funzione della frequenza ν della radiazione
elettromagnetica. Quello che osservarono fu subito chiamato il fenomeno del-
la ”Catastrofe dell’ultravioletto”, in quanto trovarono risultati contrastanti
tra l’evidenza sperimentale e la teoria nella regione delle frequenze elevate,
che corrispondono alle onde ultraviolette. La curva sperimentale dell’energia
in funzione della frequenza cresceva infatti fino ad arrivare ad un punto di
massimo per poi descrescere in modo esponenziale, cioe` come e−ν . La curva
teorica, invece, calcolata secondo le leggi dell’elettromagnetismo classico, si
comportava analogamente a quella sperimentale fino al punto di massimo,
per poi crescere come ν3.
Planck risolse la catastrofe dell’ultravioletto tramite una formula di inter-
polazione adattata a riprodurre le osservazioni sperimentali; in seguito cap`ı
che la sua formula poteva essere dedotta assumento ipotizzando che l’energia
di assorbimento e di emissione dei costituenti elementari della materia non
fosse continua ma discreta, espressa dai multipli interi della costante che da
lui prende il nome.
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2.3.1 Formula di Planck
L’energia totale di assorbimento o emissione di un corpo nero si puo` scrivere
nel modo seguente:
E =
∫ +∞
0
ρ(ν)dν,
dove ρ(ν) e` la distribuzione di energia assorbita o irraggiata in funzione della
frequenza ν, cioe` l’energia per unita` di frequenza.
Il modello accettato per descrivere la radiazione del corpo nero era quello
di considerare il corpo come costituito da una ammasso di dipoli oscillanti,
cioe` da masse puntiformi cariche che eseguono moti armonici di tutte le pos-
sibili ampiezze, frequenze e fasi. Abbiamo gia` ricordato che una carica che si
muove di moto oscillatorio con frequenza ν emette un’onda elettromagnetica
di pari frequenza.
Si puo` ora dimostrare che ρ(ν) =
8piν2
c3
W , dove W e` l’energia meccanica
media dell’oscillatore. Si puo` dimostrare anche che W = kT , dove k e` la
costante di Boltzmann. Dunque la densita` di energia alla frequenza ν di un
corpo nero, calcolata secondo le leggi classiche, e`:
ρT (ν) =
8piν2
c2
kT,
formula nota come legge di Rayleigh-Jeans12 (1885/90). Ma tale legge non
puo` essere valida, in quanto l’energia totale sarebbe:
E =
∫ +∞
0
ρ(ν)dν = +∞,
perche` l’integrale diverge come ν3. Sappiamo invece che, sperimentalmente,
la curva dell’energia decresce esponenzialmente. Questo fenomeno, come gia`
detto, e` noto con il nome di catastrofe dell’ultravioletto.
12J.O.Strutt (Maldon, Essex, 1842-Milham, Essex 1919), noto come Lord Rayleigh dal
nome del suo titolo nobiliare, premio Nobel 1904, famoso fisico inglese. James Jeans,
(Southport 1877-Dorking 1946), fisico e astrofisico inglese.
49
Una spiegazione potrebbe essere che le leggi possano cambiare in base
alla sostanza considerata e invece la legge di Wien13 dimostra che le leggi di
emissione e assorbimento hanno carattere universale.
Planck propose una legge empirica che interpolasse l’andamento a basse
frequenze con quello ad alte frequenze. Trovo` la formula
ρ(ν) =
8piν2
c3
· hν
e
hν
kT − 1
che in effetti e` un’interpolazione. Infatti secondo tale legge per ν molto grandi
avremo: ρT (ν) ≈ ν3e− hνkT che decresce esponanzialmente. Per ν molto piccoli
sviluppiamo e
hν
kT −1 in serie di Taylor trascurando i termini di second’ordine:
e
hν
kT − 1 = 1 + hν
kT
− 1 + o(ν2) = hν
kT
⇒ ρ(ν) = 8piν
2
c3
· hν
hν
kT
=
8piν2
c3
kT
che e` esattamente la legge di Rayleigh-Jeans. La costante h e` detta costante
di Planck, ed effettuando un calcolo dimensionale si vede subito che e` una co-
stante avente la dimensione di un’energia su una frequenza, cioe` di un’energia
per un tempo, ovvero di un’azione. Infatti hν deve avere le stesse dimensioni
di kT , che ha la dimensione di un’energia. Per calcolare empiricamente h,
Planck impose che la sua formula riproducesse idati sperimentali e trovo` il
valore di: h = 6, 64 · 10−27erg s. Si denota ancora con il nome di costante di
Planck il valore ~ =
h
2pi
.
13Wilhelm Wien (Fischhausen 1864-Monaco 1928), premio Nobel 1911, scopr`ı speri-
mentalmente che le leggi di emissione e assorbimento del corpo nero non dipendono dalla
particolare sostanza.
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2.3.2 I lavori di Einstein del 1905. L’effetto fotoelet-
trico e il calore specifico dei solidi
La legge di Planck non fu considerata subito una scoperta rivoluzionaria,
ma semplicemente una comoda formula di interpolazione empirica, come la
defin`ı Planck medesimo introducendola. Comicio` ad acquistare una certa
importanza nel 1905 grazie alle scoperte di Einstein sull’effetto fotoelettrico
e sull’abbassamento del calore specifico dei solidi.
Come e` noto l’effetto fotoelettrico consiste nell’osservazione che una ra-
diazione elettromagnetica incidente su una superficie metallica vi genera una
corrente elettrica. La corrente si genera pero` solo se la frequenza dell’on-
da incidente supera un certo valore, detto valore di soglia. Einstein penso`
di risuscitare la vecchia teoria corpuscolare della luce risalente a Newton, e
ipotizzo` che la radiazione luminosa fosse costituita da corpuscoli, da lui chia-
mati fotoni, di massa nulla ed energia hν, dove ν e` la frequenza dell’onda
luminosa (elettromagnetica) e h la costante di Planck. In questo modo spiego`
immediatamente l’effetto di soglia: se ν era inferiore al valore critico l’energia
dei fotoni incidenti hν non era sufficiente a mettere in modo gli elettroni di
conduzione del metallo che generano la corrente elettrica.
All’inizio del XX secolo aveva cominciato a svilupparsi la tecnologia del
raffreddamento dei materiali verso lo zero assoluto. A temperature cos`ı basse
si osservo` che i calori specifici dei solidi non si mantenevano piu` costanti ri-
spetto alla temperatura in accordo con la legge classica di Dulong e Petit, ma
si annullavano molto rapidamente all’annullarsi della temperatura assoluta
T . La legge di Dulong e Petit si ricava dalla meccanica statistica classica
assumendo che i solidi abbiano una struttura cristallina in cui ogni atomo
oscilla armonicamente attorno alla sua posizione di equilibrio. La costanza
del calore specifico rispetto alla temperatura e` conseguenza del fatto che il
valor medio canonico dell’energia di ogni oscillatore vale W = kT come ab-
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biamo appena visto. Einstein ebbe l’idea di mettere al posto del valore medio
canonico classico il valore medio che si deduce implicitamente dalla legge di
Planck, e cioe`
W =
hν
e
hν
kT − 1
.
A temperature elevate
hν
kT
<< 1 e sviluppando in serie di Taylor si ritrova
W = kT ; a basse temperature, invece, si trova subito che
W ∼ hνe− hνkT
Dunque per T vicino a 0 W si annulla piu` velocemente di ogni potenza di T
per T ↓ 0, e questo andamento riproduceva i dati sperimentali.
2.3.3 Le scoperte di Rutherford e il modello atomico
di Bohr
Qualche anno piu` tardi, nel 1908, Lord Rutherford introdusse il metodo spe-
rimentale della diffusione (scattering in inglese) di particelle da un bersaglio
per analizzare la struttura dell’atomo. Attraverso il bombardamento di un
atomo con raggi α scopr`ı che il centro dell’atomo doveva avere carica positi-
va, contrariamente al modello di J.J.Thomson, e che la parte interna pesava
migliaia di volte piu` della parte esterna. In particolare scopr`ı che il nucleo
dell’idrogeno era composto da una sola particella di carica uguale a quella
dell’elettrone, ma di segno opposto, e quindi positiva. Questa particella pe-
sava quasi 2000 volte di piu` dell’elettrone, e fu da lui chiamata protone. Tali
scoperte fondamentali distrussero l’idea di Thomson dell’atomo come coco-
mero (un semino di carica negativa immerso in una nuvoa di carica positiva)
e fondarono il modello planetario in uso da allora in poi: l’atomo di numero
atomico Z e` costituito da un nucleo di carica positiva Z portata da Z proto-
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ni14; attorno al nucleo orbitano, attratti ad esso tramite la legge di Coulomb,
Z elettroni negativi.
Il modello di Rutherford, per quanto ampiamente fondato sugli esperi-
menti, poneva un problema teorico molto serio riguardo alla sua stabilita`.
Consideriamo ad esempio il caso piu` semplice, quello dell’idrogeno: un solo
elettrone che orbita attrono ad un solo protone. Poiche` il moto dell’elettrone
e` accelerato, l’elettrodinamica classica prevede che esso emetta radiazione
elettromagnetica; per la conservazione dell’energia totale, l’energia di que-
sta radiazione deve provenire dall’energia meccanica. Quindi dopo un certo
tempo tutta l’energia meccanica si e` trasformata in energia di radiazione e
l’elettrone deve cadere sul nucleo. Insomma un sistema di tipo planetario,
stabile in meccanica se le forze sono newtoniane, diventa instabile se i pianeti
hanno anche una carica elettrica. Inoltre nel processo di perdita di energia
emettendo radiazioni fino a collassare nel nucleo l’elettrone lo spettro della
radiazione emessa dall’elettrone accelerato avrebbe dovuto essere continuo,
in ulteriore contrasto con le osservazioni.
Questa contraddizione fu essenzialmente risolta nel 1913 da Bohr, che pro-
pose un modello teorico della dinamica dell’atomo basandosi tanto sull’idea
dei quanti di Planck che sull’idea del fotone di Einstein.
14Si vide subito, e si scopr`ı in dettaglio in seguito, che il nucleo di tutti gli atomi tranne
l’idrogeno non e` costituito solo da protoni; vi compare un numero almeno pari di neutroni,
particelle di massa circa pari a quella del protone ma elettricamente neutre. Il numero
totale di protoni e di neutroni si indica con A e si chiama numero di massa. Possono
esistere nuclei con diverso A ma uguale Z. Essi si dicono isotopi. Esempi: il deuterio con
A = 2 e Z = 1 (1 protone e 1 neutrone) e` un isotopo dell’idrogeno; le molecole di deuterio,
combinandosi con quelle di ossigeno, formano l’acqua pesante, cos`ı soprannominata perche`
la presenza dei neutroni la fa pesare il doppio dell’acqua normale. Il neutrone, la cui
esistenza fu ipotizzata da Rutherford medesimo nel 1920, fu osservato per la prima volta
dal suo allievo Chadwick (James Chadwick, Bollington 1891, Cambridge 1974; premio
Nobel 1935) nel 1932.
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Bohr parte dalla struttura planetaria osservata da Rutherford, e consi-
dera il caso piu` semplice, quello dell’idrogeno o degli ioni idrogenoidi, cioe`
il sistema formato da un elettrone, con massa me e carica −e, attratto tra-
mite la legge di Coulomb da un nucleo di carica Ze, Z ∈ N. Tratta quindi
esattamente il problema dei due corpi classico. Poiche` il nucleo (protone) ha
massa mN circa 2000Z volte quella dell’elettrone, la massa ridotta
m :=
mNme
mN +me
∼ mNme
mN
= me
coincide con quella dell’elettrone. L’unica differenza col caso newtoniano, del
tutto inessenziale, sta nelle costante moltiplicativa del potenziale V = −k
r
,
dove r e` la distanza elettrone-nucleo. In questo caso ovviamente k = Ze2. Per
questo problema dei due corpi Bohr considera solo l’ulteriore caso particolare
in cui tutte le orbite sono circolari. Se cos`ı e`, l’energia cinetica di ogni moto
circolare, scritta nelle coordinate polari (r, θ), ha l’espressione:
T =
1
2
m(r˙2 + r2ϑ˙2) =
1
2
mr2ϑ˙2
in quanto r˙ = 0.
Ora poiche` il momento della quantita` di moto vale L := mr2ϑ = mr2ω, si
ritrova l’espressione elementare
T =
1
2
Lω.
A questo punto Bohr introduce tre ipotesi rivoluzionarie. Le prime due sono:
• Il momento della quantita` di moto assume tutti e solo i valori multipli
interi positivi di
h
2pi
, cioe` si assume la condizione di quantizzazione
L = n~ (2.1)
da cui si ha
n~ = mr2ω =⇒ r =
√
n~
mω
,
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cioe` i raggi delle orbite (dette orbite di Bohr) sono proporzionali alla
costante di Planck secondo la radice di un naturale;
• L’elettrone non puo` emettere o assorbire energia sotto forma di irrag-
giamento finche` resta sull’orbita, ma solo quando salta da un’orbita
all’altra.
Ricordando che Ze e` la carica del nucleo ed e la carica dell’elettrone, sappia-
mo gia` che il prodotto delle due risulta il numero positivo Ze2 e avremo per
l’Hamiltoniana H del sistema l’espressione:
H = E = T + V = T − Ze
2
r
.
Dobbiamo ora considerare solo i valori negativi dell’energia totale E, perche`
sappiamo che solo in questo caso le traiettorie dei moti del problema dei
due corpi classico sono delle ellissi Kepleriane, e quindi in particolare delle
circonferenze. Sotto le ipotesi precedenti si ha allora:
Proposizione 2.3.1. Sia E < 0. Allora i valori consentiti per l’energia
totale dell’elettrone sono:
{E} = {En}∞n=1 := −
Z2e4m
2n2~2
. (2.2)
A questo punto, prima di dimostrare la proposizione, conviene enunciare la
terza e ultima ipotesi, nota come condizione sulle frequenze di Bohr:
• Un elettrone che salta dall’orbita n1 all’orbita n2 con n1 > n2 ⇒
En1 > En2 emette radiazione elettromagnetica sotto forma di un fotone
di energia hν = En1 > En2 ; puo` invece risalire dall’orbita n2 all’orbita
n1 se assorbe radiazione elettromagnetica sotto forma di un fotone della
medesima energia.
Ora, per la (2.2):
En1 − En2 =
Z2e4m
2~2
(
1
n21
− 1
n22
)
.
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Da qui si ottiene la frequenza della radiazione elettromagnetica emessa o
assorbita dall’elettrone saltando dall’orbita n2 all’orbita n1:
νn1,n2 =
Z2e4
4pi~3
(
1
n21
− 1
n22
)
= R
(
1
n21
− 1
n22
)
.
dove R prende il nome di costante di Rydberg.
Queste frequenze si osservano sperimentalmente esaminando gli atomi idro-
genoidi allo spettroscopio.
Dimostrazione. Si ha:
E = T + V =
1
2
mr2ϑ˙2 − Ze
2
r
.
La forza centrifuga e`: mrω2 = mrϑ˙2; essa dev’essere compensata dalla forza
Coulombiana e dunque deve valere
Ze2
r2
se si vuole che l’elettrone si muova
sull’orbita circolare di raggio r. In formule:
mrϑ˙2 =
Ze2
r2
=⇒ mr2ϑ˙2 = Ze
2
r
da cui, inserendo nell’espressione dell’energia totale:
E =
1
2
mr2ϑ˙2 − Ze
2
r
=
Ze2
2r
− Ze
2
r
= −Ze
2
2r
.
D’altra parte:
mr2ϑ˙2 =
Ze2
r
⇒ Ze
2
mr3ϑ˙2
= 1
e quindi si trova:
E = −Ze
2
2r
· Ze
2
mr3ϑ˙2
= − Z
2e4m
2m2r4ϑ˙2
= −Z
2e4m
2L2
.
Cio` conclude la dimostrazione.
Nonostante l’apparente irrealizzabilita` delle ipotesi precedenti questo risul-
tato fu un grande successo. Infatti esso rappresentava un primo quadro dina-
mico coerente, basato su un modello realistico dell’atomo, in cui un’ipotesi
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di quantizzazione spiegava gli spettri. Pertanto dal 1913 in poi l’idea della
quantizzazione dell’energia comincio` ad essere presa veramente sul serio. Un
anno dopo, nel 1914, Franck e Hertz, come abbiamo gia` ricordato, osserva-
rono direttamente il fenomeno della quantizzazione, che avveniva secondo la
condizione delle frequenze di Bohr. Da quel momento in poi il fenomeno
della quantizzazione non fu piu` messo in discussione.
2.4 La condizione di quantizzazione di Som-
merfeld
Finora abbiamo visto solo dei casi in cui la quantizzazione dell’energia av-
veniva come conseguenza dell’ipotesi di quantizzazione di altre grandezze.
Ad esempio, nel caso dell’atomo di Bohr, del momento angolare. Non ab-
biamo finore esposto una teoria generale, che deve rispondere alla domanda
seguente: dato un sistema meccanico classico qualsiasi, quale procedimento
dobbiamo applicare per trovarne i livelli di energia discreti?
Consideriamo il caso piu` semplice, quello di un sistema hamiltoniano
classico ad un solo grado di liberta`, ammettendo che:
lim
|q|→+∞
V (q) = +∞.
L’Hamiltoniana del sistema e`
H(p, q) =
p2
2m
+ V (q),
con p = mq˙. Da questa si deducono le equazioni del moto:
p˙ = −∂H
∂q
, q˙ =
∂H
∂p
(2.3)
In questo caso e` noto, e l’abbiamo gia` ricordato, che tutte le sueprfici a
energia costante {(p, q) |H(p, q) = E} sono compatte, e che i moti di energia
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E sono tutti periodici. Il periodo vale:
T (E) =
∫ q−(E)
q+(E
dq√
2
m
[E − V (q)]
Sappiamo anche che in simili condizioni ci si aspetta che l’energia E non
possa assumere tutti i valori, ma solo una successione di valori discreti. La
domanda e`: come trovare questi valori? Vediamo ora la risposta trovata da
Sommerfeld nel 1915, e che costituisce a tutt’oggi, pur non essendo esatta,
un’ottima approssimazione.
2.4.1 La condizione di quantizzazione nel caso di un
solo grado di liberta`
Facciamo la seguente ipotesi, detta condizione di quantizzazione di Som-
merfeld15 (1915): ∮
pdq :=
∫ q+(E)
q−(E)
pdq = n~. (2.4)
Interpretazione della formula
Questa formula richiede un’interpretazione dettagliata, che ora esporre-
mo.
1. Poiche´ si conserva l’energia, abbiamo:
p = ±
√
2m[E − V (q)]
Il moto, lo sappiamo, e` periodico nell’intervallo di estremi q±(E); que-
sti sono i punti di inversione, chiamati cos`ı perche` quando il mobile vi
15Arnold Sommerfeld (Ko¨nigsberg 1868-Monaco 1951) fu una grande figura della fisica
matematica del tardo XIX secolo e della prima meta` del XX. Alla sua scuola all’Universita`
di Monaco si formo` una schiera di illustri fisici. Fra gli altri, i gia` ricordati Werner
Heisenberg e Wolfgang Pauli.
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arriva si ferma e torna indietro. Essi sono dati da due soluzioni conse-
cutive dell’equazione V (q) = E. Nell’andare da q−(E) a q+(E) il punto
compie un ciclo completo, impiegando un periodo; naturalmente nel-
l’andare da q− a q+ si calcola p con un segno della radice e nel tornare
il segno opposto. Per definizione dunque l’integrale al primo membro
della (2.4), detto integrale ciclico, avra` l’espressione: e dunque si trova:∮
p dq :=
∫ q+(E)
q−(E)
√
2m[E − V (q)]dq (2.5)
Quest’ultimo integrale e` detto integrale di azione sotto la forma
di Jacobi.
2. Ponendo: ∫ q+(E)
q−(E)
√
2m[E − V (q)]dq := J(E) (2.6)
possiamo riscrivere la condizione di quantizzazione in questa forma,
J(E) = nh
cioe` l’azione deve essere multiplo intero della costante di Planck. Se
la funzione E 7→ J(E) e` invertibile, allora i livelli di energia sono dati
dalla formula
En = J
−1(nh) (2.7)
Proviamo ora che E 7→ J(E) e´ invertibile. Infatti:
J(E) =
∫ q+(E)
q−(E)
√
2m[E − V (q)]dq =⇒
dJ(E)
dE
=
∫ q+(E)
q−(E)
dq√
2
m
[E − V (q)]
> 0.
Si noti che i contributi provenienti dalle derivate degli estremi sono
nulli perche` l’integrando si annulla ivi. Pertanto la funzione E 7→ J(E)
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e` strettamente crescente e quindi invertibile. Dunque la condizione di
Sommerfeld determina esplicitamente livelli di energia.
Esempio 2.4.1 (Oscillatore armonico). Dimostriamo che, nel caso del poten-
ziale armonico:
V (q) =
mω2
2
q2
si trova
En = nω~.
L’Hamiltoniana di questo sistema e`
H(p, q) =
p2
2m
+m
ω2
2
q2.
Troviamo i punti d’inversione:
E = m
ω2
2
q2 ⇒ q±(E) = ±
√
2E
ω
√
m
L’integrale che vogliamo calcolare diventa
J(E) =
∫ √2E
ω
√
m
−
√
2E
ω
√
m
√
2m[E − mω
2
2
q2]dq
Facciamo la sostituzione q =
√
2E
ω
√
m
u, da cui dq =
√
2E
ω
√
m
du. L’intervallo di
integrazione diventa [−1, 1]. Dunque:
J(E) =
2
√
mE
ω
√
m
∫ 1
−1
√
E − Eu2du = 2
√
mE
ω
√
m
∫ 1
−1
√
1− u2du = 2piE
ω
Pertanto:
J(E) =
∮
pdq =
2piE
ω
.
Quindi nel caso dell’oscillatore armonico la condizione di quantizzazione
J(E) = nh implica che i valori quantizzati dell’energia (livelli energetici)
sono:
En = nh
ω
2pi
= n~ω
con n = 1, 2, ...
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2.4.2 Instrinsicita` della condizione di quantizzazione
Questo paragrafo puo` essere saltato, assieme al successivo 2.4.3
Un ovvio requisito fondamentale di ogni condizione di quantizzazione e`
che sia intrinseca, cioe` che assuma la stessa forma in ogni sistema di coor-
dinate. In meccanica Hamiltoniana questa invarianza deve valere rispetto
alle trasformazionicanoniche, che sono quelle particolari trasformazioni di
coordinate che lasciano invariata la forma delle equazioni di Hamilton.
Procediamo ora a fare vedere, limitandoci sempre al caso dell’hamiltonia-
na unidimensionale, che la condizione di Sommerfeld e` intrinseca. Conside-
riamo una trasformazione di coordinate:
C : R2←→R2 : (p, q) :←→(x, y)
da cui:
(p, q) = C−1(x, y)
La nuova hamiltoniana, cioe` l’immagine di H(p, q) rispetto alla trasforma-
zione, e´ (H ◦ C−1)(x, y) =: K(x, y). Le equazioni di Hamilton associate
sono
x˙ = −∂K
∂y
, y˙ =
∂K
∂x
Per vedere se la trasformazione e` canonica, cioe` che l’immagine dei moti
nelle vecchie coordinate sono i moti nelle nuove, generati da K, bisognerebbe
verificare che
(x(t), y(t)) = C(p(t), q(t)).
In realta` a noi basterebbe dimostrare che:∮
pdq =
∮
xdy.
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Tuttavia per verificare quest’uguaglianza ci serviamo del teorema di Stokes 16
tramite la caratterizzazione consueta delle trasformazioni canoniche che ora
ricorderemo. Nel caso piu` semplice delle 1− e 2-forme differenziali, il teorema
di Stokes afferma quanto segue: considerate in R2 la 1−forma ω1 = pdq e la
2-forma ω2 = dp∧dq, ovvero ω2 = d(ω1), definite su un aperto semplicemente
connesso Ω ⊂ R2 con frontiere ∂Ω regolare, si ha:∫
∂Ω
ω1 =
∫
Ω
dω2.
Inoltre le trasformazioni canoniche sono caratterizzate dal seguente teorema:
Teorema 2.4.1. Condizione necessaria e sufficiente affinche´ la trasforma-
zione C : R2 ↔ R2, (p, q)→ (x, y) sia canonica e` che conservi ω2, ovvero:
dp ∧ dq = dx ∧ dy.
Ora, per il teorema di Stokes, si ha:∫
∂Ω
pdq =
∫
Ω
dp ∧ dq
dove ∂Ω := {(p, q) ∈ R2 : H(p, q) = E}, ovvero i punti (p, q) appartenenti a
∂Ω sono tali che:
p2
2m
+ V (q) = E.
Si ottiene pertanto:∫
∂Ω
ω1 =
∮ q+
q−
pdq =
∫
Ω
dp ∧ dq =
∫
C(Ω)
dx ∧ dy =
∮
∂C(Ω)
xdy
e quindi la condizione di quantizzazione di Sommerfeld e` invariante rispetto
ad ogni trasformazione canonica e quindi e` intrinseca.
16Vladimir I.Arnold (Odessa 1937-Parigi 2010, uno dei piu` grandi matematici della
seconda meta` del XX secolo) lo chiama Teorema di Newton, Leibnitz, Gauss, Green, Stokes
e Poincare´, per sottolineare il fatto che si tratta essenzialmente della generalizzazione del
teorema fondamentale del calcolo integrale (Newton-Leibniz) alle situazioni piu` complicate
di integrali multipli, superfici, ecc.
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Esempio 2.4.2. Nel caso dell’oscillatore armonico si ha V (q) =
mω2
2
q2, e
dunque i punti della frontiera ∂Ω l’ellisse
p2
2m
+
mω2
2
q2 = E.
di semiassi a =
√
2m e b =
1
ω
√
2
m
. Il dominio Ω sara` l’interno dell’ellisse:
Ω := {(p, q) ∈ R2 : H(p, q) ≤ E}.
2.4.3 Dimostrazione della formula di Planck
Torniamo alla distribuzione di Planck:
ρ(ν) =
8piν2
c2
W =
8piν2
c2
hν
e
hν
kT − 1
(2.8)
e dimostriamo la sua validita` a partire dalla condizione di quantizzazione di
Sommerfeld. Essa implica che l’energia di ogni singolo oscillatore puo` assu-
mere solo i seguenti valori quantizzati: E = {En}∞n=1 con En = n~ω = nhν.
Ricordiamo ora che:
W = − ∂
∂β
logZ(β), Z(β) =
∫∫
R2
e−βW (p,q)dpdq
dove, al soito
W (p, q) = E =
p2
2m
+
k
2
q2 =
p2
2m
+
mω2
2
q2,
k
m
= ω2 = (2piν)2.
Per prima cosa andiamo a calcolare Z(β) tenendo conto del fatto che l’energia
del singolo oscillatore non e` piu` contina:
• Operiamo un cambiamento di variabili:
q =
√
2√
mω
y p =
√
2mx
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da cui
dqdp =
√
2√
m
1
ω
√
2mdxdy =
2
ω
dxdy, W = E = x2 + y2
e quindi
Z(β) =
2
ω
∫ ∫
R2
e−βEdxdy
• passiamo alle coordinate polari:
x = ρ cos θ, y = ρ sin θ ⇒ dxdy = ρdρdθ.
Pertanto:
Z(β) =
1
2
2
ω
∫ 2pi
0
∫ +∞
0
e−βρ
2
d(ρ2)dθ =
1
2ν
∫ +∞
0
e−βρ
2
d(ρ2).
Qui ρ2 per i cambiamenti di parametri che abbiamo fatto e` l’energia:
quindi per ipotesi assume solo i valori discreti {En}∞n=1; dunque e−βρ2
valutata a ρ2 = En risulta una funzione semplice e quindi l’integrale
vale
Z(β) =
1
2ν
+∞∑
0
e−βnhν =
1
2ν
+∞∑
0
(e−βhν)n =
1
ν
1
1− e−βhν
per la convergenza uniforme della serie geometrica con ragione minore
di 1.
Una volta calcolato Z(β) possiamo calcolare W :
W = − ∂
∂β
logZ(β) = −Z
′(β)
Z(β)
= −(1− e−βhν) · hνe
−βhν
(1− e−βhν)2
= − hνe
−βhν
1− e−βhν =
hν
eβhν − 1 .
Inserendo questo valore nella formula (2.8)
ρ(ν) =
8piν2
c3
W
si ritrova la legge di Planck.
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2.4.4 I livelli di energia dell’atomo di idrogeno.
Lo studio degli atomi di idrogeno ci riporta di fatto al problema dei due
corpi. Sappiamo che i moti dei due corpi sono piani quando il momento della
quantita´ di moto G, che e´ una costante del moto, e` diverso da 0.
Scriviamo pertanto la Lagrangiana in coordinate polari piane (ρ, θ):
L = T − V = 1
2
m(ρ˙2 + ρ2θ˙2)− V (ρ)
Il momento della quantita´ di moto e` G = mρ2θ˙ = cost 6= 0.
Calcoliamo l’Hamiltoniana del sistema. Essendoci due gradi di liberta`, ci
saranno due impulsi hamiltoniani coniugati pρ e pθ in corrispondenza alle
velocita` lagrangiane generalizzate ρ˙ e θ˙:
pρ =
∂L
∂ρ˙
, pθ =
∂L
∂θ˙
.
Ora,
pρ = mρ˙ ⇒ ρ˙ = pρ
m
pθ = mρ
2θ˙ = G ⇒ θ˙ = G
mρ2
⇒ L = 1
2
mρ˙2 +
1
2
mρ2
G2
m2ρ4
− V (ρ)
E´ importante notare che in questo modo si e` eliminata la dipendenza da θ e
dunque rimane un solo grado di liberta`, la coordinata radiale ρ. .
H(pρ, ρ) = pρρ˙(pρ, ρ) + pθθ˙(pρ, ρ)− L(ρ, ρ˙(ρ, pρ), θ, θ˙(ρ, pρ)) =
pρ
m
pρ + pθ
pθ
mρ2
− 1
2
m
(pρ
m
)2
− 1
2
mρ2
(
pθ
(mρ2)2
)2
+ V (ρ) =
=
p2ρ
2m
+
p2θ
2mρ2
+ V (ρ) =
p2ρ
2m
+
G2
2mr2
+ V (ρ)
Riscrivendo l’Hamiltoniana sotto la forma:
H(pρ, ρ) =
p2ρ
2m
+ VG(ρ); VG(ρ) =
G2
2mr2
+ V (ρ)
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vediamo che essa ha la forma tale da consentire l’applicazione della regola di
quantizzazione di Sommerfeld.
Per calcolare i livelli di energia dobbiamo quindi scrivere la condizione:∮
pρdρ = n~
dove: pρ =
√
2m
(
E − 1
2
G2
mρ2
− V (ρ)
)
Quindi si ha: ∮
pρdρ =
√
2m
∫ ρ+(E,q)
ρ−(E,q)
√
E − 1
2
G2
mρ2
− V (ρ) dρ.
Dobbiamo esplicitare l’energia E. Ammettiamo che:
• l’energia E sia negativa (E < 0 perche` le orbite kepleriane hanno
energia negativa);
• V (ρ) = −Ze
2
ρ
(potenziale Coulombiano) e quindi V ′(ρ) =
Ze2
ρ2
Definiamo:
F (E,G, ρ) := −1
2
G2
mρ2
+
Ze2
ρ
+ E
Ora, F ′(ρ) =
G2
mρ3
+
Ze2
ρ2
= 0 ⇒ ρ = G
2e2
.
La funzione F si annulla in unico punto e facendo la derivata seconda ci
accorgiamo immediatamente che e` un punto di minimo.
Ora calcoliamo l’integrale Jr :=
∮
pρdρ :
Jr =
√
2m
∫ ρ+(E,G)
ρ−(E,G)
√
E − 1
2
G2
mρ2
+
Ze2
ρ
=
√
2m
∫ ρ+
ρ−
√
−A+ 2B
ρ
− C
ρ2
dρ
dove: A = −E, 2B = Ze2, C = 1
2
G2
m
.
Una volta svolto l’integrale si ottiene:
Jr =
√
2m(−
√
C +
B√
A
) ⇒ Jr +
√
2m
√
C =
√
2m√
A
B.
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Quindi:
A = −E = 2mB
2
(Jr +
√
2mC)2
⇒ E = −2
m
4
(Ze2)2
(Jr +G)2
= −m(Ze
2)2
2L2
e poiche´ vale la condizione di Sommerfeld L = nh, otteniamo i Livelli di Bohr:
En = −m(Ze
2)2
2n2h2
.
2.5 Sistemi a piu` gradi di liberta`
Abbiamo visto la regola di quantizzazione dell’energia di Sommerfeld nel caso
del punto che si muove sulla retta. Abbiamo studiato il caso dell’oscillatore
armonico e dell’atomo di idrogeno. I problemi pero´ non sono quasi mai
unidimensionali. Studiamo dunque sommariamente il caso successivo oiu`
semplice, n = 2, che presenta d’altra parte tutte le difficolta` di n generico.
Se n = 2 il vettore q ha componenti q1 e q2 e come potenziale V (q) : R
2 →
R prendiamo una funzione regolare tale che ||V (q)|| → ∞ per ||q|| → ∞,
avente un punto di minimo stretto all’origine. Il luogo ΣE dei seguenti punti:
ΣE := {(q1, q2)|V (q1, q2) ∈ E}.
e` geometricamente una curva piana compatta. Vediamo di ricordare perche`.
Prendiamo per cominciare un caso particolare per capire cosa significa. Svi-
luppiamo V in serie di Taylor attorno all’origine:
V (q1, q2) = V (0, 0) + aq1 + bq2 + a11q
2
1 + 2a12q1q2 + a22q
2
2 + ...,
ai =
∂V
∂qi
, aij =
∂2V
∂qi∂qj
Senza ledere la generalita`, possiamo sempre supporre V (0, 0) = a = b = 0,
perche` se cos`ı non fosse possiamo sempre riportarci a questo caso tramite un
cambiamento di variabili lineare. Dunque:
V (q1, q2) = a11q
2
1 + 2a12q1q2 + a22q
2
2 + ...
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Troncando lo sviluppo ai termini quadratici otteniamo:
E = a11q
2
1 + 2a12q1q2 + a22q
2
2 (2.9)
Poiche` l’origine e` un punto di minimo stretto, la matrice Hessiana
HessV (0, 0) =
 a11 a12
a12 a22

e` definita positiva. Pertanto la (2.9) definisce un’ellisse, che e` una curva
piana chiusa compatta, frontiera di un aperto compatto. Nel caso generale,
assumendo che sia
∇ V (q1, q2)|q∈ΣE 6= 0
si puo` dimostrare che ΣE e` ugualmente una curva piana chiusa e compatta,
frontiera di un aperto compatto.
In due dimensioni, quindi, la frontiera della regione accessibile al moto
V (q) ≤ E, che in una dimensione era costituita dai due punti di inversione
q±(E), diventa la curva piana chiusa e compatta ΣE. In tre dimensioni sara`
una superficie bidimensionale, ecc.
Il moto ha luogo nell’aperto di frontiera ΣE. In una dimensione e` sempre
periodico, ma in due dimensioni in generale non lo sara`.
Sommerfeld ipotizzo´ che le condizioni di quantizzazione dovessero essere
tante quante il grado di liberta´ e suppose che il moto fosse periodico in
ciascuna coordinata, ottenendo cos`ı le condizioni di Sommerfeld per l
gradi di liberta` (1916):∮
pidq1 = ni~, i = 1, ...l
dove l e` il numero dei gradi di liberta`.
Come nel caso unidimensionale, i livelli sono definiti da un procedimento
di inversione che permette di esprimere l’energia E in funzione dei numeri
quantici (n1h, . . . , nlh).
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Tramite queste condizioni fu possibile spiegare i seguenti due effetti quan-
tistici:
• L’effetto Zeeman (scoperto nel 1901 da Peter Zeeman, fisico olandese):
consiste nella separazione delle linee spettrali dell’idrogeno (e in genera-
le di ogni atomo) sottoposto all’azione di un campo magnetico esterno
(cioe` diverso da quello generato dal moto delle cariche Coulombiane di
protoni ed elettroni, detto interno).
• l’effetto Stark (scoperto nel 191417: consiste nella separazione delle
linee spettrali dell’idrogeno (e in generale di ogni atomo) sottoposto
all’azione di un campo elettrico esterno.18
Si ricordi che la condizione di Sommerfeld studiata nel caso unidimensionale
e` intrinseca, cioe` e` la stessa in qualunque sistema di coordinate canoniche.
Ebbene nel 1917 Einstein fece notare che le condizioni di Sommerfeld non
sono in generale intrinseche, e trovo` quelle che in realta` lo sono. Dimostroo`
infatti che le condizioni invarianti sono le seguenti:∮
γ
k=1∑
l
pkdqk = n~.
Dunque e` la somma a essere invariante, non i singoli integrali
∮
pk, dqk,
purche´ γi sia omeomorfo all’i−esimo ciclo fondamentale del toro l-dimensionale
T l = S1 × ...× S1 (l volte).
Nonostante la teoria dei quanti fosse l’argomento piu` attuale del momen-
to, e nonostante Einstein fosse il fisico piu` affermato del periodo, questo suo
17Da Johannes Stark (Schickenhof 1874-Traunstein 1957), premio Nobel 1919. Stark
fu un fervente nazista e violento antisemita, risoluto oppositore della relativita` e della
meccanica quantistica, da lui definite frutti della fisica giudaica.
18In realta` l’effetto fu osservato indipendentemente un mese prima di lui da Antoni-
no LoSurdo (Siracusa 1880-Roma 1949), Professore all’Universita` di Roma e fondatore
dell’Istituto Nazionale di Geofisica, che pero` non ne cap`ı la natura.
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contributo fu del tutto ignorato, per mancanza di esempi esplicti in cui le sue
condizioni fossero in effetti differenti da quelle di Sommerfeld. Per aspettare
che arrivassero degli esempi concreti in cui le condizioni di Sommerfeld erano
in effetti inapplicabili mentre quelle di Einstein lo erano si dovette aspettare
piu` di 50 anni.
2.5.1 Il tramonto della teoria semiclassica e l’alba della
meccanica quantistica
Dunque attorno al 1920 la teoria dei quanti, come la si chiamava allora19 ave-
va acquistato il rango di una teoria fisica vera e propria: era stato elaborato
un metodo che consentiva di calcolare i livelli di energia quantizzati a partire
dalla funzione hamiltoniana classica del dato sistema meccanico.
Nell’autunno del 1923 Max Born20 e il suo giovanissimo assistente Werner
Heisenberg21 si accinsero a calcolare i livelli di energia dell’atomo di elio per
spiegare gli spettri osservati. La struttura osservata dell’atomo di elio He
comporta un nucleo composto da 2 neutroni e 2 protoni, dunque un numero
atomico pari a 2 e numero di massa pari a 4. Attorno al nucleo orbitano due
elettroni.
Calcoliamo la funzione hamiltoniana classica. Poiche` il nucleo pesa circa
4000 volte piu` degli elettroni lo si puo` con ottima approssimazione considerare
19Oggi la si chiama vecchia teoria dei quanti, o teoria semiclassica di Bohr-Sommerfeld.
20Max Born (Breslavia 1882-Bad Pyrmont 1970), Premio Nobel nel 1954, fu una delle
maggiori figure della fisica del XX secolo, sia per i suoi contributi individuali che per la
grande scuola da lui costituita all’Universita` di Go¨ttingen, che fu costretto ad abbando-
nare nel 1933 all’avvento del nazismo, trasferendosi ad Edinburgo. Il nome meccanica
quantistica per designare la scienza del moto a livello microscopico fu introdotto da lui.
21Werner Heisenberg (Wu¨rzburg 1901- Monaco 1976), premio Nobel 1932, fu uno dei
massimi fisici teorici di tutti i tempi. A lui si deve tra l’altro la prima introduzione del-
l’odierna meccanica quantistica (1925) e la formulazione del principio di indeterminazione
(1927).
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fermo, e mettere ivi l’origine degli assi. Dette ~r1 ∈ R3 e ~r2 ∈ R3 le coordinate
dei due elettroni, il potenziale totale delle forze vale
V = −Ze
2
|~r1| −
Ze2
|~r2| +
e2
|~r1 − ~r2| .
Infatti i primi due termini rappresentano il potenziale delle forze di attrazione
coulombiane fra ciascun elettrone e il nucleo, mentre il terzo termine e` il
potenziale della repulsione coulombiana fra i due elettroni. Denotando ~p1 =
m~v1 ∈ R3, ~p2 = m~v2 ∈ R3 gli impulsi degli elettroni, l’Hamitoniana totale
H = T + V : R12 → R si scrive cos`ı:
H =
~p 21
2m1
+
~p 22
2m2
− Ze
2
|~r1| −
Ze2
|~r2| +
e2
|~r1 − ~r2| .
Questa Hamiltoniana coincide con quella del problema dei tre corpi della
meccanica celeste, dove i tre corpi sono tre corpi qualsiasi del sistema pla-
netario. Ad esempio, il Sole e due pianeti; oppure Sole, pianeta e satellite,
o un pianeta e due satelliti, ecc. La sola differenza e` il segno della costan-
te che moltiplica il termine di interazione fra gli elettroni, che in meccanica
celeste e` negativo perche` le forze in gioco sono quelle newtoniane, sempre
attrattive. In questo caso naturalmente m1 = m2 perche` gli elettroni sono
identici. Naturalmente il significato delle costanti e` diverso, ma analitica-
mente il problema e` identico. Si tratta di un problema molto difficile, con
una storia molto ricca. Born e Heisenberg riuscirono a calcolare i livelli di
energia con ottima approssimazione, ma scoprirono che i valori calcolati per
le righe spettrali non coincidevano con quelli osservati. Differivano per la
terza cifra decimale. Conclusione: le condizioni di Sommerfeld non potevano
funzionare per sistemi con piu´ di un grado di liberta`.
Occorrevano idee nuove. Il primo ad averle fu Heisenberg stesso, nel giu-
gno del 1925, e da queste nacque l’odierna meccanica quantistica, che prevede
gli spettri con precisione assoluta. E la teoria dei Bohr-Sommerfeld? Dopo
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anni di intensa ricerca si arrivo` alla conclusione che le regole di quantizza-
zione Sommerfeld costituiscono solo un’approssimazione dei livelli di energia
quantistici, che riproduce i valori esatti nel solo caso dell’atomo di idrogeno.
Essa pero` e` lungi dall’essere scomparsa dalla fisica. Oggi si sa che la teoria di
Bohr-Sommerfeld fornisce ottime approssimazioni per tutti i livelli energetici
corrspondenti a numeri quantici elevati.
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Capitolo 3
Nozioni elementari di
meccanica quantistica
3.1 Le onde di materia e l’equazione di Schro-
dinger
3.1.1 Le onde di materia
Nel 1923 Louis de Broglie1 studio` il problema procedendo in modo molto
originale; ipotizzo` l’esistenza di onde di materia associate ad ogni corpuscolo
materiale e ne ricavo` la lunghezza, nota oggi come lunghezza d’onda di de
Broglie.
Il suo ragionamento fu sostanzialmente il seguente. La relazione di Ein-
stein E = hν dice che all’onda elettromagnetica di frequenza ν e` associato
un corpuscolo di energia ad essa proporzionale, la costante di proporzionalita`
1Il principe Louis Victor de Broglie (Dieppe 1892-Louveciennes 1987), Premio Nobel
nel 1929, Professore alla Sorbona a Parigi, fu un’altra grande figura della fisica del XX
secolo. Divenne in seguito avversario dell’interpretazione che la scuola di Copehagen dava
della sua visione ondulatoria della materia, perche`, al pari di Einstein, non accetto` mai
l’interpretazione probabilistica.
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essendo la costante di Planck. D’altra parte, E/c ed impulso ~p sono le com-
ponenti temporale e spaziali, rispettivamente, di un tetravettore nello spazio
di Minkowski. De Broglie penso` quindi che la covarianza relativistica doves-
se necessariamente implicare che, se all’onda era associata un corpuscolo di
energia pari alla costante di Planck moltiplicata per la frequenza, al corpu-
scolo deve essere associata un’onda. Per trovarne la lunghezza λ, osserviamo
che:
E
c
=
hν
c
=
h
λ
poiche´ per definizione la lunghezza d’onda vale la velocita` dell’onda divisa
per la frequenza: λ =
c
ν
. Se E/c e p sono componenti temporale e spaziali
dello stesso tetravettore di Minkowski2, l’ipotesi naturale per la lunghezza e`
assumere p =
h
λ
. Riassumendo: l’invarianza relativistica suggerisce quanto
segue:
se ammettiamo che all’energia venga associata un’onda elettromagnetica
(E = hν), allora dovremo ammettere anche che all’impulso debba essere
associata un’onda di lunghezza (lunghezza d’onda di De Broglie)
λ =
h
p
La conclusione e` la seguente: si assume che ad ogni particella di massa
m e velocita` v sia associata un’onda, detta onda di materia3, di
lunghezza pari a λ =
h
p
.
Esercizio 3.1.1 (Caso Macroscopico).
Supponiamo che un individuo abbia massa m pari a 82 kg e si muova a una
velocita` pari a 103 [ cm
s
] Trovare la relativa lunghezza d’onda di De Broglie.
2Qui in realta` un bivettore, perche` stiamo considerando il caso semplificato del moto
rettilineo
3De Broglie la chiamava onda pilota.
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Soluzione. Sappiamo che p = mv e che λ =
h
p
. Sostituendo i dati otteniamo:
λ ∼ 6.64× 10
−27
82× 1000× 1000 ∼ 10
−34cm
Otteniamo un’onda la cui lunghezza e` del tutto trascurabile, non solo macro-
scopicamente, ma anche miscroscopicamente. Infatti un atomo di idrogeno
e` assimilabile ad una sfera di raggio 10−8 cm, e il suo nucleo (il protone) ad
una sfera di raggio 10−13 cm
Esercizio 3.1.2 (Caso Microscopico).
Supponiamo che un elettrone, che ha massa m pari a circa 10−28 g, si muova a
una velocita` pari a 104 [
cm
s
] (100 m/s). Trovare la relativa lunghezza d’onda
di De Broglie.
Soluzione. Sappiamo che p = mv e che λ =
h
p
. Sostituendo i dati otteniamo:
λ ∼ 6.64× 10
−28
10−27 × 104 ∼ 6.64× 10
−5cm = 0.664 micron
Questa lunghezza d’onda e` osservabile e non trascurabile microscopicamente.
L’onda di materia permette anche di enunciare un criterio empirico per
stabilire a che livello di microscopicita` entrino in gioco i fenomeni quantistici:
quando le dimensioni dell’ambiente sono confrontabili con la lunghezza
d’onda di De Broglie dell’oggetto in moto i fenomeni quantistici non possono
essere trascurati.
Dunque il suggerimento di De Broglie era che a livello microscopico si
dovesse abbandonare il concetto di corpuscolo materiale individuale e che la
materia presentasse invece un comportamento ondulatorio. Si poneva ovvia-
mente il problema di determinare se e fino a che punto questo suggerimento
trovasse conferme sperimentali.
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Nel 1927 due fisici americani, Davisson e Germer4, fecero un esperimento
tramite il quale confermarono che anche le particelle posseggono comporta-
menti ondulatori. L’esperimento consisteva nel mandare fasci di elettroni, ac-
celerati tramite un campo elettrico, contro un cristallo dietro al quale era po-
sto uno schermo. Osservando lo schermo si notarono fenomeni di interferenza
e rifrazione simili a quelli della luce. Quindi gli sperimentatori conclusero che
anche gli elettroni avevano comportamento ondulatorio, e trovarono che la
lunghezza d’onda era pari a λ =
h
p
come ipotizzato da De Broglie. Quasi
contemporaneamente le loro conclusioni furono confermate dagli esperimenti
di G.P.Thomson, fisico inglese.5
Dunque a particella materiale puo` comportarsi sia come onda
che come corpuscolo: questo e` il dualismo onda-particella, o onda-
corpuscolo.
Per determinare completamente un fenomeno ondulatorio, lo sappiamo,
occorre conoscere non solo la lunghezza dell’onda, ma anche la sua ampiezza.
Ricordiamo a titolo d’esempio il caso piu` semplice possibile, quello dell’onda
sinusoidale:
x ∈ R 7→ F (x) = A sin(kx− φ)
Qui A ∈ C e` l’ampiezza, φ ∈ R la fase, T = 2pi/k il periodo, ν = k/2pi
la frequenza, λ = cν = ck/2pi la lunghezza. In questo caso l’ampiezza A e`
costante. In generale, dipendera` da x. Questo e` anche un esempio di onda
monocromatica, cioe` avente una sola frequenza6. In generale le onde saranno
4Clinton Davisson (Bloomington 1881-Charlottesville 1957), premio Nobel 1937, e
Lester Germer (Chicago 1896-Chicago1971)
5Sir George P.Thomson, (Cambridge 1892-Cambridge 1971, figlio di Sir J.J.Thomson),
premio Nobel 1937 assieme a Davisson.
6E` noto dall’ottica che onde elttromagnetiche di particolari frequenze definite
individuano i colori.
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combinazioni lineari di onde sinusoidali, quindi in generale non possiedono
una frequenza definita.
Nel 1925 il fisico austriaco Erwin Schro¨dinger7, all’epoca Professore all’U-
niversita` di Zurigo, si pose il problema di trovare l’ampiezza, da lui denotata
ψ(x), dell’onda di materia associata al corpuscolo, avente la lunghezza di De
Broglie λ =
h
p
.
3.1.2 L’equazione di Schro¨dinger 1-dimensionale
Ricaviamo8, seguendo il suo ragionamento originale pubblicato nel 1926, l’e-
quazione di Schro¨dinger nel caso di un punto materiale di massa m mobile
sull’asse delle x.
Ipotesi.
• Supponiamo che l’onda di materia sia un’onda stazionaria monocroma-
tica di ampiezza ψ(x) che si propaga in un mezzo di indice di rifrazione
n(x) =
2pi
λ(x)
;
• Supponiamo che la lunghezza dell’onda sia quella di De Broglie.
Per la prima ipotesi, sappiamo dall’ottica che l’ampiezza dell’onda deve
soddisfare la seguente equazione:
d2ψ
dx2
+ n2(x)ψ(x) = 0 (3.1)
7Erwin Schro¨dinger (Vienna 1887-Dublino 1961), premio Nobel 1932, creatore della
meccanica ondulatoria, non accetto` mai l’interpretazione probabilistica di cui in seguito.
Nel 1927 fu chiamato a succedere a Max Planck sulla cattedra di Fisica teorica dell’Uni-
versita` di Berlino. Nel 1933, all’avvento del nazismo, lascio` volontariamente la Germania
per trasferirsi a Dublino, dove si occupo` principalmente di biologia.
8E` bene notare che si usa qui il verbo ricavare in un senso differente da quello consueto
in matematica. L’equazione che otterremo non segue da un ragionamento matematico, ma
da una catena di considerazioni per analogia e per plausibilita`, come avviene sovente per le
scoperte importanti in fisica. La matematizzazione, quando possibile, segue a posteriori.
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Inoltre, poiche` si tratta di onde di materia associate a un corpuscolo di massa
m che si muove sulla retta sotto l’azione di una forza di potentiale V (x),
la conservazione dell’energia E =
p2
2m
+ V (x) permette come sappiamo di
ricavare l’impulso del corpuscolo: p =
√
2m(E − V (x)).
Dalla seconda ipotesi e da (3.1.2) si ottiene:
n2 =
2pi2
λ(x)2
=
p2
h2
(2pi)2 =
(
1
~
)2
2m[E − V (x)].
Sostituendo in (3.1) si ottiene:
d2ψ
dx2
+
(
1
~
)2
2m(E − V (x))ψ(x) = 0⇒ ~
2
2m
d2ψ
dx2
− V (x)ψ(x) + Eψ(x) = 0
da cui
− ~
2
2m
d2ψ
dx2
+ V (x)ψ(x) = Eψ(x)
che e` appunto l’equazione di Schro¨dinger unidimensionale.
3.1.3 L’equazione di Schro¨dinger: caso 3-dimensionale
Per analogia al caso unidimensionale l’equazione di in 3 dimensioni sara` la
seguente:
− ~
2
2m
4ψ(~x) + V (~x)ψ(~x) = Eψ(~x), ~x ∈ R3
La derivazione e` identica, se teniamo presente che nel caso tridimensionale:
• la lunghezza d’onda di de Broglie e` definita come
λ =
h
|~p|
• per la conservazione dell’energia:
|~p| =
√
2m[E − V (~x)]
• L’indice di rifrazione e` n(~x) = 2pi
λ(~x)
.
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Esercizio 3.1.3. (Procedimento di separazione delle variabili)
Denotato ~x = (x1, x2, x3) ∈ R3, supponiamo che sia V (~x) = V1(x1) +
V2(x2)+V3(x3). Dette ψi(xi;Ei) le soluzioni delle tre equazioni di Schro¨dinger
unidimensionali
− ~
2
2m
ψ′′(xi) + V (xi)ψ(xi) = Eiψi(xi)
dimostrare che ogni soluzione ψ(~x,E) dell’equazione di Schro¨dinger tridimen-
sionale
− ~
2
2m
4ψ(~x) + V (~x)ψ(~x) = Eψ(~x)
si puo` scrivere sotto la forma
ψ(~x,E) = ψ1(x1, E1) · ψ2(x2, E2) · ψ3(x3, E3)
Soluzione:
Si definisca: α2 := −2mE
~2
. Allora l’equazione tridimensionale diventa:
4ψ − V (~x) + α2ψ = 0.
Poniamo:
ψ(x1, x2, x3) = ψ1(x1, E1) · ψ2(x2, E2) · ψ3(x3, E3),
E = E1 + E2 + E3, α
2 = α21 + α
2
2 + α
2
3.
Otteniamo, sostituendo nell’equazione tridimensionale:
ψ′′1ψ2ψ3 + ψ1ψ
′′
2ψ3 + ψ1ψ
′
2ψ
′′
3 + α
2
1ψ1ψ2ψ3 + α
2
2ψ1ψ2ψ3 + α
2
3ψ1ψ2ψ3
−V1(x1)ψ1ψ2ψ3 − V (x2)ψ1ψ2ψ3 − V (x3)ψ1ψ2ψ3 = 0.
Dividendo per ψ1ψ2ψ3 troviamo:
ψ′′1
ψ1
+
ψ′′2
ψ2
+
ψ′′3
ψ3
− V1(x1)− V2(x2)− V3(x3) + α21 + α22 + α23 = 0
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da cui
ψ′′1
ψ1
= −α21 + V1(x1)⇒ −ψ′′1 + V1(x1)ψ1 = α21ψ1
ψ′′2
ψ2
= −α22 + V2(x2)⇒ −ψ′′2 + V2(x2)ψ2 = α22ψ2
ψ′′3
ψ3
= −α23 + V3(x3)⇒ −ψ′′3 + V3(x3)ψ3 = α23ψ3
ed in conclusione
ψ(~x,E) = ψ1(x1, E1) · ψ2(x2, E2) · ψ3(x3, E3).
Le soluzioni dell’equazione tridimensionale sono dunque prodotti di quelle
unidimensionali.
3.1.4 Quantizzazione come problema agli autovalori
Schro¨dinger intitolo` il lavoro in cui introdusse la sua equazione, apparso
nel gennaio 1926, Quantizzazione come problema agli autovalori. Il motivo
e` che la sua equazione riesce a spiegare il fenomeno della quantizzazione
identificando i livelli di energia discreti come autovalori dell’endomorfismo
lineare generato in modo naturale dalla sua equazione.
Partiamo infatti dall’equazione, considerata per semplicita` nel caso uni-
dimensionale:
− ~
2
2m
d2ψ
dx2
+ V (x)ψ(x) = Eψ(x)
osserviamo che il membro di sinistra dell’equazione costituisce l’azione del-
l’operatore lineare H sulla funzione ψ(x), dove, formalmente:
H := − ~
2
2m
d2
dx2
+ V (x)
H e` un operatore differenziale, che facciamo agire per semplicita` sul dominio
S(R), l’insieme delle funzioni indefinitamente derivabili che tendono a zero
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all’infinito assieme alle loro derivate piu` velocemente di ogni potenza inversa
di |x|.
Esempio Esempi di funzioni in S(R) sono tutte le funzioni del tipo:
ψ(x) = P (x)e−x
2
dove P (x) e` un polinomio arbitrario. Analogamente le funzioni
ψ(x1, . . . , xn)e
−x21+...+x2n
sono esempi di funzioni in S(Rn).
Se ψ ∈ S(R), H agisce cos`ı:
ψ 7→ Hψ := − ~
2
2m
d2ψ(x)
dx2
+ V (x)ψ(x)
Si vede subito quanto segue:
• ψ lascia S(R) invariato, cioe` Hψ ∈ S(R) ⊂ L2(R) se ψ ∈ S(R); H e`
dunque un endomorfismo di S(R).
• H agisce linearmente9: se ψ1, ψ2 ∈ S(R), e α1, α2 ∈ C, V (α1ψ1 +
α2ψ2) = α1V ψ1 + α2V ψ2 e, per la linearita` di qualunque derivazione:
H(α1ψ1 + α2ψ2) = α1Hψ1 + α2Hψ2.
Quindi possiamo riscrivere l’equazione di Schro¨dinger nel seguente modo:
Hψ = Eψ
e reinterpretarla dicendo che si cercano quei particolari vettori in L2(R) tali
che su di essi H agisce come la moltiplicazione per un numero. Questa e`
esattamente la nozione di autovalore e autovettore dell’algebra lineare. Essa e`
9Useremo quindi equivalentemente le locuzioni operatore lineare e endomorfismo
lineare.
81
pertanto un’equazione agli autovalori per un operatore differenziale lineare10;
si dimostrera` che per certe classi di potenziali V (x) essa e` risolubile solo
per un insieme discreto di valori di E, e si ritrovera` cos`ı il fenomeno della
quantizzazione dell’energia.
Schro¨dinger fu capace di risolvere la sua equazione nei seguenti 2 casi:
• Oscillatore armonico: V (x) = mω
2x2
2
• Atomo di idrogeno: V (~x) = −Ze
2
|~x|
Nel primo caso trovo` per i livelli di energia il valore En = (n+
1
2
)hω, differenti
da quelli previsti da Sommerfeld per il fattore additivo
1
2
~ω. Nel secondo
caso i valori concordano, come doveva essere, perche` sono i livelli osservati.11
In realta` nel 1925 (un anno prima) Born, Heisenberg e Jordan12, e Wol-
fgang Pauli avevano gli stessi risultati attraverso un formalismo diverso, le
matrici infinite, mentre Schrodinger come abbiamo visto utilizza gli opera-
tori differenziali. Poiche` il primo metodo risulta molto piu` complesso da
maneggiare venne abbandonato a favore del secondo, assai piu` semplice.
3.1.5 L’interpretazione statistica
Gli autovalori dell’equazione di Schro¨dinger hanno dunque l’interpretazione
fisica dei livelli di energia. Sorge ora il problema: qual’e` l’interpretazione fisi-
ca delle autofunzioni, o piu` in generale, di qualunque soluzione? L’idea di de
10In algebra lineare per calcolare autovalori e autovettori di un endomorfismo lineare
occorre risolvere un sistema lineare omogeneo; nel caso differenziale, occorre come vedremo
risolvere un’equazione differenziale lineare omogenea
11Il ritrovamento dei livelli idrogenoidi era un requisito assolutamente necessario, pe-
na l’abbandono immediato della teoria, perche` avrebbe contraddetto le osservazioni
sperimentali.
12Pascual Jordan, (Hannover 1902-Amburgo 1980), assistente di Max Born, Poi Profes-
sore ad Amburgo, uno dei creatori della teoria quantistica dei campi. Fervente nazista nel
1933, fu dopo la guerra emarginato.
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Broglie e Schro¨dinger era che si dovesse abbandonare del tutto la descrizione
corpuscolare; in tal caso la ψ avrebbe avuto semplicemente il significato di
ampiezza d’onda, come nel caso elettromagnetico. La scuola di Go¨ttingen
riteneva pero` che l’aspetto corpuscolare dovesse essere mantenuto: se era ve-
ro che alcuni esperimenti confermavano l’aspetto ondulatorio, molti di piu`
confermavano quello corpuscolare.
Nel 1926 Max Born13 propose una risoluzione di questa apparente con-
traddizione introducendo l’interpretazione statistica (sarebbe meglio dire pro-
babilistica) della funzione d’onda. Vediamo come.
Sia Ω ∈ R3 misurabile e ψ(~x) una soluzione dell’equazione di Schro¨dinger.
Allora si assume quanto segue:
Sia:
P (Ω) :=
∫
Ω
|ψ(x)|2dx.
Allora P (Ω) e` la probabilita` che la particella si trovi nella regione Ω.
Di conseguenza:
• |ψ(x)|2 ha il significato di distribuzione di probabilita` di presenza del
punto materiale;
• La funzione d’onda deve essere tale che∫
R3
|ψ(x)|2dx = 1 (3.2)
perche` la probabilita` che si trovi in tutto lo spazio e` evidentemente la
certezza;
• ψ(x) ha il significato di ampiezza di probabilita`.
13In realta` la formulazione generale che esponiamo qui sotto e` dovuta a Pauli. Wolfgang
Pauli (Vienna 1900-Zurigo 1958), premio Nobel 1935, allievo di Sommerfeld a Monaco e
poi assistente di Born a Go¨ttingen, fu uno dei piu` importanti fisici teorici del XX secolo.
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Accettare questa interpretazione della soluzione dell’ equazione di Schro¨din-
ger significa rinunciare a priori a determinare con esattezza dove si trova la
particella, e limitarsi invece a determinare la probabilita` che essa si trovi in
una prefissata regione.
Sia H l’insieme delle soluzioni dell’equazione di Schro¨dinger. Il postulato
dell’interpretazione statistica porta a postulare che ogni soluzione dell’equa-
zione di Schro¨dinger descriva uno stato del sistema quantistico. Sappiamo
gia` che per la linearita` dell’equazione H e` uno spazio lineare. Questo con-
duce all’ulteriore postulato che l’insieme di tutti gli stati quantistici sia uno
spazio vettoriale di funzioni su R3. L’interpretazione probabilistica implica
che queste funzioni siano di quadrato sommabile su R3. Viene quindi spon-
taneo assumere che H sia uno spazio di Hilbert separabile, come ad esempio
L2(R3) o qualsiasi altro spazio ad esso isomorfo.
Considerati ora due stati quantistici ψ1, ψ2 ∈ H, consideriamo la loro
sovrapposizione
ψ := α1ψ1 + α2ψ2, α1 ∈ C, α2 ∈ C
(Questo e` il linguaggio dei fisici. I matematici direbbero: dati due vettori
ψ1, ψ2 ∈ H, consideriamo la loro combinazione lineare complessa ψ).
Facciamo il prodotto scalare < ψ,ψ >= ‖ψ‖2. Sia ha:
< ψ,ψ >= ‖ψ‖2 =< (α1ψ1 + α2ψ2), (α1ψ1 + α2ψ2) >
= |α1|2‖ψ1‖2 + |α2|2‖ψ2‖2 + α1α¯2 < ψ1, ψ2 > +α2α¯1 < ψ2, ψ1 >=
= |α1|2‖ψ1‖2 + |α2|2‖ψ2‖2 + 2Re[α1α2 < ψ1, ψ2 >]
perche` < ψ1, ψ2 >= < ψ2, ψ1 > dato che L
2 e` uno spazio di Hilbert com-
plesso. Se i due stati ψ1 e ψ2 sono ortogonali, < ψ1, ψ2 >= 0, si ottiene il
seguente risultato importante:
Teorema 3.1.1. La distribuzione di probabilita` generata da uno stato che
risulta dalla sovrapposizione di due stati linearmenti indipendenti vale la
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somma delle distribuzioni di probabilita` dei due stati componenti se e solo
se questi ultimi sono ortogonali.
In generale, invece, ci sara` il termine aggiuntivo 2Re[α1α2 < ψ1, ψ2 >],
detto termine di interferenza perche` e` totalmente analogo al termine di inter-
ferenza che si genera in ottica. Infatti la relazione fra ampiezza di probabilita`
e distribuzione di probabilita` generata dalla funzione ψ e` analoga a quella
esistente fra ampiezza dell’onda luminosa e intensita` della luce: quest’ul-
tima, sappiamo dall’ottica, e` il modulo quadro dell’ampiezza dell’onda. Il
termine di interferenza puo` avere segno positivo o negativo: quindi in ottica
l’interferenza puo` essere costruttiva (l’intensita` della luce aumenta) o distrut-
tiva (l’intensita` della luce diminuisce, e si puo` giungere al buio completo).
Stesso fenomeno nelle onde sonore: il rumore aumenta sotto interferenza co-
struttiva, diminuisce sotto interferenza distruttiva. In meccanica quantistica
l’interferenza costruttiva fara` aumentare la probabilita`, e quella distruttiva
la fara` diminuire, e si puo` arrivare ad uno stato che presenti da qualche parte
una probabilita` nulla pur essendo una sovrapposizione di stati a probabilita`
non nulla dappertutto.
L’interferenza e` tipica dei fenomeni ondulatori, e il suo manifestarsi nelle
onde di materia e` l’aspetto che per opinione pressoche` unanime meglio ca-
ratterizza la differenza fra meccanica classica e meccanica quantistica. Esso
puo` essere osservato sperimentalmente in molti fenomeni. Il piu` famoso e` il
cosiddetto esperimento della doppia fenditura.
Si immagini un fascio di elettroni 14 che indice ortogonalmente su una
parete verticale sulla quale sono praticate due fenditure a distanza fissa d
l’una dall’altra. Ad una certa distanza dalla parete verticale e` poi sistemato
uno schermo, anch’esso verticale. Se l’apertura di ogni fenditura e` dell’ordine
14fascio: insieme di almeno 1023 particelle tutte indipendenti fra di loro che si muovono
parallelamente alla stessa velocita`.
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di grandezza della lunghezza d’onda di de Broglie degli elettroni incidenti, si
osservano sullo schermo delle figure di interferenze assolutamente identiche
a quelle che si osserverebbero in ottica: definendo intensita` il numero di
elettroni per unita` di lunghezza incidenti sullo schermo verticale, si osserva
l’interferenza: ci sono punti dove l’intensita` e` massima e punti dove l’intensita`
e` zero. Se si allargano le fenditure in modo che la lunghezza d’onda di De
Broglie sia trascurabile rispetto alla loro larghezza l’interferenza scompare:
si osservano solo due massimi dell’intensita` in corrispondenza alle fenditure.
3.1.6 Un esempio esplicito di soluzione: la buca infini-
ta di potenziale
In meccanica quantistica si intende per buca infinita di potenziale un poten-
ziale unidimensionale che prende solo due valori, 0 e +∞, in corrispondenza
di una suddivisione dell’asse reale in tre intervalli.
Consideriamo una particella che si muove sulla retta sotto l’azione di un
potenziale che si dice buca di potenziale infinita se e` dato dalla funzione V (x)
definita nel modo seguente:V (x) = 0 | x |≤ LV (x) 6= 0 | x |> L
Il potenziale divide la retta in tre regioni: la prima per x < −L, la seconda
−L ≤ x ≤ L e la terza per x > L. Il problema va dunque trattato in ognuna
delle tre zone e le soluzioni vanno poi raccordate in corrispondenza ai punti
di frontiera.
Definiamo ora il seguente operatore lineare in L2(−L,L):
L := − d
2
dx2
, D(L) := {u ∈ C2[−L,L] : u(−L) = u(L) = 0}.
Si vede subito che Lu ∈ C[−L,L] ⊂ L2[−L,L].
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Risolviamo ora il problema spettrale Lu = Eu.
Poniamo α2 :=
2mE
~2
. Allora la forma esplicita dell’equazione Lu = Eu:
− ~
2
2m
u′′(x) = Eu(x)
puo` essere riscritta nel modo seguente:
u′′(x) + α2u(x) = 0.
Risolvendo si ha:
u(x) = c1e
iαx + c2e
−iαx
Imponiamo ora alla soluzione di soddisfare le condizioni al bordo u(−L) =
u(L) = 0. Sostituendo alla soluzione trovata L e −L, si ricavano le seguenti
equazioni:
c1e
iαL + c2e
−iαL = 0
c1e
−iαL + c2eiαL = 0
Otteniamo cioe` un sistema lineare omogeneo nelle incognite c1, c2, che avra`
soluzioni non banali se e solo se il suo determinante e` nullo:
4(α,L); = det
 eiαL e−iαL
e−iαL eiαL
 = e2iαL − e−2iαL = 0
Per le formule di Eulero risulta:
4(α,L) = 2i sin(2αL) = 0⇐⇒ 2αL = kpi
con k ∈ Z−{0} (il valore k = 0 e` da scartare perche` ad esso corrisponderebbe
un autovettore identicamente nullo, come vedremo subito). Quindi:
α2 =
(kpi)2
4L2
=⇒ 2mE
~2
=
(kpi)2
4L2
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da cui i valori quantizzati dell’energia
Ek =
k2pi2~2
8mL2
= γ(m,L, ~)k2, k ∈ N, γ(m,L, ~) := pi
2~2
8mL2
Poiche´ in questo cas la velocita` e` la radice quadrata dell’energia si ricava:
vk =
√
Ek =
√
c|k|.
L’interpretazione fisica e` la seguente: i soli valori della velocita` che la parti-
cella puo` assumere sono quelle proporzionali ai numeri naturali.
Ricaviamo ora le autofunzioni.
Risolviamo il sistema omogeneo precedente. Poniamo c1 = c. Ricordando
che 2αL = kpi ⇒ αL = kpi
2
, k ∈ Z, troviamo, usando la prima equazione del
sistema:
c2 = −ce2iαL = −ceikpi
La soluzione cercata sara` quindi:
uk(x) = c(e
i kpix
2L −eikpie−ikpi2L x) = c(e ikpi2L x−eikpie−ikpi2L x) == c(e ikpi2L x−(−1)ke−ikpi2L x)
e pertanto: uk(x) = 2c cos(
kpi
2L
x) per k pari
uk(x) = 2c sin(
kpi
2L
x) per k dispari
Il valore della costante c e` possibile calcolarlo imponendo la condizione
di normalizzazione
‖uk‖2L2(−L,L) = c2k
∫ L
−L
|uk(x)|2dx = 1.
Calcolando l’integrale si trova:
ck =
1√
2L
Inoltre e` facile verificare la relazione di ortogonalita`
< uk(x), um(x) >= 0, k 6= m.
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Si puo` dimostrare che i vettori ortonormali {uk} costituiscono una base nello
spazio di Hilbert degli stati quantistici L2(−L,L).
Dunque ogni stato quantistico ψ ∈ L2(−L,L) puo` essere scritto come
combinazione lineare (equivalentemente: sovrapposizione) infinita di stati di
energia fissati:
ψ =
∞∑
k=1
ψkuk
con ψk :=< ψ, uk >.
3.2 Spazi di Hilbert a dimensione finita e pro-
prieta` delle matrici autoaggiunte
Abbiamo visto che in generale si deve postulare che una soluzione dell’equa-
zione di Schro¨dinger deve appartenere allo spazio di Hilbert L2(R3), per due
motivi:
Ipotesi:
1. Principio di sovrapposizione
2. Interpretazione probabilistica.
Ricordiamo che, dato uno spazio di Hilbert separabile15 H, esiste un isomorfi-
smo tra H e lo spazio di Hilbert `2, quindi uno stato quantistico appartenente
ad L2(R3) possiamo pensarlo appartenente ad l2 o ad un qualsiasi altro spa-
15Uno spazio di Hilbert si dice separabile se ammette una base numerabile. L2(R3) e`
separabile. Una sua base numerabile sara` costruita in seguito.
89
zio di Hilbert separabile16 Assumiamo d’ora in poi che lo spazio di Hilbert H
in cui lavoriamo sia di dimensione finita pari ad N . Dunque gli endomorfismi
lineari in H saranno rappresentati, su ciascuna base, da una matrice N ×N ,
che ovviamente dipende dalla base medesima.
3.2.1 Matrici autoaggiunte
Definizione 3.2.1. Una matrice A ∈M(N ×N,C) e` detta autoaggiunta se
A∗ = A, dove A∗ e` la trasposta della matrice coniugata di A.
Definizione 3.2.2. Una matrice U e` detta unitaria se U∗ = U−1.
Si noti che una matrice unitaria conserva i prodotti scalari, infatti: presi
x e y vettori nello spazio di Hilbert H si ha che
< Ux,Uy >=< x,U∗Uy >=< x, y >=< x,U−1Uy >=< x, y > .
E` possibile identificare un endomorfismo lineare con una matrice relativa ad
una qualsiasi base ortonormale. Infatti l’azione dell’endomorismo su qua-
lunque altra base la si determina nel modo seguente: sia U la funzione di
passaggio unitaria (cioe` una matrice unitaria N×N) tra la base ortonormale
16Se denotiamo {ek}, k = 0, 1, . . . una base in H, l’isomorfismo con `2 e` definito
associando a qualunque H la successione dei suoi coefficienti di Fourier sulla base {ek}:
u 7→ {uk}∞k=0; uk = 〈u, ek〉
Ora, per il teorema di Fischer-Riesz, u =
∞∑
k=0
ukek in H e
< u, v >=
∞∑
k=0
ukvk =⇒ ‖u‖2 =
∞∑
k=0
|uk|2
Dunque la successione {uk}∞k=0 e` un vettore in `2 e l’associazione precedente e` una biiezione
che conserva prodotti scalari e norme, cioe` un isomorfismo.
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{ei}Ni=1 e la base ortonormale {fi}Ni=1.
Se A e` la matrice che rappresenta l’endomorfismo sulla base {ei}, allora
B = UAU−1 rappresenta l’endomorfismo sulla base {fi}.
Osservazioni
1. La proprieta` di autoaggiunzione non dipende dalla base. Infatti se A e`
una matrice autoaggiunta anche B e` una matrice autoaggiunta. Infatti:
B∗ = (U−1)∗A∗U∗ = UAU−1 = B.
Pertanto un endomorfismo si dice autoaggiunto se la matrice che lo
rappresenta su una base qualsiasi e` autoaggiunta.
2. Si definisce lo spettro di un endomorfismo autoaggiunto nel modo se-
guente:
Spec(A) = λ ∈ C/det(A− λI) = 0.
dobe A e` la matrice che rappresenta l’endomorfismo su un base qualsia-
si. Infatti Spec(A) invariante rispetto ai cambiamenti di base, poiche`:
det[UAU−1 − λI] = det[U(A− λI)U−1] =
detUdet(A− λI)det(U−1) = det(A− λI).
Sia ora H uno spazio di Hilbert e H′ un suo sottospazio17
Consideriamo l’operatore di proiezione (detto anche proiettore) P : H 3
u 7−→ u′ ∈ H′. Si verifica subito che che la proiezione e` un’operazione lineare.
Un operatore di proiezione P si dice ortogonale se, ∀u ∈ H, ∃v ∈ H tale che
u = Pv + g, g ⊥ Pv.
Enunciamo, senza dimostrazione, una caratterizzazione degli operatori di
proiezioni ortogonali.
17Un sottospazio di uno spazio di Hilbert e` anch’esso uno spazio di Hilbert e quindi per
definizione chiuso.
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Teorema 3.2.1. Sia H uno spazio di Hilbert. Un operatore lineare P : H→
H e` un operatore di proiezione ortogonale se e solo se valgono le proprieta`
seguenti:
• P e` autoaggiunto: P ∗ = P ;
• P e` idempotente: P 2 = P .
Esempio 3.2.1. Sia H uno spazio di Hilbert di dimensione N , ed {ek}Nk=1 una
base ortonormale ivi. Sia Hm il sottospazio di H sotteso dai primi m vettori
della base, m ≤ N . Allora il proiettore ortogonale Pm da H a Hm agisce nel
modo seguente:
Pmu =
m∑
k=1
< u, ek > ek, ∀u ∈ H.
Infatti al proprieta` Pm = P
∗
m e` ovvia, e inoltre:
P 2mu = Pm(
m∑
k=1
< u, ek > Pmek) =
m∑
k=1
< u, ek > ek = Pmu
perche` Pmek =< ek, ek > ek = ek. Ovviamente PN = I, I operatore identico.
Teorema 3.2.2. Sia A la matrice che rappresenta un endomorfismo lineare
autoaggiunto su una base qualsiasi. Allora:
1. Spec(A) ∈ R.
2. Autovettori corrispondenti ad autovalori differenti sono ortogonali.
Dimostrazione. 1. Sia λ un autovalore di A e sia x 6= 0 un autovettore
corrispondente: Ax = λx. Allora si ha:
< Ax, x >= λ ‖x‖2 =⇒ λ = < Ax, x >‖x‖2
Allora λ ∈ R, poich? si ha:
< Ax, x >= < x,Ax > = < A∗x, x > = < Ax, x > =⇒< Ax, x >∈ R
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e dunque λ =< Ax, x > /‖x‖2 ∈ R.
2. Siano λ1 6= λ2 autovalori di A, e x1 6= 0, x2 6= 0 autovettori corrispondenti:
Ax1 = λ1x1, Ax2 = λ2x2. Per la realta` degli autovalori possiamo scrivere:
< Ax1, x2 > = < λ1x1, x2 >= λ1 < x1, x2 >
< x1, Ax2 > = < x1, λ2x2 >= λ2 < x1, x2 >
Sottraiamo ora membro a membro e teniamo conto del fatto che, per l’au-
toaggiunzione di A, < Ax1, x2 >=< x1, Ax2 >. Si trova subito:
0 = (λ1 − λ2) < x1, x2 > .
Poiche` per ipotesi λ1 6= λ2 e x1 6= 0, x2 6= 0, concludiamo che x1 ⊥ x2.
Sappiamo che la dimensione dell’autospazio generato dagli autovettori li-
nearmente indipendenti relativi ad un autovalore λ di molteplicita` m(λ) e`
esattamente m(λ).
Consideriamo ora il sottospazio Hλ ⊆ H dello spazio di Hilbert H generato
dagli autovettori relativi all’autovalore λ, e sia Pλ la proiezione ortogonale
da H a Hλ. Per l’esempio precedente, la proiezione Pλ opera come segue:
Pλ : H −→ Hλ
H 3 u 7→ Pλu = u′ =< u, e1 > e1 + ... < u, em(λ) > em(λ)
dove stavolta {ek}m(λ)k=1 e` una base ortonormale in Hλ = PλH.
Si noti poi che per l’affermazione 2 del Teorema 3.2.2 i proiettori Pk e Pj
corrispondenti agli autovalori λk e λj sono ortogonali se k 6= j: Hk ⊥ Hj,
ovvero Pk ⊥ Pj.
Un’altra proprieta` notevole dei proiettori ortogonali e` la seguente:
Teorema 3.2.3. Siano P1 e P2 proiettori ortogonali. Supponiamo che siano
anche mutuamente ortogonali, cioe` P1 ⊥ P2. Allora P := P1 + P2 e` un
proiettore ortogonale.
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Dimostrazione. La proprieta` (P1 + P2)
∗ = P1 + P2 segue subito da P1 = P ∗1
e P2 = P
∗
2 implicate dal Teorema 3.2.1. Inoltre:
(P1 + P2)
2 = P 21 + P1P2 + P2P1 + P
2
2 = P1 + P2
dato che P 21 = P1, P
2
2 = P2, e P2P1 = P1P2 = 0 per l’ipotesi di mutua
ortogonalita`. Dunque ancora per il Teorema 3.2.1 P1 + P2 e` un proiettore
ortogonale.
L’introduzione degli operatori di proiezione permette di ottenere una ri-
formulazione utile del procedimento di diagonalizzazione delle matrici au-
toaggiunte.
Teorema 3.2.4. [Teorema Spettrale]
Valgono le seguenti affermazioni:
1. Sia A = A∗. Indicato con m(N) il numero degli autovalori distinti di
A, vale la formula
A =
m(N)∑
k=1
λkPk
dove Pk⊥Pj per k 6= j.
2. Viceversa: se A :=
m(N)∑
k=1
λkPk dove Pk⊥Pj per k 6= j, allora A =
A∗ .
Dimostrazione. Sia u ∈ H. Allora si puo` scrivere:
u =
m∑
k=1
Pku ovvero
m∑
k=1
Pk = I
poiche´ gli autovettori di A formano una base ortonormale.
Ora:
Au = A
m∑
k=1
Pku =
m∑
k=1
APku =
m∑
k=1
λkPku
94
Infatti Pku e` autovettore perche` combinazione di autovettori relativi allo
stesso autovalore λk, e pertanto APk = Pku, k = 1, . . . ,m.
Esempio 3.2.2. Un esempio importante di spazio di Hilbert a dimensione
finita.
In fisica quantistica esistono esempi interessanti di spazi di Hilbert a
dimensione finita. Un caso importante e` rappresentato dagli stati di spin
dell’elettrone.
Fu infatti scoperto (1925, Goudsmit e Uhlenbeck) che l’elettrone isola-
to ruota intorno al proprio asse con velocita` angolare costante in modulo
e due possibili sensi di rotazione intrinseca. Gli stati possibili di rotazione
sono quindi solo due, chiamati: spin up e spin down. Quindi in meccanica
quantistica lo spazio di Hilbert corrispondente sara` lo spazio complesso bidi-
mensionale sotteso dai due stati di spin, che potremo identificare con i due
vettori della base canonica:
u+ =
 1
0
 spin up; u− =
 0
1
 spin down.
Un teorema noto di I.Schur afferma che in uno spazio vettoriale di dimen-
sione n ci sono esattamente n2 matrici linearmente indipendenti. Quindi per
descrivere l’insieme degli operatori quantistici nello spazo degli stati di spin
dell’elettrone occorrono e bastano quattro matrici 2× 2. La scelta canonica
e` quella delle matrici di Pauli:
I =
 1 0
0 1
 σx =
 0 −i
i 0
 σy =
 1 0
0 −1
 σz =
 0 1
1 0
 .
Esercizio 3.2.1. Dimostrare che le matrici di Pauli sono sia autoaggiunte che
unitarie.
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3.2.2 Integrale di Lebesgue su funzioni semplici
Richiamiamo ora alcune nozioni sull’integrale di Stieltjes-Lebesgue, che per-
mettono di dare una formulazione piu` compatta e conveniente al teorema
spettrale.
Consideriamo la funzione
ϑ : R −→ R ϑ(x) =
 0 se x < 01 se x ≥ 0
ϑ e` costante, tranne un punto di discontinuita` in 0, con salto pari a 1.
Calcoliamo
I(a, b) :=
∫ b
a
f(x)dϑ(x)
dove f : R→ R e` una funzione continua tale che f(0) = 1.
Qui il simbolo dϑ significa che gli intervalli aperti (a, b) ⊂ R vengono misurati
tramite il peso ϑ:
mθ(a, b) = θ(b)− θ(a).
e ugual misura viene assegnata agli intervalli chiusi e semiaperti. Se θ(x) = x
(funzione identica) riotteniamo la consueta misura di Lebesgue.
Distinguiamo due casi:
1. 0 /∈ (a, b). Allora I(a, b) = 0; infatti la misura di (a, b) secondo ϑ e`
mϑ = ϑ(b)−ϑ(a) che risulta nulla se 0 (che e` il punto in cui la funzione
salta) non appartiene ad (a, b).
2. 0 ∈ (a, b) =⇒ I(a, b) = f(0) = 1 perche´ la misura secondo ϑ di un
qualsiasi intervallo che contiene 0 vale 1.
Analogamente, consideriamo una funzione ϑp : R → R a gradini (funzione
semplice, perche` assume solo un numero finito di valori) con salti di valore
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λ1, . . . , λp nei punti xk, k = 1, . . . , p, con −∞ < x1 < x2 < . . . < xp < +∞.
Esplicitamente:
ϑp(x) =

0 se x < x1
λ1 se x1 ≤ x < x2
λ1 + λ2 se x2 ≤ x < x3
... ...
λ1 + ...+ λp se x ≥ xp
Si noti che, come sopra, mentre θ(b + 0) = θ(b) (semicontinuita` a destra),
in generale θ(b − 0) 6= b. Quindi se b e` un punto di discontinuita` mθ(a, b] 6=
mθ(a, b] Allora: ∫ x
−∞
f(y)dϑp(y) =
∑
i=1:xi≤x
λif(xi)
e quindi ∫ +∞
−∞
f(x)dϑp(x) =
p∑
i=1
λif(xi)
Si noti che nel caso particolare della funzione costante f(x) = 1 si ottiene:
p∑
i=1
λi =
∫ +∞
−∞
dϑp(x)
e questo e` un modo utile di esprimere una somma sotto forma di integrale.
3.2.3 Riformulazione del teorema spettrale
Il richiamo sull’integrale di Stieltjes permette una riformulazione del teorema
spettrale che risulta essenziale in quel che segue.
Definiamo decomposizione dell’identita` una funzione R 3 λ 7→ E(λ)
a valori negli operatori di proiezione ortogonali dello spazio di Hilbert a
dimensione finita H costruita nel modo seguente:
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Definizione 3.2.3. Sia−∞ < λ1 < λ2 < . . . < λm < +∞, e siano P1, . . . , Pp
p proiettori mutuamente ortogonali: Pj ⊥ Pk = δj,k, tali che:
P1 + P2 + . . .+ Pm = I.
Allora:
• Si definisca la decomposizione dell’identia` R 3 λ 7→ E(λ) nel modo
seguente:
E(λ) =

0 se λ < λ1
P1 se λ1 ≤ λ < λ2
P1 + P2 se λ2 ≤ λ < λ3
... ...
P1 + ...+ Pm = I se λ ≥ λm
(3.3)
• Se i numeri λ1 < λ2 < . . . < λm sono gli autovalori distinti di un endo-
morfismo autoaggiunto A in H, e i proiettori Pk : k = 1, . . . ,m i pro-
iettori ortogonali sugli autospazi corrispondenti, allora E(λ) := EA(λ)
si dice decomposizione dell’identia` relativa ad A o misura spettrale di
A.
Posta questa definizione, il teorema spettrale per gli endomorfismi au-
toaggiunti 3.2.4 ammette la riformulazione seguente:
Teorema 3.2.5. Sia A = A∗ un endomorfismo lineare autoaggiunto in H.
Allora esiste ed e` unica una misura spettrale λ 7→ EA(λ) tale che
A =
∫
R
λ dE(λ) (3.4)
Dimostrazione.
Basta applicare la definizione (3.3). Si ottiene:∫
R
λ dE(λ) =
m∑
k=1
λkPk (3.5)
che e` il teorema 3.2.4.
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Si noti inoltre:
1. La relazione di completezza P1 + . . .+ Pm = I si puo` riscrivere cos`ı:∫
R
dE(λ) = I.
2. ∀u ∈ H la funzione λ 7→ µu(λ) :=< u,E(λ)u > e` monotona non
decrescente, costante su qualunque intervallo ∆ ⊂ R tale che ∆ ∩
Spec(A) = ∅. Pertanto, per la (3.5):
< Au.u >=
∫
R
λ dµu(λ). (3.6)
3.3 Postulato della misura e sue conseguenze
Cominciamo col richiamare i due postulati enunciati in precedenza18
• I postulato (principio di sovrapposizione)
Gli stati quantistici19 sono identificabili con i vettori di uno spazio di
Hilbert complesso separabile20 H.
• II postulato
Esiste una corrispondenza iniettiva tra le grandezze fisiche misurabili e
gli operatori autoaggiunti in H.
Enunciamo ora il terzo postulato fondamentale
18La formulazione assiomatica della meccanica quantistica qui ricordata per sommi capi
e nei suoi aspetti piu` elementari e` quella di von Neumann. John von Neumann (Budapest
1901-Princeton 1954) fu uno dei piu` grandi matematici del XX secolo. Tra l’altro, fu uno
dei principali creatori dei calcolatori elettronici.
19Piu` precisamente, gli stati quantistici puri.
20Che qui assumiamo sempre a dimensione finita.
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• III postulato (postulato della misura)
Sia u ∈ H uno stato quantistico normalizzato, ‖u‖ = 1. Sia A una
grandezza misurabile classica, e A il corrispondente operatore autoag-
giunto in H. Sia ∆ ⊂ R un qualunque intervallo di estremi a < b.
Allora la probabilita` Pr∆(A) che il risultato di una misura qualsiasi
della grandezza A appartenga a ∆ vale
Pr∆(A) = ‖[EA(b)− EA(a)]u‖2 := ‖[EA(∆)u‖2 (3.7)
Osservazioni
1. La proprieta` di idempotenza e l’ortogonalita` della decomposizione del-
l’identita` fanno s`ı che la (3.7) si possa scrivere anche cos`ı:
Pr∆(A) = ‖[EA(b)− EA(a)]u‖ := ‖[EA(∆)u‖ (3.8)
2. Definiamo la funzione R 3 λ 7→ ρu(λ) ∈ R come segue:
ρu(λ) := ‖EA(λ)u‖2 = 〈EA(λ)u,EA(λ)u〉 =< u,EA(λ)u > (3.9)
Allora il Postulato III ammette la riformulazione seguente: i valori che
una grandezza fisica A puo` assumere a seguito di una misura sullo sta-
to normalizzato u sono una variabile aleatoria distribuita come ρu(λ).
Infatti, per la (3.7):
Pr∆(A) =
∫ b
a
dρu(λ).
3. Per quanto precede: l’aspettazione matematica, o valore medio, della
grandezza A sullo stato u in seguito ad una misura vale
< A >u=
∫
R
λ dρu(λ) =< Au, u > (3.10)
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Vediamo ora alcune conseguenze particolarmente importanti di questo po-
stulato e del teorema spettrale.
Corollario 3.3.1. Nelle ipotesi precedenti:
• I valori che la grandezza fisica A puo` assumere in seguito ad un qualun-
que processo di misura su un qualunque stato u coincidono con i valori
di Spec(A);
• A assume con certezza il valore µ su uno stato u se e solo se µ e`
autovalore di A e u un autovettore corrispondente.
Dimostrazione. Per la prima affermazione: sappiamo che la misura spettrale
e` costante su qualunque intervallo ∆ che non contenga almeno un punto di
Spec(A). Quindi E(∆)u = 0 ∀u ∈ H, e la probabilita` che una misura dia
un valore in ∆ tale che ∆ ∩ Spec(A) = ∅ e` dunque sempre 0. D’altra parte,
se ∆ ∩ Spec(A) 6= ∅ possiamo sempre trovare u ∈ H tale che E(∆)u 6= 0 e
cio` prova l’asserto.
Quanto alla seconda affermazione, calcoliamo la varianza della variabile
aleatoria distribuita come ρu(λ):
Var(Au) :=
∫
R
(λ−Au)2 dρu(λ) =
∫
R
(λ− < Au, u >)2 dρu(λ).
Sempre per il teorema spettrale possiamo scrivere:∫
R
(λ− < Au, u >)2 dρu(λ) = ‖(A− < Au, u >)u‖2.
Ora una variabile aleatoria si dice certa quando assume un solo valore con
probabilita` 1, cioe` quando la sua varianza e` nulla. Pertanto deve essere
(A− < Au, u >)u = 0, e dunque u e` autovettore di A in corrispondenza
dell’autovalore < Au, u >.
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Osservazione Questo corollario costituisce il motivo principale del postulato
II. Solo gli operatori autoaggiunti hanno spettro reale e misura spettrale
ortogonale.
3.3.1 Il principio di indeterminazione
Dal Postulato III e da questo Corollario discendono il principio di indeter-
minazione e l’interpretazione statistica. Il principio di indeterminazione e`
in realta` un teorema. Per dimostrarlo, premettiamo una definizione e un
risultato matematico generale.
Il commutatore e` un oggetto matematico diverso da zero quando una
operazione binaria non soddisfa la proprieta` commutativa. In generale:
Definizione 3.3.1. Se A a` un anello, il commutatore di due elementi a, b e`
l’elemento [a, b] = ab− ba.
Teorema 3.3.2. Siano A = A∗ e B = B∗ due operatori autoaggiunti in H,
spazio di Hilbert a dimensione finita. Allora, ∀, u ∈ H, ∀ a, b ∈ R vale la
disuguaglianza
‖(A− a)u‖ · ‖(B − b)u‖ ≥ 1
2
| < [A,B]u, u > | (3.11)
dove [A,B] := AB −BA.
L’uguaglianza vale se e solo se (A-a)u=i(B-b)u.
Dimostrazione. Si ha, usando l’autoaggiunzione di A e B e la realta` di a e b:
< [A,B]u, u >=< [AB −BA]u, u >=
=< [(A− a)(B − b)− (B − b)(A− a)]u, u >=
=< (B − b)u, (A− a)u > − < (A− a)u, (B − b)u >=
= 2iIm < (B − b)u, (A− a)u > .
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Pertanto, per la disuguaglianza di Schwarz:
< [A,B]u, u > | ≤ 2| < (B − b)u, (A− a)u > | ≤ 2‖(A− a)u‖ · ‖(B − b)u‖
che e` la disuguaglianza (3.11).
Per vedere quale conseguenza questo teorema puo` avere sulla meccani-
ca quantistica, osserviamo anzitutto che per sistemi meccanici conservativi
privi di vincoli l’equazione di Schro¨dinger − ~
2
2m
4ψ + V ψ = Eψ puo` essere
formalmente ottenuta dalla conservazione dell’energia classica tramite la so-
stituzione ~p 7→ −i~∇, ~x 7→ ~x e facendo agire su ψ l’operatore differenziale
che ne risulta.
Infatti, se teniamo presente che in questo caso la funzione Hamiltoniana
e` H(~p, ~x) =
~p 2
2m
+ V (~x), e ricordiamo che ∇2 = ∇ · ∇ = ∆, otteniamo
H(−i~∇, ~x)ψ = − ~
2
2m
4ψ + V ψ
e dunque tramite la conservazione dell’energia H(~p, ~x) = E si ritrova l’equa-
zione di Schro¨dinger
− ~
2
2m
4ψ + V ψ = Eψ.
Questa considerazione formale motiva il seguente:
Postulato (della quantizzazione)
Nella corrispondenza biunivoca fra operatori quantistici in L2 e grandezze
osservabili classiche all’impulso ~p corrisponde l’operatore differenziale −i~∇
e alla posizione ~x l’operatore di moltiplicazione per la funzione ~x.
In altre parola: considerando per semplicita` solo il caso unidimensionale,
si postula quanto segue.
• All’impulso classico p corrisponde l’operatore di derivazione P in L2(R)
di dominio D(P ) = S(R) e di azione: (Pu)(x) = −iu′(x), u ∈ S(R);
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• Alla posizione classica x corrisponde l’operatore di moltiplicazione X
in L2(R) di dominio D(X) = S(R) e di azione: (Xu)(x) = xu(x), u ∈
S(R);
Si puo` dimostrare che entrambi questi operatori sono autoaggiunti. Si noti
inoltre che Pu ∈ S(R) e Xu ∈ S(R) se u ∈ S(R). Pertanto i prodotti PX e
XP sono entrambi ben definiti su S(R), e quindi lo e` anche il commutatore
[P,X], che ora calcoliamo:
Teorema 3.3.3. Si ha, come identia` su S(R):
[P,X] = −i~ I
Dimostrazione. Sia u ∈ S(R). Allora:
PXu = −i d
dx
(xu(x)) = −i~u(x)− i~xu′(x)
XPu = −i~xu′(x) =⇒ [P,X]u = (PX −XP )u = −i~u
cioe` [P,X] = −i~I come identita` su S(R). Cio` prova il teorema.
Ora ricordiamo che il teorema 3.3.2 puo` essere provato in generale per
una classe di operatori autoaggiunti in uno spazio di Hilbert separabile che
contiene gli operatori P e X. Se dunque lo applichiamo a P e X, per il
Teorema 3.3.3, otteniamo
‖(P − a)u‖ · ‖(X − b)u‖ ≥ ~
2
, ∀u ∈ S
ovvero, ponendo 4p := ‖(P − a)u‖, 4x := ‖(X − b)u‖:
4p · 4x ≥ ~
2
forma standard del principio di indeterminazione: se 4p → 0, allora 4x →
∞ e viceversa. Ovvero se un punto materiale ammette un valore definito
per la posizione il valore della velocita` e` del tutto sconosciuto e viceversa.
Ovviamente se ~ e` trascurabile 4p · 4x ≥ 0 e l’indeterminazione scompare.
Notiamo ora due cose:
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1. Il principio di indeterminazione non e` un principio anche se tradizio-
nalmente si chiama cos`ı. Infatti lo si dimostra a partire dagli altri
postulati. Invece assumendolo non si arriva a dimostrare alcunche`.
2. Riportiamo il famoso ragionamento di Heisenberg che da` una spiega-
zione dell’origine dell’indeterminazione. Supponiamo di volere eseguire
una misura di localizzazione e di velocita` di una particella microscopica,
ad esempio un elettrone. Per farlo, dovremo usare un qualche strumen-
to; ad esempio, traguardare l’elettrone tramite una cellula fotoelettrica,
il che significa inviare sull’elettrone un’onda elettromagnetica o, equi-
valentemente, un fotone, . L’energia del fotone e` pero` dell’ordine di
grandezza di quella dell’elettrone medesimo, e quindi il fotone, l’osser-
vatore, perturba il modo dell’osservato, l’elettrone, in modo incontrol-
labile. Cio` non avviene se l’oggetto da osservare e` macroscopico, ad
esempio un’ automobile, perche´ in tal caso la perturbazione del suo
moto provocata dall’osservatore e` trascurabile.
3.4 L’oscillatore armonico quantistico
L’oscillatore armonico, detto anche oscillatore lineare, e` un sistema meccanico
molto importante. Infatti in diversi campi della fisica le piccole oscillazioni
che il sistema effettua attorno ad una posizione di equilibrio stabile, se viene
sollecitato da una debole perturbazione, sono oscillazioni armoniche.
Esempi concreti in cui si presentano oscillazioni armoniche attorno al-
le posizioni di equilibrio stabile sono: vibrazioni degli atomi in una mo-
lecola, vibrazioni di ioni in un reticolo cristallino, oscillazioni del campo
elettromagnetico in una cavita`, ecc..
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Ci occupiamo qui della descrizione dell’oscillatore armonico in meccanica
quantistica, limitandoci al caso piu` semplice, quello unidimensionale (un solo
grado di liberta`).
Risolviamo dunque il ’sistema’ dell’oscillatore armonico, ricordando che
risolvere un sistema in meccanica quantistica significa trovare gli autostati
dell’hamiltoniana quantistica ed i corrispondenti valori dell’energia; mate-
maticamente parlando, si tratta di risolvere il problema spettrale definito
dall’equazione di Schro¨dinger del sistema trovandone autovalori e autovettori.
Introduciamo per comodita` le due seguenti ipotesi semplificatrici:
• supponiamo la frequenza unitaria: ω = 1;
• supponiamo la massa unitaria: m = 1.
L’Hamiltoniana classica del sistema e`:
H(p, x) =
1
2
(p2 + x2). (3.12)
Infatti il potenziale della forza elastica e` (si ricordi che ω = k = 1) V (x) =
−1
2
x2, mentre l’impulso hamiltoniano coniugato vale p = x˙. Quindi:
H(p, x) = px˙(p)− L(x˙(p), x) = p2 − 1
2
p2 +
1
2
x2 =
1
2
(p2 + x2).
Sappiamo che formalmente l’equazione di Schro¨dinger corrispondente si scri-
ve H(−i~dψ
dx
, x)ψ(x) = Eψ(x) (cioe` si sostituisce formalmente −i~dψ
dx
al
posto di p). Poiche` H(p, x) ha la forma (3.12) l’equazione di Schro¨dinger
dell’oscillatore armonico quantistico sara`:
1
2
(−~2 d
2
dx2
ψ + x2ψ) = Eψ (3.13)
Dobbiamo ora risolvere questa equazione in L2(R). Supponendo per sem-
plicita` ~ = 1, la forma finale dell’equazione di Schro¨dinger da risolvere e` la
seguente:
Sψ :=
1
2
(− d
2
dx2
ψ + x2ψ) = Eψ (3.14)
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si trova che gli unici valori dell’energia possono essere i seguenti:
Teorema 3.4.1. Gli autovalori dell’equazione di Schro¨dinger (3.14) sono
costituiti dalla successione
{En} = {n+ 1
2
}
∞
n=0
. (3.15)
Osservazioni
• Si puo` vedere che reinserendo la costante di Planck ~ e la frequenza
ω =
√
k
m
dell’oscillatore gli autovalori diventano:
En(~, ω) = (n+
1
2
)~ω, n = 0, 1, . . .
Dunque l’energia di un oscillatore armonico di massa m e costante
di richiamo k puo` assumere in meccanica quantistica esclusivamente i
valori discreti dati dalla formula precedente.
• Inoltre dai valori che puo` assumere E si vede che l’energia non puo`
mai essere inferiore a
~
2
> 0, che e` l’autovalore minimo. L’autovetto-
re corrispondente si dice stato fondamentale. Questo autovalore viene
chiamato anche energia di punto zero. Contrariamente al caso classi-
co, dove l’energia minima e` nulla in corrispondenza al punto fermo nel
minimo del potenziale raggiunto per x = 0, si vede che l’energia quan-
tistica non puo` mai essere nulla, nemmeno nello stato fondamentale.
Questo fatto e` spiegato dal principio di indeterminazione di Heisenberg
∆x∆p ≥ ~
2
. Cio` costituisce una rilevante differenza tra il caso classico
e quello quantistico.
3.4.1 Dimostrazione del teorema
Per dimostrare la validita` del teorema, cioe` che i valori dell’energia di un
oscillatore armonico possono assumere solamente i valori (3.15), e` conveniente
premettere tre lemmi.
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Cominciamo col definire in S(R) i seguenti due operatori:
a+ =
1√
2
(−i d
dx
+ ix).
a =
1√
2
(−i d
dx
− ix)
Essi vengono chiamati rispettivamente operatore di innalzamento o creazione
e operatore di abbassamento o distruzione, per ragioni che appariranno chiare
fra poco. Questi operatori agiscono su una funzione u ∈ S(R) nel modo
seguente:
u 7→ a+u = i√
2
(−i d
du
+ xu)
u 7→ au = i√
2
(−i d
du
− xu).
Si noti che l’azione di a+ e a lascia S(R) invariante, cioe` au ∈ S(R) e
a+u ∈ S(R) se u ∈ S(R). Quindi su questo dominio possiamo calcolare
ora il commutatore di questi due operatori:
[a, a+]u =
1
2
[−i d
dx
+ ix,−i d
dx
− ix]u =
=
1
2
([−i d
dx
,−i d
dx
]u+ [−i d
dx
,−ix]u+ [ix,−i d
dx
]u+ [ix,−ix]u) =
=
1
2
([−i d
dx
,−ix]u+ [ix,−i d
dx
]u) =
1
2
[−I − I]u = −Iu
dove con I intendiamo l’identita`.
Lemma 3.4.2 (Lemma 1).
Definiamo l’operatore numero N = a+a Si ha allora, :
S = N +
I
2
.
Qui tutti gli operatori sopra definiti e le loro somme agiscono su S(R), do-
minio che viene lasciato invariante dall’azione di tutti costoro.
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Dimostrazione. Sia u ∈ S(R). Allora:
N = a+au =
1
2
(−i d
dx
)(−i d
dx
− ix)u =
=
1
2
(− d
2
dx2
+ (ix)(−i d
dx
) + (−i d
dx
)(−ix) + x2)u =
=
1
2
(− d
2
dx2
+ x2 + [ix,−i d
dx
])u =
=
1
2
(− d
2
dx2
+ x2)u− 1
2
Iu.
Pertanto, dalla definizione di S:
N = S − 1
2
I ⇒ S = N + I
2
.
Lemma 3.4.3 (Lemma 2). Se ψ ∈ S e` autovettore di H corrispondente
all’autovalore λ, allora il vettore a+ψ ∈ S e` autovettore di H con autovalore
(λ+ 1).
Dimostrazione.
Ricordiamo come prima cosa che possiamo esprimere S come S = a+a+ I
2
.
Calcoliamo ora i seguenti due commutatori ricordando che l’identita` commu-
ta con qualunque operatore, che (aa+ − a+a) = I, e che le uguaglianze sono
intese sul dominio S ⊂ L2:
1.
[S, a+]u = [a+a+
I
2
, a+]u = [a+a, a+]u =
= (a+aa+ − a+aa+)u = a+(aa+ − a+a)u = a+u
2.
[S, a]u = [a+a, a]u = (a+aa− aa+a)u = (a+a− aa+)u = −au.
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Calcoliamo ora S(a+)ψ.
Abbiamo che Sa+ = [S, a+] + a+H, e sappiamo che Sψ = λψ. Quindi
possiamo scrivere:
S(a+)ψ = a+(Sψ) + [S, a+]ψ = λ(a+ψ) + a+ψ = (λ+ 1)a+ψ.
Questo conclude la dimostrazione.
Chiaramente il procedimento puo` anche essere iterato indefinitamente:
dunque se λ e` autovalore di S con autovettore ψ tutti i numeri (λ + n),
n ∈ N sono autovalori di S con autovettori (a+)nψ. L’azione di a+ fa dunque
aumentare di 1 gli autovalori di S, e questa e` la ragione della locuzione di
operatore di innalzamento, o creazione, per a+.
Analogamente, il terzo lemma spiega la locuzione di operatore di abbas-
samento, o distruzione per a.
Lemma 3.4.4. Se ψ ∈ S e` autovettore di H corrispondente all’autovalore λ,
allora il vettore aψ ∈ S e` autovettore di H con autovalore (λ− 1).
Dimostrazione.
Come sopra, Sa = [S, a] + aH, e sappiamo che Sψ = λψ. Pertanto, per il
punto 2 della dimostrazione precedente:
S(a)ψ = a(Sψ) + [S, a]ψ = λ(aψ) + aψ = (λ− 1)aψ.
Dimostrazione. (del Teorema).
A differenza del caso precedente, il procedimento iterativo con a si ar-
resta se ∃ψ0 : aψ0 = 0. Dunque per concludere il teorema e` ora sufficiente
dimostrare che ∃ψ0 ∈ S : aψ0 = 0 con la proprieta`
Sψ0 =
1
2
ψ0.
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Infatti ponendo λ = 1
2
questo proverebbe la tesi, poiche` iterando indefinita-
mente l’azione di a+ si ha che {E} = {En} = {n+ 12}
∞
n=0
.
Risolviamo pertanto l’equazione aψ0 = 0. Tenuto conto della definizione
di a si trova:
aψ0 ⇐⇒ −i( d
dx
+ x)ψ0 = 0.
Dividiamo per i:
ψ˙0 + xψ0 = 0
cioe`
dψ0
dx
= −xψ0.
Questa e` un’equazione differenziale del primo ordine. Applichiamo il metodo
di risoluzione per separazione delle variabili:
ψ′0
ψ0
= −x =⇒ d
dx
(logψ0) = −x
⇓∫
d
dx
(logψ0) =
∫
−xdx⇒ logψ0 = −x
2
2
+ c
⇓
ψ0 = ke
−x2
2
dove k e` una costante che si ricava imponendo la condizione di normalizza-
zione ‖ψ0‖2L2 = 1. Ne risulta: k =
1√
pi
. Pertanto:
ψ0 =
1√
pi
e−
x2
2 .
Quindi, per come abbiamo definito S:
Sψ0 =
1
2
(
− d
2
dx2
+ x2
)
e−
x2
2 =
x2
2
ψ0−x
2
2
ψ0 +
1
2
ψ0 =
1
2
ψ0.
La seconda uguaglianza si ottiene svolgendo il calcolo della derivata seconda:
d
dx
e−
x2
2 = −xe−x
2
2 ⇒ − d
dx
xe−
x2
2 = −x2e−x
2
2 = ψ0 − x2ψ0.
Cio` conclude la dimostrazione.
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Osservazione Per quanto precede, l’autovettore ψn corrispondente all’auto-
valore En e` dato da:
ψn = (a
∗)nψ0 =
1√
pi
(−i d
dx
+ ix)ne−
x2
2
Poiche` l’operatore S e` simmetrico, cioe`
< Su, v >=< u, Sv >, ∀ (u, v) ∈ D(S)
come verificheremo subito, si puo` applicare senz’alcuna variazione il ragiona-
mento del punto 2 del Teorema 3.2.2 e concludere che autovettori corrispon-
denti ad autovalori differenti sono ortogonali:
< ψm, ψn >= 0, m 6= n.
Verifichiamo ora la simmetria. Si puo` dimostrare che e` sufficiente considerare
(u, v) ∈ S. Si ha allora
< Su, v >=
∫
R
1
2
[−u′′ + x2u]v(x) dx = −1
2
∫
R
u′′v(x) dx+
1
2
∫
R
x2uv(x) dx
Integriamo per parti due volte il primo termine dell’ultima somma. Tenendo
conto del fatto che i fattori finiti si annullano sempre perche` (u, v) ∈ S, si
ottiene:
< Su, v >=
∫
R
1
2
− u′v′(x) dx+ 1
2
∫
R
ux2v(x) dx
=
∫
R
1
2
− uv′′(x) dx+ 1
2
∫
R
ux2v(x) dx =< u, Sv > .
3.4.2 Alcune considerazioni generali sull’equazione di
Schro¨dinger unidimensionale
Consideriamo un’Hamiltoniana classica del tipo :
H(p, x) =
p2
2
+ V (x)
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con V (x) ∈ C(R;R), V (x) ≥ −M,M > 0, e V (x) → +∞ se |x| → ∞. L’o-
scillatore armonico e` il caso particolare in cui V (x) =
x2
2
. Poiche` il potenziale
e` definito a meno di una costante, possiamo senz’altro assumere V (x) > 0
∀x ∈ R. Assumiamo inoltre che in punti di inversione classici x±(E), cioe` le
soluzioni dell’equazione V (x) = E, siano tutti regolari: V ′(x±(E)) 6= 0.
In questo caso:
Proposizione 3.4.5. Sia +∞ > E > 0. Allora ogni insieme di livello di
energia E, cioe` il sottoinsieme di R2 definito da:
ME := {(p, x) ∈ R2 |H(p, x) = E}
e` una curva regolare compatta.
Dimostrazione. Notiamo anzitutto che
∇H|ME = (∂pH, ∂xH)|ME = (p/m, V ′(x))|ME 6= (0, 0)
perche` ∇H|ME = 0 se e solo se p = 0 e per ipotesi V ′(x±(E)) 6= 0. ME e`
dunque una curva regolare. Inoltre, dato che 0 < E < +∞, ne` |p| ne |x|
possono tendere all’infinito perche` in caso contrario H → +infty contrad-
dicendo la condizione H = E. Dunque la curva e` compatta e cio` prova la
Proposizione.
Dunque tutti i moti classici generati da questa hamiltoniana avranno
velocita` v(t) = p(t)/m e posizione x(t) limitate; sotto queste condizioni si
puo` dimostrare che lo spettro dell’equazione di Schro¨dinger corrispondente
Sψ =
1
2
(
− d
2
dx2
+ V (x)
)
ψ = Eψ
e` discreto, cioe` consiste solo di autovalori isolati di molteplicita` finita (in
questo caso 1).
Se invece il potenziale V (x) → 0 per |x| → ∞ la superficie ME non e` in
generale compatta e i moti classici possono raggiungere l’infinito. In tal caso
si puo` dimostrare che lo spettro ha sempre una componente continua.
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3.4.3 Metodo WKB ed effetto tunnel
Assumendo che il potenziale V (x) soddisfi le condizioni della Proposizio-
ne precedente cerchiamo di esaminare il limite ~ → 0 dell’equazione di
Schro¨dinger unidimensionale
− ~
2
2m
ψ′′ + V (x)ψ
nel quale dovremmo ritrovare la meccanica classica.
Cerchiamo, seguendo il metodo WKB21, le soluzioni dell’equazione sotto
la forma
ψ(x) = exp
i
~
∫ x
a
y(t) dt. (3.16)
Si ha:
ψ′ =
i
~
y(x)ψ
ψ′′ =
i
~
y′ψ +
i
~
yψ′ =
i
~
y′ψ +
i2
~2
y2ψ =
[
i
~
y′ +
i2
~2
y2
]
ψ
e dunque sostituendo nell’equazione troviamo:
− ~
2
2m
[
i
~
y′ − y
2
~2
]
+ [V (x)− E]ψ = 0 =⇒ − i~
2m
y′ +
y2
2m
+ V (x)− E = 0 =⇒
−i~y′ = 2m(E − V )− y2
Osservando ora che 2m(E−V ) = p2 possiamo scrivere quest’ultima equazione
sotto la forma
−i~y′ = p2 − y2 (3.17)
Abbiamo quindi ricondotto l’equazione differenziale di Schro¨dinger, che e` del
secondo ordine, ad un’equazione del primo ordine; il prezzo da pagare e` che
quest’ultima equazione e` nonlineare (quadratica in y).
21Cos`ı chiamato alle iniziali di coloro che lo introdussero nel quadro dell’equazione di
Schro¨dinger: Gregor Wentzel (Du¨sseldorf 1898-Ascona 1898, tedesco), Hendrik Kramers
(Rotterdam 1892-Oestgeest 1952, olandese), e Le´on Brillouin (Parigi 1889-New York 1969,
francese).
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Per integrare questa equazione, supponiamo che ~ sia una quantita` molto
piccola, e cerchiamo cos`ı lo sviluppo in serie di Taylor formale (nel senso che
non ci si occupa di determinarne la convergenza) di y(x, ~) attorno a ~ = 0.
Poniamo cioe`
y(x, ~) = y0(x) + ~y1(x) + ~2y2(x) + . . .
e cerchiamo di determinare ricorsivamente le funzioni yj(x). Sostituendo
questa espressioni in (3.17) e ordinando ambo i membri secondo le potenze
crescenti di ~ troviamo:
−i~y′0 − i~2y′1 − i~3y′2 = p2 − y20 − 2~y0y1 − ~2y21 + . . .
Imponiamo ora l’uguaglianza dei coefficienti di ciascuna potenza di ~ in ambo
i membri. Troveremo, all’ordine h0 e h1 rispettivamente:
p2 − y20 = 0 =⇒ y0 = ±p = ±
√
2m[E − V (x)]
−iy′0 = −2y1y0 =⇒ y1 =
iy′0
2y0
= ± i
2
log p = ±i d
dy
log
√
p
Se arrestiamo lo sviluppo in serie di potenze di ~ al primo ordine potremo
scrivere:
y(x) = ±
√
2m[E − V (x)] + i~ d
dy
log
√
p+O(~2)
Per trovare la soluzione (3.16), notiamo che si ha:
i
~
∫ x
a
y(t) dt = ± i
~
∫ x
a
√
2m(E − V (t) dt
∓
∫ x
a
d
dt
log[2m(E − V (t))]1/4 dt+O(~)
da cui, nei punti x tali che V (x) < E:
ψ(x, ~) = exp± i
~
∫ x
a
√
2m(E − V (t) dt∓ log[2m(E − V (x))]1/4 dt+O(~) =
= [2m(E − V (x))]−1/4 exp± i
~
∫ x
a
√
2m(E − V (t) dt+O(~)
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mentre nei punti in cui V (x) > E, essendo il radicando negativo, estraiamo
la i dalla radice e si avra`:
ψ(x, ~) = i[2m(E − V (x))]−1/4 exp±1
~
∫ x
a
√
2m(E − V (t) dt+O(~)
in cui l’esponenziale e` reale. Rimangono esclusi intorni sufficientemente pic-
coli dei punti di inversione classica {x |V (x) = E} perche` in quei punti i
denominatori si annullano e l’approssimazione non funziona.
Osservazione Calcoliamo la densita` di probabilita` generata da questa solu-
zione approssimata.
|ψ(x, ~)|2 dx = dx√
2m[E − V (x)] =
dx
p
=
dx
mv
=
dt
m
dato che v =
dx
dt
. In parole: in questa approssimazione semiclassica la pro-
babilita` di presenza della particella in un certo intervallo lontano dai punti
di inversione e` proporzionale al tempo impiegato per attraversarlo. Se la
particella classica attraversa velocemente l’intervallo, nell’approssimazione
semiclassica della meccanica quantistica la probabilita` di trovarla ivi a segui-
to di una misura di posizione sara` piccola, mentre sara` grande se lo attraversa
lentamente.
Abbiamo costruito una soluzione approssimata nelle due regioni lontane
dai punti di inversione:
• Regione I: classicamente permessa: x−(E) < x < x+(E), dove
V (x±(E)) = E.
• Regione II: classicamente proibita: x < x−(E) e x > x+(E). Questa
regione si chiama cos`ı perche` la particella classica non puo` mai tro-
varvisi. Infatti in questa regione V > E; quindi p2 < 0, e la velocita`
sarebbe immaginaria, cosa impossibile.
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• Vediamo che invece la particella quantistica ha probabilita` diversa da
zero di trovarsi anche nella regione classicamente proibita, e quindi
puo` attraversarla da parte a parte se essa e` finita. Questo fenomeno,
tipicamente quantistico come vedremo, si chiama effetto tunnel.
Trovata la soluzione approssimata nelle differenti regioni, occorre dimostrare
che le differenti forme si raccordano con continuita` nei punti di inversio-
ne, dove l’approssimazione fallisce. A questo proposito si puo` dimostrare il
seguente risultato importante:
Teorema 3.4.6. (Condizione di quantizzazione WKB) Le soluzioni appros-
simate nelle regioni I e II si raccordano con continuita` nei punti di inversione
x±(E) se e solo vale la condizione:∫ x+(E)
x−(E)
√
2m[E − V (x)] dx = (n+ 1
2
)~, n = 0, 1, . . . (3.18)
Osservazioni
• La condizione di quantizzazione (3.18) e` la condizione di quantizza-
zione WKB e non coincide22 con la condizione di quantizzazione di
Sommerfeld (2.7). Infatti invertendo la (3.18)) per E si ottengono i
livelli di energia En = J
−1((n + 1
2
)~), da confrontare con i livelli di
Bohr-Sommerfeld En = J
−1(n~). J(E) e` al solito, l’integrale d’azione
(2.6). La differenza e` il fattore 1
2
~, che rappresenta un’approssimazione
ai livelli di energia esatti, definiti come gli autovalori dell’equazione di
Schro¨dinger, migliore di quella fornita dalla condizione di Sommerfeld.
Lo vediamo nel seguente esempio importante, in cui i livelli di energia
WKB sono in effetti esatti, nel senso che coincidono con quelli che si
trovano risolvendo l’equazione di Schro¨dinger.
22Nonostante molti lo scrivano, generando non poca confusione
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• Detti ψ− il valore della funzione d’onda al primo estremo della zo-
na classicamente proibita, e e ψ+ il valore al secondo estremo, si puo`
dimostrare che
|ψ+|2
|ψ−|2 = e
− 2~
∫ x+
x−
√
2m(V−E) dx
(formula WKB di penetrazione della barriera). Questa formula ci dice
che la particella quantistica puo` in effetti attraversare la regione classi-
camente proibita, ma con una probabilita` che tende a 0 piu` velocemente
di ogni potenza di ~ quando ~ → 0. Dunque tutti i termini dello svi-
luppo in serie di Taylor in potenze di ~ si annullano. Questo significa
che il fenomeno di penetrazione della barriera e` puramente quantistico,
cioe` non ha analogo classico.
Esempio 3.4.1. (Oscillatore armonico)
Sia V (x) =
1
2
kx2. I punti di inversione definiti da V (x) = E saranno pertanto
x±(E) = ±
√
2E
k
. Calcoliamo l’integrale al primo membro di (3.18):
J(E) =
∫ x+(E)
x−(E)
√
2m[E − V (x)] dx =
√
2m
∫ √ 2E
k
−
√
2E
k
√
2m[E − kx2/2] dx.
Operiamo ora il cambiamento di variabile x =
√
2E
k
u da cui dx =
√
2E
k
du,
mentre gli estremi di integrazione diventano −1 e 1, Allora:
J(E) =
√
2m
√
2E
k
∫ 1
−1
√
E − Eu2 du = 2E
√
m
k
∫ 1
−1
√
1− u2 du = piE
√
m
k
.
La condizione di quantizzazione J(E) = (n+ 1/2)h pertanto implica
E = {En}∞n=0 =
√
k
m
(n+ 1/2)~ = (n+ 1/2)~ω.
Questi sono i medesimi livelli trovati rispolvendo l’equazione di Schrd¨inger,
ivi compresa l’energia di punto zero. Quindi l’approssimazione WKB e` esatta
per l’oscillatore armonico.
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