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CHAPTER I 
INTRODUCTION AND BACKGROUND 
General Discussion of Sequential Analysis 
The characteristic feature of sequential analysis Is that the num-
ber of observations required by the procedure Is not determined In ad-
vance of the experiment. At stage m ·(m=l,2,·· .) of the experiment, an 
observation is taken and one of three decisions is made: 
I. Accept the null hypothesis 
2. Reject the null hypothesis 
3. Continue the experiment by·taking another observation. 
The decision to terminate the experiment at any given stage depends on 
the results of observations previously made; consequently, t~e number 
of observations required to make a terminal decision (cal led the deci-
sive sample number or DSN) is a random variable. 
The principal advantage of sequential methods is that test proce-
dures can be c0nstructed· which require, on the average, a substantial ty 
smaller number of observations than the mos~ efficien~test procedures 
based upon a predetermined sample size. The dollar savings associated 
wIth using a sma II er number of samp I es can often -be signifIcant, depend-
ing on the cost of the test Items and the related testing costs. Since 
many test programs have multiple objectives, sequen~ial procedures may 
result in test items belng·available.for accomp·lishlng secondary objec-
tives when these objectives could not ordlnari ly be achieved through 
2 
fixed sample testing because of constraints on test Item aval lability. 
Finally, In medical trials to determine which of two treatments Is supe-
rior, there are strong ethical considerations for stopping the test as 
soon as possible (administering the Inferior treatment to as few pa-
tients as possible). 
The principal difficulty with fixed sample tests Is that, Inherent 
in their structure, they fai I to take advantage of .information accumu-
lated during the course of the experiment. As an example, suppose one 
were Interested In determining whether the.reli~bi I ity of a lot of elec-
tronic components was of an acceptable level. Suppose ,further that once 
the nul I and al~ernative hypotheses ·were specified, together with the 
required probabi I ltles of Type.! and Type I I error, the test procedure 
turned out to be:· test the reliability of 100 components and If five or 
more fa 1 I, reject the I ot; otherwise, accept it, What If a I I of the 
first five componeri'ts tested fai I? Clearly) it would be ·Imprudent to 
test the remaining 95 components. What. it four of the first five items 
tested tal I? One would certainly have compel I ing evidence to terminate 
the experiment at that point since it would .be regarded as highly 
unl lkely that 1 should the remaining 95 components be put on test, none 
wou I d fa I I . 
Sequential procedures are not always appr-opriate, as .. the following 
two examples should 1 I lustrate: 
I. A situation whith occurs (unfortunately) far too often rs·that 
the researcher comes.to the statlst[cian, data In hand, and requests 
assistance in analyzing the results. At this juncture, any discussion 
of ·fixed versus sequential testing Is academl~.and every piece of data 
should beexamlned. Some value may be salvaged, however, If the data 
were taken sequentially in that the statistician may analyze the data 
as though it had been collected in accordance with a sequential design 
and indicate the potential savings (if any) to the researcher so that 
he might use this information. in the. design of future trials. 
2. Consider the case of an agronomist who hypothesizes that the 
infestation rate of weevi Is in pecan trees strongly depends on the sci I 
I 
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chemistry of the ground in which the trees are grown and that he believes 
a particular sci I chemistry would drastically reduce the weevl I infesta-
tion rate of pecan trees grown therein. It would obviously not make 
sense for him to. plant a pecan tree seed In the proposed type of sol I, 
walt the several years required for the tree to reach maturity and bear 
pecans and observe the infestation rate; then based on this infestation 
rate, decide to accept his null hypothesis, .reject It, or plant a new 
tree and repeat the process. 
The point to be made by the above discussion is that sequential 
procedures are not always appropriate, but when they are they generally 
offer a viable alternative to fixed-sample procedures. 
Although sequential statistical methods were known for some time 
before, unti I World War I I these were mainly very simple or ad hoc. rules. 
The formal theory known today as "sequential analysis" began In 1943 
with Abraham Wald (1945) in America and G, A. Barnard (1946) in England, 
both men working in war-time industrial advisory groups. The most impor-
tant discovery was Wald's sequential probabi I ity ratio test (SPRT) and 
an elegant body of theory surrounding this was soon developed. The basic 
reference to sequential analysis Is the book by Wald (1947); comprehen-
sive surveys of the field are given by Jackson (1960) and by Johnson 
(1961). Books by Ghosh ( 1970), Wether! I I (1975) and Govindarajulu (1975) 
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may be consulted for more recent developments, 
The SPRT is usually constructed as a sequential test of one simple 
hypothesis against another. In most cases, a parametric fqrm is assumed 
for the underlying probabl lity density or probabi lity.mas~ function and 
the two simple hypotheses are completely specified by two values of the 
single unknown parameter of interest. The SPRT has an optimum property 
for these two hypotheses: there Is no other test with at least as low 
probabi lltles of Type I and Type I I error and with smaller expected sam-
ple si.ze under either or both of the two hypotheses. Oftentimes~ how-
ever, one is interested In the performance of this sequential procedure 
for values of the unknown parameter other than the two which have been 
specified. Unfortunately, one generally fi.nds that the expected sample 
size of the SPRT is relatively large for values of the parameter between 
the two specified ones; I.e., a larger number of observations is 
expected for those cases In which one does not particularly care which 
decision is taken. 
Another, sometimes more serlous 1 difficulty with the SPRT is that 
It is an "open" procedure" This·means that the number of observations 
is a random variable which Is unbounded and whic~ has positive probabl 1-
Jty of being greater than any given constant. Since. it is usual iy dif-
ficult to provide for taking an arbltrari ly large number of observations, 
the SPRT Is frequently "closed" (also termed "truncated" or "restricted"). 
This effectively bounds the sample size regardless of the underlying 
parameter value. In addition to Wald (1947), other authors who have 
considered closed sequential procedures include Stockman and Armitage 
(1946), Bross (1952), Armitage (1957), Schneiderman and Armitage Ci962a, 
1962b), Spicer (1962), Choi (1968), Aroian C 1968), Arolan and Robison 
5 
.. 
C 1969), Elfring and Schultz ( 1973), Oksoy ( 1973), Goss (1974) and 
Schmee ( 1974), 
Since decisions (accept the nul I hypothesis, reject the nul I 
hypothesis, continue testing) made at any particular stage of the SPRT 
are conditioned upon what has happened during previous stages, some 
rather complex conditional probabi lltles are Involved. Historically, 
there have been three distinctly different approaches to the solution 
of the attendant problems: 
I. Appro>,<lmation ,by a Contlnuo1.1s· Process, This is the original 
and stl I I most wldeiy used approach. The sequential observations are 
assumed to occur at constant Intervals of time and the discrete (~t=l) 
process Is approximated by the continuous parameter process obtained In 
the I !mit as ~t+O. This-approach leads to a process whose probabl I istic 
properties are wei I known (normal diffusion process, Wiener process, 
' Wiener-Levy process) by regarding the SPRT as a (continuous parameter) 
random wa!k between two absorbing barriers and a correspondence is estab-
I !shed between decisive sample number and first passage time and between 
Type I and Type I I error rates and absorption probabi lltles. This 
approach Is known to, lead ~o a conservative procedure (actual error 
rates less than ~hose specified in determining the boundaries) but has 
persisted largely due to theoretical convenle8ce, Although the theory 
surrounding this approach gives (rather wide) bounds on the actual 
error rates and the expected or average sample number (ASN), It fai Is 
to give any Information on the distribution of the DSN and this may be. 
regarded as a major shortcomIng. In addItIon to. Wa I d ( i 945, 1957), 
other authors who have elected to use this approach Include Page (1954), 
Anderson (1960), Weiss (1962) and Suich (1968). 
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2. Monte Carlo Simulation, This term refers to large scale sam-
piing experiments whereby many repetitions of the discrete process are 
conducted via computer simulation and the relative frequency of various 
terminal decisions and trial number of occurrence of these decisions is 
recorded. The extent to which the Monte Carlo trials approximate the 
true process is a function of the number of times the process is simu-
lated; unlike the first approach, this technique leads to an (empirical) 
distribution of the DSN. The Monte Carlo technique is the one which was 
employed .by the author during the study documented by this report. The 
first, and perhaps most significant, instance where this technique was 
employed was in the paper by Baker (19;50). In an empirical investigation 
of the SPRT for testing the mean of a normal distribution with known 
variance, Baker demonstrated thatt 
a. Th.e actual error rates are appr0ximateJy thirty.perc13nt 
less than the error rates specified in determining the acceptance and 
rejection boundaries. 
b. The average sample number CASN) is underestimated when the 
SPRT is approximated by a continuous parameter. Markov .process. 
c. The distribution of the DSN is positively skewed (long 
right tal I), providing additional motivation for the use of truncated 
procedures, 
The Monte Carlo approach has been also used by Genzi (1965), Read (1971), 
Monahan ( 1973), Alexander and Suich (1973) and Madsen (1974). 
3. DIrect Method .. ThIs method is due te Aro ian .( 1968) and consists 
of numerical evaluation of truncated convolution.integrals involving sums 
of randem variables. The technique Is quite general and permits calcula-
tion of error rates and the DSN distributien to any desired degree of 
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accuracy, It has been used very successfully in addressing many comm0n 
problems by Arolan (1968), Aroian and Robison (1969), Oksoy (1973), Goss 
(1974) and Schmee (1974) among others. The author's attempts to use 
Aroian's direct method were unsuccessful. The exact nature of the pro~ 
blem and the algebraic compl !cations encountered are discussed in detai I 
in Appendix B. 
The Sequential Probabi I ity Ratio Test (SPRT) 
Let the random variable X have probability density (or mass) func7 
tion f(x,e) which is completely specified except for the value of the 
single unknown parameter 8 and consider a test of the simple nul I hypoth-
esis H0 :8=8 0 against the simple alternative hypothesis H1:e=e 1 • For any 
positive integer n, the probability that the ranclom sample Xp"',xn is 
obtained Is given by 
p i n = f( x 11 e i ) · f ( x 2 , e i ) · · · f ( x n , 8 1 ) where 8 = 8 1 ( 1 = 0 , 1 ) • 
The SPRT for testing H0 against H1 is conducted as follows: 
I, Two constants a and r CO<a<l<r<~) are chosen to give the test 
strength (a,S), By strength (~,S) it is meant that 
PEreject H 0 18=8 0 l~a and 
PCaccept H0 !e=e 1l=S. 
In other,words, a test has strength (a,S) if the probabilities of 
committing a Type and Type I I error ate a and B, respectively. 
2. At stage n (n=l,2,·•·) of the experiment, the probability 
ratio p111 /p 0n is computed and: 
a. if Pln/Pon'-a, Ho Js, accepted 
b 0 1 f ·plniPon~r, Ho is rejected 
c. if a<pln/Pon<r, another observation is taken. 
8 
In many instances, it is more convenient to work with the natural log-
arithm of the probability ratio rather than the probabi I ity ratio itself. 
In these cases, let A=log a, R=log r; then at stage n of the experiment, 
compute An=log(p 1n1Pon) and: 
a. if An$0A, H0 is accepted 
b. if An~R, H0 is rejected 
c. if A<An<R, another observation is taken. 
As an example, consider testing the mean ~ of a normal distribution with 
unit variance and suppose that the hypotheses of interest are H 0 :~=0 and 
H 1 :~=1. The logarithm of the probability ratio is easily shown to be 
n n 
A=~x.--· 
n I I 2 
At stage n (n=l,2,···) one computes An and: 
n 
a. if 21 X. ~ A +Jl. Ha is accepted I I. 2 I 
n 
b. if z x. n Ho is rejected > R +2 I I I 
n 
if A +JJ_ 2 X. < R n another observation is taken. c. < +-, 2 I I 2 
Notice that the acceptance and rejection boundaries are functions of the 
sample number, This is shown graphically in Figure l. The dependence 
of the boundaries on the sample number may be removed if we make the 
I 
transformation Zi=Xi- 2· This is shown in Figure 2. 
At this point, it seems natural to ask "What assurance does one have 
that this Copen) procedure wi I I not continue indefinitely?" Wald (1947) 
proved that if the undefiying observations are independent, then the 
probabi I lty is I that the sequential probabi I ity ratio test procedure 



























the underlying distribution is of the Koopman-Darmois or exponential 
form, then the process w i II eventua II y terminate with probab Ill ty I. In 
many fields of experimentation, however, this assurance carries I ittle 
weight because of the uncertainty in knowing how long a particular 
sequential experiment may continue~ There Is, therefore, a natural 
tendency to truncate the SPRT at some particular point by SJUecifying an 
upper I !mit, say m, for the number of observations to be taken. Wald 
(1947) gives a simple and reasonable rule for truncation at n=m: if the 
SPRT has not resulted In a terminal decision by the m-th trial, accept 
n 
H0 if 8,. zo~O, otherwise reject H0 , Any SPRT truncated In the manner 
I I 
suggested by Wald wi I I be denoted by TSPRT to distinguish It from closed 




Z,zo 0 n 
I I Testing m 
A 
Accept H0 
Figure 3. TSPRT Boundaries 
Truncating the SPRT has two effects: it reduces the ASN for all 
values of the unknown parameter and it increases the probability of 
committing Type I and Ty~e I I errors. Wald gives upper bounds on the 
error rates when the SPRT is truncated in the manner described above. 
Up to this point, discussion of how the two constants a and r are 
determined to give the test strength (cx,S) has been avoided. Exact 
determination of the values a and r is often very laborious if not 
analytically intractable. Wald ( 1947) establishes the bounds 
a~S/ (l-ex) · and 
II 
He argues that these bounds are quite close.to the required values and 
suggests treating the above inequalities as though they were equalities, 
i . e. , 
a=S/(1-cx) and r=( 1-13)/cx. 
These approximations lead to a conservative test in the sense that the 
actual Type I and Type I I error rates are less than the error rates 
specified in determining the boundaries; If one uses the continuous 
parameter Markov·process approximation (as Wald did), then, at the termi-
nation of the test, the probabl I ity ratio p1 n1Pon equals (1-13)/cx or 
S/(1-cx) exactly. The approximation arises from the fact that) at the 
termination of the discrete process, the ratio p1 /Pon exceeds or over-
shoots the boundaries. Wald states that the effect of "ignoring the 
excess over the boundaries" is, for all practical purposes, neg I igible. 
The author contends that the effect is not neg I lgible and there is some. 
evidence,whicl;l suggests that .the extent to which the SPRT is conservative 
is problem dependent (8aker 1 1950; Goss, 1974; Schmee, 1974). 
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Problem Definition 
A problem of interest in weapons effectiveness testing is the 
determination of.whether.a contractor has met the accuracy sp~cifica-
tlons in the production of a new muhition. Atcuracy.is normally stated 
in terms of Circular Error Probable (CEP).whicb is defined as the median 
of the distributio~· of radial miss distances. It is the radius of the 
smallest circle about the target which is expected to.contain frtty pe~-
cent of .the weapons del lvered against that target. Although there are 
more meaningful ways of describing munition accuracy,.CEP is the widely 
accepted and commo~ly used standard. Figure 4 gives a simple i I lustra-
tion of the relation between the components of miss distance and the 
radial miss distance. 
y 
range component 




Figure4. Relation Betwee~ Miss Distance Components 
X 
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For unguided weapons, the range (X) and deflection (Y) components of 
miss distance are usually regarded as being independent random variables 
having a bivariate normal distribution with zero mean and common var-
lance cr~=cr~=cr 2 ; more succinctly, 
If one transforms from rectangular to polar coordinates, it may be shown 
(Lindgren, 1968) that the radial miss distance R= ix2+Y 2 has a Rayleigh 
distribution with density function 
and cumulative dtstribution function 
The linear relationship between the CEP (median) and the parameter cr of 
the Rayleigh distribution is easily found using the cumulative distrJbu-. 
tion function F(R): 
CEP= ~ 2 , I og 2cr • I • 177 4 I cr. 
Thus, instead of testing CEP, one may equivalently test cr or cr 2 • 
Consider testing H0 :cr=cr0 versus H1 :cr=cr1 (cr 0<cr 1 ). For the Raleigh 
distribution 
(-b-J (fr R\) exp (-~~ R~ l 
(~)"' li7 Ri)exp (-~ t~:) 
• 
Since· it was assumed that X andY are independent, XNN(O,cr 2 ) and 
YrvN(Q,cr 2 ), a sample of n Ra.yleigh observations could alternatively be 
regarded as being a sample of 2n observations from NCO,cr 2 ) (n observa-
tions on X and n observations on Y). Doing so,gives 
which is exactly the same as the previous result. This shows that.the 
14 
SPRT for testing the parameter of a.Rayleigh distribution is equivalent 
to the SPRT for testing the variance of a normal distribution with zero 
mean if in the latter case one regards the observations as being taken 
in groups of size two. 
At this point, it is appropriate to consider some complications 
which arise when performing a SPRT in groups of size g rather than on 
individual samples. Clearly, grouping can only increase the number of 
observations required by the test. Recal I that the acceptance and 
rejection boundaries were approximated by neglecting the "excess over 
the boundaries'' and that this resulted in a conservative test. The 
effect of grouping is to increase the "excess over the boundaries" with 
the result that the procedure becomes even more,conservative. Wald 
offers the f I i p comment that "this feature of grouping compensates, to 
some extent, for the. i ncre;;lse in the number of observations." To quote 
Ghosh (1970), "As g increases, the Wald approximations progressively 
15 
overestimate the true ris-~·but underestimate the true ASN of·the 
grouped SPRT." 
This thesis documents a detal led empirical l~vestlgation of the 
(open) SPRT and several closed sequential tests of hypotheses for the 
parameter of a Rayleigh distribution, using Monte Carlo simulation. The 
problem of adjusting the acceptance and rejection boundaries to give the 
specified error rates is studied in detai I. This amounts to choosing an 
~' and a S' and then constructing boundaries 
a'=S'/(1-a.') and r'=( 1-S' )/a' 
which result in the test actually having strength (a,S). For the SPRT, 
boundary adjustment is felt to be highly significant in Its own right 
because it reveals the extent to which the unadjusted SPRT Is conserva-
tive and because it indicates the (average) savings which may be realized 
by adjusting the boundaries to give the specified error rates. For 
other sequential procedures (closed and ope~), boundary adjustment per-
mits a direct DSN distribution comparison among procedure? having 
(approximately) the same power, This boundary adjustment problem has 
not been previously addressed in the I lterature~ 
Additionally, closed procedures are examined to determine the effect 
of delay~ng accept or reject decisions untl I several observations have 
been taken and the effect of continuing the sequential procedure beyond 
• 
the fixed-sample size n, Letting (d.,m) denote a sequential probability 
ratio test for which no decisions are made unti I after d observations 
have been taken and for which m items are avai !able for testing, Cn,n) 
then refers to a f ixed-samp I e, sIze test and a (I ,co). pI an Is an open SPRT. 
The TSPRT closed at the fixed-sample si·ze Is then a (l,n) plan, In 
addition to, Cl,oo) and Cl,n) plans, the author also exami,ned Cn/3,n), 
Cl,2n) and (n/3,2n) plans. The last three types. of plans wi I I be 
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col lect~vely referred to as extended sequential probability ratio tests 
C EXS PRT ' s ) • 
Chapter I I of this thesis describes the ten casas studied and the 
Monte Carlo procedures employed. Chapter I I I presents the results of 
Monte Carlo simulation of the SPRT for these cases and treats the SPRT 
boundary adjustment problem. Chapter IV gives parallel results for the 
TSPRT. The EXSPRT plans are examined and contrasted with the SPRT and 
TSPRT plans in Chapter V. Chapter VI provides a summary of this study, 
together with conclusions and recommendations for future work. 
Appendix A contains tables of unadjusted and adjusted (I ,co), Cl,nl, 
Cn/3,n), (1,2n) and Cn/3,2n) plans. Appendix B provides a discussion of 
the author's unsuccessful attempts to use,Aroian's direct method. The 
computer program used for thjs study is documented in Appendix C. 
CHAPTER II 
DESCRIPTION OF CASES STUDIED 
Ten cases were selected for comparing tbe various sequential pro-
cedures, representing two different discrimination ratios Ccr/a0 ) and. 
five different strengths Ca,B): 
Case a/ao B Case a/ao B 
I 2.0 0. I 00 0. I 00 6 I . 5 0. I 00 0. I 00 
2 2.0 0.050 0. I 00 7 I • 5 0.050 0. I 00 
3 2.0 0.050 0.050 8 I • 5 0.050 0.050 
4 2.0 0.025 0.050 9 I , 5 0.025 0.050 
5 2.0 0.025 0.025 10 1.5 0.025 0.025 
For convenience a 0=1.0, a 1=2.0 and a6=1 .0, a 1=1.5 were used for dis-
crimination ratios of 2.0 and I ,5, respectively. To a large extent, 
choice of cases was arbitrary and was tempered by the amount of computer 
time avai ~able to perform the Monte Carlo simulations. 
Determination of Fixed-Sample Size 
Since some of the sequential procedures addressed In this study are 
closed at ~he fixed-sample size, determination of the number of obser-
vatlons required for a fixed-sample size test of strength (a,B) is a 
necessary prerequisite. For the Rayleigh density function and hypoth-
eses H0 :a=a0 , H1 :a=a 1 Ca 0<a 1 ), the I ikel !hood ratio Ln for a sample of 
size n is given by 
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and the critica.l region is determined by some positive constant K and 
smallest sample size n which make the following two inequalities simul-
taneously true: 
and 
lnequal ities 1 rather than equalities, are useq since n is required to be 
an integer. Now 
L"YI )\<.~\o~ L"\'\ "> \oj ~ 
=1 2."V\ \ 0~~) +-\:(~ -~~) ~ Rf ) \o~ ~ 
9 t R\) [\o'l\(.-t'"lY~ \cs~'>]/t (~- {z) 
\ 
~ ~ R\ > K' wne.re. ¥!. : [\ ~ \4\ + G't\ \ o ~· ~')1;4(~~ ). 
Since X,Y are assum~d to be independently and identically distributed 
as N(O,a2), the quantity 
rv-2. has a chi-square distribution with 2n degrees of freedom (A~· For 
Now P ( l"" /Kitto) ~ o<. 
~ P (Lon ' \< \ \-\ G) >;. \ - o( 
:::;> P ( Z Rt ~ K\ 1-\o) ~ \ -o{ 
\ 
V\ 
~p (~~Rt ~~) ), 1-0{ 
Similarly, P (l"" ~\<l \-\,) ~ f> 
~' :2.. ::? C:Sjl- - 'X: <tv; @l. 
From the above inequalities It follows that 
~ /.....,_ cro. Zt\ 
·}-rJ. ~ <)~.A._~f\/~ 
or 'X.~l"'~ ~-o(. 
G (%:)?-
'X'L2:1\) {?> • 
Thus for a, S, a0 , cr 1 given, the required sample size, say m, is the 
smallest Integral value of n satisfying the above lnequal !ty. 




"X,_ ~VI..)C.\c. x.~ 2.¥\J o.~o 1o,lo 
I 4.605 0.211 21 .825 
2 7.779 1.064 7.311 
3 10.645 2.204 4.830 
4 13.362 3.490 3,829 
From the above data, it is seen that m=4 Rayleigh observations are re-
quired for a fixed-sample test of H0 :cr=l versus H 1 :cr~2 at strength (a,S). 
A computer program which employed the International Mathematics and 
Statistics Library (IMSL) subroutine fer the cumulative x2 distribution 
(MDCHJ) was written to obtain the required sample sizes for the ten cases 
under consideration. This could also have been accomplished using stand-
ard chi-square tables for 2n<30 and o~e of several approximations for 
2n>30; however, for the range of values of n used for the cases under 
consideration, these approximations were not particularly satisfactory. 
The sample-size determination results are presented in Table I . 
. TABLE I 
FIXED-SAMPLE SIZES FOR THE TEN CASES 
Case cr/cr 0 n 
I 2,0 0. 100 0.100 4 
2 2.0 0.050 0. 100 5 
3 2.0 0.050 0.050 7 
4 2.0 0.025 0.050 7 
5 2.0 0.025 0,025 9 
6 I ,5 0.100 0. I 00 II 
7 I • 5 0.050 0. I 00 13 
8 I • 5 0.050 0.050 17 
9 I • 5 0.025 0.050 20 
10 I • 5 0.025 0.025 24 
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For each of the ten cases, alI of the sequential procedures were 
evaluated at seven distinct values of the unknown parameter cr. The 
seven values use9 depended upon whether the discrimination ratio was 
2.0 or 1.5: 
Cases 1-5 <cr/cr 0=2.0) 
("()\ (",) 
' . 
o.5oo I . 000 r .25o I. SOD I .750 2.000 2.500 
Cases 6-'-10 <cr/cr 0=1.5) 
(14~ (1-1,) 
o.'?so I .000 I . 1125 I .250 I .375 I 1. 7'5o I .500 . 
By evaluating the various procedures at these seven parameter values, it 
was possible to construct reasonably acdurate OC and ASN curves. The 
number of values of cr was to some. extent dictated by aVailable computer 
time; the choice of values was rather arbitrary and did not include the 
value of cr for which the ASN is a maximum. Maximum ASN occurs for that 
value of a for which the stochastic process has zero drift; i.e., 
E ( \o~ l."') =a-:::. '2"' \a31$a.\ + .l.. (..L _..L"\ ~ E tR;l) 
\0'\ ) "Z. q. ~1.1 ~ \ 
-::: '2"" \a~ I~ + Y\ ~2.. (~ _ .l-) 
\ CSj J <S' 0 tS"i2. 
::2> ~ '= , e.;; (of-/fS~)-
t~-~~) 
For discrimination ratios of.2.0 and I .5, maximum ASN occurs for 
6=1,35956 and cr=l.20817, respectively. 
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Number.of Monte Carlo Iterations 
The extent to which the Mo~te Carlo trials approximate the true 
pro~ess is proportional to the number of times. the process_ is simulated. 
A pre! Jmlnary trade-off study between computer time requirements and 
desired accuracy of empirical error rate estimates led to the selection 
of 10,000 Monte Carlo iterations of the sequential process for each of 
the ten cases. For the range of cr and S values considered, 10,000 
iterations results in a standard er;-ror (in estimating a. and S) on the 
order of 0.0025. Loosely speaking, this means that the error rates are 
estimated to within ±0"005 with probability 0.95. 
Generation of -Uniform Random Variables 
A standard simulation technique for generating random numbers dis-
tributed according to any absolutely continuous probability law is to 
first generate random numbers which are uniform on the interval (0, I) 
and then to map these. uniform random n~mbers into. random numbers obeying 
the desired probabi I ity law via the appropriate probabi I ity integral 
transform. 
Many uniform random number generators exist. Some are reportedly 
better than others; unfortunately, reports typical Jy fai I to provide 
substantive evidence of the comparisons which have al Jegedly been con-
ducted. The author. attempted to compare three uniform random number 
generators in hopes of making an intelligent choice among them. The 
three routines were: 
I. RANDU the routine used in IBM's Scientific Subroutine 
Package (SSP) 
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2. GGUB- The routine used in the International Mathematics 
and. Statistics Library <IMSU; "reportedlyll better than RANDU 
3. RANF- the routine developed by J. P. Chandler of Oklahoma 
State University's Computer Science Department; "reportedly'' better than 
GGUB. 
Ten sets of 10,000 random numbers were generated using each of 
these three routines. Histograms with class intervals of 0.01, 0.05 and 
0.10 were constructed and the appropriate chi-square statistics computed, 
The means and variances, maxlmum.and mjnimum values for each set of 
10,000 random numbers as wei I as for the combined gro!-lp of 100,000 
numbers were calculated. Unhappi~y, the results of the comparison were 
I nconc I us i ve, The author f Ina II y e I ected to use RANF which, a I though 
approximately 30 percent slower than the other generators, does not 
exhibit the serial correlation between random numbers which is 
"reportedly" a shortcoming of the other two routines. 
Generation of Rayleigh Ra..ndom Variables 
It is wei I known that if X is an absolutely continuous random var-
!able with density function f(x) and distribution function F(x), then 
Y=F(x) is ynlformly distributed on the unit interval. This result~ 
known as the probabl llty Integral transformation, is especially useful 
In computer simulation. Recal I that the Rayleigh distribution function 
is F(R)=I-exp(-R2/2cr2), R>O •. Equating Y=F(R) and solving .fbr R gives 
R = cr- i- 2.· \ 0~ (I -'t') . 
Thus~ to generate a Raylelghrandom variable with parameter crj, we first 
generate a.uniform (O,I).random number.Y and .then compute 
'R.\j) '= ~ ~-2..· \o~ (.1-'J). 
24 
To save computer time, the author generated seven Rayleigh rando~ var-
iables R(l) ,···,R(7) for each Y .(one for each of the seven parameter 
values under consideration). Although R{I), .•. ,R( 7) are clearly func-
tionally dependent, this dependence. does not vitiate· comparisons between 
procedures and these are the comparisons of interest. 
Description of Monte Carlo Procedure 
For each of the ten cases and for each sequential procedure, 10,000 
Monte Carlo trials were perf6rmed. A trial may be described as follows. 
At stage I (i=l,2,···) generate a uniform random variable, then trans-
form to obtain seven Rayleigh raneom variables. For j=l,"",7 determine 
whether the I ike! ihood ratio was. in the continuation region pri6r to 
this stage. If so, compute the new likelihood ratio and determine if it 
results in an accept, reject or continue decision. If an accept or 
reject decision is made, record the trial number and the type decision 
made. If one or more of the seven processes are stilI in the continua-
tion region, generate another uniform random number and repeat the above 
procedure, otherwise go on to the next trial. 
At the end of the 10,000 Monte,Carlo trials, the program generates, 
for each parameter value, the empirical OC curve value, standard error, 
mean (ASN) and standard deviation of the DSN distribution. A summary 
of the stopping history for each parameter value is also printed. 
A I i stIng of the FORTRAN source program deve I oped for this study 
is given in Appendix C. 
CHAPTER I I I 
THE SEQUENTIAL PROBABILITY RATI8 TEST (SPRT) 
This chapter presents the result sf performing IO,;OOO.Msnte Carlo 
trials of Wale's SPRT [(i,eo).plans] for each of theten cases described 
in Chapter I I, The extremely conservative nature of the SPRT is 
revealed and the problem of .adjusting the Wald boundaries to obtain the 
desired error rates is discussed. Finally, unadjusted and adjusted 
SPRT procedures are contrasted to iII ustrate the payoff rea I I zed from 
removing the "conservatism" of the unadjusted SPRT. 
The conservative nature of the SPRT is shown in Table I I where as, 
,.. " 
Bs and a,; a denote spetffied and observed error rates, respectively. 
TABLE II 
SPECIFIED VERSUS OBSERVED ERROR .RATES. FOR. ( l.,oo) PLANS 
Case a/as " BIBS c:t.s a Bs a 
I • I 000 .0280 ,2800 ... • I 000 .. .0666. .6660 
2 . 0500 0 0121 . .2420. • I 000. ,0629 . .6290 
.3 . .0500 .0123 .2460 .0500 • 033·1 .6620 
4 .0250 .0054 ,2160 .. .0500. .0312 .. .6240 
5 • 0250 .. 0075 ~3000 .. .0250 .o 135 . .5400 
6 . 1000 . 0440 ,4400 . I 000 .0815 .8150 
7 ,0500. .0238 .4760. • 1000 .0762 .7620 
8 .0500 ,0236 .4720 .0500 .0374 .7480 
9 ,0250 • 0 I II .4440 .0500 ,0362 0 7240 
10 .0250 .0102 ,4080 .0250 .0186 0 7440 
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It should be noted that the observed Type I error rates range from 
.22 to .30 of the specified values for Cases 1-5 and from .41 to .48 of 
the specifIed va I ues for Cases 6-10. The Type II error rates range 
from .54 to .67 and fr<i>m .77 to .82 of the specified values for Cases 
1-5 and Cases 6-10, respectively. Two observations may be made: 
I. The SPRT is substantially more conservative under H0 than 
2. The SPRT is mere conservative for a.higher discrimination 
ratio (Cases 1-5) than for a lower discrimination ratio (Cases 6-10). 
Figure 5 i I lustrates an interesting conjecture that the sum ef the 
observed error rates (~+B) appears to be beunded by.the sum of the 
specified error rates (~5+B 5 ) divi~ed .by the-discrimination ratio. 
6::. a-\ /rro = I,S 
0 o-, /fS'0 = 'Z.o 
• \1:1 
.o~ 
z .. o 
.os , to ·15 .z.o 
Figure 5. Relation Between Specified and Observed Error Rates 
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Further discussion and display of data for the (unadjusted) SPRT wi II be 
deferred untl I after the boundary adjustment issue is addressed to per7 
mit a more convenient comparison of unadjusted and adjusted SPRT pro-
cedures, 
SPRT Boundary Adjustment 
Recal I that when working with the logarithm of the I ike! !hood 
ratio, the Wald acceptance and rejection bounda~ies are given by 
A=log[B/(1-a)] and R=log[(I-B)/a],. respectively. For each .of the ten 
selected cases, &<as and B<Bs· Suppose it is desired to "adjust" the 
SPRT procedure by stipulating an a' and a B' and then computing an 
acceptance boundary A' and a rejection boundary R' which result in 
a=as and S=Bs· How should one proceed? For.definiteness, consider Case 
I in which as=Bs=O.IO gives A=2.197, R=2.197; the corresponding error 
rates are &=0.0280 ahd §=0.0666, What values of a', B1 should be chosen 
to give &=0. 100, g=O. 100? The answer, is not at alI clear. The problem 
is compl itated by the fact that if we fix a and change B, both A and R 
are affected; similarly, for fixed B, a change in a results in changes 
in both A and R. 
It seems a bit more intuitive to adjust the boundaries, rather than 
a and s. This can be done by rewriting the equations for A and R in 
terms of a and B as equations for a and B in terms of A and R. Doing so 
yields a=(l-eA)/(eR-eA) and B=[eA(eR~I)]/(eR-eA). 
Largely through trial and error and guided by trends as they arose, 
the author succeeded ·in selecting boundaries which gave "approximately" 
the specified error rates. By "approximately" it is meant that the dif-
ference between specified and observed error rates is on the order of 
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one standard error (of the observed error rates). 
Basically, for Cases 1-5, A was reduced by 0.50 aAd R by I .35; for 
Cases 6-10, A was reduced by 0.25 and R by 0.80. If this, adjustment did 
not result in a,S within about one standard error of a5 ,S 5 , a second 
adjustment was made. 
Comparison of Unadjusted and Adjusted SPRT's 
Tables VI I through XVI of Appendix A provide a comparison of the 
unadjusted and adjusted (l,oo) plans for each of the ten selected cases. 
For every case, the operating characteristic L(cr), its standard error, 
the mean (ASN) and standard deviation of the DSN and the probability of 
requiring more observations than the corresponding fixed~sample test 
are presented for each of the seven values of the unknown parameter cr 
specified in Chapter I I. 
For I I lustrative purposes, a comparison between the unadjusted and 
adjusted SPRT for Case I wi I I now be given in some detai I. Similar com-
parisons for the other nine cases may be made using the data provided in 
Tables VI I I - XVJ of Appendix A. 
Figure 6 is a graph of the ASN for the unadjusted and adjusted 
SPRT's plotted against the seven values of the unknown parameter. Two 
observations may be made: 
I, For values of the unknown parameter between cr=l .0 and 
cr=l .7, the unadjusted SPRT requires more observations (on the average) 
to reach a decision than the corresponding fixed-sample test. It is 
believed that the reason the unadjusted SPRT appears to require as 
many observations as the fixed-sample test under H0 is due strictly to 
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Figure 6,, .Average Sample Number (ASN) for 
Selected Values of Sigma 
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nine C<;lses, 
2. The adjusted SPRT requires substantially fewer observations 
to reach a decision than the unadjusted SPRT for alI parameter values 
considered and never exceeds (on the average) the number of samples 
required for the corresponding ftxed-sample test. 
Figure 7 represents,an alternative method of judging the signifi-
cance of adjusting the SPRT to give the specified error rates. It 
graphically i I lustrates the probability of requiring more than the 
fixed-sample number of observations if one elects to use an (open) SPRT. 
Importance of SPRT Boundary Adjustment 
Adjusting the SPRT boundaries 'to give (approximately) the specified 
error rates may be regarded as important for two reasons: 
I. In situations where an occasional large sample is accept-
able (quality control, lot inspection, etc.) and an open sequential 
procedure is appropriate 1 substantial savings may be realized using the 
adjusted SPRT boundaries rather than the unaojusted boundaries. Depend-
ing on the cost of the test items, time and other resources required to 
conduct the test, and whether the testing is of a destructive nature, 
the savings afforded through using the adjusted boundaries may have a 
high dollar value. If one Is reasonably certain that the assumptions 
underlying the test are met and if the specified error rates are mean-
ingful, it would appear to be difficult to justify not using the 
adjusted boundaries. The time and money required to determine the 
proper adjustment via Monte Carlo simulation should generally be negl i-
glble compared with the dollar savings resulting from their use. It is 
hoped that further research in this area wi I I produce algorithms which 
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permit boundary adjustment without recourse to Monte Carlo simulation. 
2. There does not appear to be any generally agreed upon 
method for comparing alternative sequential Cor fixed-sample size) pro-
cedures when those procedures have different OC curves Cor, equivalently, 
different power curves). By adjusting the SPRT boundaries to give the 
specified error rates and by per:-forming the same adjustment on the TSPRT 
and other closed procedures described later in this report, one insures 
that at least two points on the OC curve. (at cr=cr 0 and· at cr=a1 ) wi 1 I be 
the same. As it turns out, with this·adjustment there does not appear 
to be any practical difference in the OC curves over the entire range of 
parameter values considered •. Consequently, one may compare the various 
(adjusted) procedures directly and select the one.whose DSN distribution 
has the most desirable properties. This point is regarded as quite 
significant and wl I I be treated more fully in·the ens~lng chapters. 
CHAPTER IV 
THE TRUNCATED SEQUENTIAL PROBABILITY RATIO 
TEST. <TSPRT) 
This chapter presents'the result of performing 10,000 Monte Carlo 
trials of Wald's TSPRT [CI,n) plans] for the ten cases defined In Chap-
ter I I. In every case, the TSPRT was obtai ned by truncatIng the SPRT at 
the fixed-sample size as shown In Figure 3. 1he problem of adjusting 
the boundaries to obtain the desired error rates is addressed and the 
unadjusted and adjusted TSPRT's compared. Finally, adjusted TSPRT's are 
contrasted with the adjusted SPRT's and the relative merits discussed. 
The extent to which the specified error rates are achieved for the 
unadjusted TSPRT Is shown In Table I I I where as, Ss and &,§ denote the 
specified and observed error rates, respectively. 
Note that the observed Type I error rates range. from 0, 58 to I, 14 · 
of the specified values for Cases 1~5 and from 0.82 to I .20 of the 
specified values for Cases 6-10. The Type. II error rates range from 
1.05 to 1,37 and from 1.17 to 1.35 of the specified values for Cases 1.5 
and 6-10 respectively. The ratio of observed to specified error rates 
tends to be sl lghtly higher for Cases 6-10 than for Cases 1-5 and this 




TABLE I I I 
SPECIFIED VERSUS OBSERVED ERROR RATES FOR ( 1·, n) PLANS 
a/as " SIS Case as a ss s s 
I 0. 1000 0.0634 0.6340 0. I 000" 0~ 1304 .. I .3040 
2 0.0500 0.0473 0.9460 0. I 000 0. 1050 I .0500 
3 0.0500 0.0291 0.5820 0.0500 0.0562 I. 1240 
4 0.0250 0.0285 I, 1400 0.0500 0.0594 I. 1880 
5 0.0250 0.0199 0.7960 0.0250 . 0.0343 I .3720 
6 0, I 000 0.0823 0.8230 0. I 000 0. 1260 I. 2600 
7 0.0500 0.0587 I. 1740 0.1000 o. 1167 I. 1670 
8 0,0500 0.0444 0.8880 0.0500 0.0669 I ,3380 
9 0.0250 0.0299 I. 1960 0.0500 0.0586 I. 1720 
10 0.0250 0.0239 0.9560 0.0250 0.0338 I. 3520 
TSPRT Boundary Adjustment 
One might argue that when the SPRT is truncated at the fixed-sample 
size, the specified error rates are met or only sl lghtly exceeded. Con-
sequently, one may.make the practical assumption th~t this procedure 
gives approximately the specified error rates and use the procedure 
without adjustment. This argument notwithstanding, the author.elected 
to adjust the TSPRT boundaries for two reasons: 
I. If the specified error rates have quan~ltatlve meaning, 
the researcher may be .. quIte concerned wIth the poss I b I I i ty of exceedIng 
these error rates by as much as 37 percent. 
2, If the TSPRT is adjusted-to give the specified error rates, 
then the adjusted procedure may be directly compared with the adjusted 
SPRT since both procedures have essentially the same OC curve. 
Largely through trial and error and guided by trends as they arose, 
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the author succeeded in selecting TSPRT boundaries which gave "approxi-\ 
mately" the specified error rates. By "approximately" it is meant that •--
the difference between specified and observed error rates is on the order 
of one standard error (of the observed error rates). 
Comparison. of. Unadj usted .. and _Adjusted. TSPRT 1 s 
Tables XVI I -XXVI of .Appendix A provide a:comparison of the 
unadjusted and. adjusted TSPRT ·for each of the ten :cases. In each case, -.j 
the operating characteristic L(cr), its standacd error and the mean (ASN) 
and standard deviation of the DSN are presented for each of the seven 
values of the unknown parameter· specified in Chapter I I. 
For i I lustrative purposes, a comparison betweefl the unadjusted and 
adjusted (l,n) plans for Case I wi II now.be:g~ven in some detai I. 
Similar comparisons for the other nine .cases may .. be made .using the data 
provided:in Tables XVII:J .,.,XXVI of Appendix A. 
Figure 8 is a graph .of the OC for.the adjusted.and.unadjusted TSPRT 
plotted against.the seven selected,values of the unknown parameter. 
Note that the adjusted TSPRT is.uniformly more:powerful than the 
unadjusted TSPRT .for the range of parameter va I ues considered. This 
same trend holds for the other nine cases. 
Figure 9 dep·icts the ASN for the adjusted and unadjusted TSPRT 1s, 
/ 
The fixed~sample size is also indicated on the graph for reference. The 
unad.Justed TSPRT has a lower ASN than the adjusted TSPRT for parameter 
va I ues I ess than I • 25. For parameter va I ues greater than I • 25, the 
reverse is true. This occurs because the boundary adjustment makes the 
nul I hypothesis easier to.reject for low parameter values and· harder to 
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cases; rather, they depend upon the direction and extent of the boundary 
adjustment for each case. For.example, in Cases 4, 7 and 9 the 
u nadj us ted TSPRT resu I ted. in roth specified error rates being exceeded. 
The appropriate adjustment gave new boundarie$ that were outside the 
unadjusted boundaries; consequently, the ASN for the adjusted procedure 
is higher than for the unadjusted procedure for alI parameter values. 
Comparison of Adjusted TSPRT's 
With Adjusted SPRT's 
A comparison of the OC curve for the adjusted TSPRT and the 
adjusted SPRT for Case I is shown in Figure 10. Recal I that the pro-
cedures were adjusted to have the same OC valUe at two points on the OC 
curve (at H0 and at H1 ). The effect of this.adjustment is to give the 
two procedures (approximately) the same power for alI parameter values. 
This adjustment consequently permits .a direct comparison of ASN for the 
SPRT and TSPRT as shown in Figure I I. 
Notice that the ASN Is consistently lower for the adjusted SPRT 
than for the adjusted TSPRT and that the difference Is rather large for 
lower parameter values~ For,example, under H0 (cr=l) the ASN is·2.89 
and 3.68 for the SPRT and TSPRT, respectively. In this Instance, one 
might expect a 22 percent savihgs by using the SPRT. From Table VI I 
however, one observes that the SPRT wi II require more observations than 
the fixed-sample size test about I I percent of the time. 
Further discussion of the tradeoff between expected savings and 
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CHAPTER V 
THE EXTENDED SEQUENTIAL PROBABILITY RATIO 
TEST (EXSPRT) 
Clearly~ the tradeoff between expected savings and probabi I ity of 
exceeding the fixed~sample size test can only be made in the context of 
a particular testing situation. lnmany quality control applications~ 
sequential procedures are used repeatedly in judging product quality. 
In these instances~ where an occasional large sample is aeceptable, one 
should use the (adjusted) SPRT and take advantage.of the attendant 
savings which 1t affords. 
Now consider those situations In which the test procedure is going 
to be employed only once. How much emphasis should be placed on 
expected savings in the number of observations required to reach an 
accept or reject decision? If there is a I imit to the number of items 
avai !able for testing (and this is frequently the case), how should one 
proceed? This. problem wi I I be examine~ more critically in the following 
paragraphs. 
Assume that, in the context of the problem at hand, meaningful 
probabilities of Type I and T~pe I I error have been determined. Further 
suppose that, together wi~h these error rates, nul I and alternative 
hypotheses have been specified whiCh permit calculation 0f the number of 
observat i ens, .. say n, requIred to cenduct a f ixed-samp I e size test. Let 
the number of items available. fer test be m and assume that·m>n. (~f 
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m<n, it wi I I generally not be possible to achieve specified error rates.) 
If, for economic or other reasons, it is des i reel to. restrict the 
test to at most n test items then one must decide between a fixed-sample 
size test and the adjusted TSPRT (or some other procedure which is 
closed at the fixed-sample- size and aqjusted to give the specified error 
rates). Neither the adjusted nor the unadjusted SPRT is an admissible 
candidate since both give positive probability that,more than n observa-
tions wi I I be required. Moreover, the unadjusted TSPRT should not be 
employed since the probabi I ity of.committir1g a Type I and/or Type II 
error is greater than the stipulated value. 
If, on the other hand, it. is permissible to use up to m test items, 
one may still eliminate the adjusted and unadjusted SPRT's for precisely 
the same reasan given in the above paragraph. Now~ however, several new 
candidates must be considered. If m is larger than n by a factor of two 
ormore, then the unadjusted TSPRT <truncated after m samples) will 
probably not cause,the specified,error rates to be exceeded (Baker, 
1950). Also, adjusted TSPRT's closed at n+l, n+2~"' 1 m will have pro-
gressively better ASN properties while ·maintaining the speclfled error 
rates. 
In contrasting the tixed-sample.size test with adjusted TSPRT's, 
the choice would appear to be an easy one since the TSPRT wi I I usually 
require fewer observations than ~he fixed-sample size alternative. 
There remainsi however, one largely psychological .factor which opposes 
use of the TSPRT or, for that matter, ar:1y sequential procedure. By way 
of i I lustration, consider the fo) Iewin~ example. Suppose that n=IO and 
that one has elected to use.the adjusted TSPRT. Suppose further that 
the commission of a Type I or Type I I error has severe financial (or 
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other) impl !cations. ( ln·fairness, one must assume that these severe 
imp I !cations were thoroughly considered 'in the process of determining 
the specified error rates.) If the actual test procedure required six 
or eight observations to reach a decision in this instance, the respon-
sible researchers would I ikely be mi Idly euphoric over the wise choice 
of a test procedure; Now, suppose instead that an accept or reject 
decision was indicated after only one or two observations had been taken. 
Pity the poor statistician who tries to convtnce.the researcher and 
other decision makers that such an important decision could properly be 
based on so I ittle data! The tendency would appear to be that of want-
ing (or insisting on) more.data just to insure that the early indica-
tion was no fluke. 
By way of compromise, one could choose some integer, say d, such 
that d<n and conduct a sequential test as follows, Make no decisions 
unti I d observations have b~en taken, then proceed with the sequential 
test. According to Wald ( 1947), this would be an "ineffective" pro-
cedure; that is, It would not be as efficient (in terms of minimizing 
ASN) as the standard (d=l) sequential plan. That fact notwithstanding, 
such a procedure would represent a compromise between the fixed-sample· 
size test and an adjusted TSPRT which might be more palatable to many 
decision makers, 
In an attempt to quantify the effects on a sequential procedure 
of continuing beyond the fixed-sample size and of delaying accept or 
reject decisions, the author elected to examine (1,2n), (n/3,n) and 
(n/3,2n) plans for the ten cases defined in Chapter I I. Clearly, this 
selection of plans was arbitrary and was largely tempered by the amount 
of computer time available. One could just have east ly chosen d~2,3,··· 
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or d=n/4,n/2,··· rather than d~n/3. Similarly, one could have a•terna-
tively selected m=n+l,n+2,··· or m=n+d or m=k·n rather than m=2~. · The 
remainder of this chapter wi I I be _devoted to a discussion of Monte Carlo 
simulation results for the (1,2n), Cn/3,n) and Cn/3,2n) plans. 
( 1,2n) Plans 
The extent to which the specified error rates are achieved for the 
(unadjust,ed) (1,2n) plans is shown in Table IV. 
TABLE IV 
SPECIFIED VERSUS OBSERVED ERROR RATES FOR ( 1,2n) PLANS 
A 
&!a s S/Ss Case as a ss s 
I 0. I 000 0.031-6 0,3160 0. I 000 0.0792 0,7920 
2 0.0500 0.0178 0.3560 0, I 000 0.0733 0.7330 
3 0.0500 0.0158 0.3160 0.0500 0.0354 0.7080 
4 0.0250 0.0081 0.3240 0.0500 0.0325 0.6500 
5 0.0250 0.0065 0,2600 0.0250 0.0155 0.6200 
6 0. I 000 0.0483 0.4830 0. I 000 0,0863 0.8630 
7 0.0500 0.0263 0.5260 0. I 000 0.0825 0.8250 
8 0.0500 0,0258 0.5160 0.0500 0,0414 0.8280 
9 0.0250 0 .o 123 . 0.4920 0.0500 0.0375 0.7500 
10 0.0250 0.0102; 0.4080 0.0250 0.0194 0. 7760 
Note,that the unadjusted (1,2n) plans are conservative for alI 
cases; more conservative under H0 than under H1; more conservative for 
a higher discrimination ratio (Cases 1-5) than for a lower discrimina-












Figure 12, ASN Compariso~ for Adjusted ( l,n), ( 1,2n), 
(I ,oo) Plans 
z . .s-
a comparison of the unadjusted and adjusted (1,2nl pla~s fer each of 
the ten selected cases. 
An ASN comparison between adjusted (l,n), (l-,2n) and Cl,"') plans 
for Case I is shown in Figure 12. Two comments are ~uggested by it: 
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I. The ASN curve for the ( 1,2n) and (J,oo) plans are practi-
cally the same. This is because most of the Monte Carlo trials did not 
require more than 2n observations to reach a decision; for th6se that 
did, truncation at 2n observations resulted in the same decision th~t 
the untruncated trial would have reached in many cases. 
2. Truncation at n, rather than 2n, observations tends to 
result in more errors for smaller values of the unknown parameter; for 
larger parameter values, the sequential procedure tends to terminate 
rapidly and very I lttle is to b~ gained from extending the truncation· 
point from n to 2n. 
(n/3,n) Plans 
The extent to which .the specified error rates are attained for the 
unadjusted (n/3,n) plans is given in Table V. 
From Table V it may be seen that use of unadjusted (n/3,n) plans 
tends to result in overestimation of the actual Type I error rate and 
in underestimat~on of the true,Type I I error rate, Tables XXXVI I -
XLVI of Appendix A give a comparison of the unadjust~d and adjusted 
Cn/3,n) plans for the ten cases defined in Chapter I I. Figure 13 gives 
an ASN comparison between adjusted Cl,n) and Cn/3,n) plans for Case I. 
Th~ only difference between the two plans for parameter values less than 
specified under the nul I hypothesis Is due to sampl fng error. As cr 
increases beyend this value, the difference, in ASN between the two plans 
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TABLE V 
SPECIFIED VERSUS OBSERVED ERROR RATES FOR (n/3,n) PLANS 
;;as " 
" Case as a Ss s S/Ss 
I 0. I 000 0.0634 0.6340 0. I 000 0. 1297 I. 2970 
2 0.0500 0.0458 0.9160 0, I 000 0. I 045 I .0450 
3 0.0500 0.0279 0.5580 0.0500 0,0585 I. 1700 
4 0.0250 0.0281 I. 1240 0,0500 0.0602 I. 2040 
5 0.0250 0.0164 0.6560 0.0250 0.0.343 I . 3720 
6 0' l 000 0.0769 0.7690 0. I 000 0. 1268 I. 2680 
7 0.0500 0.0567 I. 1340 0. I 000 0. 1158 I. 1580 
8 0.0500 0.0413 0.8260 0.0500 0.0672 I. 3440 
9 0.0250 0.0293 I. 1720 0.0500 0.0599 I. i 980 
10 0,0250 0.0224 0.8960 0.0250 0.0341 I. 3640 
progressively Increases due to delaying the decision .to reject the nul I 
hypothesis. 
(n/3~2n) Plans 
A comparison betwee~ specified and observed error rates for 
unadjusted (n/3,2n) plans is given in Table VI.. 
Notice that the unadju~ted (n/3,2n) plans are conservative for both 
Type .I I and especially Type 1 error rates. The effect of extending the 
test to 2n observations has more than compensated for the effect of 
delaying accept and reject decisions unti I after n/3 observations have 
been taken. 
Tables XLVI I -LVI of Appendix A give comparisons of unaqjusted 
and adjusted (n/3,2n) plans for the ten selected cases. Figure 14 shows 
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Figure 13. ASN Comparison for Adjusted ( l,n) and (n/3;n) Plans 
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TABLEVI. 
SPECIFIED VERSUS OBSERVED ERROR RATES FOR Cn/3 1 2n) PLANS 
a/as 
A 
B/Ss Case as a Ss s 
I 0. I 000 0.0247 0.2470 0. I 000 0.0805 0,8050 
2 0.0500 0.0157 0.3140 0. I 000 0.0741 0.7410 
3 0.0500 0.0122 0.2440 0.0500 0.0360 0.7200 
4 0.0250 0.0071 0.2840 0.0500 0.0343 0.6860 
5 0.0250 0.0044 0. 1760 0.0250 0.0149 0.5960 
6 0. I 000 0.0459 0.4590 0. I 000 0.0820 0.8200 
7 0.0500 0.0232 0.4640 0. I 000 0.0760 0. 7600 
8 0.0500 0.0216 0.4320 0.0500 0.0416 0,8320 
9 0.0250 0.0113 0.4520 0.0500 0.0364 0. 7280 
10 0.02.50 0.0086 0.3440 0.0250 0.0189 0.7560 
Note the similarity between Figure, 13 and Figure 14. 
ASt-l 











(I ,2n) Plan 
(n/3,2n) Plan 
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Figure. 14. ASN Comparison for Adjusted (1,2n) and (n/3~2n) Plans 
CHAPTER VI 
SUMMARY,. CONCLUSIONS AND RECOMMENDATIONS 
This thesis documents·an empirical investigation of the properties 
of the SPRT and several closed sequential procedures for testing the 
parameter of a Rayleigh distribution. The most significant probl$m 
addressed was that of adjusting the bounqaries of sequential procedures 
to attain the specified error rates. It was argued that, for the SPRT) 
boundary adjustment was important In its own right. Of even greater 
importance, however, is the fact that when conslderi.ng several alterna-
tive sequential plans in a particular testing context, one may adjust 
alI these plans to give (approximately) the same power curve, thereby 
providing a.direct DSN comparison between plans and a more relevant 
basis for selecting from among the competing plans, 
Chapter I presented a general background for sequential probabi llty 
ratio tests, together with a I lterature review and d~flnitlon of the 
problem to be Investigated. Chapter I I gave a detal led description of 
the ten cases studied and of the Monte Carlo simulation procedures 
employed. Chapter I I I introduced the boundary adjustment problem and 
gave comparisons of unadjusted and adjusted SPRT's. Chapter IV gave 
para I lei. results .for the TSPRT. Chapter V introduced the extended plans 
[(1,2n), (n/3,n), (n/3,2n)] and provided pre- and post-adjustment 
comparisons for them. 
Based upon the results of this Investigation, the author recommends 
5.1' 
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the following areas for future research: 
I. Although the SPRT has been known to be. conservative for 
several years (Baker, 1950), the extent of this conservatism is not 
generally known. Through the technique of boundary adjustment, removal 
of the CGnservatism can be directly translated into expected savings in 
test items. Boundary adjustment should be appl Jed to the "standard" 
class of sequential tests; e.g., .testing the mean of .a normal distribu-
tion with known variance; t-test, etc. 
2. Effort should be expended to develop "rules-of.,-thumb" or 
algorithms for boundary adjustment wlth~ut recourse to Monte·Carlo 
simulation. A natural candidate for developing such algorithms would 
appear to be Aroian's direct method CArolan, 1968; Aroian .and Robison, . 
1969). Although the author was unsuccessful in h~s attempts to use this 
t~chnique (see.Appendix 8), it seems clear that, had he succeeded, the 
boundary adjustment problem would have been significantly simpler since 
the proper adjustments would' not have been masked by sampling error as 
was the case with Monte Carlo simulation. 
3, 
addressed. 
The robustnes,s of sequent i a I procedures shou I d be 
This is.very simple to do (mechanical.ly) with Monte Carlo 
• 
simulatien; it would be much more difficult to do wjth Aroian's direct 
method. The hard issue is the determination of dlstributionql alterna-
tives which make.sense in the context of the particular problem under, 
study. lt_may we.l 1 be the case.that adjusted sequential procedures are 
much less robust than thei.r unadjusted counterparts. If this is the 
case, one. might be understandably unwi I I ing to give ,up robustness for 
a~ expected savings in test items. 
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APPENDIX A 
CASE SUMMARY TABLES FOR ALL PLANS 
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TABLE VII 
CASE I SUMMARY FOR (l,oo) PLAN 
Nutl Hypothesis: a=l.O Alternative Hypothesis: cr=240 
Number of Observations Required for Fixed-Sample Size Test: 4 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -I. 700 
Reject Boundary: 2. 197 0.800 
Specified Alpha: 0. I 000 0.4001 
Specified Beta: 0.1000 0. I 096 
Observed A I pha: 0.0280 0. I 00 I 
Observed Beta: 0.0666 0.1027 
a L(cr) S.E. ASN S.D. P(n>4) 
Unadjusted: 
0.500 I. 0000 0.0000 2.19 0.40 0.000 
I .000 0.9720 0.0016 4.01 2.07 0.288 
I .250 0.7445 0.0044 5.33 3.70 0.463 
I .500 0.3660 0.0048 4.93 3.85 0.415 
I. 750 0. 1521 0.0036 3.74 2.89 0.284 
2.000 0.0666 0.0025 2.90 2. 17 o. 172 
2.500 0.0185 0. 0013 2.02 1.35 0.056 
Adjusted: 
0.500 I .0000 0.0000 2.02. 0.15 0.000 
1.000 0.8999 0.0030 2.89 I .36 0.108 
I .250 0.6389 0.0048 3. 12. I .91 o. 181 
I .500 0.3573 0.0048 2. 78 I. 90 o. 151 
I. 750 0. 1885 0.0039 2.31 I .56 0.091 
2.000 0. I 027 0.0030 I .99 I .35 0.054 
2.500 0.0372 0,0019 I. 58 0.94 0.016 
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TABLE VIII 
CASE 2 SUMMARY FOR ( I ,oo) PLAN 
Nul I Hypothesis: a=I~O Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 5 
Unadjusted: Adjusted: 
Acce~t Boundary: -2.251 -I .800 
Reject Boundary: 2.890 1.600 
Specified Alpha: 0.0500 0. 1743 
Specified Beta: O. I 000 o. 1365 
Observed Alpha: 0.0121 0.0470 
Observed Beta: 0.0629 0. I 005 
L(a) s. E. ASN S.D. P(n>5) 
Unadjusted: 
0.500 I. 0000 0.0000 2.24 0.43 0.000 
1.000 0.9879 o.oo 11 4.20 2. 17 0. 191 
I .250 0.7939 0.0040 6.28 4.60 0.427 
I .500 . 0.3782 0.0048 5.99 4.69 0 ~41 I 
I. 750 0.1469. 0.0035 4.38 3.37 0.266 
2.000 0.0629 0.0024 3.28 2.44 o. 146 
2.500 0.0166 0.0013 2. 22. I .48 0.038 
Adjusted: 
0.500 I. 0000 0.0000 2.04 0. 19 0.000 
I .000 0.9530 0.0021 3.28 I. 70 0.098 
I .250 0.7144 0.0045 4.01 2. 72 0.214 
I. 500 0.3940 0.0049 3.69 2.73 o. 184 
I . 750 o. 1960 0.0040 2.99 2. 19 0. I 16 
2.000 o. 1005 0.0030 2.45 I. 73 0.063 
2.500 0.0321 0.0018 I. 82 1 . 14 0.014 
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TABLE IX 
CASE 3 SUMMARY FOR (l,oo) PLAN 
Nul I Hypothesis: a=I.O Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed~Sample Size Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.944 -2.450 
Reject Boundary: 2.944 I .600 
Specified Alpha: 0.0500 0. 1877 
Specified Beta: 0.0500 0.0701 
Observed Alpha: 0.0123 0.0490 
Observed Beta: 0.0331 0.0525 
a L(a) S~E. ASN S.D. P(n>7) 
Unadjusted: 
0.500 I. 0000 0.0000 3.04 0.20 0.000 
I .000 o. 9877 0.00 II 5.30 2.52 0.148 
I. 250 0.7743 0.0042 7.98 5.65 0.402 
I. 500 0.3074 0.0046 7.22. 5.81 0.353 
I. 750 0.0944 0.0029 4.86 3.83 0. 185 
2.000 0. 0331. 0.0018 3.49 2. 69 . 0.079 
2.500 0.0051 0.0007 2.29 1.56 0.012 
Adjusted: 
0.500 I . 0000 0.0000 2.49 0.51 0.000 
I .000 0.9510 0.0022 4.26 2.01 0 •. 069 
I. 250 0.6803 0.0047• 5. 15 3.46 0. 190 
I. 500 0.3118 0.0046 4.51 3.49 0. 158 
I. 750 0. 1282 0.0033 3.37 2.62 0.076 
2.000 0.0525 0.0022 2.65. 2.01 0.034 
2.500 0.0134 0.001 I I. 87 I. 24 0.004 
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TABLE X 
CASE 4 SUMMARY FOR (1,~) PLAN 
Nul I Hypothesis~ cr=I.O Alternative Hypot~esls: cr=2.0 
Number of Observations Required for Flxed-Sample.Slze Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -2.500 
Reject Boundary: 3.638 2.300 
Specified Alpha: 0.0250 0.0928 
Specified Beta: 0.0500 0.0745 
Observed Alpha: 0.0054 0.0251 
Observed Beta: 0.0312 0.0490 
a L( a) S.E. ASN S.D. P(n>7) 
Unadjusted: 
0.500 I .0000 0.0000 3.05 0.21 0.000 
I. 000 0.9946 0.0007 5.40 2.61 o. 155 
r. 250 0.8191 0.0038 8,87 6.48· 0.450 
I. 500 0.3265 0,0047 8.37 6.73 0.423 
r. 750 0.0982 0.0030 5.51 4.22. 0.236 
2.000 0.0312 0.0017 3.90 2.93 0. I 09 
2.500 0.0057 0.0008 2.48 I. 68 0.016 
Adjusted: 
0.500 I. 0000 0.0000 2.58 0.51 0.000 
I. 000 0.9749 0.0016 4.53 2. 19 0 .091· 
I. 250 0.7380 0.0044 6. 15 4.28 0.269 
I. 500 0.3346 0.0047 5.50 4.36 0.228 
I. 750 0. I 259 0.0033 4.03 3. 17 0. 124 
2.000 0.0490 0.0022 3.04 2.32 0.054 
2.500 0.0130 0. 00 II 2.04 I. 36 0.006 
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TABLE XI 
CASE ,5 SUMMARY FOR ( 1,"") PLAN 
Nul I Hypothesis: a=l .0 Alternative Hypothesis: cr=2.0 
Number of Observations Required for Fixed-Sample Size Test~ 9 
Unadjusted; Adjusted: 
Accept Boundary: -3.664 -3. 150 
Reject Boundary: 3.664 2.300 
Specified Alpha: 0.0250 0.0964 
Specified Beta: 0.0250 0.0387 
Observed A I pha: 0.0075 0.0258 
Observed Beta: 0.0135 0.0240 
cr L(a) S.E. ASN S.D. P(n>9) 
Unadjusted: 
0.500 I • 0000 0.0000 3.52 0.52 0.000 
I .000 0.9925 0.0009 6.43 2.83 0. 118 
I. 250 0.8034 0.0040 10.74 7.71 0.433 
I .500 0.2642 0.0044 9.68 8.01 0,380 
I. 750 0.0589 . 0.0024 5.86 4.58 0. 171 
2.000 0,0135' 0.0012 4.01 3.04 0.059 
2.500 0.0021 0.0005 2.51 I. 74 0.005 
Adjusted: 
0.500 I. 0000 0.0000 3. I 0 0.30 0.000 
I .000 0.9742 0.0016 5.52 2.49. 0.072 
I. 250 0.7132 0.0045 7.54 5.20 ·o.258 
I • 500 0.2716 0.0044 6.38 5.28 0.203 
I. 750 0.0794 0.0027 4.31 3.53 0.086 
2.000 0.0240 0.0015 3. I I 2.47 0.028 
2.500 0.0054 0.0007 2. 07 I. 40 0.002 
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TABLE XII 
CASE 6 SUMMARY FOR (1,~) PLAN 
Nul I Hypothesis: cr=l .0 Alternative Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Test: I I 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -I. 900 
Reject Boundary: 2. 197 I .400 
Specified Alpha: 0. I 000 0.2177 
Specified Beta: O. I 000 o. 1170 
Observed Alpha: 0.0440 0.0987 
Observed Beta: 0.0815 0. I 020 
cr L( cr) s. E. ASN S.D. P ( n> I I ) 
Unadjusted: 
0.750 0.9999 0.0001 5.04 I .43 0.007 
I .000 0.9560 0.0021 8.76 5. 19 0.218 
I. 125 0. 7736 0.0042 II .39 8. 19 0.365 
I .250 0.4405 0.0050 11.44 9. 19 0,368 
I .375 0. 1957 0.0040 9. II 7.42 0.273 
I .500 0.0815 0.0027 6.83 5.47 0.159 
I. 750 0.0182 0.0013 4.25 3; 19 0.037 
Adjusted: 
0.750 0.9981 0.0004 4.41 I. 36 0.001 
I .000 0.9013 0.0030 6.93 4.02 o. 116 
I. 125 0.6976 0.0046 7.96 5.63 0. 196 
I .250 0.4170 0.0049 7.56 5.89 0.193 
I .375 0.2109 0.0041 6.27 5. 16 0. 133 
I .500 0. I 020 0.0030 4.90 4.00 0.073 
I. 750 0.0263 0.0016 3.32. 2.65· 0.015 
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TABLE XIII 
CASE 7 SUMMARY FOR (I ,co) PLAN 
Nul I Hypothesis: a=l .0 Altern~tive Hypothesis: a=l .5 
Number of Observations Required for Fixed-Sample Size Test: 13 
Unadjusted: Adjusted: 
Accept Boundary: -2.251 -2.000 
Reject Boundary: 2.890 2.000 
Specified Alpha: 0.0500 o. 1192 
Specified Beta: 0. I 000 0. 1192 
Observed Alpha: 0.0238 0.0522 
Observed Beta: 0.0762 0. I 006 
a Ua) S.E. ASN S.D. P(n>l3) 
Unadjusted: 
0.750 I .0000 0.0000 5. 18 I. 46 0.001 
I .000 0.9762 0.0015 9.39 5.71 o. 176 
I. 125 0.8210 0.0038 13.50 10.48 0.358 
I .250 0.4734 0.0050 14.28 I I. 61 0.394 
I .375 0. 1964 0.0040 II. 15 8.97 0.289 
I .500 0.0762 0.0027 8.22· 6.33 0.161 
I. 750 0.0153 0.0012 5.03 3.62 0.032 
Adjusted: 
0.750 0.9998 0.0001 4,64 I .39 0.000 
I .000 0.9478 0.0022 7.89 4.69. 0. I I I 
I .125 D.7600 0.0043 9.85 7.09 0.222 
I .250 0.4519 0.0050 9.82 7.81 0.230 
I .375 0.2188 0.0041 8. I 0 6.66 o. 160 
I .500 0. I 006 0.0030 6.23 4.96 0.087 
I. 750 0.0236 0.0015 4.03 3.08 0.015 
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TABLE XIV 
CASE 8 SUMMARY FOR (J,oo) PLAN 
Null Hypothesis: cr=I.O Alternattve Hypothesis: cr=l.5 
Number.of Observations Required for Flxed-Sample Size Test:l7 
Unadjusteq: Adjusted: 
Accept Boundary: -2.944 -2.600 
Reject Boundary: 2.944 2. 150 
Specified Alpha: 0.0500 0. 1088 
Specified Beta: 0.0500 0.0662 
Observed Alpha: 0.0236 0.0472 
Observed Beta: 0.0374 0.0480 
a L( cr) S.E. ASN S.D. P<n>l7) 
Unadjusted: 
0. 7.50 I. 0000 0.0000 6.56 I. 63 0.001 
I .000 0.9764 0.0015 12.05 6.57 0. 164 
I. 125 0.8040 0.0040 17.67 13.03 0.371 
I. 250 0.4005 0.0049 18.04. 14.84 0.386 
I .375 0. 1236 0.0033 12.83· 10.62 0.236 
I. 500 0.0374 0.0019 8.81 7. 00. 0.106 
I. 750 0.0053 0.0007 5. 15 3.81 0.013 
Adjusted: 
0.750 0.9998 o.ooor 5.83 I. 54 0.000 
I .000 0.9528 0.0021 10.20 5.60 0.098 
I. 125 0.7485 0.0043 13.29 9.55 0.236 
I .250 0.3945 0.0049 12.86 10.25 0.240 
I . 375 0.1466 0.0035 9.73· 8. 19. 0. 129 
I. 500 0.0480 0.0021 7.07 5.89 0.062 
I. 750 0.0073 0.0009 4.25 3.26 0.006 
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TABLE XV 
CASE 9 SUMMARY FOR (l,oo) PLAN 
Nul I Hypothesis: cr=I.O Alternative Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Test:20 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -2.700 
Reject Boundary: 3.638 2.850 
Specified Alpha: 0.0250 0.0542 
Specified Beta: 0.0500 0.0636 
Observed A I ph a·: 0. 0 I I I 0.0255 
Observed Beta: 0.0362 0.0478 
cr L( cr) S.E. ASN S.D. P(n>20) 
Unadjusted: 
0.750 I .0000 0.0000 6.61 I. 63 0.000 
I .000 0.9889 0.0010 12.46 7.06 o. 118 
I. 125 0.8506 0.0036 19.95 15.54 0.345 
1.250 0.4235 0.0049 21 .42 17.36 0,387 
I. 375 0.1264 0.0033 15.33 12.28 0.230 
I. 500 0.0362 0.0019 10.40 7.88 0. I 0 I 
I. 750 0.0047 0.0007 5.93 4. 17 0.008 
Adjusted: 
0.750 I .0000 0.0000 6.06 I .61 o.ooo 
I .000 0.9745 0.0016 II. 03 6.22· 0.079 
I .125 0.8096 0.0039 15.94 I 1.77 0.247 
I .250 0.4222 0.0049 16.38 13.25 0.272 
I ~375 0.1476 0.0035 12.18 9.96 0.160 
I. 500 0.0478 0,0021 8.52 6.66 0.059 
I. 750 0.0084 0.0009 5.02 3.69' 0.000 
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TABLE XVI 
CASE 10 SUMMARY FOR (l,oo) PLAN 
Nul I Hypothesis: cr=l ,0 Alternative Hypothesis: cr=J .5 







cr L( cr) 
0.750 I .0000 
I .000 0.9898 
I. 125 0.8406 
I .250 0.3636 
I .375 0.0824 
I .500 0.0186 
I. 750 0.0016 
0.750 I .0000 
I .000 0.9737 
I. 125 0.7893 
1.250 0.3562 
I .375 0.0941 
I .500 0.0244 
































































TABLE XV 1. I 
CASE I SUMMARY FOR Cl 1 n) PLAN 
Null Hypothesis: cr=I.O Alternativ~ Hypothesis: cr=2.0 
Number of Observ~tlons Required for Fixed-Sample Si~e Test: 4 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -3.200 
Reject Boundary: 2. 197 I. 000 
Specified Alpha: 0. I 000 0.3583. 
Specified Betai o. 1 boo 0.0262 
Observed Alpha: 0.0634 0. I 000 
Observed Beta: 0. 1304 0. I 014 
LC a) S.E. ASN S.D. 
Unadjusted: 
0.500 I • 0000 0.0000 2. 19 0.40 
I .000 0.9362 0.0024 3. 18 0.78 
I .250 0.7025 0.0046 3.39 0.88 
I. 500 0.4283 0.0049 3. 15 I . 08 
I. 750 0.2373 0.0043 2.78 I . 19 
2.000 o. 1304 0.0034 2.43 I • 19 
2.500 0.0390 0.0019 I. 91 I. 05 
Adjusted: 
0.500 I. 0000 0.0000 3. II 0.32 
I . 000 0.9000 0. 0030 3.68 0.71 
'. 250 0.6410 0.0048 3.34 I . 08 
'. 500 0.3768 0.0048 2.84 I .26 
I. 750 0.2021 0.0040 2.41 I. 26 
2.000 0. I 014 0.0030 2.07 I . 17 
2.500 0.0266 0.0016 I. 64 0.93 
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TABLE XVIII 
CASE 2 SUMMARY FOR (l~n) PLAN 
Null Hypothesis: a=l.O Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 5 
Unadjusted: Adjusted: 
Accept Boundary: -2.251 -2.400 
Reject Boundary: 2.890 2.600 
Specified Alpha: 0.0500 0.0680 
Specified Beta: 0. I 000 0.0845 
Observed Alpha: 0.0473 0.0492· 
Observed Beta: 0. I 050 0.1001 
cr Ua) S.E. ASN S.D. 
Unadjusted: 
0.500 I. 0000 0.0000 2.24 0.43 
I •. 000 0.9527 0.0021 3.67 I. 08 
I. 250 0.7192 0.0045 4.05 I, 17 
I. 500 0.4142 0.0049 3.85 I .38 
I. 750 0.2136 0.0041 3.37 I . 51 
2.000 O. I 050 0.0031 2.87 I. 59 
2.500 0.0278 0.0016 2. 14 I. 25 
Adjusted: 
0.500 I. 0000 0.0000 2;42 0.50 
I .000 0.9508 0.0022 3.82 I. 03 
. I .250 0.7093 0 .• 0045 4; II I . I 5 
I .500 0.4102 0.0049 3. 81 . I. 39 
I ~750 0.2024 0.0040 3.28 . I .52 
2.000 0. I 00 I 0.0030 2.77 I. 49 
2.500 0.0241 0.0015 2.08 I. 24 
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TABLE XIX 
CASE 3 SUMMARY FOR ( l,n) PLAN 
Nul I Hypothesls: o=I.O Alternative HypotheSis! o=2.0 
Number of Observations Required for Fixed-Sample Size Test~ 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.944 -3.000 
Reject Boundary: 2.944 I .800 
Specified Alpha: 0.0500 0.1584 
Specified Beta: 0.0500 0.0419 
Observed Alpha: 0.0291 0.0508 
Observed Beta: 0.0562 0.0483 
a L(cr) S.E. ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 3.05 0.21 
I .000 0.9709 0. 0017 4. 83. I .48 
I. 250 0.7236 0.0045 5.51 I. 72 
I .500 0.3730 0.0048 5.02 2.06 
I. 750 0. 1492 0.0036 4.09 2. 16 
2.000 0.0562 0.0023 3.26 I. 98 
2.500 0.0089 0.0009 2.28 I. 48 
Adj u.s ted: 
0.500 I. 0000 0.0000 3,06 0.23 
1 ;ooo 0.9492 0.0022 4. 75. I. 51 
I. 250 0.6863 o.oo46 5.06 I .95 
I .500 0.3351 0.0047 4.33 2.24 
I. 750 0. 1353 0.0034 3.38 2. 12 
2.000 0.0483 . 0.0021 2.68 I. 82. 




CASE 4 SUMMARY FOR ( I , n) PLAN 
j 
Nul I Hypothesis: a=l .0 Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sa~ple Size Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -3.400 
Reject Boundary: 3.638 5.000 
Specified Alpha: 0.0250 0.0065 
Specified Beta: 0.0500 0.0332 
Observed Alpha: 0.0285 0. 0271 
Observed Beta: 0.0594 0.0523 
L( 0') S.E. ASN S.D. 
Unadjusted: 
0.500 I .0000 o.oooo 3.05 0.22 
I .000 0.9715 0.0017 4.88 I. 57 
I .250 0.7318 0.0044 5.71 I • 61 
I. 500 0.3754 0.0058 5.36 I .96 
I. 750 0. 1499 0.0036 4.45 2. 14 
2.000 0.0594 0.0024 3.55 2.03 
2.500 0.0095 0.0010 2.46 I. 56 
Adjusted: 
0.500 I .0000 0.0000 3.23 0.43 
I .000 0.9729 0.0016 5.36 I. 35 
I ~250 0.7268 0.0045 6.20 1.30 
I .500 0.3684 0.0048 5.99 I .65 
I. 750 0.1400 0.0035 5. 13 2.04 
2.000 0.0523 0.0022 4. 15 2.08 
2.500 0.0065 0.0008 2.83 I • 71 
TABLE XXI 
CASE 5 SUMMARY FOR Cl,n) PLAN 
Nul I Hypotheiis: cr=J.O Alternative Hypothesis: cr=2.0 



































































































CASE 6 SUMMARY FOR Cl,n) PLAN 
Null Hypothesis: cr=1.0 Alternative'Hypothesls: cr=l.5 
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CASE 7 SUMMARY FOR C I ,n) PLAN 
Nul I Hypothesis: a=l .0 Al.ternative Hypothe~ls: a=l .5 
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CASE 8 SUMMARY FOR (l,n) PLAN 
Nul I Hypothesis: a= I • 0 Alternative Hypothesis: cr~l.5 
Number of Observations Required for Fixed-Sample Size Test: 17 
Unadjusted: Adjusted: 
Accept Boundary: -2.944 -6.000 
Reject Boundary: 2.944 2.850 
Specified Alpha: 0.0500 0.0577 
Specified Beta: 0.0500 0.0023 
Observed Alpha: 0.0444 0.0488 
Observed Beta: 0.0669 0.0518 
0' L( 0') S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 6.56 1.62 
I. 000 0.9556 0.0021 10.83 4.04 
I. 125 0.7579 0.0043 12.68 4.47 
1.250 0.4383 0.0050 12.30 5.05 
I .375 0. 1938 0.0040 10.34 5.42 
I .500 0.0669 0.0025 8. II 5.08 
I. 750 0.0084 0.0009 5.09 3.60 
Adjusted: 
0.750 I .0000 0.0000 12.56 2.03 
1.000 0.9512 0.0022 16. I 0 2. 14 
I. 125 0.7407 0.0044 15.62 3.50 
I. 250 0.4218 0.0049 13.53 5. 10 
I .375 0.1700 0.0038 10.77 5.66 
I. 500 0.0518 0.0022 8.25 5.24 
I. 750 0.0038 0.0006 5.05 3.62 
TABLE XXV 
CASE 9 SUMMARY FOR ( I , n) PLAN 
Nul I Hypothesis: cr=I.O Alternat)ve Hypo+hesls: cr=l.5 
Numb~r of Observations Required for Fixed-Sample Size Test:20 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -3.400 
Reject Boundary: 3.638 4.400 
Specified Alpha: 0.0250 o.o 119 
Specified Beta: 0.0500 0.0330 
Observed Alpha: 0 ,'0299 0.0288 
Observed Beta: 0.0586 0.0512 
a Ucr) S.E, ASN S.D. 
Unadjusted: 
0.750 I. 0000 0.0000 6.58 I. 60 
I .000 0.9701 0 .oo 17 I I. 50 4.76 
I. 125 0.7836 0.0041 14.34 5.38 
I .250 0.4418 0.0050 14.60 5.76 
1.375 o. 1818 0.0039 12.41 6.21 
I. 500 0.0586 0.0023. 9.67 5.79 
I. 750 0.0055 0.0007 5.89 4.01 
Adjusted: 
0.750 I .0000 0.0000 7.43 I. 71 
1.000 0.9712 0.0017 12.82 4.69 
I. 125 0.7740 0.0042 15.80 4.87 
I .250 0.4362 0.0050 16.20 5. 14 
I .375 0. 1679 0.0037 14.02 5.97 
I. 500 0.0512 0.0022 I I .09 5.95 




CASE I 0 SUMMARY FOR ( I 1 n) PLAN 
Nul I Hypothesis: a=I.O Alternative Hypothesrs: a=l.5 
Number.of Observations Required for Fixed-Sample Size Test:24 
Unadjusted: Adjusted: 
Accept Boundary: -3.664 -5.500 
Reject Boundary: 3.664 3.600 
Specified Alpha: 0.0250 0.0272 
Speer f i ed Beta: 0.0250 0.0040 
Observed Alpha: 0.0239 0.0265 
Observed Beta: 0.0338 0.0261 
a Ua) S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 7.96 I. 77 
I .000 0.9761 0.0015 14.14 5.57 
I .125 0.7848 0.0041 17.74 6.31 
I ,250 0.4167 0.0049 17.34 7. I I 
I .375 0. 1361 0.0034 13~98 7.55 
I. 500 0.0338 0.0018 10.32 6.60 
I. 750 0.0017 0.0004 6.01 4. 15 
Adjusted: 
0.750 J .0000 0.0000 II .64 2. 15 
I .000 0.9735 0.0016 I 9. II 4.70 
r. 125 0.7666 0.0042 21.08 5.06 
I .250 0.3932 0.0049 18.73 7.09 
I. 375 o. 122 r 0.0033 14.37 7.80 
I. 500 0.0261 0.0016 10.28 6. 77 
I. 750 0.0007 0.0003 5.95 4 •. 14 
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TABLE XXVII 
CASE I SUMMARY FOR (1,2n) PLAN 
Nul I Hypothesis: cr=I'.O Alternative Hypothesis: cr=2.0 
Number of Observations Required for Fixed-Sample Size Test: 4 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -I. 750 
Reject Boundary: 2. 197 0.830 
Specified Alpha: 0. I 000 0.3898 
Specified Beta: 0. I 000 0. I 060 
Observed Alpha: 0.0316 0.0975 
Observed Beta: 0.0792 0.0986 
0' L( 0') s. E. ASN S.D. 
Unadjusted: 
0.500 I. 0000 0.0000 2. 19 0.40 
I .000 0.9684 0.0017 3.87 I .69 
I .250 0.7315 0.0044 4.67 2.24 
I .500 0.3918 0.0049 4.33. 2.38 
I. 750 O. I 756 0.0038 3.52 2.21 
2.000 0.0792 0,0027 2.85 I. 93 
2.500 0.0208 0.0014 2.01 I. 30 
Adjusted: 
0.500 I. 0000 0.0000 2.03 0. I 6 
I. 000 0.9025 0.0030 2.92 I .33 
I. 250 0.6463 0.0048 3. 16 I • 81 
I .500 0.3624 0.0048 2.79 I. 77 
I. 750 0. I 857 0.0039 2.36 I. 59· 
2.000 0.0986 0.0030 2.00 I . 31 
2.500 0.0361 0.0019 I .60 0.95 
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TABLE XXV I I I 
CASE 2 SUMMARY FOR (1,2n) PLAN 
Nul I Hypothesis: cr=l.O Alternative Hypothesis: cr=2.0 
Number of Observations Required for Fixed~Sample Siz~ Test: 5 
' .Unadjusted: .Adjusted: 
Accept Boundary: -2.251 -I .800 
Reject Boundary: 2.890 1.550 
Specified Alpha: 0.0500 0. 1836 
Specified Beta: 0. I 000 0. 1349 
Observed Alpha: 0.0178 0.0498 
Observed Beta: 0.0733 0. I 020 
L( C1) s. E. ASN S.D. 
Unadjusted: 
0.500 l. 0000 0.0000 2.23 0.43 
I. 000 0.9822 0.0013 4. I I I. 95 
l. 250 0.7747 0.0042 5.49 2.81 
I. 500 0.3944 0.0049 5.27 3.01 
I. 750 0.1670 0.0037 4. 14 2.68 
2.000 0.0733 0.0026 3.23 2.23 
2. 500 0.0195 o. 0014 . 2.24 I. 50 
Adjusted: 
0.500 1. 0000 .o.oooo 2.04 o. 19 
1.000 0.9502 0,0022 3.22 I. 58 
1.250 0.7170 0.0045 3.83 2.31 
I. 500 0.4022 0.0049 3.53 2.33 
I. 750 0.2020 0.0040 2~92 2.03 
2.000 0. I 020 0.0030 2.41 I .68 
2.500 0.0325 0.0018 I. 80 I . I 5 
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TABLE XXIX 
CASE 3 SUMMARY FOR (1,2n) PLAN 
Null Hypothesis: a=I.O Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.944 -2.500 
Reject Boundary: 2.944 I .600 
Specified Alpha: 0.0500 0.1884 
Specified Beta: 0.0500 0.0666 
Observed Alpha: 0.0158 0.0488 
Observed Beta: o.o354 0.0505 
a L(cr) s. E. ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 3.04 0.20 
I .000 0.9842 0.0012 5.25 2.35 
1.250 0.7621 0.0043 7.26 3.87 
I .500 0.3224 0.0047 6.52 4.11. 
I. 750 0. I 056 0.0031 4.72 3.40 
2.000 0.0354 0,0018 3.47 2.58 
2.500 0.0073 0.0009 2.29 !.57 
Adjusted: 
0.500 I" 0000 0.0000 2.57 0.51 
I .000 0.9512 0.0022 4.34 • 2.00 I .250 0.6792 0.0047 5. 16 3 0 17 
I. 500 0.3134 0.0046 4.49 3.22· 
I. 750 0. 1235 0.0033 3.42· 2.63 
2.000 0.0505 0.0022 2.65 2.00 
2.500 0.0131 0. 00 ll I. 87 I .24 
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TABLE XXX 
CASE 4 SUMMARY FOR C1,2n) PLAN 
Nul I Hypothesis: cr=I.O Alternative Hypothesis: cr=2~0 
Number of Observations Required for Flx~d-Sample Size Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -2.500 
Reject Boundary: 3~638 2.400 
Specified Alpha: 0.0250 0.0839 
Specified Beta: 0.0500 0.0752 
Observed Alpha: 0.0081 0.0231 
Observed Beta: 0.0325 0.0511 
a L (a) S.L ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 3.04 0.21 
I. 000 0.9919 0.0009 5.30 2.39 
I. 250 0.7957 0.0040 7.74 3,95 
I. 500 0.3482 0.0048 7.38 4.21 
I. 750 0.1071 0.0031 5.41 3.63· 
2.000 0.0325 0.0018 3.95 2.81 
2.500 0.0055 0.0007 2.51 I. 69 
Adjusted: 
0.500 I .0000 0.0000 2.58· 0.51 
I .000 0.9769 0.0015 4.48 2 •. l I 
I. 250 0.7538 0.0043 5.97 3.54 
I. 500 0.3530 0.0048 5.45 3.69 
I. 750 0. I 355 0.0034 4.09· 3.03. 
2.000 0.051 I 0.0022 3. 13 2.34 
2.500 0.0133 0.00 I I 2. 13 I .42 
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TABLE XXXI 
CASE 5 SUMMARY FOR (1,2n) PLAN 
Nu1 I Hypothesis: cr=l .0 Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 9 
Unadjusted: Adjusted: 
Accept Boundary: -3.664 -3. I 50 
Reject Boundary: 3.664 2.300 
Specified Alpha: 0.0250 0,0964 
Specified Beta: 0.0250 0.0387 
Observed Alpha: 0.0065 0.0246 
Observed Beta: · 0.0155 0.0256 
a Ua) s. E. ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 3.51 0.52 
I .000 0.9935 0.0008 6.43 2. 77 
I .250 0.7863 0.0041 9.72 5.02. 
I. 500 0.2875 0.0045 8.61 5.34 
I. 750 0.0632 0.0024 5,79 4.22 
2.000 0.0155 0.0012 4.03 2.99 
2.500 0.00 I I 0.0003 2.52· I. 72 · 
Adjusted: 
0.500 I .0000 0.0000 3.09 0.29 
I . 000 0.9754 0.0015 5.44 2~45 
I .250 0.7286 0.0044 7.27 4.40 
I. 500 0.2877 0.0045 6.24 4.56 
I. 750 0.0844 0.0028 4.33 3.41 
2.000 0~0256 0.0016 3. I 9 2.51 
2.500 0.003!3 0.0006 2. II 1.45. 
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TABLE XXXII 
CASE 6 SUMMARY FOR (I ,2n) PLAN 
Null Hypothesis: cr=I.O Alternative Hypothesis: cr=l .5 
Number of Observations Required for F i xed-Samp I e Size Test: I I 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -I. 950 
Reject Boundary: 2. 197 1.400 
Specified Alpha: 0. I 000 0.2192 
Specified Beta: 0. I 000 0. I I I I 
Observed Alpha: 0.0483 0.0994 
Observed Beta: 0.0863. 0 o I 030 
(j L( 0') s. E. ASN S.D. 
Unadjusted: 
0.750 0.9998 0.0001 5.05 I. 39 
I . 000 0.9517 0.0021 8.62 4.62 
I. 125 0.7582 0.0043 10.58 6.04 
I .250 0.4490 0.0050 10.31 6.42 
I. 375 0~ 2081. 0.0041 8.56 5.95 
I. 500 0.0863 0.0028 6.64 4.96 
I. 750 0.0165 0 .oo 13 . 4.27 3.22 
Adjusted: 
0.750 0.9981 0.0004 4.51 I. 37 
I .000 0.9006 0.0030 7.08 3.93 
I. 125 0.6910 0.0046 8.00 50 14 
I .250 0.4162 0.0049 7.46 5.30 
I. 375 0.2140 0.0041 6.29 4.91 
I. 500 0. I 030 0.0030 4.93 3.95 
I. 750 0.0257 0.0016 3.36 2.66 
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TABLE XXX Ill 
CASE 7 SUMMARY FOR Cl,2n) PLAN 
Nul I Hypothesis: cr=l .0 Alternative Hypothesis: cr=l .5 
Number of Observations Required for Fixed-Sample Size Test:l3 
Unadjusted: Adjusted: 
Accept Boundary: -2.251 -I • 950 
Reject Boundary: 2.890 2.100 
Specified Alpha: 0.0500 0. I 069 
Specified Beta: 0. I 000 0.1271 
Observed Alpha: 0.0263 0.0500 
Observed Beta: 0.0825 0. I 033 
a L(cr) S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 5. 17 I .43 
I .000 0.9737 0.0016 9.33 5.25 
I, 125 0.7997 0.0040 12.28 7. 19 
I ,250 0.4660 0.0050 12.68 7. 72 
I .375 0.2072 0,0041 10.52 7.09 
I .500 0.0825 0.0028 8.12 5.89 
I. 750 0.0160 0.0013 4.99 3,58 
Adjusted: 
0.750 0.9997 0.0002 4.54 I .36 
I .000 0.9500 0.0022 7.78 4,58 
I. 125 0.7663 0.0042 9.66 6.31 
I .250 0.4661 0.0050 9.67 6.74 
I .375 0.2243 0.0042 7.96 5,97 
I .500 0. 1.033 0.0030 6.25 4.82 
I. 750 0. 0255 0.0016 4. II 3. I 0 
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TABLE XXXIV 
CASE 8 SUMMARY FOR (1,2n) PLAN 
Nu I I Hypothesis: a= I • 0 A I ternat i ve Hypothesis: a= I • 5 
Number of Observations Required for Fixed-Sample Size Test: 17 
Unadjusted: Adjusted: 
Accept Boundary: -2.944 -2.600 
Reject Boundary: 2.944 2. 150 
Specified Alpha: 0.0500 0. I 088 
Specified Beta: 0.0500 0.0662 
Observed Alpha: 0.0258 0.0510 
Observed Beta: 0,0414 0.0513 
a L( a) S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 6.54 I .63 
I .000 0.9742 0.0016 11.86 6. 19 
I. 125 0.7956 0.0040 16.26 9.35 
I .250 0.4133 0.0049 16.22 I 0. I 0 
I .375 0.1412 0.0035 12.42 8.91 
I .500 0.0414 0.0020 8.89 6. 77 
I. 750 0.0056 0.0007 5. 19 3.76 
Adjusted: 
0.750 0.9996 0.0002 5.85 I. 55 
l .000 0.9490 0.0022 I O. I 4 5.43 
I. 125 0.7455 0.0044 12.92 8.31 
I .250 0.3953 0,0049 12.42 8.93 
I .375 0. I 516 0.0036 9.39 7.45 
I .500 0.0513 0.0022 6.98 5.84 
I. 750 0.0086 0.0009 4.20 3.29 
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TABLE XXXV 
CASE 9 SUMMARY FOR (J,2n) PLAN 
Null Hypothesis: cr=J.O Alternative Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Te~t:20 
Unadjusted: Adjusted: 
Accept Boundaryt ,...2,970 -2.650 
Reject Boundary: 3.638 2.900 
Specified Alpha: 0.0250 0.0513 
Specified Beta: 0.0500 0.0670 
Observed Alpha: 0.0123 0.0237 
Observed Beta: 0.0375 0.0479 
a L( a) s. E. ASN S.D. 
Unadjusted: 
0.750 l. 0000 0.0000 6;.63 I • 61 
] .000 0.9877 0.00 II 12.46 6.80 
1. 125 0.8308 0.0037 18.44 I l . 1 I 
I .250 0.4154 0.0049 19.28 ll. 9] 
I. 375 0.1346 0.0034 14,63 10.27 
I. 500 0.0375 0.00!9 10.28 7.53 
I. 750 0.0040 0.0006 5.88 4. I 0 
Adjusted: 
0.750 I. OOOQ 0.0000 5.94 I. 56 
1. obo 0.9763 0.0015 10.90 6. 16 
I. 125 0.8083 0.0039 15.31 10.00 
I .250 0.4302 0.0050 15.55 10,68 
1 .375 0. 1542 0.0036 I 1. 97 9.07 
I .500 0.0479 0.0021 8.59 6.65 
1 . 750 0.0072 0.0008 5. 10 3.68 
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TABLE XXXVI 
CASE 10 SUMMARY FOR (l 7 2n) PLAN 
Nul I Hypothesis: cr=I.O Alternat~ve Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Test:24 
Unadjusted: Adjusted: 
Accept Boundary: -3.664 -3.300 
Reject Boundary: 3.664 2.800 
Specified Alpha: 0.0250 0.0587 
Specified Beta: 0.0250 0.0347 
Observed Alpha: 0.0102 0.0270 
Observed Beta: 0.0194 0.0265 
a LCcr) S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 7.98 I, 79 
I ,000 0.9898 0.0010 15.09 7.72 
I. 125 0.8242 0.0038 22,69 13.06 
I .250 0.3728 0.0048 22.84 14.27 
I .375 0.0903 0.0029 16. I 0 I I. 72 
I .500 0.0194 0.0014 10.71 7.98 
I. 750 0.0014 0.0004 6.05 4.19 
Adjusted: 
0.750 I .0000 0.0000 7.24· I, 72 · 
1.000 0.9730 0.0016 13.25 6.94 
I. 125 0.7833 0.0041 18.64 I I. 80 
I .250 0.3704 0.0048 18.07 12.80 
1.375 0. I 054 0.0031 12.94 10o.45 
I .500 0.0265 0.0016 8.79 7. 14 
I. 750 0.0027 0;.0005 5.05 3.76 
86 
TABLE XXXV II 
CASE I SUMMARY FOR (n/3 1 n) PLAN 
' . - - . 
Nul I Hypothesls: a=I.O Alterhative Hypothesis: a=2.0 
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TABLE XXXV I II 
CASE 2 SUMMARY FOR (n/3,n) PLAN 
Nu II Hypothesis: o=l .0 A I ternat.i ve Hypothesis: cr=2. 0 
Number of Observations Required for Fixed-Sample Size Test: 5 
Unadjusted Adjusted 
Accept Boundary: -2.251 -2.350 
Reject Boundary: 2.890 2.400 
Specified Alpha: 0.0500 0.0828 
Specified Beta: 0 .] 000 0.0875 
Observed Alpha: 0.0450 0.0488 
Observed Beta: 0. I 045 0.0999 
L( cr) S, E. ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 2.24 0.43 
I .000 0.9542 0.0021 3.68 I .07 
1.250 o. 7206 0.0045 4.09 I .10 
I .500 0.4163 0.0049 3.96 I. 21 
I. 750 0.2132 0.0041 3.56 I .28 
2.000 0 .'1 045 0.0031 3. 15 1.22 
2.500 0.0285 0. 0017 2.57 0.95 
Adjusted: 
0.500 I. 0000 0.0000 2.35 0.49 
I .000 0.9512 0.0022 3.76 I. 04 
1 .250 0.7101 0.0045 4.09 I .09 · 
I .500 0.4085 0.0049 3.87 I. 23 
I. 750 0.2075 0.0041 3.42 1.27 
2.000 0.0999 0.0030 3.03 I • 19 
2.500 0.0253 0.0016 2.51 0.89 
TABLE XXXIX 
CAS~ 3 SUMMARY FOR Cn/3~n) PLAN 
Null Hypothesis:·cr=I.O AlternatJve Hypothesis: cr=2.0 
Number of Ob~ervatlbns Required for Flxed-Sample Size Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.944 -2,950 
Reject Boundary1 2.944 I. 250 
Specified Alpha: 0:.0500 0.2756 
Specified Beta: 0.0500 0.0379 
Observed Alpha: 0.0279 . 0 0512 
Observed Beta: 0.0585 0 0503 
Ucr) ASN S.D. 
Unadjusted: 
0.500 I. 0000 0.0000 
. I .000 0~~721 0.0016 
3.05 0~22 
4.84 I .46 
I .250 0.7281 0.0044 5.63 I .55 
I. 500 0.3810 0.0049 5.36 I .67 
I. 750 0.1514 Oo0036 4.62 I .66 
2.000 Oo0585 0.0023 3. 99 I • 42 
2.500 0.0090 0.0009 3.37 0.89 
Adjusted: 
0.500 I . 0000. o.oooo 3.05 0.22 
I . 000 0.9488 0;0022 4.73. 1.43 
I. 250 0.6801 0.0047 5.16 1.62 
I. 500 0',3335 0.0047 4.64 1.67 
I. T50 o. r 331 0.0034 3. 97 r • 43 
2.000 0~0503 0.0022 3.55 1.12 
2.500 0.0083 0.0009 3.17 0.59 
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TABLE XL 
CASE 4 SUMM.A.RY FOR ( h/3, n) PLAN 
Nul I HypothesJs: a=I.O Alterna~lve Hypothesfs: cr=2.0 
Number of Observations Required for fixed~Sample Size Test: 7 
Unadjusted: AdJusted: 
Accept Boundary~ -2.970 -3.450 
Reject Boundary: 3,638 · 5. I 00 
Specified Alpha: 0.0250 0.0059 
Specified Beta: 0.0500 0.0316 
Observed Alpha: 0.0281 0.0259 
Observed Beta: 0.0602 0.0484 
a Ucr) S.E. ASN S.D. 
Unadjusted: 
0.500 I • 0000 0.0000 3.05 0.22 
I .000 0.9719 0,0017 4.90 I. 46 
I .250 0.7336 0.0044 5.79 I. 50 
I. 500 0.3780 0.0048 5.60 I .63 
I .750 0. 1537 0.0036 4.85 I. 70 
2.000 0.0602 0.0024 4. 17 I . 51 
2.500 0.0097 0.0010 3.44 0.97 
Adjusted: 
0.500 I·. 0000 0.0000 3,28 0.46 
I ,000 0.9741 0.0016 5.43 I. 35 
I .250 0.7204 0.0045 6.26. I. 20 
I. 500 0.3607 0.0048 6. 12 I. 41 
I. 750 0. 1391 0.0035 5,39 I. 68 
2.000 0.0484 0.0021 4.61 I. 64 
2.500 0.0077 0.0009 3.65 I • 15 
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T~BLE XLI 
CASE 5 SUMMARY FOR (n/3J.n) PLAN 
Nul I Hypothesis: a=l .0 Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 9 
Unadjusted: Adjusted: 
Accept Boundary: -3.664 -4.700 
Reject Boundary~ 3.664 2.400 
Specified Alpha~ 0.0250 0.0900 
Specified Beta: 0.0250 0.0083 
Observed Alpha: 0.0164 0.0234 
Observed Beta: 0.0343 0.0260 
a LCa) s. E. ASN S.D. 
Unadjusted: 
0.500 I. 0000 0.0000 3.52 0.52 
I .000 o·. 9836 0.0013 6.07 I. 86 
I. 250 o. 7411 0.0044 7.31 2.04 
I. 500 0.3376 0.0047 6.71 2.38 
I . 750 0.1103 0.0031 5.46 2.39 
2.000 0.0343 0.0018 4.45 I. 97 
2.500 0.0031 0,0006 3.49 I • II 
Adjusted: 
0.500 I. 0000 0.0000 4.35 0.50 
I .000 0.9766 0.0015 7. 14 I. 62 
I. 250 0.7121 0.0045 7.56 2.03 
I. 500 0.3076 0.0046 6.33 2. 53 . 
I. 750 0.0907 0.0029 4.94 2.29 
2.000 0.0260 0.0016 4.06 I. 75 
2.500 0.0015 0.0004 3.33 0.91 
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TABLE XL II 
CASE 6 SUMMARY FOR (n/3,n) PLAN 
Nul I Hypothesis: a=l .0 Altarna~ive Hypothesis: a=l .5 
Number of Observations Required for F i xed-Samp I e Size Test: I I 
Unadjusted: Adjusted: 
Accept Boundary: .:..2. 197 -3.600 
Reject Boundary: 2.. 197 I. 550 
Specified Alpha: 0. woo 0.2077 
Specified Beta: 0. I 000 0.0216 
Observed Alpha: 0.0769 0.0984 
Observed Beta: 0.1268 0. I 008 
a L(a) S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 5. I 0 I .36 
1.000 0.9231 0,0027 7.64 2.58 
1.125 0,7320 0.0044 8.41 2.67 
I .250 0.4733 0.0050 8,26 2.79 
I .375 0.2611 0.0044 7.54 2.90 
I .500 0. 1268 0.0033 6.63 2.75 
I. 750 0.0267 0.0016 5.28 2.07 
Adjusted: 
0.750 0.9999 0.0001 7.76 I .52 
I .000 0.9016 0.0030 9.75 I. 89 
I. 125 0.6969 0.0046 9.51 2.39 
I .250 0.4270 0.0049 8.52 2.91 
I .375 0.2205 0.0041 7.31 3.01 
I. 500 0. I 008 0.0030 6.25 2. 72 
I. 750 0.0151 0.0012 4.96 I .85 
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TABLE XLIII 
CASE 7 SUMMARY FOR (n/3,n) PLAN 
Nul I Hypothesis: cr=l .0 Alte~native Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Test: 13 
Unadjusted: Adjusted: 
Accept Boundary: -2.251 -2.600 
Reject Boundary: 2.890 4.000 
Specified Alpha: 0.0500 0.0170 
Specified Beta: 0. I 000 0.0730 
Observed Alpha: 0.0567 0.0567 
Observed Beta: 0. 1158 0. I 006 
a L (cr) S.E. ASN S.D. 
Unadjusted: 
0.750 0.9999 0.0001 5,59 I • 14 
I .000 0.9433 0.0023 8.44 3.04 
I. 125 0.7515 0.0043 9. 77 3. 18 
I .250 0.4721 0.0050 9.95 3.22 
I. 375 0.2457 0.0043 9. 16 3.32 
I. 500 0. I 158 0.0032 8. I 0 3 0 16 
I. 750 0.0205 0.0014 6,37 2.28 
Adjusted: 
0.750 0.9999 0.0001 5.99 I. 37 
I. 000 0.9433 0.0023· 9.24 2.98 
I. 125 0.7506 0.0043 I 0. 69 · 2.89 
I .250 0.4619 0.0050 I I. 08 2.80 
I .375 0.2329 0.0042 10.38 3, 12 ' 
I. 500 0. I 006 0.0030 9. 19 3.27 
I. 750 0.0157 0,0012 7.04 2,68 
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TABLE XL IV 
CASE 8 SUMMARY FOR (n/3 1 n) PLAN 
Nul I Hypothesis: cr=I.O Alternative Hypothesis: cr=l.5 
Number of Observations Requlred for Fixed-Samp1e Size Test: 17 
Unadjusted: AdJusted: 
Accept Boundary: -2.944 -6.000 
Reject Boundary: 2.944 2.600 
Specified Alpha: 0.0500 0.0741 
Specified Beta: 0.0500 0.0023 
Observed Alpha: 0.0413 0.0482 
Observed Beta: 0.0672 0.0562 
a L( cr) S.E. ASN S.D. · 
Unadjusted: 
0.750 I .0000 o. oooo· 6.85 I. 35 
I. 000 0.9587 0.0020 I I. 00 3.93 
I. 125 0.7616 0.0043 13.00 4. 13 
I. 250 0.4420 0.0050 12.87 4.35 
I. 375 0. 1937 0.0040 I I. 22 4.49 . 
1.500 0.0672 0.0025 9.39 4.00 
I. 750 0.0071 0.0008 7. 17 2.39 
Adjusted: 
0.750 I. 0000 0.0000 12.57 2.03 
1 .000 0.9518" 0.0021 16. 14 1. 90 
I . 125 0.7406 0.0044 15.70 3.05 
I. 250 0.4164 0.0049 13.77 4.39 
I. 375 0. 1709 0.0038 I I .35 4.68 
I . 500 0,0562 0.0023 9.24 4.05 
I. 750 0.0044 0.0007 7.05 2.29 
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TABLE XLV 
CASE 9 SUMMARY FOR (n/3 1 n) PLAN 
Nul 1 Hypothesis: cr=l.O Alternative Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Test:20 
Unadjusted: AdJusted: 
Accept Boundary: -2.970 -3.400 
Reject Boundary: 3.638 4.000 
Specified Alpha: 0.0250 0.0177 
Specified Beta: 0.0500 0.0328 
Observed Alpha: 0.0293 0.0296 
Observed Beta: 0.0599 0.0504 
cr Ucr) S.E. ASN S.D. 
Unadjusted: 
0.750 I. 0000 0.0000 7.47 I. 09 
I .000 0.9707 0.0017 I I. 80 4.55 
I. 125 0.7869 0.0041 14.67 5. 05 . 
I .250 0.4424 0.0050 15. 14 5. 14 
I. 375 0. 1823 0.0039 13.31 5.27 
I .500 0.0599 0.0024 I I. 03 4.65 
I. 750 0.0050 0.0007 8.27 2.62 
Adjusted: 
0.750 I . 0000 0.0000 7.86 I .41 
I .000 0.9704 0.0017 12.90 4.59 
I. 125 0. 7797 0.0041 15.77 4.73 
I • 250 0.4343 0.0050 16.09 4.85 
I ,375 o. 1706 0.0038 14,07 5.28 
I .500 0.0504 0.0022 11 . 57 4.87 
I. 750 0.0036 0.0006 8.48 2.82 
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TABLE XLVI 
CASE 10 SUMMARY FOR (n/3,n) PLAN 
Nul I Hypothesis: a=l .0 Alternative Hypothesis: a=l .5 
Number. of Observations Required for F i xed-Samp I e S lze Test: 24 
Unadjusted: Adjusted: 
Accept Boundary: -3.664 -6.000 
Reject Boundary: 3.664 3.500 
Specified Alpha: 0.0250 0.0301 
Specified Beta: 0.0250 0.0024 
Observed Alpha: 0.0224 0.0241 
Observed Beta: 0.0341 0.0255 
a L(a) s. E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 8.66 I. 28 
1.000 0.9776 0.0015 14.35 5.37 
I. 125 0.7881 0.0041 18. 12 5.95 . 
I. 250 0.4151 0.0049 18, I I 6.27 
I. 375 0. 1384 0.0035 15.06 6,34 
I .500 0.0341 0.0018 II. 95 5.20 
I. 750 0.0019 0.0004 9.02 2.50 
Adj u.s ted: 
0.750 I .0000 0.0000 12.66 2.26 
I, 000 0.9759 0.0015 20. 15 4. 19 
I. 125 o. 7726 0.0042 21.70 4.32 
I . 250 0.3971 0.0049 19.43 . 6. 15 
I. 375 0.1223 0.0033 15.45 6.59 
I .500 0.0255 0.0016 12.06 5.34 
I . 750 0. 00 II 0.0003 8.97 2.46 
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TABLE XLVII 
CASE ·I SUMMARY FOR ( n/3, 2n) PLAN 
Nul I Hypothesis: a=I.O Alternative Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 4 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -I. 700 
Reject Boundary: 2. 197 0.500 
Specified Alpha: 0. I 000 0.5575 
Specified Beta: 0. I 000 0.0808 
Observed A. I pha: 0.0247 0.0976 
Observed Beta: 0.0805 0.1014 
a· LCa) S.E. ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 2. 18 0.39 . 
I .000 0.9753 0.0016 3.92 I . 7 I 
I . 250 0.7463 0.0044 4.78 2. 15 
I. 500 0.4044 0.0049 4.55 2.24 
I. 750 0. 1790 0.0038 3,78 2.00 
2.000 0.0805 0.0027 3. 18 I .66 
2.500 0.0235 0.0015 2.52 I .03 
Adjusted: 
0.500 I. 0000 0.0000 2.02' 0. 14 
I .000 0.9024 0.0030 2.93 I. 20 
I. 250 0.6354 0.0048 3. 19 I • 51 
I. 500 0.3541 0.0048 2;96 1.41 
I. 750 o. 1846 0.0039 2.65 I . I 5 
2.000 0.1014 0.0030 2.43 0.93 
2.500 0.0353 0.0018 2. 19 0.58 
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TABLE XLV Ill 
CASE 2 SUMMARY FOR (n/3,2n) PLAN 
Nul I Hypothesis: a=l .0 Alternatrve Hypothesis: a=2.0 
Number of Observations Required for Fixed-Sample Size Test: 5 
Unadjusted: Adjusted: 
Accept Boundary: '-2.251 -I .800 
Reject Boundary: 2.890 I .250 
Specified Alpha: 0,0500 0.2510 
Specified Beta: 0. I 000 0. 1238 
Observed Alpha: 0.0157 0.0520 
Observed Beta: 0.0741 0.0987 
a Ua) s. E. . ASN S.D. · 
Unadjusted: 
0.500 I .0000 0.0000 2.23 0.43 
I .000 0.9843 0.0012 4. 14 I. 99 
I. 250 0.7742 0.0042 5.50 2.77 
I • 500 0.3985 0.0049 5.33 2.85 
I. 750 0. 1699 0.0038 4.39 2.53 
2.000 0.0741 0.0026 3,55 2.04 
2.500 0.0190 0.0014 2.68 I. 24 
Adjusted: 
0.500 I .0000 0.0000 2.03 o. 18 
I .000 0.9480 0.0022 3.26 1.55 
I .250 0.7001 0.0046 3.88 2. I I 
I. 500 0.3864 0.0049 3.59 2.01 
I. 750 0. 1932 0.0039 3. I 0 I • 66 
2.000 0.0987 0.0030 2. 73. I .34 
2.500 0,0335 0.0018 2.30 0.76 
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TABLE XL IX 
CASE 3 SUMMARY FOR (n/3,2n) PLAN 
Nul I Hypothesis: cr=l .0 Alternative Hypothesis: cr=2.0 
Number of Observations Required for Fixed-Sample Size Test: 7 
Un~djusted: Adjusted: 
A<;cept Boundary: -2.944 -2.450 
Reject Boundary: 2.944 I. I 00 
Specified Alpha: 0.0500 0.3131 
Specified Beta: 0.0500 0.0593 
Observed Alpha: 0.0122 0.0481 
Observed Beta: 0.0360 0.0500 
L( cr) S.E. ASN S.D. 
Unadjusted: 
0.500 I .0000 0.0000 3.04 0.20 
I .000 0.9878 0.00 I I 5.30 2.36 
I .250 o. 7701 0.0042 7.46 3.76 
I .500 0.3272 0.0047 6.93 3.82 
I. 750 0. I 082 0.0031 5.30 3.02 
2.000 0.0360 0.0019 4.23 2. 13 
2.500 0.0073 0.0009 3.39 1.03 
Adjusted: 
0.500 I .0000 0.0000 3.01 0.08 
1.000 0.9519 0. 0021 4.41 I • 81 
I. 250 0.6649 0.0047 '5,20 2.66 
I. 500 0.3067 0.0046 4.71 2.48 
I. 750 0. 1204 0.0033 3.97 I. 83 
2.000 0.0500 0.0022 3.53 I .27 
2.500 0.0119 0.00 I I 3.16 0.60 
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TABLE L 
CASE 4 SUMMARY FOR (n/3,2n) PLAN 
Nul 1 Hypothesis: cr=l.O Alternative Hypothesis: cr=2.0 
Number of Observations Required for Fixed-Sample Size Test: 7 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -2.450 
Reject Boundary: 3.638 I. 900 
Specified Alpha: 0.0250 0. 1384 
Specified Beta: 0.0500 0.0743 
Observed Alpha: 0.0071 0.0227 
Observed Beta: 0.0343 0.0516 
cr L( cr) s. E. ASN S.D. 
Unadjusted: 
0.500 I. 0000 0.0000 3.05 0.22 
I .000 0.9929 0.0008 5.38 2.47 
1. 250 0.7792 0.0041 7.85 3.89 
I. 500 0.3471 0.0048 7.58 3.99 
I. 750 0.1077 0.0031 5.77 3.27 
2.000 0.0343 0.0018 4.52 2.33 
2.500 0.0058 0.0008 3.50 I. 16 
Adjusted: 
0.500 I. 0000 0.0000 3.00 0.07 
1.000 0. 9773 0.0015 4.56 2,02 
I. 250 0.7243 0.0045 5.88 3. 14 
I. 500 0.3314 0.0047 5.42 3.04 
I. 750 o. 1245 0.0033 4.43 2.31 
2.000 0.0516 0.0022 3.77 I. 58 
2.500 0.0102 0.0010 3.25 0.78 
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TABLE L I 
CASE 5 SUMMARY FOR (n/3)2n) PLAN 
Nul I Hypothesis: a=I.O Alte~natfve Hypothesis: a=2.0 
Number·of Observations Required for Fixecl.:..Sample Size Test: 9 
Unadjusted: Adjusted: 
Accept Boundary! -3.664 -3.200 
Reject Boundary: 3. 664 . I. 850 
Specified AI pha:. 0.0250 o. 1518 
Specified Beta: 0.0250 0.0346 
Observed Alpha: 0.0044 0.0258 
Observed Beta: 0.0149 0.0246 
a L(a) s. E. ASN S.D. 
Unadjusted: 
0.500 I • 0000 0.0000 3.52 0.52 
I. 000 0.9956 0.0007 6.46 2.75 
I. 250 0.7787 0.0042 9.84 4.96 
I. 500 0.2807 0.0045 8.91 5. 13 
I. 750 0.0639 0.0024 6.22 3. 89 . 
2.000 0.0149 0.0012 4.64 2.55 
2.500 0.0020 0.0004 3.50 I • 16 
Adjusted: 
0.500 I. 0000 o.oooo 3. 12 0.33 
I .000 0.9742 0.0016 5.60 2.43 
I .250 0.6921 0.0046 7.22 4.05 
I .500 0.2660 0.0044 6.24 3.91 
I. 750 0. 0776 0.0027 4.75 2.81 
2.000 0.0246 0.0015 3.87 I. 79 
2.500 0.0035 0.0006 3.26 0.84 
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TABLE Ll I 
CASE 6 SUMMARY FOR Cn/3,2n) PLAN 
Nul I Hypothesis: cr=l.O Alternative Hypothesis: cr=l .5 
Number.of Observations Required for Fixed-Sample Size Test: II 
Unadjusted: Adjusted: 
Accept Boundary: -2. 197 -I. 900 
Reject Boundary: 2. 197 I . I 00 
Specified Alpha: 0. I 000 0.2979 
Specified Beta: 0. I 000 0. I 050 
Observed Alpha: 0.0459 0. I 023 
Observed Beta: 0.0820 0. I 003 
L( C1) s. E. ASN S.D. 
Unadjusted: 
0.750 I. 0000 0.0000 5. II I .36 
I .000 0.9541 0.0021 8.83 4.61 
I. 125 0.7616 0.0043 10.91 5.89 
I . 250 0.4399 0.0050 10.76 6.12 
I .375 0.2041 0.0040 9.05 5.48 
I. 500 0.0820 0.0027 7.35 4.48 
I • 750 0.0157 0.0012 5.36 2.50 
Adjusted: 
0.750 0.9991 0.0003 4.68 I • 14 
I .000 0.8977 0.0030 7.07 3.54 
I. 125 0.6790 0.0047 7. 83 . 4.32 . 
I. 250 0.4070 0.0049 . 7.57 4.42 
I .375 0.2046 0.0040 6.63 3.77 
I .500 0 .I 003 0.0030 5.73 2.97 
I . 750 0.0253 .· 0.0016 4.69. I .68 
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TABLE L Ill 
CASE 7 SUMMARY FOR (n/3,2n) PLAN 
Nul I Hypothesis: o=I.O Alternative Hypothesis: o=l .5 
Numbet of Observations Required for Fixed-Sample Size Test:l3 
Unadjusted: Adjusted: 
Accept Boundary: -2.251 -I. 900 
Reject Boundary: 2.890 I. 900 
Specified Alpha~ 0.0500 0. 130 I 
Specified Beta: 0. I 000 0. 130 I 
Observed Alpha: 0.0232 0.0481 
Observed Beta: 0.0760 0. I 012 
0 L(o) s. E. ASN S.D. 
Unadjusted: 
0.750 0.9999 0.0001 5.59 I . 13 
I .000 0.9768 0.0015 9.56 5. 18 
I. 125 0.8020 0.0040 12.66 7.06 
I. 250 0.4695 0.0050 13. 15 7.31 
I. 375 0.2038 0.0040 I I. 32 6.63 
I. 500 0.0760 0.0026 9.04 5.21 
I. 750 0.0132 0.00 II 6.46 2. 77 
Adjusted: 
0.750 I .0000 0.0000 5.34 0.89 
I , 000 0,9519 0.0021 8.06 4.09 
I. 125 0.7717 0.0042 9.86 5.56 
I .250 0.4627 0.0050 I 0. 12 5.98 
I .375 0.2251 0.0042 8.73 5.06 
I. 500 0. I 012 0.0030 7.36 3.84 . 
I. 750 0.0220 0.0015 5.86 2.02 
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TABLE LIV 
CASE 8 SUMMARY FOR (n/3,2n) PLAN 
Nul I Hypothesis: cr=I.O Alternative Hypothesls: cr=l .5 
Number of Observations Required for Fixed-Sample Size Test: 17 
Unadjusted: Adjusted: 
Accept Boundary: -2,944 -2.600 
Reject Boundary: 2.944 I .BOO 
Specified Alpha: 0.0500 0. 1549 
Specified Beta: 0.0500 0.0628 
Observed Alpha: 0.0216 0.0496 
Observed Beta: 0.0416 0.0493 
a L(cr) S.E. ASN S.D. 
Unadjusted: 
0.750 I .0000 0.0000 6.85 I .37 
1.000 0.9784 0.0015 12.07 6. 16 
I • 125 0.8028 0.0040 16.69 9. 17 
1.250 0.4148 0.0049 16.92 . 9,66 
I .375 0.1412 0.0035 13.29 8. 19 
I. 500 0.0416 0.0020 I 0. 17 5.97 
I. 750 0.0054 0.0007 7.22. 2.61 
Adjusted: 
0.750 I .0000 0.0000 6.51 I .09 
I .000 0.9:504 Oa0022 10.41 5. 14 
I. 125 0.7382 0.0044 12.95 7.33 
I .250 0.3886 0.0049 12.70 7. 69. 
I. 375 0. 1479 0.0036 10.29 6. I 0 
I. 500 0.0493 0. 0022 8.38 4.32 
I. 750 0.0076 0.0009 6.66 I .84 
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TABLE LV 
CASE 9 SUMMARY FOR Cn/3,2n) PLAN 
Nul 1 Hypothesis: cr=I.O Alternative Hypothesis: cr=l .5 
Number of Observations Required for Fixed-Sample Size Test:20 
Unadjusted: Adjusted: 
Accept Boundary: -2.970 -2.550 
Reject Boundary: 3.638 2,550 
Specified Alpha: 0.0250 0.0724 
Specified Beta: 0.0500 0,0724 
Observed Alpha: 0.0113 0.0257 
'·Observed Beta: 0.0364 0.0483 
a L( C1 ~ S.E. ASN S.D. 
UnadJusted: 
0.750 I .0000 0.0000 7.48 I • 10 
1.000 0.9887 0.00 II 12.73 6.69 
I. 125 0.8339 0.0037 18.75 10.66 
I .250 0.4181 0.0049 20.08 II .42 
I .375 o. 1306 0.0034 15.65 9.51 
1. 500 0.0364 0.0019 II .68 6.50 
I. 750 0.0034 0.0006 8.27 2.82 
Adjusted: 
0.750 I . 0000 0.0000 7.25 0.79 
I .000 0.9743 0.0016 II. 20 5.67 
I'· 125 0.7916 0.0041 15. 14 9.09 
1.250 0.4198 0.0049 15.26 9.23 
I .375 0. 1502 0.0036 12.46 7.51 
I .500 0.0483 0.0021 9.96 5.09 
I. 750 0.0047 0.0007 7.75 2.12 
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TABLE LVI 
CASE 10 SUMMARY FOR (n/3,2n) PLAN 
Nul I Hypothesis: cr=I.O Alternative Hypothesis: cr=l.5 
Number of Observations Required for Fixed-Sample Size Test!24 
Unadjusted: Adjusted: 
Accept Boundary: -3.664 -3.400 
Reject Boundary: 3.664 2.400 
Specified Alpha: 0.0250 0.0880 
Specified Beta: 0.0250 0.0304 
Observed Alpha: 0.0086 0.0259 
Observed Beta: 0.0189 0.0239 
a Ucr) s. E. ASN S.D. 
Unadjusted: 
0.750 I. 0000 0.0000 8.66 I. 28 
1.000 0.9914 0.0009 15.32 7.57 
I. 125 0.8305 0.0038 23.26. 12.83 
I .250 0.3779 0.0048 23.93 13.76 
1.375 0.0894 0.0029 17.49 I I. 07 
I. 500 0.0189 0.0014 12.51 6.89 
I. 750 0.0010 0.0003 9.03 2.55 
Adjusted: 
0.750 I .0000 0.0000 8.48 1.12 
I .000 0.9741 0.0016 14.02. 6.74 
1.125 0.7636 0.0042 18.96 10.98 
I. 250 0.3424 0.0047 18.35 II .35 
I. 375 0.0968 0.0030 13.90 8. 59. 
I .500 0.0239 0.0015 I 0. 77 5.24 
I. 750 0.0017 0.0004 8,60 1.90 
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APPENDIX B 
ATTEMPTS TO USE AROIAN'S DIRECT METHOD 
This appendix documents.the author's attempts to use Aroian's 
direct method as an alternative to Monte Carlo simulation~ Aroian 
(1968) and especially Aroian and Robison (1969) were useQ as a guide. 
It was believed that the direct method wbuld be particularly appropriate 
for use with the Rayleigh distribution since·the cumulatlve distribution 
function for the test statistic could be written in closed form, elimi-
nating the requirement for complicated nume.rical integration of trun-
cated convolution integrals involVing sums of random variables. 
If the author had succeeded in implementing the direct method, the 
problem of adjusting the boundaries to achieve the specified .error rates 
would have been greatly s[mpllfied since the effect of changes in stop-
ping boundarie::;; on observed error rates would not have been obscured by 
sampling error. More interesting from a theoretical viewpoint is that 
since.the stepwise error rates are explicit.functions of the stopping 
beundaries, it might be possible to"invert" the problem and solve for 
stopping boundaries as functions of specified stepwise error rates. 
That is, for any specified error rate schedule, it might be possible to 
solve for the boundar;-ies .which would produce those error rates. 
The,fact that the author failed in trying to implement the direct 
method should not be used to infer that the method is inappropriate for 
this problem. It was abandoned because the approach appeared to become 
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more complicated at each step and the author was not sufficiently 
clever to see an emerging pattern and simp! ify the computations. 
The remainder of this appendix wi I I present direct method deriva-
tions for the first three stages of a sequential procedure and a partial 
comparison of direct method and Monte Car I o resu Its for Case I of .the 
SPRT. 
Consider the events of acceptance (A), rejection (R) and continua-
tion (C) and denote thei.r probabi I ities as follows: 
Pm(A)=Pr(accepting H0 on trial m) 
Pm(R)=Pr(rejectlng H0 on trial m) 
P (C)=PrCcontinuing at trial m) m . 
The above three probabi I ities are dependent on o which has.been sup-
pressed in the notation. 
Denote by Am and Rm the acceptance and rejection boundaries at 
stage m, respectively and let the boundary functions be arbitrary to 
within the following restrictions: 
A 1 ~R. i , i = I, 2, • • • , m, • • • • 
Let v~Rayleigh Co). Then 
h(v)=(v/o2 )expC-v 2/2o2 ), v>O and 
HCv)=l-exp<-v2/2o 2 ), v>O. 





Although Ym=~Xi conveys the idea for the test statistic, the. 
~ 
method of computation requires modified definitions and notation to 
account for the fact that Ym-1 must come from the continuation region 
at stage (m-1). The random variables of interest may be,denoted by 
Wm given by 
Wro '=- 0 
T 
w.,...--:; ~-• +XM l m:::. \)2.. 1 3,···.~-w~~re.. 
T W0 -:0 
"'T 
vJ M-l • W t'tl.-\ truncated to coming from the cont i n~Jat ion 
i nterva I , (Am-I , Rm- 1 ) 
)(~ ~ the m-th, independent squared Rayleigh observation. 
Computations for Stage I: 
w,~x, 
F: (A) = P.- ( w, ' A,) -= 'F (A 1') :. \ - e..- eAt 
P,lR\ = Pr (w, ~ ~,') -=- \-l= tR~ -:::. ~- ~ \ 
p, (c.'):.\-?, (A)- P, lf<.) '= e;- aA,- ~-QR, 
Computat[ons,for Stage 2: 
'#: £ (A,J R.,') 
t-t.,..1) -= e~- 9w1 I p, lc.') I A, .c:.w[< R, 
Lea\- w"J... ~ w1 -\-~'L 
:e -= w;r 
..f.<w,J~') == ~ e..~Qw,_/ ?\(c) 
From Figure 15, it may be seen that 
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Ill 
Figure 15. Region of D~finltion for W2 • 
n \A'Z. '(.. 
rz.(A) -= A, (w~A,') e ~ ew, dwz.. 
-:. e.- e•" - (e (A,-A,) -t 'l ~-~A, ; 
Pz., lil's -= '?\ ( (;.J p,. ( wz :?..,~\A ,L"<N\ < ~' ') 
-==- f', (c.) L\- Pr (wz ~R4 \ A- 1 ~w, '-Ra)} 
::.~(c") - SR'<wt.~A,)~€ew2.~wz.- C~(~,-A;)ifti~~dwz_ 
A1 . ~\ 
-:. G t Rt- l:tn) .C e ~'\. • '"" .,, 
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'?~<.~) = 91 (c)- ~"(A)- ?'-(R). 
"I~ A"t ~ R,l ?2 (c.) == [e(Az:.A04D e&Az._€eR\-Q(R,-~1) e..- 6R.1.) 
\~ A,>~~ ) g_lc.) -= e· (R.,-AI) (e.- SAoz._ GCe R."a..) . 
Computation~ tor Stage 3: 
{ 
( w.i-A,) Q~ e.- E:)wi / P2. (c.) At.~ wl ~ 12., 
-t (wi) -: l ~- Ao) e• "--e w.,:r /P, Cc.) : R I <. w;; <. ""- i 
i~ Az.7R\J 
+twi) = (R,-A,)Efe .... Q~~~r/P"cc'> 1 1-\z.~v-.~~~Rt.. 
With the help of Figure 16, one may write 
1.13 
Figure 16 •. Region of Definition for W3 <Az~Rl) 
and from Figure 17, 
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Figure 17. Region of Definition for W3 (A2>R1 l 
+lvJ;) -= ?~tc:.'> i~l R,-A,')~ ~Qwa d-e 
== c}- f e~tR.-A.)w!:ii'"ta~s -Q3A2...(R,-A. 1) e.- 9 w.s], A,,~kR-z.j '1-<.q L 
:r+ 1\2 ~A:3 ~R,) 
?3(A).,. )~ l ~..;._a.,, -fJAiw,€:.,.,~-rfiAt. (A,-~).:-~}1"3 
~ . 
""l cw.,-A).; ~ €"11.. o~-{ ti [""'- ( ~ -"~-~ (~..,..'il- & ~)-~ e:~ 
"'I-t Az. ~Q., < A'3 ') 
P3(A') = r L ~~..:ows_IJ'A,-..~,few. +Ei'A,. (4,- A~) e::~]dwa 
+ t 1e'( ~~A~ "'o ._ -aw~+e'le<•lu-&\&':J e. -.&ws \ 4 "".! • 
00 
P!>(Rl - ~ ~3(R..-A...)(11.1 -A1) e.-e>""l dw~ 
:. etL{~,-A,)(f{,-Az.') ~-~~ • 
At this point~ derivation of Pm(A), Pm(R) and Pm<Cl for m>3 was 
abandoned because It appeared that the algebra Involved was becoming 
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increasingly overwhelming with each additional stage. For comparative 
purposes, Table LVI I .shows results for the direct method (DM) and 
10,000 MonteCarlo (MC) iterations for the first three stages of the 
SPRT for Case I. Note that both methods give P1 (A)=O since A1<0, 
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TABLE LV II 
COMPARISON OF DIRECT METHOD WITH MONTE CARLO 
Unknown Parameter Value 
Item Method 0.500 I. 000 I .250 I ,500 I. 750 2.000 2.500 
pl CA) DM 0.000 o.ooo 0.000 0.000 0.000 0.000 0.000 
p 1 CA) MC 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
pl (R) DM 0.000 0.008 0.047 0. 120 ~uo 0.303 0.466 
pl (R) MC 0.000 0.009 0.049 0. 120 0.212 0.305 0.469 
P2CA) DM 0. 81 I o. 179 0.087 0.046 0.027 0.016 0.007 
p2(A) MC 0.808 0.179 0.087 0.044 o.o2t 0.016 0.007 
p2(R) DM 0.000 0.006 0.044 o. 117 0. 179 0.228 0.265 
p2(R) MC 0.000 0.006 0.046 0. 118 o. 183 0,224 0.263 
p 3 (A) DM 0. 187 0.328 0. 171 0.084 0.042 0.022 0.007 
P3CA) MC 0. 191 0.327 0. 171 0.079 0.039 0.019 0.007 
P 3 (R) DM. 0.000 0.004 0.036 0.091 o. 134 o. 150 0. 132 







ICASE - End of case flag. Set ICASE=O if only one run is desired 
or if the current run is the last run in a job. Set ICASE=l if another 
run follows the present one. 
IBQUND - Boundary option, If I:SOUND=O, as and 13s should be input; 
acceptance and rejection boundaries will be computed. If IBOUND=l, 
acceptance and rejection ,boundaries· should. be input;. as and 13s will be 
computed .. 
ITER - Number of Monte. Carlo iterations desired. 
A:YPHA - a or. acceptance boundary (See IBOUND) . · 
BETA- 13 or rejection boundary (See IBOUND). 
NSTART - Number of observations to be taken prior to making accep-
tance or rejection decisions. 
NFIX - Fi~ed-sample size. 
NTEST - Number of items available for testing. 
SIG (l),···,SIG(7)- Seven values of the unknown parameter for 
which computations are desired. SIG(2) and SIG(6) must be the parameter 
values under H0 and H1, respectively. 
Arrays: 
AN(I) - ASN for SIG(I). 
KK(,I) - Flag to. indicate. if procedure has made an accept or reject 
I 18 
decision for SIG(I). 
OC(I) - OC curve value for SIG(I). 
RIS(I) - Cumulative sum of squared Rayleigh observations for 
SIG(I). 
SE(I) - Standard error associated with SIG( I). 
SD(I) - Standarq deviation of DSN for SIG(I). 
SIG(I) - Population parameter 
NA(I) - Number of truncated cases resulting in acceptance of H0 
for SIG(I). 
NT (I) - Number of truncated cases for SIG( I) . 
LOC(1) - OC counter (Number of times H0 is accepted for SIG(I) ). 
NN(I) - DSN counter for AN(I). 
NNS(I) - DSN CQunter for SD(I). 
SIGS(I) - Squared value of SIG(I). 
119 
NACC(I,J) - Counter for number of accept decisions at stage J for 
SIG(I). 
NSTP(I,J) -Counter for number of stops at stage J for SIG(I). 
The appropriate value of J in,the arrays NACC(I,J) and NSTP(I,J) is 
problem dependent. For closed procedures, J=NTEST; for the open.SPRT, 
use J~(lO) (NFIX) to preclude truncation .of all but the most extreme 
cases, 
Program Output: 
1. Case information (input data which identifies case). 
2. Case summary: SIG(I), OC(I), SE(I), AN(I), SD(I), I=1, .. ·,7.· 
3. DSN histery: NSTP(I,J), NACC(I,J), NN(I), NA(I), I=l, • · ·, 7, 
J=l, • · • ;M where M is the dimensioned array si.ze. 
Sample Output: Adjusted (l,m) Plan for Case 1 










ACC. BOUNDARY=-1.700 REJ. BOUNDARY= 0.800 
NULL HYPOTHESIS: SIGMA = 1.00 
ALT. HYPOTHESIS: SIGMA = 2.00 
SPECIFIED ALPHA: 0.4001 OBSERVED: 0.1001 
SPECIFIED BETA: 0.1096 OBSERVED: 0.1027 
OBSNS. REQUIRED FOR FIXED SAMPLE SIZF. TEST: 4 
NUMBER OF TEST ITEMS AVAILABLE FOR TESTING: 30 










* * * NUMBER OF MONTE CARLO ITERATIONS: 10000 * 
* NUMBER OF RDNDOM NUMBERS GENERATED: 49322 * 
* * 
****************************************************** 
******************** CASE SUI"H.,ARY ******************** 
* * 
* SIGMA USIG1'1A) STO ERR A. S. N • STD DEV * 
* * 
* c. 50 1.0000 o.o 2.02 0.15 * >I< 1.00 0.8999 o. 0030 2. 89 1. 36 * 
* 1.25 0.63ti9 0.0048 3. 12 1. 91 * * 1. 50 0.3573 0.0048 2. 78 1.90 * 
* 1.75 0.1885 0.0039 2. 31 1.56 * 
* 2.00 0.1027 0 .oo 30 1.99 1. 35 * 




SIGMA o. 50 SI G fiA 1.00 SIGMA 1 .z 5 SIGMA 1. 50 SIGMA 1. 75 SIGMA 2. 00 SIGMA 2. 50 
N STP ACC ST P ACC STP ACC STP ACC STP ACC STP ACC STP ACC 
1 0 0 506 0 1503 0 2726 0 3857 0 4818 0 6277 0 
2 9786 9786 4494 4238 3219 2334 2861 1365 2785 830 2718 515 2332 225 
3 213 213 2664 2539 2184 168 7 1875 935 1578 476 1285 268 919 104 
4 1 1 1259 11% 1280 968 1033 501 875 287 638 122 3o·a 32 
5 0 0 548 519 752 574 617 312 444 137 274 59 108 9 
6 0 0 271 260 449 362 364 179 229 72 135 30 34 1 
7 0 0 134 130 277 210 227 1.31 119 37 62 18 14 0 
8 0 0 77 72 142 109 135 64 61 26 41 7 6 1 
9 0 0 32 30 82 67 82 49 27 10 13 3 1 0 
1.0 0 0 9 9 43 27 31 14 13 4 8 3 1 0 
11 0 0 3 3 33 24 17 8 6 3 1 0 0 0 
12 0 0 2 2 17 12 15 8 0 0 7 2 0 0 
13 0 0 0 0 8 6 5 2 3 2 0 0 0 0 
14 0 0 1 1 ·4 3 4 0 2 0 0 0 0 0 
15 0 0 0 0 2 l 4 3 1 1 0 0 0 0 
16 0 0 0 0 1 1 1 1 c 0 0 0 0 0 
17 0 0 0 0 1 1 l 0 0 0 0 0 0 0 
18 0 0 0 0 1 1 1 0 0 0 0 0 0 0 
19 0 0 0 0 1 1 1 1 0 ;) 0 0 0 0 
20 0 0 0 0 1 1 0 0 0 0 0 0 0 0 
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 c 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 












DIMENSION AN(7) ,KK(7) ,OC(7) ,RIS(7) ,SE(7),SD(7) ,SIG(7) ,NA(7) ,NT(7), 
*NACC(7 ,50) ,NSTP(7 ,50) ,LOC(7) ,NN(7) ,NNS(7) ,SIGS(7) 


































DO 21 L=1,ITER 





DO 15 K=1,NTEST 
IF(KTHRU-7) 9,21,21. 
9 CALL RAYLEE(RAY) 
INITIALIZATION 
BEGIN OUTSIDE LOOP 
















GO TO 13 

































































DO 23 I=1,7 








DO 24 I=1,NTEST 
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WRITE(6,122) I,NSTP(1,I),NACC(1,I) ,NSTP(2,I) ,NACC(2,I) ,NSTP(3,I), 
*NACC ( 3 ,I) ,NSTP( 4 ,I) ,NACC (4 ,I) ,NSTP( 5 ,I) ,NACC C5 ,I) ,NSTP( 6 ,I) ' 
*NACC(6,I) ,NSTP(7 ,I) ,NACC(7 ,I) 
24 CONTI:mill . 
WRITE(6,116) 
WRITE(6,114) NT(1) ,NA(1) ,NT(2) ,NA(2) ,NT(3) ,NA(3) ,NT(4) ,NA(4), 
*NT( 5) ,NA( 5) ;NT( 6) ,NA( 6) ,NT(7) ,NA(7) 
IF(ICASE.EQ.1) GO TO 1 
WRITE(6,101) 
END-OF.,..RUN TEST 
C FORMAT STATEMENTS 
c 
100 FORMAT(2I1,I5,2F5.4,3I2,7F7.4) · 
101 FQRMAT(1H1) 
102 FORMAT( 1 1 ,37X, 1 * NUMBER OF TEST ITEMS AVAILAJ3LE FOR TESTING: 1·, 
*I3,3X, '*') 
103 FORMAT(' I ,37X,'******************CASE INFORMATION************** 
*****'). 




106 FORMAT( I I ,37X,.' * 
107 FORMAT(' I ,37X,'* 
108 FORMAT( I I ,37X, I* 
*'*I) 
109 FORMAT( I I ,37X, I* 
*I* I) 
110 FOBMAT( I I ,37X, '* 
*I3,3X, '*') 
111 FORMAT (I I ,37X, I* 
112 FORMAT(' I ,37X,'* 
*) 
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NULL H~POTHESIS: SIGl'YIA. = ',F6.2,18X,'*') 
ALT. HY:POTHESIS: SIGMA= I ,F6.2,18X, '*') 
SPECIFIED ALPHA: I 'F7 • 4 , 7X, I OBSERVED : I 'F7 • 4 '3X, 
SPECIFIED BETA: I F8. 4, 7X' I OBSERy:ED: I 'F7. 4 '3X' 
OBSNS. REQUIRED FOR FIXED SAMPLE SIZE .TEST:', 
NUMBER OF MONTE CARLO ITERATIONS:' ,I9,7X,'*') 
NUMBER OF RANDOM NUMBERS GENERATED:',I7,7X,'*' 
113 FORMAT(' ',37X,'* ACC. BOUNDARY=' ,F6.3,' REJ. BOUNDARY=' ,F6.3,7 
*X, I* I) 
114 FORl'YIA.T(' I ,5X,14I8) 
115 FORMAT(' ',37X,'************************************************** 
*****I) 
116 FORMAT(1HO) 
117 FORMAT(' I ,37X,'******************** CASE SUMMARY**************** 
*****I) . 
118 FORMAT( I I ,37X, I* SIGl'YIA. L(SIGMA) STD ERR A.S.N. STD DEV 
* *') 
119 FORMAT( I I ,37X, '*' ,4X;F5.2,4X;F6~4,5X,F6.4,3X;F5.2,5X,,F5.2,4X, '*') 
120 FORMAT(' I ,8X;7('SIGl'YIA. =' ,F6.2,3X)) 
121 FORMAT(' ',3X;'N',5X,7('STP ACC',5X)) 
122 FORMAT(' I ,2X,I3,14I8) 





C THIS SUBROUT.INE CALLS FOR A UNIFORM ( 0,1) RANDOM NUMBER FROM 
C FUNCTION R.ANF. IT RETURNS A STANDARD ( SIGl'YIA=1) RAYLEIGH 








C GENERATE.S PSEUDO-RANDOM NUMBERS, UNIFORMLY DISTRIBUTED ON ( 0 ,1) • 
C THIS VERSION .. IS FOR .THE IBM 360. 
c 
C J. P. CHANDLER, COMPUTER SCIENCE DEPT., OKLA. STATE .U • 
c 
C METHOD ••• COMPOSITE OF THREE MULTIPLICATIVE CONGRUENTIAL GENERATORS 
c' G. MARSAGLIAANDT. A.BRAY,COMM. A.C.M,11·(1968) 757. 
c 
C IE RANF IS CALLED WITH NARG=O, THE l{EXT RANDOM liUMBER IS RETURNED. 
C IF RANF IS CALLED WITH NARG. NE ., 0 , THE GENERATOR IS RE- INITIALIZED 
C USING IABS (2*NARG+ 1) , AND THE FIRST RANDOM NUMBER FROM THE NEW 




C DATA NFIRST/7 I ,K/76543211 ,L/7654321/ ,M/76543211 
DATA NFIRST/7 I ,K/76543211 ,LI3141593/,MI2718281831 
c 

















CHANDLER-S MULTIPLIERS ••.. 
DATA MKI231525I,MLI282629I,MM/253125/ . 
IF(NARG) 20,10,20 
10 IF(NFIRST) 30,60,30 









EXACT REAL. REPRESENTATION OF 2**31·. 
RDIV=32768.*65536. 
FILL THE TABLE. 
DO 50 J=1,128 
K=K*MK 
50 N(J)=K 







FIX UP THE LEAST SIGNIFICANT BIT. 
RAN .LT .1.) JRAN=JRAN+i 
RANF=RAN 
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