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1. Introduction
Modeling the dynamics of shallow seas is of great importance to many aspects of human
interest, such as land protection, shipping, recreation, exploitation of oil and gas fields, etc.
In addition to the dynamics, there is much interest in environmental issues, for example in
levels of pollution. In general, the ecological situation as a result of men's use (and misuse)
of shallow seas generates many questions that are still unanswered. For example, questions
with respect to long term trends clearly have a political impact and definitely require more
research before scientists can produce reliable predictions.
Along with the two classical scientific lines of experimentation and theoretical analysis,
the value of computer simulation of marine flow and transport problems has now been
established. In fact, by adding more and more physical aspects to the model, numerical
simulation seems to become increasingly important. Although modern high-speed computers
indeed provoke to include an increased number of physical phenomena, the resulting CPU
time is still the limiting factor in many realistic simulations. Therefore, further research to
design numerical techniques that are most appropriate for the problem at hand, is still of
crucial importance.
Undoubtedly, the ever-increasing capacity of high-performance computers has given an
enormous impulse to the development of codes for performing real-life simulations.
However, in spite of this, the complexity of the full ecosystem in a shallow sea is so large,
that a number of simplifications still has to be incorporated in the current models, simply to
keep the amount of storage and CPU time at a realistic level. In [8] it is indicated that realistic
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machines. Since fast computers like the CRAY C916 and the NEC SX4 perform in the
Gigaflop (109 flops) range, it is clear that we should lower our demands, at least for the next
decade. Nevertheless, there is a possibility to bridge part of the gap between present-day
practice and the ultimate goal. This possibility is provided by efficient, tailor-made numerical
algorithms in combination with innovative computer science techniques. In this way,
satisfactory results are feasible to make a significant step towards understanding the full
complexity.
At CWI, several transport solvers have been designed during the last few years (see [2,
4, 5, 7]). These models describe the advective and diffusive transport of contaminants in
shallow water combined with chemical or biological interaction. The present status of this
research is that an arbitrary number of species can be dealt with.
The output of the corresponding code consists of species concentrations, in space and
time. As input, any transport solver needs the velocity field. Up to now, the velocity field
was considered to be given (in fact, we used an analytically prescribed expression). In real
practice, however, the unknown velocities have to be computed by a 3D hydrodynamical
solver. The output of this solver then serves as input for the transport solver. Common
practice nowadays is to calculate the flow field a priori over the whole time interval and to
store the output. Especially on fine, three-dimensional grids and long simulation intervals,
this approach requires an enormous amount of storage. Moreover, the transport solver will
spend a lot of I/O to read all this pre-computed data from file. This is of course a very
combersome approach. A possibility to avoid all this data transfer is to let the
hydrodynamical solver run concurrently with the transport solver. However, many existing
hydrodynamical solvers have been designed in the previous decade (see e.g. [3]) and are
based on algorithms different from the one we use in the transport solver. Moreover,
completely different data structures have been used so that the conversion of the data from
one solver to the other will certainly decrease the overall performance. Therefore, coupling
the transport solver with an existing hydrodynamical solver will lead to an 'unbalanced
combination'. To avoid this situation, we will discuss a hydrodynamical solver that is based
on the same algorithm as used in the transport solver. This is a natural choice since the
underlying partial differential equations are to a large extent of the same nature. Choosing, in
both solvers, the same spatial grids and time steps enables us to use the same data structures,
which is important to increase the performance on a supercomputer. As an additional
advantage, we automatically achieve a divergence free velocity field in the grid points where
it is needed by the transport solver. This property is of great relevance for the transport
solver and can only be realized at high costs in the case that we use one of the existing
hydrodynamical solvers, which usually produces output in 'unwanted' points.
Hence, the proposed approach leads to an integrated code which is much more 'balanced'
than a combination of two existing codes.
32. Mathematical description
We start with the mathematical model formulation for the transport process and the
hydrodynamics in shallow water. As said in the Introduction, both models show similar
features. Next, we will briefly discuss the spatial discretization, resulting in large systems of
ordinary differential equations (ODEs).
2.1 The transport model
The model for the transport of pollutants etc. combined with their chemical or bio-chemical
interactions is defined by an initial-boundary value problem for the system of 3D advection-
diffusion-reaction equations (cf. [9])
(2.1a) ¶ ci
¶ t  = L(u,v,w; e x, e y, e z) ci + gi(t,x,y,z,c1,...,cm),    i=1,...,m,
where
(2.1b) L(u,v,w; e x, e y, e z) := -  u ¶
¶ x
  -  v 
¶
¶ y  -  w 
¶
¶ z
  + 
 
¶e x¶
¶ x2
  +
 
¶e y¶
¶ y2   + 
¶e z¶
¶ z2
 .
Here, the ci denote the (unknown) concentrations of the contaminants, u,v,w are the local
fluid velocities in the x, y, z direction respectively, the e 's are the diffusion coefficients, and
the terms gi describe the chemical reactions, emissions from sources, etc. and therefore
depend on the concentrations. Note that the mutual coupling of the equations in the system
(2.1) is due to these functions gi.
2.2. The hydrodynamical model
The mathematical model describing the hydrodynamics in shallow water is defined by an
initial-boundary value problem for the system of 3D equations (cf. [9])
¶ u
¶ t
  = L(u,v,w; d x, d y, d z)u + w v -  g ¶
¶ x
 z + t x,
(2.2a) ¶ v
¶ t
  = L(u,v,w; d x, d y, d z)v -  w u -  g ¶
¶ y z  + t y
¶
¶ t z  =  -  
 ı
ó
-  d   
z
 
¶
¶ x
 u(t,x,y,s) ds   -   
 ı
ó
-  d   
z
 
¶
¶ y v(t,x,y,s) ds,
where the differential operator L is the same as in the transport case (notice that the diffusion
parameters may be different in the hydrodynamical model). This similarity, combined with
the fact that the operatot L plays a dominant role in (2.1a) and (2.2a), allows us to use the
same numerical methods in both models.
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divergence free, i.e.,
(2.2b) w(t,x,y,z) =  -  
 ı
ó
-  d   
z
 
¶
¶ x
 u(t,x,y,s) ds   -   
 ı
ó
-  d   
z
 
¶
¶ y v(t,x,y,s) ds.
The various quantities in (2.2) have the following meaning:
u, v, w local fluid velocities in x, y, z directions (divergence free by virtue of (2.2b)),
z water elevation,
t x, t y external forcing functions, like wind forces,
d x, d y, d z diffusion coefficients in x, y, z directions,
g acceleration due to gravity,
w Coriolis parameter,
d depth function.
Both models are defined on an arbitrary domain, the boundaries of which consist of coastal
lines and ocean boundaries, which are both assumed to be vertical. In the transport model
{(2.1a),(2.1b)} we will be interested in the transport of the pollutants, locally induced in the
'middle of the sea'. Hence, as boundary conditions we will use vanishing concentrations at
the boundaries of the domain.
For the hydrodynamical model {(2.2a),(2.1b),(2.2b)}, the water elevation at the ocean
boundary is prescribed and at the coastal boundaries the velocity normal to the coast is
required to be zero. Furthermore, at the sea surface and at the sea bed we impose the usual
free surface and bottom friction condition (see [9]).
For the spatial discretization we replace the physical domain by a set of N := NxNyNz
Cartesian grid points with mesh sizes D x, D y, and D z, and approximate the transport model
and its boundary conditions by the semi-discrete, mN-dimensional initial value problem
(IVP)
(2.3) dCdt   = F(t,C(t)),      C(t0) = C0.
Here C contains the m concentrations ci at all N grid points and C0 defines the initial values.
The convection terms have been discretized by third-order upwind-biased k =1/3
discretizations and the diffusion terms by symmetric three-point discretizations.
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Similarly, for the hydrodynamical model we obtain the NxNy(2Nz+1)-dimensional IVP
dU
dt   = L xyz(U,V,W)U + w V -  gDxZ + Tx, U(t0) = U0,
(2.4a) dVdt   = L xyz(U,V,W)V -  w U -  gDyZ + Ty, V(t0) = V0,
dZ
dt   = -  Ax(Z)U -  Ay(Z)V,   Z(t0) = Z0,
where W is defined by
(2.4b) W = -  CxU -  CyV.
Here, U and V contain the horizontal velocity components at all NxNyNz grid points, Z
contains the elevation at the NxNy horizontal grid points in the upper plane of the three-
dimensional grid, Tx and Ty represent the external forces at the grid points including the
inhomogeneous parts of the boundary conditions, L xyz, Ax, and Ay are matrices depending
on the velocity or elevation values, and Cx, Cy, Dx and Dy are constant matrices. The matix
L xyz also takes the coastal, free surface and bottom friction conditions into account.
3. Time integration
In order to cope with the stiffness of the IVPs (2.3) and (2.4), we shall use an implicit
formula for the time discretization. Since both systems are convection dominated, this
implicit formula should at least be A-stable and preferably L-stable. The choice of such a
highly stable time discretization formula now depends on the required order of accuracy in
time. Assuming that second-order accuracy suffices, we shall use the second-order, L-stable
backward differentiation formula (BDF).
For the description of the BDF method and its iterative solution process, we will use the
compact notation
(3.1) dYdt   = F(t,Y(t)), Y(t0) = Y0,
where Y (t) =  C (t) in the transport case and Y (t) = (U (t)T ,V (t)T ,Z (t)T)T in the
hydrodynamical case. The BDF discretization is defined by
(3.2a) R(tn+1,Yn+1) = 0,
where
R(t1,Y) := Y -  D t F(t1,Y) -  Y0,
(3.2b)
R(tn+1,Y) := Y -  23 D t F(tn+1,Y) -  
1
3
 [4Yn -  Yn-1],  n ‡  1.
Here, D t := tn+1 -  tn is the (constant) time step and Yn is an approximation to the solution
Y(tn). Clearly, both models have to solve the implicit relation (3.2a) in each time step. Since
6the dimension of these systems is usually extremely large (106 unknowns is certainly not an
exception), and because we are dealing with a multidimensional coupling, systems of the
form (3.2) can only be solved by using advanced iterative solution techniques that are tuned
to modern parallel vector machines. In the next section we will discuss such an iteration
method.
4. The iteration process
The most simple iteration process that one can think of is fixed point iteration, defined by
(4.1) Y(j) = Y(j-1) -  R(tn+1,Y(j-1)), j = 1, 2, ... .
Although this iteration process is relatively cheap, highly vectorizable, and highly
parallelizable it is not suitable for our purpose since the large Lipschitz constant associated
with the residual function R, will force us to use extremely small D t in order to obtain
convergence. Therefore, we have to discard (4.1).
Next we consider the preconditioned process
(4.2) P(Y(j) -  Y(j-1) ) = -  R(tn+1,Y(j-1)), j = 1, 2, ... ,
where the preconditioning matrix P should compensate for the large Lipschitz constant. For
example, choosing
(4.3) P = I -  2
3
 D t J, J := ¶ F(t,Y)/ ¶ Y
yields the well known modified Newton process when  the Jacobian matrix J is evaluated at
tn and kept fixed during the iteration process. This process is expected to converge under
rather mild conditions on the time step D t. However, each  iteration requires the solution of a
large linear system for which the linear algebra is so expensive (due to the coupling in the
spatial directions) that we also have to drop this approach.
To arrive at a manageable level of computations we propose to replace P by its so-called
'Approximate Factorization' (AF) (see [1, 10, 5]) defined by
(4.4) P := (I
 
-  
2
3 D tJx)(I -  23 D tJy)(I -  23 D tJz),
with J = Jx + Jy + Jz. The matrices Jx, Jy, and Jz correspond to the terms in the various
spatial directions. The effect of this factoriztion is that now, successively, 3 linear systems
have to be solved in each iteration. However, each of these systems is much simpler since
they have a banded structure. Because these systems are easily vectorizable and
parallelizable, they can be solved very efficiently. Indeed, an optimal implementation on the
CRAY C916 shows a high performance (cf. [7]).
For the transport model it is obvious how to choose the matrices Jx, Jy, and Jz. The
corresponding AF iteration method has extensively been analyzed and tested in [2, 4, 5, 7].
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In these papers we examined the situation that the vertical mesh size D z did not impose a
condition on the time step D t. This is a nice property, since in shallow water D z is small. The
main result obtained in these papers is that the time step has to satisfy a condition of the form
(4.5) D t  £   g  / max{ r (Jx), r (Jy)}
in order to obtain convergence. Here, r  denotes the spectral radius and g  is a constant
depending on the underlying method. For the second-order BDF, this constant equals 0.96.
For the hydrodynamical model we have several options how to choose the matrices Jx, Jy,
and Jz. The full Jacobian matrix J is given by (cf (2.4a))
(4.6) J := 
 Ł
ç
ç
æ
 ł
÷
÷
ö
L xyz w I -  gDx
-  w I L xyz -  gDy
-  Ax -  Ay O
 ,
where we ignored that L xyz, Ax, and Ay depend on the velocity or elevation values.  To
apply the AF technique, we suggest to choose the block-triangular matrices
(4.7) Jx := 
 Ł
ç
ç
æ
 ł
÷
÷
ö
L x O O
-  w I L x O
-  Ax -  Ay O
 ,  Jy := 
 Ł
ç
ç
æ
 ł
÷
÷
ö
L y w I -  gDx
O L y -  gDy
O O O
 ,  Jz := 
 Ł
ç
ç
æ
 ł
÷
÷
ö
L z O O
O L z O
O O O
with L xyz = L x + L y + L z, where  L x, L y and L z represent the coupling in the x, y and z
direction, respectively. The scheme defined by {(4.2),(4.4),(4.7)} requires the solution of 6
linear systems per iteration. Notice that the two systems corresponding with Jz can be solved
in parallel. Hence, effectively, only 5 systems have to be solved. Each of these systems is
only 'one-dimensional', which allows for an extremely fast solution on a parallel vector
computer (cf. [6 and 7]). Notice that after each iteration the vertical velocity component W
has to be updated according to
(4.8)  W(j) = -  CxU(j) -  CyV(j),
since this quantity is needed in the righ-hand side function for the horizontal velocity
components U and V (cf. (2.4)).
The convergence analysis of the resulting AF method is beyond the scope of this project
and is subject of future research.
85. Numerical illustration
In this section we will describe a numerical test with the coupled hydrodynamical and trans-
port solver. The domain of interest is defined by a rectangle in the horizontal: 0 £  x £  Lx,
0 £  y £  Ly and we use a constant depth: - Lz £  z £  0. At the east, south and west boundary
we assume coastal lines, whereas the north boundary is formed by the ocean. For the spatial
grid (uniform in each direction) we use Nx = 41, Ny = 81, Nz = 31 grid points. Hence, in
the hydrodynamical problem we have approximately 2 105 unknowns. In the transport part
we consider 10 different species resulting in more than 106 unknowns.
For each of these species we assume an initial distribution with a Gauss-shaped form,
centred around the point (x,y) = (Lx/4, Ly/4):
(5.1a) ci(t=0,x,y,z) = exp( m i zLz  -   g i[( xLx -  14)2 + ( yLy -  14)2]), i = 1,...,10,
with m i in the range [0.5,1] and g i in [20,80]. The inhomogeneous terms gi in (2.1a) are
defined by non-stiff (i.e., slow), nonlinear reaction equations.
Initially, the sea is in rest (U=V=W=Z=0 at t=0). The whole process is driven by the
wind field defined by
t x(t,x,y) = 10-5 (1.5 + 0.75 sin( 2p t24*3600)) exp( - 10 ( xLx -  12)2 ),(5.1b)
t y(t,x,y) = 10-5 (1.5 + 0.75 cos( 2p t24*3600)) exp( - 2.5 ( yLy -  1)2 ).
Hence, this 'south-western' wind will cause a velocity field, which in turn will activate the
transport. This process will be simulated during 5 hours 'real time', i.e., 0 £  t £
Tend=18000.
In this experiment we take the following values for the physical parameters:
Lx = 100 000, Ly = 200 000 Lz = 100,
e x = 0.5 e y = 0.5 e z = 0.05,
d x = 0.05 d y = 0.05 d z = 0.01,
w  = 7.27 10-5 * 2 sin(500), g = 9.81.
The idea to exploit parallelism is that -  in the combined solution process -  the
hydrodynamical model is solved concurrently with the transport model. Because the flow
field is input for the transport model, the hydrodynamical  solver should be ahead in time by
(at least) one time step. Thus, one group of processors integrates the hydrodynamical
equations over a step D t from tn+1 until tn+2, while the other group of processors integrates,
in parallel, the transport equations from tn until tn+1. Hence, compared with the original,
stand-alone transport solver, the calculation of the flow field is 'for free', due to parallelism.
In passing, we remark that the processors within each group can be exploited to obtain a
further amount of parallelism. Both the hydrodynamical solver and the transport solver allow
for intrinsic concurrency. For example, all the 'one-dimensional' linear systems that have to
9be solved are independent along the grid lines in that particular spatial direction. Another
possibility is offered in the transport part where the term L(u,v,w; e x, e y, e z)ci in the right-
hand side of (2.1a) can be calculated concurrently for all species.
We recall that the number of unknowns in the hydrodynamical and in the transport model
is given by NxNy(2Nz+1) and mNxNyNz, respectively, m denoting the number of species.
Hence, the ratio is approximately given by m/2. This ratio also holds for the number of
systems to be solved in each iteration. Assuming that both solvers need the same number of
iterations to solve their respective implicit relations, we see that the transport solver is
expected to be m/2 times more expensive per time step. To obtain a good balance, the
program has been organized in such a way that the hydrodynamical solver takes time steps
which are m/2 times smaller than the steps used in the transport solver. Hence, in our test
example with m=10, the transport solver takes one step of size D t from tn until tn+1 while at
the same time the hydrodynamical solver takes 5 steps of size D t/5 from tn+1 until tn+2. In
this way we expect both solvers to arrive at the same time at their target points tn+1 and tn+2.
In Table 1 we will give the ratio of the CPU times needed by both solvers to advance the
solution over a distance D t. This ratio should be close to 1 for a good load-balancing.
For the iteration process we have implemented the following strategy: in both models we
iterate until 'convergence', thus allowing for a varying number of iterations. Here,
convergence is defined as: the residual function R(tn+1,Y(j-1)) (cf. (4.2)), measured in the
maximum norm, should be less than a prescribed tolerance value, which is chosen equal to
10-5. Table 1 lists the number of iterations needed by both solvers, averaged over all time
steps. We see that the numbers of iterations needed by the hydrodynamical solver are slightly
smaller than the ones needed by the transport solver. One of the possible reasons is that the
hydrodynamical solver uses a 5 times smaller stepsize, which improves the rate of
convergence, of course.
We remark that it turns out that the restriction on the time step to obtain a convergent
iteration process is more stringent for the hydrodynamical solver than for the transport
solver. Hence, the load-balancing requirement to apply the hydrodynamical solver with a
smaller time step is in nice harmony with the convergence requirements.
Table 1.  Peformance results of the coupled models
--------------------------------------------------------------------------------------------------------
Number of averaged number of iter. averaged number of iter.
time steps CPUhydroCPUtrans hydrodynamical solver transport solver
--------------------------------------------------------------------------------------------------------
 30 1.14 3.23 4.13
60 1.18 2.77 3.28
90 1.17 2.56 3.04
120 1.16 2.45 3.01
180 1.15 2.32 3.00
--------------------------------------------------------------------------------------------------------
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6. Conclusions
In this NCF-project we considered the coupled solution of a 3D hydrodynamical model and a
3D transport model, including chemical interactions. Both models are solved using the same
numerical algorithms. We have choosen the second-order BDF method for the time
integration because of its excellent stability behaviour. The implicit relations are solved
iteratively, using an Approximate Factorization technique. As a result, only 'one-
dimensional' linear systems have to be solved. This can be implemented extremely efficient
on a multi-processor vector computer.
The aim was to organize the computations in such a way that the hydrodynamical model
and the transport model could be solved concurrently. This goal has been achieved by
solving the hydrodynamical model slightly ahead in time. This is a natural approach since the
output of the hydrodynamical solver (i.e., the flow field) serves as input for the transport
solver. In this way we can avoid the usual approach where the flow field is calculated a
priori and stored in large files. This latter approach forces the transport solver to read all this
precomputed data which has a strong negative influence on the performance on a
supercomputer.
By a little tuning of the parameters in the models a load-balancing could be obtained that is
close to optimal. As a result, the hydrodynamical solver, running in parallel on different
processors, requires approximately the same amount of CPU time and can, effectively, be
considered as obtained 'for free'.
As an extension to the work discussed here, we could mention to consider factorizations
that differ from the one proposed in (4.7) in the hydrodynamical part and to analyse the
convergence of the resulting variants. This will be subject of future research.
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