The quadratic assignment problem (QAP) is a central problem in combinatorial optimization. Several famous computationally hard tasks, such as graph matching, partitioning, and the traveling salesman all reduce to special cases of the QAP.
Introduction
Given a pair of non-negative matrices A, A ′ ∈ R n×n , the quadratic assignment problem (QAP) is to solve where S n is the group of permutations of {1, 2, . . . , n}, also called the symmetric group of degree n [18] . An equivalent way to write (1.1) is σ = arg max σ∈Sn tr P σ A P ⊤ σ A ′ , where P σ is the permutation matrix corresponding to σ,
To keep the exposition as simple as possible, in this paper we assume that the diagonal elements of A and A ′ are zero. Extending the ideas of the paper to general matrices is relatively straightforward. Note that instead of (1.1), some authors consider the minimum quadratic assignment problem σ = * Center for the Mathematics of Information, California Institute of Technology, MC 305-16, Pasadena, CA 91125, U.S.A, risi@caltech.edu. Present work mostly done while at the Gatsby Computational Neuroscience Unit, University College London, 17 Queen Square, WC1N 3AR, U.K.. arg min σ∈Sn n i,j=1 A σ(i), σ(j) A ′ i,j . The two problems are trivially related and for the rest of this paper we focus exclusively on (1.1).
Several famous NP-complete problems are natural to cast in the form (1.1), making the QAP one of the classic NP-hard problems of combinatorial optimization. For example, if A and A ′ are the adjacency matrices of two weighted graphs, then (1.1) finds the best matching between the two graphs. If A is the adjacency matrix of a single weighted graph and The time honored strategy for finding the exact solution of QAPs is to use a so-called "branch and bound" algorithm on a tree with the permutations {σ ∈ S n } at the leaves. Branch-and-bound requires that at each branch point we have an upper bound on the objective function (in our case n i,j=1 A σ(i), σ(j) A ′ i,j ) restricted to the leaves below. The algorithm proceeds by descending from the root in a depth first manner, always choosing the most promising branch until it reaches a leaf that is a tentative maximizer. It then backtracks to check all other branches which, according to the bound, could yield a better maximum than the current maximizer.
Branch-and-bound algorithms for the QAP show variation both in what branching strategy they employ and what bounds they compute at each branch point. However, for a given tree structure, such as the simplest one, where each branching point corresponds to fixing a single i → σ(i), small differences in the tightness of the bounds can make a huge difference in overall running time, especially towards the top of the tree. Consequently, a great deal of effort has been directed at devising improved bounds, even some that require O(n 5 ) or more operations per branch [18] . The Fourier transform of a general function f : S n → C is the collection of matrices
where λ extends over the integer partitions of n, and ρ λ are the corresponding irreducible representations of the symmetric group. The starting point for the present paper is the observation in [20] that if f is the objective function of the QAP, then the only nonzero components of f are the four matrices f ((n)), f ((n − 1, 1)), f ((n − 2, 2)) and f ((n − 2, 1, 1)).
The novel aspect of our branch-and-bound algorithm is that its bounding strategy is based on these Fourier matrices. Specifically, each branch of the tree of permutations is identified with a certain coset of S n , and the bound is computed from the Fourier transform of f restricted to that coset. The key to computational efficiency is to exploit the representation theory of the symmetric group, allowing us to (a) compute the Fourier transform at the root of the tree in O(n 3 ) time; (b) compute each Fourier transform at level k of the tree in O(k 3 ) time from the Fourier transform immediately above; (c) compute the corresponding bound by singular value decomposition in O(k 3 ) time. Together, these techniques result in an overall time complexity of O(n 3 ) per visited node, which is considered cheap by the standards of modern QAP algorithms. In particular, it matches the complexity of the classic, but still widely used (and in some situations hard to beat) Gilmore-Lawler (GL) bound based QAP algorithms [7] [14] .
In general, it is very difficult to derive theoretical results on how many nodes a branch-and-bound algorithm will visit, so most authors resort to empirical comparisons. Our preliminary experiments indicate that in general the Fourier algorithm performs similarly to the GL approach, while on at least one special class of QAPs it is superior.
Related work The QAP is a bottleneck for both theoreticians and empiricists. Despite some approximation results for special cases [2] [6] [1] no general approximation result was known for the QAP until the very recent work of Nagarajan and Sviridenko [17] . In fact, for the min-QAP problem there is a series of results showing that it remains hard for any approximation factor [23] [19] .
On the empirical front the situation is not much better. Most exact methods proposed to solve the QAP over the course of the last fifty years use branchand-bound techniques, and only differ in their bounds, ranging from Gilmore-Lawler bounds, via eigenvalue based bounds to more sophisticated and expensive bounds that involve solving a semi-definite-program or other optimization problem at each branch point. Despite these achievements, solving a general QAP of size n ≥ 20 remains hard, and solving a QAP with n ≥ 30 is considered state-of-the-art. Some excellent surveys of the QAP are [3] and [18] .
Graph functions and the graph correlation
To present our algorithm in the most intuitive manner, without loss of generality, we regard A and A ′ in (1.1) as the adjacency matrices of a pair of weighted, directed, loopless graphs G and G ′ of n vertices. The objective function
of the quadratic assignment problem then captures the degree of "alignment" between the two graphs when overlaying them by identifying vertex i of A ′ with vertex σ(i) of A. We will also refer to (2.3) as the graph correlation between G and G ′ . The quadratic assignment problem is to find the maximum of (2.3) over the symmetric group S n . Throughout the paper for the definitions of terms from group theory and representation theory, the reader is referred to Appendix A.
The natural "relabeling" action of S n on the vertices of G is i → π(i); on the edges of G is (i, j) → (π(i), π(j)); and on the adjacency matrix is A → A π , where
Thus, (2.3) can be regarded as the elementwise product between a relabeled version of A and the original A ′ . Since the action (i, j) → (π(i), π(j)) is transitive on the off-diagonal entries of A and (n, n − 1) is stabilized by the subgroup S n−2 , the off-diagonal part of A, viewed as a homogeneous space of S n , is isomorphic to S n /S n−2 .
From an operational point of view, the above imply that A induces a function
called the graph function of G, which has the property that under relabeling it transforms by left-translation. This means that if A and A π are related by (2.4), then the corresponding graph functions are related by
Graph functions were introduced in [11] and [13] to define efficiently computable graph invariants. In the present context they enter by way of the following result.
Proposition 2.1. The objective function of the QAP given in (2.3) can be expressed as
Proof. For each (i, j) pair (with i, j, ∈ {1, 2, . . . , n} and i = j), there are exactly (n − 2)! permutations in S n mapping n to i and n − 1 to j (to be specific, such permutations form a left coset σ i,j S n−2 ) Hence,
For general g, h : S n → R, π∈Sn g(σπ) h(π) is called the correlation of g with h. Thus, Proposition 2.1 establishes a connection between the correlation of two graphs and the correlation of the corresponding graph functions.
Formulating the QAP in Fourier space
Instead of working directly with the objective function (2.3), which is an object of size n!, in this paper we solve the QAP by manipulating its Fourier transform. In general, the Fourier transform of a function g : S n → R is the collection of matrices
where λ ⊢ n denotes that λ = (λ 1 , λ 2 , . . . , λ k ) extends over all integer partitions of n, and for each partition,
As explained in Appendix A, there is considerable freedom in the choice of irreps, and naturally, this will influence the form of the Fourier transform. However, several of our results demand that the ρ λ satisfy some special properties, namely that they be real, orthogonal, and adapted to the chain of subgroups S n > S n−1 > . . . > S 1 . Therefore, in the following, unless stated otherwise, we assume that the ρ λ are given in Young's Orthogonal Representation (YOR), which fulfills all of these requirements. The rows/columns of ρ λ , and hence of g(λ) are usually indexed by standard Young tableaux, or, equivalently, Yamanouchi symbols. If Y is a Yamanouchi symbol of shape λ, then [ g] Y will denote the column of g(λ) indexed by Y . Once again, see Appendix A for the exact definitions of these terms. While for a general function g the total number of entries across all { g(λ)} λ⊢n matrices is n!, some important functions on permutations are band-limited in the sense that their Fourier transform is identically zero except for a small set of matrices { g λ } λ∈Λ , or a small set of columns {[ g] Y } Y ∈Y . Functions induced from homogeneous spaces generally turn out to be band-limited in this sense. In [11] we have shown that the graph function f A is severely band-limited, and introduced the term graph Fourier transform for f A .
Proposition 3.1. (for proof, see [11] ) The Fourier transform of a (directed, weighted, loopless) graph G with adjacency matrix A ∈ R n×n (expressed in YOR) is identically zero except for
We now show that Propositions 2.1 and 3.1 together imply that the graph correlation is also band-limited. This is crucially important, because otherwise any algorithm attempting to maximize f in Fourier space would require O(n!) storage. The fact that the objective function of the QAP is band-limited was first discussed in [20] . The following result goes further in that it also describes the structure of the f (λ) matrices, and relates them to f A and f A ′ .
Proposition 3.2. (cf. [20] ) Given a pair of graphs G and G ′ of n vertices with graph Fourier transforms f A and f A ′ , the Fourier transform of their graph correlation (2.3) can be expressed as
In particular, f (λ) is identically zero unless λ = (n), (n−1, 1), (n−2, 2) or (n−2, 1, 1), and f ((n−2, 2)) and f ((n − 2, 1, 1)) are dyadic (rank one) matrices.
. By the orthogonality of YOR,
where * denotes convolution, and (3.8) follows by the convolution theorem (see Appendix A). Plugging in Proposition 3.1 gives the explicit expressions
where the product of a column vector v with a row vector w ⊤ is to be interpreted as the outer product matrix, vw
4 Searching the tree of cosets Letting i, j denote the special permutation (called a contiguous cycle)
the symmetric group can be partitioned into a union of (disjoint) S n−1 -cosets as S n = in=1,...,n i n , n S n−1 . Each i n , n S n−1 itself partitions into S n−2 -cosets as
and so on, forming a tree of cosets with individual permutations at the leaves. Our Fourier space branch-and-bound algorithm maximizes (2.3) by searching in this tree. To formulate the algorithm, to each vertex we associate a restricted objective function f in,in−1,...,i k+1 :
and assume that we have access to corresponding upper bounds (4.10) max
We also introduce the shorthand f k I for f in,in−1,...,i k+1 . The actual algorithm (Figure 1 ) follows the classic branch-and-bound strategy of searching in a depthfirst manner, always following the branch with the highest bound. Having found a tentative maximizer σ best , it backtracks, considering the second, third, etc. most promising branch at each level and updating σ best whenever it finds a leaf with higher objective function value than the current maximizer. However, there is no need to explore branches with B( f k I ) ≤ f (σ best ). The efficiency of branch-and-bound algorithms depends on what fraction of the branches they can eliminate in this way.
The novel feature of our algorithm is that all the above steps are performed in Fourier space, without ever computing a full inverse Fourier transform. To demonstrate that for the QAP objective function this is a viable strategy, we need to (1) 
Of these goals (1) and (2) hinge on the following general result, which is implicit in Clausen's inverse FFT [4] [16] [9] . Once again, for the definition of restricted partitions λ↓ n−1 , extended partitions µ↑ n and the µ-blocks [ · ] µ , the reader is referred to Appendix A. Proposition 4.1. Given any f : S n → R, and letting f i be defined as in (4.9) (with k = n − 1 and
for all µ ⊢ n−1. In particular, if f is band-limited to the set of Fourier components indexed by Λ ⊂ {λ ⊢ n}, then f i is band-limited to the Fourier components indexed by
Proof. (Sketch) By definition of the Fourier transform,
which, by the branching rule, ρ λ (τ ) = µ∈λ↓n−1 ρ µ (τ ) we can write as
The proposition follows by inverting this mapping from ( f 1 , . . . , f n ) to f . The full proof is in Appendix B.
Proof. Proposition 3.2 has shown that f is bandlimited to {(n), (n − 1), (n − 2, 2), (n − 2, 1, 1)}. Since (n)↓ n−1 = {(n − 1)}, (n−1, 1)↓ n−1 = {(n − 1), (n − 2, 1)}, (n − 2, 2)
↓ n−1 = {(n − 2, 1), (n − 3, 2)}, and (n − 2, 1, 1) ↓ n−1 = {(n − 2, 1), (n − 3, 1, 1)}, each f i (with i = 1, 2, . . . , n) is band-limited to {(n − 1), (n − 2, 1), (n − 3, 2), (n − 3, 1, 1)}.
Moreover, since
and f ((n−2, 2)) and f ((n−2, 1, 1)) are dyadic matrices, so will f i ((n−3, 2)) and f i ((n−3, 1, 1)) be. This proves our statement for k = n − 1. The k = n − 2, . . . , 1 cases follow by induction.
Fourier space bounds
We leave the discussion of the complexity of computing f k I (λ) to the next section, and now move on to our third goal of bounding f k I (τ ). While the general trace-norm bound presented below is stated in terms of functions on S n , since any finite group has unitary irreps and noncommutative Fourier transforms, it would hold equally well in this wider setting. We are not aware of any bounds of this type having previously been published in the non-commutative harmonic analysis literature.
Proposition 5.1. For any function f : S n → R,
where M 1 denotes the trace norm of the matrix M .
Proof. For a general matrix A ∈ R d×d with singular values s 1 , s 2 , . . . , s d , the trace norm of A is A 1 = d i=1 s i , while the spectral norm of A is A 2 = max 1≤i≤d s i . It is well known that these two norms are dual to one-another in the sense that A 1 = sup B 2 ≤1 tr (AB) . In particular, since ρ λ (σ) is orthogonal, ρ λ (σ) −1 2 = 1, and hence tr f (λ) · ρ λ (σ) −1 ≤ f (λ) 1 for all σ ∈ S n and λ ⊢ n in the inverse Fourier transform (3.7). 
Proof. By Corollary 4.1, B( f
Together, f ((n)) and f ((n−1, 1)) determine the matrix of "first order marginals" F i,j = σ:σ(i)=j f k I (σ) (see, e.g., [5] [8] or [12] ). Hence, a slightly tighter version of (5.12) for the QAP is
In effect, this not only constrains the matrix multiplying f ((n − 1, 1)) in the bound to be orthogonal, but also to be an actual representation matrix. The complexity of evaluating (5.13) is still O(n 3 ), though, since max σ∈Sn tr (P σ F ) is a linear assignment problem, which can be solved in O(n 3 ) time by the Kuhn-Munkres (Hungarian) algorithm.
Computational complexity
To bound the complexity of our Fourier space branchand-bound algorithm, we need to quantify the number of operations needed to compute f and each f k I . In addition to the structural results of the previous section, the key to efficient computation is to exploit the special properties of YOR.
In particular, letting τ i ∈ S n be the adjacent transposition that swaps i with i+1 and leaves everything else fixed, i, j can be written as τ i τ i+1 . . . τ j−1 , and hence for any λ ⊢ n and any
Since in YOR each row of ρ λ (τ k ) has at most two nonzero entries, the right-hand side of this equation can be computed in just 2(j − i) c d λ scalar operations.
⊤ (where u and v are column vectors), then the computational cost is further reduced to 2(j − i) d λ . Exploiting the sparsity of YOR in this way is at the heart of Clausen's FFT for S n [4] [16] . In the proof of the following result we also refer to Maslen's FFT [15] , which uses somewhat more involved techniques, and under certain circumstances can shave off an extra factor of n from the complexity of Fourier transforms. Proof. By definition, f A is right S n−2 -invariant (f A (στ ) = f A (σ) for all τ ∈ S n−2 ), therefore it is induced from the corresponding f restr A : S n /S n−2 → R. By Theorem 4.1 of [15] the Fourier transform of such functions can be computed in 3(2n − 3)n(n − 1)/2 operations. The same holds for f A ′ . Once we have f A and f A ′ , by Proposition 3.2, f ((n)) can be computed by a single multiplication; f ((n − 1, 1)) can be computed in 2(n − 1) 2 scalar operations; and f ((n − 2, 2)) and f ((n − 2, 1, 1) ), assuming that we store them in dyadic form, can be computed without any scalar operations at all. 2, 1, 1) ). Furthermore, the last two of these components are dyadic, and we assume that they are stored in dyadic form. Since
Applying the analog of (6.14) ((k −3, 1, 1) ) can be computed by just copying numbers. In total this is
2 + 1 scalar operations.
Combining Propositions 6.1 and 6.2 with Corollary 5.1 gives our main complexity result.
Theorem 6.1. The running time of Algorithm 1 is
, where c is the total number of calls made to the recursive function best leaf. Theorem 6.1 tells us that our Fourier space algorithm is efficient at evaluating individual nodes of the branchand-bound tree. However, as is often the case with branch-and-bound algorithms, proving a meaningful bound for the number of tree nodes that need to be visited seems very challenging. For this reason, QAP algorithms are generally evaluated by empirical comparison on benchmark examples or random problems drawn from some ensemble.
7 Comparison to other algorithms, generalizations, and empirical results To the best of our knowledge, apart from [20] , the idea of using non-commutative harmonic analysis to solve QAPs has not been previously explored, and both the branching and bounding strategies described above appear very different to those employed by other algorithms. However, there are some interesting connections.
7.1 Alternative coset trees. The coset i n , n S n−1 is exactly the set of permutations that map n to position i n . Similarly, i n , n i n−1 , n − 1 S n−2 is the coset of permutations that map n to i n and n−1 to either i n−1 or i n−1 +1, depending on whether i n > i n−1 or not, and so on, down to lower levels in the tree. In other words, descending the coset tree corresponds to successively assigning the vertices n, n − 1, n − 2, . . . of G to vertices of G ′ . Many classical QAP algorithms subdivide the assignment problem in a very similar way, by assigning vertices of one graph to vertices of the other. Thus, even though the computations involved in branching are very different, some aspects of the behavior of the Fourier space algorithm can be expected to be similar to that of its classical counterparts. Moreover, at each branch point one could evaluate both the Fourier and a classical bound and hope to improve performance by using the lesser of the two.
An advantage of the Fourier framework is that it permits a range of variations on the branching strategy. The simplest of these is to branch to two-sided cosets
corresponding to assigning j n to i n , etc.. While by a slight generalization of Proposition 6.2 the objective function can still be restricted to these cosets in O(k 3 ) operations, being able to vary both the i's and the j's can make it easier for the algorithm to narrow its search to the most promising subset of permutations. Branching to cosets induced by subgroups of S n other than S k is also possible, but would make the branching step somewhat more involved.
Comparison to GL-bounds.
It is interesting to compare (5.12) with classical QAP bounds, in particular, the GL-bound mentioned in the introduction, which at the top of the tree takes the form f (σ) ≤ min τ ∈Sn tr (P τ M ), where M i,j =Ã ⊤ iÃ ′ j ,Ã i is a column vector composed of the entries of the the i'th column of A excepting A ii sorted in decreasing order, andÃ ′ j is defined similarly. At lower levels of the tree, as expected, n would be replaced by k, A and A ′ by their submatrices indexed by the unassigned vertices, and tr (P τ M ) is replaced by tr (P τ (M + L)), where L captures the interaction between the vertex next to be assigned and those already assigned. It is remarkable that both the modified Fourier bound (5.13) and the GL-bound hinge on solving a linear assignment problem, but the objective functions are quite different.
Peak amplification.
Composing f with a convex positive function φ accentuates its peaks, and can thus improve the performance of branch-and-bound search. Unfortunately, in our Fourier setting there is no general guarantee that φ • f will be band-limited. For polynomial φ the Fourier space multiplication theorem [8] does imply a band-limit, but in general φ • f involves many more components than f , and computing each component requires Clebsch-Gordan transforms, which are themselves very expensive.
The following proposition shows that for the simplest case of φ(x) = x 2 , φ • f can be computed directly from a sequence of "higher order graph functions" f 
where
In particular, f 2 is band limited to the ten Fourier components { f (λ)} λ∈(n−4)↑ n . Moreover, f ((n − 4, 4)), f ((n−4, 2, 2)), f ((n−4, 2, 1, 1)) and f ((n−4, 1, 1, 1)) are dyadic.
Proof. The squared objective function
can be broken down into a sum of three expressions. First, we write the contribution to the sum on the right hand side form terms where i, j, k and ℓ are all different as
Secondly, the contribution from terms corresponding to the four ways that either i or j can match k or ℓ we write as (n − 3)
Finally, we have the contribution from terms where both i and j match one of k and ℓ, which is (n − 2)! −1 times
Our experiments suggest that for a variety of ensembles of random QAP problems, squaring the objective function does indeed lead to tighter bounds, but at least in the n ≤ 20 regime, the resulting reduction in the number of branches visited does not justify the extra cost of carrying around much larger Fourier transforms and having to compute larger SVDs. On large benchmark problems the situation might be different. Proposition 7.1 has natural generalizations to f 3 , f 4 , and so on. 
and corresponds to finding the best alignment between two hypergraphs. From an algebraic point of view, however, the only difference is that solving this problem involves searching over S n /S n−3 , as opposed to S n /S n−2 .
While we do not have space to describe this case in detail, the results of the paper generalize to third and higher order assignment problems with relative ease, except that naturally the per-node computational complexity will increase.
Empirical results.
We have implemented our algorithm as an extension to the S n ob [9] open source object-oriented S n FFT library, and will make the code publicly available. Experiments to compare the performance of the Fourier method to that of established QAP algorithms are under way, but at this stage our results are too preliminary to report in detail.
Our experience is that in general the performance of the basic Fourier algorithm is comparable to that of the GL method in terms of the tightness of the bounds, number of nodes visited, as well as total CPU time. Restricting ourselves to specific subclasses of QAPs, however, significant differences start to emerge. In particular, when A and A ′ are both symmetric, the GL algorithm seems to do better, while the case when they are anti-symmetric favors the Fourier algorithm.
2 For example, on 100 randomly generated anti-symmetric QAP instances of size n = 12 (where each entry of A above the diagonal is chosen independently from the uniform distribution on [0, 1] and A ′ i,j = i − j), on average, the mean Fourier bound at the top of the tree was 293.4 ± 22.8, while the mean GL-bound was 358.3 ± 18.2, and the mean number of nodes visited by the two algorithms was 51.3 ± 29.2 vs. 484.5 ± 247.0.
Clearly, more extensive experiments are needed to find out how useful our algorithm can be for solving QAPs arising in practical applications, and how competitive it is on standard benchmarks.
Conclusions
We presented a new algorithm for solving the quadratic assignment problem, which, to the best of our knowledge, is the first attempt to attack the QAP in the Fourier domain. The feasibility of the algorithm hinges on the following points. (1) The Fourier transform of the objective function of the QAP is very sparse (this was already pointed out in [20] ) and can be computed in O(n 3 ) time by FFT methods. (2) The Fourier space objective function can be restricted to each node of the search tree from the node above in O(n 3 ) time. (3) Each branch can be upper bounded from its Fourier transform in O(n 3 ) time. Preliminary experiments suggest that on certain classes of QAPs, such as anti-symmetric ones, the Fourier approach is more efficient than other algorithms of the same per-node complexity, but more empirical work is needed to establish where the new algorithm fits in among established QAP solvers. One attractive feature of the Fourier approach is its generality: the framework is flexible enough to accommodate a variety of branching strategies, modifications to the objective function, and higher order assignment problems. In fact, it is applicable to optimizing over any finite group.
