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L’intérêt du codage réseau (network coding) pour améliorer le débit ou optimi-
ser l’utilisation de la capacité du réseau a été clairement démontré dans différents
contextes. Certains travaux ont notamment montré que le codage réseau permet de
diminuer le délai (maximal et moyen) de transmission de bout-en-bout d’un paquet.
Ceci est dû au fait que le traitement simultané de plusieurs paquets dans un nœud de
codage permet de réduire le temps passé par les paquets dans les files d’attente par
rapport au routage classique.
Dans cette thèse, nous considérons l’application du codage réseau dans le contexte
des réseaux proposant des garanties de qualité de service (QoS).
Notre principale contribution est la proposition de trois stratégies de codage réseau
assurant un niveau de QoS garantie exprimé en termes de délai de bout-en-bout.
La première stratégie, appelée "stratégie orientée réseau" est une stratégie de co-
dage aléatoire, en termes de dates d’arrivée des paquets, permettant de réduire au
maximum le temps passé par les paquets dans les files d’attente des routeurs. Le point
faible de cette approche, comme toute approche aléatoire, est qu’elle n’est pas totale-
ment fiable. Les deux autres stratégies proposées implémentent une stratégie fiable en
utilisant le concept de code en bloc. La première, appelée "stratégie orientée flux" est
basée sur la définition classique du codage réseau alors que la seconde, appelée "stra-
tégie de transfert rapide", permet de réduire les temps d’attente des paquets dans les
files d’attente en les transférant sans attendre tous les paquets du même bloc.
Les délais maximums engendrés par les différentes stratégies ont été évalués au ni-
veau d’un nœud de codage en utilisant le calcul réseau (network calculus). Les bornes
de délais de bout-de-bout ont ensuite été calculées pour plusieurs types de réseaux.
Dans la plupart des cas, ces bornes sont meilleures que celles obtenues pour le routage
classique.
Les stratégies de codage réseau fiables et la stratégie de routage ont été implémen-
tées et évaluées par simulation sur les réseaux étudiés précédemment. Les résultats
obtenus montrent que les pires cas de délais de bout-en-bout observés ont les mêmes
comportements que les bornes maximales théoriques calculées, validant ainsi les stra-
tégies proposées.
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Chapitre 1. Introduction
1.1 Présentation de la problématique et des objectifs
Les évolutions technologiques actuelles de nos sociétés ont pour conséquence de
demander toujours plus de services aux réseaux de communications. Pour répondre
à ces attentes, une solution consiste à optimiser les techniques développées dans un
domaine de recherche. Une autre solution consiste à combiner des techniques issues
de plusieurs domaines de recherche.
Un exemple réussi est le rapprochement des domaines de la théorie de l’informa-
tion et de celle des réseaux qui a notamment débouché sur la définition de codes à
effacement très efficaces et surtout qui a permis l’introduction du codage réseau.
L’objectif principal du codage réseau est de définir des techniques permettant d’at-
teindre la capacité théorique d’un réseau. L’innovation majeure consiste à autoriser
les nœuds intermédiaires du réseau à réaliser des opérations de codage sur des flux
entrants pour produire des flux sortants.
Nous pouvons illustrer le codage réseau en considérant le réseau de transmission
représenté sur la Figure 1.1(a). Dans ce réseau, la source S veut transmettre en multicast
deux bits b1 et b2 vers les deux nœuds Y et Z. Nous considérons que chaque lien a une
capacité de 1 bit/s.
(a) (b)
FIGURE 1.1 – Exemple de routage classique et de codage réseau
La solution la plus "simple", qui est utilisée par un routage classique, consiste à
transmettre le bit b1 sur les liens (S, T ), (T,W ), (T, Y ) et le bit b2 sur les liens (S, U),
(U,W ), (U,Z). Sur le lien (W,X), on transmet alternativement le bit b1, puis le bit b2.
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Lorsque X reçoit b1, il le retransmet sur le lien (X, Y ) et lorsqu’il reçoit b2, il le retrans-
met sur le lien (X,Z). Avec un tel schéma, les récepteurs Y et Z reçoivent en moyenne
1, 5 bits par unité de temps.
La solution utilisant le codage réseau est représentée sur la Figure 1.1(b). La diffé-
rence avec le routage classique concerne tout d’abord les liens (W,X), (X, Y ) et (X,Z).
Ces liens transmettent la somme (XOR) b1 + b2. Le nœud Y reçoit à chaque unité de
temps le bit b1 et la somme b1 + b2. Il lui est alors facile de retrouver la valeur de b2 avec
l’opération (b1 + b2)− b1, qui, au niveau des bits, se traduit par une opération XOR. Le
nœud Z, avec le même type d’opération, récupère lui aussi les 2 bits b1 et b2 à chaque
unité de temps.
Cet exemple illustre bien l’intérêt du codage réseau car il permet une augmentation
du débit de réception de 33% (passage de 1, 5 bits/s à 2 bits/s). Notons que sur cet
exemple, la capacité multicast du réseau, qui est de 2 bit/s pour chaque récepteur, ne
peut être atteinte que par des techniques de codage réseau.
L’intérêt du codage réseau est actuellement clairement établi par de nombreux ré-
sultats théoriques et pratiques [1][2][3].
Si, d’un point de vue théorique, le gain principal obtenu avec cette technique concerne
la capacité du réseau, ce gain se traduit dans la pratique par des améliorations im-
portantes en termes de débit ou de fiabilité des réseaux réels pour des flux multicast,
broadcast ou unicast.
Au niveau pratique, les implémentations du codage réseau doivent être définies en
tenant compte des contraintes des réseaux réels : paquétisation des données, taille va-
riable des paquets, débit variable, gigue, ... etc. De multiples stratégies et approches ont
été proposées pour adapter les nœuds de codage, c’est-à-dire les nœuds effectuant des
opérations de codage sur les flux entrants, aux contraintes particulières des différents
réseaux. ces réseaux peuvent être des réseaux de recouvrement (overlays), des réseaux
Internet classiques ou des réseaux sans fil [4] [5][6][7] [8] ou d’autres types des réseaux.
Parmi les avantages du codage réseau, une conséquence de l’optimisation de l’uti-
lisation de la capacité du réseau est l’amélioration des délais de transmission (maximal
et moyen) de bout-en-bout. Pour un fichier complet, l’évaluation des gains de perfor-
mance et de délai de plusieurs stratégies de codage réseau a été étudiée dans le cas
d’une transmission des fichiers d’une station de base vers de multiples récepteurs [9].
La problématique considérée dans notre travail concerne également le délai de
bout-en-bout, mais les délais sont évalués au niveau des paquets et non pas des fichiers
complets. Pour certaines applications temps-réel, le délai de chaque paquet est extrê-
mement important et une borne théorique doit pouvoir être calculée. Un bon exemple
de ces applications sont les réseaux avioniques (par exemple AFDX, sur l’Airbus A380)
où, pour pouvoir être normalisés, ces réseaux doivent pouvoir fournir une borne su-
périeure du délai de transmission de chaque paquet.
Le point de départ de notre travail est la supposition que le codage réseau peut per-
mettre de diminuer les bornes maximales de bout-en-bout car une partie importante
des délais est due aux temps d’attente dans les routeurs. En effet, avec une stratégie
de codage réseau, un nœud de codage traite plusieurs paquets simultanément, ce qui
peut réduire le temps passé par les paquets dans les files d’attente.
Une première contribution de cette thèse a consisté à définir des stratégies de co-
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dage permettant de réduire les bornes de délais de bout-en-bout.
Une des principales méthodes pour calculer les bornes de délais en intégrant les
différentes garanties et contraintes caractérisant le réseau et les flux est le calcul réseau.
Le calcul réseau [10] est un cadre mathématique basé sur l’algèbre Min-Plus permettant
d’obtenir des limites déterministes (bornes maximales et minimales) des paramètres
de qualité de service (QoS) tels que le délai de bout-en-bout ou les tailles des files
d’attente.
Cette théorie a été présentée et développée dans [10] en généralisant les travaux
précédents comme [11][12]. Dans cette approche, les contraintes de la régularité et du
débit des flux sont exprimées en terme de courbe d’arrivée. Les nœuds fournissent des
services caractérisés par une courbe de service à chaque flux d’entrée vers chaque flux
à la sortie. Cette théorie permet de combiner ces notions de courbes d’arrivée et de
courbes de service.
La deuxième contribution de notre travail a été de définir les méthodes permettant
d’appliquer cette théorie à des nœuds réalisant des opérations de codage réseau.
Les principaux objectifs adressés dans ce travail ont été les suivants. En considé-
rant :
◦ les contraintes sur les flux d’entrée.
◦ les garanties de services des éléments du réseau.
◦ que les nœuds sont capables d’appliquer le mécanisme de codage réseau.
Pouvons-nous :
1. définir les stratégies du codage dans ces nœuds ?
2. améliorer les niveaux des garanties offerts aux flux (délai maximal de bout-en-
bout, taille des files d’attente, ... ) avec le codage réseau ?
1.2 Organisation du document
Dans le Chapitre 2, nous présenterons les principaux concepts théoriques du co-
dage réseau. Puis, nous détaillerons les intérêts de l’application du codage réseau dans
différents domaines et types de réseaux.
Dans le Chapitre 3, nous présenterons les caractéristiques des réseaux fournissant
des garanties de qualité de service (QoS). Quelques exemples de ce type de réseaux
seront proposés. Ensuite, nous expliquerons en quoi le codage réseau peut être utile
dans ce type de réseau. Enfin, nous introduirons brièvement les notions de base du
calcul réseau.
Dans le Chapitre 4, trois nouvelles stratégies de codage réseau seront proposées
pour les réseaux fournissant des qualités de service (QoS ) garanties. Pour chacune de
ces stratégies, nous calculerons des bornes de délai de transmission au niveau d’un
nœud réseau, puis au niveau d’un réseau complet.
Dans le Chapitre 5, une évaluation des résultats de ces deux dernières nouvelles
stratégies sera effectuée et une comparaison avec une stratégie de routage / mul-
tiplexage sera proposée. Ces différentes stratégies seront étudiés pour comparer les
bornes de délais dans trois réseaux particuliers.
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Dans le Chapitre 6, des bornes maximales des délais de bout-en-bout seront éva-
luées par simulation sur les trois réseaux étudiés précédemment. Une description des
caractéristiques du simulateur développé sera tout d’abord présentée. Puis, une com-
paraison entre les résultats théoriques et les résultats pratiques des délais maximaux
de bout-en-bout des trois réseaux sera donnée.
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2.1 Introduction
Le codage réseau a des applications intéressantes sur plusieurs types de réseaux
de communications réels. Le premier exemple est l’Internet, où il peut être utilisé à
plusieurs niveaux tels que la couche IP ou la couche application. On peut citer aussi les
réseaux ad hoc sans fil. Toutefois, dans chacun de ces réseaux, il y a un écart significatif
entre le travail théorique sur le codage réseau et les applications du codage réseau dans
des réseaux réels.
Dans la première partie de ce chapitre, nous développerons un état de l’art du co-
dage réseau en rapportant les travaux réalisés jusqu’à présent dans ce domaine. Puis,
nous développerons les principales notions théoriques liées à la théorie du codage ré-
seau.
Dans la deuxième partie, plusieurs exemples sur les bénéfices et les intérêts de l’uti-
lisation de codage réseau seront présentés.
Dans la troisième partie, nous présentons les applications faites ou déjà proposées
de codage réseau dans différents domaines et types de réseaux.
2.2 Codage réseau
Dans cette partie, nous commencerons par une présentation du codage réseau dans
laquelle nous exposerons les principales étapes qui ont mené à cette théorie. Ensuite,
nous présenterons les principaux axes de recherche dans ce domaine en mettant l’ac-
cent sur les travaux dont les stratégies ou les mécanismes sont proches des nôtres.
Pour des informations plus détaillées, une bonne référence est le livre de R. Yeung
[13] qui aborde les aspects théoriques de la théorie de l’information du codage réseau.
D’autres bonnes références sur ce sujet sont les livres de C. Fragouli et E. Soljanin
[14][15]. Une autre source bibliographique est la page d’accueil du codage réseau [16],
qui contient une grande collection de références dans ce domaine.
2.2.1 Introduction du codage réseau
Le codage réseau est un concept récemment introduit par R. Ahlswede et al. [1]
pour améliorer le débit des transmissions d’information multicast dans un réseau formé
d’une ou de plusieurs sources et d’un ou de plusieurs récepteurs.
Le principe de ce mécanisme consiste à autoriser les nœuds intermédiaires (situés
sur des chemins entre les sources et les récepteurs) à coder (combiner) les paquets en-
trants au lieu de les expédier simplement comme dans la stratégie de routage classique.
Les auteurs de [1] ont prouvé que si le codage réseau est utilisé par les nœuds
intermédiaires pour coder les différents flux, le débit multicast maximum (capacité
multicast) auquel une source peut envoyer l’information à un ensemble de récepteurs,
est donné par la plus petite coupe entre la source et n’importe lequel récepteur quand
la taille de corps tend vers l’infini(voir Section 2.2.3.1).
S-Y. R. Li, R. W. Yeung et N. Cai [17] ont prouvé que l’utilisation du codage réseau
linéaire avec des symboles de taille finie permet d’atteindre la capacité multicast maxi-
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mum. Toutes les opérations de codage linéaire sont définies en tant que combinaisons
linéaires sur un corps fini.
R. Koetter et M. Médard [2][3] ont montré que le codage réseau peut améliorer le
débit pour des transmissions multicast ou unicast. Une borne maximum pour le débit
multicast est identifiée aussi comme la plus petit coupe entre la source et n’importe
quel récepteur. Ils ont prouvé l’existence de codes linéaires qui atteignent la capacité
multicast avec un corps fini de taille (h.|T |) où h est le débit de la source et |T | le nombre
de récepteurs.
Pour les réseaux acycliques, S. Jaggi, P. Sanders, et al. [18][19] ont montré comment
trouver des coefficients de codage et de décodage en temps polynomial. Deux ver-
sions d’algorithmes ont été proposées : une version aléatoire, qui est la plus rapide en
moyenne, et une version déterministe.
Des propositions d’application du codage réseau ont été proposées pour un grand
nombre de réseaux et pour un grand nombre de contextes.
Un premier exemple est l’Internet, où le codage réseau peut être employé à 2 ni-
veaux : sur la couche IP (routeurs) et au niveau de la couche d’application (réseaux
peer -to- peer, réseaux de distribution de contenu, réseaux overlay).
D’autres exemples sont les réseaux ATM, les réseaux ad hoc et sans fil, et générale-
ment tous les réseaux qui emploient des transmissions par paquets. Cependant, dans
chacun de ces réseaux, il y a une différence entre le travail théorique sur le codage
réseau et les applications pratiques dans ces réseaux réels.
En effet, les premiers travaux théoriques antérieurs sur le codage réseau ont sup-
posé que le flux de symboles (paquets) est synchronisé dans le réseau et que les liens
ont des capacités semblables. Par ailleurs, théoriquement, on suppose souvent avoir
au moins une connaissance de la topologie du réseau afin de construire le code. En
outre, les graphes sont souvent supposés sans cycles. Enfin, le problème de l’hétérogé-
néité des récepteurs et les problèmes de la congestion et des pertes sur les liens et dans
les routeurs sont souvent ignorés. D’autres problèmes apparaissant dans les réseaux
réels compliquent l’application du codage réseau dans des réseaux réels. Par exemple,
l’information est transmise d’une manière asynchrone en paquets, les paquets sont su-
jets à des délais et des pertes aléatoires sur chaque lien et nœud. Les liens ont, dans la
majorité des cas, des capacités inconnues. De plus, il est extrêmement difficile d’avoir
une connaissance totale du réseau. Enfin, il faut noter que la topologie du réseau peut
varier dans certains types de réseaux tels que les réseaux ad-hoc ou les réseaux pair-à-
pair.
Un autre type de problèmes dans les réseaux réels concerne les latences et les va-
riations de délai. Les variations de trafic engendrent des problèmes de congestions qui
peuvent générer des latences. Pour contrôler les variations de la capacité des liens, des
files d’attente sont employées dans les routeurs. La limitation des tailles de ces files
d’attente peut produire des pertes.
Pour appliquer le codage réseau à des réseaux réels, plusieurs approches ou stra-
tégies de politiques de codage dans les nœuds intermédiaires ont été proposées pour
intégrer des contraintes pratiques.
Un premier ensemble d’approches, présenté dans [20] [5] [21], consiste à effectuer
des combinaisons linéaires aléatoires des paquets d’entrée. Dans [20], il est montré que
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la probabilité qu’un récepteur puisse décoder avec succès les données reçues peut être
majorée par une borne qui est fonction de la taille du corps fini utilisé.
Dans [21][20], [22] ou [23], un codage aléatoire est appliqué aux réseaux de pair-à-
pair et aux réseaux sans fil.
Dans différents contextes, [19] ou [5] présentent des solutions assurant le codage de
tous les paquets dans des nœuds de codage. Dans ces deux derniers travaux, les implé-
mentations sont basées sur des stratégies particulières de nœuds de réseau permettant
de gérer, entre autres, les arrivées asynchrones de données. Ces stratégies impliquent
un stockage des informations dans les nœuds de codage afin d’attendre l’arrivée des in-
formations de la même génération (voir le concept de génération dans la partie 2.4.1.2)
provenant d’autres liens pour réaliser le codage et les coder avec l’autre information
entrante.
Une proposition alternative pour les réseaux contenant des cycles est d’adopter une
approche de codage continue [2] [6] où l’information des différentes périodes de temps
est combinée et des mémoires sont nécessaires aux récepteurs pour le décodage.
D’autres travaux, comme [4] ou [24], ont utilisé une approche classique pour com-
biner les paquets selon un code réseau déterminé a priori. Cette deuxième approche,
qui est théoriquement la plus efficace, peut entraîner un stockage des paquets dans
des files d’attente dans des nœuds de codage et par conséquent, une augmentation des
délais de bout-en-bout.
L’approche classique (non-aléatoire), qui peut atteindre théoriquement la meilleure
performance, a été seulement appliquée dans quelques réseaux particuliers. Pour cette
approche, la taille moyenne des files d’attente et le délai ont été étudiés dans [25] avec
l’hypothèse que les flux d’entrée sont des flux de Poisson indépendants.
Récemment, une approche mixte qualifiée d’"opportuniste" a été présentée dans
[26] et développé dans [27]. Le fait que le canal soit naturellement à diffusion sur un
lien sans fil est exploitée en effectuant des combinaisons linéaires des paquets d’entrée
selon la connaissance du contexte et quand l’occasion est favorable.
L’intérêt de codage réseau dans les réseaux relais est montré dans [7]. Plusieurs
stratégies pour implémenter le codage réseau au niveau physique de ce type réseaux
sont présentées.
Dans les réseaux relais, les transmissions simultanées sont habituellement considé-
rées comme des interférences qui ont des effets négatifs.
La stratégie du codage réseau dans le couche physique, proposé dans [28], intro-
duit l’idée de considérer les interférences comme des somme de signaux (et donc un
codage). Ce principe peut être appliqué dans les réseaux ad-hoc sans fil et peut per-
mettre une augmentation du débit [28]. Cette stratégie suppose une synchronisation
totale des phases des signaux envoyés par les deux sources.
Dans [29], les auteurs sont exploitent le fait que les nœuds de relais n’ont pas besoin
de décoder les informations des sources. Cette stratégie suppose que le nœud relais ne
s’occupe pas de décoder le signal mixte reçu mais tout simplement il l’amplifie et le
transfère - comme une somme réels des signaux reçus - vers les destinations. Chaque
récepteur connaît comment extraire les paquets qui lui manquent car il connaît ses pa-




Une autre stratégie basé sur THP "Tomlinson-Harashima precoding" est présentée
dans [30]. Elle propose d’utiliser des opérations modulo dans les nœuds de relais et
le récepteurs pour réduire la consommation d’énergie nécessaire aux les nœuds relais
avec uniquement un léger impact sur les performances. Il est prouvé que l’utilisation
de ces approches de codage réseau sur la couche physique améliore la performance.
Nous ne détaillons plus ces deux dernières approches ("opportuniste" et couche
physique) car nous estimons qu’elles ne sont pas liée directement à notre travail.
Récemment, une analyse des performances de délai et de files d’attente avec co-
dage réseau dans des nœuds intermédiaires d’un réseau de "stockages et transferts" a
été présentée dans [31]. Ces nœuds encoder l’ensemble des flux qui passent par eux.
Deux stratégie de codage sont présentées : un codage synchrone (SNC) et un codage
partiellement asynchrone (APNC).
Généralement, ils sont trouvés que (SNC) n’est pas adapté à la mise en œuvre pra-
tique sauf si il est utilisée dans un cadre entièrement synchronisés ou dans un réseau
hautement saturées. et proposé que les nœuds de réseau le utilise de manière adap-
tative chaque fois que les débits de flux d’entrée saturent le réseau. Les résultats ont
aussi montré que le codage réseau peut améliorer la performance globale de manière
significative à condition qu’il soit utilisé de manière opportuniste (APNC).
2.2.2 Codage réseau et théorie des graphes
Dans ce travail, un "graphe" représente une collection de nœuds et une collection
de liens qui relient des paires de nœuds.
FIGURE 2.1 – Exemple de graphe d’un réseau
Nous définissons un graphe comme G = (V,E), où V est l’ensemble de nœuds et
E est l’ensemble de liens. Un graphe, peut être orienté si ses liens sont orientés d’un
nœud à l’autre et il peut être non orienté, ce qui indique qu’il n’y a aucune distinction
entre les deux nœuds liés à chaque lien. Un lien e ∈ E où e = (x, y) si x, y ∈ V . Si
un lien e = (x, y) est considéré comme orienté de x vers y, alors le nœud x est appelé
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nœud initial et nœud Y est appelé nœud terminal du lien. Un graphe fini est un graphe
avec un nombre fini de liens et de nœuds.
Deux liens d’un graphe sont adjacents s’ils partagent un nœud commun. De même,
deux nœuds sont dits adjacents s’ils partagent un lien commun, dans ce cas on dit que
le lien commun joint les deux nœuds. Un lien sortant de nœud x est un lien incident
à x vers l’extérieur et un lien entrant dans un nœud y est un lien incident à y vers
l’intérieur.
D’un point de vue théorique, on appelle réseau un graphe orienté où à chaque lien
est attribuée une capacité, qui correspond au débit maximum que peut supporter ce
lien.
Un flux réseau correspond à une attribution de flux aux liens d’un réseau, tels que
la quantité de flux associée à chaque lien n’excède pas sa capacité.
Un flux doit satisfaire la contrainte que la quantité de flux entrants dans un nœud
est égale à la quantité de flux sortants de ce nœud. Les seules exceptions à cette règle
sont les nœuds sources, qui n’ont pas de liens entrants et les nœuds récepteurs qui
n’ont pas de liens sortants.
Soit G = (V,E) un graphe orienté fini dans lequel chaque lien (u, v) ∈ E a une
capacité c(u, v). On considère que si (u, v) /∈ E alors c(u, v) = 0.
Considérons une source s et un récepteur t. Un flux de réseau est une fonction réelle
f : V × V →  telle que pour tous les nœuds u et v :
– Contraintes sur la capacité : le flux sur chaque lien d’un flux de réseau ne peut
pas excéder la capacité du lien. Plus formellement, f(u, v) ≤ c(u, v) ∀(u, v) ∈ E.
– Conservation de flux : Mis à part les sources et les récepteurs, il n’existe pas




f(u, w) = 0 sauf si u = s ou u = t. Les flux entrants sont
identiques aux flux sortants, ou en d’autres termes le flux net est nul.
FIGURE 2.2 – Conservation des flux
Si on note I(x) (respectivement O(x) ) l’ensemble des liens entrants (respective-



















Toutes ces notions sont détaillées dans diverses ouvrages, tel que par exemple [32].
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2.2.3 Les principales notions théoriques du codage réseau
2.2.3.1 Théorie de Min-cut Max-flux
Si la valeur d’un flux est aussi grande que possible alors le flux s’appelle un flux
maximal.
Une coupe (cut) d’un graphe est une division des nœuds V en deux ensembles S
et T . Tout lien (u, v) ∈ E où u ∈ S et v ∈ T traverse cette coupe. On dit que ce lien
appartient à la coupe.
La taille d’une coupe est le nombre de liens traversant la coupe. Lorsque des poids
sont associés à chaque lien, la taille de la coupe est définie la somme de poids des liens
traversant la coupe. Pour un flux réseau, la taille d’une coupe est définie comme la
somme des capacités des liens traversant la coupe.
Une coupe est minimale si la taille de la coupe est inférieure ou égale à la taille de
toutes les autres coupes. Il existe une seule et unique valeur minimale de la coupe et
plusieurs coupes minimales possibles.
Une coupe minimale est considérée comme un accès restreint sur la transmission
de données entre la source S et le récepteur T .
La théorie de Min-cut Max-flow (coupe-minimale flux-maximal) affirme que le dé-
bit maximal qui peut être envoyé de S vers T est égal à la valeur minimale de la coupe.
Notons maxflow(T) le débit maximum qui peut être envoyé de S vers T .
Considérons un graphe G = (V,E) où tous les liens ont une capacité de 1. Si la
coupe minimale entre un nœud source S et un nœud récepteur T est égale à h, alors le
débit maximal peut être envoyé de s ∈ S vers t ∈ T est égal à h.
Autrement dit, le débit maximum qui peut être observé au niveau d’un nœud cor-
respond au minimum des valeurs de la coupe entre ce nœud et la source. Par exemple,
si l’on considère le nœud Y de la Figure 1.1, toutes les coupes entre ce nœud et S ont
une valeur de 2. Il peut donc recevoir un flux de 2 bits par unité de temps. Pour les
mêmes raisons, le nœud Z peut lui-aussi recevoir un flux de 2 bits par unité de temps.
Le problème pour une transmission multicast est d’arriver à transmettre le maximum à
chaque nœud. Sur la Figure 1.1, on observe que ce maximum est atteint avec le codage
réseau, mais qu’il n’existe pas de solution avec le routage classique pour atteindre ce
maximum.
Il arrive souvent que plusieurs récepteurs aient des maxflow différents. Même dans
ce cas, le codage réseau est capable de faire en sorte que chaque récepteur reçoive un
flux correspondant à son maxflow individuel [17]. Ce résultat est plus fort que celui de
[1] qui indique que le taux d’information de la source à un ensemble de nœuds peut
atteindre le minimum des maxflow individuels grâce à l’utilisation du codage réseau.
2.2.3.2 Codage réseau linéaire multicast
Après avoir introduit de manière intuitive le codage réseau, nous sommes mainte-
nant prêts à définir plus précisément le codage réseau linéaire LCM.
Soit h le maximum des maxflow(T) sur tout T ∈ V , l’ensemble des nœuds du réseau.
Soit Ω un espace vectoriel de dimension h sur un corps fini suffisamment grand.
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Considérons un symbole sur ce corps fini comme l’unité d’information. Dans ce
cas, 1 symbole dans le corps fini peut être transmis sur un lien chaque unité de temps.
(LCM) : Un codage linéaire multicast v sur un réseau de transmission (G, S) est
une attribution d’un espace vectoriel v(X) à chaque nœud X et d’un vecteur v(X, Y ) à
chaque lien (X, Y ) tels que :
– v(S) = Ω ;
– v(X, Y ) ∈ v(X) pour chaque lien (X, Y ) ;
– Pour tout ensemble ℘ de nœuds "non source" dans le réseau
〈{v(T ) : T ∈ ℘}〉 = 〈{v(X, Y ) : X /∈ ℘, Y ∈ ℘}〉 .
Les informations "entrantes" d’un nœud peuvent être considérées comme un vec-
teur d’information qui appartient au sous-espace vectoriel v(X). La quantité d’infor-
mation atteignant un nœud X est donnée par la dimension de ce sous-espace vectoriel.
En fait, la loi de flux d’information dans un nœud, qui implique que les informa-
tions en sortie d’un nœud X sont des combinaisons des informations "entrantes", im-
plique que le vecteur assigné à un lien sortant de X doit être une combinaison linéaire
des vecteurs assignés aux liens entrants de T [17].
En pratique, les données circulant sur un lien (X, Y ) sont calculées en faisant le
produit du vecteur d’information reçu par le vecteur de colonnes v(X, Y ), l’ensemble
des vecteurs de colonnes formant une matrice qui caractérise le codage au niveau d’un
nœud.
Le LCM sur un réseau de communication est complètement déterminé par les vec-
teurs qui sont assignés aux différents liens ou, de même, par les matrices assignées aux
différents nœuds.
Illustrons la construction d’un LCM sur l’exemple suivant.
Considérons la transmission multicast de deux bits b1, b2 de S à Y et Z dans le
réseau représenté sur la Figure 1.1(b).
On choisit comme corps fini le corps F2 (formé des éléments 0 et 1). Sur cette Figure,
on peut voir que le maximum des maxflow(T) pour tout nœud T vaut 2. On choisit donc
comme espace vectoriel Ω = F22 , c’est-à-dire l’ensemble des couples (b1, b2) où b1 et b2
sont des éléments de F2.
Pour que v(S) soit égal à Ω, on considère que cette source génère les 2 bits b1 et b2
























Les nœuds qui ne reçoivent qu’une seule information, comme U ou T sont obligés
de la rediriger simplement alors que les nœuds qui reçoivent plusieurs informations
(comme W ) peuvent combiner ces informations, c’est-à-dire utiliser un vecteur conte-
nant plusieurs termes non nuls. En effet, lorsque tous les vecteurs associés à un code
contiennent au plus 1 terme non nul, on est dans le cas du routage classique (si ce terme
non nul vaut 1).
Le codage multicast correspondant à la Figure 1.1(b) est donc :
















Ce code atteint le maxflow de chaque nœud car la dimension de l’espace vectoriel
formé par les éléments qui arrivent en Y (resp. Z) est 2 ( dimension de 〈(b1, b1 + b2)〉 = 2
(resp. ( dimension de 〈(b1 + b2, b2)〉 = 2 ).
2.2.3.3 Codage réseau linéaire aléatoire
Dans des réseaux ayant des topologies variables et/ou un grand nombre de nœuds,
il est très difficile d’utiliser le codage réseau classique où les routeurs réalisent des
combinaisons linéaires fixes.
Dans ces conditions, une solution consiste à utiliser du codage réseau aléatoire.
Cette approche, proposée dans [6][33], consiste à ce que chaque nœud du réseau ef-
fectue des combinaisons linéaires aléatoires dans un corps fini à partir des paquets
reçus par leur lien d’entrée. Ils transmettent ensuite les paquets combinés (codés) sur
les liens sortants.
Pour décrire plus précisément cette technique, supposons que chaque paquet contienne
L bits (si les paquets ne sont pas de la même taille, ils seront complétés avec des zé-
ros). Chaque paquet est composé d’un vecteur de L/m symboles où un symbole dans
le corps F2m est représenté par m bits consécutifs. Rappelons que la longueur d’un pa-
quet combiné est toujours de L bits après la combinaison de deux paquets de longueur
L et que ce paquet contient des informations issues de certains des paquets générés
par les sources [34].
Considérons n paquets M1, . . . ,Mn générés par une ou plusieurs sources. Avec un
codage réseau linéaire, chaque paquet X dans le réseau est associé à un vecteur de
codage qui est un vecteur de coefficients g = (g1, . . . , gn) dans (F2m)n.
Le problème de la construction d’un code réseau consiste à déterminer les combi-
naisons linéaires que chaque nœud du réseau doit effectuer afin d’assurer que le ré-
cepteur reçoive au moins n combinaisons linéaires indépendantes à partir desquelles
il peut décoder les paquets sources.
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Avec le codage réseau aléatoire, chaque nœud du réseau choisit ses coefficients de
façon indépendante, aléatoire et uniforme dans le corps F2m , d’une manière totalement
décentralisée. De plus, aucune coordination n’est exigée entre les nœuds dans leur
choix des combinaisons linéaires d’entrées et de sorties [6][20].
FIGURE 2.3 – Un exemple de codage réseau aléatoire. M1,M2, . . . ,Mn sont les processus
de la source émis en multicast vers les récepteurs. Les coefficients gi et hi sont des
éléments choisis aléatoirement dans un corps fini.





où g1, . . . , gn sont des coefficients choisis de façon aléatoire uniforme dans le corps F2m
(voir Figure 2.3).
Les paquets étant considérés comme des vecteurs de L/m symboles, la combinaison







où 0 ≤ k ≤ L/m − 1 et Mki et Xk sont respectivement les kème symboles de Mi et de
X . En plus des données combinées X , le vecteur des coefficients g = (g1, . . . , gn) est
également stocké dans le paquet combiné. Ces informations supplémentaires ont un
coût supplémentaire pour la transmission, mais ce coût diminue proportionnellement
avec l’augmentation des longueurs de blocs de données.
Des paquets combinés peuvent également être recombinés dans des nouveaux nœuds
intermédiaires. Supposons qu’un nœud intermédiaire reçoive un ensemble de paquets
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combinés reçus (g1, X1), . . . , (gs, Xs), où gj est le vecteur de codage du jème paquet
combiné Xj. Après avoir choisi de façon aléatoire uniforme un ensemble de coeffi-






















Cette opération peut être répétée dans plusieurs nœuds dans le réseau.
Au niveau du décodage, il est tout d’abord nécessaire que pour chaque paquet
reçu, le récepteur connaisse le vecteur des combinaisons linéaires totales de ce vecteur
en fonction des paquets sources. Il réalise ensuite la combinaison linéaire inverse (qui
correspond à une inversion de matrice) pour retrouver les paquets sources.
Par exemple, supposons qu’un nœud reçoive l’ensemble de paquets (g1, X1), . . . , (gs, Xs).
Pour récupérer les paquets sources M1, . . . ,Mn, il doit résoudre le système de s équa-



















où les inconnues sont les paquets sources Mi. Si le nombre d’équations linéairement
indépendantes est supérieur ou égal au nombre de paquets sources, le système d’équa-
tions peut être résolu et les n paquets sources, M1, . . . ,Mn, peuvent être récupérés.
Dans [33][6], il est montré que la probabilité que des équations linéaires soient indé-
pendantes augmente avec la taille du corps fini. Lorsque la taille de corps est suffisam-
ment grande, le codage réseau aléatoire permet d’atteindre le débit maximum entre la
source et les récepteurs avec une grande probabilité de succès. Cette probabilité, qui
dépend de la longueur du code, tend vers 1 lorsque la taille de corps 2m tend vers
l’infini.
Ces travaux ont donné une borne inférieure de la probabilité du succès pour des
sources indépendantes dans un réseau acyclique. Cette borne peut être obtenue de
la manière suivante. Considérons un graphe acyclique G = (V,E) avec des sources
indépendantes et un ensemble de d récepteurs. Considérons un code réseau aléatoire
dans lequel les coefficients sont choisies de façon aléatoire uniforme sur un corps fini
Fq où q > d. La probabilité du succès avec laquelle tous les récepteurs peuvent décoder
et récupérer les processus des sources est supérieure ou égale à
(1− d/q)η
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où η est le nombre total de liens qui reçoivent des combinaisons des paquets sources
avec des coefficients aléatoires [33] [20] [35][6].
Même si il y a une certaine probabilité que les paquets combinés (ou les combinai-
sons) soient linéairement corrélés, une petite taille de corps (par exemple, m = 8) est
suffisante pour que cette probabilité devienne négligeable [20] et que le codage aléa-
toire reste plus performant que le routage [36]. Une borne est également proposée pour
des sources corrélées, des réseaux cycliques et des réseaux avec des délais de transmis-
sion [6].
Au niveau pratique, il faut noter que l’augmentant du nombre de paquets sources
n codés ensemble nécessite une augmentation de la quantité de mémoire au niveau
du récepteur. En effet, le récepteur doit stocker tous les paquets reçus jusqu’à ce qu’il
reçoive au moins n paquets indépendants. En plus de la mémoire, la taille du bloc codé
n a une conséquence sur le délai de décodage des paquets. Afin de réduire les besoins
en mémoire, le délai et la complexité de calcul, la taille des matrices de décodage doit
être limitée.
Pour plus de détails, les principaux avantages du codage réseau aléatoire comparés
au routage classique ainsi que plusieurs exemples sont présentés dans [5][6][9][20][37][38]
[39].
2.2.3.4 Construction algébrique du codage réseau
Dans cette partie, une méthode de construction algébrique d’un code réseau in-
troduite dans [2], [3] sera présentée. Cette présentation est détaillée car une de nos
contributions est directement inspirée de cette construction.
Supposons qu’un réseau soit représenté par un graphe orienté sans cycles G =
(V,E) où V est l’ensemble de nœuds et E est l’ensemble des liens ⊆ V ∗ V . Un lien
orienté est noté par e = (v, v′) où v est appelé init(e) et v′ est la term(e).
ΓI(v) et ΓO(v) sont définis comme :
– ΓI(v) est l’ensemble des liens qui entrent dans v.
– ΓO(v) est l’ensemble des liens qui sortent de v.
Et donc :
– ΓI(v) = {e ∈ E : init(e) = v}.
– ΓO(v) = {e ∈ E : term(e) = v}.
Le degré d’entrée δI(v) de v est défini comme :δI(v) = |ΓI(v)|. Le degré de sortie
δO(v) est défini comme : δO(v) = |ΓO(v)|.
Soit χ(v) = {X(v, 1), X(v, 2), · · · , X(v, μ(v))} un ensemble de μ(v) variables aléa-
toires discrètes obtenues en entrée du nœud v. Une connexion c est définie comme un
triplet
(v, v′, χ(v, v′)) ∈ V ∗ V ∗ ρχ(v)
où ρχ(v) représente l’ensemble des puissances de χ(v). L’ensemble des connexions dans
G est .







FIGURE 2.4 – Une connexion entre une source et un récepteur
où H(X) est l’entropie de la variable aléatoire X . Pour un connexion c = (v, v′, χ(v, v′)) :
v est la source et v′ est le récepteur.
Un nœud v peut émettre une information via un lien e = (v, v′) à destination de v′
avec un débit maximum C(e) où C(e) est la capacité du lien e.
Les variables aléatoires représentant les informations transmises sur le lien e sont
notées Y (e), e ∈ ΓO(v). Il peut noter que d’autres informations sont transmises vers v,
il s’agit de Y (e′) tel que e′ ∈ ΓI(v).
En général, Y (e), qui est transmis sur le lien e = (v, u) ∈ ΓO(v), est une fonction de
χ(v) et Y (e′) si e′ ∈ ΓI(v).
FIGURE 2.5 – Les processus dans un nœud intermédiaire
Si v est un récepteur, ses sorties sont représentées par un ensemble de ν(v) proces-
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sus aléatoires Z(v) = {Z(v, 1), Z(v, 2), · · · , Z(v, ν(v))}.
Dans le cas où v n’est ni une source ni un récepteur, les différents processus aléa-
toires seront représentés comme indiqué sur la Figure 2.5.
Pour simplifier, les suppositions suivantes seront considérées :
– la capacité de chaque lien de G est constante.
– chaque lien dans le réseau de communication a le même délai de transmission.
– les processus aléatoires X(v, l) où l ∈ {1, 2, · · · , μ(v)} sont indépendants et ont
un taux d’entropie constant (m bits par unité de temps).
– les processus aléatoires X(v, l) sont indépendants pour les différents v (les infor-
mations qui sont injectées dans le réseau à des positions différentes sont suppo-
sées indépendantes).
De plus, une communication dans le réseau est considérée comme une transmission
d’un vecteurs de bits tels que les longueurs de ces vecteurs sont égales dans toutes les
transmissions. Tous les liens sont supposés être synchronisés.
Chaque vecteur binaire transmis de longueur m peut être considéré comme un élé-
ment d’un corps fini contenant 2m éléments, i.e. F2m .
Les processus aléatoires X(v, l), Y (e) et Z(v, l) sont traités comme des processus
aléatoires discrets : X(v, l) = {X0(v, l), X1(v, l), · · · , Xm(v, l)}, Y (e) = {Y0(e), Y1(e), · · · }
et Z(v, l) = {Z0(v, l), Z1(v, l), · · · }. Ces processus génèrent une succession de symboles
dans F2m .
Soit G = (V,E) un réseau de communication considéré sans délai. On peut dire que




αe,l ∗X(v, l) +
∑
e′:init(e′)=term(e)
βe′,e ∗ Y (e′)
où αe,l et βe′,e sont des éléments de F2m .
Les sorties Z(v, l) de n’importe quel nœud v sont une combinaison linéaire des Y (e)




εe′,j ∗ Y (e′)
où εe′,j ∈ F2m .
Pour un réseau donné G et un ensemble donné de connexions , on définit le pro-
blème de réseau comme une paire (G, ). Ce problème donne des conditions algé-
briques sous lesquelles un ensemble de connexions est possible.
La solution de ce problème consiste à trouver les éléments αe,l, βe′,e et εe′,j dans un
corps fini convenable F2m . S’il existe une solution au problème du codage réseau, donc
le réseau est solvable.
La méthode de construction de la solution, présentée dans cette partie, relie le pro-
blème du codage réseau avec des concepts algébriques, avec le théorème Min-cut Max-
flow ainsi qu’avec l’algorithme de Ford-Fulkerson.
Soit G(V,E) un réseau avec une seule source et un seul récepteur. Dans ce cas, nous
avons une seule connexion c = (v, v′, χ(v, v′)). Le problème de réseau est solvable si et
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seulement si le débit de la connexion R(c) est inférieur ou égal à la valeur minimale de
toutes les coupes entre v et v′.
L’algorithme de Ford- Fulkerson donne une solution où tous les paramètres αe,l, βe′,e
et εe′,j sont égaux à 1 ou 0. Il donne une matrice de transfert qui définit la relation entre
le vecteur d’entrée x = (X(v, 1), X(v, 2), · · · , X(v, μ(v)) et les vecteurs de sortie
z = (Z(v′, 1), Z(v′, 2), · · · , Z(v′, ν(v))
z = x ∗M (2.1)
où M est une matrice dont les coefficient (αe,l, βe′,e, εe′,j) sont des éléments de F2m . La
matrice M est définie comme : M = A ∗ (I − F )−1 ∗ BT où les matrices A, B sont la
matrice d’entrée et la matrice de sortie, définies comme suit :
Si le réseau contient plusieurs sources et récepteurs, le vecteur d’entrée est alors :
x = (x1, x2, · · · , xμ)
= (X(v1, 1), X(v1, 2), · · · , X(v1, μ(v1)), X(v2, 1), X(v2, 2), · · · , X(v|V |, μ(v|V |))
La matrice d’entrée A est de taille μ∗|E| où μ = ∑i μ(vi). Pour tout l, elle est définie
de la manière suivante :
Ai,j =
{
αej ,l xi = X{term(ej), l}
0 sinon
De façon similaire, soit :
z = (z1, z2, · · · , zμ)
= (Z(v1, 1), Z(v1, 2), · · · , Z(v1, ν(v1)), Z(v2, 1), Z(v2, 2), · · · , X(v|V |, ν(v|V |))




εej,l zi = Z {init(ej), l}
0 sinon
Les éléments de la matrice F sont choisis tels que le déterminant de la matrice M ne
soit pas zéro. Considérons le lemme 1 et le théorème 2 introduits dans [3], La matrice F




βei,ej init(ei) = term(ej)
0 sinon
Il est claire que F est une matrice triangulaire strictement supérieure. La matrice I −F
est donc inversible (voir le lemme 2 dans [3]). Cet inverse doit être défini dans le corps
d’extension de F2 contenant tous les éléments βe′,e, c’est-à-dire dans F2[· · · , βe′,e, · · · ].
Considérons maintenant le réseau avec une source s et deux récepteurs z et y repré-
sentés dans l’exemple de la Figure 2.6 et appliquons la construction proposée.
Y (e1) = αe1,b1b1 + αe1,b2b2
Y (e2) = αe2,b1b1 + αe2,b2b2
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Y (e3) = βe1,e3.Y (e1)
Y (e5) = βe1,e5.Y (e1)
Y (e4) = βe2,e4.Y (e2)
Y (e7) = βe2,e7.Y (e2)
Y (e6) = βe3,e6.Y (e3) + βe4,e6.Y (e4)
Y (e8) = βe6,e8.Y (e6)
Y (e9) = βe6,e9.Y (e6)
Z1 = εe5,z1.Y (e5) + εe8,z1.Y (e8)
Z2 = εe5,z2.Y (e5) + εe8,z2.Y (e8)
Y1 = εe7,y1.Y (e7) + εe9,y1 .Y (e9)


















εe5,Z1 εe8,Z1 0 0
εe5,Z2 εe8,Z2 0 0
0 0 εe7,Y1 εe9,Y1


























FIGURE 2.7 – Graphe d’étiquette des liens
Pour la Figure 2.7, la matrice F sera la suivante :
F

























0 0 βe1,e3 0 βe1,e5 0 0 0 0
0 0 0 βe2,e4 0 0 βe2,e7 0 0
0 0 0 0 0 βe3,e6 0 0 0
0 0 0 0 0 βe4,e6 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 βe6,e8 βe6,e9
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0















Et la matrice M est donnée par : M = A ∗ (I − F )−1 ∗ BT où les matrices A et B sont





αe1,b1 αe2,b1 0 0 0 0 0 0 0











0 0 0 0 εe5,Z1 0 0 εe8,Z1 0
0 0 0 0 εe5,Z2 0 0 εe8,Z2 0
0 0 0 0 0 0 εe7,Y1 0 εe9,Y1





Intuitivement, la matrice A peut être vue comme le codage avant l’entrée dans le ré-
seau. De même, la matrice B peut être vue comme le décodage des informations qui
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parviennent à chacun des récepteurs. L’inverse de la matrice I −F peut être calculé de
la manière suivante :
(I − F )−1 = (I + F + F 2 + F 3 + F 4 + · · · )
Comme F est une matrice triangulaire strictement supérieure, elle est nilpotente. Ceci
permet d’obtenir :















1 0 βe1,e3 0 βe1,e5 βe1,e3βe3,e6 0 βe1,e3βe3,e6βe6,e8 βe1,e3βe3,e6βe6,e9
0 1 0 βe2,e4 0 βe2,e4βe4,e6 βe2,e7 βe2,e4βe4,e6βe6,e8 βe2,e4βe4,e6βe6,e9
0 0 1 0 0 βe3,e6 0 βe3,e6βe6,e8 βe3,e6βe6,e9
0 0 0 1 0 βe4,e6 0 βe4,e6βe6,e8 βe4,e6βe6,e9
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 βe6,e8 βe6,e9
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0















Ensuite, la matrice A(I − F )−1 sera :
A(I − F )−1 =
[
S11 S12 S13 S14 S15 S16 S17 S18 S19













S16 = αe1,b1βe1,e3βe3,e6 + αe2,b1βe2,e4βe4,e6
S26 = αe1,b2βe1,e3βe3,e6 + αe1,b2βe2,e4βe4,e6
S17 = αe2,b1βe2,e7
S27 = αe2,b2βe2,e7
S18 = αe1,b1βe1,e3βe3,e6βe6,e8 + αe2,b1βe2,e4βe4,e6βe6,e8
S28 = αe1,b2βe1,e3βe3,e6βe6,e8 + αe2,b2βe2,e4βe4,e6βe6,e8
S19 = αe1,b1βe1,e3βe3,e6βe6,e9 + αe2,b1βe2,e4βe4,e6βe6,e9
S29 = αe1,b2βe1,e3βe3,e6βe6,e9 + αe2,b2βe2,e4βe4,e6βe6,e9
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La matrice BT est ainsi obtenue :
BT =















0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
εe5,Z1 εe5,Z2 0 0
0 0 0 0
0 0 εe7,Y1 εe7,Y2
εe8,Z1 εe8,Z2 0 0
















La matrice M vaut donc :
M =
[
M11 M12 M13 M14
M21 M22 M23 M24
]
Où :
M11 = εe5,Z1αe1,b1βe1,e5 + εe8,Z1αe1,b1βe1,e3βe3,e6βe6,e8 + εe8,Z1αe2,b1βe2,e4βe4,e6βe6,e8
M21 = εe5,Z1αe1,b2βe1,e5 + εe8,Z1αe1,b2βe1,e3βe3,e6βe6,e8 + εe8,Z1αe2,b2βe2,e4βe4,e6βe6,e8
M12 = εe5,Z2αe1,b1βe1,e5 + εe8,Z2αe1,b1βe1,e3βe3,e6βe6,e8 + εe8,Z2αe2,b1βe2,e4βe4,e6βe6,e8
M22 = εe5,Z2αe1,b2βe1,e5 + εe8,Z2αe1,b2βe1,e3βe3,e6βe6,e8 + εe8,Z2αe2,b2βe2,e4βe4,e6βe6,e8
M13 = εe7,Y1αe2,b1βe2,e7 + εe9,Y1αe1,b1βe1,e3βe3,e6βe6,e9 + εe9,Y1αe2,b1βe2,e4βe4,e6βe6,e9
M23 = εe7,Y1αe2,b2βe2,e7 + εe9,Y1αe1,b2βe1,e3βe3,e6βe6,e9 + εe9,Y1αe2,b2βe2,e4βe4,e6βe6,e9
M14 = εe7,Y2αe2,b1βe2,e7 + εe9,Y2αe1,b1βe1,e3βe3,e6βe6,e9 + εe9,Y2αe2,b1βe2,e4βe4,e6βe6,e9
M24 = εe7,Y2αe2,b2βe2,e7 + εe9,Y2αe1,b2βe1,e3βe3,e6βe6,e9 + εe9,Y2αe2,b2βe2,e4βe4,e6βe6,e9
Finalement, les flux sortants de ce réseau seront exprimés en fonction des flux entrants

















εe5,Z1 εe8,Z1 0 0
εe5,Z2 εe8,Z2 0 0
0 0 εe7,Y1 εe9,Y1
















⎦ = [b1 b2] ∗ M
Remarque : il faut noter que la construction algébrique du codage réseau présentée
précédemment est un cas particulier où les délais et les cycles n’existent pas. Dans le
cas général, où les délais sont considérés et où les cycles sont permis, la construction
algébrique est remplacée par une construction des matrices basées sur des polynômes
de F2(D)[· · · , αe,l, · · · , βe′,e, · · · , εe′,j , · · · ][2]. Les coefficients de ces polynômes sont des
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séries entières d’un délai variable D. Par exemple, la même information envoyée par
une source peut être retardée de façon différente selon le chemin emprunté.
Soit G = (V,E) un réseau de communication avec des délais de transmission. Dans
ce cas, les processus aléatoires X(v, i), Z(u, l) et Y (e), transmis sur un lien e, sont re-













l. Les équations du codage linéaire








où αe,l et βe′,e sont des éléments de
_
F qui est défini comme la clôture algébrique de F2.










où εe′,j,l et ε′′e′,j,l ∈
_
F et m(v) représente la mémoire nécessaire dans le récepteur v.
De façon similaire, les matrices A et B peuvent être représentées comme des ma-
trices fonctions de D : A(D) et B(D). La matrice (I − F ), pour un réseau acyclique
sans délai et qui est inversible car F est nilpotente, devient (I − DF ). Pour un réseau
acyclique avec délai, cette matrice est inversible dans F2[D, · · · , βei,ej , · · · ] car son dé-
terminant est un polynôme en D non nul.
On obtient alors la matrice de transfert correspondante : M = A(D)(I−DF )−1B(D)T .
2.3 Bénéfices et intérêts de codage réseau
Les avantages du codage réseau ont été présentés dans plusieurs contextes. Les
auteurs de [1] ont prouvé qu’un gain de débit et de bande passante peut être obtenu en
employant le codage réseau au lieu du routage classique. Dans [40], deux évaluations
des avantages du codage réseau sont représentées de la manière suivante :
Gain du codage réseau =
Capacité du codage réseau
Capacité du routage réseau
− 1
Économie de bande passante = 1− Bande passante totale requise avec codage réseau
Bande passante totale requise avec routage seulement
Le codage de réseau peut donc permettre à économiser la bande passante grâce au
codage des informations [41].
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Certains avantages du codage réseau sont illustrés dans un exemple donné dans
[41] où l’on peut voir que le taux de transmission multicast dans le cas du codage
réseau est considérablement plus grand que le taux de transmission multicast du cas
du routage traditionnel. L’utilisation du codage réseau permet d’équilibrer la charge
du trafic dans le réseau tout en la distribuant aux multiples liens.
Le codage réseau est non seulement employé pour économiser la bande passante
et augmenter le débit mais il peut aussi être utile pour la robustesse du réseau, notam-
ment lorsque les liens dans les réseaux sont défaillants, comme par exemple dans les
réseaux sans fil.
Un autre intérêt du codage réseau dans les réseaux sans fil est la possibilité de
réduire la quantité d’énergie par bit, ou en d’autres termes, la possibilité de réduire
l’utilisation des ressources du réseau par rapport aux solutions de routage classiques
[22][42][43].
De plus, l’avantage de codage réseau pour accéder et stocker des grands fichiers
dans des réseaux pair-à-pair a été présenté dans [21]. Il est montré que le codage ré-
seau peut obtient un gain de l’ordre de 20− 30% comparé avec l’utilisation de codes à
effacement et 2− 3 fois mieux comparé à la transmission d’informations non codées.
Dans les prochaines sections, nous détaillerons certains des principaux avantages
du codage réseau.
2.3.1 Augmentation de la capacité multicast et du débit
L’augmentation de la capacité multicast a déjà été présentée dans les parties précé-
dentes. Le point particulièrement important est que, avec un codage réseau optimal,
chaque récepteur peut atteindre son débit maximum.
Cet avantage peut être exprimé sous plusieurs formes. En effet, comme le codage
réseau permet d’améliorer l’utilisation des liens, il permet aussi d’augmenter le débit
moyen observé par les différents récepteurs.
La Figure 2.8 est un exemple de réseau où le codage réseau permet de réduire le
temps nécessaire pour acheminer les informations a et b de la source (point en vert)
vers les 3 récepteurs (les restes des points).
En effet, avec un routage classique, le délai nécessaire est de 3 unités de temps (on
considère que le temps de transfert entre 2 nœuds est toujours d’une unité de temps).
Par contre, avec le codage réseau, ce délai peut être ramené à 2 unités de temps
(comme indiqué sur la Figure 2.8(b).
2.3.2 Diminution de l’énergie par bit
On peut voir cet avantage dans le contexte des réseaux sans fil ou ad hoc. Cet avan-
tage est illustré sur la Figure 2.9 où l’on suppose que chaque nœud diffuse l’infor-
mation qu’il veut transmettre. Sans codage réseau, on peut voir sur la Figure 2.9(a)
que 5 transmissions sont nécessaire pour transmettre un bit vers les 2 récepteurs alors
qu’avec le codage réseau (Figure 2.9(b)) seulement 9 transmissions sont nécessaires
pour transmettre 2 bits [17].
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(a) délai multicast optimal =3 (b) délai avec codage réseau =2
FIGURE 2.8 – Le délai de réception des nœuds récepteurs
(a) sans codage réseau (b) avec codage réseau
FIGURE 2.9 – Économie d’énergie grâce au codage réseau sur un exemple de réseau ad
hoc sans fil
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Le décodage des donnés dans un récepteur est possible quand ce récepteur récu-
père un nombre suffisant de paquets codés. La nouveauté du codage réseau par rap-
port au codage à effacement traditionnel que le codage des données ne se fait pas seule-
ment au niveau de sources mais aussi dans tous les routeurs du réseau. Considérons la
FIGURE 2.10 – Exemple de l’intérêt du codage réseau
Figure 2.10, où les nœuds A et B veulent échanger leurs paquets via un nœud intermé-
diaire S. Chaque nœud envoie un paquet vers la station S. D’après le codage réseau, la
station S diffuse la combinaison linéaire des paquets au lieu de diffuser chaque paquet
reçu vers les nœuds. Finalement chaque nœud peut récupérer les informations qui lui
manquent, ce qui permet de diminuer le nombre total de transmissions.
2.3.3 Robustesse et tolérance aux fautes
On peut considérer que la robustesse et l’adaptabilité font partie des principaux
avantages du codage réseau. L’utilisation de codage réseau dans certains contextes,
comme dans les réseaux sans fil où les pertes des paquets ou de liens sont courantes,
peut offrir plusieurs avantages.
Dans ce domaine, la technique FEC (Forward Error Correction) [44], qui protège
les transmissions contre les erreurs et les pertes de paquets, peut être utilisée. Cette
technique ne nécessite pas de ré-émission des données, contrairement aux techniques
classiques (comme la demande automatique de répétition (ARQ)), si le pourcentage
d’erreurs ou de pertes est inférieur à un seuil prédéterminé.
L’émetteur ajoute de la redondance afin de permettre au destinataire de détecter et
de corriger une partie des erreurs. Cela permet d’éviter la retransmission, et donc de
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faire des économies de bande, voire d’assurer la transmission dans certaines situations
où il n’y a pas de voie de retour [15][34][45].
Cette technique s’applique surtout à des types de données ne pouvant pas suppor-
ter les ré-émissions des données et les retards, telles que la voix ou la vidéo.
Malgré l’apparition des nouveaux types de codes (tels que les codes "Fountain"
[46][47]) bien adaptés à ces types d’application, les codes correcteurs d’erreurs ou d’ef-
facement restent des mécanismes de bout-en-bout (codage à la source et décodage aux
récepteurs) sans codage dans les nœuds intermédiaires.
Ces nœuds intermédiaires sont autorisés à faire des codages sur les informations re-
çus lorsque le codage réseau est appliqué. Cela permet d’apporter des améliorations in-
contestables. Par exemple, considérons la transmission d’information entre une source
A et une destination B via un routeur S qui est capable d’effectuer des opérations de
codage réseau sur ses information reçus.
Avec la technique FEC de bout-en-bout, B peut décoder les informations reçues
avec un taux T1 = (1 − AS)(1 − SB) où ij est la probabilité qu’un paquet soit perdu
sur le lien entre i et j. Tandis que si on autorise le routeur S à décoder et à re-coder
l’information avant de l’envoyer vers B on obtient un débit optimal égal à : T2 =
min{(1− AS), (1− SB)} [15][34][45].
Clairement, il faut intégrer le fait que les codages et les décodages dans les nœuds
intermédiaires peuvent causer des délais supplémentaires parce qu’il faut attendre que
le nombre suffisant de paquets soit reçu avant de procéder à l’opération de décodages/re-
codages.
Pour contourner ce problème, Lun et al. [48] ont proposé un schéma de codage
linéaire aléatoire qui atteint la capacité pour des réseaux de communication par pa-
quets, unicast ou multicast, avec pertes sur tout canal où les paquets arrivent selon un
processus admettant un taux d’arrivée moyen.
Dans ce schéma, les nœuds intermédiaires réalisent des opérations de codage li-
néaire aléatoire sans attendre tous les paquets d’un bloc. Un des résultats supplémen-
taires de ce papier est l’expression du taux de décroissance de la probabilité d’erreur
en fonction du délai de codage.
2.4 Applications de codage réseau dans différents do-
maines et types de réseaux
Tous les problèmes évoqués précédemment font que l’application du codage réseau
à des réseaux réels n’est pas immédiate dans la plupart des cas. Toutefois, de plus en
plus de travaux sont proposés pour appliquer le codage réseau dans des contextes
réels.
2.4.1 Internet
Dans le domaine de l’Internet, deux modèles ont été proposés pour utiliser le co-
dage réseau. Ces deux modèles ont été présentés dans [5].
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2.4.1.1 Modèle de paquet
Considérons un graphe acyclique (V,E) avec une unité de capacité pour chaque
lien, une source s ∈ V , et une ensemble de récepteurs T ⊆ E.
La capacité de diffusion h est le nombre minimum de liens dans chaque coupe
entre la source et un récepteur. Chaque lien e ∈ E qui sort d’un nœud v = in(e) porte







Le vecteur de codage local m(e) = [me(e′)]e′:out(e′)=v représente la fonction de codage
au nœud v sur un lien e. Si v est la source s, on rajoute des liens artificiels e′1, . . . , e
′
h
qui entrent dans s en portant h symboles source y(e′) = xi, i = 1, . . . , h. La valeur y(e)
transmise sur chaque lien e ∈ E est la combinaison linéaire y(e) = ∑hi=1 gi(e)xi de ces
symboles source.






Le vecteur g(e) est appelé le vecteur de codage global sur un lien e.













g1(e1) · · · gh(e1)
... . . .
...






















On peut récupérer les symboles source x1, . . . , xh via la matrice Gt des vecteurs de
FIGURE 2.11 – Symboles reçus par un récepteur
codage global g(e1), . . . , g(eh).
Lorsque les vecteurs de codage locaux sont générés aléatoirement, cette récupéra-
tion peut être réalisée avec une grande probabilité si les symboles appartiennent à un
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corps fini suffisamment grand. Pratiquement, dans un réseau de paquets, les symboles
y(e) transmis sur un lien e sont divisés en paquets et une taille de corps égale 28 est
suffisante. Classiquement, dans l’Internet, la taille maximale d’un paquet sans l’entête
est légèrement supérieure à 1400 octets. Chaque paquet IP peut donc porter à peu près
N = 1400 symboles si la taille du corps est 28 ou environ N = 700 si la taille du corps
est 216. Ainsi, les symboles y(e) transmis sur chaque lien e sont regroupés en vecteurs :
y(e) = [y1(e), y2(e), . . . , yN(e)]






des vecteurs y(e′) sur les liens e′ entrants v = in(e). De la même manière, les symboles
de la source xi transmis vers la source sur les liens artificiels e′i sont groupés en vec-
teurs Xi = [xi,1, xi,2, . . . , xi,N ] et donc chaque récepteur peut retrouver (avec une grande














y1(e1) y2(e1) · · · yN(e1)
...
... . . .
...
















x1,1 x1,2 · · · x1,N
...
... . . .
...




Chaque paquet contient un vecteur de dimension h représentant le vecteur de codage
global g(e). Chaque récepteur peut récupérer les vecteurs de la source x1, . . . , xh en































FIGURE 2.12 – Chaque récepteur reçoit une combinaison de vecteurs de la source
Le point négatif de ce schéma est la transmission des h symboles représentant le co-
dage dans chaque paquet. Toutefois, les avantages de ce schéma sont très importants :
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les récepteurs peuvent faire le décodage sans connaître la topologie du réseau ou des
fonctions de codage même si des nœuds des liens sont ajoutés ou supprimés. Les récep-
teurs peuvent décoder malgré les pertes de certains paquets. Notons que le décodage
est réalisable même si les vecteurs de codage local ont été choisis aléatoirement.
A cause des effacements et des pertes, la valeur de la coupe minimale pour n’im-
porte quel nœud est inférieure à h. Pour cela on a besoin d’une protection contre les
effacements. La nécessité de cette technique vient de que, même dans les conditions
idéales la source ne connaît exactement la capacité de diffusion. Une solution qui peut
être utilisée dans ce cas-là est la technique de transmission avec une protection in-
égale des donnée (PET : Priority Encoding Transmission [49]). Cette technique est un
schéma de protection contre les effacements dans lequel les vecteurs de la source sont
divisés en h couches d’importance croissante. Les couches ont un degré de protection
proportionnel à leur importance.
2.4.1.2 Modèle de file d’attente
Dans les réseaux réels, les paquets ne sont pas synchronisés. Sur des liens de ca-
pacités différentes, les paquets sont transmis séquentiellement avec d’autres paquets
qui sont liés aux mêmes vecteurs de la source x1, · · · , xh sur le même lien. Les paquets
sur des liens différents sont en général sujets à des capacités différentes. De même,
le nombre de paquets transmis sur un lien qui est lié à un même ensemble de s vec-
teurs de la source sont généralement variables à cause des pertes de paquets ou des
congestions.
Pour toutes ces raisons, le modèle de file d’attente a été proposé .
Tous les paquets constitués à partir du même ensemble de h vecteurs de la source
x1, · · · , xh sont considérés de la même génération. Le nombre h représente la taille de
la génération. Tous les paquets de la même génération sont marqués avec le même
indice de génération. Les générations successives reçoivent des indices de génération
croissants successifs.
Un ou deux octets (ce qui implique des incrémentations modulo 28 ou 216) dans
chaque entête de paquet est suffisant pour faire la distinction entre les générations suc-
cessives dans le réseau. En plus de l’indice de la génération dans l’entête du paquet, un
autre mécanisme est utilisé par chaque nœud pour synchroniser les paquets entrants
et sortants, ce mécanisme est appelé le "buffering".
Avec ce mécanisme, les paquets qui arrivent dans un nœud sur n’importe quel lien
entrant sont mis dans une file d’attente et classés suivant l’indice de la génération.
Puis, quand se présente une occasion de transmission sur un lien sortant, un paquet
est généré par une combinaison linéaire aléatoire de tous les paquets de la génération
courante qui sont prêts et existant dans la file d’attente. Périodiquement, une nouvelle
génération courante est choisie et les paquets correspondant à l’ancienne génération
courante sont supprimés. Les combinaisons linéaires des paquets sont choisies aléatoi-
rement pour chaque paquet sortant, et varient donc dans le temps. Toutefois, ceci ne
présente pas de nouveaux problèmes au décodeur car les vecteurs de codage global
sont inclus dans les paquets [5][50].
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FIGURE 2.13 – Principe du buffering
2.4.2 Réseaux de recouvrement "Overlay"
L’application du codage réseau dans les réseaux overlays (réseaux de recouvre-
ments) a été proposée dans [4]. Ce paragraphe en présente les principaux résultats.
Les avantages des réseaux overlay proviennent de deux propriétés fondamentales :
1. les nœuds d’un réseau overlay sont en pratique des machines de haut niveau et
ont des capacités supérieures pour réaliser les opérations de base de stockage et
d’expédition par rapport aux réseaux de plus bas niveau.
2. la topologie des réseaux overlay, définie au dessus d’un réseau IP de grande
taille, peut être construite et modifiée facilement dans le but de réaliser un codage
réseau.
L’intérêt d’utiliser le codage réseau dans ce type de réseau est d’améliorer le débit de
bout-en-bout d’une transmission multicast. Cet objectif est obtenu grâce à l’introduc-
tion de deux nouvelles notions.
Tout d’abord, la notion habituelle que des données peuvent seulement être répli-
quées et expédiées par les nœuds n’est plus considérée. En effet, en tant que système
de haut niveau, chaque nœud possède la capacité de coder et de décoder des données
au niveau de message en utilisant des codes linéaires efficaces.
Ensuite, la seconde notion classique qui est abandonnée est celle consistant à consi-
dérer que la topologie d’un réseau multicast de la source aux récepteurs doit être un
arbre. [4] propose un ensemble d’algorithmes distribués pour construire des graphes
multicast multi-redondant comme topologie du réseau multicast. Il indique ensuite
comment construire un code réseau adéquat et l’appliquer sur ce type de graphe.
Les résultats présentés dans [4] montrent que des gains significatifs de débit de
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bout-en-bout peuvent être obtenus par cette technique par rapport à des techniques de
routage classique (protocole Narada). Toutefois, Ces performances restent inférieures
à celles des algorithmes optimaux (DV MRP ) [4].
2.4.3 Réseaux ad-hoc et sans fil
Même si, dans [1], le codage réseau a été présenté pour des transmissions multicast
dans réseaux filaires, les réseaux sans fil sont particulièrement bien adaptés pour le
codage réseau en raison de la nature des liens sans fil qui compliquent le routage.
L’application du codage réseau aux réseaux de paquet sans fil permet de réaliser
des gains de performance importants comparé aux réseaux de routage sans fil tradi-
tionnels [51].
L’échange d’information entre deux nœuds dans un réseau sans fil ( conversation
audio, vidéo conférence entre deux participants, transmission de messages instanta-
née) peut être effectué efficacement en exploitant le codage réseau et la propriété de
diffusion de la couche physique offerte par le milieu sans fil [7]. En plus des gains po-
tentiels du débit, le codage réseau permet d’employer des solutions plus économiques
en termes de l’utilisation des ressources que des solutions de routage.
Le codage réseau peut être appliqué dans plusieurs types de réseaux pour faire
partager des fichiers comme dans les réseaux maillés sans fil, les réseaux sans fil avec
un système d’antenne réparti (DAS) et les réseaux utilisant la coopération entre les
utilisateurs.
L’intérêt du codage réseau est encore plus important en présence de sources mul-
tiples [52] [53].
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Chapitre 3. Codage réseau et réseaux avec des garanties de qualité de service (QoS)
3.1 Introduction
Dans ce chapitre, Nous discutons et proposons l’application de codage réseau dans
les domaines des réseaux avec des garanties de qualité de service (QoS).
Dans la première partie, nous présentons les concepts des réseaux avec des garan-
ties de QoS. Ensuite plusieurs exemples de ce genre de réseau seront cités. Puis, dans
la deuxième partie, nous expliquons pourquoi et comment appliquer le codage réseau
dans ce type de réseaux. Finalement dans la troisième partie, nous ferons une présen-
tation synthétique du calcul réseau et de ses notions de base.
3.2 Réseaux avec des garanties de qualité de service (QoS)
3.2.1 Concepts et exemples de réseaux avec des garanties de QoS
3.2.1.1 Internet et Qualité de Service
La Qualité de Service (QoS) désigne la capacité à fournir des niveaux de service
réseaux aux applications et/ou aux utilisateurs.
La Qualité de Service dans des réseaux à commutation de paquets représente la
faculté d’offrir une garantie acceptable sur des paramètres réseau comme la perte de
paquets et la latence pour un service précis (voix sur IP, vidéo-conférence, etc.).
Un niveau élevé de service dans les réseaux est limité par les éléments réseau,
comme les éléments extrémités, (envoi et réception) et les éléments intermédiaires. Il
est nécessaire de considérer les limites des éléments réseau pour résoudre le problème
de la garantie de QoS du réseau. Une QoS garantie offre des garanties sur la bande
passante, les limites des délais de bout-en-bout et les tailles des files d’attente.
Le service offert par la couche réseau (IP) de l’Internet est de type "Best Effort", sans
connexion et non fiable. Il est basé sur la philosophie du premier arrivé, premier-servi.
Ce service permet de maximiser l’utilisation des ressources et d’assurer la robustesse. Il
implique le même traitement pour l’ensemble des flux qui traversent le réseau de com-
munication. Par conséquent, ce service n’offre pas des garanties en termes de Qualité
de Service.
La variabilité des délais de transmission (gigue) et des pertes de paquets n’a pas
d’effets sur les applications typiques d’Internet telles que l’E-mail ou le transfert de
fichiers. En revanche, les applications temps réel ne peuvent pas se satisfaire de ce
type de service.
Il faut noter que, sur l’Internet, il n’y a aucune connaissance sur le chemin emprunté
par les différents paquets, contrairement aux réseaux à commutation de circuits où
durant toute la période de la communication, un circuit est réservé.
Un autre inconvénient d’Internet est l’absence de garantie sur la régularité du débit
pour les services qui exigent une stabilité ou une bande passante déterminée.
Pour gérer ce type de problème, il existe des mécanismes de QoS permettant de
fournir un certain niveau de prévisibilité et de contrôle au-delà du service de "Best
Effort" d’IP en classifiant les différents flux réseau et en réservant de la bande passante
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pour les services nécessitant un service continu (temps réel).
Plusieurs modèles ont été proposés pour que les réseaux IP fournissent de la QoS.
Les modèles des Services Intégrés (IntServ) et les modèles des Services Différenciés
(DiffServ) sont les principaux.
3.2.1.1.1 Les Services Intégrés (IntServ) :
Le modèle d’IntServ propose deux classes de service qui visent le trafic en temps réel
en plus de la classe "Best Effort" actuelle. Ces deux classes sont :
1. Service Garantie "Guaranteed Service" : ce service garantit une limite supérieure
du délai de transmission de l’ensemble des paquets appartenant à un flux de cette
classe.
2. Service de charge contrôlée "Controlled Load Service" : ce service est mise en
œuvre pour les flux qui exigent un service fiable et amélioré par rapport au ser-
vice "Best Effort" classique.
Ce modèle est conçu pour fonctionner aussi bien avec les transmissions multicasts
qu’unicasts.
Dans le modèle des services intégrés, les ressources (e.g. bande passante) sont ex-
plicitement gérées afin de répondre aux exigences des applications. Ceci implique que
la réservation de ressource et le contrôle d’admission sont les modules de construction
principaux de ce modèle.
Pour réserver les ressources demandés pour un flux dans la classe précise, le proto-
cole de signalisation (RSVP : Resource ReServation Protocol) est employé sur le chemin
entre la source et le récepteur. IntServ garantit le niveau de QoS via le protocole de la
réservation de ressource (RSVP) et le contrôle d’admission.
Pour faire une réservation de ressources, l’émetteur envoi une requête RSVP vers
le récepteur. Si tous les routeurs, qui sont traversés par cette requête ont les ressources
nécessaires pour le flux considéré, le récepteur envoie un message de réservation de
ressources en réponse à la requête de l’émetteur.
Chaque routeur doit identifier le flux et les réservations des ressources correspon-
dantes. L’acceptation des flux est déterminée selon un mécanisme de contrôle d’admis-
sion en fonction des ressources disponibles et du contrat entre le client et le fournisseur
de service Interne (ISP : Internet Service Provider).
IntServ offre de fortes garanties en termes de qualité de service aux différents flux
ayant réservé des ressources. Cependant, ce service a des limites dans le déploiement
à grande échelle car chaque routeur traversé par un flux doit garder l’identification et
les ressources réservées par ce flux. Sachant que le nombre de flux qui traversent les
routeurs peut être très grand (surtout pour ceux qui sont situées au centre du réseau),
ce service peut générer des délais dans ces routeurs.
En outre, le protocole de réservation de ressource (RSVP) est employé en tant que
protocole de signalisation pour des réservations de ressource de bout-en-bout. L’im-
plémentation de ce service doit donc être réalisée sur tous les routeurs traversés pour
offrir un service garanti de bout-en-bout. L’inconvénient d’IntServ est son manque de
flexibilité. De plus, le trafic généré par la signalisation peut augmenter significative-
ment les communications entre les routeurs dans les grands réseaux.
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Pour résoudre ces problèmes, des nouveaux types de services ont été proposés sous
le nom des Services Différenciés (DiffServ) [54].
3.2.1.1.2 Les Services Différenciés (DiffServ) :
Les services différenciés ont été proposés comme une évolution d’IntServ et comme
une réponse à ses problèmes de déploiement à grande échelle.
Dans ce service, les paquets qui entrent le réseau sont marqués par ordre de priorité.
Ce marquage est aussi utilisé par les routeurs pour classer les paquets et pour les mettre
dans les files d’attente. Les services différenciés prennent en compte un nombre limité
de classes de service. Ils réduisent donc le nombre d’identifications et de ressources à
réserver dans les routeurs (notamment pour les routeurs de centre du réseau).
La classification des flux se fait donc dans les routeurs à l’entrée du domaine de
services différenciés. La complexité des opérations et la charge de traitement dans ces
routeurs devient alors plus importante que celles effectuées dans les routeurs au centre
de réseau. Malgré ça on peut considérer que le nombre de flux à traiter dans ces rou-
teurs sont limités car ces routeurs se situent à l’entrée des domaines DiffServ et peuvent
donc supporter des opérations de traitement plus lourdes.
Deux classes de services sont principalement proposées par les services différen-
ciés. Ces classes de service sont :
1. La transmission accélérée (Expedited Forwarding : EF) : cette classe possède la
plus haute priorité. Elle réduit au maximum les délais et la gigue (variations de
délais) des flux qui l’utilisent car ceux-ci sont servis en premier. Les paquets sont
supprimés si le trafic excède le seuil de charge maximum fixé par la politique
locale.
2. La transmission garantie ou assurée (Assured Forwarding : AF) : cette classe per-
met de définir des priorités de délivrance des paquets. Les paquets qui respectent
la politique locale sont délivrés avec une priorité haute. Les paquets d’AF qui ne
respectent pas la politique locale ne sont pas livrés à la priorité indiquée. Au lieu
de cela, ils sont classés à une priorité inférieure, mais ils ne sont pas supprimés.
Avec ce type de service, il n’est pas nécessaire d’indiquer ou de marquer les pa-
ramètres du type du service désiré ou de faire des réservations de ressource. En
revanche, ces paramètres sont programmés dans des routeurs.
La priorité de cette classe de service se situe entre le priorité de la classe Expedited
Forwarding et celle de la classe "Best Effort" dans les routeurs [54].
En plus de classes précédentes, il y a la classe "Best Effort" de la couche IP qui maximise
l’utilisation des ressources en simplifiant les traitements dans les routeurs. Cette classe
n’offre pas de garanties pour une qualité de service donnée. Les délais et les taux de
pertes sont importants dans cette dernière classe de service en cas de congestion du
réseau car elle ne dispose que des ressources non utilisées par les classes de services
précédentes.
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3.2.1.2 ATM et Qualité de Service
L’ATM est un mode de transmission à haut débit dont le concept a été défini dans
les années 80. Cette technique vient comme une suite logique a d’autres modes de
transmission comme la commutation par paquets.
ATM, (Mode de Transfert Asynchrone), découpe les données en cellules de taille
petite et fixe (chaque cellule contient une entête et une charge utile de 53 octets = 5
octets d’entête et 48 octets des données). Ceci facilite les traitements des donnée.
Le terme asynchrone se rapporte à la façon dont la bande passant est assignée parmi
des connexions et des utilisateurs. "Le réseau fonctionne en mode asynchrone, mais la
commutation utilisée permet la synchronisation de l’horloge d’émission et de l’horloge
de réception". ATM utilise la commutation par circuit virtuel (VC). Les cellules dans la
même connexion virtuelle maintiennent leur ordre séquentiel. L’en-tête sert à identifier
si les cellules appartiennent à la même connexion virtuelle.
Les deux derniers octets de charge utile contiennent un code CRC de protection
de la charge utile contre les erreurs. La correction d’erreur se fait seulement sur les
données des entêtes et non pas sur la charge utile car les données de l’entête sont
importantes pour l’acheminement. L’entête contient également un indicateur de type
de charge utile.
Le réseau assure que les ressources nécessaires sont disponibles avant la définition
d’une connexion virtuelle ce que limite la perte de cellules. En conséquence, l’interven-
tion de l’ATM pour éviter la perte résultant de débordements ou d’encombrements est
aussi limitée.
Grâce aux cellules, qui sont petites et de taille constante, et au mode asynchrone,
l’ATM est bien adapté pour fonctionner avec des réseaux à haut débit (fibres optiques)
et permet d’offrir des qualités de service et des débits variés et d’acheminer de très
nombreux types de services [55][56].
ATM est une technologie de réseau à commutateurs utilisant une signalisation d’
"Interface Utilisateur-Réseau" (User-Network Interface : UNI) pour contrôler des connec-
tions de bout-en-bout dans des réseaux d’ATM. La plupart des connexions ATM sont
établies sur des circuits virtuels commutés (SVCS) sur lesquels des connections sont
créées et supprimées en fonction de la signalisation UNI.
Un des principaux intérêts de l’ATM est sa capacité à fournir un réseau télépho-
nique sûr sans avoir besoin de PVCs. Les PVCs (Permanent VC), sont des connexions
logiques établis en permanence entre deux systèmes ATM offrant à la fois des niveaux
de performance et de flexibilité importants.
Plus précisément, les commutateurs d’ATM ont la capacité de fonctionner à plu-
sieurs niveaux de service :
– Débit binaire constant (CBR) : c’est un service de transfert des données aux taux
fixes. CBR est employé pour les applications qui exigent une synchronisation pré-
cise pour garantir la bande passante et la QoS.
– Débit binaire variable (VBR) : c’est un service de transfert des données fournis-
sant un débit spécifié, mais sans envoyer les données régulièrement comme dans
CBR. VBR est un choix classique pour la VoIP et les applications de vidéoconfé-
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rence.
– Débit binaire disponible (ABR) : c’est un service qui garantit une capacité mini-
mum, mais qui permet au trafic de monter à des niveaux plus élevés lorsque la
bande passante est disponible.
– Débit binaire non spécifié (UBR) : c’est un service utilisé pour acheminer le trafic
qui ne nécessite pas de synchronisation. UBR n’a aucun mécanisme pour ajuster
dynamiquement la quantité de bande passante disponible pour une connexion.
On peut noter que l’IP ne spécifie pas de débit binaire. En raison de sa capacité à gé-
rer la QoS, l’ATM est particulièrement adapté pour les trafics multimédia, qui doivent
avoir un CBR ou VBR en temps réel pour fonctionner efficacement. Mais il est égale-
ment important pour le trafic régulier, car il permet aux opérateurs de bien gérer la
bande passante en temps réel. La commutation d’ATM fonctionne en combinant plu-
sieurs circuits virtuels (VCs) dans un chemin virtuel (VP). Plusieurs VPs sont à leur
tour combinés dans un circuit physique (un câble ou une fibre optique).
Chaque cellule d’ATM s’identifie avec un VCI et un VPI (des identificateurs de
VC et de VP) pour indiquer aux commutateurs d’ATM comment la cellule doit être
manipulée. Quand la cellule se déplace entre les commutateurs, ses valeurs de VCI
et de VPI sont récrites pour diriger la cellule vers son prochain destinataire. De cette
façon, le système peut assurer l’intégrité de chemin et l’adaptabilité [55][56].
L’ATM emploie un ensemble de mécanismes de gestion du trafic pour fournir des
niveaux de service. Par exemple, dans chaque cellules ATM, il y a un bit pour la priorité
de perte (CLP : Cell Loss Priority), ce bit indiquant si une cellule ATM peut être aban-
donnée en cas de congestion. L’ATM emploie également un mécanisme de "seau percé"
pour reformer les flux de trafic quand ils entrent dans le réseau. D’autres mécanismes
d’ATM sont employés pour séparer le trafic par type de service et ainsi maximiser l’uti-
lisation de la bande passante. ATM emploie quatre paramètres du trafic de source :
– Taux maximum de cellules (PCR) : c’est le taux maximum auquel les cellules
peuvent être transportées sur une liaison.
– La taille maximum de la rafale (MBS) : c’est le nombre maximum de cellules qui
peuvent être transférées dans un flot continu.
– Taux de cellules viable (SCR) : c’est le taux moyen de transfert des cellules ad-
missible à long terme pour une liaison.
– Taux minimum des cellules (MCR) : c’est le taux minimum de transfert des cel-
lules admissible pour une liaison.
ATM utilise des mécanismes de QoS pour offrir les meilleurs services en termes de
QoS. En réalité, une grande partie du trafic d’ATM dans l’Internet utilise les niveaux de
service du débit binaire non spécifié (UBR) parce que la plupart des connections dans
l’Internet sont asynchrones et donc effectuées avec délai et gigue. En plus, la plupart
des réseaux ATM sont des réseaux centraux (backbone) et pas des réseaux de bout-en-
bout [56] [57].
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3.2.1.3 Les réseaux embarqués
"Un système embarqué est un ensemble de fonctions périodiques ou apériodiques
exécutées par un ensemble de ressources de calcul ou de communication interconnec-
tées" [58]. Les principales caractéristiques et contraintes de ces réseaux sont :
– Le partage des ressources (bus de données multiplexés, ressources de traitement
gérées par un exécutif temps réel, ressources de calcul et de communication bana-
lisées). Un exécutif est "un système d’exploitation qui ordonnance les exécutions
des tâches et protège l’accès aux ressources partagées et qui reçoit et transmet les
signaux de synchronisations".
– Les éléments de réseau sont bien contrôlés (maîtrisés), (tous les nœuds "émet-
teurs, récepteurs, routeurs/commutateurs", et tous les liens sont sous contrôles).
La maîtrise du comportement temps réel signifie la maîtrise des délais d’exécu-
tion et de communication, la maîtrise des gigues, la maîtrise des dimensionnes
des bus, des files d’attente, de la puissance de calcul, etc.
– Déterminisme temps réel du réseau [58].
Déterminisme du réseau
Le déterminisme du réseau est sa capacité à borner certains paramètres. Par exemple,
il est parfois nécessaire de connaître la borne supérieure de la latence. Si on suppose
que les transmissions des systèmes terminaux ne sont pas synchronisées, les paquets
de données arrivent distribués dans le temps et la possibilité de collisions et de conges-
tions existe. Ceci a comme conséquence des augmentations sur les bornes des délais de
transferts.
Même si les transmissions sont synchronisées, la connaissance des bornes maxi-
mums des délais de transferts est un problème important. Ce problème peut être étu-
dié en utilisant en particulier la théorie du calcul réseau pour proposer des enveloppes
de trafic pour ce réseau. Par exemple, une étude sur le déterminisme sur un réseau
de type Ethernet redondant et fiabilisé AFDX (Avionics Full DupleX switched ether-
net :AFDX) a été réalisée dans [58].
Robustesse et tolérance aux fautes
La redondance des données d’un réseau est utilisée dans les cas de perte d’infor-
mations dues à des congestions ou à des pannes dans les liens ou les routeurs. Dans les
réseaux embarqués, la fiabilité est très importante et doit être particulièrement élevée.
Les moyens qui sont mis en œuvre pour améliorer la robustesse globale du système
consistent souvent à dupliquer les matériels.
3.2.1.3.1 Le réseau embarqué AFDX
Le réseau AFDX est constitué de calculateurs et de réseaux de communication parta-
gés. Les applications avioniques, distribuées sur ces architectures, ont certaines contraintes
(maîtrise des latences, qualité de service, échange de données assurées et fiables,. . . ).
Pour le réseau avionique, chaque requête de transmission dans le réseau doit être
transmise, sans tenir compte du type de données, avec un délai de transit maximal
dans le réseau (aussi appelée latence de bout-en-bout). Ce délai doit être garanti.
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La notion de garantie de service fournit ces deux types de garantie : une limite supé-
rieure du délai et une largeur de bande constante. Elle permet d’établir une connexion
logique entre un nœud émetteur et un ou plus nœuds récepteurs. Les paquets qui ap-
partiennent à la même connexion définissent un flux.
Il est important de noter que le réseau AFDX utilise les notions de redondance et
de lien virtuel. Une redondance matérielle du réseau est prévue afin d’augmenter la
robustesse du réseau AFDX. Elle consiste à doubler le réseau (qui peut ainsi être vu
comme deux réseaux superposés). Chaque abonné (système terminal ou "end system")
aura ainsi une connexion sur chaque réseau qui lui permettra d’émettre sur les deux
réseaux et de sélectionner un des deux paquets à la réception [59] [60].
FIGURE 3.1 – Le concept de réseau redondant
3.2.1.3.1.1 lien virtuel (VL)
Le concept le plus important introduit par l’AFDX est le concept des liens virtuels qui
permet d’isoler les transferts des données entre un émetteur et des récepteurs. Un lien
virtuel définit une connexion unidirectionnelle logique d’un système terminal (source)
jusqu’à un ou plusieurs systèmes terminaux (destinations) et un sens de transfert (voir
la Figure 3.2) :
Chaque lien virtuel a une largeur de bande maximum dédiée. Un lien virtuel a :
– Un abonné émetteur unique, un ou plusieurs abonnés en réception.
– Un temps maximum garanti de transfert des trames vers les récepteurs et ça
quelque soit le comportement du reste du réseau.
– Un identifiant unique.
Pour chaque lien virtuel, le système terminal doit maintenir les données dans l’ordre
où elles sont délivrées par l’application, dans la transmission et la réception.
Le commutateur (switch) connaît par une table de configuration statique les VL
qu’il doit commuter ainsi que le nombre de trames autorisées par VL. Le concept de
VL se concrétise par deux services implémentés dans les abonnés :
– Un service d’admission AFDX : son rôle est de permettre à l’application d’accéder
aux VL en émission
– Un service de réception AFDX : il a la charge de mettre à disposition des applica-
tions les données utiles et ceci dès la réception.
Pour plus de détails, voir [59] [60].
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FIGURE 3.2 – Un lien virtuel
3.2.1.3.1.2 Représentation des flux
Le réseau AFDX assure à chaque paquet un cheminement unique de bout-en-bout
grâce aux VL. Au niveau de chaque abonné, tout paquet est affecté à l’émission à un VL
prédéfini par configuration. Le paquet contient dans la partie adressage l’identification
du VL et cette identification est utilisée pour le diriger dans le réseau. Par conséquent,
sur tout le cheminement du paquet, à chaque traversée d’un commutateur, un service
vérifie si ce paquet est autorisé à y passer. De même, à la réception, l’abonné vérifie
l’appartenance du paquet à un VL autorisé en réception. Si ce n’est pas le cas le paquet
est détruit. La bande passante allouée à un lien virtuel est définie comme le nombre
de "paquets" (frames AFDX) envoyés par seconde et leur taille. La bande passante
n’est toutefois pas suffisante pour caractériser un trafic de paquets sur un lien. Par
conséquent, le traitement du lien virtuel est réalisé par un mécanisme de contrôle de
flux qui régule les flux de données produits par différentes sources qui appartiennent
à ce système terminal. Ce mécanisme fournit une partition pour les niveaux de réseau
[59] [60].
Une frame AFDX de taille minimum se compose de 84 octets au total. Le flux des
frames liés à un lien virtuel particulier est caractérisé par deux paramètres :
– BAG : intervalle d’affectation de largeur de bande passante (Bandwidth Allocation
Gab). Un mécanisme de contrôle de la largeur de bande passante. Le BAG repré-
sente l’espace minimum entre les premiers bits de deux frames AFDX consécu-
tives.
– gigue : la variation de la latence.
Pour garantir les BAGs de tous les VL, on doit appliquer un contrôle de flux c’est-
à-dire que tous les paquets courants doivent passer dans un régulateur. En plus, si
on a de multiples VL, on doit mettre un ordonnanceur (Scheduler) multiplexeur qui
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(a) (b)
FIGURE 3.3 – (a) : Le BAG dans un VL pour un flux de données maximum sur la
largeur de bande. (b) : Le BAG dans un VL pour un flux de données non maximum sur
la largeur de bande.
FIGURE 3.4 – Régulation du flux d’un lien virtuel
réalise le multiplexage des différents flux. Le but du régulateur est la limitation du
FIGURE 3.5 – Mécanisme de control de flux avec un ordonnanceur
débit des paquets instantané dans un lien virtuel par un espacement de paquets. A la
sortie de l’ordonnanceur, et pour un lien virtuel donné, les frames peuvent apparaître
dans un intervalle de temps limité. Cet intervalle est défini comme la gigue maximum
admissible. L’utilisation maximale de la largeur de bande de chaque VL est caractérisée
par leur BAG et la taille maximale autorisées de la frame du VL (notée Lmax). Cette
valeur est donnée par la formule Lmax/BAG ou la Bande passante [59] [60].
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FIGURE 3.6 – L’effet de la gigue sur un flux de données maximum sur la largeur de
bande
3.3 Besoins et applications du codage réseau au sein des
réseaux avec QoS garantie
Comme on peut le voir sur les principales références du codage réseau, ce domaine
est relativement récent. De plus, comme indiqué dans la partie 3.1, les résultats théo-
riques ne sont pas directement applicables sur des réseaux réels. Les principaux tra-
vaux proposant d’utiliser le codage réseau dans des réseaux réels ont été présentés
dans les sections précédentes.
Dans les parties qui suivent, nous proposons d’étudier l’utilisation possible du co-
dage réseau dans un autre type de réseau : les réseaux avec QoS garantie.
3.3.1 Intérêts du codage réseau pour les réseaux avec QoS garantie
Sans considérer un réseau avec des garanties de QoS en particulier, nous pouvons
constater que le contexte des réseaux avec des garanties de QoS semble favorable à
l’utilisation du codage réseau. Les principales raisons de cet optimisme sont les sui-
vantes :
– La plupart des intérêts du codage réseau ont un sens dans un contexte avec des
garantie de QoS :
1. Délai maximum de traversée du réseau.
2. Taille des files d’attente des routeurs.
3. Optimisation du rapport coûts (quantité de matériel) / niveau de robus-
tesse.
– On peut considérer que l’ensemble des matériels et des logiciels sont homogènes
(un système embarqué par exemple). De plus, les problèmes de synchronisa-
tion entre les flux (système embarqué), les problèmes de taille uniforme de pa-
quet semblent pouvoir être résolus (ATM). De plus, dans le contexte embarqué,
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la taille de ces réseaux étant habituellement "raisonnable", on peut penser que
chaque nœud peut avoir une connaissance globale du réseau et donc du code
utilisé. Ceci permettrait, en particulier, d’éviter d’inclure dans chaque paquet le
codage utilisé, comme dans la partie 2.4.1.
– Dans les réseaux embarqués et ATM, on peut considérer généralement qu’une
"autorité supérieure" possède une vision globale du réseau. On peut donc pen-
ser que, si les avantages du codage réseau sont clairement exposés et clairement
compris, la décision d’implémenter cette technique puet être prise.
(a) sans codage réseau (b) avec codage réseau
FIGURE 3.7 – L’intérêt du codage réseau en termes de robustesse
Les réseaux avec QoS garantie ont des contraintes en ce qui concerne les qualités des
services offerts aux flux (contrat de service). Deux points clés sont examinés en vue de
ce contrat de service. Il s’agit de la fiabilité du service ou la tolérance aux fautes et du
déterminisme.
La tolérance aux fautes est généralement apportée grâce à une redondance maté-
rielle et logicielle. Le codage réseau permet d’optimiser la quantité de matériel pour
un niveau de tolérance aux fautes donné.
L’utilisation de codage réseau peut être intéressante dans ce contexte car dans cer-
tains cas, comme sur l’exemple représenté sur la Figure 3.7. Il permet d’optimiser le
compromis niveau de robustesse / quantité de matériel.
En ce qui concerne le déterminisme, le codage réseau, qui améliore de manière
générale l’utilisation des liens, doit permettre de diminuer la borne maximum de délai
de transit dans le réseau.
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En effet, comme l’explique l’exemple sur la Figure 3.8 qui présente un réseau de
transmission avec 2 sources de transmissions multicast, on observe un point de conges-
(a) sans codage réseau (b) avec codage réseau
FIGURE 3.8 – L’intérêt du codage réseau en termes de déterminisme
tion potentiel sur le routeur 1. Cette congestion aura nécessairement une influence né-
gative sur les délais maximum de transfert des données. De plus, la taille de file d’at-
tente en 1 devra être dimensionnée en conséquence. On peut voir qu’avec le codage
réseau (schéma 3.8(b)), on peut supprimer le point de congestion (ou en pratique, le
réduire). Ceci a bien évidemment une conséquence positive sur la borne maximale du
délai. En termes de calcul réseau, il est à prévoir que la pente de la courbe représentant
l’enveloppe de trafic sortant soit réduite.
3.3.2 Conditions d’application du codage réseau
En plus des différents points positifs communs à tous les réseaux avec QoS garantie
présentés dans la Section 3.2.1, la définition même des réseaux ATM et embarqués fait
que les conditions d’application du codage réseau semblent très favorables.
En effet, les réseaux ATM en eux-mêmes, qui sont des réseaux commutés (le réseau
ATM est un réseau à commutateurs), font en sorte que le trafic soit routé à différents
points du réseau, ce qui offre un bon opportunité d’appliquer le codage réseau.
De plus, les notions de circuit virtuel (VC) et de chemin virtuel (VP) qui peuvent
traiter de liens multicast, semble tout à fait pouvoir être adaptées pour un codage ré-
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seau. En effet, la taille des paquets (cellules) transmis font qu’il semble tout à fait fai-
sable de combiner des paquets issus de plusieurs chemins virtuels avec les mêmes
caractéristiques.
Par rapport aux réseaux embarqués, ils sont aussi des réseaux commutés (par exemple,
le réseau embarqué AFDX est un réseau Ethernet commuté) et ils utilisent aussi des no-
tions de lien virtuel (VL) et d’espacement entre ces paquets ce qui facilite l’adaptation
de codage réseau
Un autre point positif concerne l’utilisation possible des Scheduler et régulateurs
de trafics déjà existants dans les réseaux embarqué AFDX qui devraient permettre de
synchroniser les différents flux.
En résumé, il semble que le codage puisse avoir les avantages suivants dans ce
contexte :
1. amélioration de l’efficacité globale du système avec QoS garantie.
2. possibilité de réduction des coûts (à niveau de robustesse équivalent).
3. augmentation de la fiabilité et de la performance de ces réseaux.
3.4 Le calcul réseau
Le calcul réseau est une théorie récente permettant d’analyser les problèmes des
systèmes de files d’attente représentant les réseaux de communication. Il est basé sur
l’algèbre min-plus. Le calcul réseau permet en particulier d’obtenir des limites déter-
ministes sur d’autres paramètres de Qualité-de-Service (QoS) tels que la taille maxi-
mum de file d’attente et le délai de bout-en-bout dans un réseau de commutation de
paquets tel que l’Internet. Il constitue l’une des principales théories qui peuvent être
utilisée pour fournir des garanties de QoS. Si l’un des domaines d’applications natu-
rels concerne les applications multimédia, cette théorie est cependant applicable à une
variété de problèmes concernant les flux dans les réseaux.
Certains de ces concepts ont d’abord été présentés par R. L. Cruz [11, 12]. Il a sup-
posé que les flux à l’entrée d’un réseau de communication sont modelés de façon spéci-
fique et qu’une certaine garantie est offerte par chaque élément de réseau. En introdui-
sant des techniques basées sur l’algèbre traditionnelle, il a montré comment calculer
les bornes supérieures de délai dans des éléments de réseau.
En s’appuyant sur les travaux de R. L. Cruz, C. S. Chang [61] a proposé d’employer
l’algèbre (min, +) (l’opération d’addition est remplacée avec l’opération "min" et la
multiplication est remplacée par "+") au lieu de l’algèbre habituelle pour simplifier
les calculs. Il a défini la notion de convolution (min, +), la fermeture sous-additive
(sub-additive closure) d’une fonction non décroissante . Il a montré l’optimalité du
modelage de type seau percé (leaky bucket shaping).
Les concepts du calcul réseau ont été développés un peu plus tard par J-Y. Le Bou-
dec et P. Thiran [10]. Ces auteurs ont montré qu’il est possible de modéliser analytique-
ment divers types de garanties de réseau, que les limites sont strictes et qu’elles sont
applicables de bout-en-bout.
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Nous expliquerons dans la suite l’importance du calcul réseau et les raisons qui
nous ont poussées à l’utiliser dans notre travail. Nous présenterons ensuite les notions
de base du calcul réseau.
3.4.1 Intérêts du calcul réseau pour notre problématique
Nous verrons dans les chapitres suivants que l’un des principaux objectifs de tra-
vail est l’analyse du temps de traversée des paquets dans un réseau et de la taille des
files d’attente. Plus précisément, notre but est de déterminer les pires cas des délais
et des tailles des files d’attente au niveau d’un routeur et au niveau d’un réseau com-
plet. Le calcul réseau permet justement d’obtenir des garanties déterministes sur ces
caractéristiques du réseau.
De plus, cette théorie a l’avantage de modéliser les flots de données à l’entrée du ré-
seau selon des contraintes du contrat de trafic spécifique qui comprend des paramètres
permettant de présenter un flot, par exemple, selon un modèle de débit maximal ρ et de
la taille maximale de backlog σ [10]. Cette caractérisation a l’avantage aussi d’être assez
simple à manipuler contrairement à la théorie des files d’attente et à d’autres approches
(modélisations) stochastiques qui sont utilisées quand on n’a pas de connaissances to-
tales des modèles des flux d’arrivées. En effet, ces approches sont, jusqu’à présent, un
peu complexes pour réaliser des analyses complètes d’un réseau de bout-en-bout et
qui ne produisent que des garanties probabilistes et non pas des bornes déterministes
[62].
Dans le cas où on a une connaissance complète sur les flux d’entrée, il sera possible
de caractériser les flux d’arrivées avec des bornes supérieures. Donc, l’approche du
calcul réseau est très utile car elle permet d’évaluer les performances du réseau en
termes de délai et de tailles de files d’attente [62].
Outre les contraintes sur les flux qui exigent que les flots du trafic entrant soient
contrôlés par une courbe d’arrivée, chaque élément du réseau offre un service mi-
nimum représenté par une courbe de service. Cette courbe représente le pire cas du
service offert par cet élément.
Cet ensemble de raisons nous a conduit à utiliser le calcul réseau pour quantifier
l’utilisation du codage réseau dans notre contexte.
3.4.2 Les notions de base du calcul réseau
Dans cette section nous étudierons l’algèbre Min-Plus et les concepts les plus im-
portants tels que des courbes d’arrivée et des courbes de service.
Considérons un système S, qui reçoit des données en entrée et qui délivre des don-
nées après un délai variable. Un flot de données F transmis sur un lien peut être repré-
senté comme une fonction cumulative R(t), telle que pour tout y > x, R(y)− R(x) est la
quantité de données transmise sur ce lien durant l’intervalle de temps [x, y].
Supposons que R(t) soit une fonction d’entrée représentant le trafic cumulé à l’en-
trée jusqu’à l’instant t. R∗(t) représente le trafic cumulé à la sortie jusqu’à l’instant t.
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Une hausse de la pente de la fonction R pendant un certain intervalle de temps
représente une rafale de trafic. Tous ces concepts sont tirés des références [10] [11] [12].
Soit F l’ensemble des fonctions croissantes au sens large, c’est-à-dire telles que f ∈
F si et seulement si f(s) ≤ f(t) pour tout s ≤ t.
1. Min-plus convolution :
Soient f et g deux fonctions de F . La convolution min-plus de deux fonctions f
et g est défini comme :
(f ⊗ g)(t) = inf0≤s≤t[f(t− s) + g(s)]
2. Min-Plus Déconvolution :
Soient f et g deux fonctions de F . La déconvolution min-plus de f par g est la
fonction :
(f  g)(t) = supu≥0[f(t + u)− g(u)]
3. Délai Virtuel :
le délai virtuel à l’instant t est :
d(t) = inf [τ ≥ 0 : R(t) ≤ R∗(t + τ)]
4. Courbe d’Arrivée α(t) ou Courbe d’Arrivée Maximale :
Soit F un flot de données définie par sa fonction cumulative R(t). Soit α(t) une
fonction croissante définie pour t ≥ 0 (i.e. α(t) ∈ F ). On dit que R est contraint
par α(t) si pour tout s ≤ t :
R(t)−R(s) ≤ α(t− s)
On dit aussi que R est limitée par α(t) et que R admet α(t) comme courbe d’arri-
vée maximale.
Plus généralement, nous disons qu’un flux R est α-smooth, où α(t) est une fonc-
tion croissante au sens large, si la quantité de données qui peuvent être observées
sur le flux sur n’importe quelle fenêtre de temps de durée t est inférieure à α(t).
5. Courbe d’Arrivée affine α(σ,ρ)(t) :
Une classe courante de courbes d’arrivée est la classe des fonctions affines. Une
courbe d’arrivée affine α peut être représentée sous la forme
α(t) = σ + ρ ∗ t
pour t > 0 et 0 autrement, où σ représente le backlog et ρ représente le débit
maximal. Dans ce cas, R(t) est borné par α(σ, ρ) :
R(t)− R(s) ≤ σ + ρ(t− s)
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FIGURE 3.9 – Contrôleur du flux de type "Seau Percé"
La courbe α(σ, ρ)(t) représente la courbe d’arrivée d’un contrôleur de flux de type
"seau percé" (leaky bucket controller) avec un taux de fuite ρ et une taille de seau
de σ.
Le contenu d’un seau percé se comporte exactement comme une file d’attente
servie au taux ρ, et de la capacité σ. Ainsi, le flux R(t) est conforme à ce seau
percé si et seulement si le contenu de ce seau n’excède jamais σ.
6. Courbe d’arrivée minimale ou enveloppe :
L’enveloppe d’un flux R est définie par R R. Par définition, nous avons :
(R R)(t) = supv≥0[R(t + v)− R(v)]
7. Courbe de Service :
La courbe de service est utilisée pour décrire le comportement des éléments ré-
seau. Considérons un système S et un trafic dans S caractérisé par des fonctions
du trafic cumulé à l’entrée et à la sortie R et R∗. On dit que S offre au flux R une
courbe de service β si β est une fonction positive croissante telle que pour tout
t ≥ 0 :
R∗(t) ≥ infs≤t(R(s) + β(t− s)) (3.1)
Cette formule peut aussi s’écrire sous la forme suivante :
R∗(t) ≥ (R⊗ β)(t).
Exemples de courbes de service :
– Un élément avec un débit constant C : cet élément offre une courbe de service
β(t) = Ct.
– Un serveur avec un délai ≤ T (guaranteed delay server) : ce serveur offre une
courbe de service δ(t) = +∞ pour t > T et 0 pour 0 ≤ t ≤ T (une fonction de
Dirac au point T ).
– Un serveur avec un débit de service C et un délai de traversée T , offre une
courbe de service débit-latence βC,T (t) = C(t− T )+.
8. Borne maximale de la taille de file d’attente ou Arriéré de trafic (Backlog) :
Avec les notions de courbe d’arrivée maximale et de courbe de service, nous pou-
vons calculer les bornes maximales de la taille de file d’attente (l’arriéré de trafic)
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et du délai. L’arriéré de trafic d’un flux R dans un nœud à l’instant t est la quan-
tité de données "en transit" dans le nœud. Supposons un flux R, contraint par
la courbe d’arrivée α, qui traverse un système offrant une courbe de service β.
L’arriéré de trafic B, défini comme R(t)− R∗(t) pour tout t, satisfait :
B = R(t)−R∗(t) ≤ v(α, β)
où v(α, β) = sups≥0[α(s)− β(s)] représente la déviation verticale maximale entre
les deux courbes α et β.
FIGURE 3.10 – Bornes maximales des délais et des tailles des files d’attente
9. Borne maximal du délai D :
Supposons un flux R, contraint par la courbe d’arrivée α, qui traverse un système
S offrant une courbe de service β. Le délai maximal D subi par ce flux pour tout
t satisfait :
D ≤ h(α,β)
où h(α, β) représente la déviation horizontale maximale entre les deux courbes α
et β.
10. Les Fonctions en escalier (Staircase Functions) vT,τ :
Les fonctions en escalier sont utilisées pour caractériser des flux périodiques. Par
exemple, un flux générant des paquets de taille L où l’intervalle de temps entre




 si t > 0
0 autrement
où l’intervalle T > 0 et la tolérance 0 ≤ τ ≤ T .
11. Flux de Sortie :
Supposons un flux R(t) contraint par une courbe d’arrivée α (t), qui traverse un
système offrant une courbe de service β. Le flux de sortie R∗ est contraint par la
courbe d’arrivée : α β, où (α β)(t) = sup
s≥0{α(t + s)− β(s)}.
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12. Modeleur de trafic (Shaper) :
Un modeleur de trafic dans un nœud de réseau stocke les paquets de données
d’un flux entrant dans une file d’attente et les retarde tels que le flux sortant soit
conforme à des spécifications du trafic données. Par exemple, il peut s’assurer
que le flux sortant a une régularité bornée, ou que les paquets du flux sortant ont
un temps minimum entre arrivées déterminé. Le flux à la sortie du modeleur est
alors borné par une courbe d’arrivée.
R∗(t)− R∗(s) ≤ α(t− s)
où s ≤ t pour tous les s, t.
13. Modeleur de type seau percé glouton (Greedy Leaky Bucket Shapers) :
Un modeleur de type seau percé glouton est un cas spécial d’un modeleur du
trafic. Il assure que le flux sortant respecte des spécifications du trafic prédéfinies,
tout en garantissant que les paquets du flux entrant seront transmis le plus tôt
possible[10].
R∗ = R ⊗ σ
où σ est la courbe de service d’un modeleur glouton (sub-additive et σ(0) = 0)
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4.1 Introduction et hypothèses
Nous proposons d’introduire le codage réseau dans la classe des réseaux four-
nissant des qualités de service (QoS ) garanties. Rappelons que dans ce type de ré-
seaux, les routeurs mettent en application des stratégies assurant aux flux un niveau
de QoS garantie exprimé en termes de délai de bout-en-bout et/ou du débit minimal.
En contrepartie, les flux respectent des contraintes de régularité et de débit maximal.
Les différentes garanties et contraintes sont exprimées comme un ensemble de bornes
caractérisant le réseau.
Les hypothèses utilisées dans la suite sont les suivantes :
Nous supposons qu’un réseau est représenté par un graphe acyclique orienté G =
(V,E) où V est un ensemble de nœuds et E un ensemble de liens orientés. Les liens
sont caractérisés par une capacité donnée et un délai de transmission maximal.
L’ensemble de nœuds est divisé en trois catégories. La première comprend les nœuds
sources qui produisent chacun un ou plusieurs flux. Ces flux peuvent être unicast ou
multicast. Les transmissions sur les liens sont considérées comme fiables, ce qui exclue
toute perte de paquet. Les sources partagent la même horloge, mais les flux produits ne
sont pas synchronisées. Ils sont indépendants et peuvent éventuellement être inactifs.
Les flux produits par les sources sont considérés comme une séquence des paquets de
même longueur L. Nous considérons que tous les paquets d’un flux suivent le même
chemin dans le réseau.
Le deuxième ensemble de nœuds se compose des nœuds de codage. Ces nœuds
peuvent effectuer des opérations de codage réseau linéaires. Ces nœuds se composent
d’éléments de réseau tels que des files d’attente et/ou des modeleurs et chaque élé-
ment garantit un niveau de service.
Le troisième ensemble de nœuds se compose des nœuds récepteurs qui reçoivent et
décodent les flux combinés.
Sous ces hypothèses, nous considérons qu’un code réseau est déterminé à l’avance,
ce qui implique que chaque nœud de codage connaît la ou les combinaisons linéaires
à réaliser sur les flux en entrée de telle sorte à produire les flux de sortie.
Ces conditions particulières nécessitent une stratégie de codage particulière sur les
nœuds de codage. Par exemple, un nœud ne doit pas "bloquer" un paquet indéfiniment
dans le but de le combiner avec un paquet arrivant d’un autre flux car ceci aurait des
conséquences dramatiques sur son délai de bout-en-bout.
La stratégie de codage doit tenir compte à la fois des intérêts des flux et du réseau.
En effet, d’une part, elle doit assurer un niveau minimal de combinaison dans les flux
sortants afin de diminuer la quantité totale de données transmises sur les liens sortants.
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Mais d’autre part, elle doit éviter de contraindre fortement les flux en retardant les
paquets afin de les combiner avec des paquets d’autres flux.
Dans cette section, nous proposons trois stratégies de codage réseau :
• La première stratégie de codage (Stratégie Orientée Réseau) est décrite par une
architecture de nœud basée sur des modeleurs de type seau percé (leaky bu-
cket shapers) et des files d’attente. Les flux sont considérés comme une séquence
continue de paquets non synchronisés. Les paquets sont codés en fonction de
leur date d’arrivée dans chaque nœud. Comme les flux ne sont pas synchronisés,
les dates d’arrivée sont aléatoires. Ce codage peut donc être considéré comme un
"codage aléatoire". Il faut noter que, contrairement au codage réseau classique
(tel que présenté dans la section 2.2.3.3), l’aspect aléatoire de ce code concerne
seulement les dates d’arrivée des paquets et non pas les choix aléatoires des co-
efficients.
L’avantage principal de cette stratégie est sa souplesse. En contre-partie, l’aspect
aléatoire de ce code ne permet pas d’assurer une fiabilité totale sur le décodage
des paquets par les récepteurs.
L’étude de cette stratégie est faite au niveau d’un nœud de codage. Elle est ensuite
généralisée au niveau d’un réseau complet. Elle permet en particulier d’obtenir
des bornes supérieures sur les délais de bout-en-bout au niveau des récepteurs.
Cette généralisation est faite par l’utilisation d’une matrice de transfert définie via
l’algèbre min-plus du calcul réseau. Cette stratégie a été présentée à la conférence
ISITA 2006 [63].
• La deuxième stratégie de codage (Stratégie Orientée Flux) utilise le concept de
code en bloc pour assurer aux récepteurs que le décodage puisse être réalisé.
Nous considérons que chaque source produit au maximum un paquet par flux
dans l’intervalle [ti, ti + Δ[. Les paquets produits par les sources durant cet inter-
valle forment les paquets d’information du ième bloc (mot de code).
Le code réseau linéaire combine seulement les paquets appartenant au même
bloc. Pour effectuer une combinaison linéaire de plusieurs paquets, chaque nœud
doit attendre tous les paquets du même bloc. Puisque le réseau fournit des ga-
ranties sur les délais, un nœud est capable de calculer une limite de temps ou un
délai fixé pour la réception d’un bloc donné.
Si un paquet d’un bloc donnée n’est pas reçu avant le délai fixé ou la limite de
son bloc, le nœud suppose que la source n’a pas produit de paquet dans cet inter-
valle de temps et effectue des combinaisons avec les paquets disponibles. Nous
étudions cette stratégie au niveau du nœud puis au niveau réseau. Cette stratégie
était le sujet de l’article [64] présenté à conférence Networking 2007.
• La troisième stratégie de codage présentée dans [65] est appelée Stratégie de
Transfert Rapide (Fast Forwarding Strategy). Comme dans la deuxième straté-
gie, nous utilisons le concept de code en bloc. La principale différence est que les
paquets sont autorisés de quitter le nœud de codage même si tous les paquets de
ce bloc transitant par ce nœud n’ont pas encore atteint ce nœud. Cette approche
permet de réduire les délais d’attente inutiles des paquets dans les routeurs.
Finalement, à titre de comparaison, l’approche classique de routage/ multiplexage
est aussi étudiée dans cette section.
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Plusieurs stratégies introduites dans cette section seront comparées à partir d’une
évaluation théorique dans le chapitre 5 et par simulation au chapitre 6.
4.2 Stratégie Orientée Réseau (NOS : Network-Oriented
Strategy)
4.2.1 Introduction
Le but de la stratégie présentée dans cette partie est de réduire au maximum la
quantité de données stockée dans le réseau (c’est-à-dire dans les files d’attente des
nœuds de codage) tout en assurant un niveau de codage suffisant afin de réduire le
débit des flux en sortie. Cette stratégie assure que le débit maximal des flux en sortie
est le maximum des débits des flux d’entrée. L’idée principale consiste à combiner
les paquets des différents flux présents dans un nœud au même moment. Une des
conséquences est que certains paquets sont transmis sans être combinés avec d’autres
paquets. Toutefois, ils sont multipliés par le coefficient déterminé par le code réseau.
Dans cette partie, nous étudierons tout d’abord les délais de transmission et le ba-
cklog à l’aide de l’algèbre min-plus du calcul réseau. Cette approche est ensuite géné-
ralisée au niveau d’un réseau complet en utilisant une matrice de transfert définie dont
les éléments appartiennent à l’algèbre min-plus du calcul réseau.
4.2.2 Définitions et hypothèses
Considérons un nœud de codage avec n flux en l’entrée et un flux en sortie. Ces
flux sont respectivement représentés par leurs fonctions cumulatives R1, R2, . . . , Rn et
Rout. Les flux d’entrée sont indépendants, non-synchronisés et composés de paquets de
longueur L. Ils peuvent être temporairement inactifs. Nous considérons que les liens
ont une capacité infinie (cette contrainte sera discutée plus tard).
On peut noter que les résultats présentés dans cette section peuvent être facilement
généralisés aux nœuds ayant plusieurs flux en sortie.
Nous considérons qu’un flux d’entrée Ri, (pour i = 1, 2, . . . , n) est contraint par une
courbe d’arrivée αi, où αi(t) = σi + L ∗ vL/ρi,−L/ρi(t) pour t > 0 et 0 autrement.
Cette fonction correspond à une fonction en escalier avec une taille de backlog (ou
arriéré de trafic) σi et un débit moyen maximal ρi (voir la Figure 4.1).
Nous considérons que les valeurs de σ1, σ2, . . . , σn sont des multiples de L. Nous
supposons aussi que ρ = max(ρ1, ρ2, . . . , ρn) et T = L/ρ = min(T1, T2, . . . , Tn) où T1 =
L/ρ1, T2 = L/ρ2, . . . , Tn = L/ρn.
Avant de présenter de nouvelles définitions, il est important de noter que le flux
de sortie est composé de paquets construits comme des combinaisons linéaires des
paquets issus des flux entrants. A tout flux entrant, on peut faire correspondre le sous-
ensemble de paquets du flux sortant contenant dans sa combinaison linéaire un paquet
provenant de ce flux entrant. Ces "sous-flux" sont utilisés dans les définitions suivantes.
Nous définissons :
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FIGURE 4.1 – Courbe d’arrivée du flux F1 en forme d’escalier
• Routi comme la fonction cumulative du sous-ensemble de données de Rout obtenu
à partir des données de Ri.
• Le délai de traversée subi par un paquet de données dans un nœud comme la
différence entre le moment d’arrivée de ce paquet et le moment de son départ du
nœud (sous la forme d’un paquet combiné).
• L’arriéré de trafic (backlog) d’un flux dans le nœud à l’instant t comme la quantité
de données "en transit" dans le nœud.
4.2.3 Architecture d’un nœud de codage
L’architecture que nous proposons est représentée sur la Figure 4.2. Un Nœud de Co-
dage est composé de n modeleurs de type seau percé glouton, LBS1, LBS2, . . . , LBSn,
et n files d’attente, B1, B2, . . . , Bn.
Le flux Ri (pour i = 1, 2 . . . , n) traverse le modeleur LBSi et la file d’attente Bi en
séquence.
La fonction de LBSi consiste à modeler le flux Fi tel qu’il y ait au moins un inter-
valle de temps T entre deux paquets. LBSi a un backlog égal à σi et offre une courbe
de service L ∗ vT,0(t) au flux Fi.
Les files d’attente B1, B2, . . . , Bn sont synchronisées et offrent la même courbe de
service L ∗ vT,−T (t) aux différents flux. En d’autres termes, après chaque intervalle de
temps T , toutes les files d’attente font sortir un paquet (si elle en contiennent au moins
un).
Les n paquets sortants des files d’attente sont alors multipliés par un coefficient
scalaire et additionnés pour former le paquet codé.
Les opérations de codage ajoutent un délai supplémentaire. Nous considérons que
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FIGURE 4.2 – Architecture d’un nœud de codage
ce délai est borné supérieurement par Tlc et ne dépend pas de nombre de paquets
combinés. Nous considérons donc que la courbe de service de ces opérations est δTlc et
que 0 < Tlc ≤ T .
Si une des files d’attente ne contient aucun paquet, les paquets quittant les autres
files d’attente sont multipliés par des coefficients scalaires, combinés et expédiés. On
peut considérer que le paquet manquant est virtuellement remplacé par un paquet de
zéros.
Remarque : Dans cette stratégie, nous avons supposé que les files d’attente sont
synchronisées. En fait, une solution alternative peut être considérer en supposant que
les modeleurs sont, en plus de leurs tâches traditionnelles, capable de se synchroniser
pour faire sortir simultanément les paquets.
4.2.4 NOS au niveau d’un nœud de codage
Considérons l’architecture de nœud présentée ci-dessus :
Théorème 1. Il existe une politique de service pour un nœud de codage qui assure pour i =
1, 2, . . . , n, que :
1. La courbe de service βi fournie par le nœud à Ri est égale à L ∗ vT,−T−Tlc(t).
2. L’arriéré de trafic (backlog) du flux Ri présent dans le nœud est σi + L.
3. Le délai maximal subi par un paquet de Ri est Tlc + T (1 + σi/L).
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4. Rout est contraint par
(α1  L ∗ vT,−T−Tlc) ∨ (α2  L ∗ vT,−T−Tlc) ∨ . . . ∨ (αn  L ∗ vT,−T−Tlc)
Démonstration. 1). Par définition, le flux qui sort de LBSi est égal à Ri(t)⊗L∗vT,0(t).
Ce flux est ensuite servi par la file d’attente Bi avec une courbe de service L ∗
vT,−T (t) et combiné avec un service δTlc . Il s’ensuit que
Routi (t) ≥ {Ri(t)⊗ L ∗ vT,0(t)} ⊗ L ∗ vT,−T (t)⊗ δTlc
≥ Ri(t)⊗ {L ∗ vT,0(t)⊗ L ∗ vT,−T (t)⊗ δTlc}
≥ Ri(t)⊗ L ∗ vT,−T−Tlc(t)
Ainsi, L ∗ vT,−T−Tlc(t) est une courbe de service offerte par le nœud à Ri.
2). D’après le point 9 - Section 3.4, l’arriéré de trafic (backlog) du flux Ri, noté bi(t),
est tel que :
bi(t) ≤ sup
s≥0
{αi(s)− L ∗ vT,−T−Tlc(s)}
≤ sup
s≥0
{σi + L ∗ vTi,−Ti(s)− L ∗ vT,−T−Tlc(s)}
≤ σi + L
3). D’après les points 10, 11 de la Section 3.4, le délai maximal, noté di(t) subi par un
paquet du flux Ri est borné supérieurement par :
di(t) ≤ sup
s≥0
{inf{τ ≥ 0 : αi(s) ≤ L ∗ vT,−T−Tlc(s + τ)}}
≤ sup
s≥0
{inf{τ ≥ 0 : σi + L ∗ vTi,−Ti(s) ≤ L ∗ vT,−T−Tlc(s + τ)}}
≤ Tlc + σi+Lρ = Tlc + T (1 + σi/L)
(voir la Figure 3.10).
4). Puisque
• Les files d’attente B1, B2, . . . , Bn sont synchronisées.
• Les paquets qui quittent les n files d’attente sont combinés.
• Une courbe d’arrivée de Routi est égale à
αi(t) βi(t) = αi(t) {L ∗ vT,0 ⊗ L ∗ vT,−T ⊗ δTlc} = αi  L ∗ vT,−T−Tlc
Les paquets des tous les flux quittent les files d’attente avec une parfaite synchro-
nisation. Dans ce contexte, les paquets des différents flux, qui arrivent exactement
au même moment, sont combinés ensemble formant le flux sortant Rout. Ces flux
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sortant sont alors des flux des paquets de taille L, avec un intervalle de temps
multiple de T entre deux paquets consécutifs. En conséquence, à chaque instant,
le flux total qui sort du nœud est égal au maximum des flux entre tous les flux
Routi . Il est donc nécessairement contraint par :
(α1  L ∗ vT,−T−Tlc) ∨ (α2  L ∗ vT,−T−Tlc) ∨ . . . ∨ (αn  L ∗ vT,−T−Tlc)
Remarque : Les hypothèses considérées sur la capacité des liens étaient que tous les
liens ont une capacité infinie. Selon l’architecture du nœud de codage proposée, nous
pouvons réduire sans dommage la capacité du lien de sortie à maxi=1,2,...,n(ρi)
4.2.5 NOS au niveau d’un réseau
Le but de cette section est de généraliser les travaux précédents au niveau d’un
réseau complet. Nous allons analyser, puis déterminer les propriétés et les limites su-
périeures des délais de transmission d’un paquet dans un réseau composé de nœuds
ayant l’architecture et les propriétés décrites dans la section précédente.
Une matrice de transfert de ce réseau sera également présentée en utilisant les no-
tions de calcul réseau.
Considérons un réseau représenté par un graphe acyclique orienté G = (V,E) avec
un ensemble de nœuds V = {v1, . . . , vm} et un ensemble de liens E = {e1, . . . , ep}.
Dans cette section, nous supposons que les transmissions d’un paquet sur un lien sont
immédiates (délai égal à 0). Cette hypothèse sera modifiée par la suite.
Nous assignons à chaque lien ei une capacité Cei et nous considérons que s nœuds
parmi le m sont des nœuds sources et q sont des nœuds récepteurs.
Nous supposons que les nœuds sources produisent des flux Ri, i = 1, . . . , k, respec-
tivement contraints par une courbe d’arrivée αi.
Un nœud de codage combine ses flux d’entrée pour produire les flux de sortie selon
un code réseau linéaire déterminé a priori. Nous considérons que les flux d’entrée de ce
nœud R1, . . . , Rr sont respectivement contraints par les courbes d’arrivée α1,in . . . , αr,in.
Nous notons βi,j , (i = 1, . . . , r et j = 1, . . . , g ) la courbe de service offerte par le nœud
de codage au flux d’entrée Ri vers le jème flux de sortie Rj,out.
Suivant le point 4) du théorème 1, Rj,out est contraint par la courbe d’arrivée αj,out
définie par :
αj,out = α1,in  β1,j ∨ α2,in  β2,j ∨ . . . ∨ αr,in  βr,j
Nous supposons que les nœuds récepteurs produisent des flux R∗i , i = 1, . . . , n,
respectivement contraints par une courbe d’arrivée α∗i . Chaque récepteur offre aussi
des courbes de service à ses flux d’entrée ver ses flux de sortie.
Un exemple d’un tel réseau est illustré sur la Figure 4.3.
La généralisation au niveau du réseau des résultats obtenus au niveau des nœuds
revient à déterminer le service offert par le réseau aux flux d’entrée vers les récepteurs.
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FIGURE 4.3 – Un réseau acyclique, orienté avec des liens sans délais et avec deux
sources qui produisent les flux d’entrée R1, R2 avec des courbes d’arrivée respective
α1 et α2. Les deux récepteurs sont les nœuds (5) et (6) qui produisent les flux de sor-
tie R∗1, R
∗




2. Les nœuds (1), (2), (3) et (4)
sont des nœuds de codage. Chaque nœud offre une courbe de service donnée à ses flux
d’entrée vers ses flux de sortie.
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En d’autres termes, nous cherchons à définir une matrice de transfert M permettant
d’exprimer les courbes d’arrivée des flux de sortie en fonction de celles des flux d’en-
trée. Ceci peut être représenté par :
[α∗1, . . . , α
∗
n] = [α1, . . . , αk]M (4.1)
où M représente une matrice de transfert.
La construction de la matrice de transfert proposée ici suit la méthode de la construc-
tion de la matrice de transfert d’un code réseau linéaire présentée dans [2]. La dif-
férence majeure est que, dans [2], les nœuds de codage effectuent des combinaisons
linéaires dans un corps fini du type :
Y = X1 ∗ β1 + X2 ∗ β2
où X1, X2 et Y sont des processus aléatoires qui représentent les flux et β1 et β2 appar-
tiennent à un corps fini.
Dans notre contexte, les nœuds effectuent des opérations sur des courbes de service
et d’arrivée, telles par exemple,
Y = X1  β1 ∨X2  β2
où X1, X2 et Y sont des courbes d’arrivée et β1 et β2 sont des courbes de service.
Par rapport à la construction de la matrice définie sur les corps finis, la princi-
pale difficulté ici est de définir les opérations algébriques devient être appliquées pour
"multiplier" des vecteurs de courbes d’arrivées par des matrices de courbes de service.
Tout d’abord, nous rappelons trois règles de calcul réseau :
1). (α β1) β2 = α (β1 ⊗ β2)
2). (α β1) ∨ (α β2) = α (β1 ∧ β2)
3). (α1 ∨ α2) β = (α1  β) ∨ (α2  β)
Les points 1) et 3) sont directement tirés de [10]. L’équation 2) peut être directement
obtenue de la définition de l’opération  : (f  g)(t) = supu≥0[f(t + u)− g(u)]
En effet, nous trouvons
((α β1) ∨ (α β2))(t) =(α β1)(t) ∨ (α β2)(t)
=supu≥0[α(t + u)− β1(u)] ∨ supu≥0[α(t + u)− β2(u)]
=supu≥0[α(t + u)− (β1 ∧ β2)(u)]
=α (β1 ∧ β2)
Les deux premiers points concernent des opérations incluant seulement une courbe
d’arrivée et plusieurs courbes de service. Ces opérations sont, en règle générale, celles
qui doivent être employées pour calculer la multiplication des matrices des courbes de
service. Un autre avantage de ces opérations est qu’elles permettent la concaténation
des courbes de service.
Le dernier point inclut deux courbes d’arrivée. Ainsi, il sera utilisé dans la multi-
plication du vecteur des courbes d’arrivée et de la matrice des courbes de service (une
multiplication matrice-vecteur).
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Rappelons que p, k et n représentent respectivement le nombre de liens, de flux
d’entrée et de flux de sortie. Nous dirons qu’un lien (ou un flux) i est connecté à un
lien (ou un flux) j si la tête du lien i est la queue du lien j.
Dans [2], la matrice de transfert M est définie comme : M = A ∗ (I − F )−1 ∗ BT où
les matrices A et B sont respectivement les matrice d’entrée et de sortie. La matrice F
est la matrice d’adjacence. Définissons ces trois matrices dans notre contexte.
La matrice A représente les courbes de service appliquées sur les flux en entrée du
réseau. Nous prenons comme convention de noter i le lien faisant entrer le flux Ri dans
la réseau (voir Figure 4.3). Avec cette convention la matrice A = (ai,j)i=1,...,k;j=1,...,p est
définie comme suit : si le lien i est connecté au lien j, alors ai,j = βi,j où βi,j est la courbe
de service offerte par le nœud au flux provenant du lien i et transmis sur le lien j. Si
les liens ne sont pas connectés, ai,j = 0, ce qui correspond à un service nul.
Pour l’exemple présenté sur la Figure 4.3, la matrice A est :
A =
[
0 0 β13 0 β15 0 0 0 0
0 0 0 β24 0 0 β27 0 0
]
Nous définissions ensuite la matrice d’adjacence F = (fi,j)i=1,...,p;j=1,...,p comme suit :
Si le lien i est connecté au lien j, alors fi,j = βi,j où βi,j est la courbe de service offerte
par le nœud au flux provenant du lien i et transmis (codé) sur au lien j.
















0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 β36 0 0 0
0 0 0 0 0 β46 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 β68 β69
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0















Intuitivement, la multiplication d’un vecteur d’entrée par M indique l’état des flux
d’entrée après un saut (hop - le passage dans un nœud). De même, la multiplication
d’un vecteur par M i indique l’état des flux d’entrée après i sauts.
Puisque le graphe G est acyclique, la matrice d’adjacence peut être représentée
comme une matrice triangulaire strictement supérieure. Elle est alors nilpotente. Nous
pouvons calculer la matrice (I − F )−1 = [I + F + F 2 + F 3 + · · · ] qui indique les états
des flux d’entrée dans le réseau.
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1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 β36 0 β36 ⊗ β68 β36 ⊗ β69
0 0 0 1 0 β46 0 β46 ⊗ β68 β46 ⊗ β69
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 β68 β69
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0















La matrice B représente les courbes de service appliquées sur les flux sortant du
réseau. Donc, la matrice B = (bi,j)i=1,...,p;j=1,...,n est définie comme suit :
Si le lien i est connecté au lien sortant j, alors bi,j = βi,j. Si les liens ne sont pas
connectés, bi,j = 0, ce qui correspond à un service nul.
Pour l’exemple présenté sur la Figure 4.3, la matrice B est égale à :
B =
[
0 0 0 0 β5α∗1 0 0 β8α∗1 0
0 0 0 0 0 0 β7α∗2 0 β9α∗2
]
La matrice de transfert est alors égale à :
M = A× (I − F )−1 ×BT
Pour le réseau de la Figure 4.3, A× (I − F )−1 est égale à :
[
0 0 β13 0 β15 β13 ⊗ β36 0 β13 ⊗ β36 ⊗ β68 β13 ⊗ β36 ⊗ β69
0 0 0 β24 0 β24 ⊗ β46 β27 β24 ⊗ β46 ⊗ β68 β24 ⊗ β46 ⊗ β69
]
Finalement, M est égale à :
[
β15 ⊗ β5α∗1 ∧ β13 ⊗ β36 ⊗ β68 ⊗ β8α∗1 β13 ⊗ β36 ⊗ β69 ⊗ β9α∗2
β24 ⊗ β46 ⊗ β68 ⊗ β8α∗1 β27 ⊗ β7α∗2 ∧ β24 ⊗ β46 ⊗ β69 ⊗ β9α∗2
]
Maintenant, nous pouvons donc exprimer les courbes d’arrivée des flux de sortie










On peut ainsi obtenir une expression de la courbe d’arrivée de chacun des flux de
sortie. Par exemple :
α∗1 ={α1  (β15 ⊗ β5α∗1 ∧ β13 ⊗ β36 ⊗ β68 ⊗ β8α∗1)} ∨ {α2  (β24 ⊗ β46 ⊗ β68 ⊗ β8α∗1)}
={α1  (β15 ⊗ β5α∗1) ∨ α1  (β13 ⊗ β36 ⊗ β68 ⊗ β8α∗1)} ∨ {α2  (β24 ⊗ β46 ⊗ β68 ⊗ β8α∗1)}
=α1  (β15 ⊗ β5α∗1) ∨ α1  (β13 ⊗ β36 ⊗ β68 ⊗ β8α∗1) ∨ α2  (β24 ⊗ β46 ⊗ β68 ⊗ β8α∗1)
En effet, le codage réseau permet d’obtenir ces résultats même si le lien 6 a une
capacité finie de l’ordre de débit maximum des flux.
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4.2.6 Discussion sur le décodage
L’approche utilisée dans la cette stratégie est définie de telle sorte à optimiser l’uti-
lisation des ressources réseau telles que le temps passé par les paquets dans les nœuds
de codage et la taille des files d’attente.
Même si nous supposons que le code réseau est fixe, c.-à-d. que les nœuds de co-
dage effectuent les mêmes opérations linéaires sur les flux d’entrée, la variabilité du
débit, les différences de longueur entre les multiples chemins et la gigue impliquent
que le codage ait un aspect aléatoire.
Il s’ensuit que, même si le code réseau est fixe, le récepteur doit décoder un code
aléatoire. En d’autres termes, les combinaisons de données observées par un nœud
récepteur ne sont pas toujours identiques.
L’analyse de la performance de décodage de cette approche n’est pas traitée dans ce
document. Toutefois, plusieurs travaux ont montré que le codage aléatoire peut fournir
un niveau statistique de fiabilité aussi important que souhaité [6]. Le paramètre impor-
tant est principalement la taille du corps fini qui influe sur la probabilité d’inversion
du système linéaire correspondant aux paquets codés reçus [6] [66].
Il faut noter que ce niveau de fiabilité peut être amélioré soit en ajoutant des che-
mins redondants dans le code fixe de réseau ou en envoyant des paquets FEC redon-
dants de la source [6][5] [67].
Malgré tout, le coté aléatoire de cette stratégie est gênante pour un réseau censé
fournir des garanties de qualité de service. Pour cette raison, nous avons souhaité pro-
poser d’autres stratégies fournissant des garanties (sections 4.3 et 4.4). Le "prix" de ces
garanties est l’utilisation du concept de code en bloc qui complexifie le système global.
4.3 Stratégie Orientée Flux (FOS : Flow-Oriented Stra-
tegy)
4.3.1 Introduction
Comme indiqué précédemment, le premier but de cette stratégie est de fournir une
fiabilité totale. Ceci est réalisé en utilisant le concept de code en bloc introduit dans
[5]. Ce concept implique que les combinaisons de paquets ne peuvent être réalisées
qu’entre des paquets appartenant au même bloc.
4.3.2 Définitions et hypothèses
Nous reprenons les définitions et les hypothèses de réseau présentées dans la partie
4.1. Nous définissons un lien orienté reliant le nœud vi au nœud vj par ei,j. Chaque lien
ei,j a une capacité Ci,j (bits/sec), ce qui signifie qu’un paquet de L bits sera transmis
en L/Ci,j secondes. Comme le système doit fournir des garanties de QoS, nous consi-
dérons que, pour chaque lien ei,j, le délai de transmission maximum d’un paquet de L
bits est connu et égal à L/Ci,j + Ti,j = ωi,j + Ti,j.
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En d’autres termes, le lien ei,j a la courbe de service de taux-latence βCi,j ,Ti,j(t). Nous
supposons que la capacité du lien sortant est supérieure ou égale au maximum des
capacités d’entrée. En d’autres termes, la capacité de lien sortant doit supporter, sans
congestion, tous les débits des liens d’entrée. Classiquement, avec le codage réseau, il
suffit que ce lien sortant ait une capacité de l’ordre du débit maximum des flux d’entrée
(c.-à-d. dans le pire cas, la capacité du lien sortant doit être supérieure ou égale à la
capacité maximum des capacités des liens d’entrée).
Il faut noter qu’un des intérêts du codage réseau est d’améliorer la performance
de débit global dans des réseaux où justement, des congestions apparaissent lorsque
l’on utilise une stratégie de routage classique. Dans cette thèse, nous avons choisi de
prendre cette hypothèse de réseaux sur-provisionés pour illustrer le fait que le codage
réseau permet d’obtenir des gains sur la garantie de délai, même lorsqu’il n’améliore
pas les débits.
Comme dans la partie précédente, nous supposons que le temps nécessaire pour ef-
fectuer une combinaison linéaire de plusieurs paquets est assez petit, qu’il ne dépend
pas du nombre de paquets et qu’il est borné supérieurement par Tlc. Nous supposons
qu’un code réseau linéaire a été déterminé a priori pour le réseau considéré. En consé-
quence, chaque nœud sait comment combiner les flux d’entrée pour produire des flux
de sortie.
Les flux générés par les sources sont composés de paquets de longueur fixe L. Ils
vérifient deux contraintes. Le première est liée à la notion du bloc. Nous supposons
que toutes les sources découpent le temps en intervalles [ti, ti+1[ de longueur fixe Δ
(ti+1 = ti + Δ). Dans chacun de ces intervalles de temps, chaque source génère au plus
un paquet. L’ensemble des paquets générés par les différentes sources dans le même
intervalle de temps [ti, ti+1[ constitue l’ensemble des paquets d’information du ième bloc
(mot de code). Si certaines sources ne génèrent pas de paquets dans cet intervalle de
temps, le paquet d’information de cette source est considéré comme nul.
Dans cette stratégie, les nœuds intermédiaires ne combinent que des paquets du
même bloc, cela implique qu’ils combinent des paquets générés quasi-simultanément
par les sources. Ces nœuds réalisent les mêmes opérations de codage sur chaque bloc.
Chaque récepteur reçoit donc des blocs qui ont tous été codés de la même manière
(en utilisant les mêmes combinaisons linéaires). Les opérations linéaires réalisés par ce
récepteur pour décoder sont donc les mêmes pour tous les blocs.
Au niveau des flux, il faut noter que le fait les sources générent au plus un paquet
par intervalle de temps impose une contrainte sur le débit et le niveau de variabilité
du flux. En effet, avec cette contrainte, le débit maximal du flux est ρ = L/Δ.
La deuxième contrainte sur le flux est dictée par une courbe d’arrivée affine (voir
les points 2 et 3 - dans la Section 3.4). Le débit et le niveau de variabilité imposés par
cette courbe peuvent correspondre à celles imposées par la notion du bloc.
4.3.3 FOS au niveau d’un nœud de codage
Considérons un nœud intermédiaire avec n flux d’entrée et un flux sortant (voir
la Figure 4.4). Avec les hypothèses présentées dans la Section 4.3.2, ce nœud combine
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les paquets des flux d’entrée issus du même bloc en employant la stratégie de codage
suivante. La combinaison linéaire correspondante à un bloc i est effectuée dès que au
moins l’un des points suivants est vérifié :
• tous les paquets du bloc i sont dans les files d’attente
• un ou plusieurs paquets du bloc i ne sont pas dans les files d’attente et la date-
limite du temps d’arrivée du bloc i est excédée.
• un ou plusieurs paquets du bloc i ne sont pas dans leurs files d’attente et des
paquets du bloc i + 1 sont dans ces files d’attente.
Les deux derniers points indiquent que le flux correspondant ne contient pas tous
les paquets du bloc i. Dans ce cas, la combinaison linéaire est seulement faite avec les
paquets du bloc i présentes dans le nœud. Ceci n’aura aucun incidence sur le décodage
final car le paquet décodé correspondant sera simplement le paquet plein de zéros.
Notons que chaque nœud connaît la date-limite d’arrivée des paquets de chaque
bloc. En effet, chaque lien fournit des délais de transmission garantis, et chaque nœud
fournit des délais de service garantis. De proche en proche, un nœud est capable de
calculer la date-limite d’arrivée d’un paquet de chaque bloc.
FIGURE 4.4 – Nœud avec n flux d’entrée
4.3.3.1 Analyse des délais
Les délais subis par les paquets dans un nœud ont plusieurs causes.
D’abord, pour effectuer une combinaison linéaire de plusieurs paquets, le nœud
doit attendre les paquets suivant les règles définies dans le paragraphe précédent.
Le temps maximum passé par un paquet du flux Fi dans le nœud Nn+1 pour at-
tendre des paquets du même bloc qui arrivent d’autres liens est dénoté par Tn+1Bi . Nous
représentons ce délai avec la courbe de service βn+1Bi (t) = δTn+1Bi
(t).
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En second lieu, la combinaison linéaire des paquets ajoute un délai borné supérieu-
rement par Tlc. La courbe de service associée à cette opération est δTlc .
Finalement, le traitement du flux codé dans un nœud intermédiaire Nn+1 est repré-
senté par une courbe de service βCn+1,τn+1(t) = Cn+1(t− τn+1) où Cn+1 est la capacité du
lien sortant et τn+1 est le temps de service de ce flux dans ce nœud.
Nous notons βin+1(t) la courbe de service totale fournie par le nœud pour combiner
et transmettre un paquet appartenant au flux Fi. Puisque la courbe de service d’un
nœud intermédiaire est la convolution des courbes de service offertes par ses éléments,
la courbe de service offerte par un nœud intermédiaire Nn+1 à un flux Fi est donc :
βin+1(t) = βCn+1,τn+1(t)⊗ δTn+1Bi ⊗ δTlc(t)
= βCn+1,τn+1+Tn+1Bi +Tlc
Le service fourni par les nœuds récepteurs est égal à celui fourni par les nœuds
intermédiaires. En effet, le décodage du code réseau est simplement une combinaison
linéaire des paquets d’entrée Ainsi, le problème est identique à celui des nœuds inter-
médiaires.
4.3.3.2 Délai maximum dans un nœud intermédiaire de premier ordre
Pour présenter ce calcul, considérons la Figure 4.4. Nous considérons que le nœud
intermédiaire est de premier ordre, c’est à dire qu’il reçoit tous ses flux d’entrée direc-
tement à partir des sources. Chaque flux Fi, i = 1, . . . , n, est contraint par αρi,σi . Ces
flux sont transmis sur les liens {e1,n+1, . . . , en,n+1} vers un nœud intermédiaire Nn+1 où
ils seront combinés. La courbe de service du lien ei,n+1 est βCi,n+1,Ti,n+1 .
Considérons un paquet produit dans l’intervalle de temps [t, t+Δ[. Supposons que
le temps de traversée du nœud Ni par le flux Fi soit nul et que le délai de transmission
sur le lien ei,n+1 soit dans l’intervalle [ωi,n+1, Ti,n+1 + ωi,n+1]. Il s’ensuit que le temps
d’arrivée le plus court de ce paquet dans ce nœud est t + ωi,n+1 et le temps d’arrivée le
plus tardif est t + Δ + Ti,n+1 + ωi,n+1.
Le temps d’attente maximum d’un paquet du flux Fi dans la file d’attente de récep-
tion Bi est
T n+1Bi = Δ + maxj=1...,n
j =i
[Tj,n+1 + ωj,n+1]− [ωi,n+1]
Pour un nœud situé à plusieurs "sauts" des sources, la dernière formule peut être inter-
prétée comme suit : le délai maximum d’attente, qui peut être subi par un paquet d’un
bloc quelconque du flux Fi dans une file d’attente d’un nœud de codage est la somme
de la durée de l’intervalle d’un bloc Δ et la différence entre le délai maximum subi par
les paquets de ce bloc et le délai minimum subi par ce paquet.
La courbe de service associée est βn+1Bi (t) = δTn+1Bi
(t). Les opérations liées à la combi-
naison linéaire et la transmission offrent respectivement les courbes de service βTlc(t) =
δTlc(t) et βCn+1,τn+1(t) = Cn+1(t− τn+1) où Cn+1 est la capacité de en+1.
Supposons que Ci,n+1 ≤ Cn+1 et ρi ≤ Ci,n+1 pour i = 1, 2, . . . , n. La courbe de
service totale offerte au flux Fi par le nœud codage Nn+1 est βin+1(t) = βCn+1,T ∗i , où
T ∗i = T
n+1
Bi
+ Tlc + τn+1.
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FIGURE 4.5 – Courbe de sortie










Une courbe d’arrivée du sous-flux du flux sortant correspondant à Fi en sortie de ce
nœud intermédiaire est [αρi,σ∗i ] où
σ∗i = σi + ρiTi,n+1 + ρi(T
n+1
Bi
+ Tlc + τn+1)
Cette valeur de σ∗i correspond à la quantité de données maximale du flux Fi stockée
dans le nœud de codage (arriéré de trafic).
4.3.4 FOS au niveau d’un réseau
Le but de cette section est d’étendre les résultats précédents et d’analyser les délais
au niveau d’un réseau. Considérons un flux d’entrée Fi, contraint par αρi,σi(t), vérifiant
les contraintes décrites dans la section précédente et transmis successivement à travers
n nœuds intermédiaires et n liens.
On considère que chaque lien ei,k dans ce chemin offre une courbe de service βCi,k ,Ti,k(t) =
Ci,k(t−Ti,k). La courbe de service offerte par un nœud intermédiaire Nk au flux Fi vers
le lien sortant ek,r est égale à :
βCk,r ,T ∗i (t) = β
k
Bi
(t)⊗ βTlc(t)⊗ βCk,r ,τk(t)
= Ck,r[t− T ∗i ]
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FIGURE 4.6 – Transmission d’un flux à travers n nœuds.
où
T ∗i = T
k
Bi
+ Tlc + τk
Dans ce cas T kBi sera, comme nous l’avons montré dans la partie précédente, donnée
par
T kBi = Δ + maxj=1...,mk
j =i
































{T kBi + Tlc + τk} (4.4)
et
Citot = min(C1,1, C1,2, . . . , Cn−1,n) (4.5)
Puis, le délai maximum d’un paquet du flux Fi, contraint par αρi,σi , de la source








Finalement, la courbe d’arrivée de Fi à la fin de ce chemin est :
αρi,σ∗i (t) = αρi,σi(t) βiCitot,T itot(t)
où
ρi ≤ Citot σ∗i = σi + ρi ∗ T itot
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4.3.5 Discussion
Nous pouvons étendre le travail précédent pour calculer les tailles des files d’at-
tente nécessaires à chaque routeur et à chaque récepteur. Cette taille de file d’attente
sera toujours inférieure ou égale au backlog dans n’importe quel nœud.
Par exemple, la taille de file d’attente pour le flux Fi à la fin de chemin précédent
(nœud Nn) est inférieure ou égale à [σi + ρi ∗ T itot].
Nous notons également que la valeur de Δ, qui définit la longueur des intervalles
des blocs, est très importante car elle joue un rôle essentielle dans le calcul des délais et
des tailles de files d’attente. En effet, pour un débit fixé, une grande valeur de Δ assure
le codage d’un grand nombre de paquets dans les nœuds intermédiaires. En contrepar-
tie, les délais de bout-en-bout et les tailles des files d’attente seront aussi augmentées.
Par exemple, ce paramètre doit être choisi avec soin car il apparaît au niveau de chaque
nœud intermédiaire (équation 4.3), ce qui implique qu’il apparaît N fois au niveau du
délai observé par un récepteur 4.4.
Globalement, cette stratégie est une implémentation "naturelle" du codage réseau
classique. Elle est bien adaptée à des flux régulier qui produisent des paquets dans
chaque bloc.
Par contre, avec des flux irréguliers, les nœuds intermédiaires feront attendre les
paquets d’un flux jusqu’à la date limite, ce qui entraînera des délais de bout-en-bout
importants.
4.4 Stratégie de Transfert Rapide (FFS : Fast Forwarding
Strategy)
4.4.1 Introduction
Le système présenté dans la Section 4.3 a été conçu pour fonctionner avec un certain
nombre de flux. Lorsque tous les flux sont actifs, c’est-à-dire que des paquets sont
générés par les sources dans la plupart des générations, ce système fonctionne bien.
Toutefois, lorsque certains flux sont inactifs, les autres flux doivent les "attendre" dans
les nœuds de codage et, par conséquent, leurs délais de bout-en-bout sont augmentés.
L’amélioration que nous proposons permet de résoudre ce problème en autorisant les
paquets à quitter le nœud de codage, même si l’ensemble du bloc n’est pas arrivé. Cette
stratégie est appelée stratégie de transfert rapide.
4.4.1.1 Objectifs et définition de la stratégie de transfert rapide
Comme indiqué dans le paragraphe précédent, l’objectif de cette stratégie est d’as-
souplir la stratégie FOS de telle sorte à ce que des flux inactifs ne retardent pas les
autres flux.
Une solution classique pour assouplir le fonctionnement du codage réseau de pour
l’appliquer dans des contextes pratiques est l’utilisation du codage réseau aléatoire.
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Cette approche permet au codage réseau de s’adapter à la topologie du réseau, à la va-
riabilité du débit des flux ainsi que de supporter des pertes de paquets tout en conser-
vant ses principaux avantages. Cette approche a été implémentée avec succès dans le
contexte de réseaux maillés sans fil, de réseaux ad-hoc ou de réseaux pair-à-pair. Son
principe ainsi que ses principales applications sont détaillées dans la partie 2.2.3.3.
Dans le contexte de cette thèse, nous avons considéré une topologie de réseau fixe
et une connaissance de tous les paramètres du réseau. Nous avons aussi considéré un
taux de perte nul. Sous ces hypothèses, le principal intérêt du codage réseau aléatoire
est sa capacité d’adaptation à la variation du débit des flux.
La stratégie orientée réseau, (NOS- section 4.2) peut être vue comme une implé-
mentation de cette approche dans un mode continu, c’est-à-dire dans le cas où l’on
ne distingue pas de génération ou de blocs. Comme indiqué précédemment, le princi-
pal défaut de cette stratégie dans notre contexte est qu’elle n’est pas déterministe. Une
amélioration de la stratégie NOS pourrait consister à intégrer la notion de bloc (ou de
génération). On pourrait alors borner les probabilités d’échec du décodage ((1− d/q)η
où q est la taille du corps fini, η est le nombre de liens et d est le nombre des récep-
teurs) et les rendre aussi petite que souhaité en choisissant un corps fini suffisamment
grand. Malgré tout, cette approche ne peut pas être considérée comme déterministe
dans l’absolu, ce qui eut être rédhibitoire dans certains domaines d’application (tels
que les réseaux avioniques).
Pour cette raison, nous n’avons pas utilisé le concept de codage réseau aléatoire.
Nous proposons donc dans cette partie une stratégie de codage déterministe ayant
l’avantage d’être plus souple que la stratégie FOS.
Cette stratégie, dite de transfert rapide, hérite de FOS de l’utilisation d’un code fixe
et du concept de code en bloc. La principale différence est que, grâce à l’intégration
d’une somme de contrôle dans les paquets, les nœuds de codage intermédiaires sont
autorisés à réaliser des combinaisons de paquets partielles et à transmettre ces combi-
naisons partielles dès que des opportunités de transmission se présentent.
4.4.2 Définitions et hypothèses
Les hypothèses sur le réseau sont les mêmes que dans la Section 4.3.2. Toutes les
sources sont synchronisées et dans chaque intervalle de temps [ti, ti+1[, au plus un pa-
quet est généré par chaque source. Tous les paquets produits pendant le même inter-
valle de temps portent le même numéro de bloc.
En plus des hypothèses faites dans le système précédent, nous considérons que
chaque paquet contient une somme de contrôle (checksum) calculée sur la charge utile
entière de paquet. Nous proposons d’employer une somme de contrôle classique utili-
sée dans les couches hautes de protocoles IP, comme par exemple celui d’UDP [68]. Puis-
qu’il est défini comme "le complément à un de la somme sur 16 bits des compléments
à un" des données, il est basé sur les sommes de nombres entiers de 16 bits (modulo
216), et ainsi il n’est pas linéaire dans aucun sous-corps du corps employé par le code
réseau (nous supposons que ce corps a la forme F2m). Il s’ensuit que la combinaison
linéaire (par le code réseau) des sommes de contrôle de deux paquets n’est pas égale
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avec une grande probabilité à la somme de contrôle de la même combinaison linéaire
des deux paquets. Notons que contrairement à la somme de contrôle, les CRC (cyclic
redundancy check-contrôle de redondance cyclique - voir, par exemple, [69]) sont li-
néaires sur le corps F2. En effet, puisque F2 ⊂ F2m , les combinaisons linéaires dans F2m
sont également des combinaisons linéaires dans F2. La propriété de non linéarité de la
somme de contrôle est utilisée par le récepteur pour vérifier la validité d’un décodage
actuel (voir la Section 4.4.6).
La structure du nœud intermédiaire est également modifiée. La différence princi-
pale est que les nœuds contiennent seulement une file d’attente. La gestion de cette file
d’attente avec la nouvelle stratégie est décrite dans le prochain paragraphe.
4.4.3 Présentation de la stratégie FFS
Comme indiqué précédemment, le but de cette stratégie est d’implémenter un co-
dage "totalement" fiable tout en évitant les temps d’attente inutiles des paquets dans
les routeurs. Ces temps d’attente sont le plus souvent dûs au fait que toutes les sources
n’ont pas généré de paquets dans l’intervalle de temps associé à ce bloc. Le nœud de
codage intermédiaire doit alors attendre la date limite d’arrivée des paquets de cette
génération pour s’apercevoir qu’aucun paquet n’a été généré et finalement pour trans-
mettre la combinaison linéaire réalisée avec les paquets de ce bloc qui sont arrivées.
A cette observation, il faut rajouter le fait que dans un système pratique, le lien
de communication n’est pas forcément utilisée en permanence. Le codage réseau, qui
permet d’avoir un gain de débit en transmettant une combinaison linéaire de plusieurs
paquets au lieu de transmettre séparément les différents paquets, n’est alors pas utile.
L’idée principale de cette approche est de faire en sorte que les paquets soient com-
binés uniquement lorsque cela est nécessaire, c’est-à-dire lorsque le nœud intermé-
diaire est engorgé.
Cette stratégie peut être décrite à partir de l’exemple présenté sur la Figure 4.7. La
sous-figure (a) décrit le fonctionnement classique implémenté par la stratégie FOS.
Au temps t1, les paquets P1 et P2 sont combinés par le nœud N1 pour produire le
paquet P ′1,1. Cette combinaison est réalisée dans tous les cas, même si les deux paquets
n’arrivent pas en même temps. Dans ce cas, N1 attend l’autre paquet pour réaliser la
combinaison linéaire.
Au temps t2, le même type d’opération est réalisé par le nœud N2 avec les paquets
P ′1,1, P3 et P4 pour produire le paquet final P
′′
1 envoyé au récepteur.
La sous-figure (b) illustre le fonctionnement de l’algorithme FFS dans les cas où
les paquets atteignent les nœuds de codage à des moments différents. Au temps t1, le
paquet P1 est présent dans N1. Si le lien de sortie est libre, N1 code P1 en P ′1,1 comme si
P2 ne devait pas arriver.
Au temps t2, P2 atteint le nœud N1. Ce dernier code alors P2 en générant P ′1,2. Dans
le même temps, N2 combine P ′1,1 et P3 (c’est à dire les paquets du même bloc présents
à cet instant) pour produire P ′′1 .
Au temps t3, N2 combine les paquets P ′1,2 et P4 pour produire P
′′
2 et le transmettre
vers le récepteur R.
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FIGURE 4.7 – Les fonctionnements de : (a)- la stratégie orientée flux. (b)- la stratégie de
transfert rapide.
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Au temps t4, le récepteur reçoit P ′′2 . Il peut alors l’additionner à P ′′1 . Le résultat
obtenu est alors exactement le même que si les opérations avaient été réalisées par la
stratégie FOS.
Le gain de la stratégie FFS par rapport à FOS peut être observé dans le cas où aucun
paquet n’est généré par les sources sur les liens e2 (c’est-à-dire P2) et e4 (c’est-à-dire P4).
Avec FFS, le décodage peut être réalisé au temps t3 dès la réception du paquet P ′′1 (le
processus permettant de détecter qu’un paquet reçu par le décodeur peut être utilisé
par le décodeur est décrit dans la partie 4.4.6). Avec la stratégie FOS, les nœuds N1 et N2
auraient dû attendre la date d’arrivée maximale des paquets de cette génération pour
transmettre les paquets combinés, ce qui aurait généré des délais supplémentaires.
On peut toutefois observer que la stratégie FFS utilise plus de ressources réseau que
FOS. Par exemple, deux paquets du même bloc (P ′1,1 et P
′
1,2) sont transmis par FFS sur
le lien entre N1 et N2 alors que FOS n’en transmet qu’un seul. En fait, ce point n’est
pas spécialement gênant car si le lien avait été saturé, cela aurait provoqué des délais
d’attente des paquets dans N1, ce qui aurait peut-être permis à P2 d’arriver dans N1
avant que P ′1,1 n’ait été transmis. Il aurait alors été intégré dans la combinaison linéaire
P ′1,1. De la même manière, si N2 avait été congestionné au temps t2, cela aurait peut-
être permis à P ′1,2 et P4 d’atteindre le nœud avant que la combinaison linéaire P
′′
1 ne
soit transmise. Ils auraient alors été intégrés à ce paquet.
L’avantage principal de la stratégie FFS est de combiner un certain niveau de sou-
plesse avec une fiabilité totale. En effet, de la même manière que les stratégies de co-
dage aléatoire classiques, elle combine tous les paquets (d’un bloc) présents dans un
nœud à un instant donné, mais en plus, comme les opérations réalisées sont celles in-
diquées par un code réseau fixé à l’avance, elle permet d’assurer une fiabilité totale car
les paquets finalement reçus par le décodeur sont les mêmes que ceux générés par la
stratégie de codage classique (FOS).
La manière dont cette stratégie est implémentée dans les nœuds, et notamment la
méthode permettant de gérer simultanément plusieurs générations dans un nœud, est
présentée dans la partie suivante.
4.4.4 FFS au niveau d’un nœud de codage
Après avoir illustré le fonctionnement de FFS sur un exemple, décrivons-le dans le
cas général.
Considérons un nœud intermédiaire avec n flux d’entrée et un flux sortant (voir la
Figure 4.8). Considérons les hypothèses sur le réseau présentées dans les Sections 4.3.2
et 4.4.2. Supposons qu’un paquet d’un bloc donné X arrive dans un nœud de codage
Nn+1 à l’instant t. La stratégie de transfert rapide de ce nœud de codage est la suivante :
– Si la file d’attente est vide, le paquet est multiplié par un coefficient de corps fini
déterminé par le code réseau et il est directement transmis sur le lien sortant (si
ce lien n’est pas occupé par la transmission d’autre paquets qui a déjà commencé
avant le temps t).
– Si la file d’attente n’est pas vide :
• S’il n’y a aucun paquet du bloc X dans la file d’attente, le paquet est multi-
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plié par son coefficient de corps fini correspondant et ajouté à la fin de la file
d’attente. Par exemple, sur la Figure 4.8, le paquet P 13 arrivant du nœud N1 est
ajouté à la fin de la file d’attente.
• S’il y a un paquet du bloc X dans la file d’attente, le paquet arrivant est multi-
plié par son coefficient de corps fini correspondant et est additionné au paquet
de son bloc dans la file d’attente. Par exemple, sur la Figure 4.8, le paquet P 25
arrivant du nœud N2 est additionné au paquet P 15 déjà présent dans la file d’at-
tente.
FIGURE 4.8 – Stratégie de transfert rapide
Notons que cette stratégie peut mener au déséquencement des blocs (par exemple,
dans la Figure 4.8, un paquet du bloc 4 sera traité avant un paquet du bloc 2 ).
Pour estimer les délais de bout-en-bout et la taille de file d’attente, il faut détermi-
ner le délai maximum subi par un paquet dans un nœud intermédiaire. De la stratégie
décrite précédemment, on peut déduire que le paquet doit attendre au plus le temps
nécessaire pour transmettre le nombre maximal de blocs différents qui peuvent se trou-
ver simultanément dans le nœud intermédiaire (lorsque le paquet arrive au nœud).
Le temps d’arrivée à chaque nœud intermédiaire et les temps inter-bloc, (un temps
inter-bloc se définit comme la durée séparant deux blocs consécutifs dans un nœud
intermédiaire), sont utilisés pour calculer ce nombre.
4.4.4.1 Temps d’arrivée à un nœud intermédiaire
Chaque bloc a des temps d’arrivée minimum et maximum prédéterminés à chaque
nœud. Chaque nœud peut évaluer ces temps d’arrivée pour un paquet d’un bloc donné
en demandant aux nœuds précédents les temps d’envoi minimums et maximums et en
considérant des délais additionnels de transmission (donnés par les courbes de service
des liens).
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Par exemple, considérons le nœud dans la Figure 4.8 comme un nœud intermé-
diaire de premier ordre (c.-à-d. il reçoit ses flux d’entrée directement des sources). Le
temps d’arrivée d’un bloc X , qui est généré dans l’intervalle [t, t + Δ[, à l’entrée de ce
nœud intermédiaire Nn+1 sera borné par :
tX = [t + mini=1,...,n{ωi,n+1} , t + Δ + maxi=1,...,n{Ti,n+1 + ωi,n+1}]
Notons
[tX ]min = t + mini=1,...,n{ωi,n+1}
[tX ]max = t + Δ + maxi=1,...,n{Ti,n+1 + ωi,n+1}
Supposons maintenant que le nœud Nn+1 soit un nœud intermédiaire à l’intérieur
du réseau. Le temps d’arrivée à l’entrée de ce nœud d’un bloc X , généré dans l’inter-
valle [t, t + Δ[, est borné par :











pour i = 1, 2, . . . , n, où























comme les délais minimum et maxi-
mum subis par un paquet d’un bloc X de la source jusqu’à l’entrée du lien ei,n+1.
4.4.4.2 Durée séparant deux blocs consécutifs dans un nœud intermédiaire
Nous pouvons calculer le temps qui sépare deux blocs consécutifs {X − 1, X} en
exploitant les résultats précédents.
Pour un bloc X , le temps d’arrivée minimum à un nœud Nn+1 sur un lien ei,n+1





















, nous pouvons facilement
remarquer que le temps qui sépare deux temps d’arrivée minimums de deux blocs
consécutifs est égal à Δ.
Nous trouvons le même type de résultat pour le temps qui sépare les temps d’arri-
vée maximums de deux blocs consécutifs. Celui-ci est aussi égal à Δ.
4.4.4.3 Taille de file d’attente dans un nœud intermédiaire
Le nombre maximum de paquets présentes dans la file d’attente d’un nœud inter-
médiaire à l’arrivée d’un paquet du bloc X détermine la taille maximum de cette file
d’attente.
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En fait, avec cette stratégie, chaque bloc est présenté par au plus un paquet dans
la file d’attente. Donc, le nombre maximum de paquets présents est égal au le nombre
maximum de blocs présentes dans cette file d’attente. Ce nombre peut être déduit des
temps d’arrivée du bloc et du temps qui sépare les blocs.
A partir des ces constatations, on peut facilement montrer que le nombre maximum
de blocs est {[tX ]max − [tX ]min}/Δ. La taille maximum de la file d’attente dans ce nœud
intermédiaire est donc {[tX ]max − [tX ]min}L/Δ.
FIGURE 4.9 – Un exemple de temps d’arrivée à un nœud intermédiaire avec deux
sources
On peut alors en déduire que le délai maximum subi par un paquet du bloc X dans
la file d’attente d’un nœud Nn+1 est
T n+1B =
([tX ]max − [tX ]min)L/Δ
Cn+1
4.4.4.4 Délai maximum dans un nœud intermédiaire
Le délai maximum d’un paquet X d’un flux Fi, contraint par αρi,σi(t), dans un nœud
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4.4.5 FFS au niveau d’un réseau
Considérons l’exemple représenté dans la Figure 4.6. Nous pouvons étendre les
résultats de la Section 4.3.4 à ce cas. Avec la stratégie de transfert rapide, nous obtenons








où T itot et C
i
tot sont définies dans les équations 4.4 et 4.5 de la Section 4.3.4.
La seule différence est que la valeur de T kB pour un bloc X d’un flux Fi est donnée
par
T kB =
([tX ]max − [tX ]min)L/Δ
Ck,r
4.4.6 FFS au niveau de récepteurs
Ces modifications de la stratégie du nœud de codage n’ont aucun effet sur les pro-
cessus de décodage. Nous allons illustrer ça sur un exemple simple.
Considérons le cas où trois flux seront combinés dans un nœud pour produire












X où αi sont des coefficients d’un corps fini. Supposons que
p1X et p
2
X arrivent simultanément dans le nœud. Puisque le troisième flux peut être in-





Si le paquet p3X arrive dans le nœud après que p
out,1
X ait été transmis, il est "encodé"
et quitte le nœud sous la forme pout,2X = α3p
3
X . Dans un nœud suivant appartenant à
un des chemins vers un récepteur, pout,2X peut "rattraper" p
out,1
X . Comme indiqué sur la
Figure 4.8, le paquet pout,1X est additionné au paquet p
out,2
X . Le résultat de cette somme






X qui est le paquet qui aurait été généré dans le
nœud de codage si les 3 paquets avaient été présent ensembles dans la file d’attente à
ce moment-là.






X arrivent séparément au nœud
récepteur, le récepteur doit être capable de vérifier si pout,1X est le seul paquet qui arrive
de ce chemin (c’est à dire, la source qui a généré p3 n’a pas produit de paquet dans
l’intervalle du bloc X) ou si pout,2X arrivera.
Rappelons tout d’abord que le décodage est simplement une multiplication matrice-
vector, où la matrice correspond à la matrice inverse du code réseau et le vecteur est
l’ensemble de paquets reçus (voir par exemple [2]). Le récepteur vérifie alors la somme
de contrôle des paquets obtenus. Puisque les sommes de contrôle ne sont pas linéaires
dans le corps fini du code réseau, un paquet, dont la somme de contrôle est correcte, est
nécessairement (ou avec une probabilité très élevée) un paquet produit par une source
(voir la Section 4.4.2).
Si la somme de contrôle des paquets reconstruits n’est pas correcte, ceci signifie
qu’au moins un des paquets d’entrée n’est pas correct et le récepteur doit attendre des
paquets additionnels du bloc X . Quand un nouveau paquet arrive, il met à jour les
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FIGURE 4.10 – FFS au niveau de récepteurs
86
4.4. Stratégie de Transfert Rapide (FFS : Fast Forwarding Strategy)
paquets obtenus et vérifie encore les sommes de contrôle. Notons que pour faire cette
mise à jour, nous n’avons pas besoin d’une multiplication matrice-vecteur complète,
mais simplement d’une multiplication scalaire de la ligne correspondante de la matrice
et d’une addition de deux vecteurs. La Figure 4.10 illustre le processus de décodage.
4.4.7 Discussion et considérations pratiques
Dans la présentation du système dans la Section 4.4.2, plusieurs hypothèses ont été
faites sur les propriétés du réseau et des flux. Dans cette partie, nous allons analyser
ces contraintes et proposer quelques méthodes pour les implémenter.
4.4.7.1 Synchronisation des nœuds
La synchronisation des nœuds et notamment des sources est une hypothèse im-
portante du système présenté. En effet, la désynchronisation d’une source pourrait
conduire les paquets à arriver à un nœud de codage hors de l’intervalle de temps auto-
risé. La conséquence pourrait être une perte de paquets et, par conséquent, un mauvais
décodage de l’ensemble du bloc.
Deux systèmes sont généralement utilisés pour synchroniser les ordinateurs à dis-
tance. Le plus précis est le système GPS dont la précision, liée au temps standard de
GPS, est généralement inférieure à 1 μs [70].
Pour les réseaux filaires, le protocole du temps du réseau (NTP) "Network Time
Protocol" [71] est utilisé par les serveurs de temps d’Internet et leurs clients pour syn-
chroniser les horloges. Il fournit des précisions typiquement dans l’ordre d’une milli-
seconde sur les réseaux locaux (LANs) et jusqu’à quelques millisecondes sur des WAN
grâce au temps universel coordonné (UTC) "Coordinated Universal Time" [72].
4.4.7.2 Délais de transmission
Les délais de transmission sont utilisés dans le système pour évaluer le temps d’ar-
rivée d’un paquet dans un nœud. Un paquet qui arrive après son temps d’arrivée maxi-
mum ne peut plus être considéré puisque les autres paquets du même bloc pourraient
avoir été déjà transmis par le nœud. Un tel paquet doit être alors supprimé.
Il est possible de rajouter une marge sur la borne maximum, mais celle-ci mène à
une augmentation des tailles de backlog dans les nœuds et un délai additionnel sur le
délai de bout-en-bout.
4.4.7.3 Mise à jour des paramètres temporels
La précision et la validité des bornes de l’intervalle de temps d’arrivée est essen-
tielle pour le système puisque les tailles de file d’attente dans les nœuds et le délai de
bout-en-bout dépendent directement de ces paramètres.
Considérons un paquet du bloc k (k = 1, 2, 3, . . .) transmis d’un nœud vi vers un
autre nœud vj sur le lien ei,j. Supposons que l’intervalle de temps d’arrivée utilisé par
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le nœud vj soit [tk−1 +L/Ci,j, tk +L/Ci,j +Ti,j]. Les erreurs sur les bornes de l’intervalle
ont deux origines :
• une désynchronisation des horloges des nœuds.
• une erreur sur le délai de transmission entre les deux nœuds δi,j.
Puisque le délai de transmission peut varier, il est nécessaire de pouvoir mettre
à jour ces valeurs. Selon la méthode décrite précédemment, qui permet d’estimer les
intervalles de temps d’arrivée de proche en proche, la mise à jour du délai de trans-
mission et les intervalles de temps d’arrivée sont effectués de proche en proche dans le
réseau à partir des sources vers les récepteurs.
L’autre intérêt de cette mise à jour est qu’elle intègre indirectement les décalages
possible des horloges (voir la Figure 4.11). En effet, pour mesurer le délai de trans-
mission, l’expéditeur vi insère une estampille temporelle (timestamp) dans le paquet
indiquant la date d’émission du paquet (sur son horloge), notée t. Le récepteur (du
lien) vj estime le délai de transmission δT en faisant la différence entre la date de ré-
ception (sur son horloge, notée par t′) et l’estampille temporelle, c.-à-d. t′ − t. Pour les
prochains blocs, il fixe le temps d’arrivée maximum à tk + δT (k = 1, 2, 3, . . .).
Supposons maintenant que l’horloge de l’expéditeur (source) ait un décalage δs, c.-
à-d. tsource = tréf + δs, et que l’horloge du récepteur ait un décalage δr, c.-à-d. trécepteur =
tréf − δr.
Pour évaluer le délai de transmission, un paquet envoyé à t vers le récepteur (c.-à-
d. à t + δs dans le temps de référence), est reçu à t + δs + δT dans le temps de référence,
c.-à-d. à t′ = t+ δs + δT − δr dans le temps de récepteur. Le délai de transmission estimé
par le récepteur est alors égal à t′ − t = t + δs + δT − δr − t = δT + δs − δr.
L’expéditeur informe le récepteur qu’un paquet du kème bloc sera envoyé tout au
plus à tk, au temps d’expéditeur, c.-à-d. en fait à tk +δs au temps de référence. Le temps
d’arrivée maximum est fixé au (tk+δr)+δT +δs−δr = tk+δT +δs au temps de référence,
c.-à-d. en fait à tk + δT + δs − δr au temps du récepteur.
Il s’ensuit que les paquets envoyés à tk + δs arrivent au récepteur après un délai de
transmission δT à tk + δs + δT . Ainsi, puisque le même argument peut être appliqué à la
borne inférieure de l’intervalle, l’intervalle de temps d’arrivée utilisé par le récepteur
peut être correctement adapté à l’intervalle de temps utilisé pas l’expéditeur (source),
même si leurs horloges ne sont pas synchronisées.
Ceci montre que la mise à jour des intervalles de temps d’arrivée permet d’éviter
une synchronisation stricte des nœuds de codage et des récepteurs. Si les sources ne
sont pas synchronisées, la seule conséquence est une désynchronisation des blocs qui
pourrait mener à une augmentation de taille des files d’attente des nœuds de codage
situés après les sources.
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FIGURE 4.11 – Réglage d’intervalle de temps d’arrivée avec des décalages des horloges
4.5 Stratégie Classique de Routage/Multiplexage (MS :
Multiplexing Strategy)
4.5.1 Introduction
Dans cette section, nous considérons une approche classique de type Routage/Multiplexage.
Comme pour les précédentes stratégies, l’analyse sera faite en deux étapes, tout d’abord
au niveau d’un nœud, puis au niveau du réseau complet.
4.5.2 MS au niveau d’un nœud
Considérons l’exemple représenté dans la Figure 4.4. Nous supposons que n nœuds
sources N1, . . . , Nn génèrent n flux F1, . . . , Fn. Ces flux sont respectivement contraints
par les courbes d’arrivée affines αρ1,σ1 , . . . , αρn,σn . Ces flux sont multiplexés par le nœud
Nn+1 et transmis sur le lien en+1.
Les courbes de service offertes par les liens e1,n+1, . . . , en,n+1 sont respectivement
données par βC1,n+1,T1,n+1 , . . . , βCn,n+1,Tn,n+1 . Nous supposons que le débit de n’importe
quel flux ne dépasse pas la capacité du lien ρi ≤ Ci,n+1.
La courbe d’arrivée d’un flux Fi, selon 3.4-8 et pour i = 1, . . . , n, à la sortie du lien
ei,n+1 est
αρi,σi+ρiTi,n+1 = αρi,σi  βCi,n+1,Ti,n+1
Nous supposons qu’un nœud multiplexeur FIFO Nn+1 offre au flux total (agrégé)
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une courbe de service βCn+1,τn+1 où τn+1 est le temps de service de ce flux dans ce nœud





En généralisant le théorème [10, Théoreme 6.2.3], nous pouvons montrer qu’un



















A partir des mêmes références, nous pouvons obtenir le délai maximum subi par un
paquet du flux Fi dans un nœud de multiplexage Nn+1 :
T
mutliplexage











A partir de ces résultats, nous obtenons la courbe d’arrivée du ième flux en sortie de
ce multiplexeur. Cette courbe est représentée par la courbe d’arrivée affine [αρi,σ∗i ] où
la taille maximum du "backlog" est






4.5.3 MS au niveau d’un réseau
Supposons que Fi soit un flux d’entrée contraint par αρi,σi(t). Ce flux est transmis
d’une source Si à un récepteur R en passant par n nœuds de multiplexage FIFO et n
liens.
Nous supposons que la capacité d’un lien sortant d’un nœud est supérieure ou
égale à la somme des débits des flux d’entrée. Par exemple, sur la Figure 4.12, pour le
nœud N2, on a :
m2∑
i=1
ρi,2 ≤ C2,3 où m2 est le nombre de flux entrants au nœud N2.
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FIGURE 4.12 – Transmission d’un flux à travers n nœuds de multiplexage.
Nous savons que chaque lien ei,k offre une courbe de service
βCi,k,Ti,k(t) = Ci,k(t− Ti,k)
et chaque nœud de multiplexage Nk offre au flux total une courbe de service βCk,r ,τk(t)
où Ck,r représente la capacité du lien sortant ek,r.
En exploitant l’équation 4.6 présentée dans la Section 4.5.2, nous pouvons obtenir
la courbe de service offerte au ième flux d’entrée par un nœud de multiplexage Nk












Dans ces équations, ρs et σs représentent respectivement le débit et le "backlog" du
flux Fs à l’entrée de nœud Nk.
La courbe de service totale offerte par le chemin au flux Fi est [βiCitot,T itot(t)] où






{τk + Y ik}
et
Citot = min(C1,1, C1,2 −X i1, C2,3 −X i2, . . . , Cn,n+1 −X in)









Finalement, les courbes d’arrivée du flux d’entrée Fi à la sortie de ce chemin sont égales
à
αρi,σ∗i (t) = αρi,σi(t) βiCitot,T itot(t)
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où la taille maximum du "backlog" est
σ∗i = σi + ρi ∗ T itot
4.6 Conclusion générale
Dans ce chapitre, nous avons introduit et analysé trois stratégies de codage réseau.
Nous avons tout d’abord proposé une approche basée sur le codage aléatoire, en
termes de dates d’arrivée des paquets, pour appliquer les concepts de codage réseau
aux réseaux fournissant des garanties de QoS. Comme cette approche ne fournit pas
une fiabilité totale, nous avons proposé, dans le reste de travail, deux autres stratégies
totalement fiables basées sur le codage réseau "classique" utilisant le concept de code
en bloc.
Nous avons aussi montré comment calculer les délais maximums de bout-en-bout
et les tailles des files d’attente pour les différentes stratégies. Nous avons aussi fait ce
travail pour une stratégie de routage/multiplexage classique.
Ces différentes étude ont été réalisées dans le but d’évaluer de manière globale
l’intérêt d’utiliser le codage réseau pour des réseaux à garantie de qualité de service.
Les deux chapitres suivants tentent de répondre à cette problématique en comparant
les deux approches fiables et l’approche de routage/multiplexage classique sur des
réseaux particuliers de manière théorique, puis par simulation.
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5.1 Introduction
Nous avons introduit trois stratégies de codage réseau dans le chapitre précédent.
Dans la première stratégie, nous avons donné un exemple d’architecture de nœud ca-
pable d’implémenter le codage réseau dans le cas des flux de paquets continus, non
synchronisés et dépourvus de la notion de blocs (codage réseau aléatoire en termes de
dates d’arrivée des paquets).
Même si cette stratégie présentent beaucoup d’avantages pour un implémentation
pratique (simplicité d’implémentation, souplesse par rapport aux variations des débits
des flux, ...), elle ne fournit pas une fiabilité totale en raison du caractère aléatoire du
codage. Pour cette raison, nous avons introduit deux autres stratégies fournissant une
fiabilité totale, nécessaire dans le contexte des réseaux à garantie de qualité de service.
Dans ce chapitre, nous allons évaluer les résultats de ces deux dernières stratégies
en les comparant aux résultats de la stratégie classique du routage / multiplexage.
Puis, nous allons effectuer des évaluations et des comparaisons de ces bornes maxi-
males de délais de bout-en-bout dans plusieurs cas d’études avec des réseaux diffé-
rents. Trois topologies de réseaux différentes seront proposées et étudiées dans le but
de comparer les bornes de délais de transmission de bout-en-bout.
5.2 Évaluation de la borne maximale du délai au niveau
d’un nœud
Le délai maximum subi par un paquet dans un nœud (de codage ou de routage
/ multiplexage), par définition, est la somme des délais subis par ce paquet dans les
éléments qui composent ce nœud.
Les analyses des délais maximaux au niveau d’un nœud de codage pour les deux
stratégies de codages réseau (la stratégie orientée flux (FOS) et la stratégie de transfert
rapide (FFS)) et au niveau d’un nœud de routage pour la stratégie classique de rou-
tage/multiplexage ont été présentées dans le chapitre précédent où nous avons aussi
décrit et expliqué en détails les différentes stratégies.
Dans cette partie, nous comparerons ces délais maximaux au niveau d’un nœud du
premier ordre (un nœud qui reçoit ses flux directement des sources). Nous traiterons
ensuite le cas d’un réseau complet.
5.2.1 Rappel des résultats obtenus
Considérons un nœud intermédiaire du premier ordre Nn+1 avec n flux d’entrée et
un flux sortant. Les délais maximums subis par un paquet appartenant à un certain
bloc X d’un flux Fi, qui est contraint par αρi,σi(t), dans ce nœud intermédiaire Nn+1
ont été donnés dans le chapitre précédent pour les différentes stratégies.
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5.2.1.1 Stratégie orientée flux (FOS)
En prenant en compte les contraintes et les conditions imposées dans la Section











T n+1Bi = Δ + maxj=1,...,n
j =i
[Tj,n+1 + ωj,n+1]− [ωi,n+1]
ωj,n+1 = L/Cj,n+1
pour j = 1, 2, . . . , n.
5.2.1.2 Stratégie de transfert rapide (FFS)
Pour cette stratégie, en considérant les contraintes et les conditions introduites dans
la Section 4.4.2, le délai maximum dans ce nœud intermédiaire Nn+1 (représenté sur la











([tX ]max − [tX ]min)L/Δ
Cn+1
[tX ]min = t + min{ωj,n+1}
[tX ]max = t + Δ + max{Tj,n+1 + ωj,n+1}
ωj,n+1 = L/Cj,n+1
pour j = 1, 2, . . . , n.
5.2.1.3 Stratégie de routage/mutiplexage
Le délai maximum subi par un paquet d’un flux Fi qui arrive sur le lien ei,n+1 dans
un nœud du routage / multiplexage Nn+1 est
T
multiplexage












pour j = 1, 2, . . . , n.
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Stratégie Délai Maximum
FOS T n+1Bi + Tlc + τn+1 +
σi+ρiTi,n+1
Cn+1














TABLE 5.1 – Délais maximum au niveau d’un nœud
5.2.1.4 Conclusion
Un résumé de ces trois délais est présenté dans le Tableau 5.1.
Dans la suite, nous allons évaluer les résultats en trois étapes. Nous commencerons
par une comparaison des deux stratégies du codage. Nous comparerons ensuite les
deux stratégies du codage avec la stratégie de routage/multiplexage classique. Finale-
ment, les délais des trois stratégies seront illustrées par des courbes montrant l’évolu-
tion des délais en fonction de débits des flux entrants.
5.2.2 Stratégie de transfert rapide (FFS) vs stratégie orientée flux (FOS)
Nous constatons que les équations (5.1) et (5.2) sont similaires. La seule différence
concerne les termes Tn+1Bi , T
n+1
B qui représentent les délais d’attente dans les files d’at-
tente de chaque nœud.
La performance (en terme de délai) de chaque stratégie est liée directement à ces
termes.
Nous pouvons récrire le délai maximum d’attente dans la file d’attente du flux Fi
dans le cas de la stratégie orientée flux (FOS) comme suit :
T n+1Bi = Δ + maxj=1,...,n
j =i
[Tj,n+1 + L/Cj,n+1]− [L/Ci,n+1]
Avec la stratégie de transfert rapide (FFS), le délai maximum d’attente pour un flux




{Δ + maxj=1,...,n[Tj,n+1 + L/Cj,n+1]−minj=1,...,n[L/Cj,n+1]}
Stratégie Délai Maximum d’Attente
FOS Δ + maxj=1,...,n
j =i
[Tj,n+1 + L/Cj,n+1]− [L/Ci,n+1]
FFS L
Δ.Cn+1
{Δ + maxj=1,...,n[Tj,n+1 + L/Cj,n+1]−minj=1,...,n[L/Cj,n+1]}
TABLE 5.2 – Délais maximum d’attente : comparaison entre FOS et FFS
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En comparant les deux équations (voir le Tableau 5.2), nous constatons deux choses
principales :
• La similarité entre la première équation et le deuxième terme de la deuxième
équation. En supposant que tous les liens ont la même capacité et le même temps
de service, nous pouvons considérer que la première équation et le deuxième
terme de la deuxième équation sont exactement identiques.
• Pour que la stratégie de transfert rapide soit plus avantageuse que la stratégie
orientée flux dans un nœud de codage en termes de délai maximum (c.-à-d. elle
impose un délai maximum plus petit à la rencontre des paquets), il faut nécessai-
rement que le terme L
Δ.Cn+1
soit plus petit ou égal à 1.
Sachant que L
Δ
= ρ représente le taux maximum auquel une source peut générer
des paquets et que Cn+1 est la capacité du lien sortant du nœud et en rappelant
les deux contraintes exigées sur les flux et les liens ρj ≤ Cj,n+1 et Cj,n+1 ≤ Cn+1
pour j = 1, 2, . . . , n, nous trouvons logiquement que L
Δ.Cn+1
≤ 1.
Si toutes les capacités des liens en entrée du nœud sont égales, nous remarquons
que la stratégie FFS est plus performante que la stratégie FOS. Sa performance dépend
des valeurs de Δ et des capacités des liens. En supposant que les capacités sont fixes et
que la seule variable est Δ, nous constatons le rôle important de ce paramètre comme
cela a été expliqué dans la Section 4.3.5.
5.2.3 Stratégie de transfert rapide (FFS) vs Stratégie de routage / mul-
tiplexage (MS)
Comparons maintenant le cas de la stratégie de transfert rapide (FFS) avec la stra-
tégie de routage / multiplexage (MS). Nous constatons en analysant les deux formules
des délais maximums (voir le Tableau 5.3) qu’il existe certains points communs entre
les deux équations. Nous remarquons, en premier lieu, que les termes finaux des équa-
Stratégie Délai Maximum














TABLE 5.3 – Délais maximum 1 : comparaison entre FFS et MS
tions, qui représentent les délais maximums nécessaires pour expédier le backlog maxi-
mum dans la file d’attente du flux Fi sur le lien sortant en+1, sont similaires à la dif-
férence près que (Cn+1 −
n∑
j=1,j =i
ρj) dans l’équation 5.3 est toujours inférieure à Cn+1
dans l’équation 5.2. En considérant que ρj ≤ Cj,n+1, que Cj,n+1 ≤ Cn+1 et que la ca-
pacité du lien sortant est supérieure ou égale à la somme des débits des flux d’entrée
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ρj ≤ Cn+1), ce résultat reste valable quelque soit le nombre de flux à l’entrée du
nœud et quels que soient les débits de ces flux.
La dernière hypothèse a été choisie pour illustrer le fait que le codage réseau obtient
un gain sur les bornes de délais dans des conditions où il ne permet pas d’obtenir un
gain en débit moyen.
Par conséquent, le dernier terme de l’équation 5.2 de la stratégie de transfert ra-
pide σi+ρiTi,n+1
Cn+1





de la stratégie de routage /
multiplexage (MS).
De plus, nous devons noter que le délai maximum de la stratégie de routage / mul-
tiplexage augmente en proportion directe avec les augmentations des débits des flux
entrants. De son côté, la stratégie de transfert rapide supporte mieux l’augmentation
du traffic car le délai maximum augmente proportionnellement au maximum des dé-
bits en entrée.
Nous considérons, en deuxième lieu, les autres termes des équations (voir le Ta-
bleau 5.3). Nous supposons que le délai ou le temps de service offert au flux total par
un nœud multiplexeur FIFO est égal au le temps de service offert au flux codé par un
nœud intermédiaire (délai de service pour transmettre des paquets). Donc nous pou-
vons effacer le terme commun τn+1 des deux équations.
















Comme il est difficile de les comparer dans le cas général, nous allons nous focaliser
sur le cas particulier où
– Tous les liens ont la même capacité C.
– Les liens ont le même temps de service T = T1,n+1 = T2,n+1 = · · · = Tn,n+1.
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Sachant que ρj = ρ = LΔ et que {σj ≥ L : ∀j ∈ {1, 2, · · · , n}} (voir la Section 4.3.2),





















Sachant que le terme Tlc, correspondant à la combinaisons des paquets, est considéré




















Finalement, nous concluons que le délai maximum subi par un paquet avec la stra-
tégie de transfert rapide (FFS) est clairement plus petit de celui de la stratégie de rou-
tage / multiplexage (MS) et surtout quand la charge du nœud est élevée.
τn+1 + T
n+1














5.2.4 Stratégie orientée flux (FOS) vs Stratégie de routage / multi-
plexage (MS)
Nous allons comparer dans cette partie la stratégie orientée flux (FOS) et la stratégie
de routage / multiplexage (MS) en analysant les deux équations correspondant aux
délais maximums (5.1) et (5.3) (voir le Tableau 5.4).
Comme dans les comparaisons précédentes, nous supposons que τn+1 a la même




ρj ≤ Cn+1. Dans le cas de la stratégie orientée flux (FOS), le délai maximum
d’attente dans la file d’attente du flux Fi est
T n+1Bi = Δ + maxj=1,...,n
j =i
[Tj,n+1 + L/Cj,n+1]− [L/Ci,n+1]
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Stratégie Délai Maximum














TABLE 5.4 – Délais maximum : comparaison entre les stratégies FOS et MS
Donc le délai maximum de la stratégie orientée flux sera plus petit que le délai


















En considérant les deux conditions présentées dans les parties précédentes (des
liens qui ont la même capacité C et le même temps de service T = T1,n+1 = T2,n+1 =



































Notons que {(ρ = ρj = LΔ) et (σ = σj) : ∀j ∈ {1, 2, · · · , n}} où ρ et σ représente le débit

























C − (n− 1)ρ
Nous remarquons que σ+ρT
C
≤ σ+ρT
C−(n−1)ρ et ce résultat reste toujours valable quelque
soit les valeurs de n et de ρ.
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Pour des débits des flux entrants très faibles, c’est à dire pour des petites valeurs de
ρ et des grandes valeurs de Δ, la stratégie FOS est clairement moins performante que
MS. Par contre, lorsque le débit augmente (Δ diminue et ρ augmente), la stratégie MS
semble plus impactée que FOS.
Dans la suite, nous allons chercher à déterminer le point de croisement entre les
deux stratégies pour une valeur de n donnée. Le point de croisement entre les 2 courbes
présentant les deux stratégies doit vérifier la condition suivante :
Tlc + Δ + T +
σ + ρT
C
− (n− 1)(σ + ρT )
C
− σ + ρT
C − (n− 1)ρ =0
(C − (n− 1)ρ)(Tlc + L
ρ
+ T ) + (C − (n− 1)ρ)(σ + ρT
C
)(2− n)− (σ + ρT )= 0




[(1− n)Tlc + (2− 2n)T + (n− 1)(n− 2) σ
C
]ρ2+
[(1− n)σ + (1− n)L + C.T + C.Tlc]ρ + C.L = 0
Le délai maximum des combinaisons des paquets Tlc est assez petit et négligeable
devant les autres délais.
En prenant L = 1 (paquets), une solution (dans l’intervalle des valeurs de débit
possibles) pour cette équation donnera la valeur de débit de flux à partir de laquelle la
stratégie orientée flux (FOS) devient plus avantageuse (voir la Figure 5.1).
Par exemple pour n = 2, nous avons
(0)ρ3 + (−2T )ρ2 + (−σ − 1 + C.T )ρ + C =0
Les solutions de cette équation sont :
ρ1, ρ2 =
−(−σ − 1 + C.T )∓
√
(−σ − 1 + C.T )2 + 8C.T
−4T




)ρ3 + (−4T + 2 σ
C
)ρ2 + (−2σ − 2 + C.T )ρ + C = 0




)ρ3 + (−6T + 6 σ
C
)ρ2 + (−3σ − 3 + C.T )ρ + C = 0
Les racines de ces équations peuvent être obtenues formellement, mais leurs ex-
pressions sont trop complexes pour être données ici.
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5.2.5 Application numérique
FIGURE 5.1 – Délais maximums dans un nœud
Considérons un nœud intermédiaire du premier ordre avec n liens entrants et un
seul lien à la sortie. Dans ce nœud, nous supposons que τn+1 = 15 ms, Tlc = 0 ms, σ = 2
paquets.
Nous supposons que tous les flux entrants ont les mêmes propriétés et que ∀i ≤
n : Ti,n+1 = 10 ms et Ci,n+1 = Cn+1 = 200 paquets par seconde (pps). En conséquence,
L/Ci,n+1 = L/Cn+1 = 1/200 = 5 ms.
Supposons que ρ1 = ρ2 = · · · = ρn = ρ. Comme
n∑
i=1
ρi ≤ Cn+1, la valeur de ρ doit




pps. Nous supposons donc que ρ varie dans [20, 100] (pps), ce qui
correspond à Δ qui varie dans l’intervalle [10, 50] ms).
Pour n = 2 liens entrants, C1 = C2 = C3 = 200 pps et ρ1 = ρ2 = ρ ≤ 2002 = 100 pps.




Appliquons maintenant ces valeurs numériques sur les équations qui caractérisent
les délais maximums des trois stratégies (voir les Équations 5.1, 5.2 et 5.3). Les courbes
dans la Figure 5.1 représentent les valeurs des délais maximums des trois stratégies
lorsque les débits des flux entrants varient dans les limites autorisées selon le nombre
de liens entrants n.
Nous remarquons que les délais maximums des stratégies de codage ne varient pas
en fonction de n contrairement à la stratégie de routage / multiplexage (MS). La stra-
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FIGURE 5.2 – Régions favorables pour les stratégies FOS et MS
tégie orientée flux (FOS) dépend directement de la valeur de Δ et par conséquent des
débits des flux entrants. Cette stratégie n’est pas toujours avantageuse en comparant
à la stratégie de routage / multiplexage (MS). La Figure 5.2 représente les régions où
chaque stratégie a l’avantage en fonction des valeurs de n et des débits des flux.
5.3 Évaluation de la borne maximale du délai d’un ré-
seau de bout-en-bout
Dans cette partie, nous allons rappeler sommairement les résultats obtenus dans le
chapitre précédent sur les délais maximums des stratégies de codage et de routage /
multiplexage au niveau d’un réseau.
Comme il nous semble très difficile de comparer ces trois stratégies sur des ré-
seaux complètement théoriques, nous allons nous focaliser sur trois réseaux particu-
liers. Pour chacun de ces réseaux, nous calculerons les délais maximums de bout-en-
bout pour les trois stratégies. Puis, nous comparerons ces délais pour voir laquelle de
ces stratégies est la plus performante et dans quelles conditions.
Le choix de ces cas d’études a été fait en tenant compte aux aspects suivants :
1. Le premier cas d’étude est sur le réseau "butterfly", qui est le premier réseau sur
lequel le codage réseau a été appliqué. Ce réseau représente le cas témoin.
103
Chapitre 5. Évaluation du délai maximum
2. Dans le deuxième cas d’étude, un réseau semblable au réseau "butterfly" sera
proposé. L’intérêt de ce réseau vient du fait qu’il contient plus de liens entrants
dans le nœud de codage/routage potentiellement engorgé. Ce choix nous permet
de comparer ses résultats avec les résultats de premier cas d’étude et d’observer
les changements possibles dû à l’augmentation de charge du trafic.
3. Dans le troisième cas d’étude, nous allons considérer un réseau plus complexe
avec plusieurs niveaux du codage / multiplexage. Nous avons choisi ce réseau
pour observer l’effet apporté sur les délais par ces multiples niveaux de codage/multiplexage.
Rappelons qu’avec les stratégies de codage (FOS et FFS), le délai maximum d’un
paquet d’un bloc X du flux Fi entre la source Si et jusqu’à un certain récepteur en
















{T kBi + Tlc + τk} et Citot = min(C1,1, C1,2, . . . , Cn−1,n)
Comme nous l’avons vu au début de ce chapitre, la seule différence entre les deux
stratégies réside dans les valeurs des temps d’attente dans les files d’attente T kBi et T
k
B.
Nous rappelons aussi que le délai maximum d’un paquet du flux Fi, calculé entre
la source Si et un certain récepteur, en passant par n nœuds implémentant la stratégie
















{τk + Y ik}












Un résumé de ces résultats est dans le Tableau 5.5.
5.3.1 Cas d’Étude -1 : Réseau "Butterfly"
Considérons le réseau "Butterfly" représenté dans la Figure 5.3.
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(a) Sans codage réseau (b) Avec codage réseau
FIGURE 5.3 – Cas d’étude -1- Réseau "Butterfly"
FIGURE 5.4 – Exemple d’un flux étudié
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{T kBi + Tlc + τk}
FFS Citot = min(C1,1, C1,2, . . . , Cn−1,n)











{τk + Y ik}
Citot = min(C1,1, C1,2 −X i1, . . . , Cn,n+1 −X in)
TABLE 5.5 – Délais maximum de bout-en-bout
Dans ce réseau, nous supposons que les sources S1 et S2 multicast les flux F1 et F2
vers deux récepteurs R1 et R2. Supposons que F1 et F2 sont contraints par la même
courbe d’arrivée affine αρ,σ(t).
Nous allons considérer que tous les liens ont les mêmes capacités C exceptés les
liens entrants dans les récepteurs qui ont une capacité Cout. Nous avons σ = 2 paquets
et ρ = L
Δ
≤ C (voir la Figure 5.4). Tous les liens ont aussi les mêmes délais de service
T . Donc chaque lien ei,j fournit une courbe de service βi,j = βC,T (t) ou βCout,T (t). Nous
considérons que, pour chaque lien ei,j, le délai de transmission maximum d’un paquet
de L bits est connu et égal à L/C + T = ω + T .
Nous supposons aussi que chaque nœud du routage / multiplexage Nk offre une
courbe de service βC,τk(t) ou βCout,τk(t) où τk est le délai de service offert au flux total.
De la même manière, chaque nœud intermédiaire Nk offre une courbe de service
βC,T kB+Tlc+τk(t) = C(t− T
k
B − Tlc − τk) ou βCout,T kB+Tlc+τk(t) = Cout(t− T
k
B − Tlc − τk)
où T kB ( T
k
Bi
pour FOS) est le temps maximum subi par un paquet dans les files
d’attente en attendant les paquets correspondants d’autres flux. Nous avons déjà défini
Tlc comme le temps maximum nécessaire pour réaliser une combinaison linéaire de
paquets. τk est le délai de service de flux combiné dans ce nœud.
En considérant les conditions et les hypothèses décrites auparavant, nous remar-
quons que les délais des pires cas avec les approches du multiplexage et du codage
sont obtenus pour les chemins qui traversent le maximum de nœuds, c.-à-d. les che-
mins qui croisent 3 nœuds sur la Figure 5.3.
Puisque les deux chemins avec 3 nœuds ont la même propriété, nous pouvons choi-
sir un d’entre eux et étudier ses délais des pires cas pour les trois stratégies. Nous allons
choisir le chemin suivi par le flux F1 de S1 à R2 qui traverse les nœuds 3, 4 et 6 (chemin
marqué en rouge sur la Figure 5.3).
5.3.1.1 Délai maximum de bout-en-bout - stratégie orientée flux (FOS)
Le calcul du délai maximum entre la source S1 et le récepteur R2 se fait en trois
étapes :
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1. calcul des courbes de service offertes par chaque nœud et par chaque lien sur ce
chemin et pour ce flux, i.e. β1,3, β2,3, β3,4, β4,6, β2,6, β14 , β
1
3 , et β
1
6 .





3. calcul de la courbe de service totale pour ce chemin βCtot,Ttot.
Nous commençons par calculer les courbes de service déjà connues. Les courbes
de service des liens e1,3, e3,4, e4,6 et e2,3 sont β1,3 = β2,3 = β3,4 = β4,6 = β2,6 = βC,T . La
courbe de service offerte par le nœud N4 au flux F1 est β14 = βC,τ4 .
Les courbes de service offertes par les nœuds N3 et N4 au flux F1 sont respective-
ment β13 = βC,τ3+Tlc+T 3B1 et β
1
6 = βCout,τ6+Tlc+T 6B1
.




d’attente maximum d’un paquet provenant du flux F1 dans le nœud N3. Ce temps d’at-
tente maximum est atteint lorsque le paquet atteint le nœud avec un délai minimum
et lorsqu’il attend la date d’arrivée limite du paquet du même bloc avec lequel il doit
être combiné.
Calculons tout d’abord la date d’arrivée minimale d’un paquet du bloc X dans le
nœud N3.
Pour trouver cette valeur, nous allons envisager le pire des scénarios comme suit :
un paquet d’un bloc X , produit par la source S1 à l’instant t + (X − 1)Δ (c.-à-d. au
début de l’intervalle réservé à son bloc - voir la Figure 5.4), reçoit un service minimum
sur le chemin qui le conduit jusqu’à la file d’attente B1.
Supposons que ce paquet, qui sera servi seulement par le lien e1,3, se trouve dans
le plus petit backlog possible ( en d’autres termes, nous avons un seul paquet a traité
et une courbe d’arrivée αρ1,L pour le flux F1 ). Notons que le backlog maximum à la
source est σ = 2 paquets (voir la Figure 5.4).
La plus petite courbe de service possible offerte par e1,3 sera βC1,3,0. Ainsi, le flux F1
à l’entrée de cette file d’attente sera représenté par la courbe d’arrivée αρ1,LβC1,3 ,0. Le






En conséquence, le paquet qui est produit à l’instant t + (X − 1)Δ arrivera à la file
d’attente B1 à l’instant t+(X−1)Δ+ω1,3 = t+(X−1)Δ+ LC1,3 . Ce paquet doit attendre
l’autre paquet du même bloc X qui vient de la source S2 sur le chemin (le lien) e2,3. Le
pire scénario ici est que l’autre paquet soit généré à la fin de l’intervalle réservé au bloc
X dans la source S2, t + X.Δ, et qu’il reçoive un service maximum tout au long de son
chemin (lien e2,3) jusqu’à sa file d’attente B2 au nœud N3. Le service maximum offert
par le lien e2,3 est βC2,3,T2,3 . Nous supposons aussi que ce paquet fait une partie d’un
backlog maximum σ = 2 paquets.
La courbe d’arrivée du flux F2 à l’entrée de la file d’attente B2 sera αρ2,2LβC2,3,T2,3 .







T +2ω. Ainsi, ce paquet arrivera à la file d’attente B2 à l’instant t+X.Δ+T2,3 +2.ω2,3 =
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Donc, nous pouvons calculer T 3B1 comme suit :
T 3B1 ={t + X.Δ + T2,3 + 2.
L
C2,3
} − {t + (X − 1)Δ + L
C1,3





=Δ + T +
L
C
= Δ + T + ω




De la même manière, nous allons nous intéresser à T 6B1 . Le calcul de ce délai se
résume à calculer la différence entre les temps d’arrivée de deux paquets du même
bloc, le premier paquet arrivé étant transmis de S1 et N6 et le deuxième paquet arrivé
étant transmis de S2 vers N6. Entre S2 et N6, le temps d’arrivée maximum d’un paquet
du bloc X est obtenu lorsque le paquet est produit par la source S2 à la fin de son bloc
et lorsqu’il subit un délai maximum de transmission. Entre S1 et N6, le délai minimum
est atteint lorsque le paquet est produit par la source S1 au début du bloc X et lorsqu’il
subit un délai minimum lors de la transmission. La différence entre les temps d’arrivés
de ces paquets aux files d’attente du nœud N6 donne la valeur de T 6B1 .
Plus précisément, nous trouvons tout d’abord le Tmax entre S2 et N6 et le Tmin entre
S1 et N6. Supposons qu’un paquet du bloc X subisse un délai minimum entre la source
S1 et l’entrée de la file d’attente B1 du nœud N6. Cela peut être traduit par une courbe
de service représentant le meilleur service possible :
βC1,3,0 ⊗ β13 ⊗ βC3,4,0 ⊗ β14 ⊗ βC4,6,0 = βC,0 ⊗ βC,τ3+Tlc+T 3B1 ⊗ βC,0 ⊗ βC,τ4 ⊗ βC,0
Pour calculer le délai minimum, nous supposons qu’il n’y a pas de temps d’attente
dans la file d’attente ou un temps d’attente minimum, i.e. T 3B1 = 0. Alors, la courbe de
service sera
βC,0 ⊗ βC,τ3+Tlc ⊗ βC,0 ⊗ βC,τ4 ⊗ βC,0 = βC,τ3+τ4+Tlc
Par suite, le délai minimum Tmin entre S1 et N6 sera Tmin = τ3 + τ4 + Tlc + LC =
2τ + Tlc + ω. Le temps d’arrivée minimum de ce paquet dans le nœud 6 sera
t + (X − 1)Δ + Tmin = t + (X − 1)Δ + 2τ + Tlc + ω
Pour calculer le temps d’attente maximum de ce paquet dans le nœud 6, nous de-
vons calculer la date d’arrivée maximale du paquet du même bloc transmis de S2 vers
N6. La courbe d’arrivée du flux F2 à l’entrée de la file d’attente B2 du nœud N6 est égale
à αρ2,2LβC2,6,T2,6 . Le délai maximum Tmax entre S2 et N6 est donc Tmax = T2,6 +2 LC2,6 =
Ti,j + 2ωi,j. La date d’arrivée maximum de ce paquet sera
t + X.Δ + Tmax = t + X.Δ + T + 2ω
Le délai d’attente, noté φ, est alors égal à
φ = {t + X.Δ + T + 2ω} − {t + (X − 1)Δ + 2τ + Tlc + ω}
= {T + ω + Δ} − {2τ + Tlc}
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La valeur de φ est positive si
T + ω + Δ > 2τ + Tlc
Δ = L/ρ > 2τ + Tlc − T − ω
Pour L = 1, ceci est équivalent à :
ρ <
1
2τ + Tlc − T − ω





φ si ρ < 1
2τ+Tlc−T−ω
0 si ρ ≥ 1
2τ+Tlc−T−ω
La dernière étape consiste à calculer la courbe de service totale pour le chemin allant
de S1 et jusqu’à la sortie du nœud N6
βCtot,Ttot = β1,3 ⊗ β13 ⊗ β3,4 ⊗ β14 ⊗ β4,6 ⊗ β16














5T + τ + Tlc + 2Δ + 2ω si ρ < 12τ+Tlc−T−ω
4T + 3τ + 2Tlc + Δ + ω si ρ ≥ 12τ+Tlc−T−ω







5.3.1.2 Délai maximum de bout-en-bout - stratégie de transfert rapide (FFS)
Dans cette partie, nous allons tout d’abord calculer la courbe de service totale of-
ferte à un flux F1 tout au long du chemin entre S1 et R2. Puis, nous calculerons le délai
maximum entre cette source et ce récepteur pour un paquet d’un certain bloc X .
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Le calcul du délai maximum avec cette stratégie se fait de la même manière que la
précédente en passant par les mêmes étapes. Les seules différences seront les valeurs
des T 3B et T
6
B .
Le calcul de T 3B et T
6
B se fait avec la même méthode que pour la section précédente,
mais en appliquant la stratégie de transfert rapide (FFS)(voir la Section 4.4.5 ).
D’après les résultats obtenus dans la Section 4.4.4 pour trouver les valeurs des dé-
lais d’attente dans les files d’attente,
T 3B =
([tX ]max − [tX ]min) LΔ
C
Sachant que la valeur de [tX ]max − [tX ]min est équivalente à la valeur du délai d’attente
maximum calculé dans la stratégie précédente pour ce nœud.
[tX ]max − [tX ]min = {t + X.Δ + T2,3 + 2. LC2,3} − {t + (X − 1)Δ + LC1,3}










+ T + ω)
ρ
C
De façon similaire, nous trouvons T6B
T 6B =
([tX ]max − [tX ]min) LΔ
Cout
où,
– [tX ]min : est le délai minimum entre S2 et N6 calculé dans la Section 5.3.1.1.
[tX ]min = t + (X − 1)Δ + ω
– [tX ]max : représente le délai maximum entre S1 et N6. Pour calculer [tX ]max, nous
supposons qu’un paquet produit par la source S1 au début du bloc X , subit un






dans le nœud N3. Il subit ensuite des délais maximums jusqu’à N6. Donc
[tX ]max = t + (X − 1)Δ + τ3 + Tlc + T 3B + T3,4 + τ4 + T4,6 + ω
= t + (X − 1)Δ + τ3 + Tlc + (L
ρ
+ T + ω)
ρ
C
+ T + τ4 + T + ω
Nous obtenons alors
[tX ]max − [tX ]min = 2τ + Tlc + 2T + (L
ρ
+ T + ω)
ρ
C
Nous en déduisons le temps d’attente maximum dans la seule file d’attente B de
nœud N6 :
T 6B = {2τ + Tlc + 2T + (
L
ρ
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Enfin, la courbe de service totale entre S1 et la sortie du nœud N6 est
βCtot,Ttot = β1,3 ⊗ β13 ⊗ β3,4 ⊗ β14 ⊗ β4,6 ⊗ β16
= βC,T ⊗ βC,τ3+Tlc+T 3B ⊗ βC,T ⊗ βC,τ4 ⊗ βC,T ⊗ βCout,τ6+Tlc+T 6B
= βmin[C,Cout],3T+3τ+2Tlc+T 3B+T 6B
Nous trouvons donc
Ctot = min[C,Cout]





Ttot = 3T + 3τ + 2Tlc + (Δ + T + ω)
ρ
C
+{2τ + Tlc + 2T + (Lρ + T + ω) ρC} ρCout







5.3.1.3 Délai maximum de bout-en-bout - stratégie de routage / multiplexage (MS)
Nous supposons que la stratégie de routage / multiplexage (MS) est appliquée au
réseau présenté sur la Figure 5.3(a). Les nœuds N3 et N6 sont des nœuds de multi-
plexage FIFO. Nous considérons les mêmes contraintes et conditions imposées aupa-
ravant. Chaque flux Fi est représenté par sa courbe d’arrivée αρi,σi , le débit d’un flux
sur un lien est toujours inférieur ou égal à la capacité de ce lien ρi ≤ C, la somme des




La courbe de service totale entre S1 et la sortie du nœud N6 est donnée par la rela-
tion utilisée précédemment
βCtot,Ttot = β1,3 ⊗ β13 ⊗ β3,4 ⊗ β14 ⊗ β4,6 ⊗ β16
Toutes les courbes de service sont connues mis à part β13 et β
1
6 . Ces courbes de ser-
vice peuvent être trouvées grâce à l’Équation 4.6. Pour trouver β13 et β
1
6 , nous avons
donc




β16(t) = βCout,τ6(t)− αρ2,σ2+ρ2T2,6(t) = β(Cout−ρ2),τ6+σ2+ρ2T2,6Cout
= β(Cout−ρ),(τ+ 2L+ρTCout )
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La courbe de service totale est alors
βCtot,Ttot = βC1,3,T1,3 ⊗ β(C3,4−ρ2),τ3+σ2+ρ2T2,3C3,4
⊗ βC3,4,T3,4 ⊗ βC4,6,τ4 ⊗ βC4,6,T4,6
⊗β
(Cout−ρ2),τ6+σ2+ρ2T2,6Cout
= βC,T ⊗ β(C−ρ),τ+ 2L+ρT
C
⊗ βC,T ⊗ βC,τ ⊗ βC,T
⊗β(Cout−ρ),τ+ 2L+ρTCout
= βmin[C,C−ρ,Cout−ρ],3T+3τ+ 2L+ρTC + 2L+ρTCout
Nous trouvons donc
Ctot = min[C,C − ρ, Cout − ρ] = min[C − ρ, Cout − ρ]





















min[C − ρ, Cout − ρ]
Les Tableaux 5.6 et 5.7 résument les résultats obtenus sur ce réseau avec les trois
stratégies.
Stratégie Capacité Totale
FOS Ctot = min[C,Cout]
FFS Ctot = min[C,Cout]
MS Ctot = min[C − ρ, Cout − ρ]
TABLE 5.6 – Capacité totale : réseau "butterfly"
5.3.1.4 Application numérique
Dans cette partie, nous proposons une application numériques des résultats théo-
riques obtenus précédemment.
Nous supposons que τi = 15 ms, Tlc = 0 ms, σ = 2 paquets. Nous supposons
aussi que tous les flux entrants ont les mêmes propriétés et que ∀i, j : T = 10 ms et
C = Cout = 200 paquets par seconde (pps). En conséquence, L/C = L/Cout = 1/200 = 5
ms.
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5T + τ + Tlc + 2Δ + 2ω +
2L
min[C,Cout]
si ρ < 1
2τ+Tlc−T−ω
4T + 3τ + 2Tlc + Δ + ω +
2L
min[C,Cout]
si ρ ≥ 1
2τ+Tlc−T−ω
FFS
3T + 3τ + 2Tlc + (Δ + T + ω)
ρ
C
+{2τ + Tlc + 2T + (Lρ + T + ω) ρC} ρCout + 2Lmin[C,Cout]










TABLE 5.7 – Délais maximums de bout-en-bout : réseau "butterfly"
Nous supposons aussi que ρ1 = ρ2 = ρ. Sachant que
n∑
i=1
ρi ≤ C, alors la valeur de




pps. Nous supposons donc que ρ varie dans
l’intervalle [20, 100] (pps) (ce qui correspond à Δ variant dans l’intervalle [10, 50] ms).
Pour n = 2 liens entrants, ρ1 = ρ2 = ρ ≤ 2002 = 100 (pps).
1. Considérons la stratégie orientée flux(FOS). En appliquant les valeurs numé-





































si ρ ≥ 66.66
2. En appliquant la stratégie de transfert rapide (FFS), nous constatons que le délai













































3. Considérons maintenant la stratégie de routage / multiplexage (MS), le délai
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Pour trouver le débit à partir duquel la stratégie (FOS) est plus performante que




− TmultiplexageS1,R2 = 0
Ces valeurs sont les racines des polynômes suivants :
Pour ρ < 66.66 : (−1/10000)ρ3 + (10/1000)ρ2 + 6ρ− 400 = 0
Pour ρ ≥ 66.66 : (−1/10000)ρ3 + (25/1000)ρ2 + 2ρ− 200 = 0
Les solutions sont
ρ = −232.34, ρ = 64.2, ρ = 268.13
ρ = −107.77, ρ = 62.94, ρ = 294.82
La seule solution acceptable parmi ces solutions est ρ = 64.2 (voir la Figure 5.5).




− T FFSS1,R2 = 0
c’est à dire sur la seule racine acceptable des équations :
Pour ρ < 66.66 : −(3/8000000)ρ3 − (7/20000)ρ2 − (1/200)ρ + 2 = 0
Pour ρ ≥ 66.66 : −(3/8000000)ρ3 − (7/20000)ρ2 − (1/100)ρ + 1 = 0
Cette racine est égale à ρ = 66.66 (pps)
Dans le cas d’étude suivant, nous allons étudier un réseau un peu plus complexe.
Par rapport au réseau étudié dans cette partie, il contient un plus grand nombre de
sources et de liens entrants dans le routeur "congestionné". Nous allons trouver les
délais maximums des trois stratégies et comparer ces délais avec les délais obtenus
avec le réseau "butterfly".
5.3.2 Cas d’Étude -2- Réseau avec de multiples flux entrants
Nous considérons le réseau représenté dans la Figure 5.6. Les sources S1, S2 et S3
transmettent en multicast les flux F1, F2 et F3 vers les trois récepteurs R1,R2 et R3. Les
flux F1, F2 et F3 sont contraints par la même courbe d’arrivée affine αρ,σ(t). Nous allons
considérer les mêmes conditions et contraintes que celles imposées dans le premier cas
d’étude.
Les délais maximums seront calculés pour les trois stratégies pour un chemin qui
traversent le maximum de nœuds. Nous allons choisir le chemin de S1 à R3 qui traverse
les nœuds 4, 5 et 8 (chemin marqué en rouge sur la Figure 5.6).
Les résultats seront donnés directement dans le Tableau 5.9. Ils sont calculés de
façon similaire à celle faite dans le premier cas d’étude.
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FIGURE 5.5 – Délais maximums : réseau butterfly
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(a) Sans codage réseau (b) Avec codage réseau
FIGURE 5.6 – Cas d’étude -2- Réseau avec multiples flux entrants
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FIGURE 5.7 – Délais maximums : réseau avec multiples flux entrants
Stratégie Capacité Totale
FOS Ctot = min[C,Cout]
FFS Ctot = min[C,Cout]
MS Ctot = min[C − 2ρ, Cout − 2ρ]
TABLE 5.8 – Capacité totale : réseau avec multiples flux entrants
5.3.2.1 Application numérique
Nous adoptons les mêmes valeurs numériques que celles présentées dans la partie
précédente. Nous avons ρ1 = ρ2 = ρ3 = ρ ≤ 2003 (pps) car le nombre de liens entrants
est égal à n = 3.
En observant la Figure 5.7 et en la comparant avec la Figure 5.5, nous constatons
que les délais de codage n’ont pas changé. Ceci était prévisible car les chemins entre
les sources et les récepteurs n’ont pas été modifiés dans les deux réseaux car seul le
nombre de flux entrants a changé.
La principale information apportée par ce cas d’étude est que, par rapport au réseau
"Butterfly", les stratégies du codage supportent un nombre supérieur de flux sans aug-
menter les délais contrairement à la stratégie de routage/multiplexage. En effet, même
si le nombre de paquets à combiner augmente, les délais n’augmentent qu’à cause de
l’augmentation de la complexité du codage. En revanche, plus le nombre de paquets à
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5T + τ + Tlc + 2Δ + 2ω +
2L
min[C,Cout]
si ρ < 1
2τ+Tlc−T−ω
4T + 3τ + 2Tlc + Δ + ω +
2L
min[C,Cout]




3T + 3τ + 2Tlc + (Δ + T + ω)
ρ
C
+{2τ + Tlc + 2T + (Lρ + T + ω) ρC} ρCout + 2Lmin[C,Cout]










TABLE 5.9 – Délais maximums de bout-en-bout : réseau avec multiples flux entrants
traiter sur les liens entrants est grand, plus le délai de multiplexage est grand. Ce cas
d’étude montre bien l’avantage du codage réseau par rapport à la stratégie classique.
Dans le prochain cas d’étude, nous allons considérer le troisième réseau avec plu-
sieurs niveaux du codage / multiplexage.
5.3.3 Cas d’Étude -3- Réseau avec de multiples niveaux du codage /
multiplexage
Considérons le réseau représenté sur la Figure 5.8. Les sources S1, S2 et S3 trans-
mettent en multicast les flux F1, F2 et F3 vers deux récepteurs R1 et R2. Considérons les
mêmes contraintes sur les flux et les éléments du réseau que celles mentionnées aupa-
ravant. Par rapport aux réseaux précédents, ce réseau contient trois niveaux du codage
/ multiplexage. Chaque niveau du codage / multiplexage a un impact sur les délais
maximums de bout-en-bout. Les résultats obtenus illustreront l’avantage des straté-
gies du codage dans des réseaux qui contiennent plusieurs flux de débit importants et
plusieurs niveaux de traitement des paquets.
Stratégie Capacité Totale
FOS Ctot = min[C,Cout]
FFS Ctot = min[C,Cout]
MS Ctot = min[C − ρ, Cout − 2ρ]
TABLE 5.10 – Capacité totale : réseau avec multiples niveaux du codage / multiplexage
Nous allons directement présenter les résultats obtenus sur les délais maximums
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(a) Sans codage réseau (b) Avec codage réseau
FIGURE 5.8 – Cas d’étude -3- Réseau avec multiples niveaux du codage / multiplexage
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FIGURE 5.9 – Délais maximums : réseau avec multiples niveaux du codage / multi-
plexage
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de bout-en-bout. Les résultats peuvent être calculés de façon similaire à celle faite dans
le premier cas d’étude.
Le Tableau 5.11 résume les délais maximums calculés sur le chemin allant de S1 à






12T + 3τ + 2Tlc + 3Δ + 3ω +
2L
min[C,Cout]
si ρ < 1
2τ+Tlc−3T−ω
9T + 5τ + 3Tlc + 2Δ + 2ω +
2L
min[C,Cout]
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TABLE 5.11 – Délais maximums de bout-en-bout : réseau avec multiples niveaux du
codage / multiplexage
5.3.3.1 Application numérique
Comme dans les cas d’étude précédents, nous évaluons les formules théoriques
obtenues pour les différentes stratégies sur un ensemble de valeurs numériques. Ces
valeurs sont identiques à celles choisies dans les parties précédentes.
Les débits des flux doivent toujours vérifier la condition suivante : ρ1 = ρ2 = ρ3 =
ρ ≤ 200
3
(pps) car le nombre maximum de liens entrants à un nœud est égal à n = 3.
En examinant la Figure 5.9 nous constatons que la stratégie (FFS) offre une meilleure
performance par rapport aux autres stratégies dans les limites des débits imposés.
Dans cette figure, nous remarquons deux choses :
– nous apercevons clairement le gain de la stratégie (FFS) par rapport à la stratégie
(MS). Ce gain augmente avec le débit. Rappelons aussi que nous avons choisi de
comparer ces stratégies pour des débits supportables par les 3 stratégies et que
les stratégies du codage peuvent supporter des débits proches des valeurs des
capacités des liens, ce qui n’est pas le cas de la stratégie MS.
– nous observons des zones non-favorables à l’application de la stratégie FOS. Ces
régions correspondent à des valeurs de débits relativement petites. Ce phéno-
mène peut être expliqué par le fait que cette stratégie est contrainte d’imposer
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un certain délai d’attente afin de réaliser les combinaisons de paquets. Ces délais
d’attente sont liés bien sûr aux débits des flux ( "plus les débits sont petits, plus
le temps d’attente est grand").
5.4 Discussion
Les comparaisons des délais maximums des trois stratégies, soit au niveau d’un
nœud ou au niveau d’un réseau, montrent que la stratégie de transfert rapide offre géné-
ralement des délais de bout-en-bout meilleurs que ceux offerts par les autres stratégies.
En général, la performance de la stratégie de transfert rapide ne dépend pas fortement
du nombre de flux ou de débits à l’inverse des deux autres stratégies.
Les conclusions de cette comparaison sont les suivantes :
– Indépendamment des valeurs des débits des flux, la stratégie de transfert rapide
est la meilleure dans quasiment tous les cas de figure.
– Plus le réseau est chargé plus l’avantage des stratégies de codage augmente par
rapport à la stratégie de routage / multiplexage.
– Lorsque le débit augmente, les délais maximums de la stratégie de transfert ra-
pide augmentent de façon régulière mais moins significative que les délais de la
stratégie de routage / multiplexage. Dans le même temps, les délais de la straté-
gie orientée flux décroissent.
– Le fait que la stratégie orientée flux combine tous les paquets impose un cer-
tain délai supplémentaire à ajouter. Ce délai est liée directement à la durée de
l’intervalle des blocs et donc inversement aux débits des flux. Par conséquent,
il faut éviter d’appliquer cette stratégie quand les paquets sont largement sépa-
rés, autrement dit, quand les débits sont petits. En contrepartie, quand le débit
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6.1 Introduction
Une méthode permettant l’évaluation théorique des bornes maximales des délais
de bout en bout a été présentée dans les chapitres précédents. Ces bornes représentent
les limites maximales calculées pour les pires scénarios possibles.
Dans ce chapitre, nous cherchons à évaluer la différence entre les bornes théoriques
et les valeurs de délai maximales rencontrées dans la pratique. Pour cela, nous si-
mulons le fonctionnement des trois réseaux présentés dans le chapitre précédent. Les
conditions et les contraintes exigées sur les flux et les éléments des réseaux sont stric-
tement respectées pour que nous puissions avoir des résultats comparables.
Dans la première partie de ce chapitre, nous présenterons le simulateur développé
et dans un deuxième temps, nous analyserons les résultats obtenus et nous compare-
rons les résultats obtenus par les trois stratégies avec les bornes théoriques, puis nous
les comparerons entre elles.
6.2 Simulation
6.2.1 Présentation de simulateur
Le simulateur que nous avons implémenté est basé sur le simulateur Java présenté
dans [73].
Ce simulateur [73] est une implémentation du codage réseau aléatoire construit à la
base pour les réseaux mobile sans fil ou plus généralement pour les réseaux qui fonc-
tionnent dans des environnements extrêmes. Ce simulateur est implémenté en Java et
réalise des combinaisons linéaires aléatoires.
Nous avons choisi ce simulateur dans notre travail, car il s’agit d’une structure
légère adaptée pour mettre en œuvre et déployer des applications réelles et pour éva-
luer leur performance dans des conditions réalistes. L’avantage de l’implémentation en
Java est sa portabilité et sa capacité à être exécutée indépendamment de la plateforme.
Un des ses points forts concerne l’utilisation de la modularité de composition de pile
de protocole. Ainsi, dans cette architecture, le codage réseau est présenté comme une
couche protocolaire. Il suffit donc de changer le code de cette couche pour modifier le
codage. Finalement, il est l’un des rares simulateurs de codage réseau existants dispo-
nible pour gratuitement.
D’autres implémentations de codage réseau ont été développées, comme par exemple,
le système de Microsoft "avalanche" utilisé pour les réseaux pair-à-pair (P2P) de dis-
tribution ou de diffusion de contenu [21]. D’autres exemples sont le système COPE
présenté par le MIT pour les réseaux maillés sans fil [26] et le simulateurs C++ pré-
senté dans [53] pour évaluer le performance de codage réseau pour des applications
de partage de fichiers dans des réseaux maillés sans fil. D’autres logiciels liés au co-
dage réseau développés pour différents scénarios de communication sont disponibles
sur [74].
Dans les parties suivantes, nous allons présenter cette implémentation de codage
réseau en décrivant les modifications apportées sur les différentes étapes.
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* Les paquets transmis de chaque nœud du codage sont des combinaisons linéaires
des paquets présents dans les files d’attente. Ces combinaisons ne sont pas aléa-
toires, mais elles sont choisies selon les stratégies de codage FOS et FFS intro-
duites dans le Chapitre 4 en fonction du code réseau défini à priori.
* Les coefficients utilisés pour former un paquet transmis sont choisis dans un
corps fini et ils sont stockés dans l’entête de chaque paquet codé. D’autres identi-
ficateurs sont stockés dans l’entête de chaque paquet : une estampille temporelle
indiquant la date du bloc du paquet, le numéro du bloc, l’adresse, . . . etc. Les
identificateurs rendent chaque paquet unique et permettent de le distinguer des
autres paquets.
FIGURE 6.1 – Paquet codé
* Un paquet combiné se compose d’une charge utile codée et d’une liste qui contient
les coefficients et les identificateurs des paquets générés par les sources qui sont
à l’origine de ce paquet.
* Quand un nouveau paquet combiné arrive au récepteur, la liste des coefficients
qu’il contient est extraite et un pivot de Gauss est appliqué sur la matrice corres-
pondant aux coefficients de codage. Les paquets décodés après chaque étape de
réduction sont expédiés à la couche application, si ce récepteur est leur destina-
tion finale.
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* Le corps fini utilisé est F28 : le principal avantage de ce corps est qu’il constitue
un bon compromis car il contient un nombre "suffisant" d’éléments tout en main-
tenant une vitesse des opérations très rapide. En effet, les éléments de ce corps
sont considérés comme des polynômes sur le corps binaire F2 et peuvent donc
être représentés par des octets. Les additions sont de simples OU exclusifs (eX-
clusive OR : XOR) entre ces octets. Les multiplications sont réalisées grâce à une
représentation des éléments sous la forme de puissance d’un élément primitif. Le
passage entre ces différentes représentations se fait en utilisant deux tableaux de
256 octets chacun.
6.2.2 Modélisation des trafics et des délais
Les trafics utilisés dans cette implémentation, sont générés par des sources repré-
sentées par des générateurs aléatoires de paquets.
Rappelons que chaque bloc est associé à un intervalle unique [t, t+Δ[. Pour chaque
bloc, la source choisit l’instant où un paquet sera produit suivant un tirage aléatoire
uniforme dans l’intervalle associé au bloc. Nous rappelons que la source n’est pas au-
torisée à générer plus d’un paquet dans chaque intervalle (voir la Figure 5.4). Dans
cette simulation, pour être en conformité avec l’approche théorique, nous générons
exactement un paquet par bloc et par source (alors que les stratégies introduites sont
capable de traiter le cas où aucun paquet n’est généré pendant un intervalle du bloc
donné).
Les délais subis sur les liens et les délais de service des flux dans les nœuds sont
aussi générés suivant une loi uniforme.
6.3 Application, analyse et évaluation du délai maximum
d’un réseau de bout-en-bout par simulation
Les résultats obtenus sur réseaux simulés sont représentés sur les Figures 5.3, 5.6 et
5.8.
Chaque source transmet en multicast un fichier de 1000 paquets vers tous les récep-
teurs. Les sources partagent la même horloge, mais ils ne produisent pas leurs paquets
simultanément.
La durée d’un bloc, Δ, varie de 10 ms à 50 ms. Ainsi, les débits des flux varient de
20 à 100 pps (paquets par seconde).
Tous les liens dans les réseaux ont la même capacité C qui est égale à 200 pps et
le délai subi par un paquet sur un lien ei,j est compris entre L/C et L/C + Ti,j. La
valeur de Ti,j , correspondant au délai de transmission d’un paquet sur un lien, est tiré
aléatoirement suivant une loi uniforme dans l’intervalle [0, 10] ms.
Tous les nœuds dans les réseaux ont le même délai de service τ qui suit une loi
uniforme dans l’intervalle [0, 15]. Ce délai est donc en moyenne égal à 7.5 ms.
Tlc qui désigne le temps maximal nécessaire pour parvenir à une combinaison li-
néaire de paquets est considéré comme très petit et négligeable par rapport aux autres
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Réseau avec Multiple - Niveaux du Codage / Multiplexage
- - - - FFS
. . . . FOS
MS
Délais Maximums Théoriques
FIGURE 6.2 – Délais maximums théoriques
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délais.
Dans le simulateur, les stratégies FOS, FFS et MS ont été implémentées telles que
décrites dans le chapitre 4.
La Figure 6.2 rappelle les résultats obtenus dans le Chapitre 5 sur les délais maxi-
mums théoriques de bout-en-bout pour les trois réseaux.
Notre but dans ce chapitre est d’estimer et de comparer les délais de bout-en-bout
obtenus par simulation avec les résultats théoriques.
Nous allons calculer les délais maximums pour les cas des codages et de multi-
plexage sur le chemin qui traverse un maximum de nœuds comme nous avons déjà
expliqué dans le Chapitre 5.
Pour chaque valeur de débit, qui varie entre 20 et 100 pps, un fichier de 1000 pa-
quets est envoyé de chaque source vers tous les récepteurs. À la fin du chemin maxi-
mum choisi, nous calculons les délais maximums subis par les paquets sur ce chemin.
L’expérience est répétée 10 fois pour chaque valeur de débit. Pour chaque stratégie et
chaque débit, nous indiquons sur la figure les valeurs :
- du maximum des maximums
- de la moyenne des maximums
- du minimum des maximums
Les Figures 6.3, 6.4 et 6.5 montrent les distributions des délais maximums pratiques
autour des moyennes pour chaque valeur de débits des flux et les délais maximums
théorique pour chaque réseau et chaque stratégie.
6.4 Stratégie de transfert rapide (FFS)
En observant la Figure 6.3 qui présente les distributions des délais maximums pra-
tiques de la stratégie transfert rapide (FFS), nous constatons que
– elles ne dépassent jamais les bornes des délais maximums théoriques.
– les délais sont concentrés autour des moyennes.
– les courbes des délais maximums pratiques et théoriques sont croissantes mais
l’écart entre les deux courbes augmente avec le débit.
– plus le réseau est complexe, plus l’écart entre les résultats pratiques et théoriques
est grand.
6.5 Stratégie orientée flux (FOS)
Nous observons globalement les même comportement que pour la stratégie précé-
dente. Toutefois :
– l’écart entre les deux courbes diminue lorsque le débit augmente.
– en observant les courbes de la stratégie orientée flux (FOS), nous constatons que
les distributions des délais maximums autour de la moyenne sont légèrement
plus étalées que les autres stratégies et plus variantes d’un réseau à l’autre.
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Réseau avec Multiple - Flux
---- Délai Maximum par Simulation (moyenne des maximums)
Délai Maximum Théorique
Délai Minimum  des maximums
Délai Maximum des maximums
FFS 
Délais Maximums
FIGURE 6.3 – Stratégie FFS : Délais Maximums
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Ce dernier point peut s’expliquer par le fonctionnement de la stratégie FOS elle-
même. En fait, la condition imposée dans FOS, est "un paquet d’un bloc doit attendre
dans la file d’attente l’arrivée de tous les paquets de ce bloc ou la fin de la date-limite du temps
d’arrivée du bloc avant qu’il puisse sortir".
En conséquence, un paquet ne peut pas quitter sa file d’attente, même si le lien
sortant n’est pas occupé , et ce tant que la condition précédente n’a pas vérifiée. Il
faut noter aussi que plus le nombre de flux est grand plus la probabilité que le temps











































Réseau avec Multiple - Flux
---- Délai Maximum par Simulation (moyenne des maximums)
Délai Maximum Théorique
Délai Minimum  des maximums
Délai Maximum des maximums
FOS 
Délais Maximums
FIGURE 6.4 – Stratégie FOS : Délais Maximums
6.6 Stratégie de Routage / Multiplexage (MS)
Les mêmes types de remarques notées auparavant sont applicables sur les courbes
de la stratégie de Routage / Multiplexage (MS). En revanche, nous pouvons observer
que les courbes de cette stratégie sont légèrement croissantes jusqu’à un seuil inférieur
de débit à partir duquel la croissance est plus forte. Ce seuil correspond à une situation
où la congestion commence à apparaître dans les nœuds.
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---- Délai Maximum par Simulation (moyenne des maximums)
Délai Maximum Théorique
Délai Minimum  des maximums
Délai Maximum des maximums
MS 
Délais Maximums
FIGURE 6.5 – Stratégie MS : Délais Maximums
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6.7 Comparaisons des résultats de simulation obtenus par
les trois stratégies
Les Figures 6.6 présente les moyennes des délais maximums pratiques de bout-en-
bout des paquets sur les chemins les plus longs entre la source et le récepteur pour les
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(Moyennes des maximums)
FIGURE 6.6 – Délais maximums par simulation
dans le pire cas, les résultats théoriques seront, au maximum, 2 fois plus grands que les
résultats pratiques. Ça peut être expliqué du fait que les bornes sont calculées pour des
pires cas avec le calcul réseau qui impose les pires des scénarios dans chaque élément
des réseaux (en l’occurrence, des délais maximums). Notons que ce résultat est rela-
tivement positif car le calcul réseau fournit souvent des bornes théoriques beaucoup
plus éloignés des résultats pratiques.
En observant les Figures 6.6, nous trouvons que
La stratégie de transfert rapide (FFS) présente les meilleurs résultats lorsque les débits
ne sont pas trop importants par rapport à la capacité des liens. Ainsi, il est préférable
d’utiliser la stratégie de transfert rapide lorsque les débits ne sont pas très importants
(moins de C/2) ou lorsque nous traitons des flux à taux ou à régularité variable.
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En ce concerne la stratégie orientée flux (FOS), les délais augmentent lorsque les
débits ne sont pas trop importants, mais d’un autre côté, la charge totale du réseau
est considérablement réduite comparée aux autres stratégies ( taux de combinaison
maximum).
lorsque les débits augmentent, la stratégie FOS obtient d’excellents résultats. Elle
est donc conseillée pour des flux dont les débits sont suffisamment grands (plus grand
que C/2).
Dans la stratégie de Routage / Multiplexage (MS), nous remarquons que les délais
de bout-en-bout augmentent quand les débits des flux dépassent les seuils. Autrement
dit, quand la somme des débits des flux entrants devient plus grande que la capacité
des liens sortants.
Comme prévu, ce seuil est atteint au point égal approximativement à 100 pps pour
le réseau "butterfly" et 67 pps les deux autres réseaux.
Pour les stratégies à base de codage, les seuils équivalents apparaissent à des va-
leurs proches de la capacité des liens avant que la congestion commence à apparaître.
Cela signifie que les stratégies de codage sont capables de supporter des débits très
près de la valeur maximale. Ce point présente l’un des avantages le plus important du
codage réseau.
Enfin, il faut noter que le fait de considérer le délai de combinaison Tlc ne change
pas les tendances des courbes des stratégies de codage (Tlc supposé être petit, donc son
effet sur les résultats n’est pas énorme). Il suffit, pour le prendre en compte, de décaler
les courbes vers le haut d’une certaine valeur équivalente à Tlc.
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La contribution principale de ce travail est la définition de nouvelles solutions dont
le but est d’introduire le codage réseau dans le contexte des réseaux à qualité de service
garantie.
Pour établir les hypothèses spécifiques de travail, une exploration préalable de la
problématique de ce domaine a été nécessaire. Même si plusieurs approches introdui-
sant le codage réseau dans différents contextes et domaines d’applications ont été pro-
posées (voir Section 2.2.1), le fait d’utiliser le codage réseau pour des applications avec
la contrainte d’offrir un certain niveau de qualité de service à chaque paquets n’a pas
été traité jusqu’à présent (à notre connaissance).
Ceci nous a motivé pour orienter nos recherches vers ce domaine avec des straté-
gies et des hypothèses assez spécifiques. A titre d’exemple quand nous nous sommes
intéressés aux stratégies de codage sur les nœuds intermédiaires, plusieurs questions
se posaient, notamment par rapport à la stratégie de codage à utiliser, à la manière de
considérer les flux et les autres éléments des réseaux, à la façon de gérer la synchroni-
sation des paquets. . . etc.
L’objectif initial a été globalement atteint. Rappelons que celui-ci consistait à mon-
trer que le codage réseau peut permettre de réduire les bornes de délais de bout en
bout dans des réseaux à qualité de service, y compris dans des réseaux où le codage
réseau n’apporte pas de gain de débit.
Résumons maintenant l’ensemble de ce travail, du point de vue des thématiques
abordées et des perspectives qu’il permet d’envisager.
• Stratégie Orientée Réseau (NOS) :
Nous avons introduit cette stratégie avec comme objectif de réduire au minimum
les temps d’attente dans les nœuds de codage. Pour cette stratégie, qui est basée
sur du codage aléatoire en termes de dates d’arrivée des paquets, nous avons
présenté une méthode permettant d’obtenir les courbes de service globales du
réseau. Cette méthode est basée sur une matrice de transfert dont les entrées sont
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des courbes de service.
• Stratégies FOS - FFS - MS :
En raison de la fiabilité partielle de l’approche précédente, peu compatible avec
des réseaux à QoS garantie, nous avons proposé deux autres stratégies à fiabilité
totale utilisant le concept de code en bloc. La première, stratégie orientée flot
(FOS) est une implémentation directe du codage réseau utilisant le concept de
code en bloc, et la seconde, stratégie de transfert rapide (FFS) permet aux nœuds
intermédiaires de transférer les paquets même si certains paquets à combiner ne
sont pas encore arrivés.
Les délais maximums de bout-en-bout et les tailles des files d’attente ont été dé-
terminées dans les pires cas pour ces deux dernières stratégies de codage réseau
ainsi que pour la stratégie de routage / multiplexage classique dans des réseaux
fournissant des QoS garanties.
• Évaluations et résultats FOS - FFS - MS :
Les résultats sur les délais maximums de bout-en-bout des deux stratégies fiables
et de la stratégie de routage / multiplexage classique ont été évalués de deux
manières sur trois topologies de réseaux : via l’approche théorique basé sur le
calcul réseau et ensuite au moyen de simulations.
Nous avons montré qu’avec la stratégie de transfert rapide, les bornes obtenues
sur le délai de bout-en-bout sont meilleures que les bornes obtenues avec la
stratégie orientée flux tant que les débits de flux restent relativement petits. Par
contre, cet avantage bascule et devient légèrement favorable à la stratégie orien-
tée flux lorsque le débit augmente et est régulier. Par rapport à ces deux stratégies,
les performances de la stratégie de multiplexage sont légèrement moins bonnes
que celles de la stratégie de transfert rapide à très bas débit, par contre, l’écart se
creuse lorsque les débits, et donc les congestions, augmentent.
Indépendamment des valeurs des débits des flux, la stratégie de transfert rapide
(FFS) présente un meilleur compromis entre le délai et le débit et offre un meilleur
service que les deux autres stratégies.
Tous ces résultats théoriques ont été confirmés par les résultats obtenus par des
simulations. En effet, les courbes théoriques et de simulation suivent globalement
les mêmes pentes et nous observons un facteur inférieur à 2 entre les bornes maxi-
males théoriques et celles obtenues par simulation.
Au vu des résultats obtenus, nous souhaiterons approfondir nos études dans plu-
sieurs directions.
Le première piste consiste à poursuivre les études des stratégies introduites dans
le cadre des réseaux à garanties de QoS. Il nous semble intéressant d’intégrer
des contraintes liés a certains réseaux spécifiques. Un premier type de réseaux
concerne les réseaux avioniques, et notamment le réseaux AFDX, qui a motivé
notre travail au début de cette étude. L’application de nos stratégies sur une
topologie réaliste en intégrant les définitions des flux multicast utilisés dans ce
contexte nous semble particulièrement intéressante. Une autre piste concerne les
réseaux à garantie de service de type MPLS. En effet, le codage réseau est déjà
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étudié dans ce contexte dans le cadre du projet européen FP7 4WARD [75][76].
L’autre direction de recherche concerne l’utilisation des stratégies que nous avons
introduites, notamment la stratégie de transfert rapide, dans d’autres types de
réseaux que des réseaux à QoS. En effet, si dans cette thèse, nous nous sommes
focalisés sur les bornes maximums des délais de transmission, nous avons ob-
servé que la stratégie de transfert rapide obtient les mêmes gains en terme de
délai moyen. Les résultats de simulations sur le réseau "butterfly" sont présentés
















FIGURE 7.1 – Réseau "butterfly"- délais moyens
Cette stratégie peut être utilisée dans tous les réseaux où le code réseau est fixe.
Elle permet d’obtenir une fiabilité totale grâce à l’utilisation du concept de code
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 L'intérêt du codage réseau (network coding) pour améliorer le débit ou   optimiser 
l'utilisation de la capacité du réseau a été clairement  démontré dans différents contextes. 
Certains travaux ont notamment montré que le codage réseau permet de diminuer le délai 
(maximal et  moyen) de transmission de bout-en-bout d'un paquet. Ceci est dû au  fait que le 
traitement simultané de plusieurs paquets  dans un noeud  de codage  permet de réduire le 
temps passé par les paquets dans les  files d'attente  par rapport au routage classique.  Dans 
cette thèse, nous considérons l'application du codage réseau dans le contexte des réseaux 
proposant des garanties de qualité de service (QoS).   
 Notre principale contribution est la proposition de trois stratégies  de codage réseau 
assurant un niveau de QoS garantie exprimé en termes  de délai de bout-en-bout. La 
première stratégie, appelée "stratégie orientée réseau" est une  stratégie de codage aléatoire, 
en termes de dates d'arrivée des paquets, permettant de réduire au maximum le temps 
passé par les paquets dans les files d'attente des routeurs. Le point  faible de cette approche, 
comme toute approche aléatoire, est qu'elle n'est pas totalement fiable. Les deux autres 
stratégies proposées implémentent une stratégie fiable en utilisant le concept de code en 
bloc. La première, appelée "stratégie orientée flux" est basée  sur la définition classique du 
codage réseau alors que la seconde,  appelée "stratégie de transfert rapide", permet de 
réduire les temps d'attente des paquets dans les files d'attente en les transférant sans 
attendre tous les paquets du même bloc. Les délais maximums engendrés par les différentes 
stratégies ont été  évalués au niveau d'un noeud de codage en utilisant le calcul réseau 
(network calculus). Les bornes de délais de bout-de-bout ont ensuite  été calculées pour 
plusieurs types de réseaux. Dans la plupart des cas,  ces bornes sont meilleures que celles 
obtenues pour le routage classique. Les stratégies de codage réseau fiables et la stratégie de 
routage ont  été implémentées et évaluées par simulation sur les réseaux étudiés 
précédemment. Les résultats obtenus montrent que les pires cas de  délais de bout-en-bout 
observés ont les mêmes comportements que les bornes maximales théoriques calculées, 
validant ainsi les stratégies proposées.
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