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Abstract
Duality transformations within the quantum mechanics of a finite number of
degrees of freedom can be regarded as the dependence of the notion of a quantum,
i.e., an elementary excitation of the vacuum, on the observer on classical phase
space. Under an observer we understand, as in general relativity, a local coordinate
chart. While classical mechanics can be formulated using a symplectic structure
on classical phase space, quantum mechanics requires a complex–differentiable
structure on that same space. Complex–differentiable structures on a given real
manifold are often not unique. This article is devoted to analysing the dependence
of the notion of a quantum on the complex–differentiable structure chosen on clas-
sical phase space.
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1 Introduction
1.1 Summary
Complex differentiability on a given real manifold often admits several, mathemati-
cally nonequivalent definitions. This is of utmost importance for quantum mechanics
when the latter is formulated with the aid of classical phase space. Roughly speaking,
complex differentiability amounts to a declaration of what depends on z vs. what de-
pends on z¯, through the Cauchy–Riemann equations. Setting z = (q + ip)/
√
2 and
z¯ = (q − ip)/√2 on classical phase space and proceeding to quantisation, z and z¯ re-
spectively become annihilation and creation operators of the quantum theory. Clearly,
having more than one possible definition of complex differentiability on classical phase
space implies having more than one notion of what an elementary quantum is. This is
precisely the concept of a quantum duality [1].
An important disclaimer is in order. The choice of a complex structure on classical
phase space is not new to geometric quantisation [2]. Thus, e.g., in the particular case
of Chern–Simons theory [3], special effort is devoted to proving the independence of
the quantum theory with respect to the choice of a complex structure on classical phase
space. In geometric quantisation, independence of the quantum theory with respect to
the complex structure can be formulated more or less as follows. There is a bundle
of Hilbert spaces of quantum states over a certain base manifold. The latter is the
space of all complex structures (satisfying certain natural requirements) that one can
place on classical phase space. This bundle of Hilbert spaces admits a projectively flat
connection. Being projectively flat, this connection allows for a canonical identification
between the fibres corresponding to different choices of a complex structure.
Geometric quantisation was firmly established already in the 1980’s. It never faced
the notion of duality, which arose during the second superstring revolution of the mid
1990’s [1]. In this paper we interpret dualities as the possibility of having different no-
tions of what an elementary quantum is, depending on the choice of a complex struc-
ture on classical phase space. We would like to stress the fact that our conclusions
do not clash with geometric quantisation. Notwithstanding the canonical identifica-
tion between different fibres alluded to above, our approach to varying the complex
structure is entirely different. We perform a canonical quantisation of a number of
Ka¨hler manifolds (classical phase spaces) whose (local) Ka¨hler potentials are taken to
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be their classical Hamiltonian functions. Solving the corresponding time–independent
Schro¨dinger equations, we observe that both the eigenvectors and the eigenvalues ex-
hibit an unambiguous dependence on the complex structure chosen, despite the possi-
bility of parallel–transporting them into those corresponding to another complex struc-
ture. As an example, what appears to be a semiclassical state (with respect to a certain
complex structure) may well be mapped, by the parallel transport mentioned above,
into a highly quantum excitation, as measured by a complex structure that is nonbi-
holomorphic with the former. Indeed, nonholomorphic maps involving not just z but
also z¯, the corresponding quantum creation and annihilation operators are no longer
kept separate. One can imagine a transformation mapping, e.g., a large number of
creation operators (large quantum numbers: the semiclassical regime in terms of the
original variables) into a large number of annihilation operators (small quantum num-
bers: the strong quantum regime in the new variables). This, of course, is just one
conceivable example out of many possible, but it serves well to illustrate our point.
Mathematical background pertaining to the topics analysed here can be found in
refs. [4, 5, 6]. References to the quantisation of Ka¨hler manifolds, from different
standpoints, are [7] for the homogeneous case, reviewed in [8] (Berezin quantisation);
ref. [9] for the compact case (Berezin–Toeplitz quantisation), and [10] for the general
case (deformation quantisation). From the point of view of geometric quantisation, the
independence of the quantum theory with respect to the complex structure has been
analysed in ref. [3]; see also [2]. Although related with our theme, these approaches
are entirely different from the viewpoint taken, the techniques applied, and the goals
achieved here. We would also like to draw attention to some related papers [11, 12, 13,
14, 15, 16, 17, 18], where issues partially overlapping with ours are dealt with.
1.2 Outline
In section 2 we introduce the Picard group of classical phase space as the parameter
space for physically inequivalent vacua. Section 3 is devoted to analysing the classi-
cal and quantum dynamics defined by the Ka¨hler potential, when the Ka¨hler potential
is chosen to be the classical Hamiltonian. Our analysis is first modelled on the case
of the harmonic oscillator on Euclidean space, and then extended (in the appendix) to
projective and hyperbolic spaces, as well as some generalisations, namely, Grassmann
manifolds and bounded domains. In all these cases the Hilbert space of quantum states
is explicitly constructed, by diagonalising the Ka¨hler potential, i.e., by solving the
Schro¨dinger equation. This is done locally over every coordinate patch on which the
Ka¨hler potential is defined. Whenever the corresponding manifold is not contractible,
a set of transition functions are identified in order to define a (possibly nontrivial) bun-
dle of Hilbert spaces over classical phase space. In section 4 we deform the complex
structures on the above manifolds and determine the corresponding moduli spaces of
complex structures. The same is done in section 5 for the deformations of the cor-
responding Ka¨hler structures. These deformations are interpreted as dualities of the
quantum theory in section 6. Explicit examples are presented and worked out in detail
in the appendix (section 7).
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1.3 Notations
Throughout this article, C will denote a real 2n–dimensional Ka¨hler manifold that will
play the role of classical phase space. We will denote the corresponding symplectic
form and complex structure by ω and J , respectively. Since ω and J are compati-
ble, holomorphic coordinates on C will also be Darboux coordinates, up to a possible
conformal factor. We will normalise all symplectic forms such that the symplectic
volume of C equals the dimension of the complex Hilbert space of states obtained by
quantisation of C: ∫
C
ωn = dimH. (1)
The linear 2n–dimensional spaceR2n has the Darboux coordinates qk, pk, k = 1, . . . , n,
and the symplectic form
ω =
n∑
k=1
dqk ∧ dpk. (2)
The corresponding quantum operators satisfy
[Qj , P k] = iδjk. (3)
We endow Rn with the Euclidean metric
glin =
1
2
n∑
k=1
(
(dqk)2 + (dpk)2
)
. (4)
Complex n–dimensional space Cn has the holomorphic coordinates
zk =
1√
2
(
qk + ipk
)
, k = 1, . . . , n, (5)
and is endowed with the same metric as R2n, now Hermitian instead of real bilinear,
glin =
n∑
k=1
dz¯kdzk = ||dz||2. (6)
The corresponding quantum operators
Ak =
1√
2
(
Qk + iP k
)
, (Ak)+ =
1√
2
(
Qk − iP k) (7)
satisfy
[Aj , (Ak)+] = δjk. (8)
On a general Ka¨hler phase space C other than Cn, eqns. (2) to (8) will hold locally on
every coordinate chart, possibly up to conformal factors.
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2 Varying the vacuum
Given a complex manifold C, complex line bundles over it can be arranged into holo-
morphic equivalence classes, and the quotient set can be given a group structure. The
result is the Picard group of C, denoted Pic (C) [5]. The way in which Pic (C) enters
the quantum theory is as follows.
Assume that C is covered by a collection of holomorphic coordinate charts (Uj , zk(j)),
where k = 1, . . . , n runs over the complex dimensions of C and j runs over all the
charts in a holomorphic atlas. As in ref. [19] we erect, on every chart (Uj , zk(j)), a
vector–space fibre that will play the role of the Hilbert space of states; this is done by
identifying a vacuum state |0(j)〉 and acting on it with (products of powers of) the cre-
ation operators (Ak(j))+. Assuming initially that the vacuum is nondegenerate, every
choice of a set of holomorphic transition functions for the complex vector |0(j)〉 de-
fines a complex line bundle on C as we cover the latter with coordinate charts (Uj , zk(j)).
Hence the vacuum state defines a class of holomorphic vector bundles over C, i.e., an
element of Pic (C). Conversely, every class in Pic (C) determines a holomorphic line
bundle, whose fibrewise generator (a complex vector) we can take to be the vacuum
state on each coordinate chart. The action of creation operators on this vector gives
rise to excitations of the vacuum, i.e., quantum states.
Degenerate vacua can be treated similarly. Assume that we have a d–fold degener-
ate vacuum, spanned on the chart (Uj , zk(j)) by the vectors |0(j)1〉, . . ., |0(j)d〉. By the
assumption of degeneracy, they are all physically indistinguishable, so it makes sense
to consider their wedge product ∧dm=1|0(j)m〉, which changes at most by a sign under
permutations of its d factors. Taking this wedge product to be the fibrewise generator
of a line bundle over C, we determine a class in Pic (C). Now not every class in Pic (C)
gives rise to a d–fold degenerate vacuum, as the transition functions must be such that
a d–th root must exist, so that this root also defines a set of transition functions for
each and every one of the d vectors |0(j)m〉. The assumption of degeneracy implies
that the same set of transition functions must be valid for all m = 1, . . . , d. This can
be ensured by taking the parameter space for inequivalent d–fold degenerate vacua to
be the d–th power of the Picard group Pic (C). That is, we take the d–th power of all
classes in Pic (C), as their d–th root is then (and only then) a true class. The resulting
set provides the correct parameter space for degenerate vacua.
3 Ka¨hler manifolds as classical phase spaces
The simplest Ka¨hler manifold is the linear space Cn. A possible Ka¨hler potential is
Klin = ||z||2, (9)
the Ka¨hler symplectic form being
ωlin = −i
n∑
k=1
dz¯k ∧ dzk. (10)
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The symplectic volume of Cn is infinite,∫
Cn
ωnlin =∞. (11)
Cn being contractible, it can be covered with a single coordinate chart (the zk above),
so all vector bundles over Cn are necessarily trivial. In particular its Picard group is
trivial,
Pic (Cn) = 0. (12)
We denote by |0〉lin the fibrewise generator of the trivial complex line bundle over Cn.
Now the classical Hamiltonian function Hlin on Cn equals the Ka¨hler potential (9),
Hlin = Klin. This is the dynamics of the n–dimensional linear harmonic oscillator,
whose canonical equations of motion read
z˙k = −i ∂Klin
∂z¯k
= −i zk. (13)
The quantisation of this dynamics is well known. The classical coordinates zk and their
complex conjugates z¯k respectively give rise to annihilation and creation operatorsAklin
and (Aklin)+ acting on the vacuum |0〉lin. The quantum Hamiltonian operator is
Hlin =
n∑
k=1
(
(Aklin)
+Aklin +
1
2
)
, (14)
and its eigenvalue equation
n∑
k=1
(
(Aklin)
+Aklin +
1
2
)
|m1, . . . ,mn〉lin = En|m1, . . . ,mn〉lin (15)
is solved by the eigenvaluesEn =
∑n
k=1
(
mk +
1
2
)
, with the eigenstates
|m1, . . . ,mn〉lin = 1√
m1! · · ·mn!
(
(A1lin)
+
)m1 · · · ((Anlin)+)mn |0〉lin, (16)
which are excitations of the vacuum |0〉lin. The Hilbert space Hlin is (the closure of)
the linear span of all the states |m1, . . . ,mn〉lin, where the occupation numbers mk
k = 1, . . . , n, run over all the nonnegative integers. Thus Hlin is infinite–dimensional,
in agreement with eqns. (1), (11).
The previous results can be extended to more general Ka¨hler manifolds. As before,
let us consider a Ka¨hler manifold C covered by a holomorphic atlas with coordinate
charts (Uj , zk(j)). For simplicity we will drop the subindex j from our notations, bearing
in mind, however, that we are working locally on the j–th chart. On the latter, Ka¨hler
potentials K(z¯k, zk) are defined only up to gauge transformations
K(z¯k, zk) −→ K(z¯k, zk) + F (zk) +G(z¯k), (17)
where F (zk) is an arbitrary holomorphic function andG(z¯k) an arbitrary antiholomor-
phic function on the given chart. Hence terms depending exclusively on zk or exclu-
sively on z¯k can be gauged away. With this choice of gauge the Ka¨hler potential on the
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given chart is unique, given that its overall normalisation is fixed by eqn. (1). Such a
potential always exists locally on a Ka¨hler manifold C; it is a real, smooth function that
factorises as the product of a holomorphic function F (zk) times an antiholomorphic
function G(z¯k),
K(zk, z¯k) = F (zk)G(z¯k), (18)
or, more generally, as a sum of such terms. In general, however, no Ka¨hler potential
can be defined globally on C, and cases like Cn, where a global Ka¨hler potential does
exist, are rather exceptional. A nontrival de Rham cohomology group H2(C,R) is an
obstruction to the existence of a globally–defined Ka¨hler potential [4, 5].
Now let us assume that, on every coordinate chart (Uj , zk(j)), a Ka¨hler potential can
be found that is a function of ||z||2 =∑nk=1 z¯kzk,
K(z¯k, zk) = KC(||z||2). (19)
Now for the potential (18) to satisfy the requirement (19) it is necessary and sufficient
that it be U(n)–invariant. Indeed, given U ∈ U(n), consider the coordinates zk as a
column vector and their complex conjugates z¯k as a row vector, with the zk transform-
ing into Ukmzm and the z¯k into z¯mUkm. Then ||z||2 (or functions thereof) is the unique
U(n)–invariant one can build. This assumption rules out potentials like, e.g., z2z¯+z¯2z,
whose summands are unbalanced, so to speak, in their holomorphic/antiholomorphic
dependence. This gives a Ka¨hler metric
gkm =
∂2KC(||z||2)
∂z¯k∂zm
. (20)
In sections 7.3 and 7.4 we will generalise this dependence of the Ka¨hler potential on
||z||2 to a dependence on tr(z+z), where z will be a matrix–valued coordinate. As a
second assumption we will suppose thatKC(||z||2), and its generalisationKC(tr(z+z))
of sections 7.3 and 7.4, are real–analytic functions in their respective arguments.
Under the above assumptions, we define a dynamics on C by taking the classical
Hamiltonian function on the coordinate chart (Uj , zk(j)) equal to the Ka¨hler potential
on the same chart,
HC = KC . (21)
Now eqn. (21) defines only a local dynamics on C since, as explained above, a gen-
eral C admits no globally–defined potential. More importantly, implicitly contained in
eqn. (21) is the following statement: the space of all solutions to Hamilton’s classi-
cal equations of motion with respect to the Hamiltonian (21) is the manifold C itself.
Thus our choice (21) makes sense, because classical phase space is in fact the space
of all solutions to Hamilton’s equations (modulo possible gauge symmetries). Finally,
the extrema of HC will always be minima, as follows from the positivity of the metric
(20). Thus picking a Hamiltonian equal to the Ka¨hler potential is physically sound.
In order to quantise the dynamics (21) on the coordinate chart (Uj , zk(j)) we will
conformally transform the Ka¨hler metric (20) into the Euclidean metric∑nk=1 dw¯kdwk
by means of a coordinate transformation
zk → wk(z¯m, zm). (22)
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Next we will replace the classical function ||w||2 with the operator of eqn. (14),
||w||2 7→ Hlin =
n∑
k=1
(
(Aklin)
+Aklin +
1
2
)
. (23)
This quantisation prescription also carries a choice of operator ordering attached to
it. Then the Ka¨hler potential gives rise to a quantum Hamiltonian operator whose di-
agonalisation, in principle, can be performed using eqns. (14)–(16). In this way we
can erect, over each coordinate chart (Uj , zk(j)) on C, a vector–space fibre given by the
Hilbert space of quantum states. However, in order to obtain the complete quantum
theory, one also needs the following elements: i) the precise conformal transforma-
tion (22); ii) a set of transition functions for patching together the Hilbert–space fibres
across overlapping charts (when C is not contractible); iii) the Picard group Pic (C)
(when C is not contractible); iv) the symplectic volume of C. These points are best
illustrated with the examples given in the appendix (section 7).
4 Complex–structure deformations
The analysis of sections 2 and 3 assumes that a complex structure has been picked
on C and kept fixed throughout. However one can also consider varying the complex
structure on classical phase space.
Let us first consider Cn. It has a moduli space of complex structures that are com-
patible with a given orientation [20]. This moduli space is denoted M(Cn); it is the
symmetric space
M(Cn) = SO(2n)/U(n). (24)
This is a compact space of real dimension n(n− 1). Here the embedding of U(n) into
SO(2n) is given by
A+ iB −→
(
A B
−B A
)
, (25)
where A+ iB ∈ U(n) with A,B real, n× n matrices [21].
Let us see how the symmetric space (24) appears as a moduli space [20, 21]. Con-
sider the Euclidean metric glin of eqn. (4). Requiring rotations to preserve the orien-
tation, the isometry group of glin is SO(2n). In the complex coordinates of eqn. (5),
glin becomes the Hermitian form (6), whose isometry group is U(n). Notice that we
no longer impose the condition of unit determinant, since U(n) = SU(n)× U(1) and
glin is invariant under the U(1) action zk → eiαzk, k = 1, . . . , n, for all α ∈ R. Now
every choice of orthogonal axes xk, yk in R2n, i.e., every element of SO(2n), defines
a complex structure on R2n upon setting
wk =
1√
2
(
xk + iyk
)
, k = 1, . . . , n. (26)
Generically the wk are related nonbiholomorphically with the zk, because the orthog-
onal transformation
zk −→ wk = Rkmzm + Skmz¯m
z¯k −→ w¯k = R¯kmz¯m + S¯kmzm, (27)
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while satisfying the orthogonality conditions
Rkm R¯
k
n + S
k
n S¯
k
m = δmn, R
k
m S¯
k
n = 0 = S
k
m R¯
k
n, (28)
need not satisfy the Cauchy–Riemann conditions
∂w¯k
∂zm
= S¯km = 0 = S
k
m =
∂wk
∂z¯m
. (29)
However, when eqn. (29) holds, the transformation (27) is not just orthogonal but also
unitary. Therefore one must divide SO(2n) by the action of the unitary groupU(n), in
order to obtain the parameter space for rotations that truly correspond to inequivalent
complex structures on R2n ≃ Cn. Nonbiholomorphic complex structures on Cn are
1–to–1 with rotations of R2n that are not unitary transformations.
When n = 1 the moduli space (24) reduces to a point. Therefore on the complex
plane C there exists a unique complex structure, that we can identify as the one whose
holomorphic atlas consists of the open set C endowed with the holomorphic coordinate
z = (q+ip)/
√
2. Physically this corresponds to the 1–dimensional harmonic oscillator.
Consider now n independent harmonic oscillators, where C = Cn = C × n
···
× C.
Although it is never explicitly stated, the complex structure on this product space is
always understood to be the n–fold Cartesian product of the unique complex structure
on C. Obviously, removing the requirement of compatibility between the complex
structure and the orientation chosen, we duplicate the number of complex structures.
Let us finally analyse the complex–structure moduli of projective and hyperbolic
spaces (see appendix). For projective space we have CPn = Cn∪CPn−1, with CPn−1
a hyperplane at infinity. It follows that M(CPn) = M(Cn). The case n = 1 is
interesting because CP1 = S2, the Riemann sphere. The latter can be regarded as
the classical phase space of a spin–1/2 system, inasmuch as spin possesses a classical
counterpart. Hence there are no complex–structure moduli on the Riemann sphere. For
hyperbolic space we also have M(Bn) = M(Cn), since the complex structure on
Bn is the one induced by Cn. Grassmann manifolds Gr,r′(C) and bounded domains
Dr,r′(C) are natural generalisations of projective and hyperbolic space, respectively,
so analogous conclusions apply to them.
5 Ka¨hler deformations
Next we study the dependence of the quantum theory on the Ka¨hler moduli, while
keeping the complex moduli fixed, in the cases when C is linear space Cn, hyperbolic
space Bn and projective space CPn. We will show that these 3 cases correspond to
different approximation regimes of the Ka¨hler class.
Let us first consider the restriction of the Ka¨hler potential (9) to the unit ball Bn,
and let us deform it by a polynomial of degree N > 1,
Klin → K(N) = ||z||2 +
1
2
||z||4 + 1
3
||z||6 + . . .+ 1
N
||z||2N . (30)
This deformation gives rise to a new Ka¨hler potential on Bn. Let ω(N) denote the
deformed symplectic form corresponding to K(N), and let Bn(N) denote the resulting
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manifold, with Bn(N=1) = Bn. Any deformation of finite degree N increases the
symplectic volume by a finite amount. This increase is positive because all summands
in eqn. (30) are positive definite. Despite its increase, the symplectic volume of Bn(N)
measured by the 2n–form ωn(N) always remains finite:∫
Bn
(N)
ωn(N) <∞, 1 < N <∞. (31)
For all finiteN > 1,K(N) is a Ka¨hler deformation ofKlin that increases the symplectic
volume of Bn. Then eqns. (15), (16) allow one to diagonalise the Hamiltonian
H(N) =
N∑
j=1
1
j
(
n∑
k=1
(
(Aklin)
+Aklin +
1
2
))j
. (32)
It has eigenstates |m1, . . . ,mn〉lin corresponding to the (nondegenerate) eigenvalues
N∑
j=1
1
j
(
n∑
k=1
(
mk +
1
2
))j
, (33)
where the occupation numbersmk do not run over all the nonnegative integers: they are
limited by the constraint (31) to a finite range. Although the precise value of this range
is immaterial for our purposes, let us say that it can be determined (up to irrelevant
multiplicative factors) as the whole part of the integral (31); as such it is a positive,
monotonically increasing function of N , divergent in the limit N →∞ where, thanks
to the Taylor expansion (x = ||z||2)
− ln(1− x) = x+ 1
2
x2 +
1
3
x3 +
1
4
x4 + . . . |x| < 1, (34)
the results of section 7.1 are reproduced. In the limit N → ∞ the manifold Bn(N)
becomes the hyperbolic manifold Bnhyp, and eqns. (32), (33) become their hyperbolic
partners (51), (52); the function hhyp of eqn. (47) appears in the process. Thus the
effect of the Ka¨hler deformation (30) is that of enlarging the Hilbert space, allowing
for excitations of the vacuum obtained by the action of more than just one creation op-
erator (Aklin)
+
. Analogous conclusions would hold if we considered arbitrary positive
coefficients cj multiplying the deformations ||z||2j in eqn. (30), instead of cj = 1/j.
Choices for the cj not all positive, such as cj = (−1)j+1/j, lead to different defor-
mations of the Ka¨hler potential (9) on Cn:
Klin → K(N) = ||z||2 −
1
2
||z||4 + 1
3
||z||6 − . . .+ (−1)
N+1
N
||z||2N . (35)
In the limit N →∞, apply the Taylor expansion (x = ||z||2)
ln(1 + x) = x− 1
2
x2 +
1
3
x3 − 1
4
x4 + . . . |x| < 1, (36)
initially only to the manifold Bn for convergence. Once the series (36) has been
summed up, take the left–hand side as the Ka¨hler potential on all of Cn, and declare
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the latter to be just one of the n+ 1 coordinate charts on CPn described in section 7.2.
Then this deformation of the linear dynamics reproduces the projective dynamics of
section 7.2.
Conversely, taking due care of the domains for the coordinate charts, the hyperbolic
and projective dynamics of sections 7.1 and 7.2 can be linearised, as per eqns. (34),
(36), respectively, in order to yield the linear dynamics of section 3. In this way the
effect of varying the Ka¨hler moduli is to deform the symplectic volume of C. By eqn.
(1), this is reflected as a variation in the number of quantum states.
The moduli space of Ka¨hler structures on CPn is R+, i.e., the positive reals. All
these Ka¨hler deformations are compatible with the fixed complex structure. (Ka¨hler
moduli are associated with what in ref. [19] we called representations for CPn).
6 Discussion
Complex–differentiable structures on classical phase spaces C have a twofold mean-
ing. Geometrically they define complex differentiability, or analyticity, of functions
on complex manifolds such as C. Quantum–mechanically they define the notion of
a quantum, i.e., an elementary excitation of the vacuum state. In this paper we have
elaborated on this latter meaning. The mathematical possibility of having two or more
nonbiholomorphic complex–differentiable structures on a given classical phase space
leads to the physical notion of a quantum–mechanical duality, i.e., to the relativity of
the notion of an elementary quantum. This relativity is understood as the dependence
of the notion of a quantum on the choice of a complex–differentiable structure on C. We
have summarised this fact in the statement that a quantum is a complex–differentiable
structure on classical phase space.
In this article we have proposed a solution to the problem suggested in ref. [1],
namely, how to implement duality transformations in the quantum mechanics of a
finite number of degrees of freedom. We have first drawn attention to the key role
that complex–differentiable structures on classical phase space play in the formulation
of quantum mechanics, without resorting to geometric quantisation. This raises the
question, how does quantum mechanics vary with each choice of a complex structure
on classical phase space? What does it mean, to have different possible quantum–
mechanical descriptions of a given physics? We claim that there are at least three ways
in which one can obtain different quantum–mechanical theories over a given classical
phase space, thus giving rise to dualities:
i) by varying the ground state, i.e., the vacuum;
ii) by varying the type of excitations of the vacuum, i.e., the creation and annihilation
operators;
iii) by varying the number of excitations of the vacuum, i.e., the dimension of the
Hilbert space of quantum states.
Each one of these variations, while referring to the quantum theory, concerns prop-
erties of classical phase space. Moreover, each one of these variations has its own
parameter space. The parameter space for physically inequivalent vacua is the Picard
group of classical phase space (section 2). The parameter space for physically in-
equivalent pairs of creation and annihilation operators is the moduli space of complex
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structures on classical phase space (section 4). The parameter space for the dimension
of the Hilbert space of states is the moduli space of Ka¨hler classes on classical phase
space (section 5).
On Cn every complex structure induces a compatible symplectic structure, by tak-
ing the real and imaginary parts of zk = (qk + ipk)/
√
2 as Darboux coordinates. On
Cn the converse is also true: Darboux coordinates can be arranged into the real and
imaginary parts of holomorphic coordinates. Hence, on Cn, there is a 1–to–1 corre-
spondence between complex structures and symplectic structures, and a variation in
one of them induces a corresponding variation in the other. Differences in the notion of
an elementary quantum on Cn can therefore be traced back to different choices of the
classical symplectic structure. Moreover, the Picard group of Cn being trivial, the cor-
responding vacuum is also unique (for each choice of a complex structure). Altogether
there is no room for dualities on Cn.
However, on other classical phase spaces (see appendix) there is room for indepen-
dent variations of complex and symplectic structures, and/or for choosing physically
nonequivalent vacua. We have shown that, on the unit ball Bn ⊂ Cn, we can deform
the symplectic structure while keeping the complex structure fixed. This is not quite a
quantum–mechanical duality yet, as the quantum theory refers to a complex structure,
but further examples can be manufactured. Thus, on the complex 1–dimensional torus
one can vary the complex structure while keeping the symplectic structure fixed [22].
This is an example of a quantum–mechanical duality that passes completely unnoticed
at the classical level, as it leaves the symplectic structure unchanged. On complex pro-
jective space CPn there is a nontrivial Picard group, which allows for different vacua
[19].
A duality arises as the possibility of having two or more, apparently different,
quantum–mechanical descriptions of the same physics. Above we have enumerated
three possible ways in which one can vary the description of a given physics. These
facts imply that the concept of a quantum is not absolute, but relative to the quantum
theory used to measure it [1]. That is, duality expresses the relativity of the concept
of a quantum. In particular classical and quantum, for long known to be intimately
related, are not necessarily always the same for all observers on phase space.
When C is not only complex but also Ka¨hler, we have a natural arena for the study of
quantum–mechanical dualities. A (local) classical Hamiltonian function can always be
found, namely the Ka¨hler potential, such that the corresponding canonical equations of
motion have C as the space of all solutions. We have quantised this classical dynamics
by means of a change of variables that essentially reduces the problem to a variant of
the harmonic oscillator on Euclidean space Cn (itself the simplest Ka¨hler manifold).
Now Ka¨hler spaces typically have complex–structure deformation moduli as well as
Ka¨hler–deformation moduli. We have argued that moving around in their respective
moduli spaces, i.e., varying these moduli, we obtain different quantum–mechanical
descriptions of a given physics. This is precisely the notion of a quantum duality [1].
It is important to stress that our interpretation of the dependence of the quantum
theory on the complex structure on classical phase space does not clash with established
knowledge. Geometric quantisation [2, 3] precedes the notion of duality [1] by many
years. At the time when geometric quantisation was being developed there was no
need to consider variations in the complex structure. Indeed the mere possibility of
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having to pick one particular complex structure was somewhat embarrrasing, as one
then had to justify the choice of an unwelcome mathematical entity, or at least prove the
independence of the quantum theory on the choice made. In the light of developments
in string duality and M–theory, the notion of duality gives the choice of a complex
structure on classical phase space an interesting physical interpretation.
7 Appendix: examples of dynamics on Ka¨hler spaces
A number of examples are worked out explicitly in this section.
7.1 Hyperbolic space
Within Cn we have the unit ball
Bn = {(z1, . . . , zn) ∈ Cn : ‖z|| < 1}. (37)
Consider the Ka¨hler potential on Bn
Khyp = − ln
(
1− ||z||2) , (38)
from which the hyperbolic symplectic form
ωhyp =
−i
(1 − ||z||2)2
n∑
k=1
dz¯k ∧ dzk (39)
and the hyperbolic metric
ghyp =
1
(1− ||z||2)2
n∑
k=1
dz¯kdzk (40)
follow. Hyperbolic space is the Ka¨hler manifold obtained by endowing the unit ball
(37) with the Ka¨hler potential (38). It has constant negative scalar curvature. The
symplectic volume of Bn is infinite,∫
Bn
ωnhyp =∞. (41)
Bn is contractible. Hence it can be covered with a single coordinate chart (the zk
above), and all vector bundles over Bn are trivial. In particular its Picard group is
trivial,
Pic (Bn) = 0. (42)
Let |0〉hyp denote the (fibrewise) generator of the trivial complex line bundle over Bn.
We take the classical Hamiltonian function on Bn equal to the Ka¨hler potential (38).
Let pirshyp denote the Poisson tensor corresponding to the symplectic form ωhyp of eqn.
(39). Now one can verify that the space of all solutions to Hamilton’s equations
z˙k =
{
zk,Khyp
}
= pirshyp
∂zk
∂zr
∂Khyp
∂z¯s
= pikshyp
∂Khyp
∂z¯s
= −i zk (1− ||z||2) (43)
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is in fact Bn. On the latter manifold the Hamiltonian (38) is bounded from below, as
expected physically. The right–hand side of the equations of motion (43) contains the
square root of the conformal factor
fhyp =
(
1− ||z||2)2 (44)
needed to transform the hyperbolic metric (40) into the Euclidean metric (6), i.e.,
glin = fhypghyp. (45)
The above conformal transformation to glin =
∑n
k=1 dw¯
kdwk is induced by the change
of variables (22) that solves the differential equations
dwk =
dzk
1− ||z||2 , dw¯
k =
dz¯k
1− ||z||2 . (46)
The solution to (46) provides us with a positive function hhyp(x) such that
||z||2 = hhyp(||w||2). (47)
Now let hyperbolic creation and annihilation operators (Akhyp)+ and Akhyp corre-
spond to the coordinates z¯k and zk, respectively. Linear creation and annihilation oper-
ators (Aklin)
+ and Aklin respectively correspond to the coordinates w¯k and wk obtained
as a solution to (46). The classical Hamiltonian (38)
Hhyp = − ln
(
1− ||z||2) (48)
can be reexpressed as
Hhyp = − ln
(
1− hhyp(||w||2)
)
. (49)
Quantum–mechanically we make the replacement
||w||2 7→
n∑
k=1
(
(Aklin)
+Aklin +
1
2
)
, (50)
so the quantum Hamiltonian operator is
Hhyp = − ln
{
1− hhyp
(
n∑
k=1
(
(Aklin)
+Aklin +
1
2
))}
. (51)
Diagonalising first the argument of the logarithm as in eqns. (14), (15), (16), the eigen-
value equation for the hyperbolic Hamiltonian (51) reads
Hhyp|m1, . . . ,mn〉hyp = − ln
{
1− hhyp
(
n∑
k=1
(
mk +
1
2
))}
|m1, . . . ,mn〉hyp,
(52)
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where
|m1, . . . ,mn〉hyp = 1√
m1! · · ·mn!
(
(A1lin)
+
)m1 · · · ((Anlin)+)mn |0〉hyp. (53)
The occupation numbers mk, k = 1, . . . , n, run over all the nonnegative integers, and
the Hilbert spaceHhyp is (the closure of) the linear span of all the states |m1, . . . ,mn〉hyp.
Thus Hhyp is infinite–dimensional, in agreement with eqns. (1), (41). One could also
express quantum states onBnas the result of the action of hyperbolic creation operators
(Akhyp)
+ on the hyperbolic vacuum |0〉hyp, at the cost of losing the nice interpretation
of eqn. (53), namely, that each integer power of a creation operator contributes to the
state |m1, . . . ,mn〉hyp by one quantum.
When x → 0 we have hhyp(x) ≃ x. This ensures that, in the limit of small
quantum numbers, eqns. (51) and (52) correctly reduce to their expected limits (14)
and (15). This makes sense as, in a neighbourhood of the origin in Bn, the hyperbolic
oscillator reduces to the linear oscillator, and curvature effects can be neglected. The
limit of small quantum numbers is the strong quantum regime. On the contrary, in the
limit of large quantum numbers, or classical limit, we have ||z|| → 1, ||w|| → ∞, so
it must hold that hhyp(x) → 1 as x → ∞. Hence the effects of the negative curvature
of Bn can no longer be neglected as we approach the boundary of hyperbolic space.
The effects of classical curvature due to the logarithm in the Ka¨hler potential (38) are
suppressed, or smoothed out, quantum–mechanically.
7.2 Projective space
Let Z1, . . . , Zn+1 denote homogeneous coordinates on CPn. The chart defined by
Zj 6= 0 covers one copy of the open set Uj = Cn. On the latter we have the holo-
morphic coordinates zk(j) = Zk/Zj , k = 1, . . . , n + 1, k 6= j; there are n + 1 such
coordinate charts. CPn is a Ka¨hler manifold with respect to the Fubini–Study met-
ric, with constant positive scalar curvature. On (Uj , zk(j)) the Ka¨hler potential reads,
dropping the subindex j for simplicity,
Kproj = ln
(
1 + ||z||2). (54)
On the same chart, the projective symplectic form is
ωproj =
−i
(1 + ||z||2)2
n∑
k=1
dz¯k ∧ dzk, (55)
while the Fubini–Study metric reads
gproj =
1
(1 + ||z||2)2
n∑
k=1
dz¯kdzk. (56)
The Picard group is the additive group of integers [5],
Pic (CPn) = Z. (57)
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The class l = 0 corresponds to the trivial complex line bundle; all other classes l 6= 0
correspond to nontrivial line bundles. On (Uj , zk(j)), we denote the (fibrewise) genera-
tor of the line bundle corresponding to the class l by |0(j)〉lproj. For simplicity we will
concentrate on the class l = 1; see ref. [19] for the general case. Then the symplectic
volume of CPn can be normalised as∫
CPn
ωnproj = n+ 1. (58)
As explained, we take the classical Hamiltonian function on the coordinate chart
(Uj , zk(j)) equal to the Ka¨hler potential (54). Let pirsproj denote the Poisson tensor cor-
responding to the symplectic form (55). Now the space of all solutions to Hamilton’s
equations
z˙k =
{
zk,Kproj
}
= pirsproj
∂zk
∂zr
∂Kproj
∂z¯s
= piksproj
∂Kproj
∂z¯s
= −i zk (1 + ||z||2) (59)
is in fact the whole coordinate chart (Uj , zk(j)). The right–hand side of (59) contains
the square root of the conformal factor
fproj =
(
1 + ||z||2)2 (60)
that transforms the Fubini–Study metric (56) into the Euclidean metric (6), i.e.,
glin = fprojgproj. (61)
The above conformal transformation to glin =
∑n
k=1 dw¯
kdwk is induced by the change
of variables that, on the chart (Uj , zk(j)), solves the differential equations
dwk =
dzk
1 + ||z||2 , dw¯
k =
dz¯k
1 + ||z||2 . (62)
Thus, e.g., when n = 1, this change of variables is given by the usual stereographic
projection from the plane to the Riemann sphere. By the same reasoning as in section
7.1, a positive function hproj(x) exists such that
||z||2 = hproj(||w||2). (63)
Moreover, hproj(x) ≃ x when x→ 0, because the projective oscillator approaches the
linear oscillator in this limit. This corresponds to dropping the logarithm in the Ka¨hler
potential (54).
On the coordinate chart under consideration, z¯k and zk respectively give rise to
projective creation and annihilation operators (Akproj)+ andAkproj acting on the vacuum
|0〉(l=1)proj . Linear creation and annihilation operators (Aklin)+ and Aklin correspond to the
coordinates w¯k and wk , respectively. The classical Hamiltonian (54)
Hproj = ln
(
1 + ||z||2) (64)
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can be reexpressed as
Hproj = ln
(
1 + hproj(||w||2)
)
. (65)
Now quantum–mechanically we apply the replacement
||w||2 7→
n∑
k=1
(
(Aklin)
+Aklin +
1
2
)
, (66)
so the quantum Hamiltonian operator is, on the given chart,
Hproj = ln
{
1 + hproj
(
n∑
k=1
(
(Aklin)
+Aklin +
1
2
))}
. (67)
Proceeding as in previous sections we find
Hproj|m1, . . . ,mn〉(l=1)proj = ln
{
1 + hproj
(
n∑
k=1
(
mk +
1
2
))}
|m1, . . . ,mn〉(l=1)proj ,
(68)
where
|m1, . . . ,mn〉(l=1)proj =
1√
m1! · · ·mn!
(
(A1lin)
+
)m1 · · · ((Anlin)+)mn |0〉(l=1)proj . (69)
In agreement with eqns. (1), (58) there are n + 1 states, as the Hilbert space H(l=1)proj
over the given chart is the linear span of the vectors |m1, . . . ,mn〉(l=1)proj , where the
occupation numbers are either all zero [for the vacuum |0〉(l=1)proj ], or all are zero but one
[for the p–th excited state (Aplin)+|0〉(l=1)proj , p = 1, . . . , n]. With the same caveat of
section 7.1, one could also express quantum states on CPn as the result of the action
of projective creation operators (Akproj)+ on the projective vacuum |0〉(l=1)proj . Transition
functions for this bundle of Hilbert spaces over CPn have been given in ref. [19]. The
corresponding bundles over Cn and Bn were trivial due to contractibility.
7.3 Grassmann manifolds
Let Gr,r′(C) be the complex Grassmann manifold of r–dimensional hyperplanes in
C
r+r′
. It can be thought of as the manifold [4]
Gr,r′(C) = U(r + r
′)/U(r) × U(r′), (70)
and it reduces to projective space when r = 1. In order to obtain holomorphic coordi-
nates onGr,r′(C), letM(r+r′, r;C) be the space of complex matrices with r columns,
r + r′ rows and rank r; this is the set of r linearly independent vectors within Cr+r′ .
Each set of r linearly independent vectors within Cr+r′ determines an r–dimensional
hyperplane. This gives a natural projection
Π:M(r + r′, r;C) −→ Gr,r′(C). (71)
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Representing the coordinates on M(r + r′, r;C) by r × (r + r′) complex matrices Z ,
we define a closed (1, 1)–form on M(r + r′, r;C) by
ω˜ = −i ∂∂¯ ln det(Z+Z). (72)
Denote by ωGr the projection of ω˜ onto the base Gr,r′(C), i.e., Π∗(ωGr) = ω˜. Then
ωGr is the Ka¨hler symplectic form of a Ka¨hler metric gGr on Gr,r′(C). Write
Z =
(
Z0
Z1
)
, (73)
where Z0 is an r × r matrix and Z1 is an r × r′ matrix, and consider the open subset
U of Gr,r′(C) defined by detZ0 6= 0. Setting z = Z1Z−10 , we may use the matrix
z as a local holomorphic coordinate on U ; there are
(
r+r′
r
)
such coordinate charts,
which turn Gr,r′(C) into a Ka¨hler manifold of complex dimension n = rr′. Since
Z+Z = Z+0 (1+ z
+z)Z0, where 1 is the r × r identity matrix, we obtain
∂∂¯ ln det(Z+Z) = ∂∂¯ ln det(1+ z+z). (74)
Therefore on Gr,r′(C) there are holomorphic coordinate charts (Uj , zab(j)), where a =
1, . . . , r and b = 1, . . . , r′ run over the matrix entries of z(j) and j runs over the(
r+r′
r
)
different charts. For simplicity we drop the subindex j. Then we have a Ka¨hler
potential on (U , zab)
KGr = ln det(1+ z
+z), (75)
with a Ka¨hler symplectic form
ωGr = −i ∂∂¯
(
ln det(1+ z+z)
)
tr (dz+ ∧ dz), (76)
and a Ka¨hler metric
gGr = ∂∂¯
(
ln det(1+ z+z)
)
tr (dz+dz). (77)
This metric is invariant under U(r + r′), which acts transitively on Gr,r′(C). Now
the symplectic volume of Gr,r′(C) is finite because Gr,r′(C) is compact. Let us pick a
vacuum |0〉(l)Gr corresponding to the Picard class l, and normalise the symplectic volume
of Gr,r′(C) as ∫
Gr,r′(C)
ωnGr = rr
′ + 1 = n+ 1. (78)
Essentially this choice of a vacuum corresponds, in the language of ref. [19], to the
fundamental representation of the unitary groups in eqn. (70); higher representations
can be treated as in ref. [19].
Next we take the classical Hamiltonian function on the chart (U , zab) equal to the
Ka¨hler potential (75),
HGr = ln det(1+ z
+z). (79)
18
Letting piab,cdGr denote the Poisson tensor corresponding to the symplectic form (76), the
space of all solutions to Hamilton’s equations
z˙ab =
{
zab, HGr
}
= picd,efGr
∂zab
∂zcd
∂HGr
∂z¯ef
= piab,efGr
∂HGr
∂z¯ef
(80)
is, on general grounds, the whole coordinate chart (U , zab). Hence our choice of a
Hamiltonian makes sense. There is also a conformal factor
fGr =
(
∂∂¯ ln det(1+ z+z)
)−1 (81)
that transforms the metric (77) into the Euclidean metric (6), i.e.,
glin = fGrgGr (82)
The above conformal transformation to glin = tr (dw+dw) is induced by a certain
change of variables on the chart (U , zab)
zab → wab(zcd, z¯cd), z¯ab → w¯ab(zcd, z¯cd) (83)
defined as the solution to a set of differential equations whose specific expression is
in general quite involved, as the variables are now matrix–valued. However it suffices
to know that the metric (77) is conformal to the Euclidean metric on Cn, n = rr′, to
which it reduces in a neighbourhood of the origin. Indeed, in the limit zab → 0, which
is the strong quantum limit, the Ka¨hler potential (75) simplifies to tr (z+z), which
is the Hamiltonian for the harmonic oscillator on Cn. Therefore a positive function
hGr(x) of the real variable x = tr (w+w) exists, such that hGr(x) ≃ x in the strong
quantum limit x→ 0, and such that
det(1+ z+z) = 1 + hGr(tr (w
+w)) (84)
for all zab on the chart (U , zab). On the latter, z¯ab and zab respectively give rise to
Grassmannian creation and annihilation operators (AabGr)+ and AabGr acting on the vac-
uum |0〉(l)Gr. Linear creation and annihilation operators (Aablin)+ and Aablin respectively
correspond to the coordinates w¯ab and wab of eqn. (83). The classical Hamiltonian
(79) can be reexpressed on (U , zab) as
HGr = ln
{
1 + hGr
(
tr (w+w)
)}
. (85)
Now our quantisation prescription reads
tr (w+w) 7→
r∑
a=1
r′∑
b=1
((
Aablin
)+
Abalin +
1
2
)
. (86)
The dagger on the right–hand side does not refer to the matrix indices on Crr′ = Cn,
but to Hermitian conjugation on the Hilbert space of quantum states, which will turn
out to be Cn+1. It is convenient to trade the double indices corresponding to the r× r′
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matrix zab for a single index k running from 1 to n = rr′. In this way, substitution of
eqn. (86) into eqn. (85) yields a quantum Hamiltonian on (U , zab)
HGr = ln
{
1 + hGr
(
n∑
k=1
((
Aklin
)+
Aklin +
1
2
))}
. (87)
Proceeding as in previous sections we find
HGr|m1, . . . ,mn〉(l)Gr = ln
{
1 + hGr
(
n∑
k=1
(
mk +
1
2
))}
|m1, . . . ,mn〉(l)Gr, (88)
where
|m1, . . . ,mn〉(l)Gr =
1√
m1! · · ·mn!
(
(A1lin)
+
)m1 · · · ((Anlin)+)mn |0〉(l)Gr. (89)
In agreement with eqns. (1), (78) there are n + 1 states. The Hilbert space H(l)Gr over
the given chart is the linear span of the vectors |m1, . . . ,mn〉(l)Gr, where the occupa-
tion numbers are either all zero [for the vacuum |0〉(l)Gr], or all are zero but one [for the
p–th excited state (Aplin)+|0〉(l)Gr, p = 1, . . . , n]. With the same caveat of section 7.1,
one could also express quantum states on Gr,r′(C) as the result of the action of Grass-
mannian creation operators (AkGr)+ on the Grassmannian vacuum |0〉(l)Gr. Transition
functions for this bundle of Hilbert spaces over Gr,r′(C) are, according to ref. [19],
those of the holomorphic tangent bundle to Gr,r′(C), directly summed with those for
the line bundle whose fibrewise generator is the vacuum.
7.4 Bounded domains
Let Dr,r′(C) be the space of r × r′ complex matrices zab satisfying [4]
1− z+z > 0, (90)
where the right–hand side means positive definite, and 1 stands for the r × r identity
matrix. Then Dr,r′(C) is a bounded domain within Crr
′
, coincident with hyperbolic
space when r = 1. The zab satisfying (90) are holomorphic coordinates on all of
Dr,r′(C). The latter is Ka¨hler with respect to the U(r, r′)–invariant potential
KBd = − ln det
(
1− z+z) . (91)
In fact it holds that Dr,r′(C) = U(r, r′)/U(r)×U(r′). The Ka¨hler symplectic form is
ωBd = −i ∂∂¯
(
ln det
(
1− z+z)) tr(dz¯ ∧ dz), (92)
and the Ka¨hler metric reads
gBd = ∂∂¯
(
ln det
(
1− z+z)) tr(dz¯ dz). (93)
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Let piab,cdBd denote the Poisson tensor corresponding to the symplectic form (92). Pick-
ing a classical Hamiltonian equal to the Ka¨hler potential,
HBd = − ln det
(
1− z+z) , (94)
we have that the energy is bounded from below, and the space of all solutions to Hamil-
ton’s equations
z˙ab =
{
zab, HBd
}
= picd,efBd
∂zab
∂zcd
∂HBd
∂z¯ef
= piab,efBd
∂HBd
∂z¯ef
(95)
is, on general grounds, the whole bounded domain Dr,r′(C).
Now the metric (93) is conformal to the Euclidean metric on Crr′ ,
glin = fBdgBd, (96)
with a conformal factor
fBd =
(
∂∂¯ ln det
(
1− z+z))−1 . (97)
The above conformal transformation to glin = tr (dw+dw) is induced by a certain
change of variables
zab → wab(zcd, z¯cd), z¯ab → w¯ab(zcd, z¯cd) (98)
defined as the solution to a set of differential equations whose specific expression is in
general quite involved, as the variables are again matrix–valued. However it suffices
to know that the metric (93) reduces to the Euclidean metric on Cn, n = rr′, in a
neighbourhood of the origin. Indeed, in the limit zab → 0, which is the strong quantum
limit, the Ka¨hler potential (91) simplifies to tr (z+z), which is the Hamiltonian for the
harmonic oscillator on Cn. Therefore a positive function hBd(x) of the real variable
x = tr (w+w) exists, such that hBd(x) ≃ x in the strong quantum limit x → 0, and
such that
det(1− z+z) = 1− hBd(tr (w+w)), (99)
with the right–hand side always positive. From the variables z¯ab and zab we can con-
struct bounded–domain creation and annihilation operators, (AabBd)+ and AabBd respec-
tively. Linear creation and annihilation operators (Aablin)+ and Aablin respectively cor-
respond to the coordinates w¯ab and wab of eqn. (98), in terms of which the classical
Hamiltonian (94) can be reexpressed as
HBd = − ln
(
1− hBd
(
tr (w+w)
))
. (100)
Now our quantisation prescription reads
tr (w+w) 7→
r∑
a=1
r′∑
b=1
((
Aablin
)+
Abalin +
1
2
)
. (101)
The dagger on the right–hand side does not refer to the matrix indices on Crr′ = Cn,
but to Hermitian conjugation on the Hilbert space of quantum states, which will turn
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out to be infinite–dimensional. This is a consequence of the infinite symplectic volume
of Dr,r′(C), ∫
Dr,r′ (C)
ωnBd =∞. (102)
MoreoverDr,r′(C) is contractible as a manifold, so its Picard group is trivial. Hence all
holomorphic line bundles overDr,r′(C) are trivial; we denote their fibrewise generator
by |0〉Bd.
It is convenient to trade the double indices corresponding to the r × r′ matrix zab
for a single index k running from 1 to n = rr′. In this way, substitution of eqn. (101)
into eqn. (100) yields a quantum Hamiltonian
HBd = − ln
{
1− hBd
(
n∑
k=1
((
Aklin
)+
Aklin +
1
2
))}
. (103)
Proceeding as by now usual we find
HBd|m1, . . . ,mn〉Bd = − ln
{
1− hBd
(
n∑
k=1
(
mk +
1
2
))}
|m1, . . . ,mn〉Bd,
(104)
where
|m1, . . . ,mn〉Bd = 1√
m1! · · ·mn!
(
(A1lin)
+
)m1 · · · ((Anlin)+)mn |0〉Bd. (105)
The occupation numbers mk, k = 1, . . . , n, run over all the nonnegative integers, and
the Hilbert spaceHBd is (the closure of) the linear span of all the states |m1, . . . ,mn〉Bd.
Thus HBd is infinite–dimensional, in agreement with eqns. (1), (102). With the same
caveat of section 7.1, one could also express quantum states on Dr,r′(C) as the result
of the action of bounded–domain creation operators (AkBd)+ on the bounded–domain
vacuum |0〉Bd.
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