We study the propagation of high frequency oscillations for one dimensional semi-linear hyperbolic systems with small parabolic perturbations. We obtain a new degenerate parabolic system for the profile, and valid an asymptotic development in the spirit of Joly, Métivier and Rauch.
Introduction
In [13] , Joly, Métivier and Rauch gave a rigorous description of solutions to one dimensional nonlinear hyperbolic equations with smooth and highly oscillatory initial data. On the other hand, numerous physical problems involve parabolic partial differential equations with small viscosity, for instance the Navier-Stokes system with large Reynolds number. It is then of interest to implement the Joly, Métivier, Rauch framework with a small diffusion. The first step to study such multiphase expansions is the semilinear case. Thus, we wish to investigate the propagation of high frequency oscillations for the following nonlinear parabolic system with highly oscillatory initial data u The matrix A(t, x) is a smooth N × N real matrix with N distinct real eigenvalues: λ 1 (t, x) < λ 2 (t, x) < · · · < λ N (t, x), in such a way that ∂ t + A(t, x)∂ x is a strictly hyperbolic operator.
In this paper, we will focus our attention on the special case of rapidly oscillating data with a given vector phase ϕ 0 (x), frequency 1/ε and a viscosity which is equal to the square of the wavelength:
Therefore, with such oscillating data, the viscous coefficient has critical size (see next section), so that we expect to have ε 2 ∂ 2 x u ε of order one. And we hope to see interactions of high oscillations with the viscous term. Indeed, it is the aim of this paper to justify a geometric optics expansion:
where ϕ is a vector phase as in the hyperbolic case (without viscosity) and the profile U satisfies a new degenerate parabolic modulation system. With such diagonal viscosity, we validate WKB expansion in
There is a rich literature devoted to nonlinear geometric optics expansions. The classical work here is [13] . For the quasilinear case restricted to constant background states and linear phases, see [4, 5, 11, 12, 15, 16, 18] . For the semilinear case, see [13, 14, 20, 21] . For some results with oscillations and viscosity in multidimensional framework with one phase see [1, 7, 8] , with a nonlinear instability result obtained trough WKB expansions in the second reference. To a reader interested by an overview on nonlinear geometric optics we recommend the survey paper [6] and references therein.
The paper is organized as follows. In short section 2 we briefly explain the choice of viscosity (1.4) on a simple example. In section 3 we collect relevant material from [13] , give new parabolic profile systems and state our main results. Section 4 set up the notations for the almost diagonal system, and reviews some of the standard estimates on parabolic equations. We conclude by a useful interpolation lemma. In section 5, we prove uniform existence in time for solutions of (1.1), (1.4) with initial data (1.2) uniformly bounded in L ∞ ∩ L 2 . Section 6 is devoted to the study of the profile system. Section 7 deals with the important linear scalar case. Then, in section 8, geometric optics expansion is validated. Finally, in section 9, we give a few comments and comparisons with the inviscid case.
About viscosity size
Let us examine a simple example to get critical size of viscosity ν with ε-wavelength:
where ν > 0, u 0 is a smooth one-periodic function with zero mean. We have the classical decay rate in L ∞ (R x ) for one-periodic solutions with zero mean:
If ν ε 2 then diffusion is too strong and kills oscillations.
. v ε satisfies the following Cauchy problem:
Using the maximum principle for v ε we conclude that:
Thus, if ν ε 2 ,we have the same hyperbolic behavior as when ν = 0. Thus, the critical viscosity size is ν ∼ ε 2 . Furthermore, for ν = ε 2 , inequalities (2.2), (2.3) give bounds of order one and we get an exact geometric optics expansion and a parabolic profile equation:
Main Results
The viscosity ν is now fixed by (1.4). Our first goal is to prove that the exact solutions of (1.1), (1.2) exist on a domain independent of ε ∈ (0, ε 0 ] for a positive ε 0 . Let us begin with fixing an arbitrary T 0 > 0 for all the sequel. For such parabolic systems, in order to avoid boundary value problems, we will work globally in the space variable and assume that the entries of matrix
Similarly, F (t, x, u) is a smooth non linear function such that, for any com-
Furthermore, to have energy estimates, we also assume that
The following preliminary result gives sufficient conditions on the Cauchy data u 0 ε to get existence of a solution on a domain independent of ε. 
The proof of this result is given in section 5 and uses energy estimates for the linearized problem together with the maximum principal for scalar parabolic equations and an interpolation estimate.
After this preliminary result, we are going to find phases and the profile system. Typically in (
is smooth function, supported in {|x| < 1} and Z m -periodic with respect to θ ∈ Θ 0 = R m , but we will also consider more general almost-periodic profiles as in [13] . In order to state the main result, we have to introduce some notations.
Phases and characteristic vector fields:
We note ϕ 0 = (ϕ 
and define the (vector valued) phases
N and introduce the following two linear spaces:
First equality Θ 0 = R m comes from linear independence of ϕ 0 j , j = 1, . . . , m. Strict inequality dim(Θ) < Nm holds if and only if there exists resonance relations between the phases ϕ j , i.e.:
Now, to valid a geometric optics expansion, we need some assumptions on phases. We use the more general transversality conditions from [13] (named precisely weak transversality condition in [13] ):
In second case of (3.6), α.ϕ is said to be transverse to X j . The transverse phases case is realized when (3.6) is satisfied for all α in Θ * and for all j. To avoid constant phases, we assume non stationary condition on initial phases:
Notice that (see [13] ) such conditions (3.6) and (3.7) avoid constant phases.
We also assume following closedness property for all α in Θ * and for all j:
Indeed, it is not a restrictive assumption, since, without loss of generality, we can add new phases coming from resonance as new initial phases in ϕ 0 . Thus, we increase m, the number of initial phases.
Almost periodic profiles:
As in classical geometrical optics ( [13] ), one is naturally led to work within the class of almost periodic functions. If Z is some finite dimensional real linear space, we call C
Averaging operators:
We use the averaging operators already introduced by [13] which are defined as follows. Let µ j be the Lebesgue measure on Ψ j , Q j a cubic subset of Ψ j such that µ j (Q j ) = 1. We define the averaging operator E j acting on C 0 ap (Θ, R), by the formula
In the previous equation the right hand side actually only depends on the variable θ j and
is a continuous linear projector. This map can be also defined on elementary exponential functions by the following rule
and then extended by density and continuity (cf. [13] ).
The profile system:
Let Λ(t, x) be the diagonal matrix with components (
There exists a smooth invertible matrix P (t, x) such that: P −1 AP = Λ. To get the profile system, it suffices to perform a WKB expansion for v ε (t, x) = P −1 (t, x)u ε (t, x) with the anzatz:
In this way, we formally obtain the differential operator D j
We also obtain the initial profile V 0 and the new right hand side of (1.1) written in the new base where A is a diagonal matrix. We give profile equations in the next proposition. 
We can now state the main result of the paper which describes the propagation of the oscillations for the parabolic system. 
Then there exist T > 0, ε 0 > 0 such that, for any ε ∈ (0, ε 0 ], the system (1.1), (1.4) with initial data (1.3) admits an unique solution
, and the system (3.13), (3.14) admits an unique solution 
Almost diagonal system, L ∞ and L 2 estimates
We diagonalize A. We then write system (1.1), (1.4), in this new base. Later we recall and give energy and uniform estimates used below.
The almost diagonal system:
We diagonalize the hyperbolic operator ∂ t + A(t, x)∂ x in system (1.1). Unfortunately, this procedure slightly couples first order derivatives. We will however control this coupling effect with Lemma 4.1 in Section 5. More precisely, let us give following notations.
ε is the solution of the almost diagonal system with initial data
We use below the diagonal part of the linear operator L ε :
Energy and L ∞ estimates:
First notice that Λ, P and P −1 also satisfy assumption (3.1). So ∂ x Λ, ∂ x Q 1 are bounded on [0, T 0 ] × R and we have:
Theorem 4.1. (Classical energy estimates) Let
.
We recall this fundamental result. 
Theorem 4.2. (Maximum principle) Let
We are going in next section to use the following interpolation result.
and w(t, x) the unique solution in
C 0 [0, T ], L 2 (R x , R) of
the scalar equation, with null initial data:
Proof. From standard energy estimates (Theorem 4.1), there exists
We now turn to establish that there exists
Let us begin with smooth g with compact support and conclude by density. Put z = ∂ x w. Then z satisfies:
−ν∂
Following classical computations to get an energy estimate we have:
which gives (4.8) by Gronwall Lemma. Then, by the classical interpolation inequality
, used for each t, we conclude the proof.
Proof of the uniform existence
In this section we prove Proposition 3.1 by a Picard iteration combining energy and L ∞ estimates. Fix T 0 a positive number. Let M be a constant to be chosen later (indeed M will be greater than the profile norm) such that:
On B ε (T ), we define the nonlinear operator Π ε as follows: for any
Notice that v ε is the solution of (4.6), if and only if Π ε (v ε ) = v ε . We are going to prove that Π ε is a contraction on B ε (T ) for a positive T with a Lipschitz constant independent of ε.
By Theorem 4.1 we get:
Since lim
We now study L ∞ -stability of Π ε . Let z ε = Π ε (w ε ) and E 2 := sup
According to Theorem 4.1 we have:
Since z ε 1 system is decoupled, we apply Theorem 4.2 for each component of z ε 1 and we have:
According to Lemma 4.1 component by component we have:
Then, we can choose 0 < T 1 ≤ T and ε 0 such that for all ε ∈ (0, ε 0 ] :
norm with a same Lipschitz constant, for all ε ∈ (0, ε 0 ].
Proof. Let us define
ε is the solution of the following linear system:
Obviously, there exists a constant g such that 
On profile equations
Then, there exists C such that:
. Proof. The first inequality is the classical maximum principle. Therefore, we have only to prove the second one. Let w j be the solution of:
By maximum principle |V j (t, x, θ j )| ≤ |w j (t, x, θ j )| and, by uniqueness, w j does not depend of θ. In fact, w j is solution of:
It is a linear hyperbolic equation, so the classical energy inequality for w j gives us the result. Now we are able to prove Proposition 3.2: By a standard Picard iteration, V 0 (t, x, θ) = V 0 (x, θ), and, for n ∈ N, j = 1, . . . , N, V n+1 j is given by:
Thanks to Lemma 6.1, and since E j = 1 we get classically a contraction for small positive T .
A straightforward computation gives the following useful Lemma: Then V (t, x, θ) = a α (t, x) exp(iα.θ), where a α is the solution of:
We then can compute Fourier expansion of V . Indeed a α has the same smoothness as a 0 α and b α . Furthermore, if data are compactly supported w.r.t. x, so are a α and V .
The linear scalar case
In this section, we validate the geometric optics expansion for the linear scalar case. The last result comes in useful to prove the main result of this paper. 
The viscous profile is then given by U(t, x, θ) = (1 − e −t )e iθ , and the hyperbolic profile is given by V (t, x, θ) . For this purpose we have to strengthen transversality assumptions on phases and smoothness of data and solutions. For a fuller treatment of existence times in the inviscid case we refer the reader to [13] .
