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A variationally consistent eddy viscosity discretization is presented in [W.J. Layton,
A connection between subgrid scale eddy viscosity and mixed methods, Appl. Math.
Comput. 133 (2002) 147–157] for the stationary convection diffusion problem. This
discretization is extended to the evolutionary problem in [N. Heitmann, Subgridscale
stabilization of time-dependent convection dominated diffusive transport, J. Math. Anal.
Appl. 331 (2007) 38–50] with a near optimal error bound. In the following, we couple
this discretization with the porous media problem. We present a comprehensive analysis
of stability and error for the velocity ﬁeld derived from the porous media problem. Next,
using a backward Euler approximation for the time derivative we follow the inherited
error in velocity through the coupling with the convection diffusion problem. The method
is shown to be stable and the error near optimal and independent of the diffusion
coeﬃcient, .
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider the porous media problem (or Darcy’s problem): ﬁnd (u, p) such that
−∇ · (k∇p) = g,
u= −k∇p. (1)
In this equation, u represents the convection ﬁeld of a ﬂuid through a porous medium, p is the pressure, k represents the
relative permeability, and g is a source term.
The associated evolutionary convection diffusion problem is: ﬁnd φ such that
φt − φ + u · ∇φ + cφ = f (2)
where φ is a scalar quantity modeling some characteristic of a ﬂuid ﬂow such as temperature or concentration level,  is
a diffusion coeﬃcient, c is an absorbtion/reaction coeﬃcient, and f is a forcing function.
The coupling of the porous media problem with the convection diffusion problem is of great importance in a wide array
of applications. Any situation in which one is concerned with a scalar quantity associated with a ﬂow through a porous
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waste storage among many others.
Theoretically speaking, this coupling is rather straightforward. Darcy’s problem is solved to obtain a convection ﬁeld, u,
and then the convection ﬁeld is used in the convection diffusion problem to obtain a concentration level, φ. This coupling
is unidirectional in that the computed value of φ plays no part in determining u.
From the computational aspect, a full error analysis of the coupled system requires two components. First, we determine
a bound on the error in the approximation, uh , of u through whatever numerical method is used to solve Darcy’s problem.
Next, we must follow this inherited error and its effects through the analysis of the error in approximating the concentration
level, φ via the solution method for solving the convection diffusion problem. For Darcy’s problem we use the Galerkin
approximation to obtain uh . For the convection diffusion problem we follow a thread of recent results of Guermond [2],
Layton [11], and Heitmann [4].
The fundamental diﬃculty in this type of modeling arises from the interplay of convection, a large scale result of ﬂuid
velocity, and diffusion, which acts on small scales via Brownian motion. Speciﬁcally, the inequality |u|h/  1 frequently
results in solutions displaying numerical instability around boundary or interior layers. Even in the absence of the porous
media, the usual Galerkin numerical discretization is known to be unstable for convection dominated problems (see, e.g.,
Guermond [2,3], Hughes [5] and the references therein). A wide variety of stabilization methods have been developed in
an effort to gain stability while maintaining solution quality (see Codina [1] for a survey of some common methods). One
branch of techniques have been the multiscale methods of Hughes et al. [5–8] and Guermond [2,3] among others, which
have added stability by augmenting the solution space with bubble functions.
In particular, the method of Guermond creates a composite space via the direct sum of a large scale ﬁnite element
space, X and a space composed of bubble functions, X ′ . The resulting space Xh = X ⊕ X ′ allows for every vh ∈ Xh to be
decomposed as vh = v + v ′ where v seeks to capture the large scale behavior and artiﬁcial viscosity is added for stability
only to the ﬁne scales through v ′ .
In Layton [11] a consistent multiscale mixed method formulation is presented for the stationary convection diffusion
problem. The method decomposes the ﬁnite element space Xh into large scales represented by LH and ﬁne scales repre-
sented by I − LH . Stability is added to the equation and then removed via the mixed variable. By clever selection of the
space LH that part of the stabilization term remaining acts only on ﬂuctuations in ∇φh . A natural selection is the choice
LH ≡ ∇XH . This choice is analyzed by Layton with
• Xh := conforming, C0 piecewise linears on a mesh of width h,
• XH := conforming, C0 piecewise linears on a coarser mesh of width H , and
• LH := ∇XH = L2 piecewise constants on the coarser mesh.
This results in near optimal error bounds. In Heitmann [4] the method of Layton is extended to the evolutionary problem
using a Crank–Nicolson time discretization. Employing the same choice of LH ≡ ∇XH bounds are obtained for the cases of
conforming, C0 piecewise linear, quadratic, and cubic elements.
This paper seeks to move the efforts of Layton and Heitmann forward in a next logical step by coupling the eddy viscosity
discretization of their work to the porous media problem. We turn to a backward Euler time discretization to simplify some
of the computation and notation however the results would translate easily to the Crank–Nicolson method or any other
higher order methods.
In Section 2 we brieﬂy describe notation used and a few established results. We also present the method to be studied.
Section 3 states and proves results for Darcy’s problem. In particular, stability is established and a bound on the approxima-
tion error for the convection ﬁeld is determined. In Section 4, a comprehensive analysis of stability and the error associated
with approximating φ through the convection diffusion problem is performed.
2. Notation and preliminaries
We begin with a few deﬁnitions, assumptions, and forms used, and conclude the section with a statement of the method
to be studied. The variational formulation of the coupled problem (1)–(2) will be introduced later in this section with
Eqs. (4)–(6). In this formulation, we will need u ∈ L2(Ω), ∇ · u ∈ L2(Ω), φ ∈ H1(Ω) and p ∈ L2(Ω), thus the problem is
naturally stated in
X := H0,div(Ω)d, S := H10(Ω), Q := L20(Ω),
where Hdiv(Ω)d = {v : Ω →Rd,v ∈ L2(Ω)d,∇ · v ∈ L2(Ω)d}.
We use the standard L2 norm, ‖ · ‖, and the usual norm on the Sobolev space Hk , namely ‖ · ‖k , as well as the Hdiv norm
deﬁned below.
Deﬁnition 2.1. For u such that u ∈ L2 and ∇ · u ∈ L2 we deﬁne the Hdiv norm
‖u‖2Hdiv = ‖u‖2 + ‖∇ · u‖2.
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Deﬁnition 2.3. For φ ∈ H1(Ω), the weighted norm of a function φ : Ω →R is deﬁned by
‖φ‖21,,α = ‖φ‖2 + ‖∇φ‖2 + α‖P ′∇φ‖2.
We make several common assumptions about the ﬁnite element spaces. The ﬁrst is the discrete inf–sup condition.
Assumption 2.1. The ﬁnite dimensional spaces Xh ⊂ X and Q h ⊂ Q satisfy the discrete inf–sup condition
inf
qh∈Q h
sup
vh∈Xh
(qh,∇ · vh)
‖qh‖‖vh‖Hdiv
 β > 0. (3)
Examples of such spaces are common in the literature. We shall consider Xh ⊂ X, Q h ⊂ Q to be spaces of continuous
piecewise polynomials of degree k and k − 1, respectively, with k  2 (if k = 1 all the results hold, but the method be-
comes conditionally stable, see Remark 4.1). The concentration ﬁnite element space Sh is the space of continuous piecewise
polynomials of degree m, with m 1.
The interpolating properties of the ﬁnite element spaces Xh, Sh and Q h are given by the following assumption.
Assumption 2.2. For the functions u ∈ X, φ ∈ S , p ∈ Q and for 1 r  k
inf
vh∈Xh,qh∈Q h
{∥∥u− vh∥∥+ h∥∥∇(u− vh)∥∥+ h∥∥p − qh∥∥} chr+1(‖u‖r+1 + ‖p‖r),
inf
wh∈Sh
∥∥φ − wh∥∥ chr+1‖φ‖r+1.
The following assumption is known as the inverse estimate.
Assumption 2.3. For any vμ ∈ Xμ∥∥∇vμ∥∥ Cμ−1∥∥vμ∥∥
holds in Xμ , where μ is a characteristic length scale and C is of order one for typical ﬁnite element spaces.
Assumption 2.4. Let P be the orthogonal projection from L2 onto a given ﬁnite element space LH ⊂ Xh , where h and H
denote characteristic mesh widths (h < H). Then, for any φh ∈ Xh∥∥P∇φh∥∥ CH−1∥∥φh∥∥.
For more detail on this assumption see John, Kaya, and Layton [9] and Kaya [10].
We also deﬁne the following three forms for notational eﬃciency.
Deﬁnition 2.4. For all φ,w ∈ S deﬁne
b(φ,w) ≡ (u · ∇φ,w) + (cφ,w),
a(φ,w) ≡ (∇φ,∇w) + b(φ,w),
A(φ,w) ≡ a(φ,w) + α(P ′∇φ, P ′∇w).
Use of the superscript h on any of these forms indicates that any embedded forms also use the superscript h and that
the velocity ﬁeld to be used is the approximation uh . Thus, for instance we have
ah(φ,w) ≡ (∇φ,∇w) + bh(φ,w) ≡ (∇φ,∇w) + (uh · ∇φ,w)+ (cφ,w).
We now turn toward the approximation method to be studied. The variational formulation of the coupled problem (1)–
(2) is found as usual by multiplying Eq. (1) by a test function v ∈ X, multiplying Eq. (2) by a test function w ∈ S and
integrating over the spatial domain. The result is to ﬁnd (u, p, φ) ∈ (X, Q , S) such that for all (v,w) ∈ (X, S)
k−1(u,v) − (p,∇ · v) = 0, (4)
∇ · u= g, (5)
(φt ,w) + a(φ,w) = ( f ,w). (6)
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diffusion problem and the porous media source term g .
Assumption 2.5. There exist a constant βc satisfying
c − 1
2
g = c − 1
2
∇ · u βc > 0.
This assumption is common in convection diffusion literature (in the form c − 12∇ · u). Practically speaking, in a porous
media context, this assumption places a restriction on the magnitude of the source term g with regards to c, a term often
related to rock compressibity, which is typically small. Without this assumption, the analysis in the paper still follows with
the use of Grönwall’s lemma, though it produces a further restriction on the time step.
Following the developments of Layton [11] and Heitmann [4] for the stationary and evolutionary convection diffu-
sion problem respectively, the coupled method is to ﬁnd uh ∈ Xh , φh ∈ Sh and ph ∈ Q h such that for all (vh,qh,wh) ∈
(Xh, Q h, Sh)
k−1
(
uh,vh
)− (ph,∇ · vh)= 0, (7)(∇ · uh,qh)= (g,qh), (8)(
φht ,w
h)+ α(P ′∇φh, P ′∇wh)+ ah(φh,wh)= ( f ,wh). (9)
Recall, this system is only coupled in one direction (porous media to convection diffusion), thus we begin by proving stability
and error estimates of the Galerkin approximation uh (7), (8) of u (4), (5) for the Darcy’s problem.
3. Stability and error analysis of the Darcy problem
Theorem 3.1. The Galerkin approximation (uh, ph) to Eqs. (7), (8) is stable provided g ∈ L2(Ω).
Proof. Let vh = uh in Eq. (7) and qh = ph in Eq. (8). This gives
k−1
∥∥uh∥∥2 = (ph,∇ · uh) (10)
and (∇ · uh, ph)= (ph,∇ · uh)= (g, ph). (11)
Applying the inf–sup condition (3) and rearranging gives
β
∥∥ph∥∥ (ph,∇ · uh)‖uh‖Hdiv = k
−1‖uh‖2√‖uh‖2 + ‖∇ · uh‖2  k
−1∥∥uh‖2
‖uh‖ = k
−1∥∥uh∥∥. (12)
It follows from Eqs. (10)–(12) that
k−1
∥∥uh∥∥2 = (g, ph) ‖g‖∥∥ph∥∥ 1
β
k−1‖g‖∥∥uh∥∥.
Thus, ∥∥uh∥∥ 1
β
‖g‖
proving the stability of uh . Furthermore, Eq. (12) combined with the above gives∥∥ph∥∥ 1
β2
k−1‖g‖
completing the proof. 
Convergence is established in the following theorem.
Theorem 3.2. Let (u, p) ∈ (X, Q ) satisfy Eqs. (4), (5). Let (uh, ph) ∈ (Xh, Q h) be the Galerkin approximation of Eqs. (7), (8). Then∥∥u− uh∥∥Hdiv + ∥∥p − ph∥∥ C( infvh∈Xh∥∥u− vh∥∥Hdiv + infqh∈Q h∥∥p − qh∥∥
)
.
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from Eq. (5) that(∇ · u,qh)= (g,qh), ∀qh ∈ Q h.
Subtracting Eq. (8) from the above gives(∇ · (u− uh),qh)= 0, ∀qh ∈ Q h. (13)
Let I(u) be an arbitrary projection of u into Xh . The error is then decomposed via eu = u− uh = (u− I(u)) − (uh − I(u)) =
η−ψh , where ψh ∈ Xh and η /∈ Xh . Then Eq. (13) can be written as(∇ ·ψh,qh)= (∇ · ηh,qh).
Letting vh =ψh in the inf–sup condition (3) and using the above equation gives
β
∥∥qh∥∥ (∇ ·ψh,qh)‖ψh‖Hdiv =
(∇ · η,qh)
‖ψh‖Hdiv
.
It follows then that
β
∥∥qh∥∥∥∥ψh∥∥Hdiv  ‖∇ · η‖∥∥qh∥∥,
which implies∥∥ψh∥∥Hdiv  1β ‖∇ · η‖ 1β ‖η‖Hdiv .
Now, by the triangle inequality∥∥u− uh∥∥Hdiv  ‖η‖Hdiv + ∥∥ψh∥∥Hdiv 
(
1+ 1
β
)
‖η‖Hdiv .
Since I(u) is an arbitrary function in Xh , we obtain∥∥u− uh∥∥Hdiv 
(
1+ 1
β
)
inf
vh∈Xh
∥∥u− vh∥∥Hdiv , (14)
completing the bound on u− uh .
The bound on p − ph is completed in similar fashion. Subtracting Eqs. (4)–(7) gives
k−1
(
u− uh,vh)− (p − ph,∇ · vh)= 0, ∀vh ∈ Xh.
The error in the pressure approximation is decomposed via p − ph = (p − I(p)) − (ph − I(p)) = ηp − ψhp where ψhp ∈ Q h ,
ηp /∈ Q h , and I(p) is some projection of p into Q h . The previous equation is then rewritten(
ψhp ,∇ · vh
)= (ηp,∇ · vh)− k−1(u− uh,vh).
Using the inf–sup condition on the left-hand side and the triangle inequality on the right-hand side gives
β
∥∥ψhp∥∥∥∥vh∥∥Hdiv  ‖ηp‖∥∥∇ · vh∥∥+ k−1∥∥u− uh∥∥∥∥vh∥∥.
Dividing by β and ‖vh‖Hdiv which is greater than or equal to both ‖∇ · vh‖ and ‖vh‖ gives∥∥ψhp∥∥ 1β ‖ηp‖ + 1β k−1∥∥u− uh∥∥.
The triangle inequality on the decomposition gives ‖p − ph‖ ‖ηp‖ + ‖ψhp‖, which applied to the above gives∥∥p − ph∥∥ (1+ 1
β
)
‖ηp‖ + 1
β
k−1
∥∥u− uh∥∥.
Since I(p) is an arbitrary function in Q h we have∥∥p − ph∥∥ (1+ 1
β
)
inf
qh∈Q h
∥∥p − qh∥∥+ 1
β
k−1
∥∥u− uh∥∥ (15)
and combining Eq. (14) with Eq. (15) completes the proof. 
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The backward Euler method is used to approximate the time derivative. The subscript n is denotes the value of the
function at the time level tn . Thus Eq. (6) is rewritten(
φn+1 − φn
t
,w
)
+ (∇φn+1,∇w) + (un+1 · ∇φn+1,w) + (cφn+1,w) = ( fn+1,w) + (ρn+1,w),
where ρn+1 = (φn+1 −φn)/t −φt(tn+1) is the error in the approximation of the time derivative at tn+1. The approximation
method seeks to ﬁnd φh ∈ Sh satisfying(
φhn+1 − φhn
t
,wh
)
+ (∇φhn+1,∇wh)+ α(P ′∇φhn+1, P ′∇wh)+ (uhn+1 · ∇φhn+1,wh)+ (cφhn+1,wh)
= ( fn+1,wh), ∀wh ∈ Sh. (16)
4.1. Stability of the method
Theorem 4.1. Given Assumption 2.5, for some C = C(Ω) = O (1) let
t
(
H−3/2 inf
vh∈Xh
∥∥u− vh∥∥Hdiv + α−3 infvh∈Xh∥∥u− vh∥∥4Hdiv
)
< C . (17)
Let f ∈ L2(0, T ; L2(Ω)). Then the solution of Eq. (16) is stable over any time T < ∞ and
∥∥φhn+1∥∥2 + t n+1∑
i=1
[

∥∥∇φhi ∥∥2 + βc∥∥φhi ∥∥2 + α∥∥P ′∇φhi ∥∥2] C
(∥∥φh0∥∥2 + t n+1∑
i=1
‖ f i‖2
)
.
Remark 4.1. Although (17) seems to give a restriction on the time step t , we still call the method unconditionally stable,
since for k  2 the condition (17) reads t  C( 1h )r , where r = k − 32  0 – hence, it is naturally satisﬁed in most of the
settings. For k = 1, however, the method becomes conditionally stable with the restriction t < O (h1/2).
Proof of Theorem 4.1. Let wh = φhn+1 ∈ Sh in (16). This gives
‖φhn+1‖2 − ‖φhn‖2
2t
+ ∥∥∇φhn+1∥∥2 + α∥∥P ′∇φhn+1∥∥2 + (cφhn+1, φhn+1)− 12 ((∇ · uhn+1)φhn+1, φhn+1) ( fn+1, φhn+1).
Introduce the error term en+1 = un+1 − uhn+1. Adding and subtracting 12 ((∇ · un+1)φhn+1, φhn+1) to the left-hand side and
rearranging gives
‖φhn+1‖2 − ‖φhn‖2
2t
+ ∥∥∇φhn+1∥∥2 + α∥∥P ′∇φhn+1∥∥2 +((c − 12 g
)
φhn+1, φhn+1
)

(
fn+1, φhn+1
)− 1
2
(
(∇ · en+1)φhn+1, φhn+1
)
. (18)
Hölder’s inequality is used for the last term on the right-hand side giving
1
2
(
(∇ · en+1)φhn+1, φhn+1
)= ∫
Ω
(∇ · en+1)φhn+1φhn+1  ‖∇ · en+1‖L2
∥∥φhn+1∥∥L6∥∥φhn+1∥∥L3 .
It follows from the Sobolev embedding theorem that in either 2-d or 3-d, H1/2 ↪→ L3 and H1 ↪→ L6, thus we have∣∣∣∣12 ((∇ · en+1)φhn+1, φhn+1)
∣∣∣∣ ‖∇ · en+1‖∥∥φhn+1∥∥H1/2∥∥φhn+1∥∥H1
 C‖∇ · en+1‖
∥∥φhn+1∥∥1/2∥∥∇φhn+1∥∥3/2.
Using the above estimate, the Cauchy–Schwarz inequality, and Young’s inequality on the inequality (18) it follows that
‖φhn+1‖2 − ‖φhn‖2
2t
+ ∥∥∇φhn+1∥∥2 + α∥∥P ′∇φhn+1∥∥2 + βc∥∥φhn+1∥∥2
 1
2
βc
∥∥φhn+1∥∥2 + 12βc ‖ fn+1‖2 + C‖∇ · en+1‖∥∥φhn+1∥∥1/2∥∥∇φhn+1∥∥3/2. (19)
Noting that ∇φhn+1 = P∇φhn+1 + P ′∇φhn+1, the triangle inequality insures the last term on the right-hand side is bounded by
C‖∇ · en+1‖
∥∥φhn+1∥∥1/2∥∥P∇φhn+1∥∥3/2 + C‖∇ · en+1‖∥∥φhn+1∥∥1/2∥∥P ′∇φhn+1∥∥3/2.
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ized Young’s inequality (with p = 4/3, q = 4). Thus, (19) can be rewritten
‖φhn+1‖2 − ‖φhn‖2
2t
+ ∥∥∇φhn+1∥∥2 + α∥∥P ′∇φhn+1∥∥2 + βc∥∥φhn+1∥∥2
 1
2βc
‖ fn+1‖2 + CH−3/2‖∇ · en+1‖
∥∥φhn+1∥∥2 + α2 ∥∥P ′∇φhn+1∥∥2 + Cα−3‖∇ · en+1‖4∥∥φhn+1∥∥2.
Rearranging, multiplying by 2t , and then summing from i = 0 to n gives
∥∥φhn+1∥∥2 + t n+1∑
i=1
[
2
∥∥∇φhi ∥∥2 + α∥∥P ′∇φhi ∥∥2 + 2βc∥∥φhi ∥∥2]

∥∥φh0∥∥2 + t n+1∑
i=1
1
βc
‖ f i‖2 + Ct
n+1∑
i=1
[(
H−3/2‖∇ · ei‖ + α−3‖∇ · ei‖4
)∥∥φhi ∥∥2].
Applying the discrete Grönwall’s lemma and the hypothesis of the theorem completes the proof. 
Corollary 4.1. Let the ﬁnite dimensional subspace Xh ∈ X be a space of C0 piecewise polynomials of degree k. Then the method is
stable provided that
t
(
H−3/2hk + α−3h4k)< C(Ω).
In addition, the solution is bounded uniformly in epsilon.
4.2. Error estimates for the method
Let χh ∈ Sh be the equilibrium projection of φ ∈ S into Sh satisfying
A
(
φ,wh
)= A(χh,wh)− ((u− uh) · ∇χh,wh), ∀wh ∈ Sh. (20)
For the right-hand side we deﬁne the bilinear form B(·,·) given by
B(s,w) ≡ A(s,w) − (eu · ∇s,w), ∀s,w ∈ S,
where eu = u− uh .
Lemma 4.1. Let u ∈ H1(Ω). B(·,·) is continuous. Furthermore if
H−3/2 inf
vh∈Xh
∥∥u− vh∥∥Hdiv + α−3 infvh∈Xh∥∥u− vh∥∥4Hdiv < C(Ω,βc) = O (1) · βc (21)
is satisﬁed, then B(·,·) is coercive. Speciﬁcally, there exists a constant C = C(Ω) such that for all s,w ∈ S
B(s,w) C‖s‖1,1,α‖w‖1,1,α, and
B(s, s) C‖s‖1,,α.
Proof. The Cauchy–Schwarz inequality implies that
B(s,w) ‖∇s‖‖∇w‖ + C‖∇u‖‖∇s‖‖∇w‖ + ‖c‖L∞(Ω)‖s‖‖w‖ + α‖P ′∇s‖‖P ′∇w‖ + ‖∇eu‖‖∇s‖‖∇w‖
 C
(‖s‖2 + ‖∇s‖2 + α‖P ′∇s‖2)1/2(‖w‖2 + ‖∇w‖2 + α‖P ′∇w‖2)1/2
= C‖s‖1,1,α‖w‖1,1,α.
This proves continuity. For coercivity we have
B(s, s) = ‖∇s‖2 +
((
c − 1
2
∇ · u
)
s, s
)
+ α‖P ′∇s‖2 − (eu · ∇s, s)
 ‖∇s‖2 + βc‖s‖2 + α‖P ′∇s‖2 + 1
2
(
(∇ · eu)s, s
)
.
The last term can be decomposed using Hölder’s inequality and then the embeddings H1/2 ↪→ L3 and H1 ↪→ L6 to obtain
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2
∫
Ω
(∇ · eu)s · s 1
2
‖∇ · eu‖‖s‖L3‖s‖L6
 C‖∇ · eu‖‖s‖1/2‖∇s‖3/2
= C‖∇ · eu‖‖s‖1/2
(‖P∇s‖3/2 + ‖P ′∇s‖3/2).
We use the inverse inequality on ‖P∇s‖ and Young’s inequality (p = 4, q = 4/3) to obtain
B(s, s) ‖∇s‖2 + βc‖s‖2 + α‖P ′∇s‖2 − CH−3/2‖∇ · eu‖‖s‖2 − α
2
‖P ′∇s‖2 − Cα−3‖∇ · eu‖4‖s‖2
= ‖∇s‖2 + (βc − CH−3/2‖∇eu‖ − Cα−3‖∇eu‖4)‖s‖2 + α
2
‖P ′∇s‖2.
Finally, we use the bound (21) to obtain that B(s, s) C‖s‖1,,α , which completes the proof. 
We will assume throughout the rest of the paper that the bound (21) holds, thus B(·,·) is continuous and coercive.
Corollary 4.2. Let Xh be a space of C0 piecewise polynomials of degree k. Then (21) reads
H−3/2hk + α−3h4k < C(Ω,βc) = O (1) · βc .
Theorem 4.2. Let φ ∈ S. The equilibrium projection χh ∈ Sh, given by Eq. (20), exists uniquely.
Proof. Deﬁne F (w) ≡ A(φ,w) for any φ ∈ S . Then Eq. (20) can be rewritten as B(χh,wh) = F (wh). F is a continuous,
linear functional. In the ﬁnite dimensional space Sh all norms are equivalent. Thus, we need only one norm in which B(·,·)
is continuous and coercive. This was accomplished by Lemma 4.1. Thus, the hypotheses of the Lax–Milgram theorem are
satisﬁed and χh exists uniquely. 
We next seek an a priori error estimate in the approximation of φ by the equilibrium projection χh .
Theorem 4.3. Let u ∈ L∞(Ω) ∩ Hk+1(Ω), φ ∈ Hm+1(Ω), and ∇φ ∈ L∞(Ω). Further, let
H−3/2 inf
vh∈Xh
∥∥u− vh∥∥Hdiv + α−3 infvh∈Xh∥∥u− vh∥∥4Hdiv < C(Ω). (22)
Then ∥∥φ − χh∥∥1,,α  C(Ω,m,k, g, f ){(1+ H−1 + α−1/2)hm+1 + ( + α)1/2hm + hk + (H−1 + α−1/2)hm+k−1/2}.
Proof. We deﬁne and decompose the error as e = φ −χh = (φ − I(φ))− (χh − I(φ)) = η−γ h such that η /∈ Sh and γ h ∈ Sh ,
and where I(φ) is some projection of φ into Sh . Using the triangle inequality we will complete the proof by ﬁnding bounds
on ‖η‖1,,α and ‖γ h‖1,,α separately. Beginning with γ h , it follows from Eq. (20) that
A
(
γ h,wh
)= A(η,wh)+ (eu · ∇χh,wh),
where eu ≡ u−uh . We choose wh = γ h ∈ Sh and decompose A(·,·) into its symmetric (As) and skew-symmetric (Ass) parts.
As Ass(γ h, γ h) = 0 we have
As
(
γ h, γ h
)= As(η,γ h)+ Ass(η,γ h)+ (eu · ∇χh, γ h).
Applying the Cauchy–Schwarz inequality and Green’s theorem leads to
As
(
γ h, γ h
)

√
As(η,η) +
√
As
(
γ h, γ h
)+ Ass(η,γ h)+ (eu · ∇χh, γ h)
 1
2
As(η,η) + 1
2
As
(
γ h, γ h
)− (uη,∇γ h)− 1
2
(
(∇ · u)η,γ h)+ (eu · ∇χh, γ h).
Following the proof of Heitmann [4] we obtain∥∥γ h∥∥21,,α  C{‖η‖21,,α + 1βC H−2∥∥P (uη)∥∥2 + 12α ∥∥P ′(uη)∥∥2 + 1βC ‖η‖2
}
+ (eu · ∇χh, γ h). (23)
Using the error decomposition the last term on the right-hand side can be bounded via∣∣(eu · ∇χh, γ h)∣∣ ∣∣(eu · ∇φ,γ h)∣∣+ ∣∣(eu · ∇η,γ h)∣∣+ ∣∣(eu · ∇γ h, γ h)∣∣.
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Young’s inequality give∣∣(eu · ∇φ,γ h)∣∣ ‖∇φ‖L∞(Ω)∣∣(eu, γ h)∣∣ 18∥∥γ h∥∥2 + 2‖∇φ‖2L∞(Ω)‖eu‖2. (24)
For the second term a combination of Hölder’s inequality with Sobolev embeddings, followed by the triangle inequality,
inverse inequality, and Young’s inequality give∣∣(eu · ∇η,γ h)∣∣ ‖eu‖L3‖∇η‖L2∥∥γ h∥∥L6
 C‖eu‖H1/2‖∇η‖
∥∥γ h∥∥H1
 C‖eu‖1/2‖∇eu‖1/2‖∇η‖
∥∥∇γ h∥∥
 C‖eu‖1/2‖∇eu‖1/2‖∇η‖
(∥∥P∇γ h∥∥+ ∥∥P ′∇γ h∥∥)
 1
8
∥∥γ h∥∥2 + CH−2‖eu‖‖∇eu‖‖∇η‖2 + α
4
∥∥P ′∇γ h∥∥2 + C
α
‖eu‖‖∇eu‖‖∇η‖2. (25)
Finally, for the third term we obtain∣∣(eu · ∇γ h, γ h)∣∣ 1
2
∣∣((∇ · eu)γ h, γ h)∣∣
 C‖∇ · eu‖
∥∥γ h∥∥1/2∥∥∇γ h∥∥3/2
 C‖∇ · eu‖
∥∥γ h∥∥1/2(∥∥P∇γ h∥∥3/2 + ∥∥P ′∇γ h∥∥3/2)
 CH−3/2‖∇ · eu‖
∥∥γ h∥∥2 + α
4
∥∥P ′∇γ h∥∥2 + Cα−3‖∇ · eu‖4∥∥γ h∥∥2. (26)
The combination of inequalities (23)–(26) gives∥∥γ h∥∥21,,α  C{‖η‖21,,α + (1+ ‖u‖2L∞(Ω)(H−2 + α−1))‖η‖2 + ‖∇φ‖2L∞(Ω) inf
vh∈Xh
∥∥u− vh∥∥2Hdiv
+ (H−2 + α−1)h−1 inf
vh∈Xh
∥∥u− vh∥∥2Hdiv‖∇η‖2}
+ C
(
H−3/2 inf
vh∈Xh
∥∥u− vh∥∥Hdiv + α−3 infvh∈Xh∥∥u− vh∥∥4Hdiv
)∥∥γ h∥∥2. (27)
For the bound on ‖η‖1,,α we choose I(φ) to be the L2-projection of φ into Sh . This gives ‖η‖ Chm+1‖φ‖Hm1 and ‖∇η‖
Chm‖φ‖Hm+1 . Thus, we have
‖η‖1,,α  C
(
hm+1 + ( + α)1/2hm)‖φ‖Hm+1 . (28)
Now applying the hypothesis (22), we obtain from Eqs. (27) and (28) the result∥∥φ − χh∥∥1,,α  C(Ω,m,k, g, f ){hm+1 + ( + α)1/2hm + H−1hm+1 + α−1/2hm+1
+ hk + H−1hm+k−1/2 + α−1/2hm+k−1/2}. 
Corollary 4.3. Under the condition H−3/2hm + h4m−3 < C(Ω), the choice of α(h) = h gives∥∥φ − χh∥∥1,,α  C(Ω,m,k, g, f ){hk + (1+ H−1h1/2)(hm+1/2 + hm+k−1)}.
The next step is to ﬁnd an a priori bound on the discrete time derivative.
Theorem 4.4. Let the assumptions of Theorem 4.3 be satisﬁed. Let ut ∈ L∞(Ω)d and φt,∇φt ∈ L∞(Ω). Then for any n 0∥∥∥∥ (φn+1 − χhn+1) − (φn − χhn )t
∥∥∥∥ C(Ω,m,k, g, f )(H−1 + α−1/2){hm+1 + ( + α)1/2hm + H−1hm+1 + α−1/2hm+1
+ hk + H−1hm+k−1/2 + α−1/2hm+k−1/2}.
Proof. The proof is analogous to that of Theorem 4.3. We introduce the bilinear form
A˜(φ,w) ≡ (∇φ,∇w) + (un+1 · ∇φ,w) + (cφ,w) + α(P ′∇φ, P ′∇w),
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results hold for A˜. At the (n + 1)st time level, with proper modiﬁcation of Eq. (20), we obtain
A˜
(
φn+1 − χhn+1,wh
)= −(eu,n+1 · ∇χhn+1,wh),
where eu,n+1 ≡ un+1 − uhn+1. From the nth time level we have
A˜
(
φn − χhn ,wh
)= t((un+1 − un
t
)
· ∇(φn − χhn ),wh)− (eu,n · ∇χhn ,wh).
Subtracting these two equations yields
A˜
(
(φn+1 − χhn+1) − (φn − χhn )
t
)
= −
(
un+1 − un
t
· ∇(φn − χhn ),wh)− 1t (eu,n+1 · ∇χhn+1 − eu,n · ∇χhn ,wh). (29)
Decompose φn+1 − χhn+1 = (φn+1 − I(φn+1)) − (χhn+1 − I(φn+1)) = ηn+1 − γ hn+1. Since I(φn+1) is an arbitrary projection of
φn+1 into Sh , we have∥∥∥∥ηn+1 − ηnt
∥∥∥∥ Chm+1‖φt‖Hm+1 .
Thus, we only need to bound ‖ γ hn+1−γ h
t ‖ and then apply the triangle inequality. Using the error decomposition and subtract-
ing and adding (eu,n+1 · ∇χhn ,wh) we rewrite Eq. (29) as
A˜
(
γ hn+1 − γ hn
t
,wh
)
= A˜
(
ηn+1 − ηn
t
,wh
)
+
((
un+1 − un
t
)
· ∇(φn − χhn ),wh)
+ 1
t
(
eu,n+1 · ∇χhn+1 − eu,n+1 · ∇χhn + eu,n+1 · ∇χhn − eu,n · ∇χhn ,wh
)
.
Take wh = γ hn+1−γ hn
t ∈ Sh above. This gives∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2
1,,α
 A˜s
(
ηn+1 − ηn
t
,
γ hn+1 − γ hn
t
)
+ A˜ss
(
γ hn+1 − γ hn
t
,
γ hn+1 − γ hn
t
)
+
((
un+1 − un
t
)
· ∇(φn − χhn ), γ hn+1 − γ hnt
)
+
(
eu,n+1 ·
(
χhn+1 − χhn
t
)
,
γ hn+1 − γ hn
t
)
−
(
eu,n+1 − eu,n
t
· ∇χhn ,
γ hn+1 − γ hn
t
)
.
Following the proof of Theorem 4.3, we obtain∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2
1,,α
 C
{∥∥∥∥ηn+1 − ηnt
∥∥∥∥2
1,,α
+ (H−2 + α−1)∥∥∥∥ηn+1 − ηnt
∥∥∥∥2}
+
∣∣∣∣((un+1 − unt
)
· ∇(φn − χhn ), γ hn+1 − γ hnt
)∣∣∣∣
+
∣∣∣∣(eu,n+1 · ∇(φhn+1 − φhnt
)
,
γ hn+1 − γ hn
t
)∣∣∣∣+ ∣∣∣∣(eu,n+1 · ∇(ηn+1 − ηnt
)
,
γ hn+1 − γ hn
t
)∣∣∣∣
+
∣∣∣∣(eu,n+1 · ∇(γ hn+1 − γ hnt
)
,
γ hn+1 − γ hn
t
)∣∣∣∣+ ∣∣∣∣( eu,n+1 − eu,nt · ∇φn, γ
h
n+1 − γ hn
t
)∣∣∣∣
+
∣∣∣∣( eu,n+1 − eu,nt · ∇(φn − χhn ), γ
h
n+1 − γ hn
t
)∣∣∣∣.
We proceed by bounding each of the last six terms on the right-hand side individually. For the ﬁrst term, the regularity of
u gives∣∣∣∣((un+1 − unt
)
· ∇(φn − χhn ), γ hn+1 − γ hnt
)∣∣∣∣

∥∥∥∥un+1 − unt
∥∥∥∥
L∞(Ω)
∣∣∣∣(∇(φn − χhn ), γ hn+1 − γ hnt
)∣∣∣∣
 CH−2
∥∥φn − χhn ∥∥2 + 1∥∥∥∥γ hn+1 − γ hn ∥∥∥∥2 + Cα−1∥∥φn − χhn ∥∥2 + α ∥∥∥∥P ′∇(γ hn+1 − γ hn )∥∥∥∥2. (30)8 t 8 t
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)
,
γ hn+1 − γ hn
t
)∣∣∣∣ ∥∥∥∥∇(φn+1 − φnt
)∥∥∥∥
L∞(Ω)
∣∣∣∣(eu,n+1, γ hn+1 − γ hnt
)∣∣∣∣
 1
8
∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2 + C‖eu,n+1‖2. (31)
The third term is bounded by using Hölder’s inequality, followed by Sobolev embeddings and Young’s inequality giving∣∣∣∣(eu,n+1 · ∇(ηn+1 − ηnt
)
,
γ hn+1 − γ hn
t
)∣∣∣∣
 C‖eu,n+1‖1/2‖∇eu,n+1‖1/2
∥∥∥∥∇(ηn+1 − ηnt
)∥∥∥∥(∥∥∥∥P∇(γ hn+1 − γ hnt
)∥∥∥∥+ ∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥)
 1
8
∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2 + α8
∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥2 + C(H−2 + α−1)‖eu,n+1‖‖∇eu,n+1‖∥∥∥∥∇(ηn+1 − ηnt
)∥∥∥∥2. (32)
The fourth term is bounded as follows∣∣∣∣(eu,n+1 · ∇(γ hn+1 − γ hnt
)
,
γ hn+1 − γ hn
t
)∣∣∣∣
= 1
2
∣∣∣∣((∇ · eu,n+1)γ hn+1 − γ hnt , γ
h
n+1 − γ hn
t
)∣∣∣∣
 C‖∇ · eu,n+1‖
∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥1/2(∥∥∥∥P∇(γ hn+1 − γ hnt
)∥∥∥∥3/2 + ∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥3/2)
 α
8
∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥2 + C(H−3/2‖∇ · eu,n+1‖ + α−3‖∇ · eu,n+1‖4)∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2. (33)
The ﬁfth term uses the regularity of φ leading to∣∣∣∣(( eu,n+1 − eu,nt
)
· ∇φn,
γ hn+1 − γ hn
t
)∣∣∣∣ ‖∇φn‖∞L (Ω)∣∣∣∣( eu,n+1 − eu,nt , γ
h
n+1 − γ hn
t
)∣∣∣∣
 1
8
∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2 + C∥∥∥∥ eu,n+1 − eu,nt
∥∥∥∥2. (34)
Finally, the sixth term is bounded by∣∣∣∣( eu,n+1 − eu,nt · ∇(φn − χhn ), γ
h
n+1 − γ hn
t
)∣∣∣∣
 C
∥∥∥∥ eu,n+1 − eu,nt
∥∥∥∥1/2∥∥∥∥∇( eu,n+1 − eu,nt
)∥∥∥∥1/2∥∥∇(φn − χhn )∥∥(∥∥∥∥P∇(γ hn+1 − γ hnt
)∥∥∥∥+ ∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥)
 1
8
∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2 + α8
∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥2 + C(H−2 + α−1)∥∥∥∥ eu,n+1 − eu,nt
∥∥∥∥
×
∥∥∥∥∇( eu,n+1 − eu,nt
)∥∥∥∥(∥∥P∇(φn − χhn )∥∥2 + ∥∥P ′∇(φn − χhn )∥∥2)
 1
8
∥∥∥∥γ hn+1 − γ hnt
∥∥∥∥2 + α8
∥∥∥∥P ′∇(γ hn+1 − γ hnt
)∥∥∥∥2 + C(H−2 + α−1)∥∥∥∥ eu,n+1 − eu,nt
∥∥∥∥
×
∥∥∥∥∇( eu,n+1 − eu,nt
)∥∥∥∥∥∥φn − χhn ∥∥21,,α. (35)
Applying the bounds of the inequalities (30)–(35) to the inequality (29) and using the triangle inequality gives∥∥∥∥ (φn+1 − χhn+1) − (φn − χhn )t
∥∥∥∥2  C(Ω,m,k, g, f ){h2k + [1+ (H−2 + α−1)+ (H−2 + α−1)h2k−1]∥∥φn − χhn ∥∥21,,α}.
Finally, the application of Theorem 4.3 to ‖φn − χhn ‖21,,α completes the proof. 
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∥∥∥∥ Chk‖ut‖Hk+1
is obtained by following the proof of Theorem 3.2 with η and ψh replaced by (ηn+1 − ηn)/t and (ψhn+1 −ψhn)/t respec-
tively.
We conclude with the theorem that gives the a priori estimate for the approximation error of the method (16).
Theorem 4.5. Let the assumptions of Theorem 4.4 be satisﬁed and let φtt ∈ L2(0, T ; L2(Ω)). Further, assume that the stability condi-
tion (17) of Theorem 4.1 is satisﬁed. Then for any time level n
∥∥φn − φhn∥∥21,,α  ∥∥φ0 − φh0∥∥2 + C(Ω,m, f , g)
((
H−2 + α−1){h2m+2 + ( + α)h2m + H−2h2m+2
+ α−1h2m+2 + h2k + H−2h2m+2k−1 + α−1h2m+2k−1}+ αk N∑
i=1
‖P ′∇φi‖2 + t2
)
.
Proof. The model equation and the equation of the method can be written respectively as(
φn+1 − φn
t
,wh
)
+ A˜(φn+1,wh)− α(P ′∇φn+1, P ′∇wh)= ( fn+1,wh)+(φn+1 − φn
t
− φt(tn+1),wh
)
(36)
and (
φhn+1 − φhn
t
,wh
)
+ A˜(φhn+1,wh)− (eu,n+1 · ∇φhn+1)= ( fn+1,wh). (37)
We use the equilibrium projection χh in the error decomposition
φn+1 − φhn+1 =
(
φn+1 − χhn+1
)− (φhn+1 − χhn+1)= ηn+1 − γ hn+1,
where ηn+1 ≡ φn+1 − χhn+1 /∈ Sh and γ hn+1 ≡ φhn+1 − χhn+1 ∈ Sh . Note that we have obtained the bounds on ‖ηn+1‖1,,α
and ‖ ηn+1−ηn
t ‖1,,α in Theorems 4.3 and 4.4. Thus, we only need to bound ‖γ hn+1‖1,,α and use the triangle inequality. We
subtract Eq. (37) from Eq. (36) and use the error decomposition to obtain for all wh ∈ Sh(
ηn+1 − ηn
t
,wh
)
−
(
γ hn+1 − γ hn
t
,wh
)
+ A˜(ηn+1,wh)− A˜(γ hn+1,wh)
− α(P ′∇φn+1, P ′∇wh)+ (eu,n+1 · ∇φhn+1,wh)= t(ρn+1,wh), (38)
where ρn+1 = φtt(tn+1−θ ) for some θ ∈ ]0,1[. Now, by deﬁnition of the equilibrium projection we have
A˜
(
ηn+1,wh
)= A˜(φn+1 − χhn+1,wh)= −(eu,n+1 · ∇χhn+1,wh).
By regrouping terms in Eq. (38) and using the above we have for all wh ∈ Sh(
γ hn+1 − γ hn
t
,wh
)
+ A˜(γ hn+1,wh)= (ηn+1 − ηnt ,wh
)
− α(P ′∇φn+1, P ′∇wh)− t(ρn+1,wh)+ (eu,n+1 · ∇γ hn+1,wh).
Now set wh = γ hn+1 ∈ Sh above. This gives
‖γ hn+1‖2 − ‖γ hn ‖2
2t
+ ∥∥∇γ hn+1∥∥2 + βc∥∥γ hn+1∥∥2 + α∥∥P ′∇γ hn+1∥∥2

∥∥∥∥ηn+1 − ηnt
∥∥∥∥∥∥γ hn+1∥∥+ α‖P ′∇φn+1‖∥∥P ′∇γ hn+1∥∥+ t‖ρn+1‖∥∥γ hn+1∥∥− 12 ((∇ · eu,n+1)γ hn+1, γ hn+1).
Applying Young’s inequality gives
‖γ hn+1‖2 − ‖γ hn ‖2
2t
+ ∥∥∇γ hn+1∥∥2 + βc∥∥γ hn+1∥∥2 + α∥∥P ′∇γ hn+1∥∥2
 1
4
βc
∥∥γ hn+1∥∥2 + 1βc
∥∥∥∥ηn+1 − ηnt
∥∥∥∥2 + α4 ∥∥P ′∇γ hn+1∥∥2 + α‖P ′∇φn+1‖2 + 14βc∥∥γ hn+1∥∥2 + 1βc t2‖ρn+1‖2
+ α
4
∥∥P ′∇γ hn+1∥∥2 + C(H−3/2‖∇ · eu,n+1‖ + α−3‖∇ · eu,n+1‖4)∥∥γ hn+1∥∥2.
Finally, summing over the time levels, multiplying by 2t and using the discrete Grönwall’s lemma completes the proof. 
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We have presented rigorous analysis of the coupling of the porous media problem with the evolutionary convection
diffusion problem. In the case of the porous media problem we use the Galerkin approximation to obtain the velocity ﬁeld,
uh . The convection diffusion problem is then solved using this approximation in conjunction with the stabilization schemes
presented by Layton [11] and Heitmann [4]. It is shown that the convergence rate is near optimal and independent of the
diffusion coeﬃcient,  . Logical next steps in this direction would include coupling with the Navier–Stokes equations and
computational experiments using this method.
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