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Abstract. Current graph neural networks (GNNs) are promising, espe-
cially when the entire graph is known for training. However, it is not yet
clear how to efficiently train GNNs on temporal graphs, where new ver-
tices, edges, and even classes appear over time. We face two challenges:
First, shifts in the label distribution (including the appearance of new la-
bels), which require adapting the model. Second, the growth of the graph,
which makes it, at some point, infeasible to train over all vertices and
edges. We address these issues by applying a sliding window technique,
i.e., we incrementally train GNNs on limited window sizes and analyze
their performance. For our experiments, we have compiled three new
temporal graph datasets based on scientific publications and evaluate
isotropic and anisotropic GNN architectures. Our results show that both
GNN types provide good results even for a window size of just 1 time step.
With window sizes of 3 to 4 time steps, GNNs achieve at least 95% ac-
curacy compared to using the entire timeline of the graph. With window
sizes of 6 or 8, at least 99% accuracy could be retained. These discov-
eries have direct consequences for training GNNs over temporal graphs.
We provide the code (https://github.com/Incremental-GNNs) and the
newly compiled datasets (https://zenodo.org/record/3764770) for re-
producibility and reuse.
Keywords: machine learning · graph neural networks · temporal graphs
1 Introduction
Graph neural networks (GNNs) achieve promising results on tasks such as node
classification [14,28], link prediction [13], edge classification[19], collaborative
filtering [1], and unsupervised representation learning [29]. So far, the datasets
employed in those tasks are mostly static snapshots of graphs. However, an in-
teresting property of GNNs is that they can deal with previously unseen vertices
and edges, or even be applied to completely new graphs. This is a conceptual
advantage over other approaches, which motivates to explore how graph neural
networks can be applied to temporal graphs.
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Fig. 1: A temporal graph where new vertices appear over time. New edges may
occur within a single or across multiple time steps. New classes may appear over
time, e. g., class c first appears at t? − 2. Training is constrained on the visible
window size. The vertices at timestep t? are to be annotated with a class label
from the set {a, b, c}, before advancing to the next time step.
We consider a temporal graph to be a series of snapshots (Gt)t∈N. In each
time step t, previously unseen vertices and edges and even new classes may
appear (see Figure 1). For these temporal graphs, we investigate training graph
neural networks for the node classification task, i. e., assigning class labels y to
previously unseen vertices based on vertex attributes X and connections to other
vertices via edges. A key challenge is that temporal graphs are growing larger
and larger and memory becomes an issue over time. This is especially important
for graph neural networks as the graph has to fit in memory to make predictions.
Therefore, it may become necessary to cut off the history of past vertices (and
their edges) depending on available resources. We denote the history of vertices
and edges we take into account as the temporal window. The temporal window
spans a range of multiple time steps, which we denote as the temporal window
size. Another crucial challenge in our temporal setting is the distribution shift.
Over time, the label distribution p(y|G,X) may change and new classes may
appear. This suggests that it is necessary to adapt models over time.
For example, consider the node classification task on a graph of scientific
publications, where vertices represent papers and edges represent citations. Ev-
ery year, the graph is expanded by new publications and citations. The goal is to
classify the new publications into topics based on their title and their citations.
Over time, also new topics, i. e. classes, may emerge and the model has to adapt.
With a temporal window approach and an exemplifying window of 5 years, we
would discard all publications and corresponding citations that are older than 5
years. We perform some training epochs on this window and subsequently make
a prediction for the publications of the next year. Multiple research questions
arise when training GNNs in such temporal scenarios:
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Q1 How long is a once-trained, static model sufficiently accurate?
Q2 Is it beneficial to reuse model parameters from the previous time step?
Q3 How far do we need to look into the past, such that we can match the
accuracy of a model that uses the entire timeline of the graph?
To answer these questions, we compare static models vs incrementally trained
models, compare reusing parameters (warm restart) vs random reinitialization
(cold restart), and finally, compare incremental training with limited window
sizes against using unlimited window sizes in each incremental step.
We apply this experimental procedure to three newly compiled temporal
graph datasets based on scientific publications: two citation graphs based on
DBLP and one co-authorship graph based on Web of Science. We select two rep-
resentative GNN architectures: GraphSAGE-mean and graph attention networks
along with graph-agnostic multi-layer perceptrons. With the goal of dataset-
agnostic results, we select candidate window sizes based on characteristics of the
respective dataset. We determined window sizes of 1, 3, and 6 time steps for the
two DBLP datasets, and 1, 4, 8 for the Web of Science dataset.
The results of our experiments show that already a small window size of
3 or 4 time steps , GNNs achieve at least 95% accuracy compared to using
an infinite temporal window size. With window sizes of 6 or 8 , 99% accuracy
can be retained. Our experiments further confirm that incremental training is
necessary to account for distribution shift in temporal graphs. The question of
reusing parameters from the previous time step depends on the dataset and
the strength of the distribution shift: the more classes appear or disappear over
time, the better becomes random reinitialization over reusing parameters from
previous time steps. In summary, our contributions are:
– We introduce three novel temporal graph datasets for the node classification
task: one based on the co-authorship graph and two based on citation data.
– We show that incremental training is necessary to account for distribution
shift on temporal graphs and analyze the effect of reusing parameters from
previous time steps.
– We relate window sizes to their coverage of the receptive field of graph neural
networks. When 50% of the receptive field is inside the temporal window,
GNNs achieve 95% accuracy compared to using the entire timeline of the
graph. With 75% of the receptive field, 99% of the accuracy can be retained.
The remainder of this paper is organized as follows: We present the main re-
lated works in Section 2. We describe the experimental procedure (Section 3.1),
the employed models (Section 3.2), the relation with the receptive field (Sec-
tion 3.3) and the datasets (Section 3.4). In Section 4, we outline the experiments
and provide the results, which are discussed in Section 5, before we conclude.
2 Related work
We first provide the related work on GNNs for static graphs. Subsequently, we
outline GNNs and other approaches for dynamic graphs.
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Regarding static graphs, Dwivedi et al. [5] have introduced a benchmarking
framework to re-evaluate several recent GNN variants. Dwivedi et al. further dis-
tinguish between isotropic and anisotropic GNNs. In isotropic GNNs, all edges
are treated equally. Apart from graph convolutional networks [14], examples
of isotropic GNNs are GraphSAGE-mean (GS-Mean) [10], DiffPool [32], and
GIN [30]. Graph convolutional networks aggregate neighbor representations via
their mean and introduce an artificial self-loop if not present. GS-Mean concate-
nates the vertices’ own representation to the aggregated neighbor representations
before applying the parameters. In DiffPool, the authors propose a differen-
tiable pooling module that can generate hierarchical representations of graphs,
which is important for whole-graph classification. In GIN, the authors analyze
the expressive power of different pooling operators and also introduce a specific
treatment for the vertices’ own representations via a learnable parameter. In
anisotropic GNNs, the weights for edges are computed dynamically. Instances of
anisotropic GNNs include graph attention networks (GAT) [28], GatedGCN [2]
and MoNet [17]. GATs use an attention mechanism to compute edge weights
based on source and target representations. In GatedGCN, the authors pro-
pose a combination of TreeLSTMs [24] and graph convolutional modules [22].
In MoNet, the authors regard the convolution operation as a Gaussian mixture
model with learnable parameters. Dwivedi et al. conclude that treatment of the
vertices’ self-information, attention, hierarchy, or gating, are important factors
for GNNs, and that residual connections [31] are necessary for deeper GNNs.
Most of the discussed works require having the whole graph in memory.
Only GraphSAGE [10] uses neighbor sampling, in which a rooted subtree is
spanned in the vertices of the current batch. Other sampling techniques have
been proposed by Chen et al. [3] and Huang et al. [11]. Huang et al. propose an
adaptive sampling approach with skip-connections to preserve first-order proxim-
ity. Chen et al. use control variate based sampling approach for stochastic train-
ing by keeping track of activations from previous sampling epochs. Other works
such as ClusterGCN [4] and GraphSAINT [33] suggest to sample entire sub-
graphs before applying the GNNs. These sampling approaches may be used in
combination with our approaches of training with limited window sizes.
Regarding dynamic graphs, several works consider a fixed vertex set and stack
recurrent modules on top of graph convolutional modules [23,15]. DySAT [21]
also assumes a fixed vertex set and jointly employs self-attention over structural
and temporal dimensions. EvolveGCN [19] learns a recurrent network to predict
the parameters of a GCN for the next time step, such that vertex addition and
removal is possible. Apart from graph neural networks, other approaches for
dynamic graphs have been proposed. DynGEM [9] uses deep autoencoders to
jointly minimize reconstruction loss between t and t+1 and embedding distance
between connected vertices. Dyngraph2vec [8] extends this idea and introduces
additional variants with recurrent decoders. Know-Evolve [26] relies on vertex
embeddings and multivariate point processes. DyRep [27] extend this approach
to better capture temporal dynamics. Only DynGEM and dyngraph2vec can
deal with new vertices, while others are limited to a fixed vertex set.
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In summary, most related work on GNNs for dynamic graphs make the as-
sumption of having a fixed vertex set. Only EvolveGCN is suited to cope with
vertex addition and removal. However, in the present work we focus on the distri-
bution shift scenario, where new classes appear over time. To adapt EvolveGCN
to deal with new classes, one would have to increase the number of hidden units
of the RNN as these are tied to the parameters of the GCN. This is particularly
challenging because of the recurrent connections in the RNN. In case of stan-
dard GNNs, we can separate class-specific parameters in the output layer of the
GNN, such that we can perform a warm restart, even when new classes appear.
Therefore, we analyze the properties of incrementally training standard GNN on
temporal graphs.
3 Methods and Datasets
We state our problem as temporal node classification and briefly describe the
employed graph neural networks. Subsequently, we introduce a measure for the
distribution of temporal differences that is used to determine the temporal win-
dow sizes for the datasets. Finally, we illustrate the newly compiled datasets.
3.1 Preliminaries and Experimental Procedure
Preliminary Definitions Let Gt = (Vt, Et) be a temporal graph with vertices Vt
and edges Et at time steps t ∈ N. Thus, Vt is the (finite) set of vertices that
are in the graph at time step t, and Et the corresponding edges at time step t.
Furthermore, we define the set of all vertices V ::=
⋃
t∈N Vt and all edges E ::=⋃
t∈NEt, i. e., G = (V,E). We assume that the graph is monotonously growing,
i. e., it holds for all t ∈ N that Vt ⊆ Vt+1 and Et ⊆ Et+1. This assumption does
not impact the generality of our approach. Let tsmin : V → N be a function that
returns for each vertex v ∈ V the timestamp at which the vertex was added to
the graph, i. e., tsmin : v 7→ min{t ∈ N|v ∈ Vt}. Finally, for each vertex v ∈ V we
have a feature vector Xv ∈ RD and a class label yv ∈ N < C, where D is the
number of vertex features and C ::=
⋃
t∈N Ct is the global set of classes.
Experimental Procedure We train the neural network model over the graph’s
vertices and edges that fall within a specified, limited time window. Subsequently,
the model predicts the classes of the newly added vertices and edges at time step
t?. When advancing from one time step to the next, i. e., when moving the time
window, the latest additions become part of the data for incremental training
in the following time steps. Furthermore, the oldest vertices and edges fall out
of the time window and are not used for the incremental training anymore. As
baseline, we train over the entire timeline of the graph (unlimited window size).
Formally, we define the evaluation procedure as follows: For each evaluation
time step t? ∈ [tstart, tend], (1) we construct a subgraph G˜ = (V˜ , E˜) of G induced
on V˜ = {v ∈ V |t? − c ≤ tsmin(v) ≤ t?} and E˜ = {(u, v) ∈ E | u, v ∈ V˜ }.
(2) We supply the competing models with the subgraph G˜, the corresponding
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vertex features, and labels for vertices {u ∈ V˜ | tsmin(u) < t?} along with an
epoch budget for updating their parameters. The task is to predict the labels
for vertices {u ∈ V˜ | tsmin(u) = t?}. (3) Finally, we measure the performance of
the model in terms of accuracy. Subsequently, we move the temporal window by
incrementing t? and return to (1).
The temporal window size c is linked to the effective memory consumption as
it controls the size of the respective subgraph. In practice, G does not need to be
known in advance: new vertices, edges, and classes can be dynamically inserted.
Please note that the unlabeled data of the current evaluation time step is also
visible during incremental training. We assume that we receive data in batches
and make predictions after a full batch has arrived.
When advancing from one time step to the next, we consider two options of
initializing the model. Using cold restarts corresponds to randomly re-initializing
each model in each time step and training it from scratch [6]. In contrast, when
using warm restarts, one takes the final weights of the previous time step as
initialization for the next time step [6]. When new classes appear, we initialize
the additional parameters in the output layer randomly, also in the warm restart
case. Algorithm 1 implements our experimental procedure.
Data: Temporal graph G, features X, labels y, time steps t, temporal window
size c, epoch budget nepochs
Result: Predicted class labels for vertices in each time step of the graph
known classes ← ∅;
θ ← initialize parameters();
for t? ← tstart to tend do
G˜ ← subgraph of G induced on vertices u, where t? − c ≤ tsmin(u) ≤ t? ;
y˜train ← y˜u, where tsmin(u) < t?;
new classes ← set(y˜train) \ known classes;
if do cold restart then
// Cold restart
θ ← initialize parameters();
else
// Warm restart
tmp← clone(θ);
θ ← initialize parameters();
θ|new classes ← tmp|new classes;
end
θ ← train(θ, G˜, X˜, y˜train) for nepochs epochs;
y˜pred ← predict(θ, G˜, X˜) for vertices u, where tsmin(u) = t?;
known classes ← known classes ∪ new classes;
end
Algorithm 1: Incremental training procedure of our experimental apparatus
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3.2 Graph Neural Networks
We introduce and motivate our choice of representative architectures of graph
neural networks employed in our experiments. We adopt the categorization be-
tween isotropic and anisotropic GNNs, as outlined in the Section 2 and select
one representative for each type. We select GraphSAGE-Mean (GS-Mean) [10]
as a representative for isotropic GNNs because its special treatment of the ver-
tices’ own information has shown to be beneficial [5]. GS-mean concatenates the
current vertices own representation to averaged neighbors’ representations be-
fore multiplying with the parameters U . In GS-Mean, the procedure to obtain
representations in layer l + 1 for vertex i is given by the equations:
hˆl+1i = h
l
i||
1
degi
∑
j∈N (i)
hlj h
l+1
i = σ(U
lhˆl+1i )
where N (i) is the set of adjacent vertices to vertex i, U l are the parameters
of layer l, σ is a non-linear activation function, and ·||· is the concatenation. Bias
parameters omitted for clarity.
For anisotropic GNNs, we select graph attention networks (GATs) [28] as our
representative. All variants of anisotropic GNNs considered in Dwivedi et al.[5]
are accurate and show only minor dataset-dependent differences. We chose GAT
because it seems to be most commonly reused in the literature. In GATs, repre-
sentations in layer l + 1 for vertex i are computed by the equations:
hˆl+1i = w
l
ih
l
i +
∑
j∈N (i)
wlijh
l
j h
l+1
i = σ(U
lhˆl+1i )
where the edge weights wij and self-connection weights wi are computed by
a self-attention mechanism based on the representations hi and hj , i. e., the
softmax of a(U lhi||U lhj) over edges, where a is a single layer neural network
with LeakyReLU activation. We refer to the original work [28] for more details.
3.3 Measure for the Coverage of Receptive Fields
When k graph convolution layers are used, the features within the k-hop neigh-
borhood of each vertex are taken into account for its representation in layer k.
This k-hop neighborhood is referred to as the receptive field of a GNN [3]. When
we incrementally train GNNs on a sliding window through time, the window
size determines which vertices are available both for training and for inference.
Ideally, the temporal window covers all vertices within the GNN’s receptive field,
such that GNNs have access to all relevant information. Larger window sizes,
however, come with increased memory requirements.
How many vertices of the receptive field are covered by windows of a specific
size depends on the characteristics of the datasets. For this reason, we introduce
a measure, Ck∆t, that gives a distribution of temporal distances within the re-
ceptive field of a GNN with k-graph convolution layers. Let Nk(u) be the k-hop
8 Galke et al.
neighborhood of u, i. e., the set of vertices that are reachable from u by traversing
at most k edges. Then, we define Ck∆t(G) to be the multiset of time differences
to past vertices:
Ck∆t(G) := {tsmin(u)− tsmin(v)|u ∈ V ∧ v ∈ N k(u) ∧ tsmin(u) ≥ tsmin(v)} (1)
This distribution can be computed via breadth-first-search in O(bk+1) time,
where b is the average out-degree. When the multiset is stored via counts, space
complexity is O(|V |+T ), where T is the maximum number of time steps. Please
note that this is a dataset-specific measure to determine comparable window
sizes. It needs to be computed only once, prior to any training iterations. When
we consider a GNN with k graph convolution layers, the distribution Ck∆t enu-
merates the temporal differences within the receptive field of the GNN. In our
experiments, we will use the 25th, 50th, and 75th percentiles of this dataset-
specific distribution for analyzing the effect of the temporal window size, which
corresponds a receptive field coverage of 25%, 50%, and 75%, on average.
3.4 Datasets
We compile three new temporal graph datasets based on scientific publications:
one co-authorship graph (PharmaBio) and two citation graphs (DBLP-easy and
DBLP-hard). Table 1 shows the basic characteristics of the datasets.
PharmaBio To compile the PharmaBio dataset, we use the metadata of 543,853
papers by Pharma and Biotech companies from Web of Science [16]. After re-
moving duplicates, our data cleaning procedure ensures that there is a certain
amount of labels for each class per year and that each paper is connected to
at least one other paper by a same-author edge. More specifically, we: (1) Keep
only papers that are in a journal category with at least 20 papers per year; (2)
Keep only papers where at least one of the authors has at least two papers per
year; (3) Create vocabulary of words (regular expression: \w\w+) that appear in
at least 20 papers globally and keep only papers with at least one of these words.
We iterate steps 1–3 until no further paper has been removed in one pass. We
end up with 68,068 papers from 23,689 authors working for 68 companies. These
papers are distributed across 2,818 journals which are, in turn, categorized into
seven journal categories. During preprocessing, each paper becomes a vertex in
the graph. The class of the paper is the category of the journal in which it was
published. We insert an edge between two vertices, if they share at least one
common author (based on string comparison).
DBLP-easy and DBLP-hard To compile these datasets, we use the DBLP Ci-
tation Network dataset (version 10)5 [25] as a basis. It comprises 3M citing
documents and 25M citations to 2M distinct cited documents, ranging between
years. We use venues (conferences or journals) as class labels and use citations as
edges. First, we select the subset from 1990 until 2015. Then, we follow a similar
5 https://aminer.org/citation
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Table 1: Total number of vertices |V |, number of edges |E| excluding self-loops,
est. power law exponent α, number of features D and number of classes |C|,
number of newly appearing classes within the evaluation time steps |Cnew|, the
25,50,75-percentiles of the distribution of temporal differences C2∆t, along with
the total number of time steps T for our considered datasets.
Dataset |V | |E| α D |C| |Cnew| 25%C2∆t 50%C2∆t 75%C2∆t T
PharmaBio 68,068 2,1M 1.4592 4,829 7 0 1 4 8 21
DBLP-easy 45,407 112,131 1.9300 2,278 12 3 1 3 6 25
DBLP-hard 198,675 643,734 1.7345 4,043 73 23 1 3 6 25
procedure as above: (1) Keep only papers from venues that have at least τvenue
papers in each year they occur (may be only every second year). (2) Keep only
papers that stand in at least one citation relation to another paper. (3) Remove
papers from venues that occur only in a single year. (4) Keep only papers with
at least one word from a vocabulary of words that are in at least τwords papers.
We iterate steps 1–4 until no further paper has been removed in one pass. The
difference between DBLP-easy and DBLP-hard is that τvenue := 100 papers in
the easy variant and τvenue := 45 papers in the hard variant. The minimum word
occurrence threshold τwords is set to 20 for DBLP-easy and 40 for DBLP-hard.
Finally, we construct the graph with papers as vertices, citations as edges, and
venues as classes.
Table 1 shows the resulting dataset characteristics. For all three datasets,
we use L2-normalized tf-idf [20] representations as vertex features based the
corresponding papers’ title. We estimate the power law coefficient α via max-
imum likelihood [18] α = 1 + n
(∑
u∈V ln
degu
degmin
)−1
where degmin is 1 (2 for
PharmaBio). In Figure 2, we visualize the degree distribution, label distribu-
tion, and the distribution over years. The distributions of temporal differences
are visualized in Figure 3. All compiled datasets seem to follow a power law
distribution, which is typical for citation and co-authorship graphs.
For each dataset, we chose the boundaries for our evaluation time steps
[tstart, tend], such that 25% of the total number of vertices lie before tstart, and
tend is the final time step. For PharmaBio (1985–2016), that is tstart = 1999, and
for both DBLP variants (1990-2015), that is tstart = 2004. Data before tstart may
be used for training, depending on the window size. Regarding changes in the
class set (distribution shift), DBLP-easy comprises 12 venues in total, includ-
ing one bi-annual conference and four new venues appearing in the years 2005,
2006, 2007, and 2012. DBLP-hard comprises 73 venues, including one discontin-
ued, nine bi-annual, six irregular venues, and 23 new venues, i. e. classes, within
the evaluation time frame.
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(a) PharmaBio paper count
per year (log scale)
(b) PharmaBio degree dis-
tribution (log-log scales)
(c) PharmaBio label distri-
bution
(d) DBLP-easy paper count
per year (log scale)
(e) DBLP-easy degree dis-
tribution (log-log scales)
(f) DBLP-easy label distri-
bution
(g) DBLP-hard paper count
per year (log scale)
(h) DBLP-hard degree dis-
tribution (log-log scales)
(i) DBLP-hard label distri-
bution
Fig. 2: Distribution of vertices per year, degree distributions, label distributions,
for our temporal graph datasets.
3.5 Hyperparameter Choices and Evaluation Measures
We design the models to have a comparable capacity: one hidden layer with 64
hidden units. We use ReLU activation on the hidden layer of MLP and GS-
Mean. GS-Mean has one hidden layer, i. e. two graph convolutional layers, with
32 units for self-connections and 32 units for aggregated neighbor representa-
tions. GAT has one hidden layer composed of 8 attention heads and 8 hidden
units per head, along with one attention head for the output layer. We initial-
ize the model parameters according to Glorot and Bengio [7]. We use dropout
probability 0.5 on the hidden units for all models. We use Adam [12] to opti-
mize for cross-entropy. We tune all learning rates on DBLP-easy with a search
space of {10−1, 5 ·10−2, 10−2, 5 ·10−3, 10−3, 5 ·10−4, 10−4}. The learning rates are
tuned separately for each model, each parameter reinitialization strategy, and
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(a) PharmaBio (b) DBLP-easy (c) DBLP-hard
Fig. 3: Distributions of time differences Ck∆t within the k-hop neighborhood of
each vertex, corresponding to the receptive field of a k-layer GNN.
each window size. We do not use weight decay because it did not increase the
performance (search space {0, 10−3, 5·10−4, 10−4, 5·10−5, 10−5}). Our evaluation
measure is accuracy, i. e., the fraction of correct predictions, in each time step.
When aggregating results over time, we use the unweighted average. We repeat
all experiments 10 times with different random seeds. We run each experiment
on a single NVIDIA Titan X (Pascal) / Titan Xp GPU with 12GB memory.
GS-Mean with unrestricted window size needed to run on CPU due to memory
constraints. For implementation, we rely on PyTorch (pytorch.org) and the
DGL (dgl.ai) framework.
4 Experiments and Results
In the following, we provide the results of our experiments on incremental train-
ing in the presence of distribution shift and limited temporal window sizes.
4.1 Distribution Shift and Incremental Training
In this experiment, we compare a once-trained static model against incrementally
trained models. We train the static models for 400 epochs on the data before
the first evaluation time step, which comprises 25% of the total vertices. We
train incremental models for 200 epochs on temporal windows of 3 time steps (4
on the PharmaBio dataset) before evaluating each time step. The tuned initial
learning rate is 10−3 for MLP and GS-Mean. For GATs, it is 5 ·10−3 in the static
case, and 10−2 with incremental training.
Figure 4 shows the results. We see that the accuracy of the static models
decreases over time on DBLP-easy and DBLP-hard, where new classes appear
over time. On PharmaBio, the accuracy of the static models stays on the same
level, while the accuracy of incrementally trained models is increasing. Thereby,
we empirically confirm shifts in the label distribution over time. In the next
experiment, we only consider incrementally trained models.
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Fig. 4: Incremental training to account for distribution shift. Static mod-
els (solid lines) are trained for 400 epochs on 25% initial training data. Incremen-
tally trained models are shown in dashed lines and are incrementally trained on
windows of sizes 3 for DBLP-easy as well as DBLP-hard, and 4 for PharmaBio.
Average accuracy of 10 different runs. Error regions are 95% confidence intervals
computed with 1,000 bootstrap iterations over N=2,520 values.
4.2 Incremental Training and Effect of Different Window Sizes
First, we compare reusing the parameters of the model from the previous time
step (warm restart) against randomly re-initializing the model parameters for
each temporal window (cold restart). In both cases, we impose a 200 epoch
budget per time step. The window size is set to 4 for PharmaBio and 3 for
the two DBLP datasets, corresponding to 50% coverage of the GNNs’ receptive
field. The tuned initial learning rate for MLP is 10−3 for both reinitialization
strategies. For GS-Mean, we have 10−3 with warm start and 5 · 10−3 with cold
start. For GATs, we have 10−2 with warm start and 5 · 10−3 with cold start.
Fig. 5: Cold vs warm restarts in an online scenario with 200 epochs training
over the window per time step. Average accuracy of 10 different runs. Error
regions are 95% CI computed by 1,000 bootstrap iterations over N=3,600 values.
Figure 5 shows the results. On PharmaBio, warm restarts lead to more con-
sistent accuracy scores than cold restarts for GNNs, while MLPs yield mixed
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results. On DBLP-easy with 4 new classes, both cold and warm variants are
close to each other with one exception: GS-Mean-warm suffers from a noticeable
decrease during years 2006 and 2007, which is less apparent for GS-Mean-cold.
On DBLP-hard, with 23 new classes, cold restarts yield higher scores than warm
restarts for both GS-Mean and GAT. This effect is stronger for GS-Mean and
inverted for MLPs.
In our final experiment for incremental training, we compare using different
window sizes against using all available data, which is our baseline. We select
three window sizes per dataset based on the distribution of temporal differences
C2∆t (see Section 3.3). These correspond to the quartiles, such that the windows
cover 25%, 50%, and 75% of the GNNs’ receptive field (RF) (see Table 1). Thus,
we can compare window sizes across datasets with different characteristics, i. e.,
connectivity patterns through time and total number of time steps.
For the temporal window size of 50% RF, we reuse the same learning rates
as above. For 25% RF, we use the following learning rates: 10−3 for MLP-cold,
5 · 10−4 for MLP-warm, 10−3 for GS-Mean-cold, 5 · 10−4 for GS-Mean-warm,
5 · 10−3 for GAT-cold, 10−3 for GAT-warm. For 75% RF, we use 10−3 for both
MLP variants as well as GS-Mean-warm, 5 · 10−3 for GS-Mean-cold as well as
GAT-cold, and 10−2 for GAT-warm. For unlimited window size (or 100% RF),
we use 10−2 for both GS-Mean variants, 5 · 10−2 for both GAT variants, 5 · 10−3
for MLP-cold, and 10−3 for MLP-warm.
Figure 6 shows the results. We observe that those GNN variants trained on
the full timeline of the graph (100% RF) yield the highest scores on DBLP-easy
and DBLP-hard. There, GNNs with window size 1 (25% RF) yield lower scores
than training with larger window sizes (50% and 75% RF). On PharmaBio,
limited window sizes lead to higher scores than full-graph training in some time
steps (especially with warm restarts). On all datasets, the scores for training with
limited window sizes larger than 1 are close to the ones of full-graph training.
To quantify the effect of window size, we average the accuracy across all time
steps (see Table 2). For each dataset, model, and window size, we list only the
best reinitialization strategy. We observe that, for window sizes that cover 50%
of the receptive field, GNNs (and also MLPs) achieve at least 95% classification
accuracy compared to full-graph training. When 75% of the receptive field is
covered by the temporal window, at least 99% accuracy could be retained in all
datasets.
5 Discussion
Our main result is that incremental training with limited window sizes is as good
as incremental training over the full timeline of the graph. With window sizes
of 3 or 4 (50% receptive field coverage), GNNs achieve at least 95% accuracy
compared to using all available data for incremental training. With window sizes
6 or 8 (75% receptive field coverage), at least 99% accuracy can be retained.
Furthermore, we investigate whether incremental training helps to tackle the
challenges of distribution shifts by comparing against once-trained, static mod-
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Fig. 6: Comparison of different temporal window sizes in an online sce-
nario with 200 incremental training epochs per time step with either cold (Top)
or warm restarts (Bottom) and varying temporal window sizes. 95% CI not
shown for reasons of better visualization. Average accuracy of 10 different runs,
resulting in 10,080 training and evaluation steps in total.
Table 2: Average accuracy across runs and time steps with varying temporal
window sizes (c), 95% CI are computed based on sample variance (N=10,080).
We list only the best performing values of cold (c) and warm (w) restarts for
each configuration. We compare each average accuracy to the average accuracy
obtained by training on the full graph (cmp.∞).
gat gs-mean mlp
accuracy cmp.∞ accuracy cmp.∞ accuracy cmp.∞
dataset c
dblp-easy
1 w: .649±.00 92% w: .652±.00 91% w: .622±.00 98%
3 w: .691±.00 98% w: .693±.00 97% w: .629±.00 99%
6 c: .703±.00 100% c: .711±.00 99% c: .627±.00 99%
∞ w: .702±.00 100% c: .716±.00 100% c: .634±.00 100%
dblp-hard
1 c: .394±.00 86% w: .400±.00 85% w: .383±.00 100%
3 c: .440±.00 96% w: .451±.00 96% w: .389±.00 102%
6 w: .453±.00 99% w: .467±.00 99% c: .392±.00 103%
∞ c: .456±.00 100% w: .471±.00 100% c: .382±.00 100%
pharmabio
1 w: .654±.01 100% w: .686±.01 99% w: .663±.01 101%
4 w: .653±.01 100% w: .690±.01 100% c: .663±.01 101%
8 w: .654±.01 100% w: .690±.01 100% w: .653±.01 100%
∞ w: .654±.01 100% c: .690±.01 100% c: .654±.01 100%
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els. On our dataset with a fixed class set, the performance of static models stays
on the same level, while the performance of incrementally trained models in-
creases. On datasets with new, unseen classes (DBLP-easy: 4, DBLP-hard: 23),
the performance of static models decreases, while the performance of incremen-
tally trained models stays on the same level. This confirms our expectations that
static models suffer from distribution shift, while incrementally trained models
can successfully adapt over time.
Our results for the reinitialization strategy are mixed. In a dedicated experi-
ment with 50% receptive field coverage, we find that the stronger the distribution
shift, i. e. the more changes within the class set, the better becomes the strategy
of random reinitialization over reusing parameters. In future work, one could
investigate deciding independently in each time step whether to perform a cold
or a warm restart based on the amount of changes in that specific time step.
We have selected the candidate window sizes according to percentiles of the
dataset-specific distribution of temporal differences. Absolute temporal window
sizes may not generalize to other datasets. However, we expect that our re-
sults generalize when the window sizes are determined based on the coverage
of the receptive field. Additionally, in this paper we have focused on the node
classification task. GNNs can also be employed for link prediction [13], edge clas-
sification [19], or unsupervised representation learning [29]. Since this requires
only modifying output layer and loss function, our findings might generalize also
to other tasks. This, however, needs to be confirmed in further studies.
To assign specific vertices to temporal windows, we have used the time of
their first occurrence in the graph (computed with the tsmin function). Until
now, we did not issue a specific treatment for vertices that are explicitly deleted
from the graph at some time. After all, citation graphs and co-author graphs
are monotonously growing. Considering removal, we would rely on the fact that
vertices will eventually drop out of the temporal window and become inaccessible
for training. One could explore other functions instead of tsmin such as using only
vertices that occur in all time steps spanned by the temporal window.
Furthermore, our experimental setup consists of evaluating on vertices of
consecutive time steps. For preparing the next time step, the models are allowed
to retrain on the true labels from previous time steps. If this data is available
depends on the use case, i. e., whether the true labels are available in the next
time step. This is the case for citation data and co-author graphs as we consider
in this paper. An interesting direction of future work would be to use only small
fractions of labeled data each year. Finally, results from papers on sampling-
based graph convolution such as [11,3] can be directly applied to our approach,
too, as the sampling can be restricted to the window size given. This would
further improve memory efficiency.
Temporal graphs occur in many real-world scenarios such as citation graphs,
transaction graphs, and social graphs. Practitioners face a trade-off between
memory requirements, which are tied to the temporal window size, and expected
accuracy of their models. Until now, it was not clear, how GNNs can be trained
efficiently in such scenarios. With the results of this paper, practitioners can use
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our guidelines for training GNNs on temporal graphs. For researchers, we supply
our newly compiled datasets along with an implementation for the experimental
procedure, such that dedicated methods for temporal graphs with new vertices
and new classes may be developed.
6 Conclusion
We have analyzed incremental training of GNNs on temporal graphs under dis-
tribution shift. We could show that already small window sizes of 3 or 4 time
steps lead to 95% accuracy compared to training on the entire timeline of the
graph. These window sizes correspond to 50% coverage of the GNN’s receptive
field. When 75% of the GNN’s receptive field is inside the temporal window, even
99% of the accuracy can be retained. To gain these insights, we have compiled
three new, reusable temporal graph datasets based on scientific publications.
We have conducted 16,200 training and evaluation steps with two representative
GNN architectures: GraphSAGE-mean and graph attention networks. Temporal
graphs are highly relevant in practice: not only scientific publications but also
social networks and transaction networks are inherently instances of (growing)
temporal graphs. Therefore, our findings are highly relevant for practitioners
and opens up numerous new research directions.
We provide the source code (https://github.com/lgalke/Incremental-GNNs)
as well as the newly compiled datasets (https://zenodo.org/record/3764770)
for reuse.
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