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 Visual search is a process that is ubiquitous in daily life. Some are relatively easy – 
looking for a red sock among black socks – while others are extremely difficult – looking for 
tumors in x-ray images. Classic theories and models of search have long assumed that these easy 
searches, referred to as efficient search, occurs in parallel and without attention and thus should 
not be affected by factors such as the number of items or the features of the distractors. However, 
there has been recent evidence that systematic variability exists even in efficient search. This led 
to the development of the Target Contrast Signal Theory, which proposed a different mechanism 
for parallel processing in visual search. In contrast to the pre-attentive process of saliency 
detection and generation proposed by classic theories, Target Contrast Signal Theory proposes 
that parallel processing in early vision involves an evidence accumulation process that is aimed 
at rejecting items as non-targets. In this thesis, I present a series of studies that examined the 
nature of the parallel process in detail. Chapter 2 examines the output of parallel processing and 
provides evidence in support of the mechanism described in Target Contrast Signal Theory. 
Chapter 3 examines the fate of the items that have been discarded in parallel processing. Lastly, 
Chapter 4 examines the influence of scene context on the parallel evidence accumulation 
process.  
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 We perform the act of visual search (looking for an object in our environment) regularly 
in our daily lives – searching for our keys before we leave the house, looking for our friends in a 
crowded café, or looking for cereal in the supermarket. Some perform visual searches in a 
professional setting – radiologists detect tumors on x-ray images, airport security officers scan 
baggage for dangerous objects, and technicians look for cracks and other faults in aircrafts. 
Indeed, there are endless scenarios in which one performs the act of visual search. Some of these 
are quick and easy – looking for a red car in a parking lot full of black cars – while others are 
slow and difficult – searching for matching socks in a messy drawer.  
The existence of slow and difficult search tasks raises the question: why is there a need 
for visual search? If the object is not occluded and in full view, why would the visual system not 
be able to detect or locate it immediately? The answer lies in the way the visual system is built. 
The visual world contains a multitude of information that is impossible for the human visual 
system to fully process all at once; the number of neurons required to achieve this would be too 
large to fit into the skull, and the energy requirements to sustain the neural system would be 
impractical (Tsotsos, 1990). To deal with this problem, the visual system evolved to limit high-
resolution processing to only a small part of the visual field that is represented by the fovea 
(Rosenholtz, 2011, 2016; Rosenholtz, Huang, Raj, Balas, & Ilie, 2012; Strasburger, Rentschler, 
& Jüttner, 2011). Outside of the fovea (the periphery), information is processed and represented 
at a lower resolution. To process a particular region of the visual field with high resolution, one 
simply makes an eye movement to foveate on that region. The deployment of eye movements is 
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necessarily serial – one cannot foveate on two locations at the same time. In contrast, early visual 
processing, as I will describe in detail, is a parallel process. 
My line of research so far has focused on parallel mechanisms of early visual processing, 
specifically in the domain of visual search. Vision begins with the parallel processing of light in 
the retina. This continues on to the early visual areas, where our entire field of view is processed 
in parallel. Perhaps this automatic parallel process in early vision is responsible for giving rise to 
our rich sense of visual awareness of the world around us. Indeed, the periphery is not perceived 
as a mass of empty space or a jumble of colors, lines, and shapes – we usually have a rough idea 
of what the different types of objects are (Rosenholtz et al., 2012). While reading this document, 
we feel that we have a good idea of what our surroundings are – the color of the walls, the mess 
on the desk, and even the fan spinning in the corner of our eye. As I will describe later, this 
parallel processing is limited. Not everything in our visual field is processed with equal fidelity, 
due to the processing and biological constraints of the human visual system. Understanding the 
parallel nature of early visual processing is important for understanding visual search, especially 
the kind of efficient search tasks that seem almost effortless to us. From a practical standpoint, 
understanding human vision can improve computer vision methods. Computer vision is 
increasingly becoming an invaluable tool in aiding humans in everyday search tasks, including in 
high-critical areas such as tumor detection (Karkanis, Iakovidis, Maroulis, Karras, & Tzivras, 
2003), explosive detection (Mery, Mondragon, Riffo, & Zuccar, 2013), and self-driving cars 
(Thrun et al., 2006). However, current computer vision methods heavily rely on “brute force” 
training. The massive amounts of resources required to make those computations poses several 
problems. For example, huge amounts of pollution are generated (Strubell, Ganesh, & 
McCallum, 2019). In addition, understanding the workings of the human visual system can 
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provide insight on how to improve computer vision models beyond brute force training. A better 
understanding of human vision can thus allow engineers to use that information when 
constructing programs and models to circumvent these issues.  
Early visual processing in visual search is parallel 
 Almost all theories of visual search include a parallel processing component. Most of 
these theories propose that visual search is carried out over two sequential stages (e.g. Bundesen, 
1990; Liesefeld & Müller, 2019; Treisman & Gelade, 1980; Wolfe, 1994, 2007), the first of 
which is a parallel analysis of the visual scene: all items at all locations across the entire scene 
are analyzed at once. In contrast, the second stage of search involves serial processing, during 
which attention (and/or eye movements) moves to each item (or group of items) to process them 
in higher resolution. This is necessary because peripheral vision does not have sufficient 
resolution to distinguish between the target and distractors are visually similar to it.  
Performance on search tasks is commonly assessed by the slope of the linear regression of 
the number of items in the search display on response times. Referred to as the search slope, the 
slope of this linear regression indexes the amount of time taken to process an item in the display 
(Treisman & Gelade, 1980; Treisman & Gormican, 1988; Wolfe & Horowitz, 2004). 
Traditionally, a search slope of less than 10/ms item (often classified as “flat” slopes) indicates 
an efficient search process, whereby the target can be found without the need for serial 
attentional scrutiny. That is, attention is almost always deployed directly to the target after 
parallel processing, such that the number of items in the search display does not meaningfully 
increase response times. On the other hand, a search slope of more than 10ms/item indicates an 
inefficient search process and is thought to be the result of serial shifts of attention. Each shift of 
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attention (or eye movement) incurs a time cost which is manifested in the increase in response 
times as a function of set size. 
 One of the earliest and most influential theories of visual search is Treisman’s Feature 
Integration Theory (Treisman & Gelade, 1980). According to the theory, early visual processing 
involves a parallel analysis of the scene to create feature maps, which contain “free-floating” 
features that are not associated with or bound to any form of object representation. When the 
target is defined by a single unique feature (e.g. a red item amongst green items), search is 
efficient. The presence and location of this feature can be detected in parallel without the need 
for focused attention. A limited set of features were proposed to be “preattentive” – these 
features could be processed and identified in parallel without the need for focused attention. On 
the other hand, if the target is defined by a combination of features (e.g. a red vertical among red 
horizontals and green verticals), there is no feature map that contains only a single activation. 
Attention will then have to be deployed serially to individual items (or groups of items) to 
integrate features into an object representation. 
 Guided Search (Wolfe, 1994, 2007), currently in its fourth iteration, was first inspired by 
Feature Integration Theory. Extending upon the idea of feature maps, Guided Search proposed 
that the output of parallel processing is a master activation map which sums all the activations in 
the individual feature maps. Attention is then deployed in a serial fashion, starting with the 
location with the highest activation on the master map. If that location does not contain the 
target, attention is then deployed to the location with the next highest activation, and so on until 
the target is found or until search is abandoned (e.g. in target-absent trials). When the target is 
very different from the distractors, it will have a high level of activation due to local salience. In 
addition, top-down factors can affect the computation of the master activation map. When the 
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observer has knowledge about the features of the target, the visual system is able to boost the 
activation of locations that contains these features. As such, when the target is sufficiently 
different from the distractors (red item among green items), it has high activation due to the 
strong local saliency, as well as the boost it receives from the target template. Attention is thus 
almost always deployed directly to the target, resulting in efficient search: response times do not 
increase with set size. On the other hand, when the target is sufficiently similar to the distractors 
(red vertical among red horizontals and green verticals), it is often not the item with the highest 
activation due to the noisy process in creating the activation map. Furthermore, top-down 
boosting of features does not help here, since boosting either target feature (red or vertical) 
would result in a boost for the distractors as well. Attention then has to deployed serially, from 
the highest level of activation and going down, until the target is found.  
 More recently, Rosenholtz and colleagues (Balas, Nakano, & Rosenholtz, 2009; 
Rosenholtz et al., 2012) proposed the Texture Tiling Model. Initially developed to explain visual 
crowding, the model takes into account the inhomogeneity of the retina when describing search 
behavior. Representation of the visual field is posited to be achieved through a set of summary 
statistics that is computed within local pooling regions that represent the average response of V1-
like neurons within the pooling region (Freeman & Simoncelli, 2011). The size of these pooling 
regions increase with eccentricity; there is a loss of precise information and resolution in the 
periphery compared to the fovea. Search performance is thus dependent on the resolution of the 
information that peripheral vision can represent in parallel. In efficient search tasks, targets are 
sufficiently different from distractors such that pooling them together does not render them 
indistinguishable from pooled regions with only distractors. On the other hand, when target-
distractor similarity is high, peripheral vision lacks the resolution to confidently distinguish 
6 
 
between pooled regions with only distractors from the pooled region containing the target. Eye 
movements would then have to be made to bring the various parts of the visual field into the 
fovea for high-resolution processing.  
 A notable assumption that these models have made is that, since it is carried out in 
parallel, processing times in the early visual system is largely invariant. In search tasks where the 
target could be responded to solely from the output of the parallel process, response times were 
assumed to be not meaningfully affected by factors such as the total number of items in the 
display, or target-distractor similarity. Depending on the theory, this was presumed to be because 
the target: 
- was the unique item along a specific feature dimension (Theory, Treisman & Gelade, 
1980) 
- had the highest activation value that is sufficiently higher than the rest of the display 
(Wolfe, 1994, 2007; Zelinsky, 2012), or 
- was located in a region with summary statistics that are sufficiently different from the rest 
of the display (Balas et al., 2009; Rosenholtz et al., 2012). 
However, recent findings have called into question the assumption of invariance in 
processing times in early visual processing. Buetti, Cronin, Madison, Wang, and Lleras (2016) 
argued that most theories of visual search have overlooked systematic variability resulting from 
the parallel process. Three methodological issues could explain the ubiquitous observation of flat 
search slopes in previous studies. Firstly, the set sizes that were chosen were almost always made 
up of a small number of levels spread across uniform linear distances (e.g. 2, 4, 6). Thus, the 
search slopes may have appeared flat because these studies were sampled from a limited range of 
the search slope, when in fact the search functions have a slope of more than 10ms/item. 
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Secondly, targets were often made to be very different (salient) from distractors (e.g. red vs. 
green). This potentially obfuscates the graded nature of processing from one end of the color 
spectrum to the other. Imagine that the observer is searching for a red target. When the distractor 
color is drawn from a point along the red-blue color spectrum, there would be points (e.g. 
orange) whereby the distractor is more similar to red than to blue. At these points, there might be 
differences in parallel processing that lead to slopes that are not flat. Thirdly, a close inspection 
of some studies (e.g. Treisman & Gelade, 1980) reveals that logarithmic functions are sometimes 
observed but fitted with linear slopes instead. When more fine-grained experimental procedures 
are taken, such as sampling a wider range of set sizes and target-distractor similarity 
relationships, systematic variability in RTs can be observed, as demonstrated by a recent series 
of studies (Buetti et al., 2016; Lleras, Wang, Madison, & Buetti, 2019; Madison, Lleras, & 
Buetti, 2018; Ng, Lleras, & Buetti, 2018; Wang, Buetti, & Lleras, 2017; Wang, Lleras, & Buetti, 
2018). To account for this variability as a result of parallel processing, which previous theories 
and models could not account for, the Target Contrast Signal Theory was proposed (Lleras, 
Wang, Ng, Ballew, Xu, & Buetti, in press).  
Target Contrast Signal Theory and parallel processing 
 Target Contrast Signal Theory proposes that visual search begins with a parallel 
accumulation of evidence across the entire visual field. The evidence that is accumulated is a 
contrast signal between the target template and the item, with the goal of rejecting that item as a 
non-target. The greater the visual difference between the target and the item, the greater the 
contrast signal, the faster evidence accumulation is completed, and the faster that item is rejected 
from further processing. Importantly, the evidence accumulation process is stochastic – each 
accumulator can be modelled as a Gaussian random walk with a mean drift rate that is associated 
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with the contrast signal. Thus, identical items will have the same average processing time, but 
the completion time for each individual item is variable. This results in a logarithmic increase in 
RTs as a function of set size, which has been demonstrated recently. In addition, the slope of the 
logarithmic function is associated with target-distractor similarity, such that more similar 
distractors produce steeper slopes as a result of a slower accumulation process. This parallel 
process of evidence accumulation continues until a certain time has passed whereby there are no 
accumulators reaching threshold. At this point, focused attention and/or eye movements would 
be deployed to inspect the remaining unrejected items in a serial fashion. Items that reach 
threshold and are rejected are referred to as lures, while items that are not rejected after the 
timeout are referred to as candidates.   
This parallel process of evidence accumulation is an inherent property of the cognitive 
and neural architecture of the visual system (Ng et al., 2018). Evidence accumulation is governed 
by the resolution limits of the visual system, especially in the periphery (Balas et al., 2009; 
Freeman & Simoncelli, 2011; Rosenholtz et al., 2012; Strasburger et al., 2011). Items that are 
sufficiently different from the target, such that they can be distinguished from it even in the low-
resolution periphery, can accumulate enough evidence to reach the rejection threshold during 
parallel processing. In contrast, items that are sufficiently similar to the target, such that they 
cannot be distinguished from it without focused attention or foveation, will not be able to 
accumulate enough evidence to be rejected during parallel processing. This is a consequence of 
poor resolution in the periphery.   
Implications of Target Contrast Signal Theory for parallel processing in visual search 
This conceptualization of parallel processing in the early part of search differs from the 
classic models in a number of ways. As discussed, Target Contrast Signal Theory states that 
9 
 
there is systematic variability in parallel processing – it is not invariant or preattentive as many 
models assume. The main reason is the nature of parallel processing. Instead of the creation of a 
topographic activation (Wolfe, 1994, 2007), saliency (Itti & Koch, 2000, 2001; Itti, Koch, & 
Niebur, 1998) or target (Zelinsky, 2008, 2012) map where high values represent items that are 
very similar to the target, parallel processing involves the rejection of items, whereby items that 
are very different from the target are rejected first. This process of rejection reflects attentive 
processing – the observer has to hold a representation of the target template in mind. Buetti et al. 
(2016) showed that different top-down goals, as determined by the search task (searching for a 
specific target vs. searching for the unique item in a search display), can qualitatively change 
parallel processing. According to Target Contrast Signal Theory, the output of parallel 
processing is thus a list of locations that have not been rejected as non-targets (i.e. a list of 
candidates). Selective attention is then deployed to these locations to find the target. 
Given that Target Contrast Signal Theory is still in the early stages of development, there 
are still a number of open questions and untested assumptions. In this thesis, I will examine some 
of these assumptions that are specific to the parallel mechanism of early visual processing. The 
idea that the output of parallel processing is simply a list of locations with no other (useful) 
information to guide serial attention stems from the key proposition of the theory: the rejection 
of items. The rejection of items is determined by the accumulation of a contrast signal between 
the item and the target template. An item that is very similar to the target (i.e. a candidate), for 
example an L vs. a T, cannot be confidently distinguished from the target in the periphery and 
will have a low contrast signal and accumulate evidence relatively slowly. Target Contrast 
Theory assumes that the evidence accumulated by candidates is too unreliable, or of poor quality, 
to be confidently used by the visual system to guide attention after parallel processing. That is to 
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say, although evidence accumulation can reject lures as non-targets, the visual system does not 
(or cannot) use the evidence to determine which candidate to prioritize the allocation of 
attention. As such, the output of parallel processing is simply the list of locations that attention 
should visit, in no order of priority. I examine this assumption in Chapter 2 with a series of 
experiments that showed that attentional scrutiny after parallel processing is not guided by 
target-distractor similarity and is in fact random, consistent with the idea that the output is simply 
a list of candidate locations that are all equally likely to be the target. 
Another assumption of the evidence accumulation process is that once items reach 
threshold, they are discarded and rejected from further processing. In Chapter 3, I examine this 
assumption specifically with respect to the fate of location information of rejected items. 
According to Target Contrast Signal Theory, the parallel process of evidence accumulation ends 
with an output that contains the list of locations of the unrejected items. The assumption here is 
that items which have been discarded will also have their location information discarded and not 
passed on for attentional scrutiny. A series of experiments revealed that this is the case. Although 
rejected items nevertheless contribute to overall processing times, the locations of these items are 
discarded and do not contribute to mnemonic influences on parallel processing times. Chapter 3 
also addresses the question of whether there are any non-item factors (here, repeated spatial 
context) that can affect parallel processing.  
In Chapter 4, I examine another source of non-item influence on evidence accumulation: 
contextual information from scenes. Visual search in scenes takes place via two parallel 
pathways: one which processes the scene context, while the other processes the individual 
objects (Torralba, Oliva, Castelhano, & Henderson, 2006; Wolfe, Võ, Evans, & Greene, 2011). 
Models of visual search in scenes do not take into account the time required for processing in 
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both pathways and thus have ignored the interaction between the two. Furthermore, some models 
(Torralba et al., 2006; Wolfe et al., 2011) have assumed that there is no systematic variability in 
parallel processing in the object-processing pathway. As discussed, Target Contrast Signal 
Theory demonstrated that systematic variability exists in the parallel process of early visual 
processing. The object-processing pathway can thus be described by Target Contrast Signal 
Theory. Chapter 4 examines the influence of scene context on the parallel process of evidence 
accumulation. Preliminary evidence suggests that contextual information from the scene-
processing pathway can influence evidence accumulation rates in the object-processing pathway. 
Though, it is not clear what the exact mechanism is. A series of experiments is thus proposed to 





WHAT IS THE NATURE OF THE OUTPUT OF PARALLEL PROCESSING IN 
VISUAL SEARCH?1 
Central to most theories of visual selection is the concept of attentional prioritization: the 
idea that early visual processing produces an ordered list of locations in the visual scene for 
attention to examine. The specifics of how this ordered list of locations is arrived at varies 
between theories, as does the term used to describe the priority “score” of a location. For 
instance, in Wolfe’s Guided Search (1994, 2006), this “score” is referred to as “activation”, 
while in Zelinsky’s Target Acquisition Model (2008) it is referred to as “priority”, and it is 
referred to as saliency in Itti and Koch’s (2000) saliency model (and its various later 
modifications, e.g., Navalpakkam & Itti, 2005, 2007). The higher this saliency score, the higher 
the attentional priority of that location. Attention is thought to inspect the scene by going down a 
priority list starting from the location with the highest activation. Locations already visited are 
“scratched off” the list, through variants of an inhibition of return mechanism with varying 
degrees of memory for inspected locations (Itti & Koch, 2000; McCarley et al., 2003). Finally, 
the ranking in this priority list can be impacted by factors such as eye movements (because the 
resolution with which an item is processed depends on where it falls on the retina; Balas et al., 
2009; Rosenholtz, Huang, Raj et al., 2012; Zelinsky, 2008), and noise (Wolfe, 1994, 2006).  
The key assumptions underlying this prioritization account are that (i) the visual system 
is able to compute (even if noisily) a priority score for each item in the scene that veridically 
 
1Chapter 2 was published in 2020 in Journal of Experimental Psychology: Human Perception 
and Performance under the title “Prioritization in visual attention does not work the way you 
think it does”. 
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reflects that item’s attentional importance (determined by that item’s similarity to the target or its 
saliency, depending on the specific model) and (ii) attention works down the list of priority 
scores. The goal of the present study is to demonstrate that there are problems with these 
assumptions. First, resolution and processing limitations in peripheral vision make the 
computation of the list difficult, if not impossible; as objects become more and more similar to 
the target template, peripheral analysis of those items becomes less and less reliable. Second, 
recent evidence suggests that the orderly discarding of items starts from the bottom of the 
similarity scale, not at the top, with least similar items being discarded faster than less dissimilar 
items (Lleras et al., 2019; Wang et al., 2017). Indeed, take displays like the ones shown in Figure 
2.1. Wang et al. (2017) demonstrated through computational simulations that the reaction time to 
find the teddy bear in the scene in Figure 2.1a can be predicted by assuming that search starts by 
initially processing all the items in the scene. As time progresses, peripheral analysis of the scene 
allows for items to be rejected (as non-targets) in parallel. This parallel rejection occurs in 
orderly fashion with the least target-similar items (the white cars) being rejected first before the 
more target-similar items (the red dolls) being rejected later. Lleras et al. (2019) extended those 
findings to scenes composed of simpler colored geometric shapes (Figure 2.1b). The time to find 
the red triangle target in the scene is also predicted by assuming the same parallel rejection 
process of all non-target items in Wang et al. (2017). Blue circles (lowest target-distractor 
similarity) are rejected first, followed by yellow triangles (medium target-distractor similarity), 
and then orange diamonds (highest target-distractor similarity). The important take-away from 
these results is that, even in the presence of higher-similarity items, reaction times to find the 
target are impacted by the time taken to reject lower similarity items, suggesting these items are 
not “glossed over” by attentive processing. If attention had truly started “at the top” of the 
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similarity scale and moved down from there, the lower similarity items ought to almost never 
have impacted reaction times since the target should almost always be found before attention 
even visits the low-similarity distractors. Therefore, these results suggest attention starts at the 
bottom of the similarity scale, initially considering all search items as likely targets, and then it 
moves up that scale, rejecting more and more items that are unlikely to be the target.  
 
 
Figure 2.1. Example displays from Wang et al. (2017) - left panel – and Lleras et al. (2019) – 
right panel. In these heterogeneous search displays, reaction times to find the target (a teddy bear 
on the left and a red triangle on the right) are almost perfectly predicted by a model that 
incorporates the time taken to discount in parallel all the non-target items in the display, with less 
similar items being rejected faster than more similar items.  
 
This orderly rejection of items that are unlikely to be the target continues until the 
remaining distractors are relatively similar to the target, at which point focused attention inspects 
these items in a random order (Buetti et al., 2016; Lleras et al., 2020). This proposal follows the 
Target Contrast Signal Theory, which posits that the output of early visual processing is a 
contrast value that indexes how dissimilar items in the scene are to the target. Rejection of 
dissimilar items, having large contrast values (referred to as lures) takes time; this time cost 
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increases logarithmically with the number of items that are rejected (e.g., Buetti et al., 2016; 
Lleras et al., 2020; Ng et al., 2018; Wang et al., 2017; Wang et al., 2018). The logarithmic 
increase in response times as a function of lures is indicative of a parallel, stochastic process for 
evaluating items in the display (Buetti et al., 2016; Lleras et al., 2020; Townsend & Ashby, 
1983). Because of the resolution limitations of peripheral vision, rejection of similar items, 
having small contrast values (referred to as candidates) cannot occur in parallel. Candidate 
rejection requires focused attention and incurs a linear cost with the number of candidates. These 
items are not ordered by contrast values precisely because of the unreliability of those small 
contrast values. Thus, Target Contrast Signal theory proposes that the inspection of these target-
similar items by attention is not guided by similarity, but occurs in random order.    
There has yet to be direct evidence to support the major claim in Target Contrast Signal 
Theory that attentional scrutiny is random, or at least, not guided by similarity or “attentional 
priority”. Such evidence is crucial for the theory because one could have just as easily specified a 
model where the accumulated contrast (accumulated during the initial processing and rejection of 
lures) drives the deployment of attention towards accumulators with lower contrast values (i.e., 
towards locations with higher target-distractor similarity values). Such a “contrast-guided” 
selection mechanism would produce more efficient search by increasing the probability of 
selecting the target location (if, on average, there is a lower contrast value at the target location 
than at candidate locations), and more generally, by increasing the rate of evidence accumulation 
at the lowest-contrast locations (i.e, the slowest accumulating locations). Indeed, the major 
models of visual search subscribe to the account whereby the deployment of attention is 
prioritized towards items that are most similar to the target. One could also further imagine other 
kinds of rules that would prioritize some accumulators over others based on the information that 
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was accumulated during the lure-rejection process. Yet, Target Contrast Signal theory proposes 
that selection of items for focused attention unfolds without taking into account any of the 
information accumulated at the non-rejected location: it is indeed random with respect to the 
contrast (or similarity) to the target. 
In the present study, we put this proposal to the test by examining the extent to which 
participants prioritize candidates from high-to-low similarity or whether these candidates are 
instead inspected randomly. Consider a task in which an observer searches for a red T in a 
display of orange crosses (lures) and red Ls and “offset-Ls” (low- and high-similarity candidates, 
respectively; Figure 2.2). Attentional prioritization theories (e.g., Ehinger et al., 2009; Najemnik 
& Geisler, 2005, 2008; Navalpakkam & Itti, 2005, 2007; Wolfe, 2006; Zelinsky, 2008) predict 
that attention should first visit the high-similarity candidates and will likely find the target even 
before visiting the low-similarity candidates and lures. That is to say, the target ought to have a 
priority score that is comparable to the high-similarity candidates but much higher than the low-
similarity candidates and lures (blue bars in Figure 2.2). If this is the case, search times should 
not be impacted by the presence of lures and low-similarity candidates. The functional set size 
(Neider & Zelinsky, 2008) should thus be the number of high-similarity candidates, plus the 
target. We refer to this as the Ideal Prioritization Model. Note however that this is an “ideal” and 
unlikely scenario because activation values are inherently noisy (Wolfe, 1994; 2006). Indeed, if 
this were not the case, then the target would always have the highest activation value and would 
be found with a single deployment of attention. Thus, the Ideal Prioritization Model refers to a 
maximum prioritization (given noisy activation values) and represents the best a priority model 
could perform, and as such it represents an informative boundary condition to which we can 
compare human performance. Furthermore, even if activation values are noisy, this model still 
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ought to predict that attention completely ignores lures (when they are present) given their 
distinctiveness from the target template.    
In contrast, Target Contrast Signal Theory predicts that distributed attention will spend 
time processing lures in parallel across the display. After rejecting those stimuli, attention ought 
to randomly scrutinize candidates, irrespective of their similarity relation to the target. In other 
words, the functional set size of attentional scrutiny would be that of all candidates (plus the 
target) regardless of their similarity to the target. This is because early visual processing involves 
a rejection of locations that have accumulated sufficient evidence to reach non-target thresholds 
(green bars in Figure 2.2). Lure locations reach threshold in a systematic way, whereas candidate 
locations do not (Buetti et al., 2016; Lleras et al., 2020). These non-rejected locations are then 
randomly scrutinized by focused attention. We refer to this as the Random Scrutiny Model.  
Note that the two models represent the two extreme possibilities of how attention 
scrutinizes items: either completely randomly, or perfectly guided by the level of (noisy) 
activation of each item. In the Results sections we calculate a prioritization score that reflects the 
degree to which attention prioritizes items according to activation levels, which can vary from 1 
(perfect prioritization) to 0 (random scrutiny), with negative numbers representing situations 
where revisitations to already scrutinized locations occur.  
 We first present an experiment demonstrating that observers can differentiate between the 
two types of candidates (low- and high-similarity) that were used in Experiments 2 and 3 (Figure 
2.2)2. It is important to properly calibrate the stimuli to avoid potential misinterpretations. For 
instance, one could create candidates that are either too small or too similar to one another, such 
 
2 The order in which the experiments were carried out, chronologically, was: Experiment 2, 
Experiment 3, Experiment 1. We have chosen to present Experiment 1 first in order to highlight 
the fact that the candidates indeed differed in their similarity to the target.   
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that they can only be distinguished from one another via direct foveation. In such scenarios, 
random scrutiny of candidates would necessarily be observed. Thus, the goal of Experiment 1 
was to show that observers can (1) identify these stimuli in the periphery, even if imperfectly and 
(2) that they do bear significantly different levels of similarity to the target. Using these well-
calibrated stimuli, we then show, in Experiments 2 and 3, that the Random Scrutiny Model is a 
better description of the data compared to the Ideal Prioritization Model, indicating that serial 
attentional scrutiny is random and not prioritized by target-candidate similarity. 
 
Figure 2.2. Example of search display (top) and depiction of model mechanisms (bottom). Top: 
A display with a target (red T), low-similarity candidates (red Ls), high-similarity candidates 
(red offset-Ls), and lures (thick orange crosses). Bottom: Prioritization theories propose that early 
visual processing involves the calculation of activation values with some noise (blue bars; units 
are arbitrary). This results in a top-to-bottom prioritization of attention (even if imperfect) based 
on target-distractor similarity. On the other hand, Target Contrast Signal Theory proposes that 
early visual processing instead involves an evidence accumulation process towards a non-target 
threshold with the goal of rejecting in parallel items that are visually distinct from the target. The 





The goal of this experiment was to determine whether participants can identify the 
candidates, even if imperfectly, when they are presented in peripheral locations and surrounded 
by similar levels of low-level noise (i.e., the presence of lures), similar to the conditions used in 
Experiments 2 and 3. Displays were flashed briefly to prevent eye movements so that we could 
assess target-distractor discriminability at three different levels of target eccentricity, 
encompassing all eccentricities used in Experiments 2 and 3. Participants were asked to report 
whether the candidate in the display was a T or not.  This is the same perceptual discrimination 
that the visual system must perform to categorize stimuli in the Experiments 2 and 3. This 
experiment was pre-registered on Open Science Framework (https://osf.io/9gktr/). The data and 
materials can be found at https://osf.io/5n2rt/. 
Participants 
Participants were recruited from the subject pool from the University of Illinois at 
Urbana-Champaign. Participants provided informed consent, which was approved by the 
Institutional Review Board at the University of Illinois at Urbana-Champaign, and were given 
course credit for taking part in the experiment. The study was run in accordance to the principles 
expressed in the Declaration of Helsinki. All participants had normal or corrected-to-normal 
vision and were determined to be non-colorblind using the Ishihara color plates before the start 
of the experiment. We planned on a sample size of 25 participants, which was determined to be 
sufficient to detect an effect of ηp² = .58 at 95% power and α = .05. This corresponded to the 
main effect of the increase in response times as a function of lure set size in search displays with 
lures and candidates (Experiment 3A in Buetti et al., 2016). Although the required sample size 
was determined to be 12, we decided to increase it to 25 to reduce measurement noise and to 
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keep the sample size consistent across our many experiments on this topic. In total, 27 
participants were recruited (14 Females, mean age = 21.3). Data from the first two participants 
were excluded due to an error in the experimental code which resulted in an incorrect number of 
experimental trials. 
Stimuli and procedure 
There were four kinds of stimuli: three candidates and one lure. The three candidates 
were: a red T (the target), a letter L, an “offset-L” that was created by shifting the vertical of the 
letter L by 0.2° to the right, and the lure which was a thick orange plus sign (Figure 2.2). All 
candidates were randomly presented in one of four possible orientations (rotated in clockwise 
steps of 90 degrees) except for the letter T, which was rotated either 90 or 180 degrees 
clockwise. All stimuli subtended .833 of visual angle and were randomly distributed across a 36-
point grid. The 36 locations were equally distributed over three concentric rings with varying 
eccentricities (4.17, 7.73, and 14.3 degrees of visual angle). This concentric display was used to 
allow for a better estimation of the effect of eccentricity on target discriminability. On each trial, 
one of the 36 locations contained a candidate (T, L, or offset-L), while the remaining locations 
contained lures (orange crosses). Participants responded to the identity of the candidate, which 
was always presented on each trial, by pressing the right arrow key if it was a T or the left arrow 
key if it was not a T (L or offset-L). Response buttons were counterbalanced across participants. 
In total, the target T candidate was presented on 50% of the trials, the L candidate was presented 
on 25% of the trials, and the offset-L candidate was presented on the remaining 25%. There were 
720 trials in total. 
Each trial began with a fixation cross in the center of the screen for 500 ms. The display 
was then presented for 100ms to prevent eye movements. The fixation cross remained visible on 
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the screen during this time. The display then offset to a blank black screen for 2500 ms, during 
which participants made their response. Upon response, the blank screen continued for another 
1500 ms, after which the next trial began. All stimuli were presented against a black background 
on a 22-inch (400mm x 300mm) cathode ray tube monitor with a refresh rate of 85Hz and a 
screen resolution of 1024 x 768 pixels. Participants viewed the display unrestrained from a 
distance of approximately 59 cm. All experiments were programmed using Psychopy (Peirce et 
al., 2019). 
Results 
All analyses, in this and the following experiments, were conducted in R (R Core Team, 
2018). The definition of accuracy depends on the stimulus. For Ts, accuracy refers to the hit rate 
(responding T). For Ls and offset-Ls, accuracy refers to the correct rejection rate (responding 
not-T). A one-sample t-test revealed that overall accuracy was significantly greater than chance 
(83% vs. 50%), t(24) = 23.92, p < .001, 95% CI of mean difference in accuracy: [0.30, 0.36]. A 
one-way ANOVA revealed that observers differed in their accuracy depending on the candidate 
type (Figure 2.3), F(2, 48) = 66.17, pc <.001, ωp² = .72, ε = .732 (corrected for sphericity 
violations using the Greenhouse-Geisser procedure). Follow-up paired-samples t-tests revealed 
that Ls were responded to more accurately than Ts, t(24) = 8.71, p < .001, 95% CI: [0.10, 0.16] 
and offset-Ls, t(24) = 15.079, p < .001, 95% CI: [0.15, 0.20]. Accuracy did not differ between Ts 
and offset-Ls (after applying the Bonferroni correction for multiple comparisons), t(24) = 2.28, p 
= .0318, 95% CI: [0.0044, 0.088].   
We also conducted an exploratory paired-samples t-test to examine the difference in 
accuracy between the Ls and offset-Ls.  Ls (M = .93, SD = .048) were responded to more 
accurately than offset-Ls (M = .76, SD = .069), t(24) = 15.08, p < .001, 95% CI: [0.15, 0.20]. 
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This provides further support that the Ls and offset-Ls were not confusable, even at brief 
presentation times of 100ms. 
Accuracy is potentially an imperfect measure in this experiment since the decision 
criterion for each candidate is not the same. There is no need for the observer to discriminate 
between an L or offset-L or to identify it at all (all that is required is to decide that it is not the T). 
On the other hand, the observer has to identify that the candidate is the letter T in order to 
respond correctly. We thus present another measure of performance, d’. Using the confusion 
matrix presented in Table 2.1, we calculated the Hit Rate and False Alarm rate for each 
individual participant. d’ was then calculated. A one-sample t-test revealed that d’ (M = 1.98, SD 
= 0.55) was significantly different from zero, t(24) = 17.91, p < .001, 95% CI: [1.75, 2.21].  
 
  
Figure 2.3. Left: Accuracy scores in Experiment 1 displayed in violin plots. Each dot (randomly 
jittered horizontally) represents the mean accuracy of an individual participant. The leftmost plot 
summarizes overall accuracy, demonstrating that observers are well above chance (50%, 
indicated by the dashed line) at identifying the target T from candidates L and offset-L. The 
higher accuracy for Ls than offset-Ls also confirms that offset-Ls were indeed more similar 
(confusable) with the T than the L stimuli, suggesting that offset-Ls were more likely to be 
confused with Ts due to their increased visual similarity. Right: Average d’ in Experiment 1. 
Each dot represents the mean d’ of an individual participant. Average d’ was relatively high, 





 T L or offset-L 
Respond ‘T’ Hit False Alarm 
Respond ‘not T’ Miss Correct Rejection 
Table 2.1. Confusion matrix used to calculate d’ in Experiment 1.  
 
In addition, a one-way ANOVA revealed that d’ differed depending on candidate 
eccentricity, F(2, 48) = 100.37, p <.001, ωp² = .80. Follow-up t-tests revealed that d’ was smaller 
when the candidate was in the furthest eccentricity (14.3°; M = 1.44, SD = 0.60) compared to the 
nearest eccentricity (4.17°; M = 2.43, SD = 0.66), t(24) = 11.23, p < .001, 95% CI: [0.80, 1.16] as 
well as the middle eccentricity (7.73°; M = 2.35, SD = 0.61), t(24) = 12.31, p < .001, 95% CI: 
[0.76, 1.06]. There was no significant difference between the middle and nearest eccentricities, 
t(24) = 1.03, p = .31, 95% CI: [-0.072, 0.21].   
Discussion 
 Experiment 1 demonstrated that, even under very short presentation times (100ms), the 
visual system is able to discriminate between Ls, offset-Ls and Ts, albeit with less-than-perfect 
recognition performance. In addition, Ts were more confusable with offset-Ls, indicating that the 
two were more similar to each other than to the Ls. Performance, as measured by d’, was the 
worst when the target was in the farthest eccentricity, although there was no difference between 
the middle and nearest eccentricities. This is not surprising, given that the decrease in resolution 
as a function of eccentricity is well-known. Importantly, d’ was still relatively high (1.44) even 
in the furthest eccentricity especially considering that the exposure time was only 100ms. In the 
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following experiments, we show that although this information regarding visual similarity is 
available to observers, they seemed reticent to use this information to guide attentional scrutiny.  
Experiment 2 
 If attention scrutinizes items in decreasing order of target-distractor similarity (as 
proposed by the Ideal Prioritization Model), then lures, which have very low target-distractor 
similarity, should not contribute to processing times. In addition, attention should visit the high-
similarity candidates first and will probably find the target before visiting the low-similarity 
candidates. We examined the former by comparing response times of displays with and without 
lures. We then addressed the latter by using candidate-homogeneous displays to predict response 
times on candidate-heterogeneous displays. If attention is guided by target-distractor similarity, 
then response times on candidate-heterogenous displays should be equivalent to response times 
of candidate-homogeneous displays with high-similarity distractors of the same set size.   
Participants 
 A group of new participants were recruited from the same pool of subjects as in 
Experiment 1. We planned on a sample size of 25 participants, which would be more than 
sufficient to measure the difference between the two candidate search slopes with 95% power 
and α = .05. This corresponded to the main effect of lure set size (ηp² = .58) in search displays 
that contain both lures and candidates, which are similar to the stimuli used here (Experiment 3A 
in Buetti et al., 2016). Although the required sample size was determined to be 12, we decided to 
increase it to 25 to reduce noise (i.e., to obtain more accurate estimates of each condition mean). 
Due to the nature of scheduling timeslots, 27 participants took part in this experiment in total (22 
Females, mean age = 19.1). There were 2 participants with accuracy rates lower than 80% and 
were excluded from the analyses. The final sample size was thus 25. 
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Stimuli and procedure. All stimuli were identical to those used in Experiment 1. The study was 
designed as a 2 (lure presence: 0 or 24 lures) x 2 (candidate set size: 4 or 8) x 3 (candidate type: 
homogenous high-similarity, homogenous low-similarity, or heterogenous) within-subjects 
experiment. The experiment was programmed such that all non-target candidates were 
distributed evenly between the four quadrants of the search display; the same was done for the 
lures. Depending on the condition, there were thus 5, 9, 29, or 33 items in the search display. All 
stimuli were randomly distributed across a 36-point grid which subtended 20 degrees of visual 
angle. The smallest distance between two stimuli was about 1.425 degrees of visual angle. In 
contrast to Experiment 1, in Experiment 2 (and Experiment 3), a square grid was used instead of 
a concentric grid. This was to maximize comparability between the setup in these experiments 
and that in Buetti et al. (2016). In Buetti et al. (2016), it was shown that lures increased response 
times in a logarithmic manner as compared to the linear effect of candidates. It should be noted 
that Madison, Lleras and Buetti (2018) compared performance across these two different grid 
arrangements and found the difference across grids on RTs to be fairly minimal. In the 
heterogenous displays, the number of high- and low-similarity candidates were always equal 
(i.e., 2 or 4 of each depending on the total candidate set size). In total, there were 12 different 
types of displays. Each participant observed a block of 480 fully-randomized trials with 40 trials 
for each display type.    
 Each trial began with the presentation of a central fixation cross for 1 second before the 
display of the search array, which remained on screen until a response was made. Participants 
responded to the orientation of the target letter T by pressing either the left or right button on a 
keyboard. Feedback was given in the form of a loud beep whenever an error was made; no 




 Average accuracy was high (M = 94.6%, SD = 5.32%). There was no speed-accuracy 
tradeoff (Table 2.2 in the Appendix).  
Effect of lures on candidate-homogeneous displays. Trials with incorrect or no 
responses were excluded from analyses. We first conducted a 2 (lure presence) by 2 (candidate 
type) analysis of variance (ANOVA) on the observed search slopes in the candidate-homogenous 
displays. Presence of lures did not significantly affect the linear search slopes, F(1, 24) = 0.057, 
p = .81, ηp² = .0024. Linear search slopes were higher for high-similarity candidates (170 
ms/item) compared to low-similarity candidates (79 ms/item), F(1, 24) = 70.88,  p < .001, ηp² = 
.75. The large (more than double) difference between the linear search slopes for low- and high- 
similarity candidates confirmed that the two types of candidates differed greatly in terms of their 
similarity to the target. Finally, the interaction between candidate type and lure presence was not 
statistically significant, F(1, 24) = 0.21, p = .65, ηp² = .0088. The Bayes factor was computed to 
compare the null hypothesis “No effect of lure presence on search slopes” to the alternative 
hypothesis (nonzero effect of lure presence), using the BayesFactor package in R (Morey & 
Rouder, 2018). The data was more likely under the null, with moderate support, BF01 = 6.34. 
Thus, the presence of lures did not meaningfully affect the linear search slopes.  
The same ANOVA was conducted on intercept values as the dependent variable. 
Intercept values were significantly increased by the presence of lures (928 vs 708 ms), F(1, 24) = 
8.65, p = .00713, ηp² = .27, but not candidate type, F(1, 24) = 0.69, p = .41, ηp² = .028. The 
interaction was not significant, F(1, 24) = 0.33, p = .57, ηp² = .014. In other words, there was a 
constant cost of 120 ms to process displays containing lures that was independent from the 
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number of candidates and candidate-target similarity (Figure 2.4), consistent with the predictions 




Figure 2.4. Response times (in ms) in Experiment 2. The x-axis represents the number of 
candidates plus the target. Two observations are evident here. First, the presence of lures did not 
significantly affect search slopes (dotted vs. solid lines). Second, search slopes were steeper for 
high-similarity candidates compared to low-similarity candidates (red circles vs. blue triangles), 
while that for the mixed displays were in between (green squares). Error bars indicate 95% 
confidence intervals. 
 
Attentional scrutiny in candidate-heterogeneous displays. Next, we turn to the main 
question of whether attentional scrutiny is prioritized as a function of target-distractor similarity 
or in fact random. To evaluate the Ideal Prioritization Model and the Random Scrutiny Model, 
we used response times from the candidate-homogeneous displays to predict response times in 
the candidate-heterogeneous displays. Four predictions, corresponding to the four different 
28 
 
conditions (2 levels of candidate similarity x 2 levels of lure presence), were made. First, mean 
search slopes were calculated, for each subject and each condition, for the candidate-
homogenous displays by fitting the equation: 
*( 1)high hRT H number of candidates c=   + +  
*( 1)low lRT L number of candidates c=   + +  
H and L represent the search slopes (Figure 2.4) for high- and low-similarity displays 
respectively, and ch and cl represent the intercepts for high- and low-similarity displays 
respectively. The term “+1” denotes that the functional set size is simply the number of 
candidates plus the target. The Ideal Prioritization Model predicts that response times in 
heterogeneous displays would be dependent on only the number of high-similarity candidates 
plus the target. Thus, response times in heterogeneous displays were predicted using the 
following equation: 
*( 1)heterogenous high hRT H setsize c= + +  
 The Random Scrutiny Model predicts that response times in heterogeneous displays 
would be independent of candidate-target similarity. Thus, the functional set size in this 
condition is simply the sum of the number of all high and low candidates, plus the target (in 
other words, all the candidates that are present in the display, plus the target). Mathematically, 
this is equivalent to the average response times for high- and low-similarity displays, at any 








 Figure 2.5 shows that the Ideal Prioritization Model systematically under-predicts 
response times (average deviation error = 252 ms), while the Random Scrutiny Model makes 
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predictions that show near-perfect correspondence with the observed response times (average 
deviation error = 16 ms). The dashed line (y = x) indicates where the points would fall for a 
model that perfectly predicts response times with zero error.  
 
Figure 2.5. Observed vs. predicted response times for the Ideal Prioritization and Random 
Scrutiny models. The Random Scrutiny model (green circles) makes near-perfect predictions, 
while the Ideal Prioritization model (blue triangles) systematically under-predicts response times. 
Different conditions are indicated at the top of the figure. The dashed y = x line indicates where 
the predicted values would fall on if predictions were perfect. Error bars indicate 95% 
confidence intervals of the observed means. 
 
Individual-level predictions also show the same pattern of results. Figure 2.6 shows the 
within-subject residuals (observed – predicted response times). Within-subject residuals from the 
Ideal Prioritization Model (left panel) show large variability that increases with set size, 
indicating poor correspondence between the model and the observed data. In addition, the 
systematic under-prediction by the model increases with set size. On the other hand, the residuals 
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from the Random Scrutiny Model (right panel) are centered around zero and show little 
variability, suggesting good correspondence between the model and the observed data.  
 
Figure 2.6. Within-subject residuals displayed in violin plots. Each plot shows the observed 
minus predicted response times of all participants in the four predicted conditions (from left to 
right): two low similarity (2L) candidates plus two high-similarity (2H) candidates with no lures, 
two low plus two high-similarity candidates with 24 lures, four low plus four high-similarity 
candidates with no lures, and four low plus four high-similarity candidates with 24 lures. In the 
box-plots, the box indicates the interquartile range and the horizontal marker indicates the 
median. Each circle represents individual data points, while the shaded area shows the 
probability density of the data. Dashed lines indicate y = 0 (no prediction error). Left: residuals 
from the Ideal Prioritization model show mean residuals that differ substantially from zero, with 
large variability, indicating poor correspondence between the predicted and observed data. Right: 
residuals from the Random Scrutiny model are centered around zero and show little variability, 
suggesting good correspondence between the Random Scrutiny Model’s predicted response 
times and the observed data. 
 
Next, we examined the performance of both models by quantifying the overall prediction 
error of each model. Traditional null hypothesis significance testing is problematic when the goal 
is to provide evidence for a null effect (zero prediction error by the Random Scrutiny Model). 
Thus, we calculated Bayes Factors in lieu of p values. Separate Bayes factors were calculated, 
for each model, for a one-sample t-test comparing the residuals (observed – predicted response 
2L+2H        2L+2H           4L+4H        4L+4H 
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times, shown in Figure 2.5) against zero. BF01 denotes evidence in favor of the null hypothesis 
(prediction error is not meaningfully different from zero), while BF10 denotes evidence in favor 
of the alternate hypothesis (prediction error is meaningfully different from zero). The Bayes 
Factors indicated moderate evidence that the residuals from the Random Scrutiny model did not 
meaningfully differ from zero (BF01 = 5.46), indicating that predictions from this model were 
almost perfect. On the other hand, there was strong evidence that the residuals from the Ideal 
Prioritization model were meaningfully different from zero, indicating poor correspondence 
between the model’s predictions and the observed data (BF10 = 2.15 x 10
12). 
The Ideal Prioritization model represents the boundary case whereby the visual system 
perfectly prioritizes all high-similarity candidates before low-similarity candidates, in terms of 
what could be expected if prioritization was sufficiently adequate to clearly separate low- and 
high-similarity candidates. This is likely too extreme, given that the visual system is inherently 
noisy, but it still provides us with a lower boundary for best RT performance. In contrast, the 
Random Scrutiny model can be seen as an upper boundary for how slow RT performance can be 
expected to be. We can then quantify the degree of prioritization by a ratio of two difference 
scores: the difference between the observed RT and the predicted RT by the Random Scrutiny 
model, divided by the difference between the predicted Ideal Prioritization RT and the predicted 
Random Scrutiny RT. In other words, 




where 𝑅𝑇𝑂𝑏𝑠 is the observed response time, and 𝑅𝑇𝑅𝑆 and 𝑅𝑇𝐼𝑃 are the predicted response times 
for the Random Scrutiny and Ideal Prioritization models respectively. If prioritization were 
perfect, this ratio would be 1. This is because 𝑅𝑇𝑂𝑏𝑠 would be equal to 𝑅𝑇𝐼𝑃   (i.e. the observed 
response times would be equal to the response times predicted by Ideal Prioritization model) and 
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therefore, the terms in the numerator and denominator will be identical. If there were no 
prioritization at all (i.e. scrutiny is completely random), this ratio would be zero. This is because 
𝑅𝑇𝑂𝑏𝑠 would be equal to 𝑅𝑇𝑅𝑆 (i.e., the observed response times would be equal to the response 
times predicted by the Random Scrutiny) and therefore, the numerator would be zero. Finally, if 
𝑅𝑇𝑂𝑏𝑠 is systematically larger than 𝑅𝑇𝑅𝑆, this would indicate that participants are taking even 
longer to respond than they would if they visited all the items (in random order). In other words, 
systematically negative values would indicate that participants are revisiting previously inspected 
candidates. The grand means, averaged across conditions and participants, were calculated for 
𝑅𝑇𝑂𝑏𝑠,  𝑅𝑇𝑅𝑆 , and 𝑅𝑇𝐼𝑃 to yield a prioritization score of 0.073, suggesting that there was 
minimal prioritization, if any, of candidates based on their similarity to the target.  
Experiment 3 
Experiment 2 revealed two main findings. First, the presence of lures slows down search, 
but it does so without impacting the search rate through the candidates (corroborating Buetti et 
al.’s 2016 findings). More importantly, there was little evidence that attentional scrutiny of 
candidates was prioritized based on candidate-target similarity despite large differences in terms 
of candidate-target similarity (as indexed by large differences in search slopes and also supported 
by the discrimination data from Experiment 1). Instead, there was more evidence for random 
scrutiny. In this experiment, we sought to replicate these findings using a target detection task.  
Method 
This experiment was pre-registered on Open Science Framework (https://osf.io/8rkny/). 
The data and materials can be found at https://osf.io/5n2rt/. 
Participants. All participants were recruited from the same subject pool and did not take 
part in Experiments 1 and 2. As described in the pre-registration, we planned on a sample size of 
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25 participants, which would be more than sufficient to measure the difference between the two 
candidate search slopes with 95% power and α = .05. This corresponded to the main effect of 
candidate similarity in Experiment 2 (ηp² = .747). Although the required sample size was 
determined to be 6, we decided to increase it to 25 to reduce noise and to keep the sample size 
consistent with Experiment 2, allowing better comparability in terms of data precision. In total, 
33 participants were recruited (23 Females, mean age = 19.4). Due to a computer error, there 
were no data from 2 participants. Of the remaining 31 participants, 10 had accuracy rates lower 
than 90%, which was our initial accuracy exclusion criterion. We thus lowered this criterion to 
85%, as described in the pre-registration to minimize data loss. We then analyzed the data from 
the first 25 subjects that met the 85% accuracy inclusion criteria.  
Design and procedure. The stimulus and apparatus were identical to Experiment 2 with 
the exception that, in Experiment 3, displays only contained candidates and no lures. The task 
was to report the presence or absence of the target by pressing either the left or right arrow key. 
The assignment of response buttons was randomized between participants. There were three 
independent variables: candidate display type (high-similarity, low-similarity, mixed-similarity), 
total candidate set size (4 or 8), and target presence (present or absent). All other aspects of the 
design and procedure were identical to Experiment 2.  
Results 
Accuracy was high overall (M = 93.5%, SD = 0.03%). There was no speed-accuracy 
tradeoff (see Table 2.3 in the Appendix).  
A 2 (candidate similarity) by 2 (target presence) ANOVA was conducted on the search 
slopes in homogenous displays. The results are displayed in Figure 2.7. Linear search slopes 
were significantly steeper for high-similarity displays (246 ms/item) compared to low-similarity 
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displays (95 ms/item), F(1, 24) = 103.15, p < .001, ηp² = .81. Linear search slopes were also 
significantly steeper on target-absent trials (244 ms/item) compared to target-present trials (97 
ms/item), F(1, 24) = 154.70, p < .001, ηp² = .87. The interaction between candidate type and 
target presence was significant, F(1, 24) = 18.65, p < .001, ηp² =  .44. Target-absent slopes in 
high-similarity displays were 2.35 times that of target-present displays while this ratio was 3.02 
in the low-similarity displays, suggesting that quitting rules could be influenced by target-
distractor similarity. Importantly, the fact that the ratio of the target-absent-to-present search 
slopes were at least 2:1 indicated that the search processes through the candidate stimuli were 
inefficient both in this experiment as well as in Experiment 2 where identical stimuli were used, 
and that self-terminating quitting rules halted search on target-present displays (Treisman & 
Gelade, 1980; Wolfe, 1998; Wolfe et al., 2010). 
 
Figure 2.7. Mean response times (in ms) in Experiment 3. The x-axis represents the number of 
candidates. Two observations are evident here. Search slopes were steeper on target-absent trials 
(dotted vs. solid lines). Second, search slopes were steeper for high-similarity candidates 
compared to low-similarity candidates (red circles vs. blue triangles).  The green squares 





Next, as in Experiment 2, we compared the Random Scrutiny Model with the Ideal Prioritization 
Model. Predicted response times were calculated with the same method described in Experiment 
2. Note that model comparison was done using only the target-present data, since both models 
make the same prediction for target-absent trials (all items would be scrutinized before the 
observer decides to quit the search). Figure 2.8 shows the within-subject residuals (observed – 
predicted response times). Experiment 3 replicated the results from Experiment 2. There was 
moderate evidence that the within-subject residuals from the Random Scrutiny Model did not 
differ meaningfully from zero (BF01 = 4.02). The residuals also showed little variability. Overall, 
this model produced near-perfect predictions. In contrast, the within-subject residuals from the 
Ideal Prioritization Model were meaningfully different from zero (BF10 = 1504.89) and increased 
with set size, indicating poor predictive power of the model.  The Prioritization Score was -0.15, 
again indicating minimal prioritization and perhaps a small tendency for revisiting already 
inspected candidates.  
 
Figure 2.8. Within-subject residuals, for Experiment 3, displayed in violin plots. Each violin plot 
shows the observed minus predicted response times for all participants in the two predicted 
conditions: 2 low similarity plus 2 high-similarity candidates or 4 of each. In the box-plots, the 
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box indicates the interquartile range and the horizontal marker indicates the median. Each circle 
represents individual data points, while the shaded area shows the probability density of the data. 
Dashed lines indicate y = 0 (no prediction error). Left: residuals from target-present trials. 
Residuals from the Random Scrutiny Model (green) showed little variability around 0, 
suggesting good correspondence with the model. On the other hand, residuals from the Ideal 
Prioritization Model (blue) were not centered around zero and showed large variability, 
indicating poor correspondence between the predicted and observed data. Right: residuals from 
target-absent trials. Both models make the same predictions for target-absent trials, since both 
predict that all items will be scrutinized before the observer quits the search. There was a 
systematic underprediction, suggesting that candidate heterogeneity lengthened the quitting rule 
above and beyond what would be predicted based on candidate homogeneous displays.  
 
Finally, we also analyzed target-absent trials. Although these data do not differentiate 
between the two models (in both cases it is expected that observers will not quit until after 
having scrutinized all items in the display), they revealed an unexpected finding. Target-absent 
response times in candidate-heterogeneous displays were much longer than what would be 
predicted based on target-absent response times observed in candidate-homogeneous displays, 
and the residuals increased with set size.  
Discussion 
Overall, Experiments 2 and 3 both provided strong support for the Random Scrutiny 
Model. In spite of large differences in terms of candidate-target similarity (as indexed by search 
slopes), there was no evidence that observers prioritized high-similarity candidates during 
attentional scrutiny. Although the Ideal Prioritization Model represented an “ideal” boundary 
scenario for perfect prioritization, the prioritization score could have measured any degree of 
prioritization from 0 to 100%, if any were present. Not even modest amounts of prioritization 
were observed. 
Interestingly, both the Random Scrutiny and Ideal Prioritization models under-predicted 
target-absent response times in candidate-heterogenous displays. There are two potential 
37 
 
explanations for this observation. First, it is known that distractor heterogeneity increases 
response times and changes the rate of evidence accumulation (Duncan & Humphreys, 1989; 
Lleras et al., 2019). Second, and more likely, it could be that candidate heterogeneity impacted 
the quitting rule in inefficient search tasks by several hundreds of milliseconds, perhaps as a 
result of re-visiting previously rejected candidates before the observer can be confident of a 
target-absent response. This second explanation appears to be more likely. Although it is 
possible that the search slopes measured in the candidate-homogenous displays do not accurately 
reflect the rate of search in candidate-heterogenous displays, this is unlikely given the data from 
target-present trials. If search slopes measured in candidate-homogeneous displays were 
inaccurate or did not reflect the search rate through heterogeneous displays, the Random Scrutiny 
model (based on those homogeneous search slopes) would have failed to predict performance in 
the target-present heterogeneous conditions. It is evident from Figure 2.8 that the residuals for 
the target-present predictions are smaller and less variable, while that for the target-absent trials 
were more variable and increased with set size. Thus, it is unlikely that the underprediction stems 
from an erroneous measurement of search slopes, but rather a result of revisitations to previously 
inspected candidates. Thus, the results suggest that candidate heterogeneity impacts a non-visual 
process in search. It might be that it increases the noise in the memory representations of 
locations that have been inspected, or that it decreases the amount of locations that are 
remembered. This phenomenon deserves further study and these hypotheses could be tested by 






Many models of visual search propose that items are scrutinized by attention using some 
form of similarity-based prioritization, whereby to-be-scrutinized items are grossly ordered in 
terms of their similarity to the target, from highest to lowest. Attention and/or eye movements 
then simply visits these items by moving down that list (Ehinger et al., 2009; Najemnik & 
Geisler, 2005, 2008; Navalpakkam & Itti, 2005, 2007; Rao et al., 2002; Wolfe, 2006; Zelinsky, 
2008). These prioritization accounts make two main predictions that the present study 
demonstrated were incorrect. First, according to these accounts, distractors that are very different 
from the target (lures) ought to almost never impact search times since attention would not visit 
these items due to their very low priority. However, the results from Experiment 2 showed that 
the presence of lures added a cost to overall processing times, in line with results from Buetti et 
al. (2016). Not only do these items contribute to search times, prior results also showed that the 
costs to reject lure items from consideration are systematically related to lure-target similarity 
(Buetti et al., 2016; Lleras et al., 2019; Ng, Buetti, & Lleras, 2018; Wang et al, 2017). Second, 
similarity-based prioritization accounts propose that distractors that are relatively similar to the 
target will be scrutinized according to their similarity to the target, with high similarity items 
having a larger attentional priority. In contrast to these predictions, the results from Experiments 
2 and 3 showed that observers inspected high- and low-similarity candidates in a random order, 
or at least in an order that was not based on similarity-ratings to the target template. This was 
observed in spite of large differences in discriminability between low- and high-similarity 
candidates (as indexed by substantial differences in search slopes in candidate-homogeneous 
displays), and in spite of the fact that observers could reliably differentiate between the two 
candidates (Experiment 1).  
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In sum, the current results suggest that attentional prioritization does not work in the 
manner than many theorists propose. There is an initial stage of distributed attention during 
which items that are sufficiently dissimilar from the target are discarded via peripheral visual 
analysis. It takes time to reject these dissimilar items, with more similar items taking longer. 
Once peripheral analysis has discarded these unlikely targets, focused attention is deployed to the 
non-rejected locations in an order that is not determined by target-distractor similarity. This 
makes sense given that peripheral analysis suffers from severe computational limitations, thus, it 
is difficult for peripheral vision to produce an orderly ranking of candidate items. From this 
perspective, distractor rejection starts at the bottom of the similarity scale, not at the top, as is 
often understood. We refer to this orderly rejection of distractors as being bottom-to-top. 
The proposal that there is a bottom-to-top attentional prioritization in visual search is 
consistent with what has been observed previously with displays intermixing lures and 
candidates in a more systematic fashion (Buetti et al., 2016; Ng et al., 2019). The results from 
these studies showed that when candidates and lures were both present in a display, there was a 
time cost associated with rejecting lures that was independent from the time spent searching 
through the candidates. This was reflected by search times increasing logarithmically with lure 
set size while search efficiency through candidates remained constant as lure set size varied, 
indicating that candidate scrutiny was occurring after lure rejection. Bottom-to-top attentional 
prioritization is also consistent with results on search with lure-heterogeneous displays (Lleras et 
al., 2019; Wang et al., 2017). When multiple types of lures were present in a display, the lures 
that were most dissimilar were rejected earlier and the less dissimilar lures took longer to be 




How are candidates inspected? 
The Target Contrast Signal Theory proposes that the output of the dissimilarity-based 
parallel rejection process responsible for rejecting lures is a list of locations of the remaining 
items (candidates). This list does not contain a precise visual description of these unrejected 
items precisely because of the resolution limits of peripheral vision during parallel processing 
(Rosenholtz, Huang, & Ehinger, 2012; Rosenholtz, Huang, Raj, et al., 2012).  As such, 
candidates are neither ordered by contrast values nor indexed by target-distractor similarity. 
Focused attention will thus visit these locations in a random order without being biased by the 
similarity relation between the remaining items and the target. Importantly, Experiment 1 
demonstrated that participants could reliably differentiate (although not perfectly) between low- 
and high-similarity candidates. In addition, the search slopes for displays containing high-
similarity candidates were much higher than the slopes for displays containing low-similarity 
candidates, further confirming that the two differed in their similarity to the target. Despite this, 
Experiments 2 and 3 demonstrated that, in a search display containing multiple types of 
candidates, the degree of reliability of this candidate evaluation was not sufficiently adequate to 
be trusted as a source for attentional guidance, or, alternatively, the effort required to use this 
unreliable information may be too great. Attention was thus deployed in a random manner rather 
than being guided by target-distractor similarity.  
Admittedly, other factors might come into play during attentional scrutiny. For instance, 
attention (and/or eye movements) might be deployed to whichever target-likely location is 
closest to current fixation or to a mid-point between target-likely locations (Zelinsky, 2012). Or, 
participants might use systematic scanning strategies (top-to-bottom, left-to-right, etc.) to visit all 
non-rejected locations. Aside from non-similarity-based scrutiny strategies, it is possible that 
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there could be some form of imperfect similarity-based prioritization where only some of the 
high-similarity candidates are prioritized. However, given the near-perfect prediction of the 
Random Scrutiny Model, this seems unlikely. Furthermore, as indicated by the overall 
prioritization score, a top-to-bottom prioritization based on candidate-target similarity is 
infrequent at best.  
We should note that attentional prioritization of a subset of candidates is possible under 
certain circumstances. For instance, memory of previously-seen search displays can guide 
attention during search. Response times are typically faster for targets that appear in search 
displays that have previously been presented to the observer compared to completely novel 
displays (Chun, 2000). This phenomenon is known as Contextual Cueing, and has been observed 
with different repeated contexts, including spatial layout (Chun & Jiang, 1998), identity (Chun & 
Jiang 1999; Goujon et al., 2007), as well as the motion trajectory (Chun & Jiang, 1999) of the 
search items. Memory from the repetition of context leads to a prioritization of attention towards 
locations where the target is likely to be found (Chun & Jiang, 1998; Goujon et al., 2007, but see 
Annac et al., 2019). The repetition of scene layouts does seem to guide the deployment of 
attention (Johnson et al., 2007; Geyer et al.,  2010), which raises the possibility that scene-based 
spatial memories increase the conspicuity (or priority) of the target and its immediate candidate 
neighbors. Such memory traces can clearly aid attentional prioritization, and they can do so quite 
quickly, starting 100 ms post display onset (e.g., Chaumo et al., 2008; Conci et al., 2019). This 
makes it possible that memories of spatial layout boost early display segmentation processes, 
prioritizing a subset of candidates over another. Interestingly, while the repetition of candidate-
stimuli context (either over the entire scene or just over the area immediately surrounding the 
target) prioritizes attentional deployment to specific regions in the scene, repetition of lure-
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stimuli context does not. Although the presence of lures slows down RTs, repetition of their 
spatial context does not produce a prioritization signal to guide attention faster towards the target 
location (Ng et al., 2019; but see Geyer, et al., 2010). Finally, rewards can also influence the 
prioritization of locations during attentional scrutiny. In studies that examine the influence of 
reward on search behavior, search items or locations are assigned different rewards for finding 
the target. Typically, search items that are assigned higher rewards are found more quickly and 
with greater accuracy (Won & Leber, 2016). In addition, eye movements (and thus overt 
attention) have been observed to prioritize rewarded locations in visual search tasks (Eckstein et 
al., 2015; Liston & Stone, 2008). In search with multiple targets, observers make more eye 
movements to high-reward targets compared to low-reward targets (Navalpakkam et al., 2010).  
Why does lure rejection take time?  
In Experiment 2, the presence of lures slowed down search in a manner that was not 
affected by the number of candidates. As described above, this provided further support for one 
of the main proposals of Target Contrast Signal Theory: that peripheral vision initially 
considered all items in the display as potential targets. An alternate possibility is that the 
presence of lures may slow down performance for low-level reasons. That is, it is possible that 
the presence of lures might increase the local contrast of candidates and therefore their 
attentional pull. However, this is unlikely. If anything, a candidate surrounded by lures will have 
less (not more) contrast than when it sits by itself surrounded by a solid black background. Still, 
one might argue that the individual attentional pull of any given candidate increases when lures 
are present because it breaks down the otherwise homogeneity effect produced by a lot of very 
similar candidates (when no lures are present). Though this is possible, such a mechanism would 
predict that search through these more “attentionally-sticky” candidates would be slower than 
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search through the candidates that have not been made more salient by lures. Yet, the present 
data, as well as previous data (Buetti et al., 2016, Ng, et al., 2019) have shown that search 
efficiency through the candidates is identical with or without lures present in the display. For 
instance, in all search conditions in Experiment 2, candidate search functions with and without 
lures were parallel (see Figure 2.4).   
The increase in response times in the presence of lures in Experiment 2 might be 
consistent with other models. In Itti and Koch’s (2000) saliency model, a lure that is surrounded 
by candidates would have a higher saliency compared to a lure that is surrounded by other lures 
(or appearing in isolation), because in this model saliency reflects local feature contrasts. The 
increase in RT could thus be a result of additional shifts of attention triggered to these high-
contrast lure locations, rather than by a process of rejecting lures, more generally. But, again, it is 
well known that the initial Itti and Koch model does poorly at predicting search performance in 
displays using simple geometric stimuli like ours (see Itti & Koch, 2000). If one considers 
attention-tuned versions of the saliency model that are meant to perform well in visual search 
tasks (e.g., Navalpakkam & Itti, 2005, 2007), these models would not predict an RT slow-down 
in the presence of lures. Indeed, the point of optimally tuning attention to the target features 
(Navalpakkam & Itti, 2005, 2007) is precisely to cut-off from possible examination items that do 
not contain features similar to the target.  
The FLNN (Farthest-Labeled Nearest Neighbor) model may also be able to provide an 
explanation for why response times increased in the presence of lures (Avraham et al., 2008). 
According to the FLNN model, search starts with the random selection of an item in the search 
display. If this item turns out to not be the target, then attention selects another item that is most 
dissimilar from the currently selected item. If this item is still not the target, then the next item 
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that is selected will be one that is the most dissimilar from all previously selected items. This 
process repeats until the target is selected. Thus, when lures are present in a display, it is possible 
that a lure will be selected at first, which would delay the eventual selection of the target, 
incurring some delay that would not exist if no lures were present. Furthermore, if a candidate is 
selected (by chance) after the first attention movement, the farthest neighbor would be a lure 
stimulus (as opposed to another candidate or the target itself) because lures are much more 
different from candidates than the target is from the candidates (by definition). Thus, the second 
attention movement would likely be directed towards a lure. As a result, in candidate-attended-
first trials, the presence of lures would also result in longer RTs when lures are present compared 
to when they are not. It is important, however, to remember that the FLNN model was designed 
to predict accuracy under limited exposure durations. Some modifications would be needed to 
translate accuracy predictions into RT predictions in displays that are present until response. It 
would be interesting to see if the model could be adapted to account for the RT laws that we now 
know govern efficient search with fixed targets (e.g., logarithmic increases in RT as set size 
increases when participants are viewing lure-homogeneous displays with a fixed target in mind; 
the finding that these logarithmic slopes systematically vary as a function of lure-target 
similarity, see Buetti et al., 2016, Ng et al, 2018, Wang et al., 2018; and the heterogeneity search 
cost function, see Wang et al., 2017, Lleras et al., 2019). It is entirely possible that it might be 
able to capture these effects - we just do not know yet. That being said, the more critical 
theoretical contribution of the FLNN model is that it views selection in a fundamentally different 
way from similarity-based models, proposing that selection is guided by dissimilarity values 
instead. This focus on dissimilarity (as opposed to similarity) does make the model more in line 
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with our Target Contrast Signal Theory than with more traditional similarity-based models of 
selection during search. 
Does candidate heterogeneity slow down RTs? 
The deviations from predictions observed on target-absent trials could be interpreted as 
being indicative of inter-item interactions that impact how the visual system treats candidates in 
heterogeneous displays. In other words, because participants took so much longer to terminate 
target-absent trials, one could argue that this slow down indicates the visual system has a tougher 
time rejecting candidates when they appear among different candidates than when they appear by 
themselves in homogeneous conditions. It is indeed true that, generally speaking, distractor 
heterogeneity increases response times (Duncan & Humphreys, 1989, Wang et al., 2017; Lleras, 
et al., 2019). But, the mechanism by which this happens is unclear. For efficient search, our lab 
has demonstrated that this heterogeneity slowdown is likely the result of local inter-item 
interactions that facilitate parallel rejection of lures when nearby lures are similar to one another 
(Lleras et al., 2019). Duncan and Humphreys (1989) argued that heterogeneity breaks down 
grouping effects (and groups can be rejected as a whole), so performance is worse in 
heterogeneous conditions because there are more items/groups to reject than under homogeneous 
conditions.  
In theory, something along these lines could be happening (i.e., grouping of 
homogeneous candidates making candidate-homogeneous conditions easier than candidate-
heterogeneous conditions), but it is unclear whether it happened in our experiments. Note that the 
visual processes involved in the rejection of a candidate are agnostic with regard to the presence 
or absence of the target. Indeed, if the observer already knows that the current trial is a target-
present or target-absent trial, then there would be no need to search since the observer could 
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already make their response. Thus, if there are heterogeneity effects in the target absent trials, the 
same ones ought to be present in the target present trials. However, no evidence of such 
heterogeneity effects were observed in target present trials: performance in the candidate-
homogeneous conditions (where candidate-heterogeneity effects are impossible) perfectly 
predicted performance in target-present trials in candidate heterogeneous conditions, across both 
set sizes, both in Experiment 2 (with and without lures) and in Experiment 3.  Furthermore, it is 
also important to remember the placement of the stimuli in our experiments: candidates were 
placed on the search grid such that they would be equally distributed across all four quadrants 
(so, one per quadrant when 4 were present, and two per quadrant when 8 were present). Thus, in 
set size 5 (1 target, 2 Ls and 2 offset Ls), in three out of four quadrants, the candidates were by 
themselves (or sometimes accompanied by lures in Experiment 2). Given the size of each grid 
quadrant (10x10 degrees of visual angle), inter-candidate interactions across quadrants and 
across such large spacing would be quite unlikely. It is also important to note that performance in 
the set size 9 condition, where such interactions (if they existed) would be possible within each 
quadrant, was exactly the same as performance in the set size 5 condition: we were equally 
successful at predicting performance across both set sizes across the two experiments. In sum, it 
is unlikely that there were candidate-candidate interactions between the two types of candidates 
in target-present trials, and by extension, in target-absent trials, in our experiments. What is more 
likely, we believe, is that candidate heterogeneity changes the quitting rule for target absent trials 
(likely a non-visual process), inviting more revisitations (e.g., candidate heterogeneity might 
disrupt the memory representations of what items or locations have been already visited and 
rejected). Note that quitting rules in target-absent trials are notoriously difficult to understand, let 
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alone predict (Cho & Chong, 2019; Chun & Wolfe, 1996; Fleck et al., 2010; Mitroff et al., 2015; 
Wolfe & Van Wert, 2010).  
As discussed in the introduction, the Ideal Prioritization Model represented (from the 
start) a lower boundary condition: how fast search could unfold in heterogeneous displays if 
participants were able to perfectly prioritize high-similarity candidates. Yet, as mentioned above, 
there are both empirical and theoretical reasons to have expected candidate heterogeneity to slow 
down performance, such that even if items were perfectly prioritized by similarity, actual 
performance on heterogeneous displays would have been slower than what would have been 
predicted based on high-similarity candidate homogeneous performance. The point of this Ideal 
Prioritization Model was to serve as a boundary condition regarding how good performance 
could be in the heterogeneous condition. On the other extreme, there was the Random Scrutiny 
model: performance should not be worse than this model because it is a model that does not care 
about candidates’ similarity to the target. The experiments could have shown RTs somewhere in 
the middle between these two extremes: neither perfectly prioritized, nor perfectly random. In 
that case, the RTs could have been the result of either some form of poor prioritization or 
(simply) a slowdown due to candidate heterogeneity. What we found instead, in six separate 
conditions (four predictions in Experiment 2 and two predictions in Experiment 3), is that RTs in 
the heterogeneous condition matched perfectly the RTs predicted by the Random Scrutiny 
Model. So, although it is theoretically possible that there was a slow-down due to heterogeneity, 
it would be quite a coincidence that the heterogeneity slowdown was exactly of the correct 
magnitude to match the RTs predicted by the Random Scrutiny model across 6 separate 
conditions (and two separate groups of subjects). In our opinion, that is highly unlikely, but it is 
nonetheless possible.   
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Limitations and future directions 
Eye movements 
 In this study, eye movements were not measured. Thus, the observed results most likely 
arose from a combination of both overt and covert attentional processes. It is highly likely that 
overt attention, as a result of eye movements, were being measured here. Even in efficient search 
tasks, observers overwhelmingly tend to choose to move their eyes, even when the task can be 
completed more quickly and efficiently without eye movements (Ng et al., 2018; Zelinsky, 
2008). Currently, Target Contrast Signal Theory does not differentiate between overt and covert 
attention at this time, and it is worth noting that voluntary deployment of covert attention takes 
about the same time as voluntary eye movements (~200ms, see Wolfe et al., 2000). Nevertheless, 
this is an important avenue for future work since much of the theory relies on the differences 
between foveal vs. peripheral processing, especially when determining which stimuli are 
candidates and which are lures. 
Candidate discriminability and crowding 
In Experiment 1, there was only one candidate among 35 lures. There was thus no visual 
crowding of the candidate by other candidates. This raises the concern that discriminability of 
candidates in Experiments 2 and 3 might thus have been poorer due to crowding by candidates 
because in those experiments, there were always several candidates present in the display at the 
same time. That said, we have some confidence in our results because performance was 
relatively high in Experiment 1 even under brief exposure times of 100ms, and also because in 
Experiments 2 and 3, the search display was constrained such that the non-target candidates were 
distributed evenly between the four quadrants of the search display. Thus, at set size 5 (1 target 
and four candidates), the target was either by itself in its own quadrant (75% of trials), or at 
most, with one additional candidate nearby. Overall, three out of the four quadrants only 
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contained 1 candidate on each trial. At set size 9, most of the time, the target appeared alongside 
one additional candidate in its own quadrant (and in 25% of trials with just two candidates in the 
same quadrant). Three out of four quadrants contained just two candidates on every trial. Given 
the size of our displays (quadrants were about 10 degrees of visual angle in width height), the 
concerns about candidate-candidate crowding are therefore relatively minor. Thus, while 
candidate-candidate crowding was possible, it probably did not play too much of a role in terms 
of substantially lowering the discriminability of the target in the periphery in Experiments 2 and 
3 compared to what was measured in Experiment 1.  
Stimulus dependency 
Experiment 1 showed that the L and offset-L candidates could be reliably differentiated 
even at exposure times of 100ms. We believe this indicates that this information was available to 
the visual system although it was not used to prioritize the deployment of attention in 
Experiments 2 and 3. However, it is possible that our results might be overly dependent on the 
specific types of stimuli we used. Therefore, it might be important to continue to test this 
hypothesis with more varied stimuli. It is indeed possible that there exist some sets of stimuli that 
are similar enough to the target template to be deemed as candidates, yet with sufficiently large 
differences in terms of their similarity to the target that the attentional system might be able to 
use differences in target-candidate similarity to prioritize candidates by similarity. It would be 
challenging, however, to create such a set of stimuli. Whether an item is a candidate or a lure 
depends on whether parallel processing can reject that item as a non-target given the processing 
limitations of peripheral vision. Although this is mainly determined by the features of the 
stimulus, an important factor is also the location of the stimulus in the visual field. A stimulus 
could act like a candidate in the far periphery but act like a lure in the near periphery, where the 
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resolution of parallel processing might be sufficient to reject it as a distractor. Thus, in such sets 
of stimuli, any observed prioritization would have to be carefully assessed so that it might not be 
confused with eccentricity effects (leading to better rejection of candidates near fixation).  
It is also a limitation that candidate similarity was defined only in the shape dimension 
(candidates had the same color as the target). We could have run the same experiments defining 
candidate similarity in the color dimension (and keeping target and candidates shapes identical). 
There is often a sense that color is “special” in terms of its ability to guide attention. Therefore, 
one might be concerned that the results are unique to the way we designed our stimuli, perhaps 
because participants could have first tuned to color to reject lures and then tune to shape to try to 
tackle the candidates. This sequential tuning of attention to different feature dimensions might 
somehow impact how well prioritization can be achieved. However, recent work from our lab 
helps assuage these concerns. In Buetti, Xu, and Lleras (2019), we demonstrated that when a 
target differs from lures across both color and shape, search is not “guided” first by color then by 
shape. Using stimuli very similar to the ones used here, Buetti et al. (2019) demonstrated that 
search for a target defined by a given color and shape is perfectly predicted by the degree of its 
color distinctiveness (evaluated when all shapes are identical, on a separate group of participants) 
and shape distinctiveness (evaluated with all colors are identical, also on a separate group of 
participants), simultaneously. This simultaneous and independent computation of color and 
shape distinctiveness occurs even when one feature dimension (say color) carries a much more 
distinctive signal than the other (shape). Performance on 90 different conditions (mixing 
different types of colors, shapes and set sizes) were almost perfectly predicted by this 
simultaneous color+shape guidance account. Therefore, in spite of intuitions that might suggest 
that in tasks such as the one we used here one feature (color) is prioritized more or before the 
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other (shape), what actually happens is that the visual system is computing both color and shape 
differences simultaneously (maybe over different brain regions) and using a combined 
distinctiveness signal to “guide” attention (rejecting lures, direct attention towards candidates). 
Thus, given that both color and shape distinctiveness signals are computed simultaneously and 
combined together to guide attention irrespective of which feature dimensions carries a larger 
distinctiveness signal, we feel confident that the results would have been similar had we used 
color to define candidates (rather than shape). 
In terms of generalizability, it would also be important to test our results with images that 
are more complex (e.g., photos of real-world stimuli) and also to explore presentation of these 
stimuli in more complex, realistic backgrounds (as opposed to black backgrounds). While we 
believe there is no clear reason why our results would not generalize well to those stimuli, the 
increased visual complexity of these images would move us closer to ecologically valid vision.  
Conclusion 
 In a series of experiments, we demonstrated that the idea that attentional scrutiny 
prioritizes items in terms of decreasing target-distractor similarity is incorrect. Attention does not 
prioritize items in a top-to-bottom manner. For items that are potential targets (i.e., candidates in 
our terminology), attentional scrutiny occurs at random (or at least in a manner that is not 
ordered by target-distractor similarity). Furthermore, counter to the standard top-to-bottom 
prioritization account, processing items that are quite dissimilar to the target (i.e., lures) and 
therefore ought to never impact performance are in fact processed by (distributed) attention, 
results in systematic time costs involved in rejecting those items. These results are in line with 
the Target Contrast Signal Theory: items are instead rejected in a bottom-to-top manner, in 
reverse order of their similarity to the target. This orderly rejection process continues up to the 
52 
 
point where the visual system is unable to reject target-similar items with sufficiently high 
confidence because of limitations in peripheral processing. That being said, there are certainly 
other sources of attentional guidance that may play a role in directing attention to likely target 
locations that are not similarity-based. For example, contextual cueing, rewards, and top-down 
strategies have been shown to reduce search times (Chun & Jiang, 1998; Kristjánsson et al., 
2010; Smilek et al., 2006). We propose that in the absence of such sources of information, 
attentional scrutiny is best characterized by a random process rather than one that involves a top-
down similarity-based prioritization that starts with the most target-similar distractors and moves 








Lures Candidates Mean accuracy (%) Mean RT (ms) 
Low 0 4 97.8 1132 
8 98.0 1465 
24 4 97.5 1357 
8 97.0 1652 
High 0 4 94.6 1541 
8 89.9 2214 
24 4 94.3 1732 
8 90.7 2422 
Mixed 0 4 95.3 1350 
8 93.5 1859 
24 4 94.7 1586 
8 92.5 2028 
 
Table 2.2. Accuracy broken down by condition for Experiment 2. Slower conditions also had the 




Trial type  
(target presence) 
Candidates Mean accuracy (%) Mean RT (ms) 
Low Absent 4 98.9 1192 
8 99.4 1766 
Present 4 96.1 1260 
8 93.3 1450 
High Absent 4 95.6 2018 
8 91.9 3400 
Present 4 87.2 1638 
8 83.6 2226 
Mixed Absent 4 95.7 1750 
8 94.6 2954 
Present 4 91.6 1452 
8 89.8 1880 
 
Table 2.3. Accuracy broken down by condition for Experiment 3. Slower conditions also had the 






WHAT HAPPENS TO THE LOCATION INFORMATION OF ITEMS DISCARDED 
DURING PARALLEL PROCESSING?3 
 
Contextual cueing is a phenomenon in visual search tasks whereby response times are 
faster in displays where contextual information is repeated compared to novel displays. As the 
name suggests, there are two elements in Contextual Cueing. Context refers to information that 
co-occurs with the target, such as the spatial layout (Chun & Jiang, 1998), identity (Chun & 
Jiang, 1999; Goujon, Didierjean, & Marmèche, 2007), or motion trajectory (Chun & Jiang, 1999) 
of the stimuli in the search display. Cueing refers to the guidance of attention. Contextual cueing 
thus refers to situations in which attention is guided by the contextual information that has been 
learned. Most often, the context is the spatial layout of the stimuli in the search display (Chun, 
2000; Lleras & Von Mühlenen, 2004; Rosenbaum & Jiang, 2013). In these experiments, half of 
the search displays are repeated (i.e. the spatial layout of the search stimuli remains identical 
throughout the experiment), while the other half are novel (i.e. the spatial layout is randomly 
generated each time). Response times to repeated displays are faster than to novel displays, 
suggesting that observers learn the context, which allows their attention to rapidly move to the 
target location. 
 Selective attention is thought to be necessary for the development of Contextual Cueing 
(Jiang & Chun, 2001). In a series of experiments, observers were asked to search for a target 
with a pre-defined color among distractors of the same color (“candidates”) or a very different 
 
3 Chapter 3 was published in 2019 in Visual Cognition under the title “Distractor rejection in 
parallel search tasks takes time but does not benefit from context repetition”.  
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color (“lures”)4. All distractors shared the same shape. In Experiment 1, the spatial layout of the 
candidates was repeated while that of the lures was random. Contextual Cueing was observed 
even though only half the context was repeated, suggesting that attention to relevant distractors 
was sufficient for the effect to emerge. In the reverse scenario when the spatial layout of the lures 
was repeated but the one for the candidates was random, evidence for Contextual Cueing was 
mixed. Specifically, in Experiment 2, no Contextual Cueing was observed when only the lures, 
which were thought to be ignored by attention, were repeated while the candidates were random. 
Interestingly, in Experiment 3, a small effect was observed in such displays. One possible 
explanation, as the authors pointed out, could be that Experiment 3 included trials in which both 
candidates and lures were repeated. This could have led to observers paying attention to both 
lures and candidates because of the potentially useful source of information from the lures when 
they were repeated along with the candidates. This was confirmed in Experiment 4: when the 
search was made harder such that observers had to divert more attentional resources to the 
candidates, repeating the lure context once again failed to produce a Contextual Cueing effect. 
This was the case presumably because observers did not have enough leftover resources to attend 
to the lures. Taking all experiments together, Jiang and Chun (2001) argued that Contextual 
Cueing is dependent on selective attention. Importantly, the authors argued that the attentional 
process in these tasks with both candidates and lures is markedly different from the standard 
Contextual Cueing paradigm where all distractors are candidates. They argued that in candidate-
 
4 Jiang and Chun (2001) referred to these as the “attended” and “unattended” color respectively. 
However, we prefer to use the term “candidate” to describe a distractor that is very similar to the 
target such that selective attention is required to distinguish it from the target, and the term “lure” 
to describe a distractor that is sufficiently different from the target such that the visual system 
can distinguish it from the target in peripheral vision without the need for focused selective 
attention (Buetti et al., 2016; Lleras, Buetti, & Mordkoff, 2013; Neider & Zelinsky, 2008)  
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only displays, candidates are attended to by selective attention before being rejected (e.g. Duncan 
& Humphreys, 1989; Jiang & Chun, 2003; Treisman & Sato, 1990). On the other hand, in mixed 
displays, lures are first filtered by a pre-attentive process (Palmer, 1995) since they differ from 
the target on at least one salient feature. Selective attention then evaluates and rejects the 
candidates. This process of selecting, evaluating and rejecting candidates in a more focused 
fashion was thus proposed to be the locus of the Contextual Cueing effect. That said, other 
studies found that lure-context repetition can facilitate search (Geyer, Shi, & Müller, 2010; 
Geyer, Zehetleitner, & Müller, 2010; Harris & Remington, 2017; Kunar, Flusberg, Horowitz, & 
Wolfe, 2007). Thus, evidence regarding the contribution of lure context to Contextual Cueing is 
mixed. We will return to this issue in the General Discussion.  
  The goal of the present study is to re-examine the role of lure-context repetition on 
Contextual Cueing, given the somewhat mixed results in Jiang and Chun’s (2001) study, as well 
as the conflicting evidence from other studies (e.g. Geyer, Shi, & Müller, 2010; Geyer, 
Zehetleitner, & Müller, 2010; Harris & Remington, 2017; Kunar, Flusberg, Horowitz, & Wolfe, 
2007). One difficulty in Jiang and Chun’s (2001) design (Experiment 2) arises from the fact that 
when lure-context was repeated, displays also contained candidates whose locations were not 
repeated. Thus, the entire display context was varying on each presentation. Further, because 
candidates attract focused attention (and lures do not), varying the locations of the candidates 
might overwhelm whatever guiding influence the lure-context might be exerting on attention. 
This might explain why in their Experiment 3, Jiang and Chun found the largest Contextual 
Cueing effect when both candidate- and lure-context repeated compared to when only candidate-
context was repeated. Perhaps the repetition of candidate-context facilitates the learning of the 
repeated lure-context.  
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Another difficulty of the design was the use of lures that were letter-like (Ls). While it is 
tempting to say that Ls of a non-target color are unattended, there is strong evidence that letters 
are compulsory stimuli (Teichner & Krebs, 1974), and as such, focused attention to these stimuli 
might be stronger than to non-letter lures. Furthermore, no direct evidence was provided that the 
lures were unattended. In fact, by their shape, the letter lures were very similar to the candidates 
and the target. Finally, Jiang and Chun’s result that when search was hard (Experiment 4), lure-
repetition did not impact Contextual Cueing is not conclusive. Indeed, such a null result is also 
consistent with the idea that, in this harder search condition, the region of the display that is 
processed in parallel might consist of a very small region around fixation (Hulleman & Olivers, 
2017; Lavie, 2010; Lleras, Wang, Ng, Ballew, & Buetti, revise and resubmit). In sum, it remains 
unclear whether or not repeating lure-contexts during a search task can produce meaningful 
benefits to reaction time.   
A second motivation for the current study comes from a recent model of visual search 
that proposes that the rejection of lures is not a pre-attentive process of filtering but instead an 
active process of rejection (Buetti, Cronin, Madison, Wang, & Lleras, 2016; Lleras et al., revise 
and resubmit). According to the Target Contrast Signal Theory, visual search is a two-stage 
process. The aim of the first stage is to reject as many distractors as possible in parallel. Given 
the resolution and processing limitations of vision, only distractors that are sufficiently different 
from the target template are rejected in this stage. We refer to those stimuli as lures. This lure 
rejection process occurs through a parallel process, whereby evidence accumulates stochastically 
towards a non-target threshold at all locations across the search display simultaneously. The 
greater the visual difference between the item and the target template, the faster the evidence 
accumulation unfolds and, consequently, the faster the rejection of lures. Importantly, this 
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evidence accumulation process is both stochastic and (mostly) independent (see Lleras, Wang, 
Madison & Buetti, 2019; Wang, Buetti & Lleras, 2017). The completion time of each individual 
lure is thus not dependent on the number of stimuli in the display; that said, identical lures that 
are in close proximity to each other do tend to speed up each other’s rejection, (Lleras et al., 
2019). Because of the stochastic nature of this parallel accumulation process, reaction times 
increase logarithmically as a function of lure set size (Townsend & Ashby, 1983): the addition of 
each lure brings with it the possibility that its processing time will exceed the current maximum 
processing time of the other lures. Thus, even when all elements are processed at the same 
average rate in parallel, the completion time for a set of those elements will be determined by the 
total number of elements in the set. Furthermore, Buetti et al. (2016) demonstrated that the slope 
of the logarithmic function is determined by target-lure similarity, and Lleras et al. (revise and 
resubmit) proposed that the rate of evidence accumulation is determined by the magnitude of the 
contrast signal between the target and the lure. It should be noted that the lure rejection process is 
quite different from the pre-attentive filtering process that has often been associated with stage 
one filtering (Palmer, 1995). Indeed, pre-attentive filtering (the concept used by Jiang and Chun, 
2003) is supposed to be insensitive to the set size of filtered items (see also e.g., Duncan & 
Humphreys, 1989; Eckstein, Thomas, Palmer, & Shimozaki, 2000; Verghese, 2001; Wolfe, 
2006), whereas our recent work shows that lure set size does impact reaction times.  
The output of the first stage of processing is a list of non-rejected locations, that is, the 
list of locations containing items that are so similar to the target that peripheral vision cannot 
confidently discard them as non-targets. We refer to those items as candidates. Because 
candidates are similar to the target, the target-contrast signal that accumulates at those locations 
is very small and does not reach threshold. During the second stage of processing, focused 
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attention (and/or eye movements) is then directed towards these candidate locations in order to 
find the target. This stage of attentional scrutiny is characterized by a linear (rather than 
logarithmic) increase in response times as a function of set size. In this respect, the Target 
Contrast Signal Theory shares the same interpretation of stage-two linear search slopes with 
most models and theories of visual search (Treisman & Gelade, 1980; Wolfe, 2007). 
In sum, according to the Target Contrast Signal Theory, lures do not get filtered out en 
masse by a pre-attentive process (see also, Lleras, Wang, Madison, & Buetti, 2019). Rather, all 
items in a search display, including lures, are processed in parallel, producing significant and 
systematic processing costs. Recent work also confirmed that the theory is successful at 
predicting search performance in novel heterogeneous displays (displays containing multiple 
different types of lures) based on search performance in simple homogeneous displays 
(containing only one type of lure), across participants (for displays with geometric shapes see 
Lleras, et al., 2019; for displays with real-world objects see Wang, Buetti, & Lleras, 2017).  
Finally, recent studies have confirmed that the logarithmic nature of the search functions were 
not due to low-level confounds like crowding (Madison et al., 2018), cortical magnification 
(Wang et al., 2018) or eye movement artefacts (Ng et al., 2018). 
Given this new understanding regarding how lures are rejected, it is important to re-
examine the effect of lure-context repetition. Here, we used lure stimuli that are clearly different 
from candidates (as in Buetti et al., 2016), and we also manipulated lure set size to better 
characterize the lure rejection process in the presence of context repetitions. As we will review in 
the General Discussion, using stimuli that are clearly not the target (i.e., lures) is crucial for 
getting clear evidence from the experiments regarding the contribution of these stimuli to 
performance (not just Contextual Cueing). Having “unattended” stimuli that are too similar to the 
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target (as has been done before) may lead to a mix of results, depending on the position of those 
items in the display: items close to fixation might be discarded in parallel, whereas items in the 
periphery might not, or not consistently so. Thus, stimuli selection is critically important to avoid 
mixed results. Further, a fine manipulation of lure set size will also help us have a good and 
stable estimate of the lure-rejection process (Buetti et al., 2016) and evaluate whether or not this 
process is impacted by context repetition.   
Experiment 1 is an initial investigation to select the candidate set size in the subsequent 
experiments and provide a baseline estimate of Contextual Cueing in our population, using our 
methodology. Experiment 2 will examine context-repetition effects in displays where both 
candidates and lures are repeated, and Experiment 3 will evaluate context-repetition effects in 
lure-only displays. Finally, in the Contextual Cueing literature, there is ample evidence that 
participants are at chance at identifying the displays that were repeated throughout the 
experiment (e.g., Chun & Jiang, 1998; Colagiuri & Livesey, 2016; Jiang & Chun, 2003; but see 
Annac et al., 2019 for recent evidence showing explicit memory of one or two target locations). 
That said, we were interested in investigating whether participants would have a better memory 
for the repeated lure displays; perhaps these relatively easier-to-process displays might be more 
memorable than candidate-only displays (Khosla, Raju, Torralba, & Oliva, 2015). All code and 
data can be found on the Open Science Framework (Ng, Buetti, Dolcos, Dolcos, & Lleras, 2019).  
Experiment 1 
The goal of this experiment was to identify what is a small number of candidates that, 
when repeated, can produce reliable Contextual Cueing effects. This is necessary because when 
lures are introduced into the displays in subsequent experiments, the set size of lures will be 
varied across a wide range. The manipulation of lure set size across a wide range of values is 
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necessary to observe the logarithmic increase in RT as a function of set size that indexes parallel 
evidence accumulation processes (see Buetti et al., 2016 for details).  
Methods 
Participants 
 All participants were recruited from the subject pool from the University of Illinois at 
Urbana-Champaign. Participants were given course credit for taking part in the experiment. All 
participants were tested with the Ishihara color plates and determined to be non-colorblind. All 
participants also had normal or corrected-to-normal vision. We aimed to collect 20 participants 
per experiment. This sample size was chosen after a power analysis based on previously 
published work which demonstrated that 20 participants are sufficient to be able to reliably 
measure the separate contributions of candidate and lure stimuli to reaction times with 80% 
power (Buetti et al., 2016). Although no lures were used in Experiment 1, we chose this number 
to have identical sample sizes across the three experiments reported in this paper.   
Stimuli and apparatus 
 The target was a red letter T that was rotated 90 degrees either clockwise or anti-
clockwise. Participants had to respond to the target orientation. The distractor stimuli were red 
letter ‘L’s rotated either 0, 90, 190, or 270 degrees clockwise. The experiment was programmed 
and ran in MATLAB using the Psychophysics Toolbox (Brainard, 1997; Kleiner, Brainard, & 
Pelli, 2007). 
  In each search display, the stimuli were distributed across a 6-by-6 grid. There were a 
total of 12 displays (six for set size 4 and six for set size 8) that were repeated throughout the 
entire experiment. Each of these 12 repeated displays had unique target locations. A separate set 
of 12 target locations, which did not overlap with those in the repeated displays, was randomly 
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selected and served as the target locations for the novel displays. This was done to equate target 
location probability between the repeated and novel displays. The novel displays were never 
repeated and were checked against the repeated displays to ensure that there were also no 
repeats. All stimuli were presented against a 1024 x 768 pixel black background on a 22-inch 
(400mm x 300mm) cathode ray tube monitor with a refresh rate of 85Hz. Participants viewed the 
display, unrestrained, from a distance of approximately 60cm, and were allowed to freely move 
their eyes during the task.  
Design and procedure 
 There were two within-subject independent variables: display type (repeat or novel) and 
set size (4 or 8). Participants viewed 25 blocks of 24 trials each, for a total of 600 trials. In each 
block, half the trials were repeated while the other half were novel. Within the repeated and 
novel trials, half were set size 4 while the other were set size 8. There was thus a total of 4 cells, 
with 150 trials in each cell. Trial order was randomized. 
 The participants’ task was to find the oriented T target and report whether it was pointing 
to the right or to the left.  Before the start of the experiment, participants were also presented 
with the following instructions aimed at improving the likelihood of obtaining Contextual 
Cueing (Lleras & Von Mühlenen, 2004):  
 The best strategy for this task, and the one that we want you to use in this study, is to be 
as receptive as possible and let the unique item "pop" into your mind as you look at the screen. 
The idea is to let the display and your intuition determine your response. Sometimes people find 
it difficult or strange to tune into their “gut feelings”, but we would like you to try your best. Try 
to respond as quickly and accurately as you can while using this strategy. Remember, it is very 
critical for this experiment that you let the unique item just ‘pop’ into your mind. 
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 The experiment began with a block of six practice trials to familiarize the participant with 
the experiment and to emphasize the passive instructions. Recording of experimental data began 
after the practice block after the participant acknowledged that they were ready to begin by 
pressing the left or right arrow key. Each trial began with a fixation cross that lasted 1000ms, 
after which the search display appeared. Participants had 5 seconds to respond to the identity of 
the target by pressing the left arrow when the T was rotated to the left (90 degrees anti-
clockwise), or the right arrow when the T was rotated to the right (90 degrees clockwise). A loud 
beep was provided when an incorrect response was made or when no response was made after 5 
seconds; no feedback was provided for correct responses. Each trial terminated when a response 
was made, or when 5 seconds passed without any response. A blank screen was then presented 
for 1 second before the next trial.  
 At the end of the experiment, participants were presented with two questions. They were 
first asked: “Some of the trials had the same arrangement of objects in the display. Did you 
notice?”. Participants responded either “yes” or “no”. After which, the next question was 
presented: “'What proportion of trials do you think had repeated spatial arrangements?”. 
Participants responded by entering a number between 0 and 100 on the keyboard.  
Results 
 Analyses for all experiments were conducted in R (R Development Core Team, 2008). 
Data for all experiments can be found on the Open Science Framework (https://osf.io/zwxbh/). 
For each participant, response times (RTs) beyond 2.5 standard deviations of each condition 
were excluded from analyses. Trials on which participants made an error were also excluded. 
This led to the removal of 4.4% of trials. No participants had to be replaced in this experiment. 
64 
 
To increase the signal-to-noise ratio, the data was split into 5 epochs of 5 blocks each, 
with a total of 30 trials per cell per epoch (Jiang & Chun, 2003). A 2 (display type) by 2 (set 
size) by 5 (epoch) repeated measures ANOVA on RT was performed. RTs were slower for novel 
(M = 837 ms, SD = 192 ms) compared to repeated (M = 799 ms, SD = 164 ms) displays, F(1, 19) 
= 5.09, p = .0361, ωp² = .163. RTs were faster with four (M = 723ms, SD = 121ms) compared to 
eight (M = 914ms, SD = 178ms) candidates, F(1, 19) = 126.81, p <.001, ωp² = .857. Lastly, RTs 
decreased as a function of epoch (from epoch 1 to 5: M = 863, 832, 819, 794, 782 ms, SD = 197, 
188, 180, 164, 158 ms), F(4, 76) = 10.48, pc  = .0033, ε = 0.472, ωp² = .319. Two interactions 
were marginally significant, suggesting that the design could be under-powered to detect these 
more subtle effects: display by epoch, F(4, 76) = 2.38, p = .0593, ηp²= .111, and set size by 
display, F(1, 19) = 3.47, p = .0779, ηp² = .154.  The interaction of set size by epoch was not 
significant, F(4, 76) = 1.66, p = .169, ηp²² = .0803, and the three-way interaction between set 
size,  display, and epoch, F(4, 76) = 0.55, p = .702, ηp² = .0281 was also not significant. 
 
Figure 3.1. Response times for novel displays (solid lines) were significantly longer than for 
repeated displays (dashed lines), for both set size 8 (orange circles) and set size 4 (black 
triangles) in Experiment 1. The average magnitude of the Contextual Cueing effect was larger in 




 At the end of the experiment, 25% of the participants responded “yes” when they were 
asked whether they noticed that some displays were repeated throughout the search experiment. 
On average, these participants estimated that 32.4% of the displays were repeated.  
In sum, Experiment 1 showed that the Contextual Cueing effect was observed both with 4 
and 8 candidates. The effect was greater with 8 candidates compared to 4 candidates (61 vs. 
15ms on average) and thus we decided to use 8 candidates in Experiment 2, to maximize the 
chances of obtaining a Contextual Cueing effect driven by the repetition of the candidates, so 
that we could examine whether the magnitude of this effect is impacted by the repetition of the 
lures. 
Experiment 2 
 The goal of Experiment 2 was to examine the effect of lure-context repetition on 
Contextual Cueing. In Experiment 2 we used 8 candidates on every display, while varying the 
number of lures. In old displays, both candidate and lure stimuli were repeated. In novel 
displays, both candidate and lure locations were randomly determined and never repeated. In 
contrast to Jiang and Chun (2001), the lure stimuli we used were simple geometric shapes 
(orange diamonds) that were neither letter-like nor similar in shape to the candidates. Buetti et al. 
(2016) showed that these lures are rejected in parallel when searching for a T target amongst L 
candidates (in novel displays), producing logarithmic processing costs. If lures are processed in 
parallel in repeated displays, as proposed by the Target Contrast Signal Theory, response times 
should increase logarithmically as a function of lure set size (Buetti et al., 2016). In contrast, if 
lures are filtered out by a pre-attentive process, then there should be no effect of lure set size on 
response times (Duncan & Humphreys, 1989; Palmer, 1995; Treisman & Sato, 1990).  
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From the perspective of the Target Contrast Signal Theory, it is unclear what the fate of 
lures that are rejected in parallel is with regard to Contextual Cueing. One possibility is that since 
lures undergo an active process of evidence accumulation, their locations might be implicitly 
learned and form part of the spatial context that determines Contextual Cueing. If this is the case, 
then the time taken for evidence accumulation in stage one of visual search should be shorter for 
repeated compared to novel displays. This would be observed in shallower logarithmic slopes, 
which are an index of the time taken for evidence accumulation in stage one (Buetti et al., 2016; 
Ng et al., 2018). It should be noted that Kunar and colleagues (Kunar et al., 2007) reported that 
the Contextual Cueing effect did not manifest in search slopes between repeated and novel 
displays. However, the search slopes that they examined concerned stage-two processing: the 
linear cost to process and reject candidate stimuli. Traditionally, search slopes are viewed as a 
proxy for the efficiency of selective attention in the second stage of visual search. Shallower 
search slopes indicate shorter processing times per item (or per group of items) or fewer 
attentional shifts before the target is found, indicating a more efficient search process (Treisman 
& Gelade, 1980; Treisman & Gormican, 1988; Wolfe & Horowitz, 2004). Thus, these linear 
search slopes are fundamentally different from the logarithmic search slopes that characterize the 
evidence accumulation process, which are the focus of Experiment 2.  
A second possibility is that, since lures are discarded prior to the attentional scrutiny of 
individual items, it is also possible that they will not contribute to Contextual Cueing. That is to 
say, what determines the “context” in Contextual Cueing might be the list of candidate locations 
only (i.e., the list of locations where contrast-evidence accumulators did not reach the non-target 
threshold). This latter possibility is consistent with Jiang and Chun’s (2001) proposal that 
Contextual Cueing is determined by the set of locations that are “selectively attended”.  
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Finally, from the perspective of the Target Contrast Signal Theory, it seemed important 
to evaluate whether or not the parallel lure rejection process would improve when lure context is 
repeated. For example, imagine a situation where an observer might learn through repetition that 
the target never appears in the upper left quadrant of the display. Having this information 
available during the initial parallel accumulation process might allow for faster rejection of 
stimuli that appear in that quadrant by either reducing the non-target threshold or increasing the 
evidence accumulation rate in that part of the display. This would be the equivalent of quickly 
rejecting (or even ignoring) paintings on the wall when looking for a set of keys on nearby tables 
and shelves. Note that prior evidence that search rates are not systematically improved in 
contextual cuing experiments (Kunar et al., 2007) does not necessarily imply that logarithmic 
search rates will also fail to improve in contextual cueing. Indeed, as reviewed above, the 
logarithmic and linear functions index distinct forms of distractor rejection and are mostly 
independent of one another (Buetti et al., 2016).  
Method 
 Twenty participants were recruited from the same subject pool as Experiment 1. These 
participants did not take part in any of the other experiments in this paper. The sample size was 
determined by a previous power analysis that showed that 20 participants were sufficient to 
detect separate lure and candidate effects with 80% power (Buetti et al., 2016). All methods are 
identical to Experiment 1, except for the following changes: in addition to the candidate Ls, there 
were symmetric orange diamonds (lures). Each display always contained 8 candidates. There 
were 4 different lure set sizes: 0, 5, 10, 20. As such, there were 3 repeated displays per set size 
and a total of 12 repeated displays throughout the entire experiment. In the repeated displays, 
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both lures and candidates, as well as the target, were always in the same location.  A sample 
display is shown in Figure 3.2. 
 
Figure 3.2. Example displays for Experiments 1-3 (from left to right). The target in all three 
experiments was a red letter T rotated 90 degrees clockwise or anti-clockwise. In Experiment 1, 
the distractors were all candidates (red letter Ls). In Experiment 2, the distractors were either 
candidates (red letter Ls) or lures (orange diamonds). In Experiment 3, the distractors were all 
lures (orange diamonds). Stimuli in the figures are enlarged for clarity. 
 
Results 
For each participant, response times beyond 2.5 standard deviations of each condition 
were excluded from analyses. Trials on which participants made an error were also excluded. 
This led to the removal of 3.4% of trials. No participants had to be replaced in this experiment. 
All analyses, in this and the following experiments, were conducted in R (R Core Team, 2018). 
A 2 (display type) by 4 (lure set size) by 5 (epoch) fully within ANOVA was performed. 
RTs for novel (M = 990 ms, SD = 174 ms) displays were slower than for repeated (M = 953 ms, 
SD = 178 ms) displays, F(1, 19) = 4.64, p = .0443, ωp² = .148 . RTs increased with lure set size 
(set size 0, 5, 10, 20, respectively: M = 916, 962, 978, 1030 ms, SD = 152, 183, 167, 185 ms), 
F(3, 57) = 9.68, p <.001, ωp² = .299, and decreased as a function of epoch (from epoch 1 to 5: M 
= 1042, 981, 947, 953, 935 ms, SD = 189, 164, 165, 172, 174 ms),  F(4, 76) = 12.17, pc  < .001, ε 
= .585, ωp² = .356. The main effects were qualified by a significant display type by epoch 
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interaction, F(4, 76) = 6.80, p < .001, ωp² = .223. Follow-up paired t-tests revealed that RTs for 
repeated displays were faster than for novel displays only in the last two epochs (Table 3.1), after 
adjusting the p-value to .01 (= .05/5, Bonferroni correction). The interactions between set size 
and display and between set size and epoch were not significant, F(3, 57) = 0.24, p = .868, ηp² = 
.0125; and, F(12, 228) = 1.12, p = .341, ηp² = .0557, respectively. Importantly, the three-way 
interaction between display type, set size and epoch was not significant, F(12, 228) = 1.34, p = 
.198, ηp² = .0659.  
Epoch t(79) P M (SD) Cohen’s dz 
1 -0.16 .877 - 3 (191) -0.018 
2 1.42 .161 23 (142) .159 
3 2.01 .0482 36 (162) .225 
4 4.65 <.001      * 80 (154) .52 
5 2.88 .00507    * 51 (160) .322 
Table 3.1. Follow-up t-tests for the significant display type by epoch interaction in Experiment 2. 
Asterisks indicate statistical significance at p < .01 (after Bonferroni correction). 
 
 
Figure 3.3. (A) Response times for novel displays (solid lines) were significantly longer than for 
repeated displays (dashed lines) in Epochs 4 and 5. (B) There was no significant difference in 
logarithmic slopes between novel (solid lines) and repeated (dashed lines) displays, indicating 




 To follow up on the absence of a significant effect in the three-way interaction, we used a 
Bayes factor approach. Bayes factors are preferred over null hypothesis testing when the goal is 
to provide evidence for null effects (Rouder, Speckman, Sun, Morey, & Iverson, 2009). To better 
characterize search efficiency, we fitted each subject’s data with a logarithmic function. To 
determine whether the logarithmic RT by set size slopes were meaningfully different between 
the novel and repeated displays, the Bayes factor was calculated for a model with display type as 
a predictor, using the BayesFactor package in R (Morey & Rouder, 2018). The analysis revealed 
moderate evidence (Kass & Raftery, 1995) for the hypothesis that there was no meaningful 
difference in slopes between the novel and repeated displays, BF01 = 3.22. Search efficiency did 
not meaningfully improve with repeated displays.  Finally, given that reliable contextual cueing 
effects emerged only in the last two epochs, it is conceivable that lures could contribute to 
contextual cueing only after sufficient practice with the task. As such, we conducted the same 
analysis on data from only the last two epochs. There was again no meaningful difference in 
slopes between the novel and repeated displays, BF01 = 3.24. 
 At the end of the experimental session, 30% of the participants responded “yes” when 
they were asked whether they noticed that some displays were repeated throughout the search 
experiment. On average, these participants estimated that 32.6% of the displays were repeated 
 (the response from one participant was missing due to a keyboard malfunction). Given that this 
was a fairly imprecise measure of explicit awareness, we refrain from statistical analyses and 
discussing this result in detail. Instead, we will examine the question of context awareness in 
further detail in Experiment 3. 
 In sum, Experiment 2 showed that when a search display contains both lures and 
candidates, the magnitude of the Contextual Cueing effect was not affected by the number of 
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lures even though they contributed to response times. Thus, lures are not filtered out pre-
attentively; they are processed and rejected via an evidence accumulation process, as indexed by 
the logarithmic increase in response time as a function of set size. Yet, the lure rejection process 
in the first stage of visual search did not benefit from repeating the locations where lures were 
presented. This also suggests that the locus of contextual cueing is in the second stage of visual 
search, during which attention is deployed to individual (or a group of) items in a serial fashion. 
If this conclusion is correct and lures indeed do not contribute to Contextual Cueing despite 
being actively processed, then we should not observe any Contextual Cueing with lure-only 
displays. This prediction was tested in the next experiment. 
Experiment 3 
Here, we tested the extent to which the repetition of the spatial configuration occupied by 
lures helps the lure rejection process by evaluating the processing cost of lures. In addition, this 
experiment also included a more precise memory test to assess whether participants had an 
explicit recollection of the repeated displays. Multiple previous studies have shown that memory 
for candidate-repeated contexts is implicit (e.g. Chun & Jiang, 1998; Goujon, Didierjean, & 
Thorpe, 2015; but see Annac et al., 2019), and we wanted to investigate whether participants had 
any memory traces of the repeated lure-only displays. 
Method 
 The sample size was chosen to be the same as in Experiments 1 and 2, based on the same 
power analysis (Buetti et al., 2016). Twenty-two participants were recruited from the same 
subject pool as previous experiments. One subject did not complete the experiment due to a 
computer error. One additional participant was replaced because their average RT was more than 
2.5 standard deviations higher than the group mean. The included participants did not take part in 
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any of the other experiments in this paper. All methods are identical to Experiment 1, except for 
the following changes. All distractors were the orange diamond lures used in Experiment 2. In 
other words, these were lure-only displays (no candidates were ever introduced in this 
experiment). There were 5 different lure set sizes (0, 3, 9, 19, 31). There were 13 instead of 12 
repeated displays: an additional one was included for the target-only condition (lure set size = 0). 
There were 3 repeated displays for each of the non-zero lure set sizes, and one for the target-only 
display (set size 0). Finally, there was also a recognition test at the end of the experiment.  
The recognition test started by asking participants whether they noticed anything unusual 
with the experiment. If they answered ‘Yes’, they were prompted to describe it by using the 
keyboard. Regardless of whether they answered ‘yes’ or ‘no’, they were informed on the next 
screen that some of the displays were repeated and were asked whether they had noticed this or 
not. After which, they were asked what percentage of the trials they thought were repeated. 
Participants were then informed that they would be presented with a recognition test. 
The recognition test consisted of 104 trials in total. Each of the 13 repeated displays was 
presented 4 times, twice with the target rotated 90 degrees clockwise and twice anti-clockwise. 
Thirteen novel displays, which were never presented in the search task, were created. These 
novel displays were also presented 4 times, two with the target rotated 90 degrees clockwise and 
twice anti-clockwise. This was to equate for learning within the recognition task. The target 
location for these novel displays were the same as the target locations for the novel displays in 
the search task to equate for target probability. The recognition test was blocked such that each 
repeated and novel display was presented once before it was presented again.   
On each trial, the display was presented until a response was made. Participants pressed the 
‘z’ key to indicate whether they had seen the display before during the search task, and the ‘/’ 
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key to indicate that the current display was a novel one. Upon response, a confidence rating 
screen was presented. Participants had to indicate their level of confidence in their response, 
ranging from 1 (‘completely guessing’) to 5 (‘completely confident’). Upon response, a blank 
screen was presented for a randomly selected duration between 600 and 800 ms before the next 
trial began.  
Results 
One participant was excluded from analyses as they had a mean RT that was more than 
2.5 standard deviations away from the overall group mean. An additional participant was run to 
replace this subject. Response times beyond 2.5 standard deviations of the mean of each 
participant were excluded from analyses. Trials on which participants made an error were also 
excluded. This led to the removal of 4.5% of trials. 
A 2 (display type) by 5 (lure set size) by 5 (epoch) within-subjects ANOVA was 
performed. RTs increased with lure set size (set size 0, 3, 9, 19, 31, respectively: M = 507, 528, 
548, 561, 570 ms, SD = 110, 80, 77, 84, 83 ms), F(4, 76) = 31.88, p <.001, ωp² = .604. RTs for 
novel (M = 545 ms, SD = 91 ms) displays were not significantly different from repeated (M = 
541ms, SD = 90ms) displays, F(1, 19) = 0.74, p = .401, ωp² = -.0125. RTs did not differ 
significantly between epochs (from epoch 1 to 5: M = 560, 538, 535, 546, 536 ms, SD = 95, 79, 
76, 103, 94 ms), F(4, 76) = 2.17, pc  = .128, ε = .5, ωp² = .0546.  
There was no significant interaction between set size and display, F(4, 76) = 0.72, pc = 
.505, ε = .554, ηp² = .0365; set size and epoch, F(16, 304) = 0.555, p = .71, ε = .279, ηp² = .0394; 
and epoch and display, F(4, 76) = 1.15, p = .342, ηp² = .0571. The three-way interaction between 
display type, set size and epoch was also not significant, F(16, 304) = 0.553, pc = .917, ε = .262, 
ηp² = .0283. 
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The lack of a significant difference in response times between repeated and novel 
displays suggests that lure processing did not contribute to Contextual Cueing. The Bayes factor 
for a model with display type as a factor indicated that there was strong evidence (Kass & 
Raftery, 1995) that the response times for repeated and novel displays were not meaningfully 
different, BF01 = 10.961. 
 
Figure 3.4. Response times (in ms) as a function of lure set size for Experiment 3. Repeated 
displays are represented by the solid line, while novel displays are represented by the dashed 
line. (A) Response times did not significantly differ with epoch or display type. (B) Although 
response times increased logarithmically as a function of set size, suggesting that lures were 
processed, there was no statistically significant Contextual Cueing effect. Error bars indicate the 
standard error of mean. 
 
At the end of the experimental session, only one participant responded “yes” when asked 
whether they noticed anything strange about the experiment but did not elaborate. This 
participant estimated that 2% of the displays were repeated. 
We next turn to the results of the recognition test. First, one-sample t-tests were 
conducted for each of the lure set sizes (0, 3, 9 ,19, 31) to determine whether d’ was significantly 
different from zero, considering recognition performance across the four memory blocks (Table 
3.2). Furthermore, the same analysis was conducted on the first block only. It is indeed possible 
d’ decreased throughout the testing as participants may have become confused as to whether they 
recognized the displays from the search task or the previous presentations during the recognition 
75 
 
test itself (Table 3.2). Aside from the no lure condition, none of the comparisons were 
statistically significant, suggesting that participants did not report any conscious awareness of the 
repeated displays.  
Overall recognition performance (four presentations) 
Lure set size t(18) P d’ Cohen’s dz 
0 2.21 .0407 .457 .507 
3 -0.73 .478 -0.0709 -.166 
9 -0.27 .794 -0.02 -.061 
19 -0.16 .874 -0.0168 -.0369 
31 1.86 .08 0.127 .427 
Recognition performance during the first presentation 
Lure set size t(18) P d’ Effect size 
0 3.02 .0073      .484 .694 
3 -1.42 .172 -0.132 -.326 
9 -1.18 .253 -.102 -.271 
19 -0.38 .71 -0.0528 -.0872 
31 0.039 .969 0.00558 .00895 
Table 3.2. d’ for the recognition test in Experiment 3, collapsed across the four blocks (top) and 
for the first block only (bottom). Aside from the no-lure condition, all other d’s were not 
significantly different from zero, suggesting that there was no conscious awareness of the 
repetitions of lure-context displays. 
 
 Finally, we also examined the possibility that some displays were explicitly recognized. 
Out of the total two hundred and twenty-eight lure-context displays that were repeated 
throughout the experiment across all nineteen participants (twelve lure-context displays times 19 
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participants), forty displays (17.5%) had a perfect accuracy score in the recognition test: fifteen 
participants indicated that they had seen at least one display during the search task on all four 
presentations during the recognition test. The mean confidence rating for these displays was 3.59 
out of 5 (the average for all other repeated displays was 2.94). This seems to suggest that there is 
at least some percentage of displays that were explicitly recognized by participants, which is 
consistent with recent evidence from Annac et al. (2019) showing explicit awareness of a small 
subset of target locations in Contextual Cueing.  
Between-experiment comparison on the awareness of repeated displays 
 The percentages of participants who reported awareness of repeated displays in 
Experiments 1,2, and 3 were 25%, 30%, and 5% respectively. A chi-square test of independence 
revealed that noticing rates were not significantly different across the three experiments, χ2(3, N= 
59) = 4.09, p = .13.  
General Discussion 
The goal of the present study was to evaluate whether repeating lure contexts over time 
would produce a similar Contextual Cueing effect to that observed when candidate contexts 
repeat. Even though the lure stimuli used in the present study were clearly distinguishable from 
the target, it took participants close to 100 ms to reject them. Experiments 2 and 3 showed 
converging evidence that lure-context repetition does not in fact contribute to Contextual Cueing. 
These results are consistent with the findings in Jiang and Chun (2001). That said, what is novel 
in our study is that in spite of the fact that lure-context repetition does not produce a Contextual 
Cueing effect, we showed evidence that lures were indeed processed and produced significant 
costs on reaction time (about 50-100 ms, comparing the zero lure condition to the largest lure set 
size condition; see Figure 3.2 and 2.3). Thus, this finding goes against theories that assume that 
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since lures are filtered out pre-attentively, or are “unattended”, rejecting them carries no 
processing cost. In terms of the mechanistic locus of Contextual Cueing, the results imply that 
Contextual Cueing emerges late, after lures have been discarded from a scene, in what is often 
referred to as the second stage of visual search (e.g. Treisman & Gelade, 1980; Wolfe, 2006). 
Importantly, the fact that it took time to process and reject lure stimuli demonstrates that all 
locations in the display were processed initially (in parallel). Yet, it is not this entire set of 
locations that constitutes the spatial context of Contextual Cueing. Only the subset of locations 
that are not rejected during parallel processing will form the memory basis that leads to the 
facilitation in Contextual Cueing. This conclusion is in broad agreement with Jiang and Chun 
(2001), who suggested that contextual information is learned only for distractors that undergo 
processing by selective attention. This conclusion is also somewhat consistent with Geyer, 
Zehetleitner, and Müller (2010), who proposed the target receives a boost in activation when 
there is a match between the overall-saliency map produced by the current search display and a 
pattern of activation in the salience map that has been seen before (stored in memory). However, 
since we did not find any evidence of lures contributing to Contextual Cueing (even though they 
contributed to overall reaction time), it appears that the map stored in memory in Geyer et al.’s 
account would not include a representation of the lure locations. This suggests that it is not the 
overall salience map that is remembered and gives rise to Contextual Cueing, but rather a lower 
level map, perhaps a feature map that only contains the pattern of activation where candidate 
features are located.      
Coupled with the fact that memory for repeated displays is implicit in typical Contextual 
Cueing experiments, the current results suggest that Contextual Cueing might be a form of 
procedural knowledge: given a set of locations to attend to (the list of non-rejected locations), the 
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visual system is faced with a series of decisions regarding the order in which these locations are 
to be inspected by the eyes/attention. Studies which examined eye movements in Contextual 
Cueing seem to support this interpretation. Observers make fewer fixations in repeated compared 
to novel displays (Beesley, Hanafi, Vadillo, Shanks, & Livesey, 2018; Tseng & Li, 2004). These 
fewer fixations were in fact associated with longer fixation durations, suggesting that context 
repetition aids in the planning of eye movement decisions rather than the speed at which items 
are processed (Zang, Jia, & Müller, 2015). Thus, the benefit of repetition might be to lessen the 
demands on this procedural decision process and to improve performance as the same set of 
contexts repeat over and over throughout the experiment (Sewell, Colagiuri, & Livesey, 2018). If 
so, this mechanism might also help explain why there is, at best, a minimal guidance effect of 
context repetition in Contextual Cueing (Kunar et al., 2007). There have only been a few studies 
where the set size of the candidate set is manipulated (Chun & Jiang, 1998; Kunar et al., 2007; 
Kunar, Flusberg, & Wolfe, 2008). If display repetition guided attention towards the target, then 
one would expect an interaction between display repetition and set size (a smaller set size effect 
on repeated displays than on novel displays), which has not been consistently observed (or only 
to a small extent). Thus, perhaps Contextual Cueing is less an attentional effect and more a 
procedural memory effect: the advantage that comes from repeating the same actions/decisions 
over time, just like repetition improves playing the same musical piece on the piano.  
It should be noted, though, that a few studies have found evidence of Contextual Cueing 
in displays containing lures. However, it is unclear whether these studies truly reflect the 
influence of lure-context repetition. Geyer, Zehetleitner, and Müller (2010) reported contextual 
cueing in lure-only displays. In their displays, distractors were always green bars rotated 45 
degrees to the right, while the target could be either a red bar rotated 45 degrees to the right or a 
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green bar rotated 45 degrees to the left. The target was randomly defined on each trial, 
preventing participants from having a specific target template in mind to help them parse the 
display. From the perspective of the Target-Contrast Signal Theory, having a target template in 
mind allows observers to compute and accumulate a “target-contrast signal” at each location in 
the display (i.e., evidence of visual dissimilarity between the target template and the stimuli at 
each location in the display). When observers do not know ahead of time what the target will be 
(i.e., in so-called oddball tasks), there is a large processing cost associated with not knowing 
what contrast to compute at first. This cost is particularly high at low set sizes (when it is unclear 
what elements in the display are the distractors), and results in reaction times that decrease with 
set size (Bravo & Nakayama, 1992; Buetti et al., 2016). Indeed, the type of unknown-target 
search in Geyer et al. (2010) might be closer to oddball search tasks (where RTs decrease with 
set size) than to fixed-target search tasks (as used here, where RTs increase logarithmically with 
set size). In addition, the search display was preceded by placeholders which previewed the 
spatial locations before the distractors appeared; participants presumably attended to the 
placeholders ahead of the presentation of the lures. Thus, it is therefore difficult to conclude 
which context repetition was improving performance: that of the lures or that of the placeholders.  
Other studies reported very small Contextual Cueing effects in lure-only displays (12 - 
33ms; Harris & Remington, 2017; Kunar et al., 2007). In Experiment 2b in Kunar et al. (2007), 
lures (either 8 or 12) were always accompanied by placeholders. The target was a letter T and 
was red in color, as was the placeholder it appeared in. Lures were green letter Ls placed in green 
placeholders. Although they reported a statistically significant Contextual Cueing effect with 12 
lures, the main effect of display repetition was not statistically significant, and the Contextual 
Cueing effect for set size 8 was only marginally significant (p = .09) after collapsing across the 
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last 3 epochs. Thus, the difference across studies could arise either from a false positive result in 
Kunar et al. (2007) or from a lack of power to detect a small effect in the present study. 
However, we believe the latter possibility is less likely than the former. First, we had almost 
twice as many participants than in Kunar et al. (20 vs. 12). Second, Bayes factors analyses in our 
experiments revealed strong evidence for the lack of any effect of lures on Contextual Cueing. 
Therefore, we believe it is more likely that the Contextual Cueing effect detected in Kunar et al. 
(2007) was a false positive. Nevertheless, future experiments should look at the impact of 
placeholder displays on contextual cueing (with and without lures). A final possibility could be 
that some of the lures may have acted as candidates instead. The categorization of a stimulus as a 
lure or candidate is determined by whether the visual system can differentiate it from a target in 
peripheral vision. It is possible that some of the lures in Kunar et al. may have functioned as 
candidates because the stimuli were letters that may be hard to resolve, particularly when they 
are presented far in the periphery. If so, it may have been the context provided by these lures-
acting-as-candidates that contributed to the small Contextual Cueing effect reported in that study.  
 
Considerations for future studies 
The Attentional Engagement Theory (Duncan & Humphreys, 1989) proposes that search 
efficiency is influenced by both target-distractor similarity and distractor-distractor similarity. 
When target-distractor similarity is low, as we have investigated here, search is more efficient. 
When distractor-distractor similarity is low, search is less efficient. Feldmann-Wüstefeld and 
Schubö (2014) examined the latter in a series of Contextual Cueing tasks and reported that 
distractor homogeneity (high distractor-distractor similarity) increased the magnitude of the 
Contextual Cueing effect (or conversely, that distractor heterogeneity decreased Contextual 
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Cueing). Their displays were candidate-only displays, while our study involved lure-only and 
mixed candidate + lure displays. It is unlikely that lure rejection played any role in that study, 
whereas in our study, lure rejection played a critical role in segmenting the display by discarding 
lures and retaining candidate locations. That said, it is interesting to note that in Feldmann-
Wustefeld and Schubo’s study, more Contextual Cueing was observed when distractors were 
more similar to one another. Perhaps when distractor-distractor similarity of candidates is high it 
creates a more coherent spatial context than when distractor-distractor similarity is low. As a 
follow-up to that study, it would be interesting to see whether increasing lure heterogeneity 
would provide a more robust spatial context, and therefore, might allow Contextual Cueing to 
emerge. Indeed, recent findings by Wang et al. (2017) and Lleras et al. (2019) have shown that 
when lure heterogeneity is high, RTs are slowed down in a multiplicative manner (in logarithmic 
space), while lures continued to be rejected in parallel. Thus, future experiments could use lure-
heterogeneous displays to slow down RTs and examine whether Contextual Cueing would 
emerge in these lure-only displays. Incidentally, the findings of Wang et al. (2017) and Lleras et 
al. (2019) challenge the basic premise from the Attentional Engagement Theory that lures are 
grouped and rejected en masse because they demonstrate that lure rejection takes place on a per-
item basis (in parallel) and can be facilitated when identical lures appear in nearby locations.  
There has been considerable debate on whether the Contextual Cueing effect arises from 
an implicit memory trace of the repeated displays (Colagiuri & Livesey, 2016; Goujon et al., 
2015; Schlagbauer, Müller, Zehetleitner, & Geyer, 2012; Vadillo et al., 2016). The results in the 
recognition task in Experiment 3 indicated no overall memory for the repeated-lure contexts, but 
at the same time, display-level analysis suggested perfect memory for a small subset of lure 
contexts. This finding suggests that future studies should consider more precise tests of the 
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memory for repeated displays and a more careful analysis of whether or not explicit memory for 
a subset of displays can drive the overall Contextual Cueing effect. For example, Annac et al. 
(2019) just recently reported evidence that participants may in fact have a small degree of 
explicit memory about the repeated target locations. The authors showed that observers were 
more accurate in explicitly generating the layout (in the target quadrant) of the repeated 
compared to the novel displays. In addition, explicit recognition of the target quadrant in 
repeated displays was enhanced when observers fixated on that quadrant compared to other 
quadrants. Furthermore, this effect was more pronounced when the analysis was limited to the 
subset of displays that produced the contextual cueing effect. Together with our findings, these 
recent findings by Annac et al. (2019) do suggest that in Contextual Cueing participants may 
have an explicit memory trace for at least some of the displays and repeated locations used 
during the experiment. In fact, Smyth and Shanks (2008) reported that Contextual Cueing may 
arise from just one or two instances of repeated displays in the average experimental session. 
That is to say that although twelve contexts are repeated in a typical Contextual Cueing 
experiment, the repetition of just one or two of those displays drive the entire effect in a given 
experimental session. Thus, Contextual Cueing might in fact arise not from procedural implicit 
memory but rather from the explicit recognition of one or two displays in any given experiment.  
A second implication of our findings is that the manner in which stimuli are rejected 
determines whether or not they contribute to the spatial context driving Contextual Cueing. 
When items can be rejected via peripheral vision through parallel processing, the locations of 
these items do not form part of that context. Those items that cannot be rejected in parallel in the 
periphery probably do contribute to that context. In other words, it is not the stimulus per se that 
matters, but the interaction between a stimulus and its location on the visual field: a stimulus that 
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is somewhat similar to the target might act as a lure in the near periphery (where resolution is 
somewhat high), but it might act as a candidate farther in the periphery. As a result, experiments 
with such “lures” might be difficult to interpret because these peripheral “lures” wouldn’t be 
rejected in parallel, and thus their locations would be part of the list of to-be-scrutinized 
locations. If so, these locations would create the sort of spatial context that does facilitate 
repeated search. This scenario might be aggravated by other peripheral processing constraints 
like crowding. This might explain the inconsistent findings between studies that investigated the 
effects of lures on contextual cueing and should be examined further in future experiments.   
Future experiments should also explore the possibility that lure locations are in fact 
stored in memory but are too slow to emerge or too weak to have an impact on efficient search. 
Suppose it takes 500 ms to recognize a repeated context (irrespective of whether it is composed 
of lures or candidates). When the repeated display only contains lures, by the time the context 
has been implicitly recognized by the visual system, the target has already been found. When the 
repeated display contains candidates, it takes longer to find the target; the recollection of the 
context thus has time to impact the deployment of attention and therefore facilitate search, 
producing a Contextual Cueing effect. That said, there are reasons to doubt this hypothesis as it 
appears to be inconsistent with the data of Jiang and Chun (2001). In Experiment 2 of Jiang and 
Chun (2001), a small contextual cueing effect was observed when lures were repeated (in the 
presence of non-repeating candidates). When the authors made search more difficult (and thus 
increased overall response times), the small contextual cueing effect that was observed in 
Experiment 2 was eliminated rather than enhanced. These results suggest that slower reaction 
times are not necessarily what is required to observe lure-driven contextual cueing.   
84 
 
Another possibility that is worth considering relates to the difference between the 
learning and the expression of learning in Contextual Cueing. Similar to the findings reported in 
Jiang and Chun (2001), Jiang and Leung (2005) reported that Contextual Cueing was observed in 
candidate-repeat and both-repeat displays (i.e., lure and candidates repeat), but not in the lure-
repeat displays. In a subsequent “transfer” phase in the second half of the experiment, the 
locations of the candidates and lures in the repeated displays were swapped. Now, there was a 
Contextual Cueing effect in the candidate-repeat displays (which were previously lure-repeat 
displays). Thus, the authors concluded that lure locations must have been learned, but that the 
learning was not expressed until attentional scrutiny was required. In our experiments, it is 
possible that the spatial arrangements of the repeated lures may have been learnt, but that this 
learning was not expressed in the experiment. Not expressing the learning may have occurred 
because the lure rejection process unfolded too quickly or because of a floor effect: it may be 
that, in lure-only displays, the time taken to move attention to the target (after lure rejection is 
completed) cannot be made any faster by the knowledge of the repeated context. The learning 
may have also failed to express itself in displays containing both lures and candidates because 
the context provided by the candidates may have a stronger impact on performance than the 
context provided by the lure-and-candidate contexts. Indeed, it is probably the case that displays 
with fewer items in them (with only candidates in Experiment 2) have more memorable/unique 
configurations than displays with candidates and, say, 31 lures.   
It is possible that any amount of context repetition will be beneficial provided that the 
search task is sufficiently difficult. Even if a repeated context takes a relatively long time to be 
recognized, this could be useful in difficult search displays consisting of both lures and 
candidates. A future experiment could involve novel displays that consist of random 
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arrangements of both lures and candidates, and repeated displays that consist of repeated 
arrangements of lures only and random arrangements of candidates. This might provide a chance 
for lure context to influence search behavior.  
It should be noted that typically Contextual Cueing has been observed from the start of 
the first or second epoch, as was the case in our Experiment 1. However, Contextual Cueing 
emerged only in the last two epochs in our Experiment 2, when both candidates and lures were 
repeated. This opens up the possibility that the presence of lures may have in fact interfered with 
the learning of the spatial context that gives rise to Contextual Cueing. Thus, we cannot rule out 
the possibility that the presence of lures delays the learning of the association between the spatial 
context of the lure stimuli and the target location. In order to test that possibility, one might only 
need to run Experiment 2 or 3 but with more trials (perhaps twice as many) to give more time for 
this association to be learned. Another possibility might be that the lure manipulation is not 
strong enough to survive the somewhat noisy conditions that give rise to Contextual Cueing. If, 
as suggested by Smyth & Shanks (2008) and Annac et al.(2019), Contextual Cueing arises from 
just a small subset of contexts, then subdividing the number of repeated contexts into separate 
lure set size conditions might be ill-advised. This follows because some participants benefit from 
a repeated lure context in one or two displays at a given set size, while other participants would 
benefit from a different lure set size condition. Averaging across would show little, if any, 
benefit of lure-context repetition at each set size condition. A solution would be to re-run 
Experiment 2, but manipulate lure set size across subjects.  
Summary 
In conclusion, the results show that lure processing does not benefit from context 
repetition, even though lure processing incurs a significant time cost. This suggests that lure 
86 
 
locations are not stored in the memory trace that drives Contextual Cueing, consistent with the 
proposal by Jiang and Chun (2001). The results are also consistent with the Target Contrast 
Signal Theory, which proposes that locations containing lures are rejected early on, during 
parallel processing, and are not considered as targets for the attention and eye movement system. 







DOES SCENE CONTEXT INFLUENCE EVIDENCE ACCUMULATION DURING 
PARALLEL PROCESSING?5 
 Certain regularities exist between objects and their locations in the real world: carpets are 
usually laid on the ground, paintings are hung on walls, and light fixtures are installed on 
ceilings. Knowledge of such regularities enable us to constrain search to a subset of the 
otherwise massive number of items in our environment (Castelhano & Henderson, 2007; Hayes 
& Henderson, 2019; Henderson, 2007; Neider & Zelinsky, 2008; Wolfe et al.,2011). For 
instance, when one is searching for a mug in the kitchen, one’s attention (and eye movements) 
would most probably be directed to regions such as countertops, where the mug is likely to be 
found, rather than to the ground or the ceiling. Such a strategy dramatically reduces the number 
of items in the scene that has to be scrutinized – items that are not in the target-consistent region 
would almost never be examined in close detail. Indeed, the effect of scene context on search 
behavior has routinely been observed in terms of faster response times (Castelhano & Heaven, 
2010; Mack & Eckstein, 2011; Pereira & Castelhano, 2014), more precise and efficient eye 
movements (Castelhano & Henderson, 2007; Eckstein, Drescher, & Shimozaki, 2006; Neider & 
Zelinsky, 2006; Pereira & Castelhano, 2014; Torralba et al., 2006)), as well as better memory for 
the locations of these items (Draschkow, Wolfe, & Võ, 2014; Josephs, Draschkow, Wolfe, & Võ, 
2016). In addition, when items appear outside of their usual locations (e.g. a toothbrush in the 
kitchen or a frying pan in the bathtub), response times to find these items are lengthened 
(Cornelissen & Võ, 2017; Castelhano & Heaven, 2010; Võ & Henderson, 2011).   
 
5 Chapter 4 is currently in preparation for submission. 
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 There is a rich set of theories and models that describe visual search in controlled 
laboratory settings (e.g. Buetti et al., 2016; Bundesen, 1990; Duncan & Humphreys, 1992; 
Eckstein et al., 2000; Hulleman & Olivers, 2015; Treisman & Gelade, 1980; Verghese, 2001; 
Wolfe, 1994, 2007; Zelinsky, 2008) as well as the perception and understanding of scenes 
(Greene, Baldassano, Esteva, Beck, & Fei-Fei, 2016; Greene & Oliva, 2009a; Henderson, 2007; 
Malcolm, Groen, & Baker, 2016; Oliva, 2005; Torralba & Oliva, 2003). It is only recently that 
the two have been combined to describe visual search in naturalistic scenes (Torralba et al., 
2006; Võ, Boettcher, & Draschkow, 2019; Wolfe, Võ, et al., 2011). One of the more influential 
models is the Contextual Guidance Model, a computational model that combines bottom-up 
saliency and top-down knowledge of scene context to model eye movements when human 
observers search for objects in naturalistic scenes. The model consists of two parallel pathways, 
referred to as the local and global pathways. The local pathway is involved in the bottom-up 
computation of local feature contrasts and saliency to give rise to a bottom-up saliency map. 
Locations on this map correspond to points on the visual field (i.e. it is topographic). This map 
reflects the probability, at each location, that the target would be found at that location based on 
saliency alone. The greater the visual difference between a location and its surrounding region, 
the greater its saliency, and thus the greater the probability that the location contains the target. 
For example, a red apple surrounded by green apples will have a high salience, while a green 
lime surrounded by green apples will have a lower salience. On the other hand, the global 
pathway is involved in the computation of global image statistics to obtain the gist (basic-level 
recognition) of the scene as well as its spatial layout. When presented with a scene of a kitchen, 
for example, the global pathway processes information about the category of the scene, as well 
as the different regions (e.g. ceiling, floor, surfaces). These global image statistics are then 
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combined with scene priors (information about the statistical regularities between objects and 
their locations in the environment) to result in a context-modulated map which reflects the 
influence of top-down knowledge. Regions where the target is likely to be found, given the 
layout of the scene, will be assigned a high probability on this map. For example, given the same 
kitchen scene, the expected locations for mugs (countertops and surfaces) are very different from 
the expected locations for paintings (walls). Top-down knowledge about the target and scene 
layout thus combine to shape the context-modulated map to reflect the different probabilities 
depending on the situation. Finally, the bottom-up saliency map from the local pathway is 
combined with the context-modulated map from the global pathway to yield a scene-modulated 
saliency map. On this map, regions with both high bottom-up salience and top-down contextual 
information will be assigned a high probability of containing the target. Importantly, regions 
with high salience that are not in the expected location of the target will have their probabilities 
suppressed. Finally, the model predicts that the eye movements of human observers will be 
directed to locations with decreasing probability of target presence.  
 Other models with the similar aim of modeling and predicting eye movements of human 
observers soon followed. A subsequent version of the Contextual Guidance Model incorporated 
the target template into the existing framework of the bottom-up saliency map, leading to better 
performance of the model (Ehinger, Hidalgo-Sotelo, Torralba, & Oliva, 2009). Kanan and 
colleagues developed the Saliency Using Natural statistics (SUN) model which, unlike the 
previous models, implemented the target template as a top-down component of the model and 
achieved similar results (Kanan, Tong, Zhang, & Cottrell, 2009). Since the main aim of these 
models was to model eye movements, the time taken for the computation and processing in each 
of the two pathways was not explicitly modeled. More recently, Wolfe and colleagues (2011) 
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proposed a descriptive model that provides an explanation for reaction time differences in visual 
search in scenes. The model is similarly characterized by two parallel pathways – one involved 
in object processing (the selective pathway) and the other for scene processing (the nonselective 
pathway). It is well-known that selective attention is required to bind separate features to allow 
for object recognition (Hummel, 2001; Hummel & Biederman, 1992; Treisman, 1996; Treisman 
& Gelade, 1980). Due to the serial nature of the deployment of selective attention, as well as 
capacity limitations, a bottleneck in processing is formed whenever there are multiple objects 
that require attentional scrutiny. Selection into the bottleneck for object recognition is governed 
by “classic guidance” mechanisms that have been expounded in theories such as Guided Search 
(Wolfe, Cave, & Franzel, 1989; Wolfe, 2007) and Feature Integration Theory (Treisman & 
Gelade, 1980). Certain basic features, such as color, motion, and orientation, can guide attention 
such that only items that match these features are selected into the bottleneck. The nonselective 
pathway, which processes global statistics of the entire scene to extract information such as 
scene gist and target-consistent regions, also modulates selection into the bottleneck. Returning 
to the example of searching for a mug in the kitchen, scene information from the nonselective 
pathway can be used to guide attention to target-consistent regions such as surfaces. Objects in 
these locations are then fed into the bottleneck in the selective pathway for recognition.  
 A substantial body of work has supported the idea that human observers use scene 
information during search tasks to their benefit. However, it remains unclear whether scene 
information is beneficial or even utilized in all types of search tasks. The computation of scene 
gist is not instantaneous. Although the gist of a scene can be registered in as quickly as 20 ms, it 
can and does usually take much longer (Castelhano & Henderson, 2008; Greene & Oliva, 2009b; 
Larson, Freeman, Ringer, & Loschky, 2014; Potter, 1975; Rousselet, Joubert, & Fabre-Thorpe, 
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2005; Võ & Henderson, 2010).  Moreover, the parsing of the scene into target-consistent and 
target-inconsistent regions is likely to require more time compared to simply identifying the gist 
of the scene. Thus, it stands to reason that the impact of scene information is not immediate, or 
time-invariant, as current models have implicitly assumed. In the model proposed by Wolfe et al. 
(2011), selection of items into the bottleneck in the selective pathway is governed by “classic 
guidance” mechanisms that are derived from classic theories of search such as Guided Search 
and Feature Integration Theory (Treisman & Gelade, 1980, Wolfe et al., 1989; Wolfe, 2007). 
These theories, as well as others (e.g. Zelinsky, 2008; Itti & Koch, 200), posit that when the 
target is sufficiently distinct from the distractors, attention can be deployed directly to the target 
without visiting the other items. Search under these conditions are commonly referred to as 
efficient search and are widely considered to bear the behavioral signature of invariant response 
times as a function of the number of items in the search display. Thus, in Wolfe et al.’s (2011) 
model, scene information should not affect response times in efficient search tasks.  
 However, recent evidence has demonstrated that systematic variability exists even in 
efficient search tasks. Response times have been shown to increase logarithmically as a function 
of set size in efficient search tasks such as looking for a red triangle among blue circles (e.g. 
Buetti et al., 2016; Ng et al., 2018; Madison et al., 2018). Furthermore, the greater the target-
distractor similarity, the steeper the slope of the logarithmic function. Thus, even in efficient 
search tasks, the computation of local features in the object-processing pathway incurs a time 
cost that is dependent on set size and target-distractor similarity. According to Target Contrast 
Signal Theory (Lleras et al., 2020), early visual processing in visual search begins with a process 
of evidence accumulation across the entire display towards a non-target threshold. The goal of 
this evidence accumulation process is to reject items as non-targets and exclude them from 
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further processing. Evidence accumulation continues up to a point where a certain period of time 
has elapsed during which there are no accumulators reaching threshold. Focused attention is then 
deployed to the remaining items that have yet to reach threshold. The greater the target-item 
similarity, the slower the rate of evidence accumulation; the visual system requires more 
evidence to reject an item that is very similar to the target given the low contrast between the 
item and the target template. Importantly, this process of evidence accumulation is stochastic and 
(mostly) independent (Lleras, Wang, Madison, & Buetti, 2019; Wang, Buetti, & Lleras, 2017). 
Thus, identical items will have different completion times even with the same average 
accumulation rate. The stochastic nature of this process results in logarithmic increases in 
response times as a function of set size (Townsend & Ashby, 1983). This arises from the fact that 
with each addition of an additional distractor, there is a possibility that the processing time for 
that distractor will exceed the current maximum processing time for the existing distractors. 
Thus, even though identical distractors accumulate evidence at the same average rate, the 
stochastic nature of the process results in response times being determined by the total number of 
distractors.  
  The upshot of the preceding discussion is that it is possible that scene information can 
benefit efficient search tasks. According to Target Contrast Signal theory, processing of 
individual items in the object-recognition pathway in visual search in scenes takes time, even in 
efficient search. It is thus conceivable that scene information can benefit this process, perhaps by 
limiting evidence accumulation to only the target-consistent region. On the other hand, according 
to classic theories such as Guided Search, there is no selective attention bottleneck in efficient 
search tasks. Without this bottleneck there should be no benefit of scene information in efficient 
search tasks. Although previous research has shown that scene information benefits visual 
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search, these studies have been conducted in the context of inefficient search tasks with 
relatively long response times (around 4-5 seconds on average) and relatively large number of 
fixations (about 12 on average) before the target was found (Neider & Zelinsky, 206; 2008; 
2010, Kanan et al., 2009; Võ & Henderson, 2018). It is likely that attention was being actively 
deployed in a serial manner in these tasks due to the bottleneck in the object-processing pathway. 
Thus, it is still an open question as to whether scene information can benefit efficient search 
tasks which are usually completed relatively quickly and with minimal eye movements (Klein & 
Farrell, 1989; Wolfe, 2007; Zelinsky & Sheinberg, 1997). A second goal of this study is to 
establish whether the evidence accumulation process described by Target Contrast Signal Theory 
applies to search in scenes. Wolfe et al. (2011) called attention to the fact that most models of 
search do not generalize well search in scenes. It is thus important to extend the generalizability 
of Target Contrast Signal Theory to scenes, beyond simple shapes, colors, and real-world 
objects.  
Experiment 1 
 In Experiment 1, we designed an efficient search task in a scene that provided useful 
information about the location of the target. The scene was that of the ocean; the top half of the 
display comprised of the sky, while the bottom half comprised of the sea (Figure 4.1). The target 
was an orange-colored fish. Participants had to respond to the direction that the target was 
facing. Distractors were either grey-colored fishes or grey-colored birds. Consistent with our 
prior knowledge and understanding of the world, fishes could only appear in the water, while 
birds could only appear in the sky. Thus, if scene information benefits efficient search, the 
number of birds in the sky (target-inconsistent region) should not affect response times to find 
the target fish in the sea. In addition, if the Target Contrast Signal Theory applies to search in 
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scenes as well, then we should observe a logarithmic increase in response times as a function of 
the number of distractors in the sea (target-consistent region). The experiment was pre-registered 
on Open Science Framework (https://osf.io/6kj8t/).  
Design 
 The experiment was a 4 (distractor set size in target-consistent region) x 4 (distractor set 
size in target-inconsistent region). The four levels of distractor set size were: 0, 4, 8 and 16. 
There were 720 trials in total (45 trials per cell). The experiment was divided into 9 blocks of 90 
trials each, with a rest period after each block. There was an equal number of trials per condition 
within each block that were presented in random order. 
 The experiment was programmed and ran using PsychToolbox on MATLAB (Brainard, 
1997; Kleiner et al., 2007; Pelli, 1997). The target was an orange-colored fish that could be 
facing the left or the right. Distractors in the target-relevant region (the sea) were grey-colored 
fishes that were identical in shape to the target. Distractors in the target-irrelevant region (the 
sky) were grey-colored birds. All stimuli were facing either the left or the right and were 
randomly presented on a 12 x 12 grid with the constrain that distractors could only appear in 
their respective regions. No stimuli were presented on the borders of the grid, as well as the two 
center rows of the grid where the “horizon” was located. There were thus 80 possible locations 
(40 for each distractor type) for stimuli to be presented. Random x- and y-jitter was added to 
each stimulus. All stimuli were presented on a 22-inch cathode ray tube monitor with a refresh 
rate of 85Hz and a screen resolution of 1024 x 768 pixels. 
 Each trial began with a central fixation cross, in white, presented for 500 ms against a 
black background. The search display was then presented for 3000 ms or until the observer made 
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a response, upon which the display was terminated. A black screen was then presented for 
1500ms before the next trial began. The experiment began with a practice block with 16 trials 
(one from each experimental cell).  
 
Figure 4.1. Example of a search display in Experiment 1. Birds could only appear in the sky 
(target-inconsistent region), while fishes could only appear in the water (target-consistent 
region). The observer’s task was to respond to the direction that the target orange fish was 
facing. 
Participants and Analyses 
 Based on our pilot a (N = 17), the required sample size to detect an effect of ηp² = .0763 
at 90% power is 32. This corresponded with the effect size of the increase in reaction times as a 
function of the set size of the target-irrelevant region.  
Due to the nature of participant scheduling, thirty-eight participants from the student 
population at the University of Illinois at Urbana-Champaign took part in the experiment in 
exchange for course credit. All participants had normal or corrected-to-normal vision and were 
verified to possess normal color vision using the Ishihara plates. Data from one participant was 
excluded due to a computer error. All participants had an accuracy of > 90%.  
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All analyses were conducted in R (R Core Team, 2018). As stated in our pre-registration, 
trials with response times that were greater than 1500ms or lesser than 200ms were excluded 
from analyses. These consisted of 0.57% of all trials. These trials were assumed to be due to 
either attentional lapses or anticipations (Wolfe et al., 2010). In addition, trials with incorrect 
responses were also excluded from analysis.  
 For all analyses in Experiment 1 and all subsequent experiments, we report the p values 
as well as the Bayes factor, BF10, of the alternative hypothesis (H1) against the null hypothesis 
(H0). BF10 indicates the odds that the data observed comes from H1 compared to H0. For 
example, BF10 = 3 indicates that the observed data is 3 times more likely given H1 compared to 
H0. A BF10 less than zero indicates that the observed data is more likely given H0 compared to 
H1. For the analysis of each main effect, we report BF10 for the comparison of a model with both 
main effects with a model without that effect. For example, for the main effect of consistent set 
size, H1: consistent set size + inconsistent set size; H0: inconsistent set size.  For the analysis of 
the interaction, we report BF10 for the comparison of a model with the interaction term (H1) with 
a model without the interaction term (H0).  
Results 
Participants were highly accurate in the task (M = .98, SD = .013). We first examined 
whether the search task can be considered as an efficient search task (i.e. linear slopes of < 
10ms/item). The linear search slope was 4ms/item, suggesting that the stimuli were processed in 
parallel and that this was an efficient search task. Next, we examined whether the data was better 
fit by a logarithmic or linear function. The data was collapsed across the set sizes of the target-
inconsistent region and a logarithmic and linear RT by consistent set size function was fit for all 
participants. A paired-samples t-test revealed that the data was better fit by a logarithmic (R2: M  
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= .92, SD = .090) than a linear (R2 M: = .76, SD = .17) function, t(36) = 7.81, p < .001, 95% CI: 
[0.12, 0.20], BF10 = 4.08 x 106, dz = 1.28.  
Response times (RTs) increased as a function of set size in the target-consistent region, 
F(3, 108) = 272.52, p <.001, BF10 = 5.85 x 10
98,  ηp² = .88, but not the target-inconsistent region, 
F(3, 108) = 1.03, p = .38, BF10 = 0.026, ηp² = .028. Follow-up t-tests indicated that response 
times were faster at set size 0 (M = 578 ms, SD = 70ms) than at set size 4 (M = 617 ms, SD = 72 
ms), t(36) = 19.53, p < .001, 95% CI: [35, 43], BF10 = 4.31 x 10
17, dz = 3.21, which was in turn 
faster than RTs at set size 8 (M = 629 ms , SD = 72 ms), t(36) = 5.10, p < .001, 95% CI: [8, 18], 
BF10 = 1.8 x 10
3, dz = 0.84, which was in turn faster than RTs at set size 16 (M = 643 ms , SD = 
71 ms), t(36) = 6.37, p < .001, 95% CI: [9, 18], BF10 = 6.9 x 10
4, dz = 1.05. The interaction was 
not significant, F(9, 324) = 1.35, p = .21, BF10 = 0.048, ηp² = .036. 
 
 
Figure 4.2. Data from Experiment 1. Response times increased as a function of distractor set size 
in the target-consistent region (x-axis) but did not for the target-inconsistent region (separate 




 Experiment 1 revealed two main findings. First, when searching for an object in a scene, 
the object-processing pathway is not time-invariant even when search is efficient: response times 
increased logarithmically as a function of set size in the target-consistent region. This is 
consistent with previous demonstrations of systematic variability in efficient search tasks with 
basic shapes (Buetti et al., 2016) and real-world objects (Wang et al., 2017). Second, scene 
information is beneficial even when search is efficient: the number of distractors in the target-
inconsistent region did not contribute meaningfully to response times. To investigate this finding 
in further detail, we examined response times as a function of target location. Figure 4.3 reveals 
that the fastest response times were found when the target was in the center of the target-
consistent region instead of the center of the entire search display (as is generally observed in 
regular visual search experiments). The predictability of the scene context (the target-consistent 
region was always on the bottom half of the search display) allowed observers to use episodic 
guidance from the scene-processing pathway to process the scene quickly and limit search to the 
target-consistent region. It is also possible that the scene-processing pathway was not engaged at 
all, with participants instead directing their attention and/or initial eye movement to the target-
consistent region immediately when (or before) the trial began. Either way, participants were 
able to use scene information to change the nature of evidence accumulation in the object-





Figure 4.3. Response times broken down by target location. Each circle represents the 
topographic location in the target-consistent region. The size of the circle is scaled with response 
times. The fastest response times were found in the center of the target-consistent region, and not 
the center of the display (top row of the figure), in contrast to what is generally observed in 
visual search experiments. 
Experiment 2 
Though there are many instances where the scene context is predictable and episodic 
guidance can benefit search almost immediately (e.g. looking for a mug in your kitchen), there 
are also many scenarios in which scene context is unpredictable (e.g. looking for a mug in your 
friend’s kitchen that you have never seen before). In such scenarios, the target-consistent regions 
must first be identified before this information can be used to aid in search. When the target-
consistent region is unpredictable, scene information will take time to be processed; the object-
processing pathway will not be impacted until scene information is available. Thus, the time 
required to process the scene and identify the target-consistent region(s) would be longer than 
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when episodic guidance from the predictability of the scene is available. In Experiment 2, we 
examined efficient search when scene context was unpredictable. This was done by changing the 
scene to a top-down view of a beach which was horizontally divided into two equal regions of 
“sand” and “sea”. There was no constrain on which region appeared on which half of the search 
display. The target was a green turtle, while distractors were either black turtles or black 
tortoises. Turtles could only appear in the sea, and tortoises could only appear in the sand.  
According to Target Contrast Signal Theory, processing time in the object-processing 
pathway increases logarithmically as a function of set size. That is, processing in the object-
processing pathway will complete earlier when the set size is smaller compared to when it is 
larger. Given that identifying the unpredictable target-consistent region takes time, the impact of 
scene information would not be immediate (unlike in Experiment 1). It is thus possible that, at 
small set sizes, evidence accumulation in the object-processing pathway completes before scene 
information is obtained from the scene-processing pathway. Distractors in the target-inconsistent 
region would thus also contribute to response times. On the other hand, at large set sizes, 
evidence accumulation in the object-processing pathway might not be complete by the time 
scene information is available. At this point, the visual system can then use the scene information 
to limit object processing to only the target-consistent region. If this is correct, then we should 
see a larger influence of distractors in the target-inconsistent region on response times when the 
set size is smaller compared to when it is larger. Indeed, once the visual system is able to limit 
search to the target-consistent region, adding distractors to the target-inconsistent region should 
not increase response times, or at least do so in a more subdued fashion.  




Design and Stimuli 
 Similar to Experiment 1, Experiment 2 was a 4 (distractor set size in target-irrelevant 
region) x 4 (distractor set size in target-relevant region) experiment. The levels of the set sizes 
were also 0, 4, 8, 16. There were 800 trials in total, with 50 trials per experimental cell. The 
experiment was divided into 5 blocks of 160 trials each, with a rest period after each block. 
There were an equal number of trials per condition within each block that were presented in 
random order.  
The experiment was programmed and ran using PsychoPy (Peirce et al., 2019). An 
example display is presented in Figure 4.4. The target was a turtle with a green shell and brown 
limbs. There were two types of distractors: turtles and tortoises. Distractor turtles were identical 
in shape to the target turtle, except that they had black shells and olive limbs. Distractor tortoises 
were different in shape to the turtles, and they also had black shells and olive limbs. The target 
was an orange-colored fish that could be facing toward the left or the right. Distractors in the 
target-relevant region were grey-colored fishes that were identical in shape to the target. All 
stimuli were facing either the left or the right, with a random rotation of +- 20 degrees, and 
subtended approximately 1.328 x 0.986 degrees of visual angle. All stimuli were randomly 
presented on a 10 x 10 grid, with the constrain that turtles only appeared in the water (target-
consistent region) and tortoises only appeared on the sand (target-inconsistent region). No 
stimulus was presented on the borders of the grid effectively making it an 8 x 8 grid. In addition, 
there was a 40 x 40 (pixel) region in the center of the display, where there were waves that 
separated the sand and the sea, where no stimulus was presented. Random x and y jitter of 0 to 
15 pixels were added to each stimulus. All stimuli were presented on a 22-inch cathode ray tube 
monitor with a refresh rate of 85Hz and a screen resolution of 1024 x 768 pixels. 
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 Each trial began with a central fixation cross, in white, presented for a random duration 
between 800ms and 1000ms against a black background. The search display was then presented 
for 2.5 seconds or until the observer made a response, upon which the display was terminated. A 
blank screen was presented for a random duration between 1000ms and 1200ms before the next 
trial began. Feedback, in the form of a loud beep, was given for incorrect responses. No feedback 
was given for correct responses. The experiment began with a practice block with 16 trials (one 
from each experimental cell).  
 
Figure 4.4. An example display of a trial in Experiment 2. Turtles could only appear in the 
water, and tortoises could only appear on the beach. The locations of the water and the beach 
were randomly flipped on each trial. The observer’s task was to respond to the direction that the 
target green turtle was facing. 
Participants and Analyses 
 A Sequential Bayes Factors approach was taken in determining the sample size 
(Schönbrodt, Wagenmakers, Zehetleitner, & Perugini, 2017). Using this approach, one first 
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collects a minimum sample size before looking at the data. If a predetermined Bayes Factor is 
achieved, data collection stops. If not, data is collected until that predetermined Bayes Factor is 
achieved (or until the researcher runs out of time or money etc.). Here, we started with a sample 
size of 20 and a Bayes Factor of BF10 = 3 (i.e. when the obtained data is 3 times more likely 
under H1 than H0). Due to the nature of scheduling, a final sample size of 21 was obtained. All 
participants were recruited from the student population at the University of Illinois at Urbana-
Champaign and were given course credit for their participation. All participants had normal or 
corrected-to-normal vision and were verified to possess normal color vision using the Ishihara 
plates. None of the participants took part in any of the other experiments.  
All analyses were conducted in R (R Core Team, 2018). Trials with response times that 
were greater than 2000ms or lesser than 200ms were excluded from analyses. These consisted of 
1.09% of all trials. These trials were assumed to be due to either attentional lapses or 
anticipations (Wolfe et al., 2010). Only correct trials were included in the subsequent analyses. 
Results  
Participants were highly accurate in the task (M = .98, SD = .022). We first examined 
whether the search task can be considered as an efficient search task (i.e. linear slopes of < 
10ms/item). The linear search slope of the total set size by response time function was 6ms/item, 
suggesting that the stimuli were processed in parallel and that this was an efficient search task. 
Next, we examined whether the data was better fit by a logarithmic or linear function. For each 
region, the data was collapsed across the set sizes and a logarithmic and linear RT by consistent 
set size function was fit for all participants. Paired-samples t-tests were then carried out. For the 
target-consistent region, the fit was better with a logarithmic (R2: M  = .92, SD = .11) compared 
to a linear (R2: M = .82, SD = .17) function, t(20) = 4.74, p < .001, 95% CI: [0.060, 0.15], BF10 
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= 2.27 x 102, dz = 1.03. Similarly, for the target-inconsistent region, the fit was better with a 
logarithmic (R2: M  = .62, SD = .11) compared to a linear (R2: M = .39, SD = .30) function, t(20) 
= 6.71, p < .001, 95% CI: [0.16, 0.30], BF10 = 1.18 x 104, dz = 1.46. 
Response times increased as a function of set size in the target-consistent region, F(3, 60) 
= 147.03, p <.001, BF10 =  7.58 x 10
68, ηp² = .88, as well as the target-inconsistent region, F(3, 
60) = 32.49, p <.001, BF10 = 9.89 x 10
18, ηp² = .62. The interaction was also significant, F(9, 180) 
= 5.87, p <.001, BF10 = 3.91 x 10
2, ηp² = .23. From Figure 4.5, it is evident that the effect of 
distractors in the target-inconsistent region on response times diminishes as a function of the 
number of distractors in the target-consistent region. Thus, to take a closer look at the interaction, 
we examined the linear slopes at each set size of the target-consistent region. That is, we 
examined the effect of increasing the number of distractors in the target-inconsistent region for 
each set size of the target-consistent region. Here, we report the analyses of the linear instead of 
logarithmic slopes as the logarithmic slopes were extremely noisy (ranging from -66 ms/log item 
to 273 ms/ log item). This was due to the fact that a logarithmic function was a poor fit to the 
data as there was almost no effect of the distractors in the target-inconsistent region at the larger 
set sizes. Furthermore, a logarithmic function is indicative of an evidence accumulation process 
that takes place across all distractors. It is not evident that the nature of processing in the target-
inconsistent region is qualitatively similar to those in the target-consistent region. Paired-sample 
t-tests revealed that the search slopes were steeper when the number of distractors in the target-
consistent region was 0 compared to when it was 4, 8, and 16; the other comparisons were not 
statistically significant (Table 4.1). The Holm-Bonferroni correction for multiple comparisons 
was applied. Thus, additional distractors in the target-inconsistent region only affected 




Figure 4.5. Data from Experiment 2. Response times increased as a function of distractor set size 
in both the target-consistent region (x-axis), and the target-inconsistent region (separate lines). 





t(21) p pc 95% CI BF10 Effect 
size 
0 vs. 16 4.52 <.001* .0083 [2.37, 6.43] 142.70 0.99 
0 vs. 8 4.49 <.001* .01 [2.14, 5.85] 135.37 0.98 
0 vs. 4 3.27 .0038* .0125 [1.18, 5.36] 11.35 0.71 
4 vs. 16 1.43 .17 .017 [-0.52, 2.78] 0.55 0.31 
4 vs. 8 0.74 .47 .025 [-1.32, 2.77] 0.29 0.16 
8 vs. 16 0.41 .69 .05 [-1.66, 2.47] 0.25 0.089 
 
Table 4.1. Follow-up t-tests for the main effect of target-consistent region set size in Experiment 







Mean linear slope SD linear slope 
0 5.94 4.30 
4 2.67 3.71 
8 1.95 3.42 
16 1.54 3.38 
Table 4.2. Means and standard deviations of the linear slope for each target-consistent region set 
size in Experiment 2. 
 
Finally, we examined the rate of evidence accumulation in the target-consistent and 
target-inconsistent regions respectively. This was done by fitting a logarithmic response time by 
total set size function at set size 0 of the target-consistent and target-inconsistent region to yield 
two functions. At set size 0 of one region, increasing the total set size is the result of increasing 
the number of distractors in the other region only. This allows for a cleaner comparison of 
accumulation rates for each region. A paired-samples t-test revealed that the logarithmic slopes 
were steeper in the target-consistent region (M = 74 ms/log item, SD = 18 ms/log item) 
compared to the target-inconsistent region (M = 42 ms/log item, SD = 23 ms/log item ), t(20) = 
6.15, p < .001, 95% CI: [21, 43], BF10 = 4.00 x 10
3, dz = 1.34. Thus, processing times were faster 
for distractors in the target-inconsistent region. 
Discussion 
 Experiment 2 revealed that when scene information is unpredictable, distractors in the 
target-inconsistent region contributed to overall response times. The effect of distractors in the 
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target-inconsistent region was largest when the total set size was small and diminished as total 
set size increased. This observation can be explained by the dual-pathway model of visual search 
in scenes (Wolfe et al., 2011). Upon the onset of the search display, both the scene-processing 
and object-processing pathways are engaged. In the object-processing pathway, evidence 
accumulation starts for all items in the display; completion times increase logarithmically as a 
function of set size. When there was a small number of items on the display, evidence 
accumulation for these items might have already been completed before scene information was 
available from the scene-processing pathway. Thus, scene information would not meaningfully 
influence response times. Response times in these cases would therefore be determined solely by 
the evidence accumulation rate in the object-processing pathway. On the other hand, when there 
was a large number of items in the display, the object-processing pathway could still be engaged 
in evidence accumulation. At some point, scene information becomes available from the scene-
processing pathway. The visual system can then use this information to speed up search. Indeed, 
as can be seen from Figure 4.5, the influence of the number of distractors in the target-
inconsistent region is diminished at larger set sizes. In other words, after scene information is 
available, the functional set size of the display is that of the target-consistent region; the number 
of items in the target-inconsistent region would not contribute meaningfully to overall response 
times. The shallower logarithmic search slopes in the target-inconsistent region suggests that 
distractors in the target-inconsistent region are rejected more quickly with the help of scene 






 In Experiment 2, we showed that scene information can benefit the evidence 
accumulation process in the object-processing pathway. One plausible mechanism for the 
interaction between the scene-processing and the object-processing pathway is that accumulation 
rates in the target-inconsistent region are increased as a result of the top-down knowledge that 
the objects in that region are never going to be the target. In other words, distractors in the target-
inconsistent region are rejected more quickly than those in the target-consistent region. This is 
evidenced by the shallower logarithmic function in the target-inconsistent region. However, this 
difference could have arisen instead from a difference in target-distractor similarity. In 
Experiment 2, distractors in the target-consistent region differed from the target only in color 
(high-similarity distractors), while distractors in the target-inconsistent region differed from the 
target in both color and shape (low-similarity distractors)6. The rate of accumulation for high-
similarity distractors is typically slower than that for low-similarity distractors (Buetti et al., 
2016; Lleras et al., 2020). We explored this alternative explanation in Experiment 3 by swapping 
the target-distractor similarity relationship. Now, distractors in the target-consistent region were 
low-similarity distractors, while those in the target-inconsistent region were high-similarity 
distractors. If the faster rate of evidence accumulation in the target-inconsistent region in 
Experiment 2 was due to the benefit of scene information, then we should observe similar results 
to Experiment 1. That is, the logarithmic slopes should be shallower in the target-inconsistent 
region compared to the target-consistent region. If the benefit of scene information was instead 
simply due to the distractors having a lower target-distractor similarity, then we should observe a 
 
6 The terms ‘high-similarity’ and ‘low-similarity’ are with reference to Experiments 2, 3, and 4 
only. In the context of all possible stimuli, these would in fact be considered ‘low-similarity’ 
distractors, or lures (see Buetti et al., 2016; Lleras et al., 2020). 
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shallower logarithmic slope in the target-consistent region, which now contained the low-
similarity distractors.  
Design 
 The design and procedure were identical to Experiment 2, except that now the target-
consistent region comprised of high-similarity distractors (black tortoises) and the target-
inconsistent region comprised of high-similarity distractors (black turtles).  
Participants and Analyses 
 A Sequential Bayes Factors approach was taken in determining the sample size 
(Schönbrodt et al., 2017). As was in Experiment 2, we started with a sample size of 20 and a 
Bayes Factor of BF10 = 3 (i.e. when the obtained data is 3 times more likely under H1 than H0). 
Due to the nature of scheduling, a final sample size of 22 was obtained. All participants were 
recruited from the student population at the University of Illinois at Urbana-Champaign and were 
given course credit for their participation. All participants had normal or corrected-to-normal 
vision and were verified to possess normal color vision using the Ishihara plates. None of the 
participants took part in Experiments 1 and 2.  
All analyses were conducted in R (R Core Team, 2018). Trials with response times that 
were greater than 2000ms or lesser than 200ms were excluded from analyses. These consisted of 
0.4% of all trials. These trials were assumed to be due to either attentional lapses or anticipations 





Participants were highly accurate in the task (M = .99, SD = .0071). We first examined 
whether the search task can be considered as an efficient search task (i.e. linear slopes of < 
10ms/item). The linear search slope of the total set size by response time function was 5ms/item, 
suggesting that the stimuli were processed in parallel and that this was an efficient search task. 
Next, we examined whether the data was better fit by a logarithmic or linear function. For each 
region, the data was collapsed across the set sizes and a logarithmic and linear RT by consistent 
set size function was fit for all participants. Paired-samples t-tests were then carried out. For the 
target-consistent region, the fit was better with a logarithmic (R2: M  = .92, SD = .12) compared 
to a linear (R2 M: = .81, SD = .086) function, t(21) = 4.00, p < .001, 95% CI: [0.052, 0.16], BF10 
= 52.18, dz = 0.85. Similarly, for the target-inconsistent region, the fit was better with a 
logarithmic (R2: M  = .51, SD = .31) compared to a linear (R2 M: = .28, SD = .31) function, t(21) 
= 9.02, p < .001, 95% CI: [0.18, 0.28], BF10 = 1.12 x 105, dz = 1.92. 
Response times increased as a function of set size in the target-consistent region, F(3, 63) 
= 108.02, pc <.001, ε = .73, BF10 =  1.02 x 10
61, ηp² = .84, as well as the target-inconsistent 
region, F(3, 63) = 40.22, p <.001, BF10 = 3.25 x 10
22, ηp² = .66. The interaction was also 
significant, F(9, 189) = 3.26, pc = .0072, ε = .60, BF10 = 1.99, ηp² = 0.13. From Figure 4.6, the 
effect of distractors in the target-inconsistent region on response times diminishes as a function 
of the number of distractors in the target-consistent region. Like in Experiment 2, we examined 
the linear instead of logarithmic slopes as the logarithmic slopes were extremely noisy at the 
larger set sizes (ranging from -62 ms/log item to 231 ms/ log item). This was due to the fact that 
a logarithmic function was a poor fit to the data as there was almost no effect of the distractors in 
the target-inconsistent region at the larger set sizes. Paired-sample t-tests revealed that the only 
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significant comparison was between set size 0 and set size 8 after applying the Holm-Bonferroni 
correction for multiple comparisons was applied (Table 4.3).  
 
Figure 4.6. Data from Experiment 3. Response times increased as a function of distractor set size 
in both the target-consistent region (x-axis), and the target-inconsistent region (separate lines). 





t(21) p pc 95% CI BF10 Effect 
size 
0 vs. 8 4.49 <.001* .0083 [1.51, 4.11] 146.07 0.96 
0 vs. 4 2.56 .018 .01 [0.26, 2.54] 3.05 0.55 
4 vs. 8 2.25 .035 .0125 [0.11, 2.70] 1.78 0.48 
8 vs. 16 2.02 .057 .017 [-2.92, 0.045] 1.22 0.43 
0 vs. 16 1.73 .098 .025 [-0.27, 3.01] 0.80 0.37 
4 vs. 16 0.048 .96 .05 [-1.41, 1.34] 0.22 0.010 
 
Table 4.3. Follow-up t-tests for the main effect of target-distractor region set size in Experiment 





Mean linear slope SD linear slope 
0 3.37 2.21 
4 1.97 2.58 
8 0.56 2.98 
16 2.00 3.03 
 
Table 4.4. Means and standard deviations of the linear slope for each target-consistent region set 
size in Experiment 3. 
 As was done in Experiment 2, a paired-samples t-test revealed that the logarithmic slopes 
were again steeper in the target-consistent region (M = 50 ms/log item, SD = 18 ms/log item) 
compared to the target-inconsistent region (M = 27 ms/log item, SD = 12 ms/log item ), t(21) = 
7.83, p < .001, 95% CI: [17, 29], BF10 = 1.31 x 10
4, dz = 1.67. Thus, the lower rate of evidence 
accumulation in the target-inconsistent region was not solely due to the fact that the distractors 
were lower in similarity to the target, and instead can be attributed to the benefit of scene 
information.  
Discussion 
 In Experiment 3, the distractors in the target-consistent region were of lower similarity to 
the target compared to those in the target-inconsistent region. Despite this, the rate of evidence 
accumulation was faster in the target-inconsistent region as evidence by the shallower 
logarithmic slopes. This provides further support for the idea that scene information increases the 
rate of evidence accumulation in the target-inconsistent region. Taken together, Experiments 2 
and 3 suggest that the object-processing and scene-processing pathways operate in parallel and 
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can interact with each other. When scene context is unpredictable, scene information must first 
be processed before it can be used to influence search behavior. During this time, the object-
processing pathway is simultaneously accumulating evidence to reject distractors. At smaller set 
sizes, evidence accumulation might be complete (and thus the target found) before scene 
information is available. As such, distractors in the target-inconsistent region contribute to 
overall response times. As set size increases, processing times increase as well. At some point, 
scene information becomes available and can then influence the object-processing pathway. As 
observed in both Experiments 2 and 3, the influence of distractors in the target-inconsistent 
region diminished with total set size/longer response times. In Experiment 4, we examine this 
interpretation in further detail by examining the lower range of the set size spectrum so as to 
magnify this effect.   
Experiment 4 
Design 
 The design and procedure were identical to Experiment 2, except that the distractor set 
sizes were now 0, 1, 4, 8 in each region respectively.  
Participants and Analyses 
 A Sequential Bayes Factors approach was taken in determining the sample size 
(Schönbrodt et al., 2017). As was in Experiment 2, we started with a sample size of 20 and a 
Bayes Factor of BF10 = 3 (i.e. when the obtained data is 3 times more likely under H1 than H0). A 
final sample size of 20 was obtained. All participants were recruited from the student population 
at the University of Illinois at Urbana-Champaign and were given course credit for their 
participation. All participants had normal or corrected-to-normal vision and were verified to 
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possess normal color vision using the Ishihara plates. None of the participants took part in the 
other experiments.  
All analyses were conducted in R (R Core Team, 2018). Trials with response times that 
were greater than 2000ms or lesser than 200ms were excluded from analyses. These consisted of 
0.4% of all trials. These trials were assumed to be due to either attentional lapses or anticipations 
(Wolfe et al., 2010). Only correct trials were included in the subsequent analyses. 
Results  
Participants were highly accurate in the task (M = .99, SD = .011). We first examined 
whether the search task can be considered as an efficient search task (i.e. linear slopes of < 
10ms/item). The linear search slope of the total set size by response time function was 6ms/item, 
suggesting that the stimuli were processed in parallel and that this was an efficient search task. 
Next, we examined whether the data was better fit by a logarithmic or linear function. For each 
region, the data was collapsed across the set sizes and a logarithmic and linear RT by consistent 
set size function was fit for all participants. Paired-samples t-tests were then carried out. For the 
target-consistent region, the fit was better with a logarithmic (R2: M  = .94, SD = .080) compared 
to a linear (R2 M: = .85, SD = .12) function, t(19) = 4.60, p < .001, 95% CI: [0.047, 0.13], BF10 
= 154.19, dz = 1.03. Similarly, for the target-inconsistent region, the fit was better with a 
logarithmic (R2: M  = .81, SD = .26) compared to a linear (R2 M: = .70, SD = .27) function, t(19) 
= 5.78, p < .001, 95% CI: [0.072, 0.15], BF10 = 1.58 x 103, dz = 1.29. 
Response times increased as a function of set size in the target-consistent region, F(3, 57) 
= 154.32, p <.001, BF10 =  9.61 x 10
62, ηp² = .89, as well as the target-inconsistent region, F(3, 
57) = 69.25, p <.001, BF10 = 1.34 x 10
27, ηp² = .78. The interaction was also significant, F(9, 171) 
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= 4.78, pc < .001, ε = .56, BF10 = 708.38, ηp² = .20. Similar to the previous experiments, we 
examined the linear instead of logarithmic slopes as the logarithmic slopes were extremely noisy 
at the larger set sizes (ranging from -58 ms/log item to 177 ms/ log item). This was due to the 
fact that a logarithmic function was a poor fit to the data as there was almost no effect of the 
distractors in the target-inconsistent region at the larger set sizes. Paired-sample t-tests revealed 
that the only significant comparison was between set size 0 and set size 8 after applying the 
Holm-Bonferroni correction for multiple comparisons was applied (Table 4.5).  
 
Figure 4.7. Data from Experiment 4. Response times increased as a function of distractor set size 
in both the target-consistent region (x-axis), and the target-inconsistent region (separate lines). 








t(19) p pc 95% CI BF10 Effect 
size 
0 vs. 8 4.28 < .001* .0083 [3.29, 9.60] 80.79 0.96 
0 vs. 1 2.69 .014 .01 [0.55, 4.42] 3.77 0.60 
0 vs. 4 2.27 .035 .0125 [0.21, 5.28] 1.84 0.51 
1 vs. 8 2.17 .043 .017 [0.14, 7.78] 1.56 0.49 
4 vs. 8 1.75 .097 .025 [-0.73, 8.13] 0.84 0.39 
1 vs. 4 0.23 .82 .05 [-2.11, 2.63] 0.24 0.051 
 
Table 4.5. Follow-up t-tests for the main effect of target-consistent region set size in Experiment 
4. Asterisks indicate significant comparisons after Holm-Bonferroni correction. 
Distractors in target-
consistent region 
Mean linear slope SD linear slope 
0 9.93 3.88 
1 7.44 4.75 
4 7.18 5.40 
9 3.48 5.82 
 
Table 4.6. Means and standard deviations of the linear slope for each target-consistent region set 
size in Experiment 4. The linear search slope decreased with increasing number of distractors in 
the target-consistent region. 
 
 As was done in Experiments 2 and 3, a paired-samples t-test revealed that the logarithmic 
slopes were again steeper in the target-consistent region (M = 68 ms/log item, SD = 24 ms/log 
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item) compared to the target-inconsistent region (M = 42 ms/log item, SD = 15 ms/log item ), 
t(19) = 6.12, p < .001, 95% CI: [17, 34], BF10 = 3.05 x 10
3, dz = 1.37. Thus, the lower rate of 
evidence accumulation in the target-inconsistent region was not solely due to the fact that the 
distractors were lower in similarity to the target, and instead can be attributed to the benefit of 
scene information.  
Discussion 
 In Experiment 4, we sampled the lower range of the set size spectrum. At the smaller set 
sizes, it is more likely that evidence accumulation in the object-processing pathway completes 
before scene information is available from the scene-processing pathway. Indeed, as observed in 
Figure 4.8, there is a larger effect of distractor set size in the target-inconsistent region on 
response times at the lower end of the set size spectrum. Consistent with experiments 2 and 3, 
the effect of distractor set size diminishes as total set size increases.  
Interim Discussion 
 The results of the current set of experiments are consistent with the idea that visual search 
in scenes involves two parallel pathways: one in which the details of the scene are registered, and 
the other in which individual objects are processed (Torralba et al., 2006; Wolfe et al., 2011). 
Importantly, two novel findings advance our knowledge of visual search in scenes. Firstly, in 
contrast to extant assumptions, the object-processing pathway is not time-invariant in efficient 
search. In all four experiments, response times increased logarithmically as a function of set size, 
suggesting that a process of evidence accumulation, as described by Target Contrast Signal 
Theory, takes place in visual search in scenes. Secondly, this evidence accumulation process in 
the object-processing pathway can be influenced up by scene information from the scene-
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processing pathway. Importantly, time is required for the identification of the target-consistent 
region in the scene-processing pathway. If evidence accumulation is complete before scene 
information is available, the target can be responded to without the use of scene information. 
Conversely, Experiment 1 showed that when scene information is available before the start of 
evidence accumulation, its impact on search is more immediate. 
 What exactly is the nature of the interaction between scene information in the scene-
processing pathway and evidence accumulation in the object-processing pathway? In visual 
search in scenes, evidence accumulation occurs initially throughout the entire display up to a 
point where scene information becomes available, after which the nature of processing in the 
object-processing pathway changes. In Experiments 2-4, the logarithmic slope was shallower in 
the target-inconsistent region, suggesting that the rate of evidence accumulation is faster 
compared to the target-consistent region. However, the shallower logarithmic slopes could have 
been an artefact of an inaccurate characterization of the total set size. If the scene information 
leads to the exclusion of all items in the target-inconsistent region, the total set size is effectively 
reduced. This could have led to the difference in logarithmic slopes, since the response times are 
now fit to a smaller set size. In addition, it has previously been shown that eye movements are 
executed even in efficient search tasks, and even when the task can be completed more quickly 
without eye movements (Ng et al., 2018). Thus, it is likely that eye movements were made in the 
experiments presented so far. In addition, it is highly likely that eye movements were executed 
previous research has shown that. One possible mechanism is that scene context limits evidence 
accumulation to the target-consistent region; processing terminates for items in the target-
inconsistent region. A shift of attention and/or an eye movement to the target-consistent region 
then speeds up evidence accumulation for items in that region. This is consistent with previous 
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findings of accumulation rates decreasing with eccentricity (Madison et al., 2018; Wang et al., 
2018). In the next experiment, we sought to obtain a “baseline” rate of evidence accumulation 
that will allow us to evaluate the veracity of this proposed mechanism. 
Experiment 5 
 The goal of Experiment 5 was to determine a “baseline” rate of evidence accumulation to 
be used to compare changes in the logarithmic slopes, which reflect the rate of evidence 
accumulation, in the next experiment. To obtain this baseline, we removed the informativeness 
of the scene: the target could appear anywhere in the scene (both the sand and the sea). As such, 
the total set size will always be the total number of items in the search display. This would allow 
us to determine which of the three proposed mechanisms is the most likely description of the 
interaction between the object-processing and scene-processing pathways in visual search in 
scenes. The experiment was pre-registered on OSF (https://osf.io/bhc83). 
Participants 
 Participants were recruited from the student population of the University of Illinois at 
Urbana-Champaign, and received course credit for their participation. Only participants with 
normal color vision and normal or corrected-to-normal vision were recruited. As stated in the 
pre-registration, the planned sample size was 30. However, due to the nature of scheduling 
participants, a total of 37 participants were collected. One participant did not complete the 
experiment, and one had an accuracy of less than 90%; both participants were excluded from all 
analyses. Data from the remaining 35 participants were analyzed since the goal of this 





 The target was a tortoise with a green shell and brown limbs, while the distractors were 
turtles with black shells and olive limbs. The stimuli were randomly presented on a 10 x 10 grid. 
No stimulus was presented on the borders of this grid, effectively making it an 8 x 8 grid. There 
was a 60 x 60 pixel region in the center of the display, where there was a wave that separated the 
sand and the sea, where no stimuli will appear. In addition, no stimulus was presented in the four 
central locations of the grid in order to prevent the target from being fixated upon immediately. 
Random x and y jitter of between 0 and 15 pixels was added to each stimulus. All stimuli were 
facing either the left or the right, with a random tilt of between -20 and 20 degrees (with the 
exception of the target). All stimuli spanned approximately 1.43 x 0.95 degrees of visual angle 
and were presented against a background that spanned 36.9 x 28.1 degrees of visual angle, which 
took up the entire display. The background was a scene of a beach that was partitioned into a 
“sand” and “sea” region. An example of a search display is shown in Figure 4.4. All stimuli were 
presented on a 22-inch cathode ray tube monitor with a refresh rate of 85Hz and a screen 
resolution of 1024 x 768. 
Design and Procedure 
 The experiment was a 3 (set size of the target region) x 4 (set size of the nontarget region) 
repeated-measures design. The set sizes for the target region were: 1, 2, and 8. The set sizes for 
the nontarget region were: 0, 1, 2, and 8. Note that the set size refers to the total number of items 
in that region. There were 68 trials per condition for a total of 816 trials. In half of the trials in 
each condition, the target appeared on the sand; in the other half, it appeared in the sea. This was 
randomly determined for each trial. In half of the trials in each condition, the sea was on the top 
half of the display; in the other half, the sea was on the bottom half of the display. This was 
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randomly determined for each trial. The entire experiment was divided into 17 blocks of 48 trials 
each, with a rest period after every 3 blocks. Within each block, there was an equal number of 
trials from each condition that was presented in a random order.  
 Each trial began with a central white-colored fixation cross against a black background 
that was presented for a random duration between 800ms and 1000ms. The search display was 
then presented for a maximum of 2500ms, or until a response was made. Participants were 
required to respond to the direction to which the target (green tortoise) was facing. Upon 
response, the display terminated, and a black screen was presented for a random duration 
between 1000ms and 1200ms. The next trial then began. Feedback, in the form of a loud beep, 
was given for incorrect responses or when no response was made after 2500ms. There was no 
explicit feedback for correct responses. The experiment was programmed and ran using 
PsychoPy (Pierce et al., 2019). 
Results 
 As stated in the pre-registration, response times greater than 2000ms were assumed to be 
due to attentional lapses, and response times (RTs) lesser than 200m will be assumed to be due to 
anticipations (Wolfe, Palmer, & Horowitz, 2010). These trials were excluded from analyses. 
Trials on which participants made an error were also excluded from analyses. In total, 0.01% of 
all trials were excluded from analyses. 
 We first conducted an analysis to determine if RTs differed depending on whether the 
target was on the sand or in the sea. Since the sand and the sea backgrounds were visually 
different, there could be low-level differences that could have affected evidence accumulation 
rates. A paired t-test was conducted with the slope of the logarithmic RT by set size function as 
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the dependent variable. As shown in Figure 4.8, the logarithmic slope was steeper when the 
target was in the sand (M = 41.21 ms/log unit, SD = 16.26 ms/log unit) compared to when the 
target was on the sea (M = 34.07 ms/log unit, SD = 14.29 ms/log unit), t(34) = 2.62, p = .0131, 
95% CI: [1.60, 12.68], , BF10 = 3.40, dz = 0.44. In addition,  a 2 (target background) x 8 (total set 
size) repeated-measures analysis of variance (ANOVA) revealed that RTs were slower when the 
target was in the sea (M = 703ms, SD = 91ms) compared to when the target was on the sand (M 
= 716ms, SD = 88ms), F(1, 34) = 21.42, p < .001, BF10 = 8.16x10
3, ηp² = .37. There was a main 
effect of set size, F(7, 238) = 90.14, p < .001, BF10 = 2.96x10
91, ηp² = .73. The interaction was 
not significant, F(7, 238) = 1.56, p = .147, BF10 = 0.059,  ηp² = .044. 
 
Figure 4.8. Logarithmic slopes for the different target backgrounds in Experiment 5. Slopes were 
steeper when the target appeared in the sand region compared to the water region. 
 
 Interestingly, the results suggest that the rate of evidence accumulation was slower when 
the target was in the sand compared to when it was on the sea. This was a surprising result, as we 
were expecting the rates to be equivalent. The design of the experiment could shed light on this 
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intriguing result. The target was always accompanied by either 0, 1, or 7 distractors in the same 
(target) region, while there could be 0, 1, 2, 8 distractors in the other (nontarget) region. As 
detailed in the Methods section, this was to keep it as similar to the subsequent experiment as 
possible. Thus, there was no condition in which there were the same number of distractors in 
each region and the same number of total items in each region. In fact, this is logically 
impossible, since the total number of items in the target region is always the number of 
distractors in that region plus one. This presents two problems. Firstly, according to Target 
Contrast Signal Theory, visual processing starts with the accumulation of evidence across all 
items in the search display. The target, having no contrast with the target template, would almost 
never reach threshold and thus should not affect RTs. Systematic variance in RTs in efficient 
search times should arise only on the basis of the distractors. Second, even though background 
was not informative in this experiment, the spatial segmentation of the search display was 
consistent across trials. That is, the search display was always divided into two regions – 
observers could have used this information to adopt a strategy where they start their search in a 
specific region. This is problematic as there exists some conditions in which the total number of 
items in the two regions were not equal. Table 4.7 shows the different combinations of set sizes 
in the target and non-target region. In these scenarios, participants could have adopted a strategy 
whereby they started their search in the region with fewer items. For example, from Table 4.7, 
there were two different conditions that had a total set size of 9: 8 distractors in the non-target 
region and the target only in the target region, or 1 distractor in the non-target region and 7 
distractors plus the target in the target region. If participants started their search in the region 
with the fewer items, then RT should be faster when the target is in that region compared to 
when it was in the other region. Figure 4.9 shows that this is indeed the case. RTs are faster when 
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the target region has fewer items compared to the nontarget region. Furthermore, such a strategy 
would probably be accompanied by an eye movement, which would degrade the resolution of 
items in the periphery (i.e. distractors in the other region), leading to slower evidence 
accumulation rates.   
…............Target region 
 
Nontarget region 1 2 8 
0 1 2 8 
1 2 3 9 
2 3 4 10 
8 9 10 16 
 
Table 4.7. Different combinations of total set sizes in the target and non-target region. Colored 
boxes indicate combinations with the same total set size. 
 
 
Figure 4.9. Response times broken down by region with fewer items in Experiment 5. Orange 
circles represent data from trials in which there were fewer items in the target region, while blue 
circles represent data from trials in which there were fewer items in the non-target region. 
Response times are faster when the target region has fewer items compared to the nontarget 
region, suggesting that observers might have used a strategy where they started their search in 
the region with fewer items. 
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It is important to rule out the possibility that the difference in RTs arose instead from a 
difference in target detection or identification times. To examine this, we conducted a paired t-
test comparing RT in the target-only condition. There was no significant difference in RT when 
the target was in the sand (M = 646ms, SD = 75ms) compared to when it was in the sea (M = 
644ms, SD = 76ms), t(34) = 0.47, p =.641, dz = .079, 95% CI: [-7.22, 11.57]. Furthermore, the 
Bayes Factor BF01 was 4.97, indicating moderate support for the null hypothesis that these two 
RTs were not meaningfully different. As such, the difference in RTs were most likely due to 
different rates of evidence accumulation. 
Discussion 
The goal of Experiment 5was to establish a baseline rate of evidence accumulation for the 
set of stimuli and background images that were used in Experiments 2-4. However, two 
problems prevented us from achieving this. Firstly, the logarithmic slopes were different 
depending on whether the target was in the sea or on the sand. To mitigate this problem, we 
could limit the calculation of the logarithmic slope to trials in which the target appeared in the 
sand. However, there was a second, issue that was more difficult to resolve. There was a 
possibility that participants adopted a strategy in which they started their search in the region 
with fewer items by making an eye movement. This would lead to systematic changes in 
evidence accumulation rate that is unrelated to the total set size or scene information. We 
addressed these issues in the next experiment. 
Experiment 6 
 In this Experiment, we took a different approach to the question “does scene information 
increase evidence accumulation rates in the target-consistent region?”. Instead of varying set size 
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as we have done in the previous experiments, here we used a scene preview paradigm. By 
previewing the scene before the onset of the search items, information about the location of the 
target-consistent region would be available before evidence accumulation starts. Thus, we expect 
that response times will be shorter with a scene preview. To examine the mechanism behind the 
reduced response times, we examined eye movements. It is known that evidence accumulation 
rates are the highest in the fovea and decrease with eccentricity (Lleras et al., 2020; Wang et al., 
2018). As such, a difference in eye movement behavior between the preview and no-preview 
conditions would suggest that difference in response times can be attributed to faster 
accumulation rates by foveating relevant distractors in the target-consistent region. On the other 
hand, if there are no differences in eye movement patterns despite differences in response times, 
then it is likely that scene information allows distractors in the target-inconsistent region to be 
excluded from processing. Since scene information would be available before the start of 
evidence accumulation in the preview condition, observers should be able to use scene 
information to guide their first eye movement toward the target-consistent region. Thus, we 
hypothesized that the percentage of initial saccades that land in the target-consistent region will 
be higher in the preview condition. In a similar vein, we hypothesized that there should be fewer 
fixations to find the target in the preview condition. The effect of scene preview on the initial 
saccade latency, which is the time taken from the onset of the search items to the first saccade, is 
less clear. On the one hand, initial saccade latency could be shorter in the preview condition 
because scene information can allow for a quick saccade to the target-relevant region once the 
search items appear on the display. On the other hand, the initial saccade latency could be longer 
in the preview condition because scene information allows for processing to be limited to the 
target-consistent region; observers might take longer to make a more precise saccade towards the 
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target. Lastly, to mitigate the potential problem of observers using a strategy in which they start 
their search in the region with fewer/more items, in this experiment we equated the two regions 
on the number of items that were present. The aforementioned hypotheses, as well as the 
experiment procedure, were pre-registered on OSF (https://osf.io/gcxu5).   
Participants 
 Participants were recruited from the student population of the University of Illinois at 
Urbana-Champaign, and received course credit for their participation. Only participants with 
normal color vision and normal or corrected-to-normal vision were recruited. In the pilot 
experiment, 24 participants were recruited. Five participants did not complete the experiment 
because of problems with calibrating the eye tracker, and there was an error in the code for the 
first 3 participants. The remaining 16 participants all had an accuracy of >90% and were all 
included in the analyses. In the confirmatory experiment, 13 participants were recruited. Four 
participants did not complete the experiment because of problems with calibrating the eye 
tracker. The remaining 9 participants all had an accuracy of >90% and were all included in the 
analyses. In total, 25 participants were included in the analyses for this experiment.   
Stimuli and Apparatus 
 All stimuli were identical to Experiment 1. The experiment was programmed in 
MATLAB, using the Psychophysics Toolbox (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997). 
Eye movements were recorded using an SR Research Eyelink 1000 (PLUS) Tower Mount with a 
spatial resolution of <0.01° RMS and a 1000Hz sampling rate. Viewing was binocular, although 
on the left eye was recorded. Head movements were minimized with a chin and forehead rest. 
Participants viewed the stimuli from 60cm away. Fixations and saccades were segmented using 
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the algorithm in the Eyelink 1000 system, with a velocity threshold of 35°/s, an acceleration 
threshold of 9500°/s2, and a fixation update interval of 100ms.  
Design and Procedure 
 The experiment was a 3 (total set size) by 2 (preview condition) repeated-measures 
design. The levels for the total set size were: 2, 4, and 16. The set size refers to the total number 
of items including the target. The total number of items were equated in the two regions. For 
example, when the total set size was 16, there were 8 distractors in the non-target region and 7 
distractors plus 1 target in the target region. The levels for the preview condition were: no-
preview and 247 ms preview (21 frames at 85Hz refresh rate). The target, which was always 
present on each trial, was always in the sand – this was made known to the participants at the 
start of the experiment. In half of the trials, the sea was on the top half of the display; in the other 
half, the sea was on the bottom half of the display. This was randomly determined for each trial. 
In half of the trials, the target was facing the left (i.e. the correct response was the ‘left’ arrow 
key’). In the other half of the trials, the target was facing the right. Target direction was 
randomly determined on each trial. 
The entire experiment was divided into 16 blocks (14 blocks in the pilot) of 24 trials 
each, with a rest period after every 48 trials (2 blocks). Within each block, there were 8 trials per 
set size. Trials were randomized within each block. The preview condition was blocked. For 
participants with an odd-numbered participant id, odd-numbered blocks were the preview blocks, 
and even-numbered blocks were the no-preview block. For participants with an even-numbered 
participant id, odd-numbered blocks were to no-preview block, and even-numbered blocks were 
the preview block. For example, for participant number 3, they began the experiment with the 
preview block, followed by the no-preview block. This pattern alternated until the end of the 
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experiment. There were a total of 384 trials, with 64 trials per condition (336 total trials and 56 
trials per condition in the pilot). 
A nine-point calibration followed by validation was performed at the start of the practice 
block and before each experimental block (i.e. every 48 trials). The experiment began with a 
block of 12 practice trials (2 trials in each condition). Each trial began with a black fixation cross 
on a grey background. After 1000ms, the fixation cross turned white. In the preview condition, 
this coincided with the presentation of the background. The change in the color of the fixation 
cross is to equate for the “orienting signal” that is produced by the presentation of the 
background in the preview condition, which might serve as a cue that the search display will be 
presented soon. After 247ms (21 frames at 85Hz refresh rate), the search display appeared and 
remained on-screen until either a response was made or 4000ms elapsed without any response. 
The next trial then begins. Drift correction was performed every 4 trials. Feedback was given in 
the form of a loud beep when the participant made an erroneous response or when 4000ms 
elapsed without a response. No feedback was given for correct trials.  
Participants were instructed to keep their eyes on the fixation cross before the search 
stimuli appear. The experiment was programmed such that if the participant’s fixation was 1.9 
degrees of visual angle away from the fixation cross any time during the preview period, the trial 
terminates and the message “Please keep our eyes on the fixation cross until the tortoises 
appear” was displayed on the screen for 2000ms. Drift correction was then performed, and the 





 As stated in the pre-registration, response times (RTs) greater than 2000ms were assumed 
to be due to attentional lapses, and RTs lesser than 200ms will be assumed to be due to 
anticipations (Wolfe et al., 2010). These trials were excluded from analyses. Trials on which 
participants made an error were also excluded from analyses. In total, 1.8% of all trials were 
excluded. Follow-up tests were corrected using the Holm-Bonferroni method for multiple 
comparisons. Greenhouse–Geisser corrections were applied wherever necessary and are reported 
with the corrected p values (pc), as well as with epsilon (ε). All analyses and statistical 
procedures were pre-registered unless otherwise specified.  
 As mentioned in the Participants section, the data for the pilot and the experiment were 
combined. However, since there were more trials in the experiment, we limited the trials in the 
experiment to be the same as that in the pilot. Specifically, we discarded all trials after the 336th 
trial in the experiment, since there were only 336 trials in the pilot.  
Response Times 
A 2 (preview condition) x 3 (total set size) repeated-measures analysis of variance 
(ANOVA) was conducted with RT as the dependent variable (Figure 4.10). Mean RTs were 
faster when there was a preview of the background (M = 738 ms, SD = 119 ms) compared to 
when there was no preview, (M = 775 ms, SD = 114 ms), F(1, 24) = 39.20, p < .001, BF10 = 
3.16 x 108, ηp² = .62. There was also a main effect of set size, F(2, 48) = 177.09, pc < .001, ε = 
0.91, BF10 = 9.20 x 1027, ηp² = .88. Follow-up t-tests revealed that RTs increased with set size. 
RTs were faster at set size 2 (M = 715 ms, SD = 118 ms) compared to set size 4 (M = 742 ms, SD 
= 115 ms), t(24) = 5.68, p < .001, 95% CI:[18, 38], BF10 = 2.8 x 10
3, dz = 1.14, which were in 
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turn faster than RTs at set size 16 (M = 812 ms, SD = 117 ms), t(24) = 14.32, p < .001, 95% CI: 
[59, 79], BF10 = 2.4 x 10
10, dz = 2.86. The interaction was not significant, F(2, 48) = 0.45, p = 
.64, BF10 = 0.16, ηp² = .018.  
 
 Figure 4.10. Response times from Experiment 6. Response times increased logarithmically as a 
function of set size in both the preview (orange circles) and no-preview (blue triangles) 
conditions. Additionally, response times were faster in the preview condition. 
 
 In summary, response times increased logarithmically as a function of set size in the 
preview and no-preview conditions. In addition, response times were faster in the preview 
condition. Next, we turn to the analyses of the eye movement data. In the following analyses, we 
first conducted a 2 (preview condition) x 3 (set size) ANOVA. Follow-up t-tests were then 





 Final fixations that were directed back to the central fixation (± 25 pixels from the central 
fixation) after finding the target were removed from analyses. These fixations were assumed to 
be preparatory fixations in anticipation of the next trial. For analyses that involve determining 
the region in which a fixation is in, only fixations that were more than 10 pixels away from the 
central fixation were included in the analyses. 
Number of fixations 
 Participants made fewer fixations when there was a preview of the background (M = 
3.15, SD = 0.31) compared to when there was no preview, (M = 3.44, SD = 0.32), F(1, 24) = 
70.12, p < .001, BF10 = 2.87 x 10
16, ηp² = .75. There was also a main effect of set size, F(2, 48) = 
232.47, p < .001, BF10 = 2.69 x 10
34, ηp² = .91. Follow-up t-tests revealed that the number of 
fixations increased with set size. Participants made fewer fixations at set size 2 (M = 3.01, SD = 
0.28) compared to set size 4 (M = 3.24, SD = 0.31), t(24) = 8.83, p < .001, 95% CI:[0.18, 0.28], 
BF10 = 2.37 x 10
6, dz = 1.77, which were in turn fewer than at set size 16 (M = 3.64, SD = 0.35), 
t(24) = 13.71, p < .001, 95% CI: [0.34, 0.46], BF10 = 2.4 x 10
10, dz = 2.74. The interaction was 
not significant, F(2, 48) = 0.039, p = .96, BF10 = 0.12, ηp² = .0016. Note that the number of 
fixations include the initial fixation at the fixation cross in the center of the screen upon the onset 




Figure 4.11. Number of fixations (including initial fixation) in Experiment 6. There were fewer 
fixations in the preview condition (orange circles) compared to the no-preview condition (blue 
triangles). In addition, the number of fixations increased with set size. 
Initial saccade latency 
The initial saccade latency (ISL) refers to the time between the onset of the search 
display to the first eye movement. There was no effect of preview on ISL, F(1, 24) = 2.36, p  = 
.13, BF10 = 1.78, ηp² = .090. There was also no effect of set size on ISL, F(2, 48) = 1.90, pc = .17, 
ε = 0.75, BF10 = 0.33, ηp² = .073. The interaction was also not significant, F(2, 48) = 0.48, p = 
.62, BF10 = 0.13, ηp² = .020.  
Percentage of initial saccades that landed in the target-consistent region 
 Next, we examined the percentage of initial saccades that landed in the target-consistent 
region. A larger percentage of initial saccades were landed in the target-consistent region when 
there was a preview of the background (M = .89, SD = .067) compared to when there was no 
preview (M = .80, SD = .070), F(1, 24) = 44.02, p < .001, BF10 = 1.22 x 10
12, ηp² = .66.  There 
134 
 
was no main effect of set size, F(2, 48) = 2.49, p = .093, BF10 = 0.33, ηp² = .094. The interaction 
was also not statistically significant, F(2, 48) = 1.87,  p = .16, BF10 = 0.32, ηp² = .072.  
 
Figure 4.12. Proportion of first saccades that landed in the target region in Experiment 6. There 
were more first saccades that landed in the target region in the preview condition (orange circles) 
compared to the no-preview condition (blue triangles). 
 
Distance between landing location of initial saccade and target. Interestingly, there was no 
meaningful difference in the initial saccade latency in the preview and no-preview group. Yet, in 
the preview condition, response times were faster, fewer eye movements were made, and the 
initial saccade landed more frequently in the target-consistent region. We thus conducted an 
exploratory analysis to examine the initial saccade in further detail. A 2 (preview) x 3 (set size) 
ANOVA was conducted with the distance between the target and the landing location of the 
initial saccade as the dependent variable. Only trials in which the initial saccade landed in the 
target region were included in the analysis. Initial saccades were nearer to the target when there 
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was a preview of the background (M = 4.22°, SD = 1.21°) compared to when there was no 
preview (M = 5.62°, SD = 1.24°), F(1, 24) = 44.23, p < .001, BF10 = 1.64x10
10, ηp² = .65. There 
was also a main effect of set size, F(2, 48) = 66.01, pc < .001, ε = 0.81, BF10 = 3.52x10
16, ηp² = 
.73 Follow-up t-tests revealed that the number of fixations increased with set size. This distance 
was smaller at set size 2 (M = 3.91°, SD = 1.23°) compared to set size 4 (M = 4.68°, SD = 1.17°), 
t(24) = 8.66, p < .001, 95% CI:[0.16, 0.26], BF10 = 1.68 x 10
6, dz = 1.73, which was in turn 
smaller than at set size 16 (M = 6.19°, SD = 1.37°), t(24) = 14.21, p < .001, 95% CI: [0.35, 0.46], 
BF10 = 1.11 x 10
10, dz = 2.82. The interaction was not significant, F(2, 48) = 0.42, p = .66, BF10 = 
0.16, ηp² = .017. For context, the distance in visual angle between the central fixation cross and 
the horizontal edge of the display (i.e. the top or bottom of the display) was approximately 
14.05°.  
 
Figure 4.13. Distance (in degrees of visual angle) between the landing location of the initial 
saccade and the target. Observers landed their initial saccade nearer to the target in the preview 
condition (orange circles) compared to the no-preview condition (blue triangles). In addition, this 




  When the scene is previewed before the onset of the search items, the scene-processing 
pathway is engaged before the object-processing pathway. The location of the target-consistent 
region can thus be determined before the search items appear, aiding the observer in their search. 
Experiment 6 showed that, in the preview condition, response times were faster, fewer fixations 
were made, and the initial saccade was more likely to land in the target-consistent region. In 
addition, for initial saccades that landed in the target-consistent region, a preview of the scene 
allowed observers to land their initial saccade nearer to the target. Interestingly, there was no 
meaningful difference in the initial saccade latency between the preview and no-preview 
conditions. The initial saccade latency reflects the time taken to select a location or item to fixate 
upon after the initial processing of the display upon its onset. In the no-preview condition, all 
locations (and/or distractors) were potential candidates for the end point of a saccade during the 
initial processing. In contrast, in the preview condition, only locations (and/or distractors) in the 
target-consistent region were potential candidates for the end point of the initial saccade. This is 
because scene information was already available before the onset of the search items. Thus, the 
initial saccade in the preview condition was more likely to land in the target-consistent region. 
Furthermore, the initial saccade landed nearer to the target, suggesting that more distractors were 
rejected during the initial processing in the preview condition.  
General Discussion 
 We conduct numerous visual searches every day: we search for our keys before leaving 
the house; we circle around the block to look for an empty parking spot; we look around in a 
crowded café to spot a friend. A great deal of scientific effort has been poured into the study of 
visual search (e.g. Buetti et al., 2016; Bundesen, 1990; Duncan & Humphreys, 1989; Hulleman 
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& Olivers, 2015; Kristjánsson, 2015; Treisman & Gelade, 1980; Verghese, 2001; Vickery, King, 
& Jiang, 2005; Wolfe, 2007; Zelinsky, 2008).. The vast majority of studies, however, have been 
conducted with basic features such as shapes and colors. It is only relatively recently that there 
has been a surge in examining visual search in real-world scenes (Ehinger et al., 2009; Kanan et 
al., 2009; Neider & Zelinsky, 2006, 2008, 2010; Torralba et al., 2006; Wolfe et al., 2011). This is 
a welcome effort, as we almost never encounter simple objects in our daily searches; more often 
than not, we are searching for real-world objects in real-world scenes. In this study, the goal was 
to further understand visual search in scenes in order to move the esteemed theories of 
laboratory-based visual search into more ecological pastures. Computational models of visual 
search in scenes have yet to account for processing and response times, instead focusing on 
modeling eye movements (e.g. Ehinger et al., 2009; Torralba et al., 2006). In Wolfe et al.’s 
(2011) descriptive model, there is an (implicit) assumption that scene information would not 
benefit efficient search tasks since these are considered to be “preattentive” and thus not affected 
by set size. Indeed, although the influence of scene information has widely been demonstrated in 
inefficient search tasks (e.g., Boettcher, Draschkow, Dienhart, & Võ, 2018; Neider & Zelinsky, 
2006, 2008, 2010; Malcom & Henderson, 2009; Võ & Henderson, 2010; Võ et al., 2019), little 
attention has been paid to its influence on efficient search tasks. Presumably, this is because the 
current consensus of the field is that efficient search tasks are “preattentive”; response times are 
thought to be invariant with respect to factors such as set size or target-distractor similarity. 
However, according to Target Contrast Signal Theory, there exists systematic variability in 
response times even in efficient search tasks (Buetti et al., 2016; Lleras et al., 2020). Indeed, in 
all six experiments in this study, response times increased logarithmically as a function of set 
size, even though search was very efficient (<10ms/item). Thus, our results show that the object-
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processing pathway can be better characterized as one that involves a process of evidence 
accumulation, in which total processing time increases with total set size, as described by Target 
Contrast Signal Theory. Upon the onset of the search display, each item begins accumulation 
evidence towards a non-target threshold; the goal is to reject the item as unlikely to be the target. 
This process of evidence accumulation is stochastic – although identical items will have the same 
average accumulation rate, items will reach thresholds at different times (Buetti et al., 2016; 
Lleras et al., 2020). The hallmark of this process is a logarithmic increase in response times as a 
function of set size: with the inclusion of each additional distractor, there is a likelihood that the 
processing time of that distractor exceeds the total processing time of all the current distractors 
(Lleras et al., 2020).  
 In inefficient search tasks, where response times are relatively longer (around 4-5 
seconds on average) and more eye movements (and shifts of attention) are executed (around 12 
on average), the benefit of scene information manifests in a reduction in response times as a 
result of a decrease in the number of items that have to be searched. Information from the scene-
processing pathway limits and/or prioritizes selection of objects into the attentional bottleneck in 
the object-processing pathway, effectively reducing the total set size in the search display. Such 
information includes semantic information (knowing that mugs are likely to appear on surfaces) 
and episodic information (knowing the exact locations of surfaces in your kitchen). Thus, when 
searching for a mug in one’s kitchen, search can be limited to target-consistent regions such as 
countertops; items in the target-inconsistent region can be ignored (or at least not prioritized). 
This reduced number of items, referred to as the functional set size, allows search to be 
completed much more quickly than what would be predicted by just the total number of items in 
the scene (Neider & Zelinsky, 2008; Wolfe et al., 2011).  
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 In efficient search tasks, scene information is utilized in a different manner. Evidence 
accumulation can be impacted by scene information in two top-down attentional processes that 
are related to the episodic and semantic information in Wolfe et al.’s (2011) model. Firstly, 
episodic information of the target-consistent region allows the visual system to quickly focus 
evidence accumulation in that region. In Experiment 1, the fastest response times were 
associated with trials in which the target appeared in the center of the target-consistent region 
rather than the center of the entire display. The consistency and predictability of the location of 
the target-consistent region allowed the visual system to use this episodic information to start 
their search at the center of the target-consistent region, perhaps by making an eye movement 
immediately upon or before the onset of the search display. Furthermore, response times were 
determined solely by the number of distractors in the target-consistent region, suggesting that 
top-down information changed the evidence accumulation process to focus only on the target-
consistent region and exclude the target-inconsistent region. Secondly, semantic information 
confers similar benefits as episodic information. This was despite the fact that the initial saccade 
latency did not differ between the preview and no-preview conditions, indicating that the amount 
of time taken during the initial processing of the search display, before the first eye movement, 
was equivalent with and without preview. In Experiment 6, the initial saccade latency did not 
differ between the preview and no-preview conditions, indicating that, indicating that the amount 
of time taken during the initial processing of the search display was equivalent in both 
conditions. Despite this, when a preview of the scene was available, the initial saccade was more 
likely to land in the target-consistent region. Furthermore, these saccades were more likely to 
land near the target compared to similar saccades in the no-preview conditions. A preview of the 
scene allowed the visual system to focus evidence accumulation in the target-consistent region, 
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even before the first saccade was executed. One possible consequence could be that the rate of 
evidence accumulation was increased in the target-consistent region, such that some distractors 
would have reached threshold before the first saccade. As such, there were fewer potential 
locations/objects to saccade to, thus resulting in a shorter average distance between the landing 
location of the initial saccade and the target in the preview condition.   
 In the current instantiation of Target Contrast Signal Theory (Lleras et al., 2020), 
evidence accumulation is described as a bottom-up process that is driven by the contrast between 
the item and the target template. The smaller the target-distractor similarity, the larger the 
contrast, and the faster the rate of evidence accumulation. Top-down feature-based attention does 
not impact the rate of evidence accumulation. This is in contrast to theories which propose that 
certain features receive a “boost” in processing from a top-down signal (e.g. Lee et al., 1999; 
Navalpakkam & Itti, 2007; Scolari & Serences, 2010; Wolfe, 2007; Wolfe et al., 1989). In Target 
Contrast Signal Theory, the only top-down component is the specification of the target template 
against which an item is compared to in the process of evidence accumulation. In Experiment 6, 
benefits of scene information were conferred even before the first eye movement was executed. 
Thus, top-down spatial-based attention can impact the rate of evidence accumulation. This is 
consistent with the widely-known effects of spatial attention increasing spatial resolution and 
signal detectability (Carrasco, 2011; Hawkins et al., 1990; Posner, 1980; Posner, Snyder, & 
Davidson, 1980; Yeshurun & Carrasco, 1999). Typically, the observer is tasked to detect or 
identify a stimulus that is presented on the display. Before the appearance of this stimulus, an 
endogenous cue is presented at the center of the screen where the observer is fixating. This cue 
indicates the location where the stimulus will appear, with a high probability. Response times are 
faster, and accuracy is higher, for validly-cued stimuli compared to invalidly-cued or non-cued 
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stimuli. The allocation of spatial attention to certain locations of the visual field thus enhances 
processing in those locations, even when there are no objects there. In a similar vein, in 
Experiments 1 and 6, knowledge of where the target-consistent region is allows spatial attention 
to influence the rate of evidence accumulation for distractors in that region (and perhaps decrease 
the rate in the target-inconsistent region), resulting in faster response times and a diminished 
effect of distractors in the target-inconsistent region. 
Limitations and Future Directions 
  The experiments in the present study consisted of easily-segmentable objects that 
appeared on a background that was equally divided into a target-consistent and target-
inconsistent region. This rudimentary representation of a scene is arguably far removed from 
what we encounter in daily life. It is also more simplistic than typical studies of visual search in 
scenes, which often include real-world objects and/or other perceptual cues such as depth and 
lighting (Boettcher et al., 2018; Malcom & Henderson, 2009; Võ & Henderson, 2010; Võ et al., 
2019). However, this was a necessary simplification in the context of the present study. In order 
to accurately examine the logarithmic response time by set size function, it was imperative that 
set size was precisely defined. The set size of a real-world scene is notoriously difficult to 
determine (Wolfe et al., 2011). What constitutes a single object when determining set size in a 
real-world scene? Is a bookshelf considered as a single object that is separate from the books that 
are house in it, although they occupy the same space in the scene? Is a stack of plates in the 
kitchen considered a single object, or should each plate be considered a separate object? Thus, as 
Neider and Zelinsky (2006) have previously done, the present study was designed such that a 
precise definition of set size was afforded. Future work should aim to extend the present results 
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to more ecological search displays by including objects of different types, multiple target-
consistent regions, and other perceptual cues such as depth, lighting, and motion. 
  According to Target Contrast Signal Theory, the resolution of the retina is a major 
determinant of evidence accumulation rates; rates are the highest at the fovea and decrease with 
eccentricity. Here, we showed that spatial attention can also increase accumulation rates. Future 
work should examine the interaction between these two influences in greater detail. An 
outstanding question is: does spatial attention decrease the rate of evidence accumulation in the 
target-inconsistent region, or is that location simply excluded from the process? Experiment 1 
showed that distractors in the target-inconsistent region do not contribute meaningfully to 
response times. Although this is consistent with an outright exclusion of the target-inconsistent 
region from evidence accumulation, it is also possible that scene information dramatically 
increases the rate of evidence accumulation of distractors in the target-inconsistent region, which 
as a result are discarded quickly, such that it was not statistically detectable in Experiment 1. 
However, it should be noted that, mathematically, an outright exclusion of items in the target-
inconsistent region is not distinguishable from a process in which these items reach threshold 
very quickly. A computational modelling approach might shed some light on this issue. 
 Lastly, future work should focus on the effects of scene information on distractors in the 
target-inconsistent region. Although the results of this study suggest that evidence accumulation 
rates are increased in the target-consistent region, it is still unclear whether there is a decrease in 
the evidence accumulation rate in the target-inconsistent region. Alternatively, scene information 
could simply discard all distractors in the target-inconsistent region even without the need to 
accumulate evidence. It is possible that the nature of the task determines which of the two 
mechanisms are in place. Neider and Zelinsky (2006) showed that in target-absent trials in an 
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inefficient search task, observers directed final eye movements to target-inconsistent regions to 
“check” whether the target was there, even though the target never appeared in target-
inconsistent regions.  
Conclusion 
 In summary, the present study demonstrated that scene information is beneficial in 
efficient search tasks. When scene information is unpredictable, it takes time before the target-
consistent region can be identified. At small set sizes, evidence accumulation is complete before 
scene information is available. As such, distractors in the target-inconsistent region contribute to 
response times. However, at larger set sizes, evidence accumulation is still underway when scene 
information becomes available. Processing then changes, such that the effect of distractors in the 
target-inconsistent region is diminished. On the other hand, when scene information is 
predictable, knowledge of the target-consistent region allows observers to direct top-down spatial 
attention to that region even before the first eye movement is made, and even before the search 






 In this dissertation, the nature of parallel processing was examined in detail under the 
framework of Target Contrast Signal Theory. One of the major tenets of the theory is that early 
processing in visual search involves an evidence accumulation process that begins across all 
locations in the search display. Evidence is accumulated toward a non-target threshold: the goal 
is to decide that an item is not the target and discard it from further processing. A key proposal is 
that the evidence that is accumulated is too unreliable to be confidently used by the visual system 
to guide the deployment of focused attention. Indeed, knowledge that an item is not the target 
does not necessarily confer knowledge of the features of the item. Chapter 2 investigated this 
proposal in further detail by examining the nature of the output of parallel processing. Response 
times in displays with a mix of high-similarity and low-similarity candidates were best predicted 
by a model that assumed that all candidates were randomly scrutinized with equal probability. If 
the visual system had utilized target-distractor similarity to guide the deployment of attention, 
response times in mixed displays should have been predicted by a model that assumes that high-
similarity candidates were scrutinized before low-similarity candidates. Thus, I demonstrated 
that the visual system did not utilize information about target-distractor similarity to guide the 
deployment of focused attention after parallel processing. This was despite the fact that the 
visual system could reliably differentiate between different levels of target-distractor similarity 
even at very short presentation times of 100ms. Further support was thus provided to the 
proposal that the output of early parallel processing in visual search is simply a list of locations 
of unrejected items, with no (reliable) information about the features of these items. 
145 
 
 Chapter 3 examined the outcome of early parallel processing in further detail. The 
accumulation of evidence in early visual processing results in items being rejected and discarded 
from further processing. What happens to these discarded items? Using the Contextual Cueing 
paradigm, whereby response times to previously-encountered search displays are faster than 
novel search displays, Chapter 3 investigated the fate of the location information of items that 
were discarded. In these previously-encountered search displays, the locations of the distractors 
were identical across repeats, while the target location varied. All 3 experiments in Chapter 3 
demonstrated that even though lures contributed to overall processing times (about 50-100ms), 
they did not contribute to the Contextual Cueing effect. That is, repetition of lure locations 
changed neither overall response times nor the rate of evidence accumulation in early parallel 
processing. In contrast, repetition of candidate locations led to the canonical Contextual Cueing 
effect. Thus, Chapter 3 demonstrated that once a lure is rejected and discarded from further 
processing, information about its location is discarded as well. In addition, Chapter 3 also 
demonstrated that repeated spatial context does not affect the evidence accumulation process 
during early parallel processing.   
  In Chapter 4, I examined another potential source of influence on the evidence 
accumulation process. Contextual information from scenes has routinely been shown to benefit 
search behavior in inefficient search tasks through the prioritization of target-likely locations 
over target-unlikely locations. Chapter 4 demonstrated that scene information also benefits 
efficient search, albeit in a different manner. Semantic information about the target-consistent 
region allows the visual system to increase the rate of evidence accumulation of items in that 
region. When scene information was available before the onset of the search items, either 
through semantic or episodic knowledge, response times were faster and the influence of 
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distractors in target-inconsistent regions was diminished. The benefit of scene information was 
observed even before the first eye movement was executed, suggesting a top-down attentional 
process of deploying spatial attention to the target-consistent region. Spatial attention increased 
the rate of evidence accumulation of distractors in the target-consistent region, thus increasing 
the probability that the initial eye movement was directed towards the target-consistent region 
and allowing the visual system to land the initial saccade nearer to the target.  
 In summary, in this dissertation, I have demonstrated that the output of parallel 
processing in early vision is a list of locations, of potential targets, that do not contain reliable 
information about features (Chapter 2); that the location information of distractors that are 
discarded during the parallel evidence accumulation are also discarded (Chapter 3); and that 
evidence accumulation during parallel processing can be influenced by top-down spatial 
attention in the form of information about the scene context. Thus, this dissertation provides a 
better understanding of parallel processing in early vision and validates several key aspects of the 
Target Contrast Signal theory. Additionally, Chapter 4 provides a novel way of thinking about 
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