1. Introduction {#s0005}
===============

In face-to-face communication, fast and accurate perception of the visible articulatory movements in the face can substantially enhance our understanding of auditory speech ([@bb0380], [@bb0400]). This is particularly beneficial for perceiving speech in noisy environments ([@bb0335]), and for hearing-impaired populations ([@bb0185]; [@bb0340]).

Difficulties in recognizing visual speech likely contribute to communication difficulties that are one of the core symptoms in autism spectrum disorders (ASD, DSM-5, [@bb0020]). To date, there is a large body of behavioral evidence for visual-speech recognition deficits in ASD (e.g., [@bb0420]; [@bb0370]; [@bb0360]), but brain regions or networks that might underlie the behavioral difficulties remain unknown.

Visual-speech recognition in the typically developed population involves several brain regions ([@bb0115]; [@bb0120]; [@bb0290]; [@bb0075]). These regions can be broadly divided into "visual-movement regions" for the processing of visual movement, and "speech-motor regions" involved in production and perception of auditory speech ([@bb0425]; [@bb0365]). Visual-movement regions refer to the motion-sensitive areas in the V5/MT and the posterior superior temporal sulcus/gyrus (pSTS/STG). V5/MT is an extrastriate visual area sensitive to human and non-human movement ([@bb0435]; [@bb0055]; [@bb0190]). The pSTS/STG is relevant for human motion perception ([@bb0310]; [@bb0195]), and the left pSTS/STG particularly for processing visual speech ([@bb0200]; [@bb0250]). The visual-speech sensitive portion of the pSTS/STG has been coined the temporal visual speech area (TVSA; [@bb0065]). Speech-motor regions include the left inferior frontal gyrus (IFG), the precentral gyrus (PCG) and the supplementary motor area (SMA). Activation of speech-motor regions during visual-speech perception is subsequent to activation in visual-movement regions ([@bb0285]; [@bb0135]). The two groups of brain regions might reflect two stages of visual-speech recognition: perception of motion signals in the face ("visual-movement regions"), and a subsequent stage of extracting the speech information from the motion ("speech-motor regions").

In light of the current debate about the role of sensory processing for communication deficits in ASD ([@bb0050]; [@bb0320]), our study aim was to find out, whether visual-speech recognition difficulties in ASD are due to atypical brain mechanisms for the perception of human motion ([@bb0070]; [@bb0205]), or rather subsequent mechanisms for speech processing ([@bb0080]; [@bb0390]). If the first option is true, we expect lower responses and/or lower connectivity in the visual-movement regions in ASD in contrast to controls during visual-speech recognition. In contrast, if the latter is true, we expect neurotypical responses and connectivity in visual-movement regions, but lower responses and/or connectivity in the speech-motor regions in ASD in contrast to controls.

We used functional magnetic resonance imaging (fMRI) and concurrent eye tracking to systematically investigate visual-speech recognition in adults with high-functioning ASD and typically developed pairwise matched controls. In an fMRI visual-speech recognition experiment, participants saw silent videos of speakers articulating syllables and performed a visual--speech task and a face-identity task. The two tasks were performed on identical stimulus material. Contrasting the visual-speech task to the face-identity task allowed us to specifically target mechanisms underlying visual-speech processing in contrast to processing of other face information. We applied an fMRI region of interest (ROI) localizer to functionally localize the motion-sensitive V5/MT and the TVSA in the left pSTS/STG ([@bb0245]). Tracking participants\' eye movements during visual-speech recognition in the MRI environment was motivated by previous studies, which reported that individuals with ASD gaze less to the face and the mouth during visual-speech recognition compared to typically developed controls ([@bb0225]; [@bb0220], but see [@bb0160]). Gaze behavior is an important factor to consider because eye movements to informative parts of the face are a prerequisite for successful visual-speech recognition ([@bb0270]), and influence brain responses to visual-speech ([@bb0235]).

2. Materials and methods {#s0010}
========================

2.1. Participants and neuropsychological assessment {#s0015}
---------------------------------------------------

The study sample included 17 individuals diagnosed with ASD (ASD group) and 17 typically developed individuals (control group) who were matched pairwise on gender, chronological age, handedness ([@bb0295]) and full performance intelligence quotient (IQ) ([Table 1](#t0005){ref-type="table"}). We excluded three additional participants with ASD: one participant due to difficulties in finding a control subject who would match with regard to IQ (full scale IQ = 85), one participant due to head movements in the MRI scanner greater than 3 mm during the visual-speech recognition experiment, and one participant due to a performance in the visual-speech recognition experiment that was lower than 2 standard deviations of the mean performance of the ASD group. Data of the respective control participants was excluded as well.Table 1Descriptive statistics for the ASD (*n* = 17) and the control group (*n* = 17) and group comparisons. Each participant in the control group was matched with respect to chronological age, gender, intelligence quotient (IQ), and handedness to the profile of one ASD participant.Table 1Control (*n* = 17)ASD (*n* = 17)Gender13 males, 4 females13 males, 4 femalesHandedness[a](#tf0005){ref-type="table-fn"}14 right, 3 left14 right, 3 left*MSD (range)MSD (range)p*Age32.6511.08 (21--55)31.4710.82 (21--54)0.756WAIS-III[b](#tf0010){ref-type="table-fn"} scales Full scale IQ107.128.17 (91--121)105.3510.64 (87--124)0.591 Verbal IQ106.2910.84 (89--130)109.0612.61 (91--138)0.498 Performance IQ106.768.78 (90--121)100.129.76 (82--120)0.045[⁎](#tf0025){ref-type="table-fn"} Working memory103.7611.44 (88--126)105.6513.32 (86--146)0.662Concentration[c](#tf0015){ref-type="table-fn"}105.127.66 (86--114)101.8211.73 (84--126)0.341AQ[d](#tf0020){ref-type="table-fn"}17.064.07 (10--25)37.947.82 (14--47)0.000[⁎](#tf0025){ref-type="table-fn"}[^1][^2][^3][^4][^5]

All participants were on a high-functioning cognitive level as indicated by an IQ within the normal range or above (defined as a full scale IQ of at least 85). Pairs of ASD and control participants were considered matched on IQ if the full scale IQ difference within each pair was maximally one standard deviation (15 IQ points). IQ was assessed using the Wechsler Adult Intelligence Scale (WAIS III; [@bb0415]; German adapted version: [@bb0035]). In addition, groups showed comparable concentration performances (d2 test of attention; [@bb0090]; [Table 1](#t0005){ref-type="table"}). All participants reported normal or corrected-to-normal vision correction. All reported normal hearing abilities and we confirmed these reports by means of pure tone audiometry (hearing level equal or below 35 dB at the frequencies of 250, 500, 1000, 1500, 2000, 3000, 4000, 6000, and 8000 Hz) (Micromate 304; Madsen, Denmark). All participants were native German speakers and were free of psychostimulant medication.

Participants with ASD had previously received a formal clinical diagnosis of Asperger Syndrome (13 male, 4 female) or childhood autism (1 male, verbal IQ 119) according to the diagnostic criteria of the International Classification of Diseases (ICD; [@bb0430]). The diagnosis was additionally confirmed based on the Autism Diagnostic Observation Schedule (ADOS; [@bb0260]; German version: [@bb0345]), that was conducted in the context of clinical diagnostics or by trained researchers (KB, SS). If caregivers or relatives were available (n = 11), we also performed the Autism Diagnostic Interview-Revised (ADI-R; [@bb0255]; German version: [@bb0085]). Five ASD participants had previously received a formal clinical diagnosis of other comorbid psychiatric disorders (social anxiety, depression (remitted) and posttraumatic stress disorder) according to the diagnostic criteria of the ICD ([@bb0430]). Control participants were screened for presence of autistic traits and none of them met a clinically relevant extend as assessed by the Autism Spectrum Quotient (AQ; [@bb0045], [Table 1](#t0005){ref-type="table"}). Note that one control participant had a higher AQ score than one of the ASD participants. This is expected since the distribution of the AQ score has been shown to overlap between the ASD and the neurotypical population ([@bb0045]). The AQ is a self-assessment screening instrument for measuring the degree of autistic traits, but it does not serve as a diagnostic tool. It is suitable to discriminate between individuals diagnosed with ASD and neurotypical controls (e.g., [@bb0045]; [@bb0405]), but it does not significantly predict a receipt of ASD diagnosis ([@bb0030]). None of the control participants reported any history of psychiatric disorders or any family history of ASD. None of the participants reported any history of neurological disease. Written informed consent was obtained from all participants according to the procedures approved by the Ethics Committee of the Medical Faculty at the University Leipzig (316-15-24082015). All participants received expense reimbursement (8€/hour for MRI session, 7€/hour for behavioral session and travel cost reimbursement).

2.2. Experiments {#s0020}
----------------

### 2.2.1. Visual-speech recognition experiment (fMRI) {#s0025}

The experiment was a 2 × 2 factorial design with the factors *Task* (visual-speech task, face-identity task) and *Group* (control, ASD). The stimulus material consisted of silent videos of speakers articulating a vowel-consonant-vowel (VCV) syllable. The videos were taken from 3 male speakers and there were 63 different syllables for each speaker. The syllables represented all combinations of the consonants /f/, /l/, /n/, /p/, /r/, /s/, /t/ and the vowels /a/, /e/, /u/. Syllables were pseudorandomly assorted into blocks of nine videos considering the German viseme classes ([@bb0025]). In each block, the participants either performed the visual-speech task or the face-identity task ([Fig. 1](#f0005){ref-type="fig"}A). Before each block ([Fig. 1](#f0005){ref-type="fig"}B), participants received a task instruction: They saw a written instruction screen "syllable" or "person" to announce which task to perform. The screen was followed by the presentation of one video of one of the 3 speakers articulating one of the syllables. For the visual-speech task, participants were asked to memorize the syllable of this video (target syllable) and to indicate for each of the videos in the block whether the syllable matched the target syllable or not, independent of the person who was articulating it. For the face-identity task, participants were asked to memorize the person in the video (target person) and to decide for each video within the block, whether the person matched the target person or not, independent of the syllable that was articulated. After each block, a white fixation cross on a black screen was presented for a period of 18 s. The stimulus material was exactly the same for both tasks. There were 21 blocks in the visual-speech task and 21 blocks in the face-identity task. Blocks and trials within a block were presented in a pseudorandomized order. The number of target items varied between two and five across blocks and was the same for the visual-speech task and the face-identity task. Responses were made via a button box. Participants were requested to respond to each item by pressing one button if it was a target and another button if it was not. The experiment was divided into two fMRI runs of 15 min.Fig. 1Experimental designs presented during fMRI session. **(A)** Visual-speech recognition experiment: Participants viewed blocks of videos without audio-stream showing 3 speakers articulating syllables. There were two tasks for which the same stimuli were used: visual-speech task and face-identity task. **(B)** At the beginning of each block, a written word instructed participants to perform one of the tasks ("syllable" for the visual-speech task or "person" for the face-identity task). In the visual-speech task, participants matched the articulated syllable to a target syllable (here 'EPE'). In the face-identity task, participants matched the identity of the speaker to a target person (here person 2). Respective targets were presented in the first video of the block and marked by a red frame around the video. **(C)** ROI localizer: Blocks of images of faces and objects were presented, and participants were asked to view them attentively.Fig. 1

Before the fMRI experiment, participants were familiarized with the visual-speech task and the face-identity task outside the MRI scanner. They conducted 3 practice blocks per task, which had the same structure as blocks for the actual scanning session, but a different stimulus material (3 speakers and 9 VCV-syllables not included in the fMRI experiment).

All videos started and ended with a closed mouth of the speaker providing all movements made during syllable production. Videos were on average 2.18 s (±0.12 s) long. Syllables were recorded from six professional male native German speakers who were all unfamiliar to the participants (24, 25, 26, 26, 27 and 31 years old). Three speakers were presented in the test phase and the other three speakers were used for the purpose of task familiarization. All speakers articulated the same set of syllables in a neutral manner and under the same conditions. Only the head of the speakers was displayed face-on against a uniform black background. Videos were recorded with a digital video camera (Canon-Legria HFS100, Canon Inc., Tokyo, Japan) and edited in Final Cut Pro (version 7, Apple Inc., CA, USA). Videos were overlaid with a mask so that outer features of the face (i.e. hair and ears) and the background were blurred. Videos were converted to grayscale and AVI 4:3 format (1024 × 768 pixels).

### 2.2.2. ROI localizer (fMRI) {#s0030}

The ROI localizer was a 2 × 2 × 2 factorial design with the factors *Stimulus* (face, object), *Movement* (static, movement) and *Group* (control, ASD). It was based on the design by [@bb0245]. The localizer included four conditions ([Fig. 1](#f0005){ref-type="fig"}C): (i) static face (faces from different persons with different facial gestures while speaking), (ii) facial speech movement (different facial gestures of the same person\'s face while speaking), (iii) static object (different objects in different views), and (iv) object movement (same object in different views). In conditions (i) and (iii) the stream of pictures gave the impression of individual faces or objects, while conditions (ii) and (iv) induced the impression of one speaking face or moving object. Participants were asked to attentively view blocks of pictures of faces and objects. Each block lasted 25 s and within the blocks, each single picture was presented for 500 ms without any pause between stimuli. After each block, a white fixation cross on a black screen was presented for a period of 18 s. There were four blocks per condition presented in two fMRI runs of 6 min.

### 2.2.3. Behavioral tests {#s0035}

To assess visual-speech recognition independent of the fMRI experiment, participants performed a visual word-matching test ([@bb0360]; [@bb0315]). Participants saw a written word on a screen and subsequently viewed a video without audio stream of a male speaker articulating a word. The articulated word was either the same as the previously presented written word or slightly altered version of the word (pseudoword). Participants indicated via button press whether the written word and the spoken word were the same or not.

In addition, in the context of a different research question, we assessed face recognition abilities using standard tests.

2.3. Eye tracking {#s0040}
-----------------

During fMRI data acquisition, we recorded participants\' eye movements using a 120 Hz monocular MR compatible eye tracker (EyeTrac 6, ASL, USA). The optical path was reflected over a mirror placed on top of the head coil in order to capture the image of the eye. Prior to the experiment, the eye tracking system was calibrated using a standard nine-point calibration procedure. The accuracy of eye tracking was checked before each run in the experiments. If necessary, the eye tracking system was recalibrated.

2.4. Image acquisition {#s0045}
----------------------

Functional and structural data was acquired on a SIEMENS MAGNETOM Prisma (3 Tesla magnetic resonance imaging scanner (Siemens, Germany)). Functional images were collected with a 20-channel head coil using a gradient echo EPI (echo planar imaging) sequence (TR = 2790 ms, TE = 30 ms, flip angle = 90°, 42 slices, whole brain coverage; slice thickness = 2 mm; interslice gap = 1 mm; in-plane resolution = 3 × 3 mm).

A structural image was acquired using a 32-channel head coil and a T1-weighted 3D magnetization-prepared rapid gradient echo (MPRAGE) sequence (TR = 2300 ms; TE = 2.98 ms; TI = 900 ms; flip angle = 9°; FOV = 256 mm × 240 mm; voxel size = 1 mm^3^ (isotropic resolution) 176 sagittal slices). This was done only for participants (n = 10) for whom no data was available from previous studies conducted at the Max Planck Institute for Human Cognitive and Brain Sciences in Leipzig. We accessed MPRAGE images available in the institute\'s data bank, which had been acquired also with a 32-channel coil and with the exact same acquisition parameters on 3 Tesla MRI scanners (SIEMENS MAGNETOM Trio, Verio and Prisma (Siemens, Germany).

2.5. Data analysis {#s0050}
------------------

### 2.5.1. Behavior {#s0055}

Behavioral data was analyzed with PASW Statistics 22.0 (IBM SPSS Statistics, USA). We computed group comparisons using analyses of variance (ANOVA) and Welch\'s independent samples *t*-test. Within-group comparisons were calculated with one-sample *t*-test and paired-samples *t*-tests. All *t*-tests were calculated two-tailed. Level of significance for all tests was defined at α = 0.05. To estimate the effect sizes we used η^2^ (Eta squared) and Cohen\'s *d*.

### 2.5.2. Eye tracking {#s0060}

Eye tracking data was analyzed offline (ASL Results Plus, Applied Science Laboratories, Bedford, USA). Data from 12 ASD participants and 12 control participants was included in the eye tracking data analysis. We had to exclude eye tracking data from the other participants due to difficulties with obtaining the corneal reflection (4 ASD and 1 control participant). Eye tracking data from their respective matched participants was also excluded.

A fixation was defined as having a minimum duration of 100 ms and a maximum visual angle change of 1°. For each participant, we measured the total number of fixations for the two conditions of the visual-speech recognition experiment (visual-speech task, face-identity task), and for the face conditions of the ROI localizer (static face, facial speech movement). To account for differences in the amount of successfully recorded data points due to inter-individual variance in trackability of pupil and/or corneal reflection, we normalized the number of fixations with a coefficient taking into account the relative duration of data loss: \[(total data duration -- duration of data loss)/total data duration\].

To investigate where participants looked we created rectangular areas of interest (AOIs). For the visual-speech recognition experiment, we defined three AOIs: "Eye-AOI", "Mouth-AOI" and "Off-AOI". The first AOI covered the eyes ("Eye-AOI"): the left boundary of the rectangle was located 80 pixels to the left of the left pupil, the right boundary 80 pixels to the right of the right pupil, the upper boundary 60 pixels above the pupils, and the lower boundary 60 pixels below the pupils. The second AOI covered the mouth ("Mouth-AOI"): the left and right boundaries of the rectangle were located 110 pixels left and right of the center of the mouth, the upper and lower boundaries 60 pixels above and below the center. Fixations falling outside the AOIs "Eye" and "Mouth" were labeled as "Off-AOI".

For the ROI localizer, we defined three AOIs: "Eye-AOI", "Mouth-AOI" and "Off-AOI". The first AOI covered the eyes ("Eye-AOI"): the left boundary of the rectangle was located 175 pixels to the left and the right boundary 175 pixels to the right from the middle point between the eyes, the upper boundary 45 pixels above and the lower boundary 45 pixels below the point. The second AOI covered the mouth ("Mouth-AOI"): the left and right boundaries of the rectangle were located 110 pixels left and right of the center of the mouth, the upper and lower boundaries 60 pixels above and below the center. Fixations falling outside the AOIs "Eye" and "Mouth" were labeled as "Off-AOI".

We compared the total number of fixations between the groups and between the conditions using a repeated measures ANOVA. We defined 2 × 2 ANOVAs for both the visual-speech recognition experiment \[*Task* (visual-speech, face-identity) × *Group* (control, ASD)\] and the ROI localizer \[*Movement* (static face, facial speech movement) × *Group* (control, ASD)\]. Next, we looked at fixations onto the AOIs. For the visual-speech recognition experiment, we defined a 2 × 3 × 2 ANOVA: \[*Task* (visual-speech, face-identity) × *AOI* (Eye, Mouth, Off) × *Group* (control, ASD)\]. For the ROI localizer, we defined a 2 × 3 × 2 ANOVA: \[*Movement* (static face, facial speech movement) × *AOI* (Eye, Mouth, Off) × *Group* (control, ASD)\].

### 2.5.3. fMRI Analysis {#s0065}

#### 2.5.3.1. Preprocessing and movement artifact correction {#s0070}

MRI data was analyzed using Statistical Parametric Mapping (SPM 12; Wellcome Trust Centre of Imaging Neuroscience, London, UK; <http://www.fil.ion.ucl.ac.uk/spm>) in a Matlab environment (version 10.11, The MathWorks, Inc., MA, USA). T2\*- weighted images were spatially pre-processed using standard procedures: realignment and unwarp, normalization to Montreal Neurological Institute (MNI) standard stereotactic space using the T1 scan of each participant, smoothing with an isotropic Gaussian filter of 8 mm at FWHM, and high-pass filtering at 128 s. Geometric distortions due to susceptibility gradients were corrected by an interpolation procedure based on the B0 field-map ([@bb0230]).

To control for potential confounding effects of movement artefacts on the BOLD signal change we examined the head movement along six possible axes during both experiments. We compared 6 movement parameters resulting from rigid body transformation during spatial realignment using independent-samples *t*-test. For both experiments, we found significant group differences in head movement along three axes (translation along x-axis, rotation around yaw and rotation around roll) indicating that the ASD group moved significantly more than the control group (Supplementary Table S1). Such finding is in accordance with previous literature (for a review see [@bb0385]). In order to control for the movement differences between the groups, we examined each participant\'s functional time series for global-signal artefacts using the Artifact Detection Tool (ART) software package (<http://web.mit.edu/swg/art/art.pdf>). Volumes were flagged as "outlier" volumes if the average global-signal intensity of the image (i.e., average signal intensity across all voxels) was more than 3.0 standard deviations from the overall mean for all images (ART z-threshold = 3.0), and the absolute global translation movement was more than 3 mm. Outlier volumes and 6 movement parameters were modeled as covariates of no interest in the first-level GLM. There were no significant group differences in the number of outlier volumes in any of the two experiments (Supplementary Table S1).

#### 2.5.3.2. BOLD response analysis {#s0075}

At the first level, statistical parametric maps were generated by modeling the evoked hemodynamic response for the different conditions as boxcars convolved with a synthetic hemodynamic response function in the context of GLM ([@bb0175]). For the ROI localizer, we modeled the conditions "static face", "facial speech movement", "static objects" and "object movement". Head movement parameters and outlier volumes were included as covariates of no interest. For the visual-speech recognition experiment, we modeled the conditions "visual-speech task", "face-identity task" and "instruction". Head movement parameters and outlier volumes were modeled as covariates of no interest. To account for potential effects of eye movements on brain responses, eye tracking data was also included into the first-level analysis. We entered the normalized number of eye fixations onto the predefined AOIs ("Eye-AOI", "Mouth-AOI", "Off-AOI") in the visual-speech task and the face-identity task as three covariates of no interest (except for the participants for whom this data was not available, see section "[Eye tracking](#s0040){ref-type="sec"}").

At the second-level, population-level inferences about BOLD response changes were based on a random effects model that estimated the second-level statistic at each voxel. For the ROI localizer and the visual-speech recognition experiment, we performed one-sample *t-*tests across the single-participant contrast images as within-group analyses. For between-group analyses, we used two-sample *t-*tests comparing the means of the single-subject contrast images from both groups. For the visual-speech recognition experiment, we included the difference between correct responses in the visual-speech task and in the face-identity task as a covariate of no interest to control for different difficulty levels of the two tasks.

#### 2.5.3.3. Correlation analysis {#s0080}

To further assess behavioral relevance of BOLD response to visual-speech recognition, we performed correlation analyses using SPM12. To do this, we entered visual-speech recognition performance score as a covariate of interest into the second-level analysis. This was done separately for the fMRI visual-speech task score and the visual word-matching test score. We do not report the *r* values as an estimate of the effect size of a correlation, because SPM does not provide *r* values.

#### 2.5.3.4. ROI definition {#s0085}

The ROIs included: the visual-movement regions (bilateral V5/MT and left TVSA, [Fig. 2](#f0010){ref-type="fig"}A), and the speech-motor regions (left IFG, bilateral PCG and bilateral SMA; [Fig. 2](#f0010){ref-type="fig"}B). The choice of the regions was based on findings in previous literature ([@bb0075]; [@bb0060]).Fig. 2Regions of interest for the second-level ROI analysis of the visual-speech recognition experiment. **(A)** Visual-movement regions were localized functionally on the group level using the ROI localizer ("second-step group ROIs"). BOLD response to the contrast \"(facial speech movement + object movement) \> (static face + static object)\" was localized in the bilateral V5/MT. Contrast \"facial speech movement \> static face\" elicited BOLD response in the left pSTS/STG labeled as the temporal visual speech area (TVSA). **(B)** Speech-motor regions were defined based on probabilistic anatomical maps of the Harvard-Oxford cortical structural atlas ([@bb0145]). All ROIs are overlaid onto a sample specific average image of normalized T1-weighted structural images of all participants in the study (*n* = 34). V5/MT = visual area 5/middle temporal area; TVSA = temporal visual speech area; pSTS/STG = posterior superior temporal sulcus/ gyrus; IFG = inferior frontal gyrus; SMA = supplementary motor area; PCG = precentral gyrus. x, y = MNI coordinates.Fig. 2

Visual-movement ROIs in the bilateral V5/MT and in the left TVSA were defined by means of the ROI localizer. The right and the left V5/MT were localized based on the contrast "(facial speech movement + object movement) \> (static face + static object)", because the V5/MT region is known to be involved in perception of both human and non-human movement ([@bb0435]; [@bb0190]). The left TVSA was localized using the contrast "facial speech movement \> static face", because it is known to be relevant for human-only movement processing including visual speech ([@bb0310]; [@bb0195]; [@bb0065]). We adopted the term "temporal visual speech area (TVSA)" from [@bb0065] to refer to the portions of the left posterior STS/STG that were sensitive to the facial speech movement compared to the static face condition. Initially, the TVSA was defined using a different contrast between speech and non-speech facial movements (visual-speech \> visual non-speech) ∩ (point-light speech \> point-light non-speech; [@bb0065]). The TVSA definition in our study might contain also other regions compared to TVSA by [@bb0065], because our control condition "static face" included only the face, but no movement. We defined the visual-movement ROIs both on the group level and in each individual participant. The speech-motor ROIs were defined only at the group level.

##### 2.5.3.4.1. Group-level ROIs {#s0090}

The group-level ROIs were defined for the purpose of a second-level ROI analysis of BOLD response and functional connectivity in the visual-speech recognition experiment.

###### 2.5.3.4.1.1. Visual-movement regions {#s0095}

The ROIs in the bilateral V5/MT and the left TVSA were defined by a combined functional and anatomical approach. The peak coordinates for the ROIs were first defined functionally based on BOLD response to the respective contrasts of interest in the ROI localizer. The ROI localizer was thresholded at *p* \< .05 uncorrected. The clusters were then masked with a probabilistic anatomical map of the respective brain region implemented in FSL (V5/MT: Jülich histological (cyto- and myelo-architectonic) atlas ([@bb0150]); the left pSTS/STG for the TVSA: Harvard-Oxford cortical structural atlas ([@bb0145]); FSL ([@bb0375]), <http://www.fmrib.ox.ac.uk/fsl/fslview>). Because the anatomical map of the left pSTS/STG partially overlaps with the anatomical map of the left anterior STS/STG (aSTS/STG), we subtracted the left aSTS/STG map from the left pSTS/STG map, to ensure that the anatomical map of the left pSTS/STG does not contain any aSTS/STG regions. The overlap between the functional and the anatomical maps was defined as the bilateral V5/MT and the left TVSA ROIs. We chose the combined functional and anatomical approach for ROI definition to ensure that the V5/MT and the TVSA ROIs (i) do not overlap with each other, and (ii) are restrained to regions that have been anatomically predefined as the V5/MT and the pSTS/STG for the TVSA.

In a first step, we created the ROIs based on BOLD response of all the participants from both groups ("first-step group ROIs"; Supplementary Fig. S1A). However, when we looked on each group separately, this approach did not allow us to define the left V5/MT in the ASD group (see Supplementary Fig. S1A). In a next step, we therefore defined the visual-movement ROIs based on BOLD response of only those participants of both groups who showed a significant BOLD response (*p* \< .09 uncorrected) in the respective brain region on the single-participant level (Supplementary Table S2). We will call these ROIs "second-step group ROIs". The number of the included participants per group varied between the regions (right V5/MT: *n*[~CON~]{.smallcaps} = 12 and *n*[~ASD~]{.smallcaps} = 12; left V5/MT: *n*[~CON~]{.smallcaps} = 11 and *n*[~ASD~]{.smallcaps} = 11; left TVSA: *n*[~CON~]{.smallcaps} = 15 and *n*[~ASD~]{.smallcaps} = 11). With this approach, we were able to localize all the three visual-movement regions in each group separately (Supplementary Fig. S1B). We used the "second-step group ROIs" to define the visual-movement ROIs for the second-level ROI analysis of the visual-speech recognition experiment ([Fig. 2](#f0010){ref-type="fig"}A). We also performed control analyses with the "first-step group ROIs" to check whether the reported effects are robust to different ROI definition approaches.

###### 2.5.3.4.1.2. Speech-motor regions {#s0100}

Speech-motor ROIs were defined using mean coordinates of the respective brain regions that were previously reported by [@bb0075]. This study used a very similar design to our study, and contrasted tasks on visual-speech and face-identity recognition performed on identical stimulus material ([@bb0075]). We created spheres of 8 mm around MNI coordinates of the speech regions. To ensure that the spheres were located within the anatomically defined left IFG, bilateral PCG and bilateral SMA, we masked the spheres with probabilistic anatomical maps of the respective brain regions from the Harvard-Oxford cortical structural atlas ([@bb0145]) implemented in the FSL software ([@bb0375], <http://www.fmrib.ox.ac.uk/fsl/fslview>). The overlaps between the spheres and the anatomical maps and were defined as the respective ROIs ([Fig. 2](#f0010){ref-type="fig"}B).

##### 2.5.3.4.2. Individual ROIs: Visual movement regions {#s0105}

We defined individual ROIs in the visual-movement regions for the purpose of defining seed regions in the functional connectivity analysis and for a control analysis of BOLD response on the single-participant level. We used the following procedure: For each participant, we identified the three visual-movement regions (i.e. right V5/MT, left V5/MT, left TVSA) defined as 4 mm-radius spheres centered on their individual peak responses obtained from the respective contrasts of interest in the ROI localizer (Supplementary Table S2). If there was no peak in the individual participant even at a lenient threshold (*p* \< .09 uncorrected to reduce type II error, i.e. missing an individual participant\'s peak), we used the group coordinate from the contrast of interest (see [Section 2.5.3.4.1](#s0090){ref-type="sec"} Group-level ROIs). To ensure that the individual spheres were located within the anatomically defined V5/MT and pSTS/STG for the TVSA, the 4 mm-radius spheres were overlaid with a probabilistic anatomical mask of the respective brain region implemented in FSL (V5/MT: Jülich histological (cyto- and myelo-architectonic) atlas ([@bb0150]); the left pSTS/STG for the TVSA: Harvard-Oxford cortical structural atlas ([@bb0145])). Again, we subtracted the left aSTS/STG map from the left pSTS/STG map, to ensure that the anatomical map of the left pSTS/STG does not contain any anterior STS/STG regions. The overlap between the spheres and the anatomical maps was defined as the individual visual-movement ROIs. Volumes of the individual visual-movement ROIs were not significantly different between the control and the ASD group (*p* ≥ .100, Supplementary Table S3).

#### 2.5.3.5. Functional Connectivity (Psychophysiological Interactions, PPI) {#s0110}

We investigated functional connectivity during the visual-speech task compared to the face-identity task between: (i) visual-movement regions, and (ii) visual-movement regions and speech regions. Functional connectivity was assessed by psycho-physiological interaction (PPI) analysis using routines implemented in SPM12 ([@bb0170]). The seed regions were defined in the right V5/MT, in the left V5/MT and in the left TVSA. These seed regions were identified in each individual participant by finding the peak of the contrast visual-speech task \> face-identity task that was located within the respective individual visual-movement ROI that we predefined using the ROI localizer (see [section 2.5.3.4.2 Individual ROIs: visual-movement regions](#s0105){ref-type="sec"}). The first Eigenvariate was extracted from the respective seed regions in each individual participant. The psychological variable was the contrast "visual-speech task \> face-identity task". At the first level, the PPI regressor, the psychological variable, and the first Eigenvariate were entered as covariates into a design matrix. At the second level, we performed one-sample *t-*tests across the single-subject contrast images as within-group analyses. For between-group analyses, we used two-sample *t-*tests comparing the means of the single-subject contrast images from both groups. Population-level inferences about BOLD response changes were based on a random effects model that estimated the second-level statistic at each voxel.

#### 2.5.3.6. Significance thresholds for fMRI second-level analyses {#s0120}

For the BOLD response analysis and functional connectivity analysis, effects were considered significant at *p* \< .05 corrected for family wise error (FWE) for the ROI (i.e. small volume correction). The ROIs included three visual-movement regions (bilateral V5/MT and left TVSA, [Fig. 2](#f0010){ref-type="fig"}A), and five speech-motor regions (left IFG, bilateral PCG and bilateral SMA; [Fig. 2](#f0010){ref-type="fig"}B). The visual movement ROIs were the "second-step group ROIs" (see [Section 2.5.3.4.1](#s0090){ref-type="sec"} Group-level ROIs). We applied the Holm-Bonferroni method to correct for multiple comparisons for the eight ROIs (right V5/MT, left V5/MT, left TVSA, left IFG, right PCG, left PCG, right SMA, left SMA) ([@bb0210]). We chose this method because it is considered a conservative method for multiple comparisons, and it is less susceptible to Type II error (i.e. missing true effects) in comparison to the standard Bonferroni correction ([@bb0275]). Other effects outside the ROIs were considered significant at *p* \< .05 FWE corrected for the whole brain.

#### 2.5.3.7. Control analyses {#s0125}

We conducted three control analyses. First, we conducted a BOLD response analysis on the single-participant level to check whether the results obtained with the group ROIs were reproducible for ROIs defined on the single-participant level. We did this because individual variability in spatial location of the motion-sensitive V5/MT region and the TVSA is known (e.g., [@bb0015]; [@bb0410], [@bb0265]). Second, we repeated the second-level ROI analysis using the "first-step group ROIs" in the visual-movement regions to check whether the potential effects in these regions can be replicated with a different ROI definition approach that comprises the whole participant sample. Third, we investigated whether potential functional alterations in the visual-movement regions are specific to the motion-sensitive visual areas or also present in other early visual areas. For more details see Supplementary Methods.

3. Results {#s0130}
==========

3.1. Recognition of visual speech is impaired in ASD {#s0135}
----------------------------------------------------

For the visual-speech recognition fMRI experiment, a repeated measures ANOVA with the within-subject factor *Task* (visual-speech, face-identity) and the between-subject factor *Group* (control, ASD) revealed that performance for both tasks, i.e. visual-speech task and face-identity task, was impaired in the ASD group compared to the control group (*F*(1,32) = 14.469, *p* = .001, η^2^ = 0.311) ([Fig. 3](#f0015){ref-type="fig"}A). Both groups performed significantly better in the face-identity task compared to the visual-speech task (*F*(1,32) = 25.523, *p* = .000, η^2^ = 0.444). The group differences were confirmed in a post-hoc analysis using Welch\'s *t*-tests (visual-speech task: *t*(21) = 4.221, *p* = .000, η^2^ = 1.444; face-identity task: *t*(23) = 2.769, *p* = .011, η^2^ = 0.950) ([Fig. 3](#f0015){ref-type="fig"}A). There was no *Task* × *Group* interaction (*p* = .315).Fig. 3Behavioral performance of the ASD group and the control group in tests on visual-speech and face-identity recognition measured in % correct recognition. **(A)**Visual speech recognition experiment (during fMRI): The ASD group was significantly worse in recognizing visual speech and face identity compared to the control group **(B)** Visual-word matching test: The ASD group was significantly worse in matching silently articulated and written three-syllabic words in comparison to the control group. We display individual (i.e. circles) and mean-group (i.e. bars) results. For the exact individual participant values, see Supplementary Table S4. Error bars represent +/− 1 SE; ^⁎^*p* \< .05; ^⁎⁎^*p* \< .001.Fig. 3

For the visual word-matching test, a Welch\'s *t*-test revealed significant group differences where the ASD group performed worse than the control group (*t*(21) = 4.553, *p =* .000, Cohen\'s *d* = 1.562) ([Fig. 3](#f0015){ref-type="fig"}B).

3.2. ASD and control participants showed similar gaze behavior {#s0140}
--------------------------------------------------------------

### 3.2.1. Visual-speech recognition experiment {#s0145}

For the normalized total number of fixations, a repeated measures ANOVA with the within-subject factor *Task* (visual-speech, face-identity) and the between-subject factor *Group* (control, ASD) showed no significant group effects. This indicates that in both tasks, the ASD group and the control group fixated the videos with a similar frequency (both *p* ≥ .337; [Table 2](#t0010){ref-type="table"}).Table 2Summary of normalized number of eye fixations during visual-speech recognition experiment and ROI localizer.Table 2Control (*n* = 12)ASD (*n* = 12)*MSDMSDpd*  Visual-speech recognition experimentVisual-speech taskTotal520.58115.26533.6762.130.7330.141Eyes177.3355.81184.9244.680.7170.150Mouth195.9264.03186.7540.460.6800.171Off147.3337.21161.3318.790.2620.475Face-identity taskTotal520.8385.53530.6790.610.7870.111Eyes223.3347.66219.4236.410.8240.092Mouth157.7542.00150.5049.300.7020.158Off139.7532.25160.4240.080.1780.568  ROI localizerFacial-speech movementTotal203.5851.57214.5858.690.6310.199Eyes78.4238.8391.8338.940.4070.345Mouth34.1722.7637.0934.960.8110.099Off91.0030.8585.6726.110.6520.186Static faceTotal190.4253.63213.1759.720.3370.401Eyes103.9238.1589.4241.290.3810.364Mouth11.2524.0428.0038.170.2120.525Off75.2534.8895.7534.520.1620.591[^6]

To investigate fixation patterns to the different AOIs, we conducted a repeated measures ANOVA with within-subject factors *Task* (visual-speech, face-identity) and *AOI* (Eye, Mouth, Off), and the between-subject factor *Group* (control, ASD). There was a significant interaction between *Task* × *AOI* (*F*(2,21) = 10.062, *p = .*001, η^2^ = 0.489), indicating that participants looked at different regions of the face during the two tasks. This adaptation of gaze behavior to task demands was similar for the two groups as the three-way interaction *Task* × *AOI* × *Group* was not significant (*F*(2,21) = 0.171, *p =* .844, η^2^ = 0.016). To further investigate the cause of the interaction *Task* × *AOI* for the visual-speech recognition experiment, we repeated the analysis for each task separately with the within-subject factor *AOI* (Eye, Mouth, Off), and found a main effect of AOI for both tasks (visual-speech task: *F*(2,21) = 7.004, *p =* .005, η^2^ = 0.400; face-identity task: *F*(2,21) = 34.002, *p =* .000, η^2^ = 0.764). Post-hoc *t-*tests conducted for each task separately showed that in the visual-speech task, participants fixated significantly more to the Eye-AOI (*t*(23) = 2.300, *p =* .031, Cohen\'s *d* = 0.655), and to the Mouth-AOI (*t*(23) = 3.567, *p =* .002, Cohen\'s *d* = 0.866) compared to the Off-AOI. There was no significant difference between the Eye-AOI and the Mouth-AOI (*t*(23) = −0.766, *p =* .451, Cohen\'s *d* = 0.200). In the face-identity task, participants fixated significantly more to the Eye-AOI compared to the Mouth-AOI (*t*(23) = 5.744, *p =* .000, Cohen\'s *d* = 1.554), and compared to the Off-AOI (*t*(23) = 8.108, *p =* .000, Cohen\'s *d* = 1.810). There was no difference between the Mouth-AOI and the Off-AOI (*t*(23) = 0.377, *p =* .710, Cohen\'s *d* = 0.098) ([Table 2](#t0010){ref-type="table"}).

### 3.2.2. ROI localizer {#s0150}

We performed a repeated-measures ANOVA for the normalized number of fixations with the within-subject factor *Movement*(static face, facial speech movement) and the between-subject factor *Group* (control, ASD). No significant main effects of *Movement* and *Group* were found indicating that ASD and control group fixated the images with a similar frequency for both conditions ([Table 2](#t0010){ref-type="table"}).

Furthermore, we analyzed fixation patterns for the AOIs by conducting a repeated measures ANOVA with the within-subject factors *Movement* (static face, facial speech movement) and *AOI* (Eye, Mouth, Off), and the between-subject factor *Group* (control, ASD). The two-way interaction between *Movement* and *AOI* (*F*(2,21) = 2.796, *p* = .067, η^2^ = 0.295), and the three-way interaction *Movement*, *AOI* and *Group* did not reach significance (F(2,21) = 2.303, *p* = .108, η^2^ = 0.257). The results show that fixation behavior in both face conditions was similar for the ASD and the control group ([Table 2](#t0010){ref-type="table"}).

Altogether, the findings showed that the fixation behavior in both visual-speech recognition experiment and ROI localizer was remarkably similar in the ASD group and the control group.

3.3. Brain responses to visual-speech vs. face-identity task are reduced in visual-movement regions, but not in other speech regions in ASD {#s0155}
-------------------------------------------------------------------------------------------------------------------------------------------

Both groups showed significantly higher BOLD response in the bilateral V5/MT and in the left TVSA when performing the visual-speech task compared to the face-identity task (*p* ≤ .002 FWE corrected within the ROI, Holm-Bonferroni corrected; [Fig. 4](#f0020){ref-type="fig"}A; [Table 3](#t0015){ref-type="table"}). Similarly in the speech-motor regions, both groups showed increased BOLD response in the left IFG, and in the bilateral PCG and SMA (all *p* ≤ .001 FWE corrected, Holm-Bonferroni corrected) ([Fig. 4](#f0020){ref-type="fig"}A; [Table 3](#t0015){ref-type="table"}).Fig. 4Results of the visual-speech recognition experiment. **(A)** The contrast visual-speech task \> face-identity task is shown for the control group (green), and the ASD group (blue). The interaction between *Task* (visual-speech, face-identity) and *Group* (control, ASD) is shown in purple. For display purposes only, within-group effects are presented at the threshold of *p* = .001 uncorrected, and between-group effects are presented at the threshold of *p* = .05 (same masks as for ROI analyses). All results were overlaid onto a sample specific average image of normalized T1-weighted structural images. **(B)** Percent signal change for each condition separately extracted at the maximum statistic for the *Task* × *Group* interaction. We display individual (i.e. circles) and mean-group (i.e. bars) results. For the exact individual participant values, see Supplementary Table S4. V5/MT = visual area 5/middle temporal area; TVSA = temporal visual speech area; IFG = inferior frontal gyrus; PCG = precentral gyrus; SMA = supplementary motor area. x, y, MNI-coordinates. Error bars represent +/− 1 SE.Fig. 4Table 3Coordinates of brain areas showing significant BOLD response in the visual-speech recognition experiment.Table 3Visual-speech task \> face-identity taskRegionxyz*Z*xyz*Z*ControlASDV5/MTr57−6425.4348−6153.9254−6723.91l−48−6454.54−48−6484.84−39−7084.20TVSAl−57−34145.39−57−34114.75−60−28−15.13−66−25114.75−60−3185.01−60−4084.70−63−16−74.78−63−3184.66−66−37234.38−63−34204.35−66−4354.07IFGl−5417114.84−578144.17−5414174.09PCGr51−1444.6257−1415.73l−48−1444.77−54−7445.04−512414.62SMAr05684.0632655.4762684.02l−38623.87−38594.77  Control \> ASDASD \> ControlV5/MTr54−6453.46--TVSAl−63−25−74.04--[^7]

In the right V5/MT and in the left TVSA, we identified a significant *Task* × *Group* interaction: \[(visual-speech task/control \> face-identity task/control) \> (visual-speech task/ASD \> face-identity task/ASD)\] ([Fig. 4](#f0020){ref-type="fig"}A; [Table 3](#t0015){ref-type="table"}). The interaction in both regions remained significant after Holm-Bonferroni correction for the eight ROIs (right V5/MT: x = 54, y = −64, z = 5; *p =* .007 FWE corrected, within the ROI; left TVSA: x = −63, y = −25, z = −7; *p =* .003 FWE corrected, within the ROI). Extracting the percent signal change from the second-level analysis for each condition separately suggested that the interaction was caused by BOLD response differences between the control group and the ASD group in the visual-speech task, rather than the face-identity task ([Fig. 4](#f0020){ref-type="fig"}B). For responses in the left V5/MT and in the three speech regions, there was no significant *Task* × *Group* interaction (all *p \>* .018 uncorrected, Supplementary Fig. S2). The group differences in BOLD response are unlikely to be primarily caused by gaze behavior or head movement, as we included all the parameters as covariates of no interest into the analysis. In addition, the *Task* × *Group* interaction ([Fig. 4](#f0020){ref-type="fig"}A, purple) is unlikely due to behavioral differences between the groups, as there was no *Task* × *Group* interaction at the behavioral level (see [Fig. 3](#f0015){ref-type="fig"}A).

3.4. Reduced functional connectivity between visual-movement regions in ASD {#s0160}
---------------------------------------------------------------------------

The bilateral V5/MT and the left TVSA ([Fig. 5](#f0025){ref-type="fig"}A) were functionally connected to each other and to the speech-motor regions (left IFG, PCG, SMA) in the control group ([Fig. 5](#f0025){ref-type="fig"}B, green; [Table 4](#t0020){ref-type="table"}), and in the ASD group ([Fig. 5](#f0025){ref-type="fig"}B, blue; [Table 4](#t0020){ref-type="table"}). All effects were significant at *p \<* .05 FWE corrected (within the ROI) and remained significant after applying the Holm-Bonferroni correction.Fig. 5Functional connectivity of seed regions in the bilateral V5/MT and in the left TVSA during visual-speech recognition. **(A)** Seed regions were located within a radius of 4 mm from the individual maximum of the bilateral V5/MT and the TVSA response that was defined by the ROI localizer in each single participant. Regions marked in yellow illustrate the bilateral V5/MT and the left pSTS/STG for the TVSA region within which individual seed regions were located. **(B)** The bilateral V5/MT and the left TVSA were functionally connected to each other and to the speech-motor regions (left IFG; PCG; SMA) in the control group (green) and in the ASD group (blue). The control group showed higher functional connectivity than the ASD group between the left TVSA and the bilateral V5/MT, and between the right V5/MT and the left IFG (purple). For display purposes within-group effects are presented at the threshold of *p* = .001 uncorrected, and between-group effects are presented at the threshold of *p* = .05 (same masks as for ROI analyses). All results are overlaid onto a sample specific average image of normalized T1-weighted structural images. V5/MT = visual area 5/middle temporal area; TVSA = temporal visual speech area; IFG = inferior frontal gyrus; PCG = precentral gyrus; SMA = supplementary motor area. x, y, MNI-coordinates.Fig. 5Table 4Coordinates for brain areas showing functional connectivity to the bilateral V5/MT and to the left TVSA during visual-speech recognition.Table 4Seed region: right V5/MTRegionxyz*Z*xyz*Z*ControlASDV5/MTl−45−7354.86−39−7323.40−33−7623.43TVSAl−51−4683.88--−48−4353.67IFGl−5411113.73--PCGl−512503.65--SMAl−38594.17--r05683.0468713.01  Control \> ASDASD \> ControlTVSAl−48−4323.71--IFGl−5411113.35--  Seed region: left V5/MTControlASDV5/MTr51−64−73.64--TVSAl−57−4052.98--IFGl−5711173.09--PCG----SMAl−98563.04--  Control \> ASDASD \> Control----  Seed region: left TVSAControlASDV5/MTr48−6155.45--45−70−14.7748−67−44.57l−45−7324.82--IFGl−6011203.87--PCGl−48−1474.61--SMAl−98563.25--  Control \> ASDASD \> ControlV5/MTl−48−67−13.45--[^8]

Group comparison revealed higher functional connectivity between the visual-movement regions in the control group compared to the ASD group, i.e. between the left TVSA and the left V5/MT (*p* = .007 FWE corrected, within the ROI, Holm-Bonferroni corrected), and between the right V5/MT and the left TVSA (*p* = .008 FWE corrected, within the ROI, Holm-Bonferroni corrected; [Fig. 5](#f0025){ref-type="fig"}B, purple; [Table 4](#t0020){ref-type="table"}). Functional connectivity between the visual-movement regions and the speech-motor regions was significantly higher between the right V5/MT and the left IFG in the control group compared to the ASD group (*p* = .007 FWE corrected, within the ROI, Holm-Bonferroni corrected; [Fig. 5](#f0025){ref-type="fig"}B, purple; [Table 4](#t0020){ref-type="table"}). There was also a significant group difference for the functional connectivity between the left TVSA and the left IFG, but it did not remain significant after Holm-Bonferroni correction (*p* = .036 FWE corrected, within the ROI). For the remaining speech-motor regions, there were no significant group differences (*p \>* .027 uncorrected).

3.5. Correlations with behavioral performance {#s0165}
---------------------------------------------

In a next step, we tested whether local BOLD responses in the visual-movement regions that showed different responses between the groups during the visual-speech task vs. face-identity task (i.e. right V5/MT and left TVSA) were related to behavioral visual-speech recognition abilities. To do this, we computed correlations between local BOLD responses in the right V5/MT and in the left TVSA to the visual-speech task vs. face-identity task, and the behavioral performance assessed in the visual-speech task of the fMRI visual-speech recognition experiment and in the visual word-matching test. Hence, we computed four correlation calculations, for which we corrected our analysis (*p* \< .0125 FWE corrected).

In the ASD group, BOLD response to the visual-speech task vs. face-identity task in the right V5/MT (x = 45, y = −64, z = 11) correlated positively with the visual-speech task performance (*p* = .010 FWE corrected, within the ROI; [Fig. 6](#f0030){ref-type="fig"}), and the visual word-matching test performance (x = 48, y = −67, z = 14, *p* = .046 FWE corrected, within the ROI). Only the first correlation remained significant after Holm-Bonferroni correction for the four tests (*p* \< .0125 FWE corrected). In the control group, there was no correlation of the right V5/MT response with the visual-speech recognition performance. There were no correlations between behavioral performance and left TVSA responses in either of the groups (*p* \> .085 FWE corrected for the respective ROI).Fig. 6Brain-behavior correlation. Behavioral performance in the visual-speech task correlated significantly positively with BOLD response in the right V5/MT in the ASD group (*p* = .010 FWE corrected, within the ROI, Holm-Bonferroni corrected), but not in the control group (*p* = .050 uncorrected, within the ROI). Correlation plot illustrates the relationship between the behavioral visual-speech recognition performance and the percent signal change extracted from the right V5/MT (x = 45, y = --64, z = 11) from the contrast visual-speech task \> face-identity task. The lines for each group represent the best-fitting linear regression. V5/MT = visual area 5/ middle temporal area, x = MNI-coordinate.Fig. 6

3.6. Control analyses {#s0170}
---------------------

We conducted three control analyses. The results of the first two control analyses including the single-participant analysis and the second-level ROI analysis using "first-step group ROIs" in the visual-movement regions confirmed that BOLD responses to the visual-speech task (in comparison to the face-identity task) in the right V5/MT and in the left TVSA were higher in the control group compared to the ASD group. Again, we did not find any significant group differences in the left V5/MT.

In the bilateral early visual cortex, the third control analysis revealed that BOLD response to the visual-speech task in contrast to the face-identity task was not different between the groups, indicating that the reduced responses in the visual-movement regions in the ASD group are specific to visual-movement sensitive mechanisms and not general to the visual system of the ASD group. For more details, see Supplementary Results.

4. Discussion {#s0175}
=============

The present study provided four key findings. First, adults with high-functioning ASD had reduced responses to recognition of visual speech, in contrast to face identity, in visual-movement regions (i.e. in the right V5/MT and the left TVSA). Second, the right V5/MT responses to visual speech were positively correlated with the performance in the visual-speech recognition task in the ASD group, but not in the control group. Third, the visual-movement regions were less functionally connected to each other and to the left IFG in the ASD group compared to the controls. Fourth, responses in the speech-motor regions (left IFG, bilateral PCG and SMA), and functional connectivity to the speech-motor regions (PCG, SMA) were at the level of the neurotypical participants. The results imply that a dysfunction at a perceptual level of visual-motion processing might underlie the impairment in visual-speech recognition in ASD, rather than difficulties at subsequent stages of speech analysis. This supports the view that at least part of the communication difficulties in ASD might stem from dysfunctional perceptual mechanisms ([@bb0050]; [@bb0205]), and poses a challenge to accounts that attribute communication difficulties in ASD entirely to non-perceptual difficulties (e.g. [@bb0040]; [@bb0130]).

Several previous neuroimaging studies in ASD have reported decreased V5/MT and pSTS/STG responses to human motion ([@bb0205]; [@bb0165]; [@bb0355]; [@bb0005]; [@bb0010]), as well as to non-human motion ([@bb0095]; [@bb0330]). Our study makes three important advances in relation to these studies. First, it is the first study to include a concurrent recording of eye tracking data during fMRI acquisition for visual-movement perception. The finding that the eye movements in the ASD group were relatively similar to controls implies that the V5/MT and the TVSA response differences to visual-speech recognition are unlikely due to differences in eye movements or attention allocation to the stimuli. Second, the study showed that the responses in speech-motor regions were on the neurotypical level. This is important as it points towards a perceptual deficit that potentially contributes to one of the communication problems that individuals with ASD are faced with. Third, previous studies focused on human motion that was non-communicative (point light walkers) or emotional (facial expressions). Here, we show that the reduction in V5/MT and pSTS/STG responses (i.e. the TVSA) is present also for neutral facial movement that serves communicative function such as visual speech.

V5/MT and the pSTS/STG are proposed to build the dorsal pathway for processing facial movement ([@bb0300]; [@bb0060]), and their functional connectivity is modulated by face movements ([@bb0180]). V5/MT responses to visual speech have been mainly found for relatively unspecific contrasts between dynamic videos and static images of faces ([@bb0110]; [@bb0105]) suggesting that it performs a general analysis of facial movement ([@bb0300]). Conversely, the pSTS/STG might process more complex information of the face ([@bb0300]; [@bb0155]). Previous studies showed that left pSTS/STG was more responsive to meaningful facial speech movement than to meaningless "gurning" and its response was correlated with behavioral performance in visual-speech recognizion tasks ([@bb0200]; [@bb0250]). In this context, the positive correlation between the right V5/MT responses and the visual-speech recognition performance in the ASD group, but not in the control group could be interpreted in two ways. First, it might be that the V5/MT is intact in ASD. If so, ASD individuals might recruit the right V5/MT to compensate for a potential dysfunction of the left TVSA that is more specialized to process visual-speech. Those participants, who could use this compensatory mechanism, would also show better visual-speech recognition performance. However, the overall reduced responses in the right V5/MT in the ASD group speak against such an interpretation. Another possibility is that the V5/MT is dysfunctional in ASD. In this case, only those ASD participants who show higher V5/MT responses are still good at visual-speech recognition. This interpretation is in agreement with both the overall reduced responses in the V5/MT in the ASD group, and with the positive correlation between the behavioral visual-speech recognition performance and V5/MT responses in the ASD group. We speculate that ASD might be characterized by impairments in V5/MT, which then lead to subsequent response reductions in the pSTS/STG and/or reduced network connectivity to the speech-related left IFG. Such an interpretation is speculative, because functional connectivity analyses do not reveal the direction of information flow between the brain areas, and does not identify functional connections that are necessarily direct ([@bb0170]). However, the scenario would be in agreement with V5/MT structural alterations in ASD consistently reported in meta-analyses of VBM studies ([@bb0280]; [@bb0140]), while there is rather scarce evidence for structural alterations in the pSTS/STG ([@bb0125]).

Some previous reports found intact V5/MT responses in ASD to human movement ([@bb0305]; [@bb0240]). However, on a closer look, in [@bb0305] it might be the inferior occipital gyrus and not the V5/MT that shows neurotypical responses and in the study by [@bb0240] the stimulus duration might have been too long (2 s) to detect motion deficits in ASD. [@bb0205] used a very similar design to [@bb0240], but shorter stimulus duration (1 s) and reported decreased V5/MT responses in ASD compared to controls. Detection of sensory deficits in ASD might require stimulus material with specific temporal features ([@bb0325]; [@bb0395]; for review see [@bb0320]).

So far, only four behavioral studies monitored participant\'s eye movements during visual-speech recognition in ASD ([@bb0225], [@bb0350]; [@bb0220]; [@bb0160]). Interestingly, two studies reported visual-speech recognition deficits in ASD despite gaze patterns similar to neurotypical controls ([@bb0225]; [@bb0160]). [@bb0225] analyzed only trials where participants looked at the speaker\'s face and still visual-speech recognition was impaired in ASD compared to their controls. These findings are in line with our study where ASD individuals had difficulties recognizing speech information despite gaze behavior that was similar to the one of the controls in the visual-speech task. This supports the view that dysfunctional perception of facial movement and not altered gaze patterns are at core of visual-speech recognition deficits in adults with ASD.

Research in ASD often provides variable findings, probably due to the heterogeneous nature of this clinical condition, small study samples or non-hypothesis led research (e.g. [@bb0215]; [@bb0100]). In our study, we specifically selected a subgroup of adults diagnosed with high-functioning ASD to increase the homogeneity of ASD symptom characteristics. We accurately matched them pairwise to the neurotypical participants to also account for other variability sources of the behavior and brain responses. Our study was based on a hypothesis-driven approach and previous findings reporting the role of visual-movement regions and speech-related regions in visual-speech recognition (e.g., [@bb0075]), and behavioral visual-speech recognition deficits in ASD (e.g., [@bb0360]). We carefully corrected for the study hypotheses using a Holm-Bonferroni correction for multiple comparisons to avoid reporting false-positive findings.

5. Conclusions {#s0180}
==============

The present study showed that the visual-speech recognition deficits in ASD were associated with a dysfunction already at the level of visual areas required for perception of motion signals, while other speech regions were intact. Impaired perception of visual-movement might contribute to deficits of speech acquisition and comprehension in face-to-face interactions. This emphasizes the importance of investigating sensory deficits to understand communication difficulties -- a core feature of ASD.
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[^1]: Handedness was assessed using the Edinburgh handedness questionnaire ([@bb0295]).

[^2]: WAIS-III = German adapted version of the Wechsler Adult Intelligence Scale ([@bb0415]; *M* = 100; *SD* = 15).

[^3]: Concentration = d2 test of attention ([@bb0090]; *M* = 100; *SD* = 10).

[^4]: AQ = Autism Spectrum Quotient ([@bb0045]).

[^5]: Significant group differences (*p* \< .05); *M* = mean; *SD* = standard deviation.

[^6]: M = mean; SD = standard deviation; *d* = Cohen\'s d

[^7]: Coordinates represent local response maxima in MNI space (in mm). Clusters are reported that reached significance at *p* = .006 FWE corrected (peak-level) for the respective ROI and Holm-Bonferroni corrected for eight ROIs, and which cluster size contained more than 5 voxels. Regions were labeled using a standard anatomical atlas (Harvard-Oxford cortical and subcortical structural atlases ([@bb0145]) and Jülich histological (cyto- and myelo-architectonic) atlas ([@bb0150])), implemented in FSL ([@bb0375]; <http://www.fmrib.ox.ac.uk/fsl/fslview>). V5/MT = visual area 5/middle temporal area; TVSA = temporal visual speech area; IFG = inferior frontal gyrus; PCG = precentral gyrus; SMA = supplementary motor area; *Z* indicates the statistical value.

[^8]: Coordinates represent local connectivity maxima in MNI space (in mm) for the whole brain. Clusters are reported that reached significance at *p* = .007 FWE corrected (peak-level) for the respective ROI and Holm-Bonferroni corrected for seven ROIs, and which cluster size contained more than 5 voxels. Anatomically, regions were labeled using a standard anatomical atlas (Harvard-Oxford cortical and subcortical structural atlases ([@bb0145]) and Jülich histological (cyto- and myelo-architectonic) atlas ([@bb0150])) implemented in FSL ([@bb0375]; <http://www.fmrib.ox.ac.uk/fsl/fslview>). V5/MT = visual area 5/ middle temporal area; TVSA = temporal visual speech area; IFG = inferior frontal gyrus; PCG = precentral gyrus; SMA = supplementary motor area; *Z* indicates the statistical value.
