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Contribution au développement d’outils d’analyse de séquences d’images infrarouges
Application au contrôle non destructif de structures de Génie Civil
Le vieillissement du parc d’infrastructures de transport ainsi que l’augmentation du trafic
durant les dernières décennies rendent nécessaire le contrôle santé des structures de génie ci-
vil. Les travaux conduits dans le cadre de cette thèse portent sur le développement et l’étude
de méthodes de diagnostic pré et post endommagement de structures de génie civil couplées à
la mise en œuvre de systèmes de Thermographie infrarouge. Le manuscrit s’articule autour de
deux axes. La partie I présente le développement d’un ensemble de méthodes, basées sur l’uti-
lisation de la thermographie infrarouge active, permettant le contrôle non destructif d’ouvrages
réparés par collage de matériaux composites. Les différentes méthodes étudiées ont permis
l’établissement des cartographies de propriétés thermophysiques de ces matériaux renforcés.
En complément, une discussion sur l’optimalité du temps de chauffe pour ce type de diagnos-
tic est proposée. La partie II présente la conception et l’utilisation d’une architecture dédiée à
la surveillance thermique long terme des structures par thermographie infrarouge. Le système
étudié permet le suivi des paramètres météorologiques et thermiques sur de grandes échelles de
temps et d’espace. Ce dispositif de mesure est d’abord appliqué au suivi thermique d’un tablier
de pont sous trafic. La cartographie de sa structure interne a été reconstruite. Enfin une analyse
du comportement d’éléments de structures, sain et endommagé, soumis aux aléas climatiques
pendant un an est proposée et discutée.
Mots Clés :Transfert Thermique, Contrôle non destructif, Surveillance thermique, Modélisa-
tion, Problèmes Inverses, Conception de systèmes d’information, Génie Civil, TIC

Tools for InfraRed sequences analysis
Application to the non destructive testing of civil engineering structural elements
Constant increase of road traffic coupled with ageing transport infrastructures implies the
need of non destructive diagnostic for civil engineering structures. The work presented in this
Ph.D. thesis focuses on the development of pre and post damage diagnostic strategies, paired
with the implementation of infrared thermography systems. This manuscript is structured into
two main axes. Part I presents the conception of a set of methods for the non destructive evalua-
tion of civil engineering structures repaired by CFRP bonding using active infrared thermogra-
phy. The different methods led to the thermophysical properties mapping of repaired materials
by CFRP bonding. A complementary discussion about the optimality of the heating time is also
carried out. Part II details the conception and use of a software architecture dedicated to the
long term thermal monitoring of structures by infrared thermography. The system allows the
monitoring of meteorological and thermal parameters over large scales of time and space. It has
been used for the thermal monitoring of a bridge deck open to traffic. Mapping of the intern
structure thermal properties have been calculated. Finally, thermal behaviour of damaged and
sound structural elements submitted to climatic perturbations over a year has been followed by
infrared thermography. Results obtained are presented and discussed.
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Introduction Générale
Ces travaux de thèse ont été réalisés au sein de l’équipe Méthodes Thermiques et Optiques Mul-
ticomposantes (MeThoM) du laboratoire Structures et Instrumentation Intégrée (SII)*. Le labo-
ratoire (SII) fait partie du département Composants et Systèmes (COSYS) de l’Institut Français
des Sciences et Technologies, des Transports, de l’Aménagement et des Réseaux (IFSTTAR).
Ce manuscrit introduit des techniques permettant le diagnostic quantitatif de structures de
génie civil à l’aide de la thermographie infrarouge. Une première étude traitant de l’estimation
des propriétés thermophysiques de zones défectueuses réparées par collage de matériaux com-
posites est détaillée. Dans une seconde étude, le développement d’un système de mesure basé
sur l’utilisation d’une caméra thermique pour la surveillance thermique des structures au cours
du temps est exposé et les premiers outils d’analyse présentés et discutés.
Cette introduction présente le contexte et les résultats de ces travaux. Les problématiques et
objectifs sont présentés plus en détail dans les chapitres introductifs des parties I et II.
Nécessité de contrôle des structures
L’augmentation du trafic et le vieillissement du parc d’infrastructures routières [IFSTTAR,
2010,CGDD, 2012] rendent nécessaire le contrôle santé des structures de génie civil. Confronté
à ces observations, l’ensemble des exploitants se retrouve face à deux problématiques. Premiè-
rement les différentes actions post-endommagement : comment quantifier la qualité du renfor-
cement d’une structure vieillissante et de la réparation d’une structure dégradée. Deuxièmement
les actions pré-endommagement : comment assurer le contrôle de l’état de santé des structures
au cours du temps. C’est autour de ces deux axes que s’articule ce manuscrit.
La thermographie infrarouge comme méthode unique
La méthode de mesure commune à ces deux axes est la thermographie infrarouge (ThIr),
c-à-d l’utilisation de caméras thermiques. L’objectif est ici d’étudier la faisabilité d’un diagnos-
tic quantitatif à l’aide de la ThIr seule. Ce choix est notamment motivé par la récente diffusion
de méthodes de mesure ThIr à un large public. Que ce soit pour une utilisation personnelle
ou un usage professionnel, une large gamme de produits "All-in-one" est en train de voir le
jour [FLIR, 2014a, FLIR, 2014b, Optris, 2014]. Du point de vue économique cette récente dif-
fusion des techniques de mesure par infrarouge tend à rendre de plus en plus abordable des
caméras de laboratoire (utilisées en R&D) proposant des capteurs à haute sensibilité et ayant
une résolution accrue. D’un point de vue scientifique et technique, outre la possibilité de détec-
tion de défaut, la ThIr offre l’opportunité d’appliquer un modèle physique à chaque pixel de la
séquence d’images thermiques et donc de fournir des informations qualitatives et quantitatives
sur le système étudié. Le chapitre 1 présente des rappels sur le principe de fonctionnement de
*Bouguenais, Loire-Atlantique, France
1
2 INTRODUCTION GÉNÉRALE
la thermographie infrarouge.
Action post-endommagement : Le contrôle de structures réparées
Une partie des infrastructures existantes a déjà subi des dommages dus au vieillissement, la
fatigue mécanique ou tout autre facteur. Dans ce cas, des techniques de réparations et/ou renfor-
cements existent. Parmi celles-ci le renforcement par collage de matériaux composites est utilisé
depuis une vingtaine d’années [Tang et Podolony, 1998, Afgc, 2011]. Ces techniques (détaillée
chapitre 1) consistent, par exemple, à alterner des couches de colle (époxy, mortier, etc.) et de
matériaux composites (CFRP, GFRP, annexe IV) en surface de la zone défectueuse. La tenue
de la réparation est assurée par les caractéristiques mécaniques de la colle et le renforcement
par les caractéristiques mécaniques des matériaux composites. Ces systèmes multi-couches ont
notamment besoin d’être diagnostiqués pour attester de la qualité du collage. En effet un défaut
de collage altère significativement le comportement mécanique de la réparation et sa durabi-
lité [Büyüköztürk et Tzu-Yang, 2006, Houhou et al., 2014]. La partie I présente une étude qui
a permis le développement d’une méthode de diagnostic quantitatif des réparations par thermo-
graphie infrarouge. Bien que de multiples méthodes existent pour évaluer la qualité de collage
des matériaux composites [Ehrhart et al., 2010], il apparaît dans l’étude présentée chapitre 2 que
la thermographie infrarouge permet le diagnostic en profondeur, indépendamment des proprié-
tés élastiques des matériaux composites, de défauts n’influant pas encore sur le comportement
mécanique de la réparation (a contrario des méthodes ultrasoniques par exemple).
L’objectif de la méthode d’analyse étudiée au chapitre 2 vise à étendre l’utilisation d’un
modèle inverse de transfert thermique à chaque pixel de la séquence d’images infrarouges,
générant ainsi une cartographie des propriétés thermophysiques de la zone diagnostiquée. Un
large échantillon de défauts (annexe IV) a été utilisé à toutes les étapes de l’étude. À savoir,
la validation de l’hypothèse unidimensionnelle du modèle thermique quadripolaire (autorisant
l’application à chaque pixel), l’analyse de sensibilité et la conception d’une procédure d’estima-
tion paramétrique. La procédure développée a permis de cartographier l’évolution des propriétés
thermophysiques d’échantillons comportant un certain nombre de défauts connus, ce diagnostic
est réalisé à l’aide d’un modèle unique permettant à l’expérimentateur de ne pas avoir à seg-
menter au préalable la zone d’inspection. Une seconde procédure d’estimation de paramètres
basée sur une modélisation par éléments finis et utilisant la méthode de l’état adjoint (ainsi que
du gradient conjugué) est proposée. Cette seconde procédure d’estimation permet le diagnostic
et l’estimation du volume de zones défectueuses considérées au sein de la matrice du matériau
ausculté. Enfin, au chapitre 4, une discussion est proposée sur la conception optimale d’expé-
rience par le dimensionnement d’un temps de chauffe suffisant
L’ensemble des travaux détaillés dans la première partie de cette thèse ont été publiés au
cours de celle-ci : [Crinière et al., 2012, Crinière et al., 2014a, Brouns et al., 2014].
Action pré-endommagement : Le monitoring ou surveillance des infrastructures au cours
du temps
Un autre aspect du diagnostic de structures de génie civil est la surveillance (monitoring) au
cours du temps des propriétés de la structure. Ces méthodes doivent être capables de suivre l’ap-
parition d’endommagements et informer les exploitants sur l’état de la structure. Le Structural
Health Monitoring (SHM) est un domaine de recherche étudié depuis plusieurs années, et de
nombreuses techniques de diagnostic sont actuellement utilisées pour effectuer le contrôle santé
des structures au cours du temps [Hoon et al., 2004,Balageas et al., 2006]. La partie II de ce ma-
nuscrit s’inscrit dans la suite du projet européen ISTIMES [Proto et al., 2010, ISTIMES, 2014]
INTRODUCTION GÉNÉRALE 3
dont l’objectif était d’évaluer la capacité de différentes méthodes de mesure électromagnétiques
(infrarouge, Radar, etc.) à "monitorer" les infrastructures de génie civil. Le projet ISTIMES était
basé sur une approche multi-méthodes, ici, l’objectif des chapitres 6 à 7 est d’étudier la capa-
cité de la thermographie infrarouge sur le long terme à fournir des informations quantitatives
sur les infrastructures soumises à l’ensemble des perturbations environnementales, ainsi que de
concevoir un système de mesure autonome.
Le chapitre 6 présente un système de mesure [Dumoulin et Averty, 2012b] intégrant la ges-
tion d’une caméra thermique et d’une station météo (suivi de paramètres environnementaux)
et détaille une étude utilisant ce système. Au cours de cette étude, trois jours de données ther-
miques et environnementales ont été acquises sur le pont de Musmeci (Viadotto dell’Industria),
situé sur la commune de Potenza en Italie†. Une procédure d’estimation similaire à celle dé-
veloppée chapitre 2 a été utilisée pour cartographier la répartition spatiale de propriétés ther-
mophysiques au sein du tablier du pont. Cette cartographie laisse apparaître la structure interne
du tablier, notamment les caissons de béton formant l’infrastructure du pont. Après avoir dé-
montré la faisabilité du monitoring thermique des infrastructures sur quelques jours, le système
de mesure a été renforcé et rendu pleinement autonome afin d’effectuer la surveillance à très
long terme des structures de génie civil (plus d’un an). Le chapitre 7 détaille les améliorations
apportées au système de mesure et présente une première analyse des données acquises durant
un an. L’ensemble des travaux détaillés dans la seconde partie de cette thèse ont été publiés au
cours de celle-ci : [Crinière et al., 2013, Dumoulin et al., 2013, Crinière et al., 2014c, Crinière
et al., 2014b].
Finalement, des conclusions et perspectives tant sur le méthodes de diagnostic de réparations
par collage composite par ThIr active que sur la surveillance thermique long terme des ouvrages
d’art sont proposées et discutées.
†Conçu par l’architecte Sergio Musmeci (1926-1981). Sa construction a été achevée en 1975
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Introduction au contrôle non destructif
par thermographie infrarouge
Ce chapitre rappelle les principes de la thermographie infrarouge (ThIr) et introduit le contrôle
non destructif de structures de génie civil réparées par collage de matériaux composites.
Dans un premier temps, nous introduisons la notion de thermographie infrarouge comme
méthode de mesure du champ de température de surface d’un objet étudié. Les différentes mé-
thodes de contrôle non destructif par thermographie infrarouge sont alors présentées, enfin l’ap-
plication de ces méthodes au diagnostic non destructif de structures de génie civil renforcées
par collage de matériaux composites est détaillée.
1.1 Principe de la thermographie infrarouge
La thermographie infrarouge est un principe de mesure du rayonnement thermique émis par
un objet. À partir de cette mesure du flux électromagnétique reçu il est possible de remonter
à la température de surface de l’objet. Cette section établit un rappel quant à la définition du
rayonnement infrarouge.
1.1.1 Généralités sur le rayonnement
Le rayonnement électromagnétique est une forme de transfert d’énergie entre corps solides,
liquides et gazeux qui émettent un rayonnement fonction de leur température, [Planck, 1901].
D’après le principe de dualité onde-particule, le rayonnement électromagnétique peut être décrit
comme une propagation de photons (vecteur des interactions électromagnétiques) ou comme
une onde électromagnétique (figure 1.1).
Dans les domaines scientifiques et techniques, on distingue trois bandes dans l’infrarouge
[ISO, 2010], tableau 1.1.
Cette classification permet de distinguer les longueurs d’onde du rayonnement infrarouge
utiles généralement considérées dans diverses applications. Les sigles correspondants sont dé-
taillés en annexe IV.
7
8 CHAPITRE 1. INTRODUCTION AU CONTRÔLE NON DESTRUCTIF PAR THIR
FIGURE 1.1 – Spectre électromagnétique complet - Crédit [Modest, 1993]
Classement Longueur d’onde Utilisation \ définition
Infrarouge proche (PIR, IR-A,
NIR)
0.7− 3µm Rayonnement solaire réfléchi
Infrarouge moyen (MIR, IR-B) 3− 50µm Infrarouge thermique
Infrarouge lointain (LIR, IR-C,
FIR)
50− 1000µm Astronomie
TABLE 1.1 – Classement des longueurs d’ondes infrarouges selon la norme ISO 20473 :2007
Rayonnement des corps
Il est possible de caractériser le rayonnement électromagnétique à l’aide de différentes gran-
deurs énergétiques. Ces quantités, définies tableau 1.2, sont exprimées de façon totale ou mo-
nochromatique. Une grandeur est dite totale lorsqu’elle est calculée pour l’ensemble du spectre
électromagnétique, si elle est exprimée pour une longueur d’onde λ donnée, elle est dite mono-
chromatique [Modest, 1993]. En outre, si la grandeur considérée ne dépend pas de la direction,
elle est dite hémisphérique (par opposition à directionnelle).
Dans le tableau 1.2 une distinction entre deux catégories est faite. La luminance et l’inten-
sité appartiennent aux grandeurs directionnelles alors que l’émittance et le flux appartiennent,
eux, aux grandeurs hémisphériques (c.-à-d. intégrées sur l’espace). L’éclairement est aussi une
quantité non directionnelle, en revanche il ne caractérise pas un phénomène d’émission, mais
de réception.
Dans le cas où l’émission d’un corps est constante quelle que soit la direction (émission
hémisphérique/diffuse) il existe alors une relation entre émittance et luminance appelée loi de
Lambert :
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Grandeur Expression mo-nochromatique Expression totale Définition
Flux
rayonné
φλ φ =
∫ ∞
0
φλdλ
Flux total émis par un corps dans tout l’es-
pace, noté φ en W. Exprimé pour chaque
longueur d’onde. On note alors ϕλ en
W.µm-1
Intensité IOx,λ =
dΦOx,λ
dΩ
IOx =∫ ∞
0
IOx,λdλ
Représente le flux rayonné par un corps
dans une direction Ox donné en W.sr-1.
Elle s’exprime en fonction d’un angle so-
lide élémentaire dΩ.
Emittance Mλ =
dΦλ
dS
M =
∫ ∞
0
Mλdλ
Flux total émis par un corps par rapport à
un élément de surface dS en W.m-2.
Éclairement Eλ =
dΦλ
dS
E =
∫ ∞
0
Eλdλ
L’éclairement correspond au flux total
reçu par unité de surface
Luminance
LOx,λ =
d2Φλ
dSdΩcosθ
LOx =∫ ∞
0
LOx,λdλ
Correspond au rapport du flux total émis
par une surface dS dans une directionOx,
pour un angle solide dΩ avec θ l’angle
entre Ox et la normale à la surface. Elle
permet entre autre de caractériser la per-
ception d’un rayonnement par un obser-
vateur.
TABLE 1.2 – Grandeurs énergétiques du rayonnement électromagnétique
M = πLOx (1.1)
La loi de Lambert permet de poser
IOx = LOxdS cos (cosθ)
Ces différentes grandeurs dépendent aussi de la température de l’objet et de la longueur
d’onde considérée tel que décrit par la loi de Planck [Planck, 1901].
Loi de Planck et rayonnement du corps noir
La loi de Planck, établie par Max Planck en 1901 [Planck, 1901], permet d’analyser la distri-
bution de l’énergie du corps noir en fonction de la longueur d’onde*.Le corps noir est un objet
théorique faisant office "d’émetteur idéal de rayonnement". Il est défini comme le corps qui
émet et absorbe tout le flux énergétique à une température donnée :
M oλ,T =
C1λ
−5
exp
C2
λT −1
(1.2)
avec λ la longueur d’onde en m et T la température en Kelvin. Les constantes C1 et C2, respec-
tivement en kg.m4.s-3 et m.K sont définies comme suit :
C1 = 2hc
2π
C2 = h
c
k
*Par convention les grandeurs énergétiques du corps noir sont notées avec l’exposant o.
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avec
• c la vitesse de propagation des ondes électromagnétiques dans le milieu (dans le vide :
c=vitesse de la lumière en m.s-1).
• k = 1.381e−23 J.K-1 la constante de Boltzmann, introduite par Ludwig Boltzmann en
1873 dans sa définition de l’entropie d’un système. Elle peut être interprétée comme un
facteur de proportionnalité reliant la température d’un système à son énergie thermique.
• h ≈ 6, 62606957e−34 J.s la constante de Planck. Introduite en 1900 par Max Planck dans
sa théorie des quanta d’énergie. Elle relie l’énergie des photons à leur fréquence d’oscil-
lation.
La figure 1.2 présente le tracé de cette loi pour un corps noir à différentes températures.
FIGURE 1.2 – Distribution spectrale de l’émittance du corps noir pour
différentes températures
La loi du déplacement de Wien est aussi indiquée sur cette figure (courbe en pointillés).
Exprimée pour la première fois en 1896 par Wilhelm Wien elle permet d’identifier la longueur
d’onde à laquelle un corps noir émet le plus de flux énergétique pour une température donnée.
Améliorée par Planck en 1901, elle se déduit de la loi du même nom en cherchant une longueur
d’onde λ vérifiant
∂M oλ (T )
∂λ
= 0 et λmaxT = 2898 µ.m.K .
La loi de Stefan Boltzmann démontrée entre 1879 et 1884 par Joseph Stefan et Ludwig
Boltzmann, permet d’exprimer l’émittance totale du corps noir en W.m-2 en fonction de sa
température [Siegel et al., 2010] :
M o =
∫ ∞
0
M oλ,T = σsT
4 (1.3)
avec σs = 5, 67.10−8 W.m-2.K-4 la constante de Stephan. Grâce à la loi de Stephan-Boltzmann
ainsi qu’au théorème de Lambert, il est possible de calculer le flux énergétique échangé entre
deux corps noirs.
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Ainsi [De Vriendt, 1984,Modest, 1993], les échanges entre un corps noir à une température
T1 et son environnement (une enceinte fermée considérée noire) à température T2 par unité de
surface prend pour expression :
ϕ = σs
(
T 41 − T 42
)
(1.4)
Dans la suite de ce chapitre, le principe d’échange radiatif est appliqué aux corps réels.
Rayonnement des corps gris et réels
Dans la section précédente, nous avons présenté les grandeurs élémentaires définissant le rayon-
nement d’un corps parfait. Dans ce qui suit ces définitions permettront de caractériser le rayon-
nement d’objets réels. Dans un premier temps, il apparaît nécessaire de rappeler que, confor-
mément au premier principe de la thermodynamique, l’ensemble des composantes du flux élec-
tromagnétique respecte la notion de conservation de l’énergie, figure 1.3 et équation 1.5, avec,
ϕi, ϕr, ϕa et ϕt, les densités de flux thermique incidentes, réfléchies, absorbées et transmises.
FIGURE 1.3 – Rayonnement reçu par un corps quelconque
ϕi = ϕα + ϕr + ϕt (1.5)
À partir de l’équation 1.5, il est possible de définir les coefficients suivants :
Le coefficient de réflexion ρ =
ϕr
ϕi
Le coefficient d’absorption α =
ϕα
ϕi
(1.6)
Le coefficient de transmission τ =
ϕt
ϕi
La conservation de l’énergie à l’équilibre impose α + τ + ρ = 1, ce à quoi on peut ajouter
les observations suivantes :
• α = 1 pour les corps noirs.
• τ = 0 pour les corps opaques.
Dans cette thèse, la propriété d’émission des corps est utilisée pour mesurer la température
via l’utilisation d’une caméra thermique. La figure 1.4 introduit la notion de corps gris et réels.
Un corps gris a un comportement vis-a-vis du rayonnement similaire au corps noir à un
facteur de proportionnalité près. Ce facteur, appelé émissivité est défini de manière totale et
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FIGURE 1.4 – Distribution énergétique des corps réels, gris et noirs
monochromatique (voire directionnelle mais ce principe n’est pas abordé ici) :
ελ =
Mλ
M oλ
ε =
M
M o
=
∫ ∞
0
ελM
o
λdλ
σsT 4
(1.7)
La loi du rayonnement de Kirchhoff, formulée en 1859 par Gustav Robert Kirchhoff, définit
à l’équilibre thermique l’égalité entre l’absorptivité monochromatique, directionnelle, à tempé-
rature donnée αλ,Ox,T et l’émissivité monochromatique, directionnelle, à température donnée
ελ,Ox,T :
ελ,Ox,T = αλ,Ox,T (1.8)
Cette loi implique qu’un bon émetteur est un bon absorbeur. Dans le cas du corps gris,
l’émissivité ne variant pas avec la longueur d’onde ελ = ε, la relation de Kirchhoff s’exprime
alors pour l’émissivité totale ε = α. Ainsi, le flux électromagnétique émis par un corps gris
s’exprime :
ϕ = εσsT
4 (1.9)
À l’image de l’équation 1.4, il est possible de calculer le bilan radiatif de surface d’un corps
gris "éclairé" par un corps noir, et donc le flux net à la surface du corps gris :
ϕ = σsT
4
o︸︷︷︸
émission corps noir
−
Radiosité du corps gris︷ ︸︸ ︷ εσsT 4︸ ︷︷ ︸
émission
− (1− ε)σsT 4o︸ ︷︷ ︸
réflexion

ϕ = εσs
(
T 4o − T 4
)
(1.10)
Pour les corps réels, la loi de Kirchhoff n’est applicable que pour les facteurs monochroma-
tiques, en revanche l’étude du rayonnement d’un corps réel peut être effectuée sur une partie du
spectre où l’hypothèse du corps gris est vérifiée. Ainsi pour une bande spectrale donnée, lorsque
la loi du rayonnement diffus est respectée (cf loi de Lambert, équation 1.1), il est possible de
poser ε(T ) ≈ a(T ). L’équation 1.10 devient alors applicable dans le domaine infrarouge pour
différentes applications. Elle est notamment utilisée pour traduire le flux net de rayonnement
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infrarouge échangé entre un objet et son environnement.
Dans la section suivante, la méthode de mesure du rayonnement émis par un objet est pré-
sentée.
1.1.2 Mesure du rayonnement
Les sections précédentes ont permis d’introduire la notion de flux électromagnétique. Ce type
d’échange énergétique peut être relié à la température par l’intermédiaire de l’équation 1.10.
Pour un corps réel approché par un corps gris dans un intervalle de longueurs d’ondes infra-
rouges (bandes spectrales), la mesure de la radiosité, ou de la luminance apparente, de l’objet
considéré permet alors d’exprimer la température de surface de ce même objet.
Différents types de capteurs permettent la mesure du rayonnement. Le tableau 1.3 présente une
illustration par bandes spectrales des différents types de capteurs permettant la mesure du rayon-
nement dans le domaine infrarouge [Miller, 1994,Friedman et Miller, 2004]. Ces différents cap-
Classement Longueur d’onde Capteur utilisé
Infrarouge proche 0.7− 1µm fin de réponse de l’œil humain,
détecteurs d’arséniure d’indium-
gallium (InGaAs)
Infrarouge ondes courtes
SWIR\Bande I
1− 3µm détecteurs au germanium et In-
GaAs
Infrarouge ondes moyennes
MWIR\Bande II
3− 5µm détecteurs au tellurure de
mercure-cadmium (HgCdTe),
Séléniure de plomb (PbSe) et
InSb
Infrarouge ondes longues
LWIR\Bande III
7− 14µm détecteurs microbolometre (VOx)
et HgCdTe
Infrarouge très longues ondes 12− 30µm détecteurs en silicium
TABLE 1.3 – Type de capteur infrarouge
teurs permettent la mesure du rayonnement électromagnétique dans une bande spectrale donnée.
L’équation 1.10 implique que la mesure est moins perturbée par la réflexion lorsque l’objet a
une émissivité élevée. Les phénomènes observés dans cette thèse sont mesurés à l’aide de ca-
méras thermiques à capteurs microbolometriques (caméras situées bandes III dans le tableau
1.3).
1.2 Contrôle non destructif par thermographie infrarouge
1.2.1 Rappels sur la conduction thermique au sein des corps
Le contrôle non destructif (CND) par thermographie infrarouge active repose sur la mesure de
la température au cours du temps sur la surface de l’objet étudié (cf. rayonnement thermique).
Le CND par ThIr repose sur la détermination de zones ayant un comportement non homogène
au sein du système étudié au cours du temps. Dans le cas de matériaux opaques, la température
de surface est en partie conditionnée par la conduction thermique, l’équation de la chaleur 1.11
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permet de modéliser le phénomène de diffusion thermique au sein d’un domaine cartésien Ω au
cours du temps et en l’absence de changement d’état :
ρC
∂T (X, t)
∂t
= ∇ · (k∇T ) + P X ∈ Ω (1.11)
avec C la capacité thermique massique en J.kg-1.oK-1, ρ la masse volumique en kg. m-3, k la
conductivité thermique en W.m-1. o C-1, X la variable spatiale X = {x, y, z} et P une éven-
tuelle production interne de chaleur en W.m-3. Les équations 1.12 et 1.13 présentent respecti-
vement l’opérateur gradient et divergence apparaissant dans l’équation 1.11. Dans le cas où les
propriétés ne dépendent pas de l’espace il est possible d’exprimer l’équation 1.11 à l’aide de
l’opérateur laplacien défini équation 1.14 .
∇(.) =

∂.
∂x
∂.
∂y
∂.
∂z

(1.12)
∇ ·
−→
A =
∂A
∂x
+
∂A
∂y
+
∂A
∂z
(1.13)
∇ · ∇(.) = ∇2 = ∂
2.
∂x2
+
∂2.
∂y2
+
∂2.
∂z2
(1.14)
Mise en évidence en 1811 par Joseph Fourier [Fourier, 1822], l’équation de la chaleur 1.11
rend compte de l’évolution de la température au sein d’un corps par conduction thermique, elle
traduit la loi de conservation de l’énergie (cf. premier principe de la thermodynamique). La
conduction thermique caractérise le transport d’énergie dans un milieu par vibration des por-
teurs élémentaires, ici les atomes et molécules [Taine et al., 2008]. Dans le cas où le système Ω
est solide et non transparent, la conduction thermique est le seul mode de transfert de chaleur au
sein du milieu. L’expression différentielle de l’équation 1.11 découle des travaux de Jean Bap-
tiste Biot qui en 1804 formule mathématiquement la densité de flux thermique de conduction,
équation 1.15.
ϕ = k∇T X ∈ Ω (1.15)
L’application du premier principe et un bilan d’énergie conduisent à la formulation géné-
rale du transfert thermique par conduction au sein d’un milieu, équation 1.11. Bien qu’établie
mathématiquement par Jean Baptiste Biot l’équation 1.15 est démontrée expérimentalement par
Joseph Fourier en 1821, cette relation est alors nommée loi de Fourier. Cette loi met en évidence
la proportionnalité entre la densité flux de chaleur ϕ en Wm-2 et le gradient de température au
sein du milieu, elle traduit l’irréversibilité du phénomène de transfert thermique (cf. second
principe de la thermodynamique), et la propension du transfert thermique par conduction à s’ef-
fectuer d’une zone chaude vers une zone froide.
La loi de Fourier permet d’exprimer le flux de conduction en tout point du corps Ω. Le flux
thermique de conduction peut être exprimé sur la frontière ∂Ω prenant en compte l’ensemble
des perturbations extérieures au système, suivant :
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ϕ = k∇T · n =
Flux convecto-radatif︷ ︸︸ ︷
h (Tfluide − Tparoi)︸ ︷︷ ︸
Flux Convectif à la paroi
+ εσs
(
T 4environement − T 4paroi
)︸ ︷︷ ︸
Flux rayonnant à la paroi
+ϕ0 X ∈ ∂Ω (1.16)
où n est la normale sortante du domaine, cette équation représente la condition limite de Robin
à la paroi ∂Ω du système. Le flux convecto-radiatif peut se décomposer en terme de transfert par
rayonnement entre cette même surface et l’environnement et en terme de transfert par convec-
tion entre un fluide et la surface de l’objet solide [Taine et al., 2008]. Dans le cas d’un fluide
ou d’un gaz, la présence d’un gradient thermique implique une différence de masse volumique,
et donc une différence de la poussée d’Archimède amenant à l’apparition d’un phénomène de
transport. La vibration thermique microscopique (conduction) devient alors négligeable devant
le transport de matière à l’échelle macroscopique. Ce phénomène est traduit à la surface du
système par le coefficient d’échange convectif h en W.m-2.K-1. Le flux ϕ0 est lui l’expression
d’un apport direct d’énergie à la surface du système. Si ce flux est émis de manière artificielle
et contrôlée on parle alors de thermographie active. Dans le cas contraire (eg. flux solaire), on
parle de thermographie passive.
1.2.2 Méthodes de contrôle non destructif par thermographie infrarouge
Après avoir posé les bases théoriques du principe de mesure et du transfert thermique au sein
des corps solides, un état de l’art sur les différentes méthodes de contrôle non destructif par
thermographie infrarouge est proposé. Ces méthodes consistent en l’étude de l’évolution de la
température d’un système soumis à une excitation thermique connue. Il en résulte la détection
et/ou la caractérisation de zones où un changement de propriétés induit une variation du champ
de température en surface au cours du temps.
Les méthodes de contrôle non destructif ont évolué avec l’avènement des matériaux com-
posites modernes (cf annexe IV). Comme nous le verrons plus tard, ces matériaux offrent de
nombreux avantages d’un point de vue mécanique. En revanche ces gains ne sont obtenus que
par l’intermédiaire d’un processus de fabrication "en une fois" rendant difficile la détection de
défauts dus à de tels procédés de fabrication (par exemple la pultrusion ou production par au-
toclave peuvent induire des délaminations au sein du matériau). Les pièces fabriquées pouvant
être de tailles imposantes, il est rapidement devenu nécessaire de pouvoir contrôler la bonne
facture du matériau sans pour autant le détériorer. Dans le cadre des méthodes thermiques,
c’est la propriété qu’a un éventuel défaut à modifier localement ou globalement la température
de l’objet qui est utilisée pour le caractériser. Plus précisément, la thermographie infrarouge
comme méthode de mesure étudie l’impact du défaut sur l’évolution temporelle de la tempéra-
ture de surface du système. Les méthodes de CND-ThIr peuvent être reparties en fonction de
la configuration de mesure ainsi que de la nature et la forme de l’excitation utilisée. Lorsque
l’excitation thermique du système (active ou non) est normale à une des surfaces du système,
il est alors possible de différencier deux méthodes de mesure, la transmission et la réflexion†,
figure 1.5. Le choix de la méthode est guidé aussi bien par l’objectif de la mesure que par les
conditions expérimentales. La mesure par transmission permet l’évaluation directe du temps
caractéristique de diffusion thermique dans la matière, tdiff = L
2
α
en s qui peut être utilisé pour
remonter aux propriétés thermiques de l’échantillon [Maldague, 2001, Lascoup et al., 2011].
En revanche, dans le cas de matériaux épais pour lesquels le temps de mesure raisonnable est
†la notion de réflexion n’a ici aucun rapport avec la réflexion du rayonnement infrarouge
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plus faible que le temps caractéristique de diffusion on lui préférera la mesure par réflexion, de
même lorsque les conditions expérimentales ne permettent pas de placer le dispositif de mesure
sur la face opposée à l’excitation.
FIGURE 1.5 – Méthodes de mesure - Transmission à gauche et Réflexion à droite
La détection et caractérisation du défaut peuvent être basées sur l’analyse des thermo-
grammes ainsi que sur la différence entre une zone considérée saine de l’échantillon et une zone
défectueuse (ie. contraste thermique) [Maldague, 2001,Krapez et al., 1994]. Tout comme la mé-
thode de mesure, le choix de l’excitation est intimement lié aux conditions expérimentales et
aux paramètres recherchés. On peut identifier dans la communauté du CND-ThIr un ensemble
d’excitations différentes, aussi bien sur la forme que sur la méthode de chauffage du spéci-
men [Czarnetzki et Roetzel, 1995,Ibarra-Castanedo et al., 2009]. L’éventail non exhaustif d’ex-
citations possibles via le pilotage en forme de chauffage par rayonnement infrarouge, tableau
1.5, fait apparaître des méthodes impulsionnelles, échelons, créneaux ou encore la modulation
thermique. Utilisant une distribution de Dirac comme excitation [Parker et al., 1961,Degiovani,
1986, Balageas et al., 1987], la méthode impulsionnelle permet un diagnostic rapide, et est no-
tamment adaptée aux matériaux fins [Mayr et Hendorfer, 2010]. En revanche, la résolution de la
méthode est dépendante de l’énergie appliquée au spécimen [Maldague, 2001], cette particula-
rité pouvant engendrer des détériorations du matériau cible. La modulation thermique utilise la
formulation harmonique de l’équation 1.11, [Carslaw. et Jaeger, 1959]. La profondeur de péné-
tration du flux thermique de surface dépendant uniquement de la fréquence d’excitation, cette
méthode a l’avantage de modérer la quantité d’énergie déposée à la surface du spécimen [Busse,
1980, Lascoup et al., 2013, Perez et Autrique, 2009, Autrique et al., 2009]. La formulation har-
monique de l’équation 1.11 impose que le système soit observé en régime établi (composante
continue stabilisée). Le temps de montée en régime étant proportionnel à la profondeur et à la
fréquence il peut alors être un frein expérimental. Permettant d’obtenir un faible ratio signal sur
bruit [Vavilov et al., 1998], l’excitation créneau permet d’étudier à la fois la montée en régime et
la relaxation thermique [Plotinkov et Winfree, 2000, Ibos et al., 2006,Feuillet et al., 2012]. Des
profondeurs importantes de défauts peuvent alors être soumises au diagnostic bien que le temps
de chauffe ait des effets significatifs sur la résolution de la méthode et l’énergie déposée à la
surface de l’échantillon. Les tableaux 1.5 et 1.4 dressent une liste non exhaustive des fonctions
et sources d’excitation utilisées par la communauté du contrôle non-destructif par ThIr.
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Fonctions Caractéristiques Domainetemporel
Domaine
fréquentiel
Excitation Excitation
Réponse modèle 1D Réponse modèle 1D
Créneau
Avantages
– Étude de la montée en température
ainsi que de la relaxation thermique
– Apte au diagnostic de systèmes épais
Inconvénient
– tchauffe >> temps caractéristiques
du système (effets de diffusion 3D)
Dirac
Avantages
– Excitation sur toute la bande fré-
quentielle
– Diagnostic rapide
– Relaxation thermique seule
Inconvénient
– Énergie pouvant détériorer l’intégrité
du système
Périodique
Avantages
– Apte au diagnostic de systèmes épais
– Faible énergie
Inconvénient
– Mesure en régime établi (durée de la
mesure)
TABLE 1.4 – Exemple de fonctions utilisées en contrôle non destructif
par thermographie active – La réponse 1D est calculée pour un modèle
semi-infini
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Méthodes Caractéristiques
Rayonnement
thermique
– Excitation par flux thermique
– Application à la surface
– Large gamme de puissance
– Alimentation électrique
[Ibos et al., 2006, Lascoup et al., 2013, Feuillet
et al., 2012, Crinière et al., 2014a, Theroux et al.,
2014]
Laser
– Similaire à l’excitation par spot
– Faible zone de contrôle
– Large gamme de puissance et modulation en lon-
gueur d’onde
– Sécurité problématique
[Autrique et al., 2007,Schlichting et al., 2012,Fer-
nandes et Maldague, 2014]
Induction
– Courant induit par champ magnétique
– Chauffe l’ensemble de l’échantillon
– Échantillons ferromagnétiques seuls
[Davies, 2007, Renil et al., 2014]
Micro-ondes
– Excite parties conductrices d’un échantillon
– Localisation de barres d’aciers
– Sécurité problématique
– Dégradation du matériel de mesure possible
[Brachelet et al., 2014]
Effet Pelletier
– Basée sur la thermoélectricité
– Contrôle précis du refroidissement thermique
– Nécessité de contact
[Czarnetzki et Roetzel, 1995]
Vibro-
Thermographie
– Transfert de chaleur induit mécaniquement
– Contact nécessaire
[Piau et al., 2008]
Solaire
– Utilisation de l’excitation thermique naturelle
– Aléas climatiques et perturbations
– Constantes de temps longues
– Permet le diagnostic de structures imposantes
[Grinzato et al., 1998, Obràn, 2009, Duffie et Be-
ckman, 1991, Dumoulin et al., 2013]
TABLE 1.5 – Exemple de méthodes d’excitation en contrôle non
destructif par thermographie active et passive
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Le contrôle non destructif appliqué aux matériaux composites est un domaine largement étu-
dié. Ces dernières années les matériaux composites ont été majoritairement utilisés dans les do-
maines du transport et du génie civil [Strong, 2002]. Naturellement les méthodes de CND-ThIr
font face ici à de nouveaux domaines d’application. La section suivante introduit la méthode
de réparation de structures de génie civil par collage de matériaux composites, puis expose le
besoin d’une méthode de CND pour le diagnostic de ces réparations.
1.2.3 Méthodes de contrôle non destructif des structures réparées par col-
lage composite
Avec l’augmentation du trafic routier et le vieillissement des infrastructures de transport, l’en-
tretien de ces dernières est primordial [IFSTTAR, 2010]. Différentes méthodes de renforcement
et réparation, par exemple la projection de béton, sont actuellement utilisées pour augmenter la
capacité et la durabilité des infrastructures. Parmi celles-ci, le renforcement des structures bé-
ton par collage de matériaux composites suscite l’intérêt depuis presque deux décennies [Tang
et Podolony, 1998]. Cette technique consiste à alterner les couches de matériaux composites
(annexe IV) et de colle industrielle à la surface d’une zone définie. Bien que son utilité et sa
mise en œuvre aient été démontrées, les différents matériaux composites (GFRP, CFRP) doivent
être collés suivant une procédure rigoureuse [Aci, 2008,Afgc, 2011,FTG, 2001]. Cela implique
que les opérateurs sur site soient formés pour assurer la durabilité et la qualité de la réparation.
Garantir une épaisseur de colle constante sur de grandes longueurs, malgré des conditions de
travail souvent difficiles, figure 1.6, est nécessaire à la bonne tenue des réparations effectuées.
FIGURE 1.6 – Collage du composite, vue en détail de la colle et aspect final - Crédit LRPC
Autun France
Dans le cas où l’application de la couche de colle servant à fixer le composite sur la struc-
ture n’est pas parfaite, les délaminations résultantes sont alors instables et peuvent altérer le
comportement mécanique de la réparation [Büyüköztürk et Tzu-Yang, 2006, Houhou et al.,
2014]. De plus, à la connaissance de l’auteur, aucune étude n’indique clairement la proportion
de délaminage pouvant être considérée comme bénigne. Une procédure de suivi et contrôle des
réparations est donc justifiée.
Entre les différentes techniques de contrôle de structures béton réparées par collage compo-
site, plusieurs méthodes de contrôle qualitatif sont d’ores et déjà utilisées in situ [Manjunath,
2007, Ehrhart et al., 2010], figure 1.7. On peut citer par exemple le sondage acoustique, l’utili-
sation du contraste thermique pour localiser les différents défauts [Maldague, 2001], ou encore
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des méthodes de traitement d’images appliquées aux séquences infrarouges, par exemple l’ana-
lyse en composantes principales [Rajic, 2002, Ibarra-Castanedo et al., 2009]. Ces différentes
méthodes permettent de localiser des défauts, figure 1.7, elles sont cependant difficilement uti-
lisables pour estimer par exemple le degré d’adhésion, ou encore caractériser finement l’éven-
tuel défaut. L’obtention d’informations quantitatives sur les propriétés d’un éventuel défaut de
collage apparaît être une nécessité. Le contrôle non destructif par ThIr de chaussées routières
a déjà fait l’objet d’études [Dumoulin et al., 2010b, Dumoulin et al., 2011b] tandis que [Rhazi
et Naar, 2005, Maierhofer et al., 2006] analysent la faisabilité du contrôle de structures béton
par thermographie infrarouge. D’autres études ont, quant à elles, permis des avancées dans le
contrôle de structures réparées [Valluzzi et al., 2009, Dumoulin et al., 2010a, Dumoulin et al.,
2011c, Taillade et al., 2012]. Enfin, les différentes méthodes de contrôle par ThIr sont sans
contact et permettent un diagnostic en profondeur de défauts non débouchants.
FIGURE 1.7 – Sondage acoustique et contraste thermique - Crédit images LRPC Autun France
1.3 Synthèse
Ce chapitre a introduit le principe de la mesure de température par thermographie infrarouge
ainsi que la diffusion thermique au sein des corps. Un état de l’art non exhaustif des méthodes
de contrôle non destructif par thermographie infrarouge a aussi été réalisé. Enfin, le diagnostic
de structures réparées par collage composite a été introduit, et après des premières analyses
la thermographie infrarouge apparaît être une méthode permettant le diagnostic qualitatif et
quantitatif des zones réparées. Ces systèmes multi-couches ont notamment besoin d’être diag-
nostiqués pour attester de la qualité du collage. En effet un défaut de collage altère significative-
ment le comportement mécanique de la réparation et sa durabilité [Büyüköztürk et Tzu-Yang,
2006, Houhou et al., 2014]. Bien que de multiples méthodes existent pour évaluer la qualité de
collage des matériaux composites [Ehrhart et al., 2010], l’état de l’art présenté dans ce chapitre
montre que le CND par thermographie infrarouge autorise le diagnostic de matériaux épais, in-
dépendamment des propriétés élastiques et mécaniques des matériaux composites (a contrario
des méthodes ultra-sonores par ex.). De plus, la ThIr offre l’opportunité d’appliquer un modèle
physique à chaque pixel de la séquence d’images thermiques et donc de fournir des informa-
tions qualitatives et quantitatives sur le système étudié. Il apparaît ainsi possible d’utiliser la
ThIr pour la détection et la caractérisation de défauts n’influant pas encore sur le comportement
mécanique de la réparation. Il est nécessaire de prendre aussi en compte les conditions dans
lesquelles le diagnostic est effectué, les récentes évolutions des caméras thermiques permettent
d’envisager l’utilisation de celles-ci ainsi que de leur dispositif de chauffage in situ.
La partie I de ce manuscrit (chapitres 2 à 4), expose différents travaux réalisés dans le cadre
de cette thèse de doctorat [Crinière et al., 2012,Crinière et al., 2014a,Brouns et al., 2014]. Une
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première étude ayant abouti à la cartographie des propriétés thermophysiques d’un échantillon
représentant un élément de structure réparée est présentée. La cartographie des propriétés est
réalisée à l’aide d’une modélisation inverse basée sur un modèle de transfert thermique quadri-
polaire [Maillet et al., 2000]. Une approche numérique utilisant les éléments finis ainsi que la
méthode de l’état adjoint pour l’estimation de propriétés est également détaillée, cette dernière a
conduit à l’estimation du volume défectueux au sein d’une matrice saine. Enfin, une discussion
sur le dimensionnement du temps de chauffe est ensuite proposée.

2
Caractérisation thermophysique de
systèmes multi-couches épais : De la
détection à l’estimation de paramètres par
approche quadripolaire
Ce chapitre est basé sur de récentes études [Valluzzi et al., 2009, Dumoulin et al., 2010a, Du-
moulin et al., 2011c,Taillade et al., 2012,Crinière et al., 2012,Crinière et al., 2014a]. Il présente
le développement de méthodes permettant d’assurer le contrôle non destructif de structures de
génie civil réparées par collage composite, à l’aide d’une modélisation thermique quadripo-
laire [Maillet et al., 2000]. Ce type de réparation donne naissance à des multi-couches épais
à la surface de l’ouvrage. Il est important pour l’exploitant de la structure de fournir un diag-
nostic quantitatif de la réparation, ce diagnostic passe par la caractérisation de l’épaisseur de
la couche de colle ainsi que des propriétés physiques d’un éventuel défaut (ie bulle d’air). Les
systèmes considérés sont en régime transitoire. Ce régime de transfert thermique implique que
le système est hors équilibre. Comme introduit au chapitre 1, l’objectif de cette section est le
développement d’une procédure d’estimation de paramètres applicable en tous points de la sé-
quence d’images infrarouges.
Les modèles utilisés sont détaillés et analysés, enfin des techniques d’inversion de mo-
dèles [Levenberg, 1944,Marquardt, 1963,Moré, 1977,Beck et Arnold, 1977] sont utilisées afin
d’obtenir un contrôle quantitatif des structures de génie civil renforcées par collage de matériaux
composites.
2.1 Modélisation thermique
2.1.1 Les quadripôles thermiques
Dans l’étude des systèmes multi-couches, l’équation de la chaleur, équation 1.11, peut se dé-
composer sur chacune des couches du système. Un phénomène de transfert thermique par
conduction dans un domaine Ω unidimensionnel, composé de n couches d’épaisseurs ei, aura
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pour formulation à chaque couche i :
∂Ti(xi, t)
∂t
= αi
∂2Ti(xi, t)
∂x2i
, αi =
ki
ρiCi
, xi ∈ [0; ei] ∈ Ω (2.1)
où αi et xi sont respectivement la diffusivité thermique et la variable spatiale de chaque couche
i en m.s-2 et m. Le couplage entre les couches est réalisé par continuité de flux et égalité de
température d’interface, l’équation 2.2 indique les conditions limites et initiales du système.
Notez que dans cette partie le système est considéré à l’équilibre thermique et à une température
initiale constante en tout point du système lorsque t = 0.
−ki
∂Ti(0, t)
∂xi
= ϕ1 (t) i = 1
−ki
∂Ti(0, t)
∂xi
= −ki−1
∂Ti−1(ei−1, t)
∂xi−1
∀i ∈ J2;nK
Ti (0, t) = Ti−1(ei−1, t) ∀i ∈ J2;nK
−ki
∂Ti(en, t)
∂xi
= ϕen (t) i = n
Ti(xi, 0) = Tinit ∀i ∈ J1;nK, xi ∈ [0, ei]
(2.2)
avec ki la conductivité thermique de la couche i, ϕ1 et ϕen les densités de flux thermiques
aux frontières du système et Tinit la température initiale du système. Il existe de nombreuses
méthodes numériques et analytiques pour résoudre ce type de système. Les solutions analy-
tiques permettent d’obtenir une solution continue du problème, de plus l’analyse du système
permet l’étude des grandeurs physiques propres au domaine d’étude. En revanche, l’étude des
multi-couches peut faire apparaitre des solutions analytiques denses et peu flexibles vis-à-vis
du nombre de couche [Araki et al., 1992, Osiander, 1998]. La problématique détaillée chapitre
1 expose la nécessité de l’utilisation d’une méthode flexible et rapidement adaptable aux ca-
ractéristiques du domaine. En outre, la thermographie infrarouge comme méthode de mesure
implique le découpage en un nombre conséquent de pixels. Pour résumer la méthode se doit
d’être aisément adaptable aux caractéristiques du système, rapide et si possible applicable indé-
pendamment à chaque pixel de la zone de mesure.
Ainsi afin de répondre à la problématique, une approche par modèle thermique quadripo-
laire [Maillet et al., 2000] est étudiée. Issus des travaux du mathématicien allemand Franz Brei-
sig dans les années 1920 [Belevitch, 1962], et généralisés aux problèmes de transfert thermique
dans les années 1960 [Carslaw. et Jaeger, 1959], les quadripôles permettent de formaliser un
problème de transfert thermique de façon explicite et de le résoudre à l’aide de transformées in-
tégrales ; transformées qui ont l’avantage de simplifier l’équation aux dérivées partielles (EDP),
équation 2.1, en une équation différentielle ordinaire (EDO), équation 2.5. Dans cette étude
la transformée de Laplace est utilisée [Laplace, 1814], introduite en 1814 par Pierre Simon
de Laplace, elle permet entre autres de traiter les fonctions non intégrables telles que l’échelon.
L’intérêt de la méthode quadripolaire est qu’elle formalise analytiquement des problèmes multi-
couches. Avant tout, il est nécessaire de définir θ la température dans le domaine de Laplace,
équation 2.3 et ϕ̃ transformée de la densité de flux équation 2.4.
θ(x, p) =
∫ ∞
0
(T (x, t)− Tinit) exp−pt dt (2.3)
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ϕ̃(x, p) =
∫ ∞
0
ϕ(x, t) exp−pt dt (2.4)
où p est la variable de Laplace. La transformée de Laplace L d’une dérivée fait apparaître la
condition initiale de la variable transformée L{dT
dt
} = pθ(p) − Tinit. Pour éviter l’ajout d’un
terme dans le système à résoudre, θ est donc la transformée de Laplace de la température à
laquelle est soustraite la valeur initiale. Après transformation l’équation 2.1 transformée devient
l’équation 2.5
pθi = αi
d2θi
dx2i
(2.5)
et les conditions limites et initiales, équation 2.2, sont transformées :
−ki
dθi(0, p)
dxi
= ϕ̃1(p) i = 1
−ki
dθi(0, p)
dxi
= −ki−1
dθi−1 (ei−1, p)
dxi−1
∀i ∈ J2;nK
θi(0, p) = θi−1 (ei−1, p) ∀i ∈ J2;nK
−ki
dθi(ei, p)
dxi
= ϕ̃en(p) i = n
θinit = 0
(2.6)
L’équation 2.5 admet pour solution à chaque couche i l’équation
θ(xi, p) = C1 cosh
√
p
αi
xi + C2 sinh
√
p
αi
xi ∀i xi ∈ [0; ei], p ∈ C (2.7)
où C1 et C2 sont des constantes définies à l’aide des conditions limites, équation 2.6. Après
développement [Carslaw. et Jaeger, 1959, Maillet et al., 2000] il est possible de définir chaque
couche i ∈ J1;nK comme un quadripôle prenant en entrée le couple Jθe0 ; ϕ̃e0K, respectivement
la température et la densité de flux en xi = 0 et en sortie Jθei ; ϕ̃eiK la température et la densité
de flux en xi = ei : (
θe0
ϕ̃e0
)
= Mi
(
θei
ϕ̃ei
)
Mi =
(
Ai Bi
Ci Di
)
=

cosh
√
p
αi
ei
1√
p
αi
ki
sinh
√
p
αi
ei
√
p
αi
ki sinh
√
p
αi
ei cosh
√
p
αi
ei
 (2.8)
il est possible de représenter une couche avec l’analogie quadripolaire, figure 2.1.
Une des propriétés remarquables des quadripôles est que la représentation de n systèmes
mis bout à bout (ici la présence de plusieurs couches) consiste en une formulation quadripolaire
composée de n multiplications matricielles. L’équation 2.5 et ses conditions limites, équation
2.6, deviennent en formulation quadripolaire l’équation 2.9.(
θe0
ϕ̃e0
)
=
i=n∏
i=1
Mi
(
θxen
ϕ̃xen
)
(2.9)
26CHAPITRE 2. CARACTÉRISATION THERMOPHYSIQUE DE MULTI-COUCHES ÉPAIS
FIGURE 2.1 – Schématisation du système quadripolaire
Bien qu’utile pour la modélisation de systèmes multi-couches, la formulation quadripolaire
n’en reste pas moins exprimée dans le domaine de Laplace. Pour les besoins de l’étude, le
modèle est exprimé dans le domaine temporel. Une autre voie de recherche qui consisterait à
résoudre le système dans le domaine de Laplace n’est pas abordé dans ce manuscrit. La section
suivante rappelle le principe de l’inversion de la transformée de Laplace.
2.1.2 Inversion de la transformée de Laplace
Les transformations intégrales quelles qu’elles soient ont la propriété de pouvoir transformer
une équation aux dérivées partielles (EDP) en une équation différentielle ordinaire (EDO). En
revanche, elles doivent être inversées pour revenir dans le domaine d’origine. Si certaines trans-
formées intégrales peuvent être inversées par intégration (cf. transformation de Fourier), l’in-
version analytique de la transformée de Laplace s’effectue dans le plan complexe et nécessite
la définition de borne γ :
f(t) =
1
2πj
∫ γ+j∞
γ−j∞
f̃(p) exppt dp (2.10)
où γ est choisi de sorte que l’intégrale soit convergente et doit être supérieur aux parties réelles
de toutes les singularités de f̃(p). Bien qu’il n’existe pas de forme générale pour l’inversion de
la transformée de Laplace, des tables recensent pour un certain nombre de fonctions usuelles les
expressions analytiques de leurs transformations et inverses [Erdelyi, 1954]. Ainsi, l’inversion
d’une fonction exprimée dans le domaine de Laplace peut se réaliser en décomposant la fonc-
tion en produits et/ou sommes de fonctions inversibles par les tables. Les multiplications des
matrices quadripolaires font apparaître, après développement, des expressions complexes où
l’inversion dans le domaine temporel par décomposition en fonctions simples peu être difficile
en particulier dans le cas d’un système présentant un nombre de couches élevé. Pour inverser de
telles fonctions sans utiliser les tables de transformées ou l’intégration dans le plan complexe,
il existe différents algorithmes d’inversion numérique de la transformée de Laplace [Davies et
Martin, 1979, Honig et Jirdes, 1984, Taiwo et al., 1995]. Deux d’entre eux sont détaillés ici.
Méthode de Stehfest : À l’aide d’une somme finie de coefficients, l’algorithme de Stehfest
fournit une bonne approximation de la transformée inverse de Laplace [Stehfest, 1970] :
f(t) =
ln(2)
t
N∑
i=1
Vif̃(p) (2.11)
où p = i ln(2)
t
et Vi représente les coefficients de Stehfest. Le nombre de coefficients varie de
10 à 20 pour une valeur en simple ou double précision, le tableau 2.1 présente les coefficients
simple précision.
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V1 = 0.0833333333 V6 = −236957.5129
V2 = −32.08333333 V7 = 375911.6923
V3 = 1279.000076 V8 = −340071.6923
V4 = −15623.66689 V9 = 164062.5128
V5 = 84244.16946 V10 = −32812.50256
TABLE 2.1 – Coefficients de Stehfest simple précision
L’algorithme d’inversion numérique de Stehfest a l’avantage d’être simple à mettre en place.
Par contre, outre son temps d’exécution assez long, cet algorithme ne peut être utilisé que sur
des fonctions monotones.
Méthode de DeHoog : L’algorithme de DeHoog [Dehoog et al., 1982] est basé sur la trans-
formée de Fourier.
Dans un premier temps, la méthode d’inversion de la transformée de Laplace à l’aide des
séries de Fourier est présentée :
f(t) =
expct
tmax
[
f̃(c)
2
+
∞∑
k=1
(
Re
[
f̃(c+ jωk)
]
cos(ωkt)− Im
[
f̃(c+ jωk)
]
sin(ωkt)
)]
(2.12)
En pratique, la somme infinie est calculée pour un minimum de 100 termes. De plus, deux
paramètres doivent être fixés pour chaque inversion, c et tmax. Ces paramètres doivent respecter :
exp−2ctmax f̃(2tmax) ≈ 0
Cette méthode bien que coûteuse en temps de calcul, a donné naissance à un ensemble de
méthodes basées sur la transformée de Fourier :
f(t) =
1
π
expγt
∫ ∞
0
Re{f̃(p)} expjωt dω (2.13)
avec p = γ + jω. Applicable sur des fonctions monotones, l’algorithme de DeHoog [Dehoog
et al., 1982] est basé la transformée de Fourier rapide (FFT) [Cooley et Tukey, 1965] en utilisant
une règle trapézoïdale [Sheng et al., 2011]. Cette propriété fait de l’algorithme de DeHoog une
méthode d’inversion rapide de la transformée de Laplace. En revanche, étant basée sur les séries
de Fourier la méthode génère des oscillations de Gibbs si la fonction n’est pas dérivable en tout
point. Cette observation sera discutée dans la suite de ce chapitre.
Ces deux méthodes sont communément utilisées, la méthode de Stehfest [Stehfest, 1970]
pour sa facilité d’emploi et la méthode de DeHoog [Dehoog et al., 1982] pour sa rapidité.
Cette étude porte sur l’analyse du transfert thermique au sein d’un système multi-couches
en régime transitoire, où les fonctions d’excitations peuvent être non monotones. De plus, afin
d’obtenir des informations quantitatives sur le système, un modèle inverse [Beck et Arnold,
1977] est utilisé. Ceci implique l’utilisation de méthodes itératives où le modèle quadripolaire
est résolu un grand nombre de fois. Compte tenu de ces informations, l’algorithme de DeHoog
sera utilisé dans la suite des travaux présentés.
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Les bases de la modélisation thermique ont été exposées. La section suivante introduit la
procédure de contrôle non destructif de systèmes multi-couches épais. Un premier modèle ther-
mique est détaillé et analysé.
2.2 Analyse du modèle thermique
L’étude porte ici sur le modèle quadripolaire direct présenté équation 2.9, exprimé dans le do-
maine temporel à l’aide de l’inversion numérique de la transformée de Laplace. Un des objectifs
de ce chapitre est de comparer le comportement de la procédure de contrôle vis-à-vis de deux ex-
citations transitoires, la distribution de Dirac et l’excitation créneau. Dans cette section l’étude
porte sur la comparaison du modèle quadripolaire avec des solutions empiriques [Carslaw. et
Jaeger, 1959], l’impact de l’algorithme de DeHoog [Dehoog et al., 1982] sur les fonctions non
monotones et les possibles reformulations de ce problème de transfert thermique.
2.2.1 Solutions semi-infinies et correction de l’erreur numérique
Dans un premier temps, le modèle est confronté aux solutions analytiques semi-infinies exis-
tantes [Carslaw. et Jaeger, 1959]. Les équations 2.14 et 2.15 présentent les solutions analytiques
1D, exprimées à la surface d’un solide semi-infini et soumis à une densité de flux direct ϕ0(t)
représentant une excitation échelon et une distribution de Dirac.
Tech(t) =
ϕ0
b
(
2
√
t
π
)
+ Tinit (2.14)
Tdirac(t) =
Q0
b
√
πt
+ Tinit (2.15)
avec b l’effusivité thermique,Q0 l’énergie du Dirac et ϕ0 la fonction échelon. La solution semi-
infinie d’un système soumis à une excitation créneau n’est ici pas présentée. La linéarité en flux
de l’équation 1.11 autorise l’utilisation du principe de superposition*, ainsi l’étude d’un système
soumis à un un créneau se déduit des solutions précédentes. Afin de comparer les solutions, le
modèle quadripolaire, redéfini équations 2.16 et 2.17, est résolu pour n = 1, ϕ1 = ϕ0 et
en suffisamment grand devant le temps d’observation (cf chapitre 1). De plus une condition
adiabatique ϕen = 0 est appliquée.(
θ1
ϕ̃1
)
=
i=n∏
i=1
Mi
(
θen
ϕ̃en
)
=
(
A B
C D
)(
θen
ϕ̃en
)
(2.16)
T (t) = L−1
{
Aϕ̃1 −Dϕ̃en
C
+Bϕ̃en
}
= L−1
{
Aϕ̃1
C
}
(2.17)
Les modèles présentés équations 2.14-2.17 sont soumis à une densité de flux surfacique
ϕ = 2000 W.m-2 pour l’échelon et une énergie de Q0 = 640000 J pour le Dirac. La figure 2.2
présente les écarts entre le modèle quadripolaire et les solutions analytiques.
L’analyse de la figure 2.2 montre que l’erreur entre le modèle et les solutions analytiques
tend vers une constante faible. Une étude aux temps courts apparaît nécessaire pour proposer
une correction du modèle quadripolaire. Le théorème de la valeur initiale et finale, présenté
*Principe de superposition :« Diviser chacune des difficultés que j’examinerais, en autant de parcelles qu’il se
pourrait, et qu’il serait requis pour les mieux résoudre »René Descartes, Discours de la méthode, 1637
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FIGURE 2.2 – Erreur entre les solutions semi-infinies et le modèle quadripolaire
équation 2.18 indique que l’étude aux temps courts d’une fonction temporelle peut être réalisée
sur sa transformée de Laplace quand p→∞.
lim
t→∞
f(t) = lim
p→0
pf̃(p)
lim
t→0
f(t) = lim
p→∞
pf̃(p)
(2.18)
Grâce à ce théorème et en admettant que le modèle vérifie :
lim
t→0
f(t) ≈ lim
t→0
∫ t
0
f(u)du (2.19)
la solution aux temps courts du modèle quadripolaire [Maillet et al., 2000] est :
θ1|p→∞ '
ϕm
b
√
p
=⇒ L (g(t)) (2.20)
où g(t) est la solution analytique présentée, équation 2.14. Le modèle et la solution analytique
convergent mathématiquement aux temps courts, bien qu’une erreur soit tout de même pré-
sente, figure 2.2. En étudiant le comportement au temps court dans le domaine de Laplace des
fonctions hyperboliques qui constituent les matrices du modèle quadripolaire, équation 2.21, il
apparaît alors un problème numérique. En effet, le logiciel de calcul utilisé (Matlab®) ainsi que
l’ordinateur ne peuvent pas traiter les grands nombres, encore moins une valeur infinie :
lim
p→∞
cosh
(√
p
a
e
)
= ∞
lim
p→∞
sinh
(√
p
a
e
)
= ∞ (2.21)
de plus l’algorithme de Dehoog fait génère lui aussi des erreurs numériques. Le modèle fait donc
apparaître des valeurs très grandes pour les faibles pas de temps couplés à de grandes épaisseurs.
θ(p) prend donc une valeur infinie. Cette erreur est fortement dépendante de l’échantillonnage
temporel utilisé ainsi que des épaisseurs des couches traitées. Pour y remédier il est nécessaire
de définir ten le temps à partir duquel l’erreur numérique aux temps courts n’affecte plus le
modèle. Prenant en compte l’équation 2.20 et le fait qu’en pratique ten est inférieur au temps de
diffusion de la première couche du modèle quadripolaire, il est alors possible de corriger aux
temps courts le modèle quadripolaire à l’aide des solutions analytiques. L’équation 2.22 illustre
cette méthode de correction pour l’excitation créneau.
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T (t) =
ϕ0
b
(
2
√
t
π
)
+ Tinit t ≤ ten
T (t) = L−1 [θ1(p)] t > ten
(2.22)
Une fois la correction appliquée, l’erreur entre le modèle et les solutions analytiques est
alors équivalente au seul bruit numérique, figure 2.3.
FIGURE 2.3 – Erreur entre les solutions semi-infinies et le modèle quadripolaire, après correc-
tion
La correction de l’erreur numérique due aux fonctions hyperboliques a fait l’objet de plu-
sieurs études ces dernières années [Pailhes et al., 2012, Krapez et Dohou, 2014]. La plupart
d’entre elles sont basées sur la simplification et la factorisation en exponentielles des fonc-
tions hyperboliques (notamment pour des problèmes de sources thermiques internes). Dans
cette étude, les couches étant épaisses, la période de temps affectée par l’erreur numérique est
alors faible devant le temps de diffusion de la première couche. La correction au temps court à
l’aide de solutions semi-infinies sera retenue dans la suite des travaux présentés.
2.2.2 Comportement vis-à-vis de l’inversion de DeHoog
Le modèle est donc valide vis-à-vis des solutions analytiques. Le choix de l’inversion de Dehoog
permet de prendre en compte des fonctions non monotones, typiquement la réponse du modèle à
une excitation créneau. Par contre, étant donné que l’algorithme d’inversion de Dehoog est basé
sur la transformée de Fourier, des phénomènes de Gibbs apparaissent peu avant le début de la
relaxation thermique. C’est pourquoi la réponse du modèle à une excitation créneau est calculée
à l’aide du principe de superposition (Somme de deux échelons). La figure 2.4 gauche présente
les oscillations de Gibbs observées et leur correction à l’aide du théorème de superposition
figure 2.4 droite.
2.2.3 Groupements de paramètres
L’équation de la chaleur en une dimension est originellement exprimée en d’une variable spa-
tiale x, de la conductivité thermique k et de la diffusivité thermique α, équation 2.1. L’équation
2.23 présente la formulation quadripolaire d’un système mono-couche :
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FIGURE 2.4 – Phénomène de Gibbs (gauche), principe de
superposition (droite)
∂T
∂t
= α
∂2T
∂x2
∀x
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√
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α
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√
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α
e
√
p
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√
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α
e cosh
√
p
α
e

θx=e
ϕ̃2

(2.23)
Cette formulation n’est pas figée. Le théorème de Vaschy-Buckingham [Vaschy, 1892, Bu-
ckingham, 1914] ou théorème
∏
, précédemment démontré en 1878 par le mathématicien fran-
çais Joseph Bertrand [Bertrand, 1878], stipule qu’un système de n paramètres exprimés dans
k unités fondamentales (SI) peut s’écrire avec n − k paramètres adimensionnés. Ici les para-
mètres adimensionnés ne sont pas présentés, mais l’objectif est d’utiliser des groupements de
paramètres permettant d’exprimer le modèle en au plus n − 1 variables. Le tableau 2.2 dresse
l’ensemble des paramètres composés à partir du modèle 2.23 pour différents changements de
variable spatiale, avec b l’effusivité thermique, R la résistance thermique et τ le temps de diffu-
sion.
Variables e k α
τ =
×102
α
X X
b =
√
kρC X =
R =
e
k
X X
TABLE 2.2 – Relations entre groupes de variables
Une lecture verticale du tableau 2.2 indique que suivant la propriété utilisée pour effectuer
le changement de variable spatiale, deux groupes de paramètres apparaissent dans l’équation,
ainsi pour tout changement de variable x∗ = f(.), les groupements de paramètres restant dans
l’équation sont présentés tableau 2.3
À partir du tableau 2.3 il est possible de représenter graphiquement les changements de
variables possibles, figure 2.5.
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Opérations sur x Groupements
x∗ = f(x, e) [τ ;R]
x∗ = f(x, k) [b;R]
x∗ = f(x, α) [τ ; b]
TABLE 2.3 – Groupements résultants d’un changement de variable
spatiale
FIGURE 2.5 – Représentation graphique des changements de variable
spatiale possibles
Le triangle (figure 2.5) représente les variables de base présentes en chacun des sommets.
Les groupements de paramètres sont disposés sur un cercle unitaire. Ce cercle représente le fait
qu’une fois un modèle exprimé à l’aide des groupements de paramètres, il n’est plus possible
d’exprimer les variables initiales sans connaissance a priori. Les points tangents entre le triangle
et le cercle représentent les paramètres qui apparaissent dans l’équation après un changement
de variable utilisant la propriété située au sommet correspondant. Noter que l’utilisation du
théorème
∏
aurait fait apparaitre f(α, e, k) −→ F (π1), c-à-d l’expression d’un modèle avec
un seul paramètre adimensionné, bien que ce ne soit pas l’objet de l’étude il est possible de
supposer que le cercle unitaire présenté figure 2.5 représente ce paramètre adimensionné.
Après calculs il est possible d’exprimer trois nouvelles matrices quadripolaires, à commen-
cer par l’équation 2.24 où x∗ = x
k
:
∂T
∂t
=
1
b2
∂2T
∂x∗2
∀x
− ∂T
∂x∗
= ϕ1 x
∗ = 0
− ∂T
∂x∗
= ϕ2 x
∗ = R

=⇒
θx∗=0
ϕ̃1
 =
 cosh√pbR 1b√p sinh√pbR
b
√
p sinh
√
pbR cosh
√
pbR
θx∗=R
ϕ̃2

(2.24)
l’équation 2.25 où x∗ = x
e
:
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(2.25)
et l’équation 2.26 où x∗ = e√
α
:
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(2.26)
La flexibilité de la modélisation quadripolaire face aux systèmes multi-couches autorise des
formulations différentes à chaque couche. Le choix de telle ou telle formulation s’effectue alors
en fonction de l’application choisie.
Dans la prochaine section la validité de l’hypothèse unidimensionnelle multi-couches est
étudiée et une méthode d’analyse proposée.
2.3 Conditions de validité de l’hypothèse unidimensionnelle
Comme il a été détaillé au début de ce chapitre, un des objectifs de l’étude est de proposer un
modèle applicable indépendamment à chaque pixel de la séquence d’images infrarouges. Cet
objectif explique le choix d’une modélisation thermique unidimensionnelle. Cette section ana-
lyse la validité de cette hypothèse.
Les transferts thermiques au sein de systèmes multi-couches défectueux donnent lieu à un
phénomène de propagation latérale de la chaleur aux abords du défaut. De fait, certaines études
utilisent cette propriété à des fins de caractérisation du milieu et du défaut [Tralshawala et al.,
2007]. L’objectif n’est pas ici de proposer une méthode équivalente, mais de vérifier le do-
maine de validité d’un modèle thermique unidimensionnel utilisé pour caractériser un système
tri-dimensionnel. Il existe une méthode permettant d’analyser la validité de l’hypothèse unidi-
mensionnelle en fonction de la géométrie d’un défaut contenu au sein d’une matrice [Vavilov,
2010]. Cette méthode consiste à utiliser un indicateur défini par :
indicator =
max
(
∆T
(
r
l
, to
))
max
(
∆T
(
r
l
→∞, to
)) (2.27)
où ∆T est le contraste thermique [Maldague, 2001] à la surface pour un ratio r
l
rayon/profon-
deur du défaut et un temps d’observation to, ici 90 s. Cet indicateur est utilisé pour définir la
propension d’un défaut à générer un phénomène de conduction latéral [Vavilov, 2010], r
l
→∞
correspond à une géométrie de défaut suffisamment imposante pour ne pas générer d’effets laté-
raux mesurables sur la durée du temps d’observation to. Par définition si l’indicateur atteint une
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valeur de 90% pour un système donné, l’hypothèse unidimensionnelle est validée. Dans l’étude
originale, l’indicateur de Vavilov est calculé à l’aide de mesures effectuées en laboratoire. De
plus, il a été développé pour des systèmes fins et monolithiques excités thermiquement à l’aide
d’une distribution de Dirac. Or, cette analyse se positionne vis-à-vis de l’étude de systèmes
multi-couches épais comportant des défauts en profondeur et utilise deux types d’excitations
thermiques : une distribution de Dirac et une excitation créneau de 30 s. Par conséquent il a été
décidé d’utiliser un modèle thermique aux éléments finis 2D afin d’étudier deux configurations
(présentées figure 2.6). Elles correspondent à des systèmes multi-couches qu’il est possible de
rencontrer lors de la réparation de structures béton, à savoir une couche de matériau composite
(CFRP) une couche de colle pouvant être partiellement défectueuse et un support béton épais.
Les paramètres du système sont présentés tableau 2.4. Afin d’élargir le domaine couvert par
cette analyse, l’étude est étendue à différents types de matériaux. L’indicateur de Vavilov, équa-
tion 2.27, a été calculé pour chaque défaut, chaque excitation dans chaque configuration. Les
figures 2.7 et 2.8 présentent l’indicateur de Vavilov pour un ratio r
l
∈ [0.2; 13] avec l fixé. Le
tableau 2.5 résume les résultats de l’étude.
FIGURE 2.6 – Configurations utilisées pour l’étude
Matériaux k ρ C R b bcfrp/b bepoxy/b
W/m.K kg/m3 J/kg.K W/K W.
√
s/m2.K
Première couche
CFRP 0.7 1530 840 0.0017 948.5 1 0.57
Deuxième couche
Résine époxy 0.2 1200 1220 0.0050 542.5 1.75 1
Troisième couche
Béton 1.8 2300 920 ∞ 1951 0.48 0.27
Défauts considérés
Bois 0.15 600 1900 0.0067 413.5 2.29 1.31
Acier 15.1 8055 480 6.62e−5 7640.9 0.12 0.07
PTFE (Téflon ®) 0.235 2200 1050 0.0043 736.8 1.29 0.74
Liège 0.039 120 1800 0.0256 91.8 10.33 5.91
Eau 0.6 1000 4185 0.0017 1582.6 0.60 0.34
Air 0.0242 1.225 1006 0.0413 5.5 173.6 99.31
TABLE 2.4 – Propriétés physiques utilisées
Ces résultats indiquent que pour l’éventail de défauts étudiés la limite de validité du modèle
se situe dans un intervalle de 0.5 à 2.5 cm de diamètre, la configuration choisie influant large-
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FIGURE 2.7 – Indicateur de Vavilov, excitation Dirac, configuration
n°1 (gauche) et n°2 (droite)
FIGURE 2.8 – Indicateur de Vavilov, excitation Créneau, configuration
n°1 (gauche) et n°2 (droite)
Excitations Dirac Créneau
Configurations Première Deuxième Première Deuxième
Bois 3 7.2 3.9 8.2
Acier 0.9 5.5 1.1 5.5
PTFE (Téflon ®) 2.4 6.3 3.4 7.3
Liège 5.4 11 6 11
Eau 1.9 6.38 2.4 7.2
Air 6 11 6.4 12
TABLE 2.5 – Rayon minimum du défaut (en mm) pour la validité de l’hypothèse 1D
ment sur le diamètre minimum du défaut. Il est intéressant de noter que la valeur de l’indicateur
de Vavilov est inversement proportionnelle au ratio d’effusivité entre la matrice et le défaut.
Cette inversion peut être expliquée par le fait que les effets de bords étudiés sont ceux induits
par le défaut sur son environnement, ici la colle époxy. Un autre point de l’étude est le faible
écart entre les résultats obtenus pour des excitations avec une distribution de Dirac ou de forme
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créneau, laissant entrevoir la validité de l’indicateur pour cette dernière. À ce stade de l’étude
aucun des résultats ne permet d’indiquer qui de la profondeur, et donc du nombre de couches, ou
du diamètre du défaut est le plus influant sur le calcul de l’indicateur. Pour compléter l’analyse
il est nécessaire d’étudier la différence entre les thermogrammes acquis en surface du modèle
2D pour r
l
→ ∞ et le modèle quadripolaire, les courbes sont présentées figures 2.9, pour la
distribution de Dirac, et 2.10 pour le créneau.
FIGURE 2.9 – Différences entre le modèle quadripolaire et le modèle
2D, excitation Dirac, configuration n°1 (gauche) et n°2 (droite)
FIGURE 2.10 – Différences entre le modèle quadripolaire et le modèle
2D, excitation Créneau, configuration n°1 (gauche) et n°2 (droite)
L’analyse de ces courbes fait apparaitre une erreur 1D/2D inférieure à 0.5◦C dans la plu-
part des cas. Cet écart peut être assimilé à du bruit de mesure. En revanche les figures 2.11
et 2.12 présentent, elles, le contraste thermique observé pour chaque défaut. Ainsi même si
l’erreur 1D/2D peut, dans un premier temps, apparaître négligeable elle n’en reste pas moins
proportionnellement importante pour les matériaux à faible ratio d’effusivité. Cette observation
implique que la définition de l’indicateur de Vavilov n’est, ici, pas adaptée pour ce type de
matériaux.
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FIGURE 2.11 – Contraste thermique, excitation Dirac, configuration
n°1 (gauche) et n°2 (droite)
FIGURE 2.12 – Contraste thermique, excitation Créneau, configuration
n°1 (gauche) et n°2 (droite)
Afin de prendre en compte l’impact de l’erreur entre le modèle 2D et la modélisation quadri-
polaire, l’indicateur de Vavilov doit être redéfini. Un nouvel indicateur applicable dans le cadre
de cette étude est proposé :
indicator1D2D =
max
(
T zonesaine1D (to)− T2D
(
r
l
, to
))
max
(
T zonesaine1D (to)− T
defaut
1D (to)
) (2.28)
Suivant la même logique que celle mise en œuvre pour l’équation 2.27, si ce nouvel indica-
teur atteint une valeur de 90% pour un ratio r
l
donné, l’hypothèse unidimensionnelle est validée.
Les figures 2.13 et 2.14 présentent les valeurs de ce nouvel indicateur pour un ratio r
l
croissant.
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FIGURE 2.13 – Indicateur de Vavilov redéfini, excitation Dirac,
configuration n°1 (gauche) et n°2 (droite)
FIGURE 2.14 – Indicateur de Vavilov redéfini, excitation Créneau,
configuration n°1 (gauche) et n°2 (droite)
Excitations Dirac Créneau
Configurations Première Deuxième Première Deuxième
Bois 1.7 3.7 2 4.2
Acier 1.2 6.6 1.1 4.8
PTFE (Téflon ®) 3.8 ∅ 3.8 1.7
Liège 4.2 8.4 5 9.2
Eau 2.4 8.4 2.4 7
Air 5.3 8.8 6.6 11
TABLE 2.6 – Rayon minimum du défaut (en mm) pour la validité de l’hypothèse 1D - indicateur
redéfini
Le tableau 2.6 résume les résultats. Il est possible d’observer par comparaison, que le nou-
vel indicateur affiche des ratios r
l
pour les matériaux à fort ratio d’effusivité en accord avec
ceux identifiés figures 2.7 et 2.8. En revanche il apparaît que le PTFE et le bois sont fortement
2.4. ANALYSE DE SENSIBILITÉ 39
influencés par l’erreur entre 1D et 2D, bien que faible, elle est proportionnellement importante
vis-à-vis leurs contrastes thermiques respectifs. Les figures 2.13 et 2.14 mettent en lumière le
fait qu’une modélisation 1D a des difficultés à représenter correctement les défauts présentant
un ratio d’effusivité unitaire, ceci est d’autant plus observable lorsque la distribution de Di-
rac est utilisée. L’excitation créneau affiche des résultats plus encourageants, à part le PTFE,
l’ensemble des défauts y compris en profondeur, présente une valeur maximale de l’indicateur
comprise dans une bande de ±10% autour de la valeur optimale.
Cette analyse de la validité de l’hypothèse unidimensionnelle a permis l’identification de
points singuliers dans le comportement du modèle quadripolaire, notamment grâce à la redéfi-
nition de l’indicateur de Vavilov [Vavilov, 2010] permettant de prendre en compte les faibles
contrastes thermiques. Ainsi, les matériaux présentant un ratio d’effusivité unitaire vis-à-vis de
la colle époxy apparaissent problématiques, du moins pour l’excitation par distribution de Di-
rac, en particulier le PTFE. Notez que pour ce matériau la barrière moléculaire entre lui et son
environnement n’a pas été modélisée ici par l’introduction d’une résistance de contact au sein
du modèle. L’étude fait aussi ressortir la nécessité d’étudier le contraste thermique [Maldague,
2001] parallèlement à l’indicateur, ceci est d’autant plus vrai pour les matériaux avec un faible
ratio d’effusivité. Pour ces matériaux le seuil de 90% perd, ici, de son sens vu leur faible niveau
de contraste thermique.
Dans la suite de ce chapitre la sensibilité du modèle quadripolaire à ses paramètres est
étudiée en fonction des ratios d’effusivité présentés tableau 2.4.
2.4 Analyse de sensibilité
Dans cette partie la sensibilité locale du modèle à ses paramètres est étudiée. Utile pour l’es-
timation de paramètres, l’analyse de sensibilité permet une étude du comportement du modèle
vis-à-vis de ses paramètres mais aussi l’identification de corrélations potentielles entre ceux-
ci [Saltelli et al., 2000, Jacques, 2005].
2.4.1 Sensibilité aux paramètres de la couche de colle
Afin de concevoir une procédure capable d’estimer l’épaisseur de la couche de colle utilisée
dans le cadre d’une réparation par collage composite ainsi que d’identifier les caractéristiques
d’un éventuel défaut, l’étude de sensibilité se concentre sur un modèle quadripolaire représen-
tant un système tri-couches où une quatrième couche peut-être présente, figure 2.15.
FIGURE 2.15 – Système 1D étudié
La sensibilité locale est définie par l’étude de l’influence de variations infinitésimales de
paramètres sur la sortie du modèle analysé. Ainsi la sensibilité du modèle à un vecteur de
paramètres P est défini par la matrice de sensibilité J , équation 2.29
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J(P ) =
[
∂T T (P )
∂P
]T
(2.29)
où J(P ) est la sensibilité du modèle au vecteur de paramètre P au cours du temps. Cette matrice
de sensibilité a un rôle important dans l’estimation de paramètres [Beck et Arnold, 1977,Ozisik,
2000]. Les paramètres composant le vecteur P n’étant pas toujours exprimés dans les mêmes
unités, il est courant et plus maniable pour l’analyse de définir S la sensibilité réduite locale aux
paramètres exprimée ici en ◦C, équation 2.30.
S(P ) = PJ(P ) (2.30)
La sensibilité réduite locale traduisant l’influence d’un paramètre sur la réponse du modèle,
il est admis que si un modèle est peu sensible à l’un de ses paramètres alors l’estimation future
de celui-ci peut s’avérer difficile, a contrario une erreur dans la connaissance de ce paramètre est
alors peu préjudiciable. Dans les faits, la sensibilité réduite locale étant exprimée dans la même
unité que le modèle, il est alors possible de fixer un seuil en dessous duquel le modèle est consi-
déré comme insensible aux paramètres. Il est fait mention dans la littérature que la sensibilité
réduite à un paramètre doit être supérieure à 1% de la réponse du modèle pour être significa-
tive [Faugeroux, 2004]. Dans un premier temps la sensibilité du modèle quadripolaire, redéfini
équations 2.31 à 2.33, est étudiée pour une configuration tri-couches (n = 3) correspondant à
l’analyse d’une zone saine :(
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(2.33)
où ϕ1 = h (Text − T1) + ϕ0, h = 10 Wm-2K-1 étant le coefficient d’échange thermique et
ϕen = 0 une condition adiabatique en face arrière. Le tableau 2.7 recense les caractéristiques
du modèle.
La figure 2.16 présente les courbes de sensibilité locale réduite S(Pi) pour P = [ϕ0, α2,
k2, ρ2, C2, e2, h]. Les valeurs initiales de P sont présentés tableau 2.7, pour une variation
δP = P.10−3. Pour se rapprocher des conditions expérimentales, l’énergie de l’excitation Dirac
a été fixée à Q0 = 6400 J et la densité de flux du créneau a elle été fixée à ϕ0 = 2000 Wm-2
pendant 30 s. Pour cette première analyse l’intérêt d’étudier une large gamme de paramètres,
aussi bien à la frontière [h, ϕ0] qu’au sein de la deuxième couche [α2, k2, ρC2, e2] est d’identifier
les relations possibles entre l’ensemble des paramètres d’une couche dans le cas où aucune
connaissance a priori n’est disponible.
Dans un premier temps, l’analyse des paramètres surfaciques [h, ϕ0] donne une informa-
tion sur les futures mesures en conditions expérimentales. Ainsi la sensibilité au coefficient
d’échange thermique h apparaît peu importante, notamment si celui-ci a une valeur faible
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Matériaux k ρ C R b bcfrp/b bepoxy/b e
W/m.K kg/m3 J/kg.K W/K W.
√
s/m2.K mm
Première couche
CFRP 0.7 1530 840 0.0017 948.5 1 0.57 1.2
Deuxième couche
Résine
époxy 0.2 1200 1220 0.0050 542.5 1.75 1 2
Troisième couche
Béton 1.8 2300 920 ∞ 1951 0.48 0.27 100
TABLE 2.7 – Propriétés physiques utilisées
FIGURE 2.16 – Sensibilités réduites du modèle aux paramètres de la
deuxième couche dans le cas d’une zone saine. Haut : Dirac, Bas :
Créneau
h = 10 W.m-2K-1 (i.e. conditions de laboratoire). Pour ce qui est de la densité de flux ther-
mique directe ϕ0, dans le cas de l’excitation par distribution de Dirac, une erreur sur sa déter-
42CHAPITRE 2. CARACTÉRISATION THERMOPHYSIQUE DE MULTI-COUCHES ÉPAIS
mination induirait une dérive non négligeable de la réponse du modèle, S(ϕ0) >> S(P\ϕ0) †,
ce phénomène pourrait s’avérer problématique en conditions expérimentales. À contrario pour
l’excitation créneau, les paramètres surfaciques apparaissent moins problématiques.
L’ensemble des paramètres de la deuxième couche a aussi été analysé : [α2, k2, ρC2, e2].
Bien que l’excitation créneau implique de par sa nature des niveaux de sensibilité plus élevés,
pour les deux excitations le modèle apparaît sensible aux paramètres de sa deuxième couche.
En revanche après une première analyse visuelle des courbes de sensibilité [Beck et Arnold,
1977], il apparaît que l’ensemble des paramètres est corrélé. Ce n’est pas une surprise, en effet
le tableau 2.2 présentait déjà les liens existants entre les différents paramètres de l’équation
de la chaleur. Bien que cela ait été prévisible, cela n’en reste pas moins un problème à lever
lorsqu’aucune connaissance a priori des propriétés thermiques n’est disponible.
2.4.2 Sensibilité aux paramètres d’un éventuel défaut
Dans le cadre du contrôle non destructif de structures de génie civil réparées par collage de
lamelles composites, la procédure développée ici doit être capable de caractériser l’épaisseur
de la couche de colle utilisée ainsi que les propriétés d’un éventuel défaut situé en troisième
couche, figure 2.15, et ce, en tout point de la mesure. Les propriétés thermiques de la colle
époxy ainsi que du CFRP étant supposées connues (i.e. éléments manufacturés), l’estimation
de l’épaisseur de la deuxième couche paraît réalisable, figure 2.16. En revanche la caractérisa-
tion d’un défaut inconnu semble compromise si aucune amélioration n’est apportée au modèle
quadripolaire (nombre d’inconnues trop élevé et couplage de paramètres).
Afin de proposer une méthode permettant la caractérisation de l’épaisseur de colle utilisée
ainsi que d’un défaut présent en troisième couche le modèle quadripolaire, équation 2.32, doit
être redéfini.
L’analyse de sensibilité présenté auparavant a fait apparaitre de hauts niveaux de sensibilité
pour la conductivité thermique k ainsi que pour l’épaisseur e, de plus ces paramètres présentent
un fort couplage. En s’appuyant sur l’analyse de la figure 2.5, qui répertorie les formulations
possibles de l’équation de la chaleur, il apparaît que la troisième couche du modèle (le défaut)
présenterait des sensibilités optimisées si la résistance thermique R = e
k
et l’effusivité b =√
kρC étaient utilisées. Ainsi, la troisième couche du modèle, équation 2.32, a été redéfinie en
prenant en compte les observations précédentes. Le modèle quadripolaire s’écrit alors :(
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†où P\ϕ0 est le vecteur P sans le paramètre ϕ0
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Sensibilité au ratio d’effusivité
Il a été observé dans la section 2.3, que le modèle présentait des comportements différents
suivant le ratio d’effusivité présent entre la résine époxy et le défaut (le ratio d’effusivité carac-
térisant entre autres la température d’interface). Dans un souci de simplification de l’analyse,
les résultats sont présentés ici en fonction de trois ratios d’effusivité représentant trois compor-
tements thermiques différents
b2
b3
∈ [0; 1[, b2
b3
≈ 1 et b2
b3
∈]1;∞]. Les matériaux utilisés pour
réaliser cette nouvelle étude de sensibilité sont présentés tableau 2.8.
Matériaux k ρ C R b bcfrp/b bepoxy/b
W/m.K kg/m3 J/kg.K W/K W.
√
s/m2.K
Bois 0.15 600 1900 0.0067 413.5 2.29 1.31
Acier 15.1 8055 480 6.62e−5 7640.9 0.12 0.07
Liège 0.039 120 1800 0.0256 91.8 10.33 5.91
TABLE 2.8 – Propriétés physiques utilisées
Les figures 2.17 et 2.18 présentent les résultats de l’étude de sensibilité du modèle quadri-
polaire vis-à-vis de l’épaisseur de la deuxième couche e2, ainsi que de la résistance thermique
et l’effusivité de la troisième couche, R3 et b3. Il est à noter que dans la configuration choisie
e2 = e3 = 1mm.
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(a)
(b)
(c)
FIGURE 2.17 – Courbes de sensibilité pour différents matériaux dans
le cas d’une excitation Dirac : (a) Acier, (b) Bois, (c) Liège
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(a)
(b)
(c)
FIGURE 2.18 – Courbes de sensibilité pour différents matériaux dans
le cas d’une excitation créneau : (a) Acier, (b) Bois, (c) Liège
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Comme pour la précédente étude, les niveaux de sensibilités présentés sont plus élevés avec
l’excitation créneau. Un point important de l’étude est ici l’impact du ratio des effusivité sur la
sensibilité réduite du modèle. Ainsi, pour les défauts présentant un faible ratio d’effusivité, la
sensibilité à l’épaisseur e2 est importante alors que le modèle apparaît peu sensible aux para-
mètres du défaut contrairement aux matériaux présentant un fort ratio d’effusivité où la sensi-
bilité aux deux couches est satisfaisante. Il est important de remarquer que dans ces deux cas
d’étude, la sensibilité à l’effusivité b3 est faible. La définition de l’effusivité ainsi que l’étude
précédente, figure 2.16, l’expliquent par l’effet de compensation entre la sensibilité à la capa-
cité thermique volumique ρC et la conductivité thermique k. Il peut être remarqué que dans le
cas du liège, les sensibilités à e2 et R3 apparaissent décalées dans le temps, R3 atteignant son
niveau maximum longtemps après le début de la relaxation thermique, t > 30s pour le cré-
neau. Ce décalage tend à montrer que la corrélation entre l’épaisseur de la deuxième couche et
les paramètres d’un défaut est inversement proportionnelle au ratio d’effusivité. La corrélation
entre paramètres sera analysée plus tard dans ce chapitre. Les défauts avec un ratio d’effusivité
unitaire représentent un cas particulier de l’étude, ils apparaissent comme un pivot où les signes
des courbes de sensibilités s’inversent et oscillent autour de zéro, en d’autres termes le modèle
apparaît ici aveugle à ce type de matériaux.
À titre de complément, l’annexe IV figure 1 présente un tableau regroupant une vingtaine
de matériaux auxquels ont été ajoutés les matériaux déjà présentés tableau 2.4. Ces données ont
ensuite été utilisées pour étudier le comportement de la sensibilité du modèle à ses paramètres
en fonction du ratio des effusivité. Les figures 2.19 et 2.20 présentent les résultats de l’étude
pour les deux types d’excitation considérés. À noter que l’ensemble des données présentées
figures 2.19 et 2.20 le sont en valeurs absolues, l’étude ne porte pas ici sur l’inversion du signe
de la sensibilité aux paramètres.
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(a)
(b)
(c)
FIGURE 2.19 – Étude sur un panel de matériaux. Pour une excitation de type
excitation Dirac,(a) Maximum de sensibilité en fonction du ratio d’effusivité , (b)
Temps d’arrivée du maximum, (c) Décalage entre R2 et e2
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(a)
(b)
(c)
FIGURE 2.20 – Étude sur un panel de matériaux. Pour une excitation de type
excitation Créneau,(a) Maximum de sensibilité en fonction du ratio d’effusivité ,
(b) Temps d’arrivée du maximum, (c) Décalage entre R2 et e2
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L’analyse de ces nouveaux résultats confirme l’influence du ratio d’effusivité entre la couche
époxy et le défaut sur le comportement de la sensibilité aux paramètres. Il peut être observé
que le comportement du maximum de sensibilité ainsi que de son temps d’apparition est au
coefficient multiplicateur près le même pour les deux excitations. Le maximum de sensibilité
aux paramètres du défaut, notammentR3, ainsi que son temps d’apparition paraissent suivre une
tendance similaire à une fonction de répartition d’une loi probabiliste de Cauchy ou encore à la
fonction d’erreur. En revanche le modèle apparaît réellement insensible à l’effusivité du défaut,
et ce, quel que soit le ratio d’effusivité considéré. Dans la formulation du modèle quadripolaire,
équation 2.34, l’effusivité caractérise le phénomène de diffusion au sein du système, ainsi la
faible épaisseur des défauts considérés induit un comportement résistif prenant le pas sur l’effet
thermique capacitif.
Ce phénomène étant intrinsèquement lié au volume considéré, la formulation unidimension-
nelle du problème présenté ici paraît être responsable de la faible sensibilité à ce paramètre. Il
est aussi observé que l’épaisseur e2 présente une sensibilité quasi-constante exceptée autour du
ratio d’effusivité unitaire. Cette observation tend à indiquer que le modèle serait capable de
caractériser l’épaisseur de la couche de colle quel que soit le défaut sous-jacent.
Étude des correlations entre paramètres
Afin de confirmer ces observations, il est nécessaire d’étudier les corrélations entre paramètres
notamment entre ceux de la deuxième et de la troisième couche. Une première indication est
donnée, figures 2.19 et 2.20. L’analyse du déphasage entre le temps d’apparition du maximum
de sensibilité de e2 et R3 fait apparaitre un déphasage croissant avec le ratio d’effusivité, ce
qui laisse entrevoir qu’avec l’augmentation du ratio d’effusivité, les paramètres tendent à se
décorréler. Cette observation du déphasage n’est pas suffisante pour conclure à la décorrélation
des paramètres, pour cela l’étude doit se pencher sur les outils d’analyse statistique tels que les
coefficients de corrélation [Walker, 1958, Spearman, 1904].
Les coefficients de corrélation, CZY permettent d’étudier le lien existant entre deux va-
riables, ces quantités normées CZY ∈ [−1; 1] sont définis par rapport aux variances et cova-
riances des variables aléatoires Z et Y [Walker, 1958] :
CZY =
∑j=n
j=1
(
Zj − Z̄
) (
Yj − Ȳ
)√∑j=n
j=1
(
Zj − Z̄
)2∑j=n
j=1
(
Yj − Ȳ
)2 = σZYσZσY (2.35)
avec Z̄ et Ȳ les valeurs moyennes des variables aléatoire Z et Y et n le nombre d’échantillon.
Ces coefficients, définis équation 2.35, sont appelés coefficients linéaires de Pearson ou
Bravais-Pearson. Ils permettent, à travers l’étude de la variance ainsi que de la covariance
entre deux variables aléatoires, de mettre en évidence les liens (corrélations) linéaires entre
ces mêmes variables. Ils ont l’avantage de ne pas prendre en compte les unités des variables
utilisées. Deux types de corrélations sont distinguables, la première |CXY | ∈K0; 0.5K est ap-
pelée corrélation faible, la seconde |CXY | ∈K0.5; 1K fait apparaitre de fortes corrélations entre
les paramètres, |CXY | = 0 est un cas particulier indiquant une absence de corrélation. La plus
grande rigueur est requise pour l’analyse de tels coefficients, en effet il convient de préciser
par exemple l’ensemble des conditions qui ont permis l’acquisition des valeurs des variables
aléatoires. En 1934 le mathématicien français René Maurice Fréchet met en garde la commu-
nauté scientifique sur l’usage de tels coefficients [Frechet, 1934]. En 1973 le statisticien Francis
Anscombe [Anscombe, 1973] met en place le test dit du Quartet d’Anscombe, où quatre jeux
de données présentent une corrélation linéaire identique alors que leur représentation graphique
(courbes paramétrées) est, elle, complètement différente. Edward Tufte se servira en 2001 des
50CHAPITRE 2. CARACTÉRISATION THERMOPHYSIQUE DE MULTI-COUCHES ÉPAIS
conclusions d’Anscombe, dans le premier chapitre de son ouvrage [Tufte, 2001], pour illustrer
la nécessité de visualiser les données avant de conclure à une quelconque corrélation. La figure
2.21 présente le tracé de la sensibilité à e2 en fonction de la sensibilité à R3 pour les deux
excitations considérées.
(a) (b)
FIGURE 2.21 – Graphique d’Anscombe entre e2 et R3,(a) Excitation
Dirac , (b) Excitation Créneau
La distorsion des courbes représente la possible présence d’une corrélation non linéaire entre
les variables étudiées, ces graphiques font d’ailleurs directement écho à un des cas illustrés dans
le Quartet d’Anscombe.
Le coefficient de corrélation de Pearson est un coefficient linéaire basé sur la définition de la
loi normale. Au regard des figures 2.17, 2.18 et 2.21, il apparaît que les liens entre variables sont
non-linéaires [Beck et Arnold, 1977,Anscombe, 1973]. Afin d’étudier les relations non-linéaires
entre variables, le coefficient de Pearson a été redéfini. Le coefficient de corrélation de Spearman
[Spearman, 1904] permet d’étudier non pas les valeurs prises par les variables aléatoires, mais
leurs rangs (Ranking correlation) ce qui autorise la caractérisation de corrélations non-linéaires :
CZY =
∑j=n
j=1 (zj − z̄) (yj − ȳ)√∑j=n
j=1 (zj − z̄)
2∑j=n
j=1 (yj − ȳ)
2
(2.36)
où zi, yi sont les rangs (ordre) des valeurs Zi, Yi. L’interprétation de ce coefficient est si-
milaire à celui de Pearson, ce qui implique la même rigueur dans son étude. Ainsi, reprenant
le tableau 2.8, l’étude analyse ici les corrélations non linéaires entre variables pour les trois
ratios d’effusivité précédemment étudiés. Les corrélations entre courbes de sensibilité sont étu-
diées pour un système soumis à deux excitations différentes, et observé pendant 100 s. La du-
rée de l’observation conditionne grandement les valeurs des coefficients de corrélations, ainsi
tobserve = 100 s a été choisi d’un pour sa faisabilité expérimentale et d’autre part pour le fait que
dans le cas des deux excitations étudiées, 100 s représente une borne à partir de laquelle la re-
laxation thermique tend vers une forme asymptotique. Un temps d’observation plus long aurait
conduit à l’analyse des corrélations au sein d’un système à l’équilibre ou proche de l’équilibre
thermique, ce qui n’a ici aucuns sens. Le tableau 2.9 présente les coefficients de Spearman pour
les trois matériaux choisis.
Les corrélations avec l’effusivité b3 sont ici affichées, mais ne présentent pas d’intérêt im-
médiat. En effet, le modèle étant peu sensible à ce paramètre cela revient à rechercher une
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P
Défaut d’acier défaut de bois défaut de liège
Impulsionnelle Créneau Impulsionnelle Créneau Impulsionnelle Créneau
R3/e2 -0.86 -0.80 0.87 0.89 0.75 0.52
b3/e2 -0.87 -0.82 0.07 0.013 0.96 0.92
R3/b3 0.99 0.99 -0.28 -0.2 0.59 0.17
TABLE 2.9 – Coefficients de corrélation non linéaires de Spearman
corrélation non-linéaire entre une droite et une courbe, en d’autres termes la corrélation n’a ici
pas lieu d’être calculée.
Par contre les corrélations entre e2 et R3 sont intéressantes, elles indiquent l’influence d’une
erreur sur e2 dans la détermination de R3, ce qui est le cœur du problème traité dans ce chapitre.
L’excitation créneau tend à réduire la corrélation entre ces deux paramètres pour les matériaux
avec un fort ratio d’effusivité. Comme précédemment, afin d’extraire une tendance, les coeffi-
cients de Spearman ont été calculés pour l’ensemble des matériaux présentés annexe IV tableau
1, les résultats pour les deux excitations sont présentés figure 2.22.
(a) (b)
FIGURE 2.22 – Corrélation entre e2 et R3 : (a) Excitation Dirac , (b)
Excitation Créneau
Ainsi la tendance à minimiser la corrélation e2R3 pour les matériaux à fort ratio d’effusi-
vité dans le cadre de l’excitation créneau est ici confirmée. Comme expliqué précédemment
les "trop" faibles ratios d’effusivité 0 << b2
b3
≈ 10−1 sont difficiles à prendre en compte en
raison de leur sensibilité à R3. Les trois repères 1, 2, 3 sur la figure 2.22, correspondent res-
pectivement à un défaut d’acier, d’eau et de laine de bois. Ces repères indiquent la présence
de minima locaux, présents aussi dans les courbes de déphasage entre R3 et e2 figures 2.19 et
2.20. Après étude des matériaux annexe IV tableau 1 il est difficile de conclure à l’impact de
tel où tel paramètre, même si à première vue une augmentation locale de ρC parait expliquer
le phénomène [Ashby, 2004]. En revanche, l’analyse de la figure 2.22 tend à montrer l’effet de
lissage de l’excitation créneau sur le comportement des coefficients de corrélations en fonction
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du ratio d’effusivité.
Cette section a détaillé l’analyse de sensibilité [Saltelli et al., 2000] du modèle quadripo-
laire défini section 2.1.1. La modélisation porte sur un système tri-couches, tableau 2.7, où la
seconde couche peut être partiellement défectueuse. Une première analyse a montré la nécessité
de redéfinir la couche défectueuse à l’aide de groupements de paramètres présentés figure 2.5.
Cette redéfinition en terme de résistance thermique, équation 2.34, a permis la réduction des
paramètres d’intérêts ainsi que l’optimisation de la sensibilité aux propriétés du défaut [Beck
et Arnold, 1977]. Puis la sensibilité du modèle a été étudiée en fonction des ratios d’effusivité
entre la résine époxy et la couche défectueuse. L’étude a porté dans un premier temps sur les
matériaux présentés tableau 2.8 puis afin d’analyser la tendance générale du modèle l’étude a
été étendue à un panel de 26 matériaux présentés annexe IV, tableaux 1.
L’influence des matériaux à faible ratio d’effusivité a été démontrée et l’étude de la cor-
rélation [Spearman, 1904, Anscombe, 1973] entre l’épaisseur de la deuxième couche et les
propriétés du défaut permet d’indiquer que les matériaux à fort ratio d’effusivité et l’excita-
tion créneau tendent à rendre indépendants les paramètres étudiés. Enfin, l’analyse des résultats
obtenus montre que la modélisation unidimensionnelle, bien que validée section 2.3, n’est ici
pas sensible aux matériaux à faibles ratios d’effusivité. Pour finir le modèle étudié présente une
sensibilité à l’épaisseur de la couche de colle constante à travers le ratio d’effusivité.
La section suivante introduit la procédure d’estimation de paramètres, cette méthode consiste
à minimiser la différence entre un modèle thermique et des mesures effectuées sur un système
afin de remonter aux propriétés de ce même système. Après une introduction sur l’inversion
de modèle [Beck et Arnold, 1977, Ozisik, 2000], la procédure d’estimation de paramètres est
détaillée et les conclusions de l’analyse de sensibilité du modèle sont à nouveaux observées.
2.5 Procédure d’estimation de paramètres
2.5.1 La modélisation inverse : Le cas linéaire
Parmi les différentes méthodes disponibles pour l’estimation des propriétés d’un système, les
méthodes dites inverses ont fait l’objet d’un certain nombre d’études [Beck et Arnold, 1977,
Ozisik, 2000, Orlande et al., 2011]. Pour estimer les paramètres d’un modèle, la méthode des
moindres carrés consiste à minimiser l’écart quadratique entre des mesures et le résultat d’un
modèle dit direct, ici la modélisation quadripolaire. La minimisation de cet écart s’effectue
en faisant varier les paramètres du modèle direct utilisé. L’équation 2.37 présente un modèle
quelconque A, avec pour paramètres le vecteur P et pour résultat le vecteur b.
AP = b (2.37)
avec A de taille nt× np, où nt taille deM, np taille de P et préférentiellement nt >> np. La
résolution du modèle inverse consiste à trouver le vecteur P qui satisfait l’équation 2.37, cette
résolution s’effectue à l’aide d’une inversion matricielle 2.38.
P = A−1b (2.38)
La résolution d’un modèle direct ou inverse n’est possible que si trois critères sont respectés :
• Une solution existe.
• La solution est unique.
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• La solution dépend de façon continue des données.
Ces trois critères, exposés par Jacques Hadamard en 1902 [Hadamard, 1902], définissent le
caractère bien posé d’un problème à résoudre. Dans le cas de l’estimation de paramètres d’un
système, il est admis que la solutionAP recherchée est celle qui s’approche le plus de la mesure
d’un système réelM, équation 2.39.
AP ≈M (2.39)
Malheureusement dans ce cas l’existence de la solution ainsi que son unicité ne sont plus as-
surées. Ainsi, la méthode des moindres carrés [Legendre, 1805] peut être utilisée. Elle consiste,
non plus à inverser la matrice A, mais à minimiser l’écart quadratique entre le modèle direct et
une mesureM, équation 2.40.
minP
(
‖AP −M‖2
)
= minP (F) (2.40)
où F est appelée la fonction coût, ou fonctionnelle du problème inverse. D’un point de vue
matriciel, l’équation 2.40, peut s’écrire sous forme d’une multiplication de vecteurs transposés,
équation 2.41.
F = [AP −M]T [AP −M] (2.41)
La paternité (contestée) de cette méthode est attribuée à deux astrophysiciens. Il est ad-
mis que la première formulation claire de la méthode a été publiée en 1805 par Adrien-Marie
Legendre [Legendre, 1805] bien qu’en 1809 Carl Friedrich Gauss publie un manuscrit dans
lequel il revendique l’utilisation ancienne de cette méthode [Gauss, 1809]. Outre cette gentille
querelle, il existe des cas où le dernier critère d’Hadamard n’est pas encore vérifié pour le pro-
blème linéaire présenté, notamment pour les problèmes discrétisés présentants une dimension
finie. Dans ces cas il est nécessaire de régulariser le problème. En 1963 Andrey Tikhonov pro-
posa une méthode de régularisation [Tikhonov, 1963] permettant d’assurer la continuité de la
solution, équation 2.42.
F = ‖AP −M‖2M + ‖γ (P − P0) ‖2R (2.42)
où R est l’espace de régularisation, M l’espace des mesures, P0 un estimé a priori et γ est le
paramètre de régularisation de Tikhonov, de faible valeur absolue il peut être calculé à l’aide
d’un estimé a priori du vecteur de paramètre P . La régularisation de Tikhonov est transposable
au cas non linéaire A(P ).
L’estimation de paramètres consiste alors à trouver le jeu de paramètres qui minimise la
fonctionnelle F . Dans cet objectif la méthode brute consiste à calculer F à chaque pas ∆P
jusqu’à sa minimisation. Il est aussi possible d’utiliser une méthode plus élégante et moins
coûteuse en temps de calcul, par exemple la descente de gradient [Ozisik, 2000]. Cette méthode
consiste à minimiser ∇F le gradient de F . L’équation 2.43 présente l’expression du gradient à
partir de l’équation 2.41 :
∇F(P ) = 2
[
−∂AP
T
∂P
]
[AP −M] (2.43)
Il apparaît alors dans l’équation 2.43 la matrice de sensibilité, ou matrice Jacobienne, équa-
tion 2.29, du modèle :
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∇F(P ) = 2J(P )T [AP −M] (2.44)
L’importance de la matrice de sensibilité du modèle prend alors tout son sens. À partir de
l’équation 2.44 et dans le cas où le modèle est linéaire, il est possible de formuler directement
le modèle inverse [Beck et Arnold, 1977]. La formulation explicite du problème inverse est
présentée équation 2.45.
P =
[
ATA
]−1
ATM (2.45)
avec A = J . Noter qu’à partir de l’équation 2.45 il est possible de définir la matrice de cova-
riance de l’estimateur des paramètres P̂ [Beck et Arnold, 1977]
cov
(
P̂
)
=
[
JTJ
]−1
σ2b (2.46)
où σ2b est la variance du bruit de mesure. Les termes non-diagonaux de la matrice cov
(
P̂
)
représentent la covariance entre chacun des paramètres, ils fournissent une image des corréla-
tions existantes au sein du vecteur P̂ et sont difficilement exploitables lorsque les unités des
paramètres recherchés diffèrent. Les termes diagonaux fournissent eux directement la variance
et donc l’écart type de chacun des éléments du vecteur P̂ . Le rôle de l’analyse de sensibilité
transparait ici,
[
JTJ
]−1 apparaît comme un coefficient multiplicateur du bruit de mesure. Une
forte valeur de det
[
JTJ
]
permet de minimiser l’effet du bruit de mesure. Il est à noter que cette
relation n’est valide que si le bruit est une variable aléatoire :
• additive,
• de moyenne nulle,
• σb constant,
• non corrélé.
2.5.2 La modélisation inverse : Le cas non linéaire
Dans le cas où le modèle direct est non-linéaire vis-à-vis du vecteur de paramètre P , noté
A(P ), l’identification de paramètres doit se faire par une méthode itérative [Beck et Arnold,
1977,Ozisik, 2000]. Le principe consiste, ici, à linéariser le modèle A(P ) à chaque boucle pour
pouvoir appliquer un algorithme de gradient similaire à l’équation 2.44. Pour chaque itération
k le modèle est linéarisé par rapport à P à l’aide des séries de Taylor :
A(P ) = A(P k) + Jk(P − P k) (2.47)
En notant Jk la matrice de sensibilité à l’itération k et ∆P = P −P k, la variation du jeu de
paramètres P , il est possible de redéfinir l’équation 2.41 pour chaque itération :
F(∆P ) =
[
J (∆P )− (M− A(P k))
]T [
J (∆P )− (M− A(P k))
]
(2.48)
La solution du problème à chaque itération k est donc :
P k+1 = P k + [(Jk)TJk]−1(Jk)T
[
M− A(P k)
]
(2.49)
L’équation 2.49 est appelée algorithme de Gauss-Newton. Encore une fois il convient de
remarquer l’importance de la matrice de sensibilité à travers le terme
[
JTJ
]−1 impliquant
d’ailleurs que le déterminant de ce terme soit largement supérieur à 0, sous peine d’avoir à
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traiter des problèmes de conditionnement de matrice. Pour parer à des problèmes de stabilité
de l’algorithme de Gauss-Newton il convient d’utiliser un algorithme alliant la méthode de
descente de gradient exprimée équation 2.49 et l’algorithme du gradient [Cauchy, 1847]. Ex-
posé en 1944 par Kenneth Levenberg et publié en 1963 par Donald Marquardt, l’algorithme de
Levenberg-Marquardt décrit une méthode plus robuste que l’algorithme de Gauss-Newton [Le-
venberg, 1944, Marquardt, 1963] :
P k+1 = P k + [(Jk)TJk + µkΩk]−1(Jk)T
[
M− A(P k)
]
(2.50)
où le paramètre µk est appelé paramètre d’amortissement et Ωk est une matrice diagonale,
originellement Ωk = diag
[
(Jk)TJk
]
. Si le pas ∆P = P k+1 − P k est faible alors le para-
mètre d’amortissement est augmenté et fait tendre l’équation vers l’algorithme du gradient. Si
le pas est grand alors la méthode se rapproche de l’équation 2.49. Noter que le terme µkΩk
est présent pour amortir les grandes valeurs de JTJ lorsque le problème est mal conditionné
pour un jeu de paramètres donné (i.e det
([
JTJ
])
faible). Plusieurs critères d’arrêt sont utili-
sables [Ozisik, 2000], et pour son application numérique il est conseillé de définir un critère
d’arrêt kmax. En 1977 Jorge Moré développe une nouvelle implémentation de l’algorithme de
Levenberg-Marquardt où la matrice Ωk est la matrice identité [Moré, 1977], c’est cette ver-
sion de l’algorithme de Levenberg-Marquardt qui est souvent mise en œuvre dans les différents
logiciels de calcul tel Matlab ®.
Dans le cas d’un problème mal posé [Hadamard, 1902] la question de la régularisation du
problème pour en assurer la continuité et l’unicité se pose. Il apparaît après développement
que l’algorithme de Levenberg-Marquardt implémente une régularisation non pas autour d’un
estimé a priori P0, mais autour de la variable linéarisée ∆P [Marquardt, 1963]. Une discussion
autour de la propriété de "régularisation" de l’algorithme de Levenberg-Marquardt vis-à-vis de
la régularisation de Tihkonov est d’ailleurs proposée dans [Fang, 2004]. Ici, et dans un certain
nombre de procédures de contrôle non destructif, l’absence de connaissance a priori peut rendre
difficile l’utilisation de la régularisation de Tikhonov. Il est cependant possible d’utiliser la
régularisation de Tihkonov et l’algorithme de Levenberg-Marquardt.
Tout comme pour la minimisation d’un modèle linéaire, il est possible de définir à partir de
l’équation 2.50 la matrice des covariances de l’estimateur des paramètres P̂ , à la différence près
qu’il est nécessaire de prendre en compte les résidus d’estimation présents même sans bruit de
mesure, A (Preels) − A
(
P̂
)
6= 0. Ces résidus d’estimation trahissent la présence d’un modèle
non-linéaire lorsqu’ils sont dit signés [Beck et Arnold, 1977]. Ainsi, l’équation 2.46 devient :
cov
(
P̂
)
=
[
JTJ
]−1
MSQR (2.51)
où MSQR est la moyenne quadratique de la somme des résidus défini par :
MSQR =
NbMesures∑
i=1
(A(P̂ )i −Mi)2
NbMesures
(2.52)
Dans le cas d’un modèle inverse linéaire ou présentant de faibles résidus alors, MSQR
tends vers σ2b . Dans les cas où le bruit ne satisferait pas les conditions présentées précédemment
un certain nombre de techniques existent pour calculer le biais de la méthode d’estimation.
L’estimateur de Gauss-Markov est l’une d’entre elles [Orlande et al., 2011].
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2.5.3 Étude de l’inversion du modèle quadripolaire
Après avoir introduit le principe de modèle inverse ainsi que les méthodes de résolution, cette
partie présente le développement d’une méthode inverse permettant le contrôle non destructif
d’un système multi-couches épais. Le modèle inverse est ensuite analysé selon la méthode dite
du "crime inverse"‡, en prenant en considération des défauts présentant des comportements
caractéristiques identifiés par l’analyse de sensibilité, pour caractériser le biais de la méthode
d’estimation.
Tout d’abord le modèle direct quadripolaire et le système étudié section 2.4, sont rappelés
équation 2.53 et figure 2.23. (
θ1
ϕ̃1
)
=
i=n∏
i=1
Mi
(
θxn=en
ϕ̃xn=en
)
∀i
Mi =

cosh
√
p
αi
ei
1√
p
αi
ki
sinh
√
p
αi
ei
√
p
αi
ki sinh
√
p
αi
ei cosh
√
p
αi
ei
 i ∈ J1, 2, 4K
Mi =
 cosh√pbiRi 1bi√p sinh√pbiRi
bi
√
p sinh
√
pbiRi cosh
√
pbiRi
 i = 3
(2.53)
FIGURE 2.23 – Système 1D étudié
Les conditions limites du modèle quadripolaire sont définies par :
ϕ1 = h (Text − T1) + ϕ0
ϕxn=en = 0 (2.54)
où h = 10 W.m-2K-1 est le coefficient d’échange convectif traduisant une condition de convec-
tion naturelle à la surface du système et ϕ0 est la densité de flux d’excitation direct. Comme
précédemment deux excitations différentes sont étudiées, dans un premier temps le système est
soumis à une excitation par distribution de Dirac où Q0 = 6400 J. La deuxième excitation est
un créneau d’une durée de tc = 30 s avec ϕ0 = 2000 W.m-2. Dans les deux cas le système est
observé durant un temps to = 100 s.
Dans le cas du contrôle non destructif de structures de génie civil réparées par collage com-
posite, il est nécessaire d’estimer l’épaisseur de la deuxième couche ainsi que les propriétés
d’un éventuel défaut. Ainsi, le vecteur de paramètres à estimer est constitué de trois éléments
‡Cas particulier de l’estimation de paramètres où le modèle est utilisé pour générer les mesures
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P = [e2, R3, b3]. Cette section propose d’étudier le biais de la méthode d’estimation ; dans
cet objectif le modèle présenté équation 2.53, est utilisé pour générer des mesures, le reste de
l’analyse porte sur le vecteur estimé P̂ ainsi que sur les résidus d’estimation. Les mesures sont
générées pour un ensemble de matériaux présentés tableau 2.10.
Matériaux k ρ C R b bcfrp/b bepoxy/b e
W/m.K kg/m3 J/kg.K W/K W.
√
s/m2.K mm
Première couche
CFRP 0.7 1530 840 0.0017 948.5 1 0.57 1.2
Deuxième couche
Résine époxy 0.2 1200 1220 0.0050 542.5 1.75 1 1
Troisième couche
Béton 1.8 2300 920 ∞ 1951 0.48 0.27 100
Défauts considérés
Bois 0.15 600 1900 0.0067 413.5 2.29 1.31 1
Acier 15.1 8055 480 6.62e−5 7640.9 0.12 0.07 "
Liège 0.039 120 1800 0.0256 91.8 10.33 5.91 "
Eau 0.6 1000 4185 0.0017 1582.6 0.60 0.34 "
Air 0.0242 1.225 1006 0.0413 5.5 173.6 99.31 "
TABLE 2.10 – Propriétés thermophysiques des matériaux utilisés
Les matériaux ont été choisis suivant leur ratio d’effusivité vis-à-vis de la couche époxy ainsi
que pour leur comportement singulier étudié lors de l’analyse de sensibilité (c.f. l’eau). Un cas
d’étude supplémentaire a été analysé, il consiste à estimer le vecteur des paramètres P dans une
zone saine (défaut→ époxy). Il convient de vérifier ce que l’étude de sensibilité tend à montrer :
P̂zonesaine =
[
ê2 → 2e2, R̂3 → 0, b̂3 → 0
]
avec 2e2 = e2 + e3.
L’algorithme de Levenberg-Marquardt, défini équation 2.50, est utilisé pour minimiser la
fonctionnelle F(P ) du modèle inverse. Les figures 2.24 et 2.25 présentent les mesures non
bruitées générées par le modèle pour chacun des matériaux ainsi que les résidus de la procédure
d’estimation pour les deux excitations considérées.
Noter que l’algorithme de Levenberg-Marquardt a été initialisé avec un vecteur de para-
mètres Pinit = [0.001, 0.01, 0.1]. Les résidus d’estimation présentés figure 2.25 indiquent le
comportement non-linéaire du modèle inverse [Beck et Arnold, 1977]. Il est également intéres-
sant de remarquer que bien que les résidus soient signés, leur propension à osciller autour de 0
tend à s’amortir avec l’augmentation du ratio d’effusivité, indiquant par là même que le biais de
la méthode d’estimation est inversement proportionnel au ratio d’effusivité. La présence d’un
biais signifie qu’il est possible de calculer la matrice de covariance de l’estimateur des para-
mètres P̂ donnant ainsi accès à l’écart type de cet estimateur, équation 2.51. Bien qu’il ne soit
pas prouvé que le biais seul du modèle respecte les conditions d’utilisation de l’équation 2.51
le calcul de l’écart type de l’estimateur des paramètre sans bruit de mesure donne l’ordre de
grandeur du biais de la procédure seule. Les tableaux 2.11 et 2.12 présentent les résultats de la
procédure d’estimation, à savoir l’estimateur P̂ , l’écart type de l’estimateur σ et l’erreur relative
sur l’estimation en %.
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(a) (b)
FIGURE 2.24 – Thermogrammes,(a) Dirac , (b) Créneau
(a) (b)
FIGURE 2.25 – Résidus de la procédure d’estimation,(a) Dirac , (b)
Créneau
Conformément aux conclusions de l’analyse de sensibilité, l’estimation de l’effusivité b3
est erronée et ce quand bien même l’initialisation de l’algorithme de minimisation est proche
de la valeur optimale. Il apparaît dans ces résultats que le créneau tend à réduire l’écart type
et l’erreur relative sur l’estimateur des paramètres P̂ . Les matériaux à faible ratio d’effusi-
vité présentent une forte erreur relative sur l’estimateur de la résistance thermique R3 tout en
ayant un faible écart-type, cette observation traduit la faible sensibilité (et donc la faible in-
fluence d’une erreur d’estimation) du modèle à ce type de défaut. Enfin, il est encourageant
pour la suite d’observer que l’erreur relative sur l’épaisseur de la couche de colle époxy tend
vers 100%, démontrant ainsi que la configuration quatre couches du modèle quadripolaire est
apte à caractériser un système sain tri-couches, confirmant les observations de l’analyse de sen-
sibilité, P̂zonesaine =
[
ê2 → 2e2, R̂3 → 0, b̂3 → 0
]
. Cette observation est d’autant plus valide
avec l’excitation créneau. En revanche les matériaux à faible ratio d’effusivité présentent un
comportement similaire ce qui confirme que la procédure d’estimation est mise en défaut en
présence d’un défaut de type acier. L’eau dont l’étude des corrélations, section 2.4, avait mis
en lumière un comportement particulier est à exclure de cette dernière observation. La présence
d’un écart type d’estimation dénote le biais de la méthode, il est intéressant d’étudier l’évolution
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Maté-
riaux
ê2 R̂3 b̂3
P̂ ± σ err P̂ ± σ err P̂ ± σ err
mm % W/K % W.√s/m2.K %
Acier 0.0024± 8.67×
10−6
140 ≈ 0 ≈ 0.1129± 2.8 >
100%
Eau 0.0011± 3.99×
10−6
10 ≈ 0 ≈ 0.1172± 0.66 >
100%
Époxy
(sain)
0.0018± 2.48×
10−6
80 7.3× 10−4± 1.11×
10−5
85 0.107± 0.013 >
100%
Bois 0.0014± 1.09×
10−6
40 0.0046±4.58×10−6 31 0.1043± 0.020 >
100%
Liège 0.0011± 9.15×
10−8
10 0.0252±1.75×10−6 1 0.0841± 0.032 >
100%
Air 0.001± 1.19×
10−10
0 0.0413±5.54×10−6 0 0.0807± 5.40×
10−5
>
100%
TABLE 2.11 – Résultats de la procédure d’estimation excitation Dirac
Maté-
riaux
ê2 R̂3 b̂3
P̂ ± σ err P̂ ± σ err P̂ ± σ err
mm % W/K % W.√s/m2.K %
Acier 0.0018± 1.52×
10−5
80 ≈ 0 ≈ 0.1129± 2.05 >
100%
Eau 0.0011± 9.19×
10−6
10 5.11× 10−6 ± 4.19×
10−5
99 0.1172± 1.12 >
100%
Époxy
(sain)
0.0019± 1.03×
10−6
90 3.24× 10−4 ± 4.71×
10−6
93 0.107± 0.002 >
100%
Bois 0.0014± 6.65×
10−7
40 0.0046± 2.66× 10−6 32 0.1043± 0.06 >
100%
Liège 0.0011± 4.91×
10−8
10 0.0252± 9.28× 10−7 1.56 0.0841± 0.12 >
100%
Air 0.001± 8.23×
10−11
0 0.0413± 4.06× 10−9 0 0.0909± 8×
10−5
>
100%
TABLE 2.12 – Résultats de la procédure d’estimation excitation Créneau
du biais lorsque la procédure est appliquée sur des mesures elles-mêmes biaisées.
Une étude sur le comportement de la procédure d’estimation de paramètres sur des mesures
bruitées σb ∈ [0; 0.45] par pas de 0.5oC est présentée annexe IV figures 27 et 28. Cette mosaïque
de figures permet de résumer graphiquement les tableaux de résultats 2.11 et 2.12, et de répéter
l’opération pour un bruit de mesure d’écart type croissant. Le comportement des différentes
erreurs relatives ainsi que des écarts types d’estimation peut être analysé en fonction du ratio
d’effusivité et du bruit de mesure. Après analyse il peut être remarqué que l’erreur relative de
l’estimateur P̂ identifié avec l’excitation créneau présente un certaine régularité vis-à-vis du
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bruit, contrairement à la procédure utilisant l’excitation par distribution de Dirac. Pour cette
dernière il apparaît que l’ordre de grandeur de σP̂ est équivalent à P̂ en présence de bruit, c-à-d
autour de 10−3 pour e2 et 10−2 pour R3. En revanche, le comportement du biais de la procédure
pour l’excitation créneau vis-à-vis du bruit de mesure, par exemple σi
R̂3
(σb) où i est un ratio
d’effusivité donné, apparaît suivre une loi affine du moins lorsque b2
b3
> 1.
La figure 2.26 présente l’évolution de l’augmentation du biais de la méthode en fonction du
bruit de mesure dans le cas du créneau :
∆σP̂
(
σbn+1
)
= σP̂
(
σbn+1
)
− σP̂ (σbn) (2.55)
où n ∈ J1;N − 1K et N le nombre de pas de bruit étudié.
(a) (b)
FIGURE 2.26 – Excitation Créneau : (a) Évolution de ∆σê2 (σb) (b)
Évolution ∆σR̂3 (σb)
Dans cette section les bases de l’inversion de modèle pour l’estimation de paramètre ont été
rappelées. Une procédure d’estimation utilisant un modèle inverse basé sur un modèle direct
quadripolaire a été développée et analysée. L’analyse des résultats confirme ceux obtenus lors
de l’analyse de sensibilité précédente.
La validité de l’hypothèse P̂zonesaine =
[
ê2 → 2e2, R̂3 → 0, b̂3 → 0
]
indique qu’un modèle
quadri-couches est apte à caractériser des systèmes tri-couches, ce qui est un résultat important
au regard du contexte d’application. Enfin l’excitation créneau présente une erreur relative et un
écart-type de l’estimateur des paramètres stable vis-à-vis du bruit, l’étude a également montré le
comportement linéaire σ̂P̂ en fonction du bruit de mesure, toujours dans le cadre de l’excitation
créneau. L’analyse a monté que pour ce type de systèmes l’excitation créneau apparaît plus jus-
tifiée, contrairement à ce qui a pu être observé sur les systèmes fins et monolithiques [Balageas
et Roche, 2014, Roche et Balageas, 2014]. pour des niveaux d’énergie raisonnable.
La section suivante introduit le dispositif expérimental destiné à valider les observations pré-
cédentes, et détaille les résultats de la procédure d’estimation appliquée à des mesures obtenues
par ThIr sur des échantillons.
2.6 Systèmes étudiés et banc expérimental
La réparation des structures de génie civil par collage de matériaux composites fait apparaitre
des systèmes multi-couches épais. Pour les besoins de l’étude deux échantillons ont été réalisés.
Les échantillons Car I et Car II ont été fabriqués dans le cadre d’une coopération de recherche
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avec le MIVIM (Multipolar Infrared Vision Infrarouge Multipolaire)§ de l’université de La-
val Quebec (Canada). La figure 2.27 présente les deux échantillons Car I et Car II. D’autres
échantillons, non présentés ici, ont été réalisés dans le cadre d’autres projets, dont le projet
MAREO [Schoefs et al., 2011].
FIGURE 2.27 – Échantillons Car I et Car II
La zone saine des échantillons Car I et Car II constitue un système tri-couche, à savoir une
couche de matériaux composite (CFRP) fourni par SIKA-Canada ¶, une couche de colle et un
support béton épais, les propriétés des couches du système sont présentées tableau 2.13.
k ρ C R b bcfrp/b bepoxy/b e
W/m.K kg/m3 J/kg.K W/K W.
√
s/m2.K mm
Première couche
CFRP 0.7 1530 840 0.0017 948.5 1 0.57 1.2
Deuxième couche
Résine
époxy 0.2 1200 1220 0.0050 542.5 1.75 1 ≈ 2
Troisième couche
Béton 1.8 2300 920 ∞ 1951 0.48 0.27 100
TABLE 2.13 – Propriétés thermophysiques utilisées
Les échantillons réalisés ont une épaisseur de colle variable, due aux conditions de fabri-
cation et à l’inclusion de défauts. Ces variations sont d’ordre millimétrique et présentent une
distribution irrégulière. Étant donné le manque de connaissances a priori, un modèle numérique
3D, figure 2.33, a été élaboré pour valider la méthode en amont, ce modèle sera présenté plus
tard dans l’étude. Les propriétés thermophysiques des différents défauts sont présentées dans le
tableau 2.4.
2.6.1 Banc expérimental
En raison de la forte épaisseur du support béton, la mesure par réflexion a été choisie (c.f.
chapitre 1), figure 2.28
§http ://mivim.gel.ulaval.ca/ - consulté juillet 2014
¶https ://can.sika.com/ - consulté juillet 2014
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FIGURE 2.28 – Schéma du procédé de mesure
Conformément à l’ensemble de l’étude conduite jusqu’à présent deux formes d’excitation
sont choisies. La première, dite impulsionnelle, correspond à une excitation par distribution
de Dirac. Cette distribution est un objet théorique non transposable expérimentalement, elle
est réalisée en utilisant deux spots BALCAR de 6400 J chacun, avec une durée d’illumination
d’environ 10 ms. La seconde est l’excitation créneau où deux spots halogènes de 1000 W chacun
chauffeent les échantillons durant 30 s. Pour chacune des excitations le système de chauffage
utilisé est incliné à 45o et situé à 1 m des échantillons. La mesure de la température de surface est
effectuée par une Camera FLIR MWIR IRFPA Phœnix disposant d’une résolution de 640×512
pixels. La fréquence d’acquisition a été fixée à 22 Hz pour l’excitation impulsionnelle et 5.5 Hz
pour le créneau. Ces fréquences ont été choisies afin d’optimiser le volume de donnée acquis.
Enfin, la durée d’observation est de to = 100s. Les figures 2.29 et 2.30 présentent le champ
thermique de surface au début de la relaxation thermique pour chacune des excitations, tandis
que les figures 2.31 et 2.32 présentent les thermogrammes acquis en différents points de la
surface de chaque échantillon.
(a) (b)
FIGURE 2.29 – Champ de température de surface t ≈ 1s pour
l’excitation impulsionnelle : (a) Car I. (b) Car II
L’état de surface des échantillons apparaît ici fortement dégradé. Cela est notamment dû au
résidus de colle visibles figure 2.27
Il apparaît sur les figures 2.31 et 2.32 que les thermogrammes pris au dessus de zones dé-
fectueuses s’organisent en fonction de leur ratio d’effusivité autour du thermogramme en zone
saine. Un comportement équivalent a été mis en lumière au cours des analyses présentées dans
les paragraphes précédents.
2.6.2 Simulation Numérique
Le modèle numérique 3D, réalisé sous COMSOL®, est constitué de 133383 tétraèdres [Dumou-
lin et al., 2010a]. Cette simulation servira à valider la procédure d’estimation sur un système
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(a) (b)
FIGURE 2.30 – Champ de température de surface t ≈ 31s pour
l’excitation créneau : (a) Car I. (b) Car II
(a) (b)
FIGURE 2.31 – Thermogrammes pour l’excitation impulsionnelle : (a)
Car I. (b) Car II
(a) (b)
FIGURE 2.32 – Thermogrammes pour l’excitation créneau : (a) Car I.
(b) Car II
tri-dimensionnel contrôlé, pour ensuite l’appliquer aux échantillons Car I et Car II.
Les matériaux utilisés dans le modèle numérique et les échantillons sont présentés tableau
2.10. La figure 2.34 présente l’agencement des couches de matériaux au sein du modèle numé-
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(a)
(b)
FIGURE 2.33 – Modèle numérique aux éléments finis
rique.
FIGURE 2.34 – Schéma du système étudié
Cette organisation des couches du modèle numérique a été choisie conformément au pro-
cédé de fabrication des échantillons Car I et Car II. Les mesures sont générées numériquement
par extraction de la température en tout point de la surface, ∂Ω du modèle. Une condition de
flux nul est appliquée sur toutes les autres surfaces ΓΩ du modèle, équation 2.57.
nk
∂T
∂x
= h (Text − T∂Ω)ϕ0(t) ∀x ∈ ∂Ω; t > 0
nk
∂T
∂x
= 0 ∀x ∈ ΓΩ; t > 0 (2.56)
Tinit = 20
oC ∀x; t = 0
où Text = 20 oC est la température extérieure et h = 10 W.m-2K-1 est le coefficient d’échange
à la paroi. Afin de se rapprocher des conditions expérimentales, figure 2.28, les moyens de
chauffage sont aussi simulés. Les spots BALCAR utilisés pour l’excitation impulsionnelle sont
modélisés par l’équation 2.58
f(t) = 1− exp −t0.0001 ∀t < 0.01s
f(t) = 1− exp−t−0.010.0001 ∀t > 0.01s (2.57)
ϕ0(t) = 6400× f(t) ∀t
Ainsi, la densité de flux thermique apportée à la frontière du modèle numérique par l’excita-
tion Dirac est ϕ0 = 640000 Wm-2 quand t ≤ 0.01s. L’excitation créneau est, elle, modélisée par
une densité de flux ϕ0 = 2000 W.m-2 appliquée durant 30 s à la frontière du modèle numérique.
Les figures 2.35 et 2.36 présentent le champ de température de surface au début de la phase
de relaxation et les thermogrammes acquis à la frontière du modèle pour les deux excitations
considérées.
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(a) (b)
FIGURE 2.35 – Champ de température de surface durant la relaxation
thermique, axes en pixel : (a) Excitation impulsionnelle. (b) Excitation
créneau
(a) (b)
FIGURE 2.36 – Thermogrammes à la surface du modèle numérique :
(a) Excitation impulsionnelle. (b) Excitation créneau
2.7 Résultats de la procédure d’estimation de paramètres
2.7.1 Résultats sur les données simulées
Dans un premier temps afin de valider les précédentes observations, l’étude porte sur l’analyse
du modèle inverse présenté section 2.5 sur les données issues du modèle numérique présenté
figure 2.33. Cette simulation doit permettre d’étudier dans des conditions se rapprochant de
mesures réelles, les conclusions obtenues section 2.1.1, 2.3 et 2.4. Les mesures utiles à la pro-
cédure d’estimation de paramètres sont extraites au centre de chaque zone défectueuse, ceci
afin de respecter les conditions de validité du modèle présentées section 2.3. Les figures 2.37
et 2.38 affichent les résidus de la procédure d’estimation pour chaque excitation avec et sans
bruit de mesure. Le bruit de mesure ajouté numériquement aux simulations est un bruit blanc
de moyenne nulle et d’écart type σb = 0.5 oC.
66CHAPITRE 2. CARACTÉRISATION THERMOPHYSIQUE DE MULTI-COUCHES ÉPAIS
(a) (b)
FIGURE 2.37 – Résidus de la procédure d’estimation : (a) excitation
impulsionnelle (b) excitation créneau
(a) (b)
FIGURE 2.38 – Résidus de la procédure d’estimation en présence de
bruit de mesure : (a) excitation impulsionnelle (b) excitation créneau
Les résidus, bien qu’ils présentent les mêmes caractéristiques que ceux étudiés section 2.5,
disposent ici d’une dynamique plus forte. Ce changement de comportement transcrit ici l’erreur
intrinsèque du modèle appliqué sur des données issues d’une modélisation tri-dimensionnel,
section 2.3. Le tableau 2.14 présente les résultats de la procédure d’estimation.
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Dé-
fauts
Données brutes Données bruités σb = 0.5 oC
R3 ± σ e2 ± σ R3 ± σ e2 ± σ
W.K-1 mm W.K-1 mm
Excitation impulsionnelle
Air 0.032± 1.7× 10−4
(21%)
0.85± 6.25×
10−6 (14%)
0.034± 9.1× 10−4
(17%)
0.95±3.3×10−5
(4.3%)
Acier 0.0019±1.18×10−4
(> 100%)
0.43± 2.75×
10−5 (56%)
0.0032±2.56×10−4
(> 100%)
0.17± 5.49×
10−5 (82%)
PTFE 5.5× 10−6 ± 3.03×
10−4 (99%)
1.8±6.7×10−5
(83%)
9.8× 10−5 ± 0.0097
(97%)
1.69± 0.0021
(69%)
Liège 0.0226±1.55×10−4
(11%)
0.97± 9.7×
10−6 (3%)
0.0232±7.19×10−4
(9%)
0.98± 4.53×
10−5 (1.08%)
Bois 0.0051±1.20×10−4
(22%)
1.15± 2.77×
10−5 (15%)
0.005± 5.52× 10−4
(18.6%)
0.97± 1.22×
10−4 (2.07%)
Eau 1.15× 10−4 ±
0.00134 (93%)
1.33± 2.89×
10−4 (33%)
5.6× 10−5 ± 0.0026
(96%)
1.25± 5.59×
10−4 (25.8%)
Zone
saine
0.0031 (37%) 1.34 (34%) 0.0034 (31%) 1.31 (31%)
Excitation créneau
Air 0.032± 8.05× 10−5
(20%)
0.94± 2.3×
10−6 (5.8%)
0.0324± 2.4× 10−4
(20%)
0.94± 7.62×
10−6 (5%)
Acier 2.75× 10−50.0021
(58%)
0.8± 4.46×
10−4 (16%)
1.3× 10−5 ± 0.0104
(80%)
0.85± 0.0023
(14%)
PTFE 3.6× 10−6 ± 2.45×
10−4 (100%)
1.7± 5.36×
10−5 (74%)
8.2× 10−7 ± 3.75×
10−4 (100%)
1.8±8.08×10−5
(75%)
Liège 0.00225±3.8×10−5
(12%)
1.01± 2.29×
10−6 (1%)
0.0226±1.54×10−4
(11%)
1.01±9.2×10−6
(1%)
Bois 0.004± 3.6× 10−5
(40%)
1.4± 9.08×
10−6 (38%)
0.0039±1.83×10−4
(41%)
1.2±4.63×10−5
(24%)
Eau 6×10−7±9.2×10−5
(100%)
1.2± 2× 10−5
(24%)
9.8× 10−6 ± 2.04×
10−4 (99%)
1.2±4.62×10−5
(24%)
Zone
saine
≈ 0 2±×10−4
(100%)
≈ 0 2 (100%)
TABLE 2.14 – Résultats de la procédure d’estimation appliquée aux
données issues du modèle numérique
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Comme observé sur les résultats de l’analyse précédente, il apparaît que l’erreur relative et
l’écart-type de l’estimateur des paramètres P̂ est inversement proportionnelle au ratio d’effusi-
vité. De plus, l’excitation créneau présente la même stabilité vis-à-vis du bruit de mesure. Afin
de simplifier l’analyse, les résultats de la procédure d’estimation sont compilés figure 2.39, les
écarts-type des estimateurs des paramètres ê2 et R̂3 ont été reportés sur l’erreur relative d’esti-
mation. Pour l’analyse il est nécessaire de garder à l’esprit qu’une forte erreur relative sur R̂3
n’a pas le même impact sur un défaut avec un fort ratio d’effusivité, R3 ≈ 10−2, et sur un défaut
à faible ratio d’effusivité R̂3 < 10−3. Sans visualisation du contraste thermique, il est difficile
de discriminer la présence d’un défaut à faible ratio d’effusivité de l’absence total de défaut.
(a) (b)
(c) (d)
FIGURE 2.39 – Résultats de la procédure d’estimation
Excitation impulsionnelle : (a) ê2 (c) R̂3
Excitation créneau : (b) ê2 (d) R̂3
Les courbes présentent un comportement similaire à celui étudié section 2.5. Le fort écart
type observé pour l’estimation de la résistance thermique d’un défaut d’air (extremum du ratio
d’effusivité), peut s’expliquer par la faible valeur de R3 qui conduit pour un faible écart à
une erreur relative importante. La stabilité de l’excitation créneau vis-à-vis du bruit de mesure
apparaît encore une fois ici. De plus, l’estimation de l’épaisseur de colle pour une excitation
créneau conduit à des valeurs cohérentes y compris pour les défauts à faible ratio d’effusivité.
Remarquer que l’eau et l’air affichent un comportement atypique, la variation locale de ρC
permettrait de l’expliquer, mais le modèle utilisé n’est pas adapté à cette analyse.
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2.7.2 Analyse des résultats obtenus lors d’expérimentations en labora-
toire
La procédure d’estimation est appliquée aux échantillons présentés figure 2.27. Dans un pre-
mier temps, il est nécessaire de s’assurer des propriétés thermiques des différentes couches. Le
tableau 2.15 présente les résultats de la procédure d’estimation de la conductivité thermique de
la couche de colle et de CFRP. Cette estimation est réalisée aux temps courts avec l’excitation
Dirac et un modèle semi-infini analytique [Carslaw. et Jaeger, 1959]. Pour la colle époxy, l’es-
timation est réalisée dans une zone non couverte par le CFRP. Notez que l’écart type, est ici un
écart type dit spatial, il est calculé pour 20 estimations.
Couche Conductivité moyenne écart type de la conducti-
vité moyenne
Wm-1K-1 Wm-1K-1
Glue époxy 0.75 0.13
CFRP 0.6 0.1
TABLE 2.15 – Estimation de la conductivité thermique de la colle et du
CFRP
Le CFRP étant un matériau orthotrope il n’est pas surprenant d’estimer une conductivité
différente de celle utilisée dans les simulations. En revanche, la valeur de la conductivité de la
colle époxy est supérieure aux données indiquées dans la littérature. Toutefois, cette colle est
dite chargée, c-à-d qu’elle a fait l’objet d’un ajout de particules fines qui tendent à augmenter
ses propriétés thermophysiques. Grâce à ces estimations il est possible de déduire en un point
l’épaisseur de colle en zone saine pour les échantillons Car I et Car II, tableau 2.16
Échantillon Épaisseur de colle époxy
mm
Car I 2.5
Car II 2.3
TABLE 2.16 – Épaisseur en mm de la colle époxy en un point de
l’échantillon considéré
Les épaisseurs estimées tableau 2.16 apparaissent en accord avec le procédé de fabrication
des échantillons. Les tableaux 2.17 et 2.18 présentent les résultats de la procédure d’estimation
appliquée aux thermogrammes situés au centre d’une zone défectueuse.
Tout d’abord, après analyse des résultats il apparaît clairement que la procédure d’estima-
tion utilisant l’excitation impulsionnelle n’est pas adaptée à la caractérisation de multi-couches
réalisés en laboratoire. En effet les valeurs estimées de R̂3 et (en particulier) ê2 sont largement
surévaluées. Bien que les différentes étapes de l’étude du modèle (sections 2.3 à 2.5) aient mon-
tré des résultats similaires, ils n’étaient néanmoins pas de cet ordre de grandeur. Une explication
tient peut être dans la conductivité plus élevée estimée pour la colle ainsi qu’à l’état de surface
des échantillons. En effet la figure 2.27 montre que des résidus de colle sont présents à la sur-
face des échantillons, de plus le CFRP apparaît être un matériau avec de fortes propriétés de
réflexion. Ces observations impliquent que la densité de flux reçue à la surface de l’échantillon
est plus faible que prévu ce qui est préjudiciable pour l’excitation impulsionnelle.
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Défaut ˆRdefaut ˆecolle
WK-1 mm
Car I
Acier 0.68 31
Bois 0.48 38
Zone saine 0.63 41
Car II
Liège 0.40 52
PTFE 0.43 14
Bois 0.56 31
Zone saine 0.62 86
TABLE 2.17 – Estimation de la conductivité thermique de la colle et du
CFRP pour l’excitation impulsionnelle
Défaut ˆRdefaut ˆecolle
WK-1 mm
Car I
Acier 1.7×10−6 1.3
Bois 0.0037 2.1
Zone saine 1.7×10−7 3.4
Car II
Liège 0.0083 2.2
PTFE 0.0055 3.2
Bois 0.003 2.1
Zone saine 1×10−5 2.3
TABLE 2.18 – Estimation de la conductivité thermique de la colle et du
CFRP pour l’excitation créneau
En revanche l’estimation de ê2 avec l’excitation créneau, bien que faible pour le défaut
d’acier, apparaît cohérente avec le procédé de fabrication. L’estimation de la résistance ther-
mique R̂3 du défaut de bois est similaire pour les deux échantillons. Même si le bois pré-
sente un ratio d’effusivité quasi-unitaire il est intéressant et encourageant de voir que la mé-
thode converge vers des valeurs similaires pour les deux échantillons. Cette information permet
d’être confiant en l’estimation du défaut de liège. Néanmoins, la résistance thermique estimée
en zone saine et en présence d’acier apparaît équivalente. S’il est connu que l’acier dispose
d’une faible résistance thermique, il faut aussi prendre en compte la présence d’une résistance
de contact [Abdulhay et al., 2011] incluse dans l’estimation de R̂3. La modélisation quadripo-
laire choisie n’implémentant pas de résistance thermique de contact la différentiation, autre que
sur les thermogrammes, d’une zone saine et d’un défaut d’acier reste délicate.
Cette section a présenté les résultats de la procédure d’estimation sur les données simu-
lées et les thermogrammes de surface des échantillons. Dans la suite, et conformément aux
objectifs définis section 2.1.1, la procédure d’estimation sera appliquée en chaque point de la
séquence d’images infrarouges afin de fournir une cartographie des propriétés physiques du
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système considéré.
2.8 Extension de la procédure à la cartographie de propriétés
sur des séquences d’images infrarouges
Dans cette section la procédure d’estimation est appliquée à chaque pixel de la séquence d’images
infrarouges obtenues pour une excitation créneau de tc = 30s. Dans un premier temps, la pro-
cédure est appliquée sur les données simulées, figure 2.33, pour plusieurs niveaux de bruit blanc
gaussien. Ensuite la même procédure est appliquée sur l’échantillon CarII, figure 2.27. L’échan-
tillon a été choisi conformément aux résultats de l’étude précédente, ainsi CarII est le seul des
deux échantillons à contenir des défauts présentant des ratios d’effusivité conformes au domaine
de validité de la méthode exposée sections 2.3 à 2.5. Les différents calculs ont été effectués sur
un ordinateur grand public (RAM : 8G, Proc : Intel®Core™i7 − 2860QM @2.50GHz, OS :
Ubuntu 12.04), étudiant ainsi la possibilité d’appliquer la méthode en temps masqué avec un
matériel non spécialisé. À l’avenir le code de calcul devra être compatible avec la technologie
General Purpose processing on Graphic processing Units (GPGPU ) [NVIDIA, 2014], notam-
ment en tirant bénéfice récentes avancées en parallélisme dynamique [NVIDIA, 2012]. Dans un
premier temps, les données numériques et issues de l’échantillon sont traitées par une analyse
en composante principale afin de localiser les défauts.
2.8.1 Cartographies par l’analyse en composante principale
L’analyse en composantes principales, ou PCT (Principal Component Thermography), est une
méthode statistique permettant, quand elle est appliquée sur des thermogrammes, de détecter
des zones défectueuses au sein du système étudié. Basée sur la décomposition en valeur sin-
gulière, la PCT est déjà fortement étudiée et documentée [Rajic, 2002, Marinetti et al., 2004].
Elle est utilisée ici afin de fournir une cartographie de base des défauts étudiés. La figure 2.40
présente les cartes PCT de la simulation numérique et de l’échantillon CarII.
FIGURE 2.40 – Résultats de l’analyse en composantes principales
(PCT) pour l’excitation créneau : EOF
Contrairement à la méthode développée, la PCT apparaît ici sensible à l’ensemble des maté-
riaux présentant un ratio d’effusivité différent du ratio unitaire. Pour ce qui est de l’échantillon
CarII la méthode n’a pas l’air affectée par l’état de surface. Notez la présence d’une impu-
reté sous le défaut de PTFE au sein de l’échantillon CarII. Ce défaut non présent lors de la
fabrication de l’échantillon pourrait être une bulle d’air représentative des difficultés rencon-
trées in-situ. En revanche il apparaît que la fine feuille de plastique alimentaire présente dans
l’échantillon n’est pas détectée.
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2.8.2 Cartographies des données simulées
Afin de tester la méthode, elle est dans un premier temps appliquée sur les données issues des
simulations numériques. Les figures 2.41 et 2.42 présentent les résultats de la procédure pour
trois niveaux de bruit blanc σb = J0; 0.25; 0.5K °C. Chacune des cartographies de 230 × 85 =
19550px représentant 690cm2 a été obtenue en quelques heures (moins de trois heures pour les
cartographies seules, cinq heures avec l’analyse des matrices de sensibilité, cf équation 2.52).
Ce temps peut encore être réduit en optimisant le code de calcul et en relâchant les critères
d’arrêt de la procédure d’estimation.
Une première analyse des cartographies indique que les défauts présentant un faible ratio
d’effusivité, tableau 2.4 et figure 2.33 présentent toujours des comportements singuliers, en
revanche les cartographies d’épaisseurs permettent leur détection. Ces premiers résultats appa-
raissent cohérents avec le reste de l’analyse, il est ainsi possible de retrouver une allure corres-
pondant à l’indicateur de Vavilov [Vavilov, 2010] autour des frontières d’une zone défectueuse.
Le comportement à l’interface colle/défaut n’est pas le même pour R̂3 et ê2, ceci peut être ex-
pliqué par la différence de profondeur (section 2.3), mais mériterait une étude approfondie, non
conduite ici par faute de temps.
La mesure de l’épaisseur de la seconde couche du système, lorsque σb = 0, est juste, mais
dispersée et mal résolue (au sens des incertitudes) [Rouaud, 2013]. En revanche la présence de
bruit blanc, supérieur au biais de la méthode d’estimation (section 2.5), fait apparaitre un biais
fidèle et peu résolu dans la mesure de l’épaisseur. L’étude a montré, figure 2.26, que le biais
d’estimation était proportionnel au bruit de mesure. En revanche, ces conclusions n’expliquent
pas la dispersion quand σb = 0, l’expression d’un modèle quatre couches au lieu des trois
réellement présentes fait probablement se propager une erreur numérique aléatoire affectant la
dispersion de la méthode. Le bruit de mesure est traduit dans la cartographie comme un biais sur
ê2 et R̂3, ainsi l’apparition d’une résistance de contact purement numérique tendrait à réduire
la dispersion de la mesure, cette observation est encourageante pour la cartographie de CarII.
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(a) (b) (c)
FIGURE 2.41 – Cartographie de l’épaisseur de colle des données
simulées, pour σb ∈ J0; 0.25; 0.5K ((a-c))
(1) Air (2) Acier (3) PTFE (4) Liège (5) Bois (6) Eau
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(a) (b) (c)
FIGURE 2.42 – Cartographie de résistance thermique en troisième
couche des données simulées, pour σb ∈ J0; 0.25; 0.5K ((a-c))
(1) Air (2) Acier (3) PTFE (4) Liège (5) Bois (6) Eau
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La cartographie d’épaisseur, figure 2.41, permet la localisation de chacun des défauts quelles
que soient leurs propriétés, la cartographie de la troisième couche permet, elle, la caractérisation
des défauts de liège et d’air. Le bruit de mesure ajouté numériquement fait apparaitre un biais
dans la méthode cohérent avec les observations de la section 2.5. La section suivante présente
les résultats obtenus en appliquant la méthode sur l’échantillon de laboratoire CarII.
2.8.3 Cartographies de l’échantillon CarII
Dans cette section la procédure d’estimation détaillée au long de ce chapitre est appliquée à
l’échantillon CarII. Cet échantillon a été choisi vis-à-vis du ratio d’effusivité que présentent
certains défauts en son sein. Il a déjà été fait mention des problèmes posés par l’état de surface
des échantillons (non uniformité du flux, présence de résidus à la surface, etc.), c’est pourquoi
un pré-traitement est appliqué sur les données issues des échantillons. Ce traitement consiste en
l’application d’un filtre spatial à chaque pas de temps des séquences acquises. Le filtre utilisé
est un filtre bicubic d’un noyau de 4 × 4px [Keys, 1981]. De plus un facteur d’échelle de 50%
est appliqué afin de réduire le nombre de données à traiter. Ce filtrage tend à uniformiser l’état
de surface du système au détriment de la résolution spatial. Avant toute action, il est nécessaire
de caractériser la densité de flux reçue à la surface de l’échantillon en tout point. Pour ce faire,
le flux est estimé durant les premières secondes de chauffe à l’aide de la solution semi-infinie
de l’équation de la chaleur soumise à une excitation échelon, équation 2.14 [Carslaw. et Jaeger,
1959]. La figure 2.43 présente la cartographie de la densité de flux à la surface de l’échantillon.
Cette cartographie fait apparaitre, malgré le filtrage spatial, des disparités dans la densité de flux
dues à l’état de surface. Il n’est pas impossible que ces disparités induisent des phénomènes de
diffusion tri-dimensionnels mettant en défaut la méthode appliquée.
FIGURE 2.43 – Cartographie de la densité de flux à la surface en W.m-2
Les figures 2.44 et 2.45 présentent les cartographies d’épaisseur de colle et de résistance
thermique de la troisième couche obtenues sur les données issues de l’échantillon CarII, figure
2.27. La figure 2.46 résume l’étude et nomme les défauts détectés et caractérisés. La cartogra-
phie de ê2 fait apparaitre une légère dispersion notamment au-dessus des défauts PTFE et film
plastique, ce comportement a déjà été observé sur les cartographies précédentes. En revanche
la valeur moyenne identifiée est de e2moy = 1.4 mm, ce qui correspond à l’ordre de grandeur
estimé tableau 2.18. Il est intéressant de remarquer que l’estimation de l’épaisseur apparaît for-
tement corrélée à la distribution du flux surfacique, contrairement à l’estimation de R̂3 où une
grande partie des défauts présents ont été caractérisés malgré l’état de surface de l’échantillon.
La figure 2.46 identifie (en pointillés orange) les différents défauts sur les cartographies
précédentes. Il est intéressant de remarquer qu’une forte résistance thermique est estimée en
lieu et place du défaut de PTFE. Ce comportement n’était pas apparu sur la cartographie des
données simulées. La barrière moléculaire que représente le défaut PTFE induit une forte ré-
sistance de contact que la méthode apparaît capable de caractériser en identifiant une propriété
équivalente. Dans une tout autre mesure bien que la cartographie d’épaisseur ne détecte pas un
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FIGURE 2.44 – Cartographie de propriété de CarbII - e2 en mm
FIGURE 2.45 – Cartographie de propriété de CarbII - R3 en W.K−1
certain nombre de défauts, le polystyrène et le bois font apparaitre un plateau stable dans l’es-
timation conformément aux observations précédentes. Les cercles rouges font apparaitre des
zones non identifiées comme défectueuses en première analyse. Ainsi l’impureté détectée avec
la PCT est détectée et caractérisée par la méthode proposée. Mieux l’épaisseur apparaît nulle à
cet endroit précis, indiquant que l’hypothétique bulle d’air remplacerait l’ensemble de la couche
de colle. Des développements futurs devront étudier la répétabilité et la fiabilité de la méthode
pour la cartographie et la qualification de zones défectueuses à partir d’une séquence d’images
infrarouges.
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FIGURE 2.46 – Désignation des différents défauts
2.9 Synthèse
Résumé et principaux résultats
Dans ce chapitre, le développement d’une procédure d’estimation permettant, à partir d’une
séquence d’images infrarouges, le contrôle non destructif et le calcul de cartes de propriétés
thermophysiques d’une structure de génie civil réparée par collage composite a été présenté.
Ce type de réparation donne naissance à des multi-couches épais à la surface de l’ouvrage. Il
est important pour l’exploitant de la structure de fournir un diagnostic quantitatif de la répa-
ration, ce diagnostic passe par la caractérisation de l’épaisseur de la couche de colle ainsi que
des propriétés physiques d’un éventuel défaut (ie. bulle d’air). L’étude présentée a pour but le
développement d’une méthode de diagnostic par ThIr. La modélisation quadripolaire unidimen-
sionnelle est introduite ainsi que différentes méthodes d’inversion numériques de la transformée
de Laplace. L’erreur numérique due à la modélisation quadripolaire et à l’algorithme d’inversion
de la transformée de Laplace est analysée et corrigée. Les différents groupements de paramètres
pouvant être exprimés dans le modèle sont présentés. Dans la suite de l’étude, la validité de la
modélisation unidimensionnelle et la sensibilité du modèle à ses paramètres sont étudiées en
fonction des ratios d’effusivité engendrés par la nature du défaut. Les techniques d’inversion
de modèle pour la caractérisation sont détaillées, puis la procédure d’estimation paramétrique
développée est appliquée à des simulations numériques et différents échantillons de laboratoire,
permettant ainsi la cartographie des propriétés thermophysiques du système considéré.
La méthode développée n’utilise qu’un seul modèle pour caractériser à la fois les zones
saines (épaisseur de colle) et les zones défectueuses (épaisseur de colle + propriétés du défaut).
Synthèse des différentes sections
La section 2.1 présente la formulation multi-couches de l’équation de la chaleur. Cette formula-
tion fait apparaitre des solutions analytiques denses et peu flexibles [Araki et al., 1992,Osiander,
1998]. L’objectif de l’étude est le développement d’une procédure d’estimation paramétrique
applicable sur des multi-couches épais. Le choix de modélisation s’oriente vers les quadri-
pôles thermiques [Carslaw. et Jaeger, 1959, Belevitch, 1962, Maillet et al., 2000]. Avec cette
méthode, la modélisation d’un multi-couches revient à effectuer une multiplication matricielle,
ce qui la rend flexible vis-à-vis du nombre de couches. La formulation quadripolaire est obte-
nue après que l’équation du système ait été exprimée au sein du domaine de Laplace [Laplace,
1814]. Cette transformation, appliquée sur la variable temporelle, permet d’exprimer le système
comme une équation différentielle ordinaire et non plus comme une équation aux dérivées par-
tielles, ce qui permet l’expression d’une solution analytique dans le domaine de Laplace. Après
résolution, la solution du système doit être exprimée dans le domaine temporel à l’aide de la
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transformée inverse de Laplace. Analytiquement cette inversion s’effectue en intégrant la so-
lution dans le plan complexe, elle nécessite l’expression des pôles complexes de la solution ce
qui annule sa flexibilité vis-à-vis du nombre de couches. Pour les solutions s’exprimant à l’aide
de fonctions simples, l’inversion de la transformée peut s’effectuer à l’aide de tables [Erdelyi,
1954]. En revanche, la multiplication matricielle des quadripôles thermiques fait apparaitre des
solutions complexes exprimées à l’aide de fonctions hyperboliques, dans ces cas l’inversion est
effectuée numériquement à l’aide d’algorithmes spécifiques [Dehoog et al., 1982].
La solution de l’équation de la chaleur dans le domaine de Laplace fait apparaitre des expo-
nentielles et/ou des fonctions hyperboliques, dans le cas des quadripôles thermiques les matrices
correspondantes à chaque couche sont exprimées à l’aide de fonctions hyperboliques rapide-
ment croissantes vers l’infini. La section 2.2 analyse le comportement du modèle vis-à-vis de
solutions analytiques. Il apparaît alors une erreur numérique, les premiers pas de temps ne sont
pas résolus et cela provoque un décalage de la solution temporelle. L’étude montre que les fortes
épaisseurs des couches du système ainsi que les valeurs du paramètre de Laplace aux temps
courts (p ≈ 1
t
), font numériquement "exploser" les fonctions hyperboliques, amenant l’algo-
rithme d’inversion à shunter ces valeurs. Ces effets, bien connus des utilisateurs des méthodes
quadripolaires, font régulièrement l’objet d’études et de corrections [Pailhes et al., 2012,Krapez
et Dohou, 2014]. Dans l’étude présentée, l’expérience montre que la durée de l’erreur numé-
rique est faible vis-à-vis du temps de diffusion dans la première couche du modèle, les pre-
miers pas de temps sont donc corrigés à l’aide d’une solution analytique semi-infinie. Dans un
deuxième temps, les différentes formulations des matrices quadripolaires sont détaillées et un
schéma représentant les différents groupements de paramètres ainsi que leurs liens est proposé.
Cette analyse est mise en perspective avec le théorème
∏
[Bertrand, 1878, Vaschy, 1892, Bu-
ckingham, 1914].
Une grande partie de l’étude est également axée sur la comparaison des méthodes d’excita-
tion impulsionnelle et créneau pour le diagnostic non destructif de multi-couches épais. L’objec-
tif final de l’étude est le développement d’une procédure de diagnostic non destructif applicable
indépendamment à chaque pixel d’une séquence d’images infrarouges obtenue par ThIr. C’est
dans cet objectif que le choix d’une modélisation quadripolaire unidimensionnelle a été fait. La
section 2.3 analyse la validité de l’hypothèse unidimensionnelle utilisée pour la modélisation
de systèmes tridimensionnels. L’étude est basée sur l’indicateur de Vavilov [Vavilov, 2010]. Cet
indicateur a été développé expérimentalement en conditions de laboratoire sur des matériaux
fins soumis à une excitation impulsionnelle. Il est basé sur l’analyse du contraste thermique et
permet d’obtenir le ratio rayon sur profondeur du défaut à partir duquel les effets de transferts
latéraux de chaleur sont négligeables. Dans l’étude présentée section 2.3, un modèle bidimen-
sionnel aux éléments finis est utilisé pour générer numériquement l’indicateur de Vavilov, pour
deux configurations multi-couches et les deux excitations étudiées. L’étude fait apparaitre des
résultats similaires pour les deux excitations, indiquant ainsi que l’indicateur est applicable dans
le cadre d’une excitation créneau. Les résultats obtenus montrent que le diamètre minimal d’un
défaut assurant la validité de l’hypothèse unidimensionnelle est compris entre 5mm et 25mm
suivant la configuration choisie et le ratio d’effusivité du défaut. L’analyse est complétée par
l’étude du contraste thermique ainsi que de l’erreur entre les modèles 2D et 1D. Ce complément
fait apparaitre un faible contraste thermique pour certains ratios d’effusivité, ces mêmes ratios
présentent une faible erreur 1D/2D. Reportée sur les faibles contrastes cette erreur 1D/2D, bien
qu’elle aussi faible, implique que l’indicateur de Vavilov est mis en défaut pour ces types de
matériaux. Dans un deuxième temps, l’indicateur est redéfini de manière purement numérique,
afin de prendre en compte les faibles contrastes thermiques ainsi que l’erreur 1D/2D. Ce nou-
vel indicateur présente des résultats similaires, mais l’analyse des courbes fait apparaitre des
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comportements singuliers, notamment pour les ratios d’effusivité unitaires. Ces constatations
tendent à montrer que la modélisation et la caractérisation de défauts présentant des ratios d’ef-
fusivité unitaires peut s’avérer difficile.
La section 2.4 présente l’analyse de sensibilité locale du modèle à ses paramètres [Saltelli
et al., 2000, Jacques, 2005]. Dans un premier temps, l’analyse étudie la sensibilité locale du
modèle aux paramètres de la couche de colle pour un système dit "sain", cette première analyse
fait apparaitre de fortes corrélations entre paramètres. Ces corrélations indiquent que si aucune
connaissance a priori n’est disponible sur le système, alors il sera difficile pour la procédure
d’estimation de conduire à la caractérisation du système. Dans le cas de systèmes réparés, la
colle étant un produit manufacturé, seule l’épaisseur est inconnue, à la différence d’une éven-
tuelle zone défectueuse où aucune connaissance a priori n’est disponible. Afin de réduire le
nombre d’inconnues et le couplage des paramètres, le modèle quadripolaire est redéfini à l’aide
des groupements de paramètres présentés section 2.2. La couche représentant un éventuel défaut
au sein du modèle est alors formulée en terme de résistance thermique et d’effusivité thermique.
Une seconde analyse est effectuée, elle étudie la sensibilité locale du modèle à l’épaisseur de la
couche de colle et aux propriétés thermophysiques du défaut. Cette étude est développée pour
trois ratios d’effusivité, faibles, unitaires et forts, ainsi que pour les deux excitations analysées.
Pour chacun des matériaux étudiés l’excitation impulsionnelle présente de faibles niveaux de
sensibilité, contrairement à l’excitation créneau qui de par son temps d’excitation augmente
la sensibilité du modèle aux paramètres de systèmes épais. Un point important de l’étude est
l’impact du ratio des effusivité sur la sensibilité réduite du modèle. Ainsi, pour les défauts
présentant un faible ratio d’effusivité, la sensibilité à l’épaisseur de la couche de colle est im-
portante alors que le modèle apparaît peu sensible aux paramètres du défaut contrairement aux
matériaux présentant un fort ratio d’effusivité où la sensibilité aux deux couches est satisfai-
sante. Les défauts avec un ratio d’effusivité unitaire représentent un cas particulier de l’étude,
ils apparaissent comme un pivot où le signe des sensibilités s’inversent et oscille autour de zéro,
en d’autres termes le modèle apparaît ici aveugle à ce type de matériaux. Cette observation tend
à montrer que le modèle quadri-couches peut être utilisé pour modéliser un système tri-couches.
Dans le cas du liège, les sensibilités à la couche de colle et à la résistance thermique du défaut
apparaissent décalées dans le temps. Ce décalage tend à montrer que la corrélation entre épais-
sisseur de la deuxième couche et les paramètres d’un défaut est inversement proportionnelle au
ratio d’effusivité. Une analyse de la corrélation entre la sensibilité à l’épaisseur de la couche de
colle et la résistance thermique du défaut à l’aide des coefficients de corrélation non linéaire de
Spearman [Spearman, 1904] confirme cette observation pour l’excitation créneaux. L’excitation
impulsionnelle présentant de faibles niveaux de sensibilité, l’analyse des corrélations est plus
difficile.
En résumé la section 2.4 amène plusieurs résultats. Premièrement l’excitation impulsion-
nelle présente de faibles niveaux de sensibilité indiquant qu’elle n’est pas utilisable pour le
diagnostic de système épais, du moins pour le niveau d’énergie considéré. Dans un deuxième
temps, les corrélations entre courbes de sensibilité ont amené à redéfinir la couche représentant
le défaut du modèle quadripolaire en terme de résistance thermique afin de réduire l’effet des
corrélations et de minimiser le nombre d’inconnues. Dans le cas de défauts à ratio d’effusivité
unitaire (zone saine ou défaut thermiquement proche du comportement sain) la sensibilité aux
paramètres de la couche défectueuse tend vers zéro, indiquant qu’un modèle quadri-couches
peut être utilisé pour modéliser un système sain tri-couches. Enfin, l’analyse des corrélations
entre les paramètres de la couche de colle et les paramètres du défaut montre que l’excitation
créneau tend à réduire cette corrélation entre couches pour les défauts à fort ratio d’effusivité
comme l’air.
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Dans la suite de l’étude, la section 2.5 introduit la notion de modélisation inverse pour l’es-
timation paramétrique à travers des algorithmes spécifiques [Beck et Arnold, 1977, Orlande
et al., 2011]. Ces algorithmes sont basés sur la minimisation d’une fonctionnelle, cette même
fonctionnelle représente l’écart entre les mesures et un modèle dit direct pour un jeu de para-
mètres donnés, ici le modèle quadripolaire développé dans les sections précédentes. Différentes
méthodes de minimisation (et donc d’estimation paramétrique) sont introduites, de l’estima-
tion linéaire [Legendre, 1805, Gauss, 1809, Cauchy, 1847] jusqu’aux principes de l’estima-
tion non linéaire [Levenberg, 1944, Marquardt, 1963]. À partir de ces éléments l’objectif est
de constituer une procédure d’estimation paramétrique permettant le diagnostic quantitatif de
multi-couches épais. Dans la suite de l’étude, la procédure d’estimation est analysée à l’aide de
la technique du crime inverse, en d’autres termes les mesures sont générées par le modèle qua-
dripolaire. Cette méthode permet d’analyser le biais intrinsèque d’une procédure d’estimation
non linéaire. L’étude porte sur la caractérisation de l’épaisseur de colle (deuxième couche) et
des paramètres thermophysiques d’un éventuel défaut situé en troisième couche d’un système
quadri-couches. Les mesures sont générées par le modèle quadripolaire pour un ensemble de
26 matériaux représentant une large gamme de ratios d’effusivité. La minimisation est assurée
par l’algorithme de Levenberg-Marquardt et une analyse statistique est appliquée sur l’estima-
teur des paramètres [Beck et Arnold, 1977, Ozisik, 2000]. L’analyse des résidus d’estimation
(différence entre mesure et modèle à la fin de la procédure) met en évidence le caractère non
linéaire de la procédure d’estimation. L’erreur relative d’estimation tout comme l’écart type de
l’estimateur des paramètres apparaissent inversement proportionnels au ratio d’effusivité des
défauts considérés. La caractérisation d’une zone saine est assurée, l’épaisseur de colle est ca-
ractérisée et la résistance thermique estimée du défaut tend vers zéro. Les matériaux à forts
ratios d’effusivité comme l’air présentent des erreurs relatives d’estimation inférieures au pour-
cent et de faibles écarts types. Á la constante près ces résultats sont les mêmes en présence de
bruit. Comme prévu par l’analyse de sensibilité l’excitation impulsionnelle présente des erreurs
relatives et écarts-types plus importants qu’avec l’excitation créneau, de plus elle apparaît vo-
latile en présence d’un bruit blanc gaussien de moyenne nulle. En complément, une étude sur
le comportement de la procédure d’estimation en fonction de différentes valeurs de bruit de
mesure est effectuée et les résultats détaillés en annexe IV. Cette dernière étude confirme que
l’excitation impulsionnelle est plus affectée par le bruit de mesure et indique que dans le cadre
de l’excitation créneau, l’écart-type de l’estimateur des paramètres pour des défauts à fort ratio
d’effusivité apparaît augmenter linéairement avec le niveau de bruit.
Le section 2.6 présente les différents échantillons utilisés pour valider la méthode, ainsi que
le dispositif expérimental. Un modèle aux éléments finis tri-dimensionnel d’un échantillon de
béton réparé par collage composite et comportant un certain nombre de défaut a été développé.
Dans un deuxième temps, deux échantillons de béton réparé ont été réalisés en partenariat avec
le laboratoire MIVIM de l’université Laval à Québec. De nombreux types de défaut ont été vo-
lontairement inclus dans ces échantillons, outre leur localisation aucune connaissance a priori
n’est disponible sur les défauts ainsi que sur l’épaisseur de colle. La simulation numérique 3D
permet de tester la procédure d’estimation avant son utilisation sur les échantillons. L’acquisi-
tion de séquences d’images infrarouges en surface des échantillons a été réalisé à l’aide d’une
camera thermique FLIR MWIR IRFPA. Pour la simulation numérique le champ de température
en surface est extrait à chaque pas de temps. Une analyse des thermogrammes de surface des
échantillons et de la simulation met en évidence l’impact des ratios d’effusivité présentés par
les différents défauts.
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La section 2.7 présente les résultats de la procédure d’estimation paramétrique, d’abord en
plusieurs points de la simulation numérique avec et sans bruit de mesure. L’analyse des résidus
fait encore une fois apparaitre le comportement non linéaire de la procédure d’estimation. L’er-
reur relative d’estimation est similaire à celle obtenue par crime inverse dans la section 2.5. Dû
à l’erreur intrinsèque entre la modélisation 1D et 3D l’écart type de l’estimateur de paramètre
est légèrement plus élevé que dans les analyses précédentes. En revanche tout comme l’étude
présentée section 2.5 lorsque la procédure d’estimation est appliquée sur des thermogrammes
obtenus avec l’excitation impulsionnelle, les résultats apparaissent moins précis et plus volatile
au bruit de mesure.
Dans un deuxième temps, la procédure d’estimation a été appliquée sur les thermogrammes
mesurés par ThIr au dessus des zones défectueuses des échantillons. Avant tout, la conductivité
thermique du matériau composite et celle de la colle sont estimées durant les premiers pas de
temps à l’aide d’une solution semi-infinie. Dans les deux cas, une valeur légèrement plus éle-
vée que la conductivité supposée est estimée. Le CFRP étant un matériau orthotrope, il n’est
pas surprenant d’estimer une conductivité différente de celle utilisée dans les simulations. En
revanche la valeur élevée de la conductivité de la colle époxy est plus surprenante, mais en ac-
cord avec l’ajout de fine particules dans la colle. Bien que les différentes étapes de l’étude du
modèle aient indiqué que l’excitation impulsionnelle faisait apparaitre des résultats moins pré-
cis, les résultats de la procédure d’estimation les échantillons soumis à ce type d’excitation sont
largement surévalués, rendant impossible l’analyse. Une explication tient peut-être à l’état de
surface des échantillons, changeant localement l’émissivité de la surface et donc la densité de
flux effectivement reçu par l’échantillon. En revanche, l’estimation de l’épaisseur de la couche
de colle avec l’excitation créneau apparaît cohérente avec le procédé de fabrication. L’estima-
tion de la résistance thermique du défaut de bois est similaire pour les deux échantillons, même
si le bois présente un ratio d’effusivité quasi-unitaire, il est intéressant et encourageant de voir
que la méthode converge vers des valeurs similaires pour les deux échantillons. Néanmoins,
la résistance thermique estimée en zone saine et en présence d’acier apparaît équivalente. S’il
est connu que l’acier dispose d’une faible résistance thermique, il faut aussi prendre en compte
la présence d’une résistance de contact [Abdulhay et al., 2011]. La modélisation quadripolaire
choisie n’implémentant pas de résistance thermique de contact la différentiation, autre que sur
les thermogrammes, d’une zone saine et d’un défaut d’acier n’est pas évidente.
Dans la section 2.8, la procédure d’estimation est appliquée à chaque pixel de la séquence
d’images infrarouges obtenue pour une excitation créneau de tc = 30s. Dans un premier temps,
la procédure est appliquée sur les données simulées pour plusieurs niveaux de bruit blanc gaus-
sien. Une première analyse des cartographies indique que les défauts présentant un faible ra-
tio d’effusivité présentent toujours des comportements singuliers, en revanche les cartographies
d’épaisseur permettent leur détection. Ces premiers résultats apparaissent cohérents avec le reste
de l’analyse.
Il est ainsi possible de retrouver une allure correspondant à l’indicateur de Vavilov [Vavi-
lov, 2010] autour des frontières d’une zone défectueuse. La méthode permet la cartographie de
l’épaisseur de colle avec une faible erreur relative, et la caractérisation de la résistance ther-
mique du défaut est assurée pour les forts ratios d’effusivité.
Dans un deuxième temps, la procédure d’estimation est appliquée sur la séquence d’images
infrarouges acquise à la surface d’un des échantillons de structure béton réparée. Afin de prendre
en compte les variations spatiales de l’émissivité, dues à l’état de surface, la densité de flux ther-
mique en surface est caractérisée à l’aide d’un modèle semi-infini [Carslaw. et Jaeger, 1959].
Après application de la procédure d’estimation paramétrique, une épaisseur de colle moyenne
de 1.4mm est estimée sur l’ensemble de l’échantillon, ce qui apparaît cohérent avec le procédé
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de fabrication. Contrairement à l’étude précédente, les cartographies de l’épaisseur de colle ne
permettent plus d’assurer à elle seule la détection des zones défectueuses. La présence d’une
résistance de contact et la faible épaisseur des défauts peuvent expliquer ce changement. En
revanche, la cartographie de la résistance thermique de la troisième couche fournit une informa-
tion quantitative sur la nature du défaut. De plus, contrairement à l’analyse numérique, le défaut
de PTFE apparaît caractérisé. Dans les simulations numériques, seules les propriétés thermiques
ont été utilisées, ainsi la barrière moléculaire induite par ce type de défaut n’était pas simulée.
C’est cette forte résistance de contact qui apparaît caractérisée sur cette cartographie. Une ana-
lyse en composantes principales est proposée en complément, elle fait apparaitre des défauts
involontaires, due à la méthode de fabrication, au sein de l’échantillon. Il est encourageant de
voir que ces mêmes défauts sont présents sur la cartographie de la résistance thermique de la
troisième couche, indiquant que la méthode développée dans ce chapitre permet la caractérisa-
tion de défauts dûs à la méthode de réparation elle-même.
Conclusion et perspectives
Ce chapitre a présenté l’étude et le développement d’un modèle thermique quadripolaire ainsi
que d’une procédure d’estimation paramétrique permettant le diagnostic quantitatif de struc-
tures béton réparées par collage composite. L’estimation paramétrique est effectuée sur chaque
pixel d’une séquence d’images infrarouges acquises par ThIr. Le chapitre introduit la modéli-
sation quadripolaire, les algorithmes d’inversions de la transformée de Laplace, les indicateurs
de validité de l’hypothèse 1D, l’analyse de sensibilité ainsi que les techniques d’estimation pa-
ramétrique.
Á la suite de cette étude, un certain nombre de perspectives peuvent être énoncées. D’un
point de vue implémentation, une version optimisée au sens algorithmique de la procédure
d’estimation permettrait de profiter pleinement des nouvelles capacités de calcul scientifique
disponibles [NVIDIA, 2014, NVIDIA, 2012], et ainsi réduire significativement les temps de
calcul.
L’estimation des cartes de propriétés a montré l’influence de l’état de surface du système sur
les résultats de la procédure d’estimation. Une réflexion sur la manière de prendre en compte
cet état de surface (Condition limite dynamique [Carslaw. et Jaeger, 1959], estimation de flux,
prise en compte de la variation d’émissivité, ajout d’une couche au modèle) doit être menée.
Durant l’étude, des matériaux tels que l’eau et l’air ont montré des comportements parti-
culiers. Bien que l’effusivité soit le paramètre permettant d’analyser l’évolution de l’équation
de la chaleur en multi-couches, ces matériaux font apparaitre des sauts de capacité thermique
massique et/ou de conductivité. Ces sauts sont visibles sur les abaques d’ingénierie des maté-
riaux [Ashby, 2004] (annexe IV, figure 26). L’analyse doit alors se baser sur le couple effusivité
et diffusivité définissant l’inertie thermique du matériau. Ces observations pourraient s’avérer
utiles pour la caractérisation de défauts non solides.
Enfin la procédure d’estimation basée sur une modélisation unidimensionnelle certes ap-
plicable indépendamment sur chaque pixel de la mesure, pose néanmoins problème pour la
caractérisation de matériaux à ratios d’effusivité faibles ou unitaires. Pour cela une étude uti-
lisant une modélisation multidimensionnelle analytique [Maillet et al., 1996, Bendada et al.,
1998, Maranzana et al., 2002, Fudym et al., 2004] ou numérique [Brouns et al., 2014] serait à
conduire en complément de la présente étude.
Le chapitre suivant traite de l’approche multidimensionnelle pour la caractérisation de multi-
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couches épais. Afin de rester flexible vis-à-vis du nombre de couches, l’étude est basée sur le
développement d’une procédure d’estimation de paramètres spatiaux à l’aide de la méthode de
l’état adjoint [Lions, 1968].

3
Estimation de champs de propriétés
Ce chapitre présente le développement d’une méthode d’estimation de champs de propriétés
spatiales. Ces travaux sont issus d’une collaboration entre la thèse ici présente et la thèse de
Jordan Brouns [Brouns et al., 2014, Brouns, 2014]. Le chapitre 2 a présenté une méthode d’es-
timation basée sur une modélisation thermique unidimensionnelle, l’analyse avait alors montré
les limites de la méthode pour l’estimation des matériaux à ratios d’effusivité faibles et unitaires.
Dans ce chapitre une méthode bidimensionnelle basée sur un modèle aux éléments finis est dé-
veloppée. L’étude analyse le comportement de la procédure vis-à-vis des ratios d’effusivité. La
reconstruction du volume défectueux est aussi analysée.
3.1 Description de l’étude et modélisation
Le domaine d’étude Ω décrit un cube de 100 mm de côté, appelé matrice, cf figure 3.1, pré-
sentant un défaut cylindrique ∆ en son sein. Situé à 5mm sous la surface ΓIR, ∆ présente un
diamètre de 5cm pour une épaisseur de 5mm. Le défaut possède des caractéristiques thermiques
différentes de celles de la matrice. L’objet d’étude est thermiquement excité par un flux ϕ0 sur
ΓIR une des faces du cube. Les données sont obtenues en émulant l’acquisition de données par
caméra infrarouge sur la face excitée ΓIR afin de déterminer la température de surface.
Pour simplifier l’analyse, l’hypothèse de symétrie 2D/3D est émise, figure 3.2. Par souci de
simplicité, et lorsqu’il n’y a pas d’ambiguïté, les notations Ω et ∆ sont aussi utilisées pour le
cas 2D.
Une densité de flux ϕ0 = 1000 W.m−2 est appliquée durant un temps tc = 450 s sur la
frontière ΓIR, tandis que le temps total d’observation vaut ta = 1000 s. La frontière restante est
notée Γ0 = ∂Ω \ΓIR et soumise à une condition de flux nul. L’évolution de la température T est
modélisée à l’aide de l’équation aux dérivées partielles 3.1, avec ρc la capacité thermique, k la
conductivité, T 0 le champ initial de température dans le domaine, et 1t6tc la fonction indicatrice
de {t 6 tc}.
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FIGURE 3.1 – Objet d’étude 3D
FIGURE 3.2 – Détails de la symétrie
2D

ρc
∂T
∂t
−∇ · (k∇T ) = 0 t ∈ [0; ta], x ∈ Ω
k∇T · n = ϕ01t6tc t ∈ [0; ta], x ∈ ΓIR
k∇T · n = 0 t ∈ [0; ta], x ∈ Γ0
T (x; 0) = T 0(x) x ∈ Ω
(3.1)
Le tableau 3.1 recense les propriétés thermiques de la matrice ainsi que des différents défauts
étudiés. Le paramètre b est l’effusivité, et bm/b est le ratio d’effusivité entre la matrice et le
défaut considéré.
Matériaux k ρc b bm/b
W.m-1.K-1 J.m-3.K-1 W.s1/2.m-2.K-1
Matrice 0,2 1464000 542,5 1
Liège 0,039 216000 91,8 5,91
Bois 0,15 1140000 431,5 1,31
Acier 15,1 3866400 7640,9 0,07
TABLE 3.1 – Propriétés utilisées dans l’étude
Le modèle direct 3.1 est résolu, ici, par la méthode des éléments finis [Ciarlet, 2006,Nikish-
kov, 2010]. La résolution s’effectue à l’aide du solveur d’éléments finis P1 pdetool disponible
sous MATLAB ®R2011b sur un maillage triangle T h, figure 3.3, constitué de 19968 éléments.
L’approximation de l’opérateur différentiel temporel est effectuée par un schéma d’Euler impli-
cite à pas constant ∆t = 5 s.
Les figures 3.5 et 3.6 présentent, pour un défaut de bois au sein de la matrice, l’état du sys-
tème en fin de chauffe t = 450 s et en fin de période d’observation t = 1000 s, respectivement.
Dans les simulations, une température initiale de 20°C est appliquée sur tout le domaine. La fi-
gure 3.4 présente les thermogrammes en un point au dessus du défaut (au milieu de l’arête ΓIR)
pour chaque type de défaut, et pour le cas sans défaut. À l’image du chapitre 2 une corrélation
entre la température maximale de chaque thermogramme et le ratio d’effusivité des matériaux
est observable.
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FIGURE 3.3 – Maillage utilisé FIGURE 3.4 – Thermogrammes de surface
FIGURE 3.5 – État du système à
tc = 450 s
FIGURE 3.6 – État du système à
ta = 1000 s
3.2 Formulation du problème inverse
La reconstruction de paramètres est un problème inverse dans lequel l’objectif est d’identifier les
paramètres d’un modèle à l’origine d’observations (cf section 2.5). L’estimation de conductivité
thermique a fait l’objet de nombreux travaux de recherche, notamment dans le cas discontinu,
[Lamm, 1987, Banks et Kunisch, 1989, Gutman, 1990, Keung et Zou, 1998b, Keung et Zou,
1998a, Luce et Perez, 1999, Coles et Murio, 2001, Tber et Talibi, 2007]
L’objectif à terme est d’utiliser des mesures de température de surface acquises par ThIr,
dans cette étude les mesures non bruitées sont générées par le modèle. La durée d’observation
est notée ta = 1000 s. Soit U l’espace des inconnues, [Briane et Pagès, 2006] :
U =
(
L∞+ (Ω)
)2
, L∞+ (Ω) = f ∈ L∞(Ω), f > 0 p.p. (3.2)
Les inconnues s’écrivent alors P = (k, ρc) ∈ U . La notation T est surchargée par T (u) la
solution du modèle 3.1 avec les paramètres P . De plus, M(x; t) représente les mesures aux
temps t des températures de surface en x ∈ ΓIR, et M est l’espace des mesures :
M = L2(ΓIR;L
2(0; ta)), ‖f‖2M =
∫ ta
0
∫
ΓIR
f 2(x; t) dσdt (3.3)
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avec dσ la mesure de frontière sur ∂Ω.
L’étude porte sur la caractérisation de la zone défectueuse par reconstruction des champs de
conductivité et de capacité thermiques P = Jk, ρcK ∈ U à partir de la mesure des températures
de surface, générées numériquement, sur la frontière ΓIR. Conformément à la procédure de
Tikhonov [Tikhonov, 1963] (cf section 2.5), la fonctionnelleF est introduite équation 3.4. Notez
qu’à la différence de l’équation 2.42, l’équation 3.4 fait apparaitre un facteur 1
2
afin de simplifier
l’expression de son gradient F ′u.
F (P ) = 1
2
‖T (P )−M‖2M +
γ
2
‖P − P 0‖2R (3.4)
avec γ le paramètre de régularisation de Tikhonov, P 0 une ébauche des paramètres inconnus
définis par les propriétés de la matrice, etR = (L2(Ω))2 l’espace de régularisation. Le premier
terme de cette fonctionnelle est le terme de fidélité et mesure l’écart entre les données et la
réponse du modèle aux paramètres p, tandis que le dernier est le terme de régularisation qui
rend le problème bien posé au sens de Hadamard, [Hadamard, 1902,Beck et Arnold, 1977]. Le
problème inverse consiste alors à trouver P ∈ U tel que :
P = argmin
v∈U
F(v) (3.5)
Le nombre de pas de temps est ici inférieur au nombres de paramètres estimés, taille de P
égale 2× 19968.
3.3 Méthode de résolution
Le modèle 3.1 est non linéaire par rapport aux inconnues. Pour résoudre ce problème l’algorithme
Levenberg-Marquardt est utilisé (cf section 2.5). Il s’agit d’un algorithme itératif qui permet de
minimiser une fonctionnelle définie sur un modèle non linéaire, [Moré, 1977] (cf section 2.5).
Cet algorithme consiste à résoudre un problème inverse linéaire défini sur la différentielle du
modèle direct.
Soit δP ∈ U une petite variation des paramètres recherchés, l’approximation consiste à
écrire :
T (P + δP ) ' T (P ) + δT (P )δP (3.6)
avec δT (P )δP la dérivée de Gâteaux de T en P dans la direction δP [Saint Raymond, 2007],
solution du modèle linéaire tangent autour de P décrit par :
ρc
∂δT
∂t
−∇ · (k∇δT ) = −δρc∂T
∂t
+∇ · (δk∇T ) t ∈ [0; ta], x ∈ Ω
k∇δT · n = −δk∇T · n t ∈ [0; ta], x ∈ ∂Ω
δT (x; 0) = 0 x ∈ Ω
(3.7)
En chaque point de linéarisation u, une nouvelle fonctionnelle est introduite :
F̄P (δP ) =
1
2
‖T (P ) + δT (P )δP −M‖2M +
γ
2
‖P + δP − P 0‖2R +
µ
2
‖δP‖2R (3.8)
avec P 0 le paramètre a priori et µ le paramètre d’amortissement* de Marquardt, qui permet
de définir un voisinage de confiance, [Nielsen, 1999, Hanke, 2010]. La solution s’obtient non
*En anglais, damping parameter
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plus en cherchant le paramètre P optimal, mais plutôt l’accroissement local δP optimal qui
permettra de calculer la linéarisation à l’itération suivante P + δP .
La minimisation de la fonctionnelle 3.8 est bien définie puisque F̄P est strictement convexe
et coercive [Ekeland et Témam, 1999]. D’après l’équation d’Euler, le minimum est caractérisé
par :
δP = argmin
δv∈U
F̄P (δv)⇐⇒ F̄ ′P (δP ) = 0 (3.9)
avec F̄ ′P (δP ) ∈ U ′ la différentielle de F̄P en (δP ) définie par :
F̄P (δP + δP̄ ) = F̄P (δP ) + F̄ ′P (δP )δP̄ + o
(
‖δP̄‖U
)
(3.10)
où l’opérateur o (.) est la notation de Landau, ce terme contient les dérivées d’ordre supérieur.
Pour résoudre le problème 3.9, la méthode du gradient conjugué est utilisée. Cette méthode
itérative, développée en 1950 par Cornelius Lanczos et Magnus Hestenes [Hestenes, 1951],
permet de minimiser la fonctionnelle d’un système linéaire, la convergence est assurée en un
nombre d’itérations au plus égal au nombre d’inconnues du problème. Afin de minimiser le sys-
tème linéaire il est nécessaire de calculer la différentielle de la fonctionnelle présentée équation
3.8. Pour cela, la méthode de l’état adjoint est développée. Cette méthode, issue de la théorie
du contrôle optimal, propose une expression exacte de la différentielle F̄ ′P (δP ). Introduite par
Jacques Louis Lions en 1968 [Lions, 1968], la méthode de l’état adjoint devient intéressante dès
que le nombre d’inconnues est important [Chavent, 2009]. Contrairement aux méthodes de type
différences finies (cf Section 2.5), elle calcule le gradient en ne résolvant que trois modèles, le
modèle direct, équation 3.1, le linéaire tangent, équation 3.7 et l’adjoint, équation 3.11.
L’opérateur adjoint δT ∗ de δT est introduit [Brezis, 2008]. Cet opérateur est solution du
problème adjoint défini par :
−ρc∂δT
∗
∂t
−∇ · (k∇δT ∗) = 0 t ∈ [0; ta], x ∈ Ω
k∇δT ∗ · n = T + δT −M t ∈ [0; ta], x ∈ ΓIR
k∇δT ∗ · n = 0 t ∈ [0; ta], x ∈ Γ0
δT ∗(x; ta) = 0 x ∈ Ω
(3.11)
Soit δP̄ = (δk̄, δρ̄c) ∈ U une petite perturbation de δP . La théorie du contrôle optimal
permet d’obtenir la différentielle de F̄ ′P (δP ) en calculant :
F̄ ′P (δP )δP̄ =−
∫ ta
0
∫
Ω
δk̄∇T · ∇δT ∗ dxdt+ γ
∫
Ω
δk̄
(
k + δk − k0
)
+ µ
∫
Ω
δk̄ δk
−
∫ ta
0
∫
Ω
δρ̄c
∂T
∂t
δT ∗ dxdt+ γ
∫
Ω
δρ̄c
(
ρc+ δρc− ρc0
)
+ µ
∫
Ω
δρ̄c δρc
(3.12)
Les états thermiques directs T et adjoint du linéarisé δT sont calculés à l’aide d’un solveur
d’éléments finis P1 (cf section 3.1). Cela signifie que les gradients en espace apparaissant dans
le premier terme du membre de droite de l’équation 3.12 sont constants sur chaque triangle. Afin
de réduire les éventuelles erreurs numériques, c’est sur cette propriété qu’est basée l’estimation
des paramètres k et ρc comme des éléments de P0pm(T h) (ie constants par élément), c-à-d des
fonctions discontinues :
kh(x) =
Nt∑
i=1
ki1Ti(x) , ρc
h(x) =
Nt∑
i=1
ρci1Ti(x) (3.13)
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avec T h = {Ti}i la triangulation du domaine, Nt le nombre de triangles et Ti l’aire du triangle,
h signifie que les paramètres sont discrétisés. Les paramètres k0, ρc0, δk, δρc, δk̄ et δρ̄c se
décomposent de la même manière. Ceci permet d’écrire la différentielle F̄ ′u comme suit, ∀i ∈
J1;NtK :
F̄ ′P (δP )δk̄i = δk̄i|Ti|
[
−
∫ ta
0
(∇T · ∇δT ∗)i dt+ γ(ki + δki − k
0
i ) + µδki
]
(3.14)
F̄ ′P (δP )δρ̄ci = δρ̄ci
[
−
∫ ta
0
∫
Ti
∂T
∂t
δT ∗dxdt+γ|Ti|(ρci+δρci−ρc0i )+µ|Ti|δρci
]
(3.15)
Le système est résolut en environ une heure pour 15 itérations de Levenberg-Marquardt
comportant 20 itérations de gradient conjugué.
3.4 Résultats
La méthode de résolution consiste à chercher des paramètres constants par élément du maillage.
Dans ce contexte, les méthodes des moindres carrées présentent deux inconvénients majeurs :
elles lissent les discontinuités, et des oscillations de Gibbs apparaissent aux voisinages des dis-
continuités, [Kunisch, 1988, Chavent, 2009]. Les champs de propriétés reconstruits possèdent
donc une forme semblable à celle présentée dans la figure 3.7. Pour statuer sur l’appartenance
d’un triangle au défaut, un seuil est défini. Pour cela, les oscillations de Gibbs (localisations et
amplitudes) sont caractérisées de part et d’autre du défaut, bien entendu sans aucune informa-
tion a priori sur le défaut, puis tous les points dont l’amplitude dépasse celle des oscillations
de Gibbs sont sélectionnés, figure 3.7. Cette définition du seuil d’appartenance au défaut est
indépendante du maillage, du type de défaut, et de la localisation de ce dernier. Puisque deux
champs de propriétés thermophysiques sont reconstruis, k et ρc, l’application du seuil sur cha-
cune des propriétés donne deux aires (différentes) reconstruites. Ensuite la reconstruction de
l’aire du défaut est effectuée en choisissant l’intersection de ces deux aires.
FIGURE 3.7 – Illustration du profil type des champs de propriétés
reconstruits. En ligne continue noire, une vue en coupe du champ
cible ; en pointillés bleus, une vue en coupe du champ reconstruit avec
l’oscillation de Gibbs encerclée.
L’expérience montre que la méthode de résolution 3.13 génère de fortes instabilités nu-
mériques pour les défauts de liège et d’acier, figure 3.8, dont les ratios d’effusivité sont non
3.4. RÉSULTATS 91
unitaires. Le problème vient principalement du calcul de la différentielle de la fonctionnelle
présentée équations 3.14-3.15.
FIGURE 3.8 – Instabilités numériques sur les matériaux à ratios non
unitaires - ici la conductivité du liège
En revanche les résultats d’estimation sur le bois sont analysables, la proximité des pro-
priétés du bois et de la matrice diminuant les instabilités numériques. Les figures 3.9 et 3.10
présentent les champs reconstruits.
FIGURE 3.9 – Champ de
conductivité k reconstruit pour le
défaut de bois.
FIGURE 3.10 – Champ de
capacité ρc reconstruit pour le
défaut de bois.
Les résultats sont analysés suivant deux critères : la reconstruction de l’aire du défaut, et des
paramètres physiques de celui-ci. La figure 3.11 présente la reconstruction de l’aire du défaut
de bois. L’ensemble des résultats en cm2 sont résumés dans le tableau 3.2.
Les tableaux 3.3 et 3.4 analysent les résultats de l’identification de la conductivité et de la
capacité du défaut. Le paramètre E% représente l’erreur relative moyenne en pourcentage de
la reconstruction, tandis que σ% est l’écart-type spatial indiquant la dispersion au sein de l’aire
défectueuse reconstruite, il est reporté sur l’erreur relative.
Remarquez dans le tableau 3.2 que l’aire cible est faible vis-à-vis des caractéristiques du
défaut présenté en introduction du chapitre. Cette différence s’explique par la discrétisation des
éléments finis. Cette méthode surestime l’aire défectueuse de près de 50%, figure 3.11 et tableau
3.2. Cette forte erreur relative est à mettre en perspective avec l’échelle du défaut, la figure 3.11
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FIGURE 3.11 – Aire reconstruite pour le défaut de bois. En noir, la
zone défectueuse correctement identifiée ; en rouge, la zone identifiée à
tort comme étant défectueuse.
Défaut Aire E%
m2
Cible 2,178.10−4 -
Bois 3,216.10−4 47,7
TABLE 3.2 – Résultats de la reconstruction de l’aire de la zone
défectueuse pour le défaut de bois. Le paramètre E% représente
l’erreur relative en pourcentage.
Défaut cible k E
k
% σ
k
%
W.m-1.K-1 W.m-1.K-1
Bois 0,15 0,178 18,7 4,5
TABLE 3.3 – Résultats de
l’identification de la
conductivité du défaut de bois.
Défaut cible ρc E
ρc
% σ
ρc
%
J.m-3.K-1 J.m-3.K-1
Bois 1,1400.106 1,1405.106 0 8,6
TABLE 3.4 – Résultats de
l’identification de la capacité du
défaut de bois.
montre que l’erreur d’estimation est répartie équitablement autour du défaut avec une légère
proéminence à l’arrière de celui-ci, le défaut est bien localisé et la profondeur est respectée. La
conductivité thermique k est identifiée avec une erreur relative moyenne de 18,7%, mais avec
une très faible dispersion spatiale. L’autre paramètre ρc est identifié avec une erreur relative
quasiment nulle, et un écart-type spatial inférieur à 10%. Bien que la zone défectueuse soit
surévaluée, les résultats permettent de conclure sur la nature du défaut interne. Dans la suite de
l’analyse, une méthode alternative est proposée. En effet il est intéressant de développer une
méthode moins sensible aux instabilités numériques.
La section suivante introduit une méthode adaptée à la caractérisation des fonctions conti-
nues, moins à même à caractériser les changements brusques de propriétés, elle présente la
particularité de diminuer les instabilités numériques et permet l’analyse des défauts présentant
des ratios d’effusivité non unitaire
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3.5 Méthode alternative
Les résultats précédents ont fait apparaitre de fortes instabilités numériques pour les défauts pré-
sentant un ratio d’effusivité non unitaire. Bien que les nappes de propriétés à estimer ne soient
discontinues, il apparaît utile dans le cadre de l’étude de développer une méthode alternative
basée sur l’estimation de propriétés continues, permettant ainsi l’amortissement des instabilités
numériques.
Le problème numérique constaté lors de l’identification de défauts présentant un ratio d’ef-
fusivité éloigné de l’unité apparaît lors du calcul de la différentielle de la fonctionnelle. Soit
δP̄ = (δk̄, δρ̄c) ∈ U une petite perturbation de δP , la différentielle de F̄ ′P (δP ) s’obtient en
calculant :
F̄ ′P (δP )δP̄ =−
∫ ta
0
∫
Ω
δk̄∇T · ∇δT ∗ dxdt+ γ
∫
Ω
δk̄
(
k + δk − k0
)
+ µ
∫
Ω
δk̄ δk
−
∫ ta
0
∫
Ω
δρ̄c
∂T
∂t
δT ∗ dxdt+ γ
∫
Ω
δρ̄c
(
ρc+ δρc− ρc0
)
+ µ
∫
Ω
δρ̄c δρc
(3.16)
À l’inverse de l’étude précédente, ici, les paramètres reconstruits sont supposés continus et
linéaires sur chaque élément (ie appartenant àP1pm(T h)). Pour cela, les inconnues sont projetées
sur le sous-espace des éléments finis utilisé lors du calcul direct :
kh(x) =
N∑
i=1
k′iψi(x) , ρc
h(x) =
N∑
i=1
ρc′iψi(x) (3.17)
avec {ψi}i les fonctions de base des éléments finis, etN la dimension du sous-espace (ie nombre
de points). Les paramètres k0, ρc0, δk, δρc, δk̄ et δρ̄c se décomposent de la même manière. Ce
qui permet d’écrire la différentielle F̄ ′P ∀i ∈ J1;NK :
F̄ ′P (δP )δk̄′i = δk̄′i
[
−
∫ ta
0
∫
Ω
ψi∇T·∇δT ∗+
N∑
j=1
(
γ(k′j + δk
′
j − k
′0
j ) + µδk
′
j
)∫
Ω
ψiψj
]
(3.18)
F̄ ′P (δP )δρ̄c′i = δρ̄c′i
[
−
∫ ta
0
∫
Ω
ψi
∂T
∂t
δT ∗+
N∑
j=1
(
γ(ρc′j + δρc
′
j − ρc
′0
j ) + µδρc
′
j
)∫
Ω
ψiψj
]
(3.19)
Comme expliqué précédemment, cette méthode a été développée pour l’estimation de champs
de propriété continus et linéaire par éléments. Elle nécessite d’effectuer un produit scalaire† en
chaque point du maillage. Le maillage choisi pour l’étude est donc plus grossier pour diminuer
les temps de calcul (8 heures pour un défaut avec le nouveaux maillage pour 15 itérations de
Levenberg-Marquardt comportant 20 itérations de gradient conjugué).
3.6 Résultats avec la méthode alternative
La méthode alternative, décrite en section 3.5, fonctionne avec les trois types de défaut consi-
dérés, cf tableau 3.1. La figure 3.12 présente les résultats de la reconstruction des champs de
propriétés pour les différents types de défaut.
†ie un calcul du type vTMv avec v un vecteur et M une matrice.
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FIGURE 3.12 – Champs de propriétés thermophysiques reconstruits : à
gauche la conductivité thermique, à droite la capacité thermique. En
haut, défaut de liège ; au milieu, défaut de bois ; en bas, défaut d’acier.
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Les résultats sont analysés à l’aide du seuil défini figure 3.7, permettant de déterminer si un
point appartient au défaut. Les zones défectueuses reconstruites sont présentées figure 3.13 et
les aires estimées sont reportées dans le tableau 3.5.
FIGURE 3.13 – Comparaison des zones défectueuses reconstruites
pour les différents types de défaut, avec zoom au voisinage du défaut.
En noir, la zone défectueuse correctement identifiée ; en bleu, la zone
cible non identifiée ; en rouge, la zone identifiée à tort comme étant
défectueuse.
Défaut Aire E%
Cible 3,084.10−4 -
Liège 4,946.10−4 60,4
Bois 3,844.10−4 24,6
Acier 4,370.10−4 41,7
TABLE 3.5 – Résultats de la reconstruction de l’aire de la zone
défectueuse pour le défaut de bois. Le paramètre E% représente
l’erreur relative en pourcentage.
À l’image du chapitre 2, l’erreur relative sur l’aire estimée apparaît répartie autour du ratio
d’effusivité du défaut. En revanche à l’inverse des observations du chapitre 2, l’acier présente
une erreur relative plus faible que le liège. En d’autres termes il apparaît que la méthode propo-
sée présente de meilleurs résultats pour les ratios unitaires et est moins résolue pour les ratios
non unitaires. Encore une fois il convient de mettre en perspective l’erreur relative et sa ré-
partition avec l’ordre de grandeur du volume cible. Même si l’acier présente une erreur plus
faible que le liège il apparaît sur la figure 3.13 qu’elle est répartie sur la face avant du défaut,
faussant ainsi sa localisation. L’aire estimée du bois apparaît quant à elle plus fidèle avec cette
nouvelle méthode d’estimation qu’avec celle présentée section 3.3. Si la redéfinition de la mé-
thode a permis l’amortissement des instabilités numérique, la définition du seuil de détection et
le changement de maillage peuvent expliquer le changement dans le calcul de l’aire.
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Afin de déterminer si la méthode est capable d’identifier le type du défaut, les tableaux 3.6
et 3.7 présentent les résultats de l’identification paramétrique. Le paramètre E% calcule l’erreur
moyenne en pourcentage de la reconstruction, tandis que σ% calcule l’écart-type spatial relatif
en pourcentage représentatif de la dispersion au sein de l’aire défectueuse reconstruite.
Défaut cible k E
k
% σ
k
%
W.m-1.K-1 W.m-1.K-1
Liège 0,039 0,084 114 32,7
Bois 0,15 0,164 9,6 7,6
Acier 15,1 0,460 97 0,8
TABLE 3.6 – Résultats de l’identification
de la conductivité pour les différents types
de défaut.
Défaut cible ρc E
ρc
% σ
ρc
%
J.m-3.K-1 J.m-3.K-1
Liège 2,1600.105 6,1205.105 183,4 46,4
Bois 1,1400.106 1,2340.106 8,8 6,2
Acier 3,8664.106 3,5038.106 9,4 21,5
TABLE 3.7 – Résultats de l’identification de la
capacité pour les différents types de défaut.
Il est intéressant de remarquer que la conductivité thermique estimée du bois apparaît mieux
résolue avec cette nouvelle méthode (voir tableau 3.3), malgré un écart type spatial légèrement
plus élevé. Comme pour le volume (à partir duquel les erreurs sont calculées) l’erreur relative
sur la conductivité augmente grandement lorsque le ratio des effusivité n’est pas unitaire. Pour
le liège la forte erreur relative sur la conductivité est là aussi à mettre en perspective avec la
valeur cible, en effet contrairement à l’acier l’ordre de grandeur est respecté. Il est intéressant
de remarquer l’effet de l’initialisation de l’algorithme (et donc de la régularisation). La conduc-
tivité de l’acier étant très éloignée de la valeur initiale, tableau 3.1, la procédure d’estimation
s’arrête avant d’arriver à la valeur recherchée, il en est de même pour la capacité thermique
massique estimée pour le liège. De plus, la méthode est à même de caractériser des fonctions
continues, ainsi des propriétés thermophysiques du défaut fortement éloignées de celles de la
matrice apparaissent plus difficiles à caractériser.
Cette section a présenté les résultats d’une méthode alternative d’estimation. La méthode
permet, dans le cadre du bois, d’obtenir de meilleures estimations, aussi bien pour l’aire que
pour les paramètres thermophysiques. L’étude a analysé le comportement de la procédure d’es-
timation en fonction des paramètres physiques de l’échantillon simulé. Il reste maintenant à
étudier dans un cas favorable (le bois), le comportement de la procédure vis-à-vis de la distri-
bution spatiale du défaut, en d’autre terme sa forme.
3.7 Étude sur d’autres formes de défaut
Cette section étudie le comportement de la méthode d’estimation en présence de défauts de
formes variées à aire constante 2.5 × 10−4 cm2, figure 3.14. En plus du rectangle déjà testé
l’étude est appliquée sur une ellipse, un triangle entrant et un triangle sortant, ces défauts sont
représentatif de délaminations et fissures proches de la surface. L’analyse est axée autour d’un
défaut de bois, dont le ratio d’effusivité est proche de l’unité, tableau 3.1. La figure 3.14 présente
les formes des défauts considérés projetées sur le maillage de l’étude précédente.
Après application de la méthode d’estimation, les champs de propriétés thermophysiques
reconstruits sont présentés dans la figure 3.15. Des oscillations de Gibbs plus importantes sont
observées sur les champs reconstruits des défauts non rectangulaires. Ces mêmes défauts ont
la particularité d’être plus épais, un manque d’information dans la mesure pourrait expliquer
la présence de ces oscillations, ce qui amène à postuler que le choix du temps de chauffe,
tc = 450 s, apparaît ici déterminant dans la résolution de la méthode. De plus, il est intéressant
de remarquer que les défauts ne présentant pas de surfaces (orientées vers ΓIR) rectilignes ou
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FIGURE 3.14 – Les différentes formes de défaut étudiées, zoom au
voisinage du défaut.
du moins assez larges génèrent plus d’oscillations ; observables sur l’ensemble des défauts c’est
particulièrement le cas pour le triangle sortant. À l’aide de la figure 3.15 il est alors possible
d’indiquer qu’en plus de l’épaisseur et la largeur, l’angle d’attaque du défaut est déterminant
pour la résolution spatiale de la méthode.
Les données reconstruites sont ensuite traitées indépendamment à l’aide du seuil défini sec-
tion 3.4. La figure 3.16 présente les résultats de la procédure de détermination de l’aire défec-
tueuse, avec en noir l’aire effectivement reconstruite, en rouge l’aire surestimée et en bleu l’aire
non reconstruite. Les premières observations indiquant que pour les matériaux non rectangu-
laires, et donc plus épais, le temps de chauffe n’était pas suffisant semblent se confirmer ici,
seuls les défauts non rectangulaires présentent des aires sous-estimées. Bien que des oscilla-
tions de Gibbs aient été remarquées pour les défauts non rectangulaires, elles n’affectent pas la
détermination du volume défectueux. En revanche, l’effet du bord d’attaque, déjà observé sur
les champs reconstruits figure 3.15, apparaît encore sur le triangle à pointe sortante. Plus que le
bord d’attaque ce sont les différents angles des défauts qui apparaissent problématiques, en effet
outre l’effet de la disposition des éléments (étudiés section 3.4), la surestimation de la zone dé-
fectueuse semble se concentrer autour des angles aigus de chaque échantillon, et ce, pour toutes
les formes à l’exception de l’ellipse. Cette derrière observation laisse entrevoir la présence au
sein de la méthode d’un bulbe minimal d’estimation dépendant de la résolution du maillage et
des angles présentés par le défaut. Ces observations devront être mises en perspectives avec
l’influence du temps de chauffe sur la résolution spatiale de la méthode.
Le tableau 3.8, présente les aires reconstruites en cm2 . Tout comme pour les résultats pré-
cédents, dus à la résolution du maillage les aires cible sont légèrement différentes des aires
théoriques simulées, c’est d’autant plus vrai pour l’ellipse.
Premièrement, il convient d’analyser les résultats présentés figure 3.8 conjointement avec la
figure 3.16. Ainsi, le triangle à pointe entrante présente une faible erreur relative sur l’estima-
tion de l’aire, de par sa géométrie la compensation entre l’aire surestimée et l’aire sous-estimée
explique ces bons résultats. À l’inverse l’ellipse présente une géométrie bien reconstruite à
l’exception de sa face arrière, le manque d’informations fait alors apparaitre une forte erreur
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FIGURE 3.15 – Champs de propriétés thermophysiques reconstruits : à
gauche la conductivité thermique, à droite la capacité thermique. De
haut en bas, pour un défaut de forme rectangulaire, elliptique,
triangulaire entrant, triangulaire sortant.
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FIGURE 3.16 – Résultats de la reconstruction de la zone défectueuse
du défaut de bois pour les différentes formes de défaut. En noir, la zone
défectueuse correctement identifiée ; en bleu, la zone cible non
identifiée ; en rouge, la zone identifiée à tort comme étant défectueuse.
Forme du défaut Aire cible Aire reconstruite E%
Rectangle 3,084.10−4 3,844.10−4 24,6
Ellipse 3,670.10−4 2,643.10−4 30
Triangle entrant 3,005.10−4 3,181.10−4 5,9
Triangle sortant 3,067.10−4 1,330.10−4 56,6
TABLE 3.8 – Résultats de la reconstruction de l’aire de la zone
défectueuse du défaut de bois pour différentes formes de défaut. Le
paramètre E% représente l’erreur relative en pourcentage.
relative, mais à l’image du défaut rectangulaire la répartition de cette erreur relative n’influe pas
sur sa localisation ainsi que sur la reconstruction de sa géométrie. Ces différents résultats sont
difficilement analysables, les défauts non rectangulaires présentant une reconstruction de leur
répartition spatiale sous-estimée, ici encore le temps de chauffe choisi apparaît mal dimension-
née et une étude paramétrique sur la forme, l’aire et le temps de chauffe apparaît ici justifiée.
Les tableaux 3.9 et 3.10 présentent les résultats de l’estimation paramétrique. Tout comme
pour l’étude précédente l’estimation des propriétés thermophysiques du bois présente une faible
erreur relative. Il est intéressant de remarquer que la sous-estimation de l’aire défectueuse
amène une erreur relative plus faible. Il en va de même pour l’écart type spatial, à l’excep-
tion de l’ellipse. La méthode reconstruisant une nappe de propriétés continues et la localisation
fine de la frontière du défaut elliptique impliquent une augmentation de l’écart type spatial.
Pour résumer, pour les défauts présentant des angles d’attaques favorables, la sous-estimation
de l’aire défectueuse est bénéfique à l’estimation paramétrique si et seulement si le défaut est
bien localisé.
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Forme cible k E
k
% σ
k
%
Rectangle 0,15 0,1644 9,6 7,7
Ellipse 0,15 0,1525 1,7 9
Tri. entrant 0,15 0,1618 7,8 9,7
Tri. sortant 0,15 0,1553 3,5 6
TABLE 3.9 – Résultats de
l’identification de la
conductivité du défaut de bois
pour les différentes formes de
défaut.
Forme cible ρc E
ρc
% σ
ρc
%
Rectangle 1,140.106 1,240.106 8,8 6,2
Ellipse 1,140.106 1,198.106 5,1 6,5
Tri. entrant 1,140.106 1,232.106 8 5,6
Tri. sortant 1,140.106 1,216.106 6,7 4,2
TABLE 3.10 – Résultats de
l’identification de la capacité
thermique massique du défaut de bois
pour les différentes formes de défaut.
3.8 Synthèse
Résumé et principaux résultats
Ce chapitre a présenté le développement d’une méthode d’estimation de nappe de propriétés
spatiales. Le modèle direct aux éléments finis est présenté puis une procédure d’estimation est
analysée et détaillée. Après constatation d’une forte erreur numérique, la procédure d’estima-
tion est redéfinie et permet la caractérisation du volume et des propriétés thermophysiques des
défauts présentant un ratio unitaire. Enfin, la procédure est appliquée à une analyse paramé-
trique étudiant l’impact de la forme du défaut.
Synthèse des différentes sections
La section 3.1 présente le modèle direct utilisé. Résolut par éléments finis il permet la modélisa-
tion d’une matrice bidimensionnelle contenant un défaut rectangulaire, la résolution du modèle
pour un maillage donné est présentée. L’analyse des thermogrammes de surface met en lumière
l’impact du ratio d’effusivité du défaut sur la mesure. La section 3.2 introduit la modélisation
inverse permettant le développement d’une procédure d’estimation paramétrique.
La section 3.3 détaille une première méthode de résolution du problème inverse. La procé-
dure d’estimation est basée sur l’algorithme de Levenberg-Marquardt, le gradient de la fonc-
tionnelle linéarisée est calculé à l’aide de l’état adjoint du modèle direct. La minimisation à
proprement dit est elle assurée par l’algorithme du gradient conjugué. Cette méthode de réso-
lution s’attache à reconstruire des nappes de propriétés spatiales discontinues constantes par
éléments. Les différentes formulations analytiques continues et discrétisées de la fonctionnelle
et de son gradient sont détaillées.
La section 3.4 présente les premiers résultats de la méthode. Il apparaît alors que la méthode
des moindres carrés utilisée présente des oscillations de Gibbs aux abords des frontières du dé-
faut. Un seuil de détection est proposé, défini par rapport à la nappe de propriétés estimées. Il
ne nécessite pas de connaissances a priori et permet la caractérisation du volume défectueux au
sein de la matrice. De plus, de sérieuses instabilités numériques sont observées pour les maté-
riaux à ratios d’effusivité non unitaires. Malgré cela une première analyse sur un défaut de bois
indique que la méthode permet la caractérisation fine des propriétés physiques du défaut malgré
une surestimation de son volume.
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Les conclusions de la première partie de l’étude amènent à la redéfinition de la procé-
dure d’estimation. Présentée section 3.5, cette méthode est dimensionnée pour l’estimation
de propriétés continues linéaires par éléments, moins à même de caractériser les changements
brusques de propriétés, elle présente la particularité de diminuer les instabilités numériques et
permet l’analyse des défauts présentant des ratios d’effusivité non unitaires. Là encore, les dif-
férentes formulations analytiques continues et discrétisées de la fonctionnelle et de son gradient
sont détaillées.
La section 3.6 présente les résultats de cette nouvelle procédure sur l’ensemble des maté-
riaux considérés. L’influence du ratio d’effusivité apparaît sur les résultats d’estimation. Contrai-
rement à l’étude présentée chapitre 2, cette méthode présente de meilleurs résultats pour les
ratios d’effusivité unitaires, ainsi le bois est correctement localisé et caractérisé. Bien que les
autres ratios d’effusivité ne soient pas correctement caractérisés, leurs volumes identifiés res-
pectent l’ordre de grandeur du volume cible. Le volume de défaut est surestimé pour le liège,
mais l’erreur est également répartie ce qui permet sa localisation, en revanche ce n’est pas le
cas pour le défaut d’acier. Les champs de propriétés thermophysiques estimés présentent les
mêmes types de résultats, le bois apparaît bien caractérisé, le liège un peu moins et l’acier ne
l’est pas du tout. La méthode, initialisée à la valeur de la matrice, est à même de caractériser
des fonctions continues, en revanche les champs de propriétés cibles sont discontinus, ainsi des
propriétés thermophysiques du défaut fortement éloignées de celles de la matrice apparaissent
plus difficiles à caractériser. Ce fonctionnement s’explique en partie par le fait que la méthode
est capable d’estimer, dans un ordre de grandeur satisfaisant, le volume défectueux de chaque
défaut, mais caractérise difficilement leurs propriétés thermophysiques si le ratio d’effusivité
n’est pas unitaire.
Enfin la section 3.7 présente une étude paramétrique sur la forme du défaut. Suite aux ob-
servations des sections précédentes, un défaut en bois est choisi pour l’analyse. Les différentes
formes traitées sont, le rectangle, l’ellipse, et le triangle pointe sortante et entrante. L’aire est
constante pour chacune des formes. Des oscillations de Gibbs plus importantes sont observées
sur les champs reconstruits des défauts non rectangulaires. Ces mêmes défauts ont la particula-
rité d’être plus épais, un manque d’information dans la mesure pourrait expliquer la présence
de ces oscillations, ce qui amène à postuler que le choix du temps de chauffe, tc = 450s est
déterminant dans la résolution spatiale de la méthode. De plus, il est intéressant de remarquer
que les défauts ne présentant pas de surfaces rectilignes ou du moins pas assez larges génèrent
plus d’oscillations ; observable sur l’ensemble des défauts c’est particulièrement le cas pour le
triangle sortant. Il est alors possible d’indiquer qu’en plus de l’épaisseur et de la largeur, l’angle
d’attaque du défaut est déterminant pour la résolution spatiale de la méthode. Ainsi, excepté
pour le rectangle, l’aire défectueuse est sous-estimée.
Conclusion et perspectives
À la sortie de l’étude un certain nombre de perspectives apparaissent. Ainsi, une étude plus
poussée doit être réalisée afin d’expliquer la présence d’instabilités numériques sur les résul-
tats de la première méthode. Une réflexion sur l’expression du modèle inverse doit elle aussi
être menée afin d’envisager la caractérisation de fortes disparités au sein de la matrice. Une
large étude paramétrique sur la géométrie, l’aire, le temps de chauffe et les propriétés thermo-
physiques devrait contribuer à mieux cerner la résolution spatiale minimale de la méthode en
fonction du maillage utilisé. Enfin une réflexion sur la méthode de calcul d’une fonctionnelle
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construite à l’aide de mesures infrarouges doit être menée (interpolation, nombre de mailles en
surface fixé par le procédé de mesure etc.)
Suite aux conclusions des chapitres 2 et 3, la section suivante s’intéresse à la notion de
temps de chauffe optimal et propose une discussion sur son impact sur la procédure d’estimation
développée chapitre 2.
4
Conception optimale d’expérience : Sur
l’optimisation du temps de chauffe
Les chapitres 2 et 3 ont posé les bases du transfert de chaleur au sein de systèmes multi-couches
épais. Le chapitre 2 a introduit la modélisation quadripolaire unidimensionnelle et a mené au dé-
veloppement d’une procédure d’estimation des propriétés physiques de systèmes multi-couches
épais. L’étude a néanmoins fait apparaitre des points singuliers dans la méthode (ratio d’effusi-
vité, propagation des incertitudes sur l’estimateur des paramètres, etc..). D’autre part le chapitre
3 a mis en évidence l’importance du temps de chauffe, notamment en présence de système
épais.
Le contrôle non destructif par thermographie infrarouge active nécessite une source de cha-
leur contrôlée afin d’exciter le système diagnostiqué. Traditionnellement (cf. chapitre 1) le
contrôle de la source consiste essentiellement à choisir l’amplitude et l’allure de la fonction
de chauffage par rapport au système étudié, et procéder à des essais de mise au point pour
le choix des durées d’excitation. Ce chapitre propose une méthode permettant d’assister l’ex-
périmentateur dans le dimensionnement de l’excitation thermique et étudie son impact sur la
procédure développée au chapitre 2.
La première section détaille le développement d’un indicateur de chauffe optimale à partir
d’observations réalisées sur les courbes de contraste thermique.
4.1 Observations et formulation de l’indicateur Iph
L’étude développée précédemment dans ce manuscrit a produit des résultats justifiant le choix
d’une excitation créneau pour le diagnostic de multi-couches épais. Dans cette section il s’agit
de développer et d’étudier une méthode permettant le dimensionnement de l’excitation créneau
ainsi que l’amélioration possible des performances de la procédure d’estimation de paramètres.
Ces développements partent d’une réflexion sur l’évolution des systèmes dynamiques. Il est
possible d’émettre l’hypothèse que dans le cas du transfert de chaleur au sein d’un corps, le
contraste thermique est un moyen d’étudier la dynamique d’un défaut. Contrairement aux autres
définitions possibles d’un contraste thermique (running, standard, normalisé) [Maldague, 2001],
le contraste absolu ∆T , ne fait pas apparaitre de ratio et est donc, exprimé en degrés oC ou
Kelvin K. C’est pour cette propriété que l’étude est ici basée sur ce type de calcul :
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∆T = Tsain − Tdef (4.1)
La figure 4.1 présente l’allure de l’évolution du contraste thermique pour un temps de
chauffe tc donné.
(a) (b)
FIGURE 4.1 – (a) Allure du contraste thermique absolu. (b) Allure de
tmax = f (tc)
Les différents temps et valeurs caractéristiques présentés figure 4.1a, ont déjà été étudiés
dans la littérature. Ainsi l’étude aux temps courts (tec) du contraste thermique, appelé early de-
tection ou early contrast, présente une dépendance quadratique à la profondeur du défaut [Kra-
pez et al., 1994], contrairement au temps d’arrivée du contraste maximum tmax dépendant quasi-
linéairement de la profondeur [Plotinkov et Winfree, 2000]. Historiquement la dépendance hy-
perbolique (i.e 1/x3) du temps d’apparition de contraste ta à la profondeur [Cielo et al., 1987]
est la première à avoir été étudiée à la connaissance de l’auteur.
Le comportement de ∆Tmax en fonction de la profondeur d’un défaut a lui aussi été l’objet
d’études [Vavilov et al., 1993]. Plus récemment une étude de ces différents paramètres propose
d’intégrer les effets des transferts thermiques latéraux induits par le défaut dans la définition des
corrélations précédentes [Almond. et Pickering, 2012].
Chacune de ces études a permis le développement de méthodes d’estimation directe de la
profondeur d’un défaut. En revanche la plupart de ces corrélations ne sont valides que pour l’ex-
citation impulsionnelle ou des excitations créneaux courtes et pour un assemblage de matériaux
donné. En effet, si tec de par sa signification apparaît invariant vis-à-vis du temps d’excitation,
ce n’est pas le cas pour le temps d’apparition du contraste maximum, figure 4.1b. Le temps de
chauffe apparaît alors être un paramètre d’importance pour l’optimisation de la procédure de
contrôle. Une étude proposée par [Feuillet et al., 2012] met en lumière l’influence du temps
d’excitation et d’observation dans l’établissement d’une procédure d’estimation de paramètres.
De plus, l’étude proposée chapitre 2 fait apparaitre des systèmes multi-couches épais où l’in-
fluence des couches supérieures ne permet pas d’utiliser les corrélations établies dans la littéra-
ture.
Pour être menée à bien, la procédure d’estimation doit être construite autour d’un modèle
sensible à ses paramètres et appliquée sur des mesures contenant un certain niveau d’informa-
tions sur la nature du défaut recherché. Émettant l’hypothèse que le niveau d’information conte-
nue dans une mesure peut être observé à l’aide du contraste thermique, alors ∆Tmax tout comme
∆T (tec) apparaissent représentatifs de la détectabilité du défaut, d’autre part le comportement
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dynamique induit par la présence d’un défaut doit lui aussi être mesurable, cette notion automa-
ticienne est ici traduite par le calcul du déphasage entre ∆T (tc) et ∆Tmax, tph = tmax − tc. La
figure 4.2a présente l’évolution de ∆Tmax et tph en fonction du temps de chauffe tc.
(a) (b)
FIGURE 4.2 – (a) Évolution de ∆tmax et tph (b) Évolution de Iph
L’analyse de la figure 4.2a a mis en lumière la proportionnalité inverse de la detectabilité
vis-à-vis de la dynamique du système. Ainsi une chauffe courte (impulsion) tend à maximiser
la dynamique du système au détriment de la detectabilité et donc du ratio signal sur bruit, a
contrario une excitation plus longue tend à maximiser la détectabilité au détriment de la dyna-
mique. L’objet de l’étude est ici de dimensionner un indicateur permettant d’établir le meilleur
compromis entre ces deux notions et d’étudier son impact sur la procédure d’estimation de pa-
ramètres. Il est aussi question d’étudier ici le temps où une augmentation du temps de chauffe
n’influe plus significativement sur la mesure et l’estimation [Feuillet et al., 2012]. L’indicateur
proposé est présenté équation 4.2 et son allure est indiquée figure 4.2b.
Iph(tc) = |∆Tmax(tc)| tph(tc) (4.2)
t∗c = max
tc
(Iph(tc)) (4.3)
avec |.| la valeur absolue.
Le calcul de Iph en K.s pour un ensemble de temps de chauffe donné fait alors apparaitre un
maximum, il est alors possible d’émettre l’hypothèse que t∗c défini équation 4.3 permet d’obte-
nir le meilleur compromis entre ∆Tmax et tph. Remarquez sur les figure 4.2a et b qu’une fois
le contraste maximum atteint (max
tc
(∆Tmax (tc))), tmax n’évolue plus, le système apparaît alors
complètement chargé.
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L’étude principale porte sur les systèmes multi-couches épais, à des fins d’analyse le système
est ici simplifié. Il consiste en un matériau monolithique appelé matrice où un défaut peut être
inclus. Le système étudié ainsi que son analogie unidimensionnelle sont présentés figure 4.3.
FIGURE 4.3 – Système étudié et analogie 1D
L’étude est basée, comme précédemment, sur l’évolution de l’indicateur Iph en fonction du
ratio d’effusivité entre la matrice et le défaut considéré. Le tableau 4.1 présente les caractéris-
tiques des défauts analysés. Enfin l’analyse des ratios d’effusivité est complétée avec la base de
matériaux disponibles en annexe IV. Noter que dans un premier temps le système est étudié à
épaisseur et profondeur fixées.
Matériaux k ρ C
bMatrice
b
R e1 = e2
W/m.K kg/m3 J/kg.K W.
√
s/m2.K W/K mm
Matrice 0.2 1200 1220 1 0.01 2
Acier 15.1 8055 480 0.07 1.324e−5 2
Bois 0.15 600 1900 1.31 0.0013 2
Liège 0.039 120 1800 5.91 0.0051 2
Air 0.0242 1.225 1006 99.31 0.0083 2
TABLE 4.1 – Propriétés physiques utilisées
La figure 4.4 présente les valeurs de ∆Tmax, tph et Iph pour chacun des matériaux étudiés
avec tc ∈ [10; 500]. L’évolution de ∆Tmax en fonction du temps de chauffe apparaît suivre une
croissance exponentielle à coefficient négatif. De plus l’évolution de ∆Tmax affiche des temps
d’apparition du contraste maximum inversement proportionnels au ratio d’effusivité, ceci peut
s’apparenter à l’effet de puits induit par la présence d’un défaut à forte capacité de diffusion.
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(a) (b)
(c)
FIGURE 4.4 – (a) Évolution de ∆Tmax (b) Évolution de tph (c)
Évolution de Iph
La durée de déphasage tph tend, quant à elle, à suivre l’évolution inverse. Les comportements
inversés de ∆Tmax et tph stabilisent l’apparition du maximum de Iph. Le tableau 4.2 conforte
ces premières observations, ainsi les différents temps tph et t∗c apparaissent faiblement impactés
par le ratio d’effusivité contrairement aux valeurs absolues ∆Tmax et max Iph.
Matériaux t∗c max (Iph) ∆Tmax(t∗c) tph(t∗c)
s K.s K s
Acier 120 85 9.8 8.3
Bois 88 29 2.2 13.5
Liège 108 210 14.7 14.3
Air 128 388 24.6 15.26
TABLE 4.2 – Résultats pour les matériaux étudiés
La figure 4.5 présente les résultats obtenus en étendant l’étude à un large nombre de ratios
d’effusivité.
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(a) (b)
(c)
FIGURE 4.5 – Evolution des composantes de l’indicateur en fonction
du ratio d’effusivité - (a) Évolution de max (∆Tmax), ∆Tmax (t∗c) et
tph (t
∗
c) - (b) Évolution de max (∆Iph) - (c) Évolution de t∗c
Conformément aux précédentes observations tph (t∗c) apparaît constant par rapport au ratio
d’effusivité. Cette observation tend à montrer que tph (t∗c) reflète en grande partie la géométrie
du système, qui est constante dans cette étude, et ∆Tmax (t∗c) reflète les propriétés du défaut.
Ces comportements tendent à lier fortement t∗c à la géométrie du système, plus qu’à la nature
du défaut. t∗c apparaît alors comme le temps minimum de chauffe à partir duquel l’information
sur la géométrie du système est contenue dans le thermogramme.
Afin d’affirmer ou d’infirmer ces dernières observations, l’étude est étendue au compor-
tement de la sensibilité aux paramètres du modèle ainsi que de la procédure d’estimation en
fonction du temps de chauffe. C’est ce que les sections suivantes proposent de mettre en lu-
mière.
4.2 Comportement vis-à-vis de la sensibilité aux paramètres
du modèle
La sensibilité locale permet d’étudier l’influence des paramètres sur la sortie du modèle [Beck
et Arnold, 1977,Saltelli et al., 2000,Orlande et al., 2011]. En cohérence avec les termes utilisés
dans la section 4.1 la sensibilité au paramètre traduit l’information contenue dans le thermo-
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gramme étudié. L’étude de sensibilité précédente, section 2.4, a mis en évidence l’influence
du ratio d’effusivité entre la matrice et le défaut. Ici l’analyse de sensibilité étudie l’impact du
temps de chauffe sur le niveau de sensibilité (et donc d’information) du modèle pour les quatre
défauts présentés précédemment. Dans un premier temps la figure 4.6 présente les courbes de
sensibilités réduites S = P ∂T
∂P
pour tc = t∗c avec P = Je1, R2, b2K.
(a) (b)
(c) (d)
FIGURE 4.6 – Courbe de sensibilité réduite pour tc = t∗c (a) Acier. (b)
Bois. (c) Liège. (d) Air
L’analyse de la figure 4.6 fait apparaitre des comportements vis-à-vis du ratio d’effusivité
similaires aux conclusions précédentes. À savoir un niveau de sensibilité accru à e1 et R2 pour
les matériaux présentant un fort ratio d’effusivité et une diminution significative pour les ratios
unitaires. La sensibilité aux paramètres d’un défaut de type acier apparaît renforcée avec le
temps de chauffe. Cette observation implique que la sensibilité augmente avec le temps de
chauffe, ce qui est évident. En revanche, la sensibilité réduite peut être comparée à l’amplitude
du signal thermique T généré [Faugeroux, 2004]. Ainsi il apparaît intéressant d’exprimer la
sensibilité réduite proportionnelle S∗, équation 4.4 permettant d’étudier l’évolution du niveau
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d’information contenu dans les thermogrammes en fonction du temps de chauffe*.
t̄c =
tc
t∗c
S∗ (t̄c) =
max |S (t̄c)|
maxT (t̄c)
(4.4)
Pour cette analyse la sensibilité réduite proportionnelle est exprimée à l’aide des maxima
de S et T , il aurait sans doute été plus rigoureux d’exprimer le maximum pour un tc donné
de S∗(t) = S(t)/T (t). L’étude se voulant, ici, globale l’hypothèse que S∗ (t̄∗c) est représenta-
tif du niveau d’information contenu dans le thermogramme est émise. Le comportement des
coefficients de corrélation non linéaire en fonction de tc a été étudié, mais le changement de
conditions de mesures (temps d’observation et temps de chauffe) rendent la comparaison diffi-
cile. C’est pourquoi ils ne sont pas présentés ici.
La figure 4.7 présente l’évolution de S∗ en fonction du temps de chauffe pour les quatre
défauts sélectionnés où t̄c (t∗c) = 1.
(a) (b)
(c) (d)
FIGURE 4.7 – Évolution du maximum de sensibilité adimensionné S∗
(a) Acier. (b) Bois. (c) Liège. (d) Air
L’analyse de la figure fait apparaitre des niveaux de sensibilité réduite proportionnelle faibles
pour les ratios d’effusivité b1
b2
≤ 1, en accord avec les observations du chapitre 2. Il est quand
*Notez que S∗ pourrait être vu comme une expression du ratio signal sur bruit (SNR) [Vavilov et al., 1998]
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même intéressant de remarquer que le modèle affiche une forte sensibilité à b2 pour ces ma-
tériaux. Les matériaux à fort ratio d’effusivité affichent quant à eux des sensibilités propor-
tionnelles qui, après avoir atteint leur maximum respectif, sont décroissantes avec le temps de
chauffe, justifiant le développement d’un indicateur du temps optimal d’excitation. Ainsi pour
les matériaux considérés t∗c apparaît être le temps où la sensibilité réduite proportionnelle à R2
tend vers son maximum tandis que celle de e1 tend vers une courbe affine décroissante. Cette
stabilisation de la sensibilité proportionnelle induit que le maximum de sensibilité aux para-
mètres du système est atteint. Les courbes d’évolution du maximum de contraste ainsi que son
temps d’arrivée en fonction de t̄c sont présentées annexe IV figures 29 et 30.
L’ analyse de sensibilité en fonction du temps de chauffe met en évidence le caractère opti-
mal de t∗c , du moins pour les matériaux à fort ratio d’effusivité. La section suivante analyse les
résultats de la procédure d’estimation développée chapitre 2 en fonction de t̄c.
4.3 Comportement vis-à-vis de la procédure d’estimation de
paramètres
L’analyse de sensibilité précédente indique que t∗c est lié au maximum de sensibilité locale
proportionnelle. Cette section complète l’analyse en étudiant les résultats de la procédure d’es-
timation en fonction du temps de chauffe adimensionné t̄c. Les figures 4.8 et 4.9 présentent
l’évolution de l’erreur relative d’estimation en fonction de t̄c, pour les estimateurs ê1 et R̂2 des
quatre défauts présentés tableau 4.1 et pour deux niveaux de bruits blancs de moyennes nulles
σb = 0
oC et σb = 0.5oC.
(a) (b)
FIGURE 4.8 – Évolution de l’erreur relative de l’estimateur des
paramètres en fonction du temps de chauffe t̄c
(a-b) ê1 et R̂2 pour σb = 0oC
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(a) (b)
FIGURE 4.9 – Évolution de l’erreur relative de l’estimateur des
paramètres en fonction du temps de chauffe t̄c
(a-b) (a-b) ê1 et R̂2 pour σb = 0.5oC
L’analyse des figures 4.8 et 4.9 fait apparaitre une erreur relative sur ê1 constante, et une
décroissance exponentielle de l’erreur relative sur R̂2. Il apparaît pour cette dernière que la
constante de temps de la décroissance équivalente à t̄c ≈ 1 soit t∗c . Le temps t∗c apparaît ici être le
temps de chauffe à partir duquel l’erreur relative sur les paramètres thermophysiques du défaut
tend à être minimisée. Le comportement vis-à-vis des ratios d’effusivité est similaire à celui
observé section 2.5, les matériaux présentant des ratios d’effusivité faibles ou unitaires sont
difficilement caractérisés par la procédure d’estimation. Comme pour la section 2.5 la présence
d’un bruit blanc de moyenne nulle fait apparaitre un offset constant sur l’erreur relative, excepté
pour l’air où le bruit de mesure provoque une forte dispersion, mais l’erreur relative de ce dernier
reste sous la barre des 1% . Afin de compléter l’analyse, les figures 4.10 et 4.11 présentent
l’évolution de l’écart type de l’estimateur des paramètres σP̂ en fonction de t̄c pour les quatre
matériaux et deux niveaux de bruits de mesures.
(a) (b)
FIGURE 4.10 – Évolution de l’écart type de l’estimateur des
paramètres en fonction du temps de chauffe t̄c
(a-b) σe2 et σR3 pour σb = 0oC
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(a) (b)
FIGURE 4.11 – Évolution de l’écart type de l’estimateur des
paramètres en fonction du temps de chauffe t̄c
(a-b) σe2 et σR3 pour σb = 0.5oC
À la différence de l’analyse sur les erreurs relatives, ici les deux estimateurs des paramètres
apparaissent suivre une décroissance exponentielle. t∗c apparaît encore une fois être le temps
de chauffe à partir duquel σP̂ tend à être minimisé. Ce comportement observé sur les figures
4.8 à 4.10 indique que t∗c n’est pas le temps optimal de chauffe, comme l’analyse de sensibilité
tendait à le montrer, mais le temps à partir duquel l’erreur relative et l’écart type de l’estimateur
des paramètres tendent à être minimisés, le temps optimal étant un temps de chauffe respectant
tc > t
∗
c . Le tableau 4.3 présente le calcul de t
∗
c pour les différentes géométries étudié dans les
chapitre 2 et 3.
Configuration tc (s) t∗c (s)
Multi-couches chapitre 2 - défaut bois 30 95
Multi-couches chapitre 2 - défaut Liège 30 100
Multi-couches chapitre 2 - défaut Air 30 110
Multi-couches chapitre 2 - aucun défaut 30 150
Matrice défectueuse chapitre 3 - défaut bois 450 390
TABLE 4.3 – Résultats pour les matériaux étudiés
Encore une fois, même en présence d’un système multi-couches, le temps de chauffe optimal
minimum semble intrinsèquement lié à la géométrie du système. Le temps de chauffe utilisé
dans l’étude présentée au chapitre 2 apparaît ici sous évalué, suite à l’analyse de des figures
4.10 et 4.11 il est possible que les écart type observés dans le chapitre 2 soient minimisables.
Pour cela une nouvelle étude devra être conduite. En revanche, le temps t∗c estimé pour chacun
des défauts implique de diminuer la densité de flux appliquée à la surface du système afin de ne
pas l’endommager et de rester dans une gamme de températures raisonnables. Cette observation
implique une étude du comportement de Iph et t∗c en fonction de la densité de flux thermique.
Le temps de chauffe utilisé dans le chapitre 3 apparaît, lui, déjà suffisant, Une étude supplé-
mentaire devra analyser les résultats de la méthode avec un temps de chauffe moindre.
Cette section a étudié le comportement de la procédure d’estimation en fonction du temps de
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chauffe. Il apparaît après analyse que pour les matériaux à fort ratio d’effusivité t∗c est le temps
de chauffe à partir duquel l’erreur relative et l’écart type de l’estimateur des paramètres tendent
à être minimisés. Ces différents développements ont amené à la conception d’un code de calcul,
IRIASPOT. Ce code est basé sur la définition de modèle à l’aide de fichiers XML normalisés
(schéma XML présenté annexe 1) et , permet le dimensionnement a priori du temps de chauffe,
le calcul de différents contrastes thermiques et intègre une procédure d’estimation paramétrique
similaire à celle développée chapitre 2. L’IHM du code de calcul est présentée annexe IV figure
31. La section suivante propose une synthèse des travaux détaillés dans ce chapitre.
4.4 Synthèse
Résumé et principaux résultats
Ce chapitre a présenté le développement d’un indicateur Iph. Cet indicateur est utilisé pour la
détermination d’un temps de chauffe optimal dans le cadre du contrôle non destructif de multi-
couches épais. L’étude s’appuie sur un modèle quadripolaire multi-couches ainsi que sur la
procédure d’estimation développée chapitre 2. L’indicateur est basé sur le contraste maximal
ainsi que sur le déphasage entre son temps d’apparition et le temps de chauffe. l’analyse porte
sur t∗c le temps de chauffe pour lequel Iph atteint son maximum, t
∗
c = max
tc
(Iph) . Une analyse de
sensibilité tend à montrer que t∗c permet de maximiser la sensibilité réduite proportionnelle S
∗ =
S
T
aux paramètres du défaut. L’étude est complétée par l’analyse de la procédure d’estimation
en fonction du temps de chauffe. Il apparaît que le temps de chauffe déterminé par l’indicateur
n’est pas le temps de chauffe optimal, mais le temps de chauffe à partir duquel l’erreur relative
et l’écart type de l’estimateur des paramètres du défaut tendent à être minimisés. Tout temps de
chauffe respectant tc > t∗c apparait alors suffisant.
Synthèse des différentes sections
La section 4.1, introduit l’indicateur Iph. L’objectif de cet indicateur est d’améliorer la procé-
dure d’estimation de paramètres présentée section 2.5 dans le cadre d’une excitation créneau. Il
est connu que l’augmentation du temps de chauffe améliore les résultats de la procédure d’esti-
mation [Feuillet et al., 2012], l’étude porte sur la définition du temps de chauffe optimal à partir
duquel les résultats de la procédure d’estimation cessent de s’améliorer.
La définition de l’indicateur repose sur deux observations. Pour que l’estimation des para-
mètres d’un système dynamique soit possible, il faut que la réponse du système soit mesurable
et contienne l’information nécessaire. Ainsi, l’indicateur est défini par, ∆Tmax(tc) le contraste
absolu maximum pour un temps de chauffe donné et, tph, la différence entre l’apparition de
∆Tmax et le temps de chauffe. Ainsi t∗c le temps de chauffe pour lequel Iph = |∆Tmax(tc)| tph
atteint son maximum apparaît être le meilleur compromis en détectabilité et dynamique imposé
par le défaut. Une étude sur le comportement de l’indicateur et de ses différentes composantes
a été réalisée pour plusieurs matériaux. L’évolution de ∆Tmax en fonction du temps de chauffe
apparaît suivre une croissance exponentielle à coefficient négatif, les temps d’apparition du
contraste maximum sont inversement proportionnel aux ratios d’effusivité. Le temps de dépha-
sage tph tend, quant à lui, à suivre l’évolution inverse. Les comportements inversés de ∆Tmax et
tph stabilisent l’apparition du maximum de Iph. L’analyse de t∗c en fonction du ratio d’effusivité
des défauts considérés tend à lier fortement le temps de chauffe optimal supposé à la géomé-
trie du système, plus qu’à la nature du défaut. t∗c apparaît alors comme le temps minimum de
chauffe à partir duquel l’information sur la géométrie du système est contenue dans la réponse
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du modèle thermique.
La section 4.2 propose une analyse de sensibilité du modèle à ses paramètres en fonction de
t∗c . La sensibilité réduite au paramètre est à mettre en perspective avec le thermogramme (rap-
port entre la valeur absolue du thermogramme et la valeur absolue de la sensibilité). Un modèle
est dit sensible à un paramètre si la sensibilité réduite atteint un certain seuil proportionnel à la
réponse du modèle [Beck et Arnold, 1977, Faugeroux, 2004]. Afin de pouvoir mener une étude
comparative du niveau de sensibilité en fonction du temps de chauffe pour différents matériaux,
l’étude introduit la sensibilité réduite proportionnelle S∗ (tc) =
max|S(tc)|
max(T (tc))
indiquant le niveau
d’information sur un paramètre contenu dans la réponse du modèle. L’analyse conduite fait
apparaitre des niveaux de sensibilité réduite proportionnelle faibles pour les ratios d’effusivité
b2 ≤ 1, en accord avec les observations du chapitre 2. Les matériaux à fort ratio d’effusivité
affichent quant à eux des sensibilités proportionnelles qui, après avoir atteint leur maximum res-
pectif, sont décroissantes avec le temps de chauffe, justifiant le développement d’un indicateur
du temps optimal d’excitation. Pour les matériaux étudiés, t∗c apparaît être le temps où les sen-
sibilités réduites proportionnelles aux paramètres du défaut tendent vers leur maximum tandis
que celles des paramètres des couches supérieures tendent vers une courbe affine décroissante.
Cette analyse de sensibilité en fonction du temps de chauffe met en évidence le caractère opti-
mal de t∗c , du moins pour les matériaux à fort ratio d’effusivité.
La section 4.3 propose une analyse de la procédure d’estimation développée au chapitre 2 en
fonction du temps de chauffe. L’analyse de sensibilité précédente indique que t∗c est lié au maxi-
mum de sensibilité locale proportionnelle. Dans cette section l’analyse porte sur l’évolution en
fonction du temps de chauffe de l’erreur relative et de l’écart type de l’estimateur des paramètres
identifiés avec la procédure d’estimation développée et présentée au chapitre 2 (cf section 2.5
ainsi que [Beck et Arnold, 1977,Orlande et al., 2011]). L’analyse des résultats montre une erreur
relative sur les paramètres des couches supérieures constante, et une décroissance exponentielle
de l’erreur relative sur les paramètres du défaut. Il apparaît pour cette dernière que la constante
de temps de la décroissance équivalente à t∗, qui apparaît ici être le temps de chauffe à partir
duquel l’erreur relative sur les paramètres thermophysiques du défaut tend à être minimisée.
À la différence de l’analyse sur les erreurs relatives, l’évolution de l’écart de l’estimateur des
paramètres du défaut et pour les couches supérieures apparaît suivre une décroissance exponen-
tielle. Ce comportement indique que t∗ n’est pas à proprement dit le temps optimal de chauffe,
comme l’analyse de sensibilité le laissait entrevoir, mais le temps à partir duquel l’erreur rela-
tive et l’écart type de l’estimateur des paramètres tendent à être minimisés, le temps optimal
étant un temps de chauffe respectant tc > t∗. Enfin le calcul de t∗c est appliqué aux systèmes
étudiés dans les chapitres 2 et 3.
Conclusion et perspectives
Ce chapitre a présenté le développement d’un indicateur Iph permettant la détermination d’un
temps optimal de chauffe. Le temps de chauffe minimum est défini par le maximum de l’indi-
cateur, représentant le meilleur compromis en détectabilité et dynamique imposée par le défaut.
Une première analyse de ce temps de chauffe a montré que t∗c correspondait au temps minimum
de chauffe à partir duquel l’information sur la géométrie du système est contenue dans la ré-
ponse du modèle thermique. Le reste de l’étude a confirmé cette première observation indiquant
que t∗c était le temps à partir duquel l’erreur relative et l’écart type de l’estimateur des paramètres
tendent à être minimisés. Le temps optimal est un temps de chauffe respectant tc > t∗.
À partir de cette discussion sur l’optimalité du temps de chauffe il est possible d’énoncer
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plusieurs perspectives. Premièrement, une étude plus complète devra aussi analyser le temps
d’observation. Les développements présentés ici sont axés autour d’un modèle quadripolaire
dont l’étude (cf chapitre 2) a indiqué le domaine de validité dans le cadre d’une procédure
d’estimation paramétrique, à l’avenir d’autre approches de modélisation, telle la méthode dé-
taillée chapitre 3 ou des méthodes analytiques [Maillet et al., 1996,Fudym et al., 2004], devront
être utilisées pour approfondir cette l’étude. De plus, le modèle est formulé à l’aide de grou-
pement de paramètres, les résultats de l’étude doivent être détaillés pour l’ensemble des for-
mulations possibles de l’équation de la chaleur. Enfin, une étude paramétrique sera à conduire
afin d’étudier le comportement de t∗c en fonction des paramètres thermophysiques du défaut
et de la géométrie du système. Cette étude permettra de compléter l’observation sur le com-
portement linéaire sur l’évolution de δTmax(tc) et tph(tc). L’utilisation des concepts d’automa-
tique linéaire comme la définition de fonction de transfert pour définir une relation du type
∆Tmax(tc) = f(tc), sera à étudier afin de déterminer une expression analytique de t∗c .
II
Surveillance thermique de structures de
génie civil par thermographie infrarouge
en environnement naturel
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5
Introduction au structural health
monitoring
Ce chapitre introduit la notion de Structural Health Monitoring (SHM) des structures de génie
civil. Le contexte est présenté et un état de l’art sur le monitoring des structures de génie civil
à l’aide de la thermographie infrarouge est proposé. Enfin la problématique de la surveillance
thermique long terme des structures de génie civil est exposée.
5.1 Le structural health monitoring SHM
Le vieillissement des structures de génie civil et leur utilisation de plus en plus intensive [IF-
STTAR, 2010, CGDD, 2012] posent le problème du suivi des infrastructures. Ainsi, il apparaît
nécessaire, que cela soit avant ou après réparation de l’ouvrage (cf. partie I), de fournir aux
gestionnaires une indication continue sur l’état de la structure. Ces informations permettent une
utilisation optimale de la structure tout en prévenant les événements catastrophiques et modé-
rant les coûts de maintenance [Balageas et al., 2006]. Apparu avec l’avènement des technologies
de l’information et de la communication (TIC/NTIC), le structural health monitoring (SHM),
ou suivi structurel en français, est un concept théorique et technologique défini comme une
extension des méthodes de contrôle et évaluation non-destructives [Chang, 1997].
Une stratégie de SHM intègre les méthodes classiques de CND (cf. chapitre 1 et [Hoon
et al., 2004]) au sein de systèmes d’informations complets permettant, par exemple, l’utilisa-
tion de l’historique des mesures [Balageas et al., 2006], figure 5.1. Ainsi, un système de SHM
est défini d’une part par le phénomène physique observé, et d’autre part par le système lui-
même (communications, pre/post traitements, etc.), potentiellement un système de SHM peut
être développé afin de prédire le vieillissement de la structure.
Tout comme les systèmes de CND une variété conséquente d’architectures SHM existe,
active, passive, journalières, long terme, multi-techniques, etc. Par exemple [Obràn, 2009] dé-
taille une étude proposant l’analyse structurelle journalière d’un pont ferroviaire basée sur une
approche multi-techniques. Ici, l’intérêt est porté sur les méthodes de diagnostic long terme
permettant le suivi structurel de signaux / indicateurs représentant l’évolution de la structure
au cours du temps. Ainsi, des systèmes complets ont fait l’objet d’études sur le suivi structurel
d’infrastructures routières [Chen et al., 2014, Soldovieri et al., 2014, Crinière et al., 2014b],
119
120 CHAPITRE 5. INTRODUCTION AU STRUCTURAL HEALTH MONITORING
FIGURE 5.1 – Architecture SHM [Chang, 1997]
utilisant une architecture multi-capteurs à l’image du projet européen ISTIMES [Proto et al.,
2010], ou basées sur une seule méthode de mesure [Catapano et al., 2012]. Par exemple [Ten-
nyson et al., 2001] propose une étude effectuée sur 16 ponts à travers le Canada sur une période
de six ans, basée sur des mesures obtenues par fibre optique. Les architectures SHM long terme
ont la particularité de s’articuler autour de systèmes d’information complets et autonomes.
Depuis plusieurs années les systèmes d’informations utiles au SHM suivent l’évolution des
TIC, par exemple l’emploi de nouvelles stratégies de communication normalisées pour les sys-
tèmes distribués [Le Cam et al., 2008, Proto et al., 2010, Argenti et al., 2012], l’utilisation de
nouvelles capacités de calcul [NVIDIA, 2014] pour le pré-traitement en temps réel des me-
sures [Dumoulin et Averty, 2012a, Dumoulin et Averty, 2012b, Dumoulin, 2013] ou encore la
gestion de l’énergie et l’accroissement de l’autonomie du système [Le Cam et al., 2010,Crinière
et al., 2014c] jusqu’à l’autonomie décisionnelle.
La partie II de ce manuscrit est basée sur les systèmes de surveillance thermique long terme
utilisant la thermographie infrarouge. Ainsi, la section suivante expose le choix de la thermo-
graphie infrarouge comme méthode de mesure et introduit un état de l’art non exhaustif des
méthodes de ThIr en SHM.
5.2 La thermographie infrarouge : méthode de suivi des ef-
fets environnementaux sur les structures de génie civil
La partie I a présenté le principe de la thermographie infrarouge et son utilisation comme mé-
thode de contrôle non-destructif qualitative et quantitative. Une architecture SHM étant basée
sur un système de contrôle non-destructif, il apparaît intéressant d’étudier l’utilisation de la ThIr
comme méthode de suivi des effets environnementaux. Les solutions de ThIr sont en pleine dif-
fusion [FLIR, 2014b], ainsi les prix du marché tendent à baisser et rendent accessible la ThIr au
plus grand nombre. Outre son coût de plus en plus abordable, la thermographie infrarouge auto-
rise une mesure sans contact ainsi qu’un champ de vue important permettant le suivi thermique
de larges structures [Clarck et al., 2003].
L’intérêt de la ThIr pour le diagnostic long terme des ouvrages d’art, tient aussi au fait que
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les infrastructures de génie civil sont constamment soumises à un flux thermique, le flux so-
laire [Duffie et Beckman, 1991] est une de ses composantes. L’analyse aux temps longs des
systèmes soumis à l’excitation solaire naturelle peut se rapprocher d’une analyse des systèmes
en régime thermique périodique [Busse, 1980,Lascoup et al., 2013], et ainsi permettre l’analyse
quantitative par le suivi au cours du temps des propriétés thermophysiques de la structure. La
thermographie infrarouge a déjà été utilisée au sein d’architecture SHM multi-techniques [Proto
et al., 2010], mais bien souvent la ThIr n’est reconnue que comme méthode de diagnostic quali-
tatif [Rhazi et Naar, 2005,Obràn, 2009]. À l’image du chapitre 1, dans le domaine du génie civil
le contrôle non-destructif et le monitoring de structure par ThIr sont assurés par une image du
contraste thermique et non une séquence d’images infrarouges [Meola et al., 2005]. Ce qui n’est
pas suffisant pour assurer un diagnostic quantitatif dans le cas de systèmes complexes (multi-
couches, composite, temps caractéristique de diffusion etc.). Une étude proposée par [Grinzato
et al., 1998] met en lumière l’aptitude de la thermographie infrarouge à fournir des informa-
tions quantitatives sur l’état d’une structure soumis à une excitation solaire et à l’ensemble des
perturbations environnementales. Toutefois, à la connaissance de l’auteur, peu d’informations
sur ce type d’approches, basées sur la ThIr, sont disponible dans la littérature.
5.3 Synthèse
La notion de structural health monitoring a été introduite dans ce chapitre. Différents concepts
et études ont été introduits [Chang, 1997,Balageas et al., 2006]. Un système de SHM est défini
sur plusieurs niveaux, de la mesure à la gestion et traitement des données.
Dans un premier temps, cette partie s’attache à présenter le développement et l’utilisation
d’un système de gestion des capteurs et de données permettant le suivi long terme de paramètres
thermophysiques et météorologiques. Le chapitre 6 présente IRLAW un système d’information
développé au sein de l’IFSTTAR [Dumoulin et Averty, 2012b, Dumoulin et al., 2013, Dumou-
lin, 2013] et permettant la mesure par ThIr synchronisée avec le suivi de différents paramètres
environnementaux. Dans la suite le système est utilisé pour le suivi sur trois jours de l’état ther-
mique du pont de Musmeci*. Dans le cadre du projet européen ISTIMES [Proto et al., 2010],
cette campagne de mesure a ensuite été utilisée pour effectuer la caractérisation a posteriori de
l’état structurel du pont [Crinière et al., 2013, Dumoulin et al., 2013]. Le Chapitre 7 section
7.1 présente les développements qui ont conduit à l’automatisation du système [Crinière et al.,
2014c, Crinière et al., 2014b] et son utilisation sur plus d’un an, sur des éléments de structures
de Génie civil de grande dimenssion.
La figure 5.2 présente le schéma d’un système de SHM, ce schéma correspond pour partie
à l’évolution du système embryonnaire présenté chapitre 7, il permettra l’analyse in et ex situ
ainsi que la gestion des utilisateurs et une procédure d’aide à la décision.
*Viadotto dell’Industria : Situé sur la commune de Potenza en Italie le pont a été conçu par l’architecte Sergio
Musmeci (1926-1981), Sa construction a été achevée en 1975
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FIGURE 5.2 – Vue schématique d’un système de suivi structurel
6
De l’évaluation non destructive au
structural health monitoring : suivi
thermique du pont de Musmesci
Ce chapitre présente un monitoring ou suivi thermique conduit pendant plusieurs jours sur le
tablier du pont de Musmeci à Potenza (Italie). L’analyse des données est conduite en exploitant
la mesure de paramètres météorologiques synchronisée avec l’acquisition d’images thermiques.
Les données sont acquises à l’aide du logiciel IrLaW (Infrared through Lan and Wifi) développé
au sein de l’IFSTTAR.
Dans un premier temps, le système d’information utilisé puis son installation en vue du
monitoring thermique du pont de Musmeci sont détaillés. Afin de faire le parallèle avec la partie
I de ce manuscrit, un modèle thermique quadripolaire 1D fréquentiel est développé, puis mis
en œuvre dans une procédure d’estimation paramétrique. Enfin, la procédure d’estimation est
utilisée pour dresser la cartographie des propriétés thermophysique apparentes de la structure.
6.1 Système de mesure : IrLaW
Le logiciel IrLaW a été conçu par Rodolphe Averty et Jean Dumoulin pour répondre à un be-
soin spécifique, permettre la commande et la gestion de caméras thermiques lors d’expérimen-
tations en laboratoire et en environnement naturel. Dans ce contexte initial un premier cahier
des charges avait été défini :
• Assurer le contrôle des caméras
– Permettre la gestion de scénario d’acquisition complexes, par exemple l’échantillon-
nage dynamique.
• Assurer la synchronisation des mesures avec les dispositifs d’excitation thermique
• Assurer la sauvegarde des données, définition d’une structure de fichier
• Développer une IHM
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La figure 6.1 présente l’interface graphique de contrôle du logiciel.
FIGURE 6.1 – Interface graphique de configuration du logiciel
IrLaW a été développé pour les machines UNIX disposant d’Ubuntu 11.10, le logiciel est
régulièrement mis à jour suivant l’évolution du système d’exploitation libre, la dernière mise à
jour a été réalisée durant ces travaux de doctorat, elle assure l’opérabilité du logiciel sur une dis-
tribution Long Term Support Ubuntu 12.04 LTS. Une grande partie du logiciel est sous licence
OpenSource, la gestion des caméras quant à elle est soumise à un accord de confidentialité entre
FLIR®et l’IFSTTAR. Dans un deuxième temps, la définition du cahier des charges a été revue
pour tendre vers une architecture de type SHM [Dumoulin et Averty, 2012a] :
• Permettre l’interfaçage du logiciel avec d’autre types de capteurs (caméra visible, GPS,
station météo etc...)
• Assurer l’application de modèles physiques (Modèle thermique, modèle optique, correc-
tion atmosphérique)
– Application du principe de General-Purpose Computation on Graphics Hardware
GPGPU [Preis, 2011, Harris, 2002]
– Définition d’un compilateur de modèles (Ergonomie du logiciel)
Le compilateur développé permet la programmation de modèles simplifiés de correction des
effets atmosphériques à travers un langage aisément utilisable par l’expérimentateur. Le modèle
compilé génère une librairie utilisable par le logiciel. Suivant l’ordinateur sur lequel le logiciel
est installé, le modèle peut être massivement parallélisé par l’intermédiaire de la technologie
GPU [NVIDIA, 2014] et ainsi être appliqué en temps réel*. Appelé GPGPU, ce principe peut
être simple à comprendre, mais plus ou moins difficile à appliquer. Il s’agit de repenser un code
de calcul en une version massivement parallélisable et applicable sur des processeurs dédiés
(les GPU). Ainsi, si l’on émet l’hypothèse que, par exemple, la correction atmosphérique figure
6.2, peut se formuler sous forme matricielle où chacun des termes est indépendant à chaque
pixel, figure 6.3, alors l’approche GPGPU est applicable. En revanche, comme cela a été exposé
section 2.8, un modèle faisant apparaitre des calculs plus complexes peut ne pas être directement
parallélisable (Manque de librairies, pas de double parallélisation etc.). Dans ce cas, le système
devra alors être repensé en vue d’utiliser de récentes innovations en GPGPU, par exemple le
parallélisme dynamique [NVIDIA, 2012] qui à l’heure d’aujourd’hui impose l’achat de matériel
spécialisé.
*Dans son architecture actuelle, le système ne suit pas les principes et la définition du temps réel, par exemple
aucun ordonnanceur spécifique n’est utilisé, en revanche la parallélisation massive rend son exécution transparente
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FIGURE 6.2 – Bilan radiatif simplifié [Dumoulin et Boucher, 2014]
FIGURE 6.3 – Bilan radiatif matriciel applicable sur GPU
L’étude présentée dans [Dumoulin et Boucher, 2014] détaille une utilisation du logiciel pour
la correction en temps réel des mesures infrarouges à l’aide de données atmosphériques. La
correction atmosphérique est appliquée directement sur les niveaux numériques de la caméra
infrarouge à l’aide de l’équation de bilan radiométrique simplifiée détaillée dans [Gaussorgues,
1989] :
DL‘o = τatmεoDLo + τatm (1− εo)DLe + (1− τatm)DLatm (6.1)
où εo est l’émissivité de l’objet (cf chapitre 1) et τatm est la transmission atmosphérique, cal-
culée à l’aide de la composition de l’atmosphère, d’une matrice des distances (chemin optique)
et de la longueur d’onde [Shettle et Fenn, 1979]. DLo représente la valeur des niveaux numé-
riques issus du détecteur de la caméra infrarouge, DLe et DLatm représentent respectivement
les contributions de l’environnement et de l’atmosphère (température du fluide et du ciel, cf
chapitre 1). Ce modèle permet le calcul de DL‘o représentant les niveaux numériques pouvant
être convertis en température suivant une loi d’étalonnage fournie par FLIR ®ou propre à l’uti-
lisateur.
La figure 6.4, présente l’architecture de la première version du logiciel utilisé dans le projet
européen ISTIMES [Proto et al., 2010]. Sous cette forme IrLaW peut être utilisé comme sys-
tème de SHM à part entière. Dans le cadre du projet ISTIMES [Dumoulin et Averty, 2012a,Du-
moulin et al., 2013] le logiciel s’inscrit dans une vaste architecture de SHM, IrLaW devient alors
un capteur à part entière pouvant fournir des informations sous un format normalisé (interne à
l’IFSTTAR), figure 6.5, ou directement des cartes de température (public).
Afin de garantir l’interopérabilité de IrLaW au sein du projet ISTIMES, la normalisation des
communications entre capteurs est nécessaire. La prise en main et le développement de certains
éléments complémentaire à ces interfaces de communication ont été effectués dans le cadre de
ces travaux de thèse et s’intègrent dans une architecture OGC.
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FIGURE 6.4 – Architecture du logiciel
IrLaW [Dumoulin et Averty, 2012a]
FIGURE 6.5 – Format de données
L’Open Geospatial Consortium (OGC) est une organisation à but non lucratif internatio-
nale promouvant les spécifications OpenGIS® [OGC, 2011]. Ces standards OpenSources ga-
rantissent l’interopérabilité des contenus, des services et des échanges dans les domaines de la
géomatique et de l’information géographique. Ainsi, l’intégration du standard OGC au sein de
IrLaW fut la dernière mise à jour du système permettant son utilisation au sein du projet IS-
TIMES. Cette intégration s’est faite à travers l’implémentation JAVA de l’OGC de la 52o North
initiative [52north, 2004]. Avant de détailler la communication entre IrLaW et le reste du sys-
tème ISTIMES un léger paragraphe introduit la notion de Service Oriented Architecture (SOA)
ou web-service.
Une application web développée à l’aide des standards OGC peut être définie comme une
architecture Service Oriented Architecture, architecture orientée service en français. Théorisée
dans les années 90 par Gio Wiederhold [Wiederhold, 1992], cette architecture logicielle rend
compte du besoin d’interopérabilité entre les systèmes. D’abord développée pour la gestion in-
terne des entreprises, à savoir comment faire communiquer deux entités hétérogènes ? Depuis
l’avènement d’Internet il est courant de la définir comme Web Oriented Architecture (WOA), à
savoir comment faire communiquer un client avec un service distant et hétérogène ? La commu-
nication s’effectue à l’aide de protocoles dit Remote procedure call (RPC) permettant l’appel
d’une fonction/requête/procédure depuis un client sur un serveur distant ou une application
tierce. Parmi ces protocoles se trouve le Simple Object Access Protocol (SOAP) [SOAP, 2014].
Développé en 1998 par Microsoft et IBM il est devenu une recommandation W3C en 2003. Le
SOAP permet la transmission de messages entre objets distants, il autorise un objet à invoquer
des méthodes (fonctions) d’objets physiquement situés sur un autre serveur. Dans une appli-
cation utilisant le protocole SOAP, un fichier WSDL Web Services Description Language est
utilisé pour décrire les fonctions et requêtes attribuables à chaque service.
C’est sur ce protocole qu’est basé une partie du standard OGC [OGC, 2010] notamment
son implémentation par la 52o North initiative. Ainsi, les différents types de messages entre
capteurs et système sont définis par un WSDL normalisé. Dans le cadre d’ISTIMES, la commu-
nication entre IrLaW et le reste du système est assurée par les protocoles Sensor Observation
Service (SOS) [SOS, 2012], Sensor Planning Service (SPS) [SPS, 2011] et Web Notification
Services (WNS) du standard Sensor Web Enablement (SWE) [SWE, 2008] défini par l’OGC.
L’utilisation de SWE permet de considérer chaque capteur (dont IrLaW) comme un web service
indépendant avec lequel la communication est normalisée. La liste suivante présente le domaine
d’action de chacun des web-services utilisés.
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• Sensor Observation Service (SOS) : Requête, accès et récupération des informations et
data du capteur. Ce web-service permet la déclaration et l’accès aux données du capteur
aussi bien en push (capteur -> utilisateur) que en pull (requête utilisateur)
• Sensor Planning Service (SPS) : Web-service de tasking, demande l’envoi de données par
le web-service SOS
• Web Notification Services (WNS) : Messagerie asynchrone, informe l’utilisateur de la
réussite ou de l’échec des requêtes.
La figure 6.6 illustre l’architecture SWE au sein de IrLaW et ISTIMES [Averty, 2011]
FIGURE 6.6 – Principe du SWE [Averty, 2011]
Bien que IrLaw ait évolué par l’intermédiaire du projet ISTIMES, il n’en reste pas moins
un système indépendant pouvant faire office de capteur multi-données (GPS, météo, IR...) ainsi
que de système SHM à part entière. C’est pourquoi l’ensemble du système de communication
est implémenté au sein d’une architecture multicanal. Cette architecture permet à un système
de mesure implémentant IrLaW de pouvoir communiquer avec différentes cibles/serveur via
l’utilisation d’un canal indépendant disposant de son propre protocole de communication ainsi
que de son propre accès aux capacités de calcul de la machine. Les figures 6.7 et 6.8 présentent
respectivement, un schéma de la communication entre services internes à IrLaW et la fonction-
nalité multicanal.
IrLaW ne devient alors que l’IHM du système, l’ensemble est appelé IrLaW-SENSORBOX.
Bien que IrLaW ne soit plus qu’un sous-système de la SENSORBOX, de par sa conception
monolithique (à l’exception du noyau) l’ensemble des traitements est encore effectué par la
partie haut niveau de l’application (user space). Ce fonctionnement, bien que non bloquant
pour l’utilisateur, rend toutes mises à jour difficiles et côuteuses en temps de développement.
La prochaine amélioration du système marquera l’entrée de l’application dans une architecture
SOA/WOA passant d’un système monolithique à un système complètement modulaire (MVC,
architecture en couches J2E, etc...).
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FIGURE 6.7 – Architecture finale
du logiciel IrLaW-Sensorbox
FIGURE 6.8 – Principe de communication
multicanal
Les capacités de calcul du système, qu’elles soient embarquées ou sur un serveur distant,
doivent aussi faire l’objet de nouveaux développements. Dans le cadre de cette thèse, un em-
bryon de librairie de calcul scientifique dédiée à la conception de modèles physiques a été
développé. Cette librairie a été conçue afin d’offrir à chaque futur utilisateur une boite à outils
mathématique et informatique permettant la conception rapide de modèles et définissant diffé-
rentes notions communes à tout modèle physique. Développée en C++, la librairie définie un
type générique de modèle pouvant être plus ou moins spécialisé (cf. Polymorphisme), la figure
6.9 présente le diagramme UML simplifié et argumenté de la librairie.
La librairie définit dans la classe mère un ensemble d’attributs communs à n’importe quelle
définition de modèle, par exemple un vecteur de propriétés (cf. classe ListPropris). La classe
Model est virtuelle pure, c-à-d quelle définit des méthodes que l’ensemble des classes filles
doivent implémenter, par exemple la méthode void Solve() déclenchant la résolution du modèle,
le résultat étant stocké dans un objet générique non présenté ici. L’avantage du polymorphisme
est qu’avec une telle architecture un code de calcul peut implémenter différents modèles spécia-
lisés dans une collection de modèles génériques, l’appel de la méthode Solve() correspondra à la
résolution du modèle spécialisé. Ce type de fonctionnement permet la conception de systèmes
multi-modèles et multi-physiques.
La chaine d’héritage permet la spécialisation du modèle développé. Premièrement le choix
entre un modèle inverse ou direct, puis le choix du hardware utilisé, vient alors la sélection
de l’espace de résolution, enfin le modèle est défini. La classe InverseModel implémente un
modèle direct et permet la minimisation d’une fonctionnelle. La classe ModelDirect implémente
un objet de la classe Boundaries. Cet objet représente les conditions aux limites du modèle
développé, chaque classe fille de la classe ModelDirect a accès à la définition des conditions aux
limites. Les classes ModelLaplace et ModelLaplaceGSL permettent la conception de modèles
résolus dans le domaine de Laplace chaque classe fille de ces classes a accès aux algorithmes
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FIGURE 6.9 – Schéma UML simplifié de la librairie de modèles
d’inversion de la transformée de Laplace [Dehoog et al., 1982, Stehfest, 1970], il est possible
d’imaginer des classes implémentant la FFT ou encore la transformée en ondelette. À titre
d’exemple, c’est à ce niveau de l’architecture qu’a été étudiée la possibilité d’implémenter un
solveur éléments finis basé sur le code MILAMIN [Dabrowski et al., 2008]. Une première
version spécialisée pour l’équation de la chaleur a été développée (MilaHeat2D), mais non
implémentée dans l’architecture pour le moment.
La librairie permet aussi le choix du hardware utilisé pour la résolution du modèle. Le calcul
peut s’effectuer sur le CPU sans optimisation, le CPU optimisé et CPU dédié au calcul ( ie. Intel
MKL) ainsi que sur une carte de calcul GPU (NVIDIA).
La notation GSL correspond à l’utilisation de GNU scientific library elle permet l’utilisation
de codes de calculs matriciels et d’optimisations linéaires à travers l’implémentation du BLAS
[Lawson et al., 1979] et LAPACK [Anderson et al., 1999]. Ces librairies de calculs scientifiques,
développées en FORTRAN, implémentent des algorithmes optimisés pour le calcul sur CPU
grand public et spécialisés. Ces algorithmes ont été développés par certains chercheurs déjà
évoqués dans ce manuscrit ( ie. Jeorge, J. Moré [Moré, 1977]).
La notation CUDA fait référence aux possibilités de calcul GPGPU de la machine. Cette
branche de l’architecture donne accès à la parallélisation massive des calculs et implémente le
BLAS et LAPACK à travers leurs homologues GPGPU, cuBLAS, MAGMA et CULAtools. Ces
librairies parallélisent le calcul matriciel ainsi que les opérations d’optimisation linéaire. Dans
le cadre de modèles physiques, avec les GPU grand public existants, deux solutions s’offrent
aux développeurs. La première, optimiser à l’aide des GPU les calculs matriciels et autres du
modèle, la deuxième, développer l’ensemble du modèle et le paralléliser (application pixel à
pixel par exemple). Dans les travaux présentés ici il serait nécessaire de faire les deux, cal-
cul linéaires et matriciels pour le modèle inverse et application à chaque pixel d’une séquence
infrarouge. Malheureusement, le cumul des deux approches, appelé parallélisme dynamique,
n’est possible que si la carte de calcul utilisée possède une Compute capability >3.5, ce qui à
l’heure actuelle correspond a une carte haut de gamme nécessitant un certain investissement,
néanmoins la librairie à été développée pour intégrer ce principe. Le polymorphisme en GPU,
sur lequel repose l’architecture de la libraire, est lui aussi conditionné aux possibilités maté-
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rielles de parallélisme dynamique. Pour le moment, le développement de la librairie est mis en
sommeil. Cette approche est néanmoins intéressante, elle permettrait une déclaration de modèle
au sein de IrLaW calquée sur la gestion des capteurs, à partir de là il est possible d’imaginer
l’implémentation à chaud de modèles physiques au sein du système.
Cette section a présentée le logiciel de mesure développé au sein de l’IFSTTAR ainsi que les
différentes étapes clés de son développement. La section suivante détaille son implémentation
assurant l’acquisition de données environnementales et ThIr sur le tablier du pont de Musmeci
durant trois jours.
6.2 Mise en place du système de mesure
Cette section présente l’installation du système de mesure en vue du suivi des conditions en-
vironnementales et des mesures infrarouges à la surface d’une infrastructure routière italienne
ouvet au trafic durant trois jours en juillet 2011.
Le pont de Musmeci (Viadotto dell’Industria) est un ouvrage en béton situé sur la commune
de Potenza en Ital ie. Il a été conçu par l’architecte Sergio Musmeci (1926-1981), sa construction
a été achevée en 1975. L’architecture du pont de Musmeci, figure 6.10, a la particularité d’avoir
été pensée non pas pour son utilisation finale, à proprement parler, mais pour son efficacité.
Ainsi le pont de Musmeci est un exemple d’optimisation à la charge statique des structures
bétons [Capomolla, 2006]. À ce titre nombre d’observateurs définissent ce pont non plus comme
une structure de génie civil, mais comme une œuvre d’art. Le tablier du pont est orienté suivant
un axe Sud/Est-Nord/Ouest.
FIGURE 6.10 – Viadotto dell’Industria - pont de Musmeci
Outre son architecture optimisée, la structure interne du pont de Musmeci est composée
de caissons de béton creux. L’objectif de l’étude présentée ici est de proposer une première
cartographie des propriétés thermiques spatiales de la structure interne du tablier, figure 6.11.
Le tablier est revêtu d’une couche d’étanchéité puis d’une couche de roulement en béton
bitumineux mis en œuvre au-dessus de la surface en béton des dalles ayant une structure interne
en caisson. Le tableau 6.1 présente les propriétés thermophysiques supposées des différentes
couches du tablier.
Afin d’effectuer le suivi temporel des différents paramètres météorologiques pendant la me-
sure par ThIR, le système IrLaW (cf section 6.1) a été installé sur un mini PC ZOTAC relié
à une alimentation électrique sécurisée. Un GPS Ublox®(positionnement + datation des don-
nées), une caméra infrarouge FLIR®A320 et une station météo VAISALA®WXT520 ont été
connectées au système conçu pour fonctionner de manière autonome. Le système assure la mise
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FIGURE 6.11 – Structure interne du pont de Musmeci - cotes en m
k α ρC
W/m.K m2/s J.m-3.K-1
Enrobé 1.41 4.96e−7 2838810
Béton 1.8 8.5e−7 2116000
Air 0.0242 1.96e−5 1232
TABLE 6.1 – Propriétés physiques a priori
à disposition des données sur un réseau wifi privé. La figure 6.12 présente le schéma du système
d’information installé sur le pont de Musmeci.
FIGURE 6.12 – Vue d’ensemble du système d’information
Un PC\Tablette de contrôle peut être utilisé localement afin de paramétrer le système ou
d’effectuer la récupération asynchrone des données. Lors des essais, le mini-PC sur lequel le
système IrLaW est implémenté a été placé dans un boitier étanche sous le pont. La caméra infra-
rouge et la station météo ont été fixées sur un mât de 6m, la figure 6.13 présente l’installation du
système sur l’un des gardes corps du pont ainsi que le champ de vision de la caméra infrarouge.
Un scénario d’acquisition a été implémenté dans le système (cf section 6.1), les données
issues de la caméra infrarouge sont acquises à une fréquence de 5 Hz et enregistrées à 0.1 Hz
après application d’une moyenne de 50 images thermiques. Le fait de moyenner l’acquisition
tend à réduire le volume de données stockées ainsi que l’impact de la circulation sur la qualité
de mesure, sauf en cas d’embouteillage ou de trafic dense.
Une fois le système configuré et installé l’acquisition peut démarrer. L’évolution de la tem-
pérature de l’air, de la vitesse du vent ainsi que les images infrarouges ont été enregistrées. Le
suivi de l’humidité relative constitue un des paramètres d’entrée pour corriger en temps réel
les mesures infrarouges avant stockage (cf section 6.1). La figure 6.15 présente l’évolution des
différents paramètres durant l’essai sur site.
Pendant les deux premiers jours, les paramètres suivis présentent un comportement pério-
dique. Bien que le vent présente aussi un comportement périodique, il est perturbé par des
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FIGURE 6.13 – Installation du système
FIGURE 6.14 – Principales données acquises durant l’expérience
événements à haute fréquence (ie. rafales de vent). Le dernier jour un épisode de vent intense
dans la journée se traduit par une chute de la température de surface de l’ouvrage. Remarquer
que au même moment l’ensemble des paramètres, à l’exception du vent, présente un comporte-
ment constant. La figure 6.15 affiche le champ de température mesurée par la caméra infrarouge
à différents instants du cycle journalier.
Le pont n’étant pas situé exactement dans l’axe solaire, l’ombre portée du garde corps ap-
paraît sur ces différentes images thermiques. Remarquez que la structure interne du pont est
détectable durant la relaxation thermique, cette observation indique que l’information sur la
structure interne est contenue dans les images thermiques mesurées. Ainsi il apparaît justifié de
dimensionner une procédure d’estimation de paramètres.
Cette section a présenté l’objet de l’étude et l’installation du système de mesure. Il a été ob-
servé un comportement pseudo-périodique de l’ensemble des paramètres durant au moins deux
jours. Ces deux jours faisaient suite à dix jours de conditions climatiques estivales permettant
la formulation d’une hypothèse de régime établis sur les deux premiers jours de mesures. Ainsi,
la section suivante présente le développement d’un modèle quadripolaire fréquentiel en vue de
la conception d’une procédure d’estimation paramétrique à l’image du chapitre 2.
6.3 Modélisation thermique
De par l’historique de mesure et l’allure périodique journalière du flux solaire, il est pos-
sible d’établir un parallèle entre les séquences d’images thermiques acquises section 6.2 et
le contrôle non destructif de système par photothermie modulée. La photothermie modulé ou
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FIGURE 6.15 – Images thermiques
Lock-in [Busse, 1980] est couramment utilisée pour l’estimation de différentes propriétés telles
que la diffusivité thermique [Czarnetzki et Roetzel, 1995, Salazar et al., 2010]. En laboratoire
elle présente l’avantage de déposer à la surface de l’échantillon une faible énergie, cette parti-
cularité permet notamment le diagnostic non destructif d’œuvres d’art [Candore et al., 2006]
ainsi que son utilisation dans le domaine biomédical [Autrique et Perez, 2011]. L’estimation
de paramètre peut se faire directement, par analyse des déphasages entre zones saines et défec-
tueuses [Lascoup et al., 2013], ou à l’aide d’une modélisation inverse [Perez et Autrique, 2009].
L’effet de diffusion au sein des structures de génie civil ainsi que les perturbations environne-
mentales rendent, ici, la mesure du déphasage difficile.
Après un rappel sur la formulation de l’équation de la chaleur soumise à une densité de
flux périodique, cette section présente un modèle quadripolaire fréquentiel posant ainsi la pre-
mière brique d’une procédure d’estimation paramétrique destinée à caractériser des éléments de
structure soumis au flux solaire.
6.3.1 Formulation de l’équation de la chaleur en régime périodique éta-
bli : milieu semi-infini
La résolution de l’équation de la chaleur soumise à une excitation périodique (densité de flux ou
température) est développée en détail dans [Carslaw. et Jaeger, 1959] et [Maillet et al., 2000],
cette section n’effectue qu’un rappel et présente les différentes quantités caractéristiques de
l’évolution thermique périodique au sein d’un corps monolithique.
Les différents développements étudiés ci-après ne sont valides que pour modéliser la com-
posante périodique établie d’un système soumis à une excitation harmonique c-à-d que la mon-
tée en régime du système a été effectuée préalablement. L’équation 6.2 présente le système à
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résoudre : 
∂T
∂t
= α
∂2T
∂x2
T (x, t)|x=0 = A cos (ωt)
T (x, t)|t=0 = 0
(6.2)
pour une fréquence f , une pulsation définie par ω = 2πf et une amplitude A (x)|x=0 = A.
L’hypothèse est émise que la solution recherchée est de forme :
T (x, t) = A(x, ω) cos (ωt−D)
où D est le déphasage spatial. Afin de résoudre l’équation 6.2 il est possible de poser T ∗ =
Trel + jTimag la température complexe avec j le nombre imaginaire :
T ∗ = A (x) cos (ωt−D) + jA (x) sin (ωt−D) = τ(x) exp(iωt) (6.3)
avec τ(x) = A (x) exp(−jD) l’amplitude complexe de la température T ∗. Il est alors pos-
sible de poser l’équation 6.4, notez que l’amplitude de la température complexe ne dépend plus
du temps :
∂2τ
∂x2
=
jω
α
τ (6.4)
Il est utile pour la suite de remarquer que l’équation 6.4 est équivalente à l’équation 2.5
présentée section 2.1.1 lorsque p −→ jω. L’équation 6.4 a pour solution :
τ(x) = τ (x)|x=0 exp
(
−
√
jω
α
x
)
(6.5)
La solution de l’équation 6.3 est alors exprimée l’aide de équation 6.5 et présentée équation
6.6
T ∗(x, t) = τ (x)|x=0 exp
(
−
√
jω
α
x
)
exp (jωt) (6.6)
L’expression de la partie réelle de l’équation donne la forme générale de la solution au
problème posé :
T (x, t) = Re(T ∗) = A exp
(
−x
√
ω
2α
)
cos
(
ωt− x
√
ω
2α
− ξ
)
(6.7)
À partir de cette équation plusieurs observations sont possibles [Carslaw. et Jaeger, 1959,
Maillet et al., 2000] :
• Le déphasage spatial est défini par D = x
√
ω
2α
et augmente avec la profondeur.
• L’amplitude décroit exponentiellement avec la profondeur A(x) = A exp
(
−x
√
ω
2α
)
. À
l’aide de cette quantité il est possible de définir l’équivalent de la longueur caractéristique
de diffusion (cf chapitre 1), à savoir la profondeur de pénétration Dp. Dans la pratique la
profondeur x où le signal est observable varie entre 0 > x > Dp = 2π
√
2a
ω
.
• L’équivalent du temps de diffusion en régime transitoire est défini par la vitesse v de
"l’onde" thermique v =
√
2aω
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• Il devient possible d’exprimer la longueur d’onde du système λ = 1√ ω
2α
. Comme avec la
profondeur de pénétration la modélisation semi-infini n’est valide que pour des matériaux
où e >> 2πλ [Carslaw. et Jaeger, 1959].
• Remarquez qu’un second terme de déphasage ξ a été ajouté à la solution. Ce terme est
nul quand l’équation est résolue pour une condition limite de Dirichlet et vaut π/4 dans
le cas d’une condition de Neumann.
6.3.2 Formulation harmonique de l’équation de la chaleur : milieu semi-
infini
Le système étudié ici est excité périodiquement par le flux solaire. Il est important de remarquer
que le flux solaire est composé d’une somme de signaux périodiques auxquels s’ajoute l’en-
semble des perturbations environnementales. Ainsi, les développements présentés section 6.3.1
n’apparaissent pas capables de modéliser le système étudié. Pour ce faire, il est possible de
formuler l’équation 6.2 à l’aide des séries de Fourier et de l’équation 6.5 [Maillet et al., 2000] :
T (t)|x=0 =
1
Tp
(
τc(0) + 2
∞∑
−∞
(τc(ωn) cos(ωnt) + τs(ωn) sin(ωnt))
)
(6.8)
avec Tp la période, ωn = 2πnTp et
τc(ωn) =
∫ Tp
0
T (t) cos(ωnt)dt
τs(ωn) =
∫ Tp
0
T (t) sin(ωnt)dt.
À l’image de l’équation 6.5, il est possible de définir τ(x, ωn) l’amplitude de la température
complexe pour un ωn donné par :
τ(x, ωn) = τ(0, ωn) exp
(
−x
√
jωn
α
)
(6.9)
Ainsi, la solution de l’équation 6.2 soumise à une excitation harmonique est :
T (x, t) =
1
Tp
(
∞∑
−∞
(τ(ωn, x) exp(jωnt))
)
(6.10)
La transformée de Fourier discrète est reconnaissable dans l’équation 6.10. Cette observa-
tion est importante, elle autorise l’utilisation de la transformée de Fourier rapide pour la ré-
solution de l’équation de la chaleur. La transformée de Fourier autorise aussi la formulation
harmonique de signaux complexes périodiques ou non.
6.3.3 Formulation harmonique de l’équation de la chaleur : les quadri-
pôles thermiques
Les développements précédents ont permis de faire un rappel sur la résolution de l’équation
de la chaleur dans le cas d’une excitation périodique et des groupements caractéristiques. En
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appliquant le raisonnement présenté section 2.1.1 sur l’équation 6.4 il est possible d’exprimer
les matrices quadripolaires du système :
(
τ1ωn
ϕ̃1ωn
)
=
 cosh
(√
jωn
α
e
)
1√
jωn
α
k
sinh
(√
jωn
α
e
)
√
jωn
α
k sinh
(√
jωn
α
e
)
cosh
(√
jωn
α
e
)
(τ2ωnϕ̃2ωn
)
=
(
Aωn Bωn
Cωn Cωn
)(
τ2ωn
ϕ̃2ωn
)
(6.11)
La formulation quadripolaire est équivalente à celle présentée section 2.1.1 pour p −→ jωn.
L’évolution de la chaleur au sein corps solide monolithique semi-infini soumis à une excitation
harmonique à donc pour solution continue l’équation 6.12 obtenue à l’aide de la transformation
de Fourier inverse [Erdelyi, 1954] :
T (t)|x=0 =
1√
2π
∫ ∞
0
Aω
Cω
ϕ̃1ω exp (jω) dω (6.12)
La notion de température complexe est introduite pour résoudre l’équation de la chaleur
d’un corps monolithique semi-infini soumis à une excitation périodique. La formulation quadri-
polaire du modèle permet d’établir un lien avec la transformée de Fourier autorisant l’utilisation
d’algorithmes optimisés tel que la transformée de Fourier rapide (FFT) [Cooley et Tukey, 1965].
La section suivante présente le développement d’une procédure d’estimation paramétrique per-
mettant de cartographier des propriétés thermophysiques apparentes du pont de Musmeci.
6.4 Procédure d’estimation paramétrique
Les mesures effectuées sur le pont de Musmeci ainsi que les différentes possibilités de modéli-
sation de l’équation de la chaleur en régime périodique établi ont été présentées. À la vue des
signaux thermiques l’hypothèse est émise que le pont présente un régime pseudo-périodique
établi (cf section 6.2). Le pont étant soumis a des conditions variables, voire aléatoires (nuages,
vents, etc.), l’hypothèse de périodicité est forte de conséquences. Étant donné les faibles per-
turbations et le comportement périodique des différents paramètres environnementaux, l’étude
porte sur les premières 24 heures de mesure. Cette restriction aux premières 24 heures permet
de réduire l’impact de l’hypothèse de périodicité. Elle est également justifiée par l’historique
des conditions environnementales montrant que des conditions similaires à ces premières 24
heures ont pu être observées durant 10 jours avant le début des mesures.
La modélisation quadripolaire fréquentielle est détaillée équations 6.11 et 6.12, ce type de
modèle à déjà été utilisé dans la partie I. L’objectif est ici d’étudier l’utilisation de modèles
1D quadripolaires pour la caractérisation de système soumis à l’ensemble des perturbations
environnementales. Pour simplifier l’étude, un modèle quadripolaire semi-infini sera utilisé.
Ce choix est justifié par le calcul de la profondeur de pénétration (cf section 6.3.1) à l’aide
des propriétés supposées du pont (cf tableau 6.1). Enfin, étant donné le caractère supposé des
propriétés du multi-couches que constitue le tablier du pont, une seule couche est exprimée au
sein du modèle direct. L’estimation paramétrique porte donc sur les propriétés apparentes du
système. Le modèle quadripolaire utilisé est présenté équation 6.13 :
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(
τsurfωn
ϕ̃envωn
)
=
(
Aωn Bωn
Cωn Cωn
)(
τarωn
0
)
T (t)|surf =
1
Tp
(
∞∑
−∞
Aωn
Cωn
ϕ̃envωn exp(jωnt)
)
(6.13)
où τsurfωn est l’amplitude de la température complexe de la température en surface et ϕ̃envωn la
transformée de Fourier discrète de l’ensemble des sollicitations thermiques à la surface du ta-
blier du pont. L’évolution de la température de surface T (t)|surf est obtenue à l’aide de l’inverse
de la transformée de Fourier discrète. Étant donné la forme simplifiée du modèle, il aurait été
envisageable d’exprimer une solution analytique continue à l’aide de la transformation de Fou-
rier, équation 6.12, mais l’objectif est ici de tester l’ensemble de la méthode de modélisation,
y compris la discrétisation fréquentielle. À l’image de la section 2.5 l’estimation paramétrique
consiste à trouver le jeu de paramètres P = [k, α, e] qui minimise la fonctionnelle F [Beck et
Arnold, 1977, Orlande et al., 2011] :
min
P
(F) = min
P
(
‖ T (t)|surf −M‖
2
)
(6.14)
oùM représente les mesures, figure 6.14. Comme précédemment la minimisation de la fonc-
tionnelle sera effectuée avec l’algorithme de Levenberg-Marquardt [Levenberg, 1944, Mar-
quardt, 1963]. Avant de dimensionner une procédure d’estimation à proprement dit, il est né-
cessaire d’exprimer ϕenv (t) la densité de flux thermique à la surface du pont. L’excitation ther-
mique à la surface fait intervenir un certain nombre de paramètres tels le vent et le flux solaire.
La section suivante présente la méthode de reconstruction de ϕenv (t).
6.5 Reconstruction des conditions limites du système
La densité de flux thermique à la surface du tablier dépend du flux solaire et des autres condi-
tions environnementales. Il est nécessaire de reconstruire les effets induits aux limites du sys-
tème par ces deux paramètres. Dans un premier temps cette section, présente la méthode de
reconstruction du flux solaire et du coefficient d’échange thermique, puis la densité de flux sur-
facique est reconstruite.
6.5.1 Reconstruction du flux solaire
Tout d’abord, le flux solaire dépend de plusieurs paramètres comme la constante solaire Ic =
1367 W.m-2 qui est la densité de flux moyenne reçue au sommet de l’atmosphère (une unité
astronomique) ou l’angle d’incidence αinci formé par les rayons solaires et la surface exposée.
La plupart des modèles expriment l’addition des flux directs, diffus et réfléchis pour obtenir le
rayonnement total à la surface figure 6.16.
De nombreuses études s’attachent à reconstruire le flux solaire, que cela soit pour l’estima-
tion de l’énergie reçue par une zone urbaine [Melouch et Ben Brahim, 2001,Todorova, 2008] où
l’estimation par satellite de la densité de végétation au dessus de la France [Piedallu et Gegout,
2007]. À chaque étude son modèle de flux solaire, [Todorova, 2008] propose une représenta-
tion graphique non exhaustive des différents modèles et corrélations utilisables en fonction de
la hauteur dans l’atmosphère et [Piedallu et Gegout, 2007] propose un tableau dressant les ap-
ports de chaque modèle spécifique au calcul du flux global. Dans cette étude, le flux solaire
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FIGURE 6.16 – Composantes du flux solaire
est reconstruit à l’aide d’une compilation de modèles proposée par [Duffie et Beckman, 1991].
Ci-après la liste des différents paramètres nécessaire au calcul de αinci :
la Latitude du lieu, comprise entre -90°et 90°, comptée positivement au nord
δ Déclinaison solaire mesure l’inclinaison du plan équatorial par rapport au plan orbital
de la terre. Elle est comptée positivement vers le nord et avec des valeurs nulles aux
équinoxes, −23.45° ≤ δ ≤ 23.45°.
β Pente de la surface, angle entre la surface et l’horizontale. 0° ≤ β ≤ 180°
γ Azimut de la surface. Angle entre la projection sur un plan horizontal de la normale à
surface et la direction donnée par le sud. Positif à l’ouest. −180° ≤ γ ≤ 180°
ξ Angle horaire. Déplacement angulaire du soleil dû au mouvement de rotation de la Terre.
C’est l’angle entre les projections horizontales de la direction centre de la terre - surface
à l’instant du calcul et à midi. Cet angle évolue de 15° par heure (24 x 15 = 360°/jour)
αinci Angle d’incidence, angle entre la normale à la surface et le rayon incident.
αs Angle d’altitude solaire, angle entre la projection dans le plan horizontal de la direction
du rayon incident, et la direction du rayon incident.
θz Angle au zénith, c’est l’angle complémentaire de αs
γs Azimut solaire. Angle entre la projection sur un plan horizontal de la direction du rayon
incident et la direction donnée par le sud. Positif à l’ouest. −180° ≤ γs ≤ 180°
Ces différentes quantités sont reportées figure 6.17. Des relations existent pour calculer
l’ensemble de ces quantités. Ainsi la formule de [Cooper, 1969] permet le calcul de l’angle
solaire δ :
δ = 23.45 sin
(
360.
284 + n
365
)
(6.15)
avec n le numéro du jour. Le modèle de [Kreith et Kreider, 1978] permet de calculer le rayon-
nement au somment de l’atmosphère Ratm pour un jour donné à l’aide de la constante solaire
Ic :
Ratm = Ic
(
1 + 0.034 cos
(
360n
365
))
(6.16)
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FIGURE 6.17 – Grandeurs utiles à la reconstruction de la densité de
flux [Duffie et Beckman, 1991]
Notez que l’expression de ces deux relations change si l’année est bissextile [Cooper, 1969,
Kreith et Kreider, 1978]. La formule de [Oke, 1987] permet le calcul de l’azimut solaire γs :
cos (γs) =
sin (δ) cos (la)− cos (δ) sin (la) cos (ξ)
cos (αs)
(6.17)
Le calcul de l’angle d’incidence est donné par [Duffie et Beckman, 1991] :
cos (αinci) = sin (αs) cos (β) + cos (αs) sin (β) cos (γs − γ) (6.18)
A partir du rayonnement au somment de l’atmosphère Ratm, de la transmission atmosphé-
rique τatm = 0.6 [Gates, 1980] et de l’angle d’incidence αinci il est possible de calculer la
densité de flux solaire direct ϕdsol :
ϕdsol = Ratmτ
Mt
atm cos (αinci) (6.19)
où Mt est le chemin optique des rayons solaires calculé à l’aide de corrélations [Kreith et
Kreider, 1978, Piedallu et Gegout, 2007] :
Mo =
√
1229 + (614 sin (αs))
2 − 614 sin (αs)
P/Po =
(
(288− 0.0065H)
288
)5.256
Mt = MoP/Po (6.20)
avec Mo le chemin optique relatif au niveau de la mer, P/Po la correction de la pression at-
mosphérique et H la hauteur de la zone étudiée. Reste maintenant à calculer le flux solaire
diffus et total. L’équation 6.21 présente le calcul du rayonnement diffus [Duffie et Beckman,
1991, Piedallu et Gegout, 2007] :
ϕdiffsol = Ratm
(
0.271− 0.294τMtatm
)
sin (αinci) (0.5 + 0.5 cos (β)) (6.21)
Il est maintenant possible de calculer le rayonnement total ϕtotsol à la surface, équation 6.22
ϕtotsol =
(
ϕdiffsol + ϕ
d
sol
)(neb
8
)3.4
(6.22)
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FIGURE 6.18 – Modélisation du flux solaire
où neb est l’indice de nébulosité (en octal) rendant compte de la présence de nuages. La figure
6.18 présente le calcul des composantes du flux solaire durant les premières 24 heures de mesure
pour une nébulosité neb = 0 et une pente β = 0.
Notez qu’il existe plusieurs façons d’exprimer la présence ou non de nuages (nébulosité)
et d’ombre [Duffie et Beckman, 1991, Piedallu et Gegout, 2007]. Ici les mesures ayant été
effectuées en été avec un ciel dégagé il n’est pas nécessaire de prendre en compte la nébulosité.
Il est aussi possible d’utiliser le modèle pour simuler l’éclairement entre surfaces, en zone
urbaine par exemple [Vienne, 2013]. La modélisation du flux solaire émet plusieurs hypothèses,
notamment la transmission de l’atmosphère fixée à 0.6 [Gates, 1980] ou encore le calcul même
du flux diffus [Duffie et Beckman, 1991] ces quantités sont difficiles à simuler en l’absence
de mesures. C’est pourquoi en toute rigueur il aurait été nécessaire d’ajouter au système des
capteurs de flux solaire.
6.5.2 Reconstruction du coefficient d’échange thermique et du flux global
Les faibles vitesses de vent mesurées les premières 24 heures peuvent être assimilées à un phé-
nomène de convection naturelle (cf chapitre 1). Ainsi, il est possible de représenter le phéno-
mène de transport à la paroi par l’application d’un coefficient d’échange thermique h. L’objectif
est ici de reconstruire le flux à la surface du tablier du pont de Musmeci, équation 6.23
ϕevn (t) = h (t) (Text (t)− Tsurf (t)) + ϕtotsol = ϕconv + ϕtotsol (6.23)
avec ϕevn la densité de flux thermique en surface, Text et Tsurf les température extérieure et de
surface (cf chapitre 1). Le modèle présenté précédemment à permis de reconstruire ϕtotsol, la suite
de l’étude porte sur la reconstruction de h, ϕconv et ϕsurf (t).
Il existe différentes corrélations permettant de lier la vitesse du vent au coefficient d’échange
convectif [Palyvos, 2008]. L’équation 6.24 présente la corrélation de [McAdams, 1954]
h = 5.7 + 3.8v v < 5ms−1
h = 6.47v0.78 v ≥ 5ms−1 (6.24)
Le caractère très perturbé de l’évolution de la vitesse du vent (rafale) fait apparaitre des
événements hautes fréquences. Ce comportement risque de perturber fortement la résolution
du modèle direct. Ainsi, les mesures on été sous échantillonnées à 0.0083 Hz, ceci tend aussi
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à réduire le nombre de données et donc in fine le temps de calcul. La figure 6.19 présente les
composantes de ϕconv obtenues à l’aide de la corrélation de McAdams [McAdams, 1954].
FIGURE 6.19 – Reconstruction du
coefficient d’échange -
fech = 0.0083 Hz
FIGURE 6.20 – Données filtrées
Bien que le nombre de données ait été réduit, il apparaît sur la figure 6.19 que le coeffi-
cient d’échange convectif est très perturbé par les rafales de vent. Bien que ces perturbations
soient dues à un phénomène physique mesurable, dans le cadre de la modélisation thermique
ces perturbations ne sont que du bruit de mesure. L’expérience montre que la résolution du mo-
dèle quadripolaire en présence d’une large gamme de fréquences n’est pas possible en l’état.
Ainsi un filtre de Butterworth [Butterworth, 1930] d’ordre quatre est appliqué sur chacune des
composantes de ϕconv, tableau 6.2 et figure 6.20
ordre Fréquence de coupure Hz
Température mesurée par IR 4 0.165
Température extérieure 4 0.0165
Vitesse du vent 4 0.0917
TABLE 6.2 – Propriété des différents filtres de [Butterworth, 1930]
Les précédents développements permettent d’exprimer le flux total ϕenv ainsi que ses com-
posantes, figure 6.21. La figure 6.22 présente ϕtotsol (ω) et ϕenv (ω) utilisés pour alimenter le mo-
dèle fréquentiel. Il est intéressant de remarquer deux pics fréquentiels dansϕtotsol (ω) à 11, 574 µHz
et 23, 148 µHz, ces pics correspondent pour le premier à la périodicité journalière de 24 heures
du signal, le second à l’alternance jour nuit de 12 heures. Ces deux pics sont aussi présents sur
ϕenv (ω), mais des événements d’amplitude non négligeable dus aux hautes fréquences du co-
efficient d’échange thermique sont aussi visibles. Il serait intéressant pour des développements
futurs de ne résoudre le problème que pour les pics de fréquences, en omettant dans un premier
temps les variations du coefficient d’échange.
La procédure d’estimation paramétrique utilisée peut être résumée schématiquement, figure
6.23.
Cette section a présenté la modélisation directe et inverse utilisée dans cette étude. Les
méthodes de reconstruction du flux solaire et du flux convectif à la surface de tablier du pont
de Musmeci ont été présentées. L’analyse a mis en avant la nécessite de filtrer les données de
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FIGURE 6.21 – Reconstruction de
la densité de flux
FIGURE 6.22 – Transformée de
Fourier des densités flux
thermiques
FIGURE 6.23 – Procédure d’estimation
mesure avant de reconstruire les conditions aux limites du système. Dans la suite de l’étude, une
procédure d’estimation paramétrique est appliquée sur deux pixels représentatifs de la structure
avant d’effectuer la cartographie des propriétés thermophysiques du tablier.
6.6 Résultats de la procédure d’estimation
Cette section a pour objectif de dresser la cartographie des propriétés thermophysiques ap-
parentes de la structure. Ces évaluations sont réalisées en utilisant la procédure d’estimation
présentée précédemment. Dans un premier temps, la procédure est appliquée sur deux pixels
représentatifs localisés en utilisant l’image thermique présentée figure 6.15. Enfin, la cartogra-
phie du tablier sera proposée.
6.6.1 Estimation paramétrique sur deux pixels représentatifs
Suite à l’analyse de la figure 6.15 des zones présentant un comportement distinct ont pu être
localisées. Ces zones correspondent aux caissons de béton présents sous la surface du tablier.
Ainsi, deux points d’intérêt ont été identifiés, le premier Pxb est situé à la verticale d’une
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séparation entre deux caissons, le deuxième Pxa est situé au-dessus d’une zone évidée. Le
tableau 6.3 présente les résultats de la procédure.
k
W/m.K
Pxb 1.75
Pxa 1.8
TABLE 6.3 – Résultat de la procédure d’estimation sur deux pixels
représentatifs
Il est possible sous certaines hypothèses, rappelées ci-après, de calculer les paramètres équi-
valents à un multi-couches [Maillet et al., 2000], l’équation 6.25 présente le calcul de la conduc-
tivité apparente d’un système à n couches.
ke =
e
e1
k1
+ e2
k2
+ ...+ en
kn
(6.25)
Cette équation n’est valide que pour des matériaux présentant des ratios d’éffusivités égaux,
mais dans ce cas d’étude elle permet d’estimer un ordre de grandeur à l’aide des propriétés
reportées tableau 6.1. Ainsi après calcul il apparaît que les deux premières couches présentent
une conductivité apparente de ke = 1.6 W.m-1.K-1. Au dessus d’une interface de béton entre
deux caissons. Les calculs montrent que l’ordre de grandeur de ke tend à augmenter, ce qui
apparaît cohérent avec la propriété estimée. En revanche la présence d’une troisième couche
d’air tend à diminuer fortement ke, ce qui ne ressort pas dans le tableau 6.3.
Plusieurs facteurs peuvent expliquer ce phénomène, tout d’abord il est possible que la pro-
fondeur de la couche d’air soit du même ordre de grandeur que la profondeur de pénétration (cf
section 6.3). Difficile à calculer pour les multi-couches, elle serait pour un système entièrement
en béton soumis à une excitation périodique de 24 heures de Dp = 0.9 m et de Dp = 0.6 m
pour une excitation de 12 heures. Ainsi même si le béton apparaît plus diffusif que l’ensemble
du multi-couches, la diminution de Dp n’explique pas le faible écart entre Pxb et Pxa.
Une autre explication tient au procédé de fabrication. Les caissons de béton ont été moulés
grâce à un coffrage en bois, et il est plausible que des vestiges de ce coffrage subsistent au sein
du tablier, ce qui expliquerait la faible différence entre Pxb et Pxa. Enfin, il est possible que
l’injection des mesures dans la reconstruction des conditions aux limites tende à faire converger
rapidement le modèle inverse.
La figure 6.24 présente l’écart entre mesure et modèle, tout comme dans la partie I de cette
thèse, les résidus apparaissent faibles, mais signés. Bien que ces dernières constatations mettent
en lumière les problèmes de la méthode , les paramètres estimés n’en restent pas moins fidèles
aux valeurs attendues.
Après cette première analyse de la procédure inverse il apparaît que la différence entre les
paramètres apparents (suivant leurs emplacements sur la structure) est plus faible que ce qu’il
était attendu. Plusieurs choses peuvent expliquer ceci, présence de bois, erreur de jugement dans
le choix des propriétés a priori, influence de l’injection des mesures dans le calcul des condi-
tions limites ou encore problème de mesure. Néanmoins les estimations restent cohérentes vis-
àvis des propriétés attendues. C’est pourquoi, dans la suite de l’étude la procédure d’estimation
est utilisée pour cartographier la distribution spatiale des propriétés thermophysiques du tablier.
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FIGURE 6.24 – Comparaison entre les mesures et la température
calculée
6.6.2 Cartographie de propriétés
Après avoir étudié le comportement de la procédure d’estimation, la méthode est appliquée à
l’ensemble des pixels de la séquence d’images infrarouges. Dans un premier temps, afin de
localiser plus finement les zones d’intérêts, la figure 6.25 présente les cartographies de phases
et d’amplitude obtenues par la transformation de Fourier [Cooley et Tukey, 1965].
FIGURE 6.25 – Cartographies de phase (gauche) et d’amplitude
(droite) issues de la FFT
La carte en amplitude représente la valeur de la seconde harmonique, tandis que la carte de
phase représente la cinquième harmonique. D’abord choisies arbitrairement pour leur contraste
élevé faisant apparaitre la structure interne du pont, la valeur de phase et d’amplitude ω5 et
ω2 correspondent aux pics fréquentiels générés par les deux composantes principales de l’ex-
citation thermique, à savoir un signal journalier de 24 heures et une alternance jour nuit de 12
heures. Ces pics sont observables sur la figure 6.22. Il est intéressant de remarquer que l’ombre
portée du garde-corps apparaît sur la carte de phase , inversement c’est la différence d’état de
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surface entre les deux voies de circulation qui apparaît sur la carte d’amplitude.
La figure 6.26 présente la cartographie de conductivité thermique apparente identifiée à
l’aide de la procédure d’estimation développée précédemment. Notez que pour l’occasion une
implémentation GPGPU de l’algorithme de Levenberg Marquardt a été développée, le modèle
direct a lui aussi été implémenté en GPGPU il est ainsi massivement parallélisé pour chaque
ωn. Les différents calculs ont été effectués sur un ordinateur grand public (RAM : 8G, Proc :
Intel®Core™i7 − 2860QM @2.50 GHz, OS : Ubuntu 12.04) disposant de capacité de calcul
GPU par l’intermédiaire d’une carte graphique NVIDIA®GT 555M .
La procédure d’estimation brute, c-à-d non optimisée au sens algorithmique (direct + algo-
rithme de Levenberg Marquardt), a été appliquée à l’ensemble de la séquence infrarouge. Les
résultats ont été obtenus en isolant une zone de 240x200 pixels au sein de l’image originelle,
puis afin de réduire les temps de calcul, une moyenne spatiale sur quatre pixels a été appliquée.
Ainsi la séquence d’images thermiques traitée a une résolution spatiale de 120x100 pixels. Les
temps de calcul passent de ≈ 70 h avant parallélisation à moins de 3 h avec l’implémentation
GPGPU non optimisée.
FIGURE 6.26 – Cartographie de la conductivité apparente
Le premier caisson de béton (au premier plan) apparaît clairement sur la cartographie. En
revanche la minimisation étant effectuée sur les données temporelles et non fréquentielles les
zones problématiques identifiées sur les cartes de phase ou d’amplitude apparaissent toutes
les deux sur la cartographie de propriété, à savoir l’ombre portée (à droite) et le changement de
revêtement (à gauche). Enfin des problèmes de mesure apparaissent, même si un certain nombre
de caissons sont détectés la conductivité apparente apparaît croissante en y, bien que les mesures
aient été corrigées (section 6.1), il est possible que la carte des distances pose problème. Les
variations spatiales d’émissivité, bandes blanches, apparaissent aussi problématiques.
Une étude complémentaire devra analyser la faisabilité et les résultats de la procédure d’esti-
mation non plus sur des mesures temporelles, mais sur la phase et l’amplitude de la transformée
de Fourier de celles-ci. Ceci afin de prendre en compte les remarques effectuées sur les carto-
graphies présentées figure 6.25.
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6.7 Synthèse
Résumé et principaux résultats
Ce chapitre a présenté une étude dont l’objectif était de caractériser, à l’aide d’une modélisation
quadripolaire fréquentielle couplée à une méthode de minimisation, la distribution spatiale de
la conductivité apparente d’une structure de génie civil ouverte au trafic. Le système de mesure
a été présenté et son installation in situ détaillée. La formulation périodique pure et harmonique
de l’équation de la chaleur a été développée ainsi que les différentes méthodes de reconstruction
de conditions limites environnementales. Enfin, la conception d’une procédure d’estimation pa-
ramétrique a permis la cartographie des propriétés thermophysiques apparentes de la structure.
Synthèse des différentes sections
La section 6.1 a présenté le principe de fonctionnement ainsi que les différentes étapes de
conception de la solution logicielle et matérielle IrLaW-SENSORBOX. IrLaW est capable de
piloter un ensemble de cameras thermiques, la récente démocratisation des solutions de cal-
culs massivement parallèles GPGPU [Harris, 2002] lui permet d’effectuer un certain nombre
corrections de mesure en temps réel (ie correction atmosphérique, conversion en température,
etc.). De par sa connectivité il peut être intégré à un protocole expérimental strict [Dumoulin
et Boucher, 2014]. Dans le cadre du projet ISTIMES, IrLaW à évoluer vers une architecture
SHM, la SENSORBOX. Capable de faire office aussi bien de capteur multi-données ainsi que
de système SHM à part entière. IrLaW-SENSORBOX implémente le protocole normalisé de
communication de l’open geospatial consortium (OGC) au travers duquel il peut être déployé
comme web-service respectant les concepts de SOA/WOA [Wiederhold, 1992] du W3C [OGC,
2011, OGC, 2010]. L’ensemble de ses capacités de communications peuvent être déployées
dans des canaux de communication implémentant leurs propres protocoles et capacités de cal-
cul [Averty, 2011, Dumoulin et Averty, 2012b].
Dans la suite de l’étude, la section 6.2, détaille l’installation du système de mesure afin
d’effectuer le suivi thermique du pont de Musmeci, à Potenza en Italie [Dumoulin et Averty,
2012a, Argenti et al., 2012]. Le système est composé, d’un GPS, d’une station météo ainsi que
d’une caméra thermique filmant le tablier du pont. Le tout est articulé autour du logiciel IrLaW
installé sur un mini PC et pouvant être commandé à distance. À l’aide de ce système auto-
nome, l’ensemble des paramètres environnementaux (vents, température, humidité, etc..) ainsi
que les données IR ont été mesurées pendant trois jours en juillet 2011. Le pont n’étant pas
situé exactement dans l’axe solaire, l’ombre portée du garde corps apparaît sur les différentes
images thermiques acquises. Lors de la relaxation thermique la structure interne en caissons
de béton est détectée sur les images infrarouges, indiquant par la même que l’information sur
la structure interne du pont est contenue dans le signal journalier mesuré. Un comportement
pseudo-périodique est observé sur l’ensemble des paramètres durant les 24 premières heures,
orientant ainsi l’étude vers une modélisation harmonique de l’équation de la chaleur en vue de
développer une procédure d’estimation permettant le diagnostic de la structure interne du pont.
Après avoir constaté la périodicité des mesures (du moins sur les 24 premières heures), la
section 6.3 présente la forme fréquentielle de l’équation de la chaleur, notamment en introdui-
sant la notion de température complexe [Carslaw. et Jaeger, 1959, Maillet et al., 2000, Perez et
Autrique, 2009]. Les grandeurs caractéristiques de cette formulation ont ensuite été détaillées
dans le cas d’une excitation périodique pure. Dans la suite de la section, la formulation fré-
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quentielle pure a été étendue aux séries de Fourier ainsi qu’a la transformée du même nom par
l’intermédiaire d’une formulation quadripolaire fréquentielle. La modélisation de la diffusion
de la chaleur dans des matériaux soumis à des excitations harmoniques ( ie. supérieur à une
harmonique) ouvre ainsi la voie à la modélisation de systèmes soumis aux différents apports
énergétiques environnementaux.
La définition des conditions limites est nécessaire pour résoudre le système. Dans le cas de
structures soumises aux perturbations du milieu naturel, la condition aux limites du système est
composée des différents paramètres environnementaux. Afin de résoudre le problème inverse, la
section 6.5 présente une méthode de reconstruction des différentes composantes de la condition
aux limites, à savoir le flux solaire et la convection à la surface du tablier. L’étude se porte sur
la reconstruction du flux solaire, basée sur les travaux de [Duffie et Beckman, 1991, Piedallu
et Gegout, 2007, Todorova, 2008]. La méthode consiste à reconstruire le flux solaire direct et
diffus à l’aide de la position , de l’orientation, de l’altitude et de la nébulosité au dessus du sujet
observé. La condition limite mixte est composée du flux solaire ainsi que de l’effet du phéno-
mène de convection à la paroi. Ce dernier est reconstruit à partir des vitesses de vent mesurées
et de la corrélation de McAdams [McAdams, 1954].
Une fois la condition limite reconstruite la section 6.6 détaille les résultats de la procé-
dure d’estimation paramétrique présentée section 6.4. Un premier test a été effectué sur deux
pixels représentatifs, le premier au dessus d’une jonction entre deux caissons interne à la struc-
ture, le second au dessus d’une zone évidée. Ce premier emploi de la procédure d’estimation
a montré la faisabilité de la méthode, le faible écart de conductivité apparente entre les deux
estimations tend à mettre en évidence la possible présence de vestiges du coffrage bois uti-
lisé pour la construction de l’édifice. La procédure est alors appliquée sur l’ensemble de la
séquence d’images infrarouges. Les calculs ont été effectués sur un ordinateur domestique dis-
posant de capacité de calculs GPGPU. Trois heures de calcul ont été nécessaires pour dresser
une cartographie de conductivité apparente, à savoir qu’en utilisant des techniques d’optimi-
sation algorithmique ce temps de calcul pourrait être significativement réduit. La cartographie
de conductivité apparente à permis la caractérisation et la détection des caissons interne à la
structure. En revanche les variations spatiales de l’état de surface (émissivité) ainsi que des pro-
priétés de la couche de roulement affectent les résultats de la procédure d’estimation.
Conclusion et perspectives
L’étude a montré la faisabilité de l’utilisation de modèles quadripolaires fréquentiels pour le
diagnostic journalier de structures de génie civil soumis aux conditions environnementales. À
travers l’analyse plusieurs perspectives et observations se dessinent. Tout d’abord le système
de mesure IrLaW-SENSORBOX a été déployé et a permis le monitoring d’une structure du-
rant trois jours. Le système conçu est certes efficace, mais son architecture monolithique est
un frein à son évolution. La refonte de système en suivant certaines règles d’architecture logi-
cielles tels les design patern ( par exemple MVC pour le système, factory pour les capteurs)
ou l’architecture trois tiers permettrait la compartimentation du logiciel et faciliterait le travail
de maintenance et de mise à niveau. Enfin une réflexion sur le concept de web-service appli-
qué à un système de mesure ainsi que sur le développement d’un code générique permettant
l’implémentation de modèles physiques apparaît justifiée.
La formulation en transformée de Fourier autorise la modélisation et/ou représentation de
nombreux signaux. En revanche l’équation différentielle résolue dans cet espace transformé im-
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pose des conditions de validité strictes (réelle périodicité, régime établi...). Il serait intéressant
d’étudier le comportement de la modélisation fréquentielle en fonction de l’historique de me-
sure et d’étudier à quel moment le choix d’une telle modélisation est justifié, par exemple, si un
an de mesure a été acquis, la modélisation fréquentielle en régime établi est elle physiquement
valide ? Dans la même veine, le principe de superposition doit être étudié comme méthode
permettant la reconstruction de la valeur moyenne non constante contenue dans les mesures.
L’étude a montré la présence de fréquences caractéristiques, il serait alors envisageable d’ana-
lyser la réponse du modèle lorsque seules ces fréquences sont utilisées pour le retour temporel.
Une modélisation multi-couches permettant la représentation de la complexité du tablier est à
étudier.
Enfin, la procédure d’estimation a permis la cartographie des propriétés thermophysiques
du tablier. L’une des observations principales est l’impact de la variation spatiale de l’émissivité
(signalisation routière), de l’ombre portée des gardes corps et d’un changement de propriété de
la couche de roulement (rénovation). L’étude a montré que, sur les cartes de FFT, certaines per-
turbations n’étaient pas visibles. Ainsi, la phase apparaît plus sensible à l’ombre portée qu’aux
changements de la couche de roulement contrairement à l’amplitude de la FFT. À partir de ces
observations il servait envisageable d’analyser le comportement de la procédure d’estimation
appliquer sur la la phase ou l’amplitude et non plus sur les signaux temporels.
Le chapitre suivant détaille une étude mise en place dans le cadre d’une surveillance ther-
mique le long terme. Cette étude est incluse dans la continuité de ce chapitre, et doit servir à
confirmer les premiers résultats présentés dans ce chapitre et étudier les perspectives détaillées
ici.
7
Mise en place d’une expérience long terme
et premiers résultats
Ce chapitre détaille la mise en place d’une expérience long terme de surveillance thermique.
Le système de SHM présenté dans le chapitre précédent est d’abord modifié afin d’être com-
plètement autonome et permet l’acquisition de données infrarouges et environnementales sur
une échelle annuelle. La finalité d’une étude annuelle est de discriminer l’influence des événe-
ments périodiques journaliers et saisonniers ainsi que des événements aléatoires sur la mesure
et les procédures de diagnostic à y associer. L’étude est axée autour de deux éléments structu-
rels, dont l’un a été endommagé. L’un des deux éléments de structure est instrumenté à cœur
à l’aide de thermocouples et de jauges de contrainte. L’étude détaille la mise en place du sys-
tème ainsi que les éléments structurels. Les données environnementales, infrarouges et issues
des thermocouples sont présentées et une première analyse est proposée.
7.1 Système de mesure
L’étude présentée dans ce chapitre nécessite la conception d’un système autonome capable d’as-
surer la mesure de paramètres environnementaux et la gestion d’une caméra infrarouge sur le
long terme (ie supérieur à un an). Dans cet optique, le système d’information est basé sur le
logiciel IrLaW-SENSORBOX présenté chapitre 6, figure 7.1. L’approche long terme de l’étude
impose que le système d’information soit autonome en énergie, afin de nécessité le moins d’in-
tervention humaine possible. Une stratégie de sauvegarde et gestion des données doit aussi être
mise en place. Lors de travaux précédents un premier système de gestion de données nommé
MULTIM [Averty, 2011] a été conçu. Ce SGBD (Système de gestion de base de données) est
fortement orienté utilisateur final, proposant une interface (client léger ou autres) permettant la
présentation graphique des données. Dans le cadre de la présente étude, ce système ne sera pas
utilisé, en effet la question de l’utilisateur final n’est (d’un point de vue logiciel) par encore
d’actualité. MULTIM est alors remplacé par un script de rapatriement automatique de données
(Batch), basé sur le protocole SFTP (Secure File Transfer Protocol). Le script rapatrie de ma-
nière sécurisée et journalière les donnés acquises par les différents capteurs du système sur un
serveur dédié au stockage de celles-ci. Afin de minimiser le risque de perte de données par dé-
faut matériel, le stockage est redondant (implémentation du RAID :1 sur le serveur de stockage).
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La nouvelle architecture du système est présentée figure 7.2.
FIGURE 7.1 – Architecture
IrLaW-SENSORBOX - cf
Chapitre 6
FIGURE 7.2 – Adaptation de
l’architecture pour l’étude
L’autonomie énergétique est, elle assurée par une batterie externe de 12 volts et 102 ampères
heures assurant une autonomie de plusieurs jours au système en cas de coupure de l’alimenta-
tion électrique. Seul le serveur de stockage n’est pas secouru en cas de panne, dans ce cas un
stockage redondant interne au système permet la sauvegarde de plusieurs semaines de mesures.
Pour information, le système n’effectuant pas de pre-traitement, le volume annuel de données
brutes sauvegardées par le système suivant les capteurs, l’échantillonnage et la résolution de la
caméra thermique peut varier de plusieurs centaines de Giga à plusieurs Téra octets.
Le développement du "switch" entre sources d’alimentation électrique, ainsi que l’implé-
mentation matériel du système, figure 7.3, ont été assurés par Jean Luc Manceau, membre de
l’équipe MéThOM, donnant par la même le surnom de J-L Box au système.
FIGURE 7.3 – Schéma de la J-L Box
D’un point de vue logiciel, l’autonomie énergétique est gérée comme un capteur (cf chapitre
6 section 6.1). En complément du switch matériel introduit précédemment, un capteur émet
un signal électrique particulier lorsque la batterie atteint un niveau de charge insuffisant. À
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l’émission de ce signal, IrLaW déclenche une procédure d’arrêt automatique de l’ensemble
du système (PC + capteurs), évitant ainsi toute sauvegarde de données corrompues. Dans le
cadre de ces travaux de thèse, une interface matérielle USB a été développée pour assurer la
communication entre le capteur de niveau de batterie et le reste du système. Le système de
mesure est installé dans un caisson de protection, déployé par la suite sur le lieu d’essais. Un
système d’asservissement de la température interne au caisson a été installé, il permet d’éviter
la surchauffe du système durant la saison chaude et assure la mise hors gel durant l’hiver.
Les différents changements apportés au système IrLaW SENSORBOX ont été présentés.
Ces modifications accroissent son autonomie énergétique et automatisent la gestion des don-
nées capteurs. Dans la suite de l’étude, les éléments structurels sur lesquels porte le monitoring
thermique sont présentés et l’installation du système de mesure est détaillée.
7.2 Éléments structurels et benchmark expérimental
Le système présenté dans la section précédente a été utilisé pour le monitoting d’élément struc-
turel sur le long terme. Ces éléments sont deux poutres en béton renforcé de 16m×1m×0.5m.
Elles sont présentées figure 7.4. Elles ont été fabriquées sur le site du chantier d’aménagement
du Port de Roscoff (France-Bretagne) en 2010 [Préfecture, 2010].
FIGURE 7.4 – Poutres en béton armé utilisées dans l’étude
La figure 7.5 présente l’armature métallique des poutres. Une des poutres est instrumentée
avec 48 thermocouples et 10 jauges de déplacement. La figure 7.6 présente une représentation
schématique du placement des différents capteurs. Le maillage d’instrumentation de la structure
interne est composé de 16 sections, trois colonnes et six lignes. Chacun des capteurs internes
est identifié par son numéro de section, de ligne et de colonne. Cette poutre n’ayant subi aucun
endommagement elle sera considéré comme l’élément de structure sain de l’étude. Notez que
les 48 thermocouples ont été placés suivant ce schéma afin de permettre, ultérieurement, la
reconstruction du champ thermique interne [Nassiopoulos et Bourquin, 2010].
En ce qui concerne l’endommagement de la seconde poutre, l’IFSTTAR possède sur le site
de Montagnole (France), une station d’essai à grande échelle, en temps normal elle est utilisée
pour effectuer le dimensionnement et le test des filets de sécurités protégeant les infrastructures
routières, située en zone montagneuse, de chutes de pierres. Le site est situé à flanc de falaise au
sommet de laquelle un système de levage peut lâcher différentes charges (jusqu’à 20 T) d’une
hauteur variant de quelques mètres à plusieurs dizaines de mètres (maximum 70 m) sur une
zone représentée par un demi-cercle de 12 m de rayon. Pour les besoins de l’étude, et dans le
cadre du projet européen ISTIMES, la deuxième poutre à subi plusieurs impacts à haute énergie
sur le site de Montagnole [Dumoulin et al., 2011a]. La figure 7.7 présente le système de levage
et l’impacteur de 2.5 T.
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FIGURE 7.5 – Fabrication
des poutres sur chantier FIGURE 7.6 – Instrumentation de la poutre saine
FIGURE 7.7 – Site d’essai de l’IFSTTAR : Station de chute de blocs de Montagnole
Au total, la poutre a subi quatre impacts d’une hauteur de 1 m à 5 m. Les trois premiers
impacts ont été réalisés depuis une hauteur de 1 m, générant chacun une énergie cinétique de
24, 5 k.J*. Le dernier impact, réalisé depuis une hauteur de 5 m, génère une énergie cinétique de
122, 5 k.J*. L’expérience a été filmée à l’aide d’une caméra rapide, figures 7.8 et 7.9.
FIGURE 7.8 – Poutre au moment
du dernier impact
FIGURE 7.9 – Poutre 40 centièmes de
secondes après le dernier impact
La figure 7.8 représente la poutre et l’impacteur au moment du dernier impact, la figure
7.9 présente la même scène à 40 centièmes de seconde d’écart. L’amortissement de l’impact
par la poutre, ainsi que décrochage de matière sont visibles sur ces images. La figure 7.10
*En négligeant les frottements
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présente l’état final de la zone d’impact. Bien que la poutre apparaisse fortement endommagée,
son haut niveau de renforcement lui assure une tenue mécanique suffisante pour autoriser son
déplacement [Catapano et al., 2012] figure 7.11.
FIGURE 7.10 – Endommagement
de la poutre après les différents
impacts
FIGURE 7.11 – Mise en place des poutres sur
le site de l’IFSTTAR Bougenais
Après avoir été instrumentée pour la première et endommagée pour la seconde, les deux
poutres ont été déplacées sur le site d’essai à grande échelle de l’IFSTTAR Bouguenais. Placées
face au hall d’essais thermo-mécanique, les poutres sont orientées selon un axe Est-Ouest, donc
soumises à l’éclairement solaire direct durant une grande partie de la journée, figure 7.12.
FIGURE 7.12 – Orientation et localisation du site d’essai
Le système d’acquisition présenté section 7.1, est installé sur le toit du bâtiment d’essais, fi-
gure 7.13. Le système est composé d’une station météo VAISALA WXT520 assurant la mesure
des paramètres environnementaux à une fréquence de 0.1 Hz, d’un GPS UBLOX permettant la
datation des données et d’une caméra thermique non refroidie à matrice microbolométrique (cf
chapitre 1) FLIR SC325 en bande III, de résolution spatiale 320 × 240px. La caméra acquière
les données infrarouges de la scène, figure 7.14, à une fréquence native de 25 Hz. Un scénario
d’acquisition défini pour l’étude (cf action 6.1) effectue une moyenne sur 250 images, ramenant
la fréquence d’échantillonnage du système à 0.1 Hz.
La caméra thermique est placée dans un caisson de protection de la société VIDEOTEC
modèle NTM dont la face avant est équipé d’un hublot en germanium affichant un coefficient
de transmission élevé dans l’infrarouge [VIDEOTEC, 2013]. L’optique du caisson a été carac-
térisée en laboratoire, il affiche une transmission de 0.97 dans l’infrarouge bande III. Le caisson
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FIGURE 7.13 – Site d’essai de l’IFSTTAR
est thermiquement asservi. L’asservissement en température garanti le respect du domaine de
fonctionnement de la caméra thermique durant la saison froide, et évite la condensation sur
la surface du hublot. La figure 7.14 présente le schéma d’installation du système ainsi que le
domaine couvert par le champ de vision de la caméra.
FIGURE 7.14 – Schéma du système de mesure - plan du champ de
vision en (mm)
Dans un premier temps, l’ensemble des données acquises par le système est sauvegardé. Ces
données représentent un volume de 500 Giga-octets annuel. La conversion en température des
niveaux numériques de la caméra thermique s’effectue en post-traitement à l’aide du modèle
présenté section 6.1. En première approche la distance entre les poutres et le système de mesure
est fixée à 20m, la transmission optique de l’atmosphère est quant à elle calculée à chaque pas
de temps à l’aide des données environnementales mesurées.
Cette section a présenté les éléments de structures utilisés et détaillé la mise en place du
système de mesure sur le site d’essai de l’IFSTTAR à Bougenais. Le système étant en place
depuis maintenant plus d’un an, la section suivante présente l’ensemble des données mesurées
d’août 2013 à avril 2014.
7.3 Analyse de données expérimentales
7.3.1 Données thermiques et environnementales
Depuis août 2013, et jusqu’à avril 2014 neuf mois de données échantillonnées à 0, 1Hz ont été
acquis par le système présenté section 7.1. Une pause d’un mois a été faite en septembre 2013
pour réaliser diverses opérations de maintenance et apporter des modifications au dispositif afin
d’améliorer la robustesse de l’ensemble du système. Lors de cette interruption, l’optique de la
caméra infrarouge a été changée. Passage d’une focale de 10 mm à une focale de 25 mm. Ce
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changement permet d’augmenter la résolution spatiale de l’image infrarouge. En contrepartie
les extrémités des poutres ne sont plus incluses dans le champ de vision de la caméra. La fi-
gure 7.15 présente les images thermiques acquises pour différentes saisons, le changement de
résolution dû au remplacement de l’optique est visible sur la figure.
FIGURE 7.15 – Images thermiques pour différentes saisons
Au cours de ces neuf mois de fonctionnement, l’évolution du champ de températures appa-
rentes, la température de l’air, la vitesse et la direction du vent, la pression, l’humidité relative,
et les épisodes pluvieux ont été suivi. Les figures 7.16 à 7.18 présentent l’évolution au cours de
l’été, l’automne et au début de l’hiver des différentes données mesurées.
En première analyse les figures 7.16 à 7.18 montrent les fortes corrélations existantes entre
les paramètres environnementaux et les mesures de température par ThIr à la surface des poutres.
La déclinaison saisonnière peut être observée sur les données en température.
Durant la saison chaude l’ensemble des paramètres adopte un comportement périodique, y
compris le vent pour qui le réchauffement journalier de l’atmosphère fait apparaitre un phé-
nomène de transport des masses d’air (loi d’Archimède). En revanche durant les saisons plus
froides, l’effet combiné de toutes les perturbations extérieures, le vent, la nébulosité, la présence
d’ombre (ombre portée du bâtiment sur la structure de plus en plus importante d’octobre à dé-
cembre), de la pluie et la baisse de l’apport énergétique solaire, fait apparaitre une distribution
temporelle pseudo-aléatoire des paramètres mesurés
D’un point de vue physique et avec le retour d’expérience de l’étude menée au chapitre 6,
les comportements observés ici indiquent qu’au cours d’une année une même structure peut être
modélisée durant la saison chaude, par un système excité harmoniquement, et durant les saisons
plus froides par un système excité presque aléatoirement. Ces observations sont importantes
pour le développement de futurs modèles et méthode d’analyses.
Le système développé ici doit permettre à terme la reconstruction des propriétés thermos-
physiques des éléments de structures, ainsi que le suivi au cours du temps du champ de tempé-
rature interne [Nassiopoulos et Bourquin, 2010]. Dans le chapitre 6 cet objectif est assuré par
une procédure d’estimation basée sur la minimisation d’une fonctionnelle représentant l’écart
entre mesure et modèle [Beck et Arnold, 1977]. Pour que cette procédure fonctionne il faut,
entre autres, que le défaut ou l’altération à caractériser affecte la mesure, en d’autres termes il
est nécessaire d’avoir un contraste thermique.
Les thermogrammes moyens (4× 4px) d’une zone saine et d’une zone défectueuse mesurés
au mois d’aout 2013 sur la poutre endommagée, ainsi que le contraste thermique sont repré-
sentés sur la figure 7.19. Il apparaît que le haut niveau de renforcement de la poutre tend à
uniformiser la distribution de la température à la surface de la poutre. Contrairement à l’étude
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FIGURE 7.16 – Variation saisonnière de la température
FIGURE 7.17 – Variation saisonnière de l’humidité relative et de la
pression atmosphérique
FIGURE 7.18 – Variation saisonnière du vent et événements pluvieux
précédente, où le phénomène de diffusion thermique au sein de la structure laissait émerger
un contraste important, ici, la diffusion apparaît trop importante et uniforme pour générer un
contraste prononcé en amplitude. Il apparaît ici que la minimisation d’une fonctionnelle stan-
dard, au sens des moindres carrés, pourrait conduire à une estimation paramétrique incohérente.
Il est tout de même intéressant de remarquer que même si le contraste thermique est faible,
un changement dans la valeur moyenne du signal thermique tend à imprimer une valeur non
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FIGURE 7.19 – Thermogrammes, zone saine et défectueuses en Août
2013
nulle au contraste thermique. Ainsi une diminution de la valeur moyenne (de l’heure 0 à la
150ème) fait apparaitre un comportement périodique représentatif d’un déphasage entre les ther-
mogrammes. À l’inverse, un accroissement de la valeur moyenne (400h −→ 550h) fait appa-
raitre une décroissance dans le contraste thermique. Ces tendances observées pour de faibles
valeurs absolues du contraste, montrent que la clef de l’analyse se situe dans les composantes à
faibles fréquences des thermogrammes (ie variation saisonnière, semaines uniformes, etc.)
Courant 2014, le suivi des données mesurées par la caméra infrarouge a laissé entrevoir
certains dysfonctionnements, en particulier des problèmes de compensation de la dérive du
capteur. Ces dysfonctionnements sont observables aux environs du 120ème jour de mesure, figure
7.16, ce problème a nécessité la mise en place d’une procédure de maintenance du système.
Pour poursuivre les mesures, une solution temporaire a été mise en ouvre, la camera thermique
FLIR SC 325 a été remplacée par une FLIR SC 655 en bande III équipée d’une focale de 24
mm et proposant une résolution de 640 × 480px. Cet événement a été l’occasion de tester la
flexibilité du système de mesure. Ainsi le remplacement de la caméra, effectué en quelques
heures*, n’a pas impacté le reste du système (capteurs, mesures, sauvegarde, etc.). La figure
7.20 présente une image infrarouge acquise avec cette nouvelle caméra. L’évolution sur trois
jours† d’un thermogramme moyen en surface de la poutre saine est aussi présentée.
Dans cette section les données acquises durant neuf mois d’août 2013 à avril 2014 ont été
présentées. Les paramètres environnementaux et les séquences d’images infrarouges sont ana-
lysés. L’armature en acier de la structure en béton tend à uniformiser le champ de température
rendant difficile la détection de la zone endommagée à l’aide du contraste thermique. Au cours
de l’année 2014, des signes de dysfonctionnement de la caméra thermique ont entrainé son rem-
placement. La section suivante présente les données des thermocouples internes à la structure
durant trois jours du 16 au 19 mai 2014.
*Le changement en lui même a été rapide, mais cette opération de maintenance a été l’occasion de vérifier la
bonne marche du système
†Du 16 au 19 mai 2014
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FIGURE 7.20 – Changement de caméra, image thermique à gauche et
thermogramme à droite
7.3.2 Données issues des capteurs internes à la structure
En complément de l’analyse précédente, cette section présente les données acquises par les
thermocouples au sein de la structure saine durant trois jours du 16 au 19 mai 2014. Ces données
sont étudiées vis-à-vis des paramètres météorologiques et des mesures infrarouges. Les mesures
infrarouges sont présentées figure 7.20 et les données environnementales sont présentés figure
7.21.
FIGURE 7.21 – Paramètres environnementaux durant trois jours
La chute de pression observée pendant ces trois jours indique que les conditions environne-
mentales tendent à se dégrader. Néanmoins la valeur de moyenne de la température extérieure
ainsi que des mesures IR augmentent.
Les thermocouples sont identifiés au sein de la structure suivant leur section, ligne et colonne
(cf figure 7.5). Les thermocouples de la ligne 3 et des sections 9 et 7 sont sélectionnés pour
l’étude. Situés au centre du champ de vue de la caméra thermique, ils permettent de comparer
les données des thermocouples avec les mesures par ThIr. La figure 7.22 présente leur évolution
sur trois jours
Ces mesures sont à comparer avec les températures de surface mesurées par ThIr, figure
7.20. Une première analyse montre que les mesures infrarouges sont cohérentes avec les évo-
lutions mesurées par les thermocouples près de la surface considérée (colonne C3 ligne R3). La
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FIGURE 7.22 – Évolution des mesures de température interne durant
trois jours
décroissance de l’amplitude ainsi que l’évolution du déphasage au centre de la poutre est en
accord avec la théorie (cf. section 6.3) [Carslaw. et Jaeger, 1959]. Il est tout de même intéres-
sant de remarquer que le déphasage des signaux mesurés s’inverse avec la profondeur, faisant
apparaitre un noyau de chaleur au sein de la structure. Cette observation indique que bien que
l’apport énergétique soit en grande partie assuré par le flux solaire direct sur les faces avant
et supérieure des poutres, il existe un apport en face arrière non négligeable. En supposant les
conditions environnementales, à l’exception de l’apport solaire, identiques sur toutes les faces
de la poutre, il est possible à l’image de la section 6.5 de reconstruire les conditions aux limites
du système. La figure 7.23 présente les conditions reconstruites en face avant et arrière à l’aide
du modèle de flux solaire de [Duffie et Beckman, 1991] et de la corrélation vents/coefficient
d’échange de [McAdams, 1954], ces différents modèles sont détaillés dans la section 6.5.
FIGURE 7.23 – Reconstruction des conditions limites du système
L’analyse de la figure 7.23 montre que, même si les contributions énergétiques en face avant
sont largement prédominantes, la face arrière est elle aussi soumise à une densité de flux pé-
riodique significative. Ainsi, le système présenté apparaît toujours être en régime transitoire, et
non en régime établi, même lorsque l’éclairement solaire de la structure apparaît stable.
160 CHAPITRE 7. MISE EN PLACE D’UNE EXPÉRIENCE LONG TERME
La section suivante présente une première analyse ayant conduit à la cartographie de phase
du système à l’aide de la transformée de Fourier.
7.4 Analyse qualitative
Afin d’effectuer une première analyse qualitative sur la structure, une FFT a été appliquée sur
la séquence d’images thermiques acquise durant les 10 premiers jours de mesure d’août 2013.
FIGURE 7.24 – Cartographie de phase de la FFT - zone d’intérêt
centrée sur les poutres en bas de l’image
Le figure 7.24 présente la carte de phase obtenue après l’application de la FFT. Le carré
bleu observé est dû à un marquage de référence appliqué sur la poutre endommagée. L’analyse
portant sur le mois d’août 2013, la cartographie ne dispose pas d’une grande résolution spatiale,
toutefois il est possible d’observer une zone particulière correspondant à la zone d’impact sur
la deuxième poutre. Les valeurs de phase entre les deux poutres n’apparaissent pas identiques
en zone saine, une variation locale des conditions limites ainsi que une composition différentes
des deux poutres peuvent expliquer cette observation. Il est intéressant de remarquer que la
carte de phase fait apparaitre des séparations verticales le long des poutres. Ces séparations
sont trop espacées pour être dues à l’armature métallique transversale interne aux poutres. En
revanche, une variation de l’état de surface, due au coffrage utilisé combiné à l’émergence de
fissures débouchantes pourrait apparaît plausible. À l’image du chapitre 6, l’analyse FFT a
montré qu’un défaut ne générant qu’un faible contraste est détectable sur les cartes de phase. Il
apparaît ainsi préférable d’exprimer un modèle thermique dans l’espace fréquentiel plutôt que
dans l’espace temporel dans de futures travaux.
7.5 Synthèse
Résumé et principaux résultats
Ce chapitre a présenté un dispositif de mesure utilisé pour le suivi de paramètres environne-
mentaux et l’acquisition synchronisé de séquences d’images infrarouges d’août 2013 jusqu’à
aujourd’hui (août 2014). Le système développé a été rendu autonome en énergie et met en
œuvre une stratégie de gestion automatique des données. Deux poutres en béton armé consti-
tuent l’objet de l’étude. La première a été instrumentée à cœur avec 48 thermocouples et 10
jauges de contrainte. La seconde a été fortement endommagée par une série d’impacts à haute
7.5. SYNTHÈSE 161
énergie réalisé sur l’un des sites d’essai de l’IFSTTAR. Les paramètres environnementaux ainsi
que les séquences d’images infrarouges sont analysés sur neuf mois de mesure. Les données
des thermocouples internes sont comparées aux mesures par ThIR. Un mois de mesure a été
détaillé et a montré que, en raison du au haut niveau de renforcement des poutres, la présence
d’une zone hétérogène ne produisait qu’un faible contraste thermique. Enfin, une analyse qua-
litative effectuée à l’aide de la FFT à permis la détection de la zone endommagée.
Synthèse des différentes sections
La section 7.1, a détaillé l’adaptation et la mise à niveau du système IrLaW-SENSORBOX, pré-
senté section 6.1, en vue d’une implémentation très long terme sur le site d’essai de l’IFSTTAR.
Le système a été rendu autonome en énergie avec l’utilisation d’une batterie de secours. Des
modules et des capteurs supplémentaires assurent la gestion automatisée de la source d’éner-
gie ainsi que des scripts d’arrêt contrôlé du système. Le système met en œuvre également des
méthodes de rapatriement sécurisé et sauvegarde des données. Enfin l’ensemble du système est
asservi thermiquement afin de garantir un fonctionnement annuel.
La section 7.2 présente les éléments structurels utilisés dans l’étude ainsi que la mise en
œuvre du système de surveillance sur le site de l’IFSTTAR Bouguenais. Deux poutres de béton
armé de 16m × 1m × 0.5m constituent les éléments structurels utilisés, l’une de ces poutres
a été instrumenté à cœur durant sa fabrication, 10 jauges de contraintes ainsi que 48 thermo-
couples sont présents au sein de la structure. Ces différents capteurs ont été placés de manière
optimisée [Nassiopoulos et Bourquin, 2010]. La seconde poutre a été endommagée par une
série d’impact à haute énergie allant de quelques kilos joules à une centaine de kilos joules.
Le système de mesure présentée section 7.1 contrôle une station météo VAISALA WXT520
assurant la mesure des paramètres environnementaux, un GPS UBLOX permettant la datation
des données et une caméra thermique non refroidie à matrice microbolométrique (cf chapitre 1)
FLIR SC325 bande III, affichant une résolution de 320× 240px. L’ensemble est cadencé à une
fréquence de 0.1Hz. Afin de protéger la caméra des agressions extérieures la caméra thermique
est placée dans un caisson prévu à cet effet [VIDEOTEC, 2013]. Le système rapatriant l’en-
semble des données mesurées, un volume de 500 Giga de données est prédit. La conversion en
température des données ThIr est assurée, en pot-traitement, par le modèle présenté section 6.1,
la transmission atmosphérique est calculée à chaque pas de temps en fonction des paramètres
environnementaux mesurés et la distance capteur poutre est fixée à 20m.
La section 7.3.1 présente l’analyse des données environnementale et ThIr acquises entre
août 2013 et avril 2014. Une pause d’un mois a été faite en septembre pour diverses opérations
de maintenance ayant conduit à l’amélioration de la robustesse de l’ensemble du système. Au
cours de ces neuf mois de fonctionnement, les images thermiques, la température de l’air, la
vitesse du vent, la pression, l’humidité relative, et les épisodes pluvieux ont été mesurés. L’évo-
lution temporelle de ces différents paramètres fait apparaitre de fortes corrélations entre les
paramètres environnementaux et les mesures de température par ThIr à la surface des poutres.
La déclinaison saisonnière peut être observée sur les données en température. Durant la saison
chaude l’ensemble des paramètres adopte un comportement périodique, y compris le vent pour
qui le réchauffement journalier de l’atmosphère fait apparaitre un phénomène de transport des
masses d’air (loi d’Archimède). En revanche durant les saisons plus froides, les effets de toutes
les perturbations extérieures, le vent, la nébulosité, l’évolution de l’ombre portée du bâtiment,
de la pluie et de la baisse de l’apport énergétique solaire combinée font apparaitre une distri-
bution temporelle pseudo-aléatoire des paramètres mesurés. Ainsi au cours d’une année une
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même structure peut être modélisée par un système excité harmoniquement durant la saison
chaude, et durant les saisons plus froides par un système excité presque aléatoirement. Ces ob-
servations sont importantes pour le développement de futurs modèles ou processus d’analyses.
Le haut niveau de renforcement des poutres tend à uniformiser la distribution de la tempéra-
ture, la diffusion apparaît trop importante et uniforme pour générer un contraste entre les zones
saines et défectueuses suffisant. Il apparaît ici que la minimisation d’une fonctionnelle au sens
des moindres carrés [Beck et Arnold, 1977], pourrait conduire à une estimation paramétrique
incohérente.
Début 2014, les données mesurées par la caméra infrarouge ont laissé apparaitre certains
dysfonctionnements, en particulier la mauvaise compensation de la dérive du capteur. Ce pro-
blème a nécessité la mise en place d’une procédure de maintenance du système. Pour poursuivre
les mesures, une solution temporaire a été trouvée, la camera thermique FLIR SC 325 a été
remplacée par une FLIR SC 655 en bande III équipée d’une focale de 24 mm et proposant une
résolution de 640 × 480px. Cet événement malheureux a été l’occasion de tester la flexibilité
du système de mesure.
En complément de l’étude précédente, la section 7.3.2 présente les données acquises par
les thermocouples au sein de la structure saine durant trois jours du 16 au 19 mai 2014. Ces
données sont étudiées vis-à-vis des paramètres météorologiques et infrarouges. Une première
analyse montre que les mesures infrarouges sont cohérentes avec les évolutions mesurées par
thermocouples près de la surface de la poutre saine. La décroissance de l’amplitude ainsi que
l’évolution du déphasage au centre de la poutre est en accord avec la théorie [Carslaw. et Jae-
ger, 1959]. Il est tout de même intéressant de remarquer que le déphasage des signaux mesurés
s’inverse avec la profondeur, faisant apparaitre un noyau de chaleur au sein de la structure.
Cette observation indique, bien que l’apport énergétique ne soit en grande partie assuré par le
flux solaire direct sur les faces avant et supérieures des poutres, qu’il existe un apport en face
arrière non négligeable. Les conditions aux limites du système reconstruites en face avant et
arrière [McAdams, 1954, Duffie et Beckman, 1991] montrent que, même si les contributions
énergétiques en face avant sont largement prédominantes, la face arrière est elle aussi soumise à
une densité de flux périodique significative. Le système apparaît toujours être en régime transi-
toire, et non en régime établi, même lorsque l’éclairement solaire de la structure apparaît stable.
La section 7.4 présente une première analyse qualitative sur la structure. Les cartes de
phases obtenues par l’application de la FFT sur les mesures ThIr des 10 premiers jours d’août
sont présentées. L’analyse portant sur le mois d’août 2013, la cartographie ne dispose pas
d’une grande résolution spatiale ceci n’emperche par la détection de l’endommagement de la
deuxième poutre. Les valeurs de phase entre les deux poutres n’apparaissent pas identiques en
zone saine, la distance fixe utilisée pour la conversion en température ainsi que l’impact des
conditions de fabrication sont des pistes pour expliquer ce phénomène. Il est intéressant de re-
marquer que la carte de phase fait apparaitre des séparations verticales le long des poutres. Ces
séparations sont trop rapprochées pour être dues à l’armature métallique interne aux poutres.
Une étude plus poussée serait nécessaire pour expliquer cet effet de compartimentation.
Conclusion et perspectives
Cette étude a montrée que l’architecture du système de surveillance thermique était capable
d’assurer la mesure de paramètres environnementaux et infrarouges sur de très longue période.
Les différentes opérations de maintenances effectuées au cours de l’année de mesure n’ont pas
perturbé la bonne marche du système. Les mesures dans l’infrarouge et météorologiques ont
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conduit à montrer la corrélation qui existe entre la température et les conditions extérieures.
En outre, deux comportements thermiques différents ont été identifiés. La première correspond
à un système excité harmoniquement, le second à un système pseudo-aléatoire. Un mois de
mesure a été détaillé et a montré que, dû au haut niveau de renforcement des poutres, la pré-
sence d’une zone hétérogène ne produisait qu’un faible contraste thermique. Une analyse par
FFT a par contre mis en évidence le défaut. Ainsi, une procédure d’estimation développée dans
le but de fournir des informations quantitatives sur la structure devra être formulée préféren-
tiellement dans l’espace fréquentiel. De plus, il serait intéressant d’analyser des formulations
alternatives de fonctionnelles, qui une fois minimisées permettrait la caractérisation de zones
hétérogènes produisant un faible contraste. Dans un premier temps, l’utilisation de la méthode
présentée dans le chapitre 3 sur les données infrarouges devra être analysée, et afin de gérer le
volume conséquent de données acquises durant un an, une approche bibliothèque de modèles
pouvant êtres appliqués à la volée apparait nécessaire (cf section 6.1). Enfin la confrontation de
la méthode infrarouge avec des méthodes utilisant des thermocouples internes pour reconstruire
champ interne de température [Nassiopoulos et Bourquin, 2010] apparaît justifiée.

III
Conclusion
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Conclusion Générale
Ces travaux de thèse intitulés Contribution au développement d’outils d’analyse de séquences
d’images infrarouges : application au contrôle non destructif de structures de Génie civil ont
présenté trois ans d’études et analyses ayant pour fil conducteur la caractérisation de systèmes
complexes à l’aide de mesures réalisées par thermographie infrarouge. Ce manuscrit se divise
en deux parties principales correspondant aux échelles de temps et d’espace du contrôle non
destructif à proprement dit. Ainsi, la partie I présente des développements permettant le diag-
nostic post-endommagement de structures béton réparées par une technique de collage de com-
posites. Ce diagnostic s’effectue sur une zone localisée de l’ouvrage (échelles centimétriques à
métriques), sur un court laps de temps (de l’ordre de la minute) et à l’aide de méthodes d’exci-
tations thermiques contrôlées. Les procédures développées permettent le contrôle non destructif
quantitatif de systèmes multi-couches épais. La partie II s’intéresse au développement de sys-
tème permettant le suivi pré-endommagement des structures, et dans le cadre de cette thèse,
la surveillance thermique long terme. Ce type de surveillance s’effectue sur l’ensemble de la
structure (échelle multi-métrique) durant une longue période de mesure (échelles journalières
à annuelles) et requiert le suivi des perturbations environnementales. Cette conclusion générale
reprend les conclusions et perspectives de chaque chapitre développé dans ce manuscrit, avant
de détailler les perspectives générales.
Dans un premier temps, l’introduction générale rappelle les motivations premières des tra-
vaux conduits dans le cadre de cette thèse. Á savoir la nécessité du contrôle non destructif des
infrastructures routières, dû au vieillissement du parc et à l’augmentation du trafic durant les
dernières décennies. L’utilisation de la thermographie infrarouge active comme seule méthode
de mesure est motivée par la récente diffusion de solutions ThIr à un large public, rendant ac-
cessibles et abordables des caméras disposant de capteurs haute sensibilité et d’une résolution
accrue. Outre la possibilité de détection de défaut, la ThIr offre l’opportunité d’appliquer un
modèle physique à chaque pixel de la séquence d’images thermiques, et donc de fournir des
informations qualitatives et quantitatives sur le système étudié.
La partie I composée des chapitres 1 à 4 présente le développement de méthodes d’évalua-
tion non destructive quantitative de structures réparées par collage composite.
Dans le chapitre 1, les principes de la thermographie infrarouge comme méthode de mesure
ont été rappelés. Les principales grandeurs définissant le rayonnement thermique des corps ont
été présentées et une introduction à la mesure du rayonnement permettant de remonter à la
température d’un objet est proposée. Les travaux de thèse s’intéressant au contrôle de martiaux
opaques, les principes fondamentaux du transfert de chaleur par conduction au sein des corps
ont été rappelés, et un état de l’art des méthodes de contrôle non destructif par thermographie
infrarouge a été présenté.
Le chapitre 2 détaille une étude ayant conduit au développement d’une procédure d’esti-
mation des paramètres d’un système multi-couches épais permettant, à partir d’une séquence
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d’images infrarouges, le calcul de cartes de propriétés thermophysiques d’une structure de gé-
nie civil réparée par collage composite. L’étude présente le développement d’un modèle qua-
dripolaire multi-couches et propose son analyse. Les techniques d’inversion de modèle pour
la caractérisation de système sont détaillées, puis la procédure d’estimation paramétrique dé-
veloppée est appliquée à des simulations numériques et différents échantillons de laboratoire,
permettant ainsi la cartographie des propriétés thermophysiques du système considéré. La pro-
cédure développée n’utilise qu’un seul modèle pour caractériser à la fois les zones saines et les
zones défectueuses. La méthode étant unidimensionnelle, elle permet l’application de la procé-
dure d’estimation indépendamment à chaque pixel de la séquence d’images infrarouges, mais
fait apparaitre des comportements singuliers dans la caractérisation de défauts présentant des
ratios d’effusivités faibles et unitaires.
Dans le but de proposer une boite à outils de méthodes élargissant les possibilités de diag-
nostic, le chapitre 3 présente le développement d’une méthode bidimensionnelle permettant
l’estimation de nappes de propriétés spatiales. Basée sur un modèle direct résolu par éléments
finis, une procédure d’estimation paramétrique utilisant la méthode de l’état adjoint est analysée
et détaillée. Cette procédure permet la caractérisation des champs de conductivité et capacité
thermique ainsi que l’estimation du volume défectueux pour les défauts présentant des ratios
d’effusivités unitaires. En revanche, les autres types de défauts traités présentent des résultats
moins performants. Pour finir, une analyse paramétrique sur la forme du défaut est proposée.
Elle fait apparaitre la nécessité d’utiliser une méthode de dimensionnement du temps de chauffe
pour la caractérisation de système épais.
Le chapitre 4 présente une discussion sur l’optimalité du temps de chauffe pour le diagnos-
tic de systèmes épais. L’étude est axée sur un modèle quadripolaire multi-couches et détaille
le développement d’un indicateur permettant la définition d’un temps de chauffe résultant du
compromis entre détectabilité et comportement dynamique du défaut. Le temps de chauffe di-
mensionné à l’aide de l’indicateur apparaît fortement lié à la géométrie du système étudié. Une
analyse de sensibilité indique que le temps de chauffe optimal tend à maximiser la sensibilité
aux paramètres du système. Enfin l’étude de l’évolution de l’erreur relative d’estimation ainsi
que de l’écart type de l’estimateur des paramètres en fonction du temps de chauffe, montre qu’à
défaut d’être optimal, le temps de chauffe obtenu avec l’indicateur développé est le temps à par-
tir duquel l’erreur relative et l’écart type de l’estimateur des paramètres tendent à être minimisés.
La partie II composée des chapitres 5 à 7 présente le développement d’un système de sur-
veillance thermique, et détaille son implémentation sur différentes structures.
Le chapitre 5 introduit la notion de Structural health monitoring des structures de génie ci-
vil. Apparu avec l’avènement des technologies de l’information et de la communication (TIC/N-
TIC), le Structural health monitoring, ou suivi structurel, est un concept théorique et techno-
logique défini comme une extension des méthodes de contrôle et évaluation non destructives.
Une stratégie de SHM intègre les méthodes classiques de CND au sein de systèmes d’informa-
tions complets. Ce type de système est défini d’une part par le phénomène physique observé,
et d’autre part par le système lui-même. Potentiellement, une telle architecture peut être dé-
veloppée afin de prédire le vieillissement de la structure. Un état de l’art est proposé sur les
architectures de SHM implémentant la mesure par thermographie infrarouge, comme une des
composantes du système.
Le chapitre 6 présente une étude permettant la caractérisation de la structure interne de struc-
ture de génie civil. Le développement d’un système complet de mesure y est détaillé. Appelé
IrLaW-SENSORBOX, le système est capable de piloter un ensemble de caméras thermiques et
d’effectuer un certain nombre de corrections de mesure en temps réel à l’aide de technologies
GPGPU. Disposant d’une forte connectivité, le système assure la gestion de nombreux cap-
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teurs (météo, GPS, etc..) et implémente des canaux de communication indépendants respectant
les principes de SOA/WOA défini par le W3C. Une première étude sur la conception d’une
bibliothèque de modèles physiques est présentée. Les méthodes de reconstruction de condi-
tions limites en environnement naturel sont détaillées. Une procédure d’estimation issue des
travaux de la partie I, et basée sur une modélisation quadripolaire fréquentielle est présentée.
Elle permet, à travers trois jours de mesure, l’établissement d’une cartographie des propriétés
thermophysiques de la structure interne d’un tablier de pont ouvert au trafic. Une analyse FFT
de la séquence d’images infrarouges et des autres données acquises a montré l’indépendance
de la phase et de l’amplitude à certains paramètres, indiquant que la définition d’une procédure
d’estimation dans le domaine fréquentiel apparaît justifiée. La validité de l’hypothèse de pé-
riodicité est discutée. Enfin, le système conçu, qui a fait ses preuves, présente une architecture
monolithique qui est un frein à son évolution. La refonte d’un tel système en suivant certaines
règles d’architecture logiciel, permettrait la compartimentation du système et faciliterait le tra-
vail de maintenance et de mise à niveau.
Le chapitre 7, dernier du manuscrit, présente un essai de surveillance thermique (sur un an)
d’éléments de génie civil. Le système introduit dans le chapitre 6 est adapté et mis à niveau. Il
a été rendu autonome en énergie et implémente une stratégie de gestion automatique des don-
nées. Deux poutres en béton armé constituent l’objet de l’étude, la première a été instrumentée à
cœur avec 48 thermocouples et 10 jauges de déformation, la seconde a été fortement endomma-
gée pour une série d’impacts à haute énergie réalisée sur l’un des sites d’essai de l’IFSTTAR.
Les paramètres environnementaux ainsi que les séquences d’images infrarouges sont analysés
sur neuf mois de mesure, et les données des thermocouples internes sont comparées aux me-
sures par ThIR. Durant la saison chaude, l’ensemble des paramètres adopte un comportement
périodique, en revanche durant les saisons plus froides, les effets de toutes les perturbations ex-
térieures font apparaitre une distribution temporelle pseudo-aléatoire des paramètres mesurés.
Par ailleurs, le haut niveau de renforcement des poutres tend à uniformiser la distribution de la
température, le contraste thermique entre les zones saines et défectueuses n’apparait alors pas
suffisant pour détecter les hétérogénéités. L’analyse des données issues des thermocouples in-
ternes fait apparaitre un noyau de chaleur au sein de la structure. Cette observation indique, qu’il
existe un apport énergétique en face arrière des poutres non négligeable à certains moments de
l’année. Les cartes de phases obtenues par calcul de la transformée de Fourier sur 10 jours
de mesures, permettent la détection de l’endommagement de la deuxième poutre, indiquant
qu’une procédure d’estimation développée dans le but de fournir des informations quantitatives
sur la structure devra être formulée préférentiellement dans l’espace fréquentiel. La confronta-
tion de la méthode infrarouge avec des méthodes utilisant des thermocouples pour reconstruire
le champ interne de température reste à étudier.
Ces travaux de thèse ont permis d’étudier différentes méthodes d’exploitation de séquences
d’images infrarouge acquises sur des structures de Génie civil en vue de leur contrôle.
La partie I a conduit au développement d’un ensemble de méthodes permettant la caracté-
risation de multi-couches épais et propose une discussion sur l’optimalité de temps de chauffe
pour ce type de diagnostic. La partie II a détaillé la conception et l’utilisation d’une architec-
ture de mesure par thermographie infrarouge dédiée à la surveillance long terme des ouvrages
d’art, suite à ces travaux différentes perspectives peuvent être énoncées. La démocratisation de
solutions logicielles et hardware pour le calcul scientifique (GPGPU) devrait permettre des ré-
ductions significatives du temps de calcul et amener à la diffusion au plus grand nombre des
méthodes de diagnostics développées dans ce manuscrit. La partie I met en évidence la dif-
ficulté de caractérisation de matériaux présentant un faible ratio d’effusivité, une étude sur la
formulation de modèles ainsi que sur la définition de connaissance a priori permettant la carac-
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térisation de tels matériaux apparaît justifiée. Un approfondissement de l’analyse sur l’optima-
lité du temps de chauffe, au cœur de bien des études, est nécessaire pour définir les conditions
optimales d’expérience in situ, tout comme le développement de méthodes permettant la dimi-
nution de l’impact de l’état de surface du système contrôlé. Pour les structures soumises aux
aléas climatiques, l’étude de modèles inverses permettant la caractérisation de système à faible
contraste thermique semble être la prochaine étape. La définition d’un système de mesure mo-
dulaire multi-approches, suivant le principe de capteurs-modèles s’avère aussi nécessaire à la
vue du large volume de données traitées dans ce type de système. Enfin l’unification des for-
mats d’échange et d’enregistrement des données infrarouges permettraient la mutualisation des
moyens de diagnostic, aussi bien en laboratoire que in situ.
Il est temps maintenant de conclure ces travaux de recherches. Les principes de CND et de
SHM appliqués aux structures de génie civil sont vastes et fortement corrélés. Ces domaines de
recherche sont propices à l’épanouissement de la curiosité scientifique, et gratifiants lorsqu’ils
sont appliqués à garantir la sécurité des usagers.
Antoine
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Annexes
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Sigles infrarouges
Proche infrarouge
• PIR : Proche-IR 0,78 – 3 µm - Découpage [ISO, 2010]
• IR-A : 0,7 µm – 1,4 µm - Découpage CIE (Commission Internationale de l’éclairage)
• NIR : Near-IR 0,78 – 3 µm - Découpage [ISO, 2010]
• Bande I : 1 – 3 µm - [Gaussorgues, 1989]
Infrarouge moyen
• MIR : Moyen-IR 1.4 - 50 µm - Découpage [ISO, 2010]
• IR-B : 1.4 - 3 µm - Découpage CIE (Commission Internationale de l’éclairage)
• Bande II : 3 – 5 µm - [Gaussorgues, 1989]
Infrarouge lointain
• LIR : Lointain-IR 50 - 5000 µm - Découpage [ISO, 2010]
• IR-C : 3 - 1000 µm - Découpage CIE (Commission Internationale de l’éclairage)
• FIR : Far-IR 50 - 5000 µm - Découpage [ISO, 2010]
• Bande III : 8 - 12 µm - [Gaussorgues, 1989]
iii

Les matériaux composites
Les matériaux composites peuvent être définis comme l’assemblage d’au moins deux maté-
riaux non miscibles améliorant certaines propriétés du matériau résultant. Ces matériaux sont
composés d’une ossature, appelée renfort, qui assure la tenue mécanique, et d’un liant orga-
nique ou minéral, appelé matrice, qui assure la cohésion de l’ensemble. Ils peuvent être natu-
rels ou artificiels ; le bois et les os sont des matériaux composites. Les composites artificiels
quant à eux ont presque toujours existé. En effet, 2000 ans avant Jésus Christ, les populations
Mongols fabriquaient déjà des arcs composites en alliant bois et tendons d’animaux [Bord et
Mugg, 2005]. Durant la révolution industrielle, des composites plus complexes font leur ap-
parition. Charles Machintosh crée ainsi l’imperméable en appliquant du caoutchouc sur des
textiles [Prosser et al., 2004]. En 1867 Joseph Monier dépose le premier brevet traitant du béton
armé [Bosc et al., 2001]. Quelques années plus tard, en 1892, François Hennebique construit le
premier immeuble parisien en béton armé (1 Rue Danton, Paris) [Delhumeau, 1999].
De nos jours, le terme de matériaux composites fait généralement référence à des assem-
blages dont les renforts sont présents sous forme de fibres (FRP : Fiber reinforced polymer),
et où la matrice est une résine polymère (par exemple de la résine époxy). Pour les utilisations
industrielles et scientifiques les fibres de verre (GFRP), de carbone (CFRP) et d’aramide (KE-
VELAR®) sont le plus souvent utilisées, figure 25. Les matériaux sont dits "chargés" lorsque
les renforts sont remplacés par des poudres ou des liquides [CARMA, 2006]. Les propriétés
des FRP sont généralement orthotropes, les composites chargés quant à eux tendent vers un
comportement isotrope.
L’histoire des composites modernes commence dans les années trente, lorsque la fibre de
verre est brevetée. En raison de leur résistance à la contrainte mécanique et leur faible masse vo-
lumique, à la sortie de la Seconde Guerre mondiale, les matériaux composites sont utilisés dans
des processus industriels intimement liés à la recherche en aéronautique et aérospatial [Strong,
2002]. Ils sont, pour la plupart, fabriqués en une fois, ce qui rend difficile la détection de dé-
fauts apparaissant durant le processus de fabrication. Ainsi, le développement d’un éventail de
méthodes de diagnostic acoustiques, mécaniques, thermiques, irradiantes, etc. à accompagné
l’essor des matériaux composites [Manjunath, 2007]. Aujourd’hui, près de la moitié des maté-
riaux composites sont utilisés dans les transports et structures de génie civil [Strong, 2002].
v
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FIGURE 25 – a) Fibre de carbone tissé avant imprégnation - b) Fibre
de verre avant imprégnation - c) Plaque en fibre de carbone
unidirectionnelle Carbodur®-d) Fibre de carbone pré-imprégnée
Liste de matériaux
Matériaux k ρ C b
Cuivre 380 8900 380 35849
Aluminium 230 2700 880 23377
Acier 50 7800 450 13248
Acier n°2 15.1 8055 480 7640.9
Béton 1.8 2300 1000 2035
Béton n°2 1.8 2300 920 1951
Pierre 1.7 2000 1000 1844
Eau 0.6 1000 4185 1582.6
Brique 0.74 1800 1000 1154
Bois 0.29 870 1600 635
Époxy 0.2 1200 1220 542.5
Plâtre 0.25 825 1000 454
Bois n°2 0.15 600 1900 413.5
Bois n°3 0.15 500 1600 346
OSB 0.12 600 1150 288
Laine de bois 0.1 400 1700 261
Béton cellulaire 0.09 350 1000 177
Fibre de bois 0.04 160 2100 116
Liège 0.05 120 1560 97
Liège n°2 0.039 120 1800 91.8
Laine de roche 0.044 100 1030 67
PSE 0.04 34 1450 44
Laine de verre 0.04 25 1700 41
PSE n° 2 0.04 26 1450 39
Polyuréthane 0.03 34 1400 38
Air 0.0242 1.225 1006 5.5
TABLE 1 – Propriétés thermophysiques utilisées
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FIGURE 26 – Abaque de conception [Ashby, 2004]
Comportement de la procédure
d’estimation en présence de bruit
Cette annexe est un complément de la section 2.5. Les figures 27 et 28 présentent les erreurs
relatives et les écarts types de l’estimateur des paramètres P̂ pour un bruit de mesure blanc de
moyenne nulle et d’écart type σb ∈ J0; 0.45J.
ix
x COMPORTEMENT DE LA PROCÉDURE D’ESTIMATION EN PRÉSENCE DE BRUIT
(a) (b)
(c) (d)
FIGURE 27 – Excitation Dirac : (a) Erreur relative sur ê2, (b) Erreur relative sur R̂3, (d) Écart type ê2, (d)
Écart type R̂3.
xi
(e) (f)
(g) (h)
FIGURE 28 – Excitation Créneau : (e) Erreur relative sur ê2, (f) Erreur relative sur R̂3, (g) Écart type ê2, (h)
Écart type R̂3.
Pour σb ∈ J0; 0.45K

Évolution du maximum de sensibilité et de
son temps d’arrivée
Cette annexe est un complément au chapitre 4 du manuscrit. Elle présentes les figures 29 et 30
respectivement l’évolution du maximum de sensibilité et de son temps d’arrivée en fonction de
t̄c
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xiv ÉVOLUTION DU MAXIMUM DE SENSIBILITÉ ET DE SON TEMPS D’ARRIVÉE
(a) (b)
(c) (d)
FIGURE 29 – Évolution du maximum de sensibilité en fonction de t̄c
(a) Acier. (b) Bois. (c) Liège. (d) Air
xv
(a) (b)
(c) (d)
FIGURE 30 – Évolution du temps d’arrivée du maximum de sensibilité
en fonction de t̄c (a) Acier. (b) Bois. (c) Liège. (d) Air

IRIASPOT
FIGURE 31 – IHM du code de calcul IRIASPOT
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Listing 1 – Exemple de modèle thermique IRIASPOT
<!-- Modele quadripolaire 3 couches
A.criniere 2011 -- IFSTTAR SII
-->
<model>
<conf name="Type">quadripole_Def</conf>
<conf name="NomModel">model</conf>
<conf name="Inverse">ModelIdentif</conf>
<conf name="Dim">1D</conf>
<conf name="NbCouches">3</conf>
<conf name="Front">non-adia</conf>
<conf name="Exit">Echelon</conf>
<Layer name="1">
<param name="Mater">glue</param>
<param name="Adjust">isotrope</param>
<param name="Thickness">0.002</param>
<param name="Conduct">0.2</param>
<param name="Diffu">0.0000001361</param>
<param name="Rho">1200</param>
<param name="Cp">1220</param>
</Layer>
<Layer name="2">
<param name="Mater">liege</param>
<param name="Adjust">isotrope</param>
<param name="Thickness">0.002</param>
<param name="Conduct">0.039</param>
<param name="Diffu">0.00000018056</param>
<param name="Rho">120</param>
<param name="Cp">1800</param>
</Layer>
<Layer name="3">
<param name="Mater">glue</param>
<param name="Adjust">isotrope</param>
<param name="Thickness">0.01</param>
<param name="Conduct">0.2</param>
<param name="Diffu">0.0000001361</param>
<param name="Rho">1200</param>
<param name="Cp">1220</param>
</Layer>
</model>
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Thèse de Doctorat
Antoine CRINIÈRE
Contribution au développement d’outils d’analyse de séquences d’images
infrarouges
Application au contrôle non destructif de structures de Génie Civil
Tools for InfraRed sequences analysis
Application to the non destructive testing of civil engineering structural elements
Résumé
Le vieillissement du parc d’infrastructures de transport
ainsi que l’augmentation du trafic durant les dernières
décennies rendent nécessaire le contrôle santé des
structures de génie civil. Les travaux conduits dans le
cadre de cette thèse portent sur le développement et
l’étude de méthodes de diagnostic pré et post
endommagement de structures de génie civil
couplées à la mise en œuvre de systèmes de
Thermographie infrarouge. Le manuscrit s’articule
autour de deux axes. La partie I présente le
développement d’un ensemble de méthodes, basées
sur l’utilisation de la thermographie infrarouge active,
permettant le contrôle non destructif d’ouvrages
réparés par collage de matériaux composites. Les
différentes méthodes étudiées ont permis
l’établissement des cartographies de propriétés
thermophysiques de ces matériaux renforcés. En
complément, une discussion sur l’optimalité du temps
de chauffe pour ce type de diagnostic est proposée.
La partie II présente la conception et l’utilisation d’une
architecture dédiée à la surveillance thermique long
terme des structures par thermographie infrarouge. Le
système étudié permet le suivi des paramètres
météorologiques et thermiques sur de grandes
échelles de temps et d’espace. Ce dispositif de
mesure est d’abord appliqué au suivi thermique d’un
tablier de pont sous trafic. La cartographie de sa
structure interne a été reconstruite. Enfin une analyse
du comportement d’éléments de structures, sain et
endommagé, soumis aux aléas climatiques pendant
un an est proposée et discutée.
Abstract
Constant increase of road traffic coupled with ageing
transport infrastructures implies the need of non
destructive diagnostic for civil engineering structures.
The work presented in this Ph.D. thesis focuses on the
development of pre and post damage diagnostic
strategies, paired with the implementation of infrared
thermography systems. This manuscript is structured
into two main axes.
Part I presents the conception of a set of methods for
the non destructive evaluation of civil engineering
structures repaired by CFRP bonding using active
infrared thermography. The different methods led to
the thermophysical properties mapping of repaired
materials by CFRP bonding. A complementary
discussion about the optimality of the heating time is
also carried out.
Part II details the conception and use of a software
architecture dedicated to the long term thermal
monitoring of structures by infrared thermography. The
system allows the monitoring of meteorological and
thermal parameters over large scales of time and
space. It has been used for the thermal monitoring of
a bridge deck open to traffic. Mapping of the intern
structure thermal properties have been calculated.
Finally, thermal behaviour of damaged and sound
structural elements submitted to climatic perturbations
over a year has been followed by infrared
thermography. Results obtained are presented and
discussed.
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Inverses, Conception de systèmes d’information,
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