Abstract. We consider a random perturbation of a 2-dimensional Hamiltonian ODE. Under an appropriate change of time, we identify a reduced model, which in some aspects is similar to a stochastically averaged model. The novelty of our problem is that the set of critical points of the Hamiltonian has an interior. Thus we can stochastically average outside this set of critical points, but inside we can make no model reduction. The result is a Markov process on a stratified space which looks like a whiskered sphere (i.e, a 2-dimensional sphere with a line attached). At the junction of the sphere and the line, glueing conditions identify the behavior of the Markov process.
Introduction
One of the principal raisons d'être of "applied mathematics" is in model reduction; i.e., the development of rigorous methods to replace, often in some limiting regime, a complicated system by a simpler, or lower-dimensional one. We here study a model-reduction problem in Markov processes, namely a problem in stochastic averaging.
The underpinning of classical averaging is a separation of time scales; there is a coordinate which slowly varies (often thought of as the energy) and a coordinate which quickly varies (typically thought of as an angle). As the ratio of the fast to slow speed increases, it becomes possible to in a sense fix the slowly varying coordinate and carry out a long-term average in the quickly varying component. A simple example of such a system is a Hamiltonian system with small perturbations. The slowly varying coordinate is the value of the Hamiltonian and the quickly varying coordinate is the position (or angle) in the appropriate level set of the Hamiltonian. One can seek a reduced model for the slow variable by first rescaling time so that the variation of the slow variable is of order one. As the fast motion becomes faster, the behavior of the slow variable can (often) be described via a closed set of equations (without reference to the fast variable).
The nature and complexity of the reduced or averaged process depends on the complexity of the Hamiltonian H; roughly, the reduced process takes values in the space of orbits of the fast motion. When H is fairly simple, viz., something like a paraboloid with a single isolated elliptic critical point, the reduced process is simply a Markov process on a line-a classical result [15] . However, this machinery has only recently been extended to handle more complicated Hamiltonians; e.g., Hamiltonians with a finite collection of distinct minima and saddle points; in this case the reduced Markov process takes its values in a graph which encodes the topology of the level sets of H [8, 9, 10] . A common assumption in all studies up to now is that H is nondegenerate at its critical points (i.e., the Hessian of H at its critical points is nondegenerate). Our goal here is to investigate what happens when this last assumption is violently removed; i.e., when the set of critical points actually has an interior. Outside of the set of critical points, standard stochastic averaging can be used to asymptotically reduce the dimension. Inside the set of critical points, however, no dimensional reduction can occur. One must then glue these two spaces and the corresponding processes together. In the simple 2-dimensional example which we consider here, we will see that the result is a Markov process on a whiskered sphere (a sphere with a line attached). More mathematically, the process takes place on a stratified space. The Markov process on the stratified space naturally involves the original generator inside the set of critical points and the averaged generator outside the set of critical points, but also involves a glueing condition at the junction.
Stochastic averaging has a long history. Stratonovich [23] and Gikhman [11] developed some of the first averaging results. Completely rigorous arguments involving diffusion processes were given by Khas'minskii [14, 15] . Several authors [3, 4, 18, 19] have subsequently developed the classical theory in different directions under various less stringent assumptions and with real noise. The formulation of stochastic averaging using the martingale problem was developed by Papanicolaou and Kohler [20] ; we too shall use the martingale problem formulation. All of these efforts involved Hamiltonians with a single nondegenerate minimum. As we mentioned above, Freidlin and Wentzell [10] gave the first successful rigorous analysis of a system involving a Hamiltonian with multiple minima and saddle points (although there were prior efforts in this direction by Neishtadt [16] and Wolansky [25] ).
Our effort here appears to be one of the first studies of a Markov process on a stratified space with a dimensional discontinuity. The only other result we have been able to find about a process with such a dimensional discontinuity is in the recent work of Burdzy and Bass [2] which introduced a "fiber" Brownian motion to study the "hot spots" problem. There is a vast literature about diffusions on sets which locally look like Euclidean space (i.e., differentiable manifolds); part of the novelty of this work is that one of the model spaces for our stratified space is the union of a line and a plane; see Figure 2 .
We hope that some of the techniques developed here have a somewhat wider applicability. At the heart of our efforts is a certain boundary-layer analysis. Since we are interested in a fast drift and diffusion of order one, this boundary analysis naturally can be phrased as a singular perturbation problem. Some classical work License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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by Khasminskii [13] suggests a coordinate transformation which makes the dominant part of this singular perturbation problem explicitly solvable. The singular perturbation analysis using Khasminskii's coordinates appears to be a common way to study various stochastic averaging problems involving glueing conditions.
Problem Statement and Main Result
Our problem will be on R 2 . For any function F ∈ C 1 (R 2 ), we define the vector field (or more accurately derivation)∇F as
(i.e.,∇F is the symplectic gradient of F with the usual symplectic structure on R 2 ). For the purposes of discussion, let's fix a Hamiltonian function H, on which we for the moment make minimal assumptions: Assumption 2.1 (Hamiltonian). Let H be in C 2 (R 2 ).
We will later make some further restrictions on H. The generator of the fast motion will be ε
−2∇
H. We want to perturb this by a diffusive motion.
Assumption 2.2 (Diffusion Generator and Bracket)
. Let L be a second-order partial differential operator of the form
for all f ∈ C 2 (R 2 ) and (x 1 , x 2 ) ∈ R 2 , where the a i,j 's and b i 's are C ∞ functions on R 2 . Define the bilinear form ·, · on T * R 2 via the formula
which we assume to hold for all f and g in C 2 (R 2 ) and all (x 1 , x 2 ) ∈ R 2 . We require that L be strongly elliptic; i.e.,
for all x ∈ R 2 . We will consider the Markov process on R 2 whose generator is
). We will construct this Markov process in a canonical way, via the martingale problem [5, 24] . Define the event space Ω
More or less, under P ε , X = (x 1 , x 2 ) satisfies the stochastic differential equation
up until time e, where W 1 and W 2 are some independent Wiener processes. We note that if in addition to Assumption 2.1,∇H is assumed to be Lipschitz and of linear growth, then standard calculations ensure that (1) has a solution for all time. We have a canonical H in mind, however (see Remark 2.5), for which∇H is not globally Lipschitz, so we feel ethically compelled to content ourselves with a localized theory (which allows for sufficiently smooth coefficients which may have bad growth at infinity).
We are interested in the behavior of P ε as ε tends to zero. Since (∇H)H ≡ 0, the variation of H(X) under P ε is of order 1 as ε tends to zero (i.e., H(X t ) is the slow variable). Classical stochastic averaging theory, which requires that H have a single nondegenerate critical point, suggests that we look at the P ε law of H(X t ) and try to show that it converges to a Markov process. Our interest here is when the set of critical points actually has an interior. We will assume that H has a certain general representation. 
Assumption 2.4 (Representation of Hamiltonian
for some n > 2.
Essentially, this means that the function
has a smooth extension inside z. Also, Assumption 2.4 implies several other things.
Second, that for each h > 0, H −1 (h) is a connected smooth curve with finite H 1 -measure (where H 1 is standard 1-dimensional Hausdorff measure). Thirdly, the above assumptions imply that
and from this we see that∇H is locally Lipschitz.
One should keep the following simple example in mind.
Remark 2.5 (Canonical Example). The simplest sort of Hamiltonian with a "flat" area is
where n > 2 (and where · R 2 is the standard Euclidean distance on R 2 ). Here we can take
It helps to keep this example, which is pictured in Figure 1 , in mind.
The point of classical stochastic averaging is an asymptotic separation of scales; under P ε , we can hope to find some closed dynamics for the slow variable by averaging over the invariant measure of the fast variable. Consider the floẇ
We want to use g to generate an equivalence relation on the original state spaceS. If x ∈S \ z, then {g t (x); t ∈ R} is the level set
, and if x ∈ z, then g t (x) = x for all t ∈ R. If we were simply to take the quotient ofS by the standard group action, then the quotient space would be the two-dimensional disk z and a collection of orbits which could be parametrized by points of (0,H]. In particular, each element of ∂z would be its own equivalence class. Intuitively, however, we also need to identify ∂z as the limit of orbits in R 2 \ z. This stems from the fact that if we start the SDE (1) on a point of ∂z, the diffusion could kick the trajectory intoS \ z, where the fast drift would quickly take it to a neighborhood of any other point of ∂z; i.e., we need to identify all elements of ∂z. This naturally occurs in chain equivalence. We shall follow the notation of [22] . We say that there is a δ-chain of length T > 0 from x ∈ R 2 to y ∈ R 2 if there is a sequence (z j ; j = 1, 2 . . . n) of points in R 2 and a sequence 0 = t 0 < t 1 < · · · < t n = T of times such that z 0 = x and z n = y and such that g tj −tj−1 (z j−1 ) − z j < δ for all 1 ≤ j ≤ n. We note that for each point x ∈ R 2 and each T > 0, there is a δ-chain of length T > T from itself to itself for each δ > 0 (the orbits of g are periodic on S \ z and z consists of fixed points of g); thus the chain recurrent set of (3) is all of R 2 . We then define an equivalence relation ∼ (chain equivalence) on R 2 by saying that x ∼ y if for each T > 0 and each δ > 0 there is a δ-chain of length T > T from x to y and a δ-chain of length T > T from y to x. This is the "correct" general equivalence relation in that two points are equivalent if a combination of a small diffusive perturbation and the fast drift takes one point to the other and back again. Define . In line with our above comments, we note that
) if x ∈S \ z, and π(x) = ∂z if x ∈ ∂z (i.e., all points in ∂z are equivalent). Thus
It is easy to see that z
∞ manifold, the point is the limit of points in both z • and Γ, and the point is the limit of points in Γ. This makes M into a stratified space [12] if we enforce the ordering ≺ z
• , ≺ Γ, and ≺ Γ. We also note that there is a homeomorphism between M and a "whiskered sphere" in R 3 . First, let i 2 be a diffeomorphism from z to the unit disk D def = {x ∈ R 2 : x R 2 ≤ 1} (the existence of i 2 is ensured by Assumption 2.4). Next let i 1 : D → S 2 be defined by stereographic projection such that i 1 (∂D) = (0, 0, 1). We then define 
where · R 3 is the standard Euclidean norm on R 3 . It is now easy to see that M is in fact Polish.
Remark 2.6. From Figure 2 , we see that M is the union of a ball and a line. On the surface of the ball, the model space for M is the plane (i.e., the surface of the ball is 2-dimensional), and on the line, the model space for M is the (one-dimensional) line. The model space for M at is the union of a line and a plane.
Returning to averaging, we want to average the dynamics of the slow variables to get an effective M-valued process. We define an averaging operator A to do this. 
(where · T R 2 is the standard metric on T R 2 ). We say that ϕ ∈ D A if ϕ is in the domain of A
• and the limits
Our goal is to show that the P ε -law of
converges to that of an M-valued Markov process as ε tends to zero and to identify the generator of the limiting law. To be even more precise, for each x ∈S and ε > 0, define the probability measure
we want to understand what the asymptotics of the P ε, † 's are as ε tends to zero. Let's define the usual averaged generator.
We then expect that the limiting dynamics of Y will be given by the generator L ave whose domain should be some subset of such f such that in addition
This encompasses what we expect when the process X is not at ; the P ε law of {[X t ]; t ≥ 0} tends to the solution of the martingale problem with the standard averaged generator up to the time when X exits S \ z, and where it is killed upon hitting . On the other hand, the P ε law of {[X t ]; t ≥ 0} tends to the solution of the martingale problem for the original generator L up to the time when X exits z • (inside z
• , there is no fast motion). We need to glue these generators together to specify what happens to Y when it hits . The effect of glueing these two generators together is to enforce requirements on the domain of the overall generator at ; see Remark 2.12. For f ∈ C 1 (z • ), we define an "inner" glueing operator
if this limit exists. We next lift D to Γ; defineD ∈ C 2 (Γ) by the formula
Since L ave is a nondegenerate elliptic operator on C 2 (Γ) we can consequently define the nonnegative bilinear form ·, · ave on T * Γ by
, we define an "outer" glueing operator
if this limit exists. We will prove the following result in Section 9.
Proof. Lemmas 9.5 and 9.7.
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thus G inner defines an "averaged" derivative from the inside of z. This will help us in Remark 2.13 to explain the glueing conditions. Figure 2 are both Riemannian manifolds. Any attempt to extend this Riemannian metric from i to all of R 3 (i.e., to create an isometric embedding in R 3 ) would, however, generate a singularity. One can take two sequences of points in z
• which converge to different points of ∂z. Although these two sequences must converge to the same point in the topology of M, they clearly cannot do so in the Riemannian metric on z
• .
Let's start to write down things for our main result.
Definition 2.10 (Limiting Domain and Generator). Define
The requirement that G inner f = G outer f is the glueing conditions. See Remark 2.13 for an intepretation of the glueing condition as a continuity law. Let's next make the usual setup on the event space 
Theorem 2.11 (Main Result
Our proof of this result is (hopefully) arranged in a natural and easily-readable way. First, we will prove that the P ε, † 's are tight (Proposition 3.1); thus, by Prohorov's theorem, there must be at least one cluster point of the P ε, † 's in the weak topology of P(C([0, ∞); M)). Our next goal (Proposition 4.1) is to prove that any such cluster point satisfies the martingale problem with domain and generator given in Definition 2.10. This will take some work. First we need to transfer (in some approximate sense) test functions in D † back to elements of C 2 (R 2 ) (which is a dense subset of the domain of L ε ), the domain of the original martingale problem (from Definition 2.3). This is done in Section 4, where we also set up some approximate calculations in the original state spaceS. Then we prove in Section 5 a bound on the amount of time that X spends near ∂z; this will be useful in showing that various error terms which appear near ∂z are negligible. In Section 6 we prove some stochastic averaging results. These averaging calculations must be carefully done since we need to average right up to the boundary ∂z; the glueing operators G inner and G outer come from some averaged boundary-layer quantities (see Remark 2.13 below). In Section 7, we return to the martingale problem and show that (5) must indeed be true for any cluster point of the P ε, † 's. At last, in Section 8, we show (Proposition 8.1) that L † generates a strongly continuous positive contraction semigroup on C(M), so the probability measure satisfying (5) must be unique. By [5, Theorem 4.8.2] , this gives us the proof of our main result.
Remark 2.12. One can make an analogy between the limiting process on M and skew Brownian motion [21] . The trajectories of skew Brownian motion behave like ordinary Brownian motion until they hit zero. Informally, when a trajectory of skew Brownian motion hits zero, a coin (possibly biased) is flipped to determine whether the next excursion is positive or negative. The generator of the limiting process here is similar in spirit to the generator of skew Brownian motion (see [21, Exercise VII.2.1.23]. One could informally interpret the dynamics of the limiting process in our problem as follows. When the trajectory hits , a coin is flipped (based on the glueing coefficients) to determine whether the next excursion will be in Γ or z
• . If the excursion is in z • , the law by which the trajectory enters z • should be some type of (appropriately weighted) uniform distribution over ∂z. See [7] for a rigorous treatment of this construction.
Before starting our main arguments, let's introduce some notational conventions. For any function F ∈ C 1 (R 2 ), we define the vector field (or more accurately derivation) ∇F as
, ∇F is the standard gradient of F ). It will also be useful to use
If ϕ is a real-valued function whose domain contains Γ, we define
Secondly, let κ ∈ (0,D) be such that dD(x) = 0 for all x ∈ S such that |D(x)| ≤ κ (the existence of such a κ is ensured by continuity and Assumption 2.
4). Define
Let's also define
for all x ∈S\ z. In light of our hypotheses (i.e., Assumption 2.4), we have that both
Using this notation, we can understand the glueing condition a bit better.
Remark 2.13. Essentially, the glueing condition can be thought of as a continuity equation and a conservation equation. Assume for the sake of argument that there
· is nondegenerate, X spends zero time at ∂z, and consequently X † must spend zero time at , so we shouldn't need a term at on the right-hand side of this representation; on the other hand, since X is killed at ∂S, we do need a Dirac mass at ). Assuming enough smoothness,
By taking the test function f to have support in z • or Γ, we get that
where L adj R 2 and L 
for all t > 0; then the PDE's of (7) can be written as the conservation laws
We next consider more general test functions to get the boundary conditions for p z and p D . Using the Gauss-Green theorem and (7), we find thaṫ
is the outwardpointing normal to z at x ∈ ∂z. Choosing now f ∈ D † which is constant in a neighborhood of and (it is easy to see that there are indeed such functions in D † ), we get the flux conditionṡ
for all t > 0 (remember that f z ∂z ≡ f D (0)). The first equation is the natural one stating that the flux leaving (0,D) throughD enters . The second one states that the flux entering (0,D) through 0 is equal to the total (i.e., integrated) flux leaving z (through ∂z). Note next that
We also expect that p z is constant on ∂z (since ∂z corresponds to the single point in M). Using (9) in (8) and using the definition of G inner f , we get that
The first equation signifies simply that particles are killed atD. The glueing condition and the explicit formula for G outer f (see Lemma 9.5) imply that
. Note also that the integral in the second equation is exactly T D (0) of (15); thus the second equation implies that
for all t > 0. Thus the likelihood of finding a particle in Γ near is the same as the likelihood of finding a particle in z near ∂z times the normalizing constant T D (0) (the asymptotically normalized orbit time of the fast motion).
As a final notational convention, we set up some definitions involving differentials of functions. If S is some subset of some R N , we say that a real-valued mapping ϕ whose domain contains S is in C k (S) if all partial derivatives of ϕ of order k or less exist and are continuous at each point of the interior of S and if the limits of all such partial derivatives exist at each point of S \ S
• . If S ⊂ S and ϕ ∈ C k (S), we define ϕ C k (S ) as the supremum of |D α ϕ(x)| over all multi-indices (see [6] ) of order k or less and all x ∈ S .
Tightness
We will prove the following result, which by Prohorov's theorem implies tightness of the P ε, † 's. Recall the metric ρ of (4) on M.
Proposition 3.1. For each δ > 0 and T > 0,
Thus, the P ε, † 's are tight in the Prohorov topology on P(C([0, ∞); M)).
We will prove this in a collection of bite-sized pieces. First, we realize that we can restrict our calculations to s such that Y s is not too close to ; if Y has large variation, it can't all be too close to . 
We could actually prove this result with δ/6 on the left replaced by δ/3; it will be more directly useful, however, as we have stated it. 
This proves the result if we replace δ/6 on the right-hand side of (10) by δ/3. Since δ/3 > δ/6, the stated result follows.
Fix now δ > 0 and T > 0. Let's look at the coordinates of i(Y t ), or more precisely their variation. We want to use the restriction that ρ(Y s , ) ≥ δ/3 stays away from the singularity of i at . Note that if x and y in M are such that ρ(x, ) ≥ δ/3 and ρ(x, y) = δ/6, then by the triangle inequality, 3 } be an orthonormal basis of R 3 , and define, for i ∈ {1, 2, 3},
where M i is a P ε -martingale with quadratic variation
We have used here the fact that
(since for such x and y, the f i 's are just the coordinates of i(x) and i(y)). We want to use this and (11) to study the variation of t → Y t as needed to bound the right-hand side of (10) 
for all s < u < r; then we can neglect the (possibly bad)
and satisfies these requirements. By (12) 
for some i ∈ {1, 2, 3}. We also note that for 
In a straightforward manner, this now gives the result.
We can now give the 
The Martingale Problem
We now know that the P ε -laws of {Y t ; t ≥ 0} are tight. We next need to show Here we will gather together the ideas leading to this result, but many of the harder parts will be proved in the next several sections.
Our starting point is clearly Definition 2.10, so we should try to connect elements of D † back to elements of
We want to use this representation to approximate f • π by an element of C 2 (R 2 ). We will do this in two steps. First, we want to smooth off the indicator functions by smooth functions. This will in turn force us to slightly extend the definitions of f D and f z (in fact, we will only use the extension of f z ; we will develop both extensions in the interest of symmetry). Central to these approximations will be some exponents. Our choice of ν comes from Proposition 6.2. Our choice of ν comes from the calculations of Section 7 and Section 9 (see also the footnotes in the paper). We will smooth off the indicator functions in (14) by a factor of ε ν , and we will in a way smooth off f z and f D by a factor of ε ν . We begin our approximation procedure by first fixing a cutoff function to replace the indicator functions. See Figure 3 . We will replace the indicator χ z in (14) with ζ(D/ε ν ). Next, we will approximate f z and f D . As a preliminary, we should better understand the regularity of f itself, particularly near . Although Definition 2.10 ensures that f is C 2 on both z • and Γ, this does not immediately enforce any regularity near . Our salvation is that we also know that L f is continuous, so we can use PDE theory to study the regularity of f near . This is fairly easy to do on the one-dimensional manifold Γ, but it requires some more advanced PDE machinery, which we shall extract from [6] , on z.
Lemma 4.4. We have that
Next, let's extend f z • in a PDE-based way.
•
We next carry out the analogous extension of f Γ (using the additional structure
. This will be done in a way parallel to that of Lemma 4.5 (even though a slightly stronger result is actually true).
Lemma 4.6. Fix an open interval
Proof. See Section 9.
We can now define our approximate test function.
Definition 4.7 (Approximate test function). For
Of course one of the things which is important to us is Lemma 4.8. We have that
Proof. Fairly obvious.
The existence of the appropriate derivatives off 
where
for all x ∈S.
Proof. A straightforward calculation.
Recall that our goal is to show that P † satisfies (5). Let's indicate how we get there in a number of steps. The hard work will be done in the next several sections. First, we claim that the limit of the L ε term is the desired generator.
Proposition 4.10. Fix t > 0. Then
Proof. Given in Section 7.
We next claim that the effect of the G ε i 's is negligible; the proof shows that this is true for i ∈ {1, 2} exactly because of the glueing conditions. Proposition 4.11. Fix times 0 ≤ r 1 < r 2 < · · · < r n ≤ s < t and test functions
Proof. Lemmas 7.1 and 7.2.
We thirdly claim that K ε is negligible; the main idea is that X does not spend too much time near ∂z.
Proposition 4.12. Fix t > 0. Then
The combination of Propositions 4.10-4.12 is Proposition 4.13. Fix f ∈ D † and t > 0. Then
Proof. Obvious.
We also can give the 
We also note that
Residence Time
Here we show that X does not spend too much time (under P ε ) near ∂z. We will directly use this to prove Proposition 4.12. It will also help us prove Propositions 4.10 and 4.11.
Proposition 5.1. Fix t > 0. Then
for all d ∈ R and there is a C 1 > 0 such that
,D] and all 0 < δ < 1. The martingale problem tells us that for 0 ≤ t ≤ e,
where N is a P ε -martingale. Recalling now the neighborhood N defined in (6), we set
We thus have that for 0 ≤ t ≤ e and δ < min{κ, 1},
and this easily implies the result.
Stochastic Averaging
Our goal here is to prove the basic results of stochastic averaging. First, we will average away from ∂z, and then we will average in a boundary layer near ∂z.
Averaging Slightly Away from the Boundary.
Here we will prove an averaging result for functions whose support is slightly away from z. In order to do so, we use the specific structure of H (given in Assumption 2.4) to ensure that the averaging calculations, when written in terms of D, are regular near ∂z. This will also play a role in our later considerations of averaging at ∂z.
To begin, define the floẇ
for all x ∈S \ z and all t ∈ R, where g is as in (3) . Define also
is easy to see that T D is indeed well-defined and finite on (−κ,D]. For any φ ∈ B(S), define
A D φ ∈ B((−κ,D]) by (A D φ)(D(x)) = 1 T D (D(x)) T D (D(x)) 0 φ(g D s (x))ds (16) for all x ∈S such that D(x) > −κ (again,
it is easy to see that A D φ is well-defined). We note that if φ ∈ B(S), then φ is in the domain of A
• and
then H = b n (D) and we can rewrite (2) as∇H = nb n−1 (D)∇D.
Our first averaging result is
for all ε > 0.
for all such x. Differentiating this with respect to t, we see that
for all x ∈S; it is easy to see that this is well-defined on all of R 2 (since supp ⊂ (0, ∞)). Then (using (2) and (17))
Some simple calculations (which use the fact that the support of is strictly contained in (0, ∞)) ensure that there is a constant C > 0 such that
The martingale problem thus tells us that
where M is a P ε -martingale with quadratic variation
Using (21), we get the stated result.
Stochastic Averaging Near the Boundary.
We next need to carry the idea of stochastic averaging in to ∂z.
Proposition 6.2. Fix ∈ C ∞ c (R). Fix times 0 ≤ r 1 < r 2 < · · · < r n ≤ s < t and test functions {ϕ
for all ε > 0, where b n is as in (18) .
) is only of order ε −2+νn . The residence-time result of Proposition 5.1 thus would only give us that for some C > 1
(remember from Definition 4.2 that ν = 2/(n + 1)). The point of Proposition 6.2 is that averaging gives us just a bit more, namely an extra power of ε ν .
Remark 6.4 (PDE for Glueing Condition). We note that the absolute value signs in (22) are outside the expectation (whereas in Lemma 6.1, they were inside). This reflects the fact that this result is essentially a martingale result. To see this, definē
Suppose that for each ε > 0, we can find
onS. Suppose furthermore that
Then the martingale problem tells us that
where M is a P ε -martingale. By optional sampling, we then have that
which would then finish the proof. Our honest technical goal is consequently to approximately solve the PDE (24) with sufficient accuracy. We note that the operator ε 2 L ε has an order-one drift and a small diffusive term. Thus, we have a singular perturbation problem.
Central to our arguments will be some Khasminskii coordinates. First, let C be a curve in N which crosses all of the D −1 (d)'s in N transversally. To be specific about this, fix x * ∈ ∂z, and let
for all t ∈ (−κ, κ), where {φ t ; t ∈ R} satisfies (46) (thus D(γ(t)) = −t for all
It is clear from the second representation that α is C ∞ on (−κ, κ) and that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for all x ∈ N \ C. This will be crucial; informally, it means that equal increments of Θ correspond to equal amounts of diffusion across ∂z.
Let's now get back to the issues raised by Remark 6.4. Instead of deductively identifying how to find the Ψ ε described there, we will develop the answer. The reasoning leading to the answer may be easily identified by reading our arguments backwards.
First, define Φ as in (19). Let's convert Φ to Khasminskii coordinates. There is aΦ ∈ C 4 (R × R) such that
The combination of (20) and (25) imply that
for all x ∈ N \ C and thus that
We prove the following result in Section 10.
Proposition 6.5. There is aΨ
for all θ ∈ R and such that for some C > 0 (not depending onΦ)
, ∞) and for any multi-index α of degree 2 or less,
Proof. Given in Section 10.
Note the d in the denominator of the third term on the left-hand side of the PDE forΨ. Note also that by (19) and (26) there is a constant C > 0 which does not depend on φ such that
for all x ∈ N . We have Lemma 6.6. LetΨ be as in Proposition 6.5 and define
Furthermore there is a constant C > 0 such that
for all x ∈ N \ (∂z ∪ C) and ε > 0.
The definition of Ψ ε can more explicitly be given as
Proof of Lemma 6.6 . Clearly Ψ ε is C ∞ on N \(∂z ∪ C). In view of the continuity of b 1/ν and the periodicity ofΨ, it is fairly easy to see that Ψ ε has a limit at each point of ∂z ∪ C, so Ψ ε is continuous on all of N . We next need to show that all first-order derivatives tend to a limit at each point of ∂z ∪ C. Note that∇D(x) and ∇D(x) span all of T x R 2 for each x ∈ N . From the periodicity and boundary conditions ofΨ, we also see that ∇DΨ ε and∇DΨ ε both have limits at each point of ∂z ∪ C; thus Ψ ε ∈ C 1 (N ) (note that b 1/ν is differentiable since 1/ν − 1 = (n − 1)/2 > 0). Thus claims i) and ii) are true. Next, let's compute L ε Ψ ε . We see that
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for all x ∈ N \ (∂z ∪ C), where
where in both (28) and (29),Ψ and its various derivatives are all evaluated at (Θ
for all x ∈ ∂z ∪ C (the fact thatΨ is C 2 at R × {0} ensures that I ε 1 and I ε 2 tend to zero at ∂z).
In light of the exponential decay of Proposition 6.5, we next see that there is a C > 0 such that for all x ∈ N \ (∂z ∪ C),
for all ε > 0. Similarly, we see that there is a constant C > 0 such that for all
for i ∈ {3, 4} and ε > 0. This gives us the first bound of (27).
To get the second bound of (27), we compute that
where, as usual,Ψ and its various derivatives are all evaluated at (Θ
. Again using the exponential decay Proposition 6.5, we see that there is a constant C > 0 such that
for all ε > 0. This gives us the second bound; the third is clear.
Let's now return to the proof of Proposition 6.2. We would like to apply the martingale problem to Ψ ε . There are two remaining obstacles. First, Ψ ε is defined on N rather than all of R 2 , and second it is not even C 2 on N (the second derivatives may have discontinuities on ∂z ∪ C). The following approximation result tells us that the continuity of Ψ ε is in fact sufficient.
Proof. Mollify Ψ.
We now can give the 
for all x ∈S. Then we have thatΨ
for all ε > 0 and x ∈ N \ (∂z ∪ C). We now use Lemma 6.7 and the ideas of Remark 6.4. We see that there is a C > 0 (which does not depend on φ) such that
for all ε > 0. This proves the result.
Proof of Main Steps
Let's first prove Proposition 4.12.
Proof of Proposition 4.12.
Define
We now use the bounds on the derivatives off ε z andf ε Γ given in Lemmas 4.5 and 4.6. We find that for some constant C > 0, ω K (ε) ≤ Cε ν−ν for all ε > 0. Thus 1 lim ε→0 ω K (ε) = 0 and hence for some constant C > 0,
We use here the fact that ν < ν = 2 n+1
. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Step
Step 2. It is clear that
In order for such a p to exist, we need that
Thus there is a C > 0 such that
the last equality following from our choice 4 of p.
Step 3. Note next that by Lemma 4.6, there is a constant C > 0 such that
for all ε > 0 (note that we are taking the C 2 norm of Lf ε Γ ). Thus by Lemma 6.1, there is a C > 0 such that D) ) . By our choice of p, this last term tends to zero 5 . Combining (31), (32) and (33) 
for all x ∈S such that ε ν < D(x) < 2ε ν . Lemmas 9.8 and 9.9 give us a C > 0 such that
for i ∈ {1, 2} and ε > 0. Let's also define
and observe that for all
. Thus, by Proposition 6.2 and the triangle inequality, there is a C > 0 such that
Lemmas 9.8 and 9.9 in Section 9 ensure that (due to the glueing conditions) lim ε→0 ω i (ε) = 0 (37) for i ∈ {1, 2}. Thus by calculations similar to that of (23), we get that there is a constant C > 0 such that
Combine this, (35) and (37) to get the stated result; we here use our choice 6 of ν and ν .
Finally, we prove the result for G ε 3 . Lemma 7.2. Fix times 0 ≤ r 1 < r 2 < · · · < r n ≤ s < t, and test functions
Proof. Note first that
.10 tells us that we can find a φ 6 We need here that ν < 
then we can write
for all x ∈S. By Proposition 6.2 and our choice of ν and ν 7 , we thus get the result.
Uniqueness
The only remaining issue is uniqueness; we would like to know that there is only one limit point of the P ε, † 's. We shall prove
and let f Γ , g ,Γ , and g ,Γ be weak solutions of the PDE's By standard results [6, Theorem 6.2.5], all of these PDE's have solutions (to directly apply the results of [6, Theorem 6.2.5], one may first subtract off smooth functions which satisfy the boundary data); furthermore, by standard smoothness results [6, Theorem 6.3.6] , these solutions are infinitely smooth. We will find a solution f of (40) of the form
for some choice of C and C . First, note thatf ∈ C(M) no matter what the choice of C and C . Secondly,f ∈ C 2 (z • ∪ Γ), and by virtue of the above PDE's and the continuity of ϕ andf , we know that L (f • π) ∈ D A (unravel the notation). Thirdly, we calculate that
Finally, the glueing conditions require that
Thus we want to take
but we need to make sure that G inner g z = G outer g ,Γ . To do so, consider the function
). Since L † obeys the positive maximum principle, it is dissipative [5, Lemma 4.2.1], and so
so in fact g ≡ 0. Thus we cannot have that G inner g z = G outer g ,Γ , so (41) makes sense.
We have 
Behavior of Test Functions
Here we prove various results about the test function f (which is assumed to be in D † ). We also prove the approximation results of Lemmas 4.5 and 4.6 and give some relevant results about these approximations. Thirdly, we prove various necessary results about the glueing operators G inner and G outer . This section will rely fairly heavily upon some classical PDE theory, for which we refer the reader to [6] . The harder part of our analysis will be on the 2-dimensional domain z
• ; in interest of keeping our arguments as parallel as possible, we will frame our simpler 1-dimensional analysis on [0,D] in the analogous ways.
We begin with a standard result.
Lemma 9.1. Fix g ∈ C(z) and a constant κ ∈ R. Then there is a unique solution
, and there is a constant C k > 0 such that
Proof.
Step 1. We first of all claim that there is a unique u ∈ H Step 2. By standard regularity calculations [6, Theorem 6.3.4], we then have that in fact u ∈ H 2 (z • ) and hence by standard Sobolev theory [6, Theorem 5.6.6] that u ∈ C(z).
Step 3. Define now u g,κ def = u + κ. Clearly this satisfies the stated PDE. To show uniqueness, let u g,κ ∈ H 2 (z • ) ∩ C(z) be any other solution of (42), and definẽ [6, Theorem 6.3.3] . Since u g,κ ∈ C(z), we also have thatũ ∈ C(z). Thus, by the maximum principle [6, Theorem 6.4.1], we know that in factũ ≡ 0.
Step 4. Assume now that g ∈ C k (z). 
Fix next a nonnegative integer
and κ 1 and κ 2 in R.
Proof. We can explicitly compute things here. Define • . Thus, we can find an extension
such that is even and z∈R 2 (z)dz = 1, and define
Step 2. Use Lemma 9.1 to solve the PDE
Step 1 and the results of Lemma 9.1, we thus know that lim ε→0
Step 3. To finish, we need to extend
Locally using this construction near ∂z, we get the desired extension.
Similarly, we give the Proof of Lemma 4.6. Step 1. Since the limits
exist, L D f D is uniformly continuous on (0,D). Thus, we can find an extension
such that is even and z∈R (z)dz = 1, and define
Step 2. Use Lemma 9.2 to solve the PDE
By
Step 1 and the results of Lemma 9.2, we thus know that lim ε→0
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Step 3. To finish, we need to extend f
Locally using this construction near 0 andD, we get the desired extension.
are exactly what is needed to approximate f withf ε in G inner and G outer ; see Lemmas 9.8-9.10).
Next, let's make an expansion of test functions near ∂z. For functions on [0,D], this will simply be Taylor's theorem. We also derive a similar expression for functions on z which are constant on ∂z.
There is a function
for all x ∈ ∂z and secondly there is a function z,F ∈ C N −2 (R 2 ) such that 
∇D(x).
Since the map ι :
dD(x).
This implies (45).
for all θ ∈ R and d > 0 (the term 8/(n + 1) provides a convenient normalization). We thus want that ξ k satisfy the PDE (n + 1)
or equivalently (after some simple algebra) thaẗ (i.e., these are the two boundary conditions which uniquely specify the solution). We will also show in Lemma 10.3 that this solution has other desired properties which we will need. The d −1 term in the first-order part indicates that solutions of Bessel equations are somehow involved. Let's first connect the homogeneous form of (48) to Bessel's ODE and establish a variation of parameters formula to solve the inhomogeneous ODE (48). 
Proof. Straightforward.
We want to use this result to solve (48) with the desired boundary conditions; i.e., we need to select a solution of Bessel's ODE to find a particular solution of (48) and then select constants of integration for the indefinite integrals in (49). We refer to [17] for relevant results about solutions of Bessel's ODE.
For each v ∈ R, let J v be the Bessel function of order v; i.e., for all z ∈ C \ R − , where we take the principal branch of (z/2) v and where Γ is the standard Gamma function. For k ∈ Z \ {0} and d > 0, define
and then
We will prove below that this gives us the the desired solution of (48).
Let's proceed by recording some known properties of Bessel functions which, in addition to the representation (50), we will use in our efforts. We use [1] and [17] as references. 
which holds for all z ∈ C \ R − and v ∈ R [17, Eq. 2.9.15]. We use all of this to get some relevant bounds on ζ k 's. for all z ∈ C \ R. Then
Proof. As we pointed out above, the zeroes of Bessel functions all lie on the real axis; thus the ζ k 's have no zeroes on (0, ∞). Fix for a moment k ∈ Z \ {0}. Note also that since˜ has compact support, the inner integral is bounded; in light of the exponential growth of ζ k of Lemma 10.2, we can conclude that ξ k is welldefined on (0, ∞). Since lim d 0 ζ k (d) exists but is nonzero, we also can conclude that lim d 0 ξ k (d) exists (we may use the fact that 0 + 1/u 1−ν du < ∞). We can furthermore note thatξ
where 
