Abstract. Let S ∞ = A ∞ × B ∞ be a self-similar product Cantor set in the complex plane, defined via
Introduction. The Buffon needle probability, or Favard length, of a compact set S ⊂ C is defined as
where proj θ denotes the orthogonal projection onto the line forming the angle θ with the positive real axis, and |F | denotes the Lebesgue measure of F regarded as a subset of R. Pointwise, one defines proj θ (re iθ ) := r · cos(θ − θ).
We will be concerned with the Favard length of small neighborhoods of onedimensional self-similar Cantor sets in the plane. Specifically, let T 1 ,... ,T L : C → C be similarity maps of the form T j (z) = 1 L z + z j , where z 1 ,... ,z L are distinct and not colinear. We then define S ∞ to be the unique compact set such that S ∞ = L j=1 T j (S ∞ ). It is well known that such a set exists, has Hausdorff dimension at most 1 (equality follows if the open set condition holds, see [11] ) and finite H 1 measure.
Since the z j are not colinear, S ∞ is unrectifiable, hence it follows from a theorem of Besicovitch that | proj θ (S ∞ )| = 0 for almost every θ (see [11] ). It follows that lim N →∞ Fav(S N ) = Fav(S ∞ ) = 0, (1.2) where S N is the = L −N -neighborhood of S ∞ . The question of interest concerns the rate of decay in (1.2) . The first general quantitative upper bound Fav(S N ) ≤ C exp(−C log * N ) is due to Peres and Solomyak [13] ; here, log * N denotes the number of iterations of the log function needed to have log ··· log N 1. (See also [18] for a weaker result in a more general setting.) More recently, power type bounds Fav(S N ) ≤ CN −p with p > 0 have been proved by Nazarov, Peres and Volberg [12] for the 4-corner Cantor set, Bond and Volberg [3] for L = 3 (the 1-dimensional Sierpiński triangle), and Łaba and Zhai [7] for rational product Cantor sets with a "tiling" condition, namely that | proj θ 0 (S ∞ )| > 0 for some direction θ 0 .
The best known result for general self-similar sets is Fav(S N ) e −c √ log N , due to Bond and Volberg [4] .
In the converse direction, Mattila [10] proved that Fav(S N ) ≥ CN −1 for a wide class of sets including the general self-similar case. Bateman and Volberg [1] proved that for the 4-corner set, the lower bound is at least CN −1 log N , showing that at least in this case Mattila's lower bound is not optimal. However, Peres and Solomyak prove in [13] that for "random 4-corner sets" the expected asymptotics is in fact CN −1 .
Our first result is a power bound for general self-similar sets with L = 4. We will make no attempt to find p explicitly, since it will have many dependencies and is unlikely to be close to optimal in any case.
The proof of Theorem 1.2 is based on a new method of estimating so-called "Riesz products" of trigonometric polynomials. The arguments of [12] , with the additional modifications of [3, 4, 7] , have reduced the problem to proving lower bounds on integrals of the form For general (not necessarily product) self-similar sets, we define φ θ (ξ) = 1 L L j=1 e 2πir j cos(θ j −θ) instead, where z j = r j e 2πiθ j are the similarity centers. The strategy of [12, 3, 4, 7] is now as follows. Write the integrand in (1.3) as |P 1 (ξ)| 2 |P 2 (ξ)| 2 , where
and consider first the easier task of estimating the integral 1 0 |P 1 (ξ)| 2 dξ. The argument is based on an idea due to Salem. It does not use any specific information about the high-frequency part P 1 , except that it can be written as a long trigonometric polynomial P 1 (ξ) = α∈A e 2πiαξ , where A ⊂ Z and |A| = L n−m .
We have P j (ξ) = P j (−ξ), so that 
(1.6)
What we actually need is a similar bound on the much more difficult integral in (1.3) . This brings up two issues. One is that we are now integrating over the smaller interval [L −m , 1], so that we need to have some control of the size of I 0 = L −m 0 |P 1 | 2 . This was accomplished in [12] already (see also [3, 4] ), and the estimates proved there are essentially optimal.
This leaves us with the crux of the matter, namely replacing the high frequency part P 1 in (1.6) by the full trigonometric polynomial P 1 P 2 . Conceivably, the low frequency part P 2 (ξ) might only be large on the interval [0,L −m ]-the one that we have just had to exclude-and very small for |ξ| ≥ L −m . There would be nothing unusual or pathological about it; this is how trigonometric polynomials are wont to behave, and it is the reason why the estimate on I 0 in the last paragraph could only work for the high frequency part.
What we need to know, then, is just how much harm the P 2 part can do to the estimate in (1.6), the key consideration being that what is left of the estimate must still dominate I 0 .
In this regard, all of the previous results in [12, 3, 4, 7] rely on estimates on the size of the set of small values (SSV) of P 2 , which we now define. Let ϕ : R → C. Let m, c 1 , and L be understood from context, and let ψ have c 1 as a parameter. Let • If ψ(m) = L −c 1 m , we say that ϕ has the SSV property.
• If ψ(m) = L −c 1 m log m , we say that ϕ has the log-SSV property.
• If ψ(m) = L −c 1 m 2 , we say that ϕ has the square-SSV property.
In our application, the function ϕ will be either φ t or one of its factors as defined below, and we will need the constants c i to be uniform in t. For product sets, this is automatic, since the SSV property for φ t will follow from the SSV property for just two functions φ A and φ B . For general self-similar sets with L = 4, the uniformity will be clear from the proof. Furthermore, we will be able to make the ratio c 3 /c 2 as large as we wish, at the expense of making c 1 large.
If φ A and φ B have the SSV property, this implies a good bound on the contribution to (1.6) coming from integration on SSV, so that the remaining portion of that integral still dominates I 0 , and the integral in (1.3) is bounded from below by L −2c 1 m times the estimate in (1.6). This is good enough to yield a power type bound.
For the sets considered in [3, 7, 12] , the SSV property indeed holds. In this paper we extend the same argument further to cover a wider class of product Cantor sets. Furthermore, the case L = 4 (Theorem 1.1) follows without much trouble from [4] together with an additional estimate supplied in Section 4.1. However, this argument fails already for general self-similar sets with L = 5, as well as for product sets with |A| = |B| = 5 (Section 4.2). In this generality, only the square-SSV property is available, leading to the weaker bound of [4] . Any further progress beyond that requires a different approach.
What saves the day for us is, first, that while P 2 may well be unacceptably small on somewhat longer intervals than the SSV or log-SSV property would allow, it is still reasonably large on most of [0, 1]; and second, that this remaining part of the interval contains a large structured subset. We emphasize that the structure of the "good" set is crucial to the argument. Indeed, a quick glance at the calculation in (1.6) again should convince the reader that it is not enough to simply bound |P 2 | from below on some large but otherwise arbitrary subset of [0, 1]. We need to be able to perform Salem's calculation on the set in question, and that calls for a function h which is supported on that set and has a non-negative Fourier transform. Most generic large subsets of [0, 1] fail on that count. However, if we can find a difference set Γ − Γ such that Γ is sufficiently large and P 2 is large on Γ − Γ, we will see that then the calculation in (1.6) does go through in the modified setting.
The use of Salem's argument on difference sets is the first major idea of this paper. While it appears to be new in this context, it is inspired heavily by similar calculations involving the so-called "Bohr sets" in additive combinatorics (see e.g., [5] ). However, we will need to be much more particular about choosing the structured set Γ. Were we to use the Bohr set associated with the exponents in the trigonometric polynomial P 2 (ξ) as it is usually defined in additive combinatorics, that set would not be large enough for our purposes, and could in fact be contained entirely in the small interval [0,L −m ] that must be excluded from our integral anyway.
The precise statement of the property we need is as follows.
Definition 1.4. Let ϕ : C → C, and let L, K, m be understood from context. We say that ϕ is SLV-structured if there is a Borel set Γ ⊂ [0, 1] (in our application, a finite union of intervals) and constants C 1 ,C 2 such that:
For convenience, we will refer to Γ as the SLV set for ϕ. (This is a slight abuse of terminology, since the actual "Set of Large Values" here is the set on the right side of (1.8) rather than Γ, but that set will play no part in this paper since we have no way of using it efficiently.)
The proof of Theorem 1.2 will combine SLV arguments with the SSV approach via factorization of the functions involved, which we now describe.
We write
is the generating function of A: (1.10) and similarly for B. We are assuming that A, B ⊂ {0, 1, 2,...}, so that A(x) and B(x) are polynomials in Z [x] . For our present purposes, it will suffice to consider A and B separately.
, defined as follows (by convention, an empty product is identically equal to 1):
• A (1) (x) = s∈S
is the product of those irreducible factors of A(x) that have at least one root of the form e 2πiξ 0 , ξ 0 ∈ R \ Q,
• A (4) (x) has no roots on the unit circle. We then define the good and bad factors A and A of A:
Here, Φ s (x) denotes the s-th cyclotomic polynomial (see (4.2) ). Let also φ
Clearly, the factor φ
A does not contribute to the small values of P 2 and can be safely ignored. The factor φ (1) A has the SSV property; this was used in a weaker and somewhat camouflaged form in [12, 7, 3] . Furthermore, we will prove in Proposition 4.3 that φ ( 
3)
A has the log-SSV property. This turns out to be related to diophantine approximation of logarithms of algebraic numbers on the unit circle. Roughly speaking, we will rely on the fact that if e 2πiξ 0 is a root of A(x) with ξ 0 ∈ R \ Q, then ξ 0 cannot be approximated too well by rational numbers. The precise statement we will invoke is a variant of Baker's Theorem in transcendental number theory. Combining these results, we see that φ A has at least the log-SSV property.
The failure of anything better than a square-SSV property is thus due to the "bad" factor φ A , indeed unavoidable unless A ≡ 1, and it is this factor that the construction of Γ will have to accommodate. Very roughly speaking, the set of "bad zeroes" ξ of φ A , viewed as a subset of R, is a lattice with coarser lattices removed from it. If we choose Γ 0 to be a neighborhood of one of these coarser lattices, it will have the structure of an approximate additive group and will also avoid the set of bad zeroes of φ A . We would like for the set Γ to be defined as the intersection of rescaled copies of such sets, but as such intersections may not always have the generic size, we instead choose Γ to be an intersection of appropriately chosen approximate cosets of the coarse lattice, using pigeonholing to ensure that |Γ| is large enough and keeping in mind Γ − Γ will still be contained in a neighborhood of the coarse lattice.
The challenge is in ensuring that the coarse lattice, therefore Γ 0 , are large enough. This will involve a detailed study of the cyclotomic divisors of polynomials with (0, 1) coefficients. We will take advantage of the existing literature on vanishing sums of roots of unity, especially [8, 9, 14, 17] , for some basic structural results. The particular question that we are interested in does not appear to have been studied and may well be very difficult, but we have been able to make sufficient progress to resolve the case of sets of cardinality at most 6.
The assumption that |A|, |B| ≤ 6 is only used at the last stage of the proof, to ensure that the cyclotomic divisors of A(x) and B(x) have the structure we need. If we instead assume such structure directly, no restrictions on the size of sets are needed. We thus have the following theorems. 
Theorems 1.6 or 1.7 are not sufficient to cover all rational product sets, as there are many examples of sets A and B for which the assumptions of Proposition 5.1 fail. It may be possible to modify the construction of Γ to accommodate such cases, based on a deeper analysis of cyclotomic divisors of polynomials with (0, 1) coefficients. We expect this question to be difficult and to require methods that go well beyond those of the present paper.
Another interesting open question is whether φ (3) must in fact have the SSV property, not just the log-SSV property; if so, then the stronger power estimate in Theorem 1.7 would hold without the assumption that A (3) = B (3) = 1. This would likely involve the aforementioned diophantine approximation issues for logarithms of algebraic numbers. The result we invoke in this paper is very general, and it is possible that stronger estimates might hold for the specific types of algebraic numbers arising in this problem. some z j ∈ A n × B n and the sum ranges over all L n such possible Q. That is, f n,θ counts how many squares lie "above" or "below" x when the ray forming the angle θ with the real axis is regarded as the positive "horizontal" direction.
Let K be a large number depending on N , to be fixed shortly. Large values of f n,θ result when the squares form very tall "stacks" above x on the θ-axis, and stacks of K or more squares generically favor over the long term a generically Kto-one (or greater) projection mapping from S N to its shadow proj θ (S N ), so that we should expect to see | proj θ (S N )| 1/K for N not that much longer than when we first saw stacks K tall.
As our sets S N are self-similar, it is appropriate to also consider a maximal version of f so that we may freely learn about many subsets and subproducts from estimates of this single quantity:
Finally, we define the setẼ N,K of "bad directions" θ where the "typical" stacking might not occur:
We will emphasize and deemphasize the parameters N, K as needed. Intuitively, the directions θ ∈Ẽ N,K are those for which | proj θ (S)| decays slowly; for flavor, it can be shown that
In [12] , two combinatorial lemmas reduced the upper bound in Buffon's needle problem to a question about the size of the setẼ. Both of these, as well as (2.1) below, are given in a simplified sub-optimal form. With a slight modification of the definition ofẼ, it is possible to improve some exponents a little, the end result being an improvement in the value of constants we are not attempting to track anyway.
The first lemma is perhaps not difficult to believe once one has understood the heuristic discussion above and the definition ofẼ. 
Of course we would like K as large as we can manage depending on N . This is what works for us:
• If the "good" factor φ has the SSV property, let K := N 0 for some 0 > 0.
• If φ only has the log-SSV property, K := N 0 / log log N for some 0 > 0. The goal is to prove that
Then from Lemma 2.2, one sees that
In the SSV case, the power bound follows immediately.
In the log-SSV case, we can apply (2.2) to get
The result now clearly follows by the monotonicity of Fav(S N ) in N .
PROPOSITION 2.4. (Weak result) Suppose that for
K N 0 / log log N , one has |Ẽ N,K | K −1/2 . Then | Fav(S N )| N −p/log log N for some p > 0.
Reduction to trigonometric polynomial estimates.
It will be helpful for us to change the variable, t = tan(θ). This does no harm as we use symmetry to consider only the case θ ∈ [0,π/4]. After rescaling, for each z ∈ A n × B n , we may write proj θ (z) = a + tb for some a ∈ A n ,b ∈ B n . It is understood that any object depending on θ has an analogous version depending on t, and we freely change notations now.
Of course, ν andν depend on t, but we will not need to display that dependence explicitly.
The Fourier transform, then, is a decay term times a self-similar product:
We would like to ignore the Fourier decay convolution factor of f n,t (i.e.,
, since the mathematics of interest lies in the frequency part,ν n . Some pigeonholing accomplishes this. The following integration overẼ and the passing fromẼ to E ⊆Ẽ is an additional pigeonholing done to ensure that m and n do not depend on t.
Because of Theorem 2.1, we have for all t ∈Ẽ,
• If the SSV property holds for φ , let m = c 0 log N (rounded to an integer), for c 0 > 0 small enough.
• If only the log-SSV property holds for φ , let m = c 0 log N log log N , for c 0 > 0 small enough.
In both cases, we will choose the constants so that K = L c * m with c * ≈ c 0 ≈ √ 0 . In particular, we may choose c * as small as we wish, provided that 0 is sufficiently small.
This choice is possible by (2.3). Define
Suppose that (2.1) fails; then
(The passing fromẼ to E is a bit of a technicality; they are "typical" directions of E.)
Recall that the constant 0 > 0 was used to define K. Our goal is to contradict this if (2.4) holds and if 0 is sufficiently small, by showing that we can find a t ∈ E and a constant α on which 0 does not depend such that
Indeed, (2.5) and (2.6) can both hold only for finitely many N :
Proposition 2.5 below summarizes our conclusions in a form convenient for future use. We rescale (2.6) so that the interval of integration becomes [L −m , 1]. We will also need to split up the rescaled integrand in (2.6) into low-frequency and high-frequency parts:
PROPOSITION 2.5. To prove Theorem 1.2, we need only prove the following: Let 0 > 0 be sufficiently small, and assume that (2.4) 
holds. Then there is a t
Because of our pigeonholing steps, the interval of integration is restricted to [L −m , 1]; however, our techniques for proving lower bounds will involve integration on sets containing 
LEMMA 2.6. For t ∈ E, we have
The above estimate appears in [4] and it also comprises Section 5.4 of [2] . The localized estimate (2.9) follows via a Poisson kernel computation from the estimates that define E. Note that E was defined in terms of a supremum over subproducts off n ; the "Poisson localization" lemma allows us to obtain such estimates for high-frequency sub-products on such smaller intervals.
For a heuristic comparison to the independent case, observe that |φ| 2 has the average value 1/L, so that C 0 K represents the maximum possible gain in the average product beyond the mere product of averages:
In fact, we do not expect to do much better, as |P 1 (0)| = 1 is the maximum, and such factors φ(L k ·) quickly begin to have size 1 rather than 1/L on much smaller intervals near 0. We explained in the introduction that our strategy will be to integrate |P (ξ)| 2 on a "good" set G ⊂ [0, 1] where P 2 is bounded away from zero. Lemma 2.6 explains why we must look for sets G such that
with C 2 > C 0 , so that the integral in (2.10) dominates (2.9); in particular, the interval [0,L −m ] can then be removed from G and (2.10) still holds up to a change of constant C 2 . Given that (2.9) is essentially optimal, the requirement (2.10) cannot be relaxed.
The main argument.
Recall that for each of the sets A and B, we decomposed φ A and φ B into "good" and "bad" factors φ A = φ A φ A , φ B = φ B φ B (Definition 1.5). We claim that:
(1) The factors φ A and φ B have the SSV property, with the c 3 /c 2 ratio large enough.
(2) The product φ A (ξ)φ B (tξ) is SLV-structured, with all constants uniform in t.
We defer the proof of (1) and (2) to Section 4 (Proposition 4.1) and Sections 5-6, respectively. For now, we will see how (1) and (2) imply Theorem 1.2.
In the sequel, we will use the notation
and similarly for B. The notation P A , P A , P 2,A , etc. should be self-explanatory, e.g.,
3.1. The SSV estimate. The goal of this subsection is to prove Proposition 3.1 and Corollary 3.2. Some notations will need to be established to give precise statements, but the reader is free to accept the proof as a black box with no harm to the rest of the paper.
Recall the definition of m and ψ(m): 
and |P 2,t | ψ(m) (with c 1 replaced by 2c 1 ) outside of SSV(t).
The (log-)SSV property says that SSV(t) is contained in L c 2 m intervals of size L −c 3 m , where c 3 > c 2 . Let us also assume that c 2 > 2; if not, then by subdividing intervals, we may easily change the triple of SSV constants (c 1 ,c 2 ,c 3 ) to (c 1 ,c 2 + 2,c 3 + 2) by simply subdividing the SSV intervals.
Our goal in this subsection is to prove the following.
PROPOSITION 3.1. Suppose that 0 is small enough, and that
Under the same assumptions, there exists a t 0 ∈ E such that
The proof below, based on separation of variables, will follow closely the analogous argument in [12, 7] . We remark that an alternative argument given in [4, Lemma 22 and Proposition 15], based on a more sophisticated variant of the Poisson localization lemma (Lemma 2.6 in this paper) and applicable to general (not necessarily product) self-similar sets, does not appear to be quantitatively strong enough to work in our setting.
We start with a few reductions:
It now suffices to prove that
So far, we have used averaging over E to replace the single-variable integral on SSV(t) with a double integral in both ξ and t. Furthermore, one of the variables ranges over the entire interval [0, 1], where good estimates are available. We now wish to take advantage of the product structure of our set and rewrite each integral in (3.2) as a product of two integrals with the variables decoupled.
The integral on [0, 1] will be easy to compute. The second one, on the small SSV intervals, will require some work. We will need to further split P 1 into frequency ranges, and we set up the notation for this:
and similarly for B. (Note that this is not normalized, so that
.) The reason for looking at such a splitting is that highfrequency factors A n , with > m sufficiently large depending on the constants in the SSV estimates, will be adapted to have good estimates on SSV A , and similarly for B.
We will only prove (3.2) for I A , the case of I B being almost identical.
LEMMA 3.3. One of the two following things must occur:
Proof of Lemma 3.3 . Suppose first that we have the following "stacking condition": for some j ∈ N, B j 0 (x) has at least one coefficient ∈ {0, 1}. Geometrically, this means that L −j -neighborhood of B j contains at most |B| j − 1 distinct intervals, hence there is a row of self-overlapping discs somewhere in S j . This is an obvious failure of the open set condition, and we claim that in this case S has Hausdorff and Minkowski dimension strictly less than 1. Indeed, it is easy to see
γ −kj/j for some 0 < γ < 1. In particular, Theorem 1.2 is true with an exponential bound Fav(S n ) (γ 1/j ) n . Now suppose there is no stacking. Then
where the λ j ∈ N are distinct. Then
These have common period L −m 1 . Clearly only the diagonal terms survive the integration over the given integral, with value L −m 1 . As there are |A| m 2 −m 1 such diagonal terms, the second case holds. This finishes the proof.
We now return to the proof of Proposition 3.1. Of course, we assume that the sets A and B are non-stacking from now on, as the main theorem is a triviality in the other case.
Let us separate variables now. Let (ξ, t) → (ξ, u), where u = ξt, dt = du/ξ. Then
First, Lemma 3.3 gives us
The a j are the left endpoints of the SSV intervals in [L −m , 1] (we may take a j = L −m instead if L −m is in the interior). In the above sum, let a * be a j such that the summand is maximized. Also let A = = mc 3,A . Also drop the A to write c 2 ,c 3 instead of c 2,A ,c 3,A with implied understanding of the dependence. Note also that
Now we have
We need a trivial estimate followed by another application of Lemma 3.3.
We would like to have
The previous estimate implies this if and only if
Recall that K = L c * m and = c 3 m. If c 3 /c 2 is large enough, the right side of (3. 
Proof. Fix t = t 0 , and let Γ be the SLV set for φ = φ t 0 . This means that
We write P 1 (ξ) = α∈A e 2πiαξ (note that |A| = L n−m ). Observe that |P i (ξ)| = |P i (−ξ)|, i = 1, 2, so that all integrals are symmetric with respect to reflection
By (3.5), we have
which dominates (2.9). It follows that
Recalling how t 0 was chosen in Corollary 3.2, Remark. It is clear from the proof of Proposition 3.4 that the condition (3.5) cannot be relaxed, as it is just strong enough to ensure that the integral in (3.6) dominates (2.9). In particular, |Γ| ≥ C 2 KL −Cm for some possibly large constant C would not suffice, by way of contrast to (3.4) and many other estimates in this paper where multiplicative constants in the exponent make little difference. It is this dependence which leads us to investigate the cyclotomic divisibility problems of Section 6. Further, it seems likely that an improvement on Section 6 can extend Theorem 1.2 to hold for many (or perhaps all) finite A, B ⊂ N.
The SSV property. Recall from Definition 1.3 that the Set of Small
Values (SSV) of a function ϕ : R → C was defined as
The SSV property with SSV function ψ asserts that SSV ψ can be covered by
we refer to this as the SSV property, the log-SSV property, or the square-SSV property, respectively. The self-similar sets considered in [3, 7, 12] all induced functions φ θ having the SSV property, with no "bad" factors φ θ whatsoever, courtesy of their good "tiling" behavior. In particular, the property holds for L = 3 [3] , and for the product set case if there exist r 1 ,r 2 ∈ N such that r 1 A + r 2 B tiles Z [7] . We will see in Section 4.1 that it holds for general self-similar sets (not necessarily product sets) with L = 4.
By way of contrast, in [4] the square-SSV property was used. In fact, nothing better holds in any suitable generality-see Section 4.2. As such, our Γ construction avoids a legitimate obstacle, as we asserted earlier. We will now discuss when such SSV properties do and do not hold.
The SSV property holds for
In the case L = 3, the SSV property can be seen to hold for all angles. The key observation is that in this case, one may write 3 · φ t (x) = 1 + e iaξ + e ibtξ and observe φ t (ξ) = 0 if and only if the three summands are the complete set of third roots of unity. In particular, φ t (3ξ) = 1 whenever φ t (ξ) = 0, leading to complete separation of the small values of φ t (3 k ·),φ t (3 k ·) when k = k . [3] and [4] fill in some details, but elementary methods suffice to derive the SSV property using this observation.
We now prove that the SSV property holds for any fixed set of 4 non-collinear points. There are similarities to the L = 3 case discussed above, as will be readily appreciated by examining the below together with [3, 4] . In the case L = 4, the only way for φ t (x) = 0 to occur is for the four terms to form two annihilating pairs. We turn to this fact now and prove the SSV property.
When L = 4, some normalizations are possible. In fact, three out of four of the similarity centers z j can be mapped to arbitrary points by an affine map, leaving only one truly free parameter z 4 = r 4 e iθ 4 
where the left-hand side nearly vanishes when the minimum on the right-hand is nearly zero and is nearly attained by two disjoint pairs (j, k). Thus we can easily write the following "pseudofactorization" Using the substitution m → 2m + 1,
Omitting even terms and reindexing,
But the small values of the right-hand side are readily understood. Such ξ ∈ R are contained in this set:
These intervals can be large for small α, but in such a case they do not intersect Let us rescale slightly from the usual convention so that φ A is 1-periodic:
In the first (product set) example, we have φ A = φ B = φ 0 ; in the second example, φ 0 is the trigonometric polynomial corresponding to θ = 0. Therefore the calculation below will show the failure of the SSV property for both examples, for all angles in the first case and for θ = 0 in the second case. In fact, the square-SSV property is sharp here. Now let us restrict to the case of the second example; the first example is essentially the same, but one must use L = 25 instead of 5.
The reason for the SSV failure is that φ 0 (5 k ξ) has a recurring zero at ξ = 1: In the second (non-product set) example, the existence of one "bad" direction θ = 0 does not automatically make the SSV approach unviable. In fact, by reading [4] 
The second term in each factor is at most C 5 k 5 −200 √ m . The first term can be estimated by differentiating in θ and using the mean value theorem:
Hence each factor is at most
SSV properties for product sets.
We now return to our study of rational product sets. In this case,
, and similarly for B. We will only consider the SSV properties of φ A , the case of φ B being identical up to the mild rescaling in the SSV definition.
Throughout this subsection, we will refer to the factorization of A(x) given in Definition 1.5. Clearly, if ϕ 1 ,ϕ 2 have the SSV property, then so does ϕ 1 · ϕ 2 . It follows that we may consider each A (i) separately, and moreover we may split up each A (i) into its own factors as needed.
It was proved in [4] that any exponential polynomial
e 2πiλ j ξ has at least the square-SSV property, even if the λ j ∈ R are completely arbitrary. However, our proof of Theorem 1.2 requires that the "good" factor φ A have at least the log-SSV property, and we now turn to this.
Our results regarding the SSV status of the functions φ
|A| A (i) (e 2πiξ ) are as follows.
(1) We prove in Proposition 4.2 that Φ s (e 2πi· ) has the SSV property for (s, L) = 1. (Equivalently, ϕ(ξ) = e 2πiξ − ζ has the SSV property when ζ is a root of Φ s and (s, L) = 1.) Therefore φ (1) A , as a product of such factors, has the SSV property.
(2) The factor φ (2) A has the square-SSV property as discussed above, and this is sharp unless φ (2) A ≡ 1. Indeed, it is easy to see that the calculation in Section 4.2 extends to any Φ s (e 2πi· ) with (s, L) = 1.
(3) Proposition 4.3 shows that the log-SSV property holds for factors of the form ϕ(ξ) = e 2πiξ − e 2πiξ 0 , where ξ 0 ∈ [0, 1] \ Q and e 2πiξ 0 is algebraic. This is a consequence of a variant of Baker's Theorem in diophantine number theory. It follows that φ (3) A has at least the log-SSV property. We do not know whether this can be improved.
(4) Clearly, ϕ(ξ) = e 2πiξ − z 0 has the SSV property whenever |z 0 | = 1. Collecting the cases (1), (3) and (4), we get the following. We now turn to the proofs of (1) and (3). We will focus on the SSV property itself, but it will be clear from the proofs that c 1 ,c 2 ,c 3 may be chosen as claimed in the proposition. Recall that the cyclotomic polynomials Φ s (x), s ∈ N, are defined as 
Proof. The main idea is that
(e 2πij/s ) L k is never a primitive s-th root of unity by the assumption (s, L) = 1. The lack of repeated zeroes in the self-similar product is favorable to the SSV condition, but we apply telescoping products to see it directly. Let s = ML 1 , where L 1 |L a for some a ∈ N and (M, L) = 1. Let also
is chosen so that e 2πik/L a runs through all primitive L 1 -th roots of unity. The important thing to note is that Φ s (x)|F (x M ). Now consider the "cyclotomic complement" of F ,
By direct examination of the small values of the above expression, one can see that F G(e 2πi· ) has the SSV property. 1/G(e 2πi· ) is bounded below and thus has the SSV property, so F (e 2πi· ) = F G/G(e 2πi· ) has the SSV property.
Hence F (e 2πiM · ) has the SSV property by a change of variable. Φ s (x)|F (x M ), so dealing with the H in Φ s (x) = F (x M )/H(x) in the same way as with G, we finish the proof. Proof. We will rely on the following application of Theorem 9.1 of [19] : if ξ 0 is irrational and z 0 = e 2πiξ 0 is algebraic, then for any integers a, q with q > 0 we
where C 0 > 0, α > 1 are positive constants that may depend on ξ 0 , but are independent of a, q.
To deduce (4.3) from [19, Theorem 9.1], we proceed as follows. We apply Case (ii) of the theorem with m = 2, λ 1 = 2πi, λ 2 = 2πiξ 0 , b 1 = −a, b 2 = q, so that α 1 = 1 and α 2 = z 0 . We set E = e, E * = D, and choose the positive constants A 1 ,A 2 large enough so that the first inequality in the assumptions of the theorem is satisfied. Note that D, A 1 ,A 2 depend on ξ 0 , but not on a or q.
We may assume that |a| ≤ 2q, since otherwise (4.3) holds for the trivial reason that |ξ 0 | ≤ 1 and |a/q| ≥ 2. Let B = 3C 1 q for some constant C 1 > 0, then B ≥ C 1 (|a| + q), so that the last assumption of the theorem holds if C 1 was chosen large enough. The theorem then states that the quantity
is bounded from below by exp(−C 2 log B) ≥ exp(−C 3 log q) = q −C 3 , where, again, the constants may depend on ξ 0 but not on a or q. This clearly implies (4.3). We now proceed with the proof of Proposition 4.3. Let ϕ(ξ) = e 2πiξ − e 2πiξ 0 and
and is not in a L −C m -neighborhood of any root of ϕ k for any k = 1,... ,m. (Here and below, we identify [0, 1] with the torus T, and all neighborhoods and distances are understood accordingly.)
For each k = 1,... ,m, let ξ k be the root of ϕ k which is nearest to ζ 0 , and let
with the constant c uniform in k, so that
Assuming that C is large enough, we get from this and ( 
where we substituted a = a − L −k a k and used (4.3). Hence
However, we know that ξ k and ξ both lie in an interval centered at ζ 0 of length at most 2 max
for some constant C .
We now drop the assumption that k < . Interchanging the two indices if necessary, we get that for all k = ,
For j = 1, 2,... , log(C m)/ log 2 + 1, let
Fix j, and let k, ∈ I j , k = . Then by (4.7),
We will call j "large" if 2 j−1 ≥ 2C . Then
The number of remaining "small" values of j is at most (log C )/(log 2) + 2. We estimate the size of these I j trivially by m, and we note that for k ∈ I j with j small we have r k ≤ 4C . We get that
where C * depends on α and the previous constants. This contradicts (4.5) if C was chosen large enough.
The construction of Γ.
The proof of Theorem 1.2 will be complete if we show that for sets A, B as in the theorem, the function φ t (ξ) is SLV-structured for each t. We will do this by finding sets Δ A , Δ B ⊂ R and Γ = Γ(t) ⊂ [0, 1] such that
The inequalities (5.1)-(5.3) imply (1.8), since then
Hence φ t (ξ) is SLV-structured with the SLV set Γ. Recall also from Section 2.2 that K = L c * m for some constant c * ≈ √ 0 , which we may choose to be arbitrarily small by letting 0 be small enough. Thus (5.4) will follow if we can prove that The failure of the SSV property for φ 0 is due to the fact that Φ 12 (x)|G(x) and 12 is relatively prime to 5. The interested reader may check that G(x) has no other roots on the unit circle.
We first construct a set Δ 0 disjoint from the set of small values of φ 0 . Let Λ = { 12 } + Z, so that e 2πiλ for λ ∈ Λ are exactly the zeroes of Φ 12 . We want Δ 0 to avoid a neighborhood of Λ. The key observation is that all points of 1 6 Z are at distance at least 1/12 from Λ, hence we may take Δ 0 to be a neighborhood of 1 6 Z. We are using here that 6 divides 12, but φ 0 does not vanish at any 6-th root of unity; this is the property that we will try to generalize in the next subsection.
We now turn to the details. Let
for some η ∈ (0, 1). Then there is a constant c = c(η) > 0 such that
By scaling, we also have
(1/c) . It remains to prove that we can choose an η ∈ (0, 1) and a set Γ ⊂ [0, 1] of size at least C 2 5 −(1− )m so that Γ − Γ ⊂ Δ. We fix η = 1/2, and let τ = (τ 0 ,... ,τ m−1 ) range over all sequences with τ j ∈ {0, 1, 2, 3}. Define 
for some η ∈ (0, 1) to be chosen later. Then
for some constant c A = c A (η) > 0. We will not need to worry about the size of c A , as this will only affect the harmless constants in (5.1). However, it will be important for us to be able to take η close to 1. Let Δ A := m−1 j=0 Δ j,A , where
Then by scaling,
The set Δ B is constructed similarly. It remains to find a sufficiently large set Γ. This can be done under an additional assumption on A and B, which we now state. Proof. The proof uses a pigeonholing argument somewhat similar to that in the last subsection, but with continuous translation parameters. Let
and similarly for B. Let also M > 0 be a large number. For x ∈ [0, 1], consider the average
This clearly factors as a product of integrals. We have . By a similar argument,
It follows that for all x ∈ [0, 1],
In particular, the same lower bound holds for 1 0 Ψ(x)dx. But on the other hand, rearranging the integrals we get that
Hence we may choose the translation parameters τ 0,A ,... ,τ m−1,B so that the set in the integrand has measure at least
Call this set Γ. If s 2,A < |A| and s 2,B < |B|, then s 2,A s 2,B < L, so that (5.5) holds if M was chosen large enough (depending on t) and η is sufficiently close to 1. Finally, (5.3) holds because
for all j = 0, 1,... ,m − 1 and τ ∈ R, and similarly for B.
The cyclotomic divisors of A(x).
We asserted that our assumptions were valid when |A|, |B| ≤ 6, or when A(x),B(x) have each at most one "bad" cyclotomic divisor. To demonstrate this, a change of perspective is in order. To study whether Φ s divides A for different s-values, we will evaluate A at a particular s-th root of unity ζ s and examine the set of summands of A(ζ s ) directly for varying s values, taking advantage of projective relationships of the form (ζ mn ) m = ζ n .
Sums of roots of unity.
Let ζ be a primitive s-th root of unity. We can profitably study whether Φ s |A by examining the following unordered tuple, which may have repetitions:
(Note that ζ and A s is defined modulo the Galois group, but whether (6.2) holds does not depend on the choice of the representative.)
More generally, we will consider equations of the form
where ζ j are roots of unity. Such equations have been studied e.g., in [6, 8, 9, 14, 15, 16, 17] .
We will use U to denote the set of all roots of unity. We also define ZU of all finite unordered tuples (with repetitions allowed) {z j ζ j } J j=1 , z j ∈ Z, ζ j ∈ U. (The numbers z j are sometimes called weights.) This is a module over Z when equipped with the following equivalence relation and operations of summation and multiplication by integers.
• We regard
• Summation is concatenation modulo the equivalence relation:
,
equivalently, collect like ζ ∈ U and sum coefficients; i.e.,
• For z ∈ Z, zT 1 := {(zz j )ζ j } ∈ ZU . In the above, the elements of ZU may be viewed as formal linear combinations of roots of unity, where U is regarded simply as a set with no structure. Of course, ZU may also be equipped with a natural structure of a group ring, but we will not use this here, except that we need to define rotations of elements of ZU by roots of unity. For η ∈ U, ηT 1 := {z j (ηζ j )} J j=1 , where ηζ j is multiplied in U . We use set notation for elements of ZU , reserving summations for genuine sums of complex numbers. To distinguish between these more clearly, we define the evaluation map σ.
We will often omit the coefficient 1 where it occurs, e.g.,
In this language, the kernel of σ is exactly the set of those {z j ζ j } ∈ ZU for which (6.3) holds. Lam and Leung [8] make use of this observation by casting such problems in the language of tensor products over group rings. We do not use this machinery here, though.
For n ≥ 2, let the n-gon in standard position refer to the unordered tuple P n := {e 2πij/n } n−1 j=0 . An n-gon (not necessarily in standard position) is any rotation ηP n of P n , where η is a root of unity of arbitrary order. Collectively, they are called polygons.
A theorem of Rédei-de Bruijn-Schoenberg [6, 15, 16, 17] (see also [8] ) states that all relations of the form (6.3) are generated by prime polygons, in the following sense: if σ(T ) = 0, then
where z j ∈ Z, η j are rotations and p j are (not necessarily distinct) primes. We will therefore refer to any {z j ζ j } J j=1 ∈ ZU satisfying (6.3) as a Linear Multi-Polygon Relation (LMPRe, or lamprey, for short). For our purposes, the genuinely multipolygon relations with J ≥ 2 will be of particular importance.
A lamprey is irreducible if no proper subset of it is a lamprey. For example, any prime polygon P p is irreducible. It is tempting to think that all irreducible lampreys have this form; however, this is not true. For example, let That is, L 5:3 sums to 0, but none of its proper subsets do. Note that the weights of L 5:3 are all positive; one can say L 5:3 ∈ NU . In fact, this is the smallest irreducible positive-weighted lamprey which is not a p-gon, and the number of possible cases rapidly grows beyond this point, though [14] classifies all such cases for sets having at most 12 points. We will also need to study power mappings. The reason for this is that for ζ a primitive mn-th root of unity, A(ζ m ) = 0 if and only if Φ n |A, that is, if and only if {ζ am } a∈A is a lamprey. However, {ζ a } a∈A may or may not be a lamprey in such a case, so that Φ mn |A and Φ mn A are both possible. Conversely, the opposite could easily hold as well.
For any T = {z j ζ j } J j=1 ∈ ZU and for any m ∈ Z + , we define Example. Recall the definition (6.1). Let A = {0, 1, 2}, s = 9, and ζ = e 2πi/9 . Then A 9 = {1,e 2πi/9 ,e 4πi/9 } is not a lamprey. However, A 3 = π 3 (A 9 ) = {1,e 2πi/3 ,e 4πi/3 } is a lamprey. But then A 1 = π 3 (A 3 ) = {1, 1, 1}.
That is, A 9 was not a lamprey. However, taking third powers of the points in A 9 resulted in A 3 , a triangle and therefore a lamprey. But taking third powers again, we get A 1 , the triple point at 1.
More generally, for primes p = q, π p sends any q-gon to another q-gon; in fact, π p (ηP q ) = η p P q ; that is, π p preserves q-gons. Conversely, π p (ηP p ) = p · η p := {η p ,... ,η p }; that is, π p collapses p-gons (to the point η p ).
6.2. The SSV property for |A| = 2, 3, 4, 6. Now we would like to show that for |A| = 2, 3, 4, 6 and for |B| arbitrary, φ A has the (log-)SSV property (with no φ A factor whatsoever).
Suppose first that |A| = 6. We will show that the cyclotomic roots of A can only be zeroes of Φ s for some s divisible by 2 or 3, so that in particular (s, L) = 1.
Suppose that Φ s divides A, and consider the lamprey A s := {ζ a } a∈A . A 6-point lamprey can only take these forms:
• A s can be a union of triangles;
• A s can be a union of three line segments (2-gons);
• A s can be a rotation of L 5:3 . (This is e.g., in [14] . Note that a 6-gon belongs to both of the first two cases.)
Recall that we are assuming that 0 ∈ A. Hence in the third case, A s consists of 30-th roots of unity, some of them primitive. It follows that s = 30 · gcd(A), so that s and L are both divisible by 6. Now look at the first case. Again, one triangle must be in standard position, so that s must be divisible by 3. Similarly, in the second case s must be divisible by 2.
The cases |A| = 2, 3, 4 are easier and left to the reader. We now show that we can "sidestep the parasitic lamprey." It follows that A satisfies the assumptions of Proposition 5.1, with s 2 equal to either 2 or 3.
Proof. Suppose for a contradiction that there are s = 2 j 3 k M and s = 2 j 3 k M such that A s , A s are parasitic lampreys. Since π m preserves line segments and triangles when (m, 6) = 1, it follows that π M (A s ) = A 2 j 3 k is still a parasitic lamprey, and similarly for s . We may therefore assume that M = M = 1. Now we can reduce cases further. Since π 2 collapses line segments and π 3 collapses triangles, it is rather immediate that neither s |s nor s |s . So WLOG, j < j and k > k . Let j 0 = j − j , k 0 = k − k . In particular, π 2 j 0 (A s ) = π 3 k 0 (A s ) = A (s ,s ) .
Consider the lamprey A s . It contains a triangle tri s and a line segment seg s . In particular, π 3 k 0 collapses tri s to a triple point. Call it {ζ, ζ, ζ}. Let π 3 k 0 (seg s ) = {η 1 ,η 2 }; it is a line segment.
Using analogous naming conventions coming from the other side, the map π 2 k 0 collapses seg s to a double point, but preserves tri s . As at most one point of tri s maps to ζ, π 2 k 0 (seg s ) = {ζ, ζ}. But then the other two points of tri s must map to the line segment {η 1 ,η 2 }, a contradiction.
A single divisor.
Finally, suppose that |A| is arbitrary, but A(x) has only one cyclotomic divisor Φ s such that (s, L) = 1. Write the lamprey A s as a union of irreducible lampreys. Each of those has a decomposition (6.5), and by [9, Theorem 1], the primes p j obey p j |s and p j ≤ |A|. Since we are assuming that (s, |A|) = 1, we must in fact have p j < |A|. We may therefore apply Proposition 5.1 with s 2 = p j for any j. 
