Abstract: A new flexible prior for Bayesian image analysis and reservoir modelling is defined in terms of interacting coloured Voronoi cells described by a certain nearest-neighbour Markov point process. This prior can be defined in both two and three (as well as higher) dimensions, and simple MCMC algorithms can be used for drawing inference from the posterior distribution. Various 2D and 3D applications are considered.
Introduction
The purpose of this paper is to construct simple and flexible 2D and 3D priors in Bayesian image analysis and reservoir characterization, where the posterior is explored by means of Markov chain Monte Carlo (MCMC) methods.
We consider the following two examples (see Section 2): first, the reconstruction of a 2D image that is distorted with white Gaussian noise; second, the posterior distribution of rock facies in a 3D oil reservoir that is conditioned on well observations. Careful specification of priors is particularly important in the second application. Flow of oil and gas is mainly determined by large-scale properties, while reservoir-specific information about geology, e.g., from wells and seismic data, is limited (Damsleth et al., 1992; Hjort and Omre, 1994) . To specify realistic priors we have to depend on general geological knowledge about the reservoir. This will usually be available from specialists in the field, e.g., in the form of knowledge of the geological processes that have formed the reservoir.
Various priors have been used in Bayesian image analysis and reservoir modelling. Pixelbased models, such as Markov random fields, often lead to slow MCMC algorithms due to the high dimensionality of the problem, particularly in 3D applications, while flexible tessellation models, such as the 2D triangulation models in Nicholls (1998) , are difficult to extend to the 3D case. These and other priors are reviewed in Section 3. We consider instead using coloured Voronoi tessellations described by a marked point process which we model in Section 4 as a nearest-neighbour Markov point process (Baddeley and Møller, 1989 ). This prior model can be easily defined in both two and three (as well as higher) dimensions. Compared to the pixel-based models and the triangulation models, our use of marked point processes for coloured Voronoi tessellations provides a parsimonious parametrization, which is convenient when dealing with various posterior distributions based on sparsely observed data. Some other advantages compared to Nicholls triangulation models are that Voronoi cells are in one-to-one correspondence with their generating points (called nuclei in this paper), and we do not need to include border points, as we can truncate Voronoi cells that are partly outside the image area or reservoir volume. In particular, the MCMC algorithm described in Section 5 becomes much simpler than those considered in Nicholls (1998) . However, the advantages of our model are most clear in three dimensions, as Nicholls triangulation models are much more flexible in two dimensions.
Convergence properties of our MCMC algorithms are discussed in Section 5, while Section 6 concerns parameter specification for the prior and likelihood terms in the posterior distribution. Empirical results are discussed in Section 7 for a 2D image analysis experiment and for real well observations in a 3D North Sea oil reservoir. Section 8 contains some concluding remarks.
Examples
While our first example below is concerned with a rather simple example of a noisy image observed over a 2D rectangular region, the second example is much more complex and deals with a 3D region observed only at a few drilled wells.
Image analysis experiment
Consider the binary image A1 in Figure 1 showing a horizontal cross section from a 3D realization of the marked point process of Lia et al. (1997) . It consists of 50 Â 100 rectangular pixels of size 0:02 Â 0:01 when the image is identified with a unit square. The noisy image A2 is obtained from A1 by adding IID Gaussian white noise with mean 0 and variance s; for this simple experiment we consider s ¼ 1 as a known parameter.
In Section 7.1 we discuss the empirical results of a Bayesian analysis with a coloured Voronoi tessellation prior. In particular, we show that the large-scale structures in the original image can be represented with a few Voronoi cells. This feature may be even more important for 3D image analysis problems. 
A reservoir modelling example
In this example, we consider a part of the Heidrun=Tilje formation, which is situated in the North Sea outside the coast of Norway. This reservoir is represented as a regular box S of size 2000 Â 5800 Â 15 m 3 in which the original sedimentation has taken place. The reservoir facies result from tidal and fluvial sedimentary processes which have created a complex facies geometry. Four different facies are modelled: shoal, tidal channel sand, cement and background. The shoal facies consist of large lateral continuous sand objects. The shoal facies and the tidal channel sand are permeable and porous, and the oil and gas will mainly flow through these facies. The calcite cemented facies act as barriers of flow. Furthermore, the background consist of heterolithic facies with low permeability. The data consist of seven (almost vertically) drilled wells with horizontal locations and facies observations as shown in Figures  2 and 3 , respectively. The vertical positions of the facies observations are transformed to the interval [0, 15] , where 0 and 15 correspond to top and bottom of S, respectively.
Due to the sparse data, the empirical results of the Bayesian analysis presented in Section 7.2 depend greatly of course on the specification of the prior, and we demonstrate the advantages of using a coloured Voronoi tessellation model as the prior. 
Background
One approach to Bayesian image analysis and reservoir modelling is to use marked point processes for objects against a background (Baddeley and Van Lieshout, 1993) . This approach has, for example, been used when the objects are sand bodies in fluvial reservoirs (Holden et al., 1998) or fault patterns (Munthe et al., 1994) . A general marked point process model for reservoir modelling is given in Lia et al. (1997) . However, detailed prior information is requested if marked point processes for (possibly deformed) objects against a background are used in sparse data situations -see, e.g., Holden et al. (1998) . The objects considered in Lia et al. (1997) and Munthe et al. (1994) are modelled as simplified geometric objects. Rue and Hurn (1999) combine the marked point process approach with that of deformable templates (Grenander and Miller, 1994) for purposes in Bayesian object recognition, and where objects correspond to different types of biological cells, for example.
Another category of models is pixel-based random fields, particularly Markov random field (MRF) models which have been extensively used as priors in Bayesian image analysis (Geman and Geman, 1984; Besag, 1986) . They are particularly useful when we model mosaic patterns where none of the components represent a background; or, more generally, when modelling complex and irregular geometries which are difficult to represent by the marked point process approach. Examples in reservoir modelling include reservoirs formed by a mixture of sedimentary processes and reservoirs with a high packing of sedimentary facies (rock types). Often simple pairwise interaction MRF priors with small neighbourhoods are used, but by allowing higher order interactions and larger neighbourhoods more realistic priors can be constructed -see, e.g., Tjelmeland and Besag (1998) . An alternative to MRF models is the Markov connected component field models of Møller and Waagepetersen (1998) , where potentials are associated with each of the (maximal) connected components of pixels with the same 'colour' in the image (or reservoir) so that global information about the components can be more easily incorporated than for MRFs with bounded neighbourhoods.
A problem with these pixel-based models is the high dimensionality of the state space which can cause slowly converging simulation algorithms. This is particularly true in 3D applications.
An alternative to pixel-based random field models is a polygonal partitioning (tessellation) of the space (Arak et al., 1993; Nicholls, 1997; 1998) . Nicholls promotes the tessellation models as an approach for intermediate pattern analysis, where the polygons serve as fundamental building blocks of structures in the image. An advantage of this approach compared to that of pixel-based models is that we can obtain the same resolution with a lower dimensionality of the state space, since in homogeneous areas of the image or reservoir a few large polygons could suffice. For instance, Voronoi cells (as defined in the next section) can more easily than static grid cells follow the contours of objects.
An appealing example of a 2D coloured triangulation model is found in Nicholls (1998) . First a natural base measure is specified: in the interior and on the border of a simple polygonal set S & R 2 , independent point configurations x I and x B are drawn from homogeneous Poisson point processes, and a finite colouring c is then specified for any possible triangulation t of S with vertex set x I [ x B [ h, where h is the set of boundary vertices of the polygon S. Secondly a general purpose prior is defined with respect to the base measure as an exponential family type model with a two-dimensional canonical sufficient statistic specified by the number of triangles and the total length of edges separating regions of different 216 J Møller and ø Skare colours. It seems difficult to extend such models to 3D, for example by using three kinds of Poisson point processes defined in the interior, on the bounding surfaces and on the edges of the set S (which is now assumed to be a 3D polyhedron). Moreover, extending the updates for the MCMC algorithm in Nicholls (1998) would be rather intricate, and it is not obvious how irreducibility will be ensured.
Coloured Voronoi tessellation models
The idea of using Voronoi tessellations in image analysis is not new -see, for example, Ahuja and Schachter (1983) and Green (1995) ; for theoretical properties, applications and further references on Voronoi tessellations, see Okabe et al. (1992) and Møller (1994) . See also Heikkinen and Arjas (1998; , where random Voronoi tessellations are used as one ingredient in the prior modelling for non-parametric estimation of intensity surfaces of inhomogeneous Poisson point processes.
Below we follow Baddeley and Møller (1989) in defining a particular prior for coloured Voronoi tessellations as a nearest-neighbour Markov point process with interactions between neighbouring Voronoi cells of different colours. In contrast to the marked point process approach for objects against a background, we will demonstrate that neither a particular background colour nor a detailed prior information is requested. Instead of a Voronoi tessellation, one could use a Delaunay tessellation, which can also be defined in any dimension d ! 1. This is the dual of a Voronoi tessellation with cells obtained by considering the convex hulls for neighbouring Voronoi nuclei; under regularity conditions, it constitutes a triangulation (see Møller, 1994) . However, using a Voronoi tessellation seems more attractive for at least two reasons: it is convenient that Voronoi cells are in one-to-one correspondence with their generating points, as a colouring of the Voronoi tessellation can be specified as a marked point process (see below): and we do not need to include border points.
We consider the following setting. Let S & R d be a bounded Borel set of volume 0 < jSj < 1. In our applications, S is a d-dimensional box corresponding to the image area or the reservoir volume, and d 2 f2; 3g. For finite point configurations x ¼ fx 1 ; . . . ; x n g & S, we associate the Voronoi tessellation with cells
where k Á k denotes Euclidean distance. Thus Cðx i jxÞ is the set of points in S that has x i as the nearest 'nucleus' in x. For some applications it may be relevant to replace the Euclidean distance k Á k by another metric -see Scheike (2000) and Section 7.2. To each nucleus x i we attach a mark m i 2 M, where M ¼ f0; 1; . . . ; K À 1g is a finite set. We interpret m i as the colour of Voronoi cell Cðx i jxÞ, and we let y ¼ fðx 1 ; m 1 Þ; . . . ; ðx n ; m n Þg be the corresponding marked point pattern. Finally, for b > 0, we let m b denote the Poisson process on S Â M under which the nuclei follow a homogeneous Poisson point process of rate b on S, and conditional on the nuclei, the colours of Voronoi cells are independent and uniformly distributed on M. Figure 4 shows a typical realization under m b when K ¼ 2; S ¼ ½0; 1 2 is the unit square, and b ¼ 50 is the mean number of nuclei.
We now use m b as a reference process for constructing our prior model, which has density proportional to expðÀysð yÞÞ with respect to m b . Here, y is a real parameter and
is the number of pairs of neighbouring Voronoi cells of different colours, where $ x denotes the neighbour relation on the points in x as defined by where nð yÞ denotes the number of nuclei and cðb; yÞ is a normalizing constant. The density is well defined for all b > 0 and y 2 R, but in the following we assume that y ! 0, reflecting our prior belief that neighbouring cells tend to be of the same colour. Clearly, if y ¼ 0 we just obtain the Poisson process m b , this case allows faster computation in the algorithms presented later, since sð yÞ does not have to be computed. In the sense of Baddeley and Møller (1989) , (4.3) defines a nearest-neighbour Markov point process with respect to $ x (or, more precisely, the relation on y as induced by the Voronoi neighbour relation (4.2)). In fact, setting 
depends only on y through the coloured neighbouring nuclei to n. This is advantageous in the computations involved in the MCMC algorithm described in Section 5. Here, (4.5) follows from the fact that
Figures 5, 6 and 7 show simulated realizations under the prior when S ¼ ½0; 1 2 and different values of K; b and y are used. While b specifies the 'resolution' in the image (see Figure 5 ), y controls the degree of smoothing in the same way as the coupling parameter do for pixel-based Ising=Potts models (see Figures 6 and 7) . The realizations show some flexibility in our prior model, though for larger values of y realizations are typically dominated by one component of the same colour and many small components of different colours. Possibly a phase transition happens for some some value y crit of y as S expands to infinity: Figures 6 and 7 may indicate that y crit 2 ½0:4; 0:5 when K ¼ 2 and y crit 2 ½0:6; 0:7 when K ¼ 4, but we have not investigated this in any further detail.
Obviously our prior (4.3) can be modified in many ways. For example, the indicator function in (4.1) could be multiplied by the length of the common edge for Cðx i jxÞ and Cðx i jxÞ; this would resemble the prior in Nicholls (1998) for triangulation models. One could also be inspired by the ideas in Møller and Waagepetersen (1998) , attempting to model the size, shape and other geometrical properties of the connected components of cells with the same colour in the image. 
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For instance, to avoid the many small components which occur in Figures 6 and 7, the prior might be modified to penalize the appearance of such small components, cf the penalized Ising model studied in Møller and Waagepetersen (1998) . Alternatively, following Tjelmeland and Besag (1998) we could consider larger neighbourhoods, though the irregular tessellation structure makes it difficult to have a similar detailed model specification. If the colours are not uniformly distributed, b nðyÞ in (4.3) could be replaced by P In reservoir modelling, available reservoir-specific data are often limited; hence, it may be difficult to validate the prior and to estimate parameters. However, additional data are usually available from other locations thought to have a similar geological structure. For example, vertical cross sections of outcrops may be used to choose a prior and to estimate the model parameters. In addition, geologists have knowledge about how geological processes develop. 
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Bayesian inference and simulation
Using a Bayesian setting, inference is based on the posterior density obtained by multiplying our prior density with a likelihood function for the data given the coloured Voronoi tessellation; specific examples are given in Section 2. The present section contains a more general discussion on Bayesian inference and simulation as related to the applications of our interest.
Specification of the likelihood term (the conditional density for the data given the 'true image') depends of course on the particular context of application. In Bayesian image analysis, data are most often available as a degraded image, corrupted by noise and (sometimes) smoothed; see, for example, Geman and Geman (1984) , Besag (1986) and Ripley (1988) . In oil, gas or ground water reservoirs, we have three main sources of reservoir-specific information: observations in wells, seismic data and production tests and history; see Bjørlykke (1989) , Tjelmeland and Omre (1997) and Tjelmeland (1996) . Well observations give accurate information about facies (rock types) at sparse locations. Seismic data are the result of reflected sound waves, where the seismic signals for each vertical trace can be represented as a convolution of the reflections at the boundaries between facies. The seismic data will have a high degree of spatial dependence. Production tests and history result from fluid flow between wells and can be represented by a fluid flow simulator.
As both the prior and the posterior are analytically intractable we shall use simulations in both cases based on the Metropolis-Hastings algorithm studied in Geyer and Møller (1994) , Geyer (1999) and Møller (1999) . At each update of the algorithm, either a birth or death or move is proposed, and the proposal is accepted with probability minf1; Hg, where H is the Hastings ratio as defined below. More precisely, for simplicity a birth and a death are each proposed with the same probability q 0:5, so a move is proposed with probability 1 7 2q. Further, in case of a birth proposal y ! y [ fðn; mÞg we have that n and m are independent and uniformly distributed in S and M, respectively, and H ¼ Rðy; ðn; mÞÞ where As noticed in Section 4, for simulation of the prior and typically also for the posterior, the calculation of (5.1) and hence of the Hastings ratio involves only local computations.
Using the techniques in Geyer and Møller (1994) and Geyer (1999) we can, under fairly weak conditions, establish convergence of the Markov chain generated by this MetropolisHastings algorithm. In fact, in all specific examples considered in this paper, we have geometric ergodicity as the target distribution can be easily shown to be locally stable (see Geyer (1999) and Kendall and Møller (2000) for a discussion of the role of the local stability Coloured Voronoi tessellations for Bayesian image analysis 221 condition). However, it is difficult exactly to quantify the convergence rates of the chain, cf Møller (1999: Appendix B) . Figure 8 shows time series for the statistics nðyÞ and sðyÞ under the prior (4.3) with S ¼ ½0; 1 2 ; b ¼ 1000; ðK; yÞ ¼ ð2; 0:4Þ or ðK; yÞ ¼ ð4; 0:6Þ, and when the chain is started in one of three rather different states. Note that ðnðyÞ; sðyÞÞ is a minimal sufficient statistic for the parameter ðb; yÞ, and the values of y were chosen just below y crit -see Section 4. For all initial values of the chain, the time series seem to be stable after about 25 000 updates of the Metropolis-Hastings algorithm. We estimated the integrated auto-covariance time (IACT) from the samples of sðyÞ using methods as described in Geyer (1992) . If the chain y 1 ; y 2 ; . . . is in equilibrium, then IACT ¼ lim N!1 NVarðs N =Varðsðy 1 ÞÞ is the ratio between the asymptotic variance of the Monte Carlo estimate s N ¼ P N 1 sðy i Þ=N of the mean Esðy 1 Þ and the variance Varðsðy 1 Þ=N as obtained for the IID case. The estimates were IACT ¼ 6300 for ðK; yÞ ¼ ð2; 0:4Þ and IACT ¼ 6900 for ðK; yÞ ¼ ð4; 0:6Þ. Empirical results, when simulating posterior distributions, are given in Section 7.
In the algorithm we construct the Delaunay tessellation and thereby obtain the dual Voronoi tessellation. The main computational part of the algorithm is to update the Delaunay cells for each point which is to be added, moved or removed. Two different algorithms are used in the 2D and 3D cases. In the 2D case we modified the Hull software by Ken Clarkson (see http:==cm.bell-labs.com=netlib=voronoi=hull.html). This algorithm uses an incremental method for building a convex hull; the Delaunay triangulation may then be found as the projection of this convex hull. In the 3D case we used an incremental method for building a Delaunay tetrahedrization, partly based on algorithm described in Mü cke (1993) . If a new point is added, we make first an initial tetrahedrization by searching for the tetrahedron, t, that contains the new point, and then adding four new tetrahedra inside t while removing t. Second, a number of edge and face flip operations are performed until the Delaunay property is restored: the circumsphere of each tetrahedron does not contain any other points than those belonging to the tetrahedron. The remove operations also involve edge and face flip operations, going in the reverse direction of the add operation.
Parameter specification
We now address the question of how to choose or estimate the parameter ðb; yÞ of the prior (4.3) and an unknown parameter f of the likelihood function f ðwjy; fÞ, where w denotes the data; see also Section 2 for specific examples. We assume for simplicity that ðb; yÞ and f vary independently of each other.
In reservoir modelling applications, parameter estimation may be a difficult task when data are limited. A simple ad hoc strategy for choosing the parameters in their prior is as follows. We simulate from the prior for different values of ðb; yÞ and then choose a value that produces realizations that correspond to expert experience of what the image or reservoir should look like. A variant of this approach is adopted by Nicholls (1998) . He interactively varies the parameters as the run proceeds and then observes the effect on sample appearance.
On the other hand, there may often be training data available that may be used to tune the model parameters. One method uses a MCMC run to estimate unknown normalizing constants in the prior or likelihood function, whereby an approximate maximum likelihood estimate (MCMCMLE) may be obtained (Geyer and Thompson, 1992; Geyer, 1999) . This method is used by Tjelmeland (1996) and Tjelmeland and Besag (1998) for higher order Markov random field models, by Møller and Waagepetersen (1998) for Markov connected component field models, and by Syversveen and Omre (1997) in a simple 2D reservoir model where the only available data are scarce well observations.
A much less computationally intensive method is maximum pseudo-likelihood estimation, which only depends on the local dependence structure in the model (Besag, l975; Besag, 1977; Jensen and Møller, 1991; Baddeley and Turner, 2000) . In the present setting of a marked point process model for the prior parameter ðb; yÞ, the pseudo-likelihood function is given by PLðb; y; yÞ ¼ exp À and the maximum pseudo-likelihood estimate is the value of ðb; yÞ which maximizes this function. However, for models with strong interaction, this can be less efficient (e.g., in terms of asymptotic variances) than the MCMCMLE where global information is taken into account.
Another strategy is to put independent hyper-priors pðb; yÞ and pðfÞ on the parameters and use a fully Bayesian approach. Adopting the approach in Besag (1986) and Heikkinen and Hö gmander (1994) , we can alternately update y, f and ðy; bÞ using Metropolis-Hastings updates. The update of ðb; yÞ involves the unknown normalising constant cðb; yÞ of our prior ð4:3Þ so instead this prior term is replaced by the pseudo-likelihood approximation when updating ðb; yÞ; or use the same approach as in MCMCMLE (Higdon, 1994) . To the best of our knowledge the properties of such an approach for parameter estimation in a point process setting has not yet been investigated.
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7 Empirical results
Image analysis experiment (continued)
Let w ¼ ðw 1 ; . . . ; w 5000 Þ denote the pixel values in image A2 shown in Figure 1 . Given a marked point pattern y ¼ fðx 1 ; m 1 Þ; . . . ; ðx n ; m n ÞÞg, we let c j ðyÞ 2 f0; 1g denote the colour of the Voronoi cell containing the midpoint u j of pixel j, i.e., c j ð yÞ ¼ m i if u j 2 Cðx i jxÞ. In fact, c j is almost surely well defined under the prior (4.3). The likelihood then takes the form
The image A3 is the corresponding MLE reconstruction, which has an error rate of 30.6% misclassified pixels. The MCMC algorithm described in Section 5 with q ¼ 1=3 and s move ¼ 0:05 was used to obtain samples from the posterior of length 20 000 000 for each value of ðb; yÞ. Table 1 shows simulated results for various values of the parameter ðb; yÞ. Note that the posterior means of the number of cells are considerably smaller than the corresponding prior means. As expected the acceptance probabilities for the Metropolis-Hastings updates increases as the 'resolution parameter' b increases or as the interaction parameter y decreases. Figure 9 shows the marginal posterior probabilities of the 5000 pixels. These grey level images are noisy for b large and y small. At the other extreme, for b small and y large, we see instead a stronger smoothing of the original image in Figure 1 . Maximum marginal posterior (MMP) Table 1 .
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estimates can be obtained from Figure 9 ; the corresponding misclassification rates are clearly smaller than the 30.6% for the MLE reconstruction, cf Table 1 . Realizations from the posterior are shown in Figure 10 , which may be compared with Figure 1 ; see also the comparison of the actual values of the statistics nðyÞ and sðyÞ for these realizations and their posterior means in Table 1 . Figure 11 shows the underlying structure of the Voronoi tessellations. Some of these tessellations have a variation in cell size that partly reflect the heterogeneity of the data image (which perhaps is more visible in the original image). In any case, we note that, with few Voronoi cells, we could represent the large-scale structures and obtain realizations that were close to the original image. For example, the image B2 in Figure 10 contains only 29 Voronoi cells. A fixed grid of the same size would give a coarser resolution, in particular when estimating the marginal posterior probabilities.
We have considered various diagnostics for convergence of the algorithm. Three natural statistics to consider are nðyÞ, sðyÞ and the residual sum of squares uðyÞ ¼ P j ðw j À c j ðyÞÞ 2 of the likelihood (7.1). The statistic uðyÞ converged more slowly than the others. The time series for uðyÞ (not shown here) are most slowly mixing for combinations of b small and y large, corresponding to the small acceptance probabilities in Table 1 .
A reservoir modelling example (continued)
Consider again the reservoir modelling example introduced in Section 2.2. We use the following notation, where it might be illuminating to keep Figures 2 and 3 in mind.
Each well k 2 f1; . . . ; 7g is represented as a (piecewise linear) line segment in 3D that is partitioned into intervals w k ¼ f½w
We assume here an ordering from top to bottom of S, such that w . . . ; z 7 g given the coloured Voronoi tessellation y is specified as follows. Conditionally on y, the z k are mutually independent. Letting m 0 and m 1 denote two given positive parameters, the conditional distribution of z k given y is specified by considering each interval ½s 
Since N 0 þ N 1 is the total number of observed facies changes and L 0 þ L 1 is the total length of wells,
This likelihood has the following appealing property. We can redefine the meaning of true facies types by considering a finer partioning t k (and then using this when defining s k ) by allowing m k i and m kþ1 i to be equal, since this will not influence the likelihood. We found it 226 J Møller and ø Skare computationally convenient to use the finer partioning as given by the intersection of wells and Voronoi cells.
Note that, under the prior (4.3), we have a uniform prior for the facies proportions, so the posterior proportions will only differ as a result of spatial correlation with observed facies in wells; however, this can easily be modified and other prior information about, for example, size and shape of facies may be modelled as discussed in Section 4. Actually, as the sedimentary facies have a larger vertical than horizontal variation, we modify the Euclidean distance by scaling the z distance by a factor of 400. We could also have included an anisotropy in the x-y direction to take into account the assumed direction of the sedimentation due to the position of the coastline at the time of deposition.
We used the MCMC algorithm described in Section 5 with q ¼ 0:35 and s move ¼ 100 to obtain samples from the posterior. A simulation of 100 000 000 iterations was run with a burn-in of 2 000 000 iterations. The likelihood parameters m 0 and m 1 were fixed to 10.0 and 0.5, respectively. Table 2 shows various results for six models I-VI with different values of the parameter ðb; yÞ: in models I-IV, y is either 0 or 0.5 and bjSj is either 1000 or 4000; in models V-VI, y ¼ 0 and we extend the model (4.3) to the heterogeneous case where facies i has intensity b i ¼ bd i , where b is the overall intensity and d i ; i ¼ 1; . . . ; 6 are positive parameters that sum to one. Here we estimate the d i by the facies proportions observed in the wells. As expected, since the data are scarce, the posterior means of nðyÞ and sðyÞ do not differ much from that of the prior. Considering the IACT, we see that the chains for models II and IV mix slowly. This may partly be due to large value of y in models II and IV. This is also seen in time series plots for the statistic sðyÞ (not shown here). The mean value of DL 0 ¼ L 0 =ðL 0 þ L 1 Þ, the discrepancy ratio, is moderately low, between 3% and 6%. This ratio is influenced by the likelihood parameters m 0 and m 1 : increasing m 0 (or decreasing m 1 ) will reduce DL 0 and would cause slower mixing of the Markov chain. We would also expect that more (well) data would result in slower mixing. Then another MCMC algorithm, e.g., based on simulated tempering (Marinari and Parisi, 1992; Geyer and Thompson, 1995; Mase et al., 2000) , may be more appropriate.
We have also studied various plots of different kinds of sectional realizations for models I-IV. Figure 12 shows a horizontal cut through the middle of the reservoir, while Figure 14 shows a vertical cut that goes through the wells 1 (at the left end), 4 (at 1600) and 3 (at the right end). As expected, they show somewhat similar behaviour at the wells, and smoother realizations are observed under model II and IV, as the colours of the Voronoi tessellation become more correlated with the data when y increases. Similar features are seen in Figure  13 , where the averages of marginal probabilities at horizontal locations for occurrence of the tidal channel sand facies are shown. 
The column 'IACT' shows the computed integrated auto-covariance time for the s(y) statistic. The corresponding results for the prior are given in parenthesis Table 3 gives the posterior means of the facies proportions and the observed facies proportions in the wells. As expected, for models V and VI, the posterior means are particularly close to the observed facies proportions in wells. For models I and III, the posterior means are close to the prior mean of 0.25, while for models II and IV with high interaction the posterior means agree better with the observed facies proportions in wells. Table 2 . The figures at the seven well locations show the difference, multiplied by 100, between these averages and the observed averages. Figure 14 Vertical cut through well 6 (left), 3 (at 1600) and 2 (right) for the realizations of Table 2 . See Figure 3 for the facies interpretation of the colours. 
J Møller and ø Skare
Closing remarks
Our coloured Voronoi tessellation model serves as a general purpose prior model for applications in Bayesian image analysis and reservoir modelling. It may be particularly useful when modelling complex and irregular geometries, which may be difficult to represent by marked point processes for objects against a background. The advantage to pixel-based random field models is that we may capture large-scale characteristics by a lower dimensionality of the state space, particularly in the 3D case of applications. The model may easily be elaborated, e.g., by using higher order interactions (Tjelmeland and Besag, 1998) or by introducing penalizing terms (Møller and Waagepetersen, 1998) .
Reservoir characterization with sparse data is a difficult problem faced by statisticians in the oil industry, and different statistical models and methods (see Section 3) have been developed to meet the demands from the oil industry, e.g., to forecast future production of oil or to find optimal positions for the next drilled wells. In general, it is crucial to incorporate the geological knowledge to obtain an appropriate model specification. The examples discussed in Sections 2 and 7 show clearly the sensitivity and importance of the prior and parameter specification part, particularly in sparse data situations. It remains to elaborate further on this, possibly in combination with one or several of the methods mentioned in Section 6.
The Metropolis-Hastings algorithm used in this paper can easily be refined to ensure faster convergence towards the posterior, e.g., by generating points near locations where data indicate shift in colour, by letting the colours of a Voronoi cell be drawn conditioned on the neighbour colours, and by using simulated tempering as mentioned in Section 7.2.
