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Abstract

Additively manufactured metal lattices are a promising engineering material for
incorporation into aerospace structures due to their high strength-to-weight ratio
and energy absorption capabilities. This research aims to define the time-dependent
characteristics of lattice structures and evaluate their ability to control a stress wave
during high-velocity impact. Compression tests were conducted at various strain
rates, from quasi-static to highly dynamic, and with a variety of lattice designs and
configurations. These tests examined how the mechanical behavior of the lattice
changed based on the lattice design properties and across the applied strain rates.
The modulus of elasticity, yield strength, plateau stress, and toughness were observed
to decrease at higher strain rates, revealing that the lattice designs exhibit a negative
strain rate sensitivity. The unique nature of the mechanical response of the lattices
required the development of a novel flow stress model that could be incorporated
into a computer model for simulation. This new constitutive model was evaluated
under three different test regimes, closely matching the results from the quasi-static,
Split Hopkinson Pressure Bar, and Taylor Impact tests. Experimental impact and
simulation results indicated that the inclusion of a lattice core to a projectile would
decrease the effects of impact wave propagation within the projectile. However, the
decrease in projectile mass due to the inclusion of a less dense lattice section negatively
influenced the projectile’s penetration depth into a concrete target.
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EVALUATION OF ADDITIVELY MANUFACTURED LATTICES UNDER HIGH
STRAIN RATE IMPACT

I. Introduction
The primary objectives of this research into the time dependent characteristics
of lattice structures were three-fold. First was to characterize the quasi-static and
dynamic material properties of lattice designed structures. Second was to develop
a constitutive model for the various lattice structures to determine their material
response. Third was to create a computational model for the simulation of impact
under multiple design considerations and constraints.

1.1

Overview
Advances in new materials, manufacturing techniques, and structural designs have

the potential to change how engineers view and address problems drastically. Imagine
a highly porous metal cellular structure that is significantly lighter than its solid
counterpart, but provides improved energy absorption and dispersion characteristics
while maintaining an advantageous strength-to-weight ratio. The implications of this
cellular design to personnel and vehicle survivability and ballistic design are enormous.
A significant effort within this research was to compare the high strain rate impact
performance of advanced structural designs incorporating lattice architectures. This
effort required the evaluation of the material properties of various metal periodic
cellular structures, examining how the relative density and cell design affected the
global material properties. Additive manufacturing (AM) techniques were utilized in
the fabrication of the designed cellular structures. These properties were compared
1

to the baseline solid material to determine the change in specific material properties,
or the ratio of the property in question to the design relative density, along with a
comparison between the structural designs of energy absorption. The ultimate goal
was to determine if the use of these advanced designs improved impact performance
in a high strain rate application. The remainder of this chapter provides an outline
of research objectives, background information on critical topics, and a discussion of
how this dissertation is organized.

1.2

Research Objectives
The overarching goal of this research was to better understand the time dependent

characteristics of cellular structural designs and how those characteristics affected
dynamic failure performance under high strain rate impacts. Several intermediate
research objectives were determined to reach this goal and are listed below as objective
statements, along with the initial hypothesis of the objective’s efficacy and necessary
research efforts to achieve the objectives.
Research Objective 1: Characterize Quasi-Static Material Properties of
Cellular Designs.
Baseline equivalent static materials properties had to be determined for each of the
internal lattice designs proposed. The properties of interest were the Modulus of
Elasticity, Yield Strength, Plateau Stress, Densification Strain, Toughness, and Poisson’s Ratio. These parameters along with the relative density of the manufactured
specimens were used to determine specific material properties such as specific yield
strength and specific toughness.
Hypothesis 1: Laboratory compression testing will provide the data necessary to
determine equivalent static material properties for each of the designs, such that the
lattice designs can be down-selected for subsequent experimentation.
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Research Effort 1: Laboratory compression testing of each cellular design was
performed, and the specific material properties of each design were compared to determine if designs were suitable for further evaluation.

Research Objective 2: Characterize Dynamic Material Properties of Cellular Designs.
Baseline equivalent dynamic material properties had to be determined for each of the
internal lattice designs chosen from the static testing results. Equivalent plasticity
and damage modeling coefficients were required for inclusion in the computational
ballistic impact model.
Hypothesis 2: The Taylor Impact Test will provide all of the data necessary to
determine equivalent damage modeling coefficients. This hypothesis is based on the
work done by Johnson and Holmquist, Evaluation of Cylinder-Impact Test Data for
Constitutive Model Constants [3].
Research Effort 2: Taylor Impact Tests were performed at various impact velocities
with the chosen lattice designs to determine an equivalent flow stress model and damage modeling parameters. Split Hopkinson Pressure Bar testing was also performed
to supplement the data set used to determine the lattice dynamic material properties.

Research Objective 3: Develop Computational Model and Impact Simulation.
Computational modeling and simulation were required to evaluate a high rate projectile impact with solid and brittle targets. This model served as the baseline for
comparison against modified projectiles, incorporating cellular structures, and therefore needed to be validated against experimental data.
Hypothesis 3: A validated physics-based computational impact model utilizing
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finite element analysis (FEA) techniques will provide the necessary means for the
comparison of projectile designs.
Research Effort 3.A: A computational model of the high strain rate impact of a
baseline projectile against a target was developed.
Research Effort 3.B: The developed model was validated against experimental data
sets.

Research Objective 4: Evaluate Inclusion of Cellular Structures on Impact
Results.
The cellular structures were incorporated into the impact model for simulation, with
a focus on the inclusion of the lattice design into the projectile nose. The equivalent
material properties for each of the cellular designs found during experimentation were
incorporated within the model. Primary performance measures included projectile
depth of penetration, stress wave propagation, energy absorption and control, and
projectile failure patterns.
Hypothesis 4: The impact model will provide the means for performance comparison between the structural designs and applications, considering predicted penetration
depth, stress wave absorption and control, and deformation patterns of both projectile and target.
Research Effort 4: Impact simulations were performed utilizing AM projectiles
that incorporated a cellular architecture section under the same initial and boundary
conditions to determine changes in performance between the designs.

1.3

Background
As mentioned, this research was primarily concerned with and focused on strain

rate sensitivity of novel lattice structures. One of the best means to test and compare
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their dynamic response was to place the lattice within a projectile impact environment. The nature of this research requires the introduction and discussion of several
intersecting engineering disciplines. The background begins with a discussion of cellular structure designs in Section 1.3.1, which provides a description of how material
properties are characterized for cellular architectures, going into further examination
of lattice and Triply Periodic Minimal Surface (TPMS) designs. Then a brief overview
of AM methods is presented in Section 1.3.2, which will be used extensively during
this research. Finally, Section 1.3.3 introduces the methods used for the modeling
and simulation of impact testing.

1.3.1

Cellular Structures

This section establishes the background and terminology regarding cellular structures and architecture, then expands in further detail on lattice designs along with the
subset of lattices, TPMS. While the use of natural cellular materials, such as wood
and cork, has been around for centuries, designed cellular architectures represent a
relatively new classification of engineering material [4]. Cellular materials and designs are characterized by a combination of solid material and gas, typically air. The
significance of cellular structures is that they provide high strength and stiffness with
low density while often affording superior energy absorption characteristics, which
is why they were chosen for analysis under high strain rate considerations. Three
primary factors dictate the resultant material properties of a cellular structure. They
are the properties of the material from which the structure is made, the topology or
structural design used, and the relative density of the cellular design [5].
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1.3.1.1

Terminology

The field of cellular technologies is quite different than that of continuum technologies; therefore, an introduction of specific features must be defined, and relevant
terminology presented.
• Relative Density. Arguably, the most important characteristic of a cellular
design is its relative density, which is the density of the cellular structure divided
by the density of the material from which it was constructed, see Equation 1.

rd =

ρ∗
ρs

(1)

In this equation, ρ∗ is the volumetric mass density, which is referred to as density
moving forward, of the cellular structure, and ρs is the density of the base
material. As noted by Gibson and Ashby, when the relative density of a cellular
designed structure increases above approximately 0.3, the material properties
reflect those of a solid material containing pores rather than a cellular structure
[6].
• Porosity. Closely related to relative density is porosity, or the proportion of
void space within the structure. It is often used interchangeably with the relative
density, as it is the complement to the relative density, given by Equation 2.

p = (1 −

ρ∗
).
ρs

(2)

• Cell Size. Sometimes referred to as the cell length or mean cell diameter, the
cell size is the average cell size measured as either the cross-sectional distance
or diameter.
6

• Cell Wall Thickness. Cell wall thickness, often referred to simply as thickness,
is the average thickness of the cell edges or structural members of the cell.

1.3.1.2

Classification

Multiple different types of classification can be used to describe cellular structures,
typically related to cellular distribution or design. A couple of these classification
methods will be explained in further detail.
The first method of classification to be discussed is periodic versus non-periodic
distribution. A periodic cellular architecture is defined by having a unit cell design
replicated to fill a structural space. In contrast, a non-periodic cellular architecture
is defined by the void space within a structure being distributed in a random or
stochastic fashion. The figure below, Figure 1, shows the difference between periodic
and non-periodic distributions.

Figure 1: Non-Periodic vs. Periodic Cellular Architectures [6]
Cellular architectures can also be split into two categories based on cellular design: closed cell or open cell. Sealed voids within the structure characterize closed
cell architectures. In comparison, open cell architectures are described by an interconnected network of gas-filled space within the structure. Figure 2 below shows the
difference between open cell and closed cell structures in metal foams.
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Figure 2: Closed Cell vs. Open Cell Architectures [7]
1.3.1.3

Mechanical Properties

As previously mentioned, the use of natural cellular materials has been around
for centuries; however, an understanding of their material properties and how they
are related to their design characteristics did not truly emerge until the late 1950s
with the work of Gent and Thomas [8]. Their initial work primarily investigated the
physical properties of non-periodic polymer foams. Patel and Finnie continued this
work in the 1960s and 1970s, which expanded the research into evaluating the thermal
properties of non-periodic polymer foams [9]. The efforts of these four individuals laid
the groundwork for what can be considered one of the foundational texts on cellular materials, Cellular Solids: Structure and Properties by Gibson and Ashby, first
published in 1988 [6]. This work primarily considers natural cellular materials, but
manufactured cellular materials, such as metal foams and honeycombs, are included.
It is worth noting that much of the analysis outlined in Cellular Solids can be applied
as the basis of analysis for periodic cellular structures. However, when evaluating the
mechanical properties of periodic cellular architectures, there are distinct differences
in the compression response of strut-based and surface-based lattices.
Lattice structural designs are a specific subset of cellular architectures defined by
periodic replication, or symmetry, of individual cellular units with well-defined struc-
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tural characteristics, typically incorporating an open cell design. Therefore, lattices
are often characterized as periodic and open cell structures. Two common variations
of lattice structures are strut-based and surface-based networks [10]. Strut-based
networks can be considered stretch-dominated structures and are defined by a joint
frame design similar to a truss [11]. As with the truss, these networks have structural members that are loaded through tension or compression, leading to members
stretching to carry a load. See Figure 3 for an example of a strut-based cell and
structure.

Figure 3: Strut-Based Lattice Cell and Structure
Figure 4 depicts a typical stress-strain curve for a strut-based lattice design under compressive loading. This curve represents three different phases in the lattice
response. The first phase of the response is linear-elastic. In this region, the Modulus
of Elasticity (E), or Young’s Modulus, of the design can be determined. Next, the
material exhibits post-yield softening before reaching a plateau. This softening is
due to the strut-based failure modes of tension and compression, namely buckling or
brittle failure. The plateau region of the response curve is due to strut collapse. Due
to the brittle nature of the collapse of the struts, the plateau region is shorter and
quickly gives way to the third phase. The third and final stage in the design response
is called densification, which is noted by a sharp rise in stress. Here, all of the cells
within the structure have collapsed onto one another, and the material is near solid
9
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Figure 4: Typical Strut-Based Lattice Stress-Strain Response
Surface-based networks can be thought of as bending-dominated structures and
respond in a similar fashion to foams [11]. While described as bending-dominated,
these networks can see failure through bending, buckling, or crushing. The common
trend is that structural failure happens through the thickness of the surface. Figure
5 provides an example of a surfaced-based lattice cell and structure.
Figure 6 depicts a typical stress-strain curve from compression testing of a surfacebased lattice design. Again, there are three distinct phases within this curve. First,
similar to the strut-based lattice, the surface-based design displays a linear-elastic
response up to its elastic yield strength. Surface-based lattices will generally have
a lower yield point than a strut-based design of similar relative density due to their
bending failure modes. The second phase of the response curve is the plastic response
of the cells, characterized by the plateau stress (σpl ). The final stage of the stress10

Figure 5: Surface-Based Lattice Cell and Structure
strain curve is once again densification.

Figure 6: Typical Surface-Based Lattice Stress-Strain Response
These differences in mechanical behavior indicate that each structure may be
better suited for different applications. The nature of loading and failure of the strutbased networks suggest that these architectures would perform better under uniaxial
loading than the surface-based designs, and yield a higher strength-to-weight ratio.
11

However, the plateau region of the surface-based structure response tends to be longer
than that of an equivalent strut-based design, which indicates that the surfaced-based
design would perform better in energy-absorbing applications [5]. Since this research
is, in part, interested in the energy absorption and dispersion characteristics of lattice structures, the primary focus will be on surface-based structures. The relative
strength versus relative density for different cellular structure types and topology can
be seen in Figure 7. It can be seen that, under normal circumstances, strut-based
lattices have higher relative strength values than the surfaced-based counterparts, but
the relative strength gained by an incremental change in relative density is greater
for the surface-based structures. Due to the limited research performed regarding
the relative strength of the periodic lattices being evaluated in this research, it is
unknown where precisely on this chart they will fall. However, the relative densities
being considered as part of this research fall within the range of 8-40% relative density, which narrows the region of interest to where the difference between the relative
strength of strut-based and surface-based structures is minor. As mentioned previously, the energy absorption characteristics of the structures under high strain rate
impact are of greater interest than the relative compressive strength, so the focus will
be primarily on surfaced-based periodic lattices.

1.3.1.4

Triply Periodic Minimal Surface (TPMS)

TPMS are a classification of surface-based lattices. Research into minimal surfaces
began with the work of Lagrange in the mid-1700s through his analysis of variational
problems and minimizing surface area [12]. The first mathematical propositions regarding minimal surfaces did not come about for another hundred years and were
based upon observations of soap films performed by Plateau [13]. Out of this work
came the Plateau Problem, a mathematical problem based on finding the minimal sur-
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Figure 7: Relative Strength vs. Relative Density of Cellular Structures [5]
face spanned by a given curve, which gave way to the research into infinitely periodic
minimal surfaces, or in the natural world Triply Periodic Minimal Surface (TPMS)
[14]. Schwarz described the first TPMS designs in 1866 [15]; this work continued with
his students, all together discovering five TPMS [16]. One of his most gifted students,
Neovius, continued the study of minimal surfaces in the 1880s, discovering his own
TPMS [17]. These lattices are unique structured surfaces that are described by three
distinct criteria [18]. First, the surfaces are symmetric and periodic in all three axes.
Second, the surfaces are area-minimizing. That is, the surface comprises the smallest
possible area that bounds the region. Finally, the surfaces have zero mean curvature
over a single cell or symmetric structure. The periodic nature of these designs allows
them to be patterned to fill specific dimensional spaces.
Several different TPMS designs have been found and are well described in Schoen’s
seminal work on periodic surfaces [18]. Four of these designs were chosen for initial
13

analysis and will be described in more detail. These lattice structures are the Primitive (Schwarz P), Diamond (Schwarz D), Schoen’s I-WP, and Lidinoid. In the lattice
surface equations shown below, x, y, and z are the surface’s Cartesian coordinates in
three-dimensional space, and m represents a periodicity scaling factor, which is the
ratio of cell size to π, that sets the cell density throughout the structure.
The Primitive lattice structure was chosen due to its geometry. The transition networks between cells have circular cross-sectional areas, which would limit any stress
concentration points across the surface. They would also provide a more uniform
stress distribution throughout the structure. The Primitive surface can be approximated by Equation 3 [19].

P : cos mx + cos my + cos mz = 0

(3)

A depiction of a Primitive surface cell is presented in Fig 8.

Figure 8: Primitive Surface Cell
The Diamond and I-WP surface-based lattice structures were chosen due to the
initial compressive strength and toughness testing accomplished by Al-Ketan et al.
14

[20]. Their results indicated the highest plateau stresses and toughness values for these
two designs, with the Diamond structure exhibiting the best mechanical properties.
The Diamond and I-WP surfaces can be approximated by Equation 4 and Equation
5, respectively [19].

D : sin mx sin my sin mz + sin mx cos my cos mz
(4)
+ cos mx sin my cos mz + cos mx cos my sin mz = 0

IW P : 2(cos mx cos my + cos mx cos mz
(5)
+ cos my cos mz) − cos 2mx cos 2my cos 2mz = 0

A depiction of a Diamond surface cell is presented in Fig 9.

Figure 9: Diamond Surface Cell
A depiction of an I-WP surface cell is presented in Fig 10.
The Lidinoid surface-based lattice structure was chosen due to the lack of informa15

Figure 10: I-WP Surface Cell
tion available on its mechanical properties and its intriguing geometry. The Lidinoid
surface can be approximated by Equation 6 [19].

1
L : (sin 2mx cos my sin mz + sin 2my cos mz sin mx + sin 2mz cos mx sin my)
2
(6)
1
− (cos 2mx cos 2my + cos 2my cos 2mz + cos 2mx cos 2mz) + 0.15 = 0
2

A depiction of a Lidinoid surface cell is presented in Fig 11.

1.3.2

Manufacturing Methods

This section introduces the background and terminology associated with material manufacturing or fabrication methods. Traditional manufacturing methods will
be briefly introduced to help form the basis for understanding advanced manufacturing techniques, such as additive manufacturing (AM), described in detail in Sec-
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Figure 11: Lidinoid Surface Cell
tion 1.3.2.1. Regardless of the manufacturing process, it is important to recall that
there will be some degree of disparity within the resultant member. All of these processes apply some sort of thermal or mechanical stresses during fabrication, whether
through forging, die-casting, extruding, laser or electron beam melting, or through
thermal expansion and contraction. The resulting strains from these stresses are likely
to cause a level of heterogeneity within the part.
Several traditional processing methods are used with metals and their alloys; in
general, these processes can be thought of as either subtractive manufacturing, formative manufacturing, or casting [21]. Subtractive manufacturing describes techniques
where material is removed during the fabrication process. This type of processing
tends to create a lot of waste, and it is complicated to create intricate designs using subtractive methods. However, the mechanical properties of the material are
maintained throughout processing. Formative processing described techniques where
material is transformed and reshaped during the fabrication process. This type of processing does not produce the waste that subtractive manufacturing does, but these
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methods also have difficulty producing complex parts. Casting is a thermal method
of fabrication that involves pouring molten material into a preformed mold of the
desired shape. This technique allows for the fabrication of these complex parts, but
the mechanical properties of the material are not maintained. Modern manufacturing
techniques, such as AM, address the shortcomings of traditional methods, and due
to the complex geometries of cellular structures, this method is necessary for their
fabrication.

1.3.2.1

Additive Manufacturing (AM) Methods

One of the modern fabrication techniques is AM, sometimes referred to as threedimensional (3D) printing. The American Society for Testing and Materials (ASTM)
has defined AM as the “process of joining materials to make parts from 3D model data,
usually layer upon layer, as opposed to traditional subtractive manufacturing and
formative manufacturing” [22]. While considered modern, the first patent regarding
AM was filed in 1892 as a method for manufacturing contour relief maps [23]. Yet,
it was not until 1981 that the Japanese published the first information regarding
the manufacturing of a solid printed polymer model, and then in 1986 that the first
metal AM process was developed at the University of Texas at Austin, and it has only
continued to gain attention in recent years [24, 25, 26]. The rapid growth in AM can
be attributed to advances in computing power and computer-aided design (CAD),
along with the ability to create complex, weight-saving parts for use in several highprofile industries, such as aerospace and automotive. Advances in AM technology
have led to decreased monetary and time costs for part fabrication, putting it on the
same level or ahead of some traditional manufacturing techniques for commercial use.
Committee F42 on Additive Manufacturing Technologies from ASTM, working
alongside the International Organization for Standardization (ISO) Technical Com-
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mittee 261 for Additive Manufacturing, released ISO/ASTM 52900 in 2015 in an
effort to standardize the field of AM [22]. The goals of ISO/ASTM 52900 were to
define the AM processes, develop standardized definitions and terminology, as well
as provide guidance on test procedures and measures of quality, some of which are
also contained in ISO/ASTM 52921 [27]. The ISO/ASTM standards define seven AM
methods for use in manufacturing; four of these techniques can be used to fabricate
metal parts. Some of the more prevalent techniques are direct energy deposition and
powder-bed fusion (PBF). PBF is defined by ISO/ASTM 52900 as the “process in
which thermal energy selectively fuses regions of a powder bed” [22]. PBF utilizes
a high-power energy source, such as a laser, electron beam, or plasma arc, to melt
the raw material. The process name can be modified depending on the energy source
utilized, such as electron-beam melting (EBM) and laser powder-bed fusion (LPBF).
Regardless of the energy source, the process for fabrication is nearly identical. laser
powder-bed fusion (LPBF) was the method used to fabricate the cellular structures
for experimental testing and will be described in more detail below.
In LPBF fabrication, the printer applies a thin layer of powder across the build
surface. The laser then melts and fuses the powder based on a computed scan strategy
that determines the build pattern and timing information. Once a layer is completed,
the printer adds another layer of powder, and the process is repeated until the build
is complete [28]. There are five primary parameters that can be controlled during the
print process: laser power, scan speed, scan spacing, scan pattern, and powder layer
thickness. Laser power, scan speed, and scan spacing are closely linked parameters
that must be balanced to achieve an optimal build. The lower the laser power, the
slower the scan speed must be to produce the same melt pool; if the melt pool
size is changed, the scan spacing must be altered to ensure adequate overlap for
fusing within the build. Jia and Gu evaluated the impact of the laser power and
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scan speed on the mechanical properties of AM Inconel 718 (IN718). They found
significant variation in densification and microstructure, both of which affect the
resultant material properties of the manufactured parts [29]. In addition, the scan
strategy used to build the part can be modified, with either a single or multiple
strategy concept used within a build layer. A typical build begins with a contour
scan to define the part boundaries, and then the part outline is filled using a raster
scan strategy. Three of the most common raster-fill scan strategies are continuous,
island, and strip. The scan strategies used can result in microstructure changes due
to heating levels and melt pool sizes at particular build locations [30], as well as the
thermophysical properties of the alloy being printed. The scan path taken can lead
to part distortion, which can lead to the accumulation of residual stresses within a
part [31]. A pictorial representation of these strategies is shown in 12.

Figure 12: PBF Scan Strategies: Continuous, Island, Strip [26]
Just as the other parameters can affect the build properties, the powder layer
height can also be adjusted to modify the melt pool, which will, in turn, affect the
build precision and part microstructure [32].
A common concern when utilizing AM is that the build direction will cause
anisotropy in the mechanical properties of the manufactured part.

Al-Ketan et

al. performed compressive testing of steel lattices samples, tested both parallel and
perpendicular to the print direction, and found that the mechanical response was
20

very similar for both test directions [10]. This indicates that there is no noticeable
anisotropic response due to the AM process for lattice structures.

1.3.3

Impact Modeling and Simulation

This research intends to evaluate the strain rate sensitivity of periodic lattice
designs, which will be accomplished within a projectile impact environment. Some
foundational information will be presented on impact modeling and simulation. This
section will provide contextual background information, introduce relevant terminology, and highlight some of the methods used in the study of high strain rate impacts.
High strain rate impact testing entails the high velocity collision of a projectile into
a target and observing the effects of the interaction. This analysis is done in terms of
deformation and fragmentation of both the projectile and target, and evaluating the
target failure pattern and projectile penetration depth [33]. Due to the expense of
these impact experiments, especially considering hyper-velocity ballistic applications,
much of this study is done through numerical and computational modeling and simulation [34]. The modeling and simulation of high strain rate impact is complicated.
involving the evaluation of several non-linear steps, such as contact between the projectile and target, high strain rates near the impact region, stress wave propagation
through both projectile and target, and material deformation and separation. Due
to these sources of non-linearity, model validation is essential. A thorough impact
evaluation provides the validation of numerical failure models through the assessment
of the energy absorbed during impact, penetration depth in a thick target or residual
velocity of the projectile in the thin target, and the measured deformation of both
projectile and target [35]. Several methods have been devised to provide insight into
the impact event; two of these methods will be explained in further detail below.
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1.3.3.1

Discrete Element Method

One of the earliest methods used to model impact physics was the discrete element method (DEM). Cundall and Strack first suggested the use of the DEM in
1979 as a numerical method to evaluate the stresses and strains within a continuum
of discontinuous materials [36]. Discontinuous materials describe granular materials
such as concrete or rock. In their proposal, each element of the part in question
was modeled as a rigid mass that would interface with other masses through deformable normal and shear springs. A time step is chosen, such that during a single
time step, forces will not transfer to neighboring elements, and the interface forces
are updated between subsequent time steps. The interactions are solved utilizing
an explicit numerical method to evaluate equations of motion for each discrete element. Sitharam first demonstrated that this method could successfully predict the
results of compression testing and three-point bend testing of concrete [37]. Nair
and Rao further applied the principles of DEM to ballistic impact [34]. They developed a one-dimensional ballistic impact simulation based on Cundall and Strack’s
equations to describe disk compression between rigid walls. The one-dimensional simulation performs well at slower impact velocities, less than 200 meters per second,
but it does not accurately portray the projectile penetration depth at higher velocities [34]. While providing promising results, numerical DEMs have not been applied
to two-dimensional or three-dimensional simulations, primarily due to computational
expense.

1.3.3.2

Finite Element Method

One of the more prevalent methods used to simulate and model impacts is the
finite element method (FEM). FEM, sometimes also referred to as FEA, is a numerical method used to find the solution to boundary value problems. FEM grew
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out of the aerospace industry in the 1960s as a method for performing stress and
thermal analysis on complex aircraft, rocket, and engine parts [38]. FEM uses the
concept of discretization to divide a body into smaller units, finite elements, that are
interconnected across shared nodes or boundaries. Applicable field quantities are approximated across the entire structure through piecewise element interpolation and
summation [39]. Gailly and Espinosa utilized FEM to describe the failure modes
of brittle materials during ballistic penetration, finding where the transition from
micro-cracking to pulverization occurs in ceramic armor [40]. Utilizing FEM, Gailly
and Espinosa created a two-dimensional impact model that correlated well with experimental results even at higher impact velocities, up to 1,450 meters per second.
FEM can also provide accurate three-dimensional simulations at increased velocities,
as demonstrated by Kurtaran et al. in 2003 [41]. In this study, Kurtaran et al. were
able to model the deformation patterns of a projectile and target up to 1,500 meters
per second, as well as show the effects of thermal softening in target deformation at
the higher velocities. As demonstrated by the studies mentioned above, one benefit of FEM over DEM is the relative computational ease to perform simulations in
two and three-dimensional while maintaining good correlation with experimental and
real-world results.
Due to the nature of evaluating cellular designs under high strain rate impact,
FEA was used to model the interactions during the impact event. Fundamental FEA
theories are discussed in greater detail in Chapter II.

1.4

Organization of Dissertation
The following sections of this dissertation expand on the contents presented in

this first chapter.
Chapter II provides the theoretical context used as a foundation for the research
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and analysis in this dissertation. A further examination of FEM was performed to
detail traditional Lagrangian explicit analysis methods in Section 2.1.1. Section 2.1.2
describes the FEM of Smoothed Particle Hydrodynamics (SPH) as it applies to high
strain rate modeling. A discussion on shock waves due to impact and the subsequent
use of an equation of state (EOS) is presented in Section 2.1.3. Chapter II also
provides an in-depth discussion of damage modeling theory, going into further detail
on the Johnson-Cook (JC) and Holmquist-Johnson-Cook (HJC) failure models used
as part of this research, in Section 2.2. Finally, Section 2.3 presents the Rusch and
Gibson modified constitutive model theories regarding cellular solids and structures.
Chapter III introduces the experimental and computational tools used to acquire
and analyze the data required for this research. Section 3.2 discusses the methods
used to fabricate test specimens and then further outlines the experimental techniques
used to determine cellular structure material properties. This section goes into further
detail to explain the methods used for both the quasi-static regime and dynamic
property regime. Computational methods utilized in the modeling and simulation of
ballistic impact are discussed in Section 3.3, building upon the FEM theory presented
in Section 2.1.
Chapter IV through Chapter VI present the results and discussion of the experimental and computation testing performed as part of this research. These chapters
are laid out to follow the intermediate objectives determined as the path for evaluating
the time dependent characteristics of the lattice structures.
Chapter IV starts with the initial evaluation of the lattice designs tested within
various specimen configurations. The results from these evaluations provided the
framework for all further quasi-static uniaxial compression testing.
Chapter V provides the experimental results that characterize the quasi-static
mechanical properties of the lattice structures, as well as evaluating variational designs
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of the base lattice cells. Chapter VII builds on the quasi-static characterization,
providing a statistical analysis of the primary properties of interest for the lattices by
evaluating the significance of the available structural design parameters.
In addition to the primary objectives, Chapter VI showcases topology optimization
of the lattice cells, along with a computational comparison of the cells under quasistatic compression loading.
Chapter VIII presents the results from the Split Hopkinson Pressure Bar (SHPB)
testing, evaluating the change in material properties due to an increase in applied
strain rate. The JC plasticity model was assessed over the tested strain rate range,
with further discussion presented on the utility of this flow stress model for lattice
structures. Chapter IX provides the results from the Taylor Impact Testing that
was performed utilizing the lattice structures, and develops a new strain rate and
temperature sensitive flow stress model to be used with lattice architectures. Chapter X evaluates the use of the JC Damage Model for lattices under high strain rate
compression.
Chapter XI introduces the FEA impact modeling techniques as part of a simulation study that compares the traditional grid-based Lagrangian methods with those
of SPH.
Chapter XII compares the final impact experimentation of a projectile incorporating a lattice section against its computational counterpart. Penetration testing
performance measures, along with computational stress wave analysis, are used as
means of comparison.
Finally, Chapter XIII highlights the significance of this research, providing recommendations from the results provided here and potential future work to be performed
to extend this line of research.
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II. Background Theory

The scope of the research contained in this dissertation focuses on the damage
response and failure mechanisms of advanced structural designs, to include Triply
Periodic Minimal Surface (TPMS) structures, under high strain rate impact. The
nature of this research requires the introduction and discussion of several intersecting
engineering disciplines. This chapter seeks to provide the necessary foundational theory to support the experimental methodology and analysis required for this research.

2.1

Finite Element Method
This research entails modeling a dynamic problem that incorporates large strains,

high strain rates, and rate dependent material properties. These characteristics drive
the necessary selection of finite element method (FEM) modeling approach and features, explained in the following sections. Since Dassault Systèmes Abaqus finite
element software will be used as the primary means of computational analysis for this
research, the specific applications within Abaqus will be highlighted throughout this
chapter.

2.1.1

FEM Theory

FEM, or finite element analysis (FEA), is a numerical method for solving complex
boundary value problems where analytical solutions may not be able to be obtained.
Two approaches to be considered when solving a finite element problem are the implicit approach and the explicit approach. The implicit approach is most useful when
considering static problems or modal analysis, where time dependence of the solution
is not essential. It follows the conventional finite formulation that includes formulating a global stiffness matrix and global mass matrix that forces global equilibrium at
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every time step. Whereas the explicit approach is most useful in solving problems
that result in large deformations or are highly time dependent. Explicit analysis will
be used in this research since it deals with the time dependent behavior of cellular
structures and the high strain rate effects of impact.
The explicit analysis approach to account for the deformation rate and stress
wave propagation of impact must consider displacement, velocity, and acceleration
on a node by node basis within the structure with respect to time. Thus, it relies on
a finite difference scheme incorporating Central Difference Time Integration (CDTI)
to calculate nodal field variables as the time step is incremented along with the use
of lumped mass matrices. First, the CDTI satisfies equilibrium of the equations of
motion at time t, then accelerations at time t are used to determine the velocity
at time t +

∆t
,
2

which is then, in turn, used to determine the displacement at time

t+∆t. This process is repeated throughout the time interval of interest, and evaluates
deformation and stress wave propagation through the part. In CDTI, the expressions
for displacement (u), velocity (u̇) and acceleration (ü) are given by Equations 7, 8,
and 9 respectively [42].

u(i+1) = u(i) + ∆t(i+1) u̇(i+ 1 )
2

u̇(i+ 1 ) = u̇(i− 1 ) +
2

2

∆t(i+1) + ∆t(i)
ü(i)
2

ü(i) = M −1 (F(i) − P(i) )

(7)

(8)

(9)

In these equations, the subscript i is the time increment number, and therefore
i−

1
2

and i +

1
2

refer to the mid-increment values, ∆t refers to the time step, M is

the lumped mass matrix, F is the applied external load vector, and P is the internal
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force vector [43]. The internal force vector is determined through an analysis of the
element stress-strain relations.
In FEM, elemental strain, ε, is determined from displacement through the utilization of the strain-displacement matrix, shown in Equation 10.

ε = Bu(i)

(10)

The strain-displacement matrix, B, relates the displacements to the element strain
component based on the derivatives of the element shape functions, or basis functions.
The strain determined from Equation 10 is the total strain, which is comprised of both
the elastic and viscoplastic strain. Elastic strain is the fully recoverable deformation,
and therefore is not reliant on deformation history. On the other hand, viscoplastic strain is not fully recoverable, resulting in permanent deformation. Therefore
viscoplastic strain does rely on deformation history. Elastic strain is required to
determine the internal force vector and is given by Equation 11.

εe = εtotal − εvp(i)

(11)

Here, εvp(i) is the viscoplastic strain at time increment i. The viscoplastic strain
is determined through the evaluation of a chosen plasticity model and resolved in a
later step of the explicit analysis. Having found the elastic strain, the stress can now
be determined through the application of Hooke’s Law, see Equation 12.

σ = Eεe = E(εtotal − εvp )

(12)

Here E is the stress-strain relationship matrix, or elasticity matrix, which relates
stress and strain through the Elastic Modulus, Shear Modulus, and Poisson’s Ratio.
Figure 13 depicts a typical stress-strain curve. As seen in this figure, the stress is
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only reliant on the elastic strain and Elastic Modulus.

Figure 13: Typical Uniaxial Stress-Strain Curve
Once the stress has been calculated, the internal force vector can be found using
Equation 13, which determines the acceleration in Equation 9 through a nodal force
balance.
Z

B T σdV

P =

(13)

V

In this equation, V represents the element volume at the current time step.
The viscoplastic strain is determined through the analysis of a flow rule; in this
case, the Johnson-Cook (JC) Flow Rule will be utilized. The JC Flow Rule Condition
evaluates the relationship between the JC Flow Stress and Static Stress, and it is given
by Equation 14.

σy ≥ σ0
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(14)

σ y is the JC Flow Stress is given by Equation 15, and σ 0 is the Static Stress, given
by Equation 16 [44].

σ y = [A + B(εvp )n ][1 + Cln(

ε̇vp
)][1 − (T ∗ )m ]
ε̇0

σ 0 = [A + B(εvp )n ][1 − (T ∗ )m ]

(15)

(16)

In the JC equations, A is the initial yield stress, B is the hardening modulus,
C is a strain rate dependent coefficient, m is a thermal softening variable, and n
is a work hardening variable. A, B, C, m, and n are material specific variables
determined through experimentation. The first bracketed term accounts for the strain
hardening, or plastic strain accumulation. The second bracketed term accounts for
the effects of strain rate. The third, and final, bracketed term accounts for the effects
of temperature. ε̇0 is a reference strain rate, which is usually set to 1 or the strain rate
for which A and B were determined, and T ∗ is the homologous temperature, a ratio
of the difference between the current temperature and room temperature over the
difference between the material melting temperature and the current temperature,
Equation 17.

T∗ =

T − T0
Tm − T

(17)

The JC equations shown here are represented as one-dimensional functions when
they are, in fact, multi-dimensional, but hold the same relationships as presented.
The flow stress equation, Equation 15, is a function of the von Mises stress equation.
Stress can be divided into two categories: hydrostatic stress and deviatoric stress.
Hydrostatic stress can be thought of as pressure stress and is the average of the three
principal stresses, see Equation 18 [45].
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1
σhyd = (σ11 + σ22 + σ33 )
3

(18)

Based on the assumption that metals are incompressible, it follows that hydrostatic stress cannot cause deformation. Meaning that deformation is caused by the
deviatoric stress, which is the total stress minus the hydrostatic stress, presented in
Equation 19 [45].

σ 0 = σtot − σhyd

(19)

The von Mises stress is derived from the deviatoric stress, as shown in Equation
20.
r
σvM =

3 0 0
σ :σ
2

(20)

Where : is the double inner product, carried out across two second-order stress
tensors, which provides a scalar output. This formulation is useful because it provides
an invariant effective stress that can be utilized to predict the onset of yield, which
is why the von Mises stress is also referred to as the effective stress, σe [39].
If the JC Flow Rule Condition evaluates as true, then yielding has occurred, and
the viscoplastic strain rate must be determined to calculate the equivalent viscoplastic
strain. Otherwise, yielding has not occurred, and the element is still in the elastic
region, and therefore the viscoplastic strain rate is zero. The viscoplastic strain rate
is determined through Equation 21.
1 σy
ε̇vp(i+1/2) = ε̇0 exp[ ( − 1)]
C σ0

(21)

The viscoplastic strain rate is then used to calculate an equivalent plastic strain,
see Equation 22.
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r
εvp(i+1) = εvp(i) +

2
ε̇vp
: ε̇vp(i+1/2) ∆t(i+1/2)
3 (i+1/2)

(22)

Here : is the double inner product again, and ∆t(i+1/2) is the half time step increment. This equivalent plastic strain is carried forward to the next time step and used
to determine the elastic strain. This time step iteration process is continued for all
of the subject finite elements until the time interval is exhausted or the elements are
damaged, which is covered in Section 2.2 [43]. The explicit analysis CDTI process is
represented by the flow chart depicted in Figure 14.
An equation of state (EOS) is required when modeling dynamic impacts to balance
the projectile’s physical properties and target due to shock wave creation and propagation. For this research, the Mie-Grüneisen EOS will be used. A further discussion
of impact shock waves and EOSs can be found in 2.1.3.

2.1.2

Smoothed Particle Hydrodynamics

The large deformation and high strain rates of the projectile impact problem
require that another central numerical technique be utilized, Smoothed Particle Hydrodynamics (SPH). The reason for the use of this method is that it is capable of
tracing failure events in a more physically representative manner. SPH is a computational technique used in FEA for the simulation of fluids and solid mechanics. It
was developed by Gingold and Monaghan alongside Lucy in 1977 for use in analyzing
complex three-dimensional astrophysics problems related to asymmetry in stars [46]
and fission of a rotating star [47] utilizing a mesh-free method to determine element
forces. This work was adapted and applied to solid materials in 1990 by Libersky
and Patschek for use in a strength of materials elasticity model [48], then further
refined by Libersky et al. in 1993 for use in determining dynamic material response
[49]. When applied to solid mechanics, they found that the mesh-free SPH method
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Figure 14: Explicit Analysis CDTI Flow Chart
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was able to deal with larger displacements and distortions than the traditional gridbased methods. This fact has made SPH a useful tool in shock, impact, fracture, and
damage analysis.
In SPH, the part being analyzed is discretized into a set of particles that retain all
of the relevant field variable information within an associated volume, and maintain
a mass [50]. Figure 15 shows the difference between SPH and a traditional grid-based
FEM.

Figure 15: Grid vs. SPH Mesh
SPH uses an interpolation method to express any field value function, f in terms
of the particle set, defined by Equation 23.
Z
f (x) =

f (x0 )W (x − x0 , h)dx0

(23)

Where x is the point of interest, x0 denotes the particle positions, h is the smoothing length variable, and W is the interpolating kernel, which must satisfy the two
properties presented in Equations 24 and 25.
Z

W (x − x0 , h)dx0 = 1
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(24)

lim W (x − x0 , h) = δ(x − x0 )

h→0

(25)

Where δ is the Delta Function [51]. In the original work by Gingold and Monaghan, the calculations were performed using a Gaussian kernel, shown in Equation
26 [46].
(x−x0 )2
1
W (x − x0 , h) = √ e− h2
h π

(26)

Which provides the benefits of being C ∞ continuous, but with the Gaussian kernel,
all particles within the SPH mesh contribute to the calculation. What has become
more of a standard use kernel is the cubic spline kernel. The cubic spline is the kernel
used within the Abaqus software package, which was the primary FEA software used
in this research. The cubic spline kernel is shown in Equation 27 [43].

W (x − x0 , h) =





1 − 32 ξ 2 + 34 ξ 3 , for 0 ≤ ξ ≤ 1;





1
1
(2 − ξ)3 ,
4
h3 π 





0,

for 1 ≤ ξ ≤ 2;

(27)

for ξ > 2

Where ξ = hx . The cubic spline kernel reduces the number of particles included in
the calculations to those within twice the smoothing length of the particle of interest
while still maintaining C 2 continuity. Regardless of the kernel chosen, for numerical
operations, the field variables can be approximated through a kernel summation,
which is presented in Equation 28.

f (x) ∼
=

N
X

fk W (x − xk , h)

k=1

mk
ρk

(28)

Where k represents the particle index, N is the total number of particles, fk is
the field variable at the kth particle, xk are the particle’s position, W and k remain
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the kernel function and smoothing length variable, mk is the mass of the kth particle,
and ρk is the density of the kth particle [52]. A visual example of a kernel function is
depicted in Figure 16, where the solid particles would be included in the computations,
and empty particles would not be included.

Figure 16: SPH Kernel Function
As seen by viewing Equations 23 and 28, one of the primary differences between
SPH and traditional grid-based FEM is that SPH solves the field value differential
functions by discretizing the part volume into particles versus using a point-wise
discretization of space-time [53]. Because the particles contain volume and mass
properties, they cannot be analyzed the same way as a traditional grid mesh under
impact conditions. Instead of solely using the conventional explicit technique outlined
in Section 2.1.1, the three conservation equations are utilized to determine particle
response [51]. SPH still uses a Lagrangian formulation; however, in the SPH implementation, the conservation equations must be satisfied for each particle at each time
increment. The updated field values will be carried forward to the next time step.
The first conservation equation that must be addressed is the conservation of
mass, or continuity equation, due to the density determined through the continuity
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equation being utilized to evaluate the remaining two conservation equations. In
evaluating the interaction between a particular particle pair, notated as a − b, the
conservation of mass equation can be represented as shown in Equation 29, and the
time rate of change of mass density is shown in Equation 30. A subscript a denotes
the properties at the particle of interest, and a subscript b represents the properties
at another particle within the field.

ρa =

X

mb Wab

(29)

b

dρa X
=
mb (va − vb )∇a Wab
dt
b

(30)

Where ρ is the particle density, m is the individual mass of the particle, v is
the velocity of the particle, ∇ is the gradient function taken with respect to the
coordinates of the particle of evaluation, and Wab is the kernel function relating
particles a and b.
Once the conservation of mass equation has been satisfied, the conservation of
momentum, or momentum equation, will be evaluated. Again, in assessing the interaction between a particle pair a − b, the momentum equation starts from a pressure
gradient estimate, shown in Equation 31.

ρa ∇Pa =

X

mb (Pb − Pa )∇)aWab

(31)

b

Here, P is the pressure at the particle. To symmetrize the pressure gradient, the
equation can be rewritten using the relationship found in Euler’s equation, Equation
32, to arrive at Equation 33 [51].
∇P
dv
=−
= −∇
dt
ρ
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P
P
+ ∇ρ
ρ
ρ

(32)

X
dva
=−
mb
dt
b



Pb Pa
+ 2
ρ2b
ρa


∇a Wab

(33)

Where dv/dt is the time derivative of the velocity vector. By utilizing this form of
the momentum equation, both the linear and angular momenta are conserved, which
may not be the case with an asymmetric pressure gradient term.
Finally, the conservation of energy, or energy equation, can be addressed. In the
SPH formulation presented by Gingold and Monaghan, this is the rate of change of
thermal energy per unit mass of the particles, or the hydrodynamic energy equation,
shown in Equation 34 [46].
de
=−
dt

 
P
∇·v
ρ

(34)

Where de/dt is the time derivative of the specific internal energy, e. This equation
can be rewritten to determine the conservation of energy at particle a, and simplified
for adiabatic systems, as shown in Equation 35.
dea
=
dt



Pa
ρ2a

X

mb (va − vb ) · ∇a Wab

(35)

b

Several variations on the energy equation can be used in SPH analysis, and it
is important to note that several of these forms can present non-realistic physical
solutions, such as negative internal energy. These issues are typically solved through
the use of a predictor-corrector approach for analysis. In this approach, the governing conservation equations predict the field variables utilizing the chosen kernel, the
predictor phase. This prediction may lead to an unbalanced energy solution, which
is corrected through a local restoration of the conservation of energy equation, the
corrector phase. Following the corrector phase, the field values are adjusted to meet
the new particle state. This process is followed at every time step used in the analy-
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sis. With a sufficiently small time increment, the numerical adjustments used in the
predictor-corrector method do not affect the accuracy of the solution [52].
One of the concerns that arose from adapting SPH to solid mechanics is the issue of
boundary effects. When the summation approximation, Equation 28, is applied near
a boundary, there is a truncation error, which results in an incomplete summation,
and C 0 continuity may not be maintained. This error means that rigid body motion
may not be determined correctly through the analysis process [53]. There have been
many efforts to overcome this error to regain at a minimum C 1 continuity through
the use of Lagrangian stabilization [54], symmetric formulation [55, 56], Galerkin
formulation [57], least squares methods [58, 59], or ghost particle method [60].
Abaqus incorporates the ghost particle method to deal with SPH boundary surfaces. This method creates imaginary particles when an SPH body interacts with a
solid Lagrangian boundary. Interaction is considered when a particle is within twice
the smoothing length of a boundary surface. In this case, a virtual plane is formed
along this boundary, with the ghost particles being formed across the plane from the
physical particles. The ghost particles’ field properties are computed from those of
the physical particles as if the SPH part spanned the virtual plane, but they are assigned the opposite sign of the physical particles. The opposing field values produce
a Leonard-Jones molecular force, which forms a repulsion force along the boundary
surface, preventing SPH particle penetration of the solid [61]. The use of ghost particles improves the performance of SPH method integration along the boundaries, and
it is worth noting that the ghost particles are not permitted to interact back across
the virtual plane with the physical particles. The ghost particles are still permitted
to interact amongst themselves, and as noted by Colagrossi and Landrini, care must
be taken to avoid an excess of ghost particle mass [60]. An excess of ghost particle
mass can start providing false inputs into the boundary surface integration, which in
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turn can lead to errors in physical particle field values along the boundary. To limit
the ghost particle mass, the smoothing length can be decreased near a boundary,
which is the application method used within Abaqus. See Figure 17 for a pictorial
representation of the ghost particle method acting along a perpendicular boundary
surface.

Figure 17: SPH Ghost Particles
Figure 18 depicts the explicit SPH process incorporating the three conservation
equations plus an equation of state, which will be discussed in Section 2.1.3.2.
2.1.3

Shock Waves and Equation of State

2.1.3.1

Shock Waves

A compressive shock wave is generated under the loading of high strain rate impact, which propagates through both the target and projectile. Across this shock
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Figure 18: Explicit Analysis SPH Flow Chart
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wave, a discontinuity in material properties is developed, which must be accounted
for through the conservation equations. The Rankine-Hugonoit equations for fluids
can be adapted for solid materials, providing simplified equations relating the conditions immediately prior to and following the wave. Figure 19 presents a simple
one-dimensional schematic of a wave propagating through a material as a baseline
case for the simplified relations developed by Meyers in Dynamic Behavior of Materials [62].

Figure 19: Wave Propagation through a Material
In this figure, Pi is the particle pressure, vi is the particle velocity, ρi is the particle
density, and ei is the particle internal energy. The subscript 0 indicates the values still
within the elastic regime, ahead of the wave, and the subscript 1 indicates the values
within the plastic regime, behind the wave. vw represents the wave velocity. The
conservation of mass equation regarding the balance across the shock wave becomes
a mass flow balance through the shock wave, where the mass in must equal the mass
out. The mass going into the wave front can be represented by Equation 36, and the
mass going out of the wave can be represented by Equation 37.

Aρ0 (vw − v0 )dt
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(36)

Aρ1 (vw − v1 )dt

(37)

This representation provides the conservation of mass equation seen in Equation
38 [62].

Aρ0 (vw − v0 ) = Aρ1 (vw − v1 )

(38)

Because the cross-sectional area, A, and wave time step, dt, do not change during
shock wave propagation, Equation 38 can be simplified to Equation 39.

ρ0 (vw − v0 ) = ρ1 (vw − v1 )

(39)

Since the particle velocity before and after the wave is not the same, the shock
wave propagation through a material leads to a change in particle density. For the
case of the target, where v0 = 0, the conservation of mass equation can be further
simplified to Equation 40.

ρ0 vw = ρ1 (vw − v1 )

(40)

The conservation of momentum accounts for the momentum flow across the wave.
Where the difference in momentum, Equation 41, must equal the wave impulse, Equation 42 [62].

∆M = ρ1 A(vw − v1 )dtv1 − ρ0 A(vw − v0 )dtv0

(41)

Imp = F dt = (P1 − P0 )Adt

(42)

Again, the cross-sectional area and wave time step are constant, so by equating
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the wave impulse with the change in momentum, Equation 43 is obtained [62].

P1 − P0 = ρ0 (vw − v0 )(v1 − v0 )

(43)

This form of the momentum equation indicates that the change in pressure across
a wave boundary is equal to the change in momentum across the same wave. Again,
accounting for the case of the target, v0 = 0, the conservation of momentum equation
reduces to Equation 44.

P1 − P0 = ρ0 vw vp

(44)

Here, the term ρ0 vw is often referred to as the shock impedance of the material.
The conservation of energy equation creates a balance between the change in external
work done across the wave, Equation 45, and the change in total energy across the
wave, Equation 46.

∆W = (P1 A)(v1 dt) − (P0 A)(v0 dt)

(45)

The first term, (Pi A), equates to the force, and the second term, (vi A) represents
the distance.

∆Etotal =

1
1
[ρ1 A(vw − v1 )dt] v12 +e1 Aρ1 (vw −v1 )dt−{ [ρ0 A(vw − v0 )dt] v02 +e0 Aρ0 (vw −v0 )dt}
2
2
(46)

In Equation 46, ei indicates the specific internal energy of the particle. By equating
∆W and ∆E, and considering a constant cross-sectional area, the conservation of
energy equation can be represented by Equation 47.
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1
1
P1 v1 − P0 v0 = ρ1 (vw − v1 )v12 + e1 ρ1 (vw − v1 ) − ρ0 (vw − v0 )v02 − e0 ρ0 (vw − v0 ) (47)
2
2
Using the conservation of mass relationship in Equation 39, the conservation of
energy equation can be reduced to Equation 48.
1
P1 v1 − P0 v0 = ρ0 (vw − v0 )(v12 − v02 ) + ρ0 (vw − v0 )(e1 − e0 )
2

(48)

For the target, v0 = 0, the conservation of energy equation further simplifies to
Equation 49.
1
P1 v1 = ρ0 vw v12 + ρ0 vw (e1 − e0 )
2

(49)

The three conservation equations are not sufficient to solve for the four variables
that represent the material’s state following a compressive shock wave. In this case,
an EOS is used to relate these variables.

2.1.3.2

Equation of State

An EOS provides a hydrodynamic material model for use in FEA, in which the
system’s pressure, volume or density, temperature, and energy are related through
the application of a specific EOS [63]. EOS are used to relate the state variables
together when the conservation equations are not enough, which is the case of high
strain rate impact. One of the most commonly used EOS in impact modeling is the
Mie-Grüneisen equation, which has also proven effective at predicting the response
of porous materials to compressive shock waves [62, 64, 65, 66] In order to develop
a relationship between pressure and volume there must be a link between statistical
mechanics and thermodynamics, which starts with the analysis of the Helmholtz free
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energy equation, Equation 50 [62].

AH = U − T S

(50)

Where AH is the Helmholtz free energy, U is the internal energy of the system,
T is the absolute temperature of the surroundings, and S is the entropy of the system. The Helmholtz free energy is a measure of the work attainable within a closed
thermodynamic system with constant temperature, isothermal. Using the fundamental thermodynamic relationship, see Equation 51, pressure is obtained by taking the
differential of the Helmholtz free energy with regards to volume, Equation 52 [67].

dA = T dS − P dV

P =

∂AH
∂V

(51)

(52)
T

Through the use of the virial theorem, mathematically represented in Equation
53 [68], Grüneisen obtained the pressure-energy relationship shown in Equation 54
[69]. Clausius first defined the virial theorem in 1870 through his efforts to analyze
the local stresses around a single atom. Virial comes from the Latin ”vis,” which
means energy or force [70]. For mechanics, the virial theorem states that twice the
total kinetic energy within a system is equal to the virial of the forces within the total
system [68].
N

1X
hFk · xk i
KE = −
2 k=1

(53)

Where KE represents the total kinetic energy, N is the total number of particles,
Fk is the force applied to the kth particle, and xk is the position of particle k.
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P =

Γ
E
V

(54)

Where Γ is the Grüneisen coefficient, the ratio of the vibration frequency, ν, to
volume, V , at a constant temperature, Equation 55 [71].

Γ=−

d ln(ν)
d ln(V )

(55)

From here, Mie simplified the equation by relating the current conditions to those
of a known value, either at zero degrees Kelvin (0K) or from a point off of the
Hugonoit curve. A further simplification was made relating the volume to the density
of the material. This simplification led to the Mie-Grüneisen equation taking on a
linear form with respect to energy, as shown in Equation 56 [43].

P − PH = Γρ(e − eH )

(56)

Here P is the current pressure, PH is the Hugonoit pressure, Γ is a redefined
Grüneisen ratio, ρ is the material density, e is the specific internal energy, and eH is
the Hugonoit specific energy. The Grüneisen ratio is presented in Equation 57, the
Hugonoit pressure is shown in Equation 58, and the Hugonoit specific energy is given
by in Equation 59.

Γ = Γ0

ρ0
ρ

(57)

Where Γ0 is a material property, ρ0 is a reference density, and ρ is the current
density.

PH =

ρ0 c20 η
(1 − sH η)2
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(58)

Where c0 is the material reference speed of sound, η is a nominal compressive
strain, and sH is the linear Hugonoit slope coefficient.

eH = P H

η
2ρ0

(59)

In Equations 58 and 59, the nominal strain is represented by Equation 60.

η =1−

ρ0
ρ

(60)

Abaqus uses an alternative form of the Mie-Grüneisen equation in its analysis,
presented in Equation 61 [43].


Γ0 η
P = PH 1 −
+ Γ 0 ρ0 e
2

(61)

This equation is solved simultaneously alongside the three conservation equations
at each material point and time increment to ensure that the state variables are
balanced throughout an impact event. In this implementation of the Mie-Grüneisen
EOS, the reference material properties used are those for Inconel 718 (IN718), as that
is the base material of the designs, and the current density will be the relative density
of the periodic cellular design.

2.2

Damage Modeling
As mentioned in Section 2.1.1, a damage model is required to determine when the

elements or particles fail within a simulation to be analyzed appropriately as part
of the FEA process. It is important to point out that the exploration in uses of
these advanced materials under high strain rate applications is in its infancy. Not
a great deal has been accomplished in this field, but the association with its future
development will allow for an appreciation of what can be developed with future
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research. Two different failure models were considered as part of this research. The
first, the JC failure model, is predominantly used to model the failure of metals. The
second model, the Holmquist-Johnson-Cook (HJC) failure model, is used to model
failure in brittle materials, such as concrete. Each of these models will be described
in more detail.

2.2.1

Johnson-Cook Failure Model

The JC failure model was developed in the 1980s and fully described in 1985 [72].
It makes the assumption that the change in material properties between static and
dynamic cases is due to strain rate effects, which can account for large strains, high
temperatures, and high pressures. It incorporates the JC material model and is based
on plastic damage accumulation. This model is commonly used for estimating the
dynamic deformation of metals under high strain rates [73, 74, 75].
The JC failure model defines material damage as the sum of incremental equivalent
plastic strain divided by the critical fracture strain, see Equation 62.

D=

X ∆εf
εcr

(62)

In this equation, D is the JC damage coefficient, εf is the JC fracture strain,
and εcr is the critical fracture strain. The right-hand side of Equation 62 sums the
incremental change in the element or particle plastic strain, see Equation 63, and
compares it as a ratio to the critical failure strain of the material, which is presented
as the JC damage coefficient. The damage coefficient has a range of zero to one.
Where zero represents a pristine, or undamaged material, and one represents the
material being fully damaged and fracture will occur in metals.


∗
εf = D1 + D2 eD3 σ [1 + D4 ε∗ ] [1 + D5 T ∗ ]
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(63)

Here, the first bracketed term contains the stress triaxiality effects. D1 , D2 , and
D3 are material specific model fitting properties, and σ ∗ is the ratio of the average
normal stress to von Mises equivalent stress. The second bracketed term comprises
the strain rate effects. D4 is another material specific model fitting property, and
ε∗ is the dimensionless strain rate ratio of viscoplastic strain rate to reference strain
rate. The reference strain rate here is the same as that used in Equation 15. The final
bracketed term includes the effects of temperature on material failure. D5 is a material
specific model fitting parameter, and T* is the material’s homologous temperature,
Equation 17. The Di terms are traditionally found through experimentation, but
in this case, a combination of experimentation and computational optimization will
be used, which is described in more detail in Chapter III. Figure 20 depicts the JC
Damage Model implementation as a part of an explicit analysis technique. Utilizing
the CDTI analysis technique depicted in Figure 14, the JC damage analysis shown
here would branch off from the JC Flow Stress, and Static Stresses step, shown in
both figures. Whereas utilizing the SPH analysis technique depicted in Figure 18, the
inputs would come from the field and state variable updates prior to beginning the
next time step.

2.2.2

Holmquist-Johnson-Cook Failure Model

While the JC model works well for metals, such as the IN718 that will be used to
manufacture the projectile, it does not model the brittle failure modes of materials
such as concrete well, of which the target will be modeled. The HJC failure model was
developed in the late 1980s and fully described in 1993 [76]. It makes the assumption
that the normalized strength of the material can be determined through the element
pressure and strain rate. It incorporates the HJC strength model, which is presented
in Equation 64. This model is commonly used to estimate the dynamic deformation of
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Figure 20: JC Failure Model Flow Chart
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brittle materials subject to large strains, high strain rates, and high pressures [77, 78].


n
σ ∗ = A(1 − D) + B P ∗ [1 + C ln(ε̇∗ )]

(64)

In this representation, σ ∗ is the normalized strength of the material and defines
as the ratio of the von Mises equivalent stress and uniaxial compressive strength. A
is the normalized pressure, B is the normalized pressure coefficient, C is the strain
rate coefficient, and n is the pressure hardening exponent; all of these variables are
experimentally derived material constants. P ∗ is the normalized pressure ratio of
element pressure to axial compressive strength, and ε̇∗ is the dimensionless strain
rate ratio of equivalent viscoplastic strain rate to the reference strain rate. Finally,
D is the HJC damage coefficient, which is described next. The HJC model defines
material damage as the sum of incremental equivalent elastic strain and volumetric
strain divided by the critical fracture strain, see Equation 65.

D=

X ∆εvp + ∆µvp
εf

(65)

D is the HJC damage coefficient mentioned above. εvp is the equivalent viscoplastic strain, µvp is the volumetric compaction strain, and εf is the HJC fracture strain.
The right-hand side of Equation 65 sums the incremental change in the element or
particle viscoplastic strain and compares it as a ratio to the HJC fracture strain of
the material, which is presented in Equation 66. Again, the damage coefficient has a
range of zero to one. Again, zero represents a pristine or undamaged material, and
one represents the material being fully damaged, and fracture of the material occurs.

εf = D1 (P ∗ + T ∗ )D2

(66)

In the HJC fracture strain equation, D1 and D2 are material specific model fit
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properties, P ∗ is the same normalized pressure ratio as in the HJC strength model,
and T ∗ is the normalized tensile hydrostatic strength ratio of the tensile strength to
the uniaxial tensile strength. As with the JC failure mode, the Di terms are found
through experimentation. Since concrete is not a focus of this research, the failure
parameters for concrete will be taken from previously established studies [76, 79].

2.3

Constitutive Models
This research will incorporate the use of several constitutive models to provide the

necessary relations in three different aspects of the material response of the periodic
cellular structures. Three of the models have already been introduced. The JC Flow
Stress constitutive model will be used in conjunction with a lattice model within the
FEA explicit approach to determine the viscoplastic response of the designs. The
JC and HJC Damage models will be used to determine the damage and failure of
elements or particles within the FEA model. The remaining two constitutive models,
which will be described in more detail, are used to determine the static and near
static equivalent material properties of the different structural designs. These models
were foundation elements in determining a new dynamic lattice model for use in FEA.
The material properties determined through these constitutive relations will serve as
inputs into the FEA model for the respective cellular designs.

2.3.1

Constitutive Compression Response Models

In order to determine equivalent material properties for variations in relative density of a base periodic structure, a constitutive compression response model must be
found that accurately describes the structure’s compressive response. Once a model
is developed, it can be used to determine the properties for variations on the experimentally tested designs for use in computational analysis. This model will account
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for making changes to the surface thickness, and therefore relative density, in order
to optimize a design for high strain rate impact.
It is worth noting that the point at which metal lattice designs transition from
a quasi-static strain rate response to a dynamic strain rate response has yet to be
determined. Work accomplished using polymer foams has indicated a higher degree
of influence in the mechanical response from strain rates greater than approximately
1,000/sec [80]. In order to determine the strain rate dependant transition point,
uniaxial compression testing will occur at multiple strain rates from a baseline static
rate based on the American Society for Testing and Materials (ASTM) E9-19 standard
rate of 0.005 in/in/min rate, adjusted for specimen dimensionality, and increasing the
rate to near the usable limit of the MTS Systems Corporation (MTS) machine. That
data will be used to determine a boundary of where the constitutive compression
models fit the data, thereby determining where static and quasi-static conditions
hold and where the response is considered dynamic.
The models developed for analyzing the compressive response of cellular materials
are divided into two categories, phenomenological models and micro-mechanical models. Phenomenological models are designed to provide the best fit to experimental
results of the mechanical behavior without consideration to any physical phenomenon.
Micro-mechanical models are developed with a basis in the study of deformation mechanisms of the cell structure under loading. The Rusch model is a phenomenological
model that will be used, and the Gibson modified model is a micro-mechanical model
that will be used for analysis in this research.

2.3.1.1

Rusch Model

As mentioned, the Rusch model is a phenomenological model developed in the
late 1960s based on his work with polymer foams [81, 82]. Still, it has been used
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effectively with a variety of materials [83, 84, 85]. In this research, it will be applied
to the experimentally derived responses of metal lattice structures to develop a model
for further analysis. The Rusch model has a relatively simple formulation consisting of
a summation of two power laws, see Equation 67, but has proven effective in modeling
the stress-strain relationship of cellular solids under compression loading [84, 85].

σ = Aεm + Bεn

(67)

Here, σ and ε represent the engineering stress and engineering strain, respectively.
The first power law term is used to fit the model to the plateau stress region of the
response. Here, A is a relative density dependent and material specific model fitting
coefficient, and m is a material specific fitting exponent independent of the design
relative density. The second power law term is used to fit the densification region of
the material response. Again, B is a material specific model coefficient dependent
on relative density, and n is a material specific model fit exponent independent of
relative density. m is found within the range of zero to one, while n is found to be
greater than one. A and B can be approximated by power laws as well, see Equations
68 and 69, with the relationship based on empirical data comparing the coefficients
across multiple relative densities [84].

A = C1,A rdC2,A

(68)

B = C1,B rdC2,B

(69)

The benefit of the Rusch model is that it only requires that four parameters
be found. Yet, it does exhibit the drawback that it will typically either match the
plateau stress region or the densification region, but not both. A representation of the
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relationship between the plateau stress and densification terms of the Rusch model
can be seen in Figure 21.

Figure 21: Rusch Model Relationship

2.3.1.2

Gibson Modified Model

The Gibson modified model [83] is an extension of the original Gibson model [6],
both being micro-mechanical models based on deformation theory. However, in the
case of this research, the Gibson modified model will be fit to experimentally derived
response curves, and model coefficients relationships will be developed specific to a
lattice design while allowing for variation in cellular design parameters. The Gibson
models define three regions of the compression stress-strain response. These are the
linear elastic region, the plateau region, and the densification region. The modification
came into effect in the plateau region and was updated to account for a positive slope
in this region. The model is presented for the linear elastic region in Equation 70, the
modified plateau region in Equation 71, and the densification region in Equation 72.
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σ = Eε

(70)

σ = σy + hε

(71)

1
σ = σy
D



εD
εD − ε

m
(72)

Where in each of the equations σ and ε are the engineering stress and strain,
respectively. In Equation 70, E is the elastic modulus. For the case of open cell
foams and lattices, Gibson and Ashby determined that the elastic modulus is unique
for a specific cellular design, but is a function of density only. This relationship can
be represented by Equation 73 [6].

E = CE ρ 2

(73)

Here CE is the coefficient of elasticity, which can be determined through curve
fitting experimental data. Once CE is known, E values can be approximated for
changes in density under the same cellular design. In Equation 71, σy is the yield
stress, and h is the Gibson modified plateau slope coefficient, which is determined
through experimentation. Gibson and Ashby determined that the yield stress for
open cell structures was again unique to a particular design, but still a function of
density alone, and arrived at the representation shown in Equation 74 [6].

3

σy = C y ρ 2

(74)

Here Cy is the yield coefficient, which is determined through curve fitting experimental data. Once again, after Cy is known, it can be used to approximate the

57

material response of the cellular design with different densities. In Equation 72, D
and m are material specific model fit parameters that are density independent and
determined through experimentation. εD is the densification strain, which is again a
function of the cellular design and density and can be represented by Equation 75 [6].

εD = 1 − C D ρ

(75)

Here CD represents the densification coefficient, which is obtained through experimentation. As mentioned, the densification coefficient is unique to a cellular design,
and once known, it can be used to model changes in design density. This coefficient
can also be approximated by the ratio of 1.4 over the material density of the structure,
ρs , shown in Equation 76 [84].

CD =

1.4
ρs

(76)

The benefit of the Gibson modified model is that it segments the material response
into the three regions found in experimentation: linear elastic region, plateau region,
and densification region. This allows the model to be tuned to more closely match
the experimental results. However, this model requires that six model fit parameters
be found, which means that additional data collection is required to determine these
parameters. A representation of the relationship between the three regions of the
Gibson modified model can be seen in Figure 22.
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Figure 22: Gibson Modified Model Relationship
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III. Experimental Methodology
This chapter will introduce the need for the data required for this research in
Section 3.1, then explain the experimental and computational methods that will be
utilized to acquire and analyze that data.

3.1

Introduction
With the end state of performing computational analysis and comparison of dif-

ferent period cellular designs under high strain rate impact loading, a number of
parameters and characteristics must be defined. These parameters are presented
here, along with the method used to obtain them.
• l - Cell Edge Length. Set during fabrication, verified through measurement.
• t - Cell Wall Thickness. Set during fabrication, verified through measurement.
• ρ∗ - Density. Obtained through measurement of mass, through use of a digital
scale, divided by the bounding volume of the specimen.
• ρs - Density of Solid Material. Obtained through the fabrication of solid part,
then measurement of mass divided by the volume of the specimen.
• rd - Relative Density. Ratio of ρ∗ to ρs . [Equation 1]
• E - Elastic Modulus. Obtained through analysis of the stress-strain response
under compression loading, the slope of the linear elastic region of the response.
This property will be calculated utilizing Matrix Laboratory (MATLAB) or
Microsoft Excel.
• ν - Poisson’s Ratio. Obtained through analysis of the stress-strain response
under compression loading, the ratio of the transverse strain to the axial strain
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below the material proportional limit. This property will be calculated using
digital image correlation.
• σy - Yield Strength. Obtain through analysis of stress-strain response under
compression loading, utilizing the 0.2% Offset method. This property will be
calculated utilizing MATLAB or Microsoft Excel.
• εd - Densification Strain. Obtained through analysis of the stress-strain response under compression loading, determined as the point where the slope of
the densification region of the response curve crosses the abscissa. Densification Strain is depicted in Figure 27. This property will be calculated utilizing
MATLAB or Microsoft Excel.
• W - Toughness. Obtained through analysis of the stress-strain response under
compression loading, measured as the area under the response curve up to the
densification strain. Toughness is viewed as a measure of how well the material
and cellular design can absorb energy. This property will be calculated using
MATLAB or Microsoft Excel.
• A, B, m, n - Rusch Model Parameters. Obtained through fit of experimental
data to Rusch model power law functions. This property will be calculated
utilizing MATLAB or Microsoft Excel.
• CE , Cy , h, CD , D - Gibson Modified Model Parameters. Obtained through the
fit of experimental data to the piece-wise Gibson modified model equations.
This property will be calculated utilizing MATLAB or Microsoft Excel.
• A, B, C, m, n - Johnson-Cook Flow Stress Parameters. A, B, and n are obtained
through analysis of the stress-strain response at low strain rates. C and m are
obtained through analysis of the response from the Taylor Impact Test or Split
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Hopkinson Pressure Bar (SHPB) Test at various strain rates. This property
will be calculated utilizing MATLAB or Microsoft Excel.
• D1 , D2 , D3 , D4 , D5 - Johnson-Cook Damage Model Parameters. D1 , D2 , and D3
are traditionally obtained through a Triaxiality Stress Test, and D4 and D5 are
typically obtained from SHPB testing. Another method that has proven successful is an inverse Taylor Impact Test method, where the damage parameters
are backed out from a known end state [3, 86].
• A, B, C, N - Holmquist-Johnson-Cook Strength Model Parameters. These values will be taken from known values for concrete [76, 79, 87].
• D1 , D2 - Holmquist-Johnson-Cook Damage Model Parameters. These values
will be taken from known values for concrete [76, 79, 87].

3.2

Mechanical Testing
This section outlines the processes utilized to fabricate all required test speci-

mens and the mechanical tests required to obtain the necessary material and design
properties and parameters.

3.2.1

Test Specimen Fabrication

Two different test specimen designs were required for mechanical testing: cylindrical specimens and cube specimens. The specimens were fabricated with a three-to-one
length-to-diameter ratio to comply with American Society for Testing and Materials
(ASTM) quasi-static compression testing standards, a one-to-one length-to-diameter
ratio for additional quasi-static compression testing and the SHPB testing, and a fiveto-one length-to-diameter ratio for impact testing. While the dimensionality changes
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based on the method of experimentation, the process for creating each of these designs
was nearly identical.
The first step of the process entailed creating a rectangular lattice structure of the
chosen cellular design. For this research, the MATLAB software package was used to
accomplish this step. The cylindrical specimens were trimmed down to the proper
shape in a later stage, requiring a different software package. The design parameters
were set within the software starting with the desired cell density, or the number of
cells across the width of the rectangular structure. The cell density was established
by the desired number of cells and required specimen width or diameter. Based on the
work of Al-Ketan et al., a minimum cell density of six was chosen [20] for the initial
testing. Next, the width of the structure was set, and was based on the test specimen
requirements. A half-width was also calculated for building the model about the x−y
origin. The cell size was set based on the choices made for cell density and specimen
width, as it was simply the cell width divided by the cell density. From there, a half
cell size was determined along with the periodicity scaling factor, m from Equations
3 - 6. This scaling factor is a ratio of 2π to the cell size, shown in Equation 77.

m=

2π
l

(77)

The specimen height was determined next. Here was another place that the type
of specimen being made impacts the process. For the case of the cylinders, three to
five times the width plus a half cell size was utilized, which was based on the ASTM
standard E9-19 [88], and prior work done with projectile impact testing [89]. For
the cubes, the width plus a half cell size was used. The half cell size was added
to the height to account for the material loss during the removal of the specimen
from the build plate in the additive manufacturing (AM) process. Once the rectangle
dimensions were set, a grid was formed utilizing the meshgrid function of MATLAB,
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with the x and y ranges going from negative half-width to positive half-width, and
the z range was set from zero to the desired specimen height. A grid was required for
the periodic surface equations, as they are functions of x, y, and z. From here, the
desired periodic cellular design was chosen from either the Triply Periodic Minimal
Surface (TPMS) designs, see Equations 3-6 or variations upon those designs, and
was coded into MATLAB as a function, where it was evaluated across the threedimensional grid. The results were then used to create a three-dimensional surface
utilizing the isosurface function of MATLAB, which outputs a structure file with
a list of nodal coordinates and connectivity array for the overlying grid. In order
to be saved properly in stereolithography format, .stl, the isosurface structure file
was processed through the triangulation function in MATLAB. From here, the file
was saved in the .stl format with MATLAB’s stlwrite function. The .stl file was then
ported over to the Rhinoceros 6, referred to as Rhino 6, computer-aided design (CAD)
software suite for further manipulation.
Rhino 6 is a Non-Uniform Rational B-Splines (NURBS), mathematical representations of three-dimensional geometries, based software package that allows for easy
manipulation of various CAD and AM file types. In this research, it was used to
trim the rectangular structure, if necessary, into a cylindrical form and set the desired surface thickness of the cellular design [90]. Rhino 6 was chosen over similar
CAD programs because it can process the intricate nature of the cellular designs on
the scale required to develop test specimens. The use of NURBS allowed for smaller
file sizes and reduced processing times compared to faceted representation methods.
In order to trim the .stl file, a cylinder of the desired dimensions was created within
Rhino 6 as either a mesh or surface. With the imported cellular structure and created
cylinder, the MeshSplit feature of Rhino6 was utilized to split the cellular structure
along the intersections with the cylinder. The section that was outside of the cylin-
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der was discarded, and a cylinder of the desired dimensions incorporating the cellular
design remained. The final action required in the specimen design step was to set
the desired surface thickness. Here the OffsetMesh feature of Rhino6 was utilized,
where the half-thickness value was input as the offset distance with both sides being selected. Now the test specimen was of the proper dimensions with the desired
thickness and was imported to the AM software, Materialise Magics.
Materialise Magics, referred to as Magics moving forward, was the AM software
used in conjunction with the General Electric (GE) Concept Laser three-dimensional
metal printer used by the Air Force Institute of Technology (AFIT). It is capable of
reading in .stl files and preparing them for fabrication. First, a build environment was
initiated for the machine to be used, and then the .stl file was imported. Once the file
was imported into Magics, it was checked for errors, which could consist of inverted
face normals, multiple surfaces, etc. If any errors were found, they can be fixed within
Magics through an auto-fix feature or user modifications. The final action required
prior to fabrication was to create the common layer interface, .cli, file from the part,
which outlines the build path strategy for the printer. The build parameters were set
between Magics and the Concept Laser M2 Cusing. The settings used during this
research were 130 W laser power, 1300 mm/s laser scan speed, 100 µm laser beam
focus, 100 µm offset spacing, and 40 µm layer height. The contour scan settings were
used for the lattice structures due to the thin surface thicknesses used to obtain the
desired relative densities. Once this was complete, the .cli file is transmitted to the
printer and the part was fabricated. Figure 23 depicts the GE Concept Laser M2
Cusing machine utilized at AFIT.

65

Figure 23: AFIT’s 3D Metal Printer
3.2.2

Compression Test

The majority of required data was obtained through analysis of the stress-strain
response curve under compression loading. Compression testing is a relatively wellknown technique for determining material properties in the static and quasi-static
regimes, with established procedures [88, 91]. Generally speaking, the results from
compression testing show the best possible mechanical properties that the material
can achieve in ideal conditions. The test process consists of subjecting the specimen
of interest to an increasing axial compression force, utilizing either displacement or
load control, where both force and displacement data are collected for determining
the compression mechanical properties of the material or design. Outlined here are
the specific compression testing equipment, procedures, and data reduction methods
used as part of this research.
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3.2.2.1

Test Equipment

All of the static and quasi-static compression testing for this research was performed on an MTS Systems Corporation (MTS) Model 810 Material Test System.
The Model 810 is a servo-hydraulic Universal Testing Machine (UTM) that incorporates the Model 318.50 load unit, capable of producing forces up to 500 kN, or 110
kip, in compression. The system in use also includes an MTS 609 Alignment Fixture.
The alignment fixture allows for alignment adjustments while the system is under a
preload, which reduces the misalignment error due to applying a load to the system.
An MTS 661.23C-01 axial force transducer will also be used, which is force rated to
500 kN, 110 kip. The grip assembly to use used is an MTS 647.50 Vee-Wedge Grip
Assemblies. These grip assemblies are side-loaded hydraulic grips that aid in platen
alignment through the use of a sting attachment. The sting attachment screws into
the bottom of the platens and automatically aligns along the test area center-line
when clamped into the vee-wedge. The MTS 643.10B Fixed Compression Platens
that will be used are made of a case-hardened steel alloy and incorporate etched
rings on the test platform to further aid in test specimen alignment. The machine is
calibrated annually by MTS service professionals following ASTM E4-16 calibration
procedures. The precision of the UTM as configured is 0.001 mm for displacement
and 13 N for force. Figure 24 depicts the MTS machine utilized by AFIT.

3.2.2.2

Test Procedures

In order to achieve consistent and repeatable results, standardized compression
test procedures were utilized. These procedures are presented here.
1. Specimen Measurement. Prior to testing, all of the specimens were measured
utilizing a digital caliper, with an accuracy of 0.01 mm, and a digital scale,
accurate to 0.001 g. Measurements included: width or diameter, height, cell
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Figure 24: AFIT’s MTS Universal Testing Machine
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size, cell wall thickness, and mass.
2. Equipment Setup. All necessary equipment was checked and put in place prior
to test initiation. A high-definition digital camera was used to document testing
and for digital image correlation of data. A light panel was used to ensure
adequate lighting of the specimen during testing. The hydraulic pump for the
UTM was turned on, and the computer that directs the test program and was
used to record data was turned on.
3. Test Program Setup. The software used to run the UTM, and record the force
and displacement data, was the MTS 793 software suite. This software allowed
the user to program a loading or displacement test sequence, tare the force and
displacement outputs for recording, and compile and save the data for further
analysis. In this step, a new specimen file was created for each test specimen and
named for the cellular design being tested and the cell wall thickness. Testing
was accomplished utilizing a displacement control scheme, and the testing speed
was set within the program to meet the recommended 0.005 in/in/min static
test compression rate from ASTM [88], or as required. For quasi-static testing,
this rate was adjusted over a range of displacement rates to account for specimen
dimensions and to fill in gaps between the static and dynamic response ranges,
but all tests were performed at a constant rate.
4. Specimen Placement. Once the system was ready to test and record data, the
specimen was placed on the lower platen. Extra care was taken to align the
specimen in the center of the platen, utilizing the etched rings and additional
markings outlining the desired placement location, to ensure moments were not
generated due to misalignment. The lower platen was raised until the specimen
contacts both lower and upper platen with minimal force registration.
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5. Tare Data Output. Prior to initiating the test schedule, the force and displacement indicators was adjusted to zero.
6. Conduct Test. The digital camera was initiated to take images at a prescribed
rate of 5 Hz prior to commencing the test program, which automatically started
recording the data. The test was continued at the set displacement rate until
test completion, set as a force limit of 490 kN or maximum displacement reached
of 80% compression of the specimen height. The test was also be stopped if any
abnormal indications were seen in the data or test specimen, such as highly
erratic data or buckling behavior.
7. Save Data. Once the test was complete, the force and displacement data was
saved to the computer and verified prior to testing a new specimen.
8. Specimen Removal. Following verification that data was recorded and saved
properly, the test specimen was removed from the UTM. The platen was slowly
lowered to allow for some elastic unloading of the specimen and then dropped
to allow adequate space to remove the specimen.
9. Equipment Shutdown. Following the last test in the session, all of the test
equipment was shut down, and the test area cleaned up prior to departure.

3.2.2.3

Data Reduction

The dimensional and mass measurements were used to determine the density and
relative density of the test specimen. The density equation used for the cylindrical
specimens is presented in Equation 78 and for the cube specimens in Equation 79.

ρ∗ =

m
πr2 h

70

(78)

ρ∗ =

m
w2 h

(79)

Where m is the specimen’s mass, r is the radius of the cylinder, w is the width of
the cube, and h is the specimen’s height. Once the specimen’s density was determined,
Equation 1 will be used to determine the relative density.
Prior to determining any of the required mechanical properties or model parameters, the force and displacement data were converted into engineering stress and engineering strain. Force was converted to stress by taking the load applied and dividing
it by the original cross-sectional area of the test specimen. Equation 80 presents the
load-stress conversion equation for the cylinder specimens, and Equation 81 offers the
load-stress conversion equation for the cube specimens. Since this research required
the use of equivalent volumetric material properties, the cross-sectional area was the
specimen’s bounding area.

σ=

P
πr2

(80)

σ=

P
w2

(81)

The displacement was converted to strain by taking the displacement, which was
the change in height, and dividing it by the original height, see Equation 82.

σ=

d
h0

(82)

Here d represents the recorded displacement value, and h0 is the original specimen height. Once the stress and strain values were acquired, they were plotted
as the stress-strain response of the specimen, with stress on the ordinate axis and
strain on the abscissa. From this response curve, the following material properties
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were obtained: elastic modulus, 0.2% offset yield strength, densification strain, and
toughness. Through digital image correlation, the Poisson’s ratio for the specimens
was determined. The Rusch Model and Gibson modified Model parameters were obtained through the methods described in Section 2.3. Three of the Johnson-Cook
Flow Stress parameters could also be obtained from this data with some additional
manipulation.

Elastic Modulus
As mentioned, the elastic modulus is the slope of the linear elastic region of the
stress-strain response. To determine its value, a lower and upper point of the region
were determined through analysis of the response. The equation for determining the
elastic modulus is presenting as Equation 83.

E=

σ u − σl
εu − εl

(83)

Here the subscript u represents the upper point, and l represents the lower point
of the linear elastic region. See Figure 25.
0.2% Offset Yield Strength
The modulus of elasticity must be determined prior to calculating the 0.2% offset
yield strength. On the stress-strain response diagram, a line parallel to the linear
elastic region, slope equal to E, was plotted where it crosses the abscissa at 0.2%.
The point where this line intersects the stress-strain response was the 0.2% offset
yield strength, see Figure 26.
Densification Strain
The densification strain was found in a similar matter to the yield strength. On the
stress-strain response diagram, a line parallel to the densification region was plotted,
and where it crosses the abscissa was the densification strain, see Figure 27.
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Figure 25: Modulus of Elasticity

Figure 26: 0.2% Offset Yield Strength
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Figure 27: Densification Strain
Toughness
As mentioned, the toughness is the area beneath the stress-strain response curve
up to the densification strain. Utilizing the collected data, numerical integration
was possible with the trapezoidal rule, see Equation 84, where the incremental lower
bound is shown as a, and the incremental upper bound is shown as b. The ultimate
lower bound for the integration was zero, and the upper bound was the densification
strain.
Z

b

f (ε)dε '
a

b−a
[f (a) + f (b)]
2

(84)

Poisson’s Ratio
Poisson’s Ratio was found using digital image correlation through the elastic region of
the compression response. The initial specimen measurements weree correlated to the
image at time t = 0, and the time associated with the end of the linear elastic region
was determined during the Elastic Modulus calculations. Using correlated geometries
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for the specimen height and width, the axial and transverse strains were determined
by comparing the initial specimen geometry to the geometry at the end of the linear
elastic regime, see Figure 28. In this figure, the image on the left is of a cube test
specimen prior to initiation of uniaxial compression, and the image on the right is at
the end of the linear elastic region. The yellow span in each of the images represents
the transverse dimension of the cube, and the red spans indicate the axial dimension.
From these dimensions, the transverse strain and axial strain were determined. Those
values were used to calculate the Poisson’s Ratio, see Equation 85.

ν=

εt
εa

(85)

Figure 28: Determination of Poisson’s Ratio through Digital Image Correlation
Johnson-Cook Flow Stress Parameters
Three of the Johnson-Cook (JC) Flow Stress parameters could be determined through
axial compression testing, A, B, and n. These parameters required transforming the
engineering strain and stress into true strain and stress, see Equations 86 and 87. A
was equal to the 0.2% Yield Stress and was acquired following the same procedures
as outlined previously, only in this case utilizing the true stress-strain curve. B and
n required isolating the plastic portion of the stress-strain response, see Equations 88
and 89.
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εtrue = ln(1 + εeng )

(86)

σtrue = σeng (1 + εtrue )

(87)

σpl = σtrue − A

(88)

A
E

(89)

εpl = εtrue −

The plastic stress was plotted versus the plastic strain on a logarithmic scale,
where B and n could then be determined through the use of a linear regression fit,
see Figure 29.

Figure 29: Johnson-Cook Flow Stress Static Parameter Determination
B was calculated as 10 to the power of the intercept of a linear approximation to
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the curve in Figure 29, see Equation 90, and the slope of the same linear fit determined
n.

B = 10d

(90)

Rusch Model Parameters
The model parameters for the Rusch model were determined through regression analysis of the data. The compression response data was split into two sections then fit
with a power law regression to each of the sections. The first section included the linear elastic and plateau regions where A and m were determined. The second section
included the origin and densification region where B and n were determined. The
Rusch model was initially taken as the sum of the two power laws, but the coefficients
were adjusted to account for the summation of the two terms through an absolute difference fit. The absolute difference technique was chosen against the least-squares fit
approach so that a single outlier would not drastically influence the fit of the model.
Gibson Modified Model Parameters
Similar to the technique used for the Rusch model, the Gibson modified model parameters were determined through regression analysis. In this case, the data was split
into three regions with the appropriate regression fit to each section. The first section
was the linear elastic region, where E was determined through a linear regression,
and CE was determined by Equation 73. The second section, which was the plateau
stress region starting at the yield strength, was also fitted with a linear regression. h
was determined from the slope of the linear fit curve, and Cy was determined using
the 0.2% offset yield strength with Equation 74. The final section represented the
densification region, which was fitted with a power law regression. From the regression coefficients, the values for D and m were determined through the use of Equation
72.
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3.2.3

Taylor Impact Test

The dynamic material properties and parameters can be obtained utilizing either
the SHPB Test or Taylor Impact Test. Due to the facilities available at WrightPatterson Air Force Base (WPAFB), the Taylor Impact Test was chosen as the primary means for determining dynamic material parameters.

3.2.3.1

Test Equipment

The ballistic range used by AFIT consists of a pneumatic cannon, which incorporates a pressure vessel, pressure release valve, and barrel. The cannon is mounted
to a polycarbonate and aluminum frame that also supports a target mounting platform, projectile backstop, and fragment shielding. The pressure vessel is filled from
a standard industrial nitrogen tank, which holds 330 cubic feet of nitrogen at 2,500
psi. A Marotta MV74 solenoid valve, rated to 1,800 psi, is used to fill the cannon’s
pressure vessel. A Sensotec PPG/E981-05-01 pressure transducer, rated to 2,500 psig,
provides a readout of the pressure within the cannon’s pressure vessel. A National
Instruments data acquisition system, NI USB-6210, is used to read the voltages from
the pressure transducer, and LabView software on the test station computer converts
the voltages to the appropriate pressure value. The conversion properties can be adjusted for a change in gas type. The pressure set within the cannon pressure vessel
will be correlated to the impact velocities of the projectile size and mass used during
this research in order to achieve repeatable results across the range of testing to be
accomplished. A second Marotta MV74 valve is incorporated within the pressure vessel as a pressure release value, which will be used to set precise vessel pressure levels
or release all the nitrogen from within the vessel if a firing sequence must be aborted.
A Circle Seal Controls SV430 solenoid valve, rated at 3,000 psi, is used to release
the gas from the pressure vessel during the firing sequence. This valve has a valve
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coefficient of 0.80 and a stroke length of 0.032 in. The cannon’s barrel is made from
a smooth-bore steel tube with a half-inch inner diameter. All of the valves within
the cannon are wired to a 24V power supply with an incorporated electronic safety.
An oiled cotton shooting patch, will seal the projectile in the barrel, not letting the
gas leak out around the projectile during the firing sequence. This sealing process is
done to ensure consistent and repeatable test conditions.
Two methods were utilized to determine the impact velocity, ballistic chronographs, and digital image correlation. The current setup included two Caldwell Ballistic Chronographs, calibrated to read within 0.25%. This means that for a 300 m/s
shot, there would be no greater than 0.75 m/s of error in the reported velocity. The
chronographs incorporate an infrared light attachment, which is utilized to prevent
errors due to the range lighting conditions. The range also incorporated a Phantom
v12.1 high-speed camera for use in velocity digital image correlation and recording
the impact characteristics of both the projectile and target. Under normal operations,
the camera was set with a frame rate of 28,000 frames per second, with a pixel window
to frame the dynamic impact zone. For digital image correlation, the camera’s pixels
were scaled to a measuring device or system within proximity to the projectile’s flight
path. From this, a correlation of distance per pixel was determined, and the velocity
of the projectile was then be calculated by dividing the distance traveled by the time
interval of the frame rate.

3.2.3.2

Test Procedures

As with the compression test, standardized impact testing procedures were utilized
to achieve consistent and repeatable test results. These procedures are outlined here.
1. Specimen Measurement. Prior to testing, the specimens were measured utilizing
a digital caliper, with an accuracy of 0.01 mm, and a digital scale, accurate to
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0.001 g. Measurements included: projectile diameter, length, and mass.
2. Equipment Setup. All necessary equipment was checked and placed prior to test
initiation. The nitrogen tank pressure was checked to ensure there is adequate
gas for the test phase. The camera was aligned with the impact zone, and
correlated with a known measurement system prior to testing. Chronographs
were turned on, and all safety equipment was placed in its appropriate location.
The lighting was adjusted to ensure uniform lighting in the test range, and the
computer used to set the cannon’s pressure level was turned on.
3. Test Program Setup. As mentioned, LabView was used to convert the pressure
transducer voltages into pressures. This program was started and the initial
readout from the system confirmed at 0 psi after the pressure vessel was purged
utilizing the pressure release valve.
4. Projectile Placement. Once the system was ready to test and record data, the
range forward of the cannon was cleared prior to placing the projectile. Next,
the projectile was checked for fit confirmation within the barrel then wrapped in
an oiled shooting patch prior to being placed in the barrel. Care was taken when
sliding the projectile down the barrel to ensure no undue friction or scrapping
was observed.
5. System Initialization. After the projectile was placed within the cannon barrel,
the system was prepared for testing. The range was again cleared forward of
the barrel, and all valves were checked closed. The pressure vessel was charged
to the desired pressure level, which was determined, in part, through an initial
correlation of pressure to velocity for the given size of the projectiles used and
previous testing.
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6. Conduct Test. The pressure vessel reading was recorded, and the data acquisition system confirmed operational. Protective shielding was confirmed in place,
and the range cleared prior to initialing the firing sequence. Once the area was
confirmed clear, the firing solenoid was activated, and the cannon fired.
7. Clear Range. Once the firing sequence was completed, the vessel pressure was
confirmed at 0 psi, and the vessel pressure release valve set to open. The protective shielding was removed from the impact area and the projectile removed.
Once the impact area was cleared of any additional debris, the protective shield
was returned to its position.
8. Save Data. After the range was cleared and safe, the data from the chronographs
was recorded, and the data from the high-speed camera saved prior to the next
test run.
9. Equipment Shutdown. Following the last test in the session, all of the test
equipment was shut down, and the test area cleaned up prior to departure.

3.2.3.3

Data Reduction

As was done for compression testing, the physical measurements of the projectiles
were used to determine the density and relative density of each specimen. This allowed
for the determination of the relationship between the relative density and dynamic
material properties and comparison across the different tested designs.
Pressure-Velocity Correlation
The first data that needed to be acquired and reduced was the correlation between
pneumatic cannon pressure level and impact velocity. Pressure levels were set at 600
psi, 800 psi, 1,000 psi, and 1,200 psi and the corresponding impact velocity recorded.
Four projectiles were fired at each pressure level, corresponding to a solid Inconel
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718 (IN718) projectile, primitive design, diamond design, and I-WP design. The
projectiles had surface thicknesses adjusted to set a common projectile mass. The
impact velocity was plotted against the pressure vessel level and a regression fitted to
the data to determine the relationship between the two variables. Having a defined
pressure-velocity relationship allowed for specific impact velocities and strain rates to
be hit during subsequent testing.
Johnson-Cook Flow Stress Parameters
Under dynamic impact, a projectile tends to maintain its volume; therefore, length
and diameter were considered independent measurements, whereas the bulge was regarded as the dimension that conserves the projectile’s volume [3]. This left two
cylinder dimensions to be used to solve for the two dynamic JC Flow Stress parameters.
Of the two remaining JC Flow Stress parameters, C and m, the value for the
strain rate sensitivity parameter, C, was found next. For this, a plot was developed
relating the dynamic to static stress ratio and strain rate. Some of this data came
from static and quasi-static compression testing following the procedures outlined
in the previous section over various strain rates. The high strain rate data came
from the impact testing. Using the low-end strain rates acquired from the laboratory
compression testing, an initial regression was accomplished. A starting value for C
was determined based on the slope coefficient of the linear regression fit, see Figure
30. In this case, the JC Flow Stress parameter C would be equal to the regression
coefficient a.
The impact strain rates was determined through the use of the high-speed camera
and measuring the projectiles prior to and after impact, thereby noting the initial
length and change in length along with the impact loading time. The compressive
stress of impact was approximated using a momentum balance. First, from the anal-
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Figure 30: Johnson-Cook Flow Stress Strain Rate Parameter Determination
ysis of dynamics, the longitudinal speed of sound within a material can be shown as
Equation 91 [11].
s
c=

E
ρ

(91)

Where c is the material speed of sound, E is the material modulus of elasticity,
and ρ is the material density. If L gives the initial length of the cylinder, then the
contact time of the impact can be given as Equation 92.
2L
tc = q

(92)

E
ρ

Noting that the impulse of the impact force is equal to the projectile’s change in
momentum, an expression can be developed to balance momentum during impact,
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see Equation 93.
2L
F q = 2mv

(93)

E
ρ

Here m represents the mass of the projectile, and v represents the impact velocity.
Since the mass of the projectile can be given as Equation 94, Equation 93 can be
rewritten as Equation 95 to solve for the impact stress.

m = ALρ

σimp =

p
F
= Eρv
A

(94)

(95)

Where A represents the cross-sectional area of the projectile. Next, an iterative
optimization loop was performed to adjust the initial approximation of C to match
the impact testing stress results. While there was a range of temperatures that
the material was subjected to in the projectile under various impact loads, it was
not feasible to determine the exact temperature during impact. Therefore, an finite
element analysis (FEA) optimization method was used to determine the value for
m. The initial value for m was set to 1.0, which assumed a linear thermal softening.
Then through iterations of impact simulations, the value of m was adjusted to reduce
the error between computational and experimental results regarding the projectile
deformation. A technique that follows Johnson and Holmquist [3] was used as the
minimizing function, see Equation 96.


1 |∆L| |∆D| |∆W |
∆=
+
+
3 Ltest
Dtest
Wtest

(96)

Here L, D, and W represent measurements of the projectile post-impact. Ltest is
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the projectile length after impact, Dtest is the post-impact diameter of the projectile,
and Wtest is the cross-sectional diameter of a reference location 20% of the projectile’s
original length back from the impact face, also called the bulge. The ∆ terms are
the difference between the computational results and the experimental measurements.
These dimensions and locations are shown in Figure 31.

Figure 31: Impact Test Damaged Projectile Measurements

3.2.4

Split Hopkinson Pressure Bar Test Results1

As a supplement to the Taylor Impact data, SHPB testing was accomplished
through the University of Alabama.

3.2.4.1

Test Equipment

SHPB experiments are a popular method for experimentation at high strain rates,
from 200 sec−1 up to 104 sec−1 . The components used for these experiments consist
1

This chapter is a republication, in part, of the article Strain Rate Characterization of Inconel
Triply Periodic Minimal Surfaces submitted by the author to the Journal of Dynamic Behavior of
Materials in June 2021.

85

of incident and transmission bars with lengths of 182.25 cm, multiple striker bars
with lengths of 29.21 cm and 44.5 cm (depending on the desired strain rate), a shock
absorber offset from the end of the transmission bar, and a gas gun to launch the
striker bar. All bars had a diameter of 38 mm and were made from 350C maraging
tool steel. Linear strain gages are attached to the incident and transmission bars
90.17 cm sample-bar interface. A depiction of the test setup is shown in Fig 32.

Figure 32: Split Hopkinson Pressure Bar Compression System

3.2.4.2

Test Procedures

During an experiment, the striker bar is fired from the gas gun, at a velocity
between 5 and 35 m/s, towards the open end of the incident bar. This impact causes
a stress wave to propagate down the incident bar, passing over the incident bar strain
gage, until it reaches the incident bar-sample interface. This wave is referred to as the
incident wave. At this point, the incident wave splits, with part being transmitted
into the sample, and the rest is reflected. The two stress waves will now be referred
to as the transmission wave and reflected wave. The reflected wave will travel back
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along the incident bar and pass over the incident bar strain gage. Thus, we have
two pulses that are recorded by the incident bar strain gage, an incident pulse and a
reflected pulse. The transmission wave will travel through the sample and then onto
the transmission bar and pass over the transmission bar strain gage. The voltages
recorded by the strain gages are converted into the incident strain, εI , the reflected
strain, εR , and the transmitted strain, εT . Based on these strain measurements, the
geometry and material properties of the bars, and assuming the sample is deformed
uniformly, the stress, strain, and strain rate of the sample can be determined. The
following equations are used to evaluate the stress, strain, and strain rate, respectively
[92]:

σ=

1
F1 + F2
= Eb (εI + εR + εT )
2Ab
2

u1 − u2
Cb
ε=
=
l0
l0

ε̇ =

Z

(97)

t

(εi − εR − εT )dt

(98)

0

v1 − v2
Cb
=
(εi − εR − εT )
l0
l0

(99)

Here, F1 and F2 represent the force acting at the front face and back face of the
specimen. Ab , Eb , and Cb are the cross-sectional area, modulus of elasticity, and wave
velocity of the incident and transmission bars, respectively, and l0 is the initial length
of the specimen. u is the displacement, and v is the velocity, where v = du/dt = Cb ε.
Furthermore, if the specimen maintains the condition of dynamic equilibrium, where
F1 = F2 or εI (t) + εR (t) = εT (t), these equations can be simplified to:

σs (t) =

Eb A b
εT (t)
As
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(100)

101.
Cb
εs (t) = 2
l0

ε̇s (t) =

Z

t

εR (t)∂t

(101)

0

Cb
(−2εR (t))
l0

(102)

As is the cross-sectional area of the specimen, and εR (t) is the reflected wave at
time t. In order to use these equations, the stress equilibrium assumption must hold.
Early work in SHPB testing indicated that, at strain rates of 1,000 sec−1 or less,
the longitudinal stress differences present within the specimen were within practical
limits, and therefore minor deviations from dynamic equilibrium could be neglected
[93, 94, 92]. Accordingly, the state of equilibrium will be determined for the dynamic
specimens to ensure that the simplified relationships can be used for this research
effort.

3.3

Computation Methods
Computational methods and simulations were utilized to derive model parameters,

and form a basis of evaluation for the different periodic cellular designs under impact
loading. First, the remaining model parameters will be discussed, followed by a
description of the computational impact model, and analysis methods.

3.3.1

Johnson-Cook Damage Model Parameters

The JC Damage Model parameters were used within the impact simulations as
part of the viscoplastic effects modeling and element or particle failure assessments.
These parameters are typically found through a combination of triaxiality and SHPB
testing. However, in this research, an indirect, inverse method wias utilized to determine the parameters following the work accomplished by Banerjee [86]. In this
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method, the Abaqus FEA program performed numerical simulations of the compression and impact tests using the elasto-plastic material model. First, the material
model parameters were adjusted to match and validated against the experimental
uniaxial compression test data. Once that was complete, the simulation was used to
determine the effect of triaxiality ratio on the strain response with constant strain rate
and temperature, which provided the data necessary to establish the first three JC
Damage Model parameters, D1 −D3 . The term Normalized Failure Strain will be used
when discussing the plots required to determine the damage parameters. Normalized
failure strain is simply the resultant strain from only varying one of the three terms
within the overall JC Fracture Strain, Equation 63. The normalized failure strain
was plotted against the Triaxiality Ratio, and a power law regression performed to
determine D1 , D2 , and D3 from the first term in Equation 63. See Figure 33.

Figure 33: Johnson-Cook Damage Model Triaxiality Parameters
The next parameter, D4 , ass determined through analysis and simulation of impact
data. By matching the responses obtained through experimentation and introducing
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additional variation of impact strain rate through simulation, all while maintaining
a constant temperature within the model, provided the necessary data to establish
a strain rate to failure relationship that forms the basis for D4 . In this case, the
normalized failure strain was plotted against the Natural Log of the Strain Rate and
fit with a linear regression. The slope of the regression line provides D4 , see Figure
34.

Figure 34: Johnson-Cook Damage Model Strain Rate Parameter
The final JC Damage Model parameter, D5 , was again found through analysis
and simulation of impact data. Here, the impact velocity remained the same, and
the temperature was varied to adjust the homologous temperature, T ∗ . The first
evaluation utilized the temperature from the experimental data to create a validation
point. Then the temperature was varied to provide a range of T ∗ to determine D5 .
The normalized failure strain was plotted against the Homologous Temperature, and
a linear regression was used to fit the data. The slope of the regression fit provided
D5 , see Figure 35.
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Figure 35: Johnson-Cook Damage Model Temperature Sensitivity Parameter
3.3.2

Impact Model and Analysis

The impact model was developed in Abaqus and entailed an ogive nose projectile
striking a concrete target with an impact velocity of approximately 250 m/s. Within
the nose of the projectile was a section that integrated the different periodic cellular
designs. The remaining portion of the projectile was solid, but included a channel
for the powder to escape after the projectile was fabricated. This allowed for a direct
comparison of how the different designs performed under the same conditions while
reducing the number of free variables to isolate an optimal design for this condition.
Each of the model parts, as well as the overall assembly environment, will be discussed
in more detail.

3.3.2.1

Projectile

As a means for comparison between the different cellular designs under consideration as part of this research, a common projectile was utilized to evaluate the
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performance of the designs under a high strain rate impact with a concrete target.
The projectile was 12.7 mm in diameter, 63.5 mm in length, with an internal section
that had a maximum diameter of 11.7 mm and was 25.4 mm in length that contained
the lattice structure, all made of IN718. Figure 36 depicts the projectile with the
internal cellular lattice core represented by the Primitive design.

Figure 36: Projectile for Modeling and Simulation
As a means of evaluation, three performance measures were utilized, each of them
further outlined here.
Measures of Performance
• Penetration Depth. The distance that the nose of the projectile penetrated
within the concrete target was the first measure of performance. This is a
commonly used measurement of impact performance, as it is one of the primary
considerations of impact modeling and survivability. The measurement was
taken from the center of contact on the impact face of the target and measured
as a straight line from that face to the point where the projectile tip ceased
forward movement.
• Projectile Deformation. The second measure of performance was the amount of
deformation sustained by the projectile under the impact conditions. This was
primarily a measurement of the utility of cellular inclusion within a projectile.
Where, if the projectile maintained its designed shape further into the target,
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it would impart the intended damage to the target. This was also an indirect
measurement of how well the cellular design inclusion absorbed and controlled
energy flow, through the form of a stress wave, during an impact event. The
measurements used here were the overall change in projectile length, change
in the diameter at the mid-point of the projectile, and change in the bulge
diameter.
• Energy Absorption. The final measurement of performance was the ability of
the inclusion region to absorb the energy imparted within the projectile during
impact. This entailed tracing the stress wave as it propagated through the
projectile and evaluating the stress intensity change and wave velocity change
across the inclusion region. For this measurement, common analysis paths were
created along the center line and at the edges of the projectile, where the stress
levels and wave velocity were traced.
The projectile was modeled utilizing traditional Lagrangian FEA implementation
techniques. The material properties for the projectile and inclusion were based on
the testing done as part of this research.

3.3.2.2

Target

A common concrete target was used for the evaluation of each of the projectiles.
It was a rectangle with a 101.6 mm by 203.2 mm cross-section face and with a length
of 304.8 mm. The material properties and Holmquist-Johnson-Cook (HJC) model
parameters were taken from previous literature [87], shown in Table 1.
The concrete target was modeled utilizing a Smoothed Particle Hydrodynamics
(SPH) FEA implementation and techniques. This was done due to the highly dynamic
nature of brittle failure at high impact velocities. The cubic spline kernel function was
used with three-dimensional stress particles, and ghost particles were incorporated to
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Table 1: HJC Model Concrete Material Properties
Material Property

Units

Value

Density, ρ
Shear Modulus, G
HEL
PHEL
A
B
C
n
ε̇0
σf∗max
T
D1
D2

kg
mm3

2.24 × 10−6
13.567
2.79
1.46
0.75
1.65
0.007
0.76
0.001
0.048
0.004
0.03
1

GPa
GPa
GPa
1
ms

GPa
-

control the SPH-Lagrangian boundary conditions.

3.3.2.3

Model Assembly

Within Abaqus the model was assembled starting at the initial contact between
the projectile and target. The projectile was placed with its center line perpendicular
to the target face, zero incidence angle, and the velocity was set to 250 m/s for
impact. The two sections within the projectile were merged to create one monolithic
projectile with different material properties. Cohesive elements were not used as the
intention was that the projectile would be manufactured additively, and therefore no
bonding would be required. The target had boundary conditions applied along its
edges, not allowing movement or rotation as if it were fixed to the test stand. The
model was initially set to run for 2.0 ms, then adjusted to account for any projectile
residual velocity to ensure that the projectile had reached its maximum penetration
depth and the simulation was complete. Simulations were run with the full model
to collect data on the total system under investigation. In addition, reduced-scale
model simulations were developed based on the conditions of symmetry within the
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model. These models split the full-scale model in half along the vertical center line,
which allowed for reduced computation time and improved visualization of the failure
within the lattice inclusion.

3.4

Topology Optimization2
The following section will introduce the mathematical details of the topology op-

timization problem and then explore the relationship between the micro and macro
scales, discussing potential methods for bridging the gap between them. Two widely
used optimization methodologies will be presented in greater detail: Bi-directional
Evolutionary Structural Optimization (BESO) and Solid Isotropic Material with Penalization (SIMP).

3.4.1

Optimization Overview

Structural optimization is a mathematical approach of fundamental interest to
the engineering field due to its potential for future growth and development. At its
core, optimization is concerned with maximizing, or minimizing, certain properties
under specific loading conditions and constraints on the structure. The subject of
structural optimization is broken into three separate but related sub-domains: size
optimization, shape optimization, and topology optimization. In engineering applications, these three sub-domains are often treated separately, as the size and shape
of a structure are typically determined by utility and requirements, having a minimal
design space available to consider. Thus, topology optimization is of utmost interest
when attempting to construct the most effective design of structures.
While the shape and size of a given structural design is well understood, the con2

This section is a republication, in part, of the article Nonlinear Lattice Cell Optimization under
Uniaxial Compression Load submitted by the author to the American Institute of Aeronautics and
Astronautics (AIAA)Journal in August 2021.
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sideration of topology to the design process is much more esoteric. Geometrically,
topology is concerned with the arrangement of the material itself within the given
structural shape and size. As the goal is generally to maximize a specific structural
or mechanical quality while minimizing the amount of material required, a firm understanding of the applicable principles of topology optimization is necessary.
The first step in preparing a structure for a topology optimization analysis is to
understand the design space. That is, the nature of design decisions made throughout
the topology optimization must be formalized. This aim is achieved by performing a
FEA on the structure. Within the prescribed shape and size, the continuum design
space is partitioned into a mesh of discrete elements of finite size. Then a structural
analysis is carried out on the elements. This type of analysis is widely used within
the field of mechanics, and thus a variety of tools and software packages exist for
FEA, such as Abaqus [95] and Fusion 360 [96]. This formulation naturally allows for
design decisions based on the property to be optimized and the constraints placed
on the structure. That is, for each finite element within the mesh, the determination
is made on whether the material should exist as part of the solution or if the mesh
volume should be left void.
The optimization problem can be formulated with the finite element method because it allows incorporation of design decisions for a structure’s topology. Canonically, any optimization problem can be expressed through well defined design variables, an objective function, and constraints to size and shape of the structure. The
generalized optimization problem is expressed below, where f (x) is the objective function to be minimized, x is the vector of design variables, and Cj is the jth constraint
to be satisfied by the design variables.
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Minimize f (z)
Subject to:
Cj
zj = 0 or 1

For a structure subject to extreme loading or extreme boundary conditions, it
is of particular interest to explore the microscale effects of the material by which
the structure is composed. Historically, topology optimization has been performed
under the assumption of linear elastic structures with negligible microscale effects, and
for larger homogeneous structures undergoing standard loading it was an effective
assumption that permitted more easily calculable solutions. However, with more
strenuous engineering requirements, such as a complex starting design like an open
cell lattice, it is necessary to consider the microstructure of the material composing
the structure. At a fundamental, physical level, every material can be characterized
by the structural formation of its atoms. Metals are characterized by the formation
of periodic crystal structures composed of their respective atoms. These structures
then form the grain microstructure of the metal. The governing behavior of this
phenomenon is well understood through materials modeling in physics. As the size
of the elastic structure approaches the scale of its constitutive microstructure, the
behavior of the microstructure grows in significance.

3.4.2

Multiscale Model

In order to formulate the topology optimization problem while accounting for
both the macroscale and microscale effects within the structure, the first-order homogenization method, FE2 , will be considered [97]. This method assumes a distinct
separation of the treatment of the two spatial scales, including their periodicity as-
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sumptions. The procedure seeks to attain macroscale equilibrium within the structure given an initial loading condition. At the macroscale, the structure is assumed
to be homogeneous, wherein each discrete finite element maintains unknown structural characteristics to be determined by the constitutive microstructure. Figure 37
provides a visual representation for the characterization of the structural macroscale
and material microscale.

Figure 37: Relationship between Macrostructure and Microscale Material Properties
[98]

For a given material, the potential relation as a function of microstructure strain
is assumed to be known, where the microstructure stress is the partial derivative of
the potential function with respect to strain:

σ(ε) =

∂ω(ε)
∂ε

(103)

Next, periodic boundary conditions for each structural element within the finite
element framework are established. Iteratively, given the initial loading conditions,
the microstructure strain at each discrete material point within the discrete structural
point is set equal to the structural average strain value, or mean strain, represented
by ε [99]. Letting X denote the spatial position of the macroscale element, and letting
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x denote the position of the microscale element within the structural element, the
following relation is established:

ε(X, x) = ε(X)

(104)

Employing this relation, the microstructure stress, σ(X, x), is then calculated
using Equation 103 [99]. The macroscale stress at each structural element is then
found by taking the mean stress, σ, across the material elements through means of
volume averaging across the interfacing elements:

σ(X) = σ(X, x)

(105)

This method assumes small displacements within the macrostructure, and proceeds to calculate the tangent stiffness tensor and subsequently update the macroscale
displacement using a numerical technique, such as the Newton-Raphson Method,
which is used in the FE2 methodology. The macrostructure is determined to be in a
state of equilibrium when the divergence of the Cauchy stress tensor, σ(X) is zero at
every structural element,


∂σxx
 ∂x


∂σxy
∇ · σ(X) = 
 ∂x

∂σxz
∂x



∂σyx
∂y

∂σzx
∂z 

∂σyy
∂y

∂σzy 
∂z 

∂σyz
∂y





∂σzz
∂z

=0
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and the Cauchy stress tensor, is equal to the external Cauchy traction vector, t, along
the structural boundary:

t=σ·n

(107)

In essence, this method establishes equilibrium between the structural macroscale,
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characterized by the potential energy of the external forcing, and material microscale
effects, described by the potential energy of the internal strain, through implementation of periodic boundary conditions between the two scales, and iteratively updating
the macroscale displacements through non-linear elastic analysis while checking that
necessary equilibrium conditions are met. Figure 38 provides a visual depiction of
this iteration process.

Figure 38: Iterative Solution Procedure of the FE2 Methodology
As might be expected, the iterative nature of the FE2 methodology for resolving macroscale and microscale effects within a structure comes with significant computational cost. The solution requires the storing of microscale data within each
macroscale element, which increases computer memory requirements, especially for
fine finite element meshes. Furthermore, the computation of the macroscale displacement requires numerical root finding methods, which may require several iterations
depending on desired accuracy.
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3.4.3

Topology Optimization Methods

The conventional optimization problem requires the maximization or minimization of a specific objective function over a set containing design variables subject to a
system of constraints that must be met. These constraints are typically set by design
limitations or requirements. For linear optimization problems, the solution methods are well established and relatively easy to implement. Such problems are solved
using linear programming through the simplex algorithm, which evaluates the objective function while traveling along vertices of the n-dimensional polytope bounded
by the permissible region that is established by the constraints on the n decision
variables. This procedure assumes a linear relationship between the objective function, system constraints, and design variables. In addition, the procedure requires
that the design space be continuous. For the non-linearly elastic topology optimization problem described in this paper, neither of these conditions are met. Therefore,
non-linear optimization methods must be used in an attempt to solve the topology
optimization problem at hand. By default, discrete topology optimization algorithms
within FEA systems have the disadvantage that the product of the optimization is a
non-smooth structural geometry. As many engineering applications require smooth
geometric shapes, a smoothing procedure has to be performed. Depending on the
optimization geometric constraints, the resulting geometry is usually highly organic
in shape, requiring a manual process of interpreting and implementing the results
into a parameterized model suitable for further computational analysis or production
purposes.
In developing the topology optimization model, the first consideration must be
determining precisely what is to be optimized within the structure. For many structural applications within the aerospace industry, interest often lies with minimizing
structural deformation due to an applied loading profile within the prescribed size
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and weight constraints. This phenomenon is captured through the stiffness of the
structure, which can be thought of as the structure’s resistance to deformation at
a given applied load. Due to its importance in application, the focus of this paper
will be on the effective maximization of structural stiffness. An equivalent objective to maximizing stiffness is minimizing the mean compliance, or flexibility, of the
structure. Mean compliance is defined as:

C =f·u

(108)

where f is the applied load vector acting on the structure and u is the elemental
displacement at the location of the applied load. This objective function is equivalent
to minimizing the strain energy of the structure under static loading cases, while
neglecting other energy effects such as thermal considerations. As structural elements
will be added and removed in the pursuit of an optimal topology, the overall system
is constrained by the total volume of possible structural elements. That is, the total
sum of structural elements must be less than or equal to the total allowable number
of structural elements as defined in the finite element discretization of the structure.
Additionally, a load equilibrium constraint must be imposed on the structure. The
externally applied force must be in equilibrium with the subsequent internal loads
experienced within the structure, which can be expressed through the relation:

f−

N
X
i=1

Z
xi

BT σdΩi = 0

(109)

Vi

where xi is the ith design variable representing the binary existence of a structural
element, B is the shape function matrix for the element, σ is the Cauchy stress tensor,
and Ωi is the ith structure elemental volume. Combining the objective function with
these constraints, the topology optimization problem is obtained:
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Minimize C = f · u
Such that:
P
Vtot − N
i=1 xi Vi ≥ 0
R
PN
f − i=1 xi Vi BT σdΩi = 0
Where:
xi = 0 or 1

Solving such a non-linear, integer programming problem is highly nontrivial, and
must rely on numerical methods to obtain a solution.

3.4.3.1

Bi-directional Evolutionary Structural Optimization

One of the most prominent methods developed to address non-linear, numerical optimization in the past couple decades is the BESO method. This method is
concerned with establishing an algorithm that converges stably towards the optimal
solution by simultaneously adding and removing structural elements and evaluating
the resulting impact on the objective function. This requires the introduction of an
ith elemental sensitivity number, αie , which is defined by:
1
αie = ∆Ci = uTi Ki ui
2

(110)

where Ki is the ith elemental stiffness matrix. This number measures the change in
the objective function due to a change in displacement from adding or removing a
structural element. In the BESO procedure, the sensitivity number is first calculated
for each structural element and sorted in size. Additionally, an evolutionary volume
ratio (ER) must be predefined, which limits the total possible change in volume
between successive steps k in the algorithm by:
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Vk+1 = Vk (1 ± ER)

(111)

This parameter is determined through intuition and experience, and must strike
a balance between convergence speed and solution stability. It is standard to set
ER = 1% for moderately sized problems. Once each sensitivity parameter is calculated, the algorithm determines which structural elements to add or remove by
comparing the previous volume iteration to the current value. Elements with sensitivity numbers greater than the sensitivity value corresponding to the threshold
value from the newly calculated volume will be added, with the converse being true
for low sensitivity numbers. After the addition and removal of elements, the objective function is updated and a relative error is computed to measure the state of
convergence:

r=

|

PM

i=1

P
Ck−i+1 − M
i=1 Ck−M −i+1 |
PM
| i=1 Ck−i+1 |

(112)

where M is usually set to five, to measure the relative error across the last five steps
[100]. Once the relative error falls below a chosen threshold, r ≤ τ , the algorithm
terminates and the optimization problem is solved. It is worth noting that this
iterative procedure fails to guarantee solution convergence, and could be susceptible to
slow convergence rates and significant fluctuations in objective function evaluations.
Furthermore, since each step in the procedure requires the evaluation of the sensitivity
number at each structural element, along with sorting the values, this algorithm
carries a significant computational burden when tasked with performing topology
optimization over large scales and fine element meshes. However, the BESO procedure
is a frequently employed method of evaluating the topology optimization problem, and
can easily be implemented in software packages such as MATLAB, Fusion 360, and
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Abaqus.

3.4.3.2

Solid Isotropic Material and Penalization Method

Another prevalent optimization technique is the SIMP method. This method
assumes that each structural element composing the finite element discretization of
the structure is made of isotropic materials, where each structural element can have
variable density. This formally eliminates the binary design variable restriction that
is present in the BESO method, which enables the introduction of solution methods
prohibited by the integer requirement. However, the underlying principle behind the
design decisions is effectively the same, as the elemental densities are driven by a
power law material interpolation scheme to take of values close to zero or one. Aside
from this fundamental shift, the presentation of the optimization problem is effectively
identical:
Minimize C = f · u
Such that:
P
Vtot − N
i=1 xi Vi ≥ 0
R
P
T
f− N
i=1 xi Vi B σdΩi = 0
Where:
0 ≤ xmin < xi ≤ 1

where xmin is a small number to ensure that no singularities are encountered. Just
as in the BESO method, the sensitivity of the objective function to the existence or
non-existence of a structural element is computed. Since SIMP assumes continuous
design variables, the partial derivative of the objective function can be taken with
respect to the design variable at the ith structural element:
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∂c
= −pxp−1
uTi K0i ui
i
∂xi

(113)

where p ≥ 3 is the penalization factor, which leads to the polarization of the design
variables to take on an effective binary value [101]. From this point, the SIMP
method diverges notably from the BESO method when updating of the continuous
design variables. Here, the ith design variable updated at the Kth iteration is found
through comparing the K − 1 iteration’s design variable to a numerical parameter
found through application of optimality criteria or conditions [102, 103]. In evaluating
the performance of the SIMP method, it is useful to note that due to the penalization
scheme imposed on the continuous design variables it is possible to arrive at locally
optimized solutions while iterating through the solution process. Additionally, there is
no guarantee of a convergent solution, much in the same fashion as the BESO method.
One distinct advantage the SIMP method maintains over the BESO method, is that
the convergence of the solution is less dependent on user selected parameters.
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IV. Uniaxial Compression of Lattices

Following the path outlined by the research objectives, see 1.2, the first step in
characterizing the time dependent behavior of lattices was to determine the quasistatic response of the different lattice cell designs.

4.1

Uniaxial Compression of Cylinders1
The first set of uniaxial compression testing was accomplished on the Air Force

Institute of Technology (AFIT) Universal Testing Machine (UTM) as described in
Section 3.2.2.1 following the process outlined in American Society for Testing and
Materials (ASTM) E9-19 and those provided in Section 3.2.2.2. ASTM E9-19 was
chosen as it is a standard test method for metallic materials, even though it was
not necessarily intended to be used for periodic structures. The medium-length test
specimen dimensions and aspect were chosen to determine the general compressive
properties[88]. In addition to the information provided by the machine load cell,
high-resolution photography with 5 images taken per minute, and videography were
utilized. The goal of testing was to determine the modulus of elasticity, yield strength,
yield point, and plateau strength. Only three of the Triply Periodic Minimal Surface
(TPMS) designs were fabricated for this stage of testing, the Primitive, Diamond,
and I-WP. The Lidinoid design was not created due to processing errors in the initial
specimen development process, which was fixed prior to the second round of uniaxial
testing.
Prior to laboratory testing, the actual relative density was compared to the predicted design relative density. The predicted design relative density was determined
1

This section is a republication, in part, of the conference paper Mechanical Properties of Additively Manufactured Periodic Cell Structures presented by the author at the 2020 American Institute
of Aeronautics and Astronautics (AIAA) Science and Technology Forum in Orlando, FL [104].
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using the estimated properties of the specimen as determined by Materialise Magics
compared to a solid specimen of the same dimensions. The actual relative density
was determined following the procedures presented in Section 3.2.2.3. As can be
seen in Figure 39, the actual relative density was higher for each of the designs than
predicted. The Primitive TPMS structures were 3.1% more dense than the computational prediction, where the Diamond TPMS structures was 2.5% more dense, and
the I-WP TPMS structure was 5.3% more dense than designed.

Figure 39: Comparison of Cylinder Design Relative Density
One of the solid specimens and all the periodic cellular structured cylinders were
tested, and all but one of the primitive designs provided usable data. All of the
specimens exhibited buckling behavior and therefore could not be used in determining
the plateau strength, and further analysis was performed to determine if the yield
strength and yield point were valid.
Figure 40 presents the results for the solid cylinder. From this data, the modulus
of elasticity was calculated to be 36.58 GPa, and the 0.2% Offset Yield was determined
to be -598.52 MPa. The jump in the data at -0.054 mm/mm was due to having to
108

restart the compression program. Overall, the data follows the same curve so this was
not seen as a significant issue as this happened after the cylinder began to buckle.

Figure 40: Uniaxial Compression of Solid Cylinder
Figure 41 presents the results obtained for the Primitive cylinder. From this data,
the modulus of elasticity was calculated to be 3.13 GPa, and the 0.2% Offset Yield
was determined to be -38.79 MPa. As was mentioned above, only one of the two
primitive design cylinders provided usable data. The data from the other cylinder
was not able to be retrieved from the computer hooked up to the MTS Systems
Corporation (MTS) machine.
Figure 42 presents the results obtained for the Diamond cylinder. In general, there
was good agreement between the two specimens, especially in the elastic region. From
this data, the modulus of elasticity was calculated to be 3.07 GPa, and the 0.2% Offset
Yield was determined to be -36.08 MPa.
Figure 43 presents the results obtained for the I-WP cylinder. Again, the two test
specimens showed good agreement throughout the range of data collected, and were
nearly identical in the elastic region. From this data, the modulus of elasticity was
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Figure 41: Uniaxial Compression of Primitive Cell Cylinders

Figure 42: Uniaxial Compression of Diamond Cell Cylinders
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calculated to be 5.64 GPa, and the 0.2% Offset Yield was determined to be -75.54
MPa.

Figure 43: Uniaxial Compression of I-WP Cell Cylinders
For each of the specimen designs a buckling stress was determined using the Euler
equation, see Equation 114 [105].

Pcr =

nπ 2 EI
L2

(114)

Where Pcr is the critical buckling load, n is a scaling factor based on end boundary
conditions, E is the modulus of elasticity, I is the moment of inertia, and L is the
cylinder length. For the periodic designs, I was determined through the use of an
equivalent volume between the specimen’s actual relative density and that of a hollow
cylinder. While this provides an approximation of the specimen’s moment of inertia,
the values for critical buckling load obtained using this method slightly underpredicted
the actual load point in testing where buckling was observed. The actual buckling
loads were determined through a correlation of the load data and the photographic
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data taken during testing. These values were then compared to the yield results shown
in the figures above. In each case, the yield point occurred prior to the buckling of
the cylinder. This information indicates that the data prior to the yield is valid for
determining compressive properties of each of the designs. A table of results can be
seen below (Table 2).
Table 2: Uniaxial Compression Test of Cylinders
Design
Solid
Primitive
Diamond
I-WP

Modulus of
Elasticity (GPa)
36.58
3.13
3.07
5.64

Modulus
% of Solid
8.55
8.39
15.42

0.2% Yield
(MPa)
-598.52
-38.79
-36.08
-75.54

Yield
% of Solid
6.48
6.03
12.62

Buckling Load
(MPa)
-604.64
-50.22
-46.68
-88.77

The modulus of elasticity and yield strength were averaged when there was more
than one set of data, and the % of Solid columns indicate how the modulus of elasticity
and yield strength correlate to that of the solid cylinder. Again, the buckling load
value in Table 2 is the value determined from correlating digital imagery with stress
results obtained from the MTS machine.

4.2

Uniaxial Compression of Cubes
The second set of uniaxial compression testing was again accomplished on the

AFIT UTM as described in Section 3.2.2.1, but due to the buckling seen in the
cylinder testing, ASTM E9-19 was no longer followed. The geometry of the specimens
was changed to cubes, the height to width ratio was changed to 1:1, and the testing
process solely followed the procedure outlined in Section 3.2.2.2. A similar setup to
that used in the first set of uniaxial compression tests was used in order to gather
high-resolution photography and videography data, only the placement of the cameras
was changed. Testing aimed to determine the modulus of elasticity, yield strength,
yield point, and plateau strength. All four of the TPMS designs were fabricated for
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this stage of testing.
Once again, prior to laboratory testing, the actual relative density was compared
to the predicted design relative density. The same procedures for determining the
designed relative density and actual relative density used for the uniaxial compression
testing of the cylinder specimens were used for this round of testing. As shown
in Figure 44, the actual relative density for each of the designs was again higher
than predicted, but tended towards the expected value with an increase in surface
thickness. The largest difference for the Primitive designs was 1.6% denser than
the computational prediction, with an average difference of 0.8% denser. The largest
difference was 1.2% denser than designed for the Diamond structures, with an average
of 0.5% denser. The I-WP TPMS structure had the largest average difference of 2.2%
higher density, with a peak difference of 3.4% denser than designed. Lastly, the
Lidinoid design had the largest maximum difference of 5.3% denser than designed,
but the average was still only 1.9% denser.

Figure 44: Comparison of Cube Design Relative Density
All of the periodic cellular cubes were tested, and all provided usable data. Figure
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45 provides the results obtained for the three Primitive cubes tested. All three of the
response curves follow the same general trend, and when generalized against the 0.2%
yield strength, the curves fall on top of each other, see Figure 46.

Figure 45: Uniaxial Compression of Primitive Cell Cubes

Figure 46: Generalized Uniaxial Compression Response of Primitive Cell Cubes
From this data, the modulus of elasticity, 0.2% yield strength, plateau stress, and
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toughness were determined. The methods used to determine these properties are
those outline in Section 3.2.2.3. The results are presented in Table 3.
Table 3: Uniaxial Compression Test of Primitive Cubes
Specimen

Relative Density
(%)

Modulus of
Elasticity (MPa)

0.2% Yield
(MPa)

Plateau Stress
(MPa)

Toughness
(J/m3 )

1
2
3

13.45
17.20
20.89

1078.46
1822.37
2578.73

-21.57
-36.42
-51.50

-19.87
-31.84
-49.54

8.90
14.57
22.45

Through digital image correlation, the Poisson’s ratio was also determined, and
those results are presented in Table 4. The Poisson’s ratios seen for these designs are
considerably less than for pure Inconel 718 (IN718), which is 0.30. Due to how the
Primitive surfaces collapse under a uniaxial load, there is less transverse strain.
Table 4: Poisson’s Ratio for Primitive Cubes
Specimen

Poisson’s Ratio

1
2
3

0.168
0.189
0.238

Figure 47 provides the results obtained for the three Diamond cubes tested. As
with the Primitive structures, the three response curves all followed the same general
trend, and when generalized against the 0.2% yield strength, the curves align rather
well, see Figure 48.
Using this data, the modulus of elasticity, 0.2% yield strength, plateau stress,
and toughness were determined. The methods used to determine these properties are
those outline in Section 3.2.2.3. The results are presented in Table 5.
The Poisson’s ratio was also determined using digital image correlation, and those
results are presented in Table 6. As with the Primitive periodic design, the Diamond
design saw substantially lower Poisson’s ratios than the pure IN718 for all three
specimens.
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Figure 47: Uniaxial Compression of Diamond Cell Cubes

Figure 48: Generalized Uniaxial Compression Response of Diamond Cell Cubes
Table 5: Uniaxial Compression Test of Diamond Cubes
Specimen

Relative Density
(%)

Modulus of
Elasticity (MPa)

0.2% Yield
(MPa)

Plateau Stress
(MPa)

Toughness
(J/m3 )

1
2
3

10.89
13.92
17.11

1320.64
1901.77
2244.16

-26.43
-37.95
-44.91

-20.40
-39.24
-63.17

9.26
17.06
26.43
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Table 6: Poisson’s Ratio for Diamond Cubes
Specimen

Poisson’s Ratio

1
2
3

0.134
0.171
0.227

Figure 49 provides the results obtained for the three I-WP cubes tested. As
with the previous two periodic designs, the three response curves all followed the
same general trend. For the I-WP design, when generalized against the 0.2% yield
strength, the curves align rather well through the plateau stress, but then diverge
once in the densification region, see Figure 50.

Figure 49: Uniaxial Compression of I-WP Cell Cubes
Using this data, the modulus of elasticity, 0.2% yield strength, plateau stress,
and toughness were determined. The methods used to determine these properties are
those outline in Section 3.2.2.3. The results are presented in Table 7.
The Poisson’s ratio was again determined through digital image correlation, and
those results are presented in Table 8. The Poisson’s ratios for the I-WP structures
did not show the same level of decrease as the previous two designs, but the I-WP
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Figure 50: Generalized Uniaxial Compression Response of I-WP Cell Cubes

Table 7: Uniaxial Compression Test of I-WP Cubes
Specimen

Relative Density
(%)

Modulus of
Elasticity (MPa)

0.2% Yield
(MPa)

Plateau Stress
(MPa)

Toughness
(J/m3 )

1
2
3

21.62
27.79
34.27

2558.26
4067.09
5514.41

-51.04
-81.42
-110.09

-75.49
-118.37
-169.56

30.70
49.04
70.91
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structures as manufactured also had higher relative densities. For this design, at
34.27% relative density, the Poisson’s ratio nearly equaled that of IN718.
Table 8: Poisson’s Ratio for I-WP Cubes
Specimen

Poisson’s Ratio

1
2
3

0.145
0.193
0.282

Figure 51 provides the results obtained for the three Lidinoid cubes tested. For this
design, the three response curves aligned very close even before the generalization; this
was due to having very similar relative densities for the three surface thicknesses, see
Table 9. For the Lidinoid design, when generalized against the 0.2% yield strength,
the curves were nearly identical through the plateau stress, with relatively minor
differences in the densification region, see Figure 52.

Figure 51: Uniaxial Compression of Lidinoid Cell Cubes
Using this data, the modulus of elasticity, 0.2% yield strength, plateau stress,
and toughness were determined. The methods used to determine these properties are
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Figure 52: Generalized Uniaxial Compression Response of Lidinoid Cell Cubes
those outline in Section 3.2.2.3. The results are presented in Table 9.
Table 9: Uniaxial Compression Test of Lidinoid Cubes
Specimen

Relative Density
(%)

Modulus of
Elasticity (MPa)

0.2% Yield
(MPa)

Plateau Stress
(MPa)

Toughness
(J/m3 )

1
2
3

37.95
38.65
39.23

2455.68
2499.45
2689.46

-49.11
-50.05
-53.75

-73.96
-62.24
-69.40

34.35
29.54
32.48

The Poisson’s ratio was determined using digital image correlation, and those
results are presented in Table 10. All three of the Lidinoid specimens had high relative
densities, greater than 35%, and all three specimens had a greater Poisson’s ratio
than IN718. All three specimens displayed multiple different failure modes during
compression, with significant fracturing evident in the video, and some crumbling
was noted as well. These were likely the cause of the Poisson’s ratios exceeding that
of pure IN718.
A comparison of the four designs was also accomplished through the use of specific
material properties. The calculated material properties were compared to properties
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Table 10: Poisson’s Ratio for Lidinoid Cubes
Specimen

Poisson’s Ratio

1
2
3

0.381
0.409
0.475

of the base material, IN718, and then that ratio was plotted against relative density. Three material properties were compared, specific modulus of elasticity, specific
plateau stress, and specific toughness. There were two common trends within the
three comparisons. First, there is a need for more data to be collected over a more
extensive relative density range for the Primitive, Diamond, and I-WP cellular designs. Second, the Lidinoid cellular structures did not perform at a comparable level
to the other three designs, and therefore will not be considered in further testing.
The results for the I-WP structure align well with previously accomplished work by
Al-Rub et al. [106]. The other three structures have not been as widely researched,
with no corresponding data available for comparison.
The specific modulus of elasticity was computed as the specimen modulus of
elasticity divided by the modulus of elasticity of IN718. The comparison can be
seen in Figure 53. At first glance, it appears that the Diamond structure performs
the best of the designs, but as mentioned, there is no data over the same range as the
I-WP design, and the Primitive design appears to be trending with a steeper slope
than the diamond. This could indicate that a Diamond design may not perform as
well as the others at a higher relative density.
The specific plateau stress was computed as the specimen plateau stress divided by
the yield strength of the baseline material. The comparison across the four designs
can be seen in Figure 54. Again, across the lower relative densities, the Diamond
design provided the best performance. Still, there is no direct comparison of the
Diamond or Primitive design at the relative densities of the test I-WP specimens or
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Figure 53: Specific Elastic Modulus
vice versa.

Figure 54: Specific Plateau Stress
The specific toughness was computed as the specimen toughness divided by the
yield strength of the baseline material. The comparison can be seen in Figure 55. The
relationships between the designs shown here are very similar to what was established
in the results of the specific plateau stress. Again, more data must be collected across
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a shared relative density range to verify that the trends shown in these charts are
maintained through the range of interest.

Figure 55: Specific Toughness
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V. Mechanical Properties of Lattices and Design Variations1

Based on the initial results from the testing described in Chapter IV, further investigation into the base lattice cells was performed. Additionally, derivative designs
found through manipulation of the lattice cell trigonometric expressions were developed and tested. This research effort characterized both the base cell and variational
design mechanical performance and deformation behavior, along with comparing the
results across the source design.

5.1

Microstructural Assessment
Following fabrication, the specimens were measured, weighed, and the actual rela-

tive densities were determined. Each of the Triply Periodic Minimal Surface (TPMS)
designs and their variations were plotted to compare the actual relative density against
the designed relative density. The designed relative density range for each specimen
was determined by the use of three common surface thicknesses. This technique led
to different relative density ranges for each specimen, but was utilized to ensure consistent fabrication quality across the designs. A comparison between the as designed
relative density and the as fabricated relative density can be found in Fig. 56, with
the Diamond design variations depicted in Fig. 56(a), the I-WP design variations in
Fig. 56(b), and the Primitive design variations in Fig 56(c). For all of the designs
there was a greater difference between the actual and designed relative densities at
the lower density values.
This difference can be attributed to several factors, namely the intricacy of the
design, variation in surface thickness, and bonding of loose powder into the melt
1

This chapter is a republication, in part, of the article Mechanical Properties of Additively Manufactured Periodic Cellular Structures and Design Variations published by the author in the Journal
of Engineering Materials and Technology in May 2021 [107].
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(a)

(b)

(c)

Figure 56: Designed versus Actual Relative Density of: (a) Diamond Design and
Variations, (b) I-WP Design and Variations, (c) Primitive Design and Variations
surface. The effects of the design intricacy can be seen when comparing the trends of
the Diamond and Primitive designs against the results of the I-WP design. The I-WP
design has closer surface features, which are regions that are likely to have greater
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variation in surface thickness, as well as higher inadvertent fusing of loose powder.
Some additional variation in surface thickness is due to the fabrication parameters,
such as laser beam size and power. The laser parameters directly influence the size of
the melt pool, which sets the fineness of the scan pattern and thereby the precision
of the surface features. The melt pool parameters also have a direct impact on the
amount of loose powder that will inadvertently bond to the structure.
Scanning electron microscope SEM images were taken of manufactured parts for
analysis of the print quality, which directly impacts the actual relative density of
the specimens. A representative sampling of images for each of the three base cell
designs can be seen in Fig. 57. As seen in these images, there is a significant amount of
inadvertent fusing of powder to the cell surface. This additional material will increase
the relative density of the printed part above that of the designed specimen. Another
area of analysis is a comparison of the printed surface thickness to the designed
surface thickness. For all three of these images the designed surface thickness was
500 µm, the scanning electron microscopy (SEM) images were used with digital image
correlation techniques to determine the actual surface thickness of the specimens.
For the Diamond cell design, Fig. 57(a), the actual surface thickness calculated was
less than the designed value, with an average surface thickness of 476 µm. The
combination of additional powder with a smaller surface thickness lead to the actual
relative density of the Diamond cellular designs being remarkably close to the designed
relative density. The I-WP cell design, Fig. 57(b), had an increased surface thickness
compared to the designed value, having an average surface thickness of 524 µm.
With the increased surface thickness and addition of partially fused powder, the IWP actual relative density was greater than the designed relative density for all of
the manufactured specimens. Lastly, the Primitive cell design, Fig. 57(c), also had an
increased surface thickness when compared to the designed thickness, although not
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as much as the I-WP, which had an average surface thickness of 507 µm. As with
the I-WP design, the Primitive design displayed an increased surface thickness and
inadvertent powder fusing, which caused the actual relative density of the design to
be greater than the designed relative density.

(a)

(b)

(c)

Figure 57: Scanning Electron Microscope Images Showing the Fabrication Quality of
the: (a) Diamond Design, (b) I-WP Design, (c) Primitive Design
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5.2

Mechanical Properties of As-Built Lattices
The compressive mechanical properties of each of the lattices were derived from

the engineering stress-strain response curve. Two specimens were tested for each
lattice design, with the stress-strain responses being averaged to eliminate some of
the variability due to additive manufacturing. The response curves are depicted in
Fig. 58 - 60. In Fig.

58 and 60, abrupt changes in the stress-strain curve can

be seen in the plateau region of the response, which is indicative of cellular failure.
On the individual cell level, failure for both the Diamond and Primitive designs was
typified by through-surface fracture, which can easily be seen in the 35% and 50%
strain images of Fig. 64 - 66 and 70 - 72. The surface fractures led to the stress
drops in the plateau response, which was then followed by an increase in specimen
stiffness that resulted in the subsequent rise in the stress response. In Fig. 59, there
is significantly less variation within the plateau region, which is consistent with the
exhibited deformation behavior of the I-WP lattices. With the more collective failure
of cells being prevalent in the I-WP designs, individual cell failure was predominantly
seen through bending and buckling of the lattice surface. All of the stress-strain curves
show a high level of consistency between the specific design’s response. However, there
are some noticeable differences between the different structural designs.
While the overall value of the plateau stress is predominantly dependent on the
relative density of the design, the slope of the plateau region appears highly dependent
on architecture. The three I-WP designs had the greatest plateau slope, which is
likely due to early interaction between the cellular structures. The Primitive designs
displayed a nearly flat plateau region, indicating that there is little interaction between
the cells prior to reaching densification strain. The Diamond designs showed an
intermediate response when compare to the others.
The densification strain was highly dependent on the relative density of the spec128

(a)

(b)

(c)

Figure 58: Uniaxial Compression Stress-Strain Response Curves of Diamond Lattice
Designs: (a) Base TPMS, (b) Variation 1, (c) Variation 2
imen, in that densification occurred earlier in higher density specimens, but there
were appreciable differences between the architectures again. The Primitive cellular
designs presented the highest densification strains of the three base architectures,
again likely due to the lack of early interaction between the cell structures. The IWP designs registering higher densification strains than the Diamond designs. This
may be due to the nature of deformation between the designs, with the I-WP being
through collective collapse and the Diamond being through shear bands.
Additionally, there was a difference in the slope of the response within the densifi-
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(a)

(b)

(c)

Figure 59: Uniaxial Compression Stress-Strain Response Curves of I-WP Lattice
Designs: (a) Base TPMS, (b) Variation 1, (c) Variation 2
cation region. The Primitive responses also displayed the highest densification slope.
With the delayed interaction between cellular structure, the rate of densification was
considerably higher for the Primitive design leading to the higher slope. The I-WP
designs had the next highest densification slope of the designs. This may be due to
the collective nature of deformation within these structures. Finally, the Diamond designs had the lowest densification slope, which may be attributed to the combination
of shear deformation and plateau region interaction.
The modulus of elasticity was determined through the analysis of the linear elastic
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(a)

(b)

(c)

Figure 60: Uniaxial Compression Stress-Strain Response Curves of Primitive Lattice
Designs: (a) Base TPMS, (b) Variation 1, (c) Variation 2
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portion of the response curve through a comparison of the tangent modulus and secant
modulus, see Fig. 61, as well as the more common least squares linear regression curve
fit. The tangent modulus is determined as the slope of a line tangent to the linear
elastic stress-strain response, and the secant modulus is determined as the slope of a
line from the origin that intersects the stress-strain response curve within the linear
elastic region. The values obtained through both methods were within one percent
of each other.

Figure 61: Method of Determination for the Elastic Modulus from the Tangent and
Secant Moduli
The yield strength was determined utilizing the 0.2% Offset Method. The plateau
stress was calculated as the average stress value between 20-40% strain. This ensures
that any peak stress, effects of densification, or inter-cell interactions that increase
the compressive resistance of the structure are included in the plateau stress. The
densification strain was determined through analysis of the densification region of the
stress-strain response, finding where the slope of the response intersects the abscissa,
as shown in Fig. 6. Finally, the toughness was obtained through numerical integration
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of the stress-strain response, utilizing the trapezoid method, from load initiation to
the densification strain. Toughness was chosen as a property of interest due to its
relationship with the structure’s ability to absorb energy. The mechanical properties
were then plotted against the design relative density such that a power law relationship between the two values could be determined. Each mechanical property curve
fit took the form of Eqn. 115. φlatt is the mechanical property of the lattice structure
under examination, ρrel is the lattice relative density, and C and n are fit coefficients.

φlatt = Cρnrel

(115)

The summarized mechanical property power law fit coefficients for these lattices
are presented in Table 11. Across the range of mechanical property curve fits, the
average R2 value was 0.9937.
Table 11: Power Law Fit Parameters used to fit the Lattice Mechanical Properties
Design
Diamond, Base
Diamond, Var 1
Diamond, Var 2
I-WP, Base
I-WP, Var 1
I-WP, Var 2
Primitive, Base
Primitive, Var 1
Primitive, Var 2

Modulus of Elasticity (MPa)
C
n

Yield Strength (MPa)
C
n

Plateau Stress (MPa)
C
n

Toughness (MJ/mˆ3)
C
n

79.1144
47.9615
108.4482
20.1234
9.6266
36.1133
30.2849
35.8583
16.1382

0.4116
0.2115
0.3638
0.0355
0.0987
0.5966
0.1891
0.1856
0.2700

0.2701
0.1707
0.1893
0.3004
0.2087
0.3742
0.1250
0.2144
0.1521

0.1250
0.0874
0.0991
0.0377
0.0646
0.1694
0.0369
0.1158
0.0792

1.2143
1.3706
1.1338
1.6151
1.8360
1.2538
1.4497
1.4223
1.6812

1.5841
1.7566
1.6266
2.2353
1.9116
1.1292
1.7174
1.7717
1.5929

1.8700
1.9918
1.7960
1.7960
1.8833
1.5941
1.9545
1.8043
1.8823

1.8749
1.9799
1.9581
2.1964
2.0181
1.6055
2.0985
1.7932
1.8890

The exponential fit coefficient, n, for the modulus of elasticity provides some
additional insight into the nature of the designs deformation behavior [108].

If

the exponent value of the curve fit is approximately equal to one, then the lattice
will, in general, carry the loading through tension or compression, which is considered stretching-dominated deformation. This indicates that the stiffness of stretchdominated materials will change linearly with its relative density. However, if the
exponent value is approximately equal to two, then the lattice will carry the loading through bending, buckling, or crushing , which is considered bending-dominated
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deformation. A common trend seen with bending-dominated deformation is that
structural failure happens through the thickness of the surface. This means that the
stiffness of bending-dominated materials will change quadratically with a change in
its relative density. In general, the nature of loading and failure of the stretchingdominated lattices suggest that these architectures would perform better under uniaxial loading than the bending-dominated designs, yielding a higher strength-to-weight
ratio. However, as mentioned, the plateau region of the bending-dominated structure
response tended to be elongated when compared to that of an equivalent stretchingdominated design, signifying that bending-dominated designs would perform better
within energy-absorbing applications [5]. With these exponent values being between
the stretching-dominated and bending-dominated values there is a mixed-mode of
deformation, which was seen in Fig. 64 - 72.
For comparison of the lattice designs, the mechanical properties of interest were
plotted against the actual relative density for each specimen, shown in Fig. 62 and 63.
An overall trend seen across the four plots is that there is a greater effect of cellular
design at lower relative densities, noted by the larger spread of points between designs.
This is likely due to the underlying material properties becoming dominant within
the mechanical response as the relative density increases.
For the elastic modulus, Fig. 62(a), the base Diamond TPMS and its variations
showed the best performance across the range of evaluated relative densities. At the
upper end of the relative density range, the base I-WP and its first variation indicated
similar results to the Diamond, but again the tendency is for all of the results to align
with increasing relative density. All three of the Primitive designs performed relatively consistent within the range as well, with the first Primitive variation slightly
outperforming the other two designs. The second variation of the I-WP TPMS exhibited significantly lower performance than the other lattice designs for elastic modulus,
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(a)

(b)

Figure 62: Comparison of Experimental Mechanical Properties versus Relative Density of Lattice Designs: (a) Elastic Modulus, (b) Yield Strength
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(a)

(b)

Figure 63: Comparison of Experimental Mechanical Properties versus Relative Density of Lattice Designs: (a) Plateau Stress, (b) Toughness
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which may be attributed to difficulty manufacturing fine geometric features arising
in this variational design.
Similar results were seen for the yield strength, Fig. 62(b). All three of the Diamond designs performed the best over the entire range, with nearly identical results.
The I-WP, its first variation, and the three Primitive designs all performed relatively
equal to each other, but with slightly lower values than the Diamond lattices. Again,
I-WP variation 2 exhibited considerably worse performance than the other eight lattices. This is consistent with the results from the elastic modulus, since the modulus
is used in determining the yield strength with the 0.2% Offset method.
Even with the less stable plateau response, seen in Fig. 58, the Diamond design
and its variations displayed higher plateau stress values than the I-WP and Primitive
designs, Fig. 63(a). Unlike Fig. 62, for the plateau stress the second I-WP variational
design did not show markedly different results than the other two I-WP designs.
Similar to the elastic modulus results, the first Primitive variational design performed
better than the base Primitive TPMS and variation 2 design.
The results for the toughness, Fig. 63(b), follow the same trend as for the plateau
stress. This was not unexpected, as the toughness is determined by finding the area
beneath the stress-strain response curve, and the plateau stress directly influences the
design toughness. The only differences between variations of a specific design were
found in the Primitive design. Its two variations had larger toughness values than
its base TPMS design. The toughness is of unique importance, as it is an indication
of the ability for the structure to absorb energy, which can be balanced with a more
productive strength-to-weight ratio.
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5.3

Deformation Behavior
Images representative of the structure responses under uniaxial compression are

presented in Fig. 64–72. The strain values depicted in these figures range from load
initiation, 0% strain, to shortly prior to reaching the densification strain, 50% strain.
This allows for analysis through the mechanical failure region of the lattice structure,
and not the material. It is worth noting that the relative density between the different
lattices is not consistent. However, the failure patterns observed were consistent across
relative densities for each of the lattice types. This indicates that the deformation
behavior of lattice structures is remarkably independent of relative density, but is
decidedly dependent on the topology of the lattice. While the relative density of the
structure does not play a significant role in the deformation behavior, it will impact
the degree to which failure artifacts are present in the stress-strain response. At
higher relative densities, the stress fluctuations that are indicative of cell failure will
be less pronounced or even masked, see Fig. 58(a).
As depicted in Fig. 64–66, the deformation pattern was slightly different between
the Diamond TPMS lattice and its variations. While all three designs indicated a
shear failure pattern, the base Diamond lattice showed dual shear bands forming
throughout the strain range, or failure along two diagonal lines of cells. Both variational designs showed failure along a single shear band, or failure along a single
diagonal line of cells. Due to the topology of the Diamond cell, single shear deformation can lead to cell layer collapse along that diagonal axis, which will reduce
the amount of stress fluctuations within the stress-strain response when compared to
other designs that fail through shear deformation, such as the Primitive design.
As presented in Fig. 67–69, the deformation pattern was relatively consistent
between the I-WP TPMS lattice and its variations. In all three lattice designs, the
overarching failure mechanism is uniform failure across a horizontal row of cells. For
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(a)

(b)

(c)

(d)

Figure 64: Deformation Behavior of Base Diamond Lattice under Uniaxial Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement),
(c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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(a)

(b)

(c)

(d)

Figure 65: Deformation Behavior of Diamond Variation 1 Lattice under Uniaxial
Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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(a)

(b)

(c)

(d)

Figure 66: Deformation Behavior of Diamond Variation 2 Lattice under Uniaxial
Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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the base I-WP and its first variational design, there is near failure of full rows starting
at 35% strain, see Fig. 67(c) and 68(c). This deformation pattern holds through 50%
strain. However, up to 20% strain for all three designs, and for the second variational
design there is a collective structure deformation, where all of the horizontal rows are
deforming in the same manner. This uniform failure leads to the smooth hardening
like response, with minimal stress fluctuations, as seen in the stress-strain response
curves of the I-WP specimens, Fig. 59.

(a)

(b)

(c)

(d)

Figure 67: Deformation Behavior of Base I-WP Lattice under Uniaxial Compression:
(a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c)
35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
As detailed in Fig. 70 - 72, the deformation pattern was again relatively consistent
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(a)

(b)

(c)

(d)

Figure 68: Deformation Behavior of I-WP Variation 1 Lattice under Uniaxial Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)

143

(a)

(b)

(c)

(d)

Figure 69: Deformation Behavior of I-WP Variation 2 Lattice under Uniaxial Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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between the base Primitive TPMS lattice and its variations. For all three lattice
designs dual shear bands can be seen forming as early as 20% strain. For the base
Primitive lattice, one of the shear bands was more dominant than the other, see
Fig. 70(c), however as the strain accumulated it maintained its dual shear failure,
see Fig. 70(d). In both of the Primitive variational designs, the dual shear band
failure progressed comparatively along both failure lines throughout the tested strain
range. The shear deformation in conjunction with the Primitive topology leads to
increased stress concentration points, which in turn leads to more pronounced cell
failure. These failure points can be seen in the stress-strain response curves through
the stress fluctuations within the plateau region, see Fig. 60.
In all cases, surface fracture began around 30% strain, and can be seen in the
majority of the 35% strain images. Additionally, it is interesting to note that the
cellular failure is more prevalent near the loading surface in all three of the Primitive
designs, where cellular failure within the I-WP designs was more extensive near the
stationary surface. The Diamond designs failed near uniformly along the height of
the specimen. These differences may be due to surface boundary loading along the
platens, which could lead to constrained deformation due to friction on the contact
surface, or potentially inconsistencies in the fabrication process that could lead to
early failure in a region. Additionally, the cell topology likely plays a role, as the cell
design dictates the amount of structural surface contact at the loading platen, as well
as impacting the print quality.
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(a)

(b)

(c)

(d)

Figure 70: Deformation Behavior of Base Primitive Lattice under Uniaxial Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement),
(c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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(a)

(b)

(c)

(d)

Figure 71: Deformation Behavior of Primitive Variation 1 Lattice under Uniaxial
Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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(a)

(b)

(c)

(d)

Figure 72: Deformation Behavior of Primitive Variation 2 Lattice under Uniaxial
Compression: (a) 0% Strain (0.0 mm Displacement), (b) 20% Strain (6.4 mm Displacement), (c) 35% Strain (11.2 mm Displacement), (d) 50% Strain (15.9 mm Displacement)
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VI. Lattice Cell Topology Optimization1

This chapter presents the results of an optimization study involving three Triply
Periodic Minimal Surface (TPMS) lattice cells, which aims to expand upon the research presented in Chapter V through utilization of topology optimization methods
to develop new designs for consideration in engineering and design applications.

6.1

Optimization Setup
Three different cellular designs, based on TPMS cells, were chosen for optimization

based on their performance under uniaxial compressive loading: the Diamond, I-WP,
and Primitive surfaces [20, 10, 109, 110]. Each of these cells was developed based on
their trigonometric approximations.
The finite element model was established using a single cell representation, based
on the experimental uniaxial compression conditions that yielded the mechanical
properties used within the finite element analysis (FEA) [107]. As the analysis remained within the linear elastic loading regime for the lattice cells, only the modulus
of elasticity and Poisson’s ratio of the additively manufactured Inconel 718 (IN718)
were used in the analysis.
Due to the geometry of the lattice cells, tetrahedral meshes were utilized under the free-structured methodology in Abaqus, based largely on the surface triangulation technique used in generating the cells. Three-dimensional stress elements
of a quadratic geometric order from the Standard Element Library within Abaqus
were chosen, specifically the C3D10M element. This element is a modified 10-noded
quadratic tetrahedron that works well in deformation analysis and exhibits minimal
1

This chapter is a republication, in part, of the article Nonlinear Lattice Cell Optimization under
Uniaxial Compression Load submitted by the author to the American Institute of Aeronautics and
Astronautics (AIAA) Journal in August 2021.
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shear and volumetric locking. Figure 73 provides a depiction of the model and mesh
for each of the lattice cells.

(a)

(b)

(c)

Figure 73: Single-Cell Finite Element Setup and Mesh: (a) Diamond Lattice, (b)
I-WP Lattice, (c) Primitive Lattice
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The simulations were conducted on the respective unit cells by applying a mixed
boundary condition scenario to account for both the loading condition and periodicity of the cell inside of the cellular solid. When considering the uniaxial compression
loading, with the load occurring along the y-axis, boundary conditions must be imposed on the loading and opposing surfaces. In this case the boundary conditions due
to uniaxial loading are:

u1 |y=0 = u2 |y=0 = u3 |y=0 = 0
(116)
u1 |y=L = u3 |y=L = 0
where L is the unit cell length. Under uniaxial loading, the free, or non-loading,
surfaces must be kept flat in order to satisfy the symmetry of the cell, or periodicity,
within the overall cellular solid [111, 112]. This is done by fixing the non-loading axes
and imposing a restraint on the rotational axis that corresponds to the loading axis:

u1 |x,z=0 = u3 |x,z=0 = 0
u1 |x,z=L = u3 |x,z=L = 0

(117)

ur2 |x,z=0 = ur2 |x,z=0 = 0
These mixed boundary conditions provide the uniaxial loading scenario depicted in
Figure 74.
Topology optimization was performed using the same FEA models as previously
described incorporating the Solid Isotropic Material with Penalization (SIMP) methodology for optimization. The chosen objective was to minimize the strain energy
present within the unit cell, and as the chosen loading was considered within the elastic range under static loading, this is equivalent to minimizing the mean compliance
of the cell. Within the SIMP options available, the target volume was set to 70%
of the original value and element deletion was allowed. Additional constraints were
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(a)

(b)

(c)

Figure 74: Mixed Boundary Conditions for Uniaxial Compression Loading of a Unit
Lattice Cell: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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placed upon the free surfaces to prevent element deletion that would cause a break
between unit cells within the overall cellular solid.

6.2

Comparison of Baseline and Optimized Cells
6.2.1

Baseline Condition

The baseline cells were first analyzed by comparing the uniaxial displacement
results of the FEA model to the experimental results [113]. This was done to verify
the accuracy of the model prior to evaluating the stress field and performing the
subsequent optimization. The displacement results are presented in Table 12.
Table 12: Comparison of FEA and Experimental Uniaxial Compression Displacement
for Three Lattice Cells
Lattice Number of FEA
FEA Model
Experimental
Error
Cell
Model Elements Compression (mm) Compression (mm) (%)
Diamond
I-WP
Primitive

20,367
30,851
21,389

0.05816
0.0533
0.05713

0.05820
0.05330
0.05710

-0.06
0.04
0.05

With the model being validated against experimental results, the stress field was
analyzed to locate regions of peak stress and note their values. For the Diamond
lattice, the peak stress was achieved along the edge of the cell surface vertical curve,
reaching a maximum value of 656.23M P a. The minimum stress was found near the
adjacent cell connecting edge of the x-z axis, with a value of 0.85M P a. The I-WP
peak stress was located along the inner surface of one of the upper connecting arms,
with a peak value of 2, 639.07M P a. Minimum stress for the I-WP cell was 2.81M P a
and located on the upper exterior surface along the vertical axis. The Primitive peak
stress was located along the outer surface of the circular opening that passes between
the cells, which was expected to be a stress concentration point based on circular
hole theories, and the stress reached a value of 838.54M P a. The minimum stress
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value for the Primitive lattice cell was 19.17M P a, and was found along the outer
surface between the connecting openings between cells. The stress fields for each of
the lattice cell designs can be seen in Fig. 75.

(a)

(b)

(c)

Figure 75: Stress Field under Uniaxial Compression for Unit Lattice Cell: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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6.2.2

Optimization

The minimum stress locations within the lattice cell stress field correlate to the
minimum load path criticality, which are areas where the objective function is not
highly sensitive to the structural element. These regions in turn correspond to the
regions that will be volume reduced during the optimization process. Optimization
for each cell was carried out over twenty steps, where the load path criticality was
evaluated at each step for volume reduction and stiffness maximization. With the
boundary conditions placed on the connecting surface edges, the load path criticality
of these edges was increased to prevent element deletion.
The optimization process for the Diamond lattice cell can be seen in Figure 76,
showing the starting load path criticality and reduction to a target volume of 70%.
The low stress regions of the cell along the primary horizontal surface sections were
quickly removed within the optimization process, then the developed void space was
further expanded through the incrementation of the process. This resulted in large
openings that aligned with the loading direction, while the optimized Diamond lattice
cell retained 69.06% of the original cell volume.
The I-WP lattice cell optimization is presented in Figure 77. In the case of the IWP lattice cell, there were larger regions of low stress in the base cell loading scenario,
which ultimately lead to large openings along the loading direction in the center of the
cell, as well as at each corner through both the upper and lower connection pathways.
Further elements were removed from the outer surface of the center region of the cell
between the high stress loading bands running between the upper and lower arms of
the cell. The resultant volume of the optimized I-WP lattice cell was 70.02%.
Finally, the Primitive lattice cell optimization process is shown in Figure 78. Due
to the nature of being a cell of a connected lattice, several low stress regions of the
Primitive cell were not eligible for deletion along the circular connecting openings.
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(a)

(b)

(c)

Figure 76: Diamond Lattice Cell Topology Optimization under Uniaxial Compression
Loading: (a) 0% Volume Reduction, (b) 15% Volume Reduction, (c) 30% Volume
Reduction
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(a)

(b)

(c)

Figure 77: I-WP Lattice Cell Topology Optimization under Uniaxial Compression
Loading: (a) 0% Volume Reduction, (b) 15% Volume Reduction, (c) 30% Volume
Reduction
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This led to a larger portion of the volume reduction coming from the upper and
lower surfaces of the connecting arms. As with the I-WP cell, the remaining volume
reduction needed to reach the target 70% volume reduction was taken from the sides
of the center region of the cell between the arms. The resultant optimized Primitive
lattice cell had void regions develop through the upper and lower surfaces of the
connection pathways, and a final volume of 75.07%.

6.2.3

Optimized Condition

The optimized cells were then evaluated under the same loading conditions that
the base lattice cells were subjected to, maintaining the base material properties. The
key to this evaluation was to note change in the stress field, along with the peak stress
values and locations observed within the cells.
The stress field for the optimized Diamond lattice design is presented in Fig.
79(a). There was a noticeable change in the stress field from the base cell design to
the optimized design. While there was a peak stress of twice the peak stress as the base
condition, 1, 248.17M P a, it was located along a sharp feature within the optimized
mesh along the fixed lower surface, which caused an artificial stress concentration
point at the feature. Outside of this localized stress concentration, the maximum
stress value observed was 648.93M P a, which was located at the mid-surface hinge of
the lattice cell. This could be another mesh artifact, when you compare the stress
value in this location on the optimized cell to that of the base cell, although the hinge
point along the surface edge would also lead to a stress concentration point. The
stress value within the optimized cell stress field at the maximum stress location of
the base cell was 611.79M P a. This equates to a 1.11% decrease in the maximum
stress value for a 30.94% decrease in cell volume, and a 6.77% decrease in the stress
value located along the mid-surface ridge, which is a meaningful gain in the cell’s
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(a)

(b)

(c)

Figure 78: Primitive Lattice Cell Topology Optimization under Uniaxial Compression
Loading: (a) 0% Volume Reduction, (b) 15% Volume Reduction, (c) 30% Volume
Reduction
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(a)

(b)

(c)

Figure 79: Stress Field under Uniaxial Compression for Topology Optimized Unit
Lattice Cell: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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performance under uniaxial compression loading. The location of minimum stress for
the Diamond lattice remained the same, with a 77% reduction in stress value.
The results for the optimized I-WP lattice design can be seen in Fig. 79(b). The
stress field pattern did not change significantly for the optimized I-WP lattice cell,
although the stress values themselves saw marked change. The peak stress for the
I-WP cell was still located along one of the connecting arms of the lattice, as was
the case for the base cell; however, in this case the maximum stress value was only
986.14M P a, a reduction of 62.63%. Optimization provided an even more significant
gain for the I-WP lattice, with the 62.63% reduction paired with a 29.98% reduction
in volume and mass. The minimum stress value within the lattice cell field was also
reduced, this time by 99.64%. The minimum stress location of the base I-WP cell was
removed during the optimization process, and within the optimized cell was located
along the connecting face with an adjacent cell.
Finally, the stress field for the optimized Primitive cell can be found in Fig. 79(c).
As with the optimized I-WP lattice, the stress field of the optimized Primitive lattice
cell remained quite similar, even maintaining the same locations for maximum and
minimum stress values within the field. Unlike the previous two lattice cell designs,
the optimized Primitive lattice cell saw an increase in maximum stress, up to a value
of 904.03M P a which equates to a 7.81% increase. Considering the 24.93% decrease
in cell volume, this can still be considered a net gain the the optimized Primitive
cell’s performance. The minimum stress value for the optimized cell was 0.44M P a,
which is a 97.70% reduction in the stress value.
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VII. Statistical Analysis of Quasi-Static Mechanical
Properties1

To supplement the quasi-static results obtained in Chapter V, and to gain additional insights into the effects of design parameter choices, a Design of Experiments
(DOE) study was developed. This study evaluated the changes in the mechanical response of three lattice designs due to the adjustment of the cellular structure’s design
features.

7.1

Statistical Experimental Design
Previous experimentation was used to identify the defining parameters that gov-

ern the mechanical response of the lattices under compression [104, 110, 107]. A DOE
study will be conducted to characterize these variables by identifying and quantifying
which defining parameters are significant. The DOE study will quantify the significance of each parameter individually, and identify the significance of interactions
between the variables on the model responses as a whole. A series of experiments
must be conducted to obtain the data necessary to be analyzed using the statistical
method known as Analysis of Variance (ANOVA). ANOVA is a method used to determine the differences between multiple sets of data averages by comparing the mean
responses to factor manipulations within a controlled experimental environment. This
method also determines the impact of the individual factors through analysis of the
means of different applied factors, or treatments.
In most cases, a factorial design is conducted to determine the experiments that
must be conducted to attain sufficient data to make justifiable claims on the significance of the defining parameters, also referred to as factors. When a DOE study
1

This chapter is a republication, in part, of the article Investigation and Statistical Modeling of
the Mechanical Properties of Additively Manufactured Lattices published by the author in the journal
Materials in June 2021 [114].
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is planned with a substantial number of factors, generally considered greater than
three factors, a standard factorial design chosen is an unreplicated lk design. This
design takes each factor, k, evaluated across l levels to quantify the effect of the
factor on the output responses. After the requisite data is collected, the ANOVA is
performed on the factors and their interactions to determine factor significance and
develop a regression fit. Finally, the regression fit is determined using the method
of least squares to create a linear equation to fit the model data acquired from the
experiments performed during the factorial analysis [115].
The statistical design used for this experiment was a three-level full factorial design, 3k , in which all possible combinations for the k factors are represented within the
experiment and randomly decided for each experimental treatment. For this research
effort, experimental factors considered were the lattice design, cell size, cell density,
and surface thickness. The factor levels for the lattice design were the Diamond,
I-WP, and Primitive lattice. The three levels used for the cell size were 4 mm, 6 mm,
and 8 mm. In the case of the cell density, the factor levels were 3, 4, and 6 unit cells
across the width of the specimen. Finally, for the surface thickness, the three levels
were 200 µm, 400 µm, and 600 µm. Each level was then numerically coded as 0, 1,
and 2 for the low, intermediate, and high factor levels. The actual and coded factor
levels are presented in Table 13. When considering this design, with l = 3 levels for
each of the k = 4 factors, the experimental design results in 34 = 3 × 3 × 3 × 3 = 81
required experimental treatments for a single data set.
Table 13: Experimental Design Levels in Actual and Coded Units.
Parameter

Units

Lattice Design
Cell Size
Cell Density
Surface Thickness

mm
µm

0

3 Levels
1

2

Diamond
4
3
200

I-WP
6
4
400

Primitive
8
6
600
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Only a single replication of data was taken, executed as a Completely Randomized
Design (CRD), where the selection of applied factors from within the available choices
is applied at random for the given experiment. The test matrix with run order
was generated utilizing a random number generator for each possible combination
of the parameters then sorted by ascending order. The experiment was conducted
following the developed test matrix using a strain rate of 0.002 s−1 , recording data
at a rate of 100 Hz, then post-processing the data to ensure it was taken within
quasi-static tolerances.
A general effects based model was developed for this CRD design, including the
four factors described above. This initial model assumes all potential terms are significant, and therefore also includes the potential interaction terms. The initially
proposed experimental model is shown in Equation (118) with a treatment structure
expressed in the over parameterized form:

yijkl = αi + βj + γk + ζl + (αβ)ij + (αγ)ik + (αζ)il + (βγ)jk
(118)
+ (βζ)jl + (γζ)kl + (αβγ)ijk + (αβζ)ijl + (βγζ)jkl + εijkl
In this model, yitjk represents the data point resulting from the treatment defined
by the combination of the ith level of factor one, the jth level of factor two, the kth
level of factor three, and the lth level of factor four. αi represents factor one (lattice
design) with i = 3 levels, βj represents factor two (cell size) with j = 3 levels, γk
represents factor three (Cell Density) with j = 3 levels, and ζl represents factor four
(surface thickness) with l = 3 levels. (αβ), (αγ), (αζ), (βγ), (βζ), (γζ), (αβγ), (αβζ),
and (βγζ) represent each of the possible interaction terms, and the remaining term
in the model, εijkl , is the random effects elements, representing variation within the
experiment. The initial experimental model can also be written in matrix notation
and expressed in the full rank parameterized form for the complete experiment in
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Equation (119).

y = Xα α + Xβ β + Xγ γ + Xζ ζ + X(αβ) (αβ) + X(αγ) (αγ) + X(αζ) (αζ) + X(βγ) (βγ)
+ X(βζ) (βζ) + X(γζ) (γζ) + X(αβγ) (αβγ) + X(αβζ) (αβζ) + X(βγζ) (βγζ) + ε
(119)

7.2

Experimental Results
As mentioned, before compression testing, each of the fabricated specimens was

measured and weighed to determine their actual relative densities. A separate comparison plot was developed for an individual lattice design with the actual, as fabricated, relative density plotted against the designed relative density from the computeraided design (CAD) model, Figure 80. Within Figure 80, with the Diamond design
variations depicted in Figure 80a, the I-WP design variations in Figure 80b, and the
Primitive design variations in Figure 80c. The relative density range for the I-WP
lattice was higher than the ranges for the Diamond and Primitive lattices; this is
primarily due to the cell topology. As an example of this difference, with a cell size
of 4 mm, cell density of 3, and surface thickness of 400 µm, the Diamond lattice’s
relative density was 18.34%, the I-WP’s relative density was 32.64%, and the Primitive lattice had a relative density of 24.31%. The difference between the actual and
designed relative density can be attributed to several factors: intricacy of the design,
variation in fabricated surface thickness, and bonding of loose powder to the melt
surface. Some of the fabrication parameters, such as laser beam size and powder, are
leading causes for variation in surface thickness. These laser parameters set the size
of the melt pool, which in turn sets the accuracy of the scan pattern and precision
of surface features. The size of the melt pool also affects the amount of powder that
inadvertently bonds to the specimen.
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(a)

(b)

(c)

Figure 80: Designed versus Actual Relative Density of: (a) Diamond Lattice Design,
(b) I-WP Lattice Design, (c) Primitive Lattice Design
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Once the force and displacement data were converted to engineering stress and
strain, the response curves were plotted, and the compressive mechanical properties
of the lattices were determined. Each of the calculated properties was plotted against
the relative density to compare results across lattice designs. Representative stressstrain response curves are presented in Figure 81. For each lattice design, there was
a discernible change in the elastic modulus with change in relative density, in that
a higher relative density produces a higher elastic modulus. The same relationship
could easily be seen for the yield strength and plateau stress, and as a result of the
higher plateau stress there was also a higher toughness value. The plateau regions of
the I-WP responses, Figure 81b, displayed minimal oscillations indicating a bending
dominated response over this relative density range. However, for the Diamond and
Primitive lattices, Figure 81a,c, the lower relative density responses displayed more
prevalent oscillations, indicative of stretch dominated deformation, while the upper
relative density response displayed a relatively smooth plateau response, again indicating bending dominated deformation [108, 107]. This signifies that the deformation
response within the plateau region could vary with relative density.
The modulus of elasticity is presented in Figure 82. All three of the lattices displayed a linear relationship between the elastic modulus and relative density. Across
the shared relative density range, 10–20%, the Diamond lattice exhibited the highest
modulus of elasticity, followed by the I-WP and Primitive lattices closely aligned together. As the relative density increased, the I-WP elastic modulus separated from
that of the Primitive design.
Figure 83 displays the results for the yield strength across the tested specimens.
The Diamond and I-WP lattices exhibited a linear relationship between the yield
strength and relative density, as with the elastic modulus; however, the Primitive
lattice appeared to display a quadratic relationship below 20% relative density. This
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(a)

(b)

(c)

Figure 81: Representative Stress-Strain Response Curves of: (a) Diamond Lattice
Design, (b) I-WP Lattice Design, (c) Primitive Lattice Design
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Figure 82: Modulus of Elasticity versus Actual Relative Density of Lattice Designs
change in relationship was likely due to a change in deformation behavior with the
increase in relative density. Again, the Diamond lattice provided the highest yield
strength over the shared relative density range, where the I-WP and Primitive lattice
designs provided nearly identical results.

Figure 83: Yield Strength versus Actual Relative Density of Lattice Designs
The results for the plateau stress are shown in Figure 84. All three lattice designs
appeared to feature a quadratic relationship between the determined plateau stress
and relative density. In contrast to the elastic modulus and yield strength, the I-WP
lattice demonstrated plateau stress values near that of the Diamond designs. However,
the Primitive lattice still provided the lowest yield strength of the three designs.
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Figure 84: Plateau Stress versus Actual Relative Density of Lattice Designs
The results for the toughness of the specimens, Figure 85, were similar to that
of the plateau stress. This result was not unanticipated, as the plateau stress is the
stress value across the majority of the response region integrated to find the toughness. Again, all three lattices appeared to display a quadratic relationship between
the toughness and actual relative density. The Diamond and I-WP provided nearly
identical results, except for two outliers in the I-WP results. These two outliers were
due to a lower densification strain within the two experiments. As with the modulus
of elasticity, with increasing relative density, there was a separation in performance
between the I-WP and Primitive lattices.

Figure 85: Toughness versus Actual Relative Density of Lattice Designs
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7.3

Design of Experiments Results
7.3.1

Four-Factor ANOVA Decomposition

An ANOVA decomposition was accomplished for this full factorial design. Table 14 displays the ANOVA structure with equations shown for degrees of freedom,
sums of squares, and mean squares. Within the ANOVA tables, Factor A refers to
the lattice design, Factor B is the cell size, Factor C the cell density, and Factor D is
used for the surface thickness.
Table 14: ANOVA Structure and Equations for the Four-Factor Full Factorial Design
Source

Degrees of Freedom

Mean Squares

(l1 − 1)
(l2 − 1)
(l3 − 1)
(l4 − 1)

Sum of Squares
P
2
P i l2 l3 l4 (y i... − y .... ) 2
l l l (y − y .... )
P j 1 3 4 .j..
2
l
Pk 1 l2 l4 (y ..k. − y .... )2
l l1 l2 l3 (y ...l − y .... )

Factor A
Factor B
Factor C
Factor D
Factor AB
Factor AC
Factor AD
Factor BC
Factor BD
Factor CD

(l1 − 1)(l2 − 1)
(l1 − 1)(l3 − 1)
(l1 − 1)(l4 − 1)
(l2 − 1)(l3 − 1)
(l2 − 1)(l4 − 1)
(l3 − 1)(l4 − 1)

P
l l (y − y i... − y .j.. − y .... )2
P ij 3 4 ij..
2
Pik l2 l4 (y i.k. − y i... − y ..k. − y .... )2
P il l2 l3 (y i..l − y i... − y ...l − y .... ) 2
− y .j.. − y ..k. − y .... )
l l (y
Pjk 1 4 .jk.
−
y .j.. − y ...l − y .... )2
l
l
(y
P jl 1 3 .j.l
2
kl l1 l2 (y .k.l − y ..k. − y ...l − y .... )

SSAB /dfAB
SSAC /dfAC
SSAD /dfAD
SSBC /dfBC
SSBD /dfBD
SSCD /dfCD

Factor ABC
Factor ABD
Factor ACD
Factor BCD

(l1 − 1)(l2 − 1)(l3 − 1)
(l1 − 1)(l2 − 1)(l4 − 1)
(l1 − 1)(l3 − 1)(l4 − 1)
(l2 − 1)(l3 − 1)(l4 − 1)

P
− y i... − y .j.. − y ..k. − y .... )2
l (y
Pijk 4 ijk.
l (y − y i... − y .j.. − y ...l − y .... )2
P ijl 3 ij.l
2
P ikl l2 (y i.kl − y i... − y ..k. − y ...l − y .... ) 2
jkl l1 (y .jkl − y .j.. − y ..k. − y ...l − y .... )

SSABC /dfABC
SSABD /dfABD
SSACD /dfACD
SSBCD /dfBCD

Residual
Corrected Total

l1 l2 l3 l4 (n − 1)
l1 l2 l3 l4 − 1

P Difference
2
ijkl (yijkl − y .... )

SSE /dfE
SSCT /dfCT

SSA /dfA
SSB /dfB
SSC /dfC
SSD /dfD

A MATLAB script was generated to perform the calculations for degrees of freedom, sums of squares, and mean squares presented in the ANOVA structure table.
The resultant ANOVA values are provided in Tables 15–18, which show the entire
plot of factors and interaction terms. Additionally, F tests for significance were accomplished for each factor, including the interaction terms. F-statistic values, and the
associated P values, are also shown in the Table. Finally, a conclusion column was
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added to the ANOVA Table to indicate the significance of the corresponding item
in the Table. These conclusions enabled the creation of a reduced model using only
significant factors, which provided more degrees of freedom for the residuals.
Table 15: Modulus of Elasticity Results for the Four-Factor ANOVA
Source

d.f.

A
B
C
D

2
2
2
2

3.3016
3.4356
1.4900
9.0965

x
x
x
x

107
107
106
107

1.6508
1.7178
7.4502
4.5482

x
x
x
x

AB
AC
AD
BC
BD
CD

4
4
4
4
4
4

2.6466
3.2190
7.4523
1.3519
5.8460
7.5876

x
x
x
x
x
x

106
105
106
105
106
104

6.6165
8.0476
1.8631
3.3798
1.4615
1.8969

ABC
ABD
ACD
BCD

8
8
8
8

1.2613
3.9104
1.7275
3.6980

x
x
x
x

105
105
105
105

1.5766
4.8879
2.1593
4.6225

Residuals
Total

16
80

4.5849 x 105
1.7782 x 108

*

Sum Sq.

Mean Sq.

F

p

Conclusion*

107
107
105
107

576.08
599.46
26.00
1587.20

1.24 x 10−15
9.05 x 10−16
9.40 x 10−6
4.00 x 10−19

S
S
S
S

x
x
x
x
x
x

105
104
106
104
106
104

23.09
2.81
65.02
1.18
51.00
0.66

1.77 x 10−6
0.06
1.09 x 10−9
0.36
6.57 x 10−9
0.63

S
NS
S
NS
S
NS

x
x
x
x

104
104
104
104

0.55
1.71
0.75
1.61

0.80
0.17
0.65
0.19

NS
NS
NS
NS

2.8656 x 104

Conclusion column represents statistical significance (S) or non-significance (NS) of the
factor or interaction based on α-level of 0.01.

Based on the ANOVA decomposition, it was determined that the three-source
interaction terms, and the two-source interaction terms that included the cell density,
Factor C, were not significant across all of the material properties and were therefore
removed from the final model. The final reduced model, Equation (120), only included
terms initially determined to be statistically significant. As a result, the associated
final ANOVA results are shown in Tables 19–22 for the elastic modulus, yield strength,
plateau stress, and toughness.

y = Xα α + Xβ β + Xγ γ + Xζ ζ + X(αβ) (αβ) + X(αζ) (αζ)+ +X(βζ) (βζ) + ε

(120)

The least squares estimates of effects were determined using the reduced model,
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Table 16: Yield Strength Results for the Four-Factor ANOVA
Source

d.f.

Sum Sq.

Mean Sq.

F

p

Conclusion*

A
B
C
D

2
2
2
2

1.0610 x 104
2.3371 x 104
20.1641
4.3981 x 104

5305.12
1.1685 x 104
10.0821
2.1990 x 104

525.97
1168.51
1.00
2180.20

2.54 x 10−15
4.89 x 10−18
0.39
3.19 x 10−20

S
S
NS
S

AB
AC
AD
BC
BD
CD

4
4
4
4
4
4

2330.34
90.5071
4408.57
9.6451
7051.41
21.1121

582.5722
22.6268
110.22
2.4113
1762.88
5.2780

57.76
2.24
109.27
0.24
174.78
0.52

2.63 x 10−9
0.11
2.11 x 10−11
0.91
5.54 x 10−13
0.72

S
NS
S
NS
S
NS

ABC
ABD
ACD
BCD

8
8
8
8

22.9918
910.6680
78.8200
96.6111

2.8740
113.8335
9.8525
12.0764

0.28
11.29
0.98
1.20

0.96
2.83 x 10−5
0.49
0.36

NS
S
NS
NS

Residuals
Total

16
80

161.3825
9.3164 x 104

10.0864

*

Conclusion column represents statistical significance (S) or non-significance (NS) of the
factor or interaction based on α-level of 0.01.

Table 17: Plateau Stress Results for the Four-Factor ANOVA
Source

d.f.

Sum Sq.

Mean Sq.
5

4

F

p

Conclusion*
−23

A
B
C
D

2
2
2
2

1.4838 x 10
1.1620 x 105
280.4803
1.8137 x 105

7.4190 x 10
5.8100 x 104
140.2402
9.0687 x 104

5545.52
4342.80
10.48
6778.53

1.85 x 10
1.31 x 10−22
0.01
3.73 x 10−24

S
S
S
S

AB
AC
AD
BC
BD
CD

4
4
4
4
4
4

3.4732 x 104
45.0679
5.4646 x 104
30.1069
4.2436 x 104
97.5850

8683.10
11.2670
1.3661 x 104
7.5267
1.0609 x 104
24.3963

649.03
0.84
1021.11
0.56
792.99
1.82

1.77 x 10−17
0.52
4.82 x 10−19
0.69
3.61 x 10−18
0.17

S
NS
S
NS
S
NS

ABC
ABD
ACD
BCD

8
8
8
8

47.8212
1.3934 x 104
101.6527
160.4661

5.9776
1741.83
12.7066
20.0583

0.45
130.19
0.95
1.50

0.88
4.35 x 10−13
0.50
0.23

NS
S
NS
NS

Residuals
Total

16
80

214.0562
5.9268 x 105

13.3785

*

Conclusion column represents statistical significance (S) or non-significance (NS) of the
factor or interaction based on α-level of 0.01.
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Table 18: Toughness Results for the Four-Factor ANOVA
Source

d.f.

Sum Sq.

Mean Sq.

F

p

Conclusion*

A
B
C
D

2
2
2
2

9.2034 x 104
8.6882 x 104
3248.39
1.0513 x 105

4.6017 x 104
4.3441 x 104
1624.21
5.2565 x 104

86.93
82.07
3.07
99.30

2.54 x 10−9
3.87 x 10−9
0.07
9.55 x 10−10

S
S
NS
S

AB
AC
AD
BC
BD
CD

4
4
4
4
4
4

2.9799 x 104
8395.56
2.7039 x 104
1852.48
3.3487 x 104
7869.07

7449.71
2098.87
6759.82
463.1330
8371.67
1967.33

14.07
3.97
12.77
0.87
15.82
3.72

4.16 x 10−5
0.02
7.43 x 10−5
0.50
2.04 x 10−5
0.03

S
NS
S
NS
S
NS

ABC
ABD
ACD
BCD

8
8
8
8

3439.51
1.1765 x 104
1.8175 x 104
3944.19

429.9413
1470.68
2271.80
493.0227

0.81
2.78
4.29
0.93

0.60
0.04
0.01
0.52

NS
NS
NS
NS

Residuals
Total

16
80

8469.37
4.4153 x 105

529.3384

*

Conclusion column represents statistical significance (S) or non-significance (NS) of
the factor or interaction based on α-level of 0.01.

Table 19: Modulus of Elasticity Results for the Reduced Model Four-Factor ANOVA
Source

d.f.

Sum Sq.
10
107
106
107

Mean Sq.
1.65
1.72
7.45
4.55

x
x
x
x

7

A
B
C
D

2
2
2
2

3.30
3.44
1.49
9.10

AB
AD
BD

4
4
4

2.65 x 106
7.45 x 106
5.85 x 106

6.62 x 105
1.86 x 106
1.46 x 106

Residuals
Total

60
80

2.05 x 106
1.78 x 108

3.42 x 104

*

x
x
x
x

7

10
107
105
107

F

p

Conclusion*

482.89
502.49
21.79
1330.44

−37

1.03 x 10
3.35 x 10−38
7.68 x 10−8
2.01 x 10−50

S
S
S
S

19.35
54.50
42.75

2.86 x 10−10
2.59 x 10−19
6.33 x 10−17

S
S
S

Conclusion column represents statistical significance (S) or non-significance (NS) of
the factor or interaction based on α-level of 0.01.
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Table 20: Yield Strength Results for the Reduced Model Four-Factor ANOVA
Source

d.f.

Sum Sq.
4

Mean Sq.

F

p

Conclusion*
−29

A
B
C
D

2
2
2
2

1.06 x 10
2.34 x 104
20.16
4.40 x 104

5310.28
1.17 x 104
10.08
2.20 x 104

228.71
503.77
0.43
948.04

8.49 x 10
3.11 x 10−38
0.65
4.01 x 10−46

S
S
NS
S

AB
AD
BD

4
4
4

2334.74
4410.59
7048.92

582.57
110.47
1757.28

25.12
47.52
76.00

3.02 x 10−12
6.02 x 10−18
8.46 x 10−23

S
S
S

Residuals
Total

60
80

1391.27
9.32 x 104

23.20

*

Conclusion column represents statistical significance (S) or non-significance (NS) of
the factor or interaction based on α-level of 0.01.

Table 21: Plateau Stress Results for the Reduced Model Four-Factor ANOVA
Source

d.f.

Sum Sq.
5

Mean Sq.
4

F

p

Conclusion*
−32

A
B
C
D

2
2
2
2

1.48 x 10
1.16 x 105
280.48
1.81 x 105

7.42 x 10
5.81 x 104
140.24
9.07 x 104

304.24
238.26
0.58
371.89

3.91 x 10
2.87 x 10−29
0.57
1.55 x 10−34

S
S
NS
S

AB
AD
BD

4
4
4

3.47 x 104
5.46 x 104
4.24 x 104

8678.23
1.37 x 104
1.06 x 104

35.61
56.02
43.51

3.17 x 10−15
1.36 x 10−19
4.31 x 10−17

S
S
S

Residuals
Total

60
80

1.46 x 104
5.93 x 105

243.85

*

Conclusion column represents statistical significance (S) or non-significance (NS) of
the factor or interaction based on α-level of 0.01.

Table 22: Toughness Results for the Reduced Model Four-Factor ANOVA
Source

d.f.

Sum Sq.

Mean Sq.

F

p

Conclusion*

A
B
C
D

2
2
2
2

9.20 x 104
8.69 x 104
3252.83
1.05 x 105

4.60 x 104
4.34 x 104
1618.70
5.26 x 104

43.20
40.78
1.52
49.35

2.39 x 10−12
6.54 x 10−12
0.23
2.13 x 10−13

S
S
NS
S

AB
AD
BD

4
4
4

2.98 x 104
2.70 x 104
3.35 x 104

7451.64
6759.02
8371.48

6.99
6.35
7.86

1.09 x 10−4
2.51 x 10−4
3.67 x 10−5

S
S
S

Residuals
Total

60
80

6.39 x 104
4.42 x 105

1070.39

*

Conclusion column represents statistical significance (S) or non-significance (NS)
of the factor or interaction based on α-level of 0.01.
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Equation (120), and the contrasts from this analysis are presented in Table 23.
As these estimates were contrasts, the values within the Table represent the difference from the overall response mean. The mean response values are also presented
in Table 23. The mean error of the model, considering all four of the material properties, was −9.53 x 10−15 . Additionally, confidence intervals were computed for the
mechanical property estimates using the reduced interaction model, shown in Table 24. The confidence intervals were based on a t-distribution and were determined
utilizing the residual degrees of freedom and mean square value.
Table 23: Least Squares Main Factor Contrasts Based on Reduced Interaction Model
Factor

Lattice Design
Cell Size
(mm)
Cell Density
Surface Thickness
(mm)
Response Means

Estimate
Yield Strength Plateau Stress
(MPa)
(MPa)

Level

Elastic Modulus
(MPa)

Toughness
(MJ/m3 )

Diamond
I-WP
Primitive
4
6
8
3
4
6
0.2
0.4
0.6

−242.04
874.33
−632.29
864.00
−155.68
−708.68
−151.35
−26.37
177.72
−1282.52
−30.22
1312.75

−8.28
16.18
−7.91
22.93
−5.26
−17.67
−0.68
0.18
0.50
−26.54
−3.65
30.19

−28.61
60.50
−31.89
51.59
−13.32
−38.27
−2.03
−0.44
2.47
−52.58
−9.56
62.14

−24.52
47.66
−23.14
45.04
−13.15
−31.88
4.22
4.73
−8.95
−41.07
−5.57
46.64

2489.38

40.70

75.41

59.93

Table 24: 95% Confidence Intervals Based on Reduced Interaction Model
Mechanical Property

Interval

Elastic Modulus

54.65

Yield Strength

1.42

Plateau Stress

4.62

Toughness

9.65

Furthermore, the residuals were analyzed and plotted in Figure 86 against the
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treatment number. In the residuals plots for the plateau stress and toughness, Figure 86c,d, a few data points appeared to have significant residuals values; however,
these points correlated to the I-WP specimens with relative densities greater than
50%. At relative densities that high, the material no longer behaved as a lattice,
but rather a porous solid [11]. Thus, there appeared to be no unusual findings concerning the residuals, validating independence and constant variance assumptions.
For reference, the residual ranges depicted in these figures correlated to a maximum
error of 10–15%, depending on the property under evaluation.
Elastic Modulus

Yield Strength
100

1500
80
1000

60
40

Residuals

Residuals

500

0

20
0
-20
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-60
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30

(a)
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60

70

80

60
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(b)
Toughness
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300

200
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100

100

Residuals
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0

0
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0
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50
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(d)

Figure 86: Residuals Plotted Against Treatment Number for: (a) Elastic Modulus,
(b) Yield Strength, (c) Plateau Stress, (d) Toughness
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Finally, the data were analyzed to assure normality by plotting a histogram of the
residuals. The assumption of normal error was satisfied if the histogram portrayed
a normal distribution centered around zero. As seen in the resultant histogram,
Figure 87, the distribution of residuals was approximately normal and centered about
zero, but the right tail was slightly thicker than the left tail. However, when using
a fixed effects model for ANOVA, moderate departures from normality are not a
significant cause for concern as the F-tests are only slightly affected [116]. Therefore,
both the analysis and contrasts were considered robust to the normality assumption.

Figure 87: Histogram of Normalized Residuals

7.4

Interpretation of Results
The results show that three of the main effects—lattice design, cell size, and sur-

face thickness—are significant at the α = 0.01 level for all four material properties
investigated. However, the p-values within the reduced model indicate that cell density is only significant to the modulus of elasticity for the lattice.
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A review of the estimates and contrasts, Table 23, reveals several insights. In evaluating the effects of lattice design across all four of the mechanical properties determined, the I-WP design provides the highest property values. This is likely due to
the link between the cell’s topology to its relative density, and the relationship between the lattice’s relative density and material properties, as shown in Figures 82–85.
The Diamond design estimates show that it provided a higher elastic modulus than
the Primitive design; however, for the other three properties, the Diamond and Primitive designs provided similar results. Concerning the cell size factor, a smaller cell
size yielded better performance for all four properties, which is likely due to the lattice at a given relative density supporting a similar load over a smaller individual cell
area. As mentioned, if all other factors remain constant and the cell size decreases,
the relative density will increase, and the resultant mechanical properties will reflect
this change. Cell density was the least significant of the main factors, displaying
the smallest factor effect estimate range for each property. However, the cell density
factor did demonstrate consistent influence for the mechanical properties, where a
higher density value generated superior mechanical performance. By spreading the
load across an increased number of cells, the lattice deformation mechanisms are
likely delayed, which generates the increase in mechanical performance. The final
factor, surface thickness, had the highest impact on mechanical performance; this is
evidenced through the most extensive range of effects estimates for the properties.
Considered as a single factor change, increased surface thickness leads to an increased
relative density, which produces higher mechanical property values.
Beyond the primary factors of interest, all of the interactions highlighted in Tables 19–22 proved significant in the achieved results. All three of the factors present
within the interaction terms can be tied to the relative density of the structure [6].
Due to the significant difference in the topology of the lattice designs, it is not sur-
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prising that the interaction factors that dealt with the design were significant in
determining the mechanical properties. Furthermore, the relationship between the
surface thickness and cell size has been used to characterize the relative density when
evaluated by individual lattice topology [20, 10, 117].
Further inspection of the reduced model ANOVA tables, in particular the F-test
results, provides further understanding of the individual importance of each factor
with regard to the mechanical properties. For the elastic modulus, Table 19, the F-test
values show that the surface thickness, Factor D, has the most significant influence on
the modulus value. The difference in F-test value for the cell size and lattice design
factors indicates that changing these factors provides similar resultant changes in the
modulus. The interaction factors for the lattice design with surface thickness and
cell size with surface thickness have a more significant impact on the lattice elastic
modulus than cell density. The results for the yield strength, Table 20, provide similar insights for the main factors; however, the difference between the F-test value for
cell size and lattice design is more prominent, with the cell size value indicating more
significant influence over the material property. The trends noticed for plateau stress
and toughness, Tables 21 and 22, are nearly identical, with the surface thickness still
being the most significant factor. However, in the case of these two properties, the lattice design has a slightly higher F-test value than the cell size, which indicates that
topology plays a more significant factor in the plateau stress and densification than
the cell size. Additionally, the spread in F-test values between the lattice design, cell
size, and surface thickness is much lower than the elastic modulus and yield strength,
indicating a more even distribution of factor effects. This finding is significant, as it
suggests that several possible combinations of these factors could be used to achieve
a target property value. This discovery opens the design trade space to secondary
effects outside of the primary application goal considerations.
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VIII. Split Hopkinson Pressure Bar Test Results1

Split Hopkinson Pressure Bar (SHPB) testing was used to acquire mid-range strain
rate data to be used in conjunction with the Taylor Impact Test data, as well as
for initial insight into the utility of the Johnson-Cook (JC) Plasticity model. This
required determining a baseline quasi-static material response with test specimens of
the same size as used in the SHPB setup.

8.1

Quasi-Static Mechanical Properties of TPMS Lattices
The quasi-static uniaxial compression testing was accomplished with seven speci-

mens targeting four strain rates between 0.001 sec−1 and 0.100 sec−1 for each of the
lattice designs. The strain rates were calculated as the rate of change in specimen
height, based on the set compression rate that was verified through digital image
correlation, divided by the original height of the specimen. Across the range of evaluated strain rates, the mechanical response of the lattices appears relatively strain
rate insensitive, which can be seen in the strain rate sensitivity curve presented in
Fig 88. The strain rate sensitivity curve is based on the methodology to determine
the Johnson-Cook Strain Rate Sensitivity Parameter, C, but only considering the
data obtained within the quasi-static strain rate regime. As such, within Fig 88, the
vertical axis is the ratio of the dynamic-to-static stress, and the horizontal axis is the
natural log of the strain rate. Only the I-WP lattice design indicates a minor strain
rate sensitivity within the quasi-static range of the three lattice designs. The Diamond lattice had a strain rate sensitivity parameter of 0.0015, where the I-WP lattice
was −0.0079, and the Primitive lattice parameter was −0.0001. The relative strain
1

This chapter is a republication, in part, of the article Strain Rate Characterization of Inconel
Triply Periodic Minimal Surfaces submitted by the author to the Journal of Dynamic Behavior of
Materials in June 2021.
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rate insensitivity aligns with the results found by Deshpande et al., which evaluated
metal foams under varying compression strain rates [118].

(a)

(b)

(c)

Figure 88: Quasi-Static Strain Rate Sensitivity of: (a) Diamond Lattice, (b) I-WP
Lattice, (c) Primitive Lattice
A typical stress-strain response curve of a surface-based lattice under uniaxial
compression is depicted in Fig 89. The response curve consists of three distinct phases.
The first phase is the linear elastic response of the lattice, from load initiation up to
the elastic yield. Here the Modulus of Elasticity (E) and Yield Strength (σy ) are
determined. The second phase is the plateau region, which consists of a plastic-like
response of cell deformation under a near-constant load, which implies that the load is
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being distributed throughout the structure while the stiffness of some cells increases
and that of others decreases. In this stage the Plateau Stress (σpl ) is determined.
The final phase is densification, which is noted by a sharp rise in stress starting at
the Densification Strain (εd ) until complete structural failure. In this phase, all the
cells within the structure have collapsed, and the material response is similar to that
of a solid material.

Figure 89: Typical Stress-Strain Response Curve of a Surface-Based Lattice under
Uniaxial Compression Loading
Within the quasi-static strain rate range, the Diamond lattice design, Fig 90(a),
displays some variability in the response curves; however, the general trend of the
responses holds across all of the specimens within ten percent for the stress values.
Similar to the Diamond lattice, the I-WP lattice specimens show little variability
within the quasi-static range. However, in the case of the I-WP design, the plateau
region is never truly established due to the high relative density of these lattices.
The response curves follow a more traditional elastic-plastic response until densifica-
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tion occurs. Again, the Primitive lattice response curves, Figure 90(c), show reduced
variability compared to the Diamond lattice curves, and they exhibit the typical
foam/lattice response curve with well-defined elastic, plateau, and densification regions.

(a)

(b)

(c)

Figure 90: Quasi-Static Stress-Strain Response Curves of: (a) Diamond Lattice, (b)
I-WP Lattice, (c) Primitive Lattice
The modulus of elasticity, yield strength, plateau stress, and toughness were determined from the stress-strain response data for each specimen. The elastic modulus
was determined through a comparison of the tangent modulus and secant modulus
within the linear response region. Figure 91 provides an illustration of this process
184

using an artificial data set. The tangent modulus is the slope of a line tangent to the
stress-strain response within the linear elastic region, and the secant modulus is the
slope of a line from the origin of the stress-strain response that intersects the curve
within the linear elastic region. The yield strength was determined using the 0.2%
Offset Method. Plateau stress was determined as the average stress value over the
plateau regime of the stress-strain response. Finally, the toughness was calculated as
the area beneath the response curve from the onset of loading up to the densification
strain. Toughness was chosen as a mechanical metric of interest as it can be viewed
as a measure of how well the material, or in this case cellular design, can absorb
or control energy. The results are provided in Table 25. As seen in this table, the
relative density of the I-WP lattice is significantly higher than the other two designs,
which is primarily the reason that the property values are so different.

Figure 91: Method of Determination for the Elastic Modulus from the Tangent and
Secant Moduli
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Table 25: Quasi-Static Mechanical Properties of Additively Manufactured Inconel
718 Triply Periodic Minimal Surface Lattices.
Material Property
Diamond
I-WP
Primitive
Relative Density (%)
22.32 ± 0.19
Elastic Modulus (M P a) 2789 ± 226
Yield Strength (M P a) 46.24 ± 2.72
Plateau Stress (M P a) 83.13 ± 2.48
Toughness (M J/m3 )
30.84 ± 0.74
8.2

40.66 ± 0.60
4292 ± 664
83.47 ± 5.23
238.06 ± 4.65
79.86 ± 1.55

27.62
2475
47.58
64.86
26.02

±
±
±
±
±

0.37
259
2.51
1.80
0.73

Dynamic Mechanical Properties of TPMS Lattices
The SHPB testing was accomplished targeting four strain rates, 400 sec−1 , 600

sec−1 , 800 sec−1 , and 1,000 sec−1 , with three specimens tested at each strain rate
across each of the lattice designs. The data collected from the SHPB was used to
calculate the true stress-strain response for each specimen, then the response was
averaged across the common target strain rates. As mentioned, in evaluating the
state of equilibrium of the specimen during testing, measurement of the forces acting
on the specimen’s front and back faces is required. Using the available data, the
front and back face forces of the specimen were determined. Figure 92 presents the
relationship between the force seen by the front face and the back face of the test
specimen. As seen in this figure, there is a lot of noise present in the front face signal;
this is predominantly due to an impedance mismatch between the incident bar and
specimen.
The strain gage signal data was recorded for each of the tests. Figure 93 provides
a representative history of the Diamond lattice design at a target strain rate of 1,000
sec−1 . As seen in Fig 93, the incident and reflected strain signals are of nearly
equal magnitudes, which is a further indication of an impedance mismatch. With
the reflected wave being so close in magnitude to the incident wave, it is difficult to
measure the front face force of the specimen accurately.
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Figure 92: Representative Front Face Force vs. Back Face Force for the Diamond
Lattice at a Target Strain Rate of 600 sec−1

Figure 93: Representative Strain Gage Signal for Diamond Lattice at 1,000 sec−1
Strain Rate
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Since it could not be determined that the front face force and back face force of
the specimen were equal, the stress equilibrium relationship, σI + σR = σT , had to be
used to determine the equilibrium of the specimen. This relationship can be rewritten
as:
σT
∼
=1
σ I + σR

(121)

Analysis of the incident bar-specimen and transmission bar-specimen interfaces
using wave theory principles leads to the following stress relationships [119]:

σT =

2Ab Zs
σ I = T σI
As Zs + Ab Zb

(122)

σR =

As Zs − Ab Zb
σI = RσI
As Zs + Ab Zb

(123)

In these equations, A is the cross-sectional area, and Z is the impedance, designated with a subscript s for the specimen and subscript b for the incident or transmission bar. Impedance is calculated as the material wave velocity multiplied by the
material density, Z = Cρ. T is designated the transmission coefficient, and R is the
reflection coefficient. Substituting Eq 122 and 123 into Eq 121 provides the following:
T σI
∼
=1
σI + RσI

(124)

T ∼
=1
1+R

(125)

which can be simplified to:

Using the material properties and geometries of the bars and specimen, the respective Z and A values were determined and the expression solved, with the result
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being 1.37 ∼
= 1. Based on the prior mentioned works [93, 94, 92], it was concluded
that the specimen was in a state of near dynamic equilibrium and that Eq 100–102
were valid to be used.
With the state of dynamic equilibrium addressed, the specimen’s strain and stress
were determined. See Fig 94 for representative SHPB results. Figure 94(a) shows the
true strain achieved versus time, and Fig 94(b) shows the true stress versus time for
the specimen. As with the quasi-static range, the stress-strain response showed little
variation across the dynamics strain rate range. However, there were some noticeable
differences between the quasi-static and dynamic strain rates with the modulus of
elasticity and yield strength.
In evaluating the dynamic strain rate data, the results obtained over the strain
rate range tested indicated some effects from wave interactions. In addition to the
expected waves present during SHPB testing, due to the curved surface-based network
presented by the lattice structure on the interior of the specimen, there may be some
wave reflection and loss within the specimen. Furthermore, under dynamic conditions,
it has been found that multi-collapse modes can be activated simultaneously versus
the singular and localized collapse modes typically observed in quasi-static testing
[120]. These factors can be noted by some of the oscillations in the stress curve
presented in Fig 94(b).
Across the dynamic strain rate range tested, the Diamond lattice, Fig 95(a),
showed a steady linear loading into the flow stress response; however, two of the
specimen responses indicated an earlier transition into the flow stress regime with
regards to both stress and strain. Presenting a distinct regime transition followed by
a more gradual stress rise indicates plastic deformation behavior. All of the specimens
exhibited a near-constant plateau region of the stress-strain response. The I-WP
lattice dynamic response, Fig 95(b), again showed a consistent linear loading region,
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(a)

(b)

Figure 94: SHPB Results for the Diamond Lattice at a Strain Rate of 600 sec−1 : (a)
Front Face Force vs. Back Face Force, (b) True Strain vs. Time, (c) True Stress vs.
Time
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presenting a more consistent transition strain than the Diamond lattice. As with
the quasi-static response curves, there does not appear to be a true plateau in the
response, exhibiting what appears to be a strain hardening effect. However, the strain
range achieved under the higher strain rates does not characterize the full response.
The Primitive lattice, Fig 95(c), displayed the most consistent response across the
four strain rates. As with the Diamond lattice, the Primitive lattice exhibited a
very plastic deformation behavior. Similar to the quasi-static response, the Primitive
design had the lowest mechanical property values for estimated elastic modulus, flow
stress transition, and plateau stress, but the values achieved were close to those of
the Diamond design.
While the SHPB data was primarily used to determine the plasticity model parameters, the mechanical properties were determined over the range of data acquired,
and are presented in Table 26. During SHPB testing, the specimens are not in equilibrium during the initial linear loading, which means that the data acquired in this
regime will not provide an accurate analysis. However, as a point of comparison, the
dynamic elastic modulus was estimated as the gradient of the stress-strain response
curve as it approaches the zero point, Eq 126 [121]. There was a significantly broader
spread in the dynamic elastic modulus than the quasi-static elastic modulus. This
spread was primarily due to the specimen being in a state of non-equilibrium over
the linear-elastic regime. However, this is also likely due in part to some relatively
minor strain rate effects taking place over the larger spread of strain rates as a result
of inertia effects and localized deformation.

Ed = lim

σ→0
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∂σ
∂ε


(126)
σ

(a)

(b)

(c)

Figure 95: Dynamic Stress-Strain Response Curves of: (a) Diamond Lattice, (b)
I-WP Lattice, (c) Primitive Lattice

Table 26: Dynamic Mechanical Properties of Additively Manufactured Inconel 718
Triply Periodic Minimal Surface Lattices.
Material Property
Diamond
I-WP
Primitive
Relative Density (%)
Elastic Modulus (M P a)
Flow Stress (M P a)
Plateau Stress (M P a)

22.32
17194
41.22
52.42

±
±
±
±

0.19
6449
7.44
0.10
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40.66 ± 0.60 27.62 ± 0.37
34222 ± 5762 16072 ± 5660
77.49 ± 6.45 39.08 ± 2.55
109.77 ± 3.49 51.20 ± 0.63

8.3

Plasticity Model Parameters
Each of the three lattice designs was evaluated separately to determine the Johnson-

Cook Flow Stress Parameters. Table 27 presents the quasi-static Flow Stress parameters, and the full model results can be found in Table 28. For each lattice, the
reference strain rate chosen was 0.085 s−1 . As mentioned, the parameter A for each
design was determined as the quasi-static 0.2% Yield Strength value at the chosen
reference strain. Parameters B and n were also determined at the reference strain
value, so the quasi-static parameter representation and the full model values are the
same for the first three parameters. The values for C show that, with the exception of
the I-WP lattice, the quasi-static strain rate sensitivity value is less than that of the
full model. For the Diamond lattice, the quasi-static C value indicated a strain-rate
hardening effect, which was the only lattice design to depict an increase in flow stress
with an increase in strain rate. The values for m in the quasi-static range are based
on a small ambient temperature range, and at the slower compression speed have
minor rate-temperature effects. The increased strain rates used in the determination
of the full model Johnson-Cook Flow Stress parameters include a greater range of
temperature effects and data points, which increases the validity of these values when
compared to the quasi-static values.
Table 27: Quasi-Static Johnson-Cook Flow Stress Parameters of Additively Manufactured Inconel 718 Triply Periodic Minimal Surface Lattices.
Flow Stress Parameter Diamond I-WP Primitive
A (M P a)
B (M P a)
n
C
m

46.01
169.65
0.7251
0.0015
-0.6169

88.41
1186.65
1.1006
-0.0079
0.1793

48.03
60.98
0.3649
-0.0001
1.7829

Figure 96(a) depicts the plastic hardening response of the Diamond lattice, and
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Table 28: Johnson-Cook Flow Stress Parameters of Additively Manufactured Inconel
718 Triply Periodic Minimal Surface Lattices.
Flow Stress Parameter Diamond I-WP Primitive
A (M P a)
B (M P a)
n
C
m

46.01
169.65
0.7251
-0.0039
0.4928

88.41
1186.65
1.1006
-0.0008
0.4425

48.03
60.98
0.3649
-0.0085
1.0441

from this curve fit the parameters B and n are determined. The linear regression
for these data is log(σpl ) = 0.7251log(εpl ) + 2.2296, which results in B = 169.65 and
n = 0.7251. Figure 96(b) shows the regression fit used to determine the C parameter
for the Diamond lattice. The slope of the regression is -0.0040, which is the C value.
This indicates that the values for elastic modulus, yield strength or flow stress, plateau
stress, and toughness of the Diamond lattice will decrease at higher strain rate. The
final Diamond Flow Stress Parameter, m, was found utilizing the linear fit found in
Fig 96(c). Here the slope of the regression, and m value, was calculated to be 0.4988.
The plastic response of the I-WP lattice design used in determining the B and
n parameters is found in Fig 97(a). The linear regression fit for the I-WP data is
log(σpl ) = 1.1006log(εpl ) + 3.0487, which results in B = 1118.65 and n = 1.1006.
Figure 97(b) shows the fit used to determine the Flow Stress C parameter for the IWP lattice. The C value was determined to be -0.0008. As with the Diamond lattice,
the negative C value indicates that, like the Diamond lattice, the elastic modulus,
yield strength or flow stress, plateau stress, and toughness of the I-WP lattice will
decrease at increasing strain rate. The final Flow Stress Parameter, m, for the I-WP
lattice was found utilizing the data presented in Fig 97(c). Here the value for m was
calculated to be 0.4604.
Figure 98(a) depicts the plastic regime used to calculate the B and n Flow Stress
parameters for the Primitive Lattice. The expression for the linear regression fit
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(a)

(b)

(c)

Figure 96: Johnson-Cook Flow Stress Parameters for the Diamond Lattice: (a) B
and n, (b) C, (c) m
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(a)

(b)

(c)

Figure 97: Johnson-Cook Flow Stress Parameters for the I-WP Lattice: (a) B and
n, (b) C, (c) m
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is log(σpl ) = 0.3649log(εpl ) + 1.7852, which results in B = 60.98 and n = 0.3649.
The Johnson-Cook Flow Stress parameter C for the Primitive lattice was determined
from the data presented in Fig 98(b). The C value was calculated to be -0.0085.
Consistent with the other two lattice designs, the negative C value indicates that the
elastic modulus, yield strength or flow stress, plateau stress, and toughness of the
Primitive lattice will decrease at increasing strain rate. The final Primitive lattice
Flow Stress Parameter, m, was found from the data depicted in Fig 98(c). The m
value for the Primitive lattice was calculated to be 1.0438. The higher m value for
the Primitive lattice suggests that this lattice design is more sensitive to temperature
than the Diamond or I-WP lattices.
The negative strain rate effect seen for each of the three lattices is an interesting
phenomenon. One potential source for this phenomenon is that the strain rate sensitivity determined here is not directly related to the applied strain rate, but rather
at elevated strain rates, there is a tendency for localization of plastic flow near stress
concentration point located within the lattice [122]. The plastic work being done on
the lattice during deformation leads to an increase in temperature around the concentration points, which could lead to localized thermal softening [72]. The bounded
thermal softening will exacerbate the plastic flow near the stress concentration point,
which ultimately leads to an earlier failure of the lattice structure at higher strain
rates. Additionally, for other additively manufactured metal alloys, the makeup of the
alloy powder has been tied to strain rate sensitivity through deformation resistance
brought about by pinning of dislocation. Pinning of dislocation is largely dependant
on the diffusion rate of atoms that can be widely affected by both temperature and
strain rate [123, 124].
The resultant Flow Stress plasticity curves were compared against the experimental results as a measure of their goodness of fit. As the strain and stress ranges were
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(a)

(b)

(c)

Figure 98: Johnson-Cook Flow Stress Parameters for the Primitive Lattice: (a) B
and n, (b) C, (c) m
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varied for the quasi-static and dynamic responses, the strain rate regimes were split
for the comparison charts. The quasi-static responses are depicted in Fig 99. As seen
in these figures, the Flow Stress model closely matches the experimental true stressstrain response through the initial plastic hardening regime. However, the model falls
apart at the onset of lattice densification as the model response was not developed to
include a secondary stiffening. For low strains, up to approximately 30% strain, the
model presents a good approximation of the lattice’s viscoplastic response.

(a)

(b)

(c)

Figure 99: Comparison of Johnson-Cook Flow Stress Model to Quasi-Static Strain
Rate Experimental Results: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive
Lattice
The dynamic strain rate responses are depicted in Fig 100. In all cases, the flow
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stress value tends to underestimate the experimentally observed values for the onset
of plastic stress. Additionally, the model plastic hardening slope is steeper than the
plateau stress rise observed in experimentation. Over the tested strain range, the
model provides a proximate estimate of the lattice plastic, or plastic-like, response at
the elevated strain rates, although errors up to 20% were observed. As densification
does not occur for the dynamic response regime within the strain ranges achieved for
these strain rates there is no concern with modeling this phenomenon. However, as
the impact velocities and strain rates increase, the response will progressively exhibit
greater densification behavior.
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(a)

(b)

(c)

Figure 100: Comparison of Johnson-Cook Flow Stress Model to Dynamic Strain Rate
Experimental Results: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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IX. Strain Rate Sensitive Constitutive Model for Lattice
Structures1

The quasi-static and dynamic compression testing showed that traditional constitutive models were not adequate for modeling and simulation of the lattice structures
under high strain rates that led to large deformations. Therefore, a new constitutive
model had to be developed for the research to move forward.

9.1

Legacy Material Models
9.1.1

Quasi-Static Response Models

Rusch The Rusch model consists of a relatively simple formulation consisting
of a summation of two power laws [81, 82]. The first bracketed term defines the
response over the linear elastic and plateau regimes, and the second bracketed term
defines the densification region of the response.

σ(ε) = [aεm ] + [bεn ]

(127)

Avalle et al Avalle et al. formulated their quasi-static model in an effort
to improve upon the Rusch model primarily in the elastic and plateau regions of
the stress-strain response [84]. As with the Rusch model, the first bracketed term
describes the elastic and plateau regimes, and the second bracketed term describes
the densification response.
n 
 
  
ε
−(E/A)ε(1−ε)n
σ(ε) = A 1 − e
+ B
1−ε

(128)

1
This chapter is a republication, in part, of the article Development and Evaluation of Strain Rate
Sensitive Constitutive Model for Lattice Structures submitted by the author to the International
Journal of Impact Engineering in July 2021.
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Goga Goga and Hučko developed a new phenomenological model derived
from rheological models [125]. The linear elastic region was modeled using a serial
Maxwell element, consisting of a linear spring and viscous damper. A second spring
was added to the model in parallel with the original Maxwell element for the plateau
region. Finally, the densification region of the response was modeled by incorporating
a non-linear spring.

h
i

σ(ε) = e(−E1 /η1 )ε −1 + e(E1 /η1 )ε η1 + E2 + γ (1 − eε )h ε
9.1.2

(129)

Dynamic Response Models

Johnson-Cook Johnson and Cook developed their flow stress model to describe the plastic response of metals under axial loading, and incorporates strain rate
and temperature effects [44]. The first bracketed term accounts for the strain hardening, or plastic strain accumulation. The second bracketed term accounts for the
effects of strain rate. The final bracketed term accounts for the effects of temperature.
Here T ∗ represents the homologous temperature, a ratio of the difference between the
current temperature and room temperature over the difference between the material
melting temperature and the current temperature.





ε̇
∗ m
σ(ε) = A + Bε
1 + Cln( ) 1 − (T )
ε̇0
n

(130)

Jeong et al Jeong et al. developed a strain rate sensitive model by incorporating a strain rate effects term to the Avalle quasi-static model [126].

 


n  
 
ε
ε̇
−(E/A)ε(1−ε)n
σ(ε) = A 1 − e
+B
1 + (a + bε) ln
1−ε
ε̇0
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(131)

Avalle et al Avalle et al. expanded upon their previous work, proposing a
new model incorporating strain rate effects [85].

 
 


n
−mε
+ σS ε + σD ε
σ(ε) = σP 1 − e

(132)

In this equation, σP , σS , and σD are strain rate and density sensitive expressions that
describe the plateau stress, linear hardening slope, and densification of the response.




σP = σP,0 1 +





σS = σS,0 1 +





σD = σD,0 1 +

9.2

ε̇
ε̇0

p 
fP (ρ)

(133)

ε̇
ε̇0

p 
fS (ρ)

(134)

ε̇
ε̇0

p 
fD (ρ)

(135)

Proposed Flow Stress Model
9.2.1

Model Development

The proposed model was developed to account for the high strain rate and temperature effects present in the high-speed impact of lattice structures. The model
started from the Rusch model equation, Equation 127, as under quasi-static conditions, it provides a good approximation of the stress-strain response using a simple
formulation.

σ(ε) = Aεm + Bεn

(136)

The first modification made follows the early work of Avalle and Goga, where the
strain in the second bracketed term is replaced by a strain ratio to reduce the model
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error in the densification transition [84, 125].


m

σ(ε) = Aε + B

ε
1−ε

n
(137)

Next, strain rate effects were applied to the formulation in a manner similar to
Johnson and Cook.




m

σ(ε) = Aε + B

ε
1−ε

n 


1 + C ln (ε̇ )
∗

(138)

Where ε̇∗ is the strain rate ratio of the applied strain rate to a reference quasistatic strain rate. Further analysis showed that each of the four variables present
within the model varied differently with a change in strain rate, which led to the
following representation.

∗

σ(ε) = A (1 + C1 ln (ε̇∗ )) εm(1+C2 ln (ε̇ ))

n(1+C4 ln (ε̇∗ ))
ε
∗
+ B (1 + C3 ln (ε̇ ))
1−ε

(139)

Finally, temperature effects were added to the model using the same expression
as the Johnson and Cook model.



∗ ))

σ(ε) = A (1 + C1 ln (ε̇∗ )) εm(1+C2 ln (ε̇
∗

+ B (1 + C3 ln (ε̇ ))



ε
1−ε


n(1+C4 ln (ε̇∗ )) 
p
1 − Th

(140)

Within this flow stress model, the terms A and m describe the yield point and
plateau region of the stress-strain response, and B and n describe the densification
transition curve and slope. As these four terms are all strain rate sensitive, the
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Ci terms are the strain rate sensitivity parameters. Finally, p is the temperature
sensitivity parameter.

9.2.2

Determination of Model Parameters

The first step in determining the model parameters is to ascertain the quasi-static
constants: A, m, B, and n. These parameters require the use of the true stressstrain response of the material, which is found using the relationships provided in
Equation 141 and 142.

εt = ln (1 + εe )

(141)

σt = σe ∗ (1 + εe )

(142)

The true stress-strain curve for the reference strain rate case, 0.010 sec−1 , of the
Diamond lattice is presented in Figure 101. Data from the Diamond lattice will be
used to detail the methodology; however, parameter results for the two remaining
lattice designs will also be provided.
Parameters A and m are found by taking the natural log of true stress and true
strain over the response region from the yield through the linear plateau region,
Figure 102. For the Diamond lattice, this was 0.03 to 0.30 strain. Over 400 data
points from experimentation fell within this strain range to be used in defining the
curve of interest. This curve is then fitted with a linear regression line. m is found
as the slope of the curve fit, and A is calculated as eintercept . Here A is 161.82, and m
is 0.3419.
Next, the plastic stress-strain response is calculated by subtracting the yield strain
from the true strain, Equation 143, and subtracting the elastic stress from the true
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Figure 101: True Stress vs. True Strain Response of Diamond Lattice at 0.010 sec−1
Strain Rate

Figure 102: Determination of Model Parameters A and m
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stress using A and m, Equation 144.

εpl = εt − εy

(143)

σpl = σt − Aεm
t

(144)

Parameters B and n are then found by taking the natural log of the plastic stress
and plastic strain over the linear region of the response above the densification strain,
which was 0.55 strain for the Diamond lattice, see Figure 103. Within the recorded
data over 100 data points were available for use in fitting above the densification
strain; 104 data points were used in the Diamond curve. Again, this curve is fitted
with a linear regression where n is the regression slope and B is half of the value for
eintercept . For the Diamond lattice, the parameters were found to be 6.7176 for n and
50.24 for B.

Figure 103: Determination of Model Parameters B and n
Once the quasi-static model parameters have been found, the strain rate sensitivity
terms, C1 -C4 , are determined. C1 is determined by plotting the dynamic to static
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stress ratio against the natural log of the strain rate ratio at a common point in the
early plateau region, then finding the slope of a linear regression fit of the data. The
dynamic stress is the experimental stress value, and the static stress is the model stress
value using only the quasi-static parameters. The resultant plot for the Diamond
Lattice is depicted in Figure 104. Here the value of C1 was determined to be 0.0540.
C2 is found by graphing the ratio of the model stress to dynamic stress at a
common point in the late plateau region versus the natural log of the strain rate
ratio. Again the parameter is determined as the slope of the linear data fit. The
model stress is calculated using the parameters found to this point: A, B, m, n, and
C1 . The result for the Diamond lattice is shown in Figure 105, where the value of C2
was found to be -0.0700. There are only two points shown in this figure due to the
SHPB response curve not extending into the late plateau or densification regions.
C3 is calculated as ten times the slope of the linear regression fit to the dynamic
to model stress ratio plotted against the natural log of the strain rate ratio at the
densification strain. Again, the model stress is calculated using the parameters found
to this point: A, B, m, n, C1 , and C2 . For the Diamond lattice, C3 was determined to
be 2.265, see Figure 106.
The last of the strain rate sensitivity terms, C4 , is found much in the same manner
as the previous three parameters. The model stress to dynamic stress ratio is again
plotted versus the natural log of the strain rate ratio at a point within the plateau to
densification transition. Then the data is fitted with a linear regression. The model
stress now includes the C3 term in its calculation. C4 was determined to be -0.0372
for the Diamond lattice.
Finally, the temperature sensitivity parameter, p, is determined. p is calculated
by plotting the natural log of the ratio of the thermal inclusive stress to room temperature stress versus against the natural log of the homologous temperature. The
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Figure 104: Determination of Model Parameter C1

Figure 105: Determination of Model Parameter C2

Figure 106: Determination of Model Parameter C3
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Figure 107: Determination of Model Parameter C4
thermal inclusive stress values are the experimental stress values, which include thermal effects, and the room temperature stress is calculated using calculated values of
A, B, m, n, C1 , C2 , C3 , and C4 . Once again, the model parameter is determined as
the slope coefficient of the linear regression fit, which was found to be 1.2853, see
Figure 108. As with the temperature variable within the Johnson-Cook Flow Stress
formulation, the temperature sensitivity parameter here is related to the plastic strain
energy presumed within the lattice.
The resulting model parameters for the three lattice designs are presented in
Table 29. These parameters can be linked to aspects of the response curves. A
influences the magnitude of the stress values most directly, and is primarily focused
on the stress value in the late plateau region. With all other parameters remaining
constant, an increase in the value of A provides an upward shift in the response. The
value of B alters the densification strain location, with an increase in B leading to a
lower densification strain value. The parameter m is mainly linked to the slope of the
response curve prior to the densification point. However, indirectly, this leads to a
shift in the stress values from the onset of loading to the densification strain. Here, a
lower value of m results in a flatter slope and higher stress value. n is responsible for

211

Figure 108: Determination of Model Parameter p
the slope in the densification region, and a larger value for n leads to a steeper slope.
For the strain rate sensitivity terms, a negative value indicates that the parameter
value will decrease with an increase in strain rate. Lastly, the p value indicates the
change in the response due to changes in the thermal environment. As with the
Johnson-Cook model, a higher value in this parameter indicates that an increase in
temperature results in a softer material.
Table 29: Proposed Flow Stress Model Parameters for Lattices
Lattice
Design

Density
(kg/m3 )

A

m

B

Diamond
I-WP
Primitive

437.522
804.27
551.30

161.817
274.016
139.845

0.342
0.432
0.326

50.244
302.643
151.547

9.3

Model Parameters
n
C1
C2
6.718
4.404
6.594

-0.054
-0.041
-0.038

-0.070
-0.054
-0.055

C3

C4

p

2.265
0.150
1.688

-0.037
-0.004
-0.005

1.285
1.011
1.132

Results and Discussion
9.3.1

Quasi-Static Comparison

The lattice designs were tested across six quasi-static strain rates: 0.001 sec−1 ,
0.002 sec−1 , 0.005 sec−1 , 0.010 sec−1 , 0.050 sec−1 , and 0.100 sec−1 . Figure 109 depicts the quasi-static stress-strain responses for the three lattices, with the Diamond
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lattice responses presented in Figure 109(a), the I-WP lattices response curves in Figure 109(b), and the Primitive lattice responses in Figure 109(c). These three figures
show that there is little strain rate dependence within the quasi-static range. As such,
for use in model comparison, the experimental data from the reference strain rate,
0.010 sec−1 , will be used for each lattice design.
Next, each of the described models was fit to the quasi-static compression testing
data and compared quantitatively through the use of the mean squared error between
the experimental and model results, and qualitatively evaluating the closeness of the
model fit to the data. Figure 110 shows the comparison of the model results to the
experimental data for the three lattices.
The Rusch model, Avalle’s updated model, and the new proposed model provide
the most accurate models quantitatively for each lattice. Table 30 provides the mean
squared error results for each of the models under quasi-static compression. The
Rusch model provides the closest fit to the experimental data for all three lattice
designs. The proposed model is not far behind for both the Diamond and Primitive
lattice responses, and it is still the third closest fit for the I-WP response. Avalle’s
2019 model is also relatively close in fit to the Rusch and proposed model, and all
three would be suitable for modeling the response. As a qualitative measure, all of
the models provided a reasonable approximation of quasi-static compression loading.
Each model was developed with a mathematical formulation that is capable of representing the three response regimes through either a two or three-term power law
series. The strain rate insensitive models have the advantage of being fit to a specific
response curve, where the material was subjected to a single applied strain rate. This
allows the model parameters to be more easily derived, as they do not have to be
modified by a strain rate sensitivity term.
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(a)

(b)

(c)

Figure 109: Quasi-Static True Stress-Strain Response Curves of the: (a) Diamond
Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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(a)

(b)

(c)

Figure 110: Comparison of Constitutive Models to Quasi-Static True Stress-Strain
Response of the: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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Table 30: Mean Square Error of Constitutive Models under Quasi-Static Compression
Loading

9.3.2

Lattice
Response

Rusch

Avalle (1)

Diamond
I-WP
Primitive

18.32
14.28
45.89

41.76
36.78
79.17

Mean Square Error
Goga Jeong Avalle (2)
45.12
43.81
86.47

42.15
37.24
77.37

45.48
20.93
56.53

Proposed
25.06
23.91
46.88

Dynamics Comparison

The lattice designs were tested across five dynamic strain rates: 200 sec−1 , 400
sec−1 , 600 sec−1 , 800 sec−1 , and 4,250 sec−1 . The first four tests were completed using
the SHPB Test, and the final test was conducted using the Taylor Impact Test. Seen
in Figure 111 are the SHPB responses for the three lattices. These response curves are
notably different from the quasi-static response curves in magnitude, having a lower
yield strength and plateau stress value, with a significantly shorter strain range.
Nevertheless, there is a relatively consistent response across the tested strain rate
range as with the quasi-static responses. Again, a single strain rate response, 800
sec−1 , will be used for comparison purposes.
As with the quasi-static responses, the strain rate sensitive constitutive models
were fit to the SHPB compression data, then compared qualitatively and quantitatively. Figure 112 shows the comparison between the model results and 800 sec−1
experimental data for the three lattices.
Within the SHPB strain rate range, the new proposed model provided the closest
representation to the experimental data for each lattice by both quantitative and
qualitative measures. Avalle’s strain sensitive model also provided a good fit for
each of the lattices, especially considering the I-WP response, and the Johnson-Cook
model presented a reasonable response as well. These two models have the ability to
be tuned more precisely than the other strain rate sensitive models. The proposed
model provides strain rate sensitivity terms for each of the model fit parameters, and
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(a)

(b)

(c)

Figure 111: True Stress-Strain Response Curves from the SHPB for the: (a) Diamond
Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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(a)

(b)

(c)

Figure 112: Comparison of Constitutive Models to SHPB True Stress-Strain Response
of the: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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Avalle’s model incorporates a third term to blend the response between the other two
power law terms within the formulation. Jeong’s model had fairly significant errors in
the early portion of the response, but corrected well near the end of the stress-strain
curve. This is due to the mathematical formulation of the model, which provides
a more accurate fit through the plateau into densification regions of a stress-strain
response. Table 31 provides the mean squared error results for each model compared
to the SHPB compression data. The proposed model provides the closest fit to the
experimental data for all three of the lattice designs. Both Avalle’s updated model
and the Johnson-Cook model provide a suitable fit for modeling the response as well.
While due to the significant error early in the response for Jeong’s model, it may not
be suitable for modeling purposes depending on the strain range under consideration.
Table 31: Mean Square Error of Constitutive Models under SHPB Compression Loading
Lattice
Response
Diamond
I-WP
Primitive

Mean Square Error
Johnson-Cook Jeong Avalle (2)
68.97
39.01
38.00

105.01
83.76
101.37

28.15
4.17
20.45

Proposed
8.07
3.09
9.70

The dynamic stress-strain responses for the three lattices under compressive impact loading from the Taylor test are depicted in Figure 113. Again, these response
curves are markedly different from the previous quasi-static and SHPB response
curves. These responses indicate a lower yield strength and plateau stress value,
but here the strain range exceeded the densification strain, with each curve presenting plateau and densification regions. Due to the impact velocity, and frame rate
used by the digital camera, there was insufficient data to determine the linear elastic
region of the stress-strain response accurately.
The strain rate sensitive models were again compared to the experimental results
from the Taylor Impact Test, Figure 114. At the 4,250 sec−1 strain rate, the proposed
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Figure 113: True Stress-Strain Response Curves under Impact Compression from the
Taylor Impact Test
model afforded the most accurate representation of the experimental data. As with
the SHPB data, Avalle’s strain sensitive model provided a moderately good fit for
each of the lattices, performing best when modeling the Diamond lattice. Again,
this is due to the number of tunable parameters in the models, which provides a
better strain range and strain rate range for fitting. Jeong’s model displayed the
same early response errors, which led to a high overall error; however, in the case
of the Diamond lattice, the model fit the densification response almost exactly. As
mentioned, each response reached the densification region at these strain rates, which
led to the Johnson-Cook model being almost unusable since it is mathematically
incapable of modeling the secondary stress rise.
Table 32 provides the mean squared error results for each model compared to the
Taylor Impact Test data. Once again, the proposed model provides the closest fit
to the experimental data for each of the three lattice designs. Avalle’s model still
provides a suitable response fit for some lattice compression modeling, especially in
the late plateau and densification regions. Due to the significant errors in the Jeong
and Johnson-Cook models, they are likely unsuitable for modeling purposes.
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(a)

(b)

(c)

Figure 114: Comparison of Constitutive Models to Taylor Impact True Stress-Strain
Response of the: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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Table 32: Mean Square Error of Constitutive Models under Impact Compression
Loading
Lattice
Response

Johnson-Cook

Diamond
I-WP
Primitive

2,432.89
2,229.93
3,542.17

Mean Square Error
Jeong Avalle (2)
260.38
838.48
770.28
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253.81
797.91
476.88

Proposed
110.89
286.71
293.68

X. Lattice Damage Model

The Johnson-Cook (JC) Damage model was modified for use with the lattice
structures to model element damage and provide a basis for element deletion within
the impact simulation. The basic model outline, as presented in Section 3.3.1, was
followed with minor modifications. The following sections will outline the methodology used to obtain the relevant model parameters, with a discussion on the variations
from the JC method.

10.1

Damage Model Parameter Determination

The first step in determining the damage model parameters was incorporating the
lattice constitutive model developed in Chapter IX into Abaqus. This required the use
of an elastic-plastic model, using the Foam Hardening model that is part of the standard Abaqus package. A uniaxial compression model was developed within Abaqus
that consisted of an upper and lower platen represented by rigid elements. The lower
surface fixed and upper surface followed the same displacement control schedule used
in experimentation and a specimen represented with deformable three-dimensional
stress brick elements, C3D8R elements. The platen and specimen surfaces were tied
together as master-slave contact surfaces during the simulation. General contact properties were also applied for the non-tied surfaces. Figure 115 depicts the pre-loading
condition of the model.
Since the model was not able to be directly used in Abaqus, there was some variation in the stress-strain response under uniaxial compression, but it was not enough
error to cause concern. Figures 116 show the comparison between the experimental
results and the response from the elastic-plastic model used in Abaqus. For each
lattice, there is some disagreement between the curves in the late plateau region ap-
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Figure 115: Uniaxial Compression Model Developed in Abaqus
proaching the densification strain. However, there is good agreement of the model
with the experimental results in the early plateau and densification regions.
The next step in the process was to calculate the failure stress, so that the failure
strain could be determined in the subsequent steps. As the lattice does not act as
a continuum material, the failure stress was found using the surface energy concept
[127]. The surface energy concept, used in conjunction with an atomic model, can
provide an estimate of theoretical strength. The atomic model characterizes failure
as the separation of the atoms within the material. With solid materials, the stressstrain response is approximated by a sine curve, Equation 145.

σ = σc sin

2πx
λ


(145)

Where σ is the loading stress, σc is the failure strength, x is the relative displacement between atoms represented by x = α − α0 , with α being the distance between
the atoms and α0 the spacing between stable atomic planes, and λ is the wavelength
of the approximation. As the inter-atom distance required for failure is relatively
small, the small-angle approximation can be made, resulting in Equation 146.
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(a)

(b)

(c)

Figure 116: Comparison of Abaqus Model to Experimental Results for the: (a) Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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σ = σc

2πx
λ

(146)

Next, the definition of the elastic modulus can be applied, Equation 147, and the
expression rearranged to provide Equation 148.

E=

σ
σ
=
ε
x/α0

(147)

λE
2πα0

(148)

σc =

Surface energy, γ, is now defined as the amount of work performed to create a
new surface through the breaking of atomic bonds. Using the sine approximation for
the stress-strain response curve, the surface energy is equal to one-half of the area
beneath the curve, represented in Equation 149.
Z

λ/2

σc sin

2γ =
0

2πx
λσc
=
λ
π

(149)

Rearranging Equation 148 to solve for λ, then substituting the result into Equation 149 and solving for the failure stress, leads to Equation 150.
γE
σc2 =
orσc =
α0

r

γE
α0

(150)

γ has been found to be on the order of 0.01 Eα0 , which leads to the final form for
the theoretical failure strength, Equation 151.

σc =

E
10

(151)

This methodology remains valid for lattice materials, except failure of the lattice
occurs in the densification region. So, instead of using the modulus of elasticity
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as the numerator for Equation 151, the modulus for the densification slope is used,
which provides Equation 152. The failure stress for each lattice design is presented
in Table 33.

σc =

ED
10

(152)

Now that a failure stress has been determined and a compression model validated
in Abaqus, the first three damage parameters can be calculated. The methodology
was carried out in Abaqus under the assumption that the lattice would behave in
an isotropic manner [20]. The specimens were subjected to a uniaxial compression
loading that matched the experimental tests with a bounding pressure added to create
a triaxial loading condition. The bounding pressure was changed to achieve various
triaxial stress states. From the stress response output from Abaqus, the failure strain
was determined as the point at which the specimen reached the failure stress. The
failure strain, εf was then plotted against the triaxiality ratio, Q, and fitted with the
expression presented in Equation 153. Figure 117 displays the charts for the three
lattices.

εf = D1 + D2 e−D3 ∗Q

(153)

The subsequent damage variable, D4 , is used to account for strain rate effects
present within the lattice. Within Abaqus, the strain rate sensitive model developed
in Chapter IX was used under uniaxial compression conditions from 0.001 sec−1 to
3,000 sec−1 . The failure strain was found in a manner similar to the previous step,
then plotted against the natural log of the strain rate ratio, Figure 118, with the slope
of the linear regression providing the value for D4 .
The final damage parameter, D5 , is the temperature sensitive damage term. The
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(a)

(b)

(c)

Figure 117: Determination of Damage Model Parameters D1 , D2 , and D3 for the: (a)
Diamond Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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(a)

(b)

(c)

Figure 118: Determination of Damage Model Parameter D4 for the: (a) Diamond
Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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same constitutive model was used to find D5 , but a standard uniaxial compression
load was applied under varying temperatures. The failure strain was found for each of
the thermal conditions and plotted against the homologous temperature, Figure 119.
The data points were fitted with a linear regression, and the slope of the regression
was determined to be D5 .
Presented in Table 33 are the damage model parameters and failure stress values
for each of the three lattices.
Table 33: Damage Model Parameters for TPMS Based Lattices
σf
Lattice Design
D1
D2
D3
D4
D5
(MPa)
Diamond
I-WP
Primitive

0.278 0.520 0.475 -0.022 0.062
0.169 0.407 0.176 -0.008 0.198
0.214 0.451 0.207 -0.020 0.074
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751.94
739.22
778.37

(a)

(b)

(c)

Figure 119: Determination of Damage Model Parameter D5 for the: (a) Diamond
Lattice, (b) I-WP Lattice, (c) Primitive Lattice
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10.2

Damage Model Validation

In order to validate the damage model parameters, in conjunction with the developed constitutive model, an impact model was developed within Abaqus to model
the high-speed impact of cylindrical projectiles with a hardened target to match the
experimental conditions of the Taylor Impact test.
The impact was modeled using a traditional Lagrangian grid formulation in threedimensional space. The projectile was modeled using 10,700 deformable brick elements with an average edge length of 0.1 mm. This edge length was chosen as a
result of the convergence study as the optimal trade-off point between strain output
and computation speed. The target was modeled using 75,000 rigid elements. The
8-noded three-dimensional stress brick with reduced integration, C3D8R element, was
chosen for both model parts. The C3D8R element is an all-purpose brick element that
improves upon the base C3D8 element through the reduced integration, which limits
the element locking phenomenon present in the C3D8 element. A representation of
the Abaqus model is presented in Figure 120.
As a comparison, Figure 121 presents a side-by-side contrast of three points within
the impact event for the Abaqus model, shown on top, and experimentation, shown
on the bottom, for the I-WP lattice. Within these images, there is a good correlation
between time increments and cylinder compression. The specimens were measure
before and after impact to determine longitudinal and radial strain, and these values
were compared to those of the simulation. The results are presented in Table 34.
These results show that the model provided an accurate representation for the
impact test, with the maximum difference being 8.18% for the radial displacement
of the Diamond lattice. While the observed difference equated to 8.18%, it is worth
noting that the measured physical difference was only 0.17 mm, which is 1.32% of the
specimen’s radius. The other two designs exhibited a measured difference in radial
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Figure 120: Taylor Impact Test Model Developed in Abaqus

(a)

(b)

(c)

Figure 121: Comparison of Abaqus Impact Model to Taylor Impact Test Results at
Various Points: (a) Pre-Impact, (b) Peak Compression, (c) Post-Impact
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Table 34: Comparison of Longitudinal and Radial Strains between Experimental
Taylor Test and Abaqus Impact Simulation
Direction of Experimental Simulation Difference
Lattice Design
Displacement ∆d
ε
∆d
ε
(%)
Diamond
I-WP
Primitive

Longitudinal
Radial
Longitudinal
Radial
Longitudinal
Radial

22.95
2.07
24.70
0.99
25.10
0.88

0.452
0.193
0.487
0.078
0.496
0.070

23.47 0.462
1.90 0.150
25.52 0.503
1.02 0.080
23.77 0.470
0.86 0.067

-2.27
-8.18
-3.32
3.03
5.30
-2.27

displacement of 0.03 mm or less, equating to a maximum difference of 0.24%. The
most significant difference in displacement along the impact axis was for the Primitive
lattice at 5.30%, which is only a difference of 1.33 mm. The difference in displacement
between the experimental and computational results for Diamond and I-WP designs
were 0.52 mm and 0.82 mm, respectively. In considering the difference in physical
measurements, the maximum longitudinal error is 2.62%. The overall longitudinal
strain was in the range of 50% strain, at the impact strain rate of 4,250 sec−1 , which
puts the localized stress values in the range of the failure stress. This provides a strong
validation point for both the constitutive response model and the damage model.
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XI. Computational Modeling Techniques and Results1
As a precursor to the final impact model, a three-dimensional physics based computational model was developed in Abaqus. This model was used to predict the
damage and failure of both projectile and target under high strain rate impact using
the Johnson-Cook (JC) plasticity and damage models native in the Abaqus software.
The materials and dimensions for the initial model were chosen to match experimental
validation conditions [128], in order to provide validation of the modeling techniques,
configuration, and simulation execution.

11.1

Computational Impact Model

The initial computational model used for this study was a single projectile-single
target assembly constructed in Abaqus using the inherent explicit finite element
solver. The models all started at the point of impact with calculated impact velocities from the experimental data. Contact between the two parts was modeling
using the general contact algorithm native to Abaqus, which utilizes a penalty method
to impose contact constraints through introduction of increased local stiffness. The
general contact algorithm was used to enforce contact between two bodies, and model
friction between parts. This algorithm allows for automatic contact definition based
on surface inclusion. Within the Lagrangian systems, contact forces are generated
based on node, face, and edge interactions. It is also capable of enforcing contact
between Eulerian and Lagrangian systems, compensating for any discrepancies between the two constructs. Of the contact algorithms available within Abaqus, general
contact is the only contact algorithm that can be used with three-dimensional models, and is capable of evaluating across a mixed model type simulation. The friction
1

This chapter is a republication, in part, of the article Modeling and Simulation Techniques Used
in High Strain Rate Projectile Impact published by the author in the journal Mathematics in January
2021 [113].
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developed here follows the Coulomb friction model, which formulates the friction coefficient based on primarily on contact pressure for impact, but also includes surface
slip and temperature at the contact point [43].
The projectile was configured with a cylindrical body 24.7 mm in length and
16.7 mm in diameter to develop an equivalent system to the experimental setup.
It incorporated a blunt nose geometry, and was modeled using reference material
properties of 6061-T6 Aluminum, shown in Table 35, along with the Johnson-Cook
Parameters shown in Table 36. The impact velocity of 970 meters per second was
applied as a load to the rear face of the projectile, with no other boundary conditions
enforced upon the projectile within the simulation.
Table 35: Material properties of 6061-T6 Aluminum [1]
Material Property

Value

Elastic Modulus, E
Poisson’s Ratio, ν
Density, ρ

69 GP a
0.33
2700 g/m3

Table 36: Johnson-Cook Model Parameters for 6061-T6 Aluminum [2]
Johnson-Cook Parameter

Value

Yield Stress, A
Strain Hardening Parameter, B
Strain Rate Parameter, C
Thermal Softening Exponent, m
Strain Hardening Exponent, n
Damage Constant, D1
Damage Constant, D2
Damage Constant, D3
Damage Constant, D4
Damage Constant, D5

324.1 M P a
113.8 M P a
0.002
1.34
0.42
-0.77
1.45
-0.47
0.0
1.6

The targets were configured as square-faced plates that were 203 mm by 203 mm
with a thickness of 12.7 mm, utilizing the same material set. The target had fixed
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boundary conditions applied at both the upper and lower surfaces, as if it were affixed
in a mount, with the other edges left as free surfaces. A depiction of the simulation
boundary and initial conditions is shown in Figure 122.

Figure 122: Depiction of Impact Simulation Loading and Boundary Conditions
All of the simulations were evaluated for an impact time of 12 µs. Presented
here are the validation cases, utilizing a variety of FEA techniques, compared to
the previously acquired experimental results as means for evaluation of the modeling
techniques [128]. Three variations of the base model were developed to evaluate
different modeling techniques for use in this work. The first two models were based
solely on Lagrangian FEA techniques, comprising a full scale model to match the
real-world dimensionality of the experiment, and a symmetry reduced model that
used dual-axis symmetry to achieve a quarter scale model. The third incorporated
the use of SPH to model the target. The target was chosen for the use case of SPH
as it would see larger deformations than the projectile.
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Figure 123(a) presents the stress colormap that corresponds to traditional Lagrangian models of Figures 124–126, and Figure 123(b) presents the stress colormap
scales that correspond to the mixed models of Figures 127 and 128.

(a)

(b)

Figure 123: Stress Colormap Scale: (a) Traditional Lagrangian Model, (b) Mixed
Traditional-SPH Model

11.2

Full Lagrangian Models

The projectile and target were both symmetric across two axes, allowing the model
to be cut along those axes and reduced in scale, to a quarter scale of the full model.
This was only possible because of the shared planes of symmetry about the impact
location of both the parts, forces, and boundary conditions. A visual comparison of
the symmetry reduced and full scale model are provided in Figure 124.
As mentioned, in both the reduced and full scale models, the C3D8R eight-noded
stress bricks with reduced integration were used as the elements for analysis of the projectile and target. In the full scale model, the projectile incorporated 7,800 elements,
and the plate target was comprised of 50,000 elements. The number of elements chosen for the parts was based on a convergence study performed by varying the element
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Figure 124: Symmetry Reduced versus Full Scale Model Impact Model
size from 1/50th down to 1/500th of the plate width using the symmetry reduced
model. To save on computational run time the largest element size that still provided
consistent results was chosen, which was 1/100th of the plate width. The JohnsonCook plasticity and failure models were used to estimate the element failure modes of
the materials, with element deletion occurring for cells with equivalent plastic strain
values greater than 1.0. This value was found to most closely match the model data
to previous experimental results. Figures 125 and 126 show a comparison between the
full scale model deformation results against the experimental results of the projectile
and target plate respectively [128].
There is noticeable difference in the projectile results shown in Figure 125. The
most significant aspect of this difference, showing the leading face of the projectile
narrowing versus mushrooming, is due to inaccurate equivalent plastic strains for the
impact face elements combined with the element deletion scheme used. At the projectile impact velocity, and subsequent strain rate, the traditional Lagrangian modeling
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Figure 125: Visual Comparison of the Projectile with the Finite Element Results

Figure 126: Visual Comparison of the Target with the Finite Element Results
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technique is subject to mesh distortion causing errors which are compounded through
the CDTI methodology. Ultimately this will lead to inaccuracies in the element strain
and equivalent plastic strain, which would cause errant element deletion.
The symmetry reduced model provided nearly identical results as the full scale
model, yet took approximately one third of the time to run, 0.3 processor hours versus
1.0 processor hours for the full model.

11.3

Mixed SPH-Lagrangian Model

While the deformation results of the traditional Lagrangian model appeared to
match the experimental results adequately for the target, the deformation and residual
velocity of the projectile were not well modeled. Residual velocity is the projectile’s
velocity upon exit of the target. Therefore, a mixed SPH-Lagrangian model was developed to evaluate the projectile and target dynamics and interactions more closely.
As previously mentioned, it was decided that the target would be modeled utilizing
SPH techniques, as it would be subject to larger deformations than the projectile
based on the deformation seen in the traditional Lagrangian grid model and experimentation. The projectile was still modeled using the traditional C3D8R element
with the same seeding as the full Lagrangian model, using 7,800 elements. The plate
was discretized into SPH particles to match the size of the elements used in the full
Lagrangian model, resulting again in 50,000 elements used to model the target. However, due to the use of ghost particles in modeling boundary interaction within the
SPH methodology, 100,000 particles were ultimately used in the computational analysis, which comprised the 50,000 particles used to represent the target plate and 50,000
particles used to model boundary interaction throughout the impact scenario. Figure
127 depicts the SPH target deformation following impact under the same parameters
as the traditional model compared with the experimental results.
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Figure 127: Visual Comparison of the Target with the Smoothed Particle Hydrodynamics Results
In this figure, the particles that are no longer attached to the target plate would
have been removed from the target during impact, and show as deleted under the
traditional FEA method. As shown here, the SPH model more closely replicates the
asymmetric shearing around the exit hole that was found in the experimental results.
While the impact problem is described as a symmetrical problem, there are potential sources for the asymmetry in the simulation, such as asymmetric discretization
of a part and numerical round off. The projectile was discretized the same between
the two models, and some element asymmetry was noted in both the impact and
rear faces. The asymmetry in the projectile discretization can still provide physically relevant data, as it can be seen as a similar effect to imperfections within the
part, or non-homogeneity within the material or structure. As different mathematical methodologies are used in the two models, an asymmetric discretization could
lead to asymmetry in the mixed model but not the traditional model. In a similar
manner, numerical round offs could cause asymmetry in either model, but as different equations are utilized the round off would likely manifest differently between the
models.
While in this model only the target was converted into an SPH model, the use
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of SPH in the assembly also gave a better appreciation of the projectile response
throughout the interaction. Figure 128 shows the projectile following impact compared to the experimental projectile deformation.

Figure 128: Visual Comparison of the Projectile with the Smoothed Particle Hydrodynamics Results
Utilizing this model, the projectile shows a deformation pattern more similar to
the experimental results than with the previous modeling technique. A primary
contributor to the accuracy of the solution is the more precise displacement solution
of the target through use of the SPH technique. With contact prescribed throughout
much of the simulation, the displacement solution of the target has a direct impact on
the forces imposed upon the projectile, which in-turn will dictate the plastic strain
accumulation used in the damage model. An additional element that lead to the
closeness in results is due to the equivalent plastic strain value used for element
deletion being tuned more specifically for the projectile in the SPH-Lagrangian model
than for the traditional model while maintaining a nearly identical target failure
pattern. However, the SPH model took significantly longer to process than either the
full scale or symmetry reduced models, with a run time of 5.2 processor hours.

11.4

Further Comparison of Models

As mentioned above, the traditional grid model did not provide an adequate result
for the projectile’s residual velocity, but the SPH model was able to very closely
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match the results seen through experimentation, see Table 37. Also shown here are
the computer processing times required for each model.

Model

Table 37: Comparison of Computational Models
Residual Velocity Residual Velocity
(m/s)
Error (%)

Experimental
Traditional, Full
Traditional, Reduced
SPH

336.194
30.186
30.189
335.406

91.021
91.020
0.234

Processor Time
(hr)
1.0
0.3
5.2

Figure 129 shows the velocity plot of the projectile for both the traditional model
and SPH model against the simulation time, with t = 0 being initial contact. The
velocity values are taken from elements along the center-line of the projectile. As
shown here, the SPH velocity follows a smooth and expected deceleration from the
initial impact velocity to the projectile’s residual velocity. On the other hand, the
traditional grid velocity shows an initial acceleration within the first time step, then
decelerates more quickly down to a velocity roughly one-tenth of that observed in
experimentation.
The initial increase in velocity is likely due to the high strain rate of impact, which
could not be accurately modeled by the traditional explicit methodologies. One of
the most essential differences between the two methods is that SPH is meshless, and
the problem domain is discretized with particles that do not have a fixed connectivity. Thus, large displacement problems are better evaluated since there is no need
to evaluate the internal forces based on individual volume integration as required in
the traditional approach. The traditional Lagrangian method requires a continuity
of nodes, which requires the integration of the volume represented by the element
geometry, and under large deformations may be so distorted that the evaluation will
produce errors in balancing force distribution. At this impact velocity, and subse-
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Figure 129: Comparison of Projectile Residual Velocity between Traditional Lagrangian Finite Element and Smoothed Particle Hydrodynamics Models
quent strain rate, the full Lagrangian model would have produced some error in the
elemental volume integration required to determine the internal force vector that is
used to determine the time step acceleration term. In the SPH method, there is no
need to evaluate the integration of volume within the element as there are no element
connecting nodes, rather the internal force vector is through a pre-established association with the neighboring particles by means of the kernel function. This association
is predetermined and becomes part of the derivative included within the conservation
equations. Another potential source of error that led to the lower residual velocity
is the implementation of the Coulomb friction coefficient in Abaqus’s general contact
algorithm. If the friction coefficient is too high it can lead to binding in the model
as it progresses. While the same friction coefficient was used in both models, the
differences in relative motion of the projectile and target between the models would
change the application of the friction and lead to errors in the velocity.
Figure 130, presents the impact axis, or z-axis, acceleration for a target particle
and node on the edge of the initial contact. For reference, the model was oriented with

245

initial impact velocity along the negative z-axis. The acceleration of the traditional
Lagrangian element depicts a significantly larger rise in positive acceleration than the
SPH particle in the beginning of the response. This difference is an important factor
in the initial increase in velocity shown by the full Lagrangian model, and why the
initial velocity of the SPH model stayed constant. The acceleration response of the
full Lagrangian model also exhibits larger peaks and troughs, which is indicative of
the errors manifesting in the internal energy volume integration.

Figure 130: Comparison of Impact-Axis Acceleration between Traditional Lagrangian
Finite Element and Smoothed Particle Hydrodynamics Models
Furthermore, a comparison between the internal energy versus time for the two
models is presented in Figure 131. Overall, the trend between the two curves is similar
with the traditional model displaying higher internal energy values, see Figure 131(a),
but there is a unique artifact within the traditional model early within the simulation
run, see Figure 131(b). This variation within the internal energy curve is likely due
to an error developed within the internal force calculations of the traditional method
as mentioned above. Since the traditional Lagrangian model is based on Newton’s
Second Law, the error in the acceleration derived from the internal force calculation
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would have been carried forward to the velocity and displacement vectors through the
CDTI methodology shown in Equations 7–9 and compounded throughout the time
step integration process. This is likely the cause of the significant error in residual
velocity realized by the two traditional models.

(a)

(b)

Figure 131: Model Internal Energy versus Time Comparison: (a) Full Run Duration,
(b) Initial Reaction
While both modeling techniques both rely upon a Lagrangian reference frame
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according to the internal interactions and external forces and thus evolve the system
in time, within SPH the mathematical process of satisfying the three conservation
equations alongside the equation of state reduces the likelihood of error. To highlight
the differences in computed displacements between the two methods, a comparison
of element strain over time is presented in Figure 132. Figure 132(a) compares the
element strain of an element on the impact face of the projectile. As seen in the
figure, both curve follow the same trend, although the SPH model strain is roughly
twice that of the traditional model. Figure 132(b) shows a similar comparison for an
element on the rear face of the projectile through the simulation duration. For this
case, the response curves are not quite in alignment, although the general trend of
the strain over time is comparable. The back face element shows the opposite case
of the front face, in that here the strain values of the traditional model are higher
than that of the SPH model, by roughly 70%. These figures emphasize the resultant
difference in nodal displacements, and ultimately projectile strain, between the two
models utilized.
Figure 133 depicts the plastic strain accumulation of a single target element or
particle on the outer edge of the initial contact between the particle and target. The
Johnson-Cook Damage Model, which is used to determine element and particle failure,
relies upon the plastic strain accumulation within the model. The SPH plastic strain
accumulation was characterized by a smooth accumulation up to a maximum strain
of 0.73mm/mm. The traditional Lagrangian response was significantly more chaotic,
displaying several discontinuities. The element reached a maximum plastic strain of
1.1mm/mm, although the mean plastic strain in the plateau region was 0.85mm/mm.
The more stable response from the SPH target provides a reliable input source into
the damage model for determining degradation of material properties throughout the
impact. The erratic strain response of the full Lagrangian model could lead to either
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(a)

(b)

Figure 132: Element Strain versus Time: (a) Projectile Impact Face, (b) Projectile
Back Face
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early or late element deletion, which would have a substantial impact on further
evaluation within the model.

Figure 133: Comparison of Plastic Strain along the Impact Axis between Traditional
Lagrangian Finite Element and Smoothed Particle Hydrodynamics Models
During the impact period, the high rate force is applied and kinetic energy is
partially transferred between the colliding bodies, the use of the conservation of momentum and energy specifically provide a more balanced solution than Newton’s
Second Law. Figure 134 shows a comparison of the model kinetic energy between the
traditional model and mixed model. In Figure 134(a), the model kinetic energy is
presented over the entire simulation run, and it can be seen here that the SPH model
retained a higher level of kinetic energy than the traditional model. This correlates
with the higher residual velocity of the projectile in the SPH model; however, similar
to the internal energy response, there is an interesting phenomenon that can be seen
early in the simulation run, which is presented in Figure 134(b). Early in the simulation, as shown in this figure, the traditional model appears to recover some kinetic
energy, where the mixed model does not show this anomaly. This peculiar feature is
a further indication of the errors produced in the Lagrangian impact model.
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(a)

(b)

Figure 134: Model Kinetic Energy versus Time Comparison: (a) Full Run Duration,
(b) Initial Reaction
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XII. Projectile Impact Results

This section presents the results of the impact testing of projectiles that incorporated a lattice core. Experimental testing was accomplished on additive manufacturing (AM) projectiles as described in Section 3.3.2. Additionally, computational
simulations were run for the same models and a solid Inconel 718 (IN718) projectile.

12.1

Experimental Projectile Impact

Three different projectile models were fabricated from IN718 for experimentation.
They were precision turned following fabrication to have exact dimensions for use
within the pneumatic cannon. Each of the models was 12.7 mm in diameter, 63.5
mm in length, and included a different lattice design within the core section. The
three lattices used were the Diamond, I-WP, and Primitive Triply Periodic Minimal
Surface (TPMS)-based designs. The relative density of the lattice sections was set
to maintain a constant projectile mass, so that the kinetic energy and momentum
between projectile models would be the same during testing. The chosen relative
density was 25%. The actual relative densities and mass for each projectile can be
found in Table 38. Each of the projectiles indicates a higher actual relative density
than designed, which is likely due to trapped powder within the projectile shell-tolattice interface.
Based on the previous testing accomplished with the pneumatic cannon, a chamber
pressure of 1,200 psi was chosen to achieve an impact velocity of 250 m/s for the
mass of the projectiles. The impact velocity was determined through digital image
correlation, using the camera frame rate and reference distance provided a length per
pixel within the image. The actual reservoir chamber pressure and impact velocity
for each of the test events are listed in Table 38. The resultant velocities were slightly
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lower than expected, which is in all likelihood due to the differences in mass and lower
chamber pressures.
Table 38: Experimental Conditions of Projectiles with Lattice Core
Lattice Core

Lattice Relative Density
(%)

Projectile Mass
(g)

Chamber Pressure
(psi)

Impact Velocity
(m/s)

Diamond
I-WP
Primitive

25.28
25.07
25.58

50.06
49.66
50.65

1198
1185
1181

247.20
249.44
244.53

A depiction of the impact event is shown in Figure 135. The projectile in this
image sequence is the projectile that included the Diamond lattice core. Within this
figure, the projectile can be seen penetrating the target with minimal damage occurring before the projectile has reached half-length penetration of the target. In
Figure 135(c), more pronounced debris back spray from the penetration can be observed, along with significant cracking present on the observed face of the concrete
target. Also seen within the figure is the background grid used to determine the
projectile’s impact velocity.
Similar impact conditions were seen for each of the experimental runs, with the
projectile impacting mid-target and perpendicular to the target face. The penetration
depth for each of the experimental runs is presented in Table 43. The Diamond core
projectile displayed the furthest penetration, with a depth of 87.68 mm, with the
Primitive core projectile having a lower penetration distance at 78.09 mm. The
penetration depth of the I-WP core projectile was markedly less than the other two
runs at 67.32 mm. This difference in results was due to the projectile hitting a large
piece of aggregate within the concrete target. These results indicate that the Diamond
core provides the best condition for impact on the basis of penetration depth.
The dimensional changes for the projectiles were also taken as measures of performance. Three metrics were chosen for analysis: the change in length, the change
in mid-length diameter, and the change in bulge diameter. The results can be found
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(a)

(b)

(c)

Figure 135: Ogive Projectile Impact Sequence: (a) Initial Contact of Projectile and
Target, (b) Half-Penetration of Projectile, (c) Full-Penetration of Projectile
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in Table 44. For the change in projectile length, the Diamond projectile provided a
significantly lower value than the other designs. None of the specimens exhibited a
significant change in mid-length diameter, and the difference in the change in bulge
diameter was relatively insignificant. This outcome is a potential indication that
the Diamond lattice core absorbed more energy during the impact through internal
deformation, as it penetrated deeper into the target with minor overall deformation.

12.2

Computational Projectile Impact

In the fundamental calculations and assessment of the penetration testing event,
it was concluded that there would be significant deformation of the target at the impact velocity planned. Based on these preliminary estimates of damage and the initial
impact model results, described in Chapter XI, a mixed Smoothed Particle Hydrodynamics (SPH)-Lagrangian formulation was used to model the impact between the
lattice-inclusive projectile and concrete target. As the target model was projected to
achieve greater displacements within the analysis, the decision was made to represent
this part with particles. At the same time, the projectile still used traditional grid
methods. The overall model design is described in Section 3.3.2, and the conditions
of the finite element analysis (FEA) simulation were designed to match those of the
experimental testing. The model setup is presented in Figure 136. As with the initial
model, the general contact algorithm was used due to the selection of a mixed model.
Due to the geometry of the projectile shell and lattice core sections, a hexdominated mesh scheme was utilized under the advancing front algorithm in Abaqus.
This methodology led to the primary use of three-dimensional stress brick elements
of a linear geometric order, the C3D8R element, from the Abaqus Element Library.
The C3D8R element is a general-purpose element with a single integration point. The
reduced integration attribute allows the element to surmount the shear locking issue
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Figure 136: Projectile-Concrete Impact Model Setup in Abaqus
common in the full integration element, C3D8, when utilized under high-plasticity
scenarios. Shear locking is a known problem of all first-order, full-integration solid
elements, because the element is unable to exhibit pure bending modes [43]. Additionally, three-dimensional stress tetrahedral elements of a quadratic order were used, the
C3D10M element. The C3D10M element is a modified 10-noded quadratic tetrahedron element that performs well for deformation analysis and minimizes the potential
for shear and volumetric locking. The chosen meshing strategy led to 6,289 nodes and
5,355 elements being used to model the projectile, including 4,755 C3D8R elements
and 600 C3D10M elements. The concrete target was discretized into SPH particles to
match element geometries with the projectile. The target’s core used a refined mesh
to provide better detail of the stress wave and deformation present within the immediate impact region. Based on the element sizes used, there were 113,400 particles used
to represent the target. The number of elements and particles chosen for the parts
was based on a convergence study performed by varying the average element size of
the projectile from 1/60th down to 1/1, 000th of the projectile length. The largest
element size that still provided consistent results was chosen, which was 1/100th of
the projectile length. Along with the full-scale model, a symmetry-reduced model was
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developed to reduce computation time and provide an improved visual representation
of the projectile’s interior.
The elastic response of the lattice section was modeled using a linear relationship
with the calculated modulus of elasticity, and the newly developed constitutive model
for lattices was used to model the plastic response. The IN718 portions of the projectiles were represented with a linear elastic response and the Johnson-Cook (JC)
plasticity model. The material properties of the lattices are presented in Table 39.
Table 39: Material Properties used in Computational Impact Model
Material
Property

Diamond

Density, ρ (kg/m3
Modulus of Elasticity, E (GP a)
Poisson’s Ratio, ν
A (M P a)
m
B (M P a)
n
C1
C2
C3
C4
p

1778.92
2.25
0.07
161.82
0.34
50.24
6.72
-0.054
-0.070
2.265
-0.037
1.285

Material
I-WP
Primitive
1779.82
3.35
0.04
177.98
0.43
211.23
4.40
-0.041
-0.054
0.150
-0.004
1.011

1777.91
2.28
0.03
139.85
0.33
151.55
6.59
-0.038
-0.055
1.688
-0.005
1.132

IN718
7970.07
49.56
0.29
965.30
1.18
1370.00
0.65
0.017
-

Both the lattice and solid metals used the JC damage model to account for element
degradation and failure. The damage model parameters for the lattice sections and
IN718 are depicted in Table 40.
Table 40: Damage Model Parameters used in Computational Impact Model
Damage
Parameter

Diamond

D1
D2
D3
D4
D5

0.278
0.520
0.475
-0.022
0.062

Material
I-WP Primitive

IN718

0.169
0.407
0.176
-0.008
0.198

0.110
0.750
-1.450
0.040
0.890
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0.214
0.451
0.207
-0.020
0.074

The response of the concrete target was represented with a Holmquist-JohnsonCook (HJC) model, and the damaged crack plasticity was used to account for particle
degradation, with the property values shown in Table 1.
The boundary conditions of the target were enforced to emulate the conditions
of the experimental test, with fixed boundaries represented on the side faces, back
face, and bottom surface. These boundary conditions led to the conditions of no
allowable displacement or rotation along the outer edges of the target. The upper
surface of the target had a uniform load applied to model a restraining load placed on
the target that provided near fixed conditions. Therefore, unlike the other surfaces,
the upper surface was allowed some movement and the elements were permitted to
rotate. The projectile had an initial velocity applied to the entire part, but was
otherwise unconstrained. A depiction of the boundary conditions applied to the
assembly of parts for the symmetry-reduced model is shown in Figure 137. The
symmetry-reduced model incorporated additional boundary conditions to mirror the
assembly across the cut face. As the restraining load presented near fixed boundary
conditions, the symmetry reduced model and full model results were nearly identical.

Figure 137: Applied Boundary Conditions to Projectile-Concrete Impact Model in
Abaqus
The simulation time period required for the projectiles to reach zero forward
velocity within the model was 0.004 sec, and a maximum time increment of 1x10−7
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sec was used. The velocity profiles for the four simulations are presented in Figure 138.
Due to the increased mass of the solid projectile, the impact velocity was decreased
to match kinetic energy at impact. The three lattice core projectiles followed a
similar deceleration profile; however, the solid projectile initially displayed a more
gradual deceleration during target penetration. The dissimilarity in deceleration is
due to the difference in momentum, which is given by mass times velocity. The
solid projectile having a higher mass had a higher momentum than the lattice core
projectiles. The impulse provides the change in momentum, or mass times change
in velocity; therefore, a greater force over time is required to slow and stop the solid
projectile.

Figure 138: Projectile Velocity over Time during Impact with Concrete Target
A progression of the impact event is reproduced in Figure 139. This progression
starts at the beginning of the simulation, showing the initial time step of the contact
between the projectile and target, then the half-length penetration of the projectile,
and full-length projectile penetration depth. These images align close to the same
time increments as in Figure 139.
One of the unique features of finite element simulations is the ability to evaluate
the stress distribution along the length of the projectile. This was accomplished by
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(a)

(b)

(c)

(d)

Figure 139: Projectile Impact Simulation Sequence: (a) Start of Simulation (Frame 0),
(b) Initial Contact of Projectile and Target (Frame 1), (c) Half-Length Penetration of
Projectile (Frame 5), (d) Approximate Full-Length Penetration of Projectile (Frame
10)
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acquiring the stress values along an element path at several discrete time steps, or
frames. In this case, the selected path was along the outer edge of the projectile.
Five time steps were chosen, focusing on the initial portion of the simulation as that
is when the stress field is the most dynamic. The simulation times that correspond
with the chosen frames are displayed in Table 41.
Table 41: Corresponding Simulation Times for Frame Number
Frame Number

Simulation Time (sec)

1
2
3
9
30

8.0 × 10−5
1.6 × 10−4
3.2 × 10−4
7.2 × 10−4
2.4 × 10−3

The stress along the element path at these times is presented in Figure 140. Shown
in this image is the Diamond core projectile, although all of the projectiles with lattice
cores displayed similar results. Throughout the impact event, there was continual
contact with the ogive portion of the projectile, this maintained a high stress value
during the entire simulation. Depending on the element orientation, the stress values
are shown as being in tension or compression. The aft portion of the element path
displays indications of the stress wave progression. In Frame 1, the entire stress field
aft of the mid-point is in compression; however, looking at the stress field for Frame
2, between 60% and 90% projectile length, the stress field is in tension. The section
that is in tension is indicative of the reflection wave returning off the back face of
the projectile. The later frames show that the projectile returns to a state of slight
compression, then returning to a neutral stress state by Frame 30, which is just over
halfway through the simulation.
Figure 141 shows the same stress field incrementation as Figure 140, only for the
solid core projectile. As with the lattice core projectiles, the stress field at Frame 1 is
primarily in compression outside of the ogive nose section. However, for the solid core
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Figure 140: Stress Along Outer Edge of Projectile with Lattice Core during Impact
with Concrete Target
projectile, the stress field displays lower overall stress values, especially aft of 20%
projectile length. There are a few locations that indicate that elements are in tension
further back in the projectile, which again indicates the progression of a stress wave.
Here the stress wave appears to endure later in the simulation than for the lattice
core projectiles. The stress field for the Frame 9 time increment of Figure 141 still
shows a small, but defined, wave between 80 and 100% length, yet Figure 140 shows a
flatter response that remains in compression starting with Frame 4. This observation
suggests that the lattice core aids in the dissipation of the energy associated with the
stress wave.
In addition to evaluating the outer edge of the projectile, the stress field of the
projectile’s centerline within the core section was also assessed. The same frames
and corresponding time increments used in evaluating the outer edge were used here.
Figure 142 shows the stress fields of the four projectile designs for comparison at these
times. As with the projectile shell, the nose section of the core maintains a higher
stress load than the remaining portion of the core, and as time progresses, the stress
maintained in the aft portion of the core trends towards a nearly constant value. The
stress field of the solid core remains in compression throughout the entire simulation,
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Figure 141: Stress Along Outer Edge of Projectile with Solid Core during Impact
with Concrete Target
except for in Frames 1 and 2, where there is a small portion of the core in tension near
95% core length. The tensile region shown in these two images is presumably due to
a stress wave reflection from the back face of the core, where it meets the centerline
channel.
The lattice cores all display similar trends amongst themselves, but are in sharp
contrast to the solid core. Frames 1 and 2 for the lattice cores show a stress field that
is primarily in compression, or very close to a neutral stress state. However, starting
in Frame 9, the stress field of the lattice cores are almost solely in tension. In all
likelihood, this is due to the radial expansion occurring near the bulge region, which
is at approximately one-third of the core length. The deformation that is taking
place in the core, indicated by the tension stress field, is the mechanism of energy
absorption for the lattice structure, just as cellular deformation leads to the plateau
region in a quasi-static compression response. However, under these circumstances,
the lattice core section is no longer supporting the impact load, which now increases
the load on the projectile shell. This leads to a trade-off between reducing the stress
wave throughout the aft portions of the projectile and increasing the stress on the
shell around the core section.
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(a)

(b)

(c)

(d)

(e)

Figure 142: Stress along the Centerline of the Projectile Core: (a) Frame 1 (8.0 ×
10−5 ), (b) Frame 2 (1.6 × 10−4 ), (c) Frame 4 (3.2 × 10−4 ), (d) Frame 9 (7.2 × 10−4 ),
(e) Frame 30 (2.4 × 10−3 )
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In addition to evaluating the projectile, the amount of damage imparted on the
target was also considered. The volume of damaged material was determined within
Abaqus. The target was isolated from the projectile and the SPH particles over-laid
on a target grid representation to determine the material loss region. Figure 143
shows the overlay for each of the four projectile impacts.

(a)

(b)

(c)

(d)

Figure 143: Damage Imparted on Concrete Target by: (a) Diamond Core Projectile,
(b) I-WP Core Projectile, (c) Primitive Core Projectile, (d) Solid Core Projectile
The intersection of the particles and grid was used to outline the bounding damage
volume, as seen in Figure 144. The three lattice core projectiles do not exhibit the
same penetration depth as the Solid core projectile; however, the targets of the lattice
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core projectiles do indicate that more damage occurred on the impact face of the target
than with the Solid core projectile. Of the three lattice core designs, the Diamond
core projectile presented the most damage on the impact face, 70.09% more impact
face damage than the Solid core projectile.

(a)

(b)

(c)

(d)

Figure 144: Outline of Concrete Target Damage Volume caused by: (a) Diamond
Core Projectile, (b) I-WP Core Projectile, (c) Primitive Core Projectile, (d) Solid
Core Projectile
The corresponding target damage volumes and percent of target damaged are
presented in Table 42. The Solid core projectile caused the greatest amount of damage
to the target, with a total damage volume of 3.84 × 10−4 m3 . Of the three lattice core
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projectile designs, the Diamond core projectile exhibited the most significant amount
of damage being imparted to the target, 3.32 × 10−4 m3 in total damage volume. The
Solid core projectile is 15% heavier than the other three projectile designs, so as a
means of comparison between the projectiles and to account for the variation in mass,
a specific damage parameter was determined. The specific damage was calculated as
the damage volume divided by the projectile mass. Even taking into account the
projectile’s mass, the Solid core projectile caused the greatest amount of damage, but
the Diamond core projectile produced 99% of the specific damage that the Solid core
projectile caused. This finding indicates that a trade-off is possible within the specific
damage of a projectile between penetration depth and impact face damage.
Table 42: Damage Imparted to Concrete Targets by Projectile Core Design
Lattice Core

Target Damage
Volume (m3 )

Target Damage
(%)

Projectile Mass
(kg)

Specific Damage
(m3 /kg)

Diamond
I-WP
Primitive
Solid

3.32 × 10−4
2.82 × 10−4
2.28 × 10−4
3.84 × 10−4

7.93
7.19
5.44
9.16

3.04 × 10−2
3.04 × 10−2
3.04 × 10−2
3.48 × 10−2

1.09 × 10−2
9.92 × 10−3
7.50 × 10−3
1.10 × 10−2

12.3

Comparison of Experimental and Computational Results

In order to validate the computational model, a comparison between the experimental results and simulation must be made. This will be done using the measure
of performance outlined in Section 3.3.2. The first measure of performance that can
be used for comparison is the penetration depth of the projectile. Table 43 displays
the penetration depths for the experiments and simulations. The results were quite
close for the Diamond and Primitive core projectiles, remaining within 5% difference
between the model and live testing. The I-WP core projectile showed a significant
difference, 23.31%; however, this is easily explained by the fact that the projectile
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collided with a large piece of aggregate within the concrete target. Based on the
closeness of results for the other two lattice core projectiles, it is likely that the I-WP
core projectile would have penetrated the target to a depth near the simulation value.
Table 43: Comparison of Experimental and Computational Projectile Penetration
Depth
Projectile Core

Experimental
(mm)

Computational
(mm)

Difference
(mm / %)

Diamond
I-WP
Primitive
Solid

87.68
67.32
78.09
-

83.40
83.01
79.01
118.3

-4.28 / -4.88
15.69 / 23.31
0.92 / 1.18
-

The second performance measure to be considered as a basis for comparison is the
projectile’s deformation. Table 44 displays the dimensional changes of the projectiles
under experimental and simulation conditions. The three deformation changes of
interest were the change in length, change in mid-projectile diameter, and change in
bulge diameter. For all of the projectiles, the change in length was close between
the experimental and simulation results. While the percentage differences range from
9.10% to 18.12%, the actual measured differences are minor. The projectile with the
I-WP core exhibited the largest difference between experimentation and simulation
with a difference of 0.05 mm. Considering the length of the projectile, this represents
a 0.08% difference in longitudinal length. The None of the projectiles exhibited
a meaningful change in the mid-projectile diameter, with only the Primitive core
projectile having a measurable change in diameter in experimentation. As with the
change in length, the change in bulge diameter has larger percentage difference values,
ranging from 55.91% to 60.98%, but the measured difference is small. The maximum
difference in bulge diameter between experimental and computational results was 0.06
mm, for the Diamond core, which equates to only a 0.05% change in the radius of
the projectile. Furthermore, in each case the experimental impact presented a lower
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bulge than the simulations predicted.
Table 44: Comparison of Experimental and Computational Projectile Dimensional
Change
Measure of
Performance
Change in
Length
Change in
Diameter
Change in
Bulge

Experimental (mm)
Computational (mm)
Difference (mm / %)
Experimental (mm)
Computational (mm)
Difference (mm / %)
Experimental (mm)
Computational (mm)
Difference (mm / %)

Diamond
0.18
0.20
0.02 / 13.70
0.00
0.001
0.001 / 100
0.04
0.10
0.06 / 60.98
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Projectile Core
I-WP
Primitive
0.30
0.35
0.05 / 18.12
0.00
0.001
0.001 / 100
0.03
0.07
0.04 / 58.66

0.39
0.36
-0.03 / -9.10
0.01
0.002
-0.008 / -600
0.04
0.09
0.05 / 55.91

Solid
0.10
0.000
0.04
-

XIII. Conclusions

13.1

Summary of Conclusions

A review of past research into additively manufactured cellular structures, specifically Triply Periodic Minimal Surface (TPMS) based lattice structures, revealed
several shortcomings and the need for further investigation into characterizing these
materials for use in computational modeling. This led to a joint experimental and analytical approach to this research. The initial quasi-static testing of lattice specimens
showed that the guidance provided by American Society for Testing and Materials
(ASTM) E9-19 was not adequate for characterizing additively manufactured periodic
structures using the medium-length test specimen parameters. Modified test specimen geometries and aspect ratios were used in further experimentation, showing that
a one-to-one length-to-diameter ratio is optimal for determining the compressive response through the three regions of a lattice stress-strain curve [109]. Based on the initial results of column and cube specimens, additional testing was accomplished looking
at deformation behavior and mechanical response of three TPMS based lattices, along
with several design variations. Imagery taken during quasi-static compression testing
showed the deformation patterns of the different lattices. All of the designs indicated
a mixed-mode of deformation between stretching-dominated and bending-dominated
deformation. The Diamond and Primitive designs displayed strong indications of
single or double shear failure, where the I-WP designs had a uniform failure along
horizontal rows of cells. A clear relationship between relative density and mechanical
performance was further highlighted within testing. The derivative designs developed
through mathematical manipulation did not perform as well as the base designs [107].
The results from the derivative design led to an evaluation of topology optimization
being applied to the three TPMS lattice designs. Across all three optimized cell
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designs, the optimized cell saw an improved stress field response when considering
the reduction in cell volume and subsequent reduction in mass. Even without considering the mass reduction, the Diamond and I-WP lattice cells showed improved
performance. The I-WP lattice saw the most improvement through the topology
optimization process, with a 62.63% decrease in maximum stress loading along with
a 29.98% reduction in cell volume. Overall, topology optimization proved beneficial
for designing TPMS-based lattice cells under an initial uniaxial loading condition.
While a constraint on the optimization process was that the cells retain the ability
to be replicated into sheet lattices for use in engineering applications, there was some
question as to how the optimized cells would perform when replicated, so the base lattice designs were carried forward. A deeper investigation into the influence of lattice
topology, cell size, cell density, and surface thickness was performed using statistical
analysis techniques. The results revealed statistically significant effects attributable
to all four factors when considering the mechanical response of the specimens under
uniaxial compression. Least squares estimates of the factor effects indicated that
the lattice surface thickness provides the most significant impact and cell density of
the specimens provides the most negligible impact on the subsequent material properties. Furthermore, the observation of multiple factor combinations achieving the
same material property results opens up the trade space between these factors within
the design stage. This finding will allow for primary and secondary effects to be considered when designing a lattice structure, especially in energy absorbing applications
[114]. Split Hopkinson Pressure Bar (SHPB) testing was conducted to determine the
dynamic characteristics of the lattice structures. There was a significant difference in
the mechanical response of the lattices between the quasi-static and dynamic response
regimes; however, within the quasi-static and tested dynamic ranges separately, the
mechanical response indicated an insensitivity to the applied strain rate. The trends
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observed remained consistent between the two regimes, showing plastic deformation
behavior for the Diamond and Primitive lattices, and exhibiting a strain hardening
behavior for the I-WP lattice. Another prominent outcome of this testing was that,
unlike the response of the base material, the lattice designs showed a decrease in elastic modulus, yield strength or flow stress, plateau stress, and toughness as the strain
rate increased. The Johnson-Cook (JC) Flow Stress model served as a reasonably
practical model of the plastic stress and strain response of the three chosen lattice
structures over the quasi-static and dynamic response regimes through the plateau
region to approximately 30% strain. Having a usable plasticity model will allow these
lattice designs to be included in computational analysis of both quasi-static and dynamic scenarios up to the initial onset of densification. To model the lattice response
beyond densification, significant modification would have to be made to the JohnsonCook Flow Stress formulation, ultimately leading to development of a new plasticity
model. To account for the densification portion of the lattice response, a novel flow
stress model, which includes strain rate and temperature sensitivity terms, was developed to describe the mechanical response of metal lattice designs. This model was
refined out of previous mechanical models, namely the Rusch and JC models. All
of the proposed model parameters were able to be derived from experimental compression testing data, with a repeatable process being developed and applied to each
lattice design. The new model was applied under three different strain rate bands
and was able to properly model the compression behavior of three different lattice
designs manufactured out of Inconel 718 (IN718). The model was also compared with
previously developed constitutive models for cellular materials, comparing favorably
against the other models when considering the dynamic material response. The goodness of fit from the proposed model is primarily due to the tunability of the model,
especially considering the four strain rate sensitivity terms. The result is a model that
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has proven capable of accurately modeling the mechanical response of cellular lattices
across a strain rate range of 0.001 sec−1 to 4,250 sec−1 using three different testing
schemes. Due to the high strain rates and large deformations present in high-velocity
impacts, it was imperative that a damage model be determined for use in modeling.
A variation on the JC fracture model was developed using a surface energy approximation for the failure stress of the lattices and an inverse methodology based on the
work of Banerjee [86]. This technique relied on the use of an elastic-plastic model
within Abaqus that could be validated against experimental results. The JC damage
model parameters could then be determined by changing the simulation and material
model conditions. The resultant damage model was then compared to the results of
the Taylor Impact Tests for each of the three lattice designs under consideration with
favorable results. Two computational modeling techniques, a traditional Lagrangian
grid and mixed Lagrangian-Smoothed Particle Hydrodynamics (SPH), were considered in modeling high-velocity impact to determine optimal high strain rate finite
element analysis (FEA) simulation methodologies. These two techniques show that
a trade-off that must be made in the modeling of high-velocity projectile impact between computational cost and simulation performance. Considering the complexities
of three-dimensional modeling, the Lagrangian model does an adequate job modeling
physical deformation even at nearly 1,000 m/sec and at a reasonable computational
cost. However, there are drawbacks to Lagrangian analysis. The most notable deficiency is that it does not model larger deformations or displacements well, which
was plainly evident in the residual velocity results being one-tenth of that seen in
experimentation. The mixed model was capable of handling higher strain rates and
larger deformations better, which was evidenced in the closeness of the simulation
results to the experimental values. The mixed model was able to achieve a residual
velocity within a quarter of a percent of the experimental results, and also displayed
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asymmetric results in the deformation pattern similar to experimentation. While the
computational cost was five times that of the more traditional Lagrangian technique,
the improved accuracy in the solution makes the mixed model preferable for simulating high strain rate projectile impact. With the required material models developed
and FEA simulation methodologies determined, a computational model was created
to evaluate the lattice, as a part of a later projectile, under impact conditions with a
concrete target. In addition, projectiles incorporating the lattice core were fabricated
and tested at an impact velocity of approximately 250 m/sec. Two performance measures were used to validate the model: penetration depth and projectile deformation.
Considering the closeness in results between the experimental cases and simulations,
the computational model developed provides an adequate representation of the realworld conditions. This allowed the computational model to be used to analyze the
stress field during the impact event. The analysis showed similar stress field results
for each of the three lattice core designs, but the Diamond core achieved the best
overall results. The solid projectile still performed better based on the measures of
performance. However, the lattice core did appear to decrease the propagation and
continuation of the impact stress wave when compared to the solid projectile. Furthermore, evaluating the total damage volume imparted on the concrete target, the
Diamond core projectile caused an equivalent amount of damage to the Solid core projectile. These results further indicate that the elastic-plastic stress-strain relationship
provided by the newly developed constitutive model and the damage model based on
the JC failure model can be incorporated into Abaqus and provide valuable results
for lattice structures and combined lattice-solid components under highly dynamic
scenarios. Based on the results from the computational model, the inclusion of a
lattice core will aid in the dissipation of the stress wave generated by an impact, but
the projectile is likely to undergo more deformation. Of the three lattice core designs
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considered, the Diamond core yielded the best overall results considering the chosen
performance metrics. The reduction in mass due to the inclusion of any lattice core
means that the projectile will have less momentum during the impact resulting in a
lesser penetration depth than a solid projectile, even when considering similar kinetic
energy at impact. However, if the penetration depth is secondary to the amount of
damage imparted by the projectile, the Diamond core projectile is capable of causing
the same amount of damage as a Solid projectile with a reduced mass.

13.2

Research Contributions

The contributions this research has made to the field of lattice mechanical characterization include:
• Characterized the quasi-static mechanical response of additively manufactured
IN718 TPMS based lattice designs.
• Characterized the dynamic mechanical response of additively manufactured
IN718 TPMS based lattice designs through SHPB and Taylor Impact testing
methods.
• Developed novel cellular designs based on manipulation of the mathematical
representations for three TPMS designs and topology optimization methods.
• Determined the significance of four lattice design parameters and the underlying
connection between these factors in determining the mechanical response of the
lattice structure.
• Developed a new constitutive model for lattice structures that considers strain
rate and temperature effects across a wide range of strain rates.
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• Highlighted three-dimensional FEA techniques for use in modeling high-velocity
impact.
• Demonstrated the ability of lattice structures to dissipate the impact stress
wave as part of a projectile core.
13.2.1

Presentation of Research

Portions of this research have been or plan on being presented at professional
conferences:
• Dayton-Cincinnati Aerospace Sciences Symposium (DCASS), 5 March 2019.
Computational Modeling: High Strain Rate Response of Advanced Materials.
• Dayton Engineering Sciences Symposium (DESS), 29 October 2019. Mechanical
Properties of Additively Manufactured Periodic Cell Structures.
• Dayton-Cincinnati Aerospace Sciences Symposium (DCASS), 3 March 2020.
Computational Modeling for High Strain Rate Impacts.
• Virtual Technical Meeting of the Society of Engineering Science (SES), 29
September 2020. Low Strain Rate Sensitivity of Additively Manufactured Cellular Structures.
The following presentations included a conference paper:
• American Institute of Aeronautics and Astronautics Science and Technology
Forum (AIAA SciTech), 8 January 2020. Survivability and Damage Modeling
of Advanced Materials [109].
• American Institute of Aeronautics and Astronautics Science and Technology
Forum (AIAA SciTech), 11 January 2021. First Cell Failure of Lattice Structure
under Combined Loading [110].
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• American Institute of Aeronautics and Astronautics Science and Technology Forum (AIAA SciTech), 3-7 January 2022. Strain Rate Insensitivity of Additively
Manufactured Lattices under Quasi-Static Compression Loading. (Planned)

13.2.2

Publication of Research

The following articles have been published from this research:
• Modeling and Simulation Techniques Used in High Strain Rate Projectile Impact, Mathematics (MDPI) [113].
• Mechanical Properties of Additively Manufactured Periodic Cellular Structures
and Design Variations, Journal of Engineering Materials and Technology (ASME)
[107].
• Investigation and Statistical Modeling of the Mechanical Properties of Additively Manufactured Lattices, Materials (MDPI) [114].
The following articles produced from this research have been submitted for publication:
• Strain Rate Characterization of Inconel Triply Periodic Minimal Surfaces, submitted to Journal of Dynamic Behavior of Materials (Elsevier). Submitted: 30
June 2021; In Revision: 4 August 2021.
• Development and Evaluation of Strain Rate Sensitive Constitutive Model for
Lattice Structures, submitted to International Journal of Impact Engineering
(Elsevier). Submitted: 17 July 2021; Under Review: 23 July 2021.
• Simulation-Based Investigation of Lattice Cell Optimization under Uniaxial
Compression Load, submitted to AIAA Journal (AIAA). Submitted: 5 August
2021; Under Review: 6 August 2021.
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13.3

Future Work

Based on the results of this research, further consideration should be given to
evaluating the topology optimized cell designs to determine if the change in topology
would lead to a subsequent shift in overall mechanical properties compared to the
base designs. Since the loading condition used for optimization was under uniaxial
compression within the initial loading response of the lattice cell, the optimized cell
response beyond this condition will require further examination as well.
In addition, the energy absorbing abilities of the lattice design should be considered as part of a mixed-material protective plating system. Used in conjunction
with a ceramic outer plate that blunts a projectile and provides initial slowing, the
lattice structure could dissipate the remaining energy of the projectile while reducing
any spalling of the armor. This configuration could create lighter weight and more
effective personnel and vehicle armor.
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Appendix A. TPMS Lattice Structure Generation Code,
MATLAB
1

% %%%%%%%%%%%%%%%%%%%%%%%%%%%%

2

%

3

% TPMS Lattice Generator

4

% Derek Spear

5

% Version 2.1

6

% 18 April 2021

7

%

8

% %%%%%%%%%%%%%%%%%%%%%%%%%%%%

9
10

% This program generates a TPMS based lattice through a chosen design space

11

% based on user defined cell properties and design space parameters , then

12

% outputs the design as an . stl file for 3 D manufacturing .

13
14

clear all ; close all ; clc ;

15
16

% % Cell Properties

17

% User design choices for size of the individual cells and overall build

18

% space are input and then basic calculations are performed that will be

19

% used in lattice generation .

20
21

% User Design Inputs

22

cs = 3+1/3; % TPMS Cell Size in mm ( Dimensional Length of a Unit Cell )

23

cd_w = 3; % Cell Density through Build Width ( Number of Cells through the Build Width
)

24

cd_h = 3; % Cell Density through Build Height ( Number of Cells through the Build

25

t = 0.25; % TPMS Surface Thickness in mm ( Sheet Thickness of the Generated Lattice )

26

f = 20; % Cell Fineness Parameter ( Number of Divisions within a Unit Cell )

Height )

27
28

% Calculations

29

hs = cs /2; % Half Cell Size in mm

30

w = cs * cd_w ; % Overall Build Width in mm

31

hw = w /2; % Build Half - Width in mm

32

h = cs * cd_h ; % Overall Build Height in mm

33

ht = t /2; % Half Thickness of Lattice Sheet

34

m = pi / hs ; % Periodicity Multiplier

35
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36

% Design Space Range

37

xl = - hw ; xu = hw ;

38

yl = - hw ; yu = hw ;

39

zl = - hw ; zu = hw ;

40
41

%

Design Space Range to Grid

42

x = [ xl : cs / f : xu ];

43

y = [ yl : cs / f : yu ];

44

z = [ zl : cs / f : zu ];

45
46

% Design Space Grid

47

[X ,Y , Z ] = meshgrid (x ,y , z ) ;

48
49

% % TPMS Surface Selection

50

% Select the desired lattice design from the TPMS options below by

51

% uncommenting the 3 corresponding lines below the TPMS design name .

52

% top line is the trigonometric representation of the TPMS cell , the second

53

% line is the function evaluation throughout the design space , the final

54

% line is the name that the . stl file will be saved as in the parent

55

% directory .

The

56
57

% Diamond Surface Function

58

% DMS = @ (x ,y , z ) sin ( m * x /2) .* sin ( m * y /2) .* sin ( m * z /2) + sin ( m * x /2) .* cos ( m * y /2) .* cos ( m * z
/2) + cos ( m * x /2) .* sin ( m * y /2) .* cos ( m * z /2) + cos ( m * x /2) .* cos ( m * y /2) .* sin ( m * z /2) ; %
Trigonometric Representation

59

% F = DMS (X ,Y , Z ) ; % Function Evaluation

60

% stlname = [ ’ D_build . stl ’]; % File name

61
62

% Gyroid Surface Function

63

% GMS = @ (x ,y , z ) sin ( m * x /2) .* cos ( m * y /2) + sin ( m * y /2) .* cos ( m * z /2) + sin ( m * z /2) .* cos ( m *
x /2) ; % Trigonometric Representation

64

% F = GMS (X ,Y , Z ) ; % Function Evaluation

65

% stlname = [ ’ G_build . stl ’]; % File name

66
67

% I - WP Surface Function

68

% IMS = @ (x ,y , z )

2*( cos ( m * x ) .* cos ( m * y ) + cos ( m * y ) .* cos ( m * z ) + cos ( m * z ) .* cos ( m * x ) ) -

cos (2* m * x ) .* cos (2* m * y ) .* cos (2* m * z ) ; % Trigonometric Representation
69

% F = IMS (X ,Y , Z ) ; % Function Evaluation

70

% stlname = [ ’ I_build . stl ’]; % File name

71
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72

% Lidinoid Surface Function

73

% LMS = @ (x ,y , z ) 0.5*( sin (2* m * x ) .* cos ( m * y ) .* sin ( m * z ) + sin (2* m * y ) .* cos ( m * z ) .* sin ( m * x )
+ sin (2* m * z ) .* cos ( m * x ) .* sin ( m * y ) ) - 0.5*( cos (2* m * x ) .* cos (2* m * y ) + cos (2* m * y ) .*
cos (2* m * z ) + cos (2* m * z ) .* cos (2* m * x ) ) + 0.15; % Trigonometric Represe ntation

74

% F = LMS (X ,Y , Z ) ; % Function Evaluation

75

% stlname = [ ’ L_build . stl ’]; % File name

76
77

% Primitive Surface Function

78

PMS = @ (x ,y , z ) cos ( m * x ) + cos ( m * y ) + cos ( m * z ) ; % Trigonometric Representation

79

F = PMS (X ,Y , Z ) ; % Function Evaluation

80

stlname = [ ’ P_3x3_10mm . stl ’ ]; % File name

81
82

% % Create Thickened Cell

83

% Applies surface offset to TPMS lattice surface to generate desired

84

% surface thickness .

85
86

% Generate Central Surface based on Chosen TPMS Design

87

Surf = isosurface (x ,y ,z ,F ,0) ;

88
89

% Create Offsets for Desired Thickness based on Surface Normals

90

SNorms = isonormals (x ,y ,z ,F , Surf . vertices ) ; % Surface Normals at Vertices

91

SNunit = SNorms ./ vecnorm ( SNorms ,2 ,2) ; % Surface Unit Normals at Vertices

92

OSoffset = Surf . vertices + ht * SNunit ; % Outer Surface Offset

93

ISoffset = Surf . vertices - ht * SNunit ; % Inner Surface Offset

94
95

% Find Free Boundary Surfaces in order to Close Lattice Surface

96

TRfb = triangulation ([ Surf . faces ; Surf . faces + max ( max ( Surf . faces ) ) ] ,[ ISoffset ;
OSoffset ]) ; % Inner & Outer Surface Triangulation

97

FB = freeBoundary ( TRfb ) ; % Surface Free Boundaries

98
99

% Enclose Openings Between Inner and Outer Surfaces

100

FBtr = FB ; % Surface Free Boundary Index

101

hFB = length ( FB ) /2; % Half of the Free Boundary Index

102

FBtr (1: hFB ,3) = FB ( hFB +1: end ,1) ; % Inner Surface to Outer Surface Triangulation

103

FBtr ( hFB +1: end ,3) = FBtr (1: hFB ,2) ; % Outer Surface to Inner Surface Triangulation

104
105

% Combine Surfaces Arrays into Single Array for Triangulation

106

sVerts = [ ISoffset ; OSoffset ]; % Inner and Outer Surface Vertices

107

sFaces = [ Surf . faces ; Surf . faces + max ( max ( Surf . faces ) ) ]; % Inner and Outer Surfaces
Faces
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108

sFull = [ sFaces ; FBtr ]; % Add Boundaries

109
110

% % Output of Design

111

% The final arrays are triangulated into a mesh then saved to an . stl file

112

% for use in 3 D manufacturing .

113
114

% Triangulation of Build for . stl Output

115

TR = triangulation ( sFull , sVerts ) ;

116
117

% Output Design to */ stl

118

stlwrite ( TR , stlname ) ;

119
120

trisurf ( TR , ’ FaceColor ’ ,[0.9 0.9 0.9]) ;
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