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Abstract
While statistical learning methods have proved powerful tools for predictive modeling,
the black-box nature of the models they produce can severely limit their interpretabil-
ity and the ability to conduct formal inference. However, the natural structure of
ensemble learners like bagged trees and random forests has been shown to admit
desirable asymptotic properties when base learners are built with proper subsam-
ples. In this work, we demonstrate that by defining an appropriate grid structure
on the covariate space, we may carry out formal hypothesis tests for both variable
importance and underlying additive model structure. To our knowledge, these tests
represent the first statistical tools for investigating the underlying regression struc-
ture in a context such as random forests. We develop notions of total and partial
additivity and further demonstrate that testing can be carried out at no additional
computational cost by estimating the variance within the process of constructing the
ensemble. Furthermore, we propose a novel extension of these testing procedures
utilizing random projections in order to allow for computationally efficient testing
procedures that retain high power even when the grid size is much larger than that
of the training set.
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1 Introduction
As scientific data grows larger and becomes easier to collect, traditional statistical models
often prove insufficient for fully capturing the underlying process. Learning algorithms, on
the other hand, adapt well to a variety of data types and produce accurate predictions,
but their inherent complexity and black-box nature makes addressing even the simplest
scientific questions significantly more difficult. This work provides a formal statistical test
for determining variable interactions whenever ensemble learning methods like random
forests are used as the primary modeling tool.
Additive models were suggested by Friedman and Stuetzle (1981) and further developed
and made popular by Stone (1985) and Hastie and Tibshirani (1990). An underlying
regression function F : X 7→ R is said to be additive if
F (x1, ..., xd) =
d∑
i=1
Fi(xi)
for some functions F1, ..., Fd. If the regression function cannot be written as, or at least well-
approximated by, a sum of univariate functions, then an interaction exists between some
subset of the covariates. Many methods have been developed to estimate the additive
functions F1, ..., Fd including a method based on marginal integration by Linton (1995), a
wavelet method suggested by Amato and Antoniadis (2001), a tree-based method by Lou
et al. (2013), and the most popular class based on backfitting algorithms as found in Buja
et al. (1989), Opsomer and Ruppert (1998, 1999), and Mammen et al. (1999).
The popularity of additive models and their ease of interpretation has inspired hypothe-
sis tests to assess whether observed data should be modeled in an additive fashion. Versions
of these lack-of-fit tests have been proposed by Barry (1993), Eubank et al. (1995), Dette
and Derbort (2001), Derbort et al. (2002), and De Canditiis and Sapatinas (2004). Fan
and Jiang (2005) further extend these procedures to also evaluate whether the additive
components belong to a particular parametric class. Even when additive models are not
used as the primary analytical tool, scientists often utilize these and related interaction de-
tection methods to determine which variables contribute additively to the response; when
no interactions are detected, the levels of one feature may be changed without affecting the
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contribution to the response made by the others.
Their utility notwithstanding, additive models can often fail to fully capture the signal
hidden within modern complex data, even when relatively little signal results from vari-
able interactions. On the other hand, learning algorithms like bagged trees and random
forests introduced by Breiman (1996, 2001), are robust to a variety of regression functions
and are considered something of a gold standard in terms of predictive accuracy. Though
this accuracy continues to drive their popularity, little is understood about the underlying
mathematical and statistical properties of these ensemble methods. Thus, while practi-
tioners routinely rely on such methods to make predictions, when standard results such as
confidence intervals or p-values from hypothesis tests for variable importance or interac-
tions need reported, those practitioners are forced to move to an entirely different modeling
technique and rely on more well-established procedures. At best, the ensembles might be
used to better inform which hypotheses to test and/or which variables should be included
in a simpler model.
Recently however, important progress has been made in understanding the asymptotic
properties of these ensemble methods by considering a subsampling approach in lieu of the
traditional bootstrapping procedure. Mentch and Hooker (2016) show that when proper
subsamples are used to construct individual trees, the ensemble predictions can be seen as
extensions of classical U-statistics and as such, are asymptotically normal. Wager et al.
(2014) apply recent results on the infinitesimal jackknife (Efron, 2014) to produce estimates
of standard errors for subsampled random forest predictions and Wager and Athey (2015)
later demonstrate the consistency of such an approach. Most recently, Scornet et al. (2015)
provided the first consistency results for Breiman’s original random forest procedure when
subsampling is employed and the underlying regression function has an additive form.
This paper continues in this recent trend by developing formal hypothesis tests for
additivity in ensemble learners like bagged trees and random forests. These tests allow
practitioners to formally investigate the manner in which features contribute to the re-
sponse when simpler, more direct tools are insufficient and to our knowledge, represent the
first formal procedures for investigating the structure of the underlying regression function
within the context of ensemble learning. That is, statistically valid results such as p-values
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may be gathered directly from the ensemble instead of relying on ad hoc measures or ap-
pealing to a simplified model. In Section 2 we propose a formal test for feature significance
by imposing a grid structure on the covariate space and in Section 3 we demonstrate that
this additional structure further allows for tests of additivity. In Section 4 we incorporate
random projections to extend our procedure to the situation where a large test grid is
needed, so as to accommodate potential high dimensional settings. Finally, in Sections 5
and 6, we provide simulations to investigate the power of our hypothesis tests and apply
our testing procedures to an ecological dataset.
2 Hypothesis tests for feature significance
Recent theory has demonstrated that a subsampling approach to constructing supervised
ensembles like random forests may allow these learners to be reigned in within the realm
of traditional statistical inference. Specifically, Mentch and Hooker (2016) show that by
controlling the subsample growth rate, individual predictions are asymptotically normal
thereby paving the way for a formal method of evaluating variable (feature) significance.
As a simple example, consider a setting with just two features X1 and X2 where the response
observed according to Y = F (X1, X2) + . To test the significance of X2, we can generate
a test set xTEST consisting of N points and build two subsampled ensembles Fˆ and Fˆ1.
Both ensembles employ the same subsamples, but Fˆ is constructed using both X1 and
X2 whereas Fˆ1 is built using only X1. Predictions at each point in xTEST are then made
with each ensemble and Mentch and Hooker (2016) show that the vector of differences
in predictions has a multivariate normal limiting distribution with mean µ and variance
Σ. Given consistent estimators of these parameters, µˆT Σˆ−1µˆ ∼ χ2N can be used as a test
statistic to formally evaluate the hypotheses
H0 : F (x1, x2) = F1(x1) ∀(x1, x2) ∈ xTEST (1)
H1 : F (x1, x2) 6= F1(x1) for some (x1, x2) ∈ xTEST for any F1.
Though asymptotically valid, this procedure requires building separate ensembles for each
feature of interest. We demonstrate here that imposing additional structure on the test
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Figure 1: A grid of test points shown in the X1X2 plane below the response surface.
set allows us to both avoid training an additional set of trees and also perform tests for
additivity.
Define a grid consisting of N total test points as in Figure 1 with N1 levels x1i and N2
levels x2j so that the (i, j)
th point in the grid has true value Fij = F (x1i , x2j) and predicted
value Fˆij. In the case of categorical covariates, these grid levels are naturally occurring
while in the case of continuous covariates, these levels can be specified as appropriate (e.g.
based on quantiles of the observed data). Let VF and VFˆ represent the vectorized versions
of these true and predicted values so that VF = (F1,1, ..., F1,N2 , ..., FN1,1, ..., FN1,N2)
T and
define
fˆi· =
1
N2
N2∑
j=1
Fˆij
as the average response at the ith level x1i across all grid levels x2j . For each point in the
grid, the difference in predictions Fˆij − fˆi· can be written in vectorized form as DVFˆ for
an N ×N difference matrix D of rank N −N1. In this case, D = IN −
(
IN1 ⊗ 1N21N2×N2
)
where IC is the C×C identity matrix, 1C×C is the C×C matrix of 1’s, and ⊗ denotes the
standard tensor product. Let Σ denote the covariance of VF and Σˆ a consistent covariance
estimate of the predictions. Then we can define ΣD = cov(DVF ) = DΣD
T so that ΣˆD =
DΣˆDT forms a consistent estimate of the covariance of the projected predictions ΣD. Then
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(DVFˆ )
T Σˆ−1D DVFˆ ∼ χ2N−N1 and since we can equivalently write the hypotheses in (1) as
H0 : Fij − fi· = 0 ∀(x1, x2) ∈ xTEST
H1 : Fij − fi· 6= 0 for some (x1, x2) ∈ xTEST
(DVFˆ )
T Σˆ−1D DVFˆ can be used as a test statistic.
Asymptotically, this test statistic has a χ2N−N1 distribution and thus can be compared
to the 1−α quantile to achieve a test with type 1 error rate α; if the test statistic is larger
than this critical value, we reject the null hypothesis and conclude that X2 is significant.
This testing procedure readily extends to the more general case of d features X1, ..., Xd.
Let XR and XA form a partion of {X1, ..., Xd} so that XR and XA are disjoint and
XR∪XA = {X1, ..., Xd}; the setXR denotes the reduced set of features andXA represents
the additional features that we want to test for significance. To test the hypotheses
H0 : F (xRi ,xAi) = FR(xRi) ∀(xRi ,xAi) ∈ xTEST
H1 : F (xRi ,xAi) 6= FR(xRi) for some (xRi ,xAi) ∈ xTEST for any FR
we simply repeat the testing procedure in the above example, replacing the levels x1i and
x2j with appropriately redefined grid levels the feature sets XR and XA, respectively. Note
that in this case, each grid point now corresponds to the value of a vector of features.
It is also worth noting that Mentch and Hooker (2016) suggest comparing predictions
generated with the full training set to not only those produced with the reduced set XR,
but also to those generated with XR and a permuted version of XA in order to rule out
the possibility that the ensemble is simply making use of additional noise. The procedure
we propose above avoids this potential confusion by utilizing the projection matrix D.
3 Tests for additivity
We now demonstrate that this grid structure also allows for formal tests of additivity.
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Tests for total additivity
Again assume that our training set consists of only two features and that the response is
observed according to Y = F (X1, X2) + . Tests for total additivity assess whether the
entire underlying regression function F is equal to, or at least well-approximated by, a
sum of functions with disjoint domains. When each function is univariate, this simply
means that there are no interactions between any covariates but a more general case is also
discussed below. In the simple 2-dimensional case, the hypotheses of interest are
H0 : ∃ F1, F2 such that F (x1, x2) = F1(x1) + F2(x2) ∀(x1, x2) ∈ xTEST (2)
H1 : F (x1, x2) 6= F1(x1) + F2(x2) for some (x1, x2) ∈ xTEST for any F1, F2.
Again define a 2-dimensional grid of test points as in Figure 1 so that each point in the
grid has true value Fij, predicted value Fˆij, and vectorized versions VF and VFˆ . Define F¯
to be the mean of all predictions in the grid and define
fˆi· =
1
N2
N2∑
j=1
Fˆij and fˆ·j =
1
N1
N1∑
i=1
Fˆij
as the mean prediction at the ith level x1i across all levels x2j , and the mean prediction at
the jth level x2j across all levels x1i , respectively. If the features are additive, (i.e. under
the null hypothesis) all points (x1i , x2j) in the grid can be written as Fij = fi· + f·j − µ
where µ = EF¯ is the true mean expected prediction across all points in the grid. Thus, we
may equivalently write the hypotheses in (2) as
H0 : Fij − fi· − f·j + µ = 0 for all (x1, x2) ∈ xTEST
H1 : Fij − fi· − f·j + µ 6= 0 for some (x1, x2) ∈ xTEST.
The natural test statistic is then Fˆij− fˆi·− fˆ·j + F¯ which can be written as D2VFˆ where
difference matrix is given by
D2 = IN −
(
IN1 ⊗
1
N2
1N2×N2
)
−
(
1N1×N1 ⊗
1
N1
IN2
)
−
(
1
N
1N×N
)
.
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Thinking of the N1 and N2 grid levels as factor levels of X1 and X2, we have P = 1 +
(N1 − 1) + (N2 − 1) degrees of freedom and D2 has rank N − P . As in Section 2, let Σ
denote the covariance of VF so that we can write ΣD2 = cov(D2VF ) = D2ΣD
T
2 and use
(D2VFˆ )
T Σˆ−1D2D2VFˆ ∼ χ2N−P as our test statistic. Note that this testing procedure for total
additivity is identical to the procedure for testing significance but in the final two steps we
calculate an alternative difference matrix and test statistic.
This procedure also naturally extends to the case of d features X1, ..., Xd. To test
hypotheses of the form
H0 : ∃ F1, ..., Fd s.t. F (x1, ..., xd) = F1(x1) + · · ·+ Fd(xd) ∀(x1, ..., xd) ∈ xTEST (3)
H1 : F (x1, ..., xd) 6= F1(x1) + · · ·+ Fd(xd) for some (x1, ..., xd) ∈ xTEST for any F1, ..., Fd
we require a d-dimensional grid of test points so that given Ni levels of each feature Xi,
our grid contains a total of N =
∏d
i=1Ni test points. Further, define
fˆ···j··· =
1
N1 · · ·Np−1Np+1 · · ·Nd
N1∑
i1=1
· · ·
Np−1∑
ip−1=1
Np+1∑
ip+1=1
· · ·
Nd∑
id=1
Fˆi1···j···id
to be the average prediction over all points in the grid at the jth level defined on the pth
feature, xpj . As in the 2-dimensional case, we can rewrite the hypotheses in (3) as
H0 : Fi1...id − fi1··· − f·i2··· − · · · − f···id + (d− 1)µ = 0 for all (x1, ..., xd) ∈ xTEST
H1 : Fi1...id − fi1··· − f·i2··· − · · · − f···id + (d− 1)µ 6= 0 for some (x1, ..., xd) ∈ xTEST
and write Fˆi1...id−fˆi1···−· · ·−fˆ···id+(d−1)F¯ asDdVFˆ . Again, we define Σ to be the covariance
of VF so that ΣDd = cov(DdVF ) = DdΣD
T
d and we can use (DdVFˆ )
T Σˆ−1DdDdVFˆ ∼ χ2N−P as
our test statistic, where P = 1 + (N1 − 1) + · · ·+ (Nd − 1).
Importantly, the additive functions need not be univariate. Define a (disjoint) partition
of the feature space S1, ...,Sq so that ∪qi=1Si = {X1, ..., Xd}. We can test hypotheses of
the form
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H0 : ∃ F1, ..., Fq such that F (s1, ..., sq) = F1(s1) + · · ·+ Fq(sq) ∀(s1, ..., sq) ∈ xTEST
H1 : F (s1, ..., sq) 6= F1(s1) + · · ·+ Fq(sq) for some (s1, ..., sq) ∈ xTEST for any F1, ..., Fq
in exactly the same fashion by appropriately defining levels of an q-dimensional grid of test
points.
Tests for partial additivity
We now handle the case where we are interested in testing only whether a proper subset
of features contribute additively to the response. Suppose that our training set consists of
three features X1, X2, and X3 and we are interested in testing
H0 : ∃ F1, F2 s.t. F (x1, x2, x3) = F1(x1, x3) + F2(x2, x3) ∀(x1, x2, x3) ∈ xTEST (4)
H1 : F (x1, x2, x3) 6= F1(x1, x3) + F2(x2, x3) for some (x1, x2, x3) ∈ xTEST for any F1, F2.
Rejecting this null hypothesis means that an interaction exists between X1 and X2 but
implies nothing about potential interactions between X1 and X3 or between X2 and X3.
Hooker (2004) uses the size of the deviation of F from partial additivity as a means of iden-
tifying the bivariate and higher-order interactions required to reconstruct some percentage
of the variation in the values of F . This is also referred to as the Sobol index for the X1,
X2 interaction (Sobol, 2001). Define a 3-dimensional grid of test points with N1, N2, and
N3 levels of X1, X2 and X3, respectively and continuing with the dot notation, define
fˆi·k =
1
N2
N2∑
j=1
Fˆijk and fˆ·jk =
1
N1
N1∑
i=1
Fˆijk
to be the average prediction over all levels of the feature X2 in the grid at the i
th and kth
levels x1i and x3k , and the average prediction over all levels of the feature X1 in the grid at
the jth and kth levels x2j and x3k , respectively. If there is no interaction between X1 and
X2, then Fijk − fi·k − f·jk + f··k = 0 at all levels (x1i , x2j , x3k) in the grid. Thus, we can
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rewrite the hypotheses in (4) as
H0 : Fijk − fi·k − f·jk + f··k = 0 ∀(x1, x2, x3) ∈ xTEST
H1 : Fijk − fi·k − f·jk + f··k 6= 0 for some (x1, x2, x3) ∈ xTEST
and use the empirical analogues of these parameters to conduct the testing procedure. Once
again, we can write Fˆijk − fˆi·k − fˆ·jk + fˆ··k as D3VFˆ for the appropriate difference matrix
D3. Defining Σ as the covariance of VF , we can write ΣD3 = cov(D3VF ) = D3ΣD
T
3 and use
(D3VFˆ )
T Σˆ−1D3D3VFˆ ∼ χ2N−P as our test statistic, where N = N1N2N3. Note that since we
must now account for two-way interactions, we have P = 1 + (N1 − 1) + (N2 − 1) + (N3 −
1) + (N1 − 1)(N3 − 1) + (N2 − 1)(N3 − 1) degrees of freedom and D3 is of rank N − P .
As was the case in testing for total additivity, the testing procedure remains identical with
the appropriate difference matrix and test statistic calculated in the final steps.
This same testing procedure can also be performed when our training set consists of
d features and we are interested in determining whether an interaction exists between Xi
and Xj. Denote the set of all features except Xi and Xj as X−i,j so that our hypotheses
become
H0 : ∃ Fi, Fj such that F (x1, ..., xd) = Fi(xi,x−i,j) + Fj(xj,x−i,j) ∀(x1, ..., xd) ∈ xTEST
H1 : F (x1, ..., xd) 6= Fi(xi,x−i,j) + Fj(xj,x−i,j) for some (x1, ..., xd) ∈ xTEST for any Fi, Fj.
Now, instead of the third dimension of the grid containing levels of the single feature
X3, these are now vector levels x−i,j and the testing procedure remains identical. Likewise,
Xi and Xj may be treated as vectors of features by redefining the grid levels as levels of
the appropriate vector.
Remark: The testing procedures above as well as those defined in Section 2 were derived
assuming equal weight is placed on each point in the test grid. In some cases, it may be
advantageous to instead differentially weight grid points, for example based on the local
density of observations. This alternative approach based on minimizing a weighted sum
of squared errors is outlined in Appendix A. For a more thorough review of when such an
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alternative may be preferred, we refer the reader to Hooker (2007).
4 Random Projections
The above procedures require estimating a covariance matrix of size proportional to the
number of points in the test grid. However, estimating the variance parameters with
too small an ensemble can result in a significant overestimate of the variance, thereby
substantially reducing the power of our testing procedures; see Mentch and Hooker (2016)
for a more complete discussion. Thus, in situations where large grids and/or complex
additive forms are of interest, it may become computationally infeasible to directly obtain
an accurate covariance estimate. In light of this, we further extend our above procedures
to make use of random projections.
Random projections have a long-established history as a dimension-reduction method.
The Johnson-Lindenstrauss Lemma (Johnson and Lindenstrauss, 1984) provides that or-
thogonal projections from high dimensional spaces into lower dimensional spaces approx-
imately preserve the distances between the projected elements. Lopes et al. (2011) and
Srivastava et al. (2015) leverage this result to produce a high-dimensional extension of
Hotelling’s classic T 2 test to the p > n case. Specifically, given two multivariate samples
Xn1×p and Yn2×p, the data is projected via a random projection matrix R into a reduced
dimension r < n, p where an analogous testing procedure can be well-defined. In the latter
work, the authors denote this test RAPTT (Random Projection T-Test) and for each
projection matrix Ri, the projected test statistic and p-value are given by
T 2Ri =
1
n−11 + n
−1
2
(X¯ − Y¯ )′Ri(R′iSRi)−1R
′
i(X¯ − Y¯ )
and
θRi = 1− Fr,n−r+1
(
n− r + 1
r
T 2Ri
n
)
where n = n1 + n2 − 2, S is the (pooled) sample covariance matrix, and Fa,b denotes the
F -distribution with numerator and denominator degrees of freedom a and b, respectively.
RAPTT proceeds by sampling M random projection matrices R1, ..., RM thereby obtaining
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a total of M of the test statistics and p-values defined above. The final test statistic in the
procedure with level α is defined as the average across the M p-values, θ = 1
M
∑M
i=1 θRi and
the null hypothesis of equal means is rejected whenever θ < uα where uα is chosen such
that P
[
θ < uα
∣∣∣H0] = α.
In our context, we consider a training set of size n, an ensemble consisting of m trees,
each of which is built with a subsample of size k, and we are interested in predicting at
N total test points. Recall from Section 2 that the simplest form of test statistic that can
be used to evaluate variable importance is given by µˆTN Σˆ
−1µˆN ∼ χ2N where µˆ is the vector
of ensemble predictions, and Σˆ is the corresponding covariance matrix estimate. Given m
predictions at each of N locations, we can think of our data as an m × N matrix so that
for a set of M random projection matrices R1, ..., RM and reduced dimension r < m,N ,
we can write each projected test statistic as
TRi = µˆ
T
NRi(R
T
i ΣˆRi)
−1RTi µˆN ∼ χ2r. (5)
The grid structure can also be incorporated in a straightforward manner. Though we utilize
a difference matrix D to project into the space of additive models, so long as the elements
of the Ri are independently generated continuous random variables, the overall projection
has rank r with probability 1. The original test statistic is given by (DVFˆ )
T Σˆ−1D DVFˆ where
ΣD = cov(DVF ) = DΣD
T and so the test statistic and p-value incorporating a random
projection Ri become
TRi = (DVFˆ )
TRi(R
T
i ΣˆDRi)
−1RTi (DVFˆ ) ∼ χ2r
and
θi = 1− Φ2r(TRi)
respectively, where r < N − P and Φ2r denotes the cdf of the χ2r. For M replicates of this
randomized testing procedure, we can define our final test statistic as θ = 1
M
∑M
i=1 θi in the
same fashion as RAPTT, where we reject H0 whenever θ < uα and uα is chosen such that
P
[
θ < uα
∣∣∣H0] = α.
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4.1 Defining the Testing Parameters
The procedures developed in the preceding sections require a number of user-specified
parameters. First, as noted in Srivastava et al. (2015), the choice of reduced dimension
r is an important consideration that can influence the power of projection-based testing
procedures. In our case, the covariance parameters are difficult to estimate accurately on
large grids and thus, though the procedure is well-defined for 1 ≤ r < m, this practical
restriction necessitates a relatively small projected dimension r. In many cases, we see
a significant drop in power when testing on grids consisting of more than approximately
30 points, so choosing 5 ≤ r ≤ 15 should be reasonable and computationally feasible in
most situations. Further, note that because r is small, little dependence remains between
the resulting p-values. Under the null hypothesis, each p-value is uniformly distributed
on [0, 1] and the mean of independent standard uniform random variables follows a Bates
distribution, so the final cutoff uα can be well approximated by the α quantile of this
distribution.
The ideal method of sampling the random projection matrices is of less concern; Sri-
vastava et al. (2015) show that any semi-orthogonal matrix R with elements generated
from a continuous distribution with finite second moment satisfies the necessary conditions
to perform the projection-based tests. For our situation, we recommend generating such
matrices by sampling individual elements from a standard normal distribution, orthogonal-
izing via a process such as Gram-Schmidt, and selecting the appropriate submatrix. Such
a procedure is straightforward and can be implemented in most software packages.
Algorithm 1 makes the random-projection-based testing procedure explicit, using the
internal variance estimation procedure proposed in Mentch and Hooker (2016). For a
particular query point of interest x, the asymptotic variance of the prediction is given by
k2
mα
ζ1,k +
1
m
ζk,k
where ζ1,k = var
(
E
(
Ti(x)
∣∣x˜)) represents the variance between tree-based predictions Ti(x)
at x given a single common training point x˜, ζk,k = var (Ti(x)) denotes the between-tree
variance, and α = limn/m. The algorithm makes use of the parameters nx˜ and nMC in
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order to structure the ensemble in such a fashion so as to readily post-compute consistent
estimates of ζ1,k and ζk,k. The parameter nx˜ corresponds to the number of conditional
expectation estimates E
(
Ti(x)
∣∣x˜) computed in the definition of ζ1,k and nMC is the number
of Monte Carlo samples used to estimate each conditional expectation so that in this case,
m = nx˜ × nMC . Though the ensemble need not be constructed in such a fashion, the
internal estimation procedure allows us to easily select a small projected dimension r and
also allows for the covariance estimates to be computed at no additional cost to the original
ensemble.
Algorithm 1: Random Projection Testing Procedure
1 Compute difference matrix D
2 Select reduced dimension r
3 Generate random projection matrices R1, ..., RM
4 for i in 1 to nx˜
5 Select initial fixed point x˜(i)
6 for j in 1 to nMC
7 Select subsample Sx˜(i),j of size kn from training set that includes x˜(i)
8 Build tree using subsample Sx˜(i),j
9 Use tree to predict at each of the N grid points to obtain Vˆj
10 Apply each projection to Vˆ to obtain Wˆj,c = (DVˆj)
TRc
11 end for
12 Record average of Wˆj,c over j for each projection
13 end for
14 Compute variance of each of the nx˜ averages to estimate each ζ1,kn
15 Compute variance of all predictions from each projection to estimate each ζkn,kn
16 Compute mean of all predictions from each projection to estimate each θkn
17 Compute each p-value θ1, ..., θM by comparing to χ
2
r
18 Record average p-value θ and compare to Bates α quantile
Finally, the levels of the test grid are an important consideration. As with all supervised
learning procedures, these test points should be concentrated near the observed data so as
to minimize the effects of extrapolation. However, with tree-based procedures, choosing
grid points that appear in the original sample can also be problematic. Because the trees in
random forests are grown to near full-depth without pruning, predictions made arbitrarily
close to points in the training sample can suffer from overfitting and as a result, create
the artificial appearance of interactions. Lastly, because predictions are based on localized
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Method n α-level Power
Linear Model
250
0.056 1.000
Subbagged Ensemble 0.065 0.954
Linear Model
500
0.048 1.000
Subbagged Ensemble 0.047 0.998
Linear Model
1000
0.046 1.000
Subbagged Ensemble 0.020 0.999
Table 1: Empirical α-levels and power for the linear model example.
averaging, grid points should be selected away from the boundary of the feature space to
avoid edge effects. In most situations, uniformly spaced grid points in the interior of the
feature space should produce tests with high power that preserve the level of the test.
5 Simulations
We now provide simulations to investigate the power of our proposed testing procedures.
Suppose first that we have two features X1 and X2 and that our responses are generated
according to Y = X1 + X2 + βX1X2 +  where we set β = 0 to assess α-level and β = 1
to evaluate power with  ∼ N (0, 0.052). We first test for total additivity on 1000 datasets
when β = 0 and 1000 datasets where β = 1, taking our empirical α-level as the proportion of
tests that incorrectly reject the null hypothesis (when β = 0) and our estimate of power as
the proportion of tests that correctly reject the null hypothesis (when β = 1). For reference,
we also built 1000 linear regression models using the traditional t-test to determine whether
the interaction is significant and recorded the empirical α-level and power of this testing
procedure. This was repeated for data sets of size of 250, 500, and 1000 using subsample
sizes of 30, 50, and 75 respectively and the results are shown in Table 1. The test grid was
selected as a 4 × 4 grid with levels 0.2, 0.4, 0.6, and 0.8. In each case, our test for total
additivity using a subbagged ensemble performed nearly exactly as well as the traditional
t-test.
We also selected a number of more complex regression functions that have been used
in previous publications related to testing additivity, such as De Canditiis and Sapatinas
(2004) and Barry (1993), to further investigate α-level and power. Each estimate is the
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Model Test Noise s.d. Model Test Noise s.d.
0.5 0.25 0.05 0.5 0.25 0.05
(a) x1 T
0.009 0.007 0.000
(h) x1x2 T
0.085 0.702 1.000
0.025 0.031 0.000 0.305 0.927 1.000
(b) ex1 T
0.002 0.000 0.000
(i) x1x2x3 P
0.001 0.007 0.948
0.028 0.011 0.000 0.002 0.028 0.998
(c) ex1 + sin(pix2) T
0.008 0.008 0.007
(j) exp(5(x1+x2))1+exp(5(x1+x2)) − 1 T
0.006 0.029 0.948
0.045 0.060 0.059 0.021 0.089 0.999
(d) x1 + x2 + x3 T
0.002 0.003 0.001
(k) 1+sin(2pi(x1+x2))2 T
1.000 1.000 1.000
0.000 0.001 0.001 1.000 1.000 1.000
(e) ex1 + ex2 + ex3 T
0.003 0.007 0.007
(l) 1+sin(2pi(x1+x2+x3))2 P
0.158 0.874 1.000
0.005 0.019 0.012 0.011 0.222 0.959
(f) x1x3 + x2x3 P
0.000 0.000 0.002 (m) 64(x1x2)
3
T
0.907 1.000 1.000
0.000 0.001 0.008 (1− x1x2)3 0.987 1.000 1.000
(g) ex1x3 + ex2x3 P
0.000 0.001 0.014 (n) 64(x1x2x3)
3
P
0.051 0.722 0.999
0.000 0.006 0.066 (1− x1x2x3)3 0.136 0.898 1.000
Table 2: Empirical α-level and power for a variety of underlying regression functions with
noise levels of different standard deviations. Tests are either for Total (T) or Partial (P)
additivity; for each model, the top result represents the power for a test without random
projections, the bottom for the test employing random projections. The lettered labels
beside each model are for comparison purposes to Figure 2.
result of 1000 simulations with a sample size of 500, subsample size of 50, and a 4 × 4
test grid (with levels 0.2, 0.4, 0.6, and 0.8) in the 2-dimensional tests for total additivity
and a 3× 3× 3 grid (with levels 0.3, 0.5, and 0.7) in the 3-dimensional tests for total and
partial additivity. In each case the features were selected uniformly at random from [0, 1],
the responses generated according to Y = F (X) +  with  ∼ N (0, σ2) with σ chosen
to take values 0.05, 0.25 or 0.5, and the covariance estimated via the internal estimation
procedure. The results are shown in Table 2 where the first line for each model gives the
rejection probability for the tests defined here. Note that even though the response in the
first two models does not depend on X2, this additional feature was still included in the
training sets and the same test for total additivity was performed. In each case, we see that
our false rejection rate is very conservative and we also maintain high power. Note that
in each of these simulations, the variance estimation parameters were selected as nx˜ = 50
and nMC = 250. These parameters assignments are smaller than those chosen in Mentch
and Hooker (2016) and the authors note that these smaller ensemble sizes often lead to an
overestimate of the variance thus resulting in the conservative test results (low α-levels)
seen in Table 2.
Next, we repeated these simulations on the same functions, this time employing our
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tests that utilize random projections. In the 2-dimensional tests for total additivity, we
use a 10× 10 grid so that N = 100 and in the 3-dimensional tests for total additivity and
the tests for partial additivity, we use a 5 × 5 × 5 grid so that N = 125. The results are
shown in Table 2 in the second row for each model. Note that in these tests, we maintain a
reasonable type 1 error rate but achieve significantly more power due to the finer resolution
of the test grid. These results are also presented graphically in Figure 2 where we can see
that the tests utilizing random projections tend to have higher power. The only exception
to this is model (l) with y = 0.5(1 + sin(2pi(x1 + x2 + x3))) +  where the complexity of the
response surface and the choice of evaluation points likely affected the outcome.
aa
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
log(effect+1)
R
ej
ec
tio
n 
P
er
ce
nt
ag
e
bbcdefg
g
h
h
h
i i
i
j
j
j k k k
l
l
lm m m
n
n
n
c
h
h
i
i
j j
j
l
l
l
m
n
n
Figure 2: Graphical representation of the proportion of rejected tests out of 1000 trials
corresponding to Table 2. The x-axis plots the non-centrality parameter for the non-
random projection test for each case. Lines connect tests of the same model at different
model variances; solid lines represent tests with random projections, dashed lines without.
The computational effort required to perform these tests is proportional to the dimen-
sion and overall size of the chosen grid. That is, tests of a particular form may be carried
out at little additional computational cost for larger dimensions of the covariate space.
To demonstrate this point, we first examine a test of total additivity. Here we again em-
ploy the model Y = X1 + X2 + βX1X2 +  where covariates are sampled uniformly from
[−1, 1]d+2, d takes values 5, 10 and 20, and  is chosen to be either N(0, 0.01) or N(0, 1).
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Here d represents the dimension of nuisance covariates and β is taken to be one of 0, 0.1,
0.25, 0.5, 1, 2, giving the strength of the interaction. For each combination of β and d, we
employ a 5 × 5 grid with points selected uniformly in [-0.6, 0.6] and utilize 1000 random
projections with r = 5. Selecting interior grid points in [-0.6, 0.6] helps avoid the poten-
tial edge effects common in tree-based methods when predicting near the boundary of the
feature space. For each of these settings, we generated 1000 datasets of 500 observations
from which we obtained a random forest with subsamples of size 50 and conducted tests
of total and partial additivity. The results of this simulation are given in left two panels of
Figure 3 where we see that these tests achieve approximately the correct α level at β = 0,
but quickly produce high power. We observe an expected drop in power with increasing
error variance, but relative insensitivity to nuisance dimensions.
Total Additivity Partial Additivity Variable Importance
Figure 3: Results of a simulated power experiment. The left panel provides the power of a
test of total additivity between two covariates with strength governed by β in the presence
of d additional nuisance covariates. The middle panel repeats this procedure with tests
of partial additivity. The right panel tests the importance of a three-dimensional set of
covariates in the presence of an additional d + 3 covariates. In both cases, responses were
generated with Gaussian errors with standard deviation 0.1 (solid lines) or 1.0 (dashed
lines). Here we observe sensitivity to error variance, but a relatively small impact of
nuisance covariate dimension.
We next extend this experiment to testing the importance of a group of variables. Here
we employ the model
Y = β(X1 +X2 +X3) +X4 +X5 +X6 + 
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under the same data generation scheme. Here we test the joint significance of (X1, X2, X3)
while also including further signal from (X4, X5, X6). As above, we used d = 5, 10 or 20
additional nuisance covariates and β is taken to be one of 0, 0.1, 0.25, 0.5, 1, 2, giving
the strength of the signal from the first three covariates. The i are again normal with
standard deviation 0.1 or 1. The right panel in Figure 3 shows the empirical power of the
test of importance for the vector (X1, X2, X3) based on 1000 simulations of datasets of size
500 and subsamples of size 50. For each combination of β and d, we employ a 5 × 5 × 5
grid with points selected uniformly in [-0.6, 0.6] and utilize 1000 random projections with
r = 5. We observe approximately the correct α-level at β = 0 with power increasing with
β, resulting in power of approximately 0.8 at β = 0.5. These results are in agreement with
Biau (2012) in which it is suggested that random forests are largely able ignore nuisance
covariates with power decreasing only marginally with larger nuisance dimension d.
6 Real data
We now demonstrate our testing procedures on a dataset provided by a team of ornitholo-
gists at the Cornell University Lab of Ornithology. This dataset was compiled in an effort
to determine how pollution levels affect the change in Wood Thursh population. The data
consists of 3 pollutant features, mercury deposition (md), acid deposition (ad), and soil PH
level (sph) as well as 2 non-pollutant features, elevation (elev) and abundance (ab). We
begin our analysis by testing whether the pollutant and non-pollutant features are additive:
H0 : F (md, ad, sph, elev, ab) = FP (md, ad, sph) + FNP (elev, ab). (6)
In this case we have two feature sets, X1 = (md, ad, sph) and X2 = (elev, ab) and
we performed a test for total additivity using 4 levels of each set – the 0.20, 0.40, 0.60,
and 0.80 quantiles of each feature – for a total of 16 test points. Our test statistic was
52.30, larger than the critical value, the 0.95 quantile of the χ29, of 16.92 so we reject the
null hypothesis in (6) and conclude that an interaction exists between the pollutant and
non-pollutant features. This result was confirmed by our random projection test, which
consisted of 1000 random projections to a dimension of r = 5 using a 10× 10 test grid. In
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this case, the final averaged p-value was only 0.0043, far below the critical value of 0.485.
Next, we investigated how the pollutants contributed to the response. Based on pre-
liminary investigations, ebird researchers suspected an interaction between mercury and
acid deposition (md and ad) but were unsure of the relationship between soil PH (sph)
and md and ad. In performing these tests for partial additivity, our test grid consisted of
3 points for each feature set, the 0.30, 0.50, and 0.70 quantiles of each feature for a total
of 27 test points and a critical value, the 0.95 quantile of the χ212, of 21.03. Our test for
partial additivity between md and ad,
H0 : F (md, ad, sph, elev, ab) = F1(md, sph, elev, ab) + F2(ad, sph, elev, ab),
yielded a significant result with a test statistic of 41.00 so our test supports the belief that
an interaction exists between md and ad. Again, this result was supported by our random
projection test, which consisted of 1000 random projections to a dimension of r = 5 using
a 5 × 5 × 5 test grid, for a total of 125 test points. The final averaged p-value was only
0.0064, far below the critical value of 0.485.
Our test for partial additivity between sph and the vector (md, ad)
H0 : F (md, ad, sph, elev, ab) = F1(md, ad, elev, ab) + F2(sph, elev, ab)
yielded a test statistic of 36.43, above the critical value of 21.03, so once again we reject
the null hypothesis and conclude that an interaction exists between sph and (md, ad). This
result was again supported by the random projection test based on 1000 random projections
to a dimension of r = 5 using a 5 × 5 × 5 test grid. We find a final averaged p-value of
0.225, which, though larger than in the previous tests, is still far below the critical value
of 0.485.
7 Discussion
This work harnesses desirable asymptotic properties of subsampled ensemble learners to
develop formal hypothesis tests for additivity in random forests and suggests that tradi-
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tional scientific and statistical questions need not be seen as a sacrifice of less interpretable
learning procedures. Our tests require the definition of a reasonably sized test grid in or-
der achieve reasonably accurate covariance estimates while preserving power. When larger
grids or more complex additive forms are required, we appeal to random projections and
demonstrate that our tests still maintain very high power.
Many of the above demonstrations employed a version of random forests in which each
covariate remains eligible at each split (subbagged ensembles), though we point out that
the theory established in previous work such as Mentch and Hooker (2016), Wager and
Athey (2015), and Scornet et al. (2015) allows for most general subsampled random forests
implementations, or in fact any ensemble-type learner that conforms to the regularity
conditions to be used. We caution however that the predictive improvement often seen
with random forests is generally attributed to the increased independence between trees
and thus should be expected to be less dramatic in these cases where subsamples are used
in lieu of the traditional bootstrap samples.
Finally, it is important to note that the particular additive forms for which the testing
procedures were developed were chosen only because of their scientific utility. Testing pro-
cedures for alternative additive forms can be developed in a similar manner by establishing
appropriate model parameters from an ANOVA set-up and defining the difference matrix D
accordingly. These methods can also be extended to provide formal statistical guarantees
for the screening procedures described in Hooker (2004).
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Appendix
A The generalized approach
The testing procedures developed in Sections 2 and 3 were derived by choosing the model
parameters that minimized the sum of squared error (SSE) with equal weight placed on
each point in the test grid. Instead, we may wish to differentially weight points on the grid.
For example, in the above tests for partial additivity, we can select Fˆ1 and Fˆ2 to minimize
the weighted SSE
WSSE =
∑
i,j,k
wi,j,k
(
F (x1i , x2j , x3k)− F1(x1i , x3k)− F2(x2j , x3k)
)2
where x1, x2, x3 can be taken as individual features or interpreted more generally as vectors
of features and the weights wijk are specified by the user. Hooker (2007) recommends
basing such weights on an approximation to the density of observations near (x1i , x2j , x3k).
This procedure takes the form of a weighted ANOVA. In particular, define ~F to be the
N1N3 + N2N3 vector concatenating the Fˆ1(x1, x3) and Fˆ2(x2, x3) and as in the previous
sections let VFˆ be the vector containing the Fˆijk. Further, let Z be the N× (N1N3 +N2N3)
matrix defined so that Z ~F produces the corresponding Fˆ1(x1, x3) + Fˆ2(x2, x3) and let W
be a diagonal matrix containing the weights. Then we can write
WSSE = (VFˆ − Z ~F )TW (VFˆ − Z ~F )
24
and we know that the solution ~F that minimizes this weighted SSE is given by
~F = (ZTWZ)−1ZTWVFˆ
so that under the null hypothesis
VFˆ − Z ~F = (I − Z(ZTWZ)−1ZTW )VFˆ
has mean 0. Further, letting Σ denote the covariance of VF , the variance of VF − Z ~F is
given by
C = (I − Z(ZTWZ)−1ZTW )Σ(I − Z(ZTWZ)−1ZTW )T
so that
[
(I − Z(ZTWZ)−1ZTW )VFˆ
]T
Cˆ−1
[
(I − Z(ZTWZ)−1ZTW )VFˆ
]
has a χ2N−P distribution, where P remains as defined in the standard procedures developed
in Sections 2 and 3. For equal weighting (W given by the identity matrix), these calculations
reduce to the averages employed above, and for the sake of simplicity we have restricted
ourselves to this choice. Note also that this generalized WLS approach can be applied to
more general forms of additivity as well as those tests for total additivity developed in the
previous section.
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