The conjugate gradient algorithm for solving Hermitian positive definite linear systems is usually combined with preconditioning in order to speed up convergence. In recent years, there has been a revival of polynomial preconditioning, motivated by the attractive features of the method on modern architectures. Standard techniques for choosing the preconditioning polynomial are based only on bounds for the extreme eigenvalues. Here a different approach is proposed, which aims at adapting the preconditioner to the eigenvalue distribution of the coefficient matrix. The technique is based on the observation that good estimates for the eigenvalue distribution can be derived after only a few steps of the Lanczos process. This information is then used to construct a weight function for a suitable Chebyshev approximation problem. The solution of this problem yields the polynomial preconditioner. In particular, we investigate the use of Bernstein-Szeg_ weights.
Introduction.
One Clearly, the Aj's are distinct, and from now on, we assume that they are numbered in increasing order:
The CG iterates are optimal, in the sense that rn, where _(A) --1 -Adz(A). It is well known that the optimal solution _p of (2.9) is just a suitably shifted and normalized Chebyshev polynomial of the first kind, and we have
Note that the spectrum of the preconditioned matrix Adzp(A) is contained in the interval 1 1
In view of the optimality properties of the CG algorithm, n steps of CG applied to for the case of the unit interval, this is given by
Furthermore, the orthogonal polynomials with respect to the corresponding inner product are the Chebyshev polynomials of the first kind, and we have, for all integers n, k > 0, n _ k,
We remark that (2.14) can be evaluated by means of Gaussian quadrature. This gives guarantee that there existsa unique optimal polynomial _p for (3.1).In general, _p is not known explicitly, and one needs to solve (3.1) numerically, for example, using the Remez algorithm (see,e.g.,[18, 10]).
If t_(A) = i, then the shiftedand scaled Chebyshev polynomial (2.10)is the solutionof (3.1).The idea now is to use the optimal solution_p as a polynomial preconditioner, where the weight function t_ is chosen based on an estimate for the density _ of the eigenvalue 
The distribution function r(A) in (3.6) is defined by
where H is given in (2.8) .
It can be shown that (-, .), and the inner product (., .) in (2.7)
have the same (modified) moments up to degree n -1, i.e., for all real polynomials ¢ of degree at most n -1, it holds that (3.7) (I,¢),,--(i,¢). 
We can

Bernstein-Szeg5
weight functions.
In the preceding section we first approximated the distribution function and then solved the resulting approximation problem (3.2) numerically.
Here we follow a different approach which will eliminate the latter approximation process.
The idea is to restrict the weight functions to a class, for which the solution of the Chebyshev problem (3.2) is explicitly known.
We consider three classes of weight function that fulfill this requirement.
Let Pk be a real polynomial of degree k with pk(t) > 0 on [-1, 1], and define
Then ( (3.8) ). Note that f, defined by (5.4) , is "automatically" monotone on [-1, 1] , and that f(-1) = 0 for every Pk.
It turns out to be advantageous to express Pk in terms of its zeros m l (5.5) pk(t)=a,,+l It is not hard to check that the feasible set of (5.13) is not empty, and hence (5.13) always k b_t j. Here the second parameter M indicates that p_, depends has a solution p'k(t; M) -_,j=o on the number of positivity constraints. Unfortunately, it is possible that p_:(t; M) has zeros in (-1, 1). Here, one basically has to distinguish between the cases that p*k(t; M) has one zero # in the first (last) interval (-1, tl) (( _M, 1)) or two zeros #1, #2 in (ii, ti+l), i e { 0, 1,..., M }, where t0 := -1 and tM+l := 1. Such zeros can not be used as starting values for the nonlinear problem (5.7). Therefore, we replace # by -1 or 1 and the real zeros #1, #2 by the complex zeros z = (#1 + #2)/2 + ie, -2, where e is some small positive number. Notice that (t -#,)(t -#2) -(t -z)(t --e)= 1 li, -+ < -+ This manuscript is still a preliminary and incomplete version.
In the final paper, we will also include numerical results.
