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by Angelo Spinello
A computational approach was proposed to study the binding and the stability
of metal complex-nucleic acid supramolecular systems. In particular, the interac-
tion of transition metal complexes with DNA structures named “G-quadruplexes”
was considered. G-quadruplex conformations are present in telomeres and several
oncogenes and they are involved in the inhibition of telomerase, a protein respon-
sible for immortalization of cancer cells. The main purpose of the project was then
to provide a computational tool to design chemical compounds able to selectively
stabilize G-quadruplex structures.
Universita` degli Studi di Palermo
Abstract
Doctor of Philosophy
The Interaction of Metal Complexes with G-quadruplex DNA
by Angelo Spinello
Un approccio computazionale e` stato proposto per lo studio dell’interazione di
complessi metallici di basi di Schiff con DNA. Nel capitolo 2, e` stato investigato
il meccanismo di azione di complessi di Nichel(II), Rame(II) e Zinco(II) con B e
G-quadruplex DNA. Il G-quadruplex e` una conformazione non canonica adottata
da particolari sequenze ricche in guanina. Recentemente, e` stata dimostrata la
sua esistenza in cellule umane, in regioni telomeriche e non telomeriche, ed e` stato
proposto come un possibile target per una nuova categoria di agenti antineoplastici.
I capitoli successivi sono basati su dati raccolti durante due periodi di ricerca
all’estero.
Nel capitolo 3, basato sugli studi eseguiti presso l’Universita` tecnica di Braun-
schweig, verra` mostrato come i campi di forza, oggigiorno di uso comune in Chim-
ica/Biofisica Computazionale, siano in grado di riprodurre correttamente la sta-
bilita` relativa di G-quadruplex modello. Inoltre, e` stata studiata in dettaglio
l’interazione di una classe di leganti organici, noti G-quadruplex binders, con un
modello di quadruplex parallelo. L’approccio computazionale ha messo in evidenza
l’importanza del considerare esplicitamente la protonazione dei leganti.
Nel capitolo 4, risultato di una COST Short-Term Scientific Mission in Francia
presso l’Universite´ de Lorraine, e` descritta la procedura usata per riprodurre gli
spettri di Dicroismo Circolare delle principali conformazioni dei G-quadruplex.
“The most exciting phrase to hear in science, the one that heralds new discoveries,
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1.1 Double helical DNA
1.1.1 DNA structure
DNA, deoxyribonucleic acid, carries all the genetic information in cells. It is
a linear polymer composed by nucleotides, each monomer is constituted by a
phosphate group, a cyclic furanoside sugar (β-D-2-deoxyribose) and a nitrogenous
base. The sugar is phosphorylated in the 5’ position and substituted at C1’ by one
of four different heterocycles attached by a β-glycosil C1’-N linkage. Nucleotides
contain either a purine (adenine, guanine) or a pyrimidine (thymine, cytosine,
uracil in RNA) base (see Figure 1.1).
Figure 1.1: The structure of the four nitrogenous bases [1]
The most common DNA structure (duplex) was proposed by Watson and Crick
in 1953 [2]. It is composed by two strands in a double helix conformation. Each
strand has a backbone made up of deoxyribose molecules linked together by phos-
phate groups. The 3’ C of a sugar molecule is connected through a phosphate
group to the 5’ C of the next sugar. This linkage is also called 3’-5’ phosphodi-
ester linkage. All DNA strands are read from the 5’ to the 3’ end where the 5’ end
terminates in a phosphate group and the 3’ end terminates in a sugar molecule.
Bases fit in the double helical model if a pyrimidine is always paired with a purine.
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According to Chargaff’s rules, the two strands will pair A with T and G with C.
Two H-bonds can form between A and T, and three can form between G and
C. This third H-bond in the G-C base pair is between the additional exocyclic
amino group of guanine and the C2 keto group of cytosine. The pyrimidine C2
keto group is not involved in hydrogen bonding in the A-T base pair. Because
glycosidic bonds branch off from one side of the base-pairs and because base-pairs
are displaced from the helix axes, the outer envelope of the double helix is not
cylindrically smooth but can display two grooves of different width and depth [3].
The major groove is wider than the minor groove in DNA, and many sequence
specific proteins are able to interact with it . The N7 and C6 groups of purines
and the C4 and C5 groups of pyrimidines face into the major groove, thus they
can make specific contacts with amino acids in DNA-binding proteins. Specific
amino acids serve as H-bond donors and acceptors to form H-bonds with specific
nucleotides in the DNA. H-bond donors and acceptors are also in the minor groove,
and indeed some proteins bind specifically in the minor groove [4].
1.1.2 Mechanism of DNA duplex - ligand binding
DNA-binders can be classified according to the type of association with DNA: co-
valent binding, major or minor groove binding and intercalation. As an example,
it is well known that one of the most successful anticancer drugs, cisplatin [cis-
diamminedichloroplatinum(II)], acts through the formation of coordination bonds
with the N7 nitrogen atoms on two neighbouring guanine DNA bases (see Figure
1.2) [5]. In this form, cellular proteins cannot process or correctly repair DNA, the
cell is therefore unable to replicate and dies. Nevertheless, cisplatin is effective in
only a limited range of cancers, has lot of severe side-effects and for some other
tumors often induces “resistance” during the treatment [7]. During the past years
a number of platinum-based drugs with less side-effects and improved pharmaco-
logical properties were synthesized [8]. DNA-intercalation involves the insertion of
a planar aromatic system between the base pairs of DNA, leading to significant pi
stacking and for this reason is favored by the presence of extended planar aromatic
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Figure 1.2: Schematic view of a cisplatin intra-strand adduct. The platinum
atom is shown as a white sphere; the NH3 ligands are shown as blue spheres [6].
ligand. Many different compounds have been proven to be DNA-intercalators, for
example actinomycin D (see Figure 1.3) proflavine and ethidium bromide. The
first, as an example, is a cyclic polypeptide-containing antibiotic that binds to
DNA and inhibits RNA synthesis. It is known, by X-ray crystallography [9], that
the phenoxazone ring system on actinomycin intercalates between adjacent base
pairs, while pentapeptide chains lie in the narrow groove of the B helix and form
hydrogen bonds with guanine residues on opposite chains. Generally, intercala-
tors distort the canonical structure of the DNA double helix. There is a decrease
in the twist angle between the base pairs around the intercalation site, and the
DNA is elongated. All of these effects are usually reversible upon removal of the
intercalator [10]. The biological effects of this class of DNA binders are exerted
mostly interfering with the recognition and function of proteins that recognize the
polynucleotide, such as polymerases and topoisomerases [11]. Although intercala-
tion was proposed many years ago, it is still one of the most important mechanism
of interaction with nucleic acids.
Canonical double helical B-DNA has two grooves, called major and minor. Pro-
teins and large biomolecules, e.g. oligonucleotides, bind to B-DNA preferentially
in the major groove, because it is a good receptor in terms of size, flexibility
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Figure 1.3: Schematic view that show the intercalation of actinomicyn D
(orange) in double-stranded DNA [6].
Figure 1.4: View from the three-dimensional structure of a complex between
distamycin (orange) and a DNA duplex, showing the binding of distamycin in
the minor groove [6].
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and possibility to form H-bonding [12]. Small DNA binders prefer minor groove,
where sequence recognition is limited compared to the major groove. Usually they
possess a high degree of sequence specificity. The natural molecule distamycin A
(see Figure 1.4), synthetic diarylamidines and bis-enzimidazoles (such as Hoechst
33258) are well-known groove binders. They are the most studied DNA-binding
agents and they have shown several biological activities. Some have found clinical
application in treating several diseases, like cancers, or as anti-viral and anti-
bacterial agents [13]. Moreover, some metal complexes proves to be also DNA-
groove binders. As an example, Pt(II) complexes of substituted 1,2,4-oxadiazole
derivatives, have shown anticancer activity towards human ovarian cancer cell lines
[14].
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1.2 G-quadruplex DNA
1.2.1 G-quadruplex structure
G-quadruplexes (G4) formed by human telomeric DNA have become a focus of
attention in recent years because of their role in important biological processes,
such as aging and cancer [15], and potential as a therapeutic target for cancer
[16, 17]. In quadruplexes, four guanine bases align in a pseudo-plane through
hydrogen-bond alignments involving the Watson–Crick edge of a guanine and the
Hoogsteen edge of its partner; resulting in a (G-G-G-G) tetrad (see Figure 1.5a).
The quadruplex stem is composed of stacked tetrads with phosphodiester back-
bones delimiting cavities denominated grooves. The tetrads are held together by
cations and interactions of p orbitals of stacked aromatic bases.
Figure 1.5: A quartet with Hoogsteen hydrogen bonds (a). A scheme that
shows an example of G-quadruplex folding (b). A picture of a parallel telomeric
G-quadruplex DNA (c).
The concept of targeting G-quadruplexes as a therapeutic strategy was first devel-
oped for telomeric DNA and telomerase inhibition, where the single stranded 3’
G-rich ends of chromosomes are available to be stabilized as four stranded struc-
tures. The single stranded G-rich DNA is free of its complimentary C-rich strand
which allows for novel folding topologies involving G-tetrad formation. In humans
the single stranded 3’ telomere ends are heterogeneous in length but typically ex-
tend up to 200 nucleotides (7-33 hexanucleotide repeats), allowing for many self-
associations as well as binding to specific single stranded binding proteins. One
protein in particular, telomerase, a reverse transcriptase that uses its own RNA
template to hybridize to the DNA 3’ end and synthesize additional d(TTAGGG)
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repeats, maintains the 3’ overhang. Telomerase was identified to be up regulated
in over 85% of cancers but not in somatic cells [18]. This link to cancer biology
propelled researchers to develop new strategies to interfere with telomere main-
tenance and alter cell growth through telomerase inhibition [19]. Recently, the
existence of G-quadruplex structure in human cells was proved through the gen-
eration and application of an engineered, structure-specific antibody employed to
quantitatively visualize DNA G-quadruplex [20]. Interestingly, their presence was
also observed in non-telomeric regions. In fact, there are also regions of the hu-
man genome beyond the telomere that have potential quadruplex-forming ability.
Suitable G-rich sequences were identified in a number of genes and in breakpoint
regions before the human genome was fully sequenced. The first to be system-
atically studied was the promoter region of the c-myc oncogenes, and it is still
of great interest because 1) c-myc is a ubiquitous control oncogens that plays an
important role in several human cancers; 2) the MYC gene product is virtually
not a proper target due to its instability; 3) targeting the c-myc quadruplex with
small ligand has become a paradigm for the rapidly expanding field of promoter
quadruplex targeting [21, 22].
1.2.2 G-quadruplex binders
An innovative strategy was developed to target the DNA substrate of telomerase
by stabilizing G-quadruplex formation and inhibit hybridization. Several selective
drug-like small molecule ligands were developed to target the quadruplex form-
ing 3’ telomeric ends that showed strong binding and an ability to stabilize these
motifs and inhibit telomerase, however it was shown that they lacked selectiv-
ity towards telomere quadruplex motifs. Thus began structural investigations to
understand the folded topologies of quadruplexes as therapeutic targets using a
traditional structure based drug discovery approach. To stabilize G-quadruplex
structures the binders should posses an aromatic system, able to do stacking in-
teractions with the quartet, and positively charged side chains to improve both
the water solubility and the electrostatic interactions with the negatively charged
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phosphates. Moreover, a positive central charge can be useful to improve the
affinity. It is possible that the positive charge will fall in line with the potas-
sium channel, leading to a further stabilization of the adduct. Few years ago, it
was proposed that metal complexes coordinated to aromatic ligands could have
the potential to be potent quadruplex DNA binders, and this was subsequently
demonstrated to be the case with several examples [23–25]. Recently, the first X-
ray crystal structures of nickel(II) and copper(II) salphen metal complexes bound
to a quadruplex DNA were presented [26]. Two structures were reported and
show that these salphen-metal complexes bind to human telomeric quadruplexes
by end-stacking, with the metal in each case almost in line with the potassium ion
channel (see Figure 1.6).
Figure 1.6: Side (a) and top (b) views of the crystal structure of a copper-
salphene complex. Potassium atoms (cyan) form a canal in the middle of the
structure, copper (blue) is in line with them [26].
In this concept, the metal center plays key structural, electronic, and electrostatic
roles [27]. Structurally, it was envisaged that the metal can “organize” ligands into
specific geometrical conformations ideally suited to pi− pi stack onto a G-quartet.
In addition, the metal can also have an important electronic role of “pulling”
electrons from coordinated aromatic ligands, making them more electron-deficient
and therefore more likely to be involved in substantial pi − pi interactions with
G-quartets or nitrogenous bases. Finally, the metal itself can also play an elec-
trostatic role, being positively charged, and because it may be positioned at one
end of the central ion channel in a quadruplex complex, it would thus occupy the
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place that a stabilizing potassium ion would normally occupy at the top of the
G-quartet stack at the quadruplex core [26].
1.3 Methods
In the present thesis work, the host-guest interactions described above have been
investigated by the computational approaches described in this section.
Experimental techniques such as UV–vis spectroscopy or viscosity measurements,
provide indirect evidence of the interaction between metal complexes and DNA.
Unfortunately, they hardly are able to provide atomic-level structural details, such
as the binding site or the kind of interaction, e.g. whether non-covalent or cova-
lent, occurring between small molecules and DNA. Challenging experiments are
necessary to detect such structural features, for example involving the application
of X-ray crystallography or NMR spectroscopy techniques and the use of small
synthetic oligonucleotides [28, 29]. On the other side, the knowledge of the struc-
tural and energetic details of the interaction between small molecules and nucleic
acids is of crucial importance, because it can provide an atomistic model for the
interpretation of the macroscopic properties related to such phenomenon. For
this reason, several computational methods have been proposed as complemen-
tary tools to investigate the molecule-DNA interaction. Usually, classic molecular
dynamics (MD) simulations in the presence of explicit solvent molecules have been
performed to study the properties of DNA models and the non-covalent interac-
tions of DNA with small molecules or with proteins [30]. In fact, empirical force
fields are nowadays able to correctly reproduce the structural and dynamic fea-
tures of DNA models as well as of their interaction complexes (force fields will
be discussed in section 3.1.2) [31]. As an example, with this method, the groove
binding of metal complexes with DNA dodecamers was successfully described [32].
Moreover, the geometry of [Ru(phen)2(dppz)]
2+ (phen = 1,10-phenanthroline) in-
tercalated into an adenine-thymine tetramer, d(ATAT)2, including Na
+ counte-
rions and only eight water molecules, was optimized by Car-Parrinello MD [33].
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MD simulations have been also used to sample the DNA conformational space and
select the most representative geometries, whose relative energy was successively
calculated by density functional theory (DFT) methods [34]. In this regard, it
should be pointed out that the accuracy obtained by empirical force field methods
in the structural description of non-covalent interactions between small molecules
and biomolecular systems has been checked and confirmed by quantum chemical
calculations [35].
Recently, hybrid quantum mechanics (QM) and molecular mechanics (MM) meth-
ods are being increasingly considered [36]. It has been shown that these QM/MM
methods provide structural and energetic results concerning the high level layer
more reliable than those obtained by MM methods only. For example, the QM/MM
methodology, with DFT used to describe the higher-level QM layer, allowed to
successfully reproduce the coordination geometry and spectroscopic properties of
metalloprotein active sites [37, 38]. Very often DFT and DFT/MM methods have
been used for the study of the interaction between small molecules and oligonu-
cleotides, e.g. by covalent [39, 40] and/or non covalent binding, with particular
emphasis on hydrogen bonding or the pi−pi stacking interactions [41, 42]. The com-
bination of MD and DFT/MM approaches resulted successfully in the description
of both non-covalent and covalent interactions of DNA models with main group
metal ions [43] or ruthenium(II)-arene complex [44]. In this context, very few
computational approaches have up to now been employed for describing the for-
mation of both intercalation and covalent binding between metal complexes and
DNA oligonucleotides. In particular, it is known that the most common DFT func-
tionals fail to correctly describing the pi − pi stacking interactions among planar
aromatic molecules and DNA nitrogen bases [45]. In Chapter 2 it will be shown
that using the M06-2X functional [46] as the DFT method of a DFT/MM calcu-
lation, it is possible to reliably describe both covalent and non-covalent binding
between a metal complex and a DNA model. Recent studies showed that this func-
tional correctly describes both hydrogen bonding and pi − pi stacking interactions
among DNA nucleobases in the presence of implicit solvent [47].
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The methods that will be described below were successfully applied to the in-
vestigation of other biological macromolecules and their interaction with small
ligands.
• The binding of a copper complex to B-DNA [48]
• Evaluating the mechanism of action of a small ligand, PTC124 (currently
under clinical trial), with a small messanger RNA [49, 50]
• The determination of the quaternary structure of the chaperones GroEL and
Hsp60 [51] and the interaction of a known binder, epolactaene, with Hsp60
[submitted]
• The inhibition of water and glycerol permeation in aquaporin 3 induced by
mercury [52]
• Folding of small antimicrobial peptides [53] [submitted] and their interaction
with biological membranes [in preparation]
1.3.1 Molecular Dynamics
The first molecular dynamics simulation of a macromolecule was published almost
40 years ago [54]. This simulation regarded the bovine pancreatic trypsin inhibitor
(BPTI), which was considered the ‘hydrogen molecule’ of protein dynamics be-
cause of its small size, high stability and accurate X-ray structure. Although this
simulation was performed in vacuum with a simple molecular mechanics potential
and lasted only 9.2 ps, the trajectory clearly have shown that proteins are not rigid
structures but dynamic systems, and their internal motions can play a important
functional roles. MD simulations provide details concerning individual motions of
atoms as a function of time [55]. In particular, they can be useful to answer specific
questions about the properties of a system, more easily than performing experi-
ments on the same system. Molecular dynamics studies the temporal evolution of
the coordinates and the momenta of a given macromolecule. Such an evolution is
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where ri(t) is the position vector of ith particle and Fi is the force acting upon ith
particle at time t and mi is the mass of the particle. The trajectory is important
in assessing numerous time-dependent observables [56] such as the accessibility
of a given molecular surface [57], the interaction between a small molecule (e.g.
dasatinib) and the Src kinase [58], amongst others. To integrate the differential
equations it is necessary to specify the instantaneous forces that act on the parti-
cles and their initial positions and velocities. The MD trajectories are defined by
both position and velocity vectors and they describe the dynamic evolution of the
system during the time. Moreover, positions and velocities are propagated with
a finite small time interval using numerical integrators, e.g. the Verlet algorithm.
During the simulation the trajectories may be displayed and analyzed, providing
important structural details. The dynamic events that may influence the func-
tional properties of the system, for example conformational changes in proteins,
can be observed with an atomistic detail. The forces acting on each atoms have
to be recalculated at every step to update the positions and velocities in the nu-
merical integration procedure. Force fields (FF will be discussed in Section 3.1.2)
calculate the long-range electrostatic and dispersion interactions and in order to
account for all the nonbonded pairs a summation of order N2 has to be performed.
Thus, the overall MD algorithm is composed by the repeated calculation of the
forces and many efforts were made to develop techniques to deal with the problem
of the electrostatic interactions. Moreover, an aqueous solution and the presence of
ions represent the typical environment for biological macromolecules and it has to
be accounted for in reliable simulations. In order to speed up the calculations, only
a finite sample of an extended and theoretically infinite system can be represented
inside the model. The treatment of long-range interactions is strictly connected
to the choice of boundary conditions (see Figure 1.7) that are imposed on the
Chapter 1. Introduction 14
Figure 1.7: Schematic representation of the idea of periodic boundary condi-
tions.
system during the simulation. Periodic boundary conditions (PBC) are used in
molecular dynamics simulations to avoid problems with boundary effects caused by
finite size. The existence of PBC means that any atom that leaves the simulation
box, for example from the right-hand face, then enters the box by the left-hand
face. Regarding the electrostatic treatment, recent algorithms, for example the
particle mesh Ewald (PME) method, allows efficient computation of the long-range
interactions without recurring to cutoff approximation. In this approximation,
contributions from sites separated by distance larger than a certain cut-off are
neglected [59].
1.3.2 QM/MM
Nowadays, it is still an extremely time-consuming task to calculate in an accu-
rate way the structure and properties of biomolecular systems using QM methods.
During the last decades many efforts have been made to make these kind of calcu-
lations practicable. One of the results of such efforts is the hybrid method [60]. In
a hybrid method, a large biomolecule is divided into many part. Different methods
are then applied to the fragments, going from very expensive and accurate QM
methods to less expensive and accurate molecular mechanics (MM) methods. The
hybrid method was initially developed by Honig and Karplus in 1971 [61]. This
was further improved and extended by Warshel and Karplus [62] and was formal-
ized in a more general QM/MM scheme by Warshel and Levitt [63]. Karplus,
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Levitt, and Warshel were awarded the 2013 Nobel Prize in Chemistry, for the
“Development of Multiscale Models for Complex Chemical Systems” [64–66]. In
the QM/MM formalism the whole molecular system is divided into two sections:
the model and the environment. The small model part, the more interesting layer
of the system, is treated with an accurate QM method. The environment part
is treated with a more efficient but less accurate MM method (which cannot de-
scribe bond breaking/formation or electronic state). In this scheme, as shown in
equation:
EQM/MM = EQM + EMM + EQM−MM (1.2)
the total energy of the entire system, EQM/MM , is the sum of the energy of the
model system by the QM method (EQM), the energy of the environment system
by the MM method (EMM), and the interactions (EQM−MM) between the QM
model system and the MM environment system. For this reason, the former
scheme is called an additive [67], in which the energies of the two systems and the
interactions between the two systems are added to obtain the total energy of the
whole system. The ONIOM method instead is a subtractive scheme [68]. ONIOM
can be considered as a hybrid method based on a different concept from the one
mentioned above. Although ONIOM can be used as a two-layer QM/MM method,
it can also combine different QM and QM methods, and can easily be extended
to more than two layers. In a two layer ONIOM calculation, the total energy of
the system is obtained from:
EONIOM(QM/MM) = EQMmodel + E
MM
real − EMMmodel = Ehighmodel + Elowreal − Elowmodel (1.3)
the real system contains all the atoms, and is calculated only at the low level. The
model system contains the more interesting part of the system and is treated at
the QM level, along with the atoms that are used to cap dangling bonds resulting
from the cut of covalent bonds between the QM and the MM regions. To evaluate
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the ONIOM energy, both QM and MM calculations need to be performed for the
model system. Because the positions of the link atoms are defined in terms of
the atoms in the real system, the potential energy surface (PES), and therefore
geometry optimization, is well defined [69].
1.3.3 Conformational searches
Conformational search techniques can be classified broadly into two categories:
stochastic and deterministic methods. Stochastic methods (e.g. Monte Carlo,
simulated annealing, genetic algorithm, etc.) rely on a probabilistic descriptions
to aid the location of the global minimum, and there is no natural endpoint to
the procedure. On the other hand, deterministic methods (e.g. systematic search
method, etc.) provide a certain level of assurance in locating the position of the
global minimum and there is a defined endpoint to the procedure. Monte Carlo
methods are stochastic techniques, in which the energy E0 is calculated starting
for an arbitrary conformation. New conformations are generated by randomly
changing the dihedral angles, and the energy E is calculated. These conformations
are accepted or rejected depending on the Boltzmann Factor:
BF = e−(E−E0)/RT ) (1.4)
This factor is compared with a random number between 0 and 1. If the Boltzmann
Factor is greater than this random number, the new conformation is accepted; else,
it is rejected. The iterative process is continued until a set of low energy conform-
ers has been generated. Several modified Monte Carlo methods have been applied
for peptides and proteins [70]. In contrast to Molecular Dynamics, Monte Carlo
simulations do not provide information about time evolution. Nevertheless, they
provide an ensemble of representative configurations and therefore conformations
from which probabilities and relevant thermodynamic observables (e.g. free en-
ergy) may be calculated. Monte Carlo simulations also play a fundamental role
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2.1 Introduction
The condensation of an amine with an aldehyde to form a Schiff base is an
old and well known reaction [72]. The condensation of a salicylaldehyde with
1,2-diaminoethane, 1,2-phenyldiamine or 2,3-diaminonaphtalene gives respectively
molecules known with the acronyms of “Salen”, “Salphen” and “Salnaphen” [73,
74].
Figure 2.1: Chemical structures of H2Salen (N,N’-bis(salicylidene)ethylene
diamine) (a), H2Salphen (N,N’-bis(salicylidene)-1,2-phenylenediamine)
(b), H2Salnaphen (N,N’-bis(salicylidene)-2,3-naphtalenediamine) (c).
Schiff bases are a class of well-known ligands in coordination chemistry. Because
of its Lewis basicity, the imino nitrogen form coordination bonds with metal ions
[75]. The ligands in Figure 2.1 posses four coordination sites, two oxygens and
two nitrogens, in a square planar conformation. Thus, they are able to coor-
dinate transition metals in the equatiorial position, leaving two axial sites free
for the potential coordination of other ancillary ligands. Salen metal complexes
have been extensively used in transition-metal chemistry for a large variety of
applications, for example in catalysis [76]. Besides, Salen metal complexes have
found several biomedical applications, for example as anti-viral drugs, as models
for superoxide dismutase and as marker for several pathological conditions in-
cluding ovarian cancer [77]. The presence of a planar aromatic moiety confers to
these complexes a remarkable affinity towards DNA structures. In fact, there are
several reported studies of the interaction of Salphen and Salnaphen metal com-
plexes with duplex-DNA [78]. Moreover, it is well-known that Schiff base metal
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complexes are a potent class of a G-quadruplex stabilizers. As an example Vilar
et al. recently have reported the synthesis of two Nickel and Copper square pla-
nar Salphen metal complexes able to bind to human telomeric G-quadruplexes by
end-stacking. Moreover, the complexes show significant antiproliferative activity
in a panel of cancer cell lines [26].
The subject of this chapter will be the interaction of novel Nickel(II) (1), Cop-
per(II) (2) and Zinc(II) (3) complexes of a Salnaphen-like ligand with duplex and
G-quadruplex DNA (see Figure 2.2. Such studies have been recently published
[79, 80]. Electrostatic interactions between the positively charged and the nega-
tively charged phosphate backbone should strengthen the affinity with both DNA
conformations.
Figure 2.2: Nickel(II), copper(II) and zinc (II) complexes, 1-3, of N,N’-bis-5-
(triethyl ammonium methyl)-salicylidene-2,3-naphtalendiiminato).
In the last paragraph the photophysical and DNA-binding properties of the cationic
zinc(II) complex of 5-triethyl ammonium methyl salicylidene orthophenylendiimi-
nato are reported, which have been investigated by a combined experimental and
computational approach and which have been recently published [81]. Fine struc-
tural details of the molecule-DNA binding mode in solution cannot be obtained
by solution techniques such as UV-vis absorption, CD and viscometry. Nonethe-
less, above-mentioned techniques are interesting because they can be routinely
applied to biological samples in physiological conditions. On the other hand,
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computational chemistry may support the interpretation of experimental data
with atomistic models. In this context, quantum mechanics/molecular mechanics
(QM/MM) calculations can provide reliable structural information on the local
region of biomolecular systems. It was recently shown that Molecular Dynamics
(MD) simulations, followed by QM/MM calculations, with the QM part described
by density functional theory (DFT), provided a detailed structure of the interca-
lation complexes of dodecanucleotide double-helices with a copper(II) metalloint-
ercalator, and formation energy data in a good agreement with the experimental
DNA-binding constant [48].
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2.2 Interaction of complexes 1-3 with duplex DNA
2.2.1 Experimental Data
UV-vis absorption, circular dichroism (CD) and viscometry titrations provided
clear evidence of the intercalative mechanism of the three square-planar metal
complexes, allowing to determine the intrinsic DNA-binding constants (Kb), equal
to 1.3×107, 2.9×106, 6.2×105M−1 for 1, 2 and 3, respectively. Preferential affinity,
of one order of magnitude toward AT compared to GC base pair sequences was
detected by UV-vis absorption titrations of 1 with [poly(dG-dC)]2 and [poly(dA-
dT)]2.
2.2.2 MD simulations and DFT/MM calculations
Due to the higher affinity towards polyAT DNA, MD simulations have been per-
formed on the complex 3/[dodeca(dA-dT)]2. The root mean square deviation
(RMSD) along the simulation for all non-hydrogen atoms is shown in Figure 2.2,
as can be seen the dodecamer is stable during the simulation time. The metal
Figure 2.3: RMSD of all non-hydrogen atoms of [dodeca(dA-dT)]2.
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Table 2.1: Calculated coordination distances (A˚) of the metal ion of 1, 2, 3
(M=Ni, Cu, Zn) with the oxygen atom of thymine O4 and with amine nitrogen
atom of adenine N6, in the intercalation pocket of [dodeca(dA-dT)]2.
1 2 3
O4 3.02 2.57 2.94
N6 3.46 3.05 2.41
complex remains inside the binding pocket for the whole simulation time. The
equilibrium geometry, after about 50 ns, has been used as starting point for further
geometry optimizations, by hybrid two-layer QM/MM calculations, using DFT as
QM method and the Amber99 force field as MM method, of the intercalation
complexes of the three metal complexes 1-3 with [dodeca(dA-dT)]2 (Figure 2.4).
The higher level of the DFT/MM structures shown in Figure 2.4 involves the four
nitrogen bases of the intercalation pocket and the metal complex. The selected
DFT functional, M06-2X, allows to reliably describe weak interactions in implicit
solvent, notably H-bond and pi - pi stacking [47] that are fundamental in the bind-
ing between the metal complex and the DNA biomolecule. Important structural
details can be obtained by the analysis of the optimized structures reported in
Figure 2.4, which provide atomic level models explaining the strong DNA-binding
experimentally detected. In fact, three are the complementary contributions ruling
the DNA-metal complex interaction: 1) the electrostatic attraction between the
two positively charged residues of the metal complexes, the triethylammonium-
methyl groups and the two positively charged phosphate groups; 2) intercalation
of the naphthalene moiety between the stacked and H-bonded nitrogen bases, as
summarized in Table 2.1.
Concerning the first contribution, electrostatic attraction, it is interesting to see
that the triethylammoniummethyl groups are close to the nearest-neighbors phos-
phate groups of the DNA backbone, with minimum P-N distances (of the phos-
phate and of the triethylammoniummethyl groups, respectively) in the range 5-11
A˚ for the three metal complex-dodecanucleotide systems. With regards to the
intercalation of the naphthalene residues between the stacked and H-bonded DNA
bases, the pictures in Figure 2.4 show that such a process is more pronounced
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Figure 2.4: Two different views of the intercalation site of the supramolecular
complexes between the three metal complexes [1 - 3 with [dodeca(dA-dT)]2,
highlighting the interatomic distances of the metal ion with the O4 keto atom
of thymine [in red, 3.02 A˚(1), 2.57 A˚(2) and 2.94 A˚(3)] and with N6 amine
atom of adenine [in blue, 3.46 A˚(1), 3.05 A˚(2) and 2.41 A˚(3)]. DFT and MM
regions are represented by “ball and stick” and “sticks” styles, respectively.
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Table 2.2: Formation energy (kJ/mol) in terms of standard enthalpy (∆H◦)
and Gibbs free energy (∆G◦), calculated at 298.15 K for the complexes of 1, 2
and 3 with [dodeca(dA-dT)]2.
Model system ∆H◦ (vacuo) ∆G◦ (vacuo) ∆G◦ (water)
1/[dodeca(dA-dT)]2 -141.1 -96.5 -58.2
2/[dodeca(dA-dT)]2 -153.3 -89.5 -49.0
3/[dodeca(dA-dT)]2 -192.8 -171.2 -32.7
for the nickel complex 1 and, in decreasing order, for the copper and zinc ones 2
and 3. This trend is highlighted by the distortion from linearity of the N-M-O
angle between the metal ion and axial exocyclic atoms N and O of the amine
and keto groups interatomic distaces, shown in blue and in red, respectively. In
details, this angle assumes the following values: 172 ◦, 175 ◦ and 168 ◦ for 3, 2 and
1, respectively. Concerning metal coordination, it has been reported that N,O
coordination distances of 2.5-3.0 A˚, revealed by X-ray crystallography for copper
and zinc in active sites of biomolecules, are considered weak coordination bonds
[82]. Moreover, the DFT/MM calculations support the hypothesis that, in the
intercalation complexes with DNA, while the copper and zinc ions are axially co-
ordinated in an octahedral environment, the Nickel ion is not and preserves its
square planar coordination geometry (Table 2.1). Standard enthalpy and Gibbs
free energy values, calculated at 298.15 K, were used to evaluate, in vacuo and in
solution, the formation energy of the supramolecular complexes between 1, 2 and
3 with [dodeca(dA-dT)]2 (Table 2.2).
The analysis of Table 2.2 allows to make interesting considerations on the ener-
getic contributions involved in the DNA binding of the three metal complexes.
First, the formation of the intercalation complexes is always exothermic, in vacuo
and in solution. Although, both entropy and solvation seem to destabilize the
DNA-binding energy. The structure and electronic properties of the intercalation
complexes may provide an explanation of the observed trends. The role of the
solvent can be rationalized taking into account that is a considerable electrostatic
character in the solvation energy that is screened going from the gas phase to water
solution. However, the solvent destabilization of the zinc(II) complex 3 is much
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larger than those of the nickel(II) and copper(II) complexes 1 and 2. This result
finds a nice support in the calculated APT charge on the zinc atom, that is about
1.4, also in the intercalation complexes, while those on the nickel and copper atoms
are about 1.0 and 1.2, respectively. The formation free energy is always smaller
than the formation enthalpy, both in vacuo and in solution, indicating that the
entropic contribution, in the equation ∆G◦ = ∆H◦ - T ∆S◦, is always negative.
However, such entropic destabilization is larger for the intercalation complexes of
[dodeca(dA-dT)]2 with 1, 2 and smaller for that with the zinc complex 3. This
result also is in agreement with the DNA-binding affinity, that is greater for 1 and
2 and smaller for 3.
Figure 2.5: Linear correlation plot between the experimental and calculated
formation free energies for 1, 2 and 3 with native ct-DNA and with [dodeca(dA-
dT)]2, respectively.
Remarkably, an excellent agreement exists between the calculated formation free
energy values of the intercalation complexes with [dodeca(dA-dT)]2 and the analo-
gous formation free energy values experimentally obtained from the DNA-binding
constants reported in Table 2.1, as ∆G◦ = - RTln(Kb). In fact, the latter are -
40.0, -36.9 and -33.1 kJ/mol, for 1, 2, 3, respectively. Moreover, the experimental
DNA-affinity trend 1 > 2 > 3 is reproduced by the calculation. In fact, a good
linear correlation (R=0.995) was found between the experimental and calculated
formation Gibbs free energies, as shown in Figure 2.5. In conclusion, although it
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is known that there are ten possible ways in which four nitrogen bases can pro-
duce intercalation sites [83], the DNA model selected for our calculations correctly
describes the DNA-binding interaction mechanism of the three metal complexes.
2.2.3 Conclusions
Detailed information on the DNA-binding of three square planar nickel(II) (1),
copper(II) (2) and zinc(II) (3) Schiff-base complexes was obtained through the
application of MD simulations and quantum mechanics/molecular mechanics cal-
culations. Spectroscopic and viscometry measurements confirmed that 1, 2 and 3
are DNA-intercalators with DNA-affinity decreasing in the order Ni > Cu > Zn
and with selective affinity of the three metal complexes toward AT with respect
to GC sequences. DFT/MM calculations provided detailed local information on
the DNA-binding site, which consists of 1) electrostatic attraction between the
lateral cationic groups of the metal complexes and the anionic phosphate groups
of the DNA backbone, 2) the DNA-intercalation of the planar aromatic fragment
of the chelating Schiff-base ligand, 3) the metal ion coordination by the exocyclic
keto-oxygen and amine-nitrogen bases. The values of the DNA-binding constants
and their decreasing trend in the order 1 > 2 > 3 are correctly reproduced by the
calculated formation Gibbs free energy values of the supramolecular complexes of
1, 2 and 3 with [dodeca(dA-dT)]2 in solution.
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2.3 Interaction of complexes 1-3 with G-quadruplex
DNA
2.3.1 Experimental Data
The affinity of the complexes 1-3 towards wild-type human telomeric (h-Telo) and
protooncogene c-myc G-quadruplex (G4) DNA was also investigated. Binding
constants (Kb) were determined by spectrophotometric titrations for G4-DNA
and duplex-DNA. The results obtained point out that the three metal complexes
selectively bind G4-DNA with higher affinity, up to two orders of magnitude,
with respect to duplex-DNA. The nickel(II) complex 1 was found to be the most
effective G4-DNA stabilizer and the Kb values decrease in the order 1 > 2 ∼ 3.
interestingly, 1 is able to induce G4-DNA formation of h-Telo sequences, also in
the absence of K+ cations.
2.3.2 MD simulations and DFT/MM calculations
MD simulations have been performed on the two complexes between 3 and both
c-myc and h-Telo sequences in G4-DNA. The RMSD along the simulation, for all
non hydrogen atoms and for guanine bases, are shown in Figure 2.6. The results
of the MD simulations show that the interaction between the zinc(II) complex
3 and both G4-DNA models is driven by the strong electrostatic attraction be-
tween the positively charged triethylammoniummethyl groups of the ligand and
the negatively charged DNA phosphate groups. This long range interaction al-
lows the metal complex to easily approach the biomolecule. Moreover, a strong
pi − pi stacking interaction between the naphthalene moiety of the ligand and the
terminal G-tetrad is present at the equilibrium. The three snapshots reported
in the RMSD plot in Figure 2.6 describe the interaction of the zinc(II) complex
toward the c-myc G4 structure. It is worth noting that the guanine basis lying
above the terminal G-tetrad, colored in green, performs a rotation at about 100
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Figure 2.6: Plot of the RMSD obtained for 3/c-myc up to 150 ns of MD
simulations. Representative snapshots are also reported.
ns, as highlighted by the step in the RMSD of the guanine bases (red line in Fig-
ure 2.6). This rotation allows a better stacking interaction between the aromatic
moiety of the metal complex and the tetrad of c-myc quadruplex. Concerning the
interaction with the telomeric model, the RMSD plot in Figure 2.7 shows that
the equilibrium is quickly reached after about 5 ns and the stacked metal complex
remains tightly bound to the biomolecule up to the end of the MD simulation.
The equilibrium geometry, after about 50 ns, has been used as starting point for
further geometry optimizations, by hybrid two-layer QM/MM calculations, using
DFT as QM method and the Amber99 force field as MM method, of the intercala-
tion complexes of the three metal complexes 1-3 with h-Telo in G4 conformation
(Figure 2.8). The DFT/MM structures shown in Figure 2.8 provide interesting
atomistic details of the binding complexes, explaining the strong DNA-binding
experimentally detected. In particular, the metal ion of the three complexes is in
line with the two potassium cations in the central channel formed by the three
stacked G-tetrads. Moreover, a weak metal coordination occurs in 2/h-Telo and
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Figure 2.7: All non-hydrogen atom (blue) and guanine residues (red) plot of
the RMSD obtained for 3/h-Telo up to 50 ns of MD simulations.
3/h-Telo, by one of the four O6 keto oxygen atoms of the guanine bases, as re-
ported in Figure 2.8. Such metal coordination and the concomitant distortion of
the square planar geometry of the complexes, that decreases in the order Zn >
Cu > Ni. Together with consideration on the solvent and thermodynamic contri-
bution, provide an explanation of the decreasing affinity order, Ni > Cu ∼ Zn,
experimentally detected, between the three complexes and G4-DNA. Standard en-
thalpy and Gibbs free energy values, calculated at 298.15 K, were used to evaluate,
in vacuo and in solution, the formation energy of the supramolecular complexes
between 1, 2 and 3 with h-Telo G4-DNA (Table 2.3). The tabulated data allow
to make interesting considerations of the energetic contribution involved in the
G4-DNA binding of the thee metal complexes with duplex-DNA (compare with
Table 2.2). First, the binding with the biomolecule is always accompanied by a
Table 2.3: Formation energy (kJ/mol) in terms of standard enthalpy (∆H◦)
and Gibbs free energy (∆G◦), calculated at 298.15 K for the complexes of 1, 2
and 3 with h-Telo G4-DNA.
Model system ∆H◦ (vacuo) ∆G◦ (vacuo) ∆G◦ (water)
1/h-Telo -233.9 -122.6 -34.6
2/h-Telo -242.5 -107.6 -14.4
3/h-Telo -290.9 -154.9 -20.9
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Figure 2.8: Two different views of the binding site of the supramolecular
complexes between the three metal complexes 1 - 3 with h-Telo G4, highlighting
the interatomic distances of the metal ion with one of the four O6 keto atoms
of guanine (in red, 3.12 A˚(1), 2.46 A˚(2) and 2.12 A˚(3)). DFT and MM regions
are represented by “ball and sticks” and “sticks”, respectively.
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strong exothermic contribution, both in vacuo and in solution. However, both
entropy and solvation play a destabilizing effect on the DNA-binding energy. The
role of the polar solvent can be rationalized taking into account that there is a
considerable electrostatic character in the interaction energy, which is screened
going from the gas phase to water solution. The solvent destabilization decreases
in the order Zn > Cu > Ni, in parallel with the decrease of the calculated charges,
in vacuo, of the three ions in the binding complexes shown in Figure 2.8, 1.61, 1.34
and 1.04, for Zn, Cu, Ni, respectively. The formation free energy is always smaller
than the formation enthalpy, both in vacuo and in solution, indicating that the
entropic contribution, in the equation ∆G◦ = ∆H◦ - T ∆S◦, is always negative.
Moreover, such entropic destabilization is lower for the complexes of h-Telo with
1 and higher for 2 and 3. This result is probably related to the existence of a
chemical bond between the exocyclic keto oxygen O6 and both the copper and
zinc ions in 2/h-Telo and 3/h-Telo, while this coordination bond does not form
with the nickel ion in 1/h-Telo (see Figure 2.8). Finally, there is a good agreement
between the calculated formation free energy values in solution, -34.6, -14.4 and
-20.9 kJ/mol, and the experimental values, -36.2, -30.3 and -30.2 kJ/mol. The
latter were obtained by the equation ∆G◦ = - RTln(Kb) and using the Kb values
reported in Table 2.3 for the interaction of 1, 2 and 3 with h-Telo G4-DNA.
2.3.3 Conclusions
Detailed information on the binding of three square planar Nickel(II) (1), Cop-
per(II) (2) and Zinc(II) (3) Schiff-base complexes with two quadruplex models
was obtained through the complementary application of molecular dynamics sim-
ulations (MD) and quantum mechanics/molecular mechanics (DFT/MM) calcu-
lations. The results confirmed that (1), (2) and (3) are strong G4-binders, with
affinity decreasing in the order Ni > Cu ∼ Zn and with selective affinity of the
three metal complexes toward G4-DNA compared to duplex-DNA. In particular,
the nickel compound (1) binds the telomeric quadruplex 100 times stronger that
the duplex and this value is among the highest reported in the literature. MD
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simulations provide a possible interaction mechanism between the zinc complex
(3) with both c-myc and h-Telo G4-DNA, while DFT/MM calculations provided
detailed local information on the DNA-binding site and an explanation of the
solvent and thermodynamics contributions in the binding with the biomolecules.
In particular, the higher entropic destabilization following the formation of both
(2)/h-Telo and (3)/h-Telo, compared to the (1)/h-Telo complex, follows the co-
ordination of the apical empty site of the copper and zinc ions by exocyclic keto-
oxygen of a guanine base in the terminal G-tetrad, while the nickel ion maintains
its square planar coordination geometry of the isolated Schiff-base complex. The
values of the DNA-binding constants and their decreasing trend in the order (1) >
(2) ∼ (3), are correctly reproduced by the calculated formation Gibbs free energy
values of the supramolecular complexes of (1), (2) and (3) with h-Telo G4-DNA
in solution.
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2.4 An investigation of the spectroscopic prop-
erties of a DNA-intercalator Zn Salphen-type
complex
As no experimental intercalated structures are available for Zn-Salphen-like com-
plex, ZnSalphen2+, two possible pockets of the intercalated system were obtained
in alternating AT and GC dodecanucleotides from MD simulations. The metal
complex remains tightly intercalated between the 5th and 6th bases for further
geometry optimizations, by hybrid two-layer QM/MM calculations, using DFT as
QM method and the Amber99 force field as MM method. The double stranded
DNA pockets were modeled using the d(ApT)2 and d(GpC)2 simplified models,
which limit the interaction between ZnSalphen2+ and the DNA to the first neigh-
borhoods. The inclusion of at least the effects of the lateral sugar/phosphate
chains in addition to the stacking bases, is crucial in order to obtain a reliable
description of the short range interactions between the DNA-bond molecule and
the pocket; the selected model systems are reported in Figure 2.9.
Figure 2.9: Optimized molecular structure of ZnSalphen2+ intercalated in
d(GpC)2 (left) and d(ApT)2 (right).
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A straightforward method for the calculation of the transition energies relies on
a fully QM strategy for both ZnSalphen2+ and the intercalation pocket. How-
ever, another approach involves the use of a QM/polarizable molecular mechanics
(QM/Mmpol) [84, 85] method describing the DNA pocket using a polarizable
classical force field, given by point charges and induced dipoles. The comparison
between the fully QM and the QM/MMpol method will be useful in order to dis-
entangle the different DNA pocket effects. The solvent can be taken into account
at the PCM level using a QM/PCM or a QM/Mmpol/PCM [86] approach. The
optimized ground state structures of ZnSalphen2+ intercalated in d(GpC)2 and
d(ApT)2 are reported in Figure 2.9. In Figure 2.10 the experimental absorption
spectrum is compared to the calculated ones in the case of ZnSalphen2+ interca-
lated in the d(GpC)2 and d(ApT)2 pockets. This comparison shows that the in-
tercalation causes significant changes in the absorption spectrum. Note that since
a fully QM study is performed for both ZnSalphen2+ and the DNA pocket our cal-
culated spectra explicitly describe the effect of the QM intercalation pocket that
is crucial in order to model the spectrum at wavelengths larger than 300 nm that
are characterized by strong mixing between ZnSalphen2+ and the DNA-pocket.
There is a general good qualitative agreement between the calculated and the ex-
perimental spectra. In fact, intercalation would cause a decrease of the intensity of
the dye bands and their shift to higher wavelength that is fully reproduced in the
calculated spectra. The inclusion of the solvent using a continuum PCM causes
only a slight modification of the spectra.
The most relevant transitions in the spectra were analyzed using a NTO analysis
(shown in Figure 2.11 for AT). The latter shows that all the transitions (even the
ones at lower energies) are characterized by non-negligible charge transfer contri-
butions between the base pairs and the DNA. The relevance of this mixing has been
previously suggested [87], considering a different intercalated molecule. The com-
parison between the isodensity surfaces of the free and DNA-bound ZnSalphen2+
shows that the intercalation leads to the breaking of the symmetry of the virtual
orbitals involved in the different transitions hows that the first two excitations
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Figure 2.10: Comparison between the experimental absorption spectrum (a)
of ZnSalphen2+ intercalated in ctDNA and those calculated in water (PCM) for
ZnSalphen2+ intercalated in d(GpC)2 (b) and d(ApT)2 (c). The comparison
with the corresponding spectra of free ZnSalphen2+ is also shown for each case
(dashed line). For the experimental spectrum of ZnSalphen2+/DNA complex
(25 C) low ionic strength (1 × 10−3 M buffer) and polymer excess conditions
were used to ensure quantitative dye reaction; in the shown spectrum, the DNA
contribution to absorbance was subtracted.
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are mainly located on the ligand, whereas higher energy transitions also involve
increasing contributions from both the zinc atom and the adjacent bases.
Figure 2.11: Dominant NTOs pairs for the most important transitions of
ZnSalphen2+ bound to d(ApT)2. The NTOs transition amplitudes are also
shown.
2.4.1 Conclusions
The calculated spectra of ZnSalphen2+ intercalated in both d(ApT)2 and d(GpC)2,
correctly reproduce the hypochromic effect experimentally observed for ZnSalphen2+
intercalated in natural DNA. In details, the infra-ligand band of the zinc(II) com-
plex, which consists of two transitions to the first and second excited electronic
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states, is red shifted of about 0.12 eV going from the free (in water) to the inter-
calated system and the calculation indicate 0.11 eV when the shift is averaged on
the two pockets. The values of the experimental DNA-binding constants obtained
at different temperatures provided the enthalpic and entropic contributions in the
DNA binding and show that two interaction mechanism are involved: 1) interca-
lation and 2) external interaction, at high and low temperature, respectively, and
that the two mechanisms coexist at room temperature in physiological conditions.
Remarkably, such result is supported by the analysis of the structures of interca-
lation complexes, optimized by DFT. In fact, the latter are characterized by two
main complementary binding interactions: 1) intercalation in the stacked AT-AT
or GC-GC base pairs; 2) external electrostatic interaction between the negatively
charged phosphate groups and the triethylammonium cationic groups of the Schiff
base ligand.
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2.5 Computational Details
2.5.1 Molecular Dynamics simulations
An alternating adenine-thymine sequence of 12 base pairs, [dodeca(dA-dT)]2, was
constructed in the double-helix B-DNA conformation by the NUCLEIC routine of
the TINKER program package [88]. To create the intercalation pocket in the start-
ing DNA structure, the torsion angles α - ζ and χ of the sugar phosphate backbone
were opportunely modified [3]. The naphthalene moiety of the zinc(II) complex
3 was intercalated from the major groove side between the 6th and 7th base pairs
using a home-made routine. The G-quadruplex models used are: human telomeric
DNA (pdb id 1KF1) and the human c-myc promoter (pdb id 1XAV). We have
performed four 50 ns MD simulations (150 ns in the case of c-myc/complex), two
for the quadruplexes and two for the quadruplex/complex systems. The zinc(II)
complex was positioned about 7-8 A˚ far over 3’ G-quartet in order to simulate the
recognition process.
MD simulations on the 3/[dodeca(dA-dT)]2 complex were performed by the GRO-
MACS 4.5.3 software package [89, 90] using the Amber99 force field [91] with
Parmbsc0 nucleic acid torsions [92, 93]. The starting geometry and the partial
atomic charges of the metal complex were obtained by DFT calculations (see be-
low), while other intramolecular parameters were generated with ACPYPE soft-
ware [94]. A triclinic box of TIP3P water molecules were added around the oligonu-
cleotides to a depth of 1.5 nm on each side of the solutes, to obtain a solution
density of about 1.02 g/mL. Na+ counterions were added to neutralize the nega-
tive charges of the phosphate groups, while other Na+ and Cl− ions were added
to set the solution ionic strenght to about 0.15 M. Van der Waals parameters for
zinc (σ = 0.195998 nm, ε = 0.0115897 kJ/mol), potassium (σ = 0.473602 nm, ε
= 0.001372 kJ/mol) and chlorine (σ = 0.440104 nm, ε = 0.418400 kJ/mol), were
taken from the Amber99 force fields implemented in GROMACS. Explicit solvent
simulations were performed in the isothermal-isobaric NPT ensemble, at a temper-
ature of 300 K, under control of a velocity rescaling thermostat [95]. The particle
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mesh Ewald method [96] was used to describe long-range electrostatic interac-
tions. The timestep for integration was 2 fs and all covalent bonds, including the
four bonds between the metal ion and the tetracoordinate Schiff base ligand, con-
strained with the LINCS algorithm. There were two temperature coupling groups
in this simulations, the first for the DNA and, if present, for the metal complex,
the second for water and ions. Preliminary MD simulations showed that the struc-
ture of the isolated metal complex is maintained in solution. Preliminary energy
minimizations were run for 5000 steps with the steepest descend algorithm. Dur-
ing the equilibration, the oligonucleotide and the metal complex/oligonucleotide
system were harmonically restrained with a force constant of 1000 kJ mol−1 nm−2,
gradually relaxed into five consecutive steps of 100 ps each, to 500, 200, 100, 50
kJ mol−1 nm−2.
2.5.2 DFT/MM calculations
The relaxed geometries of the complexes between DNAs and the metal complexes,
were optimized by two-layer quantum mechanics/molecular mechanics (QM/MM)
hybrid calculations, as implemented in the ONIOM method [97, 98], with the aim
to perform a high-level calculation on the intercalation pocket and to take account
of the constraining effects of the double-helical structure at lower levels of theory.
The M06-2X [46] DFT functional and the dzvp basis set [99] were used in the
higher QM layer, to suitably model the hydrogen bonding and pi − pi stacking in-
teractions between the sixth and seventh Watson-Crick base pairs. The Amber99
force field was used in the lower MM layer of the DFT/MM calculations. The
highest layer of the model includes, in the case of duplex-DNA, the sixth and
seventh base pairs and the cationic complexes 1-3, with charge set to +2 and spin
multiplicity 1 or 2, the latter in the presence of the copper ion. In the case of G-
quadruplex DNA the model includes the four guanine bases of the 3’ G-quartet and
the cationic complex, with charge set to +2 and spin multiplicity 1. Default atomic
partial charges were used for the DNA atoms, implicitly included in the force field
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parameters. Vibration frequency calculations, within the harmonic approxima-
tion, where performed on the optimized geometries by using the same DFT/MM
method. Solvent effects were evaluated by performing M06-2X/dzvp single point
calculations on the high layer model extracted by the DFT/MM optimized ge-
ometry, with the implicit water solvent reproduced by the polarizable continuum
model (PCM) [100, 101]. The Integral Equation Formalism version of the Polar-
izable Continuum Model (PCM) [100] has been used to describe the effects of the
solvent both on the ground and the excited states. PCM cavities have been built
as a series of interlocking spheres centered on atoms with the UFF radii. Stan-
dard enthalpy and Gibbs free energy values, at 298.15 K, of each energy minimum
structure, both in vacuo and in solution, were calculated by adding the thermal
correction obtained by vibration frequency analysis of the DFT/MM systems to
the DFT energy calculated for the high layers both in vacuo and in water solution.
The PCM energy data contain also non-electrostatic effects. The ground and ex-
cited state geometry optimizations, and the absorption and emission calculations
were performed at (TD)DFT level of QM theory using the M05-2X functional
[102] and the 6-311+G(d,p) basis set. This functional was chosen for its ability
to describe both non-covalent interactions [103] and zinc complexes [104]. Open
shell DFT/TDDFT calculations for triplet and doublet states were carried out us-
ing the unrestricted self-consistent field formalism. All the calculated absorption
spectra have been produced by the convolution of the vertical transitions energies
using Gaussian functions of fixed half-length-width of 0.24 eV. All the geometry
optimizations were performed without imposing any constraint, whereas, in the
case of the intercalated systems, the DNA pocket structures were kept frozen and
described using the smaller 6-31G basis set analogously to previous works [105]. In
order to evaluate the importance of a QM description of the intercalation pockets,
constituted by the d(ApT)2 and d(GpC)2 dinucleoside-monophosphate duplexes,
in the determination of absorption and fluorescence energies of ZnSalphen2+, two
models were compared. In the first model, indicated as QM/QM/PCM, a full QM
description was used for both the complex and the DNA fragments constituting
the pockets. Exactly as done for the geometry optimizations, the DNA fragments
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were described with a smaller basis set (6-31G). The second model, indicated as
QM/MMPol/PCM, [106] instead used a QM description only for ZnSalphen2+
whereas the pockets were described with fixed charges and induced dipoles. The
fixed charges were obtained from a fit of the electrostatic potential of fragment,
using the Merz and Kollman method [107] using the same functional and the
same basis set used in the QM calculations. The induced dipoles were obtained
in terms of isotropic polarizabilities placed on each MM atom. We adopted the
Thole model, which avoids intramolecular overpolarization problems by using a
smeared dipole-dipole interaction tensor [87]. Atomic isotropic polarizability val-
ues were taken from the fit of experimental molecular polarizabilities performed
by van Duijnen and Swart using the linear version of Thole dipole-dipole tensor
[108]. In both the QM/QM and QM/MMPol descriptions the effects of the rest of
DNA and of the solvent were simulated using a PCM description. In the case of
the QM/MMPol/PCM the two classical parts (MMPol and PCM) are allowed to
mutually polarize. The vertical ionization potential (VIP) was evaluated as the
difference between the energy of the optimized structure before ionization and that
of the ionized system at the same geometry. In order to effectively model the sol-
vent effect, it is necessary to use the non-equilibrium version of the PCM. In fact,
the ionization process can be seen as a vertical process in which the fast change in
the molecular charge density is coupled with a fast (mainly electronic) and a slow
(mainly orientational) response of the solvent molecules, similarly to the cases of
electronic excitation and electron transfer. All calculations were performed using
the Gaussian 09 package [109].
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3.1 Introduction
The results reported in the present chapter have been obtained after a period
of about nine months spent as visiting student at the Technical University of
Braunschweig (Germany), working in the laboratory of Prof. Jo¨rg Grunenberg,
which has led to the publication of two papers [110, 111].
3.1.1 Glycosidic bond angle
Concerning the topology of G4-DNA arrangements, the base of each nucleotide is
attached via a glycosidic bond from the N9 nitrogen of the purine to the C1’ carbon
of the deoxyribose sugar. The rotation about the glycosidic bond, the torsional
χ-angle, defines two general conformational classes: the anti conformation with
the base extended away from the sugar, and the syn conformation with the base
essentially lying on the top of the sugar ring (Figure 3.1). There are evidences
that an “anti-anti” stem orientation (AA) of the nucleobases is preferred against
an “syn-anti” (SA) arrangement [112].
Figure 3.1: Two orientations of the glycosidic torsion angle χ: anti and syn.
χ torsion angle is defined as O4’-C1’-N9-C4 and O4’-C1’-N1-C2 for purines and
pyrimidines, respectively [112].
G-quadruplex structures are in some cases highly polymorphic due to the vari-
ability in the number of stacked G-quartets, the G-strand (or G-tract) orienta-
tions, the orientation patterns of glycosidic bonds of the guanines along a G-tract
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and the various different loop types that can connect the G-strands. Parallel G-
quadruplexes are structurally consistent and do not display significant structural
polymorphisms. This occurs because all the guanine residues adopt anti confor-
mations for the glycosidic bond orientation and all the four strands have the same
orientation. In contrast, anti-parallel G-quadruplexes display both anti and syn
guanines and at least one of the four strands must be oriented anti-parallel to the
others [113]. G-quadruplex pholymorphism will be further discussed in section
4.1.1.
3.1.2 Force Fields
An empirical force field (FF) is a mathematical expression describing the depen-
dence of the energy of a system on the coordinates of its particles [114]. It consists
of an analytical form of the potential energy, and a set of parameters entering into
this form. The parameters are typically obtained either from ab initio or semi-
empirical quantum mechanical calculations or by fitting to experimental data such
as neutron, X-ray and electron diffraction, NMR, infrared, Raman and neutron
spectroscopy. Molecules are defined as a set of atoms that is held together by elas-
tic forces and the force field replaces the true potential with a simplified model
valid in the region being simulated. Ideally it should be simple enough to be evalu-
ated quickly, but sufficiently detailed to reproduce the properties of interest of the
system studied. There are many force fields available in the literature, designed
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Where the first four terms refer to intramolecular contributions to the total energy
(bond stretching, angle bending, dihedral and improper torsions), and the last two
terms describe the non-covalent Van der Waals interactions and Coulomb inter-
actions. A harmonic potential is frequently used to represent the bond stretching
term. kb is the force constant of the bond, which is generally high, indicating that
a large amount of energy is needed to stretch or compress a chemical bond. d0
is the reference bond length, that is the value of the bond length when all other
terms in the potential energy function are equal to zero. If other energy terms
are different from zero, as it normally happens in large molecules, they will also
influence the equilibrium bond length. The harmonic potential is usually a good
approximation to describe the energy of a system only for small deviations from





kθ(θ − θ0)2 (3.2)
represents the difference in the potential energy due to the deformation of angles.
Force constants are typically smaller compared to bond stretching, this indicate
that less energy is needed for a bond angle to deviate from its reference value.
Similarly to the bond term, the accuracy of the force field can be increased by
incorporating higher order contributions in the bond angle definition. The third





kϕ[1 + cos(nϕ− ϕ0)] (3.3)
is called torsional term, and represents the potential energy of the molecule as a
function of the rotation about each dihedral angle. The energies involved here are
lower than for bond and angle. Torsional terms include atoms that are separated
by 3 bonds. kϕ represents the barrier height, n the number of minima in the energy
function (usually called multiplicity) and ϕ0 is the phase factor, determining the
position of the minima. The last bonded term:





kψ(ψ − ψ0)2 (3.4)
is the improper torsional term. It is used in order to maintain the planarity of
groups with flat geometry, and sometimes the correct chirality. As an example
for planar groups, this term provides a penalty function for bending out-of-plane.
Good examples of such groups are the peptide bond in proteins and the aromatic

















are the non-bonded terms, which are calculated pairwise for atoms separated by
3 or more bonds and for non bonded atoms. The first is a Lennard-Jones 12-6
potential and contains an attractive and a repulsive term. The attractive term
is generated by the dispersion forces between instantaneous dipoles as explained
by London [115]. The repulsive term is due to the observation that, below about
0.3 nm, atoms start to repel each other. Some electrostatic properties can be di-
rectly calculated using quantum chemical methods: for example, the electrostatic
potential can be calculated directly from the electron density, which is defined by
the wave function. One way to represent the electrostatic potential of a molecule
is to place partial charges on atomic nuclei. In this representation, the electro-
static potential can be calculated as the last term of equation 3.1, where rij is
the distance between nuclei i and j. In the last decades, a lot of efforts has been
made into developing methods for the determination of atomic partial charges that
were able to reproduce electrostatic properties of molecules, and in particular the
electrostatic potential obtained from quantum mechanics calculations [116–118].
In recent years, intensive efforts have been directed to the development of com-
putational models able to account also for induced polarization explicitly for the
purpose of generating MD trajectories [119].
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3.1.3 Compliance Constants
The force constants measure the intrinsic bond strength. However, the Cartesian
force constants have to be transformed to a complete and non-redundant set of in-
ternal coordinates in order to gain any chemical implication. This transformation
can be settled by several approaches [120]. Nevertheless, as it was pointed out,
even force constants expressed in a set of internal coordinates, are not invariant to
the choice of the individual coordinates [121, 122]. Thus, different choices of inter-
nal coordinates lead to different values of a specific bond strength. This numerical
ambiguity of the internal force constants has always hampered their application
[123]. To eliminate this ambiguity, it was suggested to use an inverted matrix of
force constants, which was introduced as early as 1947 by Taylor and Pitzer [124].
Decius in 1962 proved that the inverse matrix of force constants (called compli-
ance matrix) is indeed invariant to the internal coordinates using the complete
set of experimentally determined force constants in molecules such as NO2 and
GeCl4. Together with the possibility of modern computer systems and programs
to efficiently calculate the complete matrix of energy second derivatives for large
molecular systems, using correlated wave functions, the use of the inverted Hes-
sian matrix has recently made the unequivocal calculation of bond strengths in
polyatomic molecules a straightforward task [35, 125].
3.1.4 Naphthalene Diimide ligands
One promising novel anti-cancer strategy is to use small molecules able to bind
and stabilize G-quadruplex structures by means of telomerase inhibition. Con-
sequently, a huge number of ligands which are able to bind selectively to the
G-quadruplex motif were studied in the recent past [126–128]. In this context,
piperazine substituted naphthalene diimide (ND) ligands, pioneered by the Nei-
dle group, attracted special attention. These molecules are characterized by a
common naphthalene diimide aromatic core, which is able to stack effectively to
the G4 3’ quartet, while the piperazine substituents strengthen the recognition
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Figure 3.2: Naphthalene diimide ligands 1-4, where n = 2-5 is the number of
CH2 groups in the chain.
process via hydrogen bonds. Under physiological pH-conditions, the piperazine
nitrogens are protonated, leading to four positively charged ND arms. Due to this
strong, non-covalent interactions, experimental [129–131] and computational [132]
biophysical studies could demonstrate that such ligands are effective G4-binders
that inhibit the growth of several cancer cell lines. In this context, the protona-
tion state of a ligand plays a key role in drug design and in molecular recognition
[133, 134]. Adding a proton to a neutral ligand leads to different binding modes,
enhancing the hydrogen bonding aptitude with the negatively charged phosphate
groups. It is clear, that in the case of ND/G4 complexes, the strength of the
hydrogen bonds, and by this the stability of the telomerase inhibition, depends
on the pH-conditions as well. In order to optimize the process of recognition, it
is therefore of crucial interest to understand and control ligand protonation state.
A computational study is reported in section 3.3, concerning the binding of a
series of naphthalene diimide (ND) ligands 1–4 (Figure 3.2) with a well defined
telomeric quadruplex model. The methyl-piperazione moiety can be considered as
a diprotic base. For 1,4- dimethylpiperazione the reported values pKa1 and pKa2
at 298 K are respectively 3.81 and 8.38 [135]. Two limiting protonation states
were therefore designed (see Figure 3.3): 1) The internal nitrogen atoms of the
four methyl-piperazine rings are protonated (termed intra), and 2) the terminal
piperazine nitrogen atoms (termed ter) are protonated. In both cases the total
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Figure 3.3: The proposed protonation states (a) intra and (b) ter.
charge of the protonated molecules is +4. The principal interactions of the ND
ligands with G-quadruplex DNA are shown in Figure 3.4.
Figure 3.4: The most important interactions for the molecular recognition
process. (a) Electrostatic (phosphate oxygen atoms in red) and hydrogen bond
interactions. (b) pi − pi stacking interactions between the naphthalene diimide
core and the telomeric quadruplex.
These well-known G4 binders will be used as model systems and the information
obtained from the following calculation will be used to guide a rational design of
new metal complex with an improved selectivity towards G-quadruplex structures.
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3.2 The relative energies of G-quadruplex stems
A recent publication by Sponer and Grimme [112] raises doubts about the reliabil-
ity of MD simulations of non-canonical DNA structures. Their conclusion, based
on the observed reversed stem stability comparing force field and DFT results,
goes well beyond the known weak points of force fields (for example an over-
stabilization of base stacking), stating that empirical force fields are not able to
describe the G-quadruplex energy surface because of their pairwise-additive phi-
losophy. In simple MM calculations, the SA-abab stem (in which the strands are
in alternating direction) was described as the lowest minimum while approximate
density functional theory puts the AA stem (in which the four strand point in the
same direction) 5 kcal/mol below the SA-abab stem, in line with the experimental
evidence. Nevertheless, the robustness of this conclusion was not tested against
different force field parameters or implementations [136]. In this regard, several
force fields (e.g. AMBER, OPLS-AA, MMFF) were compared with DFT results
in order to review the general capabilities of empirical force fields in describing
the conformational space of G-quadruplex structures. Since the description of
biomolecular systems in condensed phase relies on an authoritative reproduction
of the conformer space in vacuo, in a first step, nevertheless the simulations were
conducted in gas phase. Solvent effects were included in a second step. Further,
because different rotamers are considered (i.e. species consisting of the same num-
ber of atoms and with the same bond connectivity) it is possible to directly com-
pare the different topologies by means of their computed steric force field energy
directly. The starting conformers of the present study, each containing tetrads
of hydrogen-bonded guanine bases and different glycosidic torsions defining the
nucleobase orientation relative to the sugar, were taken from the literature [112].
All the computations started with the quantum chemically geometry optimized in
vacuo, called “QMopt” in the original paper. The superposition of the optimized
quantum chemical and force field geometries shows only small dihedral and angle
deviations. Comparing the energetics of quantum chemical and force field results,
considering the same energy wells, is a prerequisite of any meaningful discussion
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Table 3.1: Calculated relative energy (kJ/mol) of the AA and the SA-abab







AMBER 94 -72.3 -69.6
AMBER bsc0 -70.9 -65.9
AMBER bsc0 (Qeq) +127.1 +106.1
in the following. Table 3.1 compiles the energetic results of the optimizations: 1)
In line with the results by Sponer and Grimme, the AMBER force field (both, the
AMBER94 and the AMBER-bsc0 implementations) sees the all-anti conformer
AA higher in energy in comparison with the SA-abab (syn-anti) conformer. 2)
Both, the OPLS-AA and the MMFF force field reproduce the experimental (and
DFT) trend: a higher stability for the AA stem in comparison with the SA-abab
stem. The overall picture is the same after the inclusion of implicit solvent effects
(using the Poisson-Boltzmann model, PB). It is interesting to note that all three
force field implementations (AMBER, OPLS-AA and MMFF) are based on pair-
wise additive interactions. Nevertheless, different methodologies were used during
their fitting process, respectively. The OPLS force field, for example, was trained
using experimental properties of liquids, such as density and heat of vaporization,
while the MMFF force field parameters were fitted against high level ab initio gas
phase data. Remarkably, the molecular training set for all three evaluated force
fields (OPLS; AMBER and MMFF) did not include any of the non-canonical
DNA structures. One obvious reason for the wrong description of the conformer
space could be the bogus account of dispersion effects. Remarkably, both simple
Hartree-Fock/6-31G(d) theory (without dispersion) and DFT (including disper-
sion, wb97xd/6-31G(d)) reproduce the correct experimental trend (see Table 3.1).
Dispersion is obviously not the reason for the energy differences. A second reason
for the erratic behavior of the AMBER force field could be the deficient descrip-
tion of the relevant hydrogen bonds. In a second step, the relaxed force constants
(inverse compliance constants) of the most important non-covalent interactions
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Table 3.2: Comparison of non-covalent interaction in the AA and the SA-abab
conformers of the quartet G-DNA computed at the DFT (WB97XD) and Force
Field (AMBER) level of theory in N/cm.
Vacuo NH—N NH—O K+—O mean
Guanine dimer G2 0.11 0.24 - 0.17
AA (DFT) 0.34 0.34 0.19 0.29
SA-abab (DFT) 0.31 0.36 0.19 0.28
AA (AMBER) 0.41 0.29 0.19 0.29
SA-abab (AMBER) 0.30 0.31 0.20 0.27
were analyzed. In fact, the description in terms of compliance constants allows
a direct comparison of individual covalent and non-covalent interactions for poly-
valent supramolecular complexes. In the last years the accumulation of studies,
which proof the utility of a deliberate application of compliance constants for
strong and soft interactions is nevertheless significant [137, 138]. Here, the in-
verse of the computed compliance constants (relaxed force constants in N/cm) is
presented in order to facilitate the comparison with older literature values. Each
G-DNA stem contains two quartets comprising four Hoogsteen hydrogen bonds
of the NH—N and the NH—O type, as well as four dipole-ion interactions of the
guanine—K+ type, respectively. The relaxed force constants computed by the
wb97xd/6-31G(d) DFT method, as a measure of the elasticity for the AA and
the SA-abab stem, are also listed in Table 3.2. The analysis of the individual
Hoogsteen hydrogen bonds confirms the recently reported H-bond cooperativity
in G-tetrads [139]. While for an isolated guanine dimer (G2) the calculated relaxed
force constants of the hydrogen bonds point to quite soft interactions (NH—O:
0.25 N/cm; NH—N: 0.10 N/cm), the G-tetrads are characterized by strong NH—
O (0.35 N/cm) and NH—N hydrogen bonds (0.31-0.34 N/cm). Comparing the
sum (0.29 versus 0.28 N/cm) of all inter-residue hydrogen bonds as well as the
eight contacts between the guanine oxygen and the channel cation K+, kept in
place by eight soft interactions (0.18-0.20 N/cm), there seems to be no difference
between the AA and SA stems (in this case, the SA-abab rotamer) at all. This
is true for both the DFT and the AMBER description. Thus, if dispersion and
hydrogen bonding, are not responsible, what could be the reason for the erratic
behavior of the AMBER force field? In order to describe the total energy, an
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accurate representation of the charge distribution throughout the entire molecule
is essential for all atomic resolution modeling techniques and especially for highly
charged systems such as nucleic acids. Since the guanine quadruplex structures
are non-canonical DNA structures, which were not included in the original force
field training set, the standard assignment of the atomic charges might therefore
be the source of small individual electrostatic errors, even if the atoms in question
are not part of the hydrogen bond network. The accumulation of these small errors
for the nearly 20000 subtle, mutual non-bonded interactions might nevertheless
lead to an erratic description of the total steric energy in force fields. Therefore,
a way to verify this hypothesis is the calculation of the adapted charges, which
a) depend upon the environment and b) are allowed to fit during the geometry
optimization. The last row of Table 3.1 also includes the result of a modified
AMBER force field using quantum adapted charges applying Reppe’s and God-
dard’s charge equilibrium (QEq) formalism [140]. The resulting adapted charges
are based on (1) experimental atomic ionization potentials, (2) electron affinities,
and (3) atomic radii. Using these experimental parameters, an atomic chemical
potential is constructed leading to charges which are in excellent agreement with
experimental dipole moments. The AMBER-QEq force field indeed reproduced
the experimental and DFT trend: the AA rotamer is now calculated to be the
most stable conformer using the AMBER force field. In comparison with the
SA-abab stem, the stabilization is quite pronounced (127.1 kJ/mol) in vacuo and
slightly shielded (106.1 kJ/mol) applying the implicit solvent correction (see Table
3.1). Therefore, the AMBER-QEq trend is in line with the experimental results:
a higher stability for the AA-stem. A comparison of the relevant atomic charge
before and after the application of the QEq formalism reveals that the following
atom types are involved, in decreasing order: the phosphorus atom, whose charge
decreases by 0.6 units, and the N*, CA, and O2 atom types, whose charge values
change by 0.4 units (see Table 3.3). However, it is important to refrain from any
overinterpretation of the atomic charges, the more so as any partial adaption of
the force field parameters without adaption of all other nonbonded interaction or
torsional parameters impedes their interpretation as physical observables.
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Table 3.3: Relevant AMBER bsc0 charges (a.u.) before and after the Qeq
formalism was applied.
Atom type bsc0 bsc0 Qeq OPLS
P 1.2 0.6 1.8
O2 -0.8 -0.4 -1.0
N* -0.1 -0.4 -0.5
NB -0.6 -0.4 -0.5
CA 0.7 0.3 0.5
N2 -0.9 -0.6 -0.8
NC -0.7 -0.3 -0.5
3.2.1 Conclusions
In conclusion, provided that the empirical potential function is chosen correctly
and flexible enough to adapt to the very special electrostatics, force fields are in-
deed able to reproduce, and hence predict, the correct relative energetic ordering
of different arrangements of guanine quadruplex (G-DNA) stems. Since the sim-
ulation of molecular recognition processes, where DNA G-quadruplexes function
as a receptor for small organic or inorganic molecules, relies on a reliable and
fast mapping of the system’s conformational space, a combination of force field
methods, controlled by DFT checkpoints could lead to a robust protocol for the
development of effective and potent G-DNA binders.
3.2.2 Computational Details
All quantum chemical calculations were performed with the Gaussian 09 suite of
programs. The structures were fully optimized using a long-range corrected (LC)
hybrid density functional with which employs 100% Hartree–Fock (HF) exchange
for long-range electron–electron interactions, while include dispersion corrections
are included via empirical atom–atom terms introduced by Head-Gordon cowork-
ers the (wb97xd). A polarized medium sized all-electron Gaussian atomic orbitals
(AO) basis set (6-311G(d,p)) was used in the optimizations and compliance con-
stants calculations. Continuum solvation effects were represented by the Polar-
izable Continuum Model (PCM) assuming the bulk dielectric constant of 78.35
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for water. The force field calculations were carried out with Macromodel software
(AMBER94, MMFF and OPLS-2005) and with the Gaussian 09 set of programs
(AMBER bsco, AMBER bsco/Qeq). A generalized-Born (GB) algorithm was ap-
plied for including solvent effects.
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3.3 The interaction of Naphthalene Diimide (ND)
ligands with G-quadruplex DNA
The relative enthalpic interaction strengths of the ND guests (∆E) were calculated
as the difference between the global minimum energy of the complex (EG4−ND),
and the sum of the global minima of the G4 receptor (EG4) and of the individual
isolated (liquid phase) ND (1-4) guests (END1, END2, END3, END4). Entropic
contributions were ignored in this part. In Table 3.4, the computed ∆E values for
the binding of ligands 1-4 are compared with experimental melting data published
by Neidle et al. [130]: a higher ∆Tm value is connected with a higher stability of
the complex.
Besides the general reproduction of the trend in terms of binding strength, the
following conclusions can be done: 1) Terminal protonation of the piperazine
substituents leads to a better recognition (stronger bond) in comparison with the
inner protonation. 2) Changing the protonation state dramatically changes the
stability of the ligand-G4 complex, destabilizing the inner protonation. 3) Only the
∆E values for the terminal protonation state reproduce the experimental stability
trend: 2 > 3 > 4 > 1. In order to test the robustness of the results in terms
of the relative proton affinity of ligands 1-4, the energy of the two protonation
states was calculated for the most effective binder, ND 2, with electronic structure
methods (DFT; B3LYP-D3 functional and a standard 6-31g(d) basis set), starting
a DFT minimization from the OPLS-2005 global minimum conformer geometry.
The DFT gas phase calculation seems to reproduce the force field simulation of
Table 3.4: Comparison of the computed trend for the ND ligands 1-4 in terms
of the calculated (OPLS-2005) enthalpic binding energy (∆E in kJ/mol) with
experimental melting data (in ◦C). Both protonation states, intra and ter, were
considered (see Figure 3.3).
1 2 3 4
∆Tm 19.0 28.3 24.7 23.8
∆E intra -274.7 -252.6 -314.9 -314.0
∆E ter -294.5 -420.1 -405.8 -388.2
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the liquid phase. In fact, the terminal protonation of the guest ND 2 is preferred
by -146.7 kJ/mol.
In order to compare the binding mode in the solid state and in solution, the crystal
structure 3SC8 was compared with the global minimum found by the conforma-
tional Monte Carlo scan in the liquid phase (ter protonation) for guest ND 2
(Figure 3.5). Besides the overall analogy, there are some differences in the stack-
ing position of the ligand, in particular the position of the ND guest is closer to
the 3’ quartet and shifted horizontally in the solid state. It was speculated that
this difference is due to crystal packing effects. In the solid state, the ND 2 ligand
interacts with two quadruplex receptors at the same time, shifting the minimum
position of the diimide core. The same seems to be true for the second protonation
state (intra in Figure 3.6).
Figure 3.5: Superposition of the crystal structure (light blue) with the global
minimum found for ligand 2 ter (red).
In order to analyze the individual contributions of the individual non-covalent
interactions to the overall recognition process, the strength of the most important
non-covalent interactions between the receptor and ligand 2 was computed by
means of their relaxed force constants (inverse compliance constants). The values
obtained are reported in Table 3.5.
In the case of the ter protonation state, the global minimum obtained from the
conformational search shows two direct and two water mediated hydrogen bonds
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Figure 3.6: Superposition of the crystal structure (light blue) with the global
minimum found for ligand 2 intra (red).
with the phosphate groups, while the intra protonation state is characterized by
water mediated hydrogen bonds exclusively. Figure 3.7 depicts the two kinds of
hydrogen bonds observed in the global minimum of the 2 ter complex. Looking
at Table 3.5, in terms of their stiffness, the direct piperazine/phosphate hydrogen
bonds (N-H—O-phosphate) seem to be more or less of the same quality then
the mediated bonds (N-H—O-water). The calculated relaxed force constants for
this kind of non-covalent interactions ranges between approximately 0.3 and 0.6
N/cm. In contrast, the calculated softness of the hydrogen bonds between the
mediating water and accepting phosphate oxygen is significantly lower: the values
between 0.1 and 0.2 N/cm point to very short hydrogen bond lifetimes. The results
Table 3.5: Relaxed force constants (OPLS-2005 force field in N/cm) of the
hydrogen bonds between ligands and the telomeric receptor.
ND2 intra complex ND2 ter complex
NH—O (Water) 0.50 NH—O (Phosphate) 0.29
NH—O (Water) 0.38 NH—O (Phosphate) 0.45
NH—O (Water) 0.59 NH—O (Water) 0.42
NH—O (Water) 0.34 NH—O (Water) 0.53
Water—O (Phosphate) 0.09 Water—O (Phosphate) 0.19
Water—O (Phosphate) 0.03 Water—O (Phosphate) 0.14
Water—O (Phosphate) 0.12
Water—O (Phosphate) 0.15
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obtained point out that the static view of hydrogen bonding alone is not enough
to explain the energy difference between the two protonation states.
Figure 3.7: Direct (left) and water mediated (right) hydrogen bonds observed
for the computed (OPLS-2005) lowest energy conformer of the complex be-
tween the telomeric G-quadruplex receptor and the terminal protonated (ter)
naphthalene diimide ligand ND 2.
In its ter protonation state, ND 2 guest is characterized by short range interac-
tions, showing two direct hydrogen bonds. The main difference is visible in the
long range interactions: the average positions of the terminal rings are closer to
phosphate groups. The methyl-piperazine rings are locked deep inside the quadru-
plex grooves, leading to a stronger electrostatic interaction with the receptor. The
Figure 3.8: The electrostatic potential for the intra (a) and ter (b) isomers
of the G4 complex with ND 2.
different position of the charged arms is clearly shown by the electrostatic poten-
tial surfaces for the global minimum (Figure 3.8), where the negatively charged
phosphates is plotted in red and the positively charged nitrogens in blue, respec-
tively. Molecular Dynamics simulations were performed in order to further test
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the hypothesis concerning the differences of the hydrogen bond lifetimes in both
protonation states and the results are summarized in Figure 3.9. As it can be seen,
in strong contrast to the internal protonation, the terminal protonation state is
stabilized by a larger number of direct NH—OP hydrogen bonds during the simu-
lation time. The 50 ns trajectory of the terminal protonation state is characterized
by at least one strong hydrogen bond, while the second and third hydrogen bonds
are auxiliary by nature. Interestingly, a single time step, characterized by four
simultaneous hydrogen bonds, is never observed during the whole 50 ns seconds
of MD simulation.
Figure 3.9: Here the number of NH—OP hydrogen bonds versus the simula-
tion time was plotted for the intra (left) and the ter (right) isomers of ligand
2.
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3.3.1 Conclusions
Due to the combination of experimental data, thorough Monte Carlo conforma-
tional scans, MD simulations, DFT calculations and simulations of the mechanical
binding strengths, 1) the different protonation states of tetrasubstituted naphtha-
lene diimide (ND) guests in complex with G-quadruplex (G4) DNA receptors, and
2) the importance of water mediated vs. direct hydrogen bonding have been ana-
lyzed. Based on the reproduction of the relative stabilities of a series of ND ligands
published by the Neidle group, the following conclusions have been reached: 1) the
terminal protonation of the naphthalene diimide is the dominant state, leading to
persistent, direct NH—OP bonds; 2) the calculation of the relaxed force constants
in combination with MD simulations point out that the direct bonding is by far
stronger and longer lasting than their water mediated counterparts. In this case
the static picture of the X-ray structure is misleading; 3) in the liquid phase, be-
sides hydrogen bonding, the longer range electrostatic interactions are maximized
in the terminal protonation, leading to a perfect fit of the methyl-piperazine rings
which are locked deep inside the quadruplex grooves in this case.
3.3.2 Computational Details
Two pdb entries of telomeric G-quadruplexes targeted by naphthalene diimide
ligands were used as starting points for the construction of the models. The two
structures, published by S. Neidle, G. N. Parkinson et al., were downloaded from
the protein data bank, hydrogen atoms were added and basic amines were proto-
nated according to the definition of the intra and ter protonation states, by hand.
The crystallographic water molecules and the two internal potassium ions were re-
tained in the liquid state simulation. The OPLS-2005 force field [141, 142] and the
generalized Born/solvent accessible surface (GB/SA) continuum solvation model
[143] were used applying the Schro¨dinger software package [144]. The conforma-
tional space was scanned applying a Monte Carlo Multiple Minimum (MCMM)
algorithm as implemented in MacroModel [145], while the Polak-Ribiere conjugate
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gradient (PRCG) algorithm was used for the minimizations. After a preliminary
conformational Monte Carlo search of 90,000 steps, the resulting liquid phase
global minimum of the G4 receptor together with the computed OPLS-2005 en-
ergy (EG4) represented the model for the subsequent ND binding study. Each
telomeric ND (1-4) complex was generated using the following protocol: 1) the
individual ND guests were posed 8–9 A˚ away from the receptor, keeping the di-
imide core parallel to the 3’ quartet of the telomere. 2) 20,000 minimization steps
(steepest descent) were conducted. 3) Finally, 120,000 Monte Carlo steps were
performed in order to scan the low energy region. In this final step, the internal
potassium ions were constrained with a force constant of 100 kJ/mol. All other
degrees of freedom were included as search parameters. The Gaussian09 software
[146] was used for quantum mechanical and AMBER molecular mechanics (MM)
calculations. Geometry optimizations were conducted with the B3LYP DFT func-
tional and the 6-31g(d) basis set. The Amber99 force field was used [91]. The
COMPLIANCE software and its graphical interface [147, 148] were used to eval-
uate the strength of the most important hydrogen bonds between ligands and
quadruplex receptor. Molecular Dynamics (MD) simulations on both isomers of
ligand 2 were performed by the GROMACS 4.5.3 software package as described
in section 2.5.1. 15 K+ counterions were added to neutralize the negative charges
of the phosphate groups, while other 22 K+ and Cl− ions were added to set the
solution ionic strength to about 0.15 M. The two internal potassium ions were kept
from the Monte Carlo simulations. The hydrogen bonds networks were analyzed
using the GROMACS tool g hbond.
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4.1 Introduction
This final chapter is the result of the investigations carried out at the University
of Nancy (France) during a short period (1.5 months) spent in the laboratory of
Prof. Antonio Monari, in the ambit of a ”short term scientific mission” organized
by the COST action 1201: Biomimetic Radical Chemistry.
4.1.1 G-quadruplex isomorphism
G-quadruplexes are highly polymorphic structures. As an example, quadruplexes
formed by human telomeres can adopt a variety of different folding topologies
according to the relative orientations of the four strands held together by G-
quartets (Figure 4.1). Rigorous information about the exact conformation that
human telomeric quadruplex forms under physiological conditions is important,
not only for understanding its biological function but also for the development of
selective G-quadruplex binders. G-quadruplex motifs depends on the enviromental
conditions. Animal cells maintain high intracellular concentration of K+ (150 mM)
and a lower concentration of Na+ (5-15 mM) [149].
Figure 4.1: Schematic structures of the folding topologies adopted by telom-
eric DNA. Loops are colored in magenta; anti and syn guanines are colored grey
and white, respectively [150].
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The quadruplex formed in Na+ solutions is well-characterized by NMR and adopts
an antiparallel conformation (see Figure 4.1, antiparallel basket) [17]. During the
last years, investigations on the structures formed in a physiological K+ solution
raised some controversy. In fact, the telomeric structure in K+ solution has not
been identified as well as the one formed in Na+ solution and originally it was
suggested to contain both parallel and antiparallel conformations [151]. In 2002, a
novel propeller-like telomeric parallel structure, in the presence of K+, was solved
by X-ray crystallography [152]. In 2006, three research groups described a new
hybrid-type structure in K+ solution, with mixed parallel/antiparallel strands (see
Figure 4.1, hybrid 1), which was proposed to be the favored conformation under
physiological conditions [153–155]. Therefore, it was suggested that the parallel
conformation, originally observed in the crystal structure, might have been selected
under the particular condition concerning the crystallization procedure and thus
might not be the biologically relevant conformation [156]. One year later a novel
hybrid-type mixed parallel/antiparallel G-quadruplex, was reported [157]. This
structure (see Figure 4.1, hybrid-2) and the previously reported hybrid-1 struc-
ture differ in their loop arrangements, strand orientations and capping structures.
While the hybrid-type G-quadruplexes appear to be the major conformations in
K+ solution, human telomeric sequences are always in equilibrium between hybrid-
1 and hybrid-2 structures, which is largely determined by the 3’-flanking sequence.
Subsequently, it was shown that the intramolecular human telomeric quadruplex
adopts the same parallel conformation observed in the crystal structure in K+
solution under molecular crowding conditions. Because the intracellular environ-
ment is crowded with macromolecules up to 40% (w/w) in concentration [158], it
was proposed that the parallel conformation could well represent the most rele-
vant structure that human telomeric G-quadruplex can adopt under physiological
conditions. Moreover, this structure was also found to have a dramatically en-
hanced stability [159]. Recently, it was shown that the conformational behaviour
of the telomeric repeats in X. Laevis egg extract or in Ficoll is notably different
from that observed in the presence of PEG. In fact, while the high-order parallel
G-quadruplex folding topology is dominant in a PEG containing environment, the
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equilibrium is dramatically shifted in favour of monomeric antiparallel or hybrid
conformations in Ficoll or cellular extracts [150].
4.1.2 Frenkel Exciton Theory
The exciton model is a way to study the excited states of non-covalent stacked
chromophores [160, 161]. Considering for simplicity a dimer composed of the
monomers φA and φB, the global excited states may be constructed as the linear




∣∣∣φ†Aφ0B〉 represent an excitation on the monomer A. To obtain the global
excitation energies and the eigenstates that define the excitation wavefunction, is
it possible to write a secular equation and diagonalize an effective Hamiltonian
matrix H whose elements will be:




where the diagonal elements εi are the excitation energies on the monomer i,
while the off-diagonal elements represent the coupling between the different ex-
cited states. The coupling between monomers breaks the degeneracy between the
excited states giving rise to two transitions. Since the coupling is usually weak,
the two transitions will normally be embedded in the vibronic band of the ab-
sorption spectra. However, in the case of chiral aggregates, such as duplex and
G-quadruplex DNA structures, the two transitions may have different signs of
the rotatory strength and therefore they can be easily differentiated in the spec-
trum. Although some more complicated schemes using the coupling between the
monomers’ excited state density matrices exist [162–164], the simplest formalism
consists in considering the coupling between the monomeric transition dipoles as
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In Eq.4.3, µi is the transition dipole moment of the monomer i, Rij is the distance
vector relying the center of charges of the two chromophores i and j, and |Rij| is
its module. After diagonalization of the H matrix, the eigenvalues ε are obtained,
i.e., the excitation energies and the matrix U whose columns store different eigen-





(µi · µj)UikUjk (4.4)




εk[Rij(µi · µj)]UikUjk (4.5)
For electronic circular dichroism in the case of homogeneous solution, the final
spectroscopic observable intensity will be the average over the three components
of the rk vector.
This approach was successfully used to model the electronic circular dichroism
spectra of two DNA model sequences, poly[d(GC)] and poly[d(AT)] [165].
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4.2 Reproduction of the Circular Dichroism spec-
tra
Circular dichroism (CD) refers to the differential absorption of the two circularly
polarized components, one rotating counter-clockwise (left handed) and the other
clockwise (right handed) of a plane polarized light. The idea behind CD is that the
interaction between left and right handed photons and a chiral molecule will be
different, thus only chiral molecules are able to produce a CD signal [166]. There
are three common quadruplex topologies based on the directionality of neightbour-
ing strands, namely parallel, antiparallel and hybrid (two possible types, called 1
and 2), each having a characteristic CD spectrum (see Figure 4.2).
Figure 4.2: Folding topology (A) and experimental CD spectra (B) of the
three quadruplex conformations. Propeller (parallel) on the left, Basket (an-
tiparallel) center, hybryd on the right. anti and syn glycosidic angle are shown
in cyan and pink, respectively [167].
Parallel quadruplex is a right-handed helix with four-fould symmetry and with
all guanines having a anti conformation of the glycosidic bonds. Parallel struc-
ture is characterized by a negative peak near 240 nm and a positive peak near
265 nm. The structure of an antiparallel quadruplex is also a right-handed helix
but guanines have alternating syn and anti glycosidic bond conformations (for a
discussion about DNA glycosidic angle χ see section 3.1.1), antiparallel CD spec-
trum displays a negative peak near 260 nm and a positive peak 295 nm. In K+
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solution the CD spectrum of the telomeric sequence G3(T2AG3)3 shows a small
negative peak near 240 nm and a positive peak near 290 nm with a shoulder at
270 nm, it is known that it adopts in these condition an hybrid conformation. It
was hypothesized that the position of the typical bands in G-quadruplex spectra
are related to the stacking orientation of G-quartets. Specifically, it was proposed
Figure 4.3: G-quartets stacking: (A) The polarity is defined by the direction
of the Hoogsteen hydrogen bond donor-to-acceptor pattern. The two stacking
possibility are (B) opposite-polarity or (C) same-polarity stacking [168].
that the band near 260 nm arises from the stacking of the stacking of the same
polarity while the one observed at longer wavelenght arises from the stacking of
quartets with alternating polarities [169] (see Figure 4.3).
Four crystal structures were considered, representing each one a particular quadru-
plex folding topology: 1KF1 (parallel), 143D (antiparallel), 2HY9 (hybrid-1),
2JPZ (hybrid-2). A 80 ns molecular dynamics simulation were performed on each
structure to explore the DNA conformational space, a snapshot is saved at every ns
and it is used as the starting geometry for the calculation of the excited states. In
the case of G-quadruplex DNA the chromophores absorbing in the UV-vis region
are represented by guanines while other contributions are negligible. For this rea-
son, the three stacked guanine quartets were considered as part of the QM region
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Figure 4.4: CD spectra obtained with the single base QM/MM calculations.
while leaving loops and flanking base in the MM region. First, a single guanine
base was included in the QM region of each calculation and the Frenkel excitation
theory was used to obtain the CD spectra of the overall structure (Figure 4.4).
As it can be seen the position of the positive peak is similar for the four confor-
mations. Moreover, the hybrid structures does not show the typical shoulder on
the positive peak and the position of the parallel and antiparallel positive band is
inverted. Both hybrids have a similar spectrum, so only the hybrid-1 conforma-
tion will be further discussed. Considering the pour accord with the experimental
data obtained with the quartet approach, a complete row (three stacked guanines)
was included in the QM level. If the shape of CD spectra depends on the stacking
orientation of the guanine bases having a different glycosidic angle, it could be pos-
sible to obtain a better agreement with experimental data including the complete
row in the QM level. The results are shown in Figure 4.5. With the row-approach,
the band shapes for both systems appear to be quite correctly reproduced. The
parallel spectrum shows a positive band around 250 nm, the experimental one is
around 260 nm. The antiparallel shows a negative band at about 220 nm and
a positive peak around 250 nm, they result shifted of about 40 nm. In the case
of the hybrid a negative band at 225 nm and a positive band at 255 nm with a
shoulder at about 240 nm were found. Also in this case there is a shift of about
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Figure 4.5: CD spectra of the three quadruplex conformations using the row
approach.





Figure 4.6: A comparison of the hybrid CD spectra calculated with single-base
and the row selection.
Chapter 4. CD spectra of G4-DNA 73
40 nm comparing with the experimental data.
Finally, in Figure 4.6 G-quadruplex spectra for the hybrid-1 conformation are re-
ported using the two different considered approaches. Remarkably, in the hybrid
spectrum only when the rows are explicitly included inside the QM level the typical
shoulder (around 240 nm) appears. This is due to the fact that in the hybrid con-
formation the first and the second quartets are stacked with an opposite-polarities
orientation (like in antiparallel structure), while the second and the third adopt a
same-polarity orientation (like parallel structure). Thus, the hybrid conformation
would have a CD spectrum that is composite of contributions of the two types of
G-quartet stacks (see Figure 4.2).
4.2.1 Conclusions
Summarizing, the electronic circular dichroism spectra were calculated for the
most relevant G-quadruplex conformations. The proposed protocol consisted in
molecular dynamics simulations, to sample the DNA conformational space, and
QM/MM calculations to compute the properties of quadruplex excited states.
Frenkel Hamiltonian approach proved to be a valid method also for the prediction
of G-quadruplex ECD spectra. An accurate selection of the bases to be included
in the high level of theory of the QM/MM calculations seems to be fundamental.
In fact, only selecting the rows (three stacked guanines) a good agreement with
the experimental data was achieved.
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4.3 Computational Details
Molecular Dynamics simulations were performed with the AMBER software [170],
details about MD simulations are discussed in section 2.5.1. The QM/MM bor-
der was placed at the junction between the sugar and the guanine base, and the
dangling bond was treated with the link atom scheme [171]. The quantum level
of the computations is performed at time-dependent density functional theory
level, using the M06-2X [46] functional and 6-31G basis set [172]. The energy of
the six first exited states of each base were calculation as well as their electronic
transition dipole moments. Excitation energies and transition dipole moments
were used to build the Frenkel Hamiltonian and simulate the electronic circular
dichroism spectra of the different quadruplex structures. All the QM/MM calcula-
tions were performed using a modified version of Gaussian 09, Revision B01 [109],
coupled with Tinker [88]. Spectra band shapes have been obtained convoluting
each snapshot with a Gaussian function of full width and half-length of 0.2 eV.
Frenkel Hamiltonian ECD spectra have been obtained using a code developed at
the University of Lorraine (Nancy) to post-process Gaussian 09 outputs.
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