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I. INTRODUCTION 
The estimation of states in noisy dynamical systems is a problem whose 
solution is of significant importance in various scientific disciplines. Algo- 
rithms for filtering, smoothing and prediction estimates of lumped parameter 
system states have been derived by Kalman and Bucy [5], Bryson and 
Frazier [l], Cox [3], and Detchmendy and Sridhar [4]. The techniques 
utilized for generating these algorithms include orthogonal projection theory 
[5], maximum likelihood estimate [3], and the classical least squares error 
criterion combined with an invariant embedding technique [4]. The class 
of problems considered in these investigations were dynamical systems 
described by ordinary differential equations with additive disturbances. 
Also, statistical assumptions concerning the characteristics of the input 
disturbances were an integral part of the algorithm derivations in most cases. 
Many dynamical systems are distributed in space as well as time and are 
defined as distributed parameter systems. A general class of such systems are 
those defined by partial differential equations. Estimation algorithms for 
partial differential systems have been generated by Tzafestas and Nightin- 
gale [ll], Thau [lo], and Seinfeld [9]. Seinfeld [9] utilized the least squares 
estimation criterion and an approximation to the minimum value of the error 
criterion to generate an approximation to the optimal estimate for nonlinear 
partial differential equation systems. 
* This work was supported in part by a grant from the U. S. Department of 
Transportation to the University of Minnesota. 
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The purpose of this paper is to report the extension of the pioneering 
results of [4] to obtain a better solution to the optimal filtering estimate of a 
noisy nonlinear partial differential system. In this case, no statistical assump- 
tions are made concerning the characteristics of the additive disturbances 
acting on the plant and output observations. The error criterion utilized is 
the classical least squares formulation. Disturbances are considered on the 
boundary of the spatial domain as well as in the spatial domain. Using the 
systems dynamics, the error criterion, and optimal control theory, the minimi- 
zation of the weighted squared errors is transformed into solving two coupled 
partial differential integral equations of the Euler-Lagrange type. These two 
equations constitute a spatial boundary-value problem. The estimation 
algorithm is generated by embedding this spatial boundary-value probem 
into a larger class of problems using an invariant embedding technique [13] 
and an approximation procedure. The resulting algorithm consists of solving 
initial-value partial differential integral equations which involve the system 
observation. 
The estimation algorithms are detailed for a general second-order problem 
using Green’s theorem [2] for adjoint operators on a spatial domain. The 
application of the filtering algorithm to a nonlinear diffusion process is 
shown to generate feasible results. 
II. PROBLEM FORMULATION 
The problem that is considered is the state estimation of noisy distributed 
parameter systems as described by partial differential equations. The class 
of systems considered are defined by the vector partial differential system 
al& x) 
- = qt, x, u) + qt, x), 
at 
XED, (1) 
where t is the time variable and t E [to, T]; 
x is the m-dimensional spatial vector and is contained in the spatial domain 
D; 
D is an open and connected subset of m-dimensional Euclidean space. 
The boundary of D is denoted by aD. D u aD = D; 
u(t, X) is the n-dimensional state function vector defined on a spatial 
domain D for fixed time t. 
The space of functions that a state component ui(t, x) can assume for fixed 
time is identified by vi(D), where vi(D) may be L2(D), a Hilbert space. The 
state function space is defined as p(D) = q+x ... xrpn .
F(t, X, u) is a n-dimensional spatial operator of order K defined on D. 
w(t, X) is the unknown disturbance acting on the dynamics of the system 
for x E D. 
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The spatial boundary condition is of the form 
G(t, x, u) = o(t, N), (2) 
where G is a r-dimensional spatial operator on aD with Y .<. n and operator 
order < k. 
v(t, x) is the unknown r-dimensional disturbance acting on the boundary 
of D. 
It is assumed that Eqs. (1) and (2) with no disturbances represents a well 
posed distributed parameter system in the sense of Hadamard [2]. That is, 
they define a dynamical system. 
The output observation consists of a mapping from the state function 
space v(D) to the observation function space Z(D). The output observation 
is denoted by 
x(t, x) = M(t, x, U) + observation error, (3) 
where M(t, x, U) is a q-dimensional vector function on D. 
z(t, x) is the p-dimensional observation vector cZ(@. The filtering problem 
is to estimate u(t, x) at t = T, based upon the observation z(t, x) for t E [to, T] 
and x E D. For this case, the error criterion is the minimization of the weighted 
square of the following residual errors integrated over D; 
observation residual: 
q(t, x) A z(t, X) - H(t, X, ii) 
dynamical residual on D: 
e,(t, x) g v - F(t, x, ii) (4) 
dynamical residual on i?D: 
e,(t, x) A G(t, x, U) 
where ii(t, x) represents a nominal trajectory for t E [to, T] and x ED. The 
least squares estimate of u(T, x) requires the minimization of the functional 
J = B jljDj, e,‘(t, 4 Q(x) s, t) edt, 4 ds dx dt 
+ 3 j:jaDj,, eI’(t, x) Q(x, s, t) edt, 9 ds dx dt 
+ + j: j, e,‘(t, X> R+& 4 dx dt 
+ 4 jz j, e3’(tr 4 ~ddt2 4 dxdt~ 
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where Q(x, s, t) is a Q x 4 symmetric nonnegative definite matrix symmetric 
in x’s and continuous in x, s, and t. 
R,,, and Wz,, are spatial operators defined by 
- Ki.‘s( > = J R(.T s, 0 ( > ds, (6) D 
w;,:( ) = j,, J+'(x, s, 0 ( ) ds, (7) 
where R(x, s, t) and W(x, s, t) are symmetric positive definite n x n and 
Y x Y matices respectively. They are also symmetric in x and s and are 
continuous in X, s, and t. In order that J possess a minimum [8], R,,, and 
wz,s and their respective inverses must exist and be bounded positive 
definite operators, i.e., 
b, II e II d (es Ra,se) < b, II e II 3 
etc., b, and b, > 0. 
The estimation of u(T, x) involves the determination of a ZZ(?‘, x) that 
minimizes J and satisfies the system dynamics as described by Eqs. (1) and (2). 
This function is defined as the least squares filtering estimate of u(T, x) and 
is denoted by li(T, X) for x E D. 
For the smoothing problem it is desired to estimate the state u(t, x) at a 
fixed time T for T E [to, T] based upon observations z(t, x) for t E [t,, T] and 
x E D. In this case, the above formulation for filtering is utilized except that 
the state estimate is generated at T instead of T. The least-squares moothing 
estimate of U(T, x) is denoted by &(T, x) for x E D. Only the filtering problem 
is discussed in this paper. The smoothing problem will be discussed in a 
subsequent paper. The paper is organized as follows. The canonical equations 
for the variational problem are obtained in Section III. Second-order systems 
are studied in Section IV. The canonical equations are converted into an 
initial-value problem in Section V. The filtering algorithms are generated in 
Section VI. Existence and uniqueness are discussed in Section VII. A non- 
linear diffusion process is used as an illustrative example in Section VIII. 
III. THE CANONICAL EQUATIONS 
The problem is now reformulated so that the theory of optimal control 
can be applied. The minimization of the least squares error criteria J, Eq. (5), 
can be transformed into the structure of an optimal control problem. Using 
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the definitions of (4) the minimization of J with respect to ii(t, x) for 
t E [to, T] and s E iI is equivalent to minimizing 
1 = -$ jljD!‘, b(t, %) -- d@, % u)]’ Q(.~, & t> [+, s) ~ df(t, s, u)] ds cis dt 
+ 4 j: j,, jaD b(t, 4 - nl(t, Ly, U)I’ 
x Q(x, s, t) [z(t, s) - M(t, s, ii)] ds dx dt (8) 
+ % j~j,,fbY4 x> %,fdt, 4dx dt 
+ 4 jr j,J& x) ~L,f&, 4 d.v dt to 
with respect to a(t, x)  fd , and fb subject to the constraint 
aqt, X) 
___ = qt, x, u> + fd@, x), at XED (9) 
and the spatial boundary condition on ti(t, x) 
W, x, 4 =f& 4, XE~D. (10) 
The minimization of (8) with constraint defined by (9) and spatial bound- 
ary condition (10) is then a problem in optimal control theory, where f,, and 
fd are considered as the controllers. Since no constraints are imposed upon 
the controllers, the minimization problem is a Lagrange problem in the 
calculus of variations. 
Define the Hamiltonian for this problem as 
H(t, % u; &fb ,fd) = 3 j, j, [z(t, x) - Jqt, x, q]’ 
x Q(x, s, t) [z(t, s) - M(t, s, a)] ds dx 
x Q(x, s, t) [z(t, s) - M(t, s, u)] ds dx 
+ 4 jDfa’(c 4 %,fdt> 4 dx 
+ 3 jaof~‘(t, x> W~.Jfb(t) s> dx 
+ j, WV 4 [e t, x, 4 + fdt, 41 dx, 
(11) 
where A(t, x) is the adjoint variable. 
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Using variational calculus, the following conditions must be satisfied at the 
minmum of J: 
6H &i 6H ax aH -=- -=--, - --- ah at 1 6~ at Sfd 
() , XED, 
6H -= 0 
6h ’ 
6H -= ) 
6u 
0 6H 
(12) 
sf, = 0, XEiiD, 
A(to ) x) = 0 = h(T, x), (12) 
where S/S refers to a variational derivative [14]. From (6)) (1 I), and (12) the 
optimal controller fd is found: 
F = 0 = R,,,f,(t, s) + h(t, x) = 0 
d 
or 
f&, x) = - j, R(x, s, t) h(t, s) ds. (13) 
To find the form of the spatial boundary controller, the term SD A’F dx in 
(11) is modified by expanding F(t, x, a) about the optimal estimate Zi(t, X) 
and retaining first order terms; 
J 
. 
X’(t, x) F(t, x, a) dx = 
D 
j-, A’(& x) gl 3 6 dx, 
* 
where 
aiu ui = 
kl ha 
and zr ki = i. 
ax1 .-- ax, 
Integrating by parts [2], Eq. (14) becomes 
1 
h(t, x)]’ c(t, x) dx + I,, (B - n) dx, 
ax1 ... ax, 
where % is the normal to aD and B is a vector of the form 
k j-1 
B = c c (-l)i ai 
j=l iso 
k 
1 
k 
m 
[q A(t, x)]‘trj-,t . 
3 
(14) 
(15) 
(16) 
To obtain f,, , the spatial boundary condition defined by Eq. (10) is sub- 
stituted into (15), or more properly, B must be of a form such that G can be 
substituted into B. Moreover, G may have to be modified for such a sub- 
stitution, for example, a series expansion about ti. To find fb , (15) is sub- 
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stituted into (11) and 6H,/6fb set equal to zero. In Section IV, this is done for a 
system with the highest vector spatial operator being of second order. 
The spatial boundary condition for h is found by setting iW/& = 0 after 
substituting (15) into (11). The resulting spatial boundary condition can be of 
the form of a single vector equation over %D or n separate equations. This 
form depends upon the form of G (see Section IV). 
Using (ll), (12) (13), and (15), the canonical equations or Eule r-Lagrange 
equations are generated: 
6H aii((t,x) 
xi- at - - = F(t, x, @) - j, R(x, s, t) A(t, s) ds, (17) 
SH 5h(t, x) k 
6iI= at 
- - = ?I (-l)i 
k, 
ax, *.* ax, 
+s, 
aM’$;x’ ‘)Q(x, s, t) [z(t, s) - M(t, s, ii)] ds. 
(18) 
Equations (17) and (18) with the derived spatial boundary conditions and 
initial and terminal conditions 
qt, , x) = 0 = h(T, x) (19) 
constitute a boundary value problem (BVP). The solution of this boundary 
value problem yields the optimal estimate ti( T, x). 
IV. SECOND-ORDER SYSTEMS 
To portray the relationship between the spatial boundary conditions and 
the optimal filtered estimate, the highest spatial operator is considered to be of 
second order in Eq. (1). Thus, Eq. (15) becomes, using Green’s theorem for 
vector operators [2, 111, 
s X’(t, x) F(t, x, ii) dx D 
zzz 
SC 
D .a1 (-l)i k, ” k [v A(t, x)]'ii(t, x) dx 
z z 
axI .-- axI 
+ j,, 1 aA’t;x) A(t, x) qt, x) - A’(t, x)A(& X) q 
(20) 
- -fl h’(t, x) &(t, x) cos@, xi) a(t, x)1 dx, 
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where 
and ti is the normal to aD. 
Assume that G(t, X, C) can be expanded about ii as 
aqfi) ~ + aqtz) aii --= 
aa 
f 
aeafi b' 
I I an 
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(21) 
(22) 
Substituting (20) and (22) into (11) and setting 8H/8fb = 0 yields the form 
of fb: 
or 
wz,8fb(t, s) - G<‘A’(t, x) h(t, x) = 0 
f&, x) = I,, w(X, S, t) ‘%‘(a) A’@, S) A(& S) 4 (23) 
where 
G&K. 
ag 
I I an 
Setting 6H/Sii = 0 for x E aD in Eq. (11) yields the spatial boundary condi- 
tion on h: 
A’(& 4 y + G,‘(u) G;‘(u) A’(t, x) h(t, x) - f &‘(t, x) co+, xi) x(t, x) 
i=l 
ZYZ 
j 
’ 
CYD 
aM’;;x’ ‘)Q(x, s, t) [z(t, s) - M(t, s, ii)] ds. (24) 
Thus, Eqs. (17) and (18) with K = 2 and with spatial boundary conditions 
defined by (lo), (23), and (24) along with initial and terminal conditions 
defined by (19) constitute the BVP in this case. 
V. INVARIANT EMBEDDING APPROACH 
Let the observation interval be increased to [to, TJ where Tl > T. Then, 
the least squares estimate zZ(T, , x) is obtained by solving Eqs. (17) and (18) 
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with the appropriate spatial boundary conditions and initial and terminal 
boundary conditions 
A@()  s) = 0 = A( I; ) x). (25) 
Therefore, the BI-P must be solved sequentially for fixed II’. However, T 
becomes the sequential time variable if an invariant embedding technique 
is employed. The BVP problem is embedded into a more general class of 
BVP problems that have the terminal boundary condition 
h(T, x) = C(x), (26) 
where C(X) is a continuous function of m, x: E D. 
Let r(T, X, C) be the missing terminal condition on ii(T, x). Since 
ii(T + AT, x) = r(T + AT, s, C + AC), 
Eq. (17) can be approximated by 
(27) 
r(T + AT, x, C + AC) = r(T, x, C) + ~W’-,x,y, ‘>AT... . sc (28) 
Expanding r in a functional Taylor series about T and C yields 
r(T + AT, x, C + AC) = r(T, x, c> + 1, g 
ST 
ACdx + 6T AT + ... , 
(29) 
where C and T are considered to be independent variables. From Eq. (18), 
AC(x) = - sH’TTs;, r, ‘)AT + . . . . (30) 
Equating (28) and (29), dividing by AT, and using (30) yields, as AT 
approaches zero, 
WC x, C) 
aT - D s 
Sr(T, s, C) SH(T, s, r, Odx = 6H(T, .T, r, C) 
2x2 sr SC ’ 
XED. 
(31) 
Equation (31) relates the terminal boundary condition on h at T to the missing 
terminal condition on ti(T, x) in terms of a partial differential integral equa- 
tion. From this equation, the filtering algorithm is generated. The solution 
to (31) contains the solution to the BVP of Eqs. (17), (18), and (26) along 
with the appropriate spatial boundary conditions. Thus, the least squares 
filtering estimation problem is solved by determining r(T, x, 0), i.e., when 
h(T, x) = 0. 
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An identical procedure can be utilized for the equations for u and X on 
the boundary if they are in the proper form. For example, consider Eqs. (22) 
and (24) as 
aqt, x) 
an = g(t, s, ii, A, n), 
aqt, x) - = h(t, s, ii, A, q. an (32) 
If r(T, X, C) is the missing terminal condition on u(T, X) for x E aD, the 
equation relating I and h for N E aD is 
a,(:;7 ‘) + I,, ““;d’ %(T, s, I, C, n) ds = g(T, x, r, C, “) (33) 
using the same procedure as before. In this case, however, the incremental 
expansion is with reference to AS instead of A T. 
VI. FILTERING ESTIMATION ALGORITHMS 
The partial differential integral Eq. (31) can be transformed into an initial 
value problem by assuming the following series solution for r: 
r(T, s, C) = - JD P(x, s, T) C(s) ds + fi(T, x), SED, (34) 
where the least squares filtered estimate is denoted by zi( T, x). The motivation 
for this procedure is that only solutions for which C(X) = 0 are desired, i.e., 
r(T, x, 0) = G(T, x). 
Substituting (34) into (31) and expanding (17) and (18) about Y in a first 
order Taylor series yields 
- I ,g C(s) ds+$Y + 1, P /go (-lji K ai k 
as: . . . 2s; 
[$ W] 
- s, gQ(z - k’)d) - j-,J, & [$Q(z - AI)] PC@) de0 dyl ds 
k aF(q = F( T, x, 6) - C ~ 
i=o a6 s 
- s R(x, s, T) C(s) ds, x E D. (35) D 
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Integrating by parts the third term in (35) yields 
. k aqx, s, T) aI+) 
=J c D iso __ C(s) ds + j,, (B . n)’ ds, k, k, a& (36) 
as1 **- as,, 
where I3 is a vector with the following form: 
k j-1 
B zz c c (-I)“+1 
j-1 id) 
K ai k [p f’(x, s, T)]’ ;--f) , 
1 m I 1 m 
23, ... as,,, as1 .-. as, 
XED, SEaD. (37) 
To continue the development of the filtering estimation algorithm, the 
form of the spatial boundary condition on (17) must be known in order that 
(37) can be substituted into (35) in the proper form. Therefore, the vector 
second-order system as discussed in Section IV is again considered. Using 
Green’s Theorem, the last term in (36) becomes 
s t aD “‘&; T, A’( T, s) C(s) ds - P(x, s, T) A’( T, s) $# 
+ t I’(,, s, T) S,‘(T, s) cos@, si) C(s)/ ds, 
i=l 
x E D, s E i3D. 
Assuming the following series expansion for r for x E aD: 
r(T, x, C) = - jaDP(x, s, T) C(s) ds + W 4, LYEaD, 
and substituting (38) and (24) into (35) yields 
- I D+&+$+ j i lz aipk ECds+ jaD$Cds Di=o 1 
as1 - a( 
+ j,, PGp’G;-‘A’ C ds - j,, Fl Psi’ cos(fi, si) C ds 
(38) 
(39) 
+ J,, gl Psi’ COS(C, si> C ds - j,,j,, P ~Q(z - M) dw ds 
2 
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- 
IS 
P3M 
TQ(z - M)dy ds 
+ jl j: j, E [$Q@ - M)] PC dzu dy ds 
= F( T, s, zi) - to g j, Kl aip K,, C ds - I, RC ds 
ax1 ... ax,, 
after expanding about r(T, x, C). 
Collecting terms in C of order zero and one from (40) yields 
c02f$$L~(T,x,li) - j j P(x, s, T) 
sf’(T, s, li) 
DD 
ac 
x Q(s, Y, T) W, Y) - WT Y, Ql 4 ds 
+ j,, j,, P(.v, s, T) aM’(; sy a) 
x Q(s, y, T) MT, Y) - W’-, Y, 414 6 XED. 
(W 
(41) 
Cl .a_p(x, s9 T) 2 alqzq 8P(x, s, T) 
3T c- 
2 SP(x, s, T) W(ii) ---= 
i-0 3% k, R+L k- 
ax, ... ax; 
i-0 1 m azi, 
%S, ... as, 
. * 
- 
I J DD P(x, w, T) & 
x jiUZ’(T, w, zi) 
(42) 
1 aii Q(w>Y, T) kV,y) - W’-,Y, 4lj 
x f’(y, s, 7’) dy dw + R(.c s, T) s, s E D, 
“@;I; T, + P(x, s, T) Gd’(&(s)) G’,-+2(s)) 
4 s aD aDP(~,w, .)&;aM’(;;w’ ‘)Q(w,~,I’)[z(T,y)-~~(T,y,a)]1 
x P(y, s, T) A-l(T, s) dy dw, x E D, SEl3D. (43) 
It remains to find the filtering equation for x E aD. Substituting the spatial 
boundary Eqs. (22) and (24) into (33) and using (39) generates; 
aa 
--,,,gCds-j- PA’-li- aii %D 1 
Gti’G;‘A’C + f Si’ cos(ii, si) C 
i=l 
409/38/3-s 
= - G,lG,;zi -;- G,‘G,; I’,, Pc‘~fs -I- I‘ TVG,l.-I’C.’ ds, N E %I). 
L CD - CD 
(44) 
Equating zero and first-order powers of C yields 
;< Q(s, y> T) [z( T, y) - M( T, y, ii)] dy ds (45) 
or using (22) and ( 10) 
IX Q(s, y, T) [.z(T, y) - hI(T, y, fi)] d-y ds, XE?D, 
cl : aq.r, s, T) _ 
(46) 
an(x) 
- Gf’&)) G,;@(s)) P(s, s, T) 
+ I+, s, T) A-‘(T, s) G,‘(u(s)) Ci-‘(u(s)) A’(T, x) 
In 
- x P(x, s, T) A-‘(T, s) S,‘(T, s) cos(n; St) 
i=l 
- m-(x, s, T) Gp(zi(s)) A'( T, s) 
+ .,‘,~la~ P(s, zo, T) x-y T, w) & 
?, i ?M’( T, y, 22) 
I El? 
Q(zu, y, T) [z( T, y) - yT> y, 411 
>: P(zo, s, T) dzv dy, s E ?D, SEZD. (47) 
Equations (41) and (42) with spatial boundary conditions (43), and (47) 
constitute an initial value problem with initial conditions zZ(t, , x) = 0 and 
P(m, s, to) = P&s, s) (selected a priori). 
VII. DISCUSSION OF ALGORITHM 
The filtering algorithm as described by Eqs. (41) (42), (43), (46), and (47) 
generates an approximation to the state of the real system. The quality of 
this filtered estimate zi(T, x) depends upon the initial value selected for the 
estimate and the stability of the real and estimated systems. Detailed develop- 
ment of the relationships between these quantities is still to be accomplished. 
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It should be noted that additional terms could be added to the least-squares 
error criterion, Eq. (5) that combine estimation errors in D and on aD. An 
example would be a double integration of a quadratic error form over 2D 
and D. This inclusion would add additional terms to the optimal filtering 
equations. 
For linear systems with no boundary disturbances, the derived filtering 
algorithm is equivalent to those developed by Tzafestas and Nightingale [ 1 l] 
and Thau [IO] who assumed gaussian processes as disturbances, and by 
Meditsch [7] who used a least-squares error criterion. 
In nonlinear partial differential systems as defined by Eqs. (I), (2), and (3), 
the derived filtering algorithm without boundary disturbances is a better 
approximation than the algorithm generated by Seinfeld [9] who utilized a 
least-squares error criterion, and is equivalent to the filtering algorithm 
derived by Tzafestas and Nightingale [ 121 who utilized a maximum likelihood 
error criterion and gaussian disturbances without boundary disturbances. 
The existence and uniqueness of the derived filtering equation solutions 
can be shown if each partial differential integral equation can be transformed 
into an integral equation. That is, if the linear part of each equation generates 
a bounded semigroup operator, the existence and uniqueness of the filtering 
equations can be shown using Picard’s method of successive approximations 
[6] as applied to the integral equation. 
In most applications, the method of observing the system on the spatial 
domain D will consist of a finite number of transducers at a finite number of 
point on D due to physical limitations. The form of the observations in these 
cases for use in the derived filtering algorithm could be 
.z(t, x) = f &qt , X, 24(t, Xi)) {U(-V - Xi) - U(X - Xi+l)} 
i=l 
+ observation disturbances, (47) 
where U(x - xi) is a step function and N is the number of observation points. 
Here z(t, X) is a “staircase” function of 3~. Thus, (47) is substituted into the 
filtering estimation equations and the appropriate equations generated for 
discrete observations. If N = 1, and D is one dimensional, these equations 
would be identical to those derived by Thau [lo]. 
One could also approximate the observation by 
N jM(t, x, u(t, xi)) - M(t, .x, u(t, xipl)) 
+, 4 = c ( 
i=l xi - xi-1 
x + ns(t, x, up, Ximl))( 
x {L’(x - xi-i) - U(X - .yi)} + observation disturbances. (48) 
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In both cases, Eq. (47) and Eq. (48) app roach the continuous observation 
equations as the number of observation points increases without bound. 
An additional discrete observation approach would be to observe one 
spatial point along a characteristic. The observation point would move along 
the characteristic. The observation point would move along the characteristic 
and depending upon the particular system a reasonable estimate could be 
generated. 
VIII. NONLINEAR DIFFUSION PROCESS 
The following partial differential equation represents a nonlinear scalar 
diffusion process, 
~ = a yp + u”(t, x) + w(t, x), &u(t, x) 
at 
XED, a = .05, (49) 
for D defined as the interval (0, 1) and x E D. The observation is 
z(t, x) == u(t, x) + observation disturbances x E D. (50) 
The spatial boundary conditions and initial conditions are 
u(t, 0) = 0 = u(t, I), 
u(0, x) = 2x, 0 < x < 4, (51) 
u(0, x) = 2(1 - x), 4. < s < 1. 
This mathematical problem description could correspond to a system that 
measures the temperature u(t, x) at a distance .x from the end of a thin 
uniform rod of length unity that is being controlled by the square of the 
temperature. The ends of the rod are kept at a temperature of zero and the 
initial temperature distribution is obtained by heating the center of the rod 
for some prior time increment. 
In the least squares error criterion, let 
Q(x, s, t) = 8(x - s) and R(x, s, t) = 1. 
The optimal least squares filtering estimate as generated from (41) is 
afqr, x) s%(t, x) - -----=a- t3T a2 + zi"(T,x) + J P(x, s, T) [z(T, s) - WC ~11 ds D 
(52) 
DISTRIBUTED PARAMETER SYSTEMS 603 
with spatial boundary condition given by (51) and initial condition 
li(T, x) = 0. 
The equation P(x, s, T) as generated from (42) is 
5P(x, s, T) PP(x, s, T) 
8T =a &.2 + a 
a2p;;s' T, + 2u(T, x) P(x,s, T) 
(53) 
+ WC 4 % ST) - J*, P(x, y, T) f’(y, s, T) dy + 1 
with spatial boundary condition and assumed initial condition 
~(o,s, T) = 0 = f+, 0, T), 
P(1, s, T) = 0 = IQ, 1, T), (54) 
P&x, s) = 10 sin 77~ sin 7rs. 
The dynamics and observation disturbances were generated by a random- 
number process since a numerical procedure utilizing a computer generated 
the solution to Eqs. (52) and (53). The random number process generated 
numbers with a normal distribution and variance one and an uniform distribu- 
tion over the interval *l. Use of the filtering algorithm with both of these 
disturbance distributions produced similar results. 
Then T > 4, the surface of P(x, s, T) approaches a constant as shown in 
Fig. 1. Figure 2 presents the asymptotic behavior of P(.5, s, T) for s = .5 
and .I. Figure 3 compares the real system solution with the estimated solution. 
Figure 4 details the relationship between zi(t, .5) and u(t, .5). The time 
increment utilized in solving these equations was .OOl second. 
IX. CONCLUSION 
The previous example demonstrates the feasibility of applying filtering 
algorithm. In regard to the asymptotic stability of the error, if a linear system 
is completely observable and generates a group operator, then the estimated 
state approaches the real system state asymptotically [6]. Smoothing estima- 
tion algorithms have also been derived using an invariant embedding techni- 
que and a least squares error criterion [6]. 
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In general, the technique utilized to developed the filtering algorithm is 
based upon the transformation of the estimation problem into a problem in 
optimal control theory which generates the distributed parameter canonical 
FIG. 1. Plot of I=(,, s, T) for T > 4. 
FIG. 2. Plot of P(0.5, s, T) for s = 0.5 and s = 0.1. 
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FIG. 3. Comparison of Ir(t, x) and G(t, X). 
-r,ME (SECONDS1 
a 
FIG. 4. Comparison of u(t, 0.5) and G(t, 0.5). 
equations. These equations constitute a boundary-value problem which is 
transformed into an initial-value problem through the use of an invariant 
embedding technique. 
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