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Abstract--This paper discusses the initial value problem for second-order nonlinear impulsive 
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1. INTRODUCTION 
Impulsive differential equations arise naturally from a wide variety of applications, uch as space- 
craft control, inspection processes in operations research, drug administration, and threshold 
theory in biology. The past ten years have seen a significant development in the theory of im- 
pulsive differential equations. However, the corresponding theory of impulsive integro-differential 
equations in abstract spaces is still at an initial stage of its development. For the basic theory 
and recent developments, see [1-3] and references therein. Paper [1] discussed the initial value 
problem (IVP) for first-order nonlinear impulsive integro-differential equations of Volterra type in 
a real Banach space E by means of upper and lower solutions. In this paper, we shall investigate 
the IVP for such equations of second order in E, namely, 
x" = f ( t ,x ,  Tx),  Vt ~ J, t # ti, 
i i 
a~l,=~, = -~d, j~( t j )  + Zz ,~ ' ( t j ) ,  
j=l j=a (1) 
i 
(1 = 1,2 . . . .  ,m), 
j= l  
X(0) = X0, X'(0) = Xl, 
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where f e C[J × E × E ,E ] ,  j = [0,a] (a > 0), 0 < tl < . . .  < ti < . . .  <tm < a, aij,flij,'Yij 
(i > j ,  i = 1, 2 , . . . ,  m) are nonnegative constants, x0, xl  E E,  and 
(Tx)(t) = k(t, s)x(s) ds, Vt e J, (2) 
k e C[D, R+], D = {(t, s) • J × J : t > s}, R+ is the set of all nonnegative numbers. Axlt=t ~ = 
x(t +) -x(t.-(), the jump of x(t) at t = ti, where x(t +) and x(t~) represent the right and left limits 
o fx ( t )  at t = ti, respectively, and Ax'[t=t, has a similar meaning for x'(t). Let PC[J, E] = {x : x 
is a map from J into E such that x(t) is continuous at t # ti, left continuous at t = ti, and 
x(t+), x'(t +) exist, i = 1, 2 , . . . ,  m} and PCa[J, E] = {x • PC[J, E] :  x'(t) is continuous at t # ti 
and ' + x (t i ), xl(t.~) exist, i = 1, 2 , . . . ,  m}. Evidently, PC[J, E] is a Banach space with norm 
Ilxl[PC = sup IIx(t)ll. 
t6 J  
For x • PCI[J, E], by virtue of the mean value theorem 
x(t~) - x(ti - h) • h~-5{x'(t) : ti - h < t < t i},  (h > 0), 
it is easy to see that  the left derivative x~_ (ti) exists and 
x~_(ti) = lim x(ti) - x(ti - h) = x' (tT, ) 
h--*o+ h 
In (1) and what follows, x'(ti) is understood as x'_(ti). It is clear, pCI[ j ,  E] is a Banach space 
with norm 
I lxllve, = max{l lx l lec ,  I Iz' l lPc}- 
Let J '  = J \ {tt . . . .  ,tin}. A map x • PCa[J,E] n C2[J',E] is called a solution of IVP (1) if it 
satisfies (1). 
Let E be partial ly ordered by a cone P of E,  i.e., x _< y if and only if y - x • P. P is said 
to be normal if there exists a positive constant c such that 0 < x < y implies I[xtl _< c[[y[[, where 
0 denotes the zero element of E ,  and P is said to be regular if Xl _< x2 _< . . .  _< Xn <_ ""  <_ y 
implies [[xn - x[[ --* 0 for some x • E. It is well known, the regularity of P implies the normality 
of P.  For details of cone theory, see [4]. Let J0 = [0, ta], J l  -- ( t l , t2] , . . . , Jm-1 = (tm-l,tm], 
Jm = (tin, a], and k0 = max{k(t,  s ) :  (t, s) • D}. 
2.  PREL IMINARY RESULTS 
We begin by establishing the following comparison principle. 
THEOREM 1. COMPARISON PRINCIPLE. Assume that p • PC  x [J, E] N C2[j t, E] satisfies 





j= l  
p(0) < o, p' (o) < o, 
where M, M1, N axe nonnegative cohstants, and 
m i [ ra i 
EE°t i J+  ~MaTNk°a2EET i J  
i-~l j~ l  i=1 j~-I 
Then p(t) <_ 0 for t E J. 
vteJ ,  t#t .  
(i = 1 ,2 , . . . ,m) ,  
a + ~u -< 
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PROOF. For any given g • p* (p* denotes the dual cone of P, see [4]), let u(t) = g(p(t)). Then 
u • PCI[J,  R] fq C2[J ', R] and u'(t) = g(p'(t)), u"(t) = g(p'(t)), g((Tp)(t)) = (Tu)(t). By (3), 
we have 
u" < -Mu-  M lu ' -  NTu,  Vt • J, t ~ ti, 
i i 
j= l  j= l  
i 
_< (i = 1, 2 , . . . ,  m), 
j= l  
u(0) < 0, u'(0) < o. 
(s) 
We now show that 
u(t) < 0, Vt • J. (6) 
Assume that (6) i snot  true. Then, there is a 0 < t* < a such that u(t*) > 0. Let t* • Jn and 
inf{u(t) : 0 < t < t*} = -A. We have A > O. 
In case of A = 0 : u(t) > 0 for 0 < t < t*, so (5) implies 
and 
d [u,(t)eM~t ] < - [Mu(t)  + N(Tu)(t)]e M~t < O, 
dt - 
VO<t<t* ,  t#t i ,  
[~__~ ] eMltl <0, Vt i<t* .  A [u'(t)eMlt]lt=t, = (Au'lt=t,)e M't' < - 7,3u(tj) _ _ 
j= l  
Consequently, function u'(t)e M~t is nonincreasing on [0, t*], and therefore, u'(t)e M~t < u'(O) < 0 
for 0 < t < t*, hence we have 
4(0 < o, v0 < t < t*. (7) 
It  follows from (5) and (7) that 
i i 
Aul,=,, < -~--~ a,;u(tj) + ~/~u~' ( t j )  < 0, vt ,  < t*. (8) 
j= l  j= l  
Now, (7) and (8) imply that function u(t) is nonincreasing on [0, t*], so u(t) <_ u(O) <_ 0 for 
0 < t < t*, which contradicts u(t*) > O. 
In case of A > 0, there exists a Jk (k < n) such that u(t.) = -A  for some t.  E Jk or u(t +) = -A.  
We may assume u(t.) = -A  (the proof is similar when u(t +) = -A).  From (5), we have 
and 
d [u,(t)eM, t] < )~(M + Nkoa)e M't, 
dt 
,', [u ' ( t )a" . ' ]  I,=,, = (A~' l t=t , )eM'~'  <- ,x 
so, applying formula (,see [2, formula (4)]) 
fo O<ti<t 
V0<t<t* ,  t#t~,  
Vti <_ t*, 
( Avlt=t,) , Vt  ~ J 
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to function v(t) = u'(t)e Mlt, we find 
hence 
where 
Jo u'(t)e M't <_ u(O) + A(M + Nkoa) e uls ds + A ~ "[ij e Mlti O<ti<t  
< A(M + Nkoa)te M~t + A 7ij e Mlt, 
0 t j= l  
u'(t) < AM*, VO < t < t*, 
m i 
M* = (M + Nkoa)a + Z Z ^l/J" 
i=1 j----1 
Now, application of the mean value theorem implies 
VO < t < t*, 
(9) 
u( t* )  - ~, ( t .  +)  = ~, ' ( , . ) ( t *  - t . ) ,  
u( tn)  - -  U ( t+_ l )  = U' (Sn-1) ( tn  - -  tn -1 ) ,  
(tn < Sn < t*), 
(t._~ < s._~ < t.) ,  
+ 
U(tk+2)  -- U ( tk+l )  = U' (Sk+l ) ( tk+2 -- tk+l ) ,  
u( t~+~)  - ~,( t . )  = u ' ( .k ) ( tk+l  - t . ) ,  
and, by (5) and (9), 
(tk-t-1 < 8k+l  < tk+2) ,  
(t, < sk < tk+~), 
hence, 
i 
u(t  +) -u(t / )  = Ault=, ' < A Z(~i j  + M*fiij), 
j= l  
Vti < t*, 
n 
u(t*) - U(tn) - A~--~ (anj + M*~nj) < AM* (t* - tn), 
j= l  
n -1  
U(tn) - u(tn-1) - A Z (an- l j  + M*~n- l j )  < AM*(tn - tn-1), 
j= l  
k+l  
U(tk+l )  -- U ( tk+l )  -- A Z (Otk+l, j  -~" M*flk+l,j) < AM*(tk+l - tk+l )  , 
j= l  
u(tk+l) + A < AM*(tk+l -- t.). 
Adding together, we get 
and so 
n i 
u(t*) + A - A Z Z (ai~ + M*~iJ) < AM* (t* - t*), 
i f k+ l  j= l  
0 < u(t*) < -A  + A Z(~i J  + M*fl/j) + M*a , 
i=1 j= l  
which contradicts (4). 
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Hence, (6) holds. Since g e P* is arbitrary, (6) implies that p(t) < 0 for t E J, and the lemma 
is proved. | 
Now, consider the linear IVP in E: 
x"=-Mx-NTx+h( t ) ,  VtE J ,  t=fiti, 
i i 
j= l  j= l  
i 
Axt l t=t ,  = -~-~'~i jx ( t j ) ,  (i = 1, 2 , . . . ,  m), 
j= l  
z (o )  = zo ,  z ' (O) = zx ,  
(10) 
and the linear impulsive integral equation in E: 
x( t )  = xo + tx l  + (t - s ) ( -Mx(s )  - N(Tx) (s )  + h(s) )  ds 
{£ ~ } (11) 
+ Z [-aqx(t j)  + f~qx'(tj)] - (t - ti) ~qx(tj)  , V t e J, 
0<ti<" t j~--I 
where h E PC[J, El. 
THEOREM 2. x E PC  1 [J, E] ;3 C 2 [J~, E] is a solution of IVP (10) if and only if x E PC  1 [J, E] is 
a solution of the integrM equation (11). 
PROOF. Let x E PCI[J, E]DC2[j ', E] be a solution of IVe (10). Then we have (see [2, Lemma 1]) 
x(t) = z(o) + tz'(o) + (t - s)z"(s)  ds 
(12) 
+ ~_, {(Azlt;t ,)+(t-td(ax' l ,=.)}, Vte J .  
O<ti<t 
Substituting (10) into (12), we see that x(t) satisfies (11). Conversely, assume that x e PC  1 [J, E] 
is a solution of equation i l l). It is clear that 
• (0) = ~o. 
i 
zxxl,=,, = ~ [ -~,x ( tA  + Z,j~'(tj)]. 
j= l  
By performing direct differentiation of (11) twice, we get 
and 
t i 
x'(t) = xl + ~o ( -Mx(s )  - N(Tx)(s)  + h(s))ds - Z ~7 i jx ( t j ) ,  
0<ti<t j= l  
x"(t) = -Mx( t )  - N(Tx)(t)  + h(t), Vt e j, t # ti, 
Ax'lt=, = - Z ~i~x(tj). 
j=l 
which imply x E C2[J ', E] and 
z ' (0 )  = x l ,  
Vt E J, 
Hence x 6 pCI[ j ,  E] D C2[J ', E] and x(t) is a solution of IVP (10). | 
218 X. LIu AND D. Guo 
THEOREM 3. If 
rl = ~(M + Nkoa) + Z [ai/. +/3ij + (a - ti)Ti/.] 




T2 = a(U + Nkoa) + Z Z ~/ij < 1, 
i=1 j= l  
then equation (11) has a unique solution in PC 1 [J, E]. 
PROOF. For x ~ PC 1 [J, E], we define 
(14) 
fO0 t (Fx)(t) = Xo + txl + (t - s)( -Mx(s)  - N(Tx)(s) + h(s)) ds 
+ <t~ < [-aux(t/.) + ~ux' ( t~) ]  - (t  - t~) ~_ , - r i~z( t / . )  , 
0 • t j= l  /'=1 





(Fx)'(t) = xl + ( -Mx(s)  - N(Tx)(s) + h(s)) ds - Z Z ~/,/.x(tj), Vt E J. (16) 
O<ti<tj~l 
So F is an operator from PCI[J,E] into PCI[J,E]. For x,y E PCI[J,E], it is easy to see 
from (15) that 
j~0 tl l ( Fx ) (0  - (FY)(011 _< (M l lx  - Yl lPc + Nkoa l lx  - Yl lPc)  (t - s)  ds  
o<t~<t \~=1 / j=x j=1 
Vte J ,  
hence, 
l l Fx  - Fy l IPe  <_ T~IIx -- Yl IPc ' ,  
where T1 is given by (13). Similarly, (16) implies that 
(17) 
I I ( Fx ) '  - (Fy ) ' I Ipc  <_ T211X -- Y l IPc ' ,  (18) 
where ~'2 is given by (14). It follows from (17) and (18) that 
[[Fx - Fy[[pvl < ri[x - yi[pcl, V x, y e PCI[J, E], 
where v = max{T1, "r2} < 1. Consequently, the Banach fixed-point heorem implies that F has a 
unique fixed point in PC 1 [J, E]. | 
Upper and Lower Solutions 219 
3. EX ISTENCE OF  EXTREMAL SOLUTIONS 
Let us list two conditions. 
(H1) There exist uo, Vo • PCI[J, E] M C2[J ', E] with uo(t) < vo(t)(t • J) such that 
ug < f(t,  uo,Tuo), v t  • J, t # t~, 
i i 
j= l  j= l  
i 
,i/, t A 0[t=tl ~-- --~-~Tijuo(tj)' (i = 1, 2 , . . . ,  m), 
j=l 
U0(0 ) <~__ X0, ?.t~(0) <~ Xl, 
and 
Vo" _> f(t, vo,Tvo), Vt • J, t ¢ t~, 




V 0 ~ X0, V~(0) ~ Zl, 
i.e., uo and vo are lower and upper solutions of IVP (1), respectively. 
(H2) There exist nonnegative constants M and N such that 
f ( t ,x ,y ) - f ( t ,~ ,~)  > -M(x -~) -N(y -~) ,  Vt • J, 
uo(t) < • < x < vo(t), (Tuo)(t) <_ ~ <_ y <_ (Tvo)(t). 
Let [uo,vo] -- {x • pCI[ j ,E]  N C2[j ' ,E]:  uo(t) <_ x(t) <_ vo(t) for t • J}. Then we are ready 
to establish the following existence criterion. 
THEOREM 4. Let cone P be regular and f be bounded on J × B r × Br for any r > 0, where 
Br = {z • E : [ix[[ < r}. Assume that Conditions (H1) and (1t2) are satisfied and inequalities (4), 
(13), and (14) hold. Then there exist sequences {un}, {vn} C [uo,vo] which converge uniformly 
on J to the minimal and maximal solutions 7, x* of lVP  (1) in [uo, vo], respectively, and 
uo(t) _< ul(t) <_.-. < us(t) <. . .  <_ ~(t) < x(t) < z*(t) 
< ... < v~(t) < ... < vl(t) <_ vo(t), Vt • J, 
(19) 
where x(t) is any solution of lVP  (1) in [uo,vo]. 
PROOF. For ~/• [uo,vo], consider the linear IVP (10) with 
h(t) = f(t ,  ~(t), (T~)(t)) + M~(t) + N(T~)(t).  (20) 
By Theorem 2 and Theorem 3, IVP (10) has a unique solution x E pCI[ J ,E]  N C2[J',E]. Let 
x -- A~/. Then A is an operator from [Uo, vo] into PCI[J, E'] n C2[j ', E]. We now show that 
(a) uo(t) < (Auo)(t) and (Avo)(t) <_ vo(t) for t • J ,  and 
(b) ~]1,~2 • [Uo,V0], 771(t) ---~ ~2(t)(t • J) implies (A~l)(t) <_ (A~?2)(t)(t • J). 
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To prove (a), we set ul = Auo and p = u0 - ul. From (10), (20), and (H1), it is easy to see 
that p satisfies (3), so Theorem 1 implies that p(t) <_ 0 for t E J,  i.e., uo(t) <_ (Auo)(t) for t E J. 
Similarly, we can show that (Avo)(t) < vo(t) for t E J. To prove (b), let ul = Arh, us = A~]2, 
and p = ul - u2. From (10), (20), and (H2), we have 
Aplt=t, 
Ap'lt=t ' (i = 1, 2 , . . . ,  m), 
p(o) = o, p'(o) = o, 
p" = -Mp - NTp  - [f(t, rl2, T712) - f ( t ,  rh, Trh) + M(r/2 - r/l) + N(T~?2 - Trh)] 
< -Mp-  NTp,  Vt  E J, t C t~, 
i i 
= -~,~,~r,(tj) + ~, J ( t j ) ,  
j= l  j= l  
i 
= -ET i jp ( t j ) ,  
j-~l 
which implies by virtue of Theorem 1 that p(t) <_ 0 for t E J,  i.e., (A~]l)(t) _< (An~)(t) for t E J,  
and (b) is proved. Let 
Un = Aun-1,  Vn = Avn-1, (n = 1 ,2 ,3 , . . . ) .  (21) 
Then it follows from (a) and (b) that 
uo(t) < ul(t) _<... _< u.(t) <. . .  < v.(t) <_... < vl(t) <_ vo(t), 
Using (21) and (11), we find 
vt  e J. (22) 
L 
t 
un( t  ) = X 0 "-~ tx  1 "-~ (t -- 8 ) [ f (8 ,  Un_ l (8 ) ,  (TUn_ l ) (S ) )  
- M(un(s)  - un-x(s))  - N (T (un  - Un_x))(8)] d8 
+ ~_, [-a,ju,~(tj) +~i ju '~(t j ) ] -  ( t - t i )~_ ,~i~u,~(t j )  ,
O<ti<t n=l  3=1 





Urn(t) = Xl  + [f(8, Un_ l (8) ,  (TUn_ l ) (S ) )  
- M(un(s)  - Un-l(S)) - N (T (un  - un-1))(s)] ds (24) 
i 
- E ET i jun( t J ) '  Vt E J, (n = 1 ,2 ,3 , . . . ) .  
0<ti<t j= l  
Since P is also normal, we see from (22) that V = {u~ : n = 0, 1, 2, . . .  } is a bounded set in 
PC[J ,  E]. So, (23) implies that V is equicontinuous on each Ji (i = O, 1 , . . . ,  m). Moreover, (22) 
and the regularity of P imply that a(V(t)) = 0 for t e J ,  where V(t)  = {un(t) : n = O, 1, 2 , . . .  } 
and a denotes the Kuratowski measure of noncompactness in E. Hence, V is relatively compact 
in PC[J,  El, and so, there is a subsequence of {un} which converges uniformly on J to some 
-~ E PC[J ,  E]. Since P is normal and {un} is nondecreasing on account of (22), the entire 
sequence {un} converges uniformly on J to 5. On the other hand, there exists a constant • > 0 
such that 
Ill(t, Un-a(t), (Tztn-1)(t)) - M(u~(t)  - u,~-l(t) - N (T (un  - un-1))(t)] I < fl, 
vt e J, (n = 1, 2, 3 , . . . ) .  (25) 
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Now, observing (25) and taking limits as n --* c~ in (24), we get 
where 
lim u~n(t) = w(t), Vt E J, (26) 
n'- -*  OO 
t i 
w(t) = xl + fo f (s,~(s), (T~)(s)) ds - E E 7iJ~(t5)' Vt e g. (27) 
0<:tl <:t j= l  
It is clear, w E PC[J, E]. Noticing (25),(26) and taking limits as n ~ c~ in (23), we find 
e(t) = zo + tx~ + (t - s)f  (s,e(s), (T~)(s)) ds 
+ ~ [ -~se( ts )  + ¢~sw(ts) ] - (t - td ~ 7~5~(t5) , Vt ~ J, 
0<ti<t  j--1 j= l  
and so, by direct differentiation, 
t i 
e ' ( t )=x l+f0  f ( s ,e (s ) , (T~) (s ) )ds -  ~ ~-'Ti~e(ts), V te J .  (29) 
O<ti<t j= l  




5(t) = xo + txl + ( t - s)f(s,5(s) ,  (T'~) (s)) ds 
+ [-  ~5~(t j )  + ~ j~ '  (t j)] - (t - t~) y~ 7~j~(t5 ) , 
0<ti<t  ~ j= l  j= l  
Vt E J, 
which implies by virtue of Theorem 2 that ~ e PCI[J,E] N C2[J ', E] and ~(t) is a solution of 
IVP (1). 
In the same way, we can show that {vn} converges uniformly on J to some x* E pCI[ J ,E]  N 
C2[J',E] and x*(t) is a solution of IVP (1). 
Let x(t) be any solution of IvP (1) in [u0, v0]. We have uo(t) <_ x(t) <_ vo(t) for t c J. Assume 
that un- l(t)  <_ x(t) <_ Vn-l(t) for t E J, and let p(t) = Un(t) - x(t). Then, by (H2), 
p" = -Mp - NTp  - [f(t, x, Tx) - f(t ,  un-1, Tun- l )  + M(x  - un-1) + N(Tx  - Tun-l)]  
i 
<_ -Mp-  NTp,  Vt e J, t C t~, 
i i 
Aplt=t, = -E~jp( ts )  + ~ ~,sP'(ts), 
j= l  j----1 
i 
ap'l,=~, = -~ jp( ts ) ,  (i = 1, 2 , . . . ,  m), 
5=1 
p(0) = 0, p'(0) = 0, 
which implies by virtue of Theorem 1 that p(t) <_ 0 for t c J,  i.e., un(t) <_ x(t) for t E J. 
Similarly, we can show that x(t) <_ Vn(t) for t E J. Hence, by induction, un(t) <_ x(t) ~ vn(t) for 
t E J (n = 0, 1,2. . .  ), which implies by taking limits that 
• (t) < z(t) < ~*(t), v t e J. (30) 
Finally, (19) follows from (22) and (30). | 
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As an application, we consider an infinite system of scalar second-order integro-differential 
equations 
1 ) ,  
1 1 1 , Axnlt=t, = --~xn( ) + 5xn(1), 
1 1 
1 2 
50(n+1) 2 \Jo l +t+s]  ' 
V0<t<2,  t# l ;  
1 
xn(O)=~n 2, x'(O)=O, (n=1,2 ,3 , . . . ) .  
THEOREM 5. System (31) has min/ma/and maximal solutions which are continuously differen- 
tiable on [0, 1) u (1, 2] and satisfy 
1 
0 < x,(t) < __2t, 
n 2 
V0<t<l ;  
V l<t<2,  (n = 1,2,3,...). 
• oo  X PROOF. Let E = e I = {x  = (X l ,  . .  ,Xn , . . . ) :  E~=ll  - I  < oo}  with norm Ilxll = E=°°_-llx~l and 
P = {x = (X l , . . . , xn , . . . )  q e I : xn > 0, n = 1,2,3,...}. Then P is a normal cone in E. Since 
l 1 is weakly complete, we conclude that P is regular (see [3, Remark 1.2.4]). System (31) can be 
regarded as an IVP of form (1) in E, where a = 2, k(t, s) = (1 + t + 8) -1, X = (X l , . . .  , Xn, . . .  ), 
Y = (Yl , . . . ,  Yn,... ), and f = ( f l , . . . ,  fn , . . .  ), in which 
1 (1  ) t 1 
and m = 1, tl = 1, (~11 
(0, . . . ,0, . . . ) .  It is clear, 
(0 , . . . ,0 , . . . )  (t e J) and 
= 1/6, f~ll = 1/2, 711 = 1/8, xo = (1/2,. . . ,1/2n2,. . .) ,  x 1 = 
f E C[J x E x E,E] (J = [0,2]) and xo,xl E E. Let uo(t) = 
1 (1 , . . . ,~-~, . . . ) ,  V0<t<l ;  
vo(t)= ( 2t ) 
2t,... - -  . V l<t<2.  
, n 2 ,  . .  , 
We have uo E C2[J,E], vo E PCI[J,E] NC2[J',E], uo(t) < vo(t) (t E J), and 
uo(0)=(0 , . . .0 , . . . )<xo< (1,...,n2,...--1 / =vo(0), 
u (o) = (o , . . . , o , . . . )  = X l  = 
I , , I 
Au0It=l =(0 , . . . ,0 , . - - )=- -  uo(1)+~Uo(1 ), Auolt= l (0 , . . . ,0 , . . . )=-~uo(1) ,  
Avolt=l (1,. 1 ) ( _16 1 ) 1 i , = • - -  . . .  > - .. -~vo(1)+~Vo(1) ,  
• , r t2 ,  ,- , trt2'"" _-- 
, ( 2 ) ( 1  1 ) __lv0(1), Avolt= 1= 2,.. - -  > - .. - = 
• '•2 ' " "  ' "  ' 8n  2 ' ' ' "  
ug(t)=(O . . . .  ,0, . . . )  ( t• J ) ,  v~o'(t)=(O,...,O,...) ( re J, t# l ) ,  
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and 
1 
f~(t,  uo(t), (Tuo)(t))  = ~ > O, Vte J ,  (n = 1,2,3. . . ) ,  1) 
n~ +6-6-~u2 1)4+6--~-~u6 <0,  
+6--O-~n 2 (n~l )4+n-~ <0, 
O<t<l, 
l<t_2 ,  
(n=1,2 ,3  . . . .  ). 
Hence, u0 and v0 satisfy Condition (H 0. On the other hand, for t E J, uo(t) < • < x < vo(t), 
and (Tuo)(t)  <_ ~ <_ y <_ (Tvo)(t), we have 
4 3 
O < xn < xn <- -  O < Yn < yn < (n=1,2 ,3 ,  ), 
_ _ _ 112' --  _ _ 2712' . . .  
SO 
1 
fn ( t ,x ,y ) - f ,~( t ,5 ,~)  >_ - (xn -~n)  50(n + 1) 2 (y2 _y2)  
1 3 
> - 2-6 (x~ - ~)  - 2-ff6 (y ,  - ~n) ,  (n = 1 ,2 ,3 , . . . ) ,  
which implies that (H2) is satisfied for M = 1/20 and N = 3/200. It is clear, k0 = 1, and it 
is easy to verify that inequalities (4), (13), and (14) hold. Thus, our conclusion follows from 
Theorem 4. | 
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