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Entropy drives the phase behavior of colloids ranging from dense suspensions of hard spheres or rods to
dilute suspensions of hard spheres and depletants. Entropic ordering of anisotropic shapes into complex crystals,
liquid crystals, and even quasicrystals has been demonstrated recently in computer simulations and experiments.
The ordering of shapes appears to arise from the emergence of directional entropic forces (DEFs) that align
neighboring particles, but these forces have been neither rigorously defined nor quantified in generic systems.
Here, we show quantitatively that shape drives the phase behavior of systems of anisotropic particles upon
crowding through DEFs. We define DEFs in generic systems, and compute them for several hard particle
systems. We show that they are on the order of a few kBT at the onset of ordering, placing DEFs on par
with traditional depletion, van der Waals, and other intrinsic interactions. In experimental systems with these
other interactions, we provide direct quantitative evidence that entropic effects of shape also contribute to self-
assembly. We use DEFs to draw a distinction between self-assembly and packing behavior. We show that the
mechanism that generates directional entropic forces is the maximization of entropy by optimizing local particle
packing. We show that this mechanism occurs in a wide class of systems, and we treat, in a unified way, the
entropy-driven phase behavior of arbitrary shapes incorporating the well-known works of Kirkwood, Onsager,
and Asakura and Oosawa.
Significance
Many natural systems are structured by the ordering of re-
peated, distinct shapes. Understanding how this happens is
difficult because shape affects structure in two ways. One
is how the shape of a cell or nanoparticle, for example, af-
fects its surface, chemical, or other intrinsic properties. The
other is an emergent, entropic effect that arises from the ge-
ometry of the shape itself, which we term “shape entropy”,
and is not well understood. In this paper, we determine how
shape entropy affects structure. We quantify the mecha-
nism, and determine when shape entropy competes with in-
trinsic shape effects. Our results show that in a wide class of
systems shape affects bulk structure because crowded par-
ticles optimize their local packing.
I. INTRODUCTION
Nature is replete with shapes. In biological systems, eu-
karyotic cells often adopt particular shapes, for example, poly-
hedral erythrocytes in blood clots [1], and dendritic neurons
in the brain [2]. Before the development of genetic techniques
prokaryotes were classified by shape, as bacteria of different
shapes were implicated in different diseases [3]. Virus cap-
sids [4, 5] and the folded states of proteins [6] also take on
well-recognized, distinct shapes. In non-living systems, re-
cent advances in synthesis make possible granules, colloids,
and nanoparticles in nearly every imaginable shape [7–12].
Even particles of nontrivial topology are now possible [13].
The systematic study of families of idealized colloidal-
and nanoscale systems by computer simulation has produced
overwhelming evidence that shape is implicated in the self-
assembly [14] of model systems of particles. [15–18] In these
model systems, the only intrinsic forces between particles are
steric, and the entropic effects of shape (which we term “shape
entropy”[19]), can be isolated. Those works show that shape
entropy begins to be important when systems are at moderate
density. [20]
In laboratory systems, however, it is not possible to isolate
shape entropy effects with as much control, and so the role of
shape entropy in experiment is less clear. However, intuition
suggests that shape entropy becomes important when packing
starts to dominate intrinsic interactions, and therefore should
be manifest in crowded systems in the laboratory.
Unlike other interactions, shape entropy is an emergent
[21] quantity that is expected to become important as sys-
tems become crowded. Although entropy driven phase be-
havior, from the crystallization of hard spheres [22–27], to the
nematic transition in hard rods [28], to colloid-polymer de-
pletion interactions [29], has been studied for decades, link-
ing microscopic mechanisms with macroscopic emergent be-
havior is difficult in principle [30]. Hence, even for ideal-
ized systems, despite the overwhelming evidence that shape
entropy is implicated in phase behavior, understanding how
shape entropy is implicated is only now starting to be dis-
tilled. [15–18, 31–59]. For example, the phase behavior of
binary hard sphere mixtures [60–64] or polygons [40, 43, 65]
can be deduced from global packing arguments, but for many
other shapes,[18] including “simple” platonic solids like the
tetrahedron [36] and its modifications,[16] this is not the case.
One suggestion of how shape entropy is implicated in the
phase behavior of systems of anisotropic particles is through
the idea of directional entropic forces (DEFs).[16] Damasceno
et al. inferred the existence of these forces by observing that
in many idealized systems of convex polyhedral shapes, one
tends to observe a high degree of face-to-face alignment be-
tween particles in crystals. However, the origin and strength
of these forces are unclear.
Here we use computer simulations to address how these
forces arise, and construct a rigorous theoretical framework
that enables this investigation. Our key results are: (i) We
quantify pairwise DEFs in arbitrary systems, compute them
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FIG. 1. The general nature of entropic interactions treated in this work applies to a broad class of known systems. Here we represent them on
three orthogonal axes. One axis represents, schematically, the shape of the constituent particles, with spheres at the origin. The other two axes
concern the sea of particles that are being integrated out and provide the effective interaction. On one axis is the inverse of the strength of the
interaction between them (where 0 represents hard steric exclusion). On the other axis is the ratio of the characteristic size of the particles of
interest to that of the particle being integrated out. Other axes, not shown, represent the shape of the particle being integrated out, mixtures of
particle shapes and types, etc. Examples of known experimental and model systems are sketched to illustrate their location on these axes (see
references and description in text). Different coloring schemes are used to indicate penetrable sea particles , semi-penetrable sea particles
, and impenetrable sea particles .
directly in several example systems, and show they are on the
order of a few kBT just before the onset of crystallization.
(ii) We show that the microscopic mechanism underlying the
emergence of DEFs is the need for particles to optimize their
local packing in order for the system to maximize shape en-
tropy. (iii) By computing quantities for DEFs that can be com-
pared to intrinsic forces between particles, we determine when
shape entropy is important in laboratory systems, and suggest
how to measure DEFs in the lab. (iv) We explain two no-
table features of the hard particle literature: the observed fre-
quent discordance between self-assembled and densest pack-
ing structures, [16, 18, 39, 41, 44, 53] and the high degree of
correlation between particle coordination in dense fluids and
crystals.[18] (v) As we illustrate in Fig. 1, we show that the
same local dense packing mechanism that was known to drive
the phase behavior of colloid-depletant systems also drives
the behavior of monodisperse hard particle systems, thereby
allowing us to view – within a single framework – the en-
3tropic ordering considered here and in previous works [15–
18, 20, 22–29, 31–42, 44–59, 66–81].
II. METHODS
To compute statistical integrals we used Monte Carlo (MC)
methods. For purely hard particle systems, we employed sin-
gle particle move Monte Carlo (MC) simulations for both
translations and rotations for systems of 1000 particles at fixed
volume. Polyhedra overlaps were checked using the GJK
algorithm[82] as implemented in [18]. For penetrable hard
sphere depletant systems we computed the free volume avail-
able to the depletants using MC integration.
We quantified DEFs between anisotropic particles at arbi-
trary density using the potential of mean force and torque
(PMFT). Such a treatment of isotropic entropic forces was
first given by De Boer [83] using the canonical potential of
mean force [84]; for aspherical particles, first steps were taken
in this direction in [85, 86].
Consider a set of arbitrary particles, not necessarily iden-
tical. Take the positions of the particles to be given by qi,
and the orientations of the particles to be given by Qi. The
partition function in the canonical ensemble, up to an overall
constant, is given by
Z =
∫
[dq][dQ]e−βU({q},{Q}) . (1)
where U is the potential energy for the interaction among the
particles. Suppose that we are only interested in a single pair
of particles, which we label with indices 1 and 2, and denote
all of the other (sea) particles with a tilde. The partition func-
tion is formally an integral over all of the microstates of the
system, weighted by their energies. Because we are interested
in a pair of particles, we do not want to perform the whole
integral to compute the partition function. Instead we break
up the domain of integration into slices in which the relative
position and orientation of the pair of particles is fixed; we
denote this by ∆ξ12.
We choose to work with coordinates ∆ξ12 that are invariant
under translating and rotating the pair of particles. In two di-
mensions, a pair of particles has three scalar degrees of free-
dom. In three dimensions, for generic particles without any
continuous symmetries, a pair of particles has six scalar de-
grees of freedom. In the appendix A 1 we give an explicit form
for these coordinates that is invariant under translations and
rotations of the particle pair, and the interchange of their la-
bels. Note that particles with continuous symmetry (i.e. spher-
ical or axial) have fewer degrees of freedom. Separating out
the integration over the sea particles gives the partition func-
tion as
Z =
∫
d∆ξ12J(∆ξ12)e
−βU(∆ξ12)∫
[dq˜][dQ˜]e−βU({q˜},{Q˜},∆ξ12) .
(2)
We formally integrate over the degrees of freedom of the sea
particles to write
Z =
∫
d∆ξ12J(∆ξ12)e
−βU(∆ξ12)e−βF˜12(∆ξ12) , (3)
where F˜12 encodes the free energy of the sea particles with the
pair of interest fixed, and J is the Jacobian for transforming
from the absolute positions and orientations of the particles
in the pair to their relative position and orientation. We de-
fine the PMFT for the particle pair F12 implicitly through the
expression
Z ≡
∫
d∆ξ12e
−βF12(∆ξ12) . (4)
Equating the logarithms of the integrands on the right-hand
sides of Eqs. (3) and (4) gives an expression for the PMFT
(F12)
βF12(∆ξ12) =βU(∆ξ12)− log J(∆ξ12)
+ βF˜12(∆ξ12) .
(5)
In the A 1 we outline how to extract the forces and torques
from Eq. (5), and give example calculations that determine the
thermally averaged equations of motion for pairs of particles.
In cases in which the particle pair of interest has only ex-
cluded volume interactions, as in the remainder of this paper,
it is convenient to combine the first two terms to cast expres-
sion Eq. (5) as
F12(∆ξ12) =− kBT log (H (d(∆ξ12)) J(∆ξ12))
+ F˜12(∆ξ12)
(6)
where H is the Heaviside step function that we use as a book-
keeping device to ensure that the effective potential is infinite
for configurations that are sterically excluded, and d(∆ξ12) is
the minimum separation distance of the particle pair in their
relative position and orientation, which is negative when the
particles overlap, and positive when they do not.
When the sea particles are penetrable hard sphere deple-
tants, i.e. the sea particles are an ideal gas with respect to each
other but hard with respect to the pair, the contribution of the
sea particles to Eq. (5) can be evaluated directly. If we have
N penetrable hard sphere depletants, we evaluate the sea con-
tribution F˜12(∆ξ12) in Eq. (5) to be
e−βF˜12(∆ξ12) ∝ VF(∆ξ12)N , (7)
where VF is the free volume available to the sea particles. If
we consider two nearby configurations, we have that
β(F ′12 − F12) =β(U ′ − U)−N log
(
V ′F
VF
)
− log J ′ + log J
≈β(U ′ − U)− βP (V ′F − VF)
− log J ′ + log J ,
(8)
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FIG. 2. In monodisperse systems, we compute the PMFT by considering pairs of particles (panels a, c, and e). Density dependence of
the PMFT along an axis perpendicular to the polyhedral face for a hard tetrahedra fluid (b), a fluid of tetrahedrally faceted hard spheres (d),
and a hard cube fluid (f). Data are computed from the frequency histogram of the relative Cartesian coordinates of pairs of particles in MC
simulations of monodisperse hard particles, and correspond to the integration of the PMFT over relative orientation. We plot along the axis
that contains the global minimum of the potential, and only plot data that are within 4 kBT of the global minimum at each respective density,
as we are able to sample such points reliably. The perpendicular distance z is given in units of the minimum separation between particles,
which is twice the radius of the inscribing sphere of the given polyhedron. Error bars are smaller than the markers indicating data points, and
a smooth curve through the data points in each series is used to guide the eye.
where we have used the ideal gas equation of state for the
depletant particles. Thus, up to an irrelevant additive constant,
βF12(∆ξ12) =βU(∆ξ12)− βPVF(∆ξ12)
− log J(∆ξ12) . (9)
The treatment of mixed colloid-polymer depletion systems as
mutually hard colloids in the presence of non-interacting poly-
mers is known in the literature as the penetrable hard sphere
limit [66]. Hence Eq. (9) is the generalization of the Asakura-
Oosawa [29] result for depletion interactions between spheri-
cal particles to particles of arbitrary shape.
III. RESULTS
A. Entropic Forces in Monodisperse Hard Systems
As argued in [16, 18] we expect that for a pair of polyhedra
the DEFs favor face-to-face arrangements. In terms of the
PMFT, we therefore expect face-to-face configurations to have
5the deepest well of effective attraction.
We compute the force components of the PMFT in Carte-
sian coordinates for polyhedra or polyhedrally faceted spheres
and integrate over the angular directions, as described in the
appendix A 2. Also, appendix B gives explicit results for
torque components in an example monodisperse hard system.
We then use a set of orthogonal coordinate systems for each
face of the polyhedron (see Fig. 8 for a schematic diagram of
this for a tetrahedron) and linearly interpolate the PMFT to the
coordinate frame of each facet.
In Fig. 2 we plot the PMFT in the direction perpendicular
to the face for the three systems of: (a) hard tetrahedra (b)
hard tetrahedrally faceted spheres and (c) hard cubes at var-
ious densities shown in the legend. We have chosen an axis
that passes through the global minimum of the potential. Sev-
eral independent runs were averaged to obtain these results.
Because we are free to shift the PMFT by an additive con-
stant, we have shifted the curves for each density for clarity.
We only show points that lie within 4 kBT of the global min-
imum because we can sample accurately at these points. As
the density increases, the first minimum of the potential de-
creases, and gets closer to contact. This indicates that the par-
ticles exhibit greater alignment at higher densities as expected.
Note that this is not merely an artifact of the decrease in aver-
age particle separation at higher densities because, as we show
below and in appendix B, the alignment effect is concentrated
near the center of the facet.
To understand what the PMFT is surrounding each shape
we do the following. In Fig. 3 we plot the PMFT in the plane
parallel to the face that passes through the global minimum
of the potential (which can be identified by the minimum of
the respective curve in Fig. 2). The outline of one of the faces
of one particle of the pair is indicated by the solid line. The
second reference particle is allowed to have its center of mass
anywhere on this plane. The orientation of the second par-
ticle can vary and we integrate over all the angles. Because
the particles cannot overlap, in practice not all orientations
are allowed at close distances (we plot this effect for cubes in
Fig. 4). Each row shows (from left to right) increasingly dense
systems of tetrahedra (top row), tetrahedrally faceted spheres
(middle row), and cubes (bottom row), respectively.
Directional entropic forces originate from entropic patch
sites [57] – geometric features that facilitate local dense pack-
ing – but, as emergent notions, these patch sites cannot be
imaged as, say, sticky patches created through gold deposi-
tion on the surface of a nanoparticle can through electron mi-
croscopy. Instead, in Fig. 3 we plot the location and strength
of entropic patches at different densities. These plots show
that the entropic patches lie at the centers of the facets. The
effect of the pressure of the sea particles can be seen by com-
paring the density dependent PMFT from Eq. (6), plotted for
cubes in Fig. 3i-l, to the density independent pair contribution
for cubes in Fig. 4. The pair contribution clearly drives pairs
of cubes away from direct face-to-face contact, and it is the
other, contribution from the sea particles that is responsible
for driving them together. For the polyhedral shapes, the co-
ordination of the patches corresponds to the locations of the
vertices of the dual polyhedron, and the shapes of the patches
themselves at high densities appear to reflect the symmetry of
the dual. In [57], we show that systematic modification of the
particle shape induces DEFs between particles that lead to the
self-assembly of target crystal structures.
Note that though the tetrahedron and the tetrahedrally
faceted sphere share the same point group symmetry, and the
geometrical coordination of basins of attraction is the same in
both cases, the shape of the effective potential and its strength
are different. For example, contrasting the two shapes at
φ = 0.4 (see Fig. 3) we see that the potential difference be-
tween the center of the facet of the tetrahedrally faceted sphere
and the truncated vertex is more than a kBT different than in
the case of the actual tetrahedron. This indicates that small
changes in particle shape can have dramatic effects on the
structural coordination of the dense fluid.
The existence of the directionality in the PMFT in the dense
fluid is strongly suggestive that DEFs provide the mechanism
for crystallization. In Fig. 5 we show that DEFs persist, and
increase, in the crystal. For concreteness we study systems of
cubically faceted spheres that are very close to perfect cubes at
a packing fraction of φ = 0.5 (fluid) and φ = 0.6 (crystal). As
we show in [57], at sufficiently high packing fractions, these
particles self-assemble a simple cubic lattice. Upon increasing
the packing density from the fluid to the crystal, the PMFT
develops stronger anisotropy. For example, by comparing the
PMFT at the center of the facet to the location of the vertex
of the faceting cube, we note the difference between identical
points can increase by more than 1.5 kBT .
B. Entropic Forces with Penetrable Hard Sphere Depletants
We study DEFs as a function of colloid shape in systems
with traditional weakly interacting, small depletants. One sys-
tem consists of a pair of spherical particles that are continu-
ously varying faceting with a single facet, in order to promote
locally dense packing. The other is a system of spherocylin-
ders of constant radius that are continuously elongated. In
each case the alteration creates a region on the surface of the
particle with reduced spatial curvature.
As the amount of alteration to particle shape increases, it
leads to stronger attraction between the sites of the reduced
curvature, as encoded in the probability of observing parti-
cles with these entropic patches [57] adjacent. In the case of
the faceted particle, we vary the depth of the facet linearly
between zero (a sphere) and unity (a hemisphere), with the
radius of the sphere fixed to 10 (see Fig. 6e). In the case of
spherocylinders, we studied cap radii fixed to 5 and cap cen-
ters interpolating linearly between 1 (nearly spherical) and 4
(an elongated spherocylinder), where all lengths are in units
of the depletant radius (see Fig. 6f). See appendix A 2 for
computational details. In Fig. 6 a and b we show the proba-
bility that if a pair of particles is bound, then they are bound
patch-to-patch entropically (specific binding) as a function of
depletant pressure. Specific binding is depicted in the inset
images and the left hand particle pairs in panels c and d, and
is contrasted with patch-to-non-patch (semi-specific binding),
and non-patch-to-non-patch (non-specific binding) in the cen-
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FIG. 3. Directional entropic forces are emergent in systems of particles and, as such, cannot be directly imaged through microscopy. Here we
show the location of potential wells by taking slices of the PMFT (computed from the frequency histogram of the relative Cartesian coordinates
of pairs of particles in MC simulations of monodisperse hard particles) parallel to the faces of a tetrahedron (a-d), a tetrahedrally faceted sphere
(e-h), and a cube (i-l) at various packing fractions φ = 0.2, 0.3, 0.4, 0.5, indicated at the head of the column. As the packing fraction increases
from left to right, the potential well becomes stronger, and its shape becomes more well-defined.
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ter and right hand particle images in panels c and d. Panels a
and b show that we can tune binding specificity by adjusting
the patch size and the depletant pressure. Different curves cor-
respond to increasing patch size (more faceting) as the color
goes from blue to red.
For spherocylinders, it is straightforward to show the effect
of the entropic patches in generating torques that cause the
particles to align. To isolate the part of the torque that comes
from the patch itself, we rearrange Eq. (9) for non-overlapping
spherocylinders to get
F12 + kBT log J
Pσ3
= −VF
σ3
(10)
Note that, conveniently, for ideal depletants, the expression
on the right-hand side is independent of the depletant pres-
sure. For clarity, we fix the separation distance R between
the spherocylinders centers of mass to be 1% larger than the
spherocylinder diameter (which is the minimum separation
distance), and fix the orientation of each spherocylinder to be
normal to the separation vector between them (φ1 = φ2 = 0
7fluid crystal
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FIG. 5. Directional entropic forces emerge in the fluid phase (left)
and persist into the crystal (right). Here we plot the PMFT for cubi-
cally faceted spheres (from the family of shapes studied in [57]), that
are nearly perfect cubes. In the dense fluid at φ = 0.5 (left panel)
and the crystal φ = 0.6 (right panel) the PMFT has a similar form,
but the strength of the interaction is at least 1.5 kBT stronger in the
crystal.
in the coordinates in appendix A 1). Because it is always pos-
sible to shift the PMFT by a constant, for normalization pur-
poses we define
Ω(χ) ≡ −VF (R,χ)
σ3
(11)
where χ describes the angle between the spherocylinder sym-
metry axes. In Fig. 7 we plot ∆Ω ≡ Ω(χ) − Ω(0) for sphe-
rocylinders of different aspect ratios. For small side lengths
of the spherocylinder, there is very weak dependence of the
PMFT on χ. As the length of the cylinder increases (and
therefore as the entropic patch gets larger) the χ dependence
of the PMFT becomes more pronounced. This means that not
only do the particles coordinate at their entropic patch sites,
but there also exists a torque [75] that aligns the patches.
IV. DISCUSSION
A. PMFT as an Effective Potential at Finite Density
Extracting physical mechanisms from systems that are
mainly governed by entropy is, in principle, a difficult task.
This difficulty arises because entropic systems have many de-
grees of freedom that exist at the same energy or length scale.
Typically, disparities in scale are used by physicists to con-
struct “effective” descriptions of physical systems, in which
many degrees of freedom are integrated out and only the de-
grees of freedom key to physical mechanisms are retained.
Determining which degrees of freedom are key in entropic
systems is difficult because of the lack of natural hierarchies,
but to extract physical mechanisms it is still necessary.
To extract the essential physics of shape for anisotropic col-
loidal particles, we computed the PMFT. In so doing, we de-
scribed the PMFT as an effective potential, but we emphasize
here that it is an effective potential in a restricted sense of the
term. The restriction comes about because when we separate
a system into a pair of reference colloids plus some sea par-
ticles, the sea particles can be identical to the reference col-
loids. Only the pair of reference colloids is described by the
effective potential, which means it describes the behavior of
a system of only two particles with the rest implicit. Indeed,
the rest of the colloids in the system are treated as an “implicit
solvent” for the pair under consideration. Because of this fact,
the PMFT for monodisperse colloids is not synonymous with
the bare interaction potential for the whole system. Note that
in systems of multiple species, there is some possibility of a
broader interpretation of the PMFT for a single species hav-
ing integrated out another species [87], but even in that case,
difficulties arise.[88] E.g., Onsager treated the nematic transi-
tion in hard rods by considering rods of different orientations
as different “species” [28], but an effective potential between
rods of the same “species” or orientation does not capture the
physics of the system in the same way that an effective poten-
tial between rods induced by polymer depletants would.[20]
Interpreting the PMFT from Eq. (5) in the restricted sense,
we see that it naturally exhibits three contributions. (i) The
first term on the right hand side is the bare interaction between
the pair of particles, which originates from van der Waals,
electrostatic, or other interactions of the system of interest.
It encodes the preference for a pair of particles to be in a par-
ticular relative position and orientation. Here, we are mostly
concerned with hard particles, so this term encodes the ex-
cluded volume interaction. (ii) The second term on the right
hand side is the logarithmic contribution from the Jacobian; it
counts the relative number of ways that the pair of particles
can exist in a relative position and orientation. For a more
technical discussion of this term, see appendix C. (iii) The
third term is the free energy of the sea particles that are in-
tegrated out, keeping the relative position and orientation of
the pair fixed. In purely hard systems this last term is sea
particle entropy, which is just the logarithm of the number of
microstates available to the sea particles for that configuration
of the pair.
The free energy minimizing configuration of the pair of par-
ticles is determined by a competition between the three terms
in Eq. (5). Consider the contribution from the third term. For
any non-attractive bare interactions between sea particles, if
the pair of particles is separated by a distance that is less than
the effective diameter of the sea particles[89], and adopts a
configuration that packs more densely, the free energy of the
sea particles will never increase. This is the case for bare in-
teractions that are repulsive due to excluded volume (in which
case the system is dominated by entropy) and for sea particles
that are soft and interpenetrable.
In the absence of the first two terms in Eq. (5), the third
term will drive the pair of particles into denser local pack-
ing configurations. The driving force for local dense packing
becomes stronger as the system density increases. To under-
stand why this occurs, we note that DEFs arise by the pair of
particles balancing the pressure of the sea particles. Rather
than considering the effects of the sea on the pair, we will
momentarily consider the effects of the pair on the sea. The
pair of interest forms part of the ‘box’ for the sea particles.
Density dependence arises because changes in the relative po-
sition and orientation are related to the local stress tensor.
This contribution is on the order of Pσ3/kBT , where P is the
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FIG. 6. The probability of specific binding, Zs for (a) particles with a single facet, and (b) capsules, in a bath of depletants as a function of
depletant pressure. Panels (c) and (d) depict configurations that correspond to specific, semi-specific, and non-specific binding according to
whether the binding occurs at sites of low curvature. Panels (e) and (f) show singly faceted spheres and spherocylinders with various facet and
cylinder sizes, respectively. Curves in (a) and (b) show the probability of specific binding at various faceting amounts; with increasing patch
size (more faceting) the color goes from blue to red.
characteristic scale of the local stress tensor, which we expect
to be related to the pressure, and σ is a characteristic length
scale. Since this contribution is density dependent the effec-
tive forces between particles are emergent. These emergent
forces are directional, because some local packing configu-
rations are preferred over others. For example, dense local
packing configurations involve face-to-face contact for many
particles, which is why face-to-face contact is observed in so
many hard-particle crystals, and is borne out in Fig. 3. This
is also, of course, akin hard rods aligning axes in nematic liq-
uid crystals[28]. Indeed, in repulsive systems, only at suffi-
ciently high densities is the system able to overcome any re-
pulsion from the first two terms in Eq. (5), plotted in Fig. 4 for
cubes, which drive the system away from locally dense pack-
ings. It is this competition between the drive towards local
dense packing supplied by the sea particles’ entropy, and the
preferred local relative positions and orientations of the pair,
which is induced by the maximization of shape entropy, that
determines the self-assembly of entropic systems of repulsive
(hard) shapes.
Two general lessons from the literature of hard particle self-
assembly are intuitive in light of the mechanism we have de-
scribed.
First, in a previous systematic study of shape and
self-assembly using a family of highly symmetric convex
polyhedra,[18] it was shown that there is a remarkable corre-
lation between the number of nearest neighbors in the crystal
structure of a given polyhedron, and the number of nearest
neighbors in the dense fluid. Since systems at finite density
exhibit a drive towards local dense packing, we would expect
that the organization of neighbor shells to be determined by
the same local packing considerations in both the dense fluid
and the crystal. Indeed, we might expect to predict crystal
structure based on local packing considerations alone. In re-
cent work we designed particle shape to favor certain local
dense packing arrangements to self-assemble targeted crystal
structures.[57] We viewed the induced anisotropy of the ef-
fective interactions between particles as the entropic analogue
of the intrinsic anisotropic interactions between enthalpically
patchy particles[7, 90]. Attractive entropic patches are fea-
tures in particle shape that facilitate local dense packing.
Second, hard particle systems often assemble into their
densest packing structure, however some do not [16, 18, 39,
41, 44, 53]. The present work helps to highlight two key dif-
ferences between self-assembly and packing. (i) Systems self-
assemble because the second law of thermodynamics drives
them free energy minima, so like packing, self-assembly has
a mathematical optimization problem at its root. In assem-
bling systems, all three terms in Eq. (5) contribute, but in the
infinite pressure limit relevant for packing, the entropy of the
pair of particles does not contribute. This is because the first
term provides the steric hindrance between particles, and the
third term should scale with pressure, whereas the second term
encodes the entropy of a set of relative positions and orien-
tations of the pair, and this factor becomes irrelevant in the
infinite pressure limit. (ii) Assembly is related to local dense
packing, that we have characterized here with two-body po-
tentials, whereas global dense packing is ostensibly an “all-
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greater torques, as expected.
body problem.” Given these two differences it might be more
surprising that densest packing solutions ever coincide with
assembled structures, than the fact that they frequently do not.
However, the pair entropy term often only separates particles,
while preserving their alignment, e.g. we showed particles are
more frequently observed with face-to-face alignment at small
separations, than in direct face-to-face contact. Moreover, in
practice (e.g. [91]), the solution to the all-body packing prob-
lem is often given by the solution to a few-body problem.
B. Unification
We have seen above that directional entropic forces, as cap-
tured by the PMFT, arise when particles maximize shape en-
tropy through local dense packing. We verified this drive to
local dense packing with direct calculations for monodisperse
hard shapes, and for hard shapes in a sea of penetrable hard
sphere depletants. Monodisperse hard-particle systems and
colloid-depletant systems would, at first glance, seem to be
different.
However, depletion systems[29] and monodisperse systems
of hard anisotropic shapes are both entropy-driven, as is the
crystallization of hard spheres,[22–27] and the nematic liq-
uid crystal transition in hard rods [28]. Indeed, since origi-
nal work by Asakura and Oosawa [29] on depletion interac-
tions, it has been well known that the depletion-induced ag-
gregation of colloids arises from an osmotic effect in which
depletants liberate free volume for themselves by driving the
colloids into dense packing configurations. However, earlier
work of de Boer [83] suggested that considerations of the po-
tential of mean force in systems of isotropic particles leads to
pairs of particles having certain preferred distances because
they balance their own repulsive forces with the sea particles’
preference for them to pack more densely.
In traditional depletion systems, the depletants are small
compared with the colloids, spherical, and interpenetra-
ble. In such systems, there is a substantial literature on
the anisotropic binding of colloids by depletants starting
with [67], and followed by work on rough colloids [68–74],
as well as more anisotropic shapes [42, 55, 75, 80, 81], and
lock-and-key systems [76–79]. In all of these systems, the
anisotropic binding can be seen as resulting from a sea of de-
pletants forcing colloids to adopt local dense packing config-
urations.
However, one might ask how large, or hard, or aspheri-
cal can the depletants be, before they cease to act as deple-
tants? In the original work of Asakura and Oosawa [29], de-
pletants were not restricted to be small; large depletants are
the so-called “protein limit”[66]. In experimental systems,
and accurate models, depletants are not freely interpenetrable.
[66, 87, 92] In the original work of Asakura and Oosawa [29],
depletants were imagined to be polymers, which are certainly
not spherical, but were modelled as spheres.
The fact that depletants can be aspherical, or hard, or large,
is of course well-known; in all cases depletants exert an os-
motic pressure that causes colloids to aggregate, as the col-
loids adopt dense packing configurations. However, we ar-
gued above that consideration of the three contributions to the
PMFT in Eq. (5) leads to a drive towards local dense pack-
ing in generic systems in which the sea particles can be si-
multaneously arbitrarily aspherical, hard, and large. Indeed
the sea particles can be the same species as the colloids, and
still behave as “depletants”. Hence the classic works on the
entropic behavior of systems as diverse as hard shapes from
spheres[22–27], to rods[28], to tetrahedra[36], and colloid-
depletant systems[29, 66] are not similar only because their
phase behavior is driven by entropy. In addition, they are sim-
ilar because entropy controls their phase behavior through a
preference for local dense packing.
In Fig. 1 we showed a schematic representation of the fam-
ily of systems whose phase behavior is governed by the shape-
entropy driven mechanism. We represent the family of sys-
tems on a set of three axes. One axis represents the shape of
the colloidal pair of interest, in which we think of spheres as
occupying the “zero” limit and rods infinity. A second axis is
the softness of the sea particles; one limit represents hard-core
particles (vanishing softness) and the other an interpenetrable
ideal gas (for spherical sea particles, in the case that the sea
particles can be considered as depletants, this is the so-called
penetrable hard sphere limit [66]). A third axis is the inverse
size of the sea particles, where a monodisperse system is at the
origin, and the other limit has sea particles being very small
compared to the “colloids”. One could also include other axes,
such as the shape of the sea particles, or the density of the sys-
tem, but we omit them for simplicity.
As a guide we have indicated the location of some well-
studied model and experimental systems on these axes. Hard
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spheres sit at the origin (c),[22–27] hard rods[28] lie at the ex-
treme of the shape axis (a), and Asakura and Oosawa’s model
of depletants[29] lies in the plane of zero shape (between d
and e). Some depletion systems are indicated (i,k,m); how-
ever in experiments, particles are not all of the same shape,
and are sometimes actually binary (j,l) or ternary (n) mixtures.
Monodisperse hard particle systems lie along the shape axis
(b,f), but are simply a limit of binary hard systems (g,h).
C. DEFs in Experimental Systems
We have shown that DEFs arise from a mechanism that oc-
curs in a wide variety of idealized systems. Do DEFs and
shape entropy matter for experimental systems? Using sys-
tems in which shape entropy is the only factor that determines
behavior, we have shown that in several example systems
DEFs are on the order of a few kBT around the onset of crys-
tallization. This puts DEFs directly in the relevant range for
experimental systems. If in experiment there is sufficient con-
trol over the intrinsic forces between colloids that puts them at
much less than the kBT scale, systems will be shape entropy
dominated. If the intrinsic forces are on the order of a kBT ,
then there will be a competition between directional entropic
forces and intrinsic forces. If the scale of the intrinsic forces
are much more than a few kBT , intrinsic forces will dominate
shape entropy effects.
Can these forces be measured in the laboratory? In colloidal
experiments, effective interaction potentials can be inferred
from the trajectories of the colloids in situ, e.g. by confocal
microscopy [93]. Recently, it has become possible to image
anisotropic colloids in confocal microscopes and extract par-
ticle positions and orientations.[94, 95] The determination of
both particle positions and orientations makes it possible to
directly extract the PMFTs computed here from experimental
data. For isotropic potentials of mean force, this investigation
has already been carried out by analyzing the pair correlation
function g(r).[93] As in [93], we can interpret this potential
measurement as describing the thermally averaged time evo-
lution of the relative position and orientation of pairs of par-
ticles. Furthermore, we have shown that pairs of particles are
described by the PMFT regardless of the properties of the sea
particles, so the PMFT describes the average time evolution of
pairs of particles in monodisperse systems, as well as colloid-
depletant systems.
V. CONCLUSIONS
In this paper we showed that shape entropy drives the phase
behavior of systems of anisotropic shapes through directional
entropic forces. We defined DEFs in arbitrary systems and
showed that they are emergent, and on the order of a few kBT
just below the onset of crystallization in example hard parti-
cle systems. By quantifying DEFs we put the effective forces
arising from shape entropy on the same footing as intrinsic
forces between particles that are important for self-assembly.
In nano- and colloidal systems our results show that shape
entropy plays a role in phase behavior when intrinsic forces
between particles are on the order of a few kBT or less. This
figure guides the degree of control of intrinsic forces in parti-
cle synthesis required for controlling shape entropy effects in
experiment. In microbiological systems it facilitates the com-
parison of the effects of rigid shape in crowded environments
with the elasticity of the constituents. We suggested how ex-
isting experimental techniques could be used to measure these
forces directly in the laboratory. We showed that the mecha-
nism that generates DEFs is that maximizing shape entropy
drives particles to adopt local dense packing configurations.
Finally, we demonstrated that shape entropy drives the
emergence of DEFs, as particles adopt local dense packing
configurations, in a wide class of soft matter systems. This
shows that in a wide class of systems with entropy driven
phase behavior, entropy drives the phase behavior through the
same mechanism [22–29].
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Appendix A: Supplementary Methods
1. Further Analytical Considerations
a. Jacobian Factor
We have included the Jacobian factor in our definition
of the PMFT. The motivation for doing this is that by explic-
itly including this term we do not want to either ignore or
introduce any artifacts that might stem from a poor choice of
coordinates for a given problem. Note that for general parti-
cles in three dimensions, the PMFT is defined on the space
R3 × RP3. This means that even if the pair interaction is
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purely hard, whenever there is non-trivial shape, some rela-
tive pair configurations are preferred over others. In standard
treatments of the isotropic potential of mean force, it is not
conventional to include the Jacobian factor. The choice not to
include it in that case is well-motivated by the existence of a
single “natural” coordinate system in that case that prevents
any ambiguity there. In either case, one must take account of
the inclusion or not of this factor in writing down the effective
equations of motion for the pair.
b. Axisymmetric Coordinate System for PMFT
We present an explicit computation of the Jacobian of the
change of variables between the natural coordinates of a pair
of particles, and the scalar invariant quantities that describe
any such pair. We do so in the simpler case of axisymmetric
particles. The general case can be computed straightforwardly
in the same manner, but the expressions are cumbersome.
We take the first particle to be at the origin, with its sym-
metry axis oriented in the positive z direction. Using the az-
imuthal symmetry with this placement, we fix the second par-
ticle’s position in the xy-plane, without loss of generality to
be along the x axis. This gives the orientation of the second
particle as
nˆ2 = sin θ cosϕxˆ+ sin θ sinϕyˆ + cos θzˆ (A1)
where θ and ϕ are spherical coordinates in the coordinate sys-
tem of the second particle, and its position as
r2 − r1 = ρxˆ+ zzˆ (A2)
where ρ and z are cylindrical coordinates in the first particle’s
coordinate system. The volume form that appears in the inte-
gral that computes the partition function is
dV = ρ sin θdρdzdθdϕ (A3)
Now we make the change of variables to the scalar invariant
quantities by taking
R =
√
z2 + ρ2
φ1 =
z√
z2 + ρ2
φ2 = −ρ sin θ cosϕ+ z cos θ√
z2 + ρ2
χ = − cos θ
(A4)
Inverting the relationship between the two coordinate systems
gives
ρ = R
√
1− φ21
z = Rφ1
θ = − cos−1 χ
ϕ = cos−1
(
−φ1χ− φ2√
(1− χ2)(1− φ21)
) (A5)
The computation of the determinant is simplified by noting
the dependence of ρ and z on only R and φ1, and θ on only
χ. This means that we only need to consider the dependence
of ϕ on φ2. Taking the determinant of this leads to the new
volume form
dV =
R2dRdφ1dφ2dχ√
1− χ2 − φ21 − φ22 − 2φ1φ2χ
(A6)
In the absence of the excluded volume (or other) interaction
between the particles, this expression measures the volume of
configuration space available to a pair of free particles in a
particular translationally and rotationally invariant configura-
tion.
To verify that our expression correctly encodes the den-
sity of states for two free axisymmetric particles, we consider
the following scenario. Suppose we had a pair of axisym-
metric particles each undergoing Brownian motion with the
constraint that their centers of mass could never be separated
by a distance greater than Rmax, but that they were otherwise
free to move, including to interpenetrate. If we were to make
some Nobs uncorrelated observations of the particles for each
of which we determine the values of R, φ1, φ2, and χ, we
would find that their frequency distribution would converge
to something proportional to the Jacobian of our coordinate
transformation in the limit that Nobs →∞. We therefore ver-
ified our expression by performing precisely this calculation.
c. General Coordinate System for PMFT
For the general case in three dimensions, a pair of parti-
cle has six degrees of freedom that are invariant under global
translations and rotations. Let us take the particles to be sit-
uated at ~x1,2, and have orientations q1,2. Starting with the
positions, the separation of the particles in position space is
simply given by the vector ~r12 = ~x2 − ~x1. This gives a set of
coordinates that are invariant under translations, but not un-
der rotations. We therefore seek to form six scalars by taking
combinations of this vector with the particle orientations.
To treat the particle orientations on a similar footing to the
positions, we need to determine the separation in orientation
of the particles. We note that that each of the particle orien-
tations is given by an element of SO(3), the rotation group
in three dimensions. While it is possible to work with this
group directly, the calculations that follow can be simplified
greatly by noting that SU(2) is the double cover of SO(3),
and working with SU(2) instead. For concreteness, we will
use the conventions common in quantum mechanics and write
our particle orientations as rotation operators according to
qi = e
i
θi
2 nˆ·~σ , (A7)
where θi is the angle of rotation nˆi is the normal to the plane
of the rotation and ~σ are the Pauli matrices. From this form
it is clear that under a global rotation, the particle orientations
transform in the reducible representation expressed in Young
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tableaux as
⊗ = ⊕ . (A8)
This can be understood intuitively in the following way: if you
rotate a particle by some amount in some plane, two different
observers will agree on the amount of the rotation, but will
give the normal to the plane in their own coordinates. The
amount of the rotation is the scalar , and the normal to
the plane is the vector . In a similar fashion to the way
in which we combined particle positions to yield a relative
position, we will combine particle orientations. A Clebsh-
Gordan decomposition of the particle orientations gives
(
⊗
)
⊗
(
⊗
)
= ⊕
⊕ ⊕ ⊕
⊕ ,
(A9)
which means that the combination of the two orientations
yields two scalars (spin 0), three vectors (spin 1), and a tensor
(spin 2).
For convenience, we note that the spin 1 representation of
SU(2) is also the adjoint representation of SU(2). This
means that we can write vectors in ordinary space by using the
Pauli matrices as Cartesian unit vectors according to
~v =
∑
i
~v · eˆiσi . (A10)
In this representation, if we combine orientations expressed
in terms of Pauli matrices as in (A7), products of orientations
that are proportional to the identity matrix are scalar quanti-
ties, and products that are not are vectors. We will use this
fact momentarily.
For the purposes of creating scalar invariants by combin-
ing them among themselves, and with the particle separation
in position, the scalars and vectors that arise from combin-
ing orientations are of interest. We determine these scalars
and vectors explicitly by taking symmetrized Hermitian prod-
ucts of the particle orientations. We find the scalars can be
expressed as
S12 =
1
2
(q1q
†
2 + q2q
†
1)
U12 =
1
4
(q1q2 + q2q1 + q
†
1q
†
2 + q
†
2q
†
1)
(A11)
and the vectors as
V12 =
i
4
(q1q2 − q2q1 + q†1q†2 − q†2q†1)
W12 =− i
4
(q1q2 + q2q1 − q†1q†2 − q†2q†1)
T12 =− i
2
(q1q
†
2 − q2q†1)− V12
(A12)
which we have identified according to their matrix form. Us-
ing our convention for representing the particle orientations
we find
S12 = cos
(
θ1 − θ2
2
)
U12 = cos
(
θ1 + θ2
2
)
V12 =
1
2
(nˆ1 × nˆ2)(S12 − U12)
W12 = sin
(
θ1 + θ2
2
)
nˆ1 + nˆ2
2
+ sin
(
θ1 − θ2
2
)
nˆ1 − nˆ2
2
T12 = sin
(
θ1 + θ2
2
)
nˆ1 + nˆ2
2
− sin
(
θ1 − θ2
2
)
nˆ1 − nˆ2
2
(A13)
By combining these quantities with ~r12 we can form the six
scalar invariants
{|~r12|, S12, U12, rˆ12 ·W12, rˆ12 · V12, W12 · T12} (A14)
For the purposes of showing the coordination of particles
in space at the location of faces or facets, it is convenient to
integrate over some of the angular degrees of freedom, and to
work in Cartesian coordinates. In particular, it is very conve-
nient to work in Cartesian coordinates adapted to the particle
facets as shown in Fig. 8 for tetrahedral facets.
d. Forces and Torques
For concreteness, we give an example for how to com-
pute the forces and torques from the PMFT. As usual, forces
and torques arise from taking the negative gradient of the
potential. For force components this is straightfoward. For
torques, we give an explicit expression for the case of axisym-
metric particles.
To compute the torques, we continue to work in terms of
rotation matrices in the spin 12 representation of SU(2). If
q is the rotation, then to determine the torque, we must dif-
ferentiate the PMFT with respect to it. If we represent the
rotations in the canonical fashion, and use Pauli matrices as
the basis vectors of the Cartesian space coordinates, then we
have scalar products of the form
~a ·~b = 1
2
Tr(a†b) (A15)
and cross products of the form
~a×~b = 1
2i
[a, b] (A16)
Our potential depends on scalar products alone. That means
to determine the torque we are required to know, e.g., that if
φ1 =
1
2
Tr(q†zˆqrˆ12) (A17)
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then
∂φ1
∂q
=
1
2
q†
[
qrˆ12q
†, zˆ
]
(A18)
which we recognize as a cross product. We have taken, with-
out loss of generality, the reference vector to be zˆ in the coor-
dinate frame of the particle. We then use the chain rule to dif-
ferentiate F12 with respect to q, and convert back to Cartesian
coordinates to find a contribution to the torque of the form
~Tφ1 = −rˆ12 × nˆ1
∂F12
∂φ1
(A19)
Similar manipulations yield the other contributions.
2. Numerical Methods
a. Monodisperse Systems
For hard particle systems, the various contributions in
Eq. (5) (main text) can be computed using different means.
The pair interaction term (βU ) is given by the pair overlap
function, which is known, at least in principle. The pair Ja-
cobian term (− log J) can be computed analytically, as we
describe below. The third contribution (βF˜12) could be com-
puted by determining the free energy of the rest of the system
for a series of fixed configurations of the pair. In practice, we
are not interested in the contributions of each of the individ-
ual terms per se, so instead we compute their sum directly. We
obtain the PMFT on the left hand side of Eq. (5) (main text) by
computing the frequency histogram of the relative pair coordi-
nates and orientations, and taking its logarithm, as suggested
by the form of Eq. (4) (main text). This gives the PMFT up to
an overall irrelevant additive constant[96].
Since the PMFT is a generalization of the potential of mean
force, the method for computing the PMFT is a straightfor-
ward generalization of the method used to extract the poten-
tial of mean force from the radial distribution function g(r). In
detail, over the course of a MC simulation trajectory, we mea-
sure all of the relative positions of each pair of particles that
fall within a given cutoff distance (for the results we present
in the main text we integrate over the relative orientations).
We impose a discrete grid over the set of allowed relative po-
sitions, and record the number of pairs that fall within each
grid cell. This tabulation of the relative frequency of the var-
ious configurations, gives us a measurement of the g(x, y, z)
analogue of g(r), and so simply taking the logarithm gives us
F12 from Eq. (5) (main text).
Computing the PMFT in this manner introduces two forms
of systematic discretization error. To illustrate the sources of
this error we will give a more detailed description of the cal-
culation we performed. We wish to compute the PMFT at
some given relative position and orientation. For concrete-
ness, and to keep formulae simple, let us consider just com-
puting the force component. In principle, one can compute
the PMFT by performing thermodynamic integration or um-
brella sampling over various fixed relative particle positions
if one wants the exact potential difference between particular
relative pair positions and orientations. However, in our case
we are interested in the general geometric features of the po-
tential, for which it is sufficient to perform simulations in a
standard ensemble, and record the relative frequency of vari-
ous events. Thus we compute an approximate value, F ′12, of
the true PMFT, F12, at some point (xi, yi, zi) by averaging
over a bin of size (∆x,∆y,∆z) centered at that point accord-
ing to
∆x∆y∆ze−βF
′
12(xi,yi,zi) ≡
∫
bini
dxdydze−βF12(x,y,z) .
(A20)
If the true potential of mean force and torque is slowly varying
over the bin, in the sense that∣∣∣∣∫
bini
dxdydz(~x− ~xi) · ∇ e−βF12(x,y,z)
∣∣∣
~x=~xi
∣∣∣∣
 ∆x∆y∆ze−βF12(xi,yi,zi) ,
(A21)
then we can Taylor expand the integrand about (xi, yi, zi),
and, assuming that the whole bin is allowed, we find that
∆x∆y∆ze−βF
′
12(xi,yi,zi) ≈ ∆x∆y∆ze−βF12(xi,yi,zi) .
(A22)
This gives F ′12(xi, yi, zi) ≈ F12(xi, yi, zi). This approxima-
tion breaks down if F12 is not sufficiently slowly varying, in
the above sense. It also breaks down if the bin is partially
forbidden, i.e. if the integrating volume is not ∆x∆y∆z. We
expect the PMFT to vary quickly at the boundaries of regions
that are forbidden due to overlap, i.e. we expect the effective
potential to be relatively “hard”. This means that at the edges
of these regions, where we would have difficulty sampling
events, we would also expect to have to resolve minute differ-
ences to obtain meaningful results. This makes such a tech-
nique prohibitively difficult for such boundary cases where
one would have to resort to umbrella sampling. As a result
(in particular in Figs. 2, 3, and 5, main text) we only show
the PMFT for points that are within 4 kBT of the global
minimum, because it is at these points that we can sample
the potential reliably in the sense described above, using our
method.
b. Penetrable Hard Sphere Systems
Here we explain how we calculate the PMFT for a pair of
hard, arbitrarily shaped colloidal particles in a sea of smaller
penetrable hard sphere depletants.
As we showed in Eq. (9) (main text), the PMFT takes on
a simplified form in the case of penetrable hard sphere deple-
tants and thus the contribution from integrating out the deple-
tants F˜12 can be computed more easily. The contribution from
the colloid pair potential is, in principle, known, as before, and
the Jacobian can be computed as described below. The prob-
lem is therefore reduced to computing the contribution that
comes from the free volume available to the depletants for a
fixed configuration of the colloidal pair.
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We computed the free volume in the penetrable hard sphere
model of depletants by MC integration. The same results
could also be obtained by direct MC simulations with explicit
ideal depletants, as discussed below, or by some other nu-
merical integration method. To accelerate this computation,
we make note of the following. The change in free volume
between a given configuration and widely separated particles
falls entirely within the intersection of two spheres, each en-
closing a particle. The volume of this region of intersection is
smallest (and, therefore, computation is most efficient) if the
radii of the spheres in question are as small as possible. This is
given by having a sphere enclosing each particle with a radius
given by the sum of the radius of a sphere that circumscribes
the particle and the radius of a sphere that circumscribes the
depletant.
For a given relative position and orientation of the colloids,
we computed the intersection of spheres that determined this
region and computed the change in free volume by throwing
random depletants uniformly over the region and computing
the fraction that intersected both colloids. We performed five
independent runs for each system. We used 500 MC integra-
tion points per unit volume of the region of intersection, and
1000 total throws if the volume of intersection was less than
one unit. This fraction of the total volume gives the change in
free volume available to the depletants. In the case of faceted
spheres, overlap checks between particles were performed by
casting the overlap as an optimization problem that we solved
using the Karush-Kuhn-Tucker method [97]. In the case of
spherocylinders, the Bullet physics library [98] was used to
check overlaps.
As noted above, the Jacobian of the transformation to in-
variant coordinates can be computed analytically, which we
did. We checked our analytical calculation numerically by
performing a MC simulation of a pair of free axisymmetric
particles. The frequency histogram of the occurrence of the
invariant coordinates was checked against the analytic form
and found to match.
To examine these systems in detail it is convenient to use
the language of entropic patches from [57]. We define the
probability of specific binding at a pair of entropic patch sites
as the probability of finding a pair of particles at the set of con-
figurations that are in the basin of attraction of perfect align-
ment. We obtain this by integrating the Boltzmann weight
over the set of configurations.
For concreteness, consider a pair of hemispherical particles
in a bath of depletants. The probability of specific binding can
be cast formally as the integral
Zs ∝
∫ 1
0
dφ1
∫ 1
0
dφ2
∫
dRdχe−βF12(R,φ1,φ2,χ)H(−βP∆VF) .
(A23)
The upper bounds on the φ integrals correspond to coincident
faces. The step H function ensures that we are only inte-
grating over configurations in which there is entropic bind-
ing. Similar integrals can be defined for semi-specific binding
(patch to non-patch) and non-specific binding (non-patch to
non-patch).
x y
z
FIG. 8. An illustration of the choice of four sets of orthogonal co-
ordinates for each of the faces of a tetrahedron, which we use for
subsequent computations in Figs. 2 and 3 (main text). The face nor-
mals, which we take to be the z coordinates in the frame of the face
are shown in blue. Similarly, the x and y coordinates in the frame of
the face are shown in green and red respectively.
c. Comparison of Methods for Penetrable Hard Sphere Depletants
The results we obtained via free volume calculations
with ideal depletants can also be obtained via simulations with
explicit depletants. To see why the two forms of computation
are equivalent, we consider the following situation. Again,
for the sake of simplicity, we will work in the penetrable hard
sphere limit. The probability of accepting a trial Monte Carlo
move of our colloidal particle is given by
pa = (1− p)N (A24)
where N is the number of depletants, and p is the probability
that a depletant will be in the region swept out by the particle
during its move. In the limit in which we are working, this is
given by
p =
∆Vsweep −∆Voverlap
VF
(A25)
where VF is the free volume available to the depletants,
∆Vsweep is the volume swept out by the colloid during move,
and ∆Voverlap accounts for any increase in the depletant over-
lap volume.
In the limit that the move is small, i.e. Np 1, the proba-
bility of accepting the move is
pa ≈ 1− N(∆Vsweep −∆Voverlap)
VF
(A26)
which gives the probability of rejecting such a move as
pr ≈ N(∆Vsweep −∆Voverlap)
VF
(A27)
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FIG. 9. DEFs in Cartesian coordinates for monodisperse hard particle systems at a packing fraction of η = 0.4 for tetrahedra (a), tetrahedrally
facetted spheres (b), and cubes (c). DEFs are computed by approximating the negative gradient of the PMFT with finite differences. All cases
show preference for face-to-face alignment, but as in Fig. 3 (main text) the strength of preference, and the shape of the forces, depends on
particle shape.
We can, similarly, find the probability of rejecting a reverse
move. That is given by
p′r ≈
N(∆Vsweep)
VF + ∆Voverlap
≈ N∆Vsweep
VF
(
1− ∆Voverlap
VF
)
(A28)
where we have assumed that, without loss of generality, the
“forward” move causes an increase in the depletant overlap
volume, and the reverse move causes it to decrease. We have
again also used the fact that the size of the move is small.
We compute the difference in probability for the two moves
∆p ≡ p′r−pr ≈
N∆Voverlap
VF
(
1− ∆Vsweep
VF
)
≈ N∆Voverlap
VF
.
(A29)
We can now consider another pair of moves in which the
initial configuration of the forward move is identical to the
situation just described, but the final configuration is different.
If in that case the change in overlap volume is ∆V ′overlap, then
the probability difference is
∆p′ ≈ N∆V
′
overlap
VF
(A30)
From these quantities we can compute the ratio ∆p/∆p′,
which is dependent only on the free volume, which, in turn,
is encoded in our potential of mean force and torque. We get
that
∆p
∆p′
=
∆Voverlap
∆V ′overlap
(A31)
which means we can write
∆p
∆p′
=
F post12 − F pre12
F post12
′ − F pre12
(A32)
in the limit that T → 0. From this expression we see that the
PMFT we deduced from the free volume calculation is pre-
cisely the quantity that controls the average acceptance rate of
MC moves of the colloids in a simulation with explicit deple-
tants. Hence results obtained from the free volume methods
used above will precisely match those obtained using much
more expensive MC simulations with explicit ideal depletants.
Appendix B: Supplementary Results
1. Entropic Forces In Monodisperse Hard Systems
To capture DEFs, in the manuscript we computed the
PMFT. Because the PMFT is a potential, forces are the neg-
ative gradient of it. For completeness in Fig. 9, we give ex-
plicit calculations of the DEFs for monodisperse hard systems
in Cartesian coordinates in three example systems at a pack-
ing fraction of η = 0.4: tetrahedra (a), tetrahedrally facetted
spheres (b), and cubes (c). The forces are computed using
from the PMFT by approximating the gradient using finite
differences. We show the force components in the plane of
the facet. To produce the plots we have chosen to represent
energies in units of length so that arrows are visible on the
plots. From Fig. 3 (main text) it can immediately be seen that
overall scale of forces is on the order of kBT/σ where σ is the
relevant length scale for the particle. Panel (a) corresponds
to Fig. 3c (main text), and shows that at η = 0.4, the ver-
tices of the tetrahedra are repulsive, whereas the center of the
face is attractive. In contrast, panel (b) corresponds to Fig. 3g
(main text), and shows that removing the vertices of the tetra-
hedron has removed the repulsion, but the center of the face
is still attractive. Panel (c) corresponds to Fig. 3k (main text)
and shows (as does Fig. 3k) that the forces are less strong for
cubes than the other two particles at this density. Moreover, it
also shows that the cubic vertices are not acting repulsively at
this density.
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2. Entropic Torque In Monodisperse Hard Systems
In the main text we showed directional entropic forces be-
tween particles. Here we give an explicit calculation of the
torque that aligns particles. As a simple example, consider a
particle obtained from a sphere of radius r by cutting away the
part of the sphere that intersects the half space R3 for which
z/r > α to We performed MC simulations of systems of 1000
such particles with α = 0.01 (nearly hemispherical) at fixed
volume. Since the particles have axial symmetry, we their
relative position and orientation can be characterized by four
scalar quantities. If we take the separation between the parti-
cles to be ~q12, and their symmetry axes to be given by nˆ1 and
nˆ2, then we are free to use
∆ξ12 = {R ≡ |~q12|, φ1 ≡ nˆ1 · qˆ12, φ2 ≡ −nˆ2 · qˆ12,
χ ≡ −nˆ1 · nˆ2} (B1)
In Table S1 we show the role of the PMFT in generating en-
tropic torques that align particle facets in this system at a
density of 50%. We find the potential difference between
different particle orientations at fixed separation distance is
of the order of a few kBT , giving rise to entropic torques
strongly favouring alignment. Figures are height of the po-
tential above the global minimum for slice of the potential
with ψ ≡ φ1 = φ2 = χ fixed. Although the angular dif-
ferences are small (perfect alignment is ψ = 1), the effective
interaction varies by more than 2 kBT over this angular range
at small separations, indicating that the penalty for small mis-
alignment is significant. Inset particle images illustrate the
relative orientations shown.
3. Density Dependence
In Fig. 2 (main text) we showed that there was an effective
attraction in the direction perpendicular to the particle face
that increased as the density increased. We note here that this
is not an effect of the increase in density alone. For example,
in Fig. 10 we make a similar plot for cubes that, rather than
passing through the potential minimum, passes through the
vertex of one of the cubes. Comparing Fig. 10 with Fig. 2c
(main text), we see that the effect of the particle shape leads
to enhancement of face-to-face contact over and above what
we would expect to observe based solely on the increase in
density alone. This point is also underscored in Fig. 3 (main
text) above.
Appendix C: Supplementary Discussion
1. Entropy
In this context, we should also comment further on the en-
tropy that we are computing when we compute the PMFT. We
have used the fact that, at least in principle, we can do statisti-
cal mechanics in any ensemble we find convenient. As usual,
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FIG. 10. Density dependence of the PMFT along an axis perpendic-
ular to the polyhedral face for a hard cube fluid that passes through
the cube vertex. Note that the expected increase in effective attrac-
tion that occurs as system density increases is less pronounced than
the corresponding plot in Fig. 2c (main text) for an axis that passes
through the center of the face.
the entropy of the system is computed by counting all the mi-
crostates of the N particles in the system, and this can be ob-
tained by performing (in the general case) the 6N dimensional
integration over all of the positions and orientations of all par-
ticles. Here, for the purposes of isolating the effects of the
particle shape, we have chosen to cast this integral as a series
of 6(N − 1) dimensional integrals, each of which describes
the number of microstates available to the system when a par-
ticle pair is fixed to a certain relative position and orientation
[99]. It is in the comparison of the relative entropic contribu-
tions from each of the integrals for pair configurations that we
are able to identify the “microscopic” entropic origin of the
“macroscopic” entropic ordering of the whole system seen in
[57], and elsewhere in the literature. What is perhaps not intu-
itive about this process in the hard particle limit, which is like
a microcanonical system in that all states have zero potential
energy, is that this process entails splitting up the ensemble
into configurations of fixed particle pair positions and orien-
tations. We are, in effect, subdividing the microcanonical en-
semble into yet smaller isobaric ensembles of states. Compu-
tations of this sort have appeared previously in the literature,
see, e.g., [100, 101].
2. Penetrable Hard Sphere Limit
Because the sea particles have repulsive interactions with
the pair of interest, the pair behaves like part of the ‘box’
that constrains the sea. By moving the pair of interest we are
changing the shape of the box from the point of view of the
sea particles. The force exerted by the sea particles on the
pair, then, is given by the stress tensor of the particles that are
being integrated out on the boundary defined by steric hin-
drance with the pair of interest. We note, therefore, that the
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Table S1. Angular dependence of PMFT for Hard Hemispheres
ψ ≈ 0.95 ψ ≈ 0.98
F12(R = 0.3)/kBT 3.48± 0.05 1.16± 0.01
F12(R = 0.4)/kBT 3.64± 0.06 2.39± 0.03
scale of this osmotic force is given by the scale of the stress
tensor in the system; if the stress tensor is isotropic then this
is just the pressure P , and so the scale of this force is given by
Pσ3/kBT , where σ is a characteristic length scale.
In fact, the DEFs in monodisperse systems, defined above,
are further strengthened by the addition of smaller soft deple-
tants, as realized experimentally in [54, 55]. Typical colloidal
experimental realizations of such systems require the deple-
tants to induce interactions with strength between ∼ 4 kBT
(e.g. [67]) and ∼ 8 kBT (e.g. [78]) to instigate binding. At
very high depletant concentrations, estimates of the effective
interaction strength can reach hundreds of kBT (e.g. [67]). See
[66] and references therein for more details on the experimen-
tal measurement of depletion forces.
3. Sea Particle Properties
We have shown in general that hard systems have an en-
tropic preference for more densely packed pair configurations,
because particle pairs are packed by the thermal motion of sea
particles. The existence of correlations among the sea parti-
cles implies that the entropically preferred local dense pack-
ing for the pair is not generally the same as the global densest
packing for the pair. However, if there are no correlations
among the sea particles, their entropy depends only on the
packing volume of the pair.
Intuitively, one can think of this as if the pair of interest
is confined within some membrane under external pressure,
provided by the boundary of the sea particles. If there is no
correlation among the sea particles, the membrane will behave
as if it has no internal stiffness, and will deform to squeeze
the pair in any way they can be squeezed. However, if there
are correlations among the sea particles, the membrane will
act as if it has some inherent structure that prevents it from
being deformed in any possible manner, and therefore the sea
particles may not be able to pack the pair into any possible
configuration.
Also, if one considers an initially monodisperse hard sys-
tem, and takes the traditional (small) depletion limit at fixed
system density, the number of sea particles will increase dra-
matically. To leading order the contribution from the sea parti-
cles scales like −βN log V , which means that to preserve the
packing density of the system, as we scale the characteristic
size of the depletant σ, the sea particle contribution has scales
(naively) as σ−3. This means that systems of colloids and
traditional, small, weakly interacting depletants, the osmotic
pressure of the depletants can easily be much greater than the
osmotic pressure of the other colloids, in determining the pair
configuration. However, if the depletants are sufficiently large
to be completely excluded from the region within a colloidal
aggregate, then the shape entropy of the colloids within the ag-
gregates then becomes important, as shown in an experiment
by Rossi et al.[42].
4. Many-Body Interactions
The observation of face-to-face contacts in self-assembled
systems, as noted in [16, 18], suggests that the effects of shape
can be captured by an effective pair potential, such as the
PMFT. Indeed we have shown in this paper a preference for
polyhedra to align face-to-face, see Fig. 3 (main text). How-
ever, there are reported systems where coincident face-to-face
alignment is not preferred, such as in octahedra (e.g. [16]).
We regard these as many-body effects, which become more
important at higher packing fractions, and which would be
captured only by a many-body PMFT.
Formally, the n-body extension of the present techniques
is straightforward; the only obstacle is to enumerate scalar
invariant quantities for the n bodies, and compute their Ja-
cobian. In practice, however, as n increases, so does the diffi-
culty of obtaining sufficiently many measurements to compute
the potential with accuracy.
5. Interaction Range
The range of DEFs is determined by the properties of the
sea particles: their intrinsic interactions, size, shape, etc. Typ-
ically, we would expect that the sea particles generate an ef-
fective interaction between the colloids that is roughly of the
order of the sea particle size. Given this intrinsic limitation,
one might ask whether we can design shape features on the
colloidal particles in order to control the assembly? This is
developed in detail in [57]; we briefly comment on it here,
too.
If the sea particles are small, noninteracting depletants, the
range is sufficiently short that only shape features (on the
colloidal pair) that are adjacent in closely packed configu-
rations contribute to the interaction, e.g. flat faces in poly-
hedra, dimples and complementary spheres in lock-and-key
experiments.[76–79] Following [57], we identify these fea-
tures as “entropic patches”. Note that if the patches are suffi-
ciently well-separated, the interactions are pair-wise additive,
and so the effective potential energy of the colloids is given
by the sum of the pair interaction energies.
18
If the sea particles are not small, or are interacting, then
we would expect the interaction range to be longer, and the
approximation that individual particle features can be consid-
ered separately as entropic patches may not always be valid,
though we have preliminary results in several cases suggesting
it still is.[102]
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