The need to understand differences among general circulation model projections of CO2-induced climatic change has motivated the present study, which provides an intercomparison and interpretation of climate feedback processes in 19 atmospheric general circulation models. This intercomparison uses sea surface temperature change as a surrogate for climate change. The interpretation of cloud-climate interactions is given special attention. A roughly threefold variation in one measure of global climate sensitivity is found among the 19 models. The important conclusion is that most of this variation is attributable to differences in the models' depiction of cloud feedback, a result that emphasizes the need for improvements in the treatment of clouds in these models if they are ultimately to be used as reliable climate predictors. It is further emphasized that cloud feedback is the consequence of all interacting physical and dynamical processes in a general circulation model. The result of these processes is to produce changes in temperature, moisture distribution, and clouds which are integrated into the radiative response termed cloud feedback.
cryospheric, and oceamc interactions are large. In evaluating the differences among models, attention has been focused here on atmospheric processes, because these uncertainties must be understood before others can be addressed.
For simplicity, emphasis is placed solely on global-average quantities, and the conventional interpretation is adopted of climate change as a two-stage process: forcing and response [Cess and Potter, 1988] . This concept of global-average forcing and response has proven useful in earlier interpretations of cloud feedback. For example, by performing two 6CM simulations for a doubling of atmospheric CO2 concentration, one with computed clouds and the other with clouds that were invariant to the change in climate, Wetherald and Manabe [1988] have suggested that cloud feedback amplifies global warming by the factor 1.3. A somewhat larger amplification (1.8) is found from the study by Hansen et al. [1984] , who used a one-dimensional climate model to evaluate climate feedback mechanisms within a different 6CM. A further discussion of these results will be presented in section 6.
The global-mean direct radiative forcing G of the surfaceatmosphere system is evaluated by holding all other climate parameters fixed. It is this quantity that induces the ensuing climate change, and physically, it represents a change in the net (solar plus infrared) radiative flux at the top of the atmosphere (TOA). For an increase in the CO2 concentration of the atmosphere, to cite one example, G is the reduction in the emitted TOA infrared flux resulting solely from the CO2 increase, and this reduction results in a heating of the surface-atmosphere system. The response process is the change in climate that is then necessary to restore the TOA radiation balance, such that G = AF-AQ 
Whereas water vapor feedback is straightforward to understand, cloud feedback is a far more complex phenomenon. There are several ways that clouds can produce feedback mechanisms. For example, if global cloud amount decreases because of climate warming, as occurred in simulations with the 19 GCMs we employed, then this decrease reduces the infrared greenhouse effect due to clouds. Thus as the Earth warms, it is able to emit infrared radiation more efficiently, moderating the global warming and so acting as a negative climate feedback mechanism. But there is a related positive feedback; the solar radiation absorbed by the surface-atmosphere system increases because the diminished cloud amount causes a reduction of reflected solar radiation by the atmosphere. The situation is further complicated by climate-induced changes in both cloud vertical structure and cloud optical properties, which result in additional infrared and solar feedbacks [Cess and Potter, 1988] .
In this intercomparison, cloud effects were isolated by separately averaging a model's clear-sky TOA fluxes [Charlock and Ramanathan, 1985; Ramanathan, 1987; Cess and Potter, 1988] , such that in addition to evaluating climate sensitivity for the globe as a whole, it was also possible to consider an equivalent "clear-sky" Earth. In other words, a model's clear-sky TOA infrared and solar fluxes were separately stored during integration and then globally averaged by use of appropriate area weighting. When used in conjunction with (3), a single model integration thus provided not only the global climate sensitivity parameter but also a second sensitivity parameter that refers to a clear-sky Earth with the same climate as that with clouds present. In effect, GCM output was processed in a manner similar to the way in which data is processed in the Earth Radiation Budget Experiment , an experiment that also produces an equivalent clear-sky Earth.
The choice of a model intercomparison simulation was governed by several factors. Ideally, the climate simulation should refer to a relevant situation, such as increasing the atmospheric CO2 concentration. that is either too warm or too cold, then it will respectively produce a climate sensitivity parameter that is too small or too large, and clearly, the intercomparison simulation had to be designed to eliminate this effect. There was also a practical constraint: the CO2 simulations require large amounts of computer time for equilibration of the rather primitive ocean models that have been used in these numerical experiments.
An attractive alternative that eliminated both of the above mentioned difficulties was to adopt +_2øK sea surface temperature (SST) perturbations, in conjunction with a perpetual July simulation, as a surrogate climate change for the sole purpose of intercomparing model climate sensitivity [Cess and Potter, 1988 ]. This procedure is in essence an inverse climate change simulation. Rather than introducing a forcing G into the models and then letting the climate respond to this forcing, the climate change is instead prescribed, and the models in turn produce their respective forcings in accordance with (1). This procedure eliminated the substantial computer time required for equilibration of the ocean. The second advantage was that because the same SSTs are prescribed [Alexander and Mobley, 1976 ], all of the models have very similar control surface temperatures because land temperatures are tightly coupled, through atmospheric transport, to the SSTs. The models then all produced a global-mean ATs, for the -2 ø to +2øK SST change, that was close to 4øK, and different model sensitivities in turn resulted in different values for G.
The perpetual July simulation eliminated another problem. The present study focuses solely on atmospheric feedback mechanisms, and, with one exception, inspection of output from the models showed that climate feedback caused by changes in snow and ice cover was suppressed through use of a fixed sea ice constraint and because the perpetual July simulations produced very little snow cover in the northern hemisphere. For this reason we adopted global averages rather than the 60øS to 60øN averages as used in an earlier study [Cess and Potter, 1988 ].
GENERAL CIRCULATION MODEL DESCRIPTIONS
The 19 atmospheric GCMs employed in the present investigation are listed in Table 1 , and for future reference these will be designated by the acronyms given in parentheses. The respective documentation references are given in Table   2 . Several of the models contain modifications that were made after the documentation reference was written, and in these cases the modification is referenced either to a subsequent publication or to an appendix of the present paper. Brief descriptions of the 19 GCMs are given in Table 3, while  Tables 4 and 5 The procedure for convective clouds is far less consistent. The CCC, the two GFDL, and the three CCM GCMs generate convective clouds according to the presence of convective adjustment. However, the fraction of the grid area that is covered by convective cloud varies from 30 to 100% among these models. In the remaining models a parameterization is used that relates the convective cloud fraction to the convective precipitation rate.
CLOUD COVER RESPONSES
Global cloud amounts, and changes in this quantity for the +_2øK SST perturbations, are summarized in Table 6 for the 19 models. (These models are listed in the order of their respective climate sensitivities as given in the following section.) Here the cloud amounts refer to the cold simulation Table 7 , is less than what might have been anticipated. Bear in mind that this is more than just an intercomparison of the models' infrared radiation codes, since the TOA infrared flux additionally depends upon both lapse rate and water vapor abundance. As would be expected, there is less agreement for the overcast fluxes since they involve intermodel differences in cloud infrared optical properties, cloud-top temperatures, and the uncertain partitioning into clear and overcast fractions in the case of "thin" clouds. The agreement in global fluxes is better, despite the fact that this composite of clear and overcast fluxes contains the additional uncertainty associated with cloud amount (Table 6 ). This is probably a consequence of model tuning. The situation is much the same with respect to the net downward solar flux summa- Table 8 . That the clear solar flux shows slightly greater disagreement than does the infrared is probably a consequence of intermodel differences in surface albedo. The climate sensitivity parameter as defined by (3) is evaluated for the globe as a whole and also for "clear" and "overcast" conditions; i.e., sensitivity parameters employing respectively clear and overcast fluxes. These results are summarized in Table 9 and in Figure 1 . While the models exhibit notable agreement in the clear sensitivity parameter, there is, as might be anticipated, considerable variation in the overcast quantity. An important point, to which we will return, is that the nearly threefold variation in the global sensitivity parameter is largely attributable to cloud feed- Figure 1 , where the ordering of the models is the same as in Table 9 .
As previously discussed, the perpetual July simulation suppressed the feedback due to variable snow and ice coverage, so that the primary clear-sky feedback is watervapor feedback. On average the 19 GCMs produced a clear-sky sensitivity parameter of 0.47 K m 2 W -• as is consistent with the prior discussion of positive water-vapor feedback concerning (5) versus (4). One exception is the ECMWF GCM, for which there is modest positive snow- Table 9 .
albedo feedback that partially explains why this model has the largest clear-sky sensitivity parameter. Furthermore, as will shortly be discussed, there is a subtle solar feedback mechanism that contributes to some of the modest variation in clear-sky sensitivity among the models. To better understand this intercomparison of sensitivity parameters, consider the separate infrared and solar feedback derivatives, AF/ATs and AQ/ATs, that appear within (3). These are summarized in Tables 10 and 11 . To illustrate how these individual infrared and solar feedback processes may be interpreted, it will suffice to consider three separate pairs of GCMs. The CSU and OSU/LLNL GCMs comprise one pair since they have nearly identical global sensitivity parameters (Table 9) . But as will be shortly emphasized, this is the result of several compensating effects. The GFDL I and II models are the second pair since here there is a means To summarize this discussion, relative to clear regions there is a substantial positive overcast infrared feedback in the OSU/LLNL GCM due to cloud vertical redistribution, but this is partially compensated by a negative feedback due to the change in cloud amount. For the CSU GCM, on the other hand, these separate effects are both modest negative feedbacks.
Comparable logic applies to the solar feedbacks (Table  11) (Table 11) . Thus while the two models produce comparable climate sensitivity parameters (Table 9) , their individual components of cloud feedback are quite different but essentially compensatory.
Within both models the net effect of clouds, relative to a clear-sky Earth, is to enhance climate sensitivity by a mere 8%.
Turning next to the GFDL I and II models, recall that GFDL II contains a negative feedback due to the dependence of cloud albedo upon cloud liquid water content, and the sensitivity parameters of Table 9 are consistent with this expectation. This is further consistent with their overcast AQ/AT s values (Table 11) , with II and I producing, respectively, negative and positive overcast solar feedbacks.
A similarly straightforward argument does not, however, apply to the CCM1 versus CCM/LLNL models, for which the primary difference is that the latter incorporates cloud albedos as a function of cloud water content (Tables 4 and 5 What appears to be happening is that the negative solar overcast feedback in CCM/LLNL is being compensated by a positive cloud-amount feedback, since from Table 6 CCM/ LLNL produces a greater decrease in cloud amount than does CCM1 (recall that this by itself is a positive solar feedback process). Furthermore, this enhanced cloud reduction refers primarily to low clouds, which have little impact upon infrared emission, and this is consistent with the fact that for the two models the AF/AT s results of Table 10 The interesting point is that two separate pairs of GCMs, GFDL II versus I and CCM/LLNL versus CCM1, produce both similar and differing results concerning climate feedback as induced by the dependence of cloud albedos upon cloud water content. The similarity is that both pairs indicate that this produces a negative overcast feedback. The difference is that the CCM pair suggests an additional compensatory positive cloud-amount feedback that does not occur in the GFDL pair. The departures from this value in Table 11 are greater than anticipated and do not appear to reflect differences in the GCMs' solar radiation codes and hydrological cycles. Rather, they seem to be due to differences in the respective models' cloud responses. For example, over ocean areas the clear-sky AQ/AT s value of the CSU GCM is that of (7). But for land it is AQ/ATs --0.5 W m -2 K -1, and this negative value seems to be due to a climate-induced change in clear-sky regions relative to the underlying surface; i.e., the model's cloud response is such that clear-sky areas are shifted to regions of higher surface albedo.
As previously discussed, AQ/AT
For the CCM/LLNL model, on the other hand, the value of AQ/ATs is somewhat larger than that given by (7 
where ACRF is the change in cloud radiative forcing as induced by the change in climate, and A•. is the clear-sky climate sensitivity parameter. Note that ACRF includes embedded changes in cloud amount, vertical distribution, and optical properties; it is this quantity that represents cloud feedback. A positive ACRF resulting from climate warming means that cloud feedback acts to amplify the warming and is thus a positive feedback, while the opposite is true for a negative ACRF. Conceptually, cloud feedback should be related to a change in cloud radiative forcing, and (9) clearly illustrates this expectation. Note that in the absence of cloud feedback (i.e., ACRF = 0), the global sensitivity parameter equals that for clear skies. In turn, a departure of A/A c from unity is a ]. This definition of cloud feedback differs from the previously discussed definitions that refer to the use of fixed clouds; here the reference state is a clear-sky Earth. Fixed clouds can, in fact, give rise to a change in CRF and produce cloud feedback as here defined. For example, overcast regions emit less TOA infrared radiation than do clear regions, so that for global warming there should be a greater increase in clear emission relative to overcast emission; i.e., an increase in infrared CRF.
The conventional interpretation of climate feedback is that it modifies the response process. For a change from one equilibrium climate to another, however, climate feedback may be viewed as modifying either the forcing or the response. Thus the cloud feedback parameter ACRF/G, as here defined, refers to a modification of the forcing. Alternatively, a cloud feedback derivative can be defined as ACRF/(AG) = ACRF/ATs so as to refer to a response modification.
Cloud radiative forcing and its solar and infrared components are summarized in Table 12 for the 19 GCM simulations. The agreement is far from good, with the solar and infrared components producing respective variations by factors of 2 and 3. While it might be tempting to include ERBE measurements in Table 12 , this has not been done since the present simulations are for a perpetual July, and there is no assurance that this is consistent with a seasonal July.
The climate-induced changes in cloud radiative forcing, and its solar and infrared components, are summarized in Table 13 ; again, there are considerable variations amongst the models. But an important point is that this summary allows a simple identification and interpretation of cloud feedback. For example, as discussed in the previous section the CSU and OSU/LLNL GCMs produce comparable climate sensitivity but for quite different reasons. This is consistent with Table 13 , which shows that the two models produce similar and modest ACRF, although with significantly different solar and infrared components of this quantity. The results of Table 13 A further perspective is given by the Ac and A/Ac summary of As previously emphasized, the dependence of cloud optical properties upon cloud water content constitutes a potential negative feedback mechanism. However, differentiating between models that do or do not incorporate this effect does not aid in understanding the large differences in cloud feedback as produced by the 19 GCMs. Eight of the models incorporate, at least to some degree, this effect (Tables 3 and  4 , the dependence of cloud optical properties upon temperature for the two OSU models is to distinguish between water and ice clouds). These are the CCC, CSU, DMN, ECHAM, ECMWF, LMD, CCM/LLNL and GFDL II models. But when these eight models are distinguished from the other ten, as in Figure 3 , there clearly is not a segregation into low-and high-sensitivity groups on the basis of whether they do or do not incorporate cloud optical properties that depend upon cloud water content. Nor is there an obvious sensitivity segregation in terms of other factors, such as models with or without a diurnal cycle, penetrating convection versus moist adiabatic adjustment, or spectral versus finite difference. 
An additional way of illustrating that cloud feedback is the primary cause of the intermodel variations in global climate

CONCLUDING REMARKS
The purpose of the present GCM intercomparison has been to focus on global atmospheric feedback processes, with the goal of identifying those processes that are primarily responsible for producing intermodel differences in climate sensitivity. This intercomparison, utilizing perpetual July simulations and adopting SST perturbations as a surrogate climate change, shows that 19 GCMs produce climate sensitivity parameters that differ by roughly a factor of 3. This variability is primarily attributable to differences amongst the models in their depictions of cloud feedback.
While the surrogate climate change adopted within the present study does not provide an estimate of a model's true climate sensitivity, certain of the results are consistent with our understanding of climate sensitivity. For example, following the same approach used in arriving at (4) but adopting F c = 270 W m -2, the clear-sky sensitivity parameter in the absence of interactive feedback mechanisms is Ac = 0.27 m 2 øC W -1 (10) vanishes and there is roughly a threefold variation in climate sensitivity as produced by the models. From Table 14 Many GCMs are in a continual state of evolution, and thus the present GCM summary may not represent the latest configuration of a specific model. Furthermore, the modelproduced cloud feedbacks found in the present study are probably not representative of how the models would behave under realistic climate change conditions. Perpetual July simulations cannot be used for this, nor can the uniform SST perturbations be used, since they do not incorporate changes in equator-to-pole temperature gradients associated with actual climatic change. For example, it has recently been speculated ] that this latter effect, by itself, may produce a cloud feedback component due to latitudinal shifts in general circulation patterns. But these caveats do not alter the primary conclusion of this study, which is that 19 different GCMs produce a broad spectrum of cloud-climate feedback. There are, of course, other factors that can produce intermodel differences in climate sensitivity when models are used for actual climate change simulations. One such factor, which is not an issue in the present study, refers to differences in model-produced control climates resulting in different climate sensitivities [Spelman and Manabe, 1984; Cess and Potter, 1988] .
On a final point the present study illustrates the fact that climate research benefits from a diversity of climate models. If only one model were available, we could not so confidently conclude that cloud feedback is a key issue for climate dynamics.
Recall further that the clear-sky sensitivity represents that without cloud feedback, and for this the present set of 19 GCMs yields A•. = 0.47 m 2 øC W -1
The roughly 70% enhancement in sensitivity for (11) versus (10) is, in fact, consistent with the early radiative-convective model study by Manabe and Wetheraid [1967] and many others since. In that investigation the enhancement was due to water-vapor feedback; i.e., as the climate warms the atmosphere contains more water vapor and that amplifies the warming, since water vapor is itself a greenhouse gas. Recently, Raval and Ramanathan [1989] have employed satellite data to quantify this positive feedback, and the present GCM simulations are consistent with this observational study . The important point is that the 19 models produce closely comparable and observationally consistent clear-sky sensitivity parameters. With the inclusion of cloud feedback this compatibility The fact that 82 describes both A and e is coincidental.
These expressions were derived and kindly provided by V. Ramaswamy. This scheme for computing cloud optical properties is not incorporated into any operational GFDL GCM, but was used only for this particular study. 
