Displaced Sensor Automotive Radar Imaging by Wang, Guohua & Mishra, Kumar Vijay
1Displaced Sensor Automotive Radar Imaging
Guohua Wang and Kumar Vijay Mishra
Abstract—Displaced automotive sensor imaging exploits joint process-
ing of the data acquired from multiple radar units, each of which
may have limited individual resources, to enhance the localization
accuracy. Prior works either consider perfect synchronization among
the sensors, employ single antenna radars, entail high processing cost,
or lack performance analyses. Contrary to these works, we develop a
displaced multiple-input multiple-output (MIMO) frequency-modulated
continuous-wave (FMCW) radar signal model under coarse synchroniza-
tion with only frame-level alignment. We derive Bayesian performance
bounds for the common automotive radar processing modes such as
point-cloud-based fusion as well as raw-signal-based non-coherent and
coherent imaging. For the non-coherent mode, which offers a compromise
between low computational load and improved localization, we exploit
the block sparsity of range profiles for signal reconstruction to avoid
direct computational imaging with massive data. For the high-resolution
coherent imaging, we develop a method that automatically estimates
the synchronization error and performs displaced radar imaging by
exploiting sparsity-driven recovery models. Our extensive numerical
experiments demonstrate these advantages. Our proposed non-coherent
processing of displaced MIMO FMCW radars improves position estima-
tion by an order over the conventional point-cloud fusion.
Index Terms—Automotive radar, Bayesian Crame´r-Rao lower bound,
displaced sensors, high-resolution, synchronization.
I. INTRODUCTION
High-resolution sensing is a critical enabling technology for en-
hancing the safety of autonomous vehicles [1]. To this end, self-
driving cars employ a number of sensors such as camera, radar, lidar,
and ultrasonics to provide either individual or joint information from
the surroundings [2]. Although a camera is ideal for object detection
and a lidar provides a very high range resolution, only a radar
performs well in unfavorable conditions such as inclement weather
and low visibility [3]. The comparatively low spatial resolution of
a conventional radar is usually offset by by increasing its transmit
signal bandwidth, coherent processing interval (CPI) or frame time
[4], and antenna aperture size [5]. However, limited frequency spec-
trum at millimeter-wave (mm-Wave) [5, 6], lower frame rate from
increased frame times [1], and requirement of small form factor
restrict adoption of each of these measures [7–10], respectively. In
this context, deploying multiple radars on the same vehicle and then
jointly processing their data to achieve high resolution has attracted
significant attention within the automotive radar community [11–13].
There is a large body of literature on distributed sensors for
communications [14–16] and radars [13, 17, 18]. Broadly these
approaches for joint processing employ one of the two following
two techniques. In geolocation database method, cross-correlation
of measurements of parameters such as directions-of-arrival (DoAs),
time-differences-of-arrival (TDoAs), times-of-arrival (ToAs), and
frequency-differences-of-arrival (FDoAs) of a radio-frequency (RF)
signal received by multiple distributed sensors is used to retrieve
the position of a target [19–21]. The geolocation approach is easier
to implement without any requirement of complex hardware. But
it is inherently a two-step processing in which the measurement
step is followed by position acquisition. Thus, the errors in each
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step propagate, thereby limiting the accuracy. This shortcoming is
eliminated by employing direct position determination (DPD) [17,
22], which infers geolocation directly from raw data. Nearly all
of these methods assume that the distributed sensors are perfectly
synchronized or their receiver clock offsets are known, which is
impractical [23]. To alleviate this problem, some recent studies [24,
25] developed procedures for source localization in communications
by performing DoA estimation and DPD of multiple stationary RF
transmitters without time synchronization. In the context of radar,
[26] suggested non-coherent processing using compressed sensing
(CS) [27] to estimate target positions for widely distributed radars
without synchronization. However, it exploits only range information
and is inferior to techniques that additionally use other parameters
such as DoA for localization.
Further, geolocation approaches do not yield accurate estimates
of target reflectivity. This has led to the development of distributed
imaging algorithms which yield both target position and reflectiv-
ity. Recently, [28] proposed a CS-based high-resolution multi-static
radar imaging using raw data in spectral domain; perfect synchro-
nization and perfect knowledge of sensor geometry was assumed.
More recently, an interesting study [29] on coherent radar imaging
using unsynchronized distributed antennas modeled errors in time
synchronization and antenna positions to accurately estimate target
reflectivity and position. However, this work did not provide any
theoretical guarantees. Further, for automotive radars, the assumption
on bounded time synchronization errors is impractical [23]. In this
paper, contrary to prior works, we derive theoretical performance
limits of displaced radar imaging, assume imperfect synchronization,
and apply automotive-specific system details.
In our model, different from a conventional distributed multiple-
input multiple-output (MIMO) radar [30], the automotive dis-
placed sensors operate independently and are only coarsely time-
synchronized through use of standards such as IEEE 1588 generic
precision time protocol (gPTP) [31], network time protocol (NTP)
[32] and wireless PTP [33]. These cost-effective clock synchro-
nization protocols are also popular in other applications, including
electrical grid networks, cellular base-station synchronization, and
industrial control [34]. While their accuracy is comparable to Global
Positioning System (GPS)-based timing of microseconds, the result-
ing synchronization is coarser than conventional mm-Wave TDoA-
based localization and positioning. Each radar being independent, the
received signal depends on only local timing of each sensor thereby
circumventing the need of fine inter-sensor time-synchronization.
In practice, modern vehicles are fitted with sensors so that any
displacements in radar positions are insignificant. Therefore, in this
work, we consider errors arising from solely the coarse synchroniza-
tion among radar sensors. We first study the performance bounds
on the imaging accuracy for different common automotive radar
processing modes, i.e., point-cloud fusion, non-coherent imaging and
coherent imaging. Since prior information from an initial imaging of
the target environment and high definition maps are readily available
for automotive radars, we adopt the Bayesian approach to derive the
error bounds. Note that, among prior works, [13] derived determinis-
tic bounds for the case of stationary widely separated MIMO radars
in non-automotive applications. A single moving colocated MIMO
radar was considered in [35].
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2Our analysis shows that the non-coherent and coherent imaging
exhibit better localization than the point-cloud fusion. Henceforth,
in this work, we focus on developing imaging algorithms only for
non-coherent and coherent cases. We formulate the non-coherent
processing as a block-sparse recovery problem in a reduced-rate
sensing framework [36]. Other recent works on single-sensor au-
tomotive [37] and MIMO imaging [38] harness block-sparsity of
range profiles to mitigate the processing problem with massive
data samples. Our approach exploits block sparsity across profiles
from multiple sensors that are not perfectly synchronized. Although
computationally efficient, this non-coherent processing only provides
a limited improvement in resolution. Therefore, we further devise
a high-resolution coherent imaging, with online correction for the
time synchronization error, which is based on both conventional
compressed sensing and Bayesian sparse reconstruction. Preliminary
results of this work appeared in our conference publication [39],
which did not include multiple targets, actual imaging performance,
reconstruction algorithms, and comparison of various modes.
The rest of the paper is organized as follows. In the next section, we
describe the coarse synchronization signal model for the conventional
frequency-modulated continuous-wave (FMCW) MIMO radar oper-
ating in time-division multiplexing (TDM) mode. For this system,
we introduce the aforementioned three processing modes relevant to
the automotive radar imaging. Then, in Section IV, we derive the
Bayesian Crame´r-Rao lower bound (BCRLB)1 [42, 43] for estimating
the position in these modes. In Section V, we develop our imaging
algorithms for non-coherent and coherent processing. We validate
our model and methods with extensive numerical experiments in
Section VI before concluding in Section VII.
Throughout this paper, we denote boldface lowercase, boldface
uppercase and calligraphic letters for vectors, matrices and index
sets, respectively. The notation (·)H stands for conjugate transpose
and transpose for complex and real quantities, respectively. The Kro-
necker and Hadamard products are written as ⊗ and ◦, respectively.
We use IN for the identity matrix of size N × N . The functions
<(·) and =(·) yield the real and imaginary parts of their arguments;
diag{a} is a diagonal matrix formed from the elements of vector a;
vec(·) vectorizes the matrix argument column-wise; ◦(·) is an upper
bound that cannot be tight; and E{·} is the statistical expectation.
II. SYSTEM MODEL
Consider a displaced automotive radar system (Fig. 1) with Q
sensors mounted on different locations of a single vehicle. Without
loss of generality, each radar is a MIMO array with N transmit
and M receive antennas. The center-of-mass of the vehicle is the
global reference position (or origin) across this system. Each radar
sensor has some error in its position, pqe = [xe,q; ye,q; ze,q]. In a
three-dimensional (3-D) coordinate system, positions of transmit and
receive antennas of q-th radar are
p˜qT,n = [xq,n; yq,n; zq,n] + p
q
e = p
q
T,n + p
q
e ∈ R3×1, n = 1, · · · , N,
(1)
and
p˜qR,m = [xq,m; yq,m; zq,m] + p
q
e = p
q
R,m + p
q
e ∈ R3×1,m = 1, · · · ,M,
(2)
respectively. All radars move along with the vehicle at an identical
speed of v = [vx, vy, vz]T ∈ R3×1. The radar signals are transmitted
in TDM mode, which is a widely adopted waveform orthogonality in
automotive MIMO radars [2, 10]. The cross-interference between in-
dividual radar sensors is avoided by separating the transmit spectrum
of each radar through frequency diversity [4].
1Note that BCRLB is different from the hybrid CRLB (HCRLB) [40, 41],
where parameter vector has both random and deterministic variables.
Fig. 1. An automotive displaced sensor system employs multiple radars (pink
rectangles) that are mounted on the different locations of the same vehicle
(orange) and jointly observe common targets (blue and yellow vehicles). The
targets may also be stationary objects on the road and urban infrastructure.
Each q-th radar transmitter emits K FMCW chirps, each of
duration Tp, at a pulse repetition interval Tr and carrier frequency
fqc and modulation rate Br . The frame time (or CPI) comprises
NK sweeps from all transmitters. The proposed system here is
synchronized only coarsely through gPTP or similar protocols. The
coarse clock implies that, for a global time reference t, the time offset
with the local time tq of q-th radar is σq , so that tq = t−σq . The σq
is very small, usually of the order of milliseconds. As a consequence,
the radar and target positions are assumed to be constant across all
different radar sensors during a CPI [5]. The transmit waveform at
k-th pulse and n-th transmit antenna of the q-th radar sensor is
sq,n(t, k) = rect
(
t− σq
Tp
)
ej2pif
q
c (t−σq+(n−1+(k−1)N)Tr)ejpiBr(t−σq)
2
,
k = 0, · · · ,K, (3)
where the rectangular pulse
rect(t) =
{
1, t ∈ [0, Tp]
0, otherwise.
(4)
The transmit chirps impinge a target at position pt = [x; y; z] ∈
R3×1. The target Doppler velocity is vq = vHc pt,q , where pqt denotes
the direction vector between the q-th radar and target. The target is
relatively far from the radar sensor as compared to the aperture of
each radar sensor. Thus, the direction vector, constant for each radar
sensor, is pt,q = [cos(θq) sin(φq); sin(θq) sin(φq); cos(φq)], where
θq and φq stand for the azimuth and elevation of target as viewed
from the q-th radar sensor, respectively. The bistatic time delay from
the n-th transmitter to target and back to the m-th receiver of the
q-th radar sensor is
τq,m,n(t, k) =
g˜q,m,n
c
+ 2vq(t+ (n− 1 + (k − 1)N)Tr)/c, (5)
where the bistatic range g˜q,m,n = g˜qT,n + g˜
q
R,m with
g˜qT,n = ||pt − p˜qT,n||
= ((xq,n + xe,q − x)2 + (yq,n + ye,q − y)2 + (zq,n + ze,q − y)2)1/2,
(6)
and
g˜qR,m = ||pt − p˜qR,m||
= ((xq,m + xe,q − x)2 + (yq,m + ye,q − y)2 + (zq,m + ze,q − y)2)1/2.
(7)
Note that the bistatic range depends on the position error of
each radar sensor. In practice, modern vehicle manufacturing allows
control of sensor position error to sub-centimeter levels [44]. Hence,
considering this error is much smaller than the range resolution and
antenna array aperture, applying Taylor series expansion yields
3g˜qT,n = ||pt − p˜qT,n|| = ||pt − pqT,n||+ pHe,qpt,q = gqT,n + ◦(gqT,n),
(8)
and
g˜qR,m = ||pt − p˜qR,m|| = ||pt − pqR,m||+ pHe,qpt,q = gqR,m + ◦(gqR,m).
(9)
The small position error of each radar sensor, hence, does not affect
the range and DoA estimates of targets. The bistatic range becomes
g˜q,m,n = gq,m,n + ◦q , (10)
where gq,m,n = gqT,n+g
q
R,m and ◦q = ◦(gq,m,n). The target follows
the Swerling I model [45] so that its unknown reflection coefficient
α˜q remains constant across the CPI. Only when the view angles from
different radar sensors are significantly different, the target coefficient
is considered different for each radar. This is the case with non-
coherent imaging. In coherent processing, the target reflectivity is
identical across all sensors.
The signal reflected off the target and received at m-th antenna is
sq,m,n(t, k) = α˜qrect
(
t− σq − τq,m,n(t, k)
Tp
)
ej2pif
q
c (t−σq−τq,m,n(t,k)+(n−1+(k−1)N)Tr)ejpiBr(t−σq−τq,m,n(t,k))
2
.
(11)
The FMCW receiver mixes this signal with the transmit waveform
of the same radar transmitter to produce the baseband signal
y˜q,m,n(t, k) = α˜qrect
(
t− σq − τq,m,n(t, k)
Tp
)
e−j2pif
q
c τq,m,n(t,k)ejpiBr(−2(t−σq)τq,m,n(t)+τ
2
q,m,n(t,k)). (12)
Changing the variables t = tc + σq yields
y˜q,m,n(tc, k) = α˜qrect
(
tc − τq,m,n(tc + σq , k)
Tp
)
e−j2pif
q
c τq,m,n(tc+σq,k)ejpiBr(−2(tc)τq,m,n(tc+σq,k)+τ
2
q,m,n(tc+σq,k)).
(13)
Substituting delay expression and omitting higher order phases gives
yq,m,n(tc, k) = α˜qcqc◦,qe−j2pif
q
c gq,m,n/c
e
−j2pi
(
2fqc v
c
+
Brgqmn
c
)
tc
e−j2pi
2fqc vTr
c
(n−1+(k−1)N)),
(14)
where cq = e−j2pif
q
c
2vq
c
σq is the complex phase term due to σq and
c◦,q = e−j2pi
Br◦q
c
tc is the phase term due to sensor position error.
By definition, we note that both cq and co,q are dependent on
the positions of target and q-th radar sensor. This makes the phase
uncertainty different from the conventional phase errors encountered
in autofocusing problems of synthetic aperture radar (SAR) imaging
[46]. Owing to the small position error in mounting the radars, we
omit the high-order term oq in the sequel. Thus, (14) becomes
yq,m,n(tc, k) = α˜qcqe
−j2pifqc gq,m,n/c
e
−j2pi
(
2fqc v
c
+
Brgqmn
c
)
tc
e−j2pi
2fqc vTr
c
(n−1+(k−1)N)).
(15)
Then, incorporating the time-synchronization-induced phase term cq
into the signal amplitude, i.e., αq = α˜qcq , gives
yq,m,n(tc, k) = αqe
−j2pifqc gq,m,n/c
e
−j2pi
(
2fqc v
c
+
Brgqmn
c
)
tc
e−j2pi
2fqc vTr
c
(n−1+(k−1)N)).
(16)
In (16), we used tc to replace tq because the relative local timing
at different sensors is same. This implies that when each radar sensor
is synchronized within itself, the received signal model - except for a
complex phase term - depends on only local time, which is same for
all radars. This holds as long as the frame times of different radars
are coarsely synchronized. In addition, the above calculations reveal
that the time synchronization primarily affects the Doppler frequency
estimates. For static target and radar, the model is identical for both
synchronous and asynchronous operations. In automotive scenarios,
radars often encounter several stationary targets on and alongside the
road. The static target model simplified as
sq,m,n(tc) = αqKe
−j2pi(fqc+Brc tc)gq,m,n/c , αqhqmn(tc). (17)
III. JOINT RECEIVED SIGNAL PROCESSING
We now consider three different automotive radar techniques to
jointly process the received signal. The first method employs radar
point clouds that are the result of the received signal processed
by constant false-alarm rate (CFAR) algorithms, which return those
reflection points that exceed reflection amplitude thresholds. The
non-coherent and coherent imaging methods operate on raw signals
(instead of the processed estimates used by point-cloud fusion).
A. Point-cloud fusion
A point-cloud generated at each q-th radar sensor is a set of 4-D
points that comprise estimates of target’s range, DoA, Doppler, and
amplitude as {rˆq, θˆq, φˆq, vˆq, αˆq}. The estimation accuracy of these
parameters is improved by fusing the point-clouds of each sensor. The
displaced sensor imaging refines target estimation based on the set of
measurements from all sensors. For example, consider the estimation
of target position. Then, point-cloud fusion exploits both rˆq , and θˆq
and φˆq as follows. Define Φ = [x, y, z]T as unknown parameter
vector of target position. The estimates of range and DoA are
rˆq = rq(Φ) + nr,q ,
θˆq = θq(Φ) + nθ,q ,
φˆq = φq(Φ) + nφ,q (18)
where nr,q , and nθ,q and nφ,q are the measurement noises. The range
and DoA measurements at the q-th radar are, respectively,
rq(Φ) = ((x− xq,1)2 + (y − yq,1)2)1/2, (19)
θq(Φ) = tan
−1
(
y − yq,1
x− xq,1
)
, (20)
φq(Φ) = tan
−1
(
z − zq,1
((x− xq,1)2 + (y − yq,1)2)1/2
)
. (21)
The point-cloud fusion does require the position of individual radar
sensor which may affect the performance. However, as mentioned
earlier, this position error can be ignored in the fusion processing.
Stacking measurements from all Q radars gives
z = f(Φ) + n, (22)
where z = [rˆ1, · · · , rˆQ, θˆ1, · · · , θˆQ]T , f(Φ) = [r1(Φ), · · · , rQ(Φ),
θ1(Φ), · · · , θQ(Φ)]T , and n ∼ N(0,Rn) is Gaussian noise. The
probability density function of the measurements z is p(z,Φ) =
p(z|Φ)po(Φ). The point-cloud fusion aims at improving the accuracy
of the estimation of Φ by maximizing the posterior distribution.
B. Non-coherent processing
In non-coherent case, the target reflection coefficient observed at
each radar sensor is different. Per (16), in the presence of noise,
the ns = 1, · · · , Ns discrete-time non-coherent measurements after
sampling at interval Ts in fast-time are
zq,m,n(ns, k) = αqhq,m,n(ns, k) + nq,m,n(ns, k), (23)
where
4hq,m,n(ns, k) = e
−j2pifqc gq,m,n/c
e
−j2pi
(
2fqc v
c
+
Brgqmn
c
)
nsTs
e−j2pi
2fqc vTr
c
(n−1+(k−1)N)).
(24)
Stacking these in a single vector, we obtain znc =
[z1,1,1(1, 1), · · · , zQ,M,N (Ns,K)]T such that
znc = (α⊗ IMNKNs×1) ◦ h(Φ) + nnc, (25)
where α = [α1, · · · , αQ]T and h(Φ) = [h111(1, 1), · · · ,
hQMN (Ns,K)]. We further define Φ1 = [ΦT ,α]T . The noise
follows circular symmetric Gaussian distribution, i.e., nnc ∼
CN (0,Rnc) and αq are i.i.d Gaussian random variables following
αq ∼ CN (0, σ2).The probability density function is conditioned
on the amplitude as p(znc,Φ|α) = p(znc|Φ,α)po(Φ), where Φ
is independent of α, i.e., po(Φ) = po(Φ|α). The non-coherent
processing method estimates the target position based on the posterior
probability distribution.
C. Coherent processing
When the antennas are well-calibrated over the sensors, then
all radars view the target with identical reflection coefficient, i.e.,
α˜q = α. Conventional coherent processing assumes perfect synchro-
nization so that cq in (16) is irrelevant here. These are strong and
often impractical assumptions for automotive applications. However,
coherent processing does provide the best achievable performance
bound and serves as a benchmark. In practice, the antennas could
be calibrated in advance and as long as the synchronization error is
estimated correctly, coherent processing could still be employed. The
measurements for the coherent processing are
xc = αh(Φ) + nc, (26)
where the noise nc ∼ CN (0,Rc) and α ∼ CN (0, σ2). Define Φ2 =
[ΦT , α]T . Assuming the signal parameter α is independent of Φ, the
probability density function is p(xc,Φ|α) = p(xc|Φ, α)po(Φ).
IV. PERFORMANCE BOUNDS
We derive BCRLB for each of these three modes based on prior
information on Φ. In the performance bound derivation, we focus
on the case when both radar and target are static which simplifies
the analysis yet still provides the insights into the performance of
different systems.
Theorem 1 (Point-cloud fusion BCRLB). Given the prior Φ ∼
N(Φo,Ro), the BCRLB for point-cloud fusion is the inverse of the
Fisher Information Matrix (FIM)
FΦ = E{Fl}+ F0, (27)
where Fl and F0 are determined by deterministic CRLB and prior
information, respectively.
Proof: For conventional processing, the deterministic CRLB is
based on the likelihood function p(x|Φ) as
CΦˆ = Ex|Φ
{
(Φ− Φˆ)(Φ− Φˆ)T}  F−1l , (28)
where the FIM Fl is
Fl = −E
{
∂2 ln p(x|Φ)
∂Φ2
}
= E
{(
∂ ln p(x|Φ)
∂Φ
)(
∂ ln p(x|Φ)
∂Φ
)T}
. (29)
The BCRLB is based on posterior distribution p(Φ|x) =
p(x|Φ)po(Φ),
CΦˆ = Ex,Φ
{
(Φ− Φˆ)(Φ− Φˆ)T}  F−1Φ , (30)
where the Bayesian FIM F for point-cloud fusion processing is [47]
FΦ = −Ex,Φ
{
∂2 ln p(Φ,x)
∂Φ2
}
= −Ex,Φ
{
∂2 ln p(x|Φ)
∂Φ2
}
− EΦ
{
∂2 ln po(Φ)
∂Φ2
}
= EΦ
{
−Ex|Φ
{
∂2 ln p(x|Φ)
∂Φ2
}}
− EΦ
{
∂2 ln po(Φ)
∂Φ2
}
= EΦ{Fl}+ Fo. (31)
Using the noise covariance, Fl = gTR−1n g, with g =
∂f(Φ)
∂Φ
where
∂rq
∂Φ
=
[
x− xq
rq
,
y − yq
rq
,
z − zq
r − q
]
, (32)
∂θq
∂Φ
=
[
∂θq
∂x
,
∂θq
∂y
,
∂θq
∂z
]
. (33)
with
∂θq
∂x
=
(
1 +
(
y − yq
x− xq
)2)−1
yq − y
(x− xq)2 , (34)
∂θq
∂y
=
(
1 +
(
y − yq
x− xq
)2)−1
1
x− xq , (35)
∂θq
∂z
= 0. (36)
and
∂φq
∂Φ
=
[
∂φq
∂x
,
∂φq
∂y
,
∂φq
∂z
]
. (37)
with
∂φq
∂x
=
(
1 +
(
z − zq
((x− xq)2 + (y − yq)2)1/2
)2)−1
(xq − x)(z − zq)
((x− xq)2 + (y − yq)2)3/2 , (38)
∂φq
∂y
=
(
1 +
(
z − zq
((x− xq)2 + (y − yq)2)1/2
)2)−1
(yq − y)(z − zq)
((x− xq)2 + (y − yq)2)3/2 , (39)
∂θq
∂z
=
(
1 +
(
z − zq
((x− xq)2 + (y − yq)2)1/2
)2)−1
1
((x− xq)2 + (y − yq)2)1/2 . (40)
Using the prior Φ ∼ N(Φo,Ro) yields Fo = R−1o .
Theorem 2 (Non-coherent processing BCRLB). Given the determin-
istic but unknown nuisance parameters α, the BCRLB of Φ in case
of non-coherent processing is conditioned on α as
F−1Φ = (EΦ
{
FΦ,Φ
}
+Fo−EΦ
{
FΦ,α
}
F−1α,αEΦ
{
Fα,Φ
}
)−1. (41)
Proof: The BCRLB conditioned on α is
CΦ|α = Exc,Φ|α{(Φ− Φˆ)(Φ− Φˆ)T }  F−1Φ . (42)
The nuisance parameters make it difficult to directly arrive at the
BCRLB of Φ. Therefore, we derive it from the BCRLB of Φ1, which
is a hybrid lower bound because of presence of both random and
deterministic parameters. The BCRLB of Φ1 is
CΦ1 = Exc,Φ|α{(Φ1 − Φˆ1)(Φ1 − Φˆ1)T }  F−1, (43)
where F , EΦ{Fl}+ Fp with
5Fl = −Exnc|Φ;α
{
∂2 ln p(xnc|Φ;α)
∂Φ21
}
, (44)
Fp = −EΦ1
{
∂2 ln po(Φ1)
∂Φ21
}
=
[
Fo 0
0 0
]
. (45)
In block matrix form,
Fl =
[
FΦ,Φ FΦ,α
Fα,Φ Fα,α
]
, (46)
so that
F =
[
EΦ
{
FΦ,Φ
}
+ Fo EΦ
{
FΦ,α
}
EΦ
{
Fα,Φ
}
Fα,α
]
. (47)
Taking the Shur complement of (47) completes the proof.
In order to evaluate (41), we need to explicitly derive (44). From
(25), we have ux , ∂h(Φ)∂x = h(Φ) ◦ Gx(Φ), with Gx(Φ) =
[Gx1,1,1,1, · · · , Gxq,m,n,ns , · · · , GxQ,M,N,Ns ] such that
Gxq,m,n,ns = j2pi
(
fqc
c
+
Brtns
c2
)
∂gqmn
∂x
, (48)
∂gqmn
∂x
=
x− xqn
((xqn − x)2 + (yq,n − y)2 + (zq,n − z)2)1/2
+
x− xqm
((xqm − x)2 + (yq,m − y)2 + (zq,n − z)2)1/2
. (49)
where gqmn is given by
gqmn = ((xqn − x)2 + (yq,n − y)2 + (zq,n − z)2)1/2
+ ((xq,m − x)2 + (yq,m − y)2 + (zq,m − z)2)1/2
(50)
The uy , ∂h(Φ)∂y = h(Φ) ◦Gy(Φ) is defined similarly.
Gyqmnns = j2pi
(
fc
c
+
Brtns
c2
)
∂gqmn
∂y
(51)
∂gqmn
∂y
=
y − yq,n
((xq,n − x)2 + (yq,n − y)2 + (zq,n − z)2)1/2
+
y − yq,m
((xq,m − x)2 + (yq,m − y)2 + (zq,m − z))1/2
(52)
The uz , ∂h(Φ)∂z = h(Φ) ◦Gz(Φ) is defined similarly.
Gzqmnns = j2pi
(
fc
c
+
Brtns
c2
)
∂gqmn
∂z
(53)
∂gqmn
∂z
=
z − zq,n
((xq,n − x)2 + (yq,n − y)2 + (zq,n − z)2)1/2
+
z − zq,m
((xq,m − x)2 + (yq,m − y)2 + (zq,m − z))1/2
(54)
Let A = diag{α ⊗ 1MNNs} and RA = E[AR−1nc A].
Assuming that the noise components over different radar
sensors are i.i.d., the inverse of the noise covariance matrix is
R−1nc = diag{R−11,1, · · · ,R−1Q,Q}, where R−1q,q is the inverse of the
noise covariance matrix of the q-th radar. We define hq(Φ) , Sq(Φ),
meaning that hq(Φ) consists of the rows as indexed in the set of
Sq of h(Φ), with Sq = {(q − 1)MNNs + 1, · · · , qMNNs}. In
other words, hq(Φ) = [hq,1,1(t1), · · · , hq,M,N (tNs)]T . Similarly,
define uqx = ux(Sq, 1) and uqy = uy(Sq, 1). Then, the FIM is
Fl =

Fl(x, x) Fl(x, y) Fl(x, z) Fl(x, α
1
r) · · · Fl(x, αQr ) Fl(x, α1i ) · · · Fl(x, αQi )
Fl(y, x) Fl(y, y) Fl(y, z) Fl(y, α
1
r) · · · Fl(y, αQr ) Fl(y, α1i ) · · · Fl(y, αQi )
Fl(z, x) Fl(z, y) Fl(z, z) Fl(z, α
1
r) · · · Fl(z, αQr ) Fl(z, α1i ) · · · Fl(z, αQi )
Fl(α
1
r, x) Fl(α
1
r, y) Fl(α
1
r, z) Fl(α
1
r, α
1
r) · · · Fl(α1r, αQr ) Fl(α1r, α1i ) · · · Fl(α1r, αQi )
...
...
...
...
...
...
...
...
...
Fl(α
Q
r , x) Fl(α
Q
r , y) Fl(α
Q
r , z) Fl(α
Q
r , α
1
r) · · · Fl(αQr , αQr ) Fl(αQr , α1i ) · · · Fl(αQr , αQi )
Fl(α
1
i , x) Fl(α
1
i , y) Fl(α
1
i , z) Fl(α
1
i , α
1
r) · · · Fl(α1i , αQr ) Fl(α1i , α1i ) · · · Fl(α1i , αQi )
...
...
...
...
...
...
...
...
...
Fl(α
Q
i , x) Fl(α
Q
i , y) Fl(α
Q
i , z) Fl(α
Q
i , α
1
r) · · · Fl(αQi , αQr ) Fl(αQi , α1i ) · · · Fl(αQi , αQi )

(55)
with
Fl(x, x) = 2u
H
x RAux,
Fl(x, y) = 2<{uHx RAuy},
Fl(x, z) = 2<{uHx RAuz},
Fl(y, y) = 2u
H
y RAuy,
Fl(y, z) = 2u
H
y RAuz,
Fl(x, α
q
r) = 2<{(αquqx)HR−1q,qhq(Φ)},
Fl(y, α
q
r) = 2<{(αquqy)HR−1q,qhq(Φ)},
Fl(z, α
q
r) = 2<{(αquqz)HR−1q,qhq(Φ)},
Fl(x, α
q
i ) = 2={hq(Φ)HR−1q,q(αqux)},
Fl(y, α
q
i ) = 2={hq(Φ)HR−1q,q(αquqy)},
Fl(z, α
q
i ) = 2={hq(Φ)HR−1q,q(αquqz)},
Fl(α
q
r, α
q
r) = 2hq(Φ)
HR−1q,qhq(Φ),
Fl(α
q
i , α
q
i ) = 2hq(Φ)
HR−1q,qhq(Φ),
Fl(α
q
r, α
q
i ) = Fl(α
q1
r , α
q2
r ) = Fl(α
q1
i , α
q2
i ) = Fl(α
q1
r , α
q2
i ) = 0.
(56)
Theorem 3 (Coherent processing BCRLB). Given the deterministic
but unknown nuisance parameter α, the BCRLB of Φ in case of
coherent processing is conditioned on α as
F−1Φ = (EΦ
{
FΦ,Φ
}
+ Fo − EΦ
{
FΦ,α
}
F−1α,αEΦ
{
Fα,Φ
}
)−1. (57)
Proof: The proof follows by substituting αq = α, q = 1, · · · , Q
in the BCRLB of non-coherent processing. Define Φ2 = [Φ, α],
then following the development in the non-coherent processing, the
BCRLB is given by
CΦ2 = Exc,Φ|α[(Φ2 − Φˆ2)(Φ2 − Φˆ2)T ]  F−1, (58)
where F , EΦ[Fl] + Fp with Fl given by
Fl = −Exnc|Φ;α
{
∂2lnp(xnc|Φ;α)
∂Φ22
}
, (59)
and Fp given by
Fp = −EΦ2
{
∂2 ln po(Φ2)
∂Φ22
}
=
[
Fo 0
0 0
]
. (60)
Similarly, write the likelihood Fisher information into a block matrix
6form,
Fl =
[
FΦ,Φ FΦ,α
Fα,Φ Fα,α
]
, (61)
then,
F =
[
EΦ {FΦ,Φ}+ Fo EΦ {FΦ,α}
EΦ {Fα,Φ} Fα,α
]
. (62)
Based on (62), applying the Schur complement theory, we can write
the BCRLB conditioned on α as:
F−1Φ = (EΦ {FΦ,Φ}+Fo−EΦ {FΦ,α}F−1α,αEΦ {Fα,Φ})−1. (63)
To complete the BCRLB derivation, the
likelihood Fisher information matrix is
Fl =

Fl(x, x) Fl(x, y) Fl(x, z) Fl(x, αr) Fl(x, αi)
Fl(y, x) Fl(y, y) Fl(y, z) Fl(y, αr) Fl(y, αi)
Fl(z, x) Fl(z, y) Fl(z, z) Fl(z, αr) Fl(z, αi)
Fl(αr, x) Fl(αr, y) Fl(αr, z) Fl(αr, αr) Fl(αr, αi)
Fl(αi, x) Fl(αi, y) Fl(αi, z) Fl(αi, αr) Fl(αi, αi)

=

2σ2uHx R
−1
c ux 2σ
2<{uHx R−1c uy} 2σ2<{uHx R−1c uz} 2<{αHuHx R−1c h(Φ)} 2={h(Φ)HR−1c uxα}
2σ2<{uHx R−1c uy} 2σ2uHy R−1c uy 2σ2<{uHy R−1c uz} 2<{αHuHy R−1c h(Φ)} 2={h(Φ)HR−1c uyα}
2σ2<{uHx R−1c uz} 2σ2<{uHy R−1c uz} 2σ2uHz R−1c uz 2<{αHuHz R−1c h(Φ)} 2={h(Φ)HR−1c uzα}
2<{αHuHx R−1c h(Φ)} 2<{αHuHy R−1c h(Φ)} 2<{αHuHz R−1c h(Φ)} 2h(Φ)HR−1c h(Φ) 0
2={h(Φ)HR−1c uxα} 2={h(Φ)HR−1c uyα} 2={h(Φ)HR−1c uzα} 0 2h(Φ)HR−1c h(Φ)

(64)
V. DISPLACED SENSOR IMAGING
It follows from the performance bounds (see also Section VI-B)
that the point-cloud fusion method has the least computational load
as well as the worst performance when compared with both non-
coherent processing and coherent processing. Based on asynchronous
clock assumption, coherent processing is not directly usable. There-
fore, we first focus on developing displaced sensor imaging for
the non-coherent mode using reduced-rate sensing and block-sparse
reconstruction. Then, we devise a more effective coherent imaging
process taking into account the synchronization errors.
A. Non-coherent imaging
Beginning with the basic signal model in (16), define
hqmnkns = e
−j2pifqc gq,m,n/c
e
−j2pi
(
2fqc v
c
+
Brgqmn
c
)
nsTs
e−j2pi
2fqc vTr
c
(n−1+(k−1)N)).
(65)
The received echo from the target is yqmn(ns, k) =
αqhqmnkns . Stacking all indices gives ync =
[α1h11111,··· ,αQhQMNKNs ]
T , (α ⊗ IMNKNs×1) ◦ h(Φ),
where h(Φ) = [h11111, · · · , hQMNKNs ]T . In the presence of noise,
the received signal from single target becomes
rnc = (α⊗ IMNKNs×1) ◦ h(Φ) + nnc , hα(Φ) + nc. (66)
Assume the field of view is divided into multiple sets of Φl =
(xl, yl, zl)
T , l = 1, · · · , L. Defines hα(Φl) = (αl ⊗ IMNKNs×1) ◦
h(Φl). Then, for multiple targets, the received signal is
rnc = Hαc + nc, (67)
where Hα = [hα(Φ1), · · · ,hα(ΦL)] and c = [c1, · · · , cL]T has
elements 1 or 0 depending on the presence or absence of a target.
Here, the reflection coefficient is subsumed into Hα, making it
difficult to directly estimate the coefficient. In the sequel, we present
a model in which the coefficient is easily estimated.
From (16), define A = diag{α} so that the received signal for
single target becomes
rnc = (α⊗ IMNKNs×1) ◦ h(Φ) + nnc
= vec{[h1(Φ), · · · ,hQ(Φ)]A}+ nnc
= (IQ ⊗H)vec{A}+ nnc = (IQ ⊗H)Sα+ nnc
, Hs(Φ)α+ nnc,
(68)
where S is the selection matrix such that vec{A} = Sα. Define the
point target response function (PTRF) of non-coherent processing as
F (Φ) = (Hs(Φ)α)
H(Hs(Φ)α)
=
Q∑
q=1
|αq |2hHq (Φ)hq(Φ).
(69)
Note that, although there is no processing loss in signal integration,
the resolution is largely limited by that of each individual sensor.
Later, in Section VI-A, we compare this with the PTRF of coherent
processing.
Generalizing the above for multiple targets yields
rnc =
P∑
p=1
Hs(Φtp )αp = H˜sα˜+ nnc, (70)
where H˜s = [Hs(Φt1), · · · ,Hs(ΦtP )] and α˜ = [α1; · · · ,αP ]
with αp = [αp,1; · · · ;αp,Q] standing for the Q signal reflection
coefficient for the p−th target. It follows from (70) that, similar
to conventional imaging, the target position is captured in Φtp but,
differently, the reflectivity is captured in a vector of same size as the
number of displaced sensors.
From (70), discretizing the field of view into Φl results in the
following sparse localization model
rnc =
P∑
p=1
Hs(Φp)αp = Hb + nnc, (71)
where H = [Hs(Φ1), · · · ,Hs(ΦL)] is the basis matrix and b =
[b1; · · · ; bL] is a block-wise sparse vector, with bl = 0 if there is
no target at Φl and bl = αp only if the p−th target is located at
Φl. To recover b in (71), we adopt the following block-sparse image
recovery algorithms.
71) `1-norm optimization for direct sparse-recovery: The common
`1-norm minimization [48] provides the estimate bˆ by solving the
optimization problem
minimize
b
||b||1 subject to ||Hb− rnc||2 6 , (72)
where  is some constant related to the noise variance. For displaced
radars, prior information on target is available from existing high-
definition maps and other sensor measurements. For instance, the
position of target may follow a known normal distribution Φ ∼
CN (Φ0,RΦ). This prior knowledge is difficult to be incorporated
into the general formulation of (67). Hence, instead, we consider the
prior on c for which a common prior model is the Laplace distribution
p(c) ∝ e−|c|1/ν . Then, using the posterior distribution,
p(c|rnc, α) = p(rnc|c, α)p(c), (73)
and assuming the likelihood distribution to be Gaussian, the maxi-
mum a posteriori probability (MAP) estimate leads to
J = ||rnc −Hαc||2 + µ||c||1, (74)
where the regulation factor µ needs to be carefully selected to achieve
good performance. It follows from (74) that the posterior distribution
leads to a sparse imaging problem with unknown variables α.
2) Block-wise Orthogonal Matching Pursuit: The conventional `1-
norm minimization does not exploit the block-sparse structure. We
propose a block-wise Orthogonal Matching Pursuit (OMP) which
is more efficient in implementation. We first ascertain the index of
the potential target so that the correlation between rk and the basis
function Hs(Φl) is maximized. This is equivalent to finding
λt = argminl||rk −Hs(Φl)α||2. (75)
Once this block index is identified, find the coefficient so that the
new residual is
min||rk −
∑
i∈SI
Hs(Φi)αi||2 (76)
3) Dimensionality issues: One major concern in the above-
mentioned imaging is processing the high-dimensional signal znc.
When the field of view is large, then the computation load becomes
prohibitive. It is possible to mitigate this by employing CS-based
sensing in the space and time domains [36]. From (71), assume the
measurement matrix G is able to compress the measurements rnc
into a set of samples of smaller dimensions. The resulting signal is
v = Grnc = GHb + n˜nc , G˜b + n˜nc (77)
The block-sparse vector b may now be obtained with fewer samples
and lower computational power.
The non-coherent imaging provides better angular resolution with
multiple radar sensors than using a single sensor. Apart from lack
of synchronization, the non-coherency may arise from factors such
as antenna array calibration error and target fluctuation in spatial
domain. The improvement in the angular resolution is mainly because
of the triangulation effect from the displaced sensor geometry. This
radar imaging system is more flexible and robust to system errors.
B. Coherent imaging
Coherent imaging exploits the fact that the time synchronization
error is constant in each frame. Hence, if this error is estimated,
then the limited antenna element separation on vehicles implies
that different sensors have identical views of the target. Meanwhile,
antenna phase impact is also constant and calibrated in advance. Thus,
for each target, we have α˜q = α˜. We now apply the non-coherent
imaging procedure and estimate the coarse image. From the image,
pick a single strong and isolated target (one could also use multiple
targets in this step). Then, the received signal for the single target is
yc = (αc ⊗ IMNKNs×1) ◦ h(Φ), (78)
where αc = [α˜, α˜c2, · · · , α˜cQ]. Using this strong target, construct
the matched filter according to h(Φ) with identical target reflection
coefficients. Then, assuming Gaussian noise, the maximum likelihood
approach estimates the target coefficient from the measurement data.
For each sensor, we get αˆq, q = 1, · · · , Q outputs. The relationship
between αˆ1, αˆq is simply αˆq = αˆ1cq . Thus, from this relationship
and the definition of cq , we estimate the time synchronization error
σˆq . If we select more targets, the estimates are averaged for improved
accuracy. Once the synchronization error estimated, the signal in (78)
becomes
yc = (αc ⊗ IMNKNs×1) ◦ h(Φ)
= α˜hc(Φ),
(79)
where
hc(Φ) = ([1, c1, · · · , cQ]T ⊗ IMNKNs×1) ◦ h(Φ). (80)
From (80), construct the PTRF of the coherent processing as
Fc(Φ) = (α˜hc(Φ))
H(α˜hc(Φ))
= |α˜|2hH(Φ)h(Φ). (81)
It follows from (81) that the integration gain is achieved over the
column vector h(Φ) and the resolution is limited now by the full
aperture determined by all the individual radars.
The coherent received signal with synchronization is
rc = Hα+ nc, (82)
where H = [hc(Φ1), · · · ,hc(ΦL)] is the basis matrix and α =
[α1; · · · ;αL] is a sparse vector with αl = 0 if there is no target
at Φl and αl = αp only if the p−th targets is located at Φl.
Since the basis matrix is constructed with synchronization estimates
hc(φ), this coherent imaging is simply a sparse recovery problem
without block structure (different from non-coherent imaging) and
is solved by conventional known methods [48]. With our proposed
coherent imaging method, displaced radar sensors achieve the best
angular resolution along with improved accuracy using non-coherent
measurements from multiple radar sensors.
C. Bayesian CS Imaging
The aforementioned non-coherent and coherent imaging methods
are based on the deterministic CS, which does not exploit the prior
information on the objects to be imaged. We incorporate Bayesian
imaging by adopting relevance vector machine (RVM) which bal-
ances the efficiency in computations and the accuracy in the results.
We briefly summarize the key steps of this algorithm; for more
details, the reader may refer to [49–51]. In RVM, a hierarchical prior
is used. Assume the target distribution vector α in (82) is conditioned
on the priors as
p(α|β) =
L∏
i=1
CN (αi|0, β−1i ), (83)
where βi is the inverse-variance of a Gaussian density function. Then,
a gamma prior is considered for β, i.e.
p(β|a1, b1) =
L∏
i=1
Γ(βi|a1, b1), (84)
as well as the inverse of the noise variance, i.e., β0 = 1/σ2, with
p(β0|a2, b2) = Γ(β0|a2, b2), (85)
where
Γ(x|a0, b0) = (b0)
a0
Γ(a0)
xa0−1e−b0x, (86)
8Fig. 2. Illustration of displaced radars and target geometry.
with Γ(x) being the gamma function.
The Bayesian recovery relies on the posterior probability distribu-
tion p(α, β, β0|rc), which is decomposed as
p(α, β, β0|rc) = p(α|rc, β, β0)p(β, β0|rc). (87)
The posterior distribution over the α is
p(α|rc, β, β0) = CN (α|µ,Σ), (88)
where the mean and covariance are, respectively,
µ = σ−2ΣHHrc, (89)
Σ = (σ−2HHH + B)−1, (90)
with B = diag(β1, · · · , βL). This means that in the presence of
parameters β, β0, the target scattering vector is inferred from the
posterior distribution. Thus, the learning problem turns into the
estimation of these parameters. In RVM, these are obtained from
the data by performing the Type-II maximum likelihood procedure,
i.e. to maximize the following over the parameters,
p(rc|β, β0) =
∫
p(rc|α, β0)p(α|β)dα
= Nc(rc|0, C),
(91)
where C = σ2I + HB−1HH . The maximization of p(β, β0|rc) ∝
p(rc|β, σ2)p(β)p(σ2) is equivalent to the maximization of
p(rc|β, β0). The estimated β is
β
(new)
i =
γi
µ2i
, (92)
where µi = µ(i), γi = 1− βiΣ(i, i) and noise variance estimate
(σ2)(new) =
||rc −Hµ||2
L−∑i γi . (93)
VI. NUMERICAL EXPERIMENTS
We validated our approach through extensive numerical experi-
ments. In all simulations, we consider a front-looking radar con-
figuration, which is more challenging in obtaining high resolution
imaging. The geometry between radar and targets are illustrated in
Fig.2, where each of the radar has a virtual uniform linear antenna
array. The general system setup and parameters are given in Table-I.
In different simulation scenarios, there are some minor changes to
the parameters which will be stated separately.
A. Point target response function
In this section, we show the point target response function in
a typical automotive radar scenario for single radar sensor, non-
TABLE I
RADAR SIMULATION PARAMETERS
Radar parameters
Radar sensor position Radar velocity
Radar-1:(0m,0m) (1,15)m/s
Radar-2:(0m,1m)
Radar-3:(0m,2.5m)
Target parameters
Imaging area Target position
X-area: [-8,8] (0m,25m)
Y-area: [15,35]
Radar waveform
Bandwidth 500MHz
Tp 5us
fs 30MHz
Tr 30us
fc 77:0.5:78 GHz
K 10
Fig. 3. Comparison of PTRFs for various imaging methods.
coherent processing, and processing in order to illustrate the prop-
erties, the potentials and challenges of various processing method.
In the simulation, we take the following setup as listed in I. We
show the PTRF of single radar sensor, the non-coherent processing,
and the coherent processing in Fig. 3 and Fig. 4. From these two
plots we can see that the single sensor enjoys low sidelobe level
in the response function but with the worst resolution capability
while the coherent processing has the highest sidelobe level and
best resolution. The presence of the high sidelobe may disturb the
imaging quality significantly in the coherent processing if not treated
properly. The single radar processing has lower integration gain as
compared to the non-coherent processing and coherent processing
since it has only data from one radar sensor. Also looking into Fig.
5 and Fig. 6, the three method has similar resolution in the range
dimension which is mainly determined by the bandwidth of radar
signal. Meanwhile, the resolution of non-coherent processing in the
cross-range dimension is slightly better than that of the single radar,
thanks to the displacement between radars providing triangulation
effect. In general, the resolution improvement is radar geometry
dependent and better resolution can be achieved through optimizing
the position of different radar sensors. Based on the point target
response function, we can see that the major challenge in the coherent
processing is the sidelobe suppression.
9Fig. 4. PTRF comparison with image plots.
Fig. 5. Range cuts of PTRFs.
B. Performance bounds
We evaluated different performance bounds on the accuracy of
position through numerical experiments. In particular, we compute
the average of the bounds on positions, i.e.
F¯Φ =
F−1Φ (x, x) + F
−1
Φ (y, y)
2
. (94)
In all experiments, each MIMO radar has two transmitters and four
receivers. The receive and transmit antennas are spaced at half-
wavelength and two wavelengths, respectively. The center frequency
is 77 GHz with signal bandwidth 150 MHz, chirp duration 5 µs
and sampling frequency 10 MHz. We consider Q = 3 radar located
at coordinates [0, 0] m, [1, 0] m, and [2, 0] m within the ego-car
coordinate system. The input SNR is -30 dB. Based on the CRLBs
of frequency and DoA, this SNR leads to range estimation accuracy
of 0.06 m, and DoA estimation accuracy of 0.02◦ (at 45◦ DoA).
Using only one radar sensor, the point-cloud fusion provides a
location accuracy of about 0.1 m. The prior information on the target
follows a Gaussian distribution centered at the true position and 0.1 m
standard deviation. The target area of interest ranges [−50, 50] m and
[0, 100] m in x- and y-dimensions. We numerically computed BCRLB
conditions on the prior over 20 Monte-Carlo trials. Figure 7a and 7b
show contours of the CRLB and BCRLB for point-cloud fusion using
Fig. 6. Cross-range cut of PTRFs.
Fig. 7. Average bound on the position, i.e., F¯Φ. (a) Point-cloud fusion CRLB
with Q = 3 radars, (b) Point-cloud fusion BCRLB, Q = 3, (c) Point-cloud
fusion CRLB, Q = 1, (d) Non-coherent processing CRLB, Q = 3, (e) Non-
coherent processing BCRLB, Q = 3, (f) Coherent processing CRLB, Q = 3,
and (g) Coherent processing BCRLB, Q = 3. The radars are located at [0, 0]
m, [1, 0] m, and [2, 0] m. The Q = 1 case corresponds to the first radar.
three radars while Fig. 7c plots CRLB of one radar with respect to
the distance from radar sensors. We note that, when conventional
processing is used without considering prior information, using
three sensors significantly improves the performance of positioning
accuracy over a single radar. Exploiting prior information provides
additional improvement. Figure 7e illustrates BCRLB for, ceteris
paribus, non-coherent processing with Q = 3 sensors. It is clear that
non-coherent mode significantly improves the accuracy of multiple
displaced sensors. We further observed that the coherent processing
outperforms the non-coherent mode by a very small margin (Figs. 7d-
g).
C. Non-coherent imaging
We now illustrate the imaging performance of the single radar
sensor, and non-coherent imaging algorithms with and without ex-
ploiting the block sparsity structure using various sparsity recovery
10
Fig. 8. Performance comparison of BOMP and OMP for non-coherent
imaging
algorithms. We consider a medium range imaging scenario with 5
targets located at (-2, 20)m, (-2, 24)m, (-0.5, 22)m, (1,20)m, and
(1, 21.5)m. As for the recovery algorithm, we consider `1-norm
minimization, OMP and block OMP algorithm. The non-coherent
imaging performance is illustrated in the Figs. 8, 9, 10 below. From
these figure we can see that Using only one sensor in general leads
to worse performance than the non-coherent processing with 3 radar
sensor. Meanwhile, L1-norm can outperform the OMP if the noise
level is properly tuned. However, its computation is much slower than
the OMP approach. We thus choose not to evaluate the non-coherent
processing using L1-Norm since the computation time is even longer.
Regarding the non-coherent processing, with block sparsity constraint
can lead to improved imaging quality as compared with exploiting
sparsity directly. In particular, from Fig. 9, we see that with sparsity
constraint, the recovered targets have the same structure over the 3
radar sensors. On the contrary, directly exploiting sparsity may lead to
different image structure over the 3 radars. In addition, among all the
targets, there are two with the same y-axis and different x-axis. Those
two targets roughly located in the same range cell of the first radar
sensor and the separation is within the angular resolution. Thus, it will
be more difficult for the first sensor to reliably recover both with high
quality. The block sparsity recovery based non-coherent processing
can exploit the geometry advantage to have better resolution and
imaging instead.
D. Coherent imaging
Simulation results is given here to illustrate the improved per-
formance of the proposed coherent imaging. In this simulation, we
consider the case there are two closely spaced targets located at (0m,
24m) and (0.5m, 24m) among a group of 5 targets. They cannot be
separated by the non-coherent processing, and the typical recovery
results can be seen from Fig. 11. However, after processing based
on the proposed coherent imaging, the two targets can be clearly
seen in the image, as can be seen from typical recovery results like
that in Fig. 12. The target at the most top-left corner is selected
for synchronization estimation. The synchronization error in this
simulation is set as 10us and 5us for sensor-2 and sensor-3 with
respect to sensor-1, respectively. From these results, we can see that,
with automatic synchronization the coherent imaging can achieve
better resolution than the non-coherent imaging. The impact of time
offset on the imaging is shown in Fig. 15. We can see that the
Fig. 9. Performance comparison of BOMP and OMP for non-coherent
imaging.
Fig. 10. Performance comparison of BOMP, OMP, and `1-N=norm for non-
coherent imaging.
presence of time offset if not properly handled, would blur the image
of coherent imaging. We further consider some near range imaging
scenario. In this scenario, there are 4 reflection points closely spaced
with each other within the angular resolution with the same range
and there are 9 points closely space with each other along the range
direction with distance of one range resolution determined by the
bandwidth of individual radar. In the target geometry configuration,
there are four points with the same coordinate in y-axis of 5 meter
and spaced with equal distance of 0.5 meter in x-axis. Meanwhile,
there are 8 points with same x-axis coordinate of 0 meter and equally
spaced in y-axis with distance of 0.3 meter. Thus, unlike the coherent
imaging method, the non-coherent imaging could not recover all
the points with their actual positions. The coherent processing can
achieve good recovery for both target position and coefficient. The
results are shown in Fig. 13 and Fig. 14.
E. Bayesian imaging
We use the Bayesian CS approach together with the automatic
synchronization. It is implemented based on the approach in [51]
by modifying the implementation for real valued data with complex
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Fig. 11. Non-coherent imaging with closely spaced targets.
Fig. 12. Coherent imaging with closely spaced targets.
valued data. Based on the experimental evaluation, as compared
with coherent imaging, Bayesian approach can provide very similar
yet more reliable image recovery in higher SNR than the OMP
based coherent imaging. However, in low SNR, Bayesian approach
tends to give more false alarms although the target recovery remains
good. Meanwhile, the time offset has similar impact on the Bayesian
imaging as on coherent processing using OMP recovery, which
showing the blurring of the image due to the synchronization error.
In order to compare the different imaging schemes more precisely,
we provide some quantitative measuring of the imaging quality of
each of the proposed imaging algorithms. In this case, we measure
the normalized mean square error(NMSE) of the target coefficient
estimation for comparison, which is defined as,
NMSEAll = ||α/|α|max − αˆ/|αˆ|max||2 (95)
and the NMSE for targets only:
NMSEtarget = ||αt/|α|max − αˆt/|αˆ|max||2 (96)
The reason for evaluating only the target NMSE is that the recovered
imaged sometime has false alarms scattered around with much
smaller magnitude which can be eliminated in the post-processing
stage using detection techniques. Thus, this metric may better reflect
the actual accuracy of target imaging. In this study, we evaluate the
Fig. 13. Non-coherent imaging of near range targets.
Fig. 14. Coherent imaging of near range targets.
NMSE versus the signal-to-noise ratio for different imaging schemes.
100 Mont Carlo trials are run to generate the results. The target
scenario is similar with the one used in non-coherent imaging but that
the first target is 7dB higher than the rest of the target. The results
are shown in Table-II below. We also provide the vectorized target
scattering coefficient recovered by the algorithms over the 100 Mont
Carlo trials to illustrate the performance. It is shownn in Figure.16.
Meanwhile, computation time wise, the OMP based implementation
is far more efficient than the BCS, not mentioning about the L1-
Norm methods. So OMP based methods based on this study is a
better choice considering both performance and computation time.
VII. SUMMARY
We studied the automotive radar imaging with displaced sensors
that does not require accurate synchronization. We first derived the
signal model of the asynchronous displace radar sensor system, based
on which three imaging schemes were then proposed. The imag-
ing performance of these three imaging schemes were investigated
according to the BCRLB. The performance bounds suggested that
the non-coherent imaging and coherent imaging can improve the
accuracy of the displaced radar imaging significantly as compared
with single radar sensor and point-cloud fusion using multiple radars.
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Fig. 15. Time offset effect on coherent imaging.
TABLE II
NMSE COMPARISON OF DIFFERENT IMAGING SCHEMES
SNR NMSE One sensor BOMP-NCP OMP-CP BCS-CP
-10dB All 0.82 0.67 0.67 83
Target 0.74 0.67 0.67 0.17
-5dB All 0.87 0.62 0.58 0.83
Target 0.77 0.60 0.58 0.09
-0dB All 1.01 0.63 0.58 0.35
Target 0.81 0.60 0.58 0.04
5dB All 0.88 0.36 0.36 0.16
Target 0.74 0.35 0.36 0.03
10dB All 0.63 0.19 0.02 0.02
Target 0.49 0.15 0.01 0.01
These results motivated the development of non-coherent imaging and
coherent imaging. In particular, the non-coherent imaging has been
formulated as a block-sparsity recovery problem while the coherent
imaging is developed on the top of the automatic synchronization
scheme. Bayesian approach to the coherent imaging was also studied
that is able to exploit the prior information and shows improved per-
formance in certain scenarios. As compared to non-coherent imaging,
coherent imaging can achieve both improved accuracy and improved
resolution. Simulation studies were conducted and the results show
that the displaced sensor imaging can be one promising system to
improve both the resolution and accuracy of automotive radars.
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