We show how to use variational methods to prove two di erent results: Existence of periodic solutions with irrational periods of some hyperbolic equations in one dimension and existence of spatially quasi-periodic solutions of some elliptic equations.
Introduction
In this note, we will present two results. The rst is a remark about a question of ( 1 ) on whether one can use variational methods to produce solutions with irrational period of We will show that for some particular numbers there is an extremely simple answer.
The second result is to show how one can use variational methods to produce quasiperiodic solutions to some di erence equations as well as partial di erential equations and to equations involving some pseudo-di erential operators. The method of proof is related to some of the results of AubryMather theory in dynamical systems and we recover the corresponding results in dynamical systems as particular results. Of course, the Aubry-Mather theory for dynamical systems is much more developed and it includes not only results about existence of minimizing periodic orbits, but also construction of connecting orbits, etc. Many of these results do not have an analogue yet for PDE's. The connection of Aubry-Mather theory with PDE's was pointed out in ( 2 ). Results for di erence equations were obtained in ( 3 ).
Here we will present two proofs for partial di erence equations that are based respectively in ( 4 ) and ( 5 ). These strategies can be adapted to the more complicated case of partial di erential equations. As it will appear in the proof, the arguments rely just on translation invariance, comparison principles, periodicity, and a variational structure (for di erential and pseudodi erential equations we will also need some compactness properties, which amount to regularity results) and, hence they work in great generality. For the purposes of these notes we will just present the simplest cases. We point out that an important element in our proof is the consideration of the heat ow as a tool. The relevance of the heat ow for Aubry-Mather theory seems to have originated in ( 6 ) and was used in ( 7 ).
2 Periodic solutions of irrational periods for wave equations
Statement of results
We recall that a number T 2 R is called of constant type if jTk ? lj Cjkj ?1 8 k; l 2 Z. It is well known (Liouville's theorem) that all irrational numbers which solve quadratic equations with rational coe cients are of constant type. We sketch a proof of the delightful classical argument.
In e ect, if is an irrational number and P( ) a 2 + b + c = 0 with a; b; c 2 Z, we have P 0 ( ) 6 = 0 because, otherwise P(x) = a(x ? ) 2 Quadratic irrationals are not the only constant type numbers. It is easy to show that a number is constant type if and only if it has a bounded continued fraction expansion. In particular, the set of constant type numbers is uncountable (but it has measure zero).
As usual, given a function f : R R ! R satisfying f(x; t) = f(x+1; t) = f(x; t + T). We will write f(x; t) = Theorem 2.1 Let T be a number of constant type. Let V : R ! R satisfy i) 0 < V 0 , where is any number bigger than zero and depends on T in a way that will be made explicit ii) jV 00 
Then, there exist a u 2 L 2 such that:
As we will see later, the smallness hypothesis on are optimal.
Of course, u satis es a) only in the weak sense at this stage (as it is typical of variational results). For rational T, ( 1;8 ) contain a beautiful argument that shows that weak solutions are strong solutions. This argument does not seem to be available in our case. Nevertheless, we can obtain smooth solutions for constant type periods imposing smoothness in V and f and smallness in f. Theorem 2.2 Let T be an irrational constant type number as before. Assume that f 2 H r and V 2 C r+2 and that its C r+2 norm is su ciently small. Then, there is one u 2 H r which satis es u + V (u) = f The solution is unique in a ball in H r around the origin.
Note that, in particular, when V (0) = 0, f = 0, the only solution with period T is u 0 contained in a su ciently small ball around the origin.
This should be compared with the results of ( 9 ) which construct solutions of u + V (u) for many frequencies. This shows clearly that ?1 can be de ned as a bounded operator on the space of functions with zero average. Since it is clear that the average of a function in the range is zero, Ran is precisely the set of functions in H r with zero average. Clearly, it is a closed subspace. Note also that Ran( ) ? = fconstant functionsg.
The rest of the proof of Theorem 2.1 is very similar to parts of the corresponding result in ( 1;8 ), which we reproduce for the sake of completeness. Unfortunately, the bootstrap of regularity in these references, does not go through in our case, indeed, we suspect that the conclusions of the bootstrap may not be true in our case. , the second derivative of the functional S is strictly positive de nite and, therefore the functional is strictly convex. The condition above is the condition on that we alluded to in the statement of the theorem. Note that it involves T and its number theoretic properties.
If this condition holds S is a convex functional, moreover, we have S(w) akwk 2 H0 ? bkwk H0 ? c (1) for some a; b; c 2 R + .
The functional is bounded from below and we can nd a sequence w n such that S(w n ) ! inf w2Ran( ) S(w). The bounds (1) show that kw n k H0 is bounded, hence we can extract a weakly convergent subsequence by BanachAlaoglu theorem.
As it is well known, convex di erentiable functionals in Hilbert spaces are lower semi-continuous in the weak topology. Hence, the in mum is reached by the limit point and this limit point satis es the variational equations.
This nishes the proof of Theorem 2.1.
Note that the conditions in we obtained are optimal for theorems of the form indicated. If we consider V (u) = u, and is an eigenvalue of , we do not expect any solutions. The eigenvalues of get as close as desired to the value we claimed. One of the rst results of Aubry-Mather theory is that, for every ! 2 R, (2) has a solution u i such that sup i ju i ? !ij < 1. This result is somewhat surprising since for the apparently very similar equation u i+1 +u i?1 ?2u i = a with a 6 = 0, the solutions grow parabolically.
We refer to ( 11 ) for an up-to-date review of Aubry-Mather theory that, nowadays, includes not only the existence of solutions as indicated above, but much deeper geometric characterizations of the quasi-periodic invariant sets, their stable manifolds and many other geometric and dynamical properties of these sets.
We will present two proofs of the following result. The proofs are based on ( 4;5 ). There, the reader will nd more details as well as generalizations. Another proof can be found in ( 12 ). The proofs we will present make use of the heat ow, whose importance was noted in ( 6;7 ).
Our goal here is to present the argument in its simplest form so that it is clear that it is a consequence of only:
Variational structure The variational structure is somewhat local Periodicity in space of the variational problem Periodicity in the u's of the variational problem Twist conditions (comparison theorems for the gradient ow) Some mild regularity assumptions that guarantee the existence of a ow for all times as well as di erentiability of functionals As detailed in ( 4;5 ) there are several other contexts where we have the properties above and, hence we have an analogue of Theorem 3.1.
As for the locality of the variational principle, we point out that it is very mild. It will be apparent in the details of the proof. The locality requirements in the proof in ( 4 ) are slightly stronger than those in ( 5 ).
We again note that the variational structure of the problem with period- That is, if we translate the graph horizontally and vertically by integers, the graph does not cross itself.
Given ! 2 R d we denote B ! = fu j u is Birkho u i ? h!; ii 2`1g : We note that B ! is not empty since h!; ii belongs to it. We also note that if u 2 B ! then u k ? u 0 is restricted to lie in an interval of length 1. In e ect, if u k ? u 0 + l 0 then because of the Birkho property u nk+k ? u nk + l 0 and adding we obtain u (n+1)k ? u 0 + nl 0 (similarly for ). Since u (n+1)k ? h!; (n + 1)ki is to remain bounded independently of n we see that the inequality we have to pick in De nition 3.1 is the same as that when we compare h!; ki with l.
For k 2 Z d , l 2 R we introduce (C k u) i = u i+k ; R l u i = u i + l. Note that C k C j = C k+j , R l R n = R l+n and C k R l = R l C k .
A more compact notation can be obtained as follows: We say that u v , u i v i for all i (similarly for ) note that this is not a total order, there are many non-comparable elements]
Using this notation, we can say that a con guration u is Birkho if and only if, for every k 2 Z d , l 2 Z C k R l u u or C k R l u u :
This makes it clear that C k B ! = R l B ! = B ! We also note that B ! is closed under pointwise limits.
It will be important to note that the fact that a con guration is Birkho implies a priori bounds for the components. If u 2 B ! , then u k+i + l ? u i has to have the same sign as h!; ki + l. (Otherwise, applying the Birkho property, we would get a contradiction with u i ? h!; ki 2`1 ) Therefore, evaluating for i = 0 we obtain that when u 2 B ! , u k ? u 0 has to lie on an interval of length two (which we can write explicitly as a function of k).
Hence, if we consider the subset of u 2 B ! with u 0 2 a; b], applying Tychonov theorem, we conclude it is compact under the pointwise limit topology and, since it is closed, we obtain it is compact. Relatedly, if we consider two con gurations as equivalent if they di er by an integer | this is natural since this does not a ect the variational principle Now we observe that comparison is true for linear equations with diagonal coe cients (they become exponentials) and for those who have positive entries | use the Taylor expansion of the exponential. Using Trotter product formula, it is true for sums of diagonal and positive entries, hence for the variational equations of heat ow. Once the result is true for the variational equations it is true for the full equations by interpolation.
We refer to ( 4 ) for more details if needed.
We also note that R l C k = C k R l . Hence, the heat ow of a Birkho con guration is Birkho . Note also that if u 2 h!; ii+`1 then (u)+S(u) 2 1 , therefore B ! B ! and, moreover, the heat ow projects to B ! =R.
As remarked before, the heat ow is the gradient ow of the variational principle. But recall that since L(u) = L(R l u) the variational principle is \de ned" on the compact set B ! =R. Hence, the gradient should vanish at one point in the set.
Unfortunately, the previous argument does not work since the variational principle L is not \de ned" in anything except a formal sense. So we need to regularize somehow and study the convergence of the regularizations. The rst solution that we present is that in ( 4 ). For a cube we de ne:
We 
where the J i are \gradients."
The intuition is that for large enough cubes the boundary terms should be ignorable. A moment's re ection shows that this should be the case, except when the bulk terms P i2 are very small, but in this case, we should have a critical point! More precisely, Lemma 3.2 Assume that there is no solution of (3) in B ! then, we can nd " > 0, N such that if u 2 B ! j j > N then P i2 (? u + S 0 (u)) 2 ".
We show that the negation of the conclusion implies the negation of the assumptions. The negation of the conclusions is: 9fu (n) g 1 n=0 ; f n g 1 n=0 such that u (n) 2 B ! , j n j ! 1,
In such a case, we can nd k n such that e n = C kn n is centered at the origin. Since ? C kn n (C kn u (n) ) = ? n (u (n) ) we see that the sequence C kn u (n) | consisting of con gurations in B ! | makes arbitrarily small. Hence ?~ n (ũ n ) ! 0 where e n e n+1 . By passing to a subsequence (the Tychonov topology is metrizable in this case) we can assume thatũ (n) ! u . Since ?~ ?(n+m) (u) ?~ n (u) for all u, It is very easy to show that the terms J i are uniformly bounded, hence if there was no critical point, applying Corollary 1 to estimate the right hand side of (4) Hence, we can conclude that the heat ow leads to a solution of 3 when
To prove the result for any ! we observe that if we nd a sequence ! (n) ! ! with u (n) 2 B ! n solving 3, (we can assume without loss of generality ju (n) 0 j 1). By the fact that u (n) in in B ! for every j 2 Z d we know that u (n) j lies in an interval of size jjj max n (! (n) ; !) that is, it remains bounded.
Hence, by passing to a subsequence, we can obtain that the u (n) !ũ pointwise. Since the u (n) 's satisfy (3) so doesũ.
Remark 3.2 The proofs above do not need that the interaction is nearest neighbor. They go just through without changes assuming 1.
where H B (u) is a C 2 function which depends only on uj B and the sum is formal. As for the condition on decay, we will just say that it is easy to check that the conditions are satis ed when the interaction is nite range (i.e. H B 0 when the diameter of B is large enough. ) Once we prove the result for L A (u) = P B Z d ;diamB A H B (u) we can consider taking the limit A ! 1. In order to do that, roughly, we need that rL(u) A admits bounds independent of A in all Birkho con gurations.
The conditions of decay alluded in the last point are enough to guarantee that. Note that in this argument, we do not need that the heat ow is differentiable uniformly in A since we only take the limit of the solutions of the equilibrium equations.
We refer to ( 4;5 ) for further details and for generalizations. The generalization of R k is that there is a group G acting e ectively.
The analogue of quasiperiodic solutions are going to be the characters of the group. Note that the rst proof requires that, when we increase the size, the boundary elements become negligible.
The second proof requires an analogue of the rational vectors. This can be achieved for the \residually nite" groups. (The whole lattice can be exhausted by considering larger and larger cells which are the quotient of the group by a subgroup of nite index).
This allows to consider some graphs such as the homogeneous branching tree (called the Bethe lattice in Statistical Mechanics)
The following remark is based on unpublished research by the author.
Remark 3.4 The second proof presented above generalizes to partial di erential equations. The conditions of translation invariance, for the variational principle is quite straightforward to generalize.
Of course, to study the gradient ow one has to rely on PDE methods (parabolic regularity).
The analogue of the twist condition is that the heat ow satis es a comparison principle.
To justify passages to the limit etc. we need something that shows that the equilibrium con gurations are equicontinuous in small enough scales. (The equicontinuity in the large is still obtained from considering Birkho con gurations as before.) For PDE's this can be obtained using elliptic regularity theory.
Some equations to which the the above conditions apply are 
with V as above.
We note that the last equation is not a PDE, since (? ) 1=2 is a non-local operator. Nevertheless all the argument can be carried though.
The comparison principle for the heat ow follows because e t(? ) 1=2 is convolution with the Poisson kernel, as it is well known in harmonic analysis, which is positive. Then, one can use Trotter product formula as indicated in the proof. (An alternative, more general, argument, suggested by C. Gutierrez is to use the subordination identity.)
Problems involving (? ) 1=2 similar to (7) appear in several applications. Let us just note that they appear in the study of geostrophic ows and in Levy di usions.
One can also combine this treatment of PDE's with the previous remarks and obtain quasiperiodic solutions in other homogeneous spaces besides the torus. We need to assume that the fundamental group satis es the condition of being residually nite.
