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BOUNDS OF TRILINEAR AND TRINOMIAL EXPONENTIAL
SUMS
SIMON MACOURT, GIORGIS PETRIDIS, ILYA D. SHKREDOV,
AND IGOR E. SHPARLINSKI
Abstract. We prove, for a sufficiently small, subset A of a prime
residue field an estimate on the number of solutions to the equation
pa1´ a2qpa3´ a4q “ pa5´ a6qpa7´ a8q with all variables in A. We
then derive new bounds on trilinear exponential sums and on the
total number of residues equaling the product of two differences of
elements of A. We also prove a refined estimate on the number of
collinear triples in a Cartesian product of multiplicative subgroups
and derive stronger bounds for trilinear sums with all variables in
multiplicative subgroups.
1. Introduction
Let p be a prime and let Fp be the finite field of p elements. Now
given three sets X ,Y ,Z Ď Fp, and three sequences of complex weights
α “ pαxqxPX , β “ pβyqyPY and γ “ pγzqzPZ supported on X , Y and Z,
respectively, we consider exponential sums
(1.1) SpX ,Y ,Z;α, β, γq “
ÿ
xPX
ÿ
yPY
ÿ
zPZ
αxβyγz eppxyzq ,
where eppzq “ expp2πiz{pq, the sets X ,Y ,Z Ď Fp are of cardinalities
(1.2) |X | “ X, |Y | “ Y, |Z| “ Z ,
and weights satisfy
(1.3) max
xPX
|αx| ď 1, max
yPY
|βy| ď 1, max
zPZ
|γz| ď 1 .
We also define more general sums
T pX ,Y ,Z; ρ, σ, τq “
ÿ
xPX
ÿ
yPY
ÿ
zPZ
ρx,yσx,zτy,z eppxyzq(1.4)
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with some weights ρ “ pρx,yq, σ “ pσx,zq and τ “ pτy,zq satisfying
(1.5) max
px,yqPXˆY
|ρx,y| ď 1, max
px,zqPXˆZ
|σx,z| ď 1, max
py,zqPYˆZ
|τy,z| ď 1 .
Investigation of the sums SpX ,Y ,Z;α, β, γq has been initiated by
Bourgain and Garaev [4] who have linked them to some problems of
additive combinatorics and also have given nontrivial explicit bounds
on these sums which go beyond the classical bilinear bound. Several
more bounds on these sums, improving and complementing those of [4]
can be found in [7, 16, 19].
The more general sums T pX ,Y ,Z; ρ, σ, τq have been introduced and
estimated in [16]. Several improvements of the results of [16] can be
found in [9, 19]. Furthermore, in the special case when the sets X , Y
and Z are multiplicative subgroups on F˚p , bounds of these sums have
found applications to new estimates of exponential sums with sparse
polynomials [10, 11].
We note that generally speaking the bound on bilinear sums does
not apply to these sums. Instead, in [16] it was shown that they are
related to the following combinatorial quantity. For any A Ď Fp, of
cardinality A, we define
DˆpAq “ |tpa1 ´ a2qpa3 ´ a4q “ pa5 ´ a6qpa7 ´ a8q : a1 . . . , a8 P Au| .
It follows from [1] that DˆpAq “ OpA13{2q for A ď p2{3, see [16,
Corollary 2.9]. It was shown in [16, Theorem 1.3] that under the con-
ditions (1.2) and (1.5) we have
(1.6) T pX ,Y ,Z; ρ, σ, τq “ O
`
p1{8X7{8pY Zq29{32
˘
,
provided that p2{3 ě X ě Y ě Z. In some ranges this bound has been
improved in [9, Theorem 1.2] as
T pX ,Y ,Z; ρ, σ, τq “ O
`
p3{16X13{16pY Zq7{8
˘
,
provided that X ě Y ě Z.
If X ě Y ě Z and also Y ď p48{97 then (1.6) has been further
improved in [19, Corollary 45] as
(1.7) T pX ,Y ,Z; ρ, σ, τq “ O
`
p1{8X7{8pY Zq29{32´1{3072
˘
.
This progress was based on the stronger boundDˆpAq “ OpA13{2´1{192q
for A ď p48{97, see [19, Theorem 41].
Multilinear generalisations of the exponential sums in (1.1) and (1.4)
have also been studied, see [2, 7–9, 16, 19] and references therein. Al-
though all the above works rely on ideas and results from additive
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combinatorics and thus work the best in prime fields Fp, extension to
arbitrary finite fields can be found in [3, 5, 13, 15].
Here, as in all previous works, we improve the state-of-the-art on
DˆpAq for sufficiently small A, see Theorem 4.3 below, and then use
some previously known estimates and obtain new concrete bounds on
the exponential sums in (1.1) and (1.4), see Theorem 6.1 below. This
progress is rooted at the eigenvalue method of Shkredov.
For the special case of multiplicative subgroups, we achieve further
progress by an altogether different method: by improving existing
bounds on the number of collinear triples of Cartesian products of
multiplicative subgroups, see Theorems 5.2 and 6.2 below. Our results
lead to small improvements on bounds on trinomial exponential sums,
see [11] and Corollary 6.3.
We also bound from below the cardinality of the set
pA´AqpA´Aq “ tpa1 ´ a2qpa3 ´ a4q : a1 . . . , a4 P Au ,
see Theorem 6.4 below, improving [14, Theorem 27].
2. Notation
In what follows, it is convenient to introduce notation A À B and
B Á A as equivalents of A ď pop1qB as pÑ8; and A „ B as equivalent
to A À B and B À A.
We also recall that the notations A “ OpBq, A ! B and B " A
are each equivalent to the statement that the inequality A ď cB holds
with a constant c ą 0 which is absolute throughout this paper.
3. Some combinatorial quantities
Given two sets U ,V Ď Fp we define
‚ E˚pU ,Vq where ˚ P t`,´,ˆ, /u is one of the four arithmetic
operations as the number of solutions to the equation
u1 ˚ v1 “ u2 ˚ v2, u1, u2 P U , v1, v2 P V ;
‚ E˚
3
pU ,Vq where ˚ P t`,´,ˆ, /u as the number of solutions to
the equation
u1 ˚ v1 “ u2 ˚ v2 “ u3 ˚ v3, u1, u2, u3 P U , v1, v2, v3 P V ;
‚ DˆpU ,Vq as the number of solutions to the equation
pu1 ´ v1qpu2 ´ v2q “ pu3 ´ v3qpu4 ´ v4q,
ui P U , vi P V, i “ 1, 2, 3, 4 ;
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‚ rDˆpU ,Vq as the number of solutions to the equation
pu1 ´ u2qpv1 ´ v2q “ pu3 ´ u4qpv3 ´ v4q ‰ 0,
ui P U , vi P V, i “ 1, 2, 3, 4 ;
‚ rT pU ,Vq as the number of collinear triples in U ˆ V with slopes
in F˚p , that is, the number of solutions to the equation
pu1 ´ u2qpv1 ´ v2q “ pu1 ´ u3qpv1 ´ v3q ‰ 0,
ui P U , vi P V, i “ 1, 2, 3 ;
‚ NpU ,V,Wq as the number of solutions to
u1pv1 ´ w1q “ u2pv2 ´ w2q, u1, u2 P U , v1, v2 P V, w1, w2 PW .
In the case of equal sets U “ V, we write
E˚pU ,Uq “ E˚pUq and E˚
3
pU ,Uq “ E˚
3
pUq .
Clearly rDˆpUq ď DˆpUq ď rDˆpUq ` 4|U |6 .
Note that expressing NpU ,V,Wq and DˆpU ,Vq via multiplicative
character sums, by the Cauchy inequality we immediately derive
(3.1) NpU ,V,Wq ď
a
Eˆ pUqDˆpV,Wq .
We also define these quantities with functions instead of sets. For
example, for a function F : Fp Ñ R and ˚ P t`,´,ˆ, /u we define
E˚3 pF q “
ÿ
x1,y1,x2,y2,x3,y3PFp
x1˚y1“x2˚y2“x3˚y3
F px1qF py1qF px2qF py2qF px3qF py3q ,
and also given a set U Ď Fp we define
E˚pF,Uq “
ÿ
x1,x2PFp, u1.u2PU
x1˚u1“x2˚u2
F px1qF px2q .
4. A new bound on DˆpAq
We use results based on the eigenvalue method of Shkredov [19] to
prove a new upper bound on DˆpAq. Throughout the proof we use the
convention that sets are written in curly script capital letters and their
cardinality in roman script capital letters, for example, |A| “ A.
We start with a result which can be of independent interest.
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Lemma 4.1. Let F : Fp Ñ R be a non–negative function and let K ě 1
be an arbitrary parameter. Suppose that for ˚ P t`,´,ˆ, /u and any
set S Ď Fp one has
(4.1) E˚pF,Sq ď KS3{2 .
Then
E˚pF q À pE˚3 q
6{13 pF qK2{13}F }
12{13
1 ,
where
}F }1 “
ÿ
xPFp
F pxq .
Proof. By the Dirichlet principle, there exists some ∆ ą 0 such that
E˚pF q „ ∆4E˚pBq ,
where B “ tx : ∆ ă F pxq ď 2∆u is the dyadic level set of the function
F . Then
B∆ ď }F }1 and E
˚
3 pBq ď ∆
´6E˚3 pF q
and for any S Ď Fp, by our assumption one has
∆2E˚pB,Sq ď E˚pF,Sq ď KS3{2 .
Applying [14, Theorem 34] (which holds for any type of energy) with
D1 “ B
´3∆´6E˚
3
pF q and D2 “ ∆
´2B´1K ,
we obtain
pE˚pBqq13 À D6
1
D2
2
B32 !
`
B´3∆´6E˚
3
pF q
˘6
p∆´2B´1Kq2B32
“ pE˚
3
pF qq6K2B12∆´40 ď pE˚
3
pF qq6K2}F }12
1
∆´52 .
In other words,
pE˚pF qq13 „ pE˚pBqq13∆52 À pE˚3 pF qq
6
K2}F }121
as required. [\
In the proof of Theorem 4.3 below we apply Lemma 4.1 to the func-
tion
rA´Apxq “ |tpa, bq P AˆA : a´ b “ xu|
and to multiplicative energy.
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Lemma 4.2. Let A Ď Fp be of cardinality A ď p
2{3. Then
E
/
3 prA´Aq ! A
9 logA ,
and for any set S Ď Fp with S ď A
2 one has
E
/ prA´A,Sq !
A4S2
p
` A3S3{2 .
Proof. For a, b P Fp set
rpA´aq{pA´bqpxq “ |tpc, dq P AˆA : pc´ aq{pd´ bq “ xu| .
From the definition of E/
3
prA´Aq collecting terms with the same value
of x1{y1 “ x2{y2 “ x3{y3 “ z we have
E
/
3 prA´Aq “
ÿ
zPFp
ÿ
x1x2,x3PFp
rA´Apx1qrA´Apzx1q rA´Apx2qrA´Apzy2q
rA´Apx3qrA´Apzx3q
“
ÿ
zPFp
˜ÿ
xPFp
rA´ApxqrA´Apxzq
¸3
We now observe thatÿ
xPFp
rA´ApxqrA´Apzxq “ |tpa, b, c, dq P AˆA : pc´ aq{pd´ bq “ zu|
“
ÿ
a,bPA
rpA´aq{pA´bqpzq .
Using the Ho¨lder inequality
E
/
3
prA´Aq “
ÿ
zPFp
˜ ÿ
a,bPA
rpA´aq{pA´bqpzq
¸3
ď A4
ÿ
a,bPFp
ÿ
zPFp
r3pA´aq{pA´bqpzq .
(4.2)
Clearly
r3pA´aq{pA´bqpzq
“
ˇˇˇˇ"
c1, d1, c2, d2, c3, d3q P A
6 :
c1 ´ a
d1 ´ b
“
c2 ´ a
d2 ´ b
“
c3 ´ a
d3 ´ b
“ z
*ˇˇˇˇ
.
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Thusÿ
zPFp
r3pA´aq{pA´bqpzq
“
ˇˇˇˇ"
c1, d1, c2, d2, c3, d3q P A
6 :
c1 ´ a
d1 ´ b
“
c2 ´ a
d2 ´ b
“
c3 ´ a
d3 ´ b
*ˇˇˇˇ
.
Therefore we see that
(4.3)
ÿ
a,bPFp
ÿ
zPFp
r3pA´aq{pA´bqpzq “ QpAq,
where
QpAq “
ˇˇˇˇ"
pa1, . . . , a8q P A
8 :
a1 ´ a2
b1 ´ b2
“
a1 ´ a3
b1 ´ b3
“
a1 ´ a4
b1 ´ b4
*ˇˇˇˇ
is the number of ordered collinear quadruples
ppa1, b1q, pa2, b2q, pa3, b3q, pa4, b4qq P pAˆAq
4
.
By [14, Theorem 11(2)] we have
QpAq !
A8
p2
` A5 logA ! A9 logA
which together with (4.2) and (4.3) gives the first inequality.
To obtain the second inequality just apply the modern form of the
incidence result of Rudnev [17], see, for example, [19, Theorem 10].
This completes the proof. [\
Theorem 4.3. Let A Ď Fp be of cardinality A ď p
1{2. Then
DˆpAq À A84{13 .
Proof. We begin by noting that
DˆpAq “ EˆprA´Aq .
By the first inequality of Lemma 4.2 we have
Eˆ3 prA´Aq À A
9
while for all S satisfying S ď A2 ď p the second inequality becomes
EˆprA´A,Sq !
A4S2
p
` A3S3{2 ! A3S3{2 .
By the remark after [14, Theorem 34], we only have to confirm (4.1)
for sets S of cardinality S ! A4{EˆpAq ď A2, and so Lemma 4.2 gives
K “ A3. Moreover
}rA´A}1 “
ÿ
xPFp
rA´Apxq “ A
8 .
8 S. MACOURT, G. PETRIDIS, I. D. SHKREDOV, AND I. E. SHPARLINSKI
Substituting all this in Lemma 4.1 with F pxq “ rA´Apxq gives
DˆpAq “ EˆprA´Aq À A
84{13 ,
which concludes the proof. [\
5. A refined bound on DˆpG,Hq over subgroups
Here we use rT pG,Hq to give stronger bounds on DˆpG,Hq, where G
and H are multiplicative subgroups.
First we recall the following result [12, Theorem 2].
Lemma 5.1. Let G and H be subgroups of F˚p and let MG and MH be
two complete sets of distinct coset representatives of G and H in F˚p .
For an arbitrary set Θ Ď MG ˆMH such that
|Θ| ď min
"
|G||H|,
p3
|G|2|H|2
*
we haveÿ
pu,vqPΘ
|tpx, yq P G ˆH : ux` vy “ 1u| ! p|G||H||Θ|2q1{3.
Theorem 5.2. Let G,H Ď F˚p be subgroups with |G| “ G, |H| “ H and
G ě H. Then
rT pG,Hq ´ G3H3
p
!
$’’&’’%
p1{2G3{2H2 if GH ě p4{3,
G5{2H5{2
p1{2
`H2G2 logG if p ă GH ă p4{3,
G3H logG if GH ď p.
Proof. The result for GH ď p is clear from [11, Lemma 2.6] once
we eliminate the contribution from the zero solutions (see also [18]).
Similarly for GH ě p4{3 from [9, Theorem 1.1]. We now prove for
p ă GH ă p4{3 by following the argument of [11].
We can think of MG “ F
˚
p{G and similarly for MH. We now set
3 ď ∆ “ c
G3{2H3{2
p3{2
for a sufficiently small c to be chosen later (it is better to think of ∆
as a parameter to be chosen later), by [11, Corollaries 2.3 and 2.5] and
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by observing that the contribution from lines with ab “ 0 is at most
OpG2H2q we have
rT pG,Hq ´ G3H3
p
! G2H2 `∆pGH
`
ÿ
a,bPF˚p
ιG,Hpℓa,bqą∆
ιG,Hpℓa,bq
ˆ
ιG,Hpℓa,bq ´
GH
p
˙2
.
(5.1)
Let
W “
ÿ
a,bPF˚p
ιG,Hpℓa,bqą∆
ιG,Hpℓa,bq
ˆ
ιG,Hpℓa,bq ´
GH
p
˙2
.
We now let τ ą ∆ be another parameter and define
Θτ “ tpα, βq PMG ˆMH : |tpx, yq P G ˆH : ux` vy “ 1u| ě τu .
Hence,
Θτ “ tpα, βq PMG ˆMH : ιG,Hpℓ´aβ´1,β´1q ě τu .
By Lemma 5.1 we have
(5.2) |Θτ |τ ! pGHq
1{3|Θτ |
2{3
provided G2H2|Θτ | ď p
3 and |Θτ | ď GH . Clearly the second condition
is satisfied since |Θτ | ď |MG||MH| “ pp´ 1q
2{pGHq ď GH .
We now suppose that G2H2|Θτ | ą p
3. We define
Qτ “
 
pα, βq P F˚p ˆ F
˚
p : ιG,Hpℓ´aβ´1,β´1q ě τ
(
.
We can then think of Θτ as a union of cosets. We have the number of
incidences between GˆH and lines ℓ´aβ´1,β´1 with α, β P Qτ is at least
|Qτ |τ “ GH |Θτ |τ ą p
3G´1H´1τ ě p3G´1H´1∆.
But from [20] we have the number of point–line incidences
|Qτ |τ ! |Qτ |
1{2GH ` |Qτ |,
hence
p3G´1H´1∆ ă |Qτ |τ ! G
2H2τ´1 ă G2H2∆´1.
It follows that for this inequality to hold we need ∆2 ! G3H3{p3. By
choosing the constant c in the definition of ∆ small enough, we ensure
this never happens.
We now let τj “ e
j∆, for j “ 0, 1, . . . , J and J “ rlogpG1{2H1{2{∆qs.
We observe that the contributions from lines ℓa,b, a, b P F
˚
p is in one to
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one correspondence with those given by ℓ´aβ´1,β´1. Now from (5.2) we
have
|Qτ | “ GH |Θτ | ! G
2H2τ´3.
We also have τj ě τ0 “ ∆ " G
3{2H3{2{p3{2 ą GH{p for all j. It follows
that the contribution to W is bounded by
Jÿ
j“0
|Qτj |τj`1pτj`1 ´GH{pq
2 !
Jÿ
j“0
|Qτj |τ
3
j`1 !
Jÿ
j“0
G2H2 ! G2H2 logG.
Substituting into (5.1) we have the required result. [\
In particular, we see from Theorem 5.2 that
rT pG,Hq ! " G3H3{p if GH ě p log p,
G2H2 logG if GH ă p log p.
.
Since rT pG,Hq ď GH rDˆpG,Hq, where rDˆpG,Hq does not include
the zero solutions of DˆpG,Hq, we have the following.
Corollary 5.3. Let G,H Ď F˚p be subgroups of orders G ě H. Then
rDˆpG,Hq ! " G4H4{p if GH ě p log p,
G3H3 logG if GH ă p log p.
We mention the above result is only new for G and H falling either
side of pp log pq1{2; see the proof of [11, Lemma 3.5].
6. Applications
Let us record what Theorem 4.3 gives for the exponential sums men-
tioned in the Introduction.
Theorem 6.1. For any sets X ,Y ,Z Ď Fp as in (1.2) and complex
weights α, β and γ as in (1.3) or ρ, σ and τ as in (1.5), for the sums
SpX ,Y ,Z;α, β, γq defined as in (1.1) or T pX ,Y ,Z; ρ, σ, τq defined as
in (1.4) we have
‚ For Y ď p1{2
SpX ,Y ,Z;α, β, γq À p1{4X3{4Y 21{26Z1{2EˆpZq1{8 .
‚ For Y, Z ď p1{2
T pX ,Y ,Z; ρ, σ, τq À p1{8X7{8Y 47{52Z47{52 `XY Z3{4 .
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Proof. It is shown in the proof of [16, Theorem 1.1] that
SpX ,Y ,Z;α, β, γq ! p1{4X3{4Z1{2NpZ,Y ,Yq1{4.
Hence, by (3.1) we have
SpX ,Y ,Z;α, β, γq ! p1{4X3{4DˆpYq1{8Z1{2EˆpZq1{8 .
Furthermore, it is shown in the proof of [16, Theorem 1.3] that
T pX ,Y ,Z; ρ, σ, τq ! p1{8X7{8Y 1{2DˆpYq1{16Z1{2DˆpZq1{16 `XY Z3{4 .
Using Theorem 4.3 proves both claims. [\
The bound on T pX ,Y ,Z; ρ, σ, τq improves (1.7) from [19]. Note that
the range of non-triviality, that is the set of values of X, Y, Z for which
|T pX ,Y ,Z; ρ, σ, τq| is smaller than XY Z, obtained via the triangle-
inequality, is X13Y 10Z10 Á p13. Taking X “ Y “ Z gives that when
X Á p13{33 the bound in Theorem 6.1 is non-trivial. The example
where X “ Y “ Z “ t1, . . . , Xu and all the weights equal 1, shows
that X " p1{3 is necessary.
The bound on SpX ,Y ,Z;α, β, γq improves [16] under some condi-
tions. For example, when X “ Y “ Z, the bound
SpX ,X ,X ;α, β, γq ! p1{4X19{8 ,
has been given in [16], while Theorem 4.3 gives
SpX ,X ,X ;α, β, γq À p1{4X107{52EˆpX q1{8 ,
which is better when EˆpX q ď X33{13´ε for some ε ą 0. Note that
33{13 ą 5{2 so this condition is not very restrictive as is known to be
satisfied for many special sets. For example, see [18, Proposition 1], for
shifted multiplicative subgroups of F˚p .
Another interesting example is given by the set Z “ tz´1 ` a : z P
Iu Ď Fp of shifted reciprocals modulo p of integers of an interval I “
rk ` 1, k ` Zs (embedded in Fp) with some integers k and Z ě 1.
Clearly, the equation`
u´1 ` a
˘ `
v´1 ` a
˘
“
`
y´1 ` a
˘ `
z´1 ` a
˘
, u, v, y, z P I ,
has OpZ2q solutions with`
u´1 ` a
˘ `
v´1 ` a
˘
“
`
y´1 ` a
˘ `
z´1 ` a
˘
“ 0 or a2, u, v, y, z P I .
Otherwise we reduce it to OpZ2q equations of the form
(6.1)
`
y´1 ` a
˘ `
z´1 ` a
˘
“ λ, y, z P I ,
with some fixed λ P Fpzt0, a
2u. One verifies that (6.1) is equivalent to
py ` bqpz ` bq “ µ, y, z P Izt0u ,
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with
b “
a
a2 ´ λ
and µ “ ´
λ
pa2 ´ λq2
,
which by a result of Cilleruelo and Garaev [6, Equation (3)], has at
most Z3{2p´1{2`op1q ` Zop1q solutions. Hence
EˆpZq ď Z7{2p´1{2`op1q ` Z2`op1q.
Theorem 6.2. For subgroups F ,G,H Ď Fp with G ě H and complex
weights ρ, σ and τ as in (1.5), for the T pF ,G,H; ρ, σ, τq defined as
in (1.4) we have
‚ For GH ě p log p,
T pF ,G,H; ρ, σ, τq ! F 7{8GH ` FGH3{4 .
‚ For GH ă p log p,
T pF ,G,H; ρ, σ, τq À p1{8F 7{8G7{8H7{8 ` FGH3{4 .
Proof. Again, we recall that it is shown in [16] that
T pF ,G,H; ρ, σ, τq ! p1{8F 7{8G1{2H1{2 rDˆpG,Hq1{8 ` FGH3{4 .
Using Corollary 5.3 we prove the result. [\
The first bound of Theorem 6.2 is non-trivial when F Ñ 8 as pÑ 8,
while the second bound is non-trivial when FHG ě p1`ε for some fixed
ε ą 0. The first part of the theorem improves [11, Lemma 3.5] in the
range H ă p1{2, and GH ě p log p and leads to improved bounds
on trinomial exponential sums in some ranges. The bound in [11,
Lemma 3.5] in the range H ă pp log pq1{2 ă G ď F is
T pF ,G,H; ρ, σ, τq À p1{16F 7{8GH7{8
and
F 7{8GH
p1{16F 7{8GH7{8
“
ˆ
H2
p
˙1{16
.
As in [11, Theorem 1.5], we can use Theorem 6.2 to estimate expo-
nential sums
(6.2) SχpΨq “
ÿ
xPF˚p
χpxq eppΨpxqq,
with trinomials
(6.3) ΨpXq “ aXk ` bXℓ ` cXm,
where χ is an arbitrary multiplicative character of F˚p .
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Corollary 6.3. Let ΨpXq be a trinomial of the form (6.3) with a, b, c P
F
˚
p. Define
d “ gcdpk, p´ 1q, e “ gcdpℓ, p´ 1q, f “ gcdpm, p´ 1q
and
g “
d
gcdpd, fq
, h “
e
gcdpe, fq
.
Suppose f ě g ě h, then for sum (6.2) we have
SχpΨq !
"
p7{8f 1{8, if gh ě p log p,
ppf{ghq1{8 plog pq1{8 , if gh ă p log p.
Proof. As in the proof of [11, Theorem 1.5], adopting our new bound
from Theorem 6.2, for gh ą p log p we have
SχpΨq ! p
7{8f 1{8 ` ph´1{4.
The first term clearly dominates when h2f ą p. Now,
h2f ě
hfp log p
g
ą hp log p
since f ě g. Hence the first term dominates everywhere in this range.
For gh ă p log p we have
SχpΨq ! ppf{ghq
1{8 plog pq1{8 ` ph´1{4.
The first term clearly dominates when fh log8 p ą g. Since f ě g, the
first term dominates everywhere in this range. This gives the required
result. [\
In particular, Corollary 6.3 improves [11, Theorem 1.5] for g ě
pp log pq1{2 ą h
Theorem 4.3 also improves the existing lower bound on |pA´AqpA´
Aq| when A ď p1{2.
Theorem 6.4. For any set A Ď Fp of size A ď p
1{2 we have
|pA´AqpA´Aq| Á A20{13
Proof. By an application of the Cauchy-Schwarz inequality we get
|pA´AqpA´Aq| ě
A8
DˆpAq
Á A20{13.
[\
This improves the exponent 68{45 ´ ε for all ε ą 0 and A ď p9{16
give in [14, Theorem 27].
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