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The purpose of this paper is to construct solutions of self-adjoint boundary value
problems on finite networks. To this end, we obtain explicit expressions of the
Green functions for all different boundary value problems. The method consists of
reducing each boundary value problem either to a Dirichlet problem or to a Poisson
equation on a new network closely related with the former boundary value problem.
In this process we also get an explicit expression of the Poisson kernel for the Dirichlet
problem. In all cases, we express the Green function in terms of equilibrium measures
solely, which can be obtained as the unique solution of linear programming problems.
In particular, we get analytic expressions of the Green function for the following
problems: the Poisson equation on a distance-regular graph, the Dirichlet problem
on an infinite distance-regular graph, and the Neumann problem on a ball of an
homogeneous tree.  2000 Academic Press
1. INTRODUCTION
In this paper, we are concerned with the discrete analogues of boundary
value problems (BVPs) for a Laplacian operator on Riemannian manifolds.
As usual, an appropriate framework to develop this work is a considera-
tion of such BVPs on networks.
Two topics are closely related to BVPs on networks: estimates of bounds
for eigenvalues of a Laplacian operator (see [5, 6]) and bound estimates
of the related Green functions (see [13].) An extensive study of Green
functions on networks has been developed by Yamasaki and co-workers
(see [9, 12, 14]). Nevertheless, few explicit expressions for the Green func-
tions are known; see, for instance, the work of Cartier [4] and Urakawa [13].
Here, we obtain the Green functions of self-adjoint BVPs on finite networks.
Specifically, we study second-order partial difference equations on a sub-
network with different boundary conditions (Dirichlet, Neumann, Robin,
and mixed conditions.) We also consider the limit case, that is, the Poisson
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equation in which the boundary of the network is empty. The Green func-
tions for the Dirichlet and Poisson problems on a graph were obtained by
the authors in [2]. In this issue, we calculate the Green functions for the
BVPs by reducing them either to a Dirichlet problem or to a Poisson equa-
tion with respect to the Laplacian of a suitable network associated with the
original BVP. This network consists of the initial subnetwork and its edge
and vertex boundaries. In this way, the Laplacian of the new network
contains both the old Laplacian and the normal derivative on the vertex
boundary (Neumann boundary condition). The relation between these tree
operators is established in the Greens identities. Our method allows us to
obtain the solution of Dirichlet, Neumann, Robin, and mixed problems
with non-homogeneous boundary data directly from the Green function of
the new problem. In particular, we obtain an expression of the discrete
version of the Poisson kernel for the Dirichlet problem and we extend the
definition of such a kernel to mixed problems.
The Green function of each BVP will be systematically expressed by
means of equilibrium measures, which are the solutions of suitable equi-
librium problems in the context of the potential theory, considering the
Laplacian as a kernel. The consideration of the Laplacian as a kernel on
the vertex set of a graph was introduced by the authors in [1, 2]. It was
proved there that the Laplacian kernel verifies the maximum and energy
principles, which allowed us to conclude that the so-called equilibrium
problem has a unique solution for every proper subset of vertices. In
addition, the equilibrium measures for such subsets can be obtained as the
solution of linear programming problems in which the Laplacian acts as
the coefficient matrix of the general linear constraints. The extension of this
method to the context of networks used in this paper is straightforward.
When the network has a high degree of symmetry, the equilibrium measures
can be computed by hand and so are the Green functions. This is the case
of distance-regular graphs. In particular, for this type of graph, we con-
struct the Green function for the Poisson equation. Also, for the Dirichlet
problem on a ball, we calculate the Green function with a pole in the
center of the ball. Then, taking the limit with respect to the radius, we
deduce the Green function for an infinite distance-regular graph. Finally,
we obtain the Green function for the Neumann problem on a ball of a
homogeneous tree.
2. PRELIMINARIES
Let V be a finite space with n points, let F be a non-empty subset of V,
and let us suppose that V is endowed with the discrete topology. Then,
the set of functions on V, denoted by C(V), and the set of non-negative
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functions on V, C+(V), are naturally identified with Rn and the positive cone
of Rn, respectively. If u # C(V), its support is given by S(u)=[x # V : u(x){0].
Moreover, we consider the sets C(F)=[u # C(V) : S(u)/F] and C+(F)=
C(F ) & C+(V). A symmetric function K: V_V  R will be called a kernel on
V. Clearly, a kernel on V is identified with a real symmetric matrix of order n.
On the other hand, the set of Radon measures on V, denoted by M(V),
is identified with C(V) and hence, if + # M(V), its support is defined as
above. Therefore, the sets of Radon measures supported by F, M(F ), and
positive Radon measures supported by F, M+(F ), are identified with C(F )
and C+(F ), respectively. In addition, if + # M(V) its mass is given by
&+&=x # V | +(x)| and we denote by M1(F ) the set of positive Radon
measures supported by F with unit mass. Finally, for each x # V, =x stands for
the Dirac measure on x, whereas the measure x # F =x will be denoted by 1F .
In this paper the set V will be the set of vertices of a connected electrical
network 1=(V, E, c), that is, a simple and finite connected graph, with
vertex set V and edge set E, in which each edge (x, y) has been assigned
a conductance c(x, y)>0. We say that x is adjacent to y, xty, if (x, y) # E.
The degree of x, k(x), is the number of vertices adjacent to x. Given F/V,
we denote by F c its complementary in V and we consider the subsets
(F )=[(x, y) # E : x # F, y # F c]; called the edge boundary of F, $(F )=
[x # F c : (x, y) # E for some y # F], called the vertex boundary of F, and
F =F _ $(F ).
The fundamental kernel in this work will be the Laplacian of 1, that is,
the kernel defined by L(x, y)=&c(x, y) if xty, L(x, x)= ytx c(x, y)
and L(x, y)=0 otherwise. We are concerned with two points of view on
the Laplacian of 1 : on the one hand, it is considered as the discrete version
of an elliptic operator and, on the other hand, it is viewed as a kernel on
a finite space in potential theory. In the first case we are concerned to raise
and solve boundary value problems related to this operator. Note that for
every u # C(V), Lu can be seen as div(C {u), where C is the diagonal
matrix of the conductance on the edges of 1 (see [3, 11]). In the second
case, we study the equilibrium problems for the subsets of V. To do this,
we take advantage of the properties of this type of kernel (see [1, 2]). Both
points of view meet here since the solution of suitable equilibrium problems
enables us to obtain the solution of BVPs. The Green functions are the
meeting point of both problems because these functions can be systemati-
cally expressed by means of equilibrium measures.
We also consider kernels on V defined by K(x, y)=L(x, y) if x{y and
K(x, x)=L(x, x)+q(x), where q # C+(V). If + # M(V), the potential of +
with respect to K is given by
K+(x)= :
ytx
c(x, y)(+(x)&+( y))+q(x) +(x)
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and the energy of + with respect to K, is the value
I(+)=(K+, +)= :
(x, y) # E
c(x, y)(+(x)&+( y))2+ :
x # V
q(x) +2(x),
where ( } , } ) denotes the standard inner product in Rn. It is clear that
I(+)0 for all + # M(V) and I(+)=0 iff either +=a1V , a # R, when q#0
or +=0 otherwise.
The equilibrium problem for F/V with respect to K consists of finding
a positive measure, &F # M+(F ), such that K&F (x)=1 for all x # F.
To end this section, we present the results related to the existence,
uniqueness, and effective computation of the equilibrium measures. As the
proofs of these results are totally analogous to those in [1, 2] for the equi-
librium problem with respect to the Laplacian of a graph, we give a sketch
of the proof.
Proposition 2.1. Let F be a non-empty subset of V. There exists a unique
equilibrium measure for F, &F, except when q#0 and F=V, simultaneously.
Moreover, S(&F)=F and &F=I(F )&1 _F, where (I(F ), _F) is the solution of
the linear programming problem
min
0_1F
; &_&=1; K_a1F .
Proof. Consider _ # M1(F ). If K_(x)=a, a # R, for all x # F, then I(_)
=a0. Let us show that if K_(x)I(_) for all x # F, then K_(x)=I(_)
for all x # F. Suppose that K_(x)&I(_)0 for all x # F; then
0 :
x # S(_)
(K_(x)&I(_)) _(x)=(K_, _)&I(_)=0,
which implies that K_(x)=I(_) for all x # S(_). Therefore, K_(x)=I(_)
for all x # F and S(_)=F, since K_(x)0 for all x # S c(_). In addition,
K_(x)I(_) for all x # F is equivalent to (K_, +&_)0 for all + # M1(F ).
But this last condition is the Euler inequality relative to the minimization
problem
min
+ # M1 (F )
I(+).
So, as I is strictly convex on M1(F ), _ verifies the Euler inequality iff I
attains its minimum value on M1(F ) at _. Furthermore, the extremal
measure is unique.
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On the other hand, I(_)=maxx # F K_(x)min+ # M 1(F ) maxx # F K+(x).
Conversely, let + # M1(F ) and consider b=maxx # F K+(x). Then I(+)=
(K+, +) b, which implies that I(_)b and, a fortiori, I(_)min+ # M1 (F )
maxx # F K+(x).
Definitely, for each F/V, the problem min+ # M 1(F ) maxx # F K+(x) has
as sole solution the unique measure _F # M1(F ) whose potential is constant
on F. To finish, it suffices to note that I(_F)>0 except when q#0 and
F=V simultaneously. K
3. BOUNDARY VALUE PROBLEMS AND GREEN FUNCTIONS
In this section we first obtain explicit solutions of self-adjoint BVPs on
networks in terms of their Green functions. Second, we express such func-
tions by means of suitable equilibrium measures.
Next, we describe such problems: Let F/V with vertex boundary $(F )
=H1 _ H2 where H1 & H2=<. Consider f # C(F ), q # C+(F ), g1 # C(H1),
h # C+(H1), and g2 # C(H2). A boundary value problem on F consists of
finding u # C(F ) such that
Lu(x)+q(x) u(x)= f (x), x # F
u
’
(x)+h(x) u(x)= g1(x), x # H1 (1)
u(x)= g2(x), x # H2
where u’ (x)=ytx, y # F c(x, y)(u(x)&u( y)) is the discrete analogue of the
normal derivative of u (see [5].)
Problem (1), known as a mixed problem (RobinDirichlet), summarizes
the different boundary value problems that appear in the literature with the
proper names:
(i) Poisson equation: F=V.
(ii) Dirichlet problem: H1=<.
(iii) Robin problem: H2=<.
(iv) Neumann problem: H2=< and h#0.
(v) Mixed problem (NeumannDirichlet): h#0.
Problems (i) and (ii) were studied by the authors in [2], in the case
q#0 and c(x, y)=1 if xty. Its generalization to networks will play an
essential role in this work.
Suppose that the subnetwork induced by F, (F) , has m connected com-
ponents. If we denote by Fj the vertex set of the j th connected component,
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then the solution of (1) is obtained by superposition of the solutions of
problems of type (1) on each one of the sets Fj . So, without loss of generality,
we will assume that (F) is connected.
When f, g1 , and g2 are null, problem (1) is called a homogeneous problem.
Moreover, the following semi-homogeneous problems are associated with
problem (1):
Lu(x)+q(x) u(x)= f (x), x # F
u
’
(x)+h(x) u(x)=0, x # H1 (2)
u(x)=0, x # H2
Lu(x)+q(x) u(x)=0, x # F
u
’
(x)+h(x) u(x)= g1(x), x # H1 (3)
u(x)=0, x # H2
and
Lu(x)+q(x) u(x)=0, x # F
u
’
(x)+h(x) u(x)=0, x # H1 (4)
u(x)=g2(x), x # H2 .
As these problems are linear, if u1 , u2 , and u3 are solutions of (2), (3),
and (4) respectively, then u=u1+u2+u3 is a solution of problem (1).
The key to studying the existence and uniqueness of solutions of problem
(1) will be to consider a new network built from the subnetwork induced
by F adding its edge and vertex boundaries. The Laplacian of this network
appears in a natural way in the discrete version of the Green identities that
we develop next. For different approaches to these formulas see [6, 7, 10].
Given F, we define the network 1 (F )=(W , E , c ), where W =F , E =
[(x, y) # E : x # F], and the conductance function, c , is the restriction of c
to E . We denote the Laplacian of this network by L =L(1 ). In the
remainder of the paper, we will use the natural identification between
C(W ) and C(F ).
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Proposition 3.1. Let F/V and u, v # C(F ). Then, it is verified
(i) First Green identity
:
(x, y) # E
c(x, y)(u(x)&u( y))(v(x)&v( y))
= :
x # F
Lu(x) v(x)+ :
x # $(F )
u
’
(x) v(x).
(ii) Second Green identity
:
x # F
(Lu(x) v(x)&Lv(x) u(x))= :
x # $(F ) \
v
’
(x) u(x)&
u
’
(x) v(x)+ .
Proof. It suffices to observe that (x, y) # E c(x, y)(u(x)&u( y))(v(x)&v( y))
=x # F L u(x) v(x) and L u(x)=Lu(x) if x # F and L u(x)= u’ (x)
if x # $(F ). K
Corollary 3.2. Problem (1) is formally self-adjoint.
Proof. From the second Green identity it is verified that x # F Lu(x) v(x)
=x # F Lv(x) u(x), for all u, v # [w # C(F ) : w’ (x)+h(x) w(x)=0, x # H1
and w(x)=0, x # H2]. K
At the sight of the proof of the first Green identity we establish the
following boundary value problem on W : Find u # C(W ) such that
L u(x)+q (x) u(x)= f (x), x # F _ H1
(5)
u(x)= g2(x), x # H2
where q =q+h and f = f+ g1 .
The following result, whose proof is straightforward, allows us to reduce
problem (1) to problem (5), i.e., to a Poisson equation or to a Dirichlet
problem. We must observe that if (1) is a Poisson or Dirichlet problem,
then problems (1) and (5) are the same.
Lemma 3.3. A function u # C(F ) is a solution of (1) iff it is a solution
of (5).
Let us examine the existence and uniqueness of the solution to
problem (5). As usual, the first step consists of transforming it into a
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semi-homogeneous problem. Specifically, u is a solution of (5) iff v=u& g2
is a solution of
L v(x)+q (x) v(x)= f (x), x # F _ H1
(6)
v(x)= 0, x # H2 ,
where f = f &L g2&q g2= f &L g2 , because functions g2 and q have disjoint
supports.
Proposition 3.4. If H2=<, q#0, and h#0, problem (1) has solution
iff x # F f (x)+x # H1 g1(x)=0. Moreover, the solution is unique up to a
constant. Otherwise, problem (1) has a unique solution.
Proof. Let w # C(F _ H1) such that L w(x)+q (x) w(x)=0. Then,
(L w, w)+(q w, w)=0 and hence, w=a1F , a # R, when q #0 and H2=<,
and w#0 otherwise. Therefore, the result follows by applying the Fredholm
alternative to problem (6) and from Lemma 3.3. K
It must be noted that when the solution of (1) is unique, it can be obtained
by superposition of the unique solutions of problems (2), (3), and (4). In
addition, the sole BVPs whose solution is non-unique are the Poisson
equation and the Neumann problem when q#0. For the Neumann problem,
the solutions can be obtained by superposition of solutions of problems (2)
and (3) iff x # F f (x)=x # $(F ) g1(x)=0.
On the other hand, the solution of problem (2) can be expressed by
means of its Green function. A function G: F _F  R is called the Green
function of the BVP (2) iff for all y # F, Gy=G( } , y) verifies the properties
LGy(x)+q(x) Gy(x)==y(x)&a1F (x), x # F
Gy
’
(x)+h(x) Gy(x)=0, x # H1 (7)
Gy(x)=0, x # H2
a (Gy , 1F)=0,
where a= 1|F | when H2=<, q#0, and h#0, and a=0 otherwise.
The following result summarizes some basic facts about the Green
function.
Proposition 3.5. There exists a unique Green function for problem (2).
In addition, it is symmetric on F and when (2) has a solution, the function
u(x)= y # F G(x, y) f ( y) is a solution. Moreover, when the homogeneous
problem has a non-trivial solution, u is the unique solution orthogonal to 1F .
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Proof. The existence and uniqueness of Gy , for all y # F, are derived
from Proposition 3.4, since in the case that the homogeneous problem has
a non-trivial solution it is verified that
:
x # F \=y(x)&
1
|F |
1F (x)+=0 and (Gy , 1F) =0.
Given x, y # F, it is verified that z # F LGx(z) Gy(z)=z # F LGy(z) Gx(z),
from Corollary 3.2, and hence,
G(x, y)= :
z # F
(LGx(z)+q(z) Gx(z)) Gy(z)
= :
z # F
(LGy(z)+q(z) Gy(z)) Gx(z)=G( y, x).
Finally, it is clear that u is a solution of (2). Moreover, when the homo-
geneous problem has a non-trivial solution, (u, 1F)=x # F  y # F Gy(x) f ( y)
=y # F f ( y)(Gy , 1F)=0. K
The following result presents an expression of the solution of problem
(1) using the Green function for problem (6), whose existence follows by
applying the above proposition to problem (6) on the new network, 1 (F ).
Proposition 3.6. Let G : F _(F _ H1)  R be the Green function for
problem (6) and suppose that the condition for the existence of the solution
is verified, if necessary. Then a solution of (1) is given by
u(x)= :
y # F
G (x, y) f ( y)+ :
y # H1
G (x, y) g1( y)
+ :
y # H2
\=x( y)& ’y G (x, y)+ g2( y). (8)
Proof. From Proposition 3.5, the function v(x)= y # F _ H1 G (x, y) f ( y) is
a solution of (6). Therefore, u(x)= y # F _ H1 G (x, y) f ( y)+ g2(x) is a
solution of (5) and from Lemma 3.3, it is a solution of (1).
Function u can be re-written as
u(x)= :
y # F
G (x, y) f ( y)+ :
y # H1
G (x, y) g1( y)& :
y # F
G (x, y) Lg2( y)+ g2(x),
since L g2( y)=Lg2( y) if y # F and L g2( y)=
g2
’ ( y)=0 if y # H1 . On the
other hand, by applying the second Green identity we get that for all x # F
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:
y # F
G (x, y) Lg2( y)= :
y # F
g2( y) LG (x, y)
+ :
y # $(F ) \ g2( y)

’y
G (x, y)&
g2
’
( y) G (x, y)+
= :
y # $(F ) \ g2( y)

’y
G (x, y)&
g2
’
( y) G (x, y)+
= :
y # H2
g2( y)

’y
G (x, y),
since g2 #0 on F _ H1 ,
g2
’ ( y)#0 on H1 , and G (x, y)=0 for all y # H2 . K
We must note that each term in (8) is a solution of one of the three
semi-homogeneous problems associated with (1).
Corollary 3.7. Under the hypotheses of the above proposition, it is
verified that
(i) A solution of (2) is given by
u1(x)= :
y # F
G (x, y) f ( y).
(ii) A solution of (3) is given by
u2(x)= :
y # H1
G (x, y) g1( y).
(iii) A solution of (4) is given by
u3(x)= :
y # H2
\=x( y)& ’y G (x, y)+ g2( y).
The above results allow us to express the relation between the Green
functions for problems (2) and (6).
Proposition 3.8. Let G : F _(F _ H1)  R the Green function for problem
(6). Then, G: F _F  R, defined by G(x, y)= 1
|F | 2 z, w # F (G (x, y)&G (x, z)&
G ( y, w)+G (z, w)) if q#0, h#0, H2=< and H1 {<, and by G(x, y)=
G (x, y) otherwise, is the Green function for problem (2).
Proof. When the unique solution of the homogeneous problem associated
with (1) is the trivial solution, for all y # F the Green function for (6) with the
pole on y is the solution of the boundary value problem (2) with f ==y . So,
the result follows by applying Corollary 3.7(i). On the other hand, problems
164 BENDITO, CARMONA, AND ENCINAS
(1) and (5) are the same for the Poisson equation, and hence G#G . Finally,
for the Neumann problem with q#0, for each y # F, Gy is the unique solution
of problem (2) with f ==y& 1|F | 1F , which is orthogonal to 1F . Therefore, by
applying Corollary 3.9(i), G(x, y)=G (x, y)& 1|F | z # F G (x, z)+a( y).
Finally, taking into account that (Gy , 1F)=0, we get a( y)=& 1|F | z#F G ( y, z)
+ 1
|F | 2 z, w # F G (z, w). K
In the case H2=$(F ) and q#0, the solution given in Corollary 3.7(iii)
is the unique harmonic function that takes the prescribed value g2 on $(F ).
Therefore, the kernel P(x, y)==x( y)&(’y) G (x, y) can be considered
the discrete version of the Poisson kernel. We can go on to define the
Poisson kernel of problem (4) as the function P: F _H2  R given by
P(x, y)==x( y)&

’y
G(x, y),
where G is the Green kernel for problem (2). Observe that G#G on F _F,
because H2 {<, and hence (’y) G (x, y)=&zty, z # F c( y, z) G (x, z)=
(’y) G(x, y). So, the unique solution of (4) can be re-written as u3(x)=
 y # H2 P(x, y) g2( y).
As shown, the Green function for problem (6) is the cornerstone of the
developed theory. So, we finish this section by expressing the Green func-
tions in terms of equilibrium measures. Specifically, we denote by &F _ H1
and &F _ H1y the equilibrium measures for the sets F _ H1 and (F _ H1)"[ y]
respectively, with respect to the kernel K defined by K (x, y)=L (x, y) if
x{y and K (x, x)=L (x, x)+q (x).
Proposition 3.9. The Green function of problem (6) is given by:
(i) G (x, y)= 1|F _ H1 | 2 (&&
F _ H1
y &&|F _ H1 | &
F _ H1
y (x)) if H2=< and
q #0.
(ii) G ( x, y ) = ( ( &F _ H1 (x) & &F _ H1y (x)) (1+zty c( y, z) &
F _ H1
y (z)))
if H2 {< or q 0.
Proof. (i) We denote s=|F _ H1 |. First, note that
0=(L 1F _ H1 , &
F _ H1
y ) =(1F _ H1 , L &
F _ H1
y ) =s&1+L &
F _ H1
y ( y).
Therefore, for all x, y # F _ H1 we get that
L (&&F _ H1y &&s&
F _ H1
y )(x)=&sL &
F _ H1
y (x)={&ss(s&1)
if x{y,
if x=y
and hence, L G y==y& 1s 1F _ H1 .
Finally, (G y , 1F _ H1 )=
1
s 2 x # F _ H1 (&&
F _ H1
y &&s&
F _ H1
y (x))=0.
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(ii) For all x, y # F _ H1 we have that
L (&F _ H1&&F _ H1y )(x)={
0
1+ :
zty
c( y, z) &F _ H1y (z)
if x{y
if x=y
and hence, L G y(x)==y(x). Moreover, when H2 {<, for all y # F _ H1 ,
x # H2 we get that G y(x)=0 since S(&F _ H1&&F _ H1y )/F _ H1 . K
4. APPLICATIONS
In this section we find an analytical expression of the Green function for
some relevant problems on graphs. Specifically, we construct the Green
function for the Poisson equation of a distance-regular graph and we calculate
the Green function for the Dirichlet problem for the end compactification
of an infinite distance-regular graph. Finally, we give the expression of the
Green function for the Neumann problem on a ball of a homogeneous tree.
We start with some basic terminology. For any vertex y # V we denote
by 1i ( y) the set of vertices at distance i from y and by Br( y) the ball
centered at y with radius r; i.e., Br( y)=ri=0 1i ( y). A connected graph 1
is called distance-regular if there are integers bi , ci , i=0, ..., d, such that for
any two vertices x, y # V at distance i=d(x, y), there are exactly c i neigh-
bours of x in 1i&1( y) and bi neighbours of x in 1i+1( y). In particular, 1
is regular of degree k=b0 . The sequence
@(1)=[b0 , b1 , ..., bd&1 ; c1 , ..., cd]
is called the intersection array of 1. In addition, ai=k&ci&bi is the
number of neighbours of x in 1i ( y), for d(x, y)=i. Clearly, bd=c0=0,
c1=1 and the diameter of 1 is d. For any vertex y # V the number of
vertices at distance i from it, i.e., |1i ( y)|, does not depend on the vertex y
and will be denoted by ki . Moreover, the following equalities hold:
k0=1, k1=k, ki+1ci+1=k ib i , i=0, ..., d&1. (9)
Clearly, in a distance-regular graph, the cardinalities of Br( y) and (Br( y))
do not depend on y, they will be denoted by |Br | and |Br |, respectively.
To construct the Green function for the Poisson equation we first
need to compute the equilibrium measure for the subsets V"[ y], for all
y # V.
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Proposition 4.1. Let 1 be a distance-regular graph. Then, for all y # V,
the equilibrium measure for the set V"[ y] is given by
&Vy (x)= :
d(x, y)&1
j=0
n&|Bj |
|Bj |
.
Proof. Assume that the value &Vy (x) depends only on the distance from
x to y; that is, there exists q(i), i=1, ..., d, such that &Vy (x)=q(i)  d(x, y)=i.
Under this hypothesis, the equilibrium system L&y(x)=1 for all x # V"[ y]
is equivalent to the system
ci #(i&1)&bi #(i)=1, i=1, ..., d,
where #(i)=q(i+1)&q(i) and q(0)=q(d+1)=0. If this system has a
solution, the measure &Vy (x)=q(i)  d(x, y)=i will be the equilibrium
measure for V"[ y] since it is unique.
By multiplying the i th equation by ki and taking into account (9), we
obtain that k jbj#( j)=di= j+1 ki ; that is,
#( j)=
n&|B j |
|Bj |
, j=0, ..., d&1.
To conclude, it suffices to observe that q(i)= i&1j=0 #( j), i=1, ..., d. K
Proposition 4.2. Let 1 be a distance-regular graph. Then, the Green
function for the Poisson equation on 1 is given by
G(x, y)= :
d
j=d(x, y)
n&|Bj |
n |Bj |
& :
d
j=0
|Bj | (n&|Bj | )
n2 |Bj |
.
Proof. From Proposition 3.9(i), we have that G(x, y)=(1n2)_
(&&Vy &&n&Vy (x)). On the other hand, from Proposition 4.1,
&&Vy &= :
d
j=1
k jq( j)= :
d
j=1
:
j&1
i=0
k j
n&|Bi |
|Bi |
= :
d&1
i=0
:
d
j=i+1
kj
n&|Bi |
|Bi |
= :
d
i=0
(n&|Bi | )2
|Bi |
.
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Therefore,
G(x, y)= :
d
j=0
(n&|Bj | )2
n2 |Bj |
& :
d(x, y)&1
j=0
n&|Bj |
n |Bj |
= :
d
j=0
n&|Bj |
n |Bj |
& :
d
j=0
|Bj | (n&|Bj | )
n2 |Bj |
& :
d(x, y)&1
j=0
n&|Bj |
n |Bj |
= :
d
j=d(x, y)
n&|Bj |
n |Bj |
& :
d
j=0
|Bj | (n&|Bj | )
n2 |Bj |
. K
This technique enables us to obtain the Green function for the Dirichlet
problem for the end compactification of an infinite distance-regular graph.
Such graphs have been characterized by Ivanov [8]. Specifically, it was
proved that the intersection array of an infinite distance-regular graph is
ci=1 and bi=k&l, i1 with k>l1. In particular, when l=1 they are
homogeneous trees and when l=k&1, necessarily k=2 and the graph is
a doubly infinite path. In addition, when l divides k, such graphs exist and
their Green functions for the Dirichlet problem have been obtained by
Urakawa [13] in a way different from the one we developed here.
The achievement of the Green function is based on the exhaustion
method, as the following result asserts (see [13, Theorem 4.6]).
Lemma 4.3. Let 1 be a locally finite, infinitely connected graph and G its
Green function. Then
G(x, y)= lim
r  
GBr (z)(x, y),
where GBr (z) is the Green function for the Dirichlet problem on Br(z), for
some fixed z.
Proposition 4.4. Let 1 be an infinite distance-regular graph. Then its
Green function is given by
G(x, y)= :

j=d(x, y)
1
|Bj |
.
Proof. From Lemma 4.3 it will suffice to calculate GBr ( y)(x, y), x # Br( y).
On the other hand, from Proposition 3.9(ii)
GBr( y)(x, y)=
&Br ( y)(x)&&Br ( y)y (x)
1+zty &Br ( y)y (z)
.
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First, let us calculate &Br ( y). Suppose that its values depend only on the
distance to y and let p( j)=&Br ( y)(x) if d(x, y)= j. Then p( j), j=0, ..., r,
must verify the following system
&k,(0)=1
c i,(i&1)&bi ,(i)=1, i=1, ..., r,
where ,(i)= p(i+1)& p(i) and p(r+1)=0. Reasoning as in the proof of
Proposition 4.1, we obtain that
,( j)=&
|B j |
|Bj |
and p(i)= :
r
s=i
|Bs |
|Bs |
, j, i=0, ..., r.
Then &Br ( y)(x)= p(d(x, y)) is the equilibrium measure for Br( y), since it is
unique. To calculate &Br ( y)y we make the same assumption, namely q( j)=
&Br ( y)y (x) if d(x, y)= j. Then q( j) has to be the solution of the system
ci #(i&1)&bi #(i)=1, i=1, ..., r,
where #(i)=q(i+1)&q(i) and q(0)=q(r+1)=0. Again, multiplying the
i th equation by ki , we obtain that
#( j)=
1+k#(0)&|Bj |
|Bj |
, j=0, ..., r,
and hence
q(i)=(1+kq(1)) :
i&1
j=0
1
|Bj |
& :
i&1
j=0
|Bj |
|Bj |
, i=1, ..., r+1.
Taking into account the condition q(r+1)=0, we get that
1+kq(1)=
rj=0 |Bj ||Bj |
rj=0 1|Bj |
.
Finally,
GBr ( y)(x, y)=
p(d(x, y))&q(d(x, y))
1+kq(1)
= :
r
j=d(x, y)
1
|Bj |
. K
Bear in mind the intersection array of an infinite distance-regular graph;
we get that |Bj |=k(k&l ) j and hence
G(x, y)=
1
k(k&l&1)(k&l )d(x, y)&1
.
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As a consequence, it follows that the doubly infinite path is the unique
recurrent infinite distance-regular graph.
Our last goal is to calculate the Green function for the Neumann problem
on a ball of a homogenous tree. Specifically, we denote by Tk an homogeneous
tree of degree k3 and by Br the ball of radius r and center o, a fixed vertex
in V(Tk). Moreover, | y| will denote the value d( y, o) for any vertex y # V(Tk).
Nevertheless, we keep the notation |Br | for the cardinal of Br .
We are concerned with the Green function for the Neumann problem
Lu(x)= f (x), x # Br
(10)u
’
(x)=0, x # $(Br).
Applying the results of the preceding section, this problem is equivalent to
the Poisson equation on T k(Br). In this case, T k(Br)=(Br+1) and hence
V(T k(Br))=Br+1 . Then problem (10) is equivalent to
L u(x)= f (x), x # Br+1 . (11)
From Proposition 3.8, it suffices to calculate the Green function, G , for
problem (11) and from Proposition 3.9(i) this function is given by
G (x, y)=
1
|Br+1 |2
(&&Br+1y &&|Br+1 | &
Br+1
y (x)), x, y # Br+1 .
To calculate &Br+1y , y # Br+1 , we suppose that the following geometrical
hypothesis is verified:
(H) If | y|=| y$|, then &Br+1y (x)=&
Br+1
y$ (x$) whenever |x|=|x$| and
d(x, y)=d(x$, y$).
Again note that if this supposition leads to a measure + such that
L +(x)=1 for all x # Br+1 "[ y], then &Br+1y =+ because of the uniqueness of
the equilibrium measure. Moreover, (H) implies that &Br+1y (x) only depends
on | y|, |x|, and d(x, y).
Prior to calculating the equilibrium measure, let us show the scheme of
T k (Br), Fig. 1, in which we have identified those vertices on which the
measure &Br+1y takes the same value, according to hypothesis (H). Suppose
that y # 1t(o), t=0, ..., r+1 and consider o= y1 , y2 , ..., yt+1= y the geodesic
between o and y. In addition, if x # Br+1 , we denote by qt(s+1, j+1) the
value of &y(x), where s= 12 ( |x|+| y|&d(x, y)) and j=
1
2 ( |x|&| y|+d(x, y)).
Note that j is the distance from x to the geodesic and s+1 is the index of
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FIG. 1. Mass distribution of the measure &Br+1
y
for B
r+1
.
the vertex of the geodesic that gives such a distance. On the other hand, if
we denote by m(s, j) the number of vertices with mass qt(s, j), then
1, s=1, ..., t+1, j=1,
m(s, j )={(k&2)(k&1) j&2, s=2, ..., t, j=2, ..., r+3&s,(k&1) j&1, s=1 or s=t+1, j=2, ..., r+3&s.
Proposition 4.5. For all y # Br+1 the equilibrium measure &Br+1y for the
set Br+1 "[ y] is given by
&Br+1y (x)=
k(k&1)r+1&2
2(k&2)
d(x, y)+
k(k&1)r+1 ( | y|& |x| )
2(k&2)
+
(k&1)r+2&| y|&(k&1)r+2&|x|
(k&2)2
.
Proof. Under hypothesis (H) the mass distribution must verify the systems
kqt(s, i)&qt(s, i&1)&(k&1) qt(s, i+1)=1,
qt(s, r+3&s)&qt(s, r+2&s)=1,
s=1, ..., t+1, i=2, ..., r+2&s,
s=1..., t+1,
(12)
kqt(1, 1)&qt(2, 1)&(k&1) qt(1, 2)=1,
{kqt(s, 1)&qt(s&1, 1)&qt(s+1, 1)&(k&2) qt(s, 2)=1, s=2, ..., t&1,kqt(t, 1)&qt(t&1, 1)&(k&2) qt(t, 2)=1. (13)
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We must note that if t=0, the system (13) has no sense and hence the mass
distribution is obtained from system (12). If t=1, the mass distribution is
obtained from (12) and the first equation of (13). Finally, if t=2, the mass
distribution is obtained from (12) and the first and last equations of (13).
If we denote by #(s, i)=qt(s, i+1)&qt(s, i), i=1, ..., r+2&s, and ,(s)
=qt(s+1, 1)&qt(s, 1), s=1, ..., t, where qt(t+1, 1)=&y( y)=0, then
systems (12) and (13) can be re-written respectively as
#(s, i&1)&(k&1) #(s, i)=1, s=1, ..., t+1, i=2, ..., r+2&s,
(14)
#(s, r+2&s)=1, s=1, ..., t+1,
&,(1)=(k&1) #(1, 1)+1,
(15)
,(s&1)&,(s)=(k&2) #(s, 1)+1, s=2, ..., t.
Therefore,
#(s, j)= :
r+2&s& j
l=0
(k&1) l, j=1, ..., r+2&s
and
&,(s)= :
r+1
l=0
(k&1) l+ :
r
l=r+2&s
(k&1) l.
On the other hand,
qt(s, 1)=& :
t
i=s
,(i)=(t+1&s) :
r+1
l=0
(k&1)l+ :
t
i=s
:
r
l=r+2&i
(k&1)l,
s=1, ..., t
and for all s=1, ..., t+1, j=2, ..., r+3&s,
qt(s, j)= :
j&1
i=1
#(s, i)+qt(s, 1)
=(t+1&s) :
r+1
l=0
(k&1) l+ :
t
i=s
:
r
l=r+2&i
(k&1)l
+ :
j&1
i=1
:
r+2&s&i
l=0
(k&1) l.
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Adding these expressions we conclude that
qt(s, j)=
1
k&2
(k(k&1)r+1 (t&s+1)&(t&s+ j))
+
1
(k&2)2
((k&1)r+2&t&(k&1)r+4&(s+ j))
=(t&(s&1))
k(k&1)r+1&2
k&2
+
t&(s+ j&2)
k&2
+
1
(k&2)2
((k&1)r+2&t&(k&1)r+2&(s+ j&2)).
The result follows, taking into account that t=| y|, s&1= 12 ( |x|+| y|
&d(x, y)) and s+ j&2=|x|. K
Corollary 4.6. The Green function for problem (11) is given by
G (x, y)=&
d(x, y)
2
+
k(k&1)r+1 ( |x|+| y| )
2(k(k&1)r+1&2)
+
(k&1)r+2&|x|+(k&1)r+2&| y|
(k&2)(k(k&1)r+1&2)
+:, where
:=
(k(r+1)&2)(k&1)r+2&k(r+2)(k&1)r+1+k
2(k&2)(k(k&1)r+1&2)
.
Proof. As G (x, y)=(1|Br+1 |2)(&&Br+1y &&|Br+1 | &
Br+1
y (x)), x, y #
Br+1 , we first calculate the mass of the equilibrium measure, &Br+1y .
If m=|Br+1 |=(k(k&1)r+1&2)(k&2), &Br+1y (x) can be re-written as
&Br+1y (x)=(m2) d(x, y)+((m2)+(1k&2))( | y| & |x| )+((k&1)
r+2&| y| &
(k&1)r+2&|x| )(k&2)2. Therefore,
&&Br+1y &=
m
2
:
x # Br+1
d(x, y)+m \m2 +
1
k&2+ | y|+
m(k&1)r+2&| y|
(k&2)2
&\m2 +
1
k&2+ :x # Br+1 |x|&
1
(k&2)2
:
x # Br+1
(k&1)r+2&|x|.
On the other hand,
:
x # Br+1
|x|=k :
r+1
j=0
j(k&1) j&1
=
k
(k&2)2
((r+1)(k&1)r+2&(r+2)(k&1)r+1+1)
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and
:
x # Br+1
(k&1)r+2&|x|=(k&1)r+2+k :
r+1
j=1
(k&1)r+2& j (k&1) j&1
=(k&1)r+2+k(r+1)(k&1)r+1.
Keeping in mind that d(x, y)=|x|+| y|&2(s&1), we obtain that
:
x # Br+1
d(x, y)=m | y|+ :
x # Br+1
|x|&2 :
| y|+1
s=1
(s&1) :
r+3&s
j=1
m(s, j)
=m | y|+ :
x # Br+1
|x|+
2 | y|
k&2
+
2
(k&2)2
((k&1)r+2&| y|&(k&1)r+2)
=\m+ 2k&2+ | y|+
2(k&1)r+2&| y|
(k&2)2
+;,
where
;= :
x # Br+1
|x|&
2(k&1)r+2
(k&2)2
=
(k(r+1)&2)(k&1)r+2&k(r+2)(k&1)r+1+k
(k&2)2
.
Finally,
G (x, y)=&
d(x, y)
2
+
(m(k&2)+2)
2m(k&2)
( |x|+| y| )
+
(k&1)r+2&| y|+(k&1)r+2&|x|
m(k&2)2
+
;
2m
. K
Corollary 4.7. The Green function for problem (10) is given by
G(x, y)=&
d(x, y)
2
+
k(k&1)r ( |x|+| y| )
2(k(k&1)r&2)
+
(k&1)r+1&|x|+(k&1)r+1&| y|
(k&2)(k(k&1)r&2)
+#,
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where
#=&
k(k&1)2r+1+(k&1)r+2+(2kr&3)(k&1)r+1&k(2r+1)(k&1)r+k
(k&2)(k(k&1)r&2)2
.
Proof. From Proposition 3.8, the Green function for the Neumann
problem is given by G(x, y)=(1|Br |2) z, w # Br (G (x, y)&G (x, z)&G ( y, w)
+G (z, w)), where G is the Green function for problem (11).
As G (x, y)&G (x, z)&G ( y, w)+G (z, w)=&12 (d(x, y)&d(x, z)&d( y, w)
+d(z, w)), we get that
G(x, y)=&
d(x, y)
2
+
1
2 |Br |
:
z # Br
(d(x, z)+d( y, z))&
1
2 |Br | 2
:
z, w # Br
d(z, w).
Reasoning as in the proof of the above corollary we have that
1
2 |Br |
:
z # Br
d(x, z)=
|Br | (k&2)+2
2 |Br | (k&2)
|x|+
(k&1)r+1&|x|
|Br | (k&2)2
+;,
where ; = ( ( kr&2 )( k&1 )r+1 & k ( r+1) (k&1 )r + k )  ( 2 |Br | (k&2)2).
Analogously,
1
2 |Br |2
:
z, w # Br
d(z, w)=
|Br | (k&2)+2
2 |Br |2 (k&2)3
(kr(k&1)r+1&k(r+1)(k&1)r+k)
+
(k&1)r+1+kr(k&1)r
|Br |2 (k&2)2
+;. K
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