Visible and near infrared spectroscopy is a non-destructive, green, and rapid technology that can be utilized to estimate the components of interest without conditioning it, as compared with classical analytical methods. The objective of this paper is to compare the performance of artificial neural network (ANN) (a nonlinear model) and principal component regression (PCR) (a linear model) based on visible and shortwave near infrared (VIS-SWNIR) (400-1000 nm) spectra in the non-destructive soluble solids content measurement of an apple. First, we used multiplicative scattering correction to pre-process the spectral data. Second, PCR was applied to estimate the optimal number of input variables. Third, the input variables with an optimal amount were used as the inputs of both multiple linear regression and ANN models. The initial weights and the number of hidden neurons were adjusted to optimize the performance of ANN. Findings suggest that the predictive performance of ANN with two hidden neurons outperforms that of PCR.
Introduction
Food safety and quality, which are directly related to the consumers' health and social progress, are important issues throughout the world . In particular, high quality fruits are crucial to human health because abundant nutritional components can be found in fruits (Lin and Ying, 2009) . Therefore, it is necessary to sort out high quality fruits based on their internal quality for the fresh market.
The internal quality of fruit can be evaluated based on its acidity, pH, firmness, total solids content, and soluble solids content (SSC). Among these internal quality attributes, SSC is one of the main factors that influence consumer decisions regarding apple purchases (Zhu et al., 2009) . Conventionally, SSC can be measured by using a refractometer. However, a refractometer can only assess the liquid sample. In other words, the SSC measurement of fruit using a refractometer cannot be carried out without destroying the fruit. Therefore, the development of a noninvasive SSC assessment technology is necessary. Visible and shortwave near infrared (VIS-SWNIR) spectroscopy is a non-destructive, green, and rapid technology for estimating the components of interest without conditioning it in the way classical analytical methods do. The wavelength ranges of visible spectra and SWNIR spectra are from 380 to 780 nm and from 780 to 1 100 nm, respectively. VIS-SWNIR spectra consist of useful information for fruit internal quality assessment. Visible spectra, on the one hand, contain the information of plant pigment groups, e.g., chlorophyll, anthocyanins, and carotenoids (Herold et al., 2008) . On the other hand, SWNIR spectra or the Herschel region provides the information of overtones of molecular vibrations, e.g., N-H second overtone, O-H second overtone, and C-H third overtone (Osborne, 2006) . Overtone is a series of absorptions that are multiples of the fundamental vibration frequency (Bosco, 2010) . As a result, these hydrogen bonds between the molecules and functional groups in the near infrared region make VIS-SWNIR spectroscopy promising in food internal quality assessment (Sundaram et al., 2009) .
However, the information from SWNIR spectra is broad and overlapped with the absorption peaks of other absorbers (Herold et al., 2008) . Therefore, a calibration model is required to establish the relationship between the component of interest and the spectrum. In fact, a combination of near infrared spectroscopy and calibration model has been successfully implemented in non-destructive SSC assessment of various fruits such as apple (Ventura et al., 1998; Peirs et al., 2003; Liu and Ying, 2004; Alamar et al., 2007; Peng and Lu, 2007; Zou et al., 2007; Fan et al., 2009; Zhu et al., 2009) , citrus (Lu et al., 2006; Zude et al., 2008) , loquat (Fu et al., 2009) mango He, 2009), mangosteen (Teerachaichayut et al., 2007) , melon (Long, 2005; Tian et al., 2007) , and pineapple (Pathaveerat et al., 2008) .
Recently, numerous studies have been published concerning the use of linear models [e.g., multiple linear regression (MLR) (Ventura et al., 1998; Peng and Lu, 2007; Jha and Garg, 2010) and partial least square (PLS) (Peirs et al., 2003; Xing et al., 2005; Alamar et al., 2007; Zou et al., 2007; Fan et al., 2009; Zhao et al., 2009; Zhu et al., 2009; Jha and Garg, 2010) ] for the internal quality measurement of apples, using spectroscopic technology. However, the implementation of nonlinear models [e.g., least squares support vector machine (LS-SVM) and least squares support vector regression (LS-SVR) (Liu et al., 2010) ] has been reported to be better than that of linear models (e.g., PLS). Since the utilization of artificial neural network (ANN) (nonlinear model) has received comparatively little attention in the literature compared to linear models, this study investigated the ability of ANN in SSC assessment of apple based on VIS-SWNIR spectra compared to the principal component regression (PCR).
Materials and methods

Sample preparation
A total of 116 Fuji apples used in this experiment were bought directly from a local supermarket in Malaysia. First, all apples were washed using distilled water carefully, and labeled individually before the experiment. To avoid any significant temperature difference among the apples, all apples were stored in a laboratory (Control Laboratory 2, Faculty of Electrical Engineering, Universiti Teknologi Malaysia) at room temperature (~25 °C) for 24 h before spectrum acquisition. After that, all samples were randomly separated into calibration and prediction sets of 84 and 32 samples, respectively. The conventional approach of the SSC measurement via refractometer was carried out immediately once the spectrum acquisition of each apple had been completed.
Spectrum measurement
The reflectance spectrum of each apple was acquired using FieldSpec HandHeld Spectroscopy (Analytical Spectral Devices, Boulder, USA) with a 325-1075 nm wavelength range and 10° field-ofview. The VIS-SWNIR light source used in this work was a tungsten halogen bulb (ASD Pro Lamp). The optical standard reference (white reference) was a Teflon ® disk. The distance between spectroscopy and the surface of an apple was approximately 11 cm. The position of spectroscopy was fixed to approximately 90° at the top of the apple. The light source was placed in the position that the VIS-SWNIR light can reach to the surface of the apple without shadow on it. After that, the position of light source was fixed throughout the experiment. Lastly, to avoid a stray light effect from the circumstance, the system was shielded with a black cotton material.
The light source had been turned on for at least 30 min to warm up the halogen bulb before the spectrum acquisition began. Only one reflectance spectrum from the middle position of each apple was acquired. The spectrum was the average of 300 successive scans with 6-nm intervals. All spectral data were stored in a computer and processed via the RS3 software (Analytical Spectral Devices, Boulder, USA).
Soluble solids content reference measurement
The SSC reference acquisition was started immediately using a digital hand-held "pocket" refractometer (ATAGO Co., Ltd., Japan) with automatic temperature compensation after spectrum acquisition of each apple was completed. The accuracy of its refractive index is ±0.2%. The measurement range and resolution of this instrument are 0-95% (°Brix) and 0.1% (°Brix), respectively.
A portion of flesh (depth of 1 cm and diameter of 2 cm) from the same position of spectral acquisition was cut and squeezed directly into a beaker. After that, a few drops of the juice from the beaker were used to assess SSC by using the refractometer. The standard reference used to calibrate the refractometer was reverse osmosis water.
Data pre-processing
First, the reflectance spectra were converted into the most commonly used absorbance terms [log(1/R)], and then transformed into ASCII format by using the ASD ViewSpecPro software V5.6.10 (Analytical Spectral Devices, Boulder, USA). Due to big scattering effects at the beginning and the end of the spectrum, this study utilized the spectrum from 400 to 1000 nm only. After that, all data (both spectra and their respective SSC reference values) were loaded as matrix format into Matlab workspace [MATLAB V7.4.0.287 (R2007a) ]. Data were randomly separated into calibration and prediction sets in such a way that the range of SCC in calibration set was larger than or equal to the range of SCC in prediction set to avoid extrapolation problems.
Multiplicative scattering correction (MSC) is the most general method used for reducing the scatter effect, adjusting the baseline shifts and removing imperfections from the data matrix before model calibration begins (Rinnan et al., 2009) . The procedure of the implementation of MSC is summarized as follows. First, the mean of calibration set spectra was used as the reference value for MSC. Second, an ordinary least square method was applied to estimate the multiplicative and additive correction coefficients of each spectrum based on the reference value. Last, each individual original spectrum was corrected based on its calculated correction coefficients.
Linear model
PCR is a combination of principal component analysis (PCA) and MLR. The first step in PCR is to decompose a spectral data matrix using PCA. Generally, there are two types of decomposition techniques. The first technique is by computing eigenvectors and eigenvalues. The second technique is using singular value decomposition (SVD). In this work, we used SVD to decompose the spectral data matrix. This is because SVD is generally accepted as the most stable and numerically accurate technique (Gemperline, 2006) . SVD decomposes spectral data into columnmode eigenvectors, singular values, and row-mode eigenvectors. The products of column-mode eigenvectors and singular values, which are the so-called principle components (PCs), were used as the input variables of calibration models to avoid the redundancy and collinearity effects. Row-mode eigenvectors were used to transform the spectral data of the prediction set to PCs for prediction purpose. In order to determine the optimal number of PCs, a graph of root mean square error (RMSE) versus the number of PCs was plotted. After that, the optimal number of PCs was used as the input of MLR to perform PCR (de Maesschalck et al., 1999) .
Nonlinear model
After completing the calibration of the linear model, the same number of PCs was used as the input variables of ANN. The architecture of the ANN in this work is: nonlinear transfer function of log-sigmoid was used in the hidden layer so that the network would be capable to handle nonlinearity problem; linear transfer function of purelin was selected in the output layer; Levenberg-Marquardt algorithm was chosen as the back-propagation network training algorithm; gradient descent with momentum weight and bias learning function was applied as back-propagation weight/bias learning function; and, mean square error was implemented as performance function.
The training process of a feedforward backpropagation ANN consists of two steps, i.e., forward pass and error back-propagation (Despagne and Luc Massart, 1998) . In the first step, the predicted outcome will be produced based on the architecture of ANN, the initial weights and input data. After that, the difference between predicted outcomes and desired outcomes will be calculated and utilized to adjust the weights of the ANN in such a way that errors of the next predicted outcome can be reduced. These two steps are repeated until convergence is reached.
Next, in order to optimize the performance of ANN, the number of hidden neurons was increased to raise the complexity of ANN model. In addition, the best initial weight was chosen from 100 different initial weights. This is because the performance of ANN is dependent heavily on the initialization of weights (Timotheou, 2009 ). Table 1 summarizes the distribution of the SSC of the apples. The SSCs of 116 apples were fairly normally distributed around the mean value of 13.33 °Brix with a standard deviation (SD) of 0.88 °Brix. The range of prediction set (11.6-14.8 °Brix) was within the range of calibration set (11.2-15.0 °Brix). The purpose of this condition is to avoid extrapolation prediction.
Results and discussion
Brix distribution
Optimal number of principal components
In this work, the optimal number of PCs was estimated based on the performance of PCR model with minimum root mean square error of prediction (RMSEP) value and without over-fitting. This method is similar to the approach in previous studies for the determination of the optimal input number in PLS (Liu et al., 2010) and PCR (Serneels and Verdonck, 2009 ). However, this method contrasts with the approach that based on the cumulative percentage of explained data variance (Mouazen et al., 2010) . Although the determination of the optimal PCs number still remains as an open question (Abdi and Williams, 2010) , PCs with small variance (less than 0.1% variance) should not be ignored without proper investigation and evaluation. This is because some of these PCs may contain important and relevant information that can improve the robustness and predictive accuracy of a calibration model.
In addition, the determination of the input dimension is crucial to avoid both under-fitting and over-fitting problems. An under-fitting model is not capable to achieve its full predictive potential. In contrast, an over-fitting model is always less robust and not reliable, i.e., this kind of model always provides too optimistic results from the calibration set, but poor results from new data set. Therefore, a compromise between under-fitting and over-fitting is essential as pointed out by Naes and Mevik (2001) and Naes et al. (2002) . Fig. 1 illustrates the root mean square error of calibration (RMSEC) and RMSEP of a PCR model against the number of PCs as its input variables. By inspection, the root mean square errors (RMSEs) of PCR models in both calibration and prediction sets are decreased dramatically as the number of inputs (i.e., PCs) is increased. Although the RMSEC decreases when the number of inputs increases, it is found that the predictive performance (RMSEP) does not improve or improve insignificantly when the input number is more than 19. Therefore, this observation indicates that the optimal number of PCs is 19.
Artificial neural network with principal components (PCs-ANN)
The performance of PCs-ANN with one hidden neuron indicated that the predictive ability was not improved significantly compared to that of PCR, i.e., PCs-ANN with one hidden neuron was 11.4% better than PCR in terms of RMSEP. It was not an unexpected result since one hidden neuron is normally not capable enough to solve complicated problems. However, it is worth noting that the implementation of a nonlinear function in ANN makes the predictive model superior to that of the linear predictive model. This is in agreement with showing that ANN has better predictive performance than linear models (e.g., PLS) in orange variety classification. In fact, the Beer-Lambert law is only valid for a dilute and non-saturated system (Despagne and Luc Massart, 1998) . Therefore, some useful information may have nonlinear characteristics.
Recently, Mouazen et al. (2010) advocated that ANN with latent variables (LVs) was the best when compared with PCs-ANN, PCR, and PLS models in soil property assessments. However, this is worth to highlight that latent variables are generally not recommended to be the inputs of ANN. This is because the information of latent variables is linearly correlated with the dependent variable (Despagne and Luc Massart, 1998) .
Next, the performance of PCs-ANN with two hidden neurons was significantly better than that of PCR, i.e., PCs-ANN with two hidden neurons was 29.3% better than PCR in terms of RMSEP. Fig. 2 shows the predicted SSC versus the reference SSC of both PCs-ANN (with two hidden neurons) and PCR models.
Although the findings indicated that the predictive accuracy of PCs-ANN with two hidden neurons was superior to PCR model in terms of RMSEP, surprisingly, some results from PCs-ANN were worse than those from PCR model in the sample with SSC values of 12.5, 13.3, 13.6, and 14.6 °Brix. This observation suggests that better outcomes could be achieved by combining both nonlinear and linear models based on ensemble idea. This is because by combining the strengths of both nonlinear and linear models, an ensemble predictive model should have higher accuracy and robustness than a single model (Hastie et al., 2009) . In addition, the weakness of both models may be complemented (Beyer et al., 2009) by each other to increase its predictive performance.
All performance indicators in this paper are stated in terms of RMSEC, RMSEP, and coefficient of correlation (R-value) as tabulated in Table 2 . A marginally difference between RMSEC and RMSEP indicates that the robustness of these models is satisfactory, with no over-fitting problems. The relationship between SSC and VIS-SWNIR spectrum is strong, based on the high coefficient of correlation.
Conclusions
The performances of PCs-ANN and PCR were compared in the SSC assessment of 'Fuji' apples based on VIS-SWNIR data. The results indicate that the nonlinear predictive model (PCs-ANN) is superior to the linear predictive model (PCR) in the SSC prediction of apples. The accuracies of PCs-ANN with two hidden neurons and PCR in terms of RMSEP were 0.2654 and 0.3734 °Brix, respectively. In addition, the PCs-ANN with two hidden neurons achieved better predictive performance compared to the PCs-ANN with one hidden neuron. Therefore, the findings suggest that PCs-ANN with appropriate parameters, which are the initial weights and the number of hidden neurons, is capable to achieve a better accuracy in SSC measurement based on VIS-SWNIR data compared to PCR. 
