We present tables for the bound-state energies for atomic hydrogen. The tabulated energies include the hyperfine structure, and thus this work extends the work of Rev. Mod. Phys. 84, 1527 (2012 , which excludes hyperfine structure. The tabulation includes corrections of the hyperfine structure due to the anomalous moment of the electron, due to the finite mass of the proton, and due to off-diagonal matrix elements of the hyperfine Hamiltonian. These corrections are treated incorrectly in most other works. Simple formulas valid for all quantum numbers are presented for the hyperfine corrections. The tabulated energies have uncertainties of less than 1 kHz for all states. This accuracy is possible because of the recent precision measurement [Nature, 466, 213 (2010); Science, 339, 417] of the proton radius. The effect of this new radius on the energy levels is also tabulated, and the energies are compared to precision measurements of atomic hydrogen energy intervals.
I. INTRODUCTION
The current state of the theoretical knowledge of the bound-state energy levels of atomic hydrogen has been presented in the CODATA analysis of Ref. [1] . Here we expand on that work, by also including the hyperfine structure. Because of a recent precise determination [2, 3] of the rms proton charge radius R p , obtained from measurements of the n=2 intervals in muonic hydrogen, all of the atomic hydrogen energy levels can now be determined to an accuracy of better than 1 kHz. In this work, we present tables for the energies E nℓjf of |nljf m f bound states of atomic hydrogen. These tables also indicate how the energy of each state is affected by the new value of R p and by the new determination of the Rydberg constant that results from this new R p value.
The present work was performed because of the need for precision energy levels for the analysis of an ongoing measurement of the hydrogen n=2 Lamb shift, for which the hyperfine structure and fine structure must be carefully considered. The tabulation is mostly based on the theoretical and experimental work of others, and is intended as a practical resource.
II. OVERVIEW
To date, only three intervals in atomic hydrogen have been measured to an accuracy of better than 1 kHz: 
where the first and the last values were measured [4, 5] by the Hänsch group, and the 1S 1/2 hyperfine interval is * hessels@yorku.ca based on an analysis by Karshenboim [6] of all measurements of this interval. Theoretical predictions are needed to determine all other intervals to an accuracy of <1 kHz.
In addition, precise values of fundamental constants are required. The most important constant needed is the Rydberg constant (R ∞ ). As will be discussed in Section V, this constant can be obtained from a combination of the theoretical predictions for the hydrogen atom and the measurements of Eq. (1). The second most important constant is the finestructure constant (α), the value of which is known from a comparison between theory and measurements of the magnetic moment of the electron. For this work, we use the CODATA 2014 value of α = 1/137.035 999 139 (31) , (2) which is derived almost entirely from the electron magnetic moment. The proton's mass, magnetic moment and rms charge ratio are also needed. 
and R p = 0.8751(61) fm.
A more precise determination of the rms charge radius has been obtained using measurements [2, 3] of the n=2 levels of muonic hydrogen by the CREMA collaboration:
This value differs significantly from the CODATA 2014 determination. We use this more precise determination of R p in this work, but also tabulate the shifts in the bound-state hydrogen energies that would result if the CODATA 2014 value were used. The other two required constants are the Compton wavelength, λ C , and the muon mass, m µ , which have CODATA 2014 values of
and m µ /m e = 206.768 2826(46).
The constants of Eqs. (2), (3), (4), (6) , (7), and (8) are all determined using physical systems other than atomic hydrogen, and therefore should be considered to be external inputs to the theory. Eqs. (2), (3), (4) (7), and (8) are known with sufficient precision as to lead to uncertainties in the hydrogen energies of much less than 0.1 kHz. The proton charge radius R p of Eq. (6), however, despite its more precise determination, is still one of the leading causes for uncertainty in the hydrogen energies.
The binding energy of an |nℓjf m f state of hydrogen can be written as
where
is the gross structure, E (fs) nℓj is the fine structure contribution, and E (hfs) nℓjf is the hyperfine structure contribution. The energies are, of course, independent of m f in the absence of an external field. Here, R=cR ∞ , c is the speed of light, R ∞ is the Rydberg constant, m r =m e m p /M is the reduced mass, M =m e +m p , and m e and m p are the electron and proton masses, respectively, For this work, Planck's constant h is suppressed, and all energies are given in frequency units.
III. FINE-STRUCTURE ENERGY CONTRIBUTIONS
The values of E (fs) nℓj are discussed in detail in Ref. [1] :
where ∆E M gives the mass-corrected Dirac fine structure, E S and E R are relativistic recoil corrections, E
SE and E
VP are self-energy and vacuum polarization quantum-electrodynamics (QED) corrections, E (4) and E (6) are higher-order QED corrections, E RR and E SEN are small QED corrections due to the finite mass of the proton, and E NS is the correction for the size (rms charge radius) of proton. For completeness, we include the formulas given in Ref. [1] that give contributions which are significant to this work, leaving out energy terms and corrections that lead to contributions of <0.025 kHz to our tabulated values. Because of the precisely-measured 1S-2S interval of Eq. (1), E (fs) for the 1S state energy needs to be determined less accurately, and is only necessary for the determination of the Rydberg constant, as will be discussed in Section V.
From Ref. [1] , we obtain: 
and
Here, λ=ln(α −2 m e /m r ), δ ℓ0 is the Kronecker delta,
, β nℓ are the Bethe logarithms (tabulated in Ref. [7] ),
with ψ being the digamma function. are needed only for the lowest-lying states, and have recently been calculated in Ref. [13] .
Although many uncertainties to the fine-structure energy contributions E (fs) nℓj are detailed in Ref. [1] , only four uncertainties dominate and need to be considered in this work. The first comes from an uncertainty of ±19.7 in the ℓ=0 coefficients B (nℓj) 60 of Eq. (17), which leads to an uncertainty of δ ℓ0 (2.0 kHz)/n 3 . The second comes from the uncertainty in R p (of Eq. (6)) in Eq. (19) , which contributes δ ℓ0 (1.0 kHz)/n 3 . The third comes from the coefficient C 50 of Eq. (18), which is presumed to be ±30 δ ℓ0 , and which leads to an uncertainty of δ ℓ0 (1.0 kHz)/n 3 . The fourth comes from the ∆ RR coefficient of Eq. (20), which is presumed to be ±10, thus leading to an uncertainty of δ ℓ0 (0.7 kHz)/n
3 . An additional uncertainty in Eq. (14), has now been resolved by Ref. [13] and does not need to be included. These four dominant uncertainties all have the same dependence on n and ℓ and therefore can be added in quadrature to give a combined uncertainty of δ ℓ0 (2.6 kHz)/n 3 . All other uncertainties listed in Ref. [1] are more than an order of magnitude smaller. The values of E (fs) nℓj for the lowest-lying states, along with their uncertainties are listed in Table I .
IV. HYPERFINE STRURCTURE
The hyperfine contributions to the energies are given by
For ℓ = 0 states, where the structure of the nucleus affects the hyperfine structure, E (hfs)
nℓjf is determined using the precise measurement of the ground-state hyperfine interval ∆E hfs 1S of Eq. (1). For n=2, ∆ 2 = 48.922 (27) kHz can be determined directly from the measured interval of Eq. (1). For higher n, the correction ∆ n is discussed in detail in Ref. [14] , and, to the accuracy required here, is given by For ℓ = 0, nuclear effects are not significant, and the dominant diagonal term E hfs diag is given by
The a e =(g e −2)/2 electron anomalous moment corrections do not apply to the I · L term in the hyperfine Hamiltonian, and this leads to the 2κ ℓj denominator of the a e term. The a e correction is included (for the 2P states) in Ref. [15] , is included to first order in α in Ref. [16] , but is included incorrectly (without the 2κ ℓj in the denominator) in Ref. [17] and Ref. [18] . Given the size of the hyperfine structure, it is sufficient for this work to approximate a e by its lowest-order term: α/(2π).
The correction proportional to ((g p −1)/g p )(m e /m p ) results from the interaction of the proton's orbital motion with its spin. This term is included (for the 2P states) in Ref. [15] , but is given incorrectly for the 2P state in Eqs. (27) and (28) of Ref. [19] for muonic hydrogen, where the term is even more important. The term is correctly included for muonic hydrogen in Table II of Ref. [19] and in Ref. [20] . The term is omitted 
in Ref. [16] , Ref. [21] , Ref [18] and Ref. [17] . This masscorrection term contributes 13 kHz to the 2P 1/2 hyperfine structure, and thus must certainly be included at the accuracy of this work. The general form for this correction (as a function of n, ℓ, and j) does not seem to appear previously in the literature. The correction proportional to α 2 in Eq. (28) is a relativistic correction which is given in Ref. [16] . Higherorder corrections are also considered in that work, but are insignificant at the level of this work.
The smaller ∆E hfs contribution comes from an off-diagonal element of the hyperfine Hamiltonian.
This element causes a very slight mixing between the |n ℓ j = ℓ− 1 2 f = ℓ m f state and the |n ℓ j = ℓ+ 1 2 f = ℓ m f state, and its contribution to the energy can be determined to sufficient accuracy by the expression from second-order perturbation theory:
This expression for ∆E hfs was first given (for the 2P states) in Ref. [15] . Its general form does not appear to be presented in the literature, and an incorrect form (with an incorrect dependence on ℓ) is used in the tabulation of Ref. [17] . The contribution used in Ref. [17] 
where the uncertainty is dominated by the uncertainty in the E (fs) term. Eq. (31) differs considerably from the CODATA 2014 value of 3 289 841 960 355(19) kHz. The difference is almost entirely due to the fact that the CREMA value of R p (Eq. (6)) is used, whereas the CO-DATA compilation uses the value of Eq. (5). A very small contribution to the difference comes from the recent improvement [13] in the determination of E (fs) from the de-
. The uncertainty in the CREMA value of R p (Eq. (6)) contributes 1.2 kHz to the 3.0 kHz uncertainty in Eq. (31), with the rest of the uncertainty resulting from the other (theoretical) uncertainties discussed in the last paragraph of Section III.
VI. TOTAL BINDING ENERGIES
Using Eq. (9), along with the Rydberg constant of Eq. (31), the values of E (fs) nℓj of Section III and E (hfs) nℓjf of Section IV, allows for a determination of the energies of all bound states of atomic hydrogen. Energies for ℓ=0, 1, and 2 are given in Tables III, IV , and V, respectively, with higher-ℓ energies given in Table VI . The uncertainties listed are dominated by the uncertainties in E (fs) (both due to the fine structure of the state and due to the effect of E (fs) on the determination of the Rydberg constant). The uncertainties listed take into account the correlation between these two ways that E (fs) enters the determination of the energies.
The final column in the tables gives the shift that the energy levels would experience if the CODATA 2014 value of R p were used instead of the CREMA value. In referring to Eq. (19) , one might assume that the value of R p would affect only ℓ=0 states. However, this is not the case, since the value of R p also affects the determination (30)), and therefore, the energies of all states are affected. Table VII gives a compilation of the most precise measurements to date of atomic hydrogen intervals. Many of these measurements reported values that were corrected for hyperfine structure. Given the inconsistency of hyperfine corrections applied in the literature (including inconsistent or incorrect application of anomalous moment corrections, of finite mass corrections and of corrections due to off-diagonal hyperfine-structure contributions), we have, where possible, given the actual intervals (or linear combination of intervals) measured.
VII. COMPARISON TO MEASURED VALUES
Note that the hyperfine structure for the 4P 1/2 , 4P 3/2 , 4D 5/2 , 6D 5/2 , 8D 3/2 , 8D 5/2 , 12D 3/2 , and 12D 5/2 states (with splittings of 7396.2, 2956.5, 1140.5, 337.9, 221.8, 142.6, 65.7, 42.2 kHz, respectively) is not resolved in the measurements of Table VII , and therefore it is crucial to know both the hyperfine splittings and the relative strength of transitions to determine the energy splittings. Refs. [18, 22] give explicit values for the expected strength of the two hyperfine transitions ( ) and give an explicit correction for how much this linear combination differs from the hyperfine centroid of the D states. Refs. [24, 25, 28] do not give such explicit corrections since their fits include the hyperfine structure. We therefore list the hyperfine centroid values given in those works. A further analysis of the work of Ref. [28] may be necessary, as they appear to use a simplified form for the presumed hyperfine intervals for their fits [32] .
The third column of Table VII gives the prediction of this work for each of the measured intervals (or linear combination of intervals). Ten of the 15 entries in the table show agreement to within 1.5 standard deviations with the values given in this work. Four more of the entries agree to within 2 standard deviations. One measurement, (the 2S to 12D 5/2 interval, which is the most precise measurement in the table) disagrees by more than 3 standard deviations. The overall level of agreement between the measured values and the values of this work can be assessed by calculating a χ 2 value for the agreement for the 15 entries in the table. The resultant χ 2 of 30.6 shows that the agreement is not good. The χ 2 distribution for 15 degrees of freedom has a probability of 0.10% for χ 2 being 30.6 or larger (which is the equivalent of a 2.3-standard-deviation effect). This 2.3-standarddeviation discrepancy is dominated by the 2S to 12D 5/2 interval. If it were not included, the χ 2 value would be 20.7, which would be a 1.2-standard-deviation discrepancy.
The 2.3-standard-deviation discrepancy between column 2 and column 3 of Table VII could be eliminated if either the measurement of theoretical uncertainties are underestimated. In order to make the agreement acceptable, the theoretical uncertainty of column 3 would have to be increased by a factor of 20. This could be achieved by assuming an uncertainty (cf. the last paragraph of Section III) of (50 kHz)δ ℓ0 /n
3 . An overlooked contribution of this size seems unlikely given the many decades of careful work on atomic hydrogen theory. In order to get acceptable agreement, the measurement uncertainties would have to be increased by a factor of 2. An increase in experimental uncertainties by a factor of 2 is far more plausible than an increase in theoretical uncertainties by a factor of 20, especially given the large contribution of systematic effects in the measurements and given the fact that the measurement uncertainty is, in all cases, a very small fraction of the natural width of the transition. Ref. [33] discusses the tension between the most precise measurements in Table VII (and includes  similar Another way to analyze the discrepancy between column 2 and column 3 of Table VII is to determine the required change ∆R p in the proton radius (from its CREMA value) that would lead to agreement between the values in these columns. These ∆R p values are given in the final column of Table VII, along with their uncertainties (which are dominated by the measurement uncertainties of column 2). The listed values of ∆R p are almost all positive, and their weighted average is 0.035 (7) fm (with an acceptable χ 2 value of 7.3 for 14 degrees of freedom). Thus, the atomic hydrogen data would be consistent with the theoretical predictions if R p were 4% larger than the CREMA value. Table III for the lowest-lying P (ℓ = 1) states, Tables III and IV for the lowest-lying D (ℓ = 2) states. Tables III, IV , and V for the lowest-lying (ℓ ≥ 3) states. This 4% discrepancy has been the topic of great interest since the muonic measurement of R p was published [3] . A similar discrepancy has been found between the CREMA value for R p and that obtained from electron TABLE VII. Comparison to Measurements. Column 2 gives the measured interval (or linear combination of intervals), and column 3 gives the predicted interval from this work. The final column gives the amount by which the proton radius would have to change in order to give agreement between column 2 and 3. One standard deviation uncertainties are given in parentheses.
