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Abstract-In this paper, parallel algorithms are proposed for solving both systems of nonlinear algebraic 
equations and unconstrained optimization problems. Theoretical results for their convergence and orders of 
convergence are also presented. The proposed algorithms are analytically compared in terms of their time 
efficiencies and speed-up ratios. 
1. INTRODUCTION 
Recently there has been considerable interest in parallel algorithms, i.e. computational methods 
developed for use with parallel computers, as evidenced in survey papers on the subject by 
Miranker [11, Heller [2], Sameh [3], and Sameh and Kuck [41. (See also an annotated bibliography 
by Poole and Voigt[5].) These surveys report parallel algorithms designed for a variety of 
purposes, ranging from optimization to the solution of both differential and algebraic equations. 
In this paper we propose parallel algorithms for solving systems of nonlinear algebraic 
equations and unconstrained optimization problems. Specifically we seek a solution x of 
g(x) = 0, where g: R” + R”. In the case of minimizing a function f(x), where f: R” --) R’, the 
function g(x) is defined to be the gradient of f(x). 
For the solution of nonlinear equations, Newton’s methods (that with exact Jacobians and 
that with finite-difference approximations) have been popular. However, in these methods, the 
whole matrix of the Jacobian or of its approximation must be evaluated at each iteration. 
For the purpose of improving the efficiencies of Newton’s methods, Wolfe [6], Barnes [7] and 
Polak[8] presented secant methods, in which only one column of the approximate Jacobian is 
evaluated at each iteration. In this paper, their approach is called the strategy of partial 
updating, and it has been generalized in the sense that several columns of the Jacobian matrix 
or their approximations are evaluated at each iteration. The resulting methods do not seem to 
have appeared elsewhere, and their local convergence and root order of convergence are 
established here. Furthermore, the resulting methods have been extended to methods designed 
for use on parallel computers. Traub[9] and Shamanskii[lO] also presented new methods for 
improving the efficiencies of Newton’s methods. In their schemes the whole matrix of the Jacobian 
or of its approximation is evaluated only once in several iterations. We call this approach the 
strategy of deferred updating. In this paper, these methods have been extended in a straight 
forward manner to methods designed for use on parallel computers. 
In order ot compare the speeds of these methods in the environments of both serial and 
parallel computations, we propose a new speed measure called time efficiency (a slight 
modification of the efficiency definition given by Brent [ 111). The time efficiency of an iterative 
method with superlinear convergence isdefined to be the ratio of the logarithm of its root order 
of convergence to the amount of time required at each iteration. Then, the time efficiency of a 
method is proportional to its speed in reducing the solution error to a very small positive 
tolerance. 
First, serial computation isconsidered in which methods are run on serial computers. Under 
some reasonable simplifying assumptions, expressions for the time efficiencies and for the 
speed-up ratios of the methods are obtained and the following is found. In each of the methods 
based on the partial updating strategy, the number of columns to be renewed at each iteration is 
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selected so as to maximize the resulting time efficiency. Such optimally tuned methods are 
shown to be more time-efficient than both the Newton and the secant methods. Similarly, in 
each of the methods based on the deferred updating strategy, the number of iterations to be 
postponed before renewing the matrix is selected so as to maximize the resulting time 
efficiency. Such optimally tuned methods are shown to be more time-efficient than the other 
methods in the environment of serial computers. 
Next, consider parallel computation i  which methods are run on parallel computers. Under 
certain additional assumptions, expressions for the time efficiencies and for the speed-up ratios 
of the methods are obtained and the following is found. When the number of parallel processors 
is low, the optimal deferred-updating methods are shown to be more time-efficient than the 
optimal partial-updating methods. However, when the number of parallel processors is rela- 
tively high, the reverse situation occurs, namely, the optimal partial-updating methods are more 
time-efficient than the optimal deferred-updating methods. 
For the unconstrained minimization of a function of several variables, only a few parallel 
methods eem to have been proposed. For example, Chazan and Miranker[l2] proposed a 
parallel method which does not require the gradient of the function and Straeter [ 131 reported a 
parallel algorithm based on rank-one variable metric methods. (See also our recent paper[l4] 
which reports parallel algorithms based on conjugate gradient methods.) Our proposed methods 
are different from those in that ours make use of the gradient information and are based on 
either the secant or Shamanskii’s method. For the solution of systems of nonlinear algebraic 
equations, Miranker[lS] reported asynchronous parallel methods. In contrast o the reported 
methods, ours are synchronous. To the best of our knowledge, this is the first paper to discuss 
the efficiency of methods for solving systems of nonlinear algebraic equations in the environ- 
ment of parallel computers. 
2.PROBLEMANDNEWTON'SMETHODS 
Consider the following nonlinear algebraic vector equation: 
where g: 9’ + R” is assumed to be continuously differentiable. Let N = {1,2, . . . , n} and let 
G(x) denote the Jacobian matrix of g(x). 
There are many situations in which solutions to such equations are sought. For example, 
when a function f: 9” + %!I is minimized over B”, a solution to (1) may be sought with g(x) 
defined to be the gradient of f(x). 
Although many methods have been proposed for locating a solution to (l), Newton’s method 
remains one of the most widely used among them. 
Given a solution estimate Xi E %“, the classic Newton’s method generates the next estimate 
xj+j E 9” by 
xi+1 = xi - G(Xi)-‘g(Xi), (2) 
where the Jacobian matrix is assumed to be nonsingular. The root-order (the R-order of Ortega 
and Rheinboldt [16]) of convergence for this method is two. (See Ortega and Rheinboldt[l6], 
Luenbergertl71 or Polak[B].) That is, if Xi +x* as i+m, then 
/[Xi - x*][ or KO*’ for all i, 
for some K > 0 and B E (0,l). 
To avoid the evaluation of the n x n Jacobian matrix G(xi), the following finite difference 
approximation Ji to G(xi) has been proposed. Let ej be the jth column of the n X n identity 
matrix I. Let the jth column Jiej of the matrix Ji be defined by 
Jiej = [g(Xi + Eiej) - g(Xi)]/ei* j E N, (4) 
where Ei satisfies 0< Ei 5 Ilg(Xi)ll. Given a solution estimate Xi E 9”, the discrete Newton method 
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generates the next estimate Xi+1 by 
Xi+1 = Xi - cl-‘g(Xi)y (5) 
where Ji is assumed to be nonsingular. The root-order of convergence for this method is two, 
the same as that for Newton’s method. (See Traub[9] and Brent [I 11.) Hence, (3) also holds for the 
discrete Newton’s method. Although this method does not require evaluation of the Jacobian 
matrix, it requires evaluation of (n + l)gradients, g(Xi), g(Xi + +j),i = 1,2, . . . , n, at each iteration. 
In each of the above methods, much computation time is spent evaluating the current 
Jacobian or its finite difference approximation. Consequently, for the purpose of speeding up 
the processes, two strategies have emerged which spread out the computational work of the 
Jacobian evaluation over several iterations. One strategy may be called partial updating and 
can be seen in methods proposed by Wolfe[6], Barnes[7] and Polak[8]. The other strategy may 
be called deferred updating and can be seen in methods presented by Traub[9], Shamanskii [ lo] 
and Brent [ 111. The first strategy is deliniated in the next section and the second, in the section 
immediately following the next. 
3. PARTIAL UPDATING STRATEGY 
In the Newton methods reviewed in the preceding section, the whole matrix of the Jacobian 
or of its approximation is evaluated at each iteration. In the strategy of partial updating, 
however, only k columns of the matrix are updated and the rest of the columns are retained 
from the previous iteration. Let K(i) denote the indices of the columns being updated at 
iteration i. Then the methods based on the partial updating strategy operate as follows. Given a 
solution estimate xi E 9” and Jacobian estimate 4-i E .%“““, the columns of the new Jacobian 
estimate Ji are defined by 
or 
.I& = G(xi)ej, (6) 
Jiej = [g(Xi + Eiej> - g(Xi)l/% (7) 
for j E K(i) and 
J;ej = .l_I ej (8) 
for j E N - K(i), and the new solution estimate Xi+1 is defined by (5). 
The selection of the k columns to be updated is arbitrary so long as each column is updated 
at least once in [n/k]? iterations. In other words, K(i) is defined so that K(i) contains k indices 
from iV and satisfies 
The simplest way to define such a function K(i) is 
K(i) = {m(ik + l), m(ik + 2), . . . , m(ik + k)}, 
where m(j) denotes the integer in N which is equal to j modulo n. 
Because Ji differs from Ji-, only in k columns, the inverse 4-l in (5) may be computed 
through the following updating formula: 
4-l = .r:j + (E - &!,D)(PD)-‘cT, (10) 
where E, D and C are n x k submatrices respectively made of the k columns of I, Ji and Ji’_, 
t[n/k] denotes the integer m satisfying m - 1< n/k 5 m. 
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corresponding tothe most recently updated k columns of Ji. Because this updating formula only 
requires the inversion of a k x k matrix, C’D, it generally takes less time than the straightfor- 
ward inversion of an II x n matrix Ji. However, the formula may be more susceptible to the 
accumulation of round-off errors. 
As stated earlier, the strategy of partial updating can be seen in the so called secant methods 
proposed by Wolfe[6], Barnes [7] and Polak[l8]. However, each of these existing methods 
updates only one column at each iteration. Our idea of updating several columns at each 
iteration does not seem to have appeared elsewhere. 
Now the methods based on partial updating strategy are put forth as algorithms. The first 
two algorithms, one for use on serial computers and the other for use on parallel computers, 
approximate some or all of the columns of the Jacobian matrix by their finite-difference 
approximations. The second two algorithms, one for use on serial computers and the other for use 
on parallel computers, employ the exact Jacobian evaluation. 
Algorithm 1AS (Approximate version for Serial computers). 
Parameters. k E N = {l, 2, , . . , n}, y > 0. 
Step 0. Set i = 0. Select an x0 E &?V, an e. > 0, and an n x n matrix Jo. 
Remark. Jo may be computed through (6) or (7) for j E N. 
Step 1. Compute g(xo). If g(x,) = 0, stop. 
Step 2. Compute Xi+1 through (5). 
Remark. Given g(Xi) and Ji, JT’g(Xi) may be computed from the LU decomposition of Ji or 
it may be computed from .I;‘, which is computed through (10). 
Step 3. Compute g(Xi+l). If g(Xi+l) = 0, Stop. 
Step 4. If Ei 5 yl)g(Xi+l)(l, set Ei+l = Ei+i = Ei; else, set Ei+l = rllg(Xi+l)jls 
Remark. The parameter ei+r thus sarisfies 
Ei+l s Yll&!~xi+I~ll* (11) 
Step 5. Compute ither G(Xi+,)ej, or g(Xi+l - Ei+lej) for j E K(i). 
Step 6. Compute Ji+r through either (6) or (7) for j E K(i) and through (8) for j E N - K(i). 
Step 7. Set i = i + 1. Go to Step 2. q 
In the above algorithm for serial computers, the parameter ei+i s maintained in the same 
order as g(Xi+l). (See (11)). But in the next algorithm for parallel computers, the parameter Ei+i 
generally cannot be maintained in the same order as g(Xi+l), because g(Xi+r) is evaluated in 
parallel at the same time as the g(Xi+r - ei+lej) are evaluated; hence the parameter Ei+r is 
mainteined in the same order as g(Xi). As will be seen later, this leads to a slight deterioration i  
the root order of convergence, but it is amply compensated by the increase in speed due to 
parallel evaluation. Of course, this deterioration does not occur in the exact version, because it 
does not involve the parameter Ei+l. 
Algorithm 1AP (Approximate version for Parallel computers) 
The same as Algorithm 1AS except Steps 3-5 are replaced by the following steps: 
Step 3. Determine i+r by executing either step 3a or 3b. 
Step 3a. If Ei 5 rllXi+l -Xillr set Ei+l = Ei; else, set Ei+l = rl\Xi+l -Xill. 
Step 3b. If l i 5 ~llg(Xi)ll, set ei; else, set ei+i = ~llg(Xi)ll. 
Remark. The parameter Ei+l thus satisfies 
Ei+l 5 Yllg(Xi)ll or ei+l 5 YIlxi+l - xill- (12) 
Step 4. Compute g(Xi+r) and either G(Xi)ej, or g(Xi+i + ei+rej), j E K(i). 
Step 5. If g(Xi+l)=O, Stop. 0 
In the above algorithm, there are several places where parallel computation may be 
employed. In Step 0, the n functions, G(X& or g(xo + eoej), j E N, may be evaluated in parallel. 
In Step 2, the LU decomposition of an n X n matrix may be performed by the existing parallel 
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techniques (see Miranker [l] and Heller[2]), and the algebraic operations necessary for formula 
(10) are very amenable to parallel computation. In Step 4, the (k + 1) functions, g(Xi+i) and 
either G(Xi)ej or g(Xi+i + Ei+iej), j E K(i), may be evaluated in parallel. Steps 5 and 6 may be 
executed in parallel. Furthermore, the computation of columns of A+, in Step 6 may be divided 
into several parallel computations. 
When the exact Jacobian is easily obtainable, there is no need to approximate it by its 
finite-difference approximation, and the preceding algorithms become simpler. First, Algorithms 
1AS yields the following. 
Algorithm 1 ES (Exact version for Serial computers) 
Parameters. kEN={1,2 ,..., n}, y>O. 
Step 0. Set i = 0. Select an x0 E W”. Compute Jo = G(xo). 
Step 1. Compute g(xo). If g(xo) = 0, stop. 
Step 2. Compute Xi+1 through (5). 
Step 3. Compute g(Xi+i)* If g(Xi+i) = 0, Stop. 
Step 4. Compute G(Xi+&, j E K(i). 
Step 5. Compute Ji+, through (6) for j E K(i) and through (8) for j E N - K(i). 
Step 6. Set i = i + 1. Go to Step 2. 0 
Similarly, Algorithm 1AP yields the following. 
Algorithm 1 EP (Exact version for Parallel computers) 
The same as Algorithm 1ES except Steps 3 and 4 are replaced by the following: 
Step 3. Compute g(Xi+r) and G(xi)ei, j E K(i). 
Step 4. If g(Xi+i)=O, Stop. Cl 
We shall now establish local convergence and the root-order convergence for Algorithm 1 
(i.e. Algorithms lAS, IAP, IES, and 1EP) under the following: 
Assumption 1. A solution x* to g(x) = 0 exists and the following hold. (i) The Jacobian 
G(x*) at x* is nonsingular. (ii) The function g(a) is Lipschitz continuously differentiable in a 
neighborhood of x*, i.e. there exist L > 0 and r. > 0 such that 
jlG(x') - G(x”))j 5 L/x’ - ~“11, (13) 
Wx’, x” E B(x*, ro) = {xl jlx - x*1/ 5 ro}. cl 
With this assumption, the following local convergence theorem holds for Algorithm 1. 
THEOREM 1 
If x0 and Jo are sufficiently close to x* and G(xo) respectively, then the generated Jacobians 
or approximates Ji are all invertible and the algorithm either stops at x* after a finite number of 
iterations or it generates an infinite sequence {Xi} converging to x*. 0 
See the Appendix for the proof of this theorem. The following proposition defines the 
number 74 as a unique positive root of a certain polynomial. 
PROPOSITION 1 
For any integer q 2 0, the polynomial P’ - tq - 1 has a unique positive root 74’ Moreover, 
7q E (1,2], 7q > 7q+l and lim 7q = 1. c! 
4- 
The proof for this proposition is found in result 9.2.8 in Ortega and Rheinboldt[l6]. 
Recall that if an iterative process with root-order generates a sequence {Xi} converging to 
x* then there exist K > 0 and 0 E (0,l) such that 
l/Xi - X*/J 5 K@+, i = 0, 1,2, . . . . (14) 
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The following two theorems establish the orders of convergence for Algorithms IAS, lAP, 1ES 
and 1EP. Their proofs are found in the Appendix. 
THEOREM 2 
The root-orders of Algorithms lAS, 1ES and 1EP are at least q~,++ Cl 
THEOREM 3 
The root-order of Algorithm 1AP is at least q,lkl. 
4. DEFERRED UPDATING STRATEGY 
II 
Seeking a higher order, Traub[9] studied the following variation of Newton’s method, in 
which the Jacobian is only occasionally reevaluated. Given a solution estimate Xi E a”, the next 
estimate Xi+] is computed as a result of k Newton iterations with the fixed Jacobian G(Xi), i.e. 
define 
%+l = Yi,b (15) 
where Yi.0, Yi.1 , . . . , yi,k are generated by 
and 
Yi.0 = Xi9 (16) 
YiJ = Yi,l-1 - G(xi)-‘g(yi,,_r), for I= 1,2, . . . , k. (17) 
Next, Shamanskii[lO] proposed a discrete version of Traub’s method, in which G(xi) in (17) is 
replaced by its approximate Ji computed through the finite difference approximation (4) with 4 
satisfying 0 < ei I Ilg(Xi)ll* 
These methods are now presented in the form of algorithms. The first algorithm ap- 
proximates ome or all of the columns of the Jacobian matrix, while the second and third 
evaluate the exact Jacobian matrix. 
Algorithm 2A (Approximate version) 
Parameters. k E 2 = { 1,2, . . .}, y > 0. 
Step 0. Set i = 0 and select an co > 0 
Step 1. Compute g(Xi)* If g(Xi) = 0, Stop. 
Step 2. If 6 > ~llA&)ll~ set 6 = Ylld&)ll* 
Step 3. Evaluate G(xi)ej or g(Xi t Eiej), j E N. 
Step 4. Compute Ji through (6) or (7) for j E N. 
Step 5. Obtain the LU decomposition of Ji. 
Step 6. Set 1 = 0 and yi.0 = Xi. 
Step 7. If I > 0, compute g(yQ)* 
Remark. When I= 0, g(yi,o) = g(Xi) has been already evaluated in step 1. 
Step 8. Compute 
Y&l+1 = YiJ - JT’dYi,I) (18) 
Step 9. Set I = I t 1. 
Step 10. If I< k, go to step 7; else, go to step 11. 
Step 11. Set Xi+1 = yi,+ set Ei+r = 4, set i = i + 1 and go to step 1. q 
When the exact Jacobian is easily obtainable, there is no need to employ the finite difference 
approximation for the Jacobian and the algorithm becomes impler. 
Algorithm 2ES (Exact version for Serial computers) 
Parameters. k E 2 = { 1,2, . . .}, y > 0. 
Step 0. Set i = 0 and select an e. > 0. 
Step 1. Compute g(Xi). If &Xi) = 0, Stop. 
Step 2. Compute Ji = G(xi). 
Step 3. Obtain the LU decomposition of Ji. 
Step 4. 
Step 5. 
Step 6. 
Step 7. 
Step 8. 
Step 9. 
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Set 1 = 0 and yi,o = pi. 
If I> 0 then compute g(yi.1). 
Compute yi,r+r through (18). 
Set I=1+1. 
If 1 c k, go to step 5; else go to step 9. 
Set Xi+1 = yi,k, set i = i + 1 and go to step 1. c! 
When a parallel computer is available, Steps 1 and 2 in Algorithm 2ES may be executed in 
parallel. This yields the following algorithm. 
Algorithm 2EP (Exact version for Parallel computers) 
The same as Algorithm 2ES except its Steps 1 and 2 are replaced by the following. 
Step 1. Evaluate g(Xi) and Ji = G(xi). 
Step 2. If g(Xi) = 0, Stop. cl 
Algorithms 2ES and 2EP become the classic Newton’s method, when k = 1. 
The local convergence (Theorem 1) and the root-order of convergence of at least (k + 1) 
have been established by Traub[9] for Algorithms 2ES and 2EP and by Shamanskii[lO] for 
Algorithm 2A. (See also discussions NRlO. 2-2 and NR11.2-5 in Ortega and Rheinboldt[lb].) 
5. EFFICIENCY ANALYSIS IN SERIAL COMPUTATION 
An iterative method for solving (1) starts with an estimate x0 of a solution x* and 
successively computes a new estimate x. {+, from the most recent estimate Xi, so as to generate 
a sequence {xi} of estimates converging to the solution x*. 
In order to compare speeds of different iterative methods in locating a solution of 
equations, researchers have proposed several measures that are independent of computing 
machines. As such a measure, Brent [I l] (See also Ostrowski[19]) defined the (work) 
efficiency? E of an iterative process with a superlinear convergence by 
where 
E = (log ,o)/ W (19) 
p = lim inf (- log l/Xi - X*IJ)“i (20) 
is 
is the root-order of convergence (the R-order in Ortega and Rheinboldt[l6]) of the iterative 
method, and 
W=lim w (21) 
i* 
is the limit of the amount w of work required to compute Xi from Xi-1 and from other results 
which may have been saved from previous iterations. One justification for this definition is 
that a method with (work) efficiency E requires E’IE times as much work as a method with 
(work) efficiency E’ to reduce the error l/Xi - x*/J to a very small positive tolerance. 
Because time is a more appropriate measure than work in the context of parallel com- 
putation, we modify (19) a little and define the time eficiency of an iterative method with a 
superlinear convergence by 
where 
E = (log p)/ T (22) 
T=limT (23 
i-w 
is the limit of the amount K of time required to compute Xi at iteration i. With this definition, 
tNote that this efficiency is different from the one defined in the context of parallel computation, which we call a 
Padel efficeincy in order to avoid confusion. The parallel efficiency of a method is defined in the next section. 
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a method with time efficiency E requires E’/E times as much time as a method with time 
efficiency E’ to reduce the error l]Xi - x*11 to a very small positive tolerance. 
Before embarking on the efficiency analysis of various methods, a word of caution is in 
order: although time efficiency is certainly an important and convenient analytic measure in 
comparing speeds of different methods, it alone may not represent the speed of each method 
in actual situations. Indeed, the time efficiency does not take into account he initial speeds of 
the method, because it is defined through limits such as p and T, which generally reflect the 
terminal speeds of the method. Hence, if iterative processes are terminated before they reach 
their respective terminal speeds then time efficiency may not be a good measure of com- 
parison. However, in this paper, for lack of other convenient measures, time efficiency is 
employed as the measure. 
In this section, time efficiencies are discussed for the methods presented in the preceding 
sections when they are run on serial computers. 
The computational time z at iteration i may be measured in any appropriate units; 
however, we adopt as a time unit the length of time required for one vector function 
evaluation, i.e. the evaluation of g(x), given x. In order to simplify the analysis, the following 
assumption is made. 
Assumption 2. (i) The evaluation of any column of G(x) takes the same amount of time 
as that of evaluation of any g(x). (ii) The evaluation of the function g(x) (and possibly of 
some columns of its Jacobian G(x)) dominates the computation time, and other computation 
time is negligible. 0 
From this point on, the evaluation of one column of G(x) is considered one function 
evaluation just as the evaluation of g(x). 
First, consider Algorithms 1AS and IES, for which the root-order p is at least rInlkl_l. 
Because they require (k + 1) function evaluations at each iteration, the time efficiency for 
them is at least 
E,s = (log r~+,)l(k + 1) (24) 
As noted before, Algorithms 1AS and 1ES subsume Newton’s method when k = n and the 
secant method when k = 1. Indeed, the time efficiencies for these methods are respectively, 
EN = (log ~)/(n + 1) = (log 2)/(n + 1) (25) 
Es = (log r&/2. (26) 
See Table 1 for some sample values of these efficiencies. 
Given n E 2, the optimal parameter kTs among N = {I, 2,. . . , n} may be selected as the k 
that maximizes (24). This algorithm optimization will be called optimal tuning. The time 
Table 1. Methods for serial computation 
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ETs = (log w~,I-I)~(~~s + 1) (27) 
Some sample values for kf,, and E& are found in Table 1. 
By definition, the optimally tuned Algorithms IAS and 1ES are generally more time- 
efficient than both the Newton’s and the secant methods. Compare the time efficiencies of 
these methods in Table 1. 
Consider Algorithms 2A and 2ES, for which the root-order p is at least (k + 1). Since they 
require (n + k) function evaluations at each iteration, the time efficiency for each is at least 
Ezs = (log (k + l))/(n + k). (28) 
Given IZ ~2, let k& denote the value of parameter k that maximizes (28) over positive 
integers. When such a kls is used as k, the time efficiency for the resulting optimally tuned 
Algorithms 2A and 2ES is at least 
ET, = (log (kf, + 1Mn f k4,) (2% 
Note that Brent[ll] reported an optimally tuned Shamanskiis method, which is slightly 
different from, but essentially the same as, the optimally tuned Algorithm 2A. 
Since Algorithms 2A and 2ES subsume Newton’s method (when k = l), the optimally 
tuned Algorithms 2A and 2ES are, by definition, more efficient than Newton’s method. See 
some samples of EN, E& and kt, in Table 1. 
Comparing ET, and ETs in Table 1, we conclude that the optimally tuned Algorithms 2A 
and 2ES are more time efficient han the optimally tuned Algorithms 1AS and 1ES. 
6. EFFICIENCY ANALYSIS IN PARALLEL COMPUTATION 
In this section time efficiencies are discussed for the methods presented in the preceding 
sections when they are run on parallel computers. 
Currently, parallel computers may be [20] classified into two major groups: single-in- 
struction stream multiple-data stream (SIMD) machines, and multiple-instruction stream 
multiple-data stream (MIMD) machines. The SIMD computer has only one stream of in- 
structions, but each instruction may operate on many different data simultaneously. Array 
processors, vector computers and pipeline processors belong to this group. The MIMD 
computer is equivalent to a system of interconnected processors, in that at any given time each 
processor in the system executes one instruction, which operates on a single datum. The MIMD 
computer is sometimes called a multiprocessor. In this section, the MIMD computer with p 
parallel processors is assumed. 
In comparing different parallel algorithms, the so called speed-up ratio and (parallel) 
efficiency? are useful measures. The speed-up ratio measures how many times faster a parallel 
algorithm on a parallel computer is as compared with a serial algorithm on a serial computer for 
the same problem. In other words, the speed-up ratio is defined to be a ratio of the computation 
time on a serial computer to the computation time on a parallel computer. The parallel eficiency 
of a method is defined to be its speed-up ratio divided by the number of parallel processors 
used in the computation, and it measures how efficient he method is in its utilization of parallel 
processors. 
Assumption 2 is still in effect in this section. If the task of evaluating one function (either 
g(x) or a column of G(x)) is divided among several processors, then the associated program- 
ming becomes more complicated and costly, and, furthermore, the speed of the algorithm may 
not increase appreciably because of higher overhead due to increased coordination require- 
ment. Hence, the following assumption is made. 
tin the literature on parallel computation, a single word, “efficiency”, is often used without any qualifiers; however, in 
this paper, two words, “parallel efficiency”, is used to differentiate his concept from those of work and time efficiencies 
defined earlier. 
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Assumption 3. The evaluation of one function (g(x) or a column of G(x)) is entirely 
performed by one processor. q 
ConsiderAlgorithmlAP,forwhichtheroot-orderpisatleast rt~,+andAlgorithm lEP,forwhich 
the root-order p is at least rt[nlkl_l. With p processors, the parallel evaluation of (k + 1) functions 
found in step4of Algorithm 1AP and in step 3 of Algorithm 1EP takes [(k + 1)/p] units of time, where 
one unit of time is the time required for one function evaluation by one processor. Hence, the time 
efficiencies for these algorithms are respectively at least 
ElAP = (log ~[“/kl)lKk + U/PI (30) 
E IEP = (1% $,k]-I)/[@ + l)bl (31) 
Given n and p in 2, it is easy to determine the values k T.& and kT& that respectively 
maximize (30) and (31) over k l {1,2, . . . , n}. The resulting algorithms will be called the 
optimally tuned Algorithms 1AP and lEP, and their time efficiencies are respectively at least 
ETzp = (log rI,,,ktXp])l[(kT& + U/PI (32) 
When compared with their respective serial versions (the optimally tuned Algorithms 1AS 
and lES), the speed-up ratios and the parallel efficiencies are respectively, 
SlAP = E?fPIETS (34) 
SIEP = ETE*plE* IS 
%IAP = &4,/P 
(35) 
(36) 
(37) 
Observing sample values of these quantities in Table 2, we conclude that the parallel 
efficiency $ generally deteriorates as the number p of processors increases. However, the 
deterioration is not monotone. When (p - 1) can divide n without any remainder, elatively high 
efficiency is attained. This occurs because, in such a case, the optimal parameter k** is selected 
to be equal to (p - l), and the computational waste [n/k**] - (n/k**) becomes zero. 
Consider Algorithm 2A, for which the root-order is at least (k + 1). With p processors, the 
evaluation of n functions at Step 3 takes [n/p] units of time. The evaluation of g(Xi) at Step 1 
and the (k + 1) sequential evaluations of g(yi,,) at Step 8 take k units of time because these 
evaluations cannot be performed in parallel. Hence, the time efficiency for Algorithm 2A is at 
least 
EVA = (log (k + lMb/pl + 4 (3% 
Next, consider Algorithm 2EP, for which the root-order is at least (k + 1). With p processors, 
the evaluation of (n + 1) functions at Step 1 takes [(n + 1)/p] units of time and the (k + 1) 
sequential evaluations of g(yi.1) at Step 5 take (k - 1) units of time. Hence, the time efficiency is 
at least 
E~EP = (log (k + lM[(n + l)/pl + k - 1) (39) 
Given n and p in 2, let kfz and k& denote the values of k that respectively maximize (38) 
and (39) over positive integers. The resulting algorithms will be called the optimally tuned 
n 
10 
100 
1000 
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.E ‘artial updating methods for pi Table 2 
lumber of 
'rOcC*sors 
P 
1 
2 
5 
6 
10 
11 
50 
51 
100 
101 
1 
2 
5 
6 
10 
11 
50 
51 
100 
101 
500 
501 
1000 
1001 
r 1 optima1 TM ?arameters Efficiencies - 
** 
Cm 
- 
1 
1 
4 
5 
5 
10 
- 
2 
3 
4 
5 
9 
10 
34 
50 
50 
100 
- 
4 
5 
4 
5 
9 
10 
48 
50 
91 
100 
334 
500 
500 
loo< 
- 
- 
** 
%EP 
- 
2 
1 
4 
5 
5 
10 
- 
2 
3 
4 
5 
9 
10 
34 
50 
50 
100 
- 
4 
5 
4 
5 
9 
10 
48 
50 
91 
100 
334 
500 
500 
1000 
- 
Speed-up 
Ratios 
** 
EIAP 
*i 
EiEp SlEP 
0.0846 0.0937 0.90 1.00 
0.1691 0.1802 0.81 1.92 
0.3223 0.3823 3.44 4..08 
0.3822 0.4812 4.08 5.14 
0.3822 0.4812 4.08 5.14 
0.4812 0.6931 5.14 7.40 
0.0189 0.0192 0.98 1.00 
0.0375 0.0383 1.95 1.99 
0.0931 0.0957 4.85 4.98 
0.1084 0.1122 5.65 5.84 
0.1511 0.1595 7.87 8.31 
0.1691 0.1802 8.81 9.39 
0.3223 0.3822 6.79 .9.91 
0.3822 0.4812 9.91 15.06 
0.3822 0.4812 9.91 15.06 
0.4812 0.6931 5.06 16.10 
0.0033 0.0033 1.00 1.00 
0.0065 0.0066 1.97 2.00 
0.0164 0.0165 4.97 5.00 
0.0196 0.0197 5.94 5.97 
D.0309 0.0311 9.36 9.42 
0.0337 0.0340 10.21 10.30 
0.1049 0.1084 31.79 32.85 
0.1084 0.1122 34.00 34.00 
0.1595 0.1691 48.33 51.24 
3.1691 0.1802 51.24 54.61 
3.3223 0.3822 97.67 15.82 
3.3822 0.4812 15.82 45.82 
3.3822 0.4812 15.82 45.82 
I.4812 3.6931 05.82 10.03 
aral I llel computatior 
T 
Algorithms 2A and 2EP, and the resulting time efficiencies are at least 
J%: = (log (k2*A* + lMrn/Pl+ km 
I.% = (log WI& + W/(Kn + WI + k% - 1). 
GAP 
E 
1El 
Parallel 
Efficiencier 
0.90 l.O( 
0.90 o.vt 
0.69 0.82 
0.68 0.8( 
0.41 0.51 
0.47 0.6i 
0.98 l.OC 
0.98 l.OC 
0.97 l.OC 
0.94 0.97 
0.79 0.83 
0.80 0.85 
0.34 0.4c 
0.39 0.49 
0.20 0.25 
0.25 0.36 
1.00 
0.98 
3.99 
3.99 
1.94 
3.93 
3.64 
3.67 
3.48 
3.51 
3.20 
3.23 
3.12 
1.15 
1.00 
1.00 
1.00 
0.99 
0.94 
0.94 
0.66 
0.67 
0.51 
0.54 
0.23 
0.29 
0.15 
0.21 
i-lo) 
(41) 
When compared with its serial versions (the optimally tuned Algorithms 2AS and 2ES), the 
speed-up ratios and parallel efficiencies of the optimally tuned Algorithms 2A and 2EP are given 
by 
S2A= Ez*A*IE;s (42) 
Sz,, = Ef&IE* 2s (43) 
%A= SZAlP W 
$EP= SZEPIP (45) 
See Table 3 for some sample values of these quantities. Notice that the parallel efficiency 8 
generally deteriorates as the number of processors increases. This deterioration is monotone for 
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Table 3. 
P 
1 
2 
5 
6 
10 
11 
1 
2 
5 
6 
10 
11 
50 
51 
100 
101 
1 
2 
5 
6 
10 
11 
50 
51 
100 
101 
500 
501 
1000 
1001 
Eerred upda .til 
T - 
l * 
'ZEP 
- 
7 
5 
3 
2 
2 
1 
- 
37 
22 
11 
10 
7 
7 
3 
2 
2 
1 
- 
225 
128 
62 
54 
37 
34 
11 
11 
7 
7 
3 
2 
2 
1 
- 
- 
** 
7A 
- 
7 
5 
3 
3 
2 
2 
- 
37 
22 
11 
10 
7 
7 
3 
3 
2 
2 
- 
225 
128 
62 
54 
37 
34 
11 
11 
7 
7 
3 
3 
2 
2 
- 
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ng methods for F 
Tin 
Efficlencics 
0.0266 0.0266 1.00 1.00 1.00 1.00 
0.0435 0.0435 1.64 1.64 0.82 0.82 
0.0802 0.0802 3.02 3.02 0.60 0.60 
0.0888 0.0922 3.34 3.47 0.56 0.58 
0.1223 0.1223 4.60 4.60 0.46 0.46 
0.1223 0.13W 4.60 4.09 0.42 0.44 
0.2773 0.2773 .0.42 10.42 0.21 0.21 
0.2773 0.3662 .0.42 13.17 0.20 0.27 
0.3662 0.3662 .3.77 13.77 0.14 0.14 
0.3662 0.6931 .3.77 26.06 0.14 0.26 
0.0044 0.0044 1.00 l.OC 1.00 1.00 
0.0077 0.0077 1.75 1.75 0.88 0.88 
0.0158 0.0158 3.59 3.59 0.72 0.72 
0.0181 0.0182 4.11 4.14 0.69 0.69 
0.0266 0.0266 6.05 6.05 0.60 0.60 
0.0284 0.0287 6.45 6.52 0.59 0.59 
0.0802 0.0802 ~3.23 18.2: 0.36 0.36 
0.0802 0.0828 .8.23 18.82 0.36 0.37 
0.1223 0.1223 17.80 27.8C 0.28 0.29 
0.1223 0.1300 !7.80 29.55 0.28 0.29 
0.2773 0.2773 53.02 63.Oi 0.13 0.13 
0.2773 0.3662 53.02 83.2: 0.13 0.17 
0.3662 0.3662 33.23 83.2: 0.08 0.08 
0.3662 0.6931 $3.23 L57.52 0.08 0.16 
vara 
l- 
lllel computatio 
Speed-up 
Ratlml 
% '2EP E 2EP 
1.00 1.00 1.00 1.00 
1.47 1.47 0.73 0.73 
2.21 2.27 0.45 0.45 
2.27 2.99 0.38 0.50 
2.99 2.99 0.30 0.30 
2.99 5.67 0.27 0.52 
Parallel 
Efficisncles 
algorithm 2A, but not for Algorithm 2EP. Indeed, when (p - 1) can divide n without any 
remainder, elatively high efficiency results in Algorithm 2EP. 
Finally, the time efficiencies of the four parallel methods are compared in Table 4. First, 
compare the two approximate algorithms. Observe that Algorithm 2A is more time-efficient than 
Algorithm 1AP when the number p of processors is low, but that the reverse is true, when p is 
high. The switch-over seems to occur when p is between 2 and 5. Next, compare the two exact 
algorithms. Note that when p = n + 1, their efficiencies are the same because they become 
identical. Observe that Algorithm 2EP is more time-efficient than Algorithm lEP, when the 
number p of processors is low, but that the reverse is true, when p is high. The switch-over 
seems to occur when p is between 5 and 6. 
7. CONCLUSION 
In this paper, two strategies are discussed for improving the efficiency of Newton’s methods 
for solving several nonlinear equa.tions when serial and parallel computers are used. It is found 
that the strategy of deferred updating is superior to the strategy of partial updating when the 
degree of parallelism is relatively low, but that the reverse holds when the degree of parallelism 
is relatively high. 
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hensiom 
n 
10 
100 
1000 
T I 1 
Table 4. MC 
Yumber of 
!rocessors 
:thc >ds for parallel computation 
l- Time Efficiencies 1 
t 
1 0.0169 0.0266 0.0192 0.0266 
2 0.0375 0.0435 0.0383 0.0435 
5 0.0931 0.0802 0.0957 0.0802 
6 0.1084 0.0888 0.1122 0.0922 
10 0.1511 0.1223 0.1595 0.1223 
11 0.1691 0.1223 0.1802 0.1300 
50 0.3223 0.2773 0.3822 0.2773 
51 0.3822 0.2733 0.4812 0.3662 
100 0.3822 0.3662 0.4812 0.3662 
101 0.4812 0.3662 0.6931 0.6931 
1 0.0033 0.0044 0.0033 0.0044 
2 0.0065 0.0077 0.0066 0.0077 
5 0.0164 0.0158 0.0165 0.0158 
6 0.0196 0.0181 0.0197 0.0182 
10 0.0309 0.0266 0.0311 0.0266 
11 0.0337 0.0284 0.0340 0.0287 
50 0.1049 0.0802 0.1084 0.0802 
51 0.1084 0.0802 0.1122 0.0828 
100 0.1595 0.1223 0.1691 0.1223 
101 0,1691 0.1223 0.1802 0.1300 
500 0.3223 0.2773 0.3822 0.2773 
501 0.3822 0.2773 0.4812 0.3662 
1000 0.3822 0.3662 0.4612 0.3662 
1001 0.4812 0.3662 0.6931 0.6931 
Approximate version.9 Exacf Versiona 
* 
%AP 
** 
E2A 
* 
EIEP 
** 
E2EF 
0.0846 0.1223 0.0937 0.1223 
0.1691 0.1792 0.1802 0.1792 
0.3223 0.2773 0.3823 0.2773 
0.3822 0.2773 0.4812 0.3662 
0.3822 0.3662 0.4812 0.3662 
0.4812 0.3662 0.6931 0.6931 
This paper also discusses the idea of optimal tuning. However, in this paper the tuning is 
accomplished analytically under simplifying assumptions, while the ultimate tuning must, of 
course, be performed through numerical experiments. 
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APPENDIX 
In this appendix, proofs for Theorems 1-3 are presented. 
Because the continuous matrix function G(x) is nonsingular tx* (see Assumption l), it follows from the continuity of 
the determinant and of the inverse that if a matrix J is sufficiently close to G(x) and if x is sufficiently close to x* then J-’ 
exists and its norm is bounded by a constant CL. (See results 2.3.2 and 2.3.3 in Ortega nd Rheinboldt[l6], for example). 
Hence, the next lemma holds. 
LEMMA 1 
There exist an r E (0, rO], a 6 > 0 and a p > 0 such that for any x E B(x*, r) if III - G(x)jj 5 6 then J is nonsingular $ 
IIJ-‘II 5 p. 
Because g(x*) = 0, the following holds. 
I 
I 
dx) = g(x) - 8(x*) = G(x* t t(x - x*))(x -x*) dt. 
0
Using this equation and Lemma 1, we obtain the next lemma, which states that if a current solution estimate xi is 
sufficiently close to the solution x* and if a current Jacobian estimate Ji is sufficiently close to the Jacobian G(xi) then the 
next solution estimate xi+, is well defined. And, moreover, this new estimate xi+, is closer to x* than the old estimate xi is. 
LEMMA 2
Given any a E (0, l), there exist an r, E (0, r) and a 61 E (0,s) such that if I]xi - x*11 - 
exists and xi+, = xi - .f-’ g(xi) satisfies 
<rl and l]Ji - G(xi)ll I 6,, then J7’ 
IIXi+, -x*11 5 4lXi - x*11, t.42) 
so that xi+, E B(x*, r,) C B(x*, r). 
Proof. Let xi E B(x*, r) and let Ji satisfy lj~r - G(xi)]] < 8. It follows from (Al), Lemma 1 and Assumption 1 that 
llxi+l - x*l! = It% - X* - J,-‘dXi)lI 
= Ilxi -x* - Ji_ 1, G(x* + t(xi - x*))(xi - x*) dtll 
=I( “[ ( J, G x*tt(xi-x*))-Ji](xi-x*)dtll 
5 P,~ZJ, IIG(x* + t(xi - X*)) - JiII IIXi - x*ll 
5 PLILIk - x*II + lIG(xi) - JJIh - x*II. (A3) 
Given a E (0, l), by selecting r, and S, sufficiently small, the last expression i  (A3) can be made smaller than a]lxi -x*11. 
0 
It follows from (Al) and Assumption I that there exists M(= max {llG(x)]( 1.x E B(x*, r)}) > 0 such that 
IMx)ll 5 Mllx - x*lI, “x E B(x*, r). (A4) 
The next lemma will show that if the most recent s solution estimates, x~+~-~, x +,-~, . . , xi+,, are all sufficiently close to 
the solution x*, then the difference between the exact Jacobian G(x,+,) and the new Jacobian estimate Ji+, generated by the 
algorithms i bounded by a linear function of the distances between the solution estimates and the solution x*. The 
number s of the most recent solution estimates needed for this result generally depends upon the algorithm, but it does not 
depend upon the iteration umber i after a finite number of iterations. 
LEMMA 3 
Given i E Z, define s as follows. For Algorithms IAS, 1ES and IEP, s = [n/k], when i 2 [n/k] - 2, and s = i + 2, when 
i < [n/k] - 2. For Algorithm 1AP, s = [n/k] t 1, when i 2 [n/k] - 1 and s = i t 2, when i < [n/k] - 1. Then, there exists a C > 0 
such that if the algorithm generates x~+~-~, x +,-~, . . . , xi, xi+,, all in B(x*, r), then 
IIJi+l - G(xi+l)II 5 C ,=$_, IIxm --*II (A3 
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Proof. Suppose that .x,+2-s, ~;+r_~, . , Xi, xi+, are all in E(x*, r). Let j E N. Then there exists I E (0, 1, . . , [n/k] - I} 
such that 
I 
I 
= G(xi, 
II 
or 
Jj+,ei = G(xi+r-,)ep 
(‘46) 
647) 
Hence it follows from the Lipschitz continuity that 
or 
511 I,’ [G(xi+r)- G(xi+r-, + k+~-rej)lej drI/ 
5 LIlh+I --*II +II-b-I-X*/I t Q-Jr 648) 
II&i+&) -Ji+reilI sIIG(xi+r)- G(x+-r)II 
5 L{jlxi+l -X*1( t II%+l-l -X*111. 
Now, in Algorithm 1 AS, it follows from (11) and (A4) that 
(A9) 
$+I-/ z5 */MllXi+,-I - *Il. (AlO) 
Hence,itfollowsfrom(A8),(A9)and(AIO)thatthereexistsaconstantC>O,whichdoesnotdependoni,suchthat(A5)holdswith 
s = [nlk]. In Algorithm IAP, it follows from (12) and (A4) that 
or 
%-I 5 YMllXi-l -X*1( (Al 1) 
4+1-l 5 Y$%-! -xX*(] + I(+! -x*lD~ 6412) 
Hence, it follows from (A8), (A9), (Al 1) and (Al2) that here exists a constant C > 0, which does not depend on i, such that 
(As) holds with s = [n/k] t 1. Finally, in Algorithms IES and IEP, (A7) and hence (A9) holds for all j E N. Therefore, there 
exists a constant C > 0 such that (AS) holds with s = [n/k] for the exact versions. cl 
The next lemma will show that if the initial solution estimate x0 is sutlicientlv close to the solution x* and if the initial 
Jacobian estimate J,, is sufficiently close to the Jacobian G(x,), then the generated Jacobian estimates, J, . J,, Jr,. . . , are all 
invertible and the generated solution estimates x0, xl, x2, . , progressively become closer to the solution. 
LEMMA 4 
Suppose that a is as defined in Lemma 2. There exist an r* > 0 and 6* > 0 such that if Algorithm lAS, IAP, 1ES or IEP 
is started with x0 and & satisfying 
J/x,, - x*/l 5 r*, I).& - G(x,)ll I S*, (A13) 
and if the algorithm does not stop before the (it l)st iteration (i.e. g(x,,,) f 0, m = 0, I,. . . , it 1) then (i) J,,, J,, . . . , Ji are all 
invertible and (ii) 
llxm+, - x*(( 5 al/x, -x*(1, m = 0, I, . . . , i. (Al4) 
Proof. Letr*=min{r,,G,/C([nlk]+ 1)) and let S*= 6,. Assume that x,, and Ja satisfy (Al3). Then it follows from 
Lemma 2 that (i) and (ii) hold with i = 0. 
NOW mathematical induction is employed to prove Lemma 4. Suppose that (i) and (ii) hold for i = j. Then 
IlXj,, -x*/1 5 . . . 5 11x0 -x*1/ 5 r*, (A13 
and x 0, x 1,. . . ,I, ++I, are all in B(x*, r). It now follows from Lemma 3 that 
5 Csr* C([n/k] t l)r* 5 S*. 
Therefore, by virtue of Lemma 2, Ji+r is invertible and 
Ibj+2 - X*ll 5 crllXj+t --XII 
Hence, (i) and (ii) hold with i = j t 1. 
Because a E (0, 1), (A13) implies that Xi-+x* as i-+m. Hence, Theorem 1 follows from Lemma 4. 
(AW 
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It follows from (A3) and (AS) that for each i, 
IlXi+l -x*ll 5 cLILllxi - X*Il+ lIG(&)-JillJh - x*ll 
s P{41xi - x*ll + C ,=$,_s Ilxm - x*IIIllxi - x*ll. 
Recall that the parameter s is constant (i.e. [n/k] or [n/k] t 1) for is_ [n/k] t 1. It now follows from result 9.2.9 in Ortega 
and Rheinboldt[l6] that the root-order of convergence is at least rS. This implies Theorems 2and 3. 
