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1. Introduction
Given a ﬁnite subgroup G of Aut(V ), where V is a vertex operator algebra (VOA), one would like
to study possible G-invariant integral forms of V . We give methods to do so in a few cases. An
application is a Monster-invariant form within the Moonshine VOA [7]. (The Monster is the largest
sporadic ﬁnite simple group [8].)
An integral form of a VOA could be considered an analogue of the integral structure spanned by
a Chevalley basis in a Lie algebra or of an integral structure in an enveloping algebra. An integral
form of a VOA allows one to create VOAs over other commutative rings of coeﬃcients, e.g., ﬁnite
ﬁelds, algebraic number ﬁelds. When such a form is invariant under a ﬁnite group, we get an inﬁnite
series of integral representations and actions of the group as automorphisms of ﬁnite rank algebras
over Z (such algebras are typically nonassociative). The form may be reduced modulo primes to create
modular representations of that group.
An integral form R of a vertex operator algebra V with a nondegenerate symmetric invariant
bilinear form (·,·) is a vertex algebra over Z satisfying (R, R)  Q. Our main examples are lattice
vertex operator algebras [1,7] and their orbifolds and subalgebras. There is also a positive deﬁnite
hermitian form on lattice vertex operator algebras [1] although the form is not invariant in the sense
of [6]. Hermitian forms invariant by a ﬁnite group also give integral representations. Some of our
examples satisfy the stronger condition (R, R) Z.
2. Preliminaries
Deﬁnition 2.1. Let F be a ﬁeld of characteristic 0. A rational form of an F-vector space is a rational
subspace for which any basis is an F-basis of the F-subspace.
Deﬁnition 2.2. An integral form in a rational vector space U of dimension m is a free abelian subgroup
of (U ,+) of rank m (so a basis of a lattice is a basis of U as a vector space). If U has a symmetric
bilinear form, the integral form is an integral (resp., rational) lattice if the integral form is an integral
(resp., rational) lattice with respect to the form.
Let F be a ﬁeld of characteristic 0. An integral form, etc. for an F-vector space is an integral form,
etc. for a rational form of the F-vector space.
For a VOA, we use the usual symbols 1 for vacuum element and ω for the (principal) Virasoro
element.
Deﬁnition 2.3. Suppose that V is a VOA (over the complex numbers) with an invariant nondegenerate
symmetric bilinear form. An integral VOA form (abbreviated IVOA) for V is an abelian subgroup R of
(V ,+) such that R is a VA over Z, there exists a positive integer s so that sω ∈ R , for each n,
Rn := R ∩ Vn is an integral form of Vn , (R, R)Q. Since R is a VOA, 1 ∈ R . For each degree n, Rn has
ﬁnite rank, whence there is an integer d(n) > 0 so that d(n) · (Rn, Rn) Z.
Remark 2.4. (i) If dim(V0) = 1, the invariant property of the bilinear form requires that for any u, v ∈
Rm ,
∑
n0
1
n! (L(1)
nu)2m−n−1v ∈ 1d(m)Z1.
(ii) If R is generated over Z by a set of homogeneous elements, then R =⊕n∈Z Rn is graded.
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R0 + R1 + · · · + Rd and that G is a ﬁnite subgroup of Aut(V ) which leaves invariant the rational vector space
spanned by R˜.
There exists an integral form S of V such that
(a) S  R and for all n, |Rn : Sn| is ﬁnite (where Sn := S ∩ Vn);
(b) S is G-invariant.
Proof. For all n, deﬁne Un to be the Q-span of Rn .
Since G is ﬁnite, the G-invariant abelian group S := ⋂g∈G gR has the property that for all n,|Sn : Rn| is ﬁnite. Therefore Sn is a lattice in Un .
Since G  Aut(V ), gR is an integral form of V , for all g ∈ G , and so S is also an integral form. 
3. Integral forms of lattice vertex algebras
Let L be a positive deﬁnite even lattice with a basis {γ1, . . . , γd} and L∗ the dual lattice of L. We
will follow the setting of [7] for lattice vertex operator algebra V L and the Heisenberg vertex operator
subalgebra M(1) of V L .
For any α ∈ L∗ we set
E−(−α, z) := exp
(∑
n>0
α(−n)
n
zn
)
=
∑
n0
sα,nz
n.
Let M(1)Z be the Z-span of sα1,n1 sα2,n2 · · · sαk,nk for αi ∈ L and ni  0. Then M(1)Z is a subset of M(1)
which is a vertex operator subalgebra of V L . We will prove that M(1)Z is, in fact, an IVOA.
We will denote the set of partitions of positive integers by P . For each α ∈ L∗ and λ =
(λ1, λ2, . . . , λk) ∈P with λ1  λ2  · · · λk > 0 we deﬁne vectors by the k × k determinant
sλ(α) := det(sα,λi+ j−i)
where sα,n is understood to be zero if n < 0. Then sλ(α) ∈ M(1)Z for any α ∈ L and λ ∈P .
Lemma 3.1.We have
E−(α, z) =
(
1z0 + α(−1)z1 + 1
2
α(−1)2z2 + 1
6
α(−1)3z3 + · · ·
)
×
(
1z0 + 1
2
α(−2)z2 + 1
2
1
22
α(−2)2z4 + 1
6
1
23
α(−2)3z6 + · · ·
)
×
(
1z0 + 1
3
α(−3)z3 + 1
2
1
32
α(−3)2z6 + 1
6
1
33
α(−3)3z9 + · · ·
)
× · · · .
The series E−(α, z) begins:
1z0 + α(−1)z1 +
(
1
2
α(−2) + 1
2
α(−1)2
)
z2 +
(
1
3
α(−3) + 1
2
α(−1)α(−2) + 1
6
α(−1)3
)
z3 + · · · .
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sα,0 = 1, sα,1 = α(−1), sα,2 = 1
2
α(−2) + 1
2
α(−1)2 and
sα,3 = 1
3
α(−3) + 1
2
α(−1)α(−2) + 1
6
α(−1)3.
Lemma 3.2. M(1)Z has a Z-basis
sα1,n1 sα2,n2 · · · sαk,nk
where αi ∈ {γ1, . . . , γd}, n1  n2 · · · nk and k 0.
Proof. Since {γ1, . . . , γd} is a basis of L we see that M(1)Z is spanned by
sα1,n1 sα2,n2 · · · sαk,nk
for αi ∈ {±γ1, . . . ,±γd} and k 0. It is enough to show that each s−γi ,n lies in the Z-span of
sα1,n1 sα2,n2 · · · sαk,nk
where αi ∈ {γ1, . . . , γd} and k 0. Note that E−(−α, z)E−(α, z) = 1 for α ∈ L. Then for any n 0
n∑
i=0
sα,i s−α,n−i = δn,0.
Since each sα,0 = 1, it follows that s−α,n is a Z-linear combination of products of sα,m ’s. The Z-linear
independence of these vectors follows from the C-linear independence. 
Theorem 3.3. Let (V L)Z be the Z-span of
sα1,n1 sα2,n2 · · · sαk,nkeα
where αi ∈ {γ1, . . . , γd}, n1  n2 · · ·  nk, k  0 and α ∈ L. Then (V L)Z is an IVOA generated by e±γi for
i = 1, . . . ,d. The natural bilinear form restricted to (V L)Z is integral. Moreover, M(1)Z is a subIVOA of (V L)Z .
Proof. From Lemma 3.2 and the construction of V L , the spanning set of (V L)Z forms a Z-basis of V L .
We ﬁrst prove that (V L)Z is a vertex algebra over Z. That is, we need to show that for basis element
u, v and n ∈ Z, unv ∈ (V L)Z .
Let α,β ∈ L. Let α1, . . . ,αk, β1, . . . , βl ∈ L subject to the conditions α1 +· · ·+αk = α and β1 +· · ·+
βl = β . Set
A := exp
(
k∑
i=1
∑
n1
αi(−n)
n
wni
)
eα ∈ V L[[w1, . . . ,wk]],
B := exp
(
l∑
j=1
∑
n1
β j(−n)
n
xnj
)
eβ ∈ V L[[x1, . . . , xl]].
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as k, l, αi and β j vary subject to the conditions (cf. [7]). It is good enough to prove that the coeﬃcients
of Y (A, z)B lie in (V L)Z again.
It follows from [7] that
Y (A, z)B = ◦◦Y
(
eα1 , z + w1
) · · · Y (eαk , z + wk)
× Y (eβ1 , x1) · · · Y (eβl , xl)◦◦1 ∏
1ik,1 jl
(z + wi − x j)(αi ,β j).
Since the coeﬃcients of
∏
1ik,1 jl(z + wi − x j)(αi ,β j) are integers, it is good enough to show that
the coeﬃcients of exp(
∑
n>0
αi(−n)
n (z + wi)n) preserve (V L)Z . Again, this is clear from the deﬁnition
of (V L)Z and Lemma 3.2.
It is well known from the construction of V L [7] that V L is generated by e±γi for i = 1, . . . ,d. Let
V be a vertex operator algebra and u, v ∈ V . Then for any n ∈ Z the vertex operator
Y (unv, z) = Resz1
{
(z1 − z)nY (u, z1)Y (v, z) − (−z + z1)nY (v, z)Y (u, z1)
}
involves only integer linear combinations of products usvt and vsut for s, t ∈ Z. As a result, (V L)Z is
generated by e±γi for i = 1, . . . ,d.
Since dim(V L)0 = 1 and L(1)(V L)1 = 0, there is a unique nondegenerate symmetric invariant bilin-
ear form on V L [16, Prop. 3.1]. It is characterized by the conditions below.
(1) (eα, eβ) = δα,−β for α,β ∈ L where we have arranged for eαeβ = (α,β)eα+β for a bimultiplica-
tive form  : L × L → 〈±1〉 such that (α,α) = (−1)(α,α)/2.
(2) (α(n)u, v) = −(u,α(−n)v) for all u, v ∈ (V L)Z , α ∈ L and n ∈ Z.
We show that ((V L)Z, (V L)Z)  Z. Let α1, . . . ,αk ∈ L∗ , α,β1, . . . , βl, β ∈ L and A, B be as before.
Then we have
(A, B) =
(
eα, exp
(
−
k∑
i=1
∑
n1
αi(n)
n
wni
)
exp
(
l∑
j=1
∑
n1
β j(−n)
n
xnj
)
eβ
)
=
∏
i, j
(1− wix j)(αi ,β j)δα,−β. (3.1)
That is,
∑(
sα1,m1 · · · sαk,mkeα, sβ1,n1 · · · sβl,nl eβ
)
wm11 · · ·wmkk xn11 · · · xnll =
∏
i, j
(1− wix j)(αi ,β j)δα,−β.
Since M(1) is a subVOA of V L , it follows immediately that M(1)Z is a subIVOA of (V L)Z . The proof
is complete. 
Remark 3.4. There is also a unique positive deﬁnite hermitian form (· | ·) on V L [1] such that
(1) (eα | eβ) = δα,β for α,β ∈ L;
(2) (α(n)u | v) = (u | α(−n)v) for all u, v ∈ (V L)Z , α ∈ L and n ∈ Z.
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As in the discussion for the bilinear form, we have
(A | B) =
(
eα
∣∣∣ exp
(
k∑
i=1
∑
n1
αi(n)
n
wni
)
exp
(
l∑
j=1
∑
n1
β j(−n)
n
xnj
)
eβ
)
=
∏
i, j
(1− wix j)−(αi ,β j)δα,β .
That is,
∑(
sα1,m1 · · · sαk,mkeα
∣∣ sβ1,n1 · · · sβl,nl eβ)wm11 · · ·wmkk xn11 · · · xnll =∏
i, j
(1− wix j)−(αi ,β j)δα,β .
We will next determine the dual lattice of the integral lattice (V L)Z in V L with respect to the
forms ( , ) and ( | ).
Notation 3.5. Let {β1, . . . , βd} be the basis of the dual lattice L∗ which is dual to the basis {γ1, . . . , γd}
of L. Let U be the Z-span of the Z-linearly independent vectors
sλ1(β1) · · · sλd (βd) ⊗ eα
for λ1, . . . , λd ∈P and α ∈ L. If L is self dual, then (V L)Z = U .
Proposition 3.6. (i) The set
{
sλ1(γ1) · · · sλd (γd) ⊗ eα
∣∣ λ1, . . . , λd ∈ P, α ∈ L}
is a Z-basis of (V L)Z .
(ii) U is the dual of (V L)Z in V L with respect to both the bilinear form ( , ) and the hermitian form ( | ).
(iii) The set
{
sλ1(−β1) · · · sλd (−βd) ⊗ e−α
∣∣ λ1, . . . , λd ∈ P, α ∈ L}
is the dual basis with respect to ( , ) and the set
{
sλ1(β1) · · · sλd (βd) ⊗ eα
∣∣ λ1, . . . , λd ∈ P, α ∈ L}
is the dual basis with respect to ( | ). In particular, if L is self dual, then (V L)Z is also self dual with respect to
both the bilinear form ( , ) and the hermitian form ( | ).
Proof. (i), (ii): We deal only with the hermitian form and the proof for the bilinear form is similar.
We ﬁrst prove that
(
sλ1(β1) · · · sλd (βd) ⊗ e−α
∣∣ sλ′1(γ1) · · · sλ′d (γd) ⊗ eβ)= δ(λ1,...,λd),(λ′1,...,λ′d)δα,β
for λi, λ′i ∈P and α,β ∈ L. Since (βi, γ j) = δi, j , it is enough to show that
(
sλ(βi)
∣∣ sλ′(γi))= δλ,λ′
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of [17]).
We next show that the set of
sλ1(γ1) · · · sλd (γd)
for λ1, . . . , λd ∈P forms a basis of M(1)Z . Note that for α1, . . . ,αk ∈ L and n1, . . . ,nl  0,
(
sλ1(β1) · · · sλd (βd)
∣∣ sα1,n1 · · · sαk,nk) ∈ Z
for λi ∈P . This implies that sα1,n1 · · · sαk,nk is a Z-linear combination of sλ1 (γ1) · · · sλd (γd) for λi ∈P .
Consequently, the set of
sλ1(γ1) · · · sλd (γd)
for λ1, . . . , λd ∈P forms a basis of M(1)Z and the set of
sλ1(γ1) · · · sλd (γd) ⊗ eα
for λ1, . . . , λd ∈ P and α ∈ L forms a basis of (V L)Z . So, (i) and (ii) are proved. The rest of the
proposition is clear. 
Remark 3.7. If L is self dual, then (V L)Z is a positive deﬁnite self dual lattice by Proposition 3.6. This
was pointed out in [1] already.
Remark 3.8. Let R = (V L)Z . It seems that ﬁnding the group structure of Un/Rn (see Notation 3.5) for
an arbitrary even lattice L will be very complicated. One can easily see that U1/R1 is isomorphic to
L∗/L.
3.1. About the automorphism group of V L and a torus normalizer
Notation 3.9. In this article, we use the standard notation pn for an elementary abelian p-group of
order pn , where p is a prime. Context will indicate when pn means a group.
We now review the automorphism group of V L and certain other groups which act on (V L)Z
preserving either the bilinear form or the hermitian form. For this purpose we need to ﬁx a bimulti-
plicative function  : L × L → 〈±1〉 such that c(α,β) := (α,β)(β,α) equals (−1)(α,β) for α,β ∈ L.
Let Lˆ be the central extension of L by 〈±1〉 with commutator map c and we denote the map from Lˆ
to L by ¯. Then any automorphism σ of Lˆ induces an automorphism σ¯ of L. Let O (L) be the isometry
group of L and O (Lˆ) := {σ ∈ Aut(Lˆ) | σ¯ ∈ O (L)}. The above group embeds in Aut(V L) and permutes
the set {±eα | α ∈ L}. This subgroup of Aut(V L) is often denoted by O˜ (L) in the literature. It has the
shape O˜ (L) ∼= Zrank(L).O (L).
Let T be the torus obtained by exponentiating a0 where a ranges over the standard Cartan subal-
gebra of (V L)1. Then T∼= H/L∗ where H =C⊗Z L and the normalizer NL of T in Aut(V L) is a group
of the form NL ∼= T.O (Lˆ). We let N be the normal subgroup of Aut(V L) generated by ev0 for v ∈ (V L)1.
Then Aut(V L) = NNL , product of subgroups, and N is the connected component of the identity in the
algebraic group Aut(V L). See [5] and [2] for background.
There exists a standard lift, called θ , of the −1 isometry of L to an automorphism of order 2 of V L .
The standard lift interchanges eα and e−α . See [7] and an appendix of [10] for a general discussion of
lifts. We have CNL (θ) ∼= 2rank(L).O (L).
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of O˜ (L), the ﬁxed point subVOA V S has the IVOA (V L)SZ . Note that NO˜ (L)(S)/S acts as automorphisms of the
IVOA (V L)SZ . If M is a sublattice so that S ﬁxes the subVOA VM, then VM ∩ (V L)SZ is an IVOA in V SM .
Notation 3.11. A special case of S in Lemma 3.10 is the ﬁxed points of θ (see Section 3.1) in (V L)Z ,
denoted by (V L)
+
Z
. Then (V L)
+
Z
is an IVOA in V+L .
Remark 3.12. We discuss the hermitian form more. We deﬁne the anti-linear involution σ from V L
to V L such that σ(au) = a¯θ(u) for a ∈ C and u ∈ (V L)Z where a¯ is the complex conjugate of a. It
is easy to see that (u | v) = (u, σ (v)) for u, v ∈ V L . Note that NL does not preserve the hermitian
form but the subgroup O˜ (L) does since it preserves the set {±eα | α ∈ L}, which generates the Q-VOA
Q⊗ (V L)Z .
Lemma 3.13. If A, B are IVOA forms in the respective VOAs V , W , then A ⊗ B is an IVOA form in V ⊗ W
(graded tensor product of VOAs; see [6]).
3.2. Initial pieces of the standard integral form for V E8
Let L be any even integral lattice. Recall the bilinear form ( , ) and the hermitian form (· | ·) on V L
from Remark 3.4. We use the usual notation for H =C⊗Z L and the subspaces H−n = H ⊗ t−n of V L .
The next lemma recalls a few calculations for our use.
Lemma 3.14.
(i) For p,q, r, s ∈ H−1 ,
(pq | rs) = (p | r)(q | s) + (p | s)(q | r).
(ii) The elements listed in Lemma 3.1 at the z2-coeﬃcient have the following inner products (the inner prod-
ucts on right side occur in L).
(
α(−2) ∣∣ β(−1)2)= 0;(
α(−1)β(−1) ∣∣ γ (−1)δ(−1))= (α,γ )(β, δ) + (α, δ)(β,γ );(
α(−2) ∣∣ β(−2))= 2(α,β);(
α(−1)2 ∣∣ α(−1)2)= 2(α,α)2, which is 8 if α is a root;(
α(−2) ∣∣ α(−2))= 2(α,α), which is 4 if α is a root;(
1
2
α(−2) + 1
2
α(−1)2
∣∣∣ 1
2
β(−2) + 1
2
β(−1)2
)
= 1
2
(α,β) + 1
2
(α,β)2.
So if α is a root, 12α(−2) + 12α(−1)2 has norm 1+ 2 = 3.
Notation 3.15. For the remainder of this section, L := E8. We shall study the positive deﬁnite lattice
R2 with the hermitian form (· | ·).
The lattice R2 generated by these elements is integral and odd (since norm 3 occurs). Observe
that R2 contains 12 (α + β)(−2) + 12 (α + β)(−1)2 − ( 12α(−2) + 12α(−1)2) − ( 12β(−2) + 12β(−1)2) =
α(−1)β(−1), which has odd norm if (α,β) is odd. Note that α(−1)β(−1) is in spanZ{ 12α(−1)2 |
α ∈ L, (α,α) = 2}.
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Lemma 3.1.
Degree 1. R1 is isometric to E8 ⊥ Q , where Q is the square lattice of rank 240 spanned by an orthonormal
basis (i.e. det(Q ) = 1). Therefore, R1 is unimodular of rank 248, but not even.
Degree 2. R2 is isometric to J ⊥ (E8 ⊗ Q ) ⊥ S, where Q is the unimodular square lattice of rank 240, S is
a unimodular square lattice of rank 2160 and J is a rank 44 determinant 1 odd lattice.
Proof. The statement about degree 1 is easy.
The lattice R2 has a basis
{
eα
∣∣ α ∈ E8, (α | α) = 4}∪ {γi(−1) ⊗ eα ∣∣ 1 i  8, α ∈ E8, (α | α) = 2}
∪ {sγi ,2, sγi ,1sγ j ,1 | 1 i, j  8, i  j}.
Here, the γi form a basis of the lattice E8 as before. Note that sα,2 = 12 (α(−1)2 + α(−2)) and sα,1 =
α(−1). The three sets displayed are pairwise orthogonal.
Now we describe R2. It is isometric to S ⊥ (E8 ⊗ Q ) ⊥ J , corresponding to the sublattices spanned
by the respective three parts of the basis described in the last paragraph. Here, Q is as described in
item Degree 1, so is square, whence E8 ⊗ Q is the orthogonal direct sum of 240 copies of E8.
The description of the rank 44 lattice J is more complicated. Write J1 for J ∩ S2(H−1) and write
J2 for J ∩ H−2. From Lemma C.1 and det(E8) = 1, we conclude that the discriminant group of J1 is
elementary abelian of order 28. It is clear that J2 is spanned by all α(−2) and so J2 ∼=
√
2E8 and J2
has discriminant group which is elementary abelian of order 28.
The lattice J represents a gluing of J1 and J2 (with glue vectors sα,2 = 12α(−1)2 + 12α(−2)). So J
contains J1 ⊥ J2 with index 28, whence det( J ) = 1. The minimum norm of J appears to be 3. 
4. About a given rational form and cvcc 12
Notation 4.1. We abbreviate conformal vector of central charge 12 by cvcc
1
2 . The subVOA generated by
a set of elements w, . . . is denoted by subVOA(w, . . .).
Lemma 4.2. Suppose that Q is a rational form of the VOA V and w ∈ Q is a cvcc 12 . Then the Miyamoto
involution t(w) for w stabilizes Q .
Proof. Since t(w) centralizes subVOA(w) and leaves invariant its highest weight spaces, V ′(c) in V ,
for highest weights c ∈ {0, 12 , 116 }, it leaves invariant the corresponding respective homogeneous com-
ponents, V (c).
By hypothesis, Q is a rational form so that Q is invariant under each wi , where Y (w, z) =∑
i∈Z wiz−i+1.
Since V ′(c) = (⋂i2 KerV (wi))∩KerV (w1 −c) and 0, c are rational, Q ′(c) := V ′(c)∩ Q is a rational
form of V ′(c). Since the wi leave Q invariant, Q (c) := Q ∩ V (c) is a rational form of V (c), the
homogeneous component.
We have Q = Q (0) ⊕ Q ( 12 ) ⊕ Q ( 116 ). The action of t(w) on each V (c)  Q (c) is a scalar, ±1
(depending on c and whether V ( 116 ) is nonzero). Therefore, t(w) leaves Q invariant. 
4.1. An application to V+EE8
Up to now, we have seen integral forms which are invariant only under subgroups of O˜ (L) Sec-
tion 3.1. We next prove that there exist IVOA forms in V+EE8 which are invariant under Aut(V
+
EE8
) ∼=
O+(10,2).
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+
EE8
has been listed [9]. Their Q-span is a Q-form of (V+EE8 )2.
The Z-span is a rational, non-integral lattice in (V+EE8 )2, invariant under Aut(V
+
EE8
). Since the degree 2
term generates the complex VOA V+EE8 (see Lemma A.1), the rational VOA it generates is a rational
form of V+EE8 .
We recall two explicit expressions for cvcc 12 which often occur in lattice type VOAs.
Notation 4.4. A cvcc 12 of the ﬁrst kind, or of AA1-type, has the form:
e = 1
16
(
t−1 ⊗ α)2 ± 1
4
(
eα + e−α) (4.1)
where α is a norm 4 vector of L [3].
A cvcc 12 of the second kind, or of EE8-type, has the form:
e = 1
8
q + 1
32
∑
α∈E/{±1}
ϕ(α)
(
eα + e−α) (4.2)
where E is a sublattice of L, E ∼= EE8 (here, q is a sum ∑i(t−1 ⊗ ui)2, where ui is an orthonormal
basis of C⊗ E; ϕ is a homomorphism E → {±1}) [4,9].
Theorem 4.5. V+EE8 contains an IVOA R which is invariant under Aut(V
+
EE8
) ∼= O+(10,2) and which satisﬁes
(R, R) Z.
Proof. Let S be an elementary abelian group of order 25 in Aut(V L) so that S is 2B-pure [14] and
take a containment M  L, M ∼= EE8, L ∼= E8, VM is S-invariant and on V L , the ﬁxed point space for S
is a natural subVOA V+M of VM . By Lemma 3.10, we get an IVOA J for V
+
EE8
. It is integral as a lattice,
( J , J ) Z.
The members of K (see Notation 4.3) are in W , the Q-span of R . The ﬁnite group G ∼= O+(10,2)
generated by the Miyamoto involutions associated to K leaves both K and W invariant by Lemma 4.2.
It follows that R :=⋂g∈G g J is a G-invariant IVOA in V+EE8 . 
Remark 4.6. It would be interesting to know the relationship between R2 (the degree 2 part of R ,
which appears in the proof of Theorem 4.5) and the rational lattice spanZ(K ). For example, how close
is one to being a rational multiple of the other?
5. Extending an integral form of a subVOA to the full VOA
Notation 5.1. For subsets X , Y of the VOA V , deﬁne X · Y to be the Z-span of all xk y, x ∈ X , y ∈ Y ,
k ∈ Z (as usual, xk y represents the k-th composition of the VOA V ).
Notation 5.2. Suppose that the elementary abelian 2-group E acts on the lattice L. Deﬁne Eˆ :=
Hom(E, {±1}), the character group of E . If λ ∈ Eˆ , let Lλ := {a ∈ L | ea = λ(e)a for all e ∈ E} be the
associated eigenlattice. The total eigenlattice is Tel(E, L) :=∑
λ∈Eˆ Lλ . The quotient L/Tel(E, L) is anni-
hilated by |E|.
Notation 5.3. We use the following notations and hypotheses for this section.
V is a VOA over the rationals.
N  Aut(V ) has a normal subgroup E ∼= 2r for r  3; N acts doubly transitively on the nontrivial
linear characters of E; deﬁne Nλ := StabN (λ).
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W := V D and A is invariant by NN (D).
We let X be the group of linear characters of E whose kernel contains D; X is an abelian group
and rank(X) = rank(E/D) 2.
For λ ∈ X , Aλ are eigenlattices for E , λ ∈ X (see Notation 5.2 for eigenlattice notation); assume
that A =∑λ∈X Aλ .
Set A′1 :=
⋂
g∈N gA1 and A′′1 :=
∑
g∈N gA1 (1 denotes the trivial character).
Fix a linear character ν ∈ X , ν = 1, then deﬁne A′ν :=
⋂
g∈Nν gAν and A
′′
ν :=
∑
g∈Nν gAν .
For an arbitrary nontrivial linear character λ ∈ Eˆ , deﬁne A′λ := gA′ν and A′′λ := gA′′ν , where g ∈ N
takes ν to λ (this is independent of choices of ν and g). Both A′λ and A′′λ are Nλ-invariant and for all
g ∈ N , gA′λ = A′gλ and gA′′λ = A′′gλ .
Set A′ :=∑
λ∈Eˆ A
′
λ and A
′′ :=∑
λ∈Eˆ A
′′
λ (both A
′ and A′′ are N-invariant).
Remark 5.4. (i) Note that Aλ is not deﬁned unless λ ∈ X , but A′λ and A′′λ are deﬁned for all λ ∈ Eˆ .
(ii) If λ ∈ Eˆ , g,h ∈ N and gν = λ = hν , then gAν and hAν are integral forms of the same rational
subspace but they are not necessarily equal; gAν ∩ hAν has ﬁnite index in each of gAν and hAν .
(iii) The quotient A′′/A′ is a torsion abelian group (so that A′ and A′′ have the same rational span).
This follows from (i) and the fact that each Nλ is a ﬁnite group.
Lemma 5.5.
(i) A′  A′ · A′  A′ · A′′  A′′ .
(ii) A′  subVOA(A′) · A′′  A′′ .
Proof. (i) Since 1 ∈ A′ , A′  A′ · A′ . We next prove that A′ · A′′  A′′ .
Suppose that the characters α,β lie in X . Then A′α · Aβ  Aα · Aβ  Aαβ  A′′αβ .
For each g ∈ Nβ , we have A′gα · gAβ  A′′g(αβ) . Fixing β and summing these containments over all
α ∈ X and g ∈ Nβ , we deduce from double transitivity of N on nonidentity characters and rank(X) 2
that A′ · A′′β  A′′ .
By using the last containment and transitivity of N on the nontrivial characters in Eˆ , we conclude
that A′ · A′′  A′′ .
(ii) Let u ∈ A′, v ∈ A′′ . By (i) we know that u j v ∈ A′ · A′′  A′′ for all j ∈ Z. Now assume that
u, v ∈ V such that for any w ∈ A′′ and j ∈ Z, u jw ∈ A′′ and v jw ∈ A′′ . Since (ui v) j w for any i, j ∈ Z
is a linear combination of usvt w, vpuqw for s, t, p,q ∈ Z we see that (ui v) j w ∈ A′′ . As a result,
subVOA(A′) · A′′  A′′ , whence (ii). 
Remark 5.6. In the notation of Lemma 5.5, subVOA(A′) is an IVOA and at each degree, the homoge-
neous summand is a rational lattice of ﬁnite rank. It is unclear if these are integral lattices. However,
we can observe that the degree 0 summand is just Z · 1. We have 1 ∈ subVOA(A′). There is an integer
m > 0 so that subVOA(A′) ∩Q1 = Z 1m1. Then, since 1−11 = 1, subVOA(A′) would contain 1mt 1 for all
t  0. If m > 1, this contradicts the hypothesis that subVOA(A′) ∩Q1 is a rank 1 lattice.
Theorem 5.7. We use Notation 5.3. Suppose that V satisﬁes dim(V0) = 1. There exists an N-invariant IVOA
whose rational span contains the rational span of A.
Proof. We take subVOA(A′), clearly N-invariant. 
5.1. Applications
We deduce existence of an invariant integral form in a few VOAs of interest.
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+
Λ) and which
furthermore contains cvcc 12 of both AA1-type and EE8-type.
Proof. Note that Aut(V+Λ) is just the centralizer in Aut(VΛ) of θ (see Section 3.1) [10]. To prove the
theorem, just take the ﬁxed points of θ on the IVOA constructed in Notation 3.11. 
Theorem 5.9. There exists an IVOA for the Moonshine VOA V  which is invariant under Aut(V ) ∼= M and
whose rational span contains all cvcc 12 in V
 .
Proof. First, we argue that G := Aut(V ) ∼=M has an invariant rational form in V  . This is so, because
Aut(V ) leaves invariant a rational form in the 196884-dimensional algebra V 2 [8], which generates
V  [7]. Furthermore, this particular rational form contains all cvcc 12 in V

2 since it plainly contains the
ones of AA1-type (we identify V
+
Λ with the ﬁxed points V
z of a 2B-involution z on V ) and the set
of all cvcc 12 is in bijection with the 2A-involutions of M [18,15].
Now we shall prove existence of an IVOA in this rational form of V  . Let z be a 2B-involution and
let C := CG(z).
Take any r ∈ {3,4,5}. In G , we take a subgroup E which is elementary abelian, and E is 2B-pure
of rank r and furthermore satisﬁes NG(E)/E ∼= GL(r,2). (With elementary arguments, one can prove
existence of such E for r  4 by looking in C by Lemma D.2.)
Take a subgroup E as in the last paragraph so that z ∈ E (this is possible since z is in the class 2B).
We take the IVOA of V z in Theorem 5.8, then we deﬁne an NG(E)-invariant IVOA, called J , on V
by using Theorem 5.7 (in that notation, take N = NG(E) and D = 〈z〉). It follows that ⋂g∈G g J is
a G-invariant IVOA and that the G-invariant rational form which it spans contains all cvcc 12 in V . 
6. Final remarks
6.1. About the dual
Lemma 6.1. Let R be an IVOA. If Y (ezL(1)u, z−1)v ∈ R[[z, z−1]] for u, v ∈ R then (R, R)  Z and R∗ is an
R-submodule.
Proof. Let u, v ∈ R . Then
(u, v) = Reszz−1
(
Y (u, z), v
)= Reszz−1(1, Y (ezL(1)(−z−2)L(0)u, z−1)v) ∈ Z.
That is, (R, R) Z. Now let u ∈ R and w ∈ R∗ . We have to show that Y (u, z)w ∈ R∗[[z, z−1]]. This is
equivalent to showing that for any v ∈ R , (Y (u, z)w, v) ∈ Z[[z, z−1]]. Using the invariant property of
the bilinear form we see that
(
Y (u, z)w, v
)= (w, Y (ezL(1)(−z−2)L(0)u, z−1)v) ∈ Z[[z, z−1]]. 
Lemma 6.2. If V = V L then R∗ is an R-submodule.
Proof. By Theorem 3.3 we know that R is generated by e±γi for i = 1, . . . ,d. From the proof of
Lemma 6.1 it is enough to show that Y (ezL(1)u, z−1)v ∈ R[[z, z−1]] for u = eα and v ∈ R . But this is
clear as Y (ezL(1)eα, z−1)v = Y (eα, z−1)v . 
Remark 6.3. (i) A vector v in a vertex operator algebra V is called quasi-primary vector if L(1)v = 0.
From the proof of Lemma 6.2 we see that if an IVOA R of V satisﬁes (R, R) Z and R is generated
by the quasi-primary vectors then R∗ is an R-module.
(ii) If R∗ is an R-module, R ∩ R∗ is an IVOA and (R ∩ R∗, R ∩ R∗) Z.
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There are many ﬁnite subgroups of Lie groups which have rational-valued characters on the adjoint
modules (see the classiﬁcation and lists in [14]). Some of these representations are afforded over the
rational numbers. Let G be such a ﬁnite subgroup and let L be the root lattice of the Lie algebra. The
associated representation of G on Aut(V L), for L the root lattice, could lead to G-invariant IVOAs since
the degree 1 component of V L generates V L as a VOA. If so, this procedure would provide an inﬁnite
family of integral representations of G .
6.3. Adjusting a rational form to an integral form
Suppose that we have an IVOA, R . At each degree, m, there is an integer d(m) > 0 so that d(m) ·
(Rm, Rm) Z (see Deﬁnition 2.3).
Remark 6.4. We can replace the form by the form whose restriction to Rm is d(m) times the restric-
tion of ( , ). Then we have an IVOA which is an integral lattice, though the modiﬁed form may lack
properties of the original form, e.g. invariance in the VOA sense. The modiﬁed form is invariant by
the subgroup of Aut(V ) which leaves R invariant.
Remark 6.5. Another form of interest would be deﬁned on Rm as follows. On the VOA V =⊕n∈Z Vn ,
the k-th product takes Vi × V j into Vi+ j−k−1. The (m−1)-th product makes Vm a ﬁnite dimensional
algebra with symmetric bilinear form fm(a,b) := trace(ad(a) · ad(b)), where ad(c) means the endo-
morphism x → cm−1x of Vm . Since R is an IVOA, the restriction of fm to Rm is integer valued.
The form is nondegenerate in some interesting cases, e.g., m = 2 for the Moonshine VOA. It is
reasonable to ask if it is nondegenerate in general and whether it has interesting applications. It is
invariant under the action of the subgroup of Aut(V ) which leaves R invariant.
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Appendix A. Background
Lemma A.1. Let L be an even lattice which is rootless and is spanned by its norm 4 vectors. Then V+L is
generated as a VOA by the elements eα + e−α (in usual notation), where α ranges over the norm 4 vectors of L.
Proof. The argument in [7] for the Leech lattice works here. 
Appendix B. About involutions
Recall Notation 3.9.
Lemma B.1. Suppose that A is a free abelian group and that the involution t acts on A. Deﬁne Aε to be the
points of A which are ﬁxed, negated as ε = +,−, respectively. Suppose that on A/2A, the Jordan canonical
form for t has exactly r Jordan blocks of size 2× 2. Then A/(A+ ⊕ A−) ∼= 2r .
Proof. Let B be the subgroup deﬁned by 2A  B  A and B/2A is the ﬁxed point space for the action
of t on A/2A. Then A/B ∼= 2r . We shall prove that B = A− + A+ , which implies the result.
We note that 2A  (t − 1)A + (t + 1)A  A− + A+ , whence B  A  12 (A− + A+). Take b ∈ B and
write b = 12 (c + d) for c ∈ A− , d ∈ A+ . Then tb = 12 (−c + d) and so tb − b = c, which must be in 2A
since b ∈ B . Since A− is a direct summand of A, this means c ∈ 2A− . Consideration of tb + b ∈ 2A
proves d ∈ 2A+ . We conclude that B = A− + A+ . 
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Appendix C. About tensors
Lemma C.1. Suppose that K is a free abelian group of ﬁnite rank n and t is the involution which interchanges
tensor factors in S := K ⊗ K . Let S+ , S− be the points of S which are, respectively, ﬁxed, negated by t. Then
S/(S+ + S−) is elementary abelian 2-group of rank n.
Proof. Observe that if x1, . . . , xn is a basis of K , then the set of all xi ⊗ x j forms a basis of S . This
means that the Jordan canonical form of t on S/2S has
(n
2
)
Jordan blocks of size 2 and n of size 1.
Now use Lemma B.1. 
Appendix D. About elementary abelian 2-subgroups in the Monster
Remark D.1. Many examples of 2-local subgroups of the Monster have been known a long time.
A family of maximal 2-locals makes a pretty geometry [19]. The next lemma is an elementary
argument to prove just what we need in this article. A classiﬁcation of maximal 2-locals in the
Monster and Baby Monster may be found in preprints at http://www.math.msu.edu/~meier/
Preprints/2monster/abstract.html.
Lemma D.2. Let G be the Monster and let z be a 2B-involution, so that C := CG (z) has the form 21+24Co1 . Let
R := O 2(C). Then, for any m ∈ {1,2,3,4}, R contains a subgroup E so that E ∩ 〈z〉 = 1 and NG(E)/CG (E) ∼=
GL(m,2).
Proof. (Sketch.) It suﬃces to prove this for m = 4.
Let R  H  C so that H/R is the centralizer of a 2-central involution in C/R , H/R ∼=
21+8Ω+(8,2). Let the coset tR generate the center of H/R . Then [R, t] is elementary abelian of
rank 9 and is a module for H/R such that the composition factor [R, t]/〈z〉 has rank 8. This com-
position factor may be considered a nonsingular maximal Witt index quadratic space. In it, take
a subspace of rank 4 which is in this way considered totally singular. Let S satisfy 〈z〉  S  [R, t]
so that S/〈z〉 is identiﬁed with such a subspace. Let K := NH (S), so that the natural map of K to
Aut(S/〈z〉) ∼= GL(4,2) is onto. Let E be a complement to 〈z〉 in S . The action of R by conjugation on
the set of complements to 〈z〉 in S is transitive, whence the factorization K = RNH (E). The action
of NH (E) may be identiﬁed with the action of H on S/〈z〉. It follows that E is either 2A-pure or
2B-pure. If e ∈ E is an involution, the 2-part of |CC (e)| is 245, whereas the 2-part of the centralizer
order for a 2A-involution is 242. Therefore, E is 2B-pure. 
References
[1] R. Borcherds, Vertex algebras, Kac–Moody algebras, and the Monster, Proc. Natl. Acad. Sci. USA 83 (1986) 3068–3071.
[2] C. Dong, R.L. Griess Jr., Automorphism groups of ﬁnitely generated vertex operator algebras, Michigan Math. J. 50 (2002)
227–239.
[3] C. Dong, G. Mason, Y. Zhu, Discrete series of the Virasoro algebra and the moonshine module, in: Proc. Sympos. Pure Math.,
vol. 56 II, Amer. Math. Soc., 1994, pp. 295–316.
[4] C. Dong, H. Li, G. Mason, S.P. Norton, Associative subalgebras of the Griess algebra and related topics, in: The Monster and
Lie Algebras, Columbus, OH, 1996, in: Ohio State Univ. Math. Res. Inst. Publ., vol. 7, de Gruyter, Berlin, 1998, pp. 27–42.
[5] C. Dong, K. Nagatomo, Automorphism groups and twisted modules for lattice vertex operator algebra, Contemp. Math. 248
(1999) 117–133.
[6] I. Frenkel, Y. Huang, J. Lepowsky, On axiomatic approaches to vertex operator algebras and modules, Mem. Amer. Math.
Soc. 104 (1993).
[7] I. Frenkel, J. Lepowsky, A. Meurman, Vertex Operator Algebras and the Monster, Pure Appl. Math., vol. 134, 1988.
[8] R.L. Griess Jr., The friendly giant, Invent. Math. 69 (1982) 1–102.
[9] R.L. Griess Jr., A vertex operator algebra related to E8 with automorphism group O+(10,2), in: J. Ferrar, K. Harada (Eds.),
The Monster and Lie Algebras, de Gruyter, Berlin, 1998.
198 C. Dong, R.L. Griess Jr. / Journal of Algebra 365 (2012) 184–198[10] R.L. Griess Jr., G. Höhn, Frame stabilizers for the lattice vertex operator algebra of type E8, J. Reine Angew. Math. 561
(2003) 1–37.
[11] R.L. Griess Jr., Pieces of 2d : existence and uniqueness for Barnes–Wall and Ypsilanti lattices, Adv. Math. 196 (2005) 147–
192;
R.L. Griess Jr., Corrections and additions to “Pieces of 2d : existence and uniqueness for Barnes–Wall and Ypsilanti lattices”
[Adv. Math. 196 (2005) 147–192], Adv. Math. 211 (2007) 819–824.
[12] R.L. Griess Jr., Involutions on the Barnes–Wall lattices and their ﬁxed point sublattices, I, Pure Appl. Math. Q. 1 (4) (2005)
989–1022 (Special Issue: In Memory of Armand Borel, Part 3 of 3).
[13] R.L. Griess Jr., An Introduction to Groups and Lattices: Finite Groups and Positive Deﬁnite Rational Lattices, Higher Educa-
tion Press, China, 2010; the International Press, 2011, for the rest of the world.
[14] R.L. Griess Jr., Alex Ryba, Quasisimple ﬁnite subgroups of exceptional algebraic groups, J. Group Theory (2002) 1–39.
[15] G. Höhn, The group of symmetries of the shorter Moonshine module, Abh. Math. Semin. Univ. Hambg. 80 (2010) 275–283.
[16] H. Li, Symmetric invariant bilinear forms on vertex operator algebras, J. Pure Appl. Algebra 96 (1994) 279–297.
[17] I.G. Macdonald, Symmetric Functions and Hall Polynomials, with contributions by A. Zelevinsky, second ed., Oxford Math.
Monogr., Oxford Science Publications, The Clarendon Press, Oxford University Press, New York, 1995.
[18] M. Miyamoto, Griess algebras and conformal vectors in vertex operator algebras, J. Algebra 179 (1996) 528–548.
[19] M.A. Ronan, S.D. Smith, 2-Local geometries for some sporadic groups, in: Proc. Sympos. Pure Math., vol. 37, Amer. Math.
Soc., 1980, pp. 283–289.
