Abstract
Introduction
With the growth of the internet and multimedia systems applications that deal with the musical databases gained importance and demand for Music Information Retrieval (MIR) applications increased. Automatic analysis of the musical databases is one of the required components of the MIR. Most of the current music databases are indexed based on song title or artist name and in this format improper indexing can result in incorrect search results [1] . These methods become useless when text descriptions of the title or the artist name are not available. More effective systems extract important features from audio and classify the audio genre based on these features. However there aren't any strict distinguishing boundaries between audio genres and it is too difficult to find mathematical formulas that can identify them [2] . It is also hard to systematically describe the audio genres and no complete agreement exists in their definition [3] .
In literature several MIR techniques, such as audio fingerprinting, audio identification, and score based retrieval have been proposed for genre classification [4] . Previous studies that deal with genre classification use symbolic representations of music such as MIDI files [3, 5, 6] or wav or mp3 [7, 8] audio files. Most of the proposed methods have two processing steps. The first one is frame-based feature extraction step where feature vectors of low-level descriptors of timbre, rhythm are computed from each frame. In the second step pattern recognition algorithms are applied on the feature vectors to achieve genre classification [7] . Most common features used for genre classification are; timbre, rhythm and pitch-related features [9] . Timbre related features are; FFT coefficients, Cepstrum and Mel Frequency Cepstrum Coefficients (MFCC), Linear Prediction (LP) coefficients, MPEG filterbank components, Spectral Centroid, Spectral Flux, Zero Crossing Rate, Spectral Roll-Off, low order statistics and Delta coefficients [7] . More detailed descriptions of the features can be found in [7, 9, 10] .
In this paper first audio genre classification performance of different classifiers are evaluated. Then, dimensionality reduction techniques, such as forward and backward feature selection and principal component analysis (PCA) are used to obtain smaller feature sets, and the test genre classification accuracy on these reduced feature sets are obtained. Finally, classifier combination is used to improve the genre classification accuracy.
Data Set
In order to be able to compare our work to previous studies, we use audio data set of Tzanetakis [9] . This data set contains 1000 music pieces each of 30 seconds length. There are 10 pieces from each of the following genres: classical (cl), country(co), disco(d), hiphop(h), jazz(j), rock(ro), blues(b), reggae(re), pop(p), metal(m). We use the freely available MARSYAS software to extract the audio features [11] .
Genre Classification Using Audio Features
Using data set of [9] and Marsyas software [11] , we obtained the following feature sets:
• BEAT: Beat related, 6 features.
• STFT: Short-Time Fourier Transform, 9 features.
Mel-Frequency Cepstral Coefficients, 10 features.
• MPITCH: Pitch related, 5 features.
• All: All features above, 30 features. We experimented with 10 different classifiers, namely: Fisher (Fisher classifier), LDC (Linear classifier assuming normal densities with equal covariance matrices), QDC (Quadratic classifier assuming normal densities), UDC (Quadratic classifier assuming normal uncorrelated densities), NBC (Naïve Bayes Classifier), PDC (Parzen Density Based Classifier), KNN(Knearest neighbor with optimal k computed using leave one out cross validation), KNN1 (1 nearest neighbor), KNN3 (3 nearest neighbor), KNN5 (5 nearest neighbor) [12] .
In figure 1 test classification performance of different classifiers (x axis) using different audio feature sets (each curve) is shown. In order to obtain the test performance curves, a classifier is trained using 90% of all the available data. The remaining 10% is used to measure the test performance. This procedure is repeated 30 times in order to get the error bars around each number. According to figure 1, using Fisher classifier with MFCC features gives the best performance of 79.6 ± 4.2%. Using again MFCC with different flavors of KNN classifier results in performances between 59% and 79%. Using KNN(opt) with MPITCH features or using LDC with ALL features gives approximately 70% performance. These results are close or better than the ones reported for the same data set and using different classifiers, for example GMM with 3 Gaussians per class: 61± 4% [9] ; Support Vector Machine (SVM): 69.1% ± 5.3% [6] ; Linear Discriminant Analysis (LDA): 71.1±7.3% [13] .
3.1.
Feature Selection to Improve Classification Accuracy
We wanted to find out the set of features that results in the best classification accuracy for the data set. Identifying the best feature set could result in better classification accuracy as well as less time spent on feature extraction and classification. Although [13] experimented with different feature set combinations (for example, using set of MFCC features with set of STFT features), we think it is important to search for the right feature combination, which could use different features from each of the different four (BEAT, STFT, MFCC, MPITCH) original feature sets. In order to find the best feature subsets, we used the following approach: We first partitioned all available data into 90-10% training-test data. Then, we used i) forward selection ii) backward selection [14] algorithms to find the best set of features. We decided on which feature to add/subtract at a step based on the training error of a classifier trained on the training data and using the current set of features. Although the forward and backward feature selection algorithms make local decisions and may not be able to find the optimal set of features, they are still used in practice since exploring all possible combinations of features is usually infeasible.
In figures 2 and 3, we show the test classification accuracy of forward and backward feature selection for different number of features used (x axis) and different classification methods. QDC, a more complex classifier than others, show best performance of around 61% using 10 features, while UDC shows the best performance using 25 features. On the other hand, simpler classifiers, such as Fisher and Parzen show best performance using all features. Naïve Bayes shows very little improvement over its 78% performance after more than 10 features are used. In short, the classifier complexity plays an important role in how many features result in the best test classification accuracy. It is also apparent from figures 2 and 3 that forward and backward selection result in similar performance. Table 1 shows the number of entries used from each feature set (beat, stft, mfcc, mpitch) for different classifiers when forward selection with different number of final features is used. MFCC features are selected by all classifiers, while BEAT features are among the least selected. We also evaluated classification performance when Principal Component Analysis (PCA) [14] is used to reduce dimensionality of the ALL feature set. We mapped the feature set to 1, 5, 10, 15, 20, 25 and 30 dimensional feature sets using PCA. Test classification accuracies for different classifiers and different number of features obtained by using PCA are shown in figure 4 . The classification performance of Parzendc, KNN(opt) and QDC increases to 80% when using all 30 features after applying PCA transform. 
Genre Classification by Combining Classifiers
Classifier combination is known to increase performance in certain cases [14] . We investigated the use of classifier combination for different feature sets and different classifier combinations. We selected classifiers that had good performances on their own and wanted to further improve their performance by combinations. In figure 5 the x axis shows the different classifier combinations: LNP (LDC -Naivebc -Parzendc), FNP(Fisher -Naivebc -Parzendc), KNP(knn(3) -Naivebc -Parzenc), FNU(Fisher -Naivebc -UDC), PNU(Parzendc, Naivebc, UDC).
