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PRÉSENTATION DU BULLETIN
Le Bulletin de l’Association française pour l’Intelligence Artificielle vise à fournir un cadre
de discussions et d’échanges au sein de la communauté universitaire et industrielle. Ainsi,
toutes les contributions, pour peu qu’elles aient un intérêt général pour l’ensemble des lec-
teurs, sont les bienvenues. En particulier, les annonces, les comptes rendus de conférences,
les notes de lecture et les articles de débat sont très recherchés. Le Bulletin de l’Af IA
publie également des dossiers plus substantiels sur différents thèmes liés à l’IA. Le comité
de rédaction se réserve le droit de ne pas publier des contributions qu’il jugerait contraire
à l’esprit du bulletin ou à sa politique éditoriale. En outre, les articles signés, de même
que les contributions aux débats, reflètent le point de vue de leurs auteurs et n’engagent
qu’eux-mêmes.
Édito
Ce second numéro de l’année du Bulletin de AfIA est consacré à un dossier thématique
monté par Marie LEFEVRE (Université Claude Bernard Lyon 1, LIRIS) sur « IA & Éducation ».
Il s’agit un dossier très complet qui est présenté ici, avec pas moins de 15 contributions provenant
d’autant d’équipes ou laboratoires français (voir page 5).
Ce Bulletin vous présente également le compte rendu de la seconde journée « Philosophie
des sciences et intelligence artificielle » du 6 février 2020 (voir page 61). Vous y trouverez enfin
la liste des thèses et HDR soutenues lors du trimestre écoulé.
La composition actuelle du Conseil d’Administration se trouve en quatrième de couverture
de tous nos bulletins (voir page 66).
Encore un grand merci à tous les contributeurs de ce numéro, sans oublier Claire LEFÈVRE
pour sa relecture assidue.
Bonne lecture à tous !
Grégory BONNET
Rédacteur
Avril 2020 No 108 1
SOMMAIRE
DU BULLETIN DE L’AfIA
4 Dossier « IA & Éducation »
Édito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Équipe CAPE - Lab-STICC : Expliquer pour favoriser l’autonomie dans les apprentis-
sages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Équipe IEIAH - LIUM : IA pour l’instrumentation et l’analyse d’activités pédagogiques 9
Équipe KIWI - LORIA : Analyse automatique de traces d’apprentissage . . . . . . 13
Équipe MIND - LITIS : Multi-Agent, Interaction, Décision . . . . . . . . . . . 16
Équipe MOCAH - LIP6 : Modèles et Outils en ingénierie des Connaissances pour
l’Apprentissage Humain . . . . . . . . . . . . . . . . . . . . . . . . . 21
Équipe Mnémosyne - LINE : Des neurosciences computationnelles aux sciences de
l’éducation computationnelles pour la modélisation du cerveau de l’apprenant et du
contexte de l’activité d’apprentissage . . . . . . . . . . . . . . . . . . . 24
Equipe MS AIMove : Intelligence Artificielle et Mouvement Humain dans l’Industrie
et la Création . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Équipe SequeL - CRIStAL : Apprentissage séquentiel . . . . . . . . . . . . . 30
Équipe SICAL - LIRIS : Adaptation des systèmes interactifs aux comportements uti-
lisateurs et au contexte . . . . . . . . . . . . . . . . . . . . . . . . . 33
Équipe SIERA-education - IRIT : Les learning analytics au soutien de l’apprentissage
humain dans les environnements numériques . . . . . . . . . . . . . . . . . 37
Équipe TWEAK - LIRIS : Co-construction de systèmes pour soutenir les différents
acteurs des situations d’apprentissage/enseignement . . . . . . . . . . . . . 41
Laboratoire TECFA : Des tuteurs intelligents à l’intelligence narrative . . . . . . . 44
Chaire de recherche Educ0Num : Approche interdisciplinaire de l’éducation à l’intelli-
gence artificielle. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Projet KidLearn : Vers une personnalisation motivante des parcours d’apprentissage . 51
Projet MEMORAe : Plateforme de collaboration support à un écosystème apprenant . 55
Projet SIDES 3.0 : Vers une plateforme d’apprentissage personnalisé en médecine
fondée sur l’intelligence artificielle . . . . . . . . . . . . . . . . . . . . . 57
Avril 2020 No 108 2
60 Comptes rendus de journées, événements et conférences
Journée Philosophie des sciences et intelligence artificielle : « Prédire et expliquer les
phénomènes sociaux » . . . . . . . . . . . . . . . . . . . . . . . . . 61
62 Thèses et HDR du trimestre
Thèses de Doctorat . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Habilitations à Diriger les Recherches . . . . . . . . . . . . . . . . . . . 64
Avril 2020 No 108 3
Dossier




Université Claude Bernard Lyon 1
marie.lefevre@liris.cnrs.fr
Édito
Ce dossier thématique est consacré aux re-
cherches associant Intelligence Artificielle et
Éducation. Il fait suite à de multiples journées
« EIAH & IA » (2013, 2015, 2017) et « IA pour
l’Éducation 2018 ».
Les journées EIAH & IA sont des journées
bilatérales organisées par l’AfIA et l’ATIEF
dans l’objectif de rassembler les chercheurs is-
sus des communautés de l’Intelligence Arti-
ficielle et des Environnements Informatiques
pour l’Apprentissage Humain pour échanger
autour de problématiques, concepts et tech-
niques communs à ces deux communautés de
recherche et faciliter l’émergence des nouveaux
enjeux pour la recherche en EIAH et en IA.
Pourtant le lien entre IA et éducation est bien
plus ancien, avec le début des travaux appli-
quant de l’IA à l’éducation dès les années 70
(voir le Bulletin AfIA numéro 9 d’avril 1992
pour un historique de ces travaux).
Le terme EIAH (Environnement Informa-
tique pour l’Apprentissage Humain) désigne
à la fois le système informatique (logiciel et
support informatique) destiné à favoriser l’ap-
prentissage humain, et le champ de recherche
concernant ces systèmes.
Ces systèmes informatiques doivent être
des systèmes intelligents puisqu’ils doivent
s’adapter à l’utilisateur (apprenant, enseignant,
tuteur, etc.). Ils doivent être capables de
fournir des explications appropriées à l’appre-
nant, et donc d’effectuer un diagnostic de ses
connaissances pour élaborer un modèle de l’ap-
prenant. Ils doivent également s’adapter aux
spécificités de l’apprenant, au niveau de leurs
interfaces et de leur fonctionnalités, en parti-
culier dans des situations de handicap, ou dans
des situations d’apprentissage collaboratif. Ils
doivent enfin s’adapter aux équipes pédago-
giques, pour prendre en compte leur besoin
et habitudes de travail, et leur fournir une as-
sistance adéquate dans leur pratiques pédago-
giques.
La conception d’Environnements Informa-
tiques pour l’Apprentissage Humain est donc
nécessairement pluridisciplinaire et le domaine
de recherche des EIAH fait intervenir des
chercheurs en Sciences Humaines et Sociales
(sciences de l’éducation, didactique, psycholo-
gie cognitive...), et des chercheurs en Informa-
tique. Les chercheurs en SHS s’intéressent es-
sentiellement aux aspects psychologiques, pé-
dagogiques et didactiques de l’apprentissage
humain dans un contexte informatique ; les
chercheurs en Informatique aux problèmes d’er-
gonomie, d’IHM, d’ingénierie logicielle, et à
l’utilisation de l’IA dans les solutions proposées.
Les EIAH constituent en effet un excellent ter-
rain d’application pour l’IA et soulèvent régu-
lièrement de nouvelles problématiques s’inscri-
vant dans le champ de l’IA.
L’objectif de ce Bulletin est de recenser les
équipes de recherche francophones travaillant
actuellement à l’intersection de l’IA et de l’édu-
cation, ainsi que les projets en cours. Il pré-
sente donc des travaux d’équipes de recherche
de France mais également de Belgique et de
Suisse.
Parmi les nombreuses thématiques présen-
tées dans ce bulletin, liant des problématiques
d’IA aux problématique d’éducation, on peut
mentionner :
- L’ingénierie et la modélisation des connais-
sances à travers le Web sémantique, les
graphes de connaissances et les ontologies ;
- Les algorithmes d’apprentissage automa-
tique et semi-supervisés utilisés notamment
pour la fouille de données : Educational
Data Mining et Learning Analytics ;
- Les systèmes décisionnels ;
- L’intelligence narrative ;
- Les modèles de collaboration, les systèmes
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multi-agents et les agents autonomes ;
- Les Interactions Humain-Machine, et les
systèmes de réalité virtuelle ;
- La reconnaissance de la parole et du mou-
vement ;
- Et bien sûr, les sciences cognitives et les
neurosciences computationnelles.
Ce Bulletin regroupe ainsi la présentation
de 12 équipes de recherche, d’une chaire de re-
cherche et de 3 projets mêlant IA et Éducation.
Je remercie vivement les auteurs pour leur
contribution ainsi que le rédacteur en chef du
bulletin pour sa bienveillance.
Marie LEFEVRE
Équipe CAPE - Lab-STICC : Expliquer pour favoriser l’autonomie
dans les apprentissages
Lab-STICC/CAPE



















L’équipe CAPE 1 est une équipe en cours de
création au sein du Lab-STICC se réclamant
du domaine des EIAH 2 et visant à proposer
des outils, des méthodes et des modèles cen-
trés humains pour favoriser l’autonomie dans
les apprentissages.
Dans ce cadre, l’intelligence artificielle nous
permet d’apporter du soutien aux enseignants
et à la réflexivité des apprenants. L’explicabi-
lité, au sens de pouvoir expliquer, argumen-
ter, justifier un résultat, une décision ou une
action à prendre par un raisonnement ou un
algorithme d’analyse de données est ici une
1. Collaboration Assessment Personalization for Education
2. Environnements Informatiques pour l’Apprentissage Humain
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propriété importante pour l’acceptabilité et la
construction de collaborations fructueuses.
Nous présentons dans cette contribution
quatre projets mettant en avant des points
clés pour la mise en place d’intelligences ar-
tificielles favorisant l’autonomie des appre-
nants en toute confiance. Nous présentons
ainsi une infrastructure fondée sur les techno-
logies de l’IA pour proposer des interactions
adaptées dans un cadre de confiance. Deux
études mixant ingénierie des connaissances et
apprentissage automatique démontrent com-
ment associer l’expertise humaine et les capaci-
tés d’analyse automatique, pour permettre de
construire des outils de décision actionnables
et explicables. Pour finir, nous abordons éga-
lement la construction de visualisations perti-
nentes pour supporter l’explicabilité.
Des espaces personnels et sémantiques
pour des modèles d’autonomie
Le développement de modèles d’autonomie
dans le cadre de l’apprentissage tout au long de
la vie pose plusieurs questions liées (i) à la ca-
pacité pour l’apprenant d’alimenter, de contrô-
ler et d’analyser ses données, (ii) à la qualité
des services proposés, (iii) à la confiance qu’il
peut accorder au système de stockage et d’ana-
lyse, (iv) à la pérennité des données récoltées.
Pour pouvoir proposer des services de qualité
partagés basés sur des modèles apprenants si-
gnifiants, nous avons proposé dans le cadre du
projet SEDELA [4] une infrastructure basée sur
un cloud personnel permettant de gérer des
données organisées selon des modèles basés sur
le web sémantique, interrogeables au travers
de requêtes fédérées respectant des contrats
d’usage. Une telle infrastructure permet de dé-
ployer des modèles apprenants ouverts 3 dans
un cadre porteur de sens pour les utilisateurs, et
permet d’inférer des modèles de connaissance
en fédérant les données.
Combiner analyse prédictive et explica-
tive pour diminuer l’attrition dans les
MOOC
L’attrition est une des analyses les plus
développées dans les MOOC 4. Comprendre
l’abandon ou l’empêchement pour proposer des
mesures pour encourager la réussite a effective-
ment été considéré comme un enjeu central par
des nombreux acteurs du monde des MOOC.
Les travaux menés dans notre équipe ont visé
à combiner l’analyse prédictive et l’analyse ex-
plicative [5]. En effet, les analyses prédictives
s’avèrent proposer effectivement les meilleurs
résultats du risque d’abandon, les analyses ex-
plicatives permettent de personnaliser les re-
tours motivationnels vers les apprenants.
Des modèles explicatifs pour mieux
comprendre des dynamiques collabora-
tives d’apprentissage
Un des enjeux des approches de l’intelli-
gence artificielle est de nous aider à mieux
évaluer la pertinence des pratiques pédago-
giques. Ainsi l’apprentissage par l’enseigne-
ment, comme par exemple la démarche de vali-
dation mutuelle de compétences, proposée par
Michel AUTHIER et Philippe LÉVY [1], est
identifié comme démarche favorable à la capa-
cité d’agir des apprenants. Mais les dynamiques
effectivement mises en jeu dans des dispositifs
de formation n’ont pas encore été analysées
quantitativement. En analysant les données de
la plateforme Sqily qui supporte ces démarches,
nous avons pu tester des méthodes de cluste-
ring et d’analyses temporelles issues de l’ana-
lyse des réseaux sociaux grâce à l’apport de
membres de l’équipe DECIDE de notre labo-
ratoire. Ces résultats ont été analysés par des
3. mieux connus au travers de leur acronyme anglais OLM pour Open Learner Models
4. nous conservons ici l’acronyme anglais pour Massive Open Online Course
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experts du domaine, dans une démarche d’ex-
plicabilité, pour proposer une première compré-
hension des trajectoires de collaboration fruc-
tueuses [2].
Des visualisations adaptées orientées
utilisateurs
Les retours proposés aux différents utilisa-
teurs des EIAH (apprenant, enseignant, res-
ponsable de formation, etc.) se doivent d’être
informatifs pour leur permettre de soutenir leur
action. Ils sont d’ailleurs au centre des modèles
apprenants ouverts (ou OLM). Les tableaux de
bord proposés par les EIAH se doivent donc
d’être pertinents et dédiés suivant les décisions
d’actions nécessaires. Basées sur les méthodes
issues des hypermédias adaptatifs, nous avons
contribué à proposer un processus de construc-
tion de visualisations adaptées aux besoins des
utilisateurs et à leur contexte d’action [3]. La
variété des usages, le nombre réduit de don-
nées disponibles, oblige à développer des mo-
dèles croisant l’expertise des concepteurs de
tableaux de bord et la compréhension fine des
besoins utilisateurs. Ce processus a donc été
complété par une démarche participative de
conception.
IA en éducation : l’explication pour dé-
velopper l’apprentissage humain
Ces différents exemples permettent de
mettre en avant les apports potentiels des mé-
thodes de l’intelligence artificielle pour soute-
nir l’autonomie dans les apprentissages. Pour
cela, les solutions proposées se construisent en
suivant le paradigme de collaboration homme-
machine, à toutes les phases de leur déve-
loppement et de leur utilisation. Deux axes
de recherche paraissent particulièrement perti-
nents pour soutenir ces travaux. D’une part,
dans le cadre des recherches en intelligence
artificielle, l’explicabilité, permet de dévelop-
per cette collaboration tant pour le dévelop-
pement des solutions que pour l’accompagne-
ment et la compréhension des apprentissages.
D’autre part, au croisement de l’intelligence ar-
tificielle et des technologies éducatives, les mo-
dèles apprenants ouverts, issus des travaux des
tuteurs intelligents 5 nous permettent d’appro-
fondir les interactions fructueuses pour les ap-
prentissages humains.
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L’équipe Ingénierie des Environnements In-
formatiques pour l’Apprentissage (IEIAH) du
Laboratoire d’Informatique de l’Université du
Mans (LIUM) propose des méthodes et des
langages pour aider les enseignants à conce-
voir, réviser ou adapter des applications édu-
catives. En particulier, l’équipe travaille sur les
outils auteurs, les learning analytics et les inter-
actions avancées pour l’apprentissage (serious
games, réalité mixte, mobile learning, etc.).
Nous synthétisons dans cet article les travaux
de l’équipe qui font appel à des techniques d’in-
telligence artificielle.
Modélisation de l’observation et analyse
de traces
L’exploitation de traces informatiques is-
sues de l’activité des utilisateurs dans les en-
vironnements informatiques en vue d’améliorer
l’apprentissage et l’enseignement est un do-
maine de recherche que notre équipe aborde
pleinement. Guidés par les besoins d’observa-
tion des enseignants, mais également par les
théories de l’apprentissage, nous fournissons
des solutions pour faciliter la description d’in-
dicateurs pédagogiques et identifier les sources
de données pertinentes sur lesquelles s’appuyer.
Un second axe de recherche vise l’ingénierie
d’environnements de restitution adaptés aux
utilisateurs, à travers des tableaux de bord ou
intégrés à des environnements d’apprentissage.
Dans un troisième axe, nous explorons l’in-
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telligence artificielle pour permettre l’analyse
structurelle ou prédictive à partir de ces indica-
teurs pour permettre la prévention ou la recom-
mandation automatique à l’enseignant comme
à l’apprenant [6].
À travers le prisme des learning analytics,
où les activités des étudiants sont au centre,
nous collaborons actuellement avec plusieurs
établissements du secondaire dans le cadre de
deux projets DNE pour analyser les activités
des lycéens et doter les enseignants de tableaux
de bord afin de faciliter leur prise de décision
à partir d’indicateurs qu’ils ont eux-mêmes dé-
finis. Un autre travail porte sur l’analyse des
échanges dans les forums afin d’identifier et
de visualiser les pratiques collectives [4]. Nous
contribuons également aux teaching analytics,
pour lesquels l’objet d’étude est cette fois-ci
centré sur l’enseignant et les activités pédago-
giques qu’il met en œuvre sur une plateforme
numérique. En collaboration avec le pôle res-
sources numériques de l’université du Mans, au
sein du projet TABA, nous analysons la ma-
nière dont les enseignants déploient un scéna-
rio pédagogique, son impact sur l’activité étu-
diante et les possibles recommandations que
nous pourrions émettre à ceux-ci, mais égale-
ment aux ingénieurs pédagogiques de l’univer-
sité.
Adaptation et génération de scénarios
d’apprentissage
La scénarisation a priori de la tâche de l’ap-
prenant est une activité de conception com-
plexe car elle nécessite de prendre en compte
de nombreuses dimensions transversales en
rapport avec l’activité d’apprentissage (didac-
tique), la méthode d’apprentissage (pédago-
gie), l’environnement informatique de forma-
tion (technique), le profil des apprenants (moti-
vation), etc. Les enseignants ont besoin d’être
assistés par des langages et outils-supports
adaptés à ces différents contextes. La repré-
sentation des connaissances en jeu dans la
scénarisation de l’apprentissage (formalisation)
et son interprétation informatique (raisonne-
ment) à des fins d’opérationnalisation et d’exé-
cution, ont été au cœur de nombreux travaux
de l’équipe : approches par méta-modélisation,
par patrons d’analyse, domain specific mode-
ling, etc.
Plus récemment, des thématiques autour
de l’adaptation et de la génération de scénarios
sont abordées : représentation des éléments im-
pliqués dans l’adaptation, utilisation des mo-
dèles pour diriger la mise en œuvre (projet Es-
cape it ! [5]). La modélisation des règles de
génération selon l’intention d’usage (explicita-
tion, exploitation ou explicabilité) est actuelle-
ment à l’étude.
Apprentissage de gestes en environne-
ment réel et virtuel
De nombreux domaines font usage d’en-
vironnements numériques dédiés à l’apprentis-
sage du geste : sport, chirurgie, ré-éducation,
danse, musique, etc. L’analyse du mouvement,
dans l’objectif de donner un retour sur la qualité
du geste de l’apprenant, peut se faire à l’aide de
techniques d’apprentissage automatique. Les
systèmes utilisant des techniques d’apprentis-
sage supervisé, bien qu’efficaces, nécessitent
un grand volume de données gestuelles éti-
quetées, ainsi qu’une connaissance a priori
des classes qualifiant ces mouvements. Par
ailleurs, les frontières de décision ne sont pas
toujours facilement interprétables. L’utilisation
d’algorithmes d’apprentissage non supervisés
ou semi-supervisés permet, à partir des besoins
d’observation et d’analyse de l’expert, de re-
grouper les mouvements selon certaines ca-
ractéristiques communes [2]. Il est ainsi pos-
sible : (i) d’obtenir des regroupements corres-
pondants à des stratégies différentes, pour un
même geste, sans a priori sur ces groupes, (ii)
d’intégrer les besoins d’observation de l’expert
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en tant que critère de séparation des gestes,
et (iii) d’utiliser ces critères afin d’évaluer le
geste automatiquement. L’utilisation d’algo-
rithmes de clustering permet également d’offrir
une certaine généricité, en ne nécessitant que
d’intégrer la connaissance experte du geste au
sein du système pour une nouvelle tâche à ap-
prendre.
Les environnements virtuels (EV) pour
l’apprentissage humain nous permettent de
créer des environnements contrôlés, paramé-
trables et augmentés de retours pédagogiques
issus de l’analyse automatique des traces de
l’activité. Ainsi, nous proposons une méthode
d’extraction et d’analyse semi-automatique des
mouvements du corps et des objets manipulés
en EV par l’apprenant, afin d’évaluer plus glo-
balement les activités 3d+t de ce dernier [3].
L’algorithme Dynamic Time Warping (DTW),
nous permet de comparer la forme des trajec-
toires des artefacts impliqués dans l’apprentis-
sage avec ceux de l’enseignant ayant réalisé une
démonstration de la tâche. Grâce à la méthode
d’extraction semi-automatique des trajectoires
analysables que nous proposons [3], les ensei-
gnants peuvent collecter des données d’appren-
tissage issues de la démonstration des appre-
nants afin de les évaluer spatialement dans un
premier temps. Un réseau de neurones récur-
rents peut être ensuite entraîné afin de prendre
en compte l’aspect temporel des trajectoires
générées, grâce à des cycles contenus dans l’ar-
chitecture.
Transcription automatique de la parole
pour l’enseignement
Le projet PASTEL (Performing Automated
Speech Transcription for Enhancing Learning),
financé par l’ANR depuis 2016, est porté par le
LIUM, en collaboration avec le CREN (Centre
de Recherche en Éducation de Nantes), le
LS2N (Laboratoire des Sciences du Numérique
de Nantes) et la société ORANGE. C’est un
projet ayant pour objectif scientifique d’explo-
rer le potentiel de la transcription automatique
de la parole dans diverses situations d’enseigne-
ment, notamment en blended learning.
Trois situations d’apprentissage types sont
particulièrement étudiées : le cours magistral
en amphithéâtre, présentiel ou à distance, le
travail collaboratif en petit groupe, présentiel
ou à distance, l’apprentissage en ligne. Nous
avons pu tester différentes fonctionnalités dans
plusieurs prototypes instrumentant les deux
premières situations [1]. Le cours magistral est
capté (audio et vidéo) et transcrit en temps
réel. Les étudiants ont à disposition un plugin
Moodle leur permettant de naviguer dans la vi-
déo, les documents supports et la transcription,
d’éventuellement consulter des ressources pé-
dagogiques additionnelles en ligne, recherchées
en temps réel à l’aide de techniques d’analyse
sémantique de la transcription, de prendre des
notes en commentant ou synthétisant la trans-
cription.
La captation, la transcription et les res-
sources additionnelles découvertes en ligne
sont rassemblées dans un plugin Moodle instru-
mentant la consultation du cours pendant les
séances de travail collaboratif. Cette navigation
se fait sur la base de mots-clés extraits auto-
matiquement de la transcription. Nous finali-
sons actuellement l’instrumentation de la der-
nière situation. L’effort est ici principalement
porté sur la mise à disposition de l’enseignant
de fonctionnalités d’édition d’un SPOC (Small
& Private Online Course) réutilisant l’ensemble
des matériaux collectés – y compris les traces
d’utilisation – produits à l’occasion des sessions
synchrones. Nous développons une chaîne édi-
toriale d’utilisation, d’édition et d’assemblage
de ces différentes ressources et permettant la
génération d’un cours sous Moodle. Pour mieux
exploiter ces différents matériaux, nous avons
proposé deux nouvelles activités Moodle, l’une
permettant la navigation dans une vidéo et des
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ressources pédagogiques par mots-clés, l’autre
permettant l’annotation collaborative d’une vi-
déo.
Dans ce projet, l’équipe IEIAH apporte son
expertise en conception d’environnements édu-
catifs et favorise le dialogue entre les parte-
naires IA d’un côté et les partenaires du do-
maine métier. L’équipe LST du LIUM s’attache
à l’étude de la transcription temps réel de la
parole, la fouille automatique de ressources pé-
dagogiques en ligne est mise en œuvre par le
LS2N, et la navigation par mots-clés dans un
cours par Orange Labs. Le CREN et l’équipe
IEIAH elle-même sont responsables de l’inté-
gration et l’expérimentation des prototypes sur
le terrain afin de mesurer l’utilisabilité des dif-
férentes techniques, ainsi que leurs limites et
contraintes chez l’utilisateur final.
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L’équipe KIWI : Knowledge, Information,
Web Intelligence a été créée en 2008 et est
dirigée par Anne BOYER, professeur en infor-
matique à l’université de Lorraine. KIWI est
une des 28 équipes qui constituent le Labora-
toire lOrrain de Recherche en Informatique et
ses Applications (LORIA), unité mixte (UMR
7503) commune à plusieurs établissements :
l’université de Lorraine, le CNRS et l’Inria.
KIWI est composée d’une vingtaine de cher-
cheurs, doctorants, post-doctorants et ingé-
nieurs spécialisés dans le domaine de l’intelli-
gence artificielle. KIWI s’intéresse principale-
ment à la conception de systèmes d’aide à la
décision humaine et à la personnalisation de
services. Pour cela, ses recherches reposent
sur l’exploitation de traces d’usage pour former
des modèles descriptifs (modèles utilisateurs),
diagnostics (expliquer ces modèles), prédictifs
(prédire l’évolution future) ou prescriptifs (re-
commander pour atteindre un objectif). Les
travaux conduits rentrent dans le champs de
l’apprentissage automatique et de la fouille de
données. Les défis auxquels s’attaquent KIWI
sont variés, ils concernent la qualité et la com-
plexité des modèles, le volume de données ou
à l’opposé le manque de données, leur incerti-
tude, leur hétérogénéité, etc.
Les modèles élaborés trouvent leur
place dans diverses applications comme l’e-
commerce, la culture, les loisirs et la santé.
L’éducation est le domaine applicatif principal
de l’équipe. KIWI travaille avec de nombreux
partenaires, académiques et industriels, natio-
naux et internationaux.
Projets en éducation
Ces dernières années, KIWI a porté et a
été impliquée dans de nombreux projets en IA
et éducation, qu’ils visent l’enseignement se-
condaire ou supérieur, les apprenants, les en-
seignants ou les gouvernances.
Les problématiques et les contributions de
ces projets sont brièvement décrites ici.
PERICLES (PIA, 2012-2016)
Le projet PERICLES a pour objectif la
création d’un outil universel d’évaluation de la
qualité des enseignements. Entre autres par-
tenaires, se trouvent plusieurs universités nu-
mériques thématiques (UNT), productrices de
ressources éducatives libres (REL) pour l’ensei-
gnement supérieur. Une des tâches du projet
visait à concevoir et expérimenter un système
de recommandations (SR) de REL personnali-
sées et adaptatives pour des apprenants [4][3].
Ce SR s’appuie sur des traces recueillies dans
une plate-forme d’apprentissage (learning ma-
nagement system ou LMS). L’expérimentation
s’est déroulée au sein du LMS de l’université de
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Le projet D-Transform est à destination des
gouvernances de l’enseignement supérieur et
vise à étudier et maîtriser la transformation
digitale, notamment en terme d’impact dans
les universités. KIWI a été en charge d’une
étude sur les ressources éducatives numériques
et leurs usages [6].
METAL (PIA2 e-Fran, 2016-2020)
Le projet METAL se situe dans le champ
de l’enseignement secondaire. Il se déroule en
collaboration avec le rectorat de l’académie
de Nancy-Metz et d’une douzaine d’établisse-
ments scolaires locaux, et des laboratoires de
recherche en SHS et en droit, et comporte
également un volet learning analytics. Parmi
les problématiques traitées, nous pouvons men-
tionner la collecte des données dans un éco-
système complexe engendré par la multiplicité
des acteurs et de la spécificité de la popula-
tion (des élèves mineurs) impliquée (interopé-
rabilité, standards, réglementation sur données
personnelles et éthique). Mentionnons égale-
ment la conception de tableaux de bord, à des-
tination des enseignants et/ou des élèves, et
qui visent à l’affichage d’indicateurs d’activité,
de difficulté, d’engagement, à la proposition de
recommandations, etc. Citons également l’ob-
jectif de fouille de données multi-sources et hé-
térogènes que sont les données d’apprentissage
[1, 2].
EOLE (PIA2 DUNE, 2017-2021)
Toujours dans le champ de l’enseignement
supérieur, en collaboration avec les universités
de la région Grand Est, EOLE vise à construire
une approche différente de la formation univer-
sitaire, tant dans ses modalités que dans l’élar-
gissement des publics destinataires pour déve-
lopper l’apport des universités dans le secteur
de la formation tout au long de la vie. EOLE
comporte un axe d’étude et d’expérimentation
des learning analytics. Le travail se concrétise
par la conception et la réalisation d’un tableau
de bord à destination des étudiants afin que
ceux-ci puissent se positionner relativement à
leurs parcours et leurs objectifs. Les probléma-
tiques abordées concernent la collecte des don-
nées (standards, massivité), l’étude des indica-
teurs basés sur les traces d’apprentissage et la
co-conception, avec les étudiants, de tableaux
de bord [5].
BACANALYTICS (2017)
Le projet BACANALYTICS vise à aider le
service d’organisation des examens du recto-
rat de l’académie de Nancy-Metz dans l’esti-
mation du nombre d’enseignants à mobiliser
dans chaque centre et pour chaque discipline
au moment du second groupe d’épreuves du
baccalauréat. Nous avons choisi d’aborder ce
problème par l’exploitation de méthodes dema-
chine learning, partant des traces des résultats
et disciplines choisies par les élèves les années
passées. Le prototype a été expérimenté sur
le terrain pour les sessions du baccalauréat de
2018 et 2019.
CNED (2019-2022)
Ce projet, en collaboration avec le CNED
(Centre National d’Enseignement à Distance)
vise à l’analyse prédictive et prescriptive des
données d’apprentissage, en situation d’ensei-
gnement à distance. Il s’appuie sur les données
disponibles dans différentes applications utili-
sées conjointement par les apprenants et les
formateurs du centre dans un objectif de four-
nir aux enseignants des indicateurs de suivi des
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élèves afin de les assister dans leur prise en
charge de populations à risque d’échec.
PEACE (Numérilab, 2019-2022)
PEACE est un projet de l’incubateur numé-
rique du ministère de l’éducation nationale et
de la jeunesse (MENJ), en collaboration avec
le rectorat Nancy-Metz. Il vise à l’étude de la
consommation des manuels numériques, dans
un objectif de recommandation à plusieurs ac-
teurs de ces manuels : élèves, enseignants, édi-
teurs, etc. Le défi ici concerne non seulement
la possibilité d’une capture fine de la consom-
mation, mais également la modélisation de la
consommation et la génération de recomman-
dations « cohérentes » entre les différents ac-
teurs.
LOLA (2019)
Le projet LOLA (Laboratoire Ouvert de
Learning Analytics) est un projet de learning
analytics mené en étroite collaboration avec le
MENJ. Il ambitionne de mettre à la disposition
des chercheurs et des entreprises de l’EdTech
des données d’apprentissage. L’objectif est en-
suite de partager des process, des algorithmes
de traitement et des résultats.
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L’équipe MIND est l’une des sept équipes
du Laboratoire d’Informatique, du Traitement
de l’Information et des Systèmes (LITIS). Elle
mène des recherches dans les domaines des
Systèmes Multi-Agents et des Agents Auto-
nomes, des Technologies Sémantiques, et des
Interactions Humain-Machine. Ces recherches
portent sur l’étude et le développement des
processus d’interaction et de décision dans des
communautés mixtes ou dans des systèmes
cyber-physiques.
La spécificité des travaux de l’équipe MIND
est de placer l’utilisateur au centre de ses ap-
proches, depuis la collecte et le traitement des
données, l’élicitation de connaissances, la va-
lidation expérimentale des modèles jusqu’à la
capitalisation de l’expérience, pour l’aide à la
prise de décisions. Il s’agit de définir des proces-
sus de raisonnement mixte où s’articulent des
phases de décision automatique ou avec l’inter-
vention d’utilisateurs humains, éventuellement
assistés ou conseillés par des agents logiciels.
La reconnaissance des situations et la prise
de décision des agents s’appuient sur des mo-
dèles de raisonnement issus de l’intelligence
artificielle distribuée et de technologies sé-
mantiques couvrant la modélisation formelle
des connaissances et de différents types de
raisonnement. Des approches de capitalisa-
tion de l’expérience et d’utilisation de méta-
connaissances sont aussi utilisées pour amélio-
rer l’efficacité de la reconnaissance des situa-
tions et de l’aide à la décision.
Enfin, les interactions entre utilisateurs
et agents logiciels dans les systèmes étudiés
doivent être considérées aussi bien du point de
vue de l’utilisateur que de celui des agents. Il
s’agit de capter, représenter et interpréter les
messages et signaux provenant des utilisateurs
de façon pertinente, dans le but d’adapter la
réponse logicielle. En d’autres termes, il s’agit
d’ajuster le mode de communication à l’utilisa-
teur et à la situation de décision à la fois sur le
fond et sur la forme.
Ces dernières années, l’équipe MIND a par-
ticipé à trois projets dans le domaine des EIAH
dont voici les résumés.
CLASSE (2014-2019)
Le projet CLASSE succède aux projets du
GRR LMN (Logistique, Mobilité, Numérique)
« Passage Portuaire », « Amélioration de la
performance logistique globale » et « CLASSE
phase 1 », labellisé par le Pôle de Compé-
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titivité Novalog. L’objet d’étude de ce pro-
jet est d’associer des spécialistes en logistique
afin d’améliorer les flux maritimes et terrestres
sur l’Axe Seine. Notre contribution se situe
surtout au niveau de l’action (appréhender
la vulnérabilité des chaînes logistiques). Dans
cette action, nous avons développé des envi-
ronnements virtuels pour permettre aux utilisa-
teurs/apprenants d’appréhender de nouveaux
environnements de travail, et pour étudier leurs
réactions dans cet environnement simulé.
Le seul fait de placer un apprenant dans
un environnement virtuel ne suffit pas à son
apprentissage, le dispositif doit proposer des
fonctionnalités pédagogiques. Nous travaillons
en parallèle sur le développement d’un système
tutoriel intelligent (STI) indépendant de l’objet
d’apprentissage. Le STI proposé offre une arti-
culation entre le tutorat machine et le tutorat
humain [1].
Jumeaux Numériques et Automates Pro-
grammables Industriels
Nous avons conçu un entrepôt logistique
virtuel entièrement automatisé. Nous avons
proposé un modèle hybride associant de vrais
automates programmables industriels pilotant
des parties opératives virtuelles (bras roboti-
sés, convoyeurs, palettiseurs, transstockeurs,
racks de stockage, etc.). Grâce à cette applica-
tion, nous avons démontré l’intérêt de réaliser
des connexions entre environnement virtuel et
du matériel physique. L’application proposée a
permis d’enrichir les connaissances sur les dé-
marches d’apprentissage de l’automatisme et
ainsi faciliter la compréhension de processus lo-
gistiques complexes par les apprenants, et ce,
grâce à ces nouvelles technologies [2].
La réalité augmentée au service du passage
portuaire
Nous avons développé une application qui
a pour objectif de réaliser une modélisation 3D
des aménagements portuaires et maritimes du
PORT 2000 et du terminal multimodal. Nous
avons réalisé des supports ludiques et pédago-
giques pour faciliter la compréhension du pas-
sage portuaire : (1) une application de réa-
lité augmentée utilisable sur téléphone portable
ou tablette, (2) une brochure papier utilisable
avec l’application mobile de réalité augmentée
et (3) un site web en complément de l’applica-
tion « HAVREALITY ».
IFLOT & LOFAR (2015-2019)
De nos jours les établissements d’enseigne-
ment publient leurs offres de formation uni-
quement sur le Web historique, celui des do-
cuments, à destination des humains.
Pour que des programmes informatiques
puissent tirer parti de ces informations, il faut
qu’elles soient aussi publiées sur le Web des
données [4]. Malheureusement il n’existe pas
d’ontologie permettant de bien décrire la diver-
sité de ces offres et les évolutions des modalités
d’enseignement.
Pour répondre à cette problématique, nous
proposons un modèle conceptuel de descrip-
tion des éléments de formation. Nous l’avons
concrétisé par un schéma OWL2, utilisé pour
décrire plusieurs types d’offres de formation :
initiale, continue, en présentiel, à distance, pro-
posées par un ou plusieurs établissements.
De plus, pour démontrer l’utilité de cette
publication d’information, nous avons déve-
loppé un moteur de recherche liant éléments de
formation et ressources pédagogiques. Cette
preuve de concept permet de trouver des res-
sources pédagogiques, indexées par des Univer-
sités Numériques Thématiques et Sup Numé-
rique, compatibles avec les cours dispensés à
l’INSA Rouen Normandie.
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Le projet IFLOT
Après une étude des différents langages,
schémas et modèles permettant de décrire
des éléments de formations (CDM, CDM-fr,
LHEO, MLO, etc.), nous avons constaté qu’il
était impossible, à l’aide d’un seul modèle, de
représenter convenablement différents types de
formations (initiale, continue, professionnelle,
en présentiel, à distance, etc.).
Dans le cadre du projet IFLOT [3], pour
Indexation des Formations en Ligne Ouvertes
à Tous, nous avons conçu un modèle concep-
tuel décrivant les éléments de formation. Son
architecture à trois niveaux repose sur une ana-
lyse bottom-up. Le premier niveau décrit l’acte
de formation en termes d’action (qui, quand,
où). Ce premier niveau est une instanciation
du deuxième niveau qui décrit l’activité péda-
gogique en terme de paradigme pédagogique,
de ressources utilisées, de prérequis et d’acquis.
Ces deux dernières descriptions sont partagées
avec le troisième niveau qui décrit l’élément de
formation aussi en termes d’organisation tem-
porelle des activités. Ce modèle a été instan-
cié pour le Web Sémantique. Nous avons déve-
loppé un schéma OWL2 que nous avons utilisé
pour décrire plusieurs éléments de formations
(des cours dispensés à l’INSA Rouen Norman-
die, différentes sessions du MOOC « Soyez Ac-
teur du Web » disponibles sur France Univer-
sité Numérique, et les formations en ligne pro-
fessionnelles proposées par le projet UTOP).
Le schéma OWL2, sa documentation et les
descriptions de ces formations, avec les en-
trées SPARQL, sont accessibles sur : http:
//iflot.insa-rouen.fr/.
Le projet LOFAR
Pour montrer l’utilité de ce type de publica-
tion, dans le cadre du projet LOFAR, pour Liai-
son entre Offres de FormAtion et Ressources
pédagogiques, nous avons développé un mo-
teur de recherche de ressources pédagogiques.
LOFAR relie des données structurées, publiées
dans le Web des données, qui décrivent d’une
part des éléments de formations et d’autre part
des ressources pédagogiques. L’utilisateur n’a
plus à deviner quels mots clés utiliser pour
trouver une ressource pédagogique. Il sélec-
tionne juste le cours concerné et LOFAR lui
propose des ressources pédagogiques compa-
tibles. Ce moteur est facilement paramétrable,
il permet ainsi d’interroger des entrepôts de
données RDF utilisant des schémas RDFS ou
OWL2 divers. Une preuve de concept de ce
moteur de recherche est accessible sur : http:
//lofar2.insa-rouen.fr.
SimError (2019-2022)
L’explosion du nombre d’objets connectés,
de robots assistants et d’interfaces humain-
machine intuitives et naturelles a permis une
démocratisation croissante des systèmes cyber-
physiques et socio-techniques. Il s’agit de sys-
tèmes constitués à la fois d’utilisateurs hu-
mains, de robots et d’agents artificiels en in-
teractions sociales. Si la démocratisation de
ces outils est un élément majeur pour propo-
ser de nouveaux services au quotidien, sa diffu-
sion se heurte à deux verrous principaux : d’une
part, la reconnaissance de l’activité humaine
reste imprécise, tant au niveau opérationnel
(localisation, cartographie, identification d’ob-
jets et d’utilisateurs) que cognitif (reconnais-
sance et suivi d’intention). D’autre part, l’in-
teraction passe par des vecteurs différents qu’il
faut adapter en fonction du contexte (robo-
tique, réalité mixte, réalité virtuelle), de l’utili-
sateur et de la situation ou tâche en cours.
Le projet INCA (Interactions Naturelles
avec des Compagnons artificiels) a pour ob-
jectif de développer les connaissances scienti-
fiques et les technologies liées aux compagnons
artificiels. Un de ses axes applicatifs est un en-
vironnement informatique pour l’apprentissage
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humain en santé, en y intégrant une dimension
d’interaction sociale.
Les verrous scientifiques se déclinent au-
tour de la conception et l’évaluation d’envi-
ronnements virtuels et mixtes pour l’appren-
tissage, de façon à évaluer l’impact d’agents
conversationnels au sein de simulations immer-
sives et interactives.
Thématiques abordées
Apprentissage de modèles de comporte-
ment. Cette action s’appuie sur des ap-
proches mixant technologies sémantiques,
fouille et apprentissage pour la construction
de modèles de comportement robustes à partir
d’historiques de données horodatées. Ces don-
nées sont issues des séries d’actions effectuées
par les utilisateurs dans un environnement vir-
tuel ou mixte. Le suivi a pour objectif d’adapter
de façon dynamique l’environnement et la ré-
ponse des agents assistants [5]. Par exemple,
dans le cas d’un suivi intra-session dans un en-
vironnement pour l’apprentissage humain, un
tuteur/pair virtuel peut sélectionner de façon
dynamique des aides adaptées (contenu et mo-
dalité de transmission) au profil de l’utilisateur
au cours de la session, à l’aide de scénarios
pédagogiques adaptés [6]. Les données consi-
dérées dans cette action scientifique sont des
séries temporelles dont l’exploitation en temps
réel doit permettre la détection de situations
d’intérêt notamment sur des interactions.
Interaction et navigation sociales. Les
compagnons artificiels, qu’ils soient virtuels
(Agents Conversationnels Animés – ACA) ou
réels (robots), visent à renforcer l’interactivité
avec les utilisateurs, de façon à d’une part
engager émotionnellement ceux-ci, et d’autre
part d’intégrer un ensemble de compétences re-
lationnelles. Une des difficultés majeures réside
en la gestion de dialogues sociaux d’initiative
mixte avec les utilisateurs. Les verrous portent
à la fois sur les stratégies pour la coordina-
tion et l’optimisation du fonctionnement col-
lectif de groupes d’utilisateurs humains, de ro-
bots et/ou d’agents artificiels, et sur les méca-
nismes d’interaction sociale adaptés (dialogue,
indices verbaux, non verbaux ou co-verbaux)
en fonction du profil de l’utilisateur et de la si-
tuation courante inférée. Concernant la gestion
du dialogue social, notre approche exploite les
travaux passés de l’équipe MIND par appren-
tissage et extraction de motifs dialogiques, for-
malisée par jeux de dialogues, avec un focus sur
la composante émotionnelle.
Application. Un environnement d’apprentis-
sage dans le domaine de la santé sert de cadre
applicatif. La simulation concerne une chambre
des erreurs virtuelle, dans laquelle sont pla-
cées de façon volontaire des erreurs sur dif-
férents thèmes comme l’hygiène, l’identitovi-
gilance, le circuit du médicament, la bientrai-
tance, l’hémovigilance, etc. Sa mise en place,
en physique, se heurte à plusieurs difficultés
(contraintes logistiques, moyens humains, ac-
cès limité aux structures hospitalières, diffi-
cile adaptation des erreurs aux publics visés).
La transposition et l’adaptation de cet outil
dans des environnements immersifs (virtuels ou
mixtes) permet d’évaluer l’impact de ceux-ci
sur la motivation et les résultats des apprenants
à l’aide de tuteurs virtuels.
Les apports réels du numérique sur les ap-
prentissages n’ont été que peu évalués, que ce
soit chez les adultes ou en milieu scolaire, et
les résultats obtenus sont souvent contradic-
toires entre l’impact sur l’engagement des ap-
prenants, positif, et celui sur les connaissances
réellement acquises, neutre ou négatif. Dans ce
cadre, le développement d’un même environ-
nement d’apprentissage selon deux modalités
(2D, 3D) permet d’évaluer comparativement
les dispositifs numériques et physiques de simu-
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lation pour l’apprentissage humain, leurs résul-
tats et le transfert des acquis en situation de
travail.
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Équipe MOCAH - LIP6 : Modèles et Outils en ingénierie des Connais-

















L’équipe MOCAH fait partie de l’axe de re-
cherche IA du laboratoire LIP6. Le cœur de
notre recherche est de proposer des modèles,
méthodes et algorithmes qui intègrent des
connaissances dans les environnements infor-
matiques pour l’apprentissage humain (EIAH).
En particulier nous travaillons sur la modélisa-
tion des apprenants, sur des algorithmes pour
le diagnostic et le suivi, ainsi que sur des sys-
tèmes décisionnels pour la rétroaction (ou feed-
back). Les connaissances sont (1) collectées
directement auprès d’humains (experts du do-
maine), en utilisant des techniques d’ingénierie
des connaissances, et/ou (2) extraites de don-
nées, en utilisant des techniques d’exploration
de données éducatives.
Ces modèles sont associés à des environne-
ments hautement interactifs ouverts tels que
des simulations, des jeux sérieux ou des sys-
tèmes de réalité virtuelle. D’autres environ-
nements moins interactifs comme les MOOC
nous intéressent également, pour répondre aux
problèmes qu’ils soulèvent de modélisation à
partir de grandes quantités de données.
Enfin, l’analyse descriptive, diagnostique et
prédictive des traces d’interaction pour accom-
pagner les décideurs (learning analytics) est
également au centre de nos recherches.
Quelques projets en cours ou récents
Projet MindMath (2018-2021)
MindMath (financé par la BPI et la région
IdF) est un projet de plateforme gamifiée et
adaptative pour l’apprentissage des mathéma-
tiques au collège. Ce projet implique plusieurs
partenaires industriels (Cabrilog, Tralalere, Do-
moscio et Bayard) et académiques (LDAR –
Université Paris Diderot et LIP6 – Sorbonne
Université).
Nous développons des algorithmes pour dé-
cider, en fonction des activités des élèves au
sein de tâches de résolution de problèmes en
mathématiques, du feedback le plus adapté
pour les aider à progresser dans leurs appren-
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tissages. La décision s’appuie à la fois sur une
ontologie construite avec des experts en didac-
tique des mathématiques et sur des approches
d’apprentissage automatique. La recherche des
feedbacks optimaux se fait par apprentissage
par renforcement, avec un système de récom-
pense basé sur la réussite des élèves dans les
activités. Ces propositions sont expérimentées
dans différents contextes scolaires et parasco-
laires.
Projet Adaptiv’Math (2019-2021)
Adaptiv’Math, obtenu dans le cadre du
Partenariat d’Innovation Intelligence Artificielle
(P2IA) du ministère de l’éducation nationale et
porté par la startup EvidenceB, implique des
entreprises (Nathan, Daesign, Schoolab, Iso-
grad, BlueFrog), deux laboratoires (LIP6 et In-
ria Bordeaux), l’APMEP (association des pro-
fesseurs de mathématiques) ainsi que des cher-
cheurs en psychologie cognitive (E. SANDER)
et en neurosciences (A. KNOPF). Il vise à réa-
liser un assistant pédagogique pour les mathé-
matiques du cycle 2 (CP, CE1, CE2) s’ap-
puyant sur des algorithmes d’IA et sur un en-
semble d’exercices définis à partir d’avancées
en sciences cognitives.
Nous travaillons sur une brique IA visant à
proposer des regroupements d’élèves (cluste-
ring) appris sur l’ensemble des classes sur la
base de critères de maîtrise de compétences en
mathématiques. Ce clustering est ensuite ap-
pliqué classe par classe à intervalles réguliers
pour proposer à l’enseignant un suivi de l’évo-
lution de ses groupes d’élèves, afin de faciliter
la mise en place de stratégies de pédagogie dif-
férenciée.
Projet LEA4PA (2016-2021)
Le projet LEarning Analytics for Personali-
zation and Adaptation a pour objectif de pro-
poser des visualisations et des analyses du com-
portement de l’étudiant à destination des dé-
cideurs (enseignants,apprenants, etc.). Il s’ap-
plique à plusieurs niveaux d’enseignement.
Pour le niveau collège, la recherche est me-
née dans le cadre d’une collaboration soute-
nue par la direction du numérique pour l’édu-
cation (MEN). Dans ce contexte, nous pro-
posons des analyses (descriptives et diagnos-
tiques) des compétences des apprenants en al-
gèbre, ainsi que des visualisations, pour assister
l’enseignant dans l’adaptation des activités [4].
Pour l’enseignement supérieur, la recherche
est menée en s’appuyant sur la plateforme LA-
PAD développée par CAPSULE (centre d’inno-
vation pédagogique de Sorbonne Université).
Dans ce contexte, nous nous intéressons à
comprendre les parcours des apprenants à par-
tir de techniques d’analyse séquentielle et de
règles d’association.
Projet McCoy Critical (2015-2019)
Dans le cadre du projet MacCoy Critical
(projet ANR), l’équipe MOCAH, en collabo-
ration avec le LIG, s’est focalisée d’abord sur
la conception d’une architecture de diagnos-
tic des compétences non-techniques (CNT) de
l’apprenant. L’architecture conçue [1] associe
connaissances du domaine, apprentissage ma-
chine et un réseau bayésien, afin de franchir
l’important gap sémantique séparant l’activité
perceptivo-gestuelle de l’apprenant, produite
au sein d’un environnement virtuel, de l’éva-
luation épistémique de ses compétences.
Dans un second temps, nous avons conçu
un module pédagogique capable de raisonner,
sur la base du module de diagnostic, pour pro-
poser à chaque apprenant un parcours à travers
la criticité qui lui soit adapté. Ce module uti-
lise les connaissances issues du réseau bayésien
et un algorithme d’apprentissage par renforce-
ment de type « bandit manchot » pour guider
l’apprenant vers une maîtrise de ses CNT.
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Projet E-LearningScape (2018-2021)
E-LearningScape est un Serious Escape
Game sur le thème de la pédagogie. Ce jeu,
soutenu par Sorbonne Université, est une adap-
tation du jeu LearningScape conçu par SA-
PIENS et le CRI.
Nous travaillons sur la conception d’un mo-
dule de suivi des actions du joueur, afin de
générer en temps réel des aides contextuali-
sées selon les difficultés rencontrées par les
joueurs [3]. Les algorithmes que nous avons dé-
veloppés s’appuient sur une modélisation des
énigmes du jeu à l’aide de réseaux de Petri, ce
qui nous a amenés à concevoir un outil géné-
rique d’aide à la construction de ceux-ci. La dé-
marche consiste à exprimer des liens entre des
comportements génériques à l’aide d’un lan-
gage spécifique et de relations logiques. Ces
expressions sont ensuite analysées pour générer
automatiquement un réseau de Petri qui modé-
lise tous les parcours possibles. Ce réseau est
utilisé pour analyser le parcours du joueur et
pour proposer des aides adaptées.
Quelques thèses en cours ou récentes
Parmi les thèses en cours au sein de MO-
CAH, plusieurs mettent en jeu l’application et
l’adaptation d’algorithmes d’IA.
La thèse de Fatima HARRAK (2015-
2019) est centrée sur l’analyse de questions po-
sées par les étudiants dans des classes hybrides
(présentiel et distanciel) ou en ligne (MOOC).
Elle a proposé un schéma de codage de ques-
tions d’étudiants, reposant sur des modèles
d’annotation et d’apprentissage automatique,
qui a fait l’objet d’une évaluation par des ensei-
gnants. Sur la base de clustering sur les ques-
tions des années passées, ce travail a montré
la possibilité de caractériser de nouveaux étu-
diants en termes de performance, présence ou
capacités d’auto-régulation [2].
La thèse de Camila MORAIS CANEL-
LAS (débutée en 2018, convention CIFRE avec
Kelis) s’inscrit dans la thématique des learning
analytics et vise à étudier les apports d’un mo-
dèle d’émission de traces pédagogiques s’ap-
puyant sur une chaîne éditoriale. En effet, la
connaissance fine de la structure du document
permet de proposer des algorithmes de trans-
formations successives des traces, ainsi que la
mise en place d’un traçage au besoin, défini en
fonction des indicateurs désirés.
La thèse de Thomas SERGENT (débu-
tée en 2019, convention CIFRE avec Lalilo) se
concentre sur l’analyse de traces d’apprentis-
sage dans l’objectif d’améliorer l’apprentissage
de la lecture chez les jeunes enfants (6-8 ans)
en français et en anglais. Elle s’intéresse en par-
ticulier aux questions de knowledge tracing et
du feedback aux élèves pour améliorer l’adapti-
vité de la plateforme et le développement chez
l’enfant des fonctions exécutives.
La thèse d’Olivier ALLÈGRE (débu-
tée en 2020, convention CIFRE avec Kar-
table) concerne l’adaptation automatique de
graphes de connaissances aux caractéristiques
de l’apprenant. Initialement, ces graphes sont
construits de manière supervisée par des ex-
perts et utilisés pour calculer des parcours
d’apprentissage. L’adaptation de ces graphes
a pour objectif d’optimiser les parcours d’ap-
prentissage et s’appuie sur des modèles pro-
babilistes de diagnostic des connaissances des
apprenants, tels que les réseaux bayésiens et les
chaines de Markov cachées.
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D’une part, en neurosciences computation-
nelles et en intelligence artificielle (IA) bio-
inspirée, il y a de nombreux de travaux visant à
comprendre les mécanismes de perception et de
coordination sensorimotrice ainsi que les tâches
de reconnaissance de forme et de contrôle mo-
teur associées. Une originalité de l’équipe Mne-
mosyne est de viser plutôt les mécanismes cog-
nitifs sous-jacents à la résolution de problèmes,
ce qui permet d’interroger les circuits cérébraux
responsables du raisonnement et de positionner
l’IA sur des sujets au moins aussi centraux que
la perception intelligente.
D’autre part, le laboratoire LINE développe
des protocoles de recherche pour l’étude de
la résolution de problèmes sous une approche
centrée sur la tâche, ce qui permet de com-
biner des approches basées dans les sciences
de l’éducation et les sciences cognitives. Les
tâches de résolution de problèmes étudiées uti-
lisent des objets technologiques qui permettent
de combiner des affordances aussi bien phy-
siques que informatiques. Ces expérimentations
permettent en particulier d’ouvrir cinq chan-
tiers dans l’avancée des sciences computation-
nelles de l’éducation (Computational Educatio-
nal Learning Sciences).
À travers une collaboration récente, nous
visons à étudier la manière dont les modèles
informatiques en neurosciences computation-
nelles que nous développons pour les circuits
cérébraux et pour les fonctions cognitives qu’ils
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émulent, peuvent être utiles pour la modélisa-
tion des processus de résolution de problèmes
en sciences de l’éducation et, en retour, si la
grille de lecture théorique et la pratique expé-
rimentale des sciences de l’éducation peuvent
améliorer notre activité de modélisation et lui
offrir des données qui permettent de calibrer et
valider nos modèles.
Un défi : modéliser les apprentissages
Résoudre des problèmes est une compé-
tence clé soulignée par l’ensemble des référen-
tiels de compétences contemporains [11, 5].
Cependant, même sur des tâches simples de
résolution de problèmes, nous ne disposons
pas aujourd’hui d’un modèle qui puisse rendre
compte des processus cognitifs du cerveau lui-
même de l’apprenant de manière combinée à
celui de l’état dynamique de l’évaluation du sys-
tème d’activité qui a lieu au niveau de la tâche.
Nous ne disposons pas à ce jour de modèles
combinant l’activité cérébrale de l’apprenant et
la situation d’apprentissage dans laquelle il dé-
veloppe son activité. Face à ce défi, notre pro-
gramme de recherche vise à prendre appui sur
les modélisations développées en neurosciences
computationnelles et en intelligence artificielle
bio-inspirée pour analyser une activité de ré-
solution de problèmes spécifique qui présente
un modèle de tâche bien définie. L’application
d’un modèle cognitif neuro-inspiré du cerveau
de l’apprenant [4] devrait permettre de rendre
compte des processus se produisant en situa-
tion d’apprentissage tandis que l’observation de
son activité de résolution de problèmes sous
une approche épigénétique doit pouvoir modé-
liser l’interaction entre les processus cérébraux
et l’activité de résolution de problèmes.
Le cas de la résolution de problèmes
Faire résoudre des problèmes avec des ob-
jets interactifs non familiers par le sujet né-
cessite aussi bien des processus d’explora-
tion (compréhension des affordances des objets
pour la résolution de problèmes) que des pro-
cessus hypothético-déductifs donnant lieu à des
épisodes de résolution de problèmes au sein de
l’activité complète de résolution de problèmes.
Au cours du processus d’exploration, les pro-
cessus de pensée divergente requièrent la gé-
nération d’une première idée, mais ensuite une
prise en considération des idées préalables et
leur inhibition volontaire pour permettre à des
nouvelles idées d’être générées. Les hypothèses
testées et leur évaluation doivent être prises
en compte afin de permettre au sujet de ré-
duire l’espace du problème tout en développant
un modèle interne du problème. C’est exacte-
ment ce qui se passe au niveau des boucles
cortico-thalamiques impliquant les ganglions de
la base, le cortex et l’hippocampe, et qui sont
aujourd’hui reliées à des modèles d’apprentis-
sage par renforcement (y compris ceux dits
épisodiques et impliquant du meta-learning au
sens donné en apprentissage machine).
Notre étude se concentre sur la manipula-
tion d’objets de constructions visuo-spatiales
(tâche CréaCube) (visuo-spatial constructive
play objects, VCPOs) [7] ayant des affordances
d’objets physiques (roulettes, connexions ma-
gnétiques, bouton on/off) mais aussi des af-
fordances informatiques (capteur de distance,
inverseur de signal, programmation du système
selon la position des pièces). Ces affordances
sont liées à la fois à la mémoire épisodique (mé-
morisation d’exemples qui lient un objet avec
son rôle possible) et sémantique (mise en place
de règles par rapport à cette relation objet -
usage).
Travailler avec une approche de neuros-
ciences computationnelles
Au cours des dernières décennies les neu-
rosciences computationnelles ont permis de
modéliser le cerveau dans des tâches liées à
des buts primaires comme assouvir la faim ou
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la soif. Ces modèles sont issus souvent des
modèles animaux dans une visée de simplifica-
tion des processus et la possibilité d’interve-
nir de manière invasive sur le cerveau. Si cer-
tains travaux en neurosciences ont pu conduire
à des préconisations et des activités concrètes
d’apprentissage pour améliorer certains proces-
sus comme l’attention, étudiés par l’équipe de
Jean-Philippe LACHAUX [6], ou des études un
peu généralistes menées autour des travaux de
Stanislas DEHAENE [2], il reste encore peu
de développements visant à relier la modéli-
sation neurocomputationelle du cerveau et la
pratique des enseignants dans les classes et
les stratégies d’apprentissage des apprenants
eux-mêmes [1], au-delà de quelques neuro-
mythes [9].
Si les sciences de l’éducation et de la forma-
tion (SEF) se développent depuis une approche
transdisciplinaire afin de comprendre tant les
situations d’enseignement et d’apprentissage
que les processus d’apprentissage, à l’heure ac-
tuelle, la diversité des approches disciplinaires
en SEF est à la fois une grande richesse épisté-
mologique et historico-culturelle, un garde-fou
pour éviter la pensée unique en éducation, mais
pose également la difficulté d’un travail inter-
disciplinaire pour la compréhension basée sur
des modèles communs.
Un exemple : la persévérance
Maintenir un but pour atteindre un objec-
tif est un grand enjeu dans les activités d’ap-
prentissage. La modélisation de la persévérance
dans le cadre d’une activité de résolution de
problèmes reste encore à définir. Dans le cadre
des observations de la tâche CréaCube, nous
observons que la persévérance est maintenue
tant que la personne a la perception qu’elle
avance sur la réduction de l’espace problème et
s’approche de son objectif. Cependant, quand
la personne a la perception de stagner ou ne
pas pouvoir avancer vers l’objectif, au bout de
quelques minutes (deux à trois sans avance-
ment), elle abandonne. Au cours de la phase
de stagnation, nous observons également un
changement émotionnel et des jugements mé-
tacognitifs qui reflètent une décroissance sur
le jugement de sa propre capacité à finaliser la
tâche. La modélisation des processus de per-
sévérance au cours de la tâche est également
un chantier important dans la visée de modéli-
ser des tâches de résolution de problèmes sur
lesquelles les sujets peuvent abandonner.
Des consignes aux buts. Pour renfor-
cer cette persévérance, on doit étudier, entre
autres, le cheminement du sujet des consignes
aux buts. Face à une consigne, si simple soit
elle, la manière dont le sujet interprète cette
consigne et la traduit dans un objectif ou
but personnel n’est pas clairement explicitée.
L’évocation d’un terme comme « construire
un véhicule qui se déplace tout seul » provo-
quera un ensemble de concepts très différents
selon les sujets (un train pour les uns, une voi-
ture pour les autres) mais également se tra-
duira par des buts qui pourraient être orien-
tés vers la performance (réussir la tâche au
plus vite), ou la maîtrise (bien comprendre les
apprentissages proposées par la tâche) ou en-
core une combinaison de buts avec des valences
dynamiques selon le moment de la tâche et
l’état de régulation socio-émotionnelle de l’ap-
prenant. Les modèles de motivation et de ré-
gulation des apprentissages issus des sciences
cognitives [3, 8, 10] doivent pouvoir être pris
en compte pour la compréhension plus fine du
passage entre les consignes et les buts du sujet.
Buts et sous-buts. Une situation d’appren-
tissage de résolution de problèmes se compose
d’un objectif principal (« construire un véhicule
qui se déplace tout seul ») mais la manière dont
le sujet s’engage dans la tâche se décline sur
des épisodes (sous-tâches) qui ont des sous-
buts. La prise en considération des épisodes au
sein d’une plus large tâche doit pouvoir être
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prise en compte. En matière de sciences cog-
nitives, cela se traduit par la mise en place de
sous-buts au sein du mécanisme de contrôle de
l’action.
Les « trouvailles ». Au cours d’une dé-
marche de résolution de problèmes certaines
« trouvailles » sont réalisées sans que le su-
jet se soit donné ce but. Ces trouvailles contri-
buent à la réduction de l’espace problème et
au maintien de l’engagement sur la tâche. En
matière de sciences cognitives cela se traduit
par un comportement exploratoire (foraging)
en équilibre avec le mécanisme d’exploitation
pour optimiser son comportement.
Conclusion
Face au défi de comprendre les processus
d’apprentissage humain, notre programme de
recherche interdisciplinaire vise donc à combi-
ner d’une part des modélisations développées
en neurosciences computationnelles et en in-
telligence artificielle bio-inspirée et d’autre part
la modélisation en sciences de l’éducation de
la personne apprenante et la situation d’ap-
prentissage dans une tâche bien définie. Ce
programme doit contribuer aux travaux initiés
dans ce domaine émergent des sciences com-
putationnelles de l’éducation (Computational
Learning Sciences).
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Les progrès récents des technologies de
capture du mouvement humain et de l’ap-
prentissage automatique ont accru le poten-
tiel de l’intelligence artificielle pour l’amélio-
ration notre qualité de vie, l’augmentation de
la productivité dans plusieurs secteurs indus-
triels, tels que ceux de la fabrication mais
aussi les industries culturelles et créatives. Afin
d’atteindre cet objectif, l’humain doit rester à
l’épicentre des recherches et développements
liées à l’intelligence artificielle (IA) et celle-ci
doit apprendre à collaborer efficacement avec
l’humain. Grâce à l’IA centrée sur l’humain,
de nouvelles opportunités se créent actuelle-
ment et de nouveaux défis se présenteront dans
l’avenir sans qu’il ne soit possible de les pré-
dire. Quel que soit le type de machine (par
exemple robot, ordinateur, véhicule autonome,
drone, IoT, etc.), elle disposera de différentes
couches de perception et d’algorithmes sophis-
tiqués, qui détecteront les intentions et les
comportements humains et en apprendront en
continu. Ainsi, chaque machine et objet intel-
ligents pourra capturer le mouvement humain,
l’analyser, détecter les postures, reconnaître les
gestes et actions, y compris les expressions fa-
ciales et le regard, permettant ainsi une colla-
boration naturelle avec les humains.
L’IA est actuellement au centre des débats
scientifiques et des expositions technologiques.
Développer et déployer des machines intelli-
gentes est à la fois un défi économique (par
exemple flexibilité, simplification, ergonomie)
et sociétal (comme la sécurité ou la transpa-
rence). Depuis quelques années déjà, le Centre
de Robotique de MINES ParisTech mène des
activités de recherche et d’enseignement sur
l’IA centrée sur l’humain et plus précisément
sur la collaboration naturelle entre l’humain et
les machines.
Thématiques de recherche
Le périmètre de la collaboration homme-
machine, basé sur le comportement corporel
humain, implique plusieurs sous-thématiques
de recherche. La méthodologie générique à
six étapes constitue le fil conducteur des re-
cherches :
1. Capture du mouvement : enregistrement
du geste à l’aide des wearables ou des ca-
méras RGB-D ;
2. Analyse du signal : segmentation de la
scène à travers de l’imagerie et/ou des sé-
ries temporelles de mouvement ;
3. Extraction des caractéristiques : exporta-
tion des descripteurs de la scène et du mou-
vement humain ;
4. Représentation et modélisation : mo-
dèles stochastiques pour la représentation
du mouvement humain ;
5. Reconnaissance de formes : apprentissage
statistique et architectures d’apprentissage
profond pour la reconnaissance précoce et
l’alignement des séries temporelles ;
6. Collaboration : interaction naturelle, impli-
cite ou explicite.
Le Centre de Robotique mène ses re-
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cherches en IA centrée sur le comportement
corporel humain à travers de nombreux projets
de recherche Européens (FP7 et H2020) et des
Chaires industrielles pour la recherche et l’en-
seignement. Voici quelques exemples :
- Collaborate H2020 : la contribution du
Centre s’articule autour de la capture et re-
connaissance de gestes et actions profes-
sionnels des opérateurs des chaînes de mon-
tage et assemblage de l’industrie automo-
bile, aéronautique et des appareils électro-
ménagers, avec comme objectifs la collabo-
ration homme-robot et la formation profes-
sionnelle [1].
- Mingei H2020 : la contribution du Centre
porte sur la capture, modélisation et aug-
mentation par le son de gestes et actions
professionnels avec comme objectif, entre
autres, la transmission des savoir-faire du
patrimoine culturel immatériel [2, 4].
La contribution du Centre de Robotique à
la formation professionnelle assistée par l’IA
vise le développement de systèmes interactifs
qui sont capables de comparer le geste de l’ap-
prenti avec le geste de l’expert et générer un
retour sensori-moteur en temps-réel afin que
l’apprenti puisse faire des micro-ajustements de
mouvement pour qu’il (ou elle) atteigne une
performance optimale. Par ailleurs, ces mêmes
intelligences artificielles sont entraînées pour
distinguer le « bon » du « mauvais » geste du
point de vue de l’ergonomie au travail et par
conséquent générer des retours aux opérateurs
pour diminuer les risques de troubles musculo-
squelettiques [3].
Aperçu de la formation AIMove
Fidèle au modèle « enseignement par la re-
cherche orientée vers l’industrie » de MINES
ParisTech, le Centre de Robotique a fondé le
Mastère Spécialisé (MS) anglophone AIMove :
« Artificial Intelligence and Movement in In-
dustries and Creation ». Le MS répond aux be-
soins industriels et scientifiques en apportant
des solutions concrètes en termes de compé-
tences métier, de connaissances techniques et
scientifiques, à travers des partenariats acadé-
miques et professionnels européens.
AIMove permet aux professionnels de haut
niveau d’acquérir une expertise dans un do-
maine en plein essor, en abordant une mul-
titude de sujets à travers des cours tels que
l’apprentissage artificiel, la reconnaissance de
formes, l’analyse du mouvement, la robotique
collaborative mais aussi la sociologie de l’in-
teraction homme-machine, jusqu’à la protec-
tion des données. À l’issue de la formation, les
diplômés sont des experts en IA centrée sur
l’humain, capables de prendre en charge des
projets en robotique collaborative, en dévelop-
pement des systèmes interactifs basés sur le
geste, en conception des solutions innovantes
pour l’usine de futur. L’accès des étudiants au
marché du travail est facilité par le stage et la
thèse professionnelle.
La spécialisation des étudiants s’articule
autour de trois défis industriels :
- Les défis des Industries Culturelles et
Créatives (ICC) : La capture de mouve-
ment et l’IA en général créent de nou-
velles perspectives pour la préservation et
la transmission des savoir-faire manuels à
l’aide d’interfaces interactives pour l’appren-
tissage sensori-moteur humain. Par ailleurs,
les ICC couvrent un large spectre de do-
maines, tels que la publicité, les arts visuels,
les arts du spectacle, l’artisanat, le design,
la mode et le luxe, la musique, la télévision,
les jeux vidéos, les Entreprises de Patrimoine
Vivant (EPV). L’IA révolutionne la façon
dont le contenu numérique, y compris péda-
gogique, est produit, utilisé, géré et réutilisé.
- Les défis des Véhicules Intelligents : Ces
véhicules intègrent de plus en plus de fonc-
tions d’aide à la conduite dites « intelli-
gentes », et les véhicules autonomes font
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déjà leur apparition sur le marché. Tout cela
est rendu possible notamment grâce à l’ana-
lyse des vidéos en temps réel et de l’ap-
prentissage profond. Par ailleurs, dans un
contexte industriel, l’interaction des usagers
de l’usine avec des robots mobiles de type
AGV (Automated Guided Vehicle) se fait
également à travers le développement de
couches de perception qui permettent aux
véhicules de détecter la présence humaine
et anticiper leur mouvement dans l’usine.
- Les défis de l’Industrie 4.0 : Les étudiants
sont introduits aux enjeux des processus in-
dustriels de demain. De nombreuses entre-
prises témoignent et présentent leurs pro-
jets en cours ainsi que les difficultés ren-
contrées dans le déploiement de ces pro-
jets impliquant de l’IA. L’objectif est d’abor-
der, au regard de la notion d’Industrie 4.0,
les principaux défis et opportunités liés aux
différents secteurs industriels : automobile,
agroalimentaire, commerce de détail, luxe,
etc.
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Les travaux de l’équipe SequeL se situent
en apprentissage séquentiel, avec des applica-
tions notamment pour l’éducation. Plus préci-
sément, nous nous intéressons aux problèmes
de décision séquentielle dans l’incertain (mo-
dèles de bandits ou apprentissage par renfor-
cement) dans des environnements non station-
naires.
En évaluation adaptative, l’idée consiste à
apprendre une politique pour poser des ques-
tions à un apprenant afin de récolter de l’infor-
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mation sur ses connaissances. Plusieurs objec-
tifs sont possibles selon le type de test :
Test de positionnement pour explorer les
connaissances d’un apprenant.
Test de certification pour garantir en peu de
questions qu’un apprenant a au moins un
certain niveau.
Test de progression pour optimiser l’appren-
tissage de l’apprenant.
On peut apprendre un modèle génératif des
données observées, ou bien ne pas supposer de
modèle explicite et directement optimiser une
fonction objectif (l’information apportée par le
test, le nombre de bonnes réponses, ou bien
la progression de l’apprenant). Nous détaillons
ces deux approches.
Modèles génératifs de l’apprentissage
humain
Le problème du traçage des connaissances
[7] est une tâche de classification séquentielle
qui consiste à savoir si un apprenant va réussir à
répondre correctement à un ensemble de ques-
tions, étant donné son historique de réponses
passées. Si l’on connaît les connaissances d’un
étudiant, on peut lui recommander des res-
sources pour le faire progresser. C’est un pro-
blème difficile dans la mesure où les connais-
sances peuvent évoluer dans le temps : on est
donc loin d’un simple problème de complétion
de matrice comme ceux habituellement rencon-
trés dans les systèmes de recommandation.
Il s’agit de modéliser l’évolution des
connaissances d’un apprenant au cours du
temps. Divers modèles ont été proposés, soit
s’appuyant sur des réseaux neuronaux pas tou-
jours rigoureux [9], soit sur des modèles plus
simples appelés des factorization machines [5,
7], généralisant les modèles de théorie de ré-
ponse à l’item. Les factorisation machines per-
mettent d’encoder de l’information auxiliaire
telle que des caractéristiques temporelles.
Différentes hypothèses peuvent être faites
pour modéliser l’évolution des apprenants :
- l’incertitude de la mesure augmente avec le
temps (mouvement brownien),
- les apprenants s’améliorent à chaque essai,
succès ou échec,
- et ils peuvent oublier au cours du temps (dé-
croissance exponentielle).
Nous avons montré que modéliser l’oubli au
niveau de la compétence plutôt qu’au niveau de
la tâche permettait d’améliorer les prédictions
effectuées [1]. Notre modèle DAS3H cherche à
identifier à partir des données à quelle vitesse
chaque composante de connaissance est ou-
bliée ou renforcée, voir figure ci-dessous. Ces
travaux ont été récompensés du Best Full Pa-
per Award à la conférence Educational Data
Mining 2019.
Figure – Courbe d’oubli et d’apprentissage pour un
étudiant sur une composante de connaissance
Cette approche basée sur les données se
comporte mieux que des heuristiques façon-
nées par des experts, comme celles actuelle-
ment implémentées dans les systèmes de cartes
mémoire (flashcards) comme Anki.
Modélisation des récompenses pour
l’apprentissage par renforcement
Que l’on suppose ou non un modèle des
données observées, il faut définir l’objectif à
optimiser à court terme, la récompense à maxi-
miser, et à long terme, par exemple minimiser
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le regret cumulé des récompenses (c’est-à-dire,
comment on s’est comporté face à la meilleure
politique possible, ici le meilleur examinateur
possible).
En ce qui concerne la récompense, si par
exemple l’on cherche strictement à minimiser
le nombre de questions, ou à avoir le plus d’in-
formation sur un apprenant, alors on risque de
souvent le mettre en échec au cours de l’éva-
luation. Si l’on cherche à ne pas décourager les
apprenants, il y a donc un premier compromis
à exprimer entre plusieurs récompenses.
Si l’on adopte la politique gloutonne naïve
de choisir à chaque étape l’exercice qui apporte
la meilleure récompense espérée, on risque de
ne pas minimiser le regret, notre réel objec-
tif. Il faut donc s’autoriser à explorer d’autres
exercices, moins connus : c’est le compromis
exploration-exploitation.
Les modèles de bandits permettent de pro-
poser des stratégies pour apprendre des poli-
tiques avec des garanties sur le regret. Clement
et al. [2] ont ainsi présenté des politiques (ε-
greedy) pour faire progresser les étudiants en
peu de questions personnalisées. L’une des ré-
compenses qu’ils proposent est l’accroissement
du taux de succès de l’apprenant, et ils ont pu
expérimenter leurs politiques dans de véritables
classes d’élèves apprenant à compter.
Dans notre équipe, Seznec et al. [6] ont
proposé des stratégies efficaces minimisant le
regret même dans le modèle de bandits plus
général où la récompense de chaque exercice
peut diminuer chaque fois qu’il a été présenté.
Minimiser le regret crée un biais dans la col-
lecte d’observations. Ainsi si l’on souhaite, tout
en minimisant le regret, minimiser l’erreur d’es-
timation des récompenses des autres exercices,
diverses politiques ont été proposées [3].
Ces questions sont au cœur de la recherche
que nous menons à SequeL et de nos ate-
liers sur l’optimisation de l’apprentissage hu-
main [4].
Cas d’usage : Pix
La certification Pix est le cadre de réfé-
rence des compétences numériques et s’adresse
à tous les citoyens français. Ce service pu-
blic remplace le B2i au lycée depuis septembre
2019, et plusieurs entreprises s’en servent déjà
pour évaluer l’impact d’une formation au nu-
mérique sur leurs employés. Avec Pix, nous
avons proposé une modélisation du référentiel
des compétences numériques permettant une
évaluation adaptative des connaissances [8].
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Équipe SICAL - LIRIS : Adaptation des systèmes interactifs aux com-
portements utilisateurs et au contexte
LIRIS/ SICAL













L’équipe SICAL du laboratoire LIRIS pro-
pose des approches, modèles et outils géné-
riques pour améliorer la capacité de l’humain
à interagir, apprendre et s’adapter dans des
contextes changeants et/ou collaboratifs. SI-
CAL s’intéresse à l’interaction en tant que phé-
nomène socio-technique où utilisateurs et sys-
tèmes co-évoluent. L’un des axes de recherche
concerne le développement de systèmes inter-
actifs adaptables et adaptatifs reposant sur
l’analyse des comportements utilisateurs à par-
tir de traces d’interaction et l’adaptation au
contexte d’usage - notamment pour l’assis-
tance aux personnes en situation de handicap.
Les recherches de l’équipe portant sur l’interac-
tion située, les outils développés ont pour but
d’être testés en contexte, afin d’évaluer leur
appropriation et comprendre les usages émer-
geants. Trois approches ont été proposées.
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Gamification adaptative
Un modèle de gamification adaptative per-
met d’adapter des éléments ludiques au « pro-
fil joueur » de l’apprenant, afin de susciter un
engagement et une motivation accrus. Ce ré-
sultat est le fruit de la thèse Cifre de Bap-
tiste MONTERRAT conduite avec l’entreprise
Woonoz et d’une collaboration avec l’École Po-
lytechnique de Montréal. Il se poursuit dans
le cadre du projet LudiMoodle, avec la thèse
de Stuart HALLIFAX. L’approche de gamifi-
cation adaptative a été l’une des premières
au niveau international, l’adaptation des EIAH
étant auparavant essentiellement centrée sur
les connaissances de l’apprenant et non son
profil de joueur. La difficulté principale réside
en la modélisation du profil intégrant cette
nouvelle dimension, ainsi qu’en la qualifica-
tion de règles d’adaptation génériques adap-
tées à la fois à l’apprenant-joueur et à l’élément
ludique à adapter. Plusieurs expérimentations
ont été conduites pour évaluer la généricité et
l’impact de l’approche de gamification adap-
tative dans différents contextes pédagogiques,
donnant lieu à plusieurs publications interna-
tionales [8, 9, 7]. Cette approche est égale-
ment l’un des éléments fondateurs du projet
e-FRAN LudiMoodle (PIA 2), porté par l’uni-
versité de Lyon et coordonné scientifiquement
par l’équipe SICAL. Dans le cadre de ce pro-
jet, une approche de conception participative a
été proposée pour co-concevoir les éléments lu-
diques avec les enseignants et concepteurs pé-
dagogiques [1]. Plusieurs expérimentations en
collège ont été conduites en 2018 et 2019,
avec des résultats très encourageants visant
une adaptation dynamique des éléments lu-
diques [2, 3]. Le modèle de gamification adap-
tative a également fait l’objet d’une déclaration
d’invention dans le cadre du projet de matura-
tion avec la start-up SameSame, avec pour ob-
jectif d’adapter les éléments ludiques proposés
à des personnes aphasiques utilisant l’applica-
tion de rééducation Gong.
Analyse de comportements de l’utilisa-
teur et adaptation au contexte d’usage
Une autre approche, proposée dans le cadre
du FUI Robot Populi, vise à apprendre les
préférences et habitudes des utilisateurs d’un
système à l’aide de leurs retours (feedback).
L’objectif est d’améliorer le comportement du
système face à différents contextes d’usage.
L’originalité de l’approche développée dans Ro-
bot Populi réside dans la constante générali-
sation/mise à jour des connaissances d’adap-
tation du système (qui guident son compor-
tement), effectuée à l’aide des traces d’inter-
action (passées et en cours, celles-ci pouvant
notamment être en contradiction). La diffi-
culté réside dans le fait de proposer des actions
toujours plus pertinentes face à des contextes
d’usage donnés - éventuellement non encore
rencontrés. L’approche Robot Populi a été va-
lidée suite à plusieurs expérimentations, dont
une sur un robot compagnon adaptatif pro-
posant des activités ludiques. Ces travaux ont
donné lieu à plusieurs publications [6, 5], citées
dans des revues internationales, et sont à l’ori-
gine d’une thèse Cifre (avec un des partenaires
du projet) et du projet FUI SIM2B. SIM2B vise
à doter les personnages non joueurs d’un jeu
(PNJs) de personnalités, de relations sociales
et d’émotions adaptées aux situations rencon-
trées, afin de favoriser l’immersion et l’enga-
gement des joueurs. Dans le cadre de ce pro-
jet, l’équipe SICAL a développé une approche
d’identification du profil joueur à partir de ses
traces d’interaction [4]. Le profil est représenté
à l’aide d’un modèle sociopsychologique, mo-
dèle dispositionnel, proposé par le laboratoire
GREPS de Lyon 2. L’analyse de traces, ba-
sées sur des algorithmes de Machine Learning,
a également permis de prédire le comporte-
ment du joueur. L’intérêt de la prédiction est,
d’une part, de faire un retour aux concepteurs
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sur les usages de son jeu (afin d’identifier par
exemple des situations de blocage) et d’autre
part, à terme, d’adapter le jeu aux profils et
stratégies des joueurs. Afin de valider nos pro-
positions, trois expérimentations ont été me-
nées. La première a utilisé le premier démons-
trateur de jeu, développé par la société Arte-
facts, contenant une scène de jeu, la deuxième
est basée sur vingt mini-scènes élaborées par le
LIRIS, le GREPS et Artefacts et la troisième
a porté sur le demi-démonstrateur d’Artefacts
contenant dix-neuf scènes.
Analyse des usages de supports pédago-
giques et assistance à leur re-conception
Une troisième approche vise à la créa-
tion de systèmes d’analyse des usages de
supports pédagogiques en ligne et d’assis-
tance à leur révision/re-conception. L’objectif
de ces systèmes est d’améliorer l’adéquation
entre des ressources pédagogiques et les be-
soins/capacités des apprenants, via des outils
d’analyse et d’assistance destinés aux auteurs
de ces ressources (tableaux de bord « intelli-
gents », dotés de fonctions de révision auto-
matique, de recommandation). Cette approche
se différencie des approches courantes - visant
à personnaliser des supports pédagogiques/des
parcours de formation – puisqu’il s’agit ici
d’analyser et réviser ces supports en étudiant
leurs usages, i.e. les lectures qui en sont faites
sur une période temporelle donnée. Plus préci-
sément, les différents comportements de lec-
ture que peuvent avoir des apprenants sur un
ensemble donné de supports sont première-
ment observés, caractérisés et analysés d’un
point de vue statistique (« reading analytics
»). Ensuite, un processus d’assistance est dé-
clenché à la suite de ces analyses, détectant
d’éventuels problèmes de lecture de ces sup-
ports pouvant conduire à 1) l’application auto-
matique d’actions de révision (e.g. suppression
d’un passage jamais lu) ou 2) la recomman-
dation d’actions de révision (e.g. illustrer un
propos à l’aide d’exemples, simplifier une par-
tie, modifier un plan de cours, etc.). Ces tra-
vaux ont été menés dans le cadre de la thèse
de Madjid SADALLAH intitulée «Models and
Tools for Usage-based e-Learning Documents
Reengineering», impliquant les universités de
Nantes, Lyon 1 et le Centre de Recherche sur
l’Information Scientifique et Technique (CE-
RIST, Algérie) et ont fait l’objet de plusieurs
publications internationales [10, 11, 12]. Une
étude portant sur la transposition des propo-
sitions effectuées dans le cadre de cette thèse
à un autre domaine d’application (en muséo-
logie, pour l’assistance à la re-conception de
parcours de visites) est actuellement en cours.
Quelques pistes pour l’apprentissage
collaboratif dans ce cadre
Certains nouveaux dispositifs interactifs,
tels que des murs tactiles, permettent d’envisa-
ger de nouveaux usages pour un apprentissage
collaboratif dans des environnements immersifs
multi-dispositifs. ARK’ED est un nouveau pro-
jet financé par la région Rhône-Alpes qui se
propose d’examiner des scénarios permettant à
des groupes d’apprenants d’évoluer dans de tels
environnements. L’adaptation aux actions d’un
groupe d’apprenants se fera en fonction d’un
modèle de groupe et de la nature des activi-
tés pédagogiques proposées (monitoring effec-
tué par un enseignant piloté par des méthodes
de « learning analytics » ou auto-régulation du
groupe). Une attention particulière sera appor-
tée à la prise en compte d’espaces personnels
et d’espaces de groupes reconfigurables dyna-
miquement au cours des activités d’apprentis-
sage collaboratif.
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Équipe SIERA-education - IRIT : Les learning analytics au soutien










L’équipe SIERA-education est un groupe de
recherche en informatique qui applique des mé-
thodologies, techniques et théories issues des
domaines de l’informatique, de la psychologie
et des sciences de l’éducation afin de com-
prendre et soutenir l’apprentissage humain sup-
porté par les environnements numériques. Ces
recherches s’intègrent dans le domaine d’appli-
cation stratégique e-Education de l’IRIT.
Au cours des dernières années, les re-
cherches de l’équipe se sont focalisées sur le do-
maine de l’analyse des apprentissages (learning
analytics – LA). Les LA sont définis comme
la mesure, la collecte, l’analyse et la communi-
cation de données éducatives dans le but de
comprendre et d’optimiser l’apprentissage et
les environnements dans lesquels il se déroule 6
. Ce domaine utilise des techniques de fouille de
données combinées à des statistiques et à des
algorithmes d’intelligence artificielle pour sou-
tenir les enseignants, les apprenants, le person-
nel administratif ou les chercheurs.
Dans ce domaine, l’équipe a organisé ses
recherches selon trois axes principaux : (1) LA
pour soutenir l’apprentissage actif ; (2) LA pour
l’analyse du comportement ; et (3) LA pour la
personnalisation de l’apprentissage.
Learning analytics pour soutenir l’ap-
prentissage actif
Cet axe de recherche étudie les approches
pédagogiques dites actives, c’est-à-dire maxi-
misant l’engagement des apprenants dans des
tâches d’apprentissage. L’équipe s’est particu-
lièrement intéressée à l’ingénierie d’environne-
ments numériques pour fournir des solutions
dans un contexte d’apprentissage massif.
Le premier environnement propose un sys-
tème d’évaluation d’audience pour promouvoir
l’évaluation formative aussi bien pendant des
cours se déroulant en face-à-face, que dans des
contextes d’apprentissage en ligne ou mixtes.
Tsaap-Notes [9] s’appuie sur l’apprentissage et
l’évaluation par les pairs pour assurer en temps
réel l’évaluation des contributions écrites des
apprenants. L’autre originalité du système ré-
side dans la restitution des activités à travers
un feedback enrichi sous la forme d’indicateurs
numériques et textuels.
Le deuxième système, Lab4CE [4], est un
environnement web pour l’apprentissage de
l’informatique qui fournit aux étudiants des res-
sources et des fonctionnalités virtuelles pour
permettre la collaboration et la coopération en
ligne. Ce système est également pourvu de ta-
bleaux de bord exposant différents indicateurs
favorisant l’engagement des apprenants dans la
6. traduit de https ://www.solaresearch.org/about/what-is-learning-analytics/
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réflexion et l’apprentissage approfondi [3].
Ces deux environnements reposent sur la
capture des interactions entre les utilisateurs et
le système, et utilisent des techniques de fouille
de données pour inférer de nouvelles connais-
sances et fournir des visualisations offrant un
feedback approprié aux utilisateurs.
Learning analytics pour l’analyse du
comportement d’apprentissage
L’objectif de cet axe de recherche est
d’analyser le comportement des utilisateurs
lorsqu’ils réalisent des tâches d’apprentissage,
afin de leur apporter un feedback et des ou-
tils de soutien adaptés. Ces recherches sont
principalement menées dans deux contextes
distincts : l’apprentissage de l’informatique et
les cours en ligne ouverts et massifs (Massive
Open Online Course – MOOC).
L’apprentissage de l’informatique prend une
place de plus en plus importante dans le sys-
tème éducatif, tant à l’échelle nationale qu’in-
ternationale. Dans ce contexte, nous avons
l’objectif de fournir des outils et méthodes
adaptées au soutien des différents acteurs.
Nous avons étudié, dans le cadre des réseaux
et systèmes, quelles sont les stratégies d’ap-
prentissage mises en oeuvre par les appre-
nants [10]. Nous avons appliqué une analyse de
fouille de motifs séquentiels et montré l’exis-
tence de corrélations entre certaines straté-
gies et la performance des apprenants à l’éva-
luation pratique finale : la construction pro-
gressive d’une action complexe, ou la réflexion
avant l’exécution d’une action, sont deux stra-
tégies appliquées plus fréquemment par les étu-
diants performants. Ces résultats nous ont per-
mis d’implanter de nouveaux outils de guidage
et de tutorat sous la forme de visualisations
au sein de notre plateforme Lab4CE. En ce
qui concerne l’apprentissage de la program-
mation, nous nous intéressons à la spécifica-
tion de méthodes génériques pour la classifica-
tion automatique d’apprenants novices. Nous
avons défini un processus d’analyse dans le-
quel des techniques de classification non su-
pervisées sont mises en oeuvre pour identifier
le comportement des apprenants [1]. L’étude
que nous avons menée nous a permis d’identi-
fier (i) une liste d’indicateurs améliorant la qua-
lité de la classification automatique des appre-
nants, et (ii) différentes trajectoires comporte-
mentales corrélées avec la performance des ap-
prenants à l’évaluation terminale. Des travaux
sont en cours pour concevoir un système intel-
ligent capable d’inciter les apprenants engagés
dans des trajectoires non appropriées à modifier
leurs stratégies d’apprentissage. Enfin, des pre-
mières recherches nous ont permis de conce-
voir un indicateur reflétant la proximité séman-
tique de deux codes source distincts, dans l’ob-
jectif d’exprimer la capacité d’un apprenant à
résoudre un problème donné [2]. Cet indica-
teur s’appuie sur la distance d’édition et ap-
plique une approche par apprentissage auto-
matique pour déterminer certaines caractéris-
tiques de cette distance. Les premiers résul-
tats sont encourageants : l’indicateur permet
de classer correctement un code source d’un
point de vue sémantique dans 58% des cas, et
il est corrélé avec les évaluations sommatives
réalisées par les enseignants.
Le second domaine d’investigation
concerne le soutien à l’apprentissage auto-
régulé dans les cours en ligne ouverts et mas-
sifs. Deux études ont été menées dans ce
contexte. Dans la première, impliquant 4831
apprenants inscrits dans six MOOC différents,
nous avons utilisé des techniques de fouille
de données pour analyser les traces d’inter-
action et identifier les stratégies d’apprentis-
sage auto-régulé qui permettent de prédire les
performances des apprenants dans un MOOC
[5, 6]. Les résultats indiquent que l’établisse-
ment d’objectifs et la planification représentent
deux stratégies permettant de prédire l’atteinte
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des objectifs personnels du cours, alors que
la recherche d’aide semble contre-productive.
Dans la deuxième étude, nous avons proposé
une approche méthodologique fondée sur des
techniques de process mining pour identifier et
classer les patterns d’auto-régulation des ap-
prenants. Nous avons extrait des modèles d’in-
teraction à partir de données issues de 3458
apprenants inscrits dans trois MOOC distincts,
et les avons utilisés pour classer les étudiants
en trois groupes [7] : les apprenants « conscien-
cieux » qui suivent la structure séquentielle des
matériels du cours ; les apprenants « sélectifs »
qui s’engagent de manière stratégique en se
focalisant sur les contenus de cours spécifiques
qui les aideront à passer avec succès les éva-
luations ; et les apprenants « désordonnés » qui
présentent un comportement plus chaotique
et moins orienté vers un objectif, et qui pré-
sentent des performances moindres comparées
à celles des deux autres groupes. Les résul-
tats de ces deux études ont servi de base à la
conception de l’outil NoteMyProject (NMP)
[8], soutenue par le projet européen Erasmus+
Learning Analytics for Latin America en cours.
NMP est un outil en ligne conçu pour sou-
tenir l’auto-régulation dans les MOOC et les
pratiques d’apprentissage mixtes. Il offre aux
apprenants des visualisations interactives et
personnalisées pour les aider à développer des
stratégies d’auto-régulation. Cet outil a été
utilisé dans les MOOC déployés dans la pla-
teforme Coursera, et adapté à la plateforme
Moodle.
Learning analytics pour la personnalisa-
tion
L’objectif principal de cet axe de recherche
est d’étudier comment les données reflétant les
interactions des utilisateurs avec les systèmes
éducatifs peuvent être exploitées pour soute-
nir la personnalisation et l’adaptation de l’ap-
prentissage afin de développer les compétences
professionnelles du XXIe siècle.
Les travaux de l’équipe dans ce domaine
sont principalement liés au projet ANR COM-
PER (2018-2022) qui vise à concevoir et éva-
luer des modèles ouverts et des outils intelli-
gents pour personnaliser les parcours d’appren-
tissage et aider les apprenants à auto-réguler
leur propre processus d’apprentissage, c’est-à-
dire leur capacité à activer les aspects cogni-
tifs, méta-cognitifs, comportementaux et mo-
tivationels pour planifier, gérer et contrôler leur
apprentissage. Nos contributions en cours dans
ce projet sont doubles, et menées en collabo-
ration avec l’équipe TWEAK du laboratoire LI-
RIS de Lyon. Nous nous attachons d’une part
à définir un méta-modèle capable de modéli-
ser des référentiels de compétences indépen-
dants des disciplines et des niveaux scolaires
dans lesquelles elles sont enseignées. Sur la
base de ce méta-modèle et en considérant le
contexte d’apprentissage des apprenants (i.e.
leur équipement terminal, le temps disponible
pour la session d’apprentissage, etc.), nous
définissons d’autre part un processus semi-
automatique de personnalisation des parcours
d’apprentissage. Ce processus s’appuie sur un
méta-modèle permettant aux équipes pédago-
giques de concevoir des stratégies de person-
nalisation exprimées sous la forme de règles,
et sur un algorithme capable d’exploiter ces
stratégies pour proposer à chaque apprenant
des activités adaptées à leur profil de com-
pétences. L’objectif final des travaux est de
concevoir un système auto-adaptatif, c’est-à-
dire capable d’analyser son propre fonctionne-
ment pour optimiser son efficacité. Pour cela,
le système devra analyser les décisions qu’il a
prises afin d’identifier quelles stratégies de per-
sonnalisation favorisent effectivement l’acquisi-
tion de compétences, puis suggérer aux équipes
pédagogiques des améliorations concernant les
stratégies de personnalisation mises en oeuvre.
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Thématique générale de l’équipe
Les travaux de l’équipe TWEAK s’ins-
crivent dans les disciplines de l’intelligence ar-
tificielle et de l’ingénierie des connaissances
(IC) et explorent plus spécifiquement deux di-
mensions : les EIAH (Environnements Infor-
matiques pour l’Apprentissage Humain) et le
Web. L’équipe TWEAK s’intéresse en particu-
lier à la co-évolution des systèmes utilisateurs-
machines au sein des environnements infor-
matisés, en adoptant un point de vue orienté
connaissances.
Les travaux de l’équipe dans le domaine des
EIAH visent à proposer des modèles permet-
tant de fournir aux différents acteurs d’une si-
tuation d’apprentissage (auteurs de contenus
pédagogiques, enseignants, apprenants) des
outils destinés à soutenir l’apprentissage. Nous
défendons que c’est l’acquisition de connais-
sances auprès de ces différents acteurs qui leur
permet de contribuer à la mise en œuvre d’un
environnement d’apprentissage adapté aux be-
soins de chacun.
Dans un contexte où l’apprentissage tout
au long de la vie est devenu un enjeu clé pour
l’évolution de notre société, et donne à chacun
la chance d’acquérir de nouvelles compétences,
nous souhaitons par nos travaux contribuer à
y préparer nos étudiants en leur apprenant à
être acteurs de leurs apprentissages, en pro-
posant des outils favorisant l’auto-régulation
des apprenants ou le développement de leurs
capacités métacognitives. Ainsi, l’exploitation
des traces d’interaction entre un apprenant et
un EIAH permet de soutenir l’auto-régulation
de l’apprentissage, à travers la constitution de
profils ouverts de compétences [8], permet-
tant à la fois à l’apprenant de se fixer des
objectifs et au système de lui recommander
des activités personnalisées. Toujours dans ce
contexte, nous souhaitons également assister
l’enseignant dans la création d’activités péda-
gogiques [6], le suivi de ses élèves, et la mise
en œuvre d’un enseignement adaptatif [7].
L’analyse de traces pour les différents
acteurs des EIAH
Afin de découvrir et comprendre les phéno-
mènes d’apprentissage et d’enseignement qui
surviennent au sein des EIAH, nous travaillons
sur l’analyse des traces d’interaction des diffé-
rents acteurs (chercheurs, enseignants, appre-
nants, etc.) des environnements de e-learning.
Notre équipe travaille depuis de nombreuses
années sur la notion de traces modélisées et
des systèmes à base de traces qui offrent plu-
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sieurs outils et méthodes pour transformer et
analyser les traces d’interaction [2]. Ces ou-
tils, fondés sur les standards du web séman-
tique, permettent aux informaticiens de ma-
nipuler et d’analyser des traces. Pour pou-
voir exploiter, dans le cadre des EIAH, la ri-
chesse apportée par la modélisation des traces
tout en offrant l’opportunité à des analystes
« non-développeurs » de travailler avec une im-
plémentation de système à base de traces,
nous avons proposé la plateforme d’analyse de
traces kTBS4LA (kernel for Trace-Based Sys-
tems for Learning Analytics) [1]. Cette plate-
forme logicielle permet à un utilisateur de dé-
finir un modèle des traces qu’il souhaite ana-
lyser, de visualiser ses traces pour les explo-
rer, d’effectuer des transformations de traces
et de calculer des indicateurs sur l’activité des
apprenants. kTBS4LA permet une manipula-
tion graphique des données collectées et pro-
pose plusieurs outils de visualisation des traces
et des indicateurs définis. Pour une recherche
plus fine d’indicateurs, kTBS4LA propose éga-
lement l’outil SPARE [4], qui permet de géné-
rer des requêtes SPARQL à partir d’un langage
naturel contrôlé. Dans le même esprit, Trans-
mute propose une approche visuelle et inter-
active de découverte de connaissances à par-
tir de traces qui donne à l’utilisateur une place
centrale et lui propose une assistance à l’in-
terprétation des résultats issus de la fouille de
données [3]. Transmute comporte notamment
un mécanisme de filtrage sophistiqué pour aider
à maîtriser l’abondance des résultats de fouille
et assister la construction d’un modèle à partir
de motifs séquentiels choisis par l’utilisateur.
Le modèle ainsi construit est ensuite mémorisé
dans une base de traces, en lien avec la trace
dont il est issu.
Dans le cadre du projet ANR HUBBLE,
nous avons pu observer que la définition et
la mise en œuvre des processus d’analyse de
traces confronte les analystes à divers pro-
blèmes. Parmi ces problèmes l’on peut citer :
exprimer formellement son besoin, choisir une
plateforme d’analyse, choisir comment repré-
senter les traces à utiliser, ou encore repré-
senter le processus d’analyse lui-même. Pour
assister les différents acteurs, nous avons pro-
posé des modèles et méthodes, réifiés au sein
d’outils, pour capitaliser les processus d’ana-
lyse de ces traces d’interaction. Notre approche
repose sur une représentation narrative, plu-
tôt que technique, des processus d’analyse [5].
Pour cela, elle s’appuie sur un cadre ontolo-
gique permettant une représentation formelle
des concepts de haut niveau mis en œuvre dans
l’analyse. L’objectif est de permettre à tous
les acteurs impliqués, experts ou non-experts,
de décrire et partager des processus d’analyse,
en s’abstrayant des spécificités techniques de
la plateforme utilisée. Les processus ainsi dé-
crits peuvent alors être réutilisés dans d’autres
contextes, et modifiés ou enrichis par la com-
munauté.
Les profils d’apprenant pour personnali-
ser l’apprentissage
Pour élaborer un profil des connaissances
et savoir-faire de l’apprenant, nous travaillons
à mettre en œuvre des techniques de diagnostic
permettant d’estimer la maîtrise de l’apprenant
sur un élément de connaissance ou de savoir-
faire, à partir de l’analyse de ses productions.
Dans le cadre du projet Cartographie des
Savoirs, nous avons proposé une technique de
diagnostic des compétences de l’apprenant fon-
dée sur une représentation ontologique des sa-
voirs et savoir-faire du domaine. Ce référen-
tiel, modélisé par le LIG, s’appuie sur le modèle
praxéologique. Pour chaque élément de ce ré-
férentiel, notre technique de diagnostic, qui
est indépendante du domaine, calcule plusieurs
valeurs estimant le taux de maîtrise de l’appre-
nant, en fonction de ses réponses à des activi-
tés mettant en œuvre les savoir-faire recensés
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au sein du référentiel [8].
Ces travaux se poursuivent au sein du pro-
jet ANR COMPER qui vise à concevoir des
modèles et des outils permettant de mettre en
œuvre une approche par compétences pour ac-
compagner l’apprentissage de manière person-
nalisée. Nous proposons pour cela une repré-
sentation de référentiels de compétences qui
permettra de lier aux compétences les activités
pédagogiques proposées aux apprenants, afin
d’élaborer pour chacun d’eux un profil de com-
pétences. Ces profils seront exploités pour per-
sonnaliser les activités et les parcours d’appren-
tissage, ainsi que pour aider l’apprenant à ré-
guler son apprentissage, en incluant des leviers
motivationnels. Cette personnalisation de l’ap-
prentissage s’appuie sur le modèle PERSUA2
[7], qui permet à une équipe pédagogique d’ex-
primer une stratégie de personnalisation dé-
crivant quelle activité proposer à l’apprenant en
fonction du contenu de son profil. Une straté-
gie pédagogique de personnalisation est un en-
semble de règles qui définissent des contraintes
sur les activités à proposer à l’apprenant en
fonction de sa progression dans l’acquisition
de compétences, exprimées par des contraintes
sur le profil.
Pour poursuivre nos travaux sur la per-
sonnalisation de l’apprentissage, nous souhai-
tons concevoir des méthodes permettant à
nos outils de suggérer à l’équipe pédagogique
des modèles de personnalisation des activi-
tés proposées aux étudiants, ou des amélio-
rations de stratégies de personnalisation défi-
nies par l’équipe pédagogique. Une piste pour
cette identification est d’analyser les traces
des apprenants lors de leurs activités au sein
des différents environnements intervenant dans
leur apprentissage, ou les traces d’exécution
du système de personnalisation. Cette analyse
de traces se fera en exploitant nos savoir-faire
en IA symbolique, mais également en exploi-
tant les travaux récents en IA numérique. Notre
objectif en combinant ces deux approches est
d’alléger la tâche des équipes pédagogiques
tout en permettant l’explicabilité de nos mo-
dèles, afin de favoriser l’acceptation des recom-
mandations faites aux apprenants lors de leur
apprentissage, que ce soit par les enseignants
ou les apprenants.
La génération d’exercices
Nos travaux sur la génération d’exercices
sont réifiés au sein de la plateforme AS-
KER (Authoring tool for aSsessing Knowledge
genErating exeRcises) [6]. Cet outil propose
une génération semi-automatique d’exer-
cices d’auto-évaluation en permettant à l’au-
teur (généralement un enseignant) de créer
un modèle d’exercices selon ses choix péda-
gogiques. Ce modèle est ensuite automatique-
ment instancié par les générateurs pour donner
lieu à un grand nombre d’exercices différents
évaluant tous les mêmes compétences. Les ré-
ponses aux exercices peuvent être évaluées au-
tomatiquement et instantanément par le sys-
tème, ce qui permet à l’apprenant d’avoir un
retour immédiat sur son niveau de maîtrise.
Nos travaux sur la génération d’exercices
sont génériques et peuvent s’appliquer à de
multiples domaines d’apprentissage et à dif-
férents niveaux scolaires. La contrepartie est
que nos générateurs d’exercices sont dépourvus
de connaissances du domaine. Ces générateurs
étant utilisés par des équipes pédagogiques au
lycée et à l’université, via le déploiement de la
plateforme ASKER, nous souhaitons à présent
mettre en place des mécanismes d’acquisition
et de découverte des connaissances du domaine
pour assister les équipes pédagogiques lors de
la création des modèles permettant de générer
des exercices. Cette acquisition pourra se faire
via des outils auteurs dédiés aux enseignants,
non experts en informatique, mais également
via desmécanismes de raisonnement à partir
de l’expérience tracée s’appliquant aux traces
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d’interaction des enseignants lors de la création
des exercices, combinées aux traces des appre-
nants lors de la résolution de ces exercices.
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Plus de 30 ans au service des technolo-
gies éducatives
Le TECFA — Technologies pour la Forma-
tion et l’Apprentissage — est une unité d’en-
seignement et de recherche de l’université de
Genève, spécialisée dans le domaine de tech-
nologies éducatives. Elle fait partie de la fa-
culté de psychologie et des sciences de l’édu-
cation. Fondé en 1989, à une époque où le
Web n’avait pas encore été inventé, mais où
l’intelligence artificielle (IA) nourrissait beau-
coup d’espoirs pour l’éducation, le TECFA a
vu se succéder les grands mouvements du do-
maine des technologies éducatives et les ac-
compagner : enseignement (intelligent) assisté
par ordinateur, tuteurs et environnements in-
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telligents, hypertexte, multimédia, e-learning,
communautés de pratiques, apprentissage à
distance et hybride, apprentissage collabora-
tif, espaces d’écriture partagée, jeux éduca-
tifs/sérieux, environnements virtuels d’appren-
tissage, réalité augmentée, fabrication digitale.
Quelle que soit la technologie considérée, la
position du TECFA reste la même : la techno-
logie n’est jamais à elle seule un élément discri-
minant dans l’efficacité pédagogique : c’est la
manière dont elle sera scénarisée qui fera toute
la différence. Cette vision est à réaffirmer dans
une époque où les fantômes d’une IA omni-
potente remplaçant l’humain n’ont jamais été
aussi présents. Les recherches du TECFA en
matière d’IA sont donc placées sous le signe de
la collaboration entre les acteurs humains et la
machine intelligente, dans l’optique de fournir




Le système MEMOLAB (initié en 1990)
avait pour objectif l’acquisition de compé-
tences en psychologie expérimentale à travers
la création et la simulation d’expériences sur la
mémoire. Le système intégrait les approches
tutorielles et les micro-mondes. Des agents
(tuteurs intelligents) étaient susceptibles de
fournir une aide à l’élève (explications, guidage,
feedback, etc.). Un deuxième apport était de
structurer l’environnement d’apprentissage qui
permettait de concevoir et de simuler des ex-
périences en difficulté croissante tout en per-
mettant la consultation d’un hypertexte résu-
mant la littérature du domaine. Un curriculum
était défini comme un ensemble d’objectifs à
atteindre connectés par des relations de pré-
requis. Chaque but est défini par quatre com-
posantes : les problèmes, le contexte, l’exper-
tise et la théorie.
La première version du système implémen-
tait le tutorat avec une seule base de connais-
sance qui encodait des savoirs sur le domaine,
les interactions d’apprentissage et des styles
d’enseignement avec des règles exécutées par
un moteur « système expert ». La version finale,
développée en 1993, était conçue comme sys-
tème généralisable. Le système ETOILE (Ex-
perimental Toolbox for Intelligent Learning En-
vironments) [2] distinguait expert du domaine
(capable de résoudre un problème), tuteurs
(capables de fournir une aide à l’apprenant en
exploitant l’interaction élève-expert) et coach
(capable d’ajuster la démarche pédagogique).
Le coach est hiérarchiquement supérieur aux
tuteurs et experts et gère le curriculum : il
sélectionne les buts, décide des changements
d’interface, sélectionne l’expert si plusieurs ex-
perts sont disponibles pour l’objectif courant
et enfin sélectionne le tuteur. Le tuteur gère
l’interaction locale avec l’apprenant, détermine
les activités d’apprentissage, sélectionne le pro-
blème à résoudre et le mode de collaboration
entre l’expert et l’apprenant. L’expert infor-
matisé a pour but de résoudre des problèmes
conjointement avec son partenaire humain, il
cherche à réaliser la tâche qui lui est proposée.
Les interactions « adidactiques » entre l’expert
et l’apprenant sont interceptées par le tuteur
qui leur attribue un sens en fonction de ses in-
tentions didactiques. Cette architecture souple
permettait à l’apprenant de mener à bien des
expériences virtuelles dans esprit relativement
ouvert et authentique. L’IA était au service de
ce processus.
L’intelligence narrative
Aujourd’hui, les recherches du TECFA en
matière d’intelligence artificielle se concentrent
sur le thème de l’intelligence narrative. Le
terme de « narrative intelligence » a vu le jour
à la fin des années quatre-vingt-dix aux États-
Unis et a donné lieu au colloque éponyme en
1999, qui a marqué un démarrage de ce thème
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de recherche à travers le monde. Né de la ren-
contre entre littéraires et chercheurs en IA, la
« narrative intelligence », qui bien-sûr rime avec
« artificial intelligence », vise à prendre la me-
sure d’une dimension importante de la cogni-
tion humaine, le récit, dans la conception d’al-
gorithmes dits intelligents. Nourrie de travaux
en psychologie tels que ceux de J. BRUNER
[1], l’intelligence narrative considère que l’hu-
main perçoit, interagit avec et donne sens à son
environnement de manière fondamentalement
narrative. Si cette vision est loin encore d’avoir
porté ses fruits en matière de conception d’al-
gorithmes généraux en IA [5], elle a surtout mo-
tivé un certain nombre de recherches liées au
récit interactif [3], dont celles effectuées dans
notre laboratoire [4, 7, 6].
Le récit interactif
La question du récit interactif est issue des
différentes formes de récits nées à la fin du
XXe siècle : hypertexte narratif, jeu vidéo, fic-
tion interactive. Ces formes ont vu dans le mé-
dia informatique une opportunité de permettre
au lecteur d’influencer l’histoire traditionnelle-
ment imposée par l’auteur. Or cette influence
s’est avérée très limitée, car l’écriture par bi-
furcation, représentant une histoire sous forme
de graphe, n’apporte qu’un faible degré d’in-
teractivité. Il fallait trouver un autre moyen
de gérer l’histoire dynamique, ce que seuls des
algorithmes plus complexes issus de l’IA pou-
vaient assumer. La problématique du récit in-
teractif rejoint ainsi celle, plus ancienne, de la
génération d’histoires, tout en incorporant des
contraintes d’interface personne-machine et de
temps-réel. L’approche choisie par le TECFA
est de s’appuyer sur des théories issues de la
narratologie, et d’opérer ainsi une véritable si-
mulation narrative. IDtension est ainsi un mo-
teur narratif qui s’inspire de différentes théo-
ries du récit, et incorpore un modèle de tâches
(avec objectifs et obstacles), un modèle d’ac-
tions narratives (s’apparentant aux implémen-
tations de la théorie des actes de langage dans
les modèles d’agents) et un modèle utilisateur
(collectant des informations lors de l’interac-
tion pour estimer l’impact des actions sur dif-
férentes dimensions, comme la pertinence ou
le conflit dramatique) [4]. Ainsi, IDtension re-
prend un certain nombre de caractéristiques
de différents systèmes de raisonnement sym-
bolique, mais notre approche est de ne pas ré-
duire le récit interactif à une problématique éta-
blie de l’IA (planification, agents autonomes,
etc.) mais de rechercher une véritable intelli-
gence narrative derrière les algorithmes.
Nous sommes actuellement en cours de dé-
veloppement de deux nouveaux moteurs nar-
ratifs. Le premier s’appuie notamment sur un
modèle de représentation du récit sous forme
de conflit, qui devient le critère principal de
génération de l’histoire. Le second moteur au
contraire suit une approche plus linéaire dans
le modèle de tâche, tout en insistant sur les
possibilités de personnalisation du moteur, se-
lon les caractéristiques de l’utilisateur et de son
environnement social.
Applications pédagogiques
Nos moteurs narratifs sont appliqués à
l‘apprentissage de compétences sociales. L’ap-
proche narrative permet d’augmenter l’impact
des situations vécues par l’apprenant dans la
simulation, tandis que la forte interactivité par-
ticipe d’un apprentissage expérientiel.
Dans Nothing For Dinner , un jeu destiné
à des adolescents dont l’un des parents est
atteint d’un traumatisme crânien, il s’agit de
s’entraîner à gérer un père « difficile », dans
des situations dynamiques et interactives (une
vingtaine d’options possibles en moyenne tout
au long du jeu) [7]. Si une évaluation qualita-
tive a montré que les jeunes appréciaient la si-
mulation narrative, nous essayons maintenant
d’identifier le rôle précis que joue le fort de-
Avril 2020 No 108 46
gré d’interactivité rendu possible par les algo-
rithmes génératifs.
Dans l’Alzheimer Care Trainer, un autre ré-
cit interactif sur lequel nous travaillons, il s’agit
de construire un récit interactif destiné aux
proche aidants de patients atteints de la ma-
ladie d’Alzheimer, qu’il s’agisse d’aidants fami-
liaux (conjoint, enfant, etc.) ou de profession-
nels (aide-soignant, auxiliaire de santé, etc.).
Ici, la générativité du moteur narratif est exploi-
tée pour personnaliser la simulation en fonction
des symptômes du patient (qui vont de l’apa-
thie à l’agitation, en passant par l’agressivité)
et de l’attitude typiquement adoptée par l’ai-
dant (par exemple facilitatrice, défensive, etc.),
selon un modèle psychologique de soin [6]. Le
moteur narratif génère l’histoire à partir d’actes
de dialogues adaptés au type d’apprenant et
qui, explicités dans l’interface, permettent à
l’apprenant d’adopter une posture réflexive sur
la manière dont il interagit avec le patient.
Le récit au service de l’IA ?
Si les recherches menées aujourd’hui autour
du récit interactif sont de l’ordre de l’applicatif
— il s’agit d’appliquer certaines approches d’IA
aux simulations narratives pédagogiques —,
qu’en est-il de l’intelligence narrative, en tant
qu’approche fondamentale de l’IA ? En ce sens,
notre laboratoire conçoit des modèles compu-
tationnels de récit qu’il confronte à des modèles
cognitifs d’apprentissage pour ouvrir la voie à
des modèles plus généraux de représentation
des connaissances fondés sur le récit.
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Chaire de recherche Educ0Num : Approche interdisciplinaire de l’édu-
cation à l’intelligence artificielle
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L’éducation à l’intelligence artificielle (IA)
est une thématique de recherche abordée à
l’université de Namur (Belgique) au sein d’une
équipe interdisciplinaire, la chaire de recherche
en éducation au numérique.
Qu’est-ce que l’éducation à l’IA ? Quelles
en sont les finalités ? Quelles sont les problé-
matiques liées à l’IA auxquelles il est important
d’éduquer ? Quel contenu relatif à l’IA ensei-
gner à l’école et comment l’aborder ? La chaire
de recherche en éducation au numérique aborde
ces questions en décloisonnant les disciplines
qui sont traditionnellement dédiées à l’éduca-
tion et au numérique, ce qui en constitue son
originalité. Elle cherche en particulier à croiser
les concepts, les cadres de compétences et les
approches de l’éducation à l’informatique, de
l’éducation aux médias numériques et de l’édu-
cation soutenue par le numérique. À travers dif-
férentes initiatives, son objectif est de dévelop-
per des cadres conceptuels et des méthodolo-
gies permettant d’appuyer la conception d’ac-
tivités éducatives dont l’IA est l’objet.
L’équipe
Les membres de la chaire proviennent prin-
cipalement de deux instituts de recherche au
sein de l’université de Namur :
- le Namur Digital Institute (NaDI) dont
les recherches se consacrent aux diffé-
rentes problématiques des technologies nu-
mériques, dans leurs aspects tant tech-
niques, que sociétaux, éducatifs, éthiques,
médiatiques, réglementaires et de manage-
ment ;
- l’Institut de Recherche en Didactiques et
Éducation (IRDENA) qui a pour mission
de favoriser l’émergence de nouveaux objets
et de nouvelles méthodologies de recherche
dans le domaine de l’éducation, issus d’an-
crages disciplinaires variés.
La vingtaine de membres, académiques et
chercheurs, actifs au sein de la chaire s’ins-
crivent dans sept champs disciplinaires : les
sciences informatiques, la didactique de l’in-
formatique, la littératie médiatique et numé-
rique, la littératie informationnelle, les sciences
de l’éducation, les science and technology stu-
dies et les gender studies.
Les axes de recherche
Les recherches de la chaire se développent
autour de trois finalités de l’éducation au nu-
mérique, en s’appuyant sur les axes straté-
giques présents dans les politiques et les dis-
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cours actuels [4] : un enseignement fondamen-
tal, un développement des filières TIC/STEM
et une éducation citoyenne.
La première finalité concerne l’introduction
dans les cursus scolaires d’une formation à
l’informatique comme discipline fondamentale.
Comme le dit De la Higuera [5], « le numérique
s’accompagne d’un changement de paradigme,
de façon de penser ; l’éducation à l’informa-
tique permet d’accompagner ce changement ».
Il s’agit notamment de former aux concepts de
la pensée informatique (algorithmes, patterns,
abstraction, etc.), à la résolution de problèmes
et à la démarche procédurale. Aborder des no-
tions telles que la reproduction de biais ou la
valeur des données permet également de com-
prendre en profondeur notre environnement nu-
mérique contemporain, dont l’intelligence arti-
ficielle fait désormais partie.
La deuxième finalité recouvre les initia-
tives d’éducation aux technologies numériques
à l’école en vue du développement des filières
dans les domaines TIC/STEM. Selon le rap-
port sur l’attractivité des études et des mé-
tiers scientifiques et techniques publié par le
Conseil wallon de la Politique Scientifique [2],
le nombre de jeunes s’orientant vers les études
scientifiques et techniques, et particulièrement
vers l’informatique, en Fédération Wallonie-
Bruxelles est insuffisant pour couvrir les besoins
des entreprises. Les initiatives d’éducation au
numérique, et en particulier à l’intelligence ar-
tificielle, qui s’inscrivent dans cette perspective
visent dès lors à donner le goût aux études en
informatique et à en construire une représenta-
tion qui correspond à leur but, à leurs exigences
et à leur contenu. La problématique du genre
est ici un enjeu important. Modifier les repré-
sentations de ces filières, c’est aussi décons-
truire les stéréotypes genrés liés au numérique,
faire prendre conscience aux filles que ces for-
mations leur sont également destinées et sou-
tenir in fine la conception de technologies qui
seraient elles-mêmes plus diversifiées au niveau
du genre.
La troisième finalité vise à éduquer des ci-
toyens autonomes et réflexifs en se centrant
notamment sur la compréhension et l’analyse
du fonctionnement et des enjeux des médias
et des technologies numériques dans notre so-
ciété. Le cadre de départ est celui de l’édu-
cation à la littératie médiatique telle qu’elle a
été modélisée par Fastrez et De Smedt [3] et
reprise par le Conseil Supérieur de l’Education
aux Médias (CSEM) en Fédération Wallonie-
Bruxelles. Ce modèle identifie notamment trois
dimensions de tout objet médiatique sur les-
quelles portent les compétences médiatiques :
technique, informationnelle et sociale. En par-
tant de ces dimensions, la chaire a développé un
modèle élargi qui vise une éducation critique,
non seulement aux médias numériques, mais
aussi plus largement aux technologies, celles-
ci étant définies comme des « systèmes sémio-
tiques qui soutiennent les interactions » [1]. Ce
modèle s’empare de problématiques liées aux
médias numériques, envisagés au sens large, et
au développement d’une éducation centrée sur
ces objets. Il vise par ailleurs à considérer les
technologies sous-jacentes telles que l’intelli-
gence artificielle, les algorithmes, les robots,
etc. Il s’agit dès lors d’initier une éducation ci-
toyenne critique [6] qui cherche à développer
la compréhension et l’analyse des médias et
technologies numériques (1) en tant que dis-
positifs techniques, faisant appel à l’informa-
tique et constituant l’infrastructure technolo-
gique sous-tendant les pratiques et les interac-
tions médiatiques ; (2) en tant que systèmes
de représentation socialement construits (sé-
miotiques), véhiculant des normes et des va-
leurs ; (3) en tant que constructions humaines
et subjectives, produites par des acteurs por-
teurs d’intentions et situés au sein d’un sys-
tème social.
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Les projets
Les projets de recherche portés par la chaire
abordent différentes thématiques : la cyber-
sécurité, les algorithmes de recommandation,
l’identité numérique, la question du genre, etc.
En particulier, plusieurs projets se centrent sur
l’éducation à l’IA.
Le projet Quel animal est-ce ? vise à amé-
liorer la compréhension qu’ont les enfants de
10-14 ans de l’IA et à provoquer chez eux un
questionnement critique sur leurs représenta-
tions.
Il s’agit d’un jeu de rôle en débranché, basé
sur le jeu « Qui est-ce ? », et durant lequel
les enfants vont prendre successivement le rôle
d’un développeur et le rôle d’un testeur ou
d’une IA. Leur mission est de créer et tester
une IA capable d’identifier un animal sur base
de questions. Outre le développement et l’op-
timisation de l’IA, cette activité comporte des
phases de mise en contexte et de débriefing
cruciales pour atteindre les niveaux d’appren-
tissage complémentaires ciblés : technique et
critique.
Au niveau technique, les enfants vont dé-
couvrir la notion de machine learning et se
rendre compte de la manière dont l’IA fonc-
tionne. Au niveau critique, ils sont amenés à se
questionner sur les représentations qu’ils ont
d’une IA, nourries en grande partie par les mé-
dias et les productions culturelles, et la place
de celle-ci dans leur quotidien. Ils prennent
aussi conscience de la subjectivité et « non-
neutralité » de chaque IA construite par un
(groupe de) développeur(s), aspect souvent
rendu invisible.
À côté de l’objectif éducatif, le projet de
recherche vise également à évaluer le senti-
ment de compétence des enseignants amenés
à conduire cette activité dans leur classe et à
leur proposer des ressources adaptées.
Le projet School-IT vise à sensibiliser les
enfants aux sciences informatiques, pour que
chacun devienne acteur de la transformation
numérique. Les activités développées dans ce
cadre ciblent un niveau d’apprentissage tech-
nique, en privilégiant la variété dans les do-
maines abordés (sécurité, communication, ré-
seau, interaction homme-machine, etc.), dans
les processus mis en évidence (analyse, codage,
test, etc.) et dans le matériel utilisé (activi-
tés débranchées, micro:bit, Makeblock, Thy-
mio, etc.). En particulier, certaines sont consa-
crées à l’IA et en impliquent différents aspects
tels que la synthèse des émotions, l’apprentis-
sage machine, la robotique ou encore la détec-
tion d’images. Toutes s’appuient sur une com-
préhension technique de ce qu’est l’IA, avec des
exemples qui font sens pour les enfants, puisés
dans leur quotidien : jeux vidéo, reconnaissance
vocale, reconnaissance faciale ou robots, entre
autres.
La médiation scientifique
Les membres de la chaire interviennent ré-
gulièrement pour des actions de médiations à
destination du grand public, à destination d’en-
seignants ou de futurs enseignants, à destina-
tion de professionnels, dans des contextes di-
vers (salons, formations, journée de réflexion,
etc.). En outre, elle organise chaque année une
université d’été pour former les enseignants aux
problématiques et activités qu’elle développe.
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Projet KidLearn : Vers une personnalisation motivante des parcours
d’apprentissage
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Le projet Inria FLOWERS vise à développer
les fondations d’une nouvelle approche scienti-
fique de l’intelligence artificielle et de l’appren-
tissage autonome basée sur la modélisation de
l’apprentissage et du développement cognitif
chez l’enfant, en particulier les mécanismes de
curiosité. En parallèle, FLOWERS développe
des recherches appliquées pour sonder la va-
lidité terrain de son approche via des collabo-
rations avec les milieux éducatifs.
Avec la croissance soutenue des applica-
tions pédagogiques sur supports mobiles et des
formations en ligne, la recherche d’efficacité
des STI (systèmes tutoriels intelligents) repré-
sente un enjeu majeur. Elle passe par une bonne
calibration des contenus, une personnalisation
des parcours d’apprentissage au plus près de
l’apprenant et une optimisation de la motiva-
tion de celui-ci. De là, les objectifs visés par le
projet sont :
- optimiser et personnaliser automatiquement
les parcours d’apprentissage dans les STI,
en minimisant les présupposés sur les appre-
nants et le domaine de connaissance ;
- proposer une nouvelle approche avec des al-
gorithmes de type bandit multi-bras ;
- optimiser l’engagement des apprenants avec
la théorie des motivations intrinsèques.
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Description du projet KidLearn
Dans un premier temps l’approche STI
adoptée et les algorithmes développés sont
présentés, suivis de leur validation à travers
une étude à grande échelle réalisée auprès de
1000 enfants de 6 à 8 ans. Puis, la capacité de
généralisation de cette approche est illustrée à
travers son transfert à un public cognitivement
hétérogène (i.e. étude en éducation spécia-
lisée), et son transfert à un autre domaine
d’apprentissage (i.e. éducation thérapeutique
d’enfants avec asthme chronique).
Approche STI, algorithme ZPDES, et
étude à grande échelle. Notre stratégie est de
proposer à chaque apprenant les activités maxi-
misant ses progrès. Ces activités ne sont pas
nécessairement celles définies a priori dans les
modèles cognitifs et apprenants, ce sont celles
repérées en temps réel, grâce aux résultats de
l’étudiant, comme étant les plus efficaces pour
celui-ci. Cette approche présente trois princi-
paux avantages :
1. Une faible dépendance vis-à-vis des modèles
cognitifs et apprenant. Il est souvent très
difficile pour l’enseignant d’identifier préci-
sément les points forts et les points faibles
de l’élève, et donc de déterminer quelles ac-
tivités seront profitables. De là, un premier
prérequis est que le STI explore et expéri-
mente diverses activités afin d’évaluer leur
potentiel didactique pour faire progresser
l’apprenant concerné.
2. La possibilité d’utiliser des méthodes effi-
caces d’optimisation, qui ne font pas d’hy-
pothèses spécifiques sur la façon dont les
élèves apprennent et qui ont seulement be-
soin d’informations sur la progression de
l’apprentissage estimée pour chaque acti-
vité. Nous faisons la simple hypothèse que
les activités et leurs paramètres qui sont re-
pérés comme fournissant un bon gain d’ap-
prentissage, doivent être choisis prioritaire-
ment. Un formalisme efficace et bien étu-
dié pour ce type de problèmes est celui du
bandit multi-bras. Suivant une analogie avec
des bandits manchots dans un casino, à
chaque étape du processus d’optimisation
nous choisissons une des machines à sous,
nous misons puis nous observons le gain
qui s’ensuit, l’objectif étant de découvrir le
meilleur bras. Nous sommes dans un proces-
sus d’exploration / expérimentation.
3. Une motivation accrue. Dans notre ap-
proche, les activités choisies doivent être en
permanence celles qui possèdent le meilleur
gain d’apprentissage pour être motivantes.
Cette théorie des motivations intrinsèques
renvoie à la zone proximale de développe-
ment (ZPD).
Dans le cadre de simulations d’étudiants
virtuels, nous avons construit le logiciel Kid-
Learn sur l’apprentissage de l’utilisation de la
monnaie (lecture, composition, addition, sous-
traction de nombres entiers ou décimaux) et
implémenté trois approches :
- une séquence d’exercices prédéfinie
construite par un expert en didactique,
- la même séquence optimisée par un algo-
rithme, RiARiT, utilisant des informations
préalables sur la difficulté et les caractéris-
tiques des tâches proposées,
- la même séquence optimisée par un autre al-
gorithme, ZPDES, sans information sur les
tâches.
Figure 1 – Graphe de fonctionnement de l’algo-
rithme ZPDES
Nos simulations concernaient une popula-
tion de 1000 étudiants, chaque étudiant étant
amené à résoudre 100 exercices afin d’évaluer
comment et à quelle vitesse chaque algorithme
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Figure 2 – Évolution dans le temps des scores atteints et scores de succès selon les 5 stratégies proposées
(Exseq- Séquence prédéfinie ; ZPDRD- ZPD sans optimisation ; ZPDES ; ZCO- ZPDES avec choix
d’objets ; ZCA – ZPDES avec choix d’activité Achat/Vente). Les zones ombrées correspondent à l’erreur
standard ; les points colorés en bas indiquent la présence de différences significatives entre conditions
estimait et proposait les activités les plus per-
tinentes aux étudiants. RiARiT et ZPDES se
sont avérées plus efficaces que la séquence pré-
définie ; les algorithmes pouvaient effectuer une
réorganisation dynamique et modifier les para-
mètres des exercices, en exploitant pour cela
leur exploration des résultats de l’élève [3].
Après une première expérimentation en si-
tuation réelle avec 100 élèves de CE1 ayant
donné des résultats similaires aux simulations,
nous avons réalisé une expérimentation auprès
de 1000 élèves de CE1, basée sur le logiciel
KidLearn en y incluant des activités plus va-
riées et élaborées. Des évaluations pré-/post-
interventions ont été ajoutées pour renseigner
les progrès réels des élèves et leur motivation
selon cinq stratégies (cf. figure 2) [1].
Les résultats ont confirmé les résultats po-
sitifs obtenus précédemment : ZPDES per-
met aux élèves d’accéder à des activités plus
diverses et plus difficiles, d’avoir un meilleur
apprentissage et d’être plus motivés qu’avec
une séquence experte. Les résultats montrent
même que ces effets sont encore plus marqués
lorsque les élèves ont la possibilité de faire des
choix sur les objets impliqués de la transaction
monétaire.
Généralisation de notre approche STI.
Fort de ces résultats, pour en vérifier la généra-
lisation possible, nous avons opté pour deux cas
d’étude : 1) éprouver l’approche auprès d’ap-
prenants atypiques (i.e. résistance à la diversité
cognitive des apprenants) ; et 2) la tester dans
un autre domaine de connaissance (i.e. trans-
fert inter-domaine).
Nous avons ainsi proposé la version ZPDES
de KidLearn à des enfants avec autisme scolari-
sés en Unité Locale d’inclusion Scolaire. Du fait
de la forte variabilité cognitive dans l’autisme,
de nombreux enfants et adolescents éprouvent
des difficultés dans l’apprentissage des mathé-
matiques, et sont même en retard sur leurs ca-
marades à l’école.
Figure 3 – Visuels de l’application KidLear
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Une étude de faisabilité a alors été me-
née auprès de 24 élèves (13-14 ans) atteints
d’autisme avec déficience intellectuelle (QI au-
tour de 60, équivalent à un âge mental de
7-8 ans) : 14 élèves ont reçu l’application
KidLearn-ZPDES, et les dix autres une applica-
tion « contrôle » (jeu sans calcul). Les mesures
de calcul et surtout de motivation intrinsèque
ont été améliorées dans la condition KidLearn
comparé à la condition contrôle. Aussi, l’amé-
lioration en calcul était de même amplitude que
celle observée pour les enfants de 6-9 ans. Pris
ensemble, cela indique que ZPDES est une in-
tervention prometteuse pour l’apprentissage du
calcul dans le cadre de l’éducation spécialisée.
Figure 4 – Score en calcul et motivation (kaki : mo-
tivation extrinsèque ; vert : motivation intrinsèque
et rose : amotivation) post-exposition à ZPDES vs.
application contrôle
Dans le cadre d’un programme d’éducation
thérapeutique d’enfants asthmatiques de 8 à
11 ans, le logiciel KidBreath, embarquant l’al-
gorithme ZPDES, a été conçu et déployé pen-
dant un mois auprès de 29 enfants en condition
réelle d’usage et dans un environnement non
contrôlé, soit selon une séquence prédéfinie de
progression d’apprentissage, soit selon une sé-
quence personnalisée avec ZPDES [2]. Pour
chaque condition, l’impact de la pratique de
KidBreath a été évalué en termes d’efficacité
pédagogique (connaissance de la maladie), et
d’efficience pédagogique (e.g., type de moti-
vation suscitée). En condition personnalisée
avec ZPDES, l’efficacité pédagogique a été
légèrement moins concluante que la condition
prédéfinie : bien que les enfants améliorent
leur connaissance générale sur l’asthme, cette
amélioration n’est pas significative. De manière
intéressante, le niveau atteint de connaissance
avec ou sans personnalisation était similaire
alors que le nombre de contenus et le temps
consacré dans la condition « ZPDES » étaient
bien inférieurs à ceux observés dans la condi-
tion prédéfinie. Aussi, un plus fort impact de la
condition ZPDES est observé sur la motivation
intrinsèque. Ainsi, l’apprentissage personnalisé
via ZPDES a produit une efficience pédago-
gique accrue en termes de motivation intrin-
sèque, de durée d’apprentissage et d’étendue
des contenus explorés, mais sans augmenta-
tion significative de l’efficacité pédagogique
comparé à la condition prédéfinie. Une durée
d’apprentissage plus longue qu’un mois au-
rait sans doute permis de mieux démontrer la
meilleure efficacité pédagogique de ZPDES, du
fait de l’impact de la motivation dans le temps.
Perspectives. Dans une visée éducative,
l’algorithme ZPDES fait aujourd’hui l’objet
d’une intégration dans une suite d’outils d’ap-
prentissage des mathématiques (programme
« adaptative math »). Enfin, pour aller plus loin
dans sa généralisation, il fait aussi l’objet d’un
projet applicatif au domaine de la rééducation
cognitive visant un public varié en âge et en
profil cognitifs.
Références
[1] Benjamin Clement. Adaptive Personaliza-
tion of Pedagogical Sequences using Ma-
chine Learning. PhD thesis, 2018. Thèse
de doctorat dirigée par Oudeyer, Pierre-
Yves Informatique Bordeaux 2018.
[2] Alexandra Delmas, Benjamin Clement,
Pierre-Yves Oudeyer, and Helène Sauzéon.
Fostering health education with a serious
game in children with asthma : Pilot studies
for assessing learning efficacy and automa-
Avril 2020 No 108 54
tized learning personalization. Frontiers in
Education, 3 :99, 2018.
[3] Manuel Lopes, Benjamin Clement, Didier
Roy, and Pierre-Yves Oudeyer. Multi-
armed bandits for intelligent tutoring sys-
tems. CoRR, abs/1310.3174, 2013.
Projet MEMORAe : Plateforme de collaboration support à un éco-
système apprenant
Heudiasyc/ CID





À l’ère du tout numérique, les apprenants
évoluent au sein d’un écosystème comprenant
l’apprenant lui-même et son environnement
physique et social. Les connaissances sont aussi
bien accessibles via la mémoire de l’apprenant
lui-même que via ses outils, ses ressources ou
les membres de sa communauté. Savoir ne se
limite pas à répéter, expliquer ou faire, c’est
pouvoir également à tout moment actionner les
connaissances distribuées de son écosystème.
MEMORAe
MEMORAe est une plateforme web de col-
laboration permettant de gérer l’ensemble des
ressources hétérogènes de connaissances circu-
lant dans une organisation, produites et sto-
ckées dans différents systèmes. Elle constitue
un système de systèmes d’information déve-
loppé selon l’approche leader-follower [1].
Elle a été pensée comme un support à un
écosystème apprenant visant à faciliter l’ap-
prentissage organisationnel et la capitalisation
sur les connaissances à partir du modèle sé-
mantique de collaboration memorae-core2. Ce
modèle est une ontologie modulaire exploitant
les standards du web sémantique (foaf, sioc,
bibo, vcard, oa, etc.). C’est à partir de ce der-
nier que les fonctionnalités de la plateforme ont
été développées. Il permet également de tracer
qui fait quoi avec qui sur quoi, quand, comment
et pourquoi. Ces traces peuvent non seulement
être consultées selon des droits d’accès mais
également utilisées pour effectuer des recom-
mandations de ressources d’apprentissage au
sens large (livre, activités, personne compé-
tente, constitution de groupes, etc.) [3, 2].
Le cœur de l’innovation de la plateforme
concerne l’organisation autour d’une carte de
connaissances de l’ensemble des ressources pri-
vées ou partagées, issues d’un processus for-
mel ou informel d’échange au sein d’un groupe
d’utilisateurs (équipe, service, projet, organisa-
tion, etc.).
L’usage d’une carte de connaissances per-
met de définir un référentiel commun dans le-
quel il est possible de naviguer. Les nœuds re-
présentent le vocabulaire partagé et servent
d’index pour accéder aux ressources capitali-
sées dans différents espaces de partage. A cha-
cun de ces espaces est associé un groupe d’uti-
lisateurs. Les espaces sont visibles en parallèle
afin de faciliter le transfert de connaissances
entre utilisateurs y ayant accès. Les ressources
peuvent être accédées selon différents points
de vue : une même ressource peut être indexée
par plusieurs nœuds de la carte et différemment
selon les espaces de partage.
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Dans le cadre du projet SIDES 3.0, nous
développons les briques de base d’une plate-
forme de e-learning en médecine où nous com-
binons des techniques de représentation de
connaissances et des techniques d’apprentis-
sage automatique. Nous visons la construc-
tion d’un environnement numérique normalisé
de partage de savoir et de contenu docimolo-
gique sur lequel greffer des services à haute va-
leur ajoutée pour les usagers (étudiants ou en-
seignants) comme la génération automatique
de quiz d’auto-entrainement personnalisés, des
tableaux de bord enrichis, ainsi que des outils
d’analyse de traces à la demande, mais aussi
le déploiement d’expérimentations in situ pour
des chercheurs en science de l’éducation.
SIDES 3.0 est un projet piloté au niveau na-
tional par l’UNESS (Université Numérique en
Santé et Sport) et financé pour une durée de 3
ans (Aout 2017-Juillet 2020) par l’ANR dans le
cadre du programme d’investissement d’avenir
DUNE pour le développement des universités
numériques expérimentales.
Aperçu de l’approche
Le cœur de SIDES 3.0 est le graphe de
connaissances OntoSIDES [3] résultant de l’ex-
traction, par une approche à base d’ontolo-
gie et de mappings, de données provenant de
la plateforme nationale SIDES utilisée depuis
2013 par l’ensemble des facultés de médecine
de France.
Nous avons suivi les standards du Web sé-
mantique [1] et du Linked Open Data [2] pour
construire de façon semi-automatique et mo-
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Figure 1 – Comparaison des moyennes par spécialités obtenues par l’étudiant etu12402 comparé
à tous les étudiants
dulaire OntoSIDES, un graphe RDF [5] com-
prenant une ontologie légère servant de voca-
bulaire pivot pour l’interface de requêtes avec
les utilisateurs, ainsi qu’un gros jeu de données
RDF qui est extrait automatiquement de la
base de données relationnelle de SIDES à l’aide
de mappings. L’ontologie, décrite en RDFS [6],
est enrichie par onze règles.
La version courante de OntoSIDES est sto-
ckée dans un serveur de triplets Virtuoso qui
contient 6,5 milliards de triplets décrivant les
activités d’entraînement et d’évaluation effec-
tuées sur la plateforme SIDES par plus de 145
000 étudiants sur une période de 6 ans. Dans
OntoSIDES, la plupart des examens et des
tests d’entraînement sont constitués de séries
de questions à choix multiples (QCM), et les
activités des étudiants sont décrites au niveau
de granularité des clics horodatés effectués par
chaque étudiant pour choisir sa ou ses réponses
à chaque question.
Il est important de noter que SIDES ma-
nipule les données personnelles des étudiants.
Il est donc important que les traitements ef-
fectués dans le cadre de SIDES 3.0 soient
conformes au RGPD. La figure 1 présente les
résultats agrégés (moyenne de l’étudiant et
moyenne de tous les étudiants). Les instances
de la classe des étudiants sont référencées
par des URIs internes de la forme etu12402
(comme dans la figure 1). L’étudiant est dé-
signé par un pseudonyme afin de préserver sa
vie privée.
Le langage de requêtes SPARQL [7] permet
d’exprimer des requêtes complexes qui peuvent
être évaluées par un moteur de requêtes stan-
dard sur le graphe de données saturé par les
règles et les axiomes RDFS de l’ontologie.
Le pouvoir expressif de SPARQL 1.1 permet
de demander quelles sont les parties du pro-
gramme qu’un étudiant donné n’a pas encore
étudié, ou de lancer une analyse comparative
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de ses résultats sur telle ou telle partie du
programme. De manière analogue, et à l’aide
de requêtes SPARQL, les enseignants peuvent
comparer les moyennes obtenues par leurs étu-
diants avec la moyenne d’autres groupes d’étu-
diants d’autres universités par exemple, pour
une spécialité donnée ou pour toutes les spé-
cialités.
Premiers résultats
Pour éviter aux utilisateurs (étudiants ou
enseignants) de devoir maîtriser la syntaxe de
SPARQL, nous avons défini un ensemble de re-
quêtes paramétrées que les utilisateurs peuvent
choisir et instancier à l’aide d’une interface gra-
phique. La figure 1 montre l’interface qui per-
met à chaque étudiant de choisir une des re-
quêtes de la colonne de gauche qui sera alors
instanciée avec l’URI qui l’identifie dans On-
toSIDES (un étudiant donné ne peut poser
des questions spécifiques que sur ses propres
résultats). Le graphique à droite de la figure
montre la visualisation des résultats retournés
par l’évaluation de la première requête, qui ren-
voie la moyenne des résultats de l’étudiant par
spécialité, comparée à la moyenne globale par
spécialité de l’ensemble des étudiants.
L’exploitation du graphe de connaissances
OntoSIDES a donné lieu à une première ana-
lyse des résultats de l’apprentissage des étu-
diants [4] qui va permettre la conception et
la mise en oeuvre de fonctionnalités d’auto-
entraînement personnalisé et adaptatif.
Conclusion
La méthodologie que nous avons suivie
n’est pas spécifique à l’enseignement de la mé-
decine. Elle peut être appliquée à d’autres disci-
plines, à condition qu’un référentiel partagé par
la communauté existe pour définir de manière
précise et consensuelle le programme et les
objectifs pédagogiques sous-jacents aux ques-
tionnaires d’évaluation ou d’entraînement pour
cette discipline.
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Comptes rendus de journées,
événements et conférences
Journée Philosophie des sciences et intelligence artificielle : « Prédire











Université Paris 1 Panthéon-Sorbonne
mvorms@gmail.com
Introduction
La seconde journée « Philosophie des
sciences et intelligence artificielle » été orga-
nisée le 6 février 2020 dans les locaux de l’Ins-
titut des systèmes complexes de Paris Île-de-
France par l’AfIA et la SPS. Cette journée a
reçu le soutien de l’ISC-PIF, l’IHPST, SDN et
le LIP6 (dans le cadre du H2020 ODYCCEUS).
La journée a été annoncée sur les listes de diffu-
sion des institutions partenaires et a finalement
accueilli 80 personnes.
Outre la présentation des institutions en
début de matinée (Francesca MERLIN pour
la SPS, Pierre FEILLET pour l’AfIA et Da-
vid CHAVALARIAS pour l’ISC-PIF), la journée
a fait l’objet de six exposés de 60 minutes qui
ont tous soulevé de nombreuses questions et
de nombreuses remarques de la part du public.
Les diapositives des interventions seront
bientôt disponibles sur le site de l’AfIA.
Programme
9h15. « Présentation de l’ISC-PIF, de l’AfIA
et de la SPS », par David CHAVALARIAS
(directeur de l’ISC-PIF), Pierre FEILLET
(membre du CA de l’AfIA) et Francesca
MERLIN (présidente de la SPS)
9h30. « Silicone prophète. L’IA face aux dé-
fis de la prédiction en sciences sociales »,
par Henri GALINON (Université Clermont-
Auvergne)
10h30. Pause-café
10h50. « Les défis d’une aide à la décision in-
telligente : de la modélisation des jugements
humains à l’explication des recommanda-
tions », par Wassila OUERDANE (Centra-
leSupélec)
11h50. « Comprendre et prédire : étude de cas
sur la prédiction du vote à l’aide de modèles
statistiques du langage », par Denis BON-
NAY (Université Paris Nanterre)
12h50. Pause
14h00. « Justice & Intelligence artificielle :
qu’est-ce que l’informatique se propose
d’apporter au droit ? », par Fabien TARIS-
SAN (CNRS Paris)
15h00. « Le succès des algorithmes prédictifs
remet-il en cause notre notion de connais-
sance scientifique ? », par Anouk BARBE-
ROUSSE (Sorbonne Université Paris)
16h00. Pause-café
16h30. « Pourquoi la société ne se laisse pas
mettre en équations », par Pablo JENSEN
(CNRS Lyon)
17h30. Clôture de la journée
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Thèses et HDR du trimestre
Si vous êtes au courant de la programmation de
soutenances de thèses ou HDR en Intelligence Ar-
tificielle cette année, vous pouvez nous les signaler
en écrivant à redacteur@afia.asso.fr.
Thèses de Doctorat
Antoine GREA
« Metalangage endomorphe et planification
abstraite pour la reconnaissance des inten-
tions en temps réel »
Supervision : Samir AKNINE
Le 30/01/2020, à l’Université de Lyon
Jingshu LIU
« Unsupervised cross-lingual representation
modeling for variable length phrases »
Supervision : Emmanuel MORIN
Le 29/01/2020, à l’Université de Nantes
Alnour RIBAULT
« Optimisation de la consommation d’éner-
gie dans des processus industriels complexes
multi-sites et multi-énergies : une approche
par la modélisation numérique et l’optimisa-
tion multi-criteres »
Supervision : Yacine OUZROUT
Le 27/01/2020, à l’Université de Lyon
Evangelia TRIPERINA
« Visual interactive knowledge management
for multicriteria decision making and ranking
in linked open data environments »
Supervision : Olivier TERRAZ
Georges MIAOULIS
Le 24/01/2020, à l’Université de Limoges
Edwin BOURGET
« Diagnostic de défaillance et de mal-
veillance dans les systèmes de contrôle in-
dustriel »
Supervision : Frederic CUPPENS
Le 23/03/2020, à l’École nationale super-
ieure Mines-Telecom Atlantique Bretagne
Pays de la Loire
Dorian Kodelja Kodelja BONAN
« Prise en compte du contexte inter-
phrastique pour l’extraction d’événements
supervisée »
Supervision : Olivier FERRET
Le 17/01/2020, à l’Université Paris-Saclay
(ComUE)
Marko MLADENOVIC
« Le problème d’affectation de place de sta-
tionnement dynamique : solutions pratiques
et théoriques »
Supervision : Thierry DELOT
Le 14/01/2020, à l’Université de Valen-
ciennes
Khadidja MEGUELATI
« Clustering massivement distribué via mé-
lange de processus de Dirichlet »
Supervision : Florent MASSEGLIA
Nadine HILGERT
Le 13/03/2020, à l’Université de Montpel-
lier
Jacobo Levy ABITBOL
« Computational detection of socioecono-
mic inequalities »
Supervision : Marton KARSAI
Le 09/01/2020, à l’Université de Lyon
Mohamed Bachir BELAID
« Fouille de données declarative basée sur la
programmation par contraintes »
Supervision : Christian BESSIERE
Le 08/01/2020, à l’Université de Montpel-
lier
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Fenemedre QAEZE
« Planification sous incertitude d’un com-
plexe minier »
Supervision : Caroline THIERRY
Romain GUILLAUME
Le 07/02/2020, à l’Université Toulouse 2
Jose GRIMALDO DA SILVA FILHO
« Vers une collaboration naturelle entre
homme et robot lors de la prévention des
collisions »
Supervision : James CROWLEY
Le 06/02/2020, à l’Université de Grenoble
Alpes
Yiru ZHANG
« Modeling and management of imperfect
preferences with the theory of belief func-
tions »
Supervision : Arnaud MARTIN
Le 03/02/2020, à l’Université de Rennes 1
Habilitations à Diriger les Recherches
Nous n’avons malheureusement pas eu
connaissance ce trimestre d’HDR dans le
domaine de l’IA. N’hésitez pas à nous
envoyer les informations concernant celles
dont vous avez entendu parler. (redacteurs-
bulletins@afia.asso.fr
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À PROPOS DE
L’AfIA
L’objet de l’Af IA, Association Loi 1901 sans but
lucratif, est de promouvoir et de favoriser le dévelop-
pement de l’Intelligence Artificielle (IA) sous ses diffé-
rentes formes, de regrouper et de faire croître la com-
munauté française en IA, et, à la hauteur des forces de
ses membres, d’en assurer la visibilité.
L’Af IA anime la communauté par l’organisation an-
nuelle de grands rendez-vous. Se tient ainsi chaque été
une semaine de l’IA, la « Plate-forme IA » (PfIA 2018
Nancy, PfIA 2019 Toulouse, PfIA 2020 Angers) au sein
de laquelle se tiennent la Conférence Nationale d’Intel-
ligence Artificielle (CNIA), les Rencontres des Jeunes
Chercheurs en IA (RJCIA) et la Conférence sur les Ap-
plications Pratiques de l’IA (APIA) ainsi que des confé-
rences thématiques invitées qui évoluent d’une année à
l’autre, sans récurrence obligée.
Ainsi, PfIA 2020 hébergera du 29 juin au au 3 juillet
2020 à Angers, outre la 23es CNIA, les 18es RJCIA et la
6e APIA, les 31es IC, les 15es JFPDA, et les 28es JFSMA,
mais aussi trois journées thématiques (Agronomie & IA,
Éducation & IA, IoT & IA), une section tutorielle, une
compétition et une exposition industrielle.
Forte du soutien de ses 414 adhérents à jour de leur
cotisation en 2020, l’Af IA assure :
- le maintien d’un site web dédié à l’IA reproduisant
également les Brèves de l’IA ;
- une journée recherche Perspectives et Défis en IA
(PDIA 2019) ;
- une journée enseignement Enseignement et Forma-
tion en IA (EFIA 2020) ;
- une journée industrielle Forum Industriel en IA (FIIA
2020) ;
- la remise annuelle d’un prix de thèse de Doctorat en
IA ;
- le soutien à plusieurs collèges, actuellement au
nombre de 7, ayant leur propre activité :
- Collège Apprentissage Artificiel (depuis jan-
vier 2020) ;
- Collège Industriel (depuis janvier 2016) ;
- Collège Compétition (depuis octobre 2018) ;
- Collège Représentation et Raisonnement (de-
puis avril 2017) ;
- Collège Science de l’Ingénierie des Connais-
sances (depuis avril 2016) ;
- Collège Systèmes Multi-Agents et Agents Au-
tonomes (depuis octobre 2016) ;
- Collège Technologies du Langage Humain
(depuis juillet 2019) ;
- la parution trimestrielle des Bulletins de l’Af IA, en
accès libre à tous depuis le site web ;
- un lien entre ses membres et sympathisants sur les
réseaux sociaux LinkedIn, Facebook et Twitter ;
- le parrainage scientifique, mais aussi éventuellement
financier, d’événements en IA ;
- la diffusion mensuelle de Brèves sur les actualités de
l’IA en France (envoi à breves@afia.asso.fr) ;
- la réponse aux consultations officielles ou officieuses
(Ministères, Missions, Organismes) ;
- la réponse aux questions de la presse, écrite ou orale,
également sur internet ;
- la divulgation d’offres de collaborations, de forma-
tions, d’emploi, de thèses et de stages.
L’Af IA organise aussi mensuellement des journées
communes avec d’autres associations. Sont déjà pré-
vues en 2020 : RO&IA avec la ROADEF.
Enfin, l’Af IA encourage la participation de ses
membres aux grands événements de l’IA, dont PfIA.
Ainsi, les membres de l’Af IA, pour leur inscription à
PfIA, bénéficient d’une réduction équivalente à deux
fois le coût de leur adhésion, leur permettant d’assis-
ter à PfIA sur 5 jours au tarif de 95e H.T. !
Rejoignez-nous vous aussi et adhérez à l’Af IA pour
contribuer au développement de l’IA en France. L’adhé-
sion peut être individuelle ou, à partir de cinq adhérents,
être réalisée au titre de personne morale. Parmi les
personnes morales, certaines peuvent vouloir rejoindre
notre Collège Industriel, au plus près de l’IA !
Merci également de susciter de telles adhésions en
diffusant ce document autour de vous !
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Adhésions, liens avec les adhérents
Catherine FARON-ZUCKER
tresorier@afia.asso.fr
Calendrier de parution du Bulletin de l’AfIA
Hiver Printemps Été Automne
Réception des contributions 15/12 15/03 15/06 15/09
Sortie 31/01 30/04 31/07 31/10
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