Abstract Maximizing the sum of two generalized Rayleigh quotients (SRQ) can be reformulated as a one-dimensional optimization problem, where the function value evaluations are reduced to solving semi-definite programming (SDP) subproblems. In this paper, we first use the optimal value of the dual SDP subproblem to construct a new saw-tooth-type overestimation. Then, we propose an efficient branch-and-bound algorithm to globally solve (SRQ), which is shown to find an ǫ-approximation optimal solution of (SRQ) in at most O 1 ǫ iterations. Numerical results demonstrate that it is even more efficient than the recent SDP-based heuristic algorithm.
Introduction
The problem of maximizing the sum of two generalized Rayleigh quotients (SRQ) max
with positive definite matrices W and V , has recent applications in the multiuser MIMO system [10] and the sparse Fisher discriminant analysis in pattern recognition [3, 4, 12] . Without loss of generality, we can assume that V is identity. Otherwise, we reformulate (1) as a problem in terms of y by substituting x = V − 1 2 y. Moreover, since the objective function in (1) is homogeneous, (SRQ) can be further recast as the following sphere-constrained optimization problem, which is first proposed by Zhang [14, 15] :
where · denotes the ℓ 2 -norm throughout this paper. The single generalized Rayleigh quotient optimization problem (i.e., (SRQ) with B = 0) is related to the classical eigenvalue problem and solved in polynomial time [16] . However, to our best knowledge, whether the general (SRQ) (or (P)) can be efficiently solved in polynomial time remains open. Actually, as shown in [[14] , Example 1.1], there could exist a few local non-global maximizers of (P). Moreover, even finding the critical point of (P) is nontrivial, see [14, 15] .
Recently, (P) is reformulated as the problem of maximizing the following one-dimensional function [7] :
where g(µ) is related to a non-convex quadratic optimization:
and the lower and upper bounds
are the smallest and the largest generalized eigenvalues of the matrix pencil (B, W ), respectively. In order to solve the one-dimensional problem (2), a "two-stage" heuristic algorithm is proposed in [7] by first subdividing [µ,μ] into coarse intervals such that each one contains a local maximizer of q(µ) and then applying the quadratic fit line search [1, 2, 6] . Finally, for the returned optimal solution µ * , the optimal vector solution of (P) is recovered by a rank-one decomposition procedure [ [7] , Theorem 3] . Though this "twostage" algorithm could find the global solutions of the tested examples, it is still a heuristic algorithm since the function q(µ) is not guaranteed to be quasiconcave. Besides, there is no meaningful stopping criterion for the "two-stage" algorithm. That is, we cannot estimate the gap between the obtained solution and the global maximizer of (P 1 ).
In this paper, we propose an easy-to-evaluate function for upper bounding q(µ). It provides saw-tooth-curve upper bounds of q(µ) over [µ,μ] , which are used to establish an efficient branch-and-bound algorithm. We further show that the new algorithm returns an ǫ-approximation optimal solution of (P 1 ) in at most O 1 ǫ iterations. Numerical results show that the new algorithm is even much more efficient than the "two-stage" heuristic algorithm [7] .
The remainder of this paper is organized as follows. In Section 2, we give some preliminaries on the evaluation of g(µ). In Section 3, we propose an easyto-compute upper bounding function, which provides saw-tooth-curve upper bounds of g(µ). In Section 4, we establish a new branch-and-bound algorithm and estimate the worst-case computational complexity. In Section 5, we do numerical comparison experiments, which demonstrate the efficiency of our new algorithm. Conclusions are made in Section 6.
Throughout the paper, v(·) denotes the optimal objective value of the problem (·). We use A ( )0 to stand for a positive (negative) semi-definite matrix A. The positive definite matrix A is denoted by A ≻ 0. Let λ max (A) and λ min (A) be the maximal and minimal eigenvalue of A, respectively. The inner product of two matrices A and B is denoted by A • B =trace(AB T ). For a real number a, ⌊a⌋ returns the largest integer less than or equal to a.
Preliminaries
In the section, we first show how to evaluate g(µ). Then, we present the "twostage" algorithm [7] to maximize q(µ) (2). Finally, we discuss how to get the optimal vector solution of (P) from the maximizer of q(µ).
Lifting xx T to X ∈ R n×n (since x T Ax = A • (xx T )) yields the primal SDP relaxation of the optimization problem of evaluating (g µ ) for any given µ:
The conic dual problem of (SDP µ ) is
which coincides with the Lagrangian dual problem of g(µ).
It is trivial to see that (SD µ ) has an interior feasible solution, i.e., the Slater's condition holds. We can verify that, for any µ satisfying µ <μ, , we can show that the strong duality holds for the optimization problem of evaluating g(µ), i.e., g(µ) = v(SD µ ). For more details, we refer to [7] .
Next, we present the "two-stage" algorithm proposed in [7] for solving (2) . Firstly, it partitions [µ,μ] into a rather coarse mesh and then collects all subintervals containing an interior local maximizer. In the second stage, the quadratic fit method [2, 1, 6 ] is applied to find a corresponding local maximizer in each subinterval that has been collected in the first stage. Finally, the optimal solution µ * is selected from all these obtained local maximizers. In this paper, we will not present the detailed quadratic fit line search subroutine, which can be found in [7] . One of the reason is that the algorithm in the first stage is already quite time-consuming.
The "two-stage" scheme proposed in [7] Step 1. Given δ > 0. Let µ 0 = µ and
Step 2. For i = 1, 2, . . . , collect all the three-point pattern
Step 3. Call the quadratic fit line search subroutine (with a smaller tolerance than δ) to find a corresponding local maximizer in each three-point pattern
Step 4. Select the best maximizer µ * among µ,μ, and all the local maximizers found in Step 3.
Suppose (2) is solved, let µ * be the returned maximizer. If µ * =μ, the feasible region of (3) is reduced to
which contains only the unit eigenvector corresponding to the maximal eigenvalue. In this case, g(µ * ) is actually a maximum eigenvalue problem. On the other hand, suppose µ * <μ, the optimal vector solution of (P) is recovered from the equivalent (SDP µ * ) based on the rank one constraint, by using a rank-one procedure similar to that in [11, 13] , see details in [7] .
There is an alternative approach to recover the optimal solution of (P). Let (ν * , η * ) be the optimal solution of the dual problem (SD µ * ). It is not difficult to verify that
Consequently, the optimal vector solution of (P) is the unit eigenvector corresponding to the maximum eigenvalue of D − η * (B − µ * W ).
Saw-tooth upper bounds
In this section, we propose an easy-to-evaluate upper bounding function, which provides saw-tooth upper bounds for q(µ) over [µ,μ] .
For any µ ∈ [µ i , µ i+1 ], it follows from the strong duality that
Similarly, we have
Now, we obtain an upper bounding function of q(µ) over [µ i , µ i+1 ]:
which is a concave function as q 1 (µ) and q 2 (µ) are both linear functions. It provides the following upper bound of q(µ) over [µ i , µ i+1 ]:
Problem (10) is a convex program. Moreover, it has a closed-form solution.
Theorem 1 Under the assumption µ i+1 <μ, an upper bound of q(µ) over
where
Proof. The trivial proof is omitted as both q 1 (µ) and q 2 (µ) are linear functions and µ 0 is the unique solution of the equation q 1 (µ) = q 2 (µ). Finally, we also have a simple estimation of the upper bound U i .
Theorem 2 For any µ ≥ µ i , we have
Proof. The inequality (12) follows from the definition q 1 (µ) (7) and the facts that η i ≥ 0 and λ min (W ) > 0 (as W ≻ 0). (12) is independent of µ i+1 . Therefore, it can be satisfied for the extended case µ i+1 =μ.
Remark 1 The estimation

A saw-tooth branch-and-bound algorithm
In this section, we first propose a branch-and-bound algorithm based on the new saw-tooth-curve upper bounds and then establish the worst-case computational complexity of the new algorithm.
Our algorithm works on a list
The initial list is µ = µ 1 < µ 2 =μ. In each iteration, we first select the interval [µ i , µ i+1 ] from the {µ}-list that provides the maximal upper bound U i (10). Then, we insert the mid-point µi+µi+1 2
into the {µ}-list (13) and increase k by one. The process is repeated until the stopping criterion is reached. The detailed algorithm is presented as follows.
The saw-tooth branch-and-bound algorithm
Step 0. Given the approximation error ǫ > 0. Compute µ,μ (4), λ min (W ) and λ max (W ). Initialize the iteration number k = 1. Let µ 1 = µ. Solve (SD µ1 ) to obtain the optimal solution (ν 1 , η 1 ). Then, q(µ 1 ) = µ 1 + ν 1 and let LB = q(µ 1 ), µ * = µ 1 . Let µ 2 =μ − ǫ. If µ 2 ≤ µ, stop and return µ * as an approximate maximizer. Otherwise, solve (SD µ2 ) to obtain the optimal solution (ν 2 , η 2 ). Then, q(µ 2 ) = µ 2 +ν 2 . If q(µ 2 ) > LB, update LB = q(µ 2 ) and µ * = µ 2 . Set k = 2 and S = ∅.
Step 1. Letμ = 1 2 (µ 1 + µ 2 ). Solve (SDμ) and obtain the optimal solution (ν,η). Then, q(μ) =μ +ν. If q(μ) > LB, update LB = q(μ) and µ * =μ.
Step 2. According to Theorem 1, compute the upper bounds:
Update S = S ∪ {(U B 1 , µ 1 ,μ)} ∪ {(U B 2 ,μ, µ 2 )} and k = k + 1.
Step 3 Find (U B * , µ 1 , µ 2 ) = arg max (t, * , * )∈S t. If U B * ≤ LB + ǫ, stop and return µ * as an approximate maximizer. Otherwise, update S = S \ {(U B * , µ 1 , µ 2 )} and go to Step 1.
Theoretically, we can show that our new algorithm returns an ǫ-approximation optimal solution of (P 1 ) in at most O( 1 ǫ ) iterations. Here, we call µ * an ǫ-approximation optimal solution of (P 1 ) if it is feasible and satisfies
Theorem 3 The above algorithm terminates in at most
μ−µ ǫ steps and returns an ǫ-approximation optimal solution of (P 1 ).
Proof. If the algorithm terminates at
Step 0, that is,
then for any µ ∈ [µ,μ], it follows from the inequality (12) in Theorem 2 that
Therefore, we have
It follows that µ * = µ is an ǫ-approximation optimal solution of (P 1 ). Now, we suppose that the algorithm does not terminate at Step 0. Consider {(U B, µ 1 , µ 2 )} ∈ S in the k-th iteration of the algorithm. If U B < U B * , then the interval [µ 1 , µ 2 ] will be not selected to partition. In the following, we assume U B = U B * . According to the inequality (12) in Theorem 2, for any
Since U B = U B * and q(µ 1 ) ≤ LB, according to the stopping criterion, the algorithm terminates when
Therefore, there are at most μ−µ ǫ elements in S. Since the number of elements of S increases by one in each iteration, the algorithm stops in μ−µ ǫ steps. Let µ * be the approximation solution returned by the algorithm. We have
To show that µ * is an ǫ-approximation optimal solution of (P 1 ), it is sufficient to prove that
Letμ =μ − ǫ > µ. According to the inequality (12) in Theorem 2, for any µ ∈ [μ,μ], we obtain
where the equality (16) follows from (14) . Then, we obtain (15). The proof is complete.
Computational Experiments
We test the new branch-and-bound algorithm for solving (P 1 ) on the same numerical examples as in [7] . The SDP subproblems (SD µ ) are solved by SDPT3 within CVX [5] . Since there is no unified stopping criterion in the "two-stage" heuristic algorithm [7] , we just report the number of function evaluations (i.e., solving the SDP subproblems) in the first stage, with the setting δ = 0.05 used in [7] . For our algorithm, we set ǫ = 1e − 5. .7322]. The "two-stage" algorithm [7] gives an approximation solution µ * = 6.5952. The number of function evaluations in the first stage is 116. Our algorithm returns an ǫ-approximation optimal solution, µ * = 6.5952, in 141 iterations. The second example in [7] is taking from [[14] , Example 3.1], where the optimal solution of (P 1 ) is achieved at the right-hand side end-pointμ. [7] gives an approximation solution µ * = 2.0029. The number of function evaluations in the first stage is 2001. Our algorithm returns an ǫ-approximation optimal solution, µ * = 1.9999, in 22 iterations. In addition to Examples 2-5 reported above, our algorithm highly outperforms the "two-stage" algorithm [7] . For Example 1, our algorithm is also competitive. Notice that our algorithm is an exact algorithm and the "twostage" algorithm [7] is heuristic.
Finally, we test more examples where the data are chosen randomly as follows. Each component of the symmetric matrices B and D is uniformly distributed in [−10, 10] . We generate W, V = LL T + δI, where L is a randomly generated lower bi-diagonal matrix with each nonzero element being uniformly distributed in [−10, 10] and δ > 0 is a constant number to guarantee the positive definiteness of W and V . For each dimension varying from 30 to 200, we independently run the "two-stage" algorithm [7] and our new algorithm ten times and report in Table 1 the average numerical results including the time in seconds and the number of iterations. It follows from the limited numerical results that our new global optimization algorithm highly outperforms the "two-stage" heuristic algorithm. 
Conclusions
The recent SDP-based heuristic algorithm for maximizing the sum of two generalized Rayleigh quotients (SRQ) is based on the one-dimensional parametric reformulation where each functional evaluation corresponds to solving a semi-definite programming (SDP) subproblem. In this paper, we propose an efficient branch-and-bound algorithm to globally solve (SRQ) based on the new-developed saw-tooth overestimating approach. It is shown to find an ǫ-approximation optimal solution of (SRQ) in at most O 1 ǫ iterations. Numerical results demonstrate that it is much more efficient than the recent SDP-based heuristic algorithm.
