Touch sensing plays a necessarily essential role in robot perception. It helps robot understanding its surrounding environment and in particular the object that it interacts with. For this reasons, robots are equipped with tactile sensor. Moreover, tactile object recognition exhibits a challenge in practical scenarios. In this paper, we proposed object shape classification and force estimation based on deep learning and optical tactile sensor with one touching. This study consists of three methods. First, tactile image is selected by optical flow technique. Image augmentation is used to increase a number of image. Second, features of each image are extracted by modified VGG-16 layer. Last, object shape and force estimation classifier are multi-layer perceptron (MLP), which is a supervised learning technique. The experimental result shows that an accuracy rate is 98.9% for classifying six object shapes and 98.68% for estimating eleven force levels. The results showed that our method outperformed the previous methods that use tactile image and one touching.
Introduction
In the last decades, a robot plays an important role in industrial. There are several benefits of robots, such as production capacity, safety and work accuracy. These reasons cause robot sensing being much gotten interest by researcher. Visual sensing is a widespread sensing and many robots are equipped with visual sensors. However, it has problems that not only are light conditions but also occlusions. On the other hand, the other sensing that is also poplar and able to solve the problems of visual sensing is touch sensing. Tactile sensor is one of touch sensing. It is a necessarily essential part of robot and is widely used in robot as well.
Currently, there are diverse object recognition studies using tactile sensor. Researches using tactile data based on tactile localization for recognizing object. T. Matsubara, et al. (1) used GPIS models to estimate object shape. G. Vezzani, et al. (2) proposed the localization error is minimized by 3D contacted point coordinates.
In addition, there are several researches using spatio-temporal data so as to classify object. H. Yang, et al. (3) presented technique based on tactile sequences using LDS with Symmetric Transition matrix. M. Madry, et al. (4) also used ST-HMP to extract structures from raw tactile data. It did not need to predefine discriminative data characteristics. 3T-Randomized Tiling Convolution Network model was proposed by L. Cao, et al. (5) . It base on feature representation. S.S. Baishya, et al. (6) studied material classification. By using Fourier spectrum signal, the performance was reached up to 97.3% by CNN. Besides spatio-temporal data, tactile image data was also used to recognize object by researches. M.M. Zhang, et al. (7) presented a triangle histogram for 3D tactile recognition. It based on XYZ contact positions on an object surface. A. Schneider, et al. (8) proposed low-resolution intensity images and k-means clustering for object identification, as well as I. Abraham, et al. (9) binary sensor combined with ergodic exploration. There are many researches using data fusion. First, it is visual and tactile data fusion. P. Falco, et al. (10) used visual raw data in training while was testing with tactile raw data. J. Yang, et al. (11) also proposed a fusion framework. Tactile sequence was shown by the multivariate times series model and image was characterized by covariance descriptor. Additionally, S. Luo, et al. (12) (13) (14) (15) studied tactile-SIFT using tactile array. By using dictionary generation and histogram representation, the features was well distinguished by kNN. Second, data fusion is visual and haptic data fusion. Y. Gao, et al. (16) used the data fusion for classifying surfaces, which was distinguished by CNN. Haptic exploration for creating tactile image was studied by A.M. Cretu, et al. (17) . Third, data fusion is haptic and Electroencephalogram (EEG) fusion. Z. Abderrahmane, et al. (18) proposed a haptic zero shot learning algorithm for recognizing new objects. Besides these fusion data, EEG was combined with tactile signal for classifying object shape (19) .
Furthermore, M.V. Liarokapis, et al. (20) presented random forests classification technique. It was able to reduce a number of force sensor without significant loss. A. Schmitz, et al. (21) studied that multimodal object recognition by power grasping of objects with an unknown orientation and position relation to the hand with Deep learning. Moreover, there are several studies developing a new sensor. C.H. Chuang, et al. (22) presented a high resolution shape recognition based on an ultrasonic tactile sensor. T.
Corradi, et al. (23, 24) developed a new cheap tactile sensor in order to encoding tactile image. The new sensor was capable of distinguishing between object shapes with nearest neighbor. After they improved their technique by using Naive Bayes classifier, accuracy was increased 5%. A kernel sparse coding was developed by H. Liu, et al. (25) (26) (27) (28) in order to address tactile data. By using joint kernel sparse coding (JKSC), they were able to distinguish not only spatial feature but material texture also roughness. Besides those new tactile sensors, we proposed a random-dot type optical tactile sensor using a camera to acquire tactile information (29) . By using our tactile sensor's tactile image, we can estimate either shape or force level in one touching and it is different other previous methods that need multi-touching or multi-sensing data to get high performance. In this study, we proposes a new estimation method based on deep learning for classifying either object shape or force level with one touching. The results showed that our method outperformed the previous methods that use tactile image and one touching. 
Object shape classification and Force estimation Method

Data acquisition
The tactile image acquisition method is processed by the random-dot type optical tactile sensor as shown in Fig.  3 . In this sensor, a large number of particle is embedded in a soft gel of a contact part. The tactile image was captured while the contact part was contacting with object that displaced the dots in get. There are object shape and force level datasets in this study
In object shape classification, raw data is video of circle, triangle, square, pentagon and hexagon shape as shown in Fig. 2 and raw objects are shown as Fig. 3 .
Top view
Side view
The experimental objects Each video is action of pushing object at a random-dot type optical tactile sensor (29) . Selected frames, shown as Fig. 1 , are extracted by overall dense optical flow (30) summation being zero as implemented in the OpenCV library. For force estimation, raw data is three images of each eleven force levels as Fig. 5 . However, a number of image in dataset is too little to efficiently classify. Therefore, image augmentation is used to increase a number of image by image processing process. We use Geometric Transformations of Images technique. Although, blank space in rotated image is occurred, it is replaced by fill blank process that is black color, nearest pixel, reflect image and warp image as shown in Fig. 4 . By this processing, we can increase a number of image 144 times from beginning.
In sum, our image dataset of object shape are 4 datasets. They are separated by the different fill blank process. Each dataset consists of 6 classes such as default, circle shape, triangle shape, square shape, pentagon shape and hexagon shape. Its number is more enough to be efficiently classify. We separate 66.67, 16.67 and 16.67% (6,912, 1,728 and 1,728 images) for training, validation and test dataset, respectively. Additionally, image dataset force estimation is 1,080 image in each force level. This dataset consists of 11 classes such as 0, 100, 200, 300, 400, 500, Fig 5. Force levels. Figures are (a) 0g, (b) 100g, (c) 200g, (d) 300g, (e) 400g, (f) 500g, (g) 600g, (h) 700g, (i) 800g, (j) 900g and k) 1000g 600, 700, 800, 900 and 1,000g. They are separated to the same percentage as dataset of object shape. The final training, validation and test dataset are 7,920, 1,980 and 1,980 images, respectively.
Feature extraction
Feature extraction is a necessarily initial process. Not only can this process reduce the amount of input data but transform raw data to a set of features, also improve the performance of classification. The reduction of amount of input data can decreases a large amount of memory and computation power requirement. Moreover, Transformation of input data in to a set of features is distinctive properties of input patterns that help differentiating between the classes of input patterns.
This study chooses Very Deep Convolutional Networks for Large-Scale Visual Recognition proposed by K. Simonyan, et al. (31) , which was created by Visual Geometry Group, University of Oxford. This network, VGG-16 layers, is popular extractor as pre-trained network. The pre-trained network will be connect to classifier (MLP) as shown in Fig. 6 . Its main structure consists of convolutional neural networks layers called CNN and fully-connected layers called FC.
Its seventh fully-connected layer, FC7, is used to pull out features from raw image (32) . It is the secondly last layer before predicting layer as well as its input and output are 224 x 224 image size and 4,096 features, respectively.
Fig. 6 The experimental network in this study
Although its performance is well, it spends much time and consumes a large amount of memory if we extract features every epoch. We modify a function of FC7, which is removed dropout regularization function, in order to get all of the feature in one time. For this reason, we pull out feature at one time before feed into classifier. Summary, it works well with our classifier.
Object shape classification and Force estimation
Multi-Layer Perceptron (MLP) is a supervised learning technique. It is well known as neural networks. Its structure seems a group of perceptron that is a single neuron model, and it is created to emulate simple models of biological brain for solving difficult computational tasks.
This study uses MLP as classifier and it is called as model in this study. The model is consists of 3 layers, such as input layer, hidden layer and classifier layer, which is presented as Fig. 7 . Firstly, the input layer is fixed a number of units at 4,096 units, which equals to a number of features Fig. 7 The Multi-Layer Perceptron is used in this study in each image. Secondly, the hidden layer is tested for discovering the best number of its units. Lastly, the classifier layer is the same as the input layer that is fixed, but is added Softmax function. A number of units at classifier layer is 6 or 11 units depending on object shape classification or force estimation.
Moreover, we prevent over fitting in the model with batch normalization and dropout regularization function. The over fitting negatively impacts to the performance of the model on new data. Batch normalization is a technique to provide any layer in a neural network with inputs that are zero mean and unit variance. Dropout regularization is a regularization technique for neural network models proposed by Srivastava N, et al. (33) . It is a technique where randomly selected neurons are ignored during training. In sum, the necessary parameters in the model are batch size and hidden layer units, which is done experiment in order to get the best training environment. Batch size range is between 32 and 1024, which is range of 2 N . A number of hidden layer units is also range of 2 N . The other parameters are fixed, such as optimizer = Adam, epoch = 2,000, ratio for separating dataset and dropout ratio = 0.5.
Experimental result and Discussion
The experiments have been executed using Intel i7 with 3.7 GHz processor, 16 GB RAM, NVIDIA GeForce GTX 1080Ti, Python 3.5 and Chainer library 3.4.0. There are there variables considered in this study, such as batch size comparison, a number of hidden layer units comparison and fill-blank mode comparison. In object shape classification case, the best parameter is batch size = 1,024, a number of hidden layer units = 256 and fill-blank mode = Warp mode. The best accuracies and losses are come out with Warp data set. Its accuracy is 98.9% and testing time is 6.33 x 10 -8 second. In force estimation case, most parameters is as same as the parameters of object shape classification but except a number of hidden layer units = 512. The reason is that a number of classes is different between them and it causes the best hidden layer units of both of them being dissimilar. Accuracy of force estimation is 98.68% and testing time is 1.91 x 10 -8 second.
Moreover, the confusion matrix of object shape classification, Table 1 , is descripted in the result of Warp dataset. The confusion matrix presents that the most successful shape is default and failure is circle. If shapes is sorted from greatest to least success, shape list will be default, triangle, square, pentagon, hexagon and circle shape. Almost all failure circle and pentagon images are predicted to hexagon shape. On the contrary, almost every hexagon image is distinguished to pentagon shape. The reason is that raw image of circle, pentagon and hexagon are not been able to distinguish by people because there is much similarity between them.
In addition, the confusion matrix of force estimation is explained in Table 2 . The most successful force level is 0g and 1,000g. Nearly all of failure force levels are predicted to nearby force level. For example, failure prediction of 500g class is distinguished to 400g and 600g. 
Conclusions
This paper proposes object shape classification and force estimation using deep learning and optical tactile sensor. By using tactile image and deep learning, this study is able to efficiently discriminate the different of object shape and force estimation. In object shape case, the accuracy of model is 98.90% and testing time is 6.33 x 10 -8 second. The best parameters are batch size = 1,024, a number of hidden units = 256 and fill-blank mode = Warp mode. In force estimation case, the accuracy is 98.68% and testing time is 1.91 x 10 -8 second. The best parameters are the same as object shape classification case, but except a number of hidden units = 512. By power of modified VGG-16 layer and our MLP, the result is outperformed the previous methods that use tactile image and one touching. Most failure images are circle, pentagon and hexagon shape because of their much similarity. However, there is difference between them while moving. This problem will be solved by using video. In addition, if we change color module in raw image for differentiating between background and object, the performance of model can be improve. Last, the best ratio of dropout regularization finding may increase the efficiency of model.
In future work, we will improve the performance of model with sequence image, color module changing and the best ratio of dropout regularization.
