In a 1993 paper Beauzamy, Trevisan and Wang derived a single-factor coefficient bound, one which limits the max norm (height) of at least one irreducible factor of any univariate integral polynomial A. Their bound is a function of the degree and the weighted norm of A. In the conclusion of their paper they ask whether the max norm of A might already be a single-factor coefficient bound. In 1998 Knuth, citing these authors, asked instead whether there is a constant c such that c times the max norm of A is a single-factor coefficient bound. We present the results of extensive calculations relating to this question. We show that c, if it exists, must be greater than 2 and accrue evidence in support of a conjecture that the answer to Knuth's question is "no".
Introduction
In 1993 Beauzamy, Trevisan and Wang (Beauzamy et al., 1993) , derived a single-factor coefficient bound for any univariate integral polynomial A, a bound which must be satisfied by at least one irreducible factor of A. We refer specifically to the bound in inequality (c) of their Theorem 1: 
Here [ A] 2 is the weighted norm of A and r is the number of irreducible factors of A. We consider only the case r = 2, which holds for any reducible polynomial:
This formula is useful only for n ≥ 4 since a reducible quadratic or cubic polynomial A has a linear factor, the max norm of which cannot exceed the max norm of A. For n ≥ 4, e 1/4n ≤ e 1/16 ≤ 1.065 and (2 5/8 /π 3/8 )e 1/4n ≤ 1.070. Thus we have the following singlefactor bound: 
In the conclusion of their paper Beauzamy, Trevisan and Wang stated that they had never found a case where at least one irreducible factor of A did not have a max norm less than or equal to that of A, and asked whether such cases exist, in other words whether the max norm of A is a single-factor coefficient bound. In 1998, Knuth (Knuth, 1998 , Section 4.6.2, Exercise 41), perhaps anticipating that the answer to that question might be "no", asked whether there is a constant c such that c times the max norm of A is a single-factor coefficient bound.
In the following we explore Knuth's problem with several different methods, utilizing many hundreds of hours of computation. In the following sections we describe these methods, present summaries of the resulting data and analyze the implications. We find polynomials requiring that c be greater than 2. It follows from (4) that for each fixed n there is a least number c(n) such that c(n)|A| ∞ is a single-factor bound. We are able to experimentally determine c(n) for several values of n up to 20. It appears that c(n) grows approximately linearly and on this basis we conjecture that the answer to Knuth's problem is "no".
We also determine experimentally for n ≤ 20 the least number b(n) such that b(n)|A| 1/2 ∞ is a single-factor bound for polynomials of degree n. We study the rate of growth of the function b(n) and find that it appears to grow somewhat slower than the function 2 n/2 /n 3/8 appearing in the bound (4) above. In Section 2 we employ an exhaustive search method, generating and factoring all polynomials having a given degree and max norm. This results in the discovery of the importance of bimonotone polynomials. A bimonotone polynomial is a polynomial with positive coefficients whose middle coefficient is the largest and whose coefficients decrease monotonically towards each end. In Section 3 all products A(x)B(−x) are computed, where A and B are bimonotone polynomials with specified degrees and max norms, finding those products with the smallest max norms. This method is further pursued in Section 4, but with restrictions imposed on the coefficients of A and B. In Section 5 the further restriction is imposed that B is the reverse of A. In Section 6 the final restriction is imposed that A is symmetric. In Section 7 results are summarized, leading to the conjecture that the answer to Knuth's question is "no".
Exhaustive search
The first method employed consists in generating all polynomials having a specified degree n and max norm d. A subprogram LEXGEN was used that generates in lexicographic order coefficient vectors (a n , . . . , a 1 , a 0 ) of n-th degree polynomials with each |a i | ≤ d. Not all such vectors are generated, in recognition that some polynomials have the same factorization properties as others. Because A(x), −A(x) and A(−x) are equivalent with respect to max norms, only those with a n > 0 and a n−1 ≥ 0 are generated. Only one coefficient vector is produced per execution and LEXGEN signals when the last one has been produced. Still this produces an excess of polynomials and the main program calling LEXGEN, namely btwc, discards polynomials whose max norms are less than d, or which are not primitive. Also, we are not interested in polynomials having linear factors since the max norm of a linear factor never exceeds the max norm of a polynomial of which it is a factor. To detect linear factors efficiently btwc precomputes all positive divisors of d and uses these to search for a linear divisor. The divisibility testing is done by a subprogram LTD, which uses a trial division process operating on the coefficient vector of A. Polynomials divisible by x have a 0 = 0 and they are discarded.
All of the preceding tests are carried out on the coefficient vector. If these tests are passed then the polynomial is factored into its irreducible factors using the SACLIB subprogram IUPFAC described in Collins and Encarnación (1996) . If the polynomial is reducible the minimum of the max norms of its irreducible factors is computed. btwc determines the maximum of all such minima and produces as output a list of all polynomials realizing this maximum together with their factorizations. These polynomials are called winning polynomials. Table 1 displays this maximum for all pairs (n, d) for which btwc was applied, except that for n = 4 the values d = 16 to d = 30 were also input. The corresponding coefficient bounds obtained were 6, 7, 6, 7, 7, 7, 7, 8, 8, 8, 8, 8, 9, 9, 9. We refer to the values in Table 1 as e-values. One sees from the table that 7 is the smallest degree for which a polynomial appears having an e-value greater than d. This occurs with d = 4 and e = 5, requiring c ≥ 5/4. The case n = 8, d = 4, e = 6 requires c ≥ 3/2. The cases d = 2 with n = 9, 10 and 11 also require c ≥ 3/2. Finally the cases d = 1 with n = 12, 14, 15 and 16 require c ≥ 2. Following are some of the winning polynomials found that require c > 1: 
For degrees 4 and 5 it did not seem useful to continue with larger values of d. For degree 6 it did not seem feasible since the computation for n = 6 and d = 10 required nearly 9 h. For the same reason it was not feasible to use larger values of d than those shown for n ≥ 7. Neither was it feasible to go beyond degree 16 even with d = 1. The total time for all btwc computations was 53 h. All computations reported in this paper were performed on an Intel Pentium IV processor running at 1.6 GHz under Linux 8.0.
Bimonotone factorization
A polynomial A of degree n with positive integer coefficients a i will be called bimonotone in the case where:
• (a n , . . . , a n/2 ) is monotone nondecreasing.
• (a n/2 , . . . , a 0 ) is monotone nonincreasing.
The example polynomial of degree 7 above is expressed as a product A 1 (x)A 2 (−x) where A 1 and A 2 are bimonotone polynomials. The same holds for the example polynomial of degree 8. We shall call these bimonotone factorizations. In fact, we have observed that for every pair (n, d), d > 2, represented in Table 1 , as well as for the pairs (4, d) with 16 ≤ d ≤ 30, except for (4, 3), btwc produced at least one polynomial having a bimonotone factorization.
This observation led to the idea of a program, bmprod, that computes all products A 1 (x)A 2 (−x) where A 1 and A 2 are irreducible polynomials of specified degrees n 1 and n 2 respectively with max norms e. bmprod computes the max norm of each product and produces as output all factorizations whose product has minimum max norm. We refer to these as winning polynomials. For a given e and degree n we apply bmprod with inputs e, n 1 and n 2 such that 2 ≤ n 1 ≤ n 2 and n 1 + n 2 = n. Let d be the minimum of the resulting minimum max norms over all such pairs (n 1 , n 2 ). Then, because of the observation of the preceding paragraph, we expect that, if e is not too small, e is the e-value that would be produced by btwc with inputs n and d. For example, with e = 4 and n 1 = n 2 = 2, we obtain d = 6, and 6 is the least value of d for which the e-value is 4 when n = 4.
bmprod employs a subprogram BMPOL that, for given degree n and max norm e, produces a list of all irreducible bimonotone polynomials of degree n and max norm e. Like LEXGEN, BMPOL works with coefficient vectors. It produces all bimonotone vectors in lexicographic order. Imprimitive vectors are rejected and those remaining are converted to polynomial form and tested for irreducibility. bmprod also employs a similar subprogram, BMLPOL, that is like BMPOL, but which produces only those bimonotone polynomials that are leading polynomials. A leading polynomial is one whose coefficient vector, (a n , . . . , a 0 ), is lexicographically less than, or equal to, its reverse, (a 0 , . . . , a n ). bmprod applies BMPOL to obtain the irreducible monotone polynomials of degree n 1 and applies BMLPOL to obtain the leading irreducible bimonotone polynomials of degree n 2 . The factors of the reverse of a polynomial A are the reverses of the factors of A. And, of course, the max norm of a polynomial is invariant under reversion. This justifies the use of BMLPOL, which approximately halves computation time. It halves the time taken to generate the polynomials of degree n 2 and it halves the polynomial product computation time. It was to save computation time that we specified above that n 1 ≤ n 2 .
Another device further reduces the product computation time of bmprod. The coefficients of the product are computed one at a time, in the order b 0 , b n , b 1 , b n−1 , b 2 , . . .. As soon as a product coefficient is found, if one is, that is larger than the minimum of all max norms thus far computed, computation of the current polynomial product is aborted. This significantly reduces the number of product coefficients computed. For example, when n 1 = n 2 = 6 and e = 8 the number of product coefficients computed per polynomial product is approximately 3.4 out of the 13 coefficients in each product polynomial. Notice also that the product coefficients that are computed earliest are those requiring the lowest number of products of coefficients of the factor polynomials. The computing time for this example is 38 s. If the program is changed to compute all product coefficients the time is 169 s.
For given n and d let e be the minimum single-factor coefficient bound for all reducible polynomials of degree n having max norm d, as in Table 1 . Our use of bmprod and other methods described in the following pages has led us to the conclusion that for each n the ratio e/d 1/2 tends to a bound b(n) as d tends to infinity. We will compute or approximate b(n) for as many values of n as possible and consider the rate of growth as n increases.
We begin with n = 4. For 1 ≤ d ≤ 30 we consider for each single-factor coefficient bound e, 1 ≤ e ≤ 9, the least value of d having that bound. In Table 2 we show e/ √ d for these nine values of d and e. Clearly these are the largest values of e/ √ d for d ≤ 30. Table 2 is based on the btwc computations discussed above. For each pair (d, e) occurring in this table, btwc produced at least one bimonotone factorization. Table 3 continues Table 2 , but is based on bmprod computations.
With bmprod we were able to go much farther, as shown in Table 4 . The computation for e = 100 required 6.055 s.
If A is a polynomial of degree n and B is the reverse of A, the conjugate of A is B(−x) if n is even, −B(−x) if n is odd. If C is the conjugate of A we call the product AC a conjugate product; if also A is bimonotone then we call AC a bimonotone conjugate product.
We observed that for all cases in Table 4 the winning polynomials were either conjugate products or close approximations thereto. For example the winning polynomial for e = 70 was (50x 2 + 70x + 31)(30x 2 − 70x + 49) with d = 1520. The conjugate product (51x 2 + 70x + 30)(30x 2 − 70x + 51) with d = 1530 is only slightly worse.
We observed that the bimonotone conjugate products producing the largest values of e/ √ d tend to have all coefficients nearly equal in absolute value. For example, with e = 90, (65x 2 + 90x + 38)(38x 2 − 90x + 65) = 2470x 4 − 2430x 3 − 2431x 2 + 2430x + 2470. So we equated their absolute values in the general form
With a ≥ b, be − ae < 0 and we assume that a 2 + b 2 − e 2 < 0 since that is true for all entries in Table 4 . Letting a =āe, b =be and u = e/ √ d = √ ab, after factoring out e 2 from the equations ab = ae − be = e 2 − a 2 − b 2 and abu 2 = 1, we obtain the equations ab =ā−b = 1−ā 2 −b 2 andā 2b2 u 2 = 1. Now for convenience remove the bars. Applying the quantifier elimination program qepcad (Caviness and Johnson, 1998; Collins, 1998) , with the further restriction that a, b and u are all positive, we obtain in 10 ms the unique solution a = 0.722+, b = 0.419+ and u = 1.817+, the only positive root of u 4 − 3u 2 − 1. We therefore believe that b(4) ≤ 1.817+. Next we consider polynomials of degree 5, for which we applied bmprod with 1 ≤ e ≤ 55. To save space we show, in Among the winning polynomials displayed by bmprod many were slight deviations from the form (bx 2 + ex + b)(ax 3 − ex 2 + ex − a). A symmetric polynomial is one that is equal to its reverse. Thus many of the winning polynomials approximated the form A(x)B(−x) where A(x) and B(x) are symmetric bimonotone polynomials. We shall call these symmetric bimonotone products. Notice that ax 3 − ex 2 + ex − a is reducible, being divisible by x − 1. Therefore all cubic factors deviated slightly from the symmetric form. The quadratic symmetric form is sometimes imprimitive, resulting in other small deviations. For the larger values of e, b was approximately 0.58e and a was approximately 0.38e. For example, with e = 55 we have b = 32 and a = 20. In the product (bx 2 + ex + b)(ax 3 − ex 2 + ex − a) = abx 5 + (ae − be)x 4 + (ab + be − e 2 )x 3 + · · ·, ae − be < 0 and the coefficient of x 3 in the winning polynomial products was negative, so we equated ab, be − ae and e 2 − ab − be, substituted as we did above for degree 4, and obtained ab = b − a = 1 − ab − b. With abu 2 = 1, solving with qepcad we obtained a = 0.366+, b = 0.577+ and u = 2.175+, the positive root of u 4 − 6u 2 + 6. Thus we conclude that b(5) ≤ 2.175+.
For polynomials of degree 6 we first consider factorizations into two irreducible factors of degree 3. Table 6 displays the values of e that produced larger ratios than any preceding value of e, for e ≤ 30. We observed that for each value of d, excepting d = 1 and d = 3, the winning polynomials displayed by bmprod were bimonotone conjugate products (ax 3 + ex 2 + bx + c)(cx 3 − bx 2 + ex − a) = acx 6 + (ce − ab)x 5 + (ae − be + bc)x 4 + (−a 2 − b 2 + c 2 + e 2 )x 3 + · · ·, with ce − ab < 0 ae − be + bc < 0 and −a 2 − b 2 + c 2 + e 2 > 0. After substitutions as before we obtain the equations ac = −c + ab = −bc + b − a = 1 − a 2 − b 2 + c 2 and acu 2 = 1, which, with a, b, c and u all positive, have the unique solution a = 0.481−, b = 0.844−, c = 0.274+ and u = 2.755−, the only real root of x 3 − 5x 2 + 8x − 5, produced by qepcad in 10 ms.
For factorizations into a quadratic and a quartic, we observed that the winning polynomials were symmetric products (ax 2 + ex + a)(bx 4 − cx 3 + ex 2 − cx + b) = abx 6 − (ac − be)x 5 − (ce − ab − ae)x 4 + (−2ac + e 2 )x 3 + · · · where the parenthesized coefficients in the product are positive. With substitutions as in previous cases, this leads to the equations ab = ac − b = c − ab − a = −2ac + 1 and abu 2 = 1. With a, b, c and u all positive, qepcad obtains the unique solution a = 0.523−, b = 0.280+, c = 0.816+ and u = 2.612+ in 6 ms. Since 2.612+ < 2.755− we conclude that b(6) ≤ 2.755−. This accords with our observation that for 3 ≤ d ≤ 20 bmprod always produced a value for e with factor degrees 3 and 3 that was less than or equal to that produced with factor degrees 2 and 4.
We have focused above on the use of bmprod for determining the limiting values of e/d 1/2 for n = 4, 5, 6. Before continuing to larger values of n we note, however, that the maximum values of e/d for n = 4, 5, 6 are just those shown in Table 1 ; no larger values were obtained using bmprod. So c(n) = 1 for n = 4, 5, 6.
Restricted bimonotone factorization
For polynomials of degree 7 the computing time of bmprod became excessive. For factor degrees 3 and 4, with e = 20 the computing time was 60 s and with e = 22 it was 149 s. We devised a program bmprodr (bimonotone products, restricted) that takes as additional inputs lists of restricted ranges for the coefficients of the factors. bmprodr transmits the restricted range lists to a subprogram SPOL, which generates only coefficient vectors from the specified intervals, and then subjects them to primitivity and irreducibility tests. For example, the output of bmprod for e = 20 was (9x 3 + 20x 2 + 20x + 8)(4x 4 − 13x 3 + 20x 2 − 15x + 5) and we expect the ratio of each coefficient to e to change only slightly if we change e only slightly, so for e = 22 we supplied to bmprodr the restricted ranges ((8, 11), (22, 22), (16, 22) , (8, 11)) and ((3, 6), (12, 18), (22, 22), (12, 18) , (3, 6)). bmprodr returned the result (9x 3 + 22x 2 + 21x + 9)(5x 4 − 16x 3 + 22x 2 − 17x + 5) in only 100 ms. Admittedly, using bmprodr we cannot be certain that we will always obtain the optimal result that bmprod would produce. However, we can be very confident if we choose the restricted ranges by the criterion explained above and we obtain a result whose coefficients are well within the specified intervals, as in this example. In fact, when e is large enough that the ratios of the coefficients to e have been accurately established we can increase e by a large amount.
For polynomials of degree 7, the winning factorizations into a cubic and a quartic were small perturbations of the symmetric product (ax 3 + ex 2 + ex + a)(bx 4 − cx 3 + ex 2 − cx + b) = abx 7 − (ac − eb)x 6 − (ce − be − ae)x 5 + (e 2 + ab − ac − ce)x 4 + · · · where the parenthesized product coefficients are positive. With the usual substitutions, this results in the equations ab = ac − b = c − b − a = 1 + ab − ac − c and abu 2 = 1. The solution obtained by qepcad in 6 ms is a = 0.414+, b = 0.207+, c = 0.707+ and u = 3.414+, the larger of the two real roots of x 2 − 4x + 2. Using these values for a, b and c, we applied bmprodr with range lists ((38, 44) , (100, 100), (95, 100), (38, 44)) and ((18, 23), (68, 74) , (100, 100), (68, 74), (18, 23)) and in 321 ms obtained the winning polynomial (42x 3 + 100x 2 + 98x + 39)(21x 4 − 71x 3 + 100x 2 − 71x + 22), for which e/d 1/2 = 3.367+.
For factorizations into a quadratic and a quintic the winning factorizations were perturbations of (ax 2 + ex + a)(bx 5 − cx 4 + ex 3 − ex 2 + cx − b) = abx 7 − (ac − be)x 6 + (ab + ae − ce)x 5 + (e 2 − ae − ac)x 4 + · · ·, where the parenthesized coefficients in the product are positive. With the usual substitutions, this results in the equations ab = ac − b = ab + a − c = 1 − a − ac and abu 2 = 1, with the inequalities a > 0, b > 0, c > 0 and u > 0. qepcad produces the solution a = 0.565+, b = 0.204+, c = 0.565+ and u = 2.944+, the unique positive root of x 6 − 10x 4 + 12x 2 − 4, in 6 ms. We conclude that b(7) ≤ 3.414+.
We found that c(7) = 5/4, achieved with d = 4, e = 5 using btwc. For degree 8 polynomials that are products of two quartic irreducibles, the winning polynomials produced by bmprodr were approximations to conjugate bimonotone products (ax 4 
Restricted conjugation
For polynomials of degree 10 with two irreducible factors of degree 5 the use of bmprodr was even more essential. We found it necessary to proceed to an e-value of 1000 in order to ascertain what the sign of the coefficient of x 5 in the product should be. It was then evident that the signs in the product should be (+−−++−−++−−). The winning polynomials approximated the bimonotone conjugate product (ax 5 
with e the max norm of each factor. With the usual substitutions we obtain the equations Table 7 displays e/ √ d for the largest values of e for which bmprodr was applied.
bmprodr was applied for every value of e up to 45. The largest ratio e/d was 1.375 with e = 11 and d = 8. e/d was greater than 1 for 7 ≤ e ≤ 34 but was less than 1 for e ≥ 39. We conclude that b(10) = 7.170− and c(10) = 1.375.
For each value of e, e ≤ 45, except for e = 23, 25 and 40, at least one of the winning polynomials was a bimonotone conjugate product; all other winning polynomials were inexact approximations to bimonotone conjugate products. For even values of n less than 10 we observed previously that winning polynomials were always approximations to bimonotone conjugate products when each factor had degree n/2, and that, with rare exceptions, equal factor degrees produced the smallest values of e for a given value of d. Therefore we introduced another program, bmprodrc (bimonotone products, restricted conjugate). bmprodrc takes as input a degree n and a list of n + 1 intervals for the coefficients of a polynomial of degree n. It generates in lexicographic order each degree n polynomial with coefficients chosen from the corresponding intervals. Those that are imprimitive are rejected. Each primitive polynomial is multiplied by its conjugate, but the multiplication is aborted if a product coefficient is computed that is greater in absolute value than the minimum max norm of previous products. If the multiplication goes to completion the generated factor is then tested for irreducibility and is rejected if it is reducible. Since most polynomials are irreducible, and since reducibility testing is much more costly than multiplication, this saves time. Notice also that only half of the product coefficients need to be computed because the product is of the form P(−x) where P(x) is symmetric. Notice especially that the number of polynomial products computed is at most N, the number of primitive polynomials generated, whereas bmprodr requires N 2 products. Space is also saved since a list of all polynomials to be processed is not needed as in bmprodr.
The application of bmprodr becomes increasingly time-consuming as the degree increases. We will therefore henceforth restrict attention to even degrees, for which we can utilize bmprodrc.
For polynomials of degree 12 bmprodrc was applied for 2 ≤ e ≤ 80 in order to find the maximum value of e/d. The maximum value found was 1.762− for e = 37 and d = 21. Table 8 shows the average value of e/d for various ranges of e. Because the average value was steadily decreasing it did not seem necessary to go beyond e = 80.
bmprodrc was also applied for e = 80, 100, 200, 400, 800, 1600, 3200, 6400, 12 800, 25 600 and 51 200. Table 9 displays the ratios e/ √ d for the seven largest values of e. Solving for the limiting values would require a system of seven equations in seven variables, which we did not attempt. However, it appears that b(12) ≤ 12.052.
For n = 14, bmprodrc was applied for 2 ≤ e ≤ 200. The largest value of e/d was 1.673− for e = 92 and d = 55. Somewhat surprisingly, this is slightly less than the ratio 1.762− that was achieved for n = 12. In order to establish a limiting value for e/ √ d bmprodrc was also applied for e = 400, 800, 1600, . . ., 204 800. realized with e = 257 and d = 125. The polynomial winning this honor is (12x 8 + 55x 7 + 133x 6 + 217x 5 + 257x 4 + 221x 3 + 133x 2 + 51x + 10)(10x 8 − 51x 7 + 133x 6 − 221x 5 + 257x 4 −217x 3 +133x 2 −55x +12) = 120x 16 −62x 15 +121x 14 +50x 13 +121x 12 +102x 11 + 125x 10 − 114x 9 + 115x 8 + 114x 7 − 125x 6 + 102x 5 − 121x 4 + 50x 3 − 121x 2 − 62x + 120. 
Restricted symmetric conjugation
It seemed important to extend this investigation to higher degrees, but it did not seem possible without the introduction of some new technique. For degree 16 each application of bmprodrc for a single value of e required in most cases at least one minute of computation and the processing of about 250 million polynomials. Its use for degree 18 would multiply this number and the time required by a factor of about 10. We noticed that for degree 16 the winning polynomials did not differ drastically from symmetric ones. So we decided to devise a program, bmprodrsc, that would generate and conjugate only symmetric polynomials. Like bmprodrc it takes as input both e and a list of intervals from which the coefficients are chosen. The degree n is required to be even, the coefficient of x n/2 is e and the intervals are for the coefficients of powers of x greater than n/2. The product polynomials produced have degree 2n, a multiple of 4. With bmprodrsc the number of polynomials processed is only the square root of the number that would be required by bmprodrc. Before trying it on degree 20 we first applied it for degrees 4, 8, 12 and 16 in order to determine whether the results produced by bmprodrsc would be sufficiently optimal to be useful. In Table 14 we display for each of these degrees the maximum values of e/d and e/ √ d obtained using bmprodrsc versus the previously determined values of c(n) and b(n) respectively.
In our use of bmprodrsc we discovered immediately that even values for e produced values for d that were always approximately double those for e − 1 or e + 1. Therefore we subsequently applied it only for odd values of e. We do not know how to explain this surprising finding.
We were pleased to be able to automate the processing of successive odd values of e. This was achieved as follows. The program was designed to produce for a given value of e, for the coefficient of each x i , n ≥ i > n/2, the minimum, a, and the maximum, b, of the coefficients of x i in all winning polynomials. Let c = (a + b)/2. Then the interval (max(1, c − 8), min(e + 2, c + 8)) was used as the range of coefficients for x i for e + 2, i = n. For i = n, instead the interval (max(1, c − 3), min(e + 2, c)) was used, where c is the smallest integer such that c 2 > b. This is in recognition of the fact that the leading coefficient of the product should approximate the product.
Applying this automated version of bmprodrsc we were easily able to obtain the values of e/d and e/ √ d in Table 14 . Applying it for degree 16 up to e = 2999 we found a maximum value of 2.200 for e/d, achieved with e = 1921, d = 873. Then using the unautomated version we were able to repeatedly double e until we arrived at a value of 92.304 for e/ √ d with e = 23 999, which appeared to be near the upper limit. We were unable to obtain maximum values of either e/d or e/ √ d for degree 24. Several different strategies were tried for automating bmprodrsc, all of which eventually failed. Failure occurred because an improperly restricted range for the coefficients produced a large value of d, which resulted in a still worse range for the coefficients, producing a still larger value of d, this continuing until the program crashed. Values of e exceeding 7900 were reached with values of e/d as large as 2.181, but without any indication that a maximum value of e/d had been reached. Considering that the maximum values of e/d for degrees 16 and 20 were obtained for e = 299 and e = 1921 respectively this is not surprising.
Conclusions
From Table 14 (4) implies that B(n +1)/B(n) approaches 1.414. Another comparison is provided by Table 15 , which displays both b(n) and B(n) for 4, 8, 12, 16, 20. For c(n) we have fewer data. It seems best here also to concentrate on degrees that are multiples of 4. These data are collected in Table 16 .
Although we do not have a value for c(20) we do know that it exceeds 2.2. I am inclined to believe that c(n) grows linearly, and therefore without bound. This is consistent with our data. In particular I would conjecture that arbitrarily large values of e/d can be obtained with symmetric bimonotone conjugate products by increasing the degree and coefficients sufficiently. However, finding these products appears to be very difficult.
