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§0. Introduction 
The main purpose of this paper is to prove the following theorem: 
Given a cartesian closed category ~ with an object A, adjoin an 
indeterminate x : 1 -~ A, 1 being the terminal object. Suppose f (x )  : 1 -~ B 
is any polynomial in x, with domain 1, then there exists a unique mor- 
phism g : A -~ B, not depending on x, such that f(g) = gx. 
~ B+..x g 
1 . ,"A 
x 
This result is a categorical version of the fundamental theorem of 
combinatory logic. The morphism 1 -~ B A corresponding to g: A -* B is 
usually written as kxf (X) .  
Before establishing this result, we must explain exactly what is the 
cartesian closed category s4 Ix ] of all polynomials in x : 1 -~ A. To do 
this, we let the objects of ~ [x] be the same as those of s~ and we inter- 
pret them as formulas of a deductive system, the so-called positive intui- 
tionist propositional calculus. We then take as morphisms C+ B in s~ Ix] 
all proofs of  the sequent C + B from the assumption 1 -~ A modulo a 
certain equivalence relation. It is important o observe that cartesian 
closed categories are defined equationally over categories, in the same 
way that groups are equationally defined over sets. 
To establish the main result, one may try to proceed by induction on 
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the length of the proof f(x) of the sequent 1 -+ B. Now it may happen 
that f (x )  is obtained by transitivity from proofs of I ~ C and C ~ B, 
where C 4: 1. We therefore recast he theorem in a different form: 
Suppose f (x )  : C --, B is any polynomial in x, then there exists a unique 
morphism g : A -+ B such that the following triangle commutes: 
C , .~xc  
where C-+ A × C is obtained from the identity C~ C and the composite 
morphism C ~ 1 x A. 
This revised form of the theorem is proved by induction. In fact, it 
holds already for cartesian categories without exponentiation. 
In § I we consider asimple kind of deductive system dealing with 
truth and conjunction and establish arudimentary deduction theorem 
for such systems. 
In § 2 we prove our main theorem for cartesian categories only. 
In § 3 we extend this to cartesian closed categories. 
In § 4 we discuss additional equational structure. We look at some 
examples which may be of interest in the type theoretical foundations 
of mathematics. 
In §5 we show that the polynomial cartesian category,[x] may be 
interpreted as a certain Kleisli category. 
In § 6 we attempt abrief survey of the history of the subject, at least 
as it appears to the present author. 
This paper is meant o be self-contained and presupposes no previous 
knowledge of the subject matter, except familiarity with the notions of 
category, functor and natural transformation, as explained in any treatise 
of category theory. In a few places there will be mentionof adjoint furlc- 
tors and triples. 
§ 1. Calculus of conjunction 
For the sake of precision, we begin with some elementary definitions. 
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Definition 1.1. A graph (2;, l-I, d 0, dl)  consist of two sets 2; (nodes) and 
H (edges) and two functions do, d I : II ~ Z. 
We usually denote the nodes by capitals and the edges by lower case 
letters. Given any edge f, it is customary to write f :  A -~ B for doff)  = 
A, d l f f )  =B. 
Definition 1.2. A deductive system (P, 1, o ) is a graph P with the follow- 
ing additional structure: For each node A there is an edge 1A : A ~ A, 
and for each pair of edges f :  A ~ B and g: B -~ C there is an edge 
go f :A-~C.  
We usually write gf for g o f. Also we now choose to call the nodes 
formulas and the edges proofs. In particular, we read f :  A -* B as saying 
that f is a proof of  the sequent A ~ B. 
We may think of 1A as an axiom asserting the reflexivity of the deduc. 
tion symbol-~, while its transitivity is asserted by a rule of inference 
f:A-->B g :B~C 
gf : A --> C 
Ultimately, we shall be interested in a kind of deductive system 
dealing with intuitionist propositional logic; but for the moment we 
confine attention to that fragment of it which deals with truth and con- 
junction only. 
Definition 1.3. A conjunction calculus (A, T, A, ( ) )  is a deductive sys- 
tem A with the following additional structure: There is given a formula 
T and a binary operation ^ on the set of formulas. Moreover, the set of  
proofs contains the axioms 
OA:A-+T,  rCA,B:AAB~A,  PA ,B :AAB-~B,  
and is closed under the rule of inference 
f :C~A g:C-~B 
(f, g): C~A^B 
Proofs are often written in tree-form. Here are two examples: The 
proof 
"YA,B = (PA,B' 7~A,B)" AAB -+ B^A 
is represented by the tree 
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A A B-*  B A ^ B--, A 
AAB~BAA 
The proof  
~A,B,C = (TrA,B rrA AB, C' (P A,B Tr A AB, C ' P A AB, C )) 
is represented by the tree 
(AAB)A  C-* A AB AAB-~ B 
(AAB)  AC~AAB AAB~A (AAB)  AC-~ B (AAB)AC-~C 
(AAB)AC-~A (A ^B)^C-*  B AC 
(AAB)^C-*  AA(BA C) 
Sometimes we omit the subscripts and write simply 
3' = (O, 7r), a = (~rrr, (pTr, p ) ) .  
Given a conjunction calculus P as above, we sometimes want to throw 
in an additional assumption x : T -~ A ,  where A is a formula of P. But 
then we also include all proofs based on this assumption. 
Definition 1.4. Let P be a conjunction calculus, A a given formula of P. 
We define the new conjunction calculus (P, x : T --, A), obtained by 
adjoining the assumption x : T -~ A to P, as follows: Its formulas are 
the same as those of P and its set of proofs is defined recursively, thus: 
( 1 ) Every old proof  is a proof  from x. 
(2) The assumption x: "I"~ A is a proof from x. 
(3) I fg(x) : B ~ C and h(x)  : B -~ D are proofs from x, so is 
(g(x), h(x)) : B ~ CA D. 
(4) I fg(x) : B ~ C and h(x): C-+ D are proofs from x, so is 
h(x)g(x ) :  B -~ D. 
It is understood that nothing is a proof from x unless this follows from 
(1) - (4 ) .  
We are now in a position to state the deduct ion theorem for  conjunc- 
tion calculi. 
Proposition 1.5. With every proo f  f (x) : C -+ B f rom the assumption 
x : Y -* A there is associated a proofg :  A A C -~ B not  depending on this 
assumption. 
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ICe shall make this association in a canonical fashion and write g = gxf(X).  
Proof. According to Definition 1.4, we need only consider the following 
four cases: 
(i) f (x )  = f does not depend on the assumption x. Put ~x f = fPA, C" 
(ii) f (x)  = x. Put ~x x = irA, T. 
(iii) f (x )  = (g(x), h(x)) ,  where at least one ofg(x) : C-+ D and 
h(x): C ~ E depends on x. Put Kx(g(x), h(x) )  = (~xg(X), ~xh(X)). 
(iv) f (x)  = h(x)g(x ) ,  where at least one ofg(x) : C -~ D and h(x): D -*. B 
depends on x. Put ~ x ( h(x )g(x ) ) = ~ x h(X ) ( Tr A,C , ~ xg(X ) ). 
The last construction is illustrated by the following tree: 
A^C~A A^C~xg(X)>D 
A^C~A^D AADKxh(X) )B  
A^C~B 
Remark 1.6. The restrictions on (iii) and (iv) are necessary. 
Assuming that g(x) = g: C-~ D and h(x)  = h : C-* E, we obtain 
rex(g, h)  = (g, h)PA,C , 
but 
<~x g, tCxh ) = (goA, c, hPA,c) • 
Evidently, these are not the same. 
Assuming that g(x)  = g: C-~ D and h(x)  = h: D -~ E, we obtain 
Xx(hg) = (hg)pA,C and ~x h <rrA, C, Xxg) = (hPA, D)(IrA,c, gPA,C ). 
Again, these are not the same. 
In the next section we shall meet circumstances under which the re- 
strictions on (iii) and (iv) are redundant. 
Remark 1.7. The deduction theorem is usually stated in terms of impli- 
cation. At first sight, one is surprised to see a version involving only truth 
and conjunction. Actually, there is a version of the deduction theorem 
involving no connectives at all, if one operates in Gentzen's ystem deal- 
ing with sequents A 1 . . . . .  An ~ B for any n ~ 0. The "pure" deduction 
theorem asserts the following: 
To every proof o fA  1 ..... A n -* B from the assumption -~ A (here 
n = 0), there is associated a proof of A, A 1 ..... A n -~ B not depending on 
this assumption. 
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§ 2. Cartesian categories 
Definition 2.1. A category is a deductive system satisfying the following 
equations: 
f l  a = f= 1Bf , 
for all f :  A ~ B, and 
(hg)f  = h (gf) ,  
for all f : A -~ B, g: B-~ Cand h : C-~ D. 
The formulas (nodes) of a category are usually called objects and the 
proofs (edges) are called morphisms. 
Remark 2.2. Every deductive system A may be made into a category 
A/= if we take the objects to be formulas and the morphisms to be 
equivalence classes of proofs modulo a suitable equivalence relation = 
between proofs. 
Indeed, we may take -- to be any relation between proofs of the same 
sequent satisfying the following conditions for all appropriate f, g and h: 
(1) f=f ;  
(2) i f f  = g, then g = f ;  
(3) if f -  g andg-= h, then f -  h; 
(4) if f -  f '  and g = g', then g f -  g'f'; 
(5) l f -  f ;  
(6) f l  - f ;  
(7) (hg) f -  h(gf). 
Clearly, the most economical way of choosing - is to take the smallest 
relation satisfying the above seven conditions. 
A cartesian category may be defined as a category .4 with a terminal 
object i and a functor X : N X s~ ~, ~ with a natural isomorphism 
Hom(C, AXB) ~ Hom(C,A)XHom(C,B) .  
For our present purpose we wish to recast this definition into an equa- 
tional form. 
Definition 2.3. A cartesian category is a conjunction calculus in which the 
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equations of a category hold, as well as the following: 
d - -0 ,  
7rA,e <f, g> = f , 
PA,B<fg)=g,  
(~rA,Bh, laA,Bh) = h,  
for all morphisms (proofs) d : A ~ T, f :  C~ A, g: C~ B and h : C~ A A B. 
For obvious reasons we have changed the notation, writing T for 1 and 
A A B for A × B. The reader will have no difficulty in proving the equiv- 
alence of this definition with the usual one. 
Examples of cartesian categories abound: all categories with finite 
products become cartesian if the empty product and the product of two 
objects are incorporated into the structure. In as much as preordered sets 
are degenerate categories in which there is at most one morphism for any 
pair of objects, degenerate cartesian categories are semilattices with 
largest element. 
Remark 2.4. Every conjunction calculus P may be made into a cartesian 
category F/-- as in Remark 2.2, provided the relation = satisfies the fol- 
lowing additional conditions: 
(8) if f=- f  ' andg- -g ' ,  then (f,g)=- (f',g'); 
(9) d -  0; 
(10) 7rA, B( f ,g) -  f ;  
(11) pA,B<f,g)--g; 
(12) OrA, Bh, PA,Bh) =- h. 
Everyone knows how one adjoins an indeterminate x to a ring R, thus 
constructing the ring R [x] of polynomials in x over R. The same may be 
done to a cartesian category s~ by adjoining an indeterminate x : T -* A, 
where A is a given object of s~. 
Definition 2.5. Let s~ be a cartesian category, A a given object. The 
polynomial cartesian category ~ [x : T ~ A ] is (s~, x : T -~ A) / - ,  where 
-- i~ the smallest relation between proofs satisfying the twelve conditions 
of Remark 2.4. 
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Thus, we first regard s~ as a deductive system, then we adjointhe 
assumption x: "l- + A, and finally we divide by the smallest equivalence 
relation which yields a cartesian category. 
Polynomials in x are equivalence classes of proofs f (x) :  C-~ B depend- 
ing on the assumption x : -i" ~ A. 
To avoid introducing a special flotation for equivalence classes, we 
shall regard = as the equality relation between polynomials. 
Remark 2.6. It is also possible to characterize s~[x :T ~ A] up to iso- 
morphism by a universal property. 
To this purpose we first define a cartesian functor between cartesian 
categories a~ and q8 as a functor G: ~ -~ q~ between the underlying 
categories which preserves the cartesian structure xactly, that is: 
G(T) = T, 
G(A A B) = G(A) ^  G(B), 
G(OA) = OG(A) , 
G(ff A, B) = fiG(A), G(B) ' 
G(PA,B) = P G(A),  G(B) ' 
G(<f g>) = < G(f), G(g) >. 
The universal property asserts this: s~[x] is a cartesian category with 
a cartesian functor H:  ~-+ s~[x ] and a morphism x : T -+ A such that, 
for every cartesian functor G : s~-+ q~ ,q~ being a cartesian category, and 
every morphism b: T-+ G(A) inq~ , ~dlere xists a unique cartesian func- 
tor G': .~[x] -+q3 such that G'H= G and G'(x) = b. 
It is easily shown that ~ Ix: T -+ A] ,  as constructed in Definition 2.5, 
has this universal property, H being the obvious inclusion. 
Let us reexamine the deduction theorem (Proposition 1.5) when 
applied to a cartesian category. It had been asserted in Remark 1.6 that 
the restriction on conditions (iii) and (iv) were necessary. 
Remark 2.7. If the deduction theorem is applied to a cartesian category, 
the restrictions imposed on the definition of  Xxf(X) in proposition 1.5 
are redundant. Moreover, in case h(x) = h, condition (iv) simplifies to: 
(iv)' ~x(hg(x)) = h~xg(X). 
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Proof. In view of Remark 1.6, we wish to prove that 
(a) (g, h )p = (gp,hp ) and 
(b) (hg)p = (hp )Or,gp ). 
Now (a) is a special case of the right distributive law 
(g, h ) f= (gf, hf) ,  
which is shown thus: 
(g, h ) f = (r((g, h) f ) ,  o((g, h) f ) )  
= (Or(g, h))f, (p(g, h)) f )  = (gf, h f ) .  
To show (b), we calculate 
(ho)(zr, go) = h(oOr,go)) = h(go) = (hg) o. 
Finally, to check (iv)', recall that 
•x(hg(x)) = XxhOr, Xxg(X)) by (iv), 
= (ho)Or, Xxg(X)) by (i), 
= h(p (Tr, ~xg(X)) = hgxg(X). 
The proof of Remark 2.7 is complete. 
Consider the proof 
(xO c, lc)" C-~ A ^ C,  
as illustrated by the following tree: 
x 
C~ T T -~A 
C~A C~C 
C-~AAC 
We claim that the triangle 
B 
f (x) / \Kxf (X)  
C" ,AAC 
commutes modulo =. 
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I_emma 2.8. In any cartesian category with an indeterminate x: T -~ A, 
~xf(X)(xO C, 1 C) - f (x )  . 
Proof. We proceed by induction on the length of the proof f (x) and 
consider the four cases in the definition of ~xf(X) separately. 
(i) fPA, c(xOc, 1 c) =f l c=f ,  
(ii) rrA, T<XOT, 1y> =xO T - xl  y - x, 
(iii) <~xg(X), Kxh(X)) <xO T, 1T> = <Kxg(X)<xO T, 1T>, Kxh(X)<XOT , 1T>> 
= <g(x), h(x)>, 
by right distributivity and inductional assumption. 
(iv) ~xh(X)(~rA,c, ~xg(X))(xOc, lc)  -= 
= ~xh(X)(Tr<xO, 1), ~xg(X)(xO, 1)) = Xxh(X) (xO,g(x)) 
= tCxh(X)(xO, 1)g(x) = h(x)g(x) ,  
again by right distributivity and inductional assumption. 
Before obtaining the main result of this section, we require another 
lemma. 
Lemma 2.9. In any cartesian category s~ with an indeterminate 
x: T ~ A, i f  f (x )  = g(x), then Xxf(X) = r, xg(X). 
Proof. We recall from Definition 2.5, Remark 2.4 and Remark 2.2 that 
-= is the smallest relation between proofs of the same sequent in the 
conjunction calculus (~,  x: "1-~ A) satisfying the following twelve con- 
ditions: 
(1) 
(2) 
(3) 
(4) 
(5) 
(,6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
f (x )  - f(x); 
if f (x)  --- g(x), then g(x) - f(x);  
if f (x)  -- g(x) and g(x) - h(x), then f (x )  =- h(x); 
if f (x) - f ' (x )  and g(x) - g'(x), then g(x) f (x )  - g ' (x)f ' (x) ;  
l f (x) = f(x); 
f (x )  1 - f(x); 
(h (x )g(x ) ) f (x )  - h(x)  (g(x) f (x) ) ;  
i f f (x )  - f ' (x )  and g(x) -- g'(x), then (f(x),  g(x)) - (f ' (x),  g'(x) >; 
d(x) = 0; 
rr(f(x), g(x)> = f(x); 
p( f (x ) ,  g(x)> - g(x); 
(rrh(x), oh(x)) - h(x). 
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It suffices to show that the relation which holds between f (x )  and 
g(x) whenever 
tCxf(X ) = ~xg(X) 
satisfies these twelve conditions. We shall only carry out a few of the 
less obvious calculations. 
(4) Suppose ~xf(X) = ~xf ' (x)  and ~xg(X) = K, xg'(x), then 
I¢ x (g(x)f (x))  = fCxg(X)(rt,lCxf(X )) = tCxg'(x)(~, tCxf'(x)) = t¢x (g'(x)f '(x)).  
(6) ~x (f(x) 1 ) = ~xf(X) (Tr, ~x 1 ) = ~xf(X) Or, p) = ~xf(X) 1 = ~xf(X). 
( 1 O) Xx (rr ( f(x),  g(x) ) = rrh: x (f(x),  g(x)> = rr(~xf(X), ~:xg(X)> = ~xf(X). 
(12) ~x<rrh(x), oh(x)) = (XxOrh(x)), ~:x(Ph(x))> = <Tr~xh(X), P~xh(X)) 
= ~xh(X). 
In view of Lemma 2.9, Xxf(X) does not depend on the proof f(x) but 
only on the polynomial which is the equivalence class off(x).  
Corollary 2.10. Let s~ be any cartesian category with an object A such 
that Hom(T,A)is nonempty,  and adjoin an indeterminate x: T -~ A. I f  
f=  g, then f = g. 
It fol lows that the functor  H: ~ -~ s~ [x] is faithful, provided 
Horn (T, A)  is nonemp ty. 
Proof. Suppose f = g. Then, by Lemma 2.9, ~x f= ~x g, that is, fp = gp. 
Now, le th :T~A,  then (hO c,  lc):  C~ A ^ C, hence 
f = fp(hO c,  1 c) = gp(hOc, 1 c) = g . 
I t  might be tempting to forget about the condition that Horn(T, A) 
is nonempty and use x in place of h. But then the argument would only 
yield 
f = f(p<xO c,  l c ) ) -  ( fp)(xO c, lc> , etc. 
From the point of view of logic we are doing something silly here: 
we make an assumption x: T ~ A when the nonemptiness of Hom(T, A) 
assures that the sequent T ~ A can already be proved without this as- 
sumption ! Corollary 2.10 is a result in category theory, not in logic. 
We now establish functional completeness for cartesian categories. 
Theorem 2.11. Let ~[x] be the cartesian category o f  all polynomials 
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in the indeterminate x : T -~ A over the cartesian category ~ . Then, for  
any po lynomia l  f (x ) :  C-~ B in s~[x], there exists a unique constant 
g: A A C ~ B in ~ such that 
g(xO c , 1 c) = f (x )  , 
to wit  g = Xxf(X). 
Proof. The existence and construction o fg  follows immediately from 
Lemma 2.8. It remains to prove its uniqueness. 
Suppose 
g(xO c , 1 c)  - f (x )  . 
Then, by Lemma 2.9, 
~Cxf(X) = Xx (g(xO, 1)) = g~x (xO, 1) = g(~x (xO), ~x 1) 
= g(~xX(Tr,  K x 0),  lp )  = g(Tr(Tr, Op), p)  = g(Tr ,p)  = g 1 = g .  
Corollary 2.12. Let  a: T -* A be a morphism o f  the cartesian category s~. 
Then 
~xf(X) (aO c , 1 c) = f (a)  . 
Proof. By the universal property of ~[x] ,  there exists a unique carte- 
sian functor S a : s~[x] -~ ,~ such that Sai l  = 1 and Sa(x) = a, the sub- 
st itut ion functor. Applying this functor to the equation g(xO c , 1 c) = f (x )  
of Theorem 2.11 or Lemma 2.8, we get the result. 
§3. Cartesian closed categories 
Definition 3.1. A positive intuiCionist calcull~s is a conjunction calculus 
with an additional binary operation = on the set of formulas, with one 
additional axiom 
EA,B: (A ~B)  A B' ->A,  
and with one additional rule of inference 
h:AAB->C 
h*: A -~ C ~ B 
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Proposition 3.2. The deduction theorem holds for positive intuitionist 
calculi. 
Proof. It suffices to consider one additional case in the proof of Propo- 
sition 1.5. 
(v) f(x) = h(x)*: C~ B~ D , 
where h(x): C A D ~ B. Put 
~x (h(x)*) = (Xxh(X) aA,C,D )* , 
where aA, C,D: (A A C) A D -~ A A (CA D) is given by ~ = (rrlr, (pTr, p)), as 
after Definition 1.3. The following tree illustrates the present construc- 
tion: 
Ot 
(AAC) AD~AA(CAD)  AA(CAD)~xh(X),  B
(A A C) A D -* B 
AAC-~ B~ D 
A cartesian closed category s~ is usually defined as a cartesian cate- 
gory equipped with a functor ( )( ) :~  X ~ op ~ ~,  called exponentia- 
tion, and a natural isomorphism 
Hom (A × B, C) ~ Hom (A, C B) . 
In reformulating this definition in an equational form we shall again 
change notation and write C ~ B for C 8 . 
Definition 3.3. A cartesian closed category is a positive intuitionist 
calculus in which the equations of a cartesian category hold, as well as 
the following: 
~(h*Tr, p )=h,  (~ (gTr, p))* =g.  
The equivalence of this definition with the usual one is easily proved. 
Examples of cartesian closed categories are the category of sets, the 
category of small categories and those preordered sets which might be 
called positive Hey ting algebras. 
Remark 3.4. Every positive intuitionist calculus P can be made into a 
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cartesian closed category I'/= as in Remark 2.4 by imposing three further 
conditions on the relation =, namely the following: 
(13) i fh -h ' ,  thenh* -  h'*; 
(14) E<h*rr, p ) -  h; 
(15) (E<gTr, p))* =g.  
In particular, one obtains from a cartesian closed category s~ the carte- 
sian closed category s~[x] = (F, x: T --> A)/= of polynomials in the 
indeterminate x: T ~ A, by taking -= to be the smallest relation satisfy- 
ing the twelve conditions appearing in the proof of Lemma 2.9 as well 
as the following three conditions: 
(13) i fh(x)  -='h'(x), then h(x)* = h'(x)*; 
(14) E<h(x)*Tr, p> = h(x); 
(15) (E<g(x)rr, p))* = g(x). 
Proposition 3.5. Functional completeness holds for cartesian closed 
categories. 
Proof. It will suffice to check that Lemmas 2.8 and 2.9 remain valid for 
cartesian closed categories. 
The first requires that 
~x(h(x)*)<xO, 1> - h(x)* . 
Indeed, since the equivalence class of h(x)* is uniquely determined by 
E<h(x)*Tr, p) = h(x) , 
we need only show that 
E(g(x)Tr, p) =- h(x) , 
where g(x) is the left-hand side of the required equivalence. 
We calculate as follows, writing tCxh(x) = h" 
E(g(x)rr, p) = ~ <(h~)*<x0, 1)Tr,p) = ~<(ha)*<xO, rr), p) 
= E ((h~)*Tr, p> <<x0, lr>, p) = hc~<<xO, re>, p) 
- h(IrTr, (pTr, p))((xO, ~r),p) 
- h(rr<x0, 7r), <p(xO, 7r),p)) = h(xO, (rr, p)) 
--- h<xO, 1) = h(x), 
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making frequent use of right distributivity and ultimately of the induc- 
tional assumption that the result to be proved for h(x)* already holds 
for h(x). 
To check that Lemma 2.9 remains valid, we require the following: 
(13) if xxh(X) = Xxh'(x), then ~x(h(x)*)  = Xx(h'(x)*); 
(14) Xx(E<h(x)*Tr, p>) = ~:xh(X); 
(15) ~x(E<g(x)lr, p>)* = ~xg(X). 
(13) causes no difficulty; we shall check (14) and (15). 
Putting ~xh(x) = h, we have 
~ x (E (h(x )*Tr' p) ) = E~x <h(x )*cr, P) = E<~x(h(x)*rr), ~x P) 
= E (~x(h(x)*)(rr, tCxTr), pp) . 
Now an easy calculation shows that 
c=-t = <<Tr, rrp>, pp>, 
hence the above can be written as 
= E <(ha)*z/'a -1 , pa-1) = E ((ha)*Tr, p)c=-I = (hc=)c=-i = h. 
Thus (14) holds. 
To show (15), put ~xg(X) = g. Then 
t~ x(E <g(x) rr, p>)* = (t~ x(e <g(x)rr, p>)c=)* 
= (E t¢x (g(x)rr, p)c=)* = (E 0¢ x (g(x) rr), gxP) c=)* 
= (E <g(Ir,~xlr> , pp>c=)* = (E <g<rr, ~'p>, pp>c=)* 
= (E (gTrc=-l, p¢=-I > c=). = (E (grr, p>)* = g .  
The proof is now complete. 
Functional completeness o f  cartesian closed categories may be stated 
in the following alternative form: 
Theorem 3.6. Let s~ be a cartesian closed category, x: T-~ A an indeter- 
minate. For any polynomial  f (x) :  C-* B, there exists a unique constant 
h: C-* B = A such that f (x )  = E<h, xO C) = E<l,xO)h. We write h = 
= ~xf(X) = (~xf(X) <Pc, a ,  7rc, a ))*" 
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This result is illustrated by the following commutative triangle modulo 
B 
C ,B~A 
h 
The proof ~ (1, xO> is illustrated by the following tree: 
x 
B ~ A-~ T T-~ A 
B=A-+ B~A B~A~A 
B~A-~(B=A)AA (B=A)^A-~B 
B~A~B 
Proof. Recall that (p, 7r): A ^ C ~ CA A and check that 
<p, ~r) ~o, ~r> = <rr, p> = 1 . 
Hence we have an isomorphism: 
Hom(A ^  C, B) ~ Horn(C^ A,B)  ~ Hom(C,B ~ A) .  
Explicitly, g: A ^ C ~ B corresponds to (g~o, 7r))* and h : C~ B ~ A corre- 
sponds to 
~(hTr, p)(p, lr) = ~(hp ,  7r) . 
By Proposition 3.5, 
f (x )  = g(xO, 1) = E(hp,  7r)(xO, 1) 
- ~(hp(xO,  1>, 7r(x0, 1)) - ~<h, x0>. 
In the usual definition of Xxf(X) one takes C = T. In view of the isomor. 
phism Horn(C, B) ~- Hom (T, B ~ C), this can be done without loss in 
generality. 
Finally, we give another version of functional completeness for carte- 
sian closed categories. (The result holds also for cartesian categories.) 
Corollary 3.7. Let  ~ be a cartesian closed category, x: T -+ A an indeter- 
minate. For any po lynomia l  f (x ) :  Y-~ B, there exists a unique constant 
g: A -~ B such that gx = f (x ) ,  that is, the fo l lowing triangle commutes  
modulo  =- : 
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B~ s,7/ 
T ,'A x 
Proof. We apply Theorem 3.6 to f(x): 1"-~ B and obtain h: 1" ~ B = A 
such that f(x) -= ~(h, x0). Now h corresponds tog: A ~ B, and h = (gp)*, 
hence 
f (x )  = ~ <(go)*, x0> - ~ <(gp)*lr, p> <1, x0> 
=- gp<l,xO> =- gxO T - gx l  T = gx . 
If we forget about the uniqueness of the morphism h in Theorem 3.6, 
we get another version of the deduction theorem for positive intuitionist 
propositional logic. At least this version resembles the usual one in dis- 
playing the implication symbol ~. 
Corollary 3.8. Let  F be a posit ive intuit ionist calculus, x: T -, A an 
assumption. For  any proo f  f (x): C-~ B based on this assumption, there 
exists a proo fh :  C-~ B ~ A not  depending on it. 
Corollary 3.9. Let  a: T-~ A be a morphism o f  the cartesian closed cate- 
gory s~. Then 
(Xxf(X), aO c) = f (a ) .  
Proof. By the universal property of ~[x] ,  there exists a unique carte- 
sian closed functor Sa: ~[x] ~ s~ such that Sai l  = 1 and Sa(x) = a. 
A15plying this substitution functor to the equation ~(h, xO c) = f (x )  of 
Theorem 3.6, we get the result. 
Note that, when C=T, then 0 c = 1T and the result takes the simpler 
form: 
E (Xxf(X),  a) = f (a ) .  
That is to say: evaluating Xxf(X) at a is the same as subst i tut ing a for  x 
in f (x ) .  
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§ 4. Additional equational structure 
In this section we return to the usual notation for cartesian closed 
categories. 
Frequently, one is interested in cartesian closed categories ~ with 
additional equational structure. By this we have in mind data of the 
following kind: 
(1) Specified objects of ~ .  
(2) n-ary operations on the class of objects of ~ .  
(3) Axioms (morphisms)f:  B ~ C in ~.  
(4) Rules of inference 
fl: BI- C, ...In:Bn Cn 
~(f l  . . . . .  fn ) :  B ~ C 
(5) Equations between morphisms with the same domain and co- 
domain: 
~O(fl . . . . .  fm ) = ¢( f l  . . . . .  fm ) 
assumed to hold for all f l  : B 1 -~ C 1 ..... fro: Bm-~ Cm" 
(6) Implications between such equations: If so 1 (f l  ..... fm ) = qa lOCi ..... fro) 
and ... and  ~On 0Cl . . . . .  fm ) = Cnff l  ..... fro)' then  ~P'(fl . . . . .  fm ) = ~'(fl ..... fm ) 
fo r  all f l :  B1 ~ C1 . . . . .  fro: gm ~ am" 
Of course, (1), (3) and (5) are special cases of (2), (4) and (6), obtained 
by taking n = 0. However, we are interested in another eduction. 
I.emma 4.1. Any additional equational structure on a cartesian closed 
category may be reduced to ( 1 ), (2) and the fol lowing data: 
(3)' Ax ioms f :  1 ~ C. 
(4)' Rules o f  inference 
f : l -~  B 
~'(f): 1 -~ c 
(5)' Equations ~o(f) = ~(f) .  
(6)' Implications between equations: I f  ~o"(f) = ~"( f ) ,  then ~o'(f) = ~'( f ) .  
Proof. We first observe that f :  B~ C may be replaced by f ' :  1 ~ C B , 
hence (3) may be rewritten as (3)' and (4) may be rewritten thus: 
J. Lambek, Functional completeness of cartesian categories 277 
f l  : l -+Cl ... fn: l +Cn 
~(f l ..... fn): 1 -+ C 
Suppose, for example, that n = 2 .  Then this may be written as follows: 
(f l , f2):  1 -~ CIX C 2 
~(fl' f2 ): 1 "+ C 
Putting f = (f l '  f2 )' B = C 1 X C 2 and ~(f) = ~(Trf, p f) ,  we reduce this to 
the form (4)'. 
In (5) we may assume that fi: 1 -* C r Take n = 2, for example, and put 
f=  (f l '  f2 )" Then (5) becomes 
of) = o f ) ,  
which has the form (5)'. 
In (6) we similarly reduce the m arguments to a single one, thus we 
have n = 1. Suppose m = 2, for example. Put 
= %{f),  %ff)>, 
then (6) reduces to (6)'. 
Theorem 4.2. Functional completeness holds for cartesian closed cate- 
gories with additional equational structure, provided all new rules o f  
inference can be replaced by axioms. 
We shall postpone the proof of this to § 5. 
Remark 4.3. The necessity of the above proviso was pointed out by 
Jean B6nabou. He observed that Cat is a cartesian closed category with 
a rule of inference such as (4)', which assigns to each object f of B an 
object ~'(f) of  the underlying discrete category C = D(B). It would fol- 
low from functional completeness that ~'(f) = gf  for some g: B -+ D(B); 
but usually there is no such functor. 
Remark 4.4. It can be shown that cartesian closed categories with addi- 
tional equational structure as above are equational over Cat in the tech- 
nical sense of "tripleable". 
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We shall discuss ome examples of cartesian closed categories with 
additional equational structure which seem to be of interest for the 
foundations of mathematics. 
Example 4.5. Primitive recursive arithmetic. We consider acartesian 
closed category s~ with a natural number  object  (N, 0, o, ?), where N is 
an object ofs~, 0:1 -+ N (not to be confused with 0A: A -~ 1) and 
o: N ~ N are morphisms, and ? is a rule of inference. 
f :  A -~ A a: l -~  A 
f ta :  N-~ A 
satisfying the following conditions, for all f :  A ~ A and g: N --, A: 
( f t  a)0 -- a, 
( f t  a)o = f ( f t  a), 
gO = a go = fg  
g =f ta  
This is an equational version of the Peano-Lawvere axiom. (In [ 15], 
the third condition was inadvertently omitted.) 
According to Theorem 4.2, functional completeness holds for carte- 
sian closed categories with a natural number object, provided rule t is 
replaced by a morphism 
AAxA -~ A N , 
which is of course equivalent to a morphism 
A A X N -~ A A , 
usually denoted by <f, n> o fn .  Indeed, the corresponding morphism 
N -~ B B, B = A a , may itself be defined by rule t. 
Example 4.6. Bicartesian closed categories. A bicartesian closed category 
is a cartesian closed category with finite coproducts as additional struc- 
ture. Thus we have an initial object 0 and a bifunctor +: ~ × s~ -~ .~ with 
a natural isomorphism 
Hom (A + B, C) ~- Horn (A, C) X Hom (B, C). 
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To do this equationally, we first define an intuitionist calculus as a posi- 
tive intuitionist calculus with a formula 0 (= F) and a binary operation 
+ (= v) on formulas, together with the following axioms and rule of 
inference: 
~A : O-+A, 
XA,B : A-+ A + B, 
hA,B: B~ A +B, 
f : A -+ C g : B-+ C 
If, g] : A +B-+ C 
A bicartesian closed category is then an intuitionist calculus in which the 
equations of a cartesian closed category hold, as well as the following 
equations: 
t A = d (for all d: 0 ~ A) ,  
~g]~ ---f, 
b';, g] x =g, 
[hx, h~] =h.  
It is easily seen that the above rule of inference may be replaced by a 
morphism 
c A x c ~ --, c A+B . 
According to Theorem 4.2, functional completeness holds for bicarte- 
sian closed categories. In particular, the deduction theorem holds for 
intuitionist calculi. 
Remark 4.7. In a bicartesian closed category, one can do classical n- 
valued propositional logic, n _> 2. For example, we shall look at 2-valued 
logic. 
We define 2 = 1 + 1 and consider morphisms 1 -, 2 as propositions. In 
particular, we take 
I£1,1 = true, X1,1 = false. 
Negation is the morphism q : 2 ~ 2 given by 
-1 = [ false, true 1. 
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One also defines conjunction A, disjunction v, implication ~ and equiv- 
alence ~=* as morphisms 2 X 2-~ 2. Thus, for propositions p and q, one 
has 
p ^ q = [p, false]q, 
p v q = [true, p]q,  
p ~ q = [true, ~p]q,  
p *=, q = [p, -l p ] q. 
We shall show how the first of these definitions is arrived at by the 
method of truth tables. 
By functional completeness, we can write p ^ q -- fq, where f :  2 ~ 2. 
Now 
hence 
and so 
f true = p, f false = false, 
f=  [f~, f~] = [p, false], 
pAq =fq = [p, false]q. 
The other definitions are derived similarly. 
A predicate for entities a: 1 ~ A is a morphism f: 1 -* 2 A. One often 
writes 
a~f  for ~( f  a). 
If f (x): 1 ~ 2 is a polynomial in x, a so-called propositional function, 
we may associate with it the predicate 
Xxf(x) = (x ~ A I f (x )} .  
In this notation, Corollary 3.9 gives rise to 
(a ~ (xeA I f (x)})  = f(a) . 
Both Hom(1, 2) and Horn(l,  2 A) are partially ordered sets, in fact 
Boolean algebras. One defines entailment ~ of propositions and inclu- 
sion c C_ of predicates as follows: 
p ~- q meansp Aq =p,  
and 
where 
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f_C g means fn  g = f ,  
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f n g = {xEAIxE  f A xEg} = Xx{E(f,, X) ^  E(g, X)) . 
Of course, in view of functional completeness, the x in this formula can 
be eliminated. 
Example 4.8. Quantifiers. Universal quantification may be introduced 
into bicartesian closed categories as additional structure. Thus v A ' 2A~ 2 
is a family of morphisms, satisfying the following conditions: 
p ~- VAf  if and only ifTr*p c f, 
for all p: 1 ~ 2 and f :  1 ~ 2 A . (This condition consists of two implica- 
tions between equations. In [ 15 ], only the special case p = true of the 
condition was stated.) 
Given an indeterminate x: 1 -~ A, one writes 
Vxe, l f (x )  for VA{xEAI f (x )}  . 
that is, for V A Xxf(X). 
It is easily seen that 
E ~Ir*p, x) = p .  
Therefore, putting Xxf(X) = f,  we find that 
p ~- Vxf(X) if and only if lr*p c__ f, 
that is lr *p n f = It*p, 
that is ~ (lr*p nfx)  = ~ (It*p, x>, 
that is p ^ f (x )  = p, 
that is p ~ f (x ) .  
Thus, universal quantification behaves as it should. 
Existential quantification may be introduced similarly or defined in 
terms of universal quantification and negation. 
One can now define equality ~A : A ×.4 -~ 2 such that 
6(a, b) = Vx~A (~ (x, a) *=* ~ (x, b ) ) , 
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for all a, b: 1 ~ A, by Leibnitz' rule. The singleton morphism is then 
6": A~ 2 A . 
Further equational conditions may have to be imposed to obtain the 
axiom of extensionality, the axiom of choice, etc. (see [ 1 ] ). 
We shall turn our attention to the concept of  elementary topos which 
has recently been introduced and successfully exploited by Lawvere and 
Tierney. 
Definition 4.9. In a cartesian closed category s~, let there be given an 
object S2 and a morphism r : 1 ~ ~2. Also let m : B ~ A be any mono- 
morphism in ~.  A morphism h: A ~ ~2 is called a characteristic morphism 
of m (with respect o (I2, r)) provided the following square is a pullback: 
h 
A >~2 
B ,1  
0B 
This means that hm = rO B and, for every g: C~ A such that hg = r0 c , 
there exists a (unique)g':  C~ B such that mg '= g. 
An elementary topos is a cartesian closed category with equalizers 
and a morphism r: 1 -~ I2 in which every monomorphism has a unique 
characteristic morphism. 
The additional structure that turns a cartesian closed category into 
an elementary topos is not equationally presented, although Freyd calls 
it "essentially algebraic". 
Still, there is no harm in adjoining an indeterminate x : 1 ~ A to an 
elementary topos 6 and to insist that polynomials hould satisfy some 
or all of  the equations of a topos, as long as one does not expect 6 [x ] 
to be a topos. After all, when one adjoins an indeterminate x to a field 
F, one does not expect F[x ] to be a field. Just as fields are usually 
regarded as commutative rings for the purpose of adjoining indetermi- 
nares, it might be useful to regard elementary toposes as cartesian closed 
categories with additional equational structure. A first attempt in this 
direction will be made in our next example. 
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Example 4.10. Consider a cartesian closed category s~ with additional 
structure (~,  z, 5), where ~ is an object of s~, z: 1 -* ~2 is a morphism 
and 8 A • A ×A -+ [2 is a family of morphisms, one of each object A of s~, 
satisfying the following condition: 
8,4 (f, g) = z if and only if f=g,  
for all f, g: C-* A. (This condition consists of two implications between 
equations.) 
It is easily seen that 8,4 is a characteristic morphism of the diagonal 
morphism (1,4,1,4): A -+ A×A.  More interesting is the observation that 
whenever m" B -+ A is the equalizer of u, o: A -+ D, then 8 D (u, v) is a char- 
acteristic morphism of m. For example, when m has a left inverse 
e: A -+ B such that ern = 1B, then 6,4 ( 1`4, me) is a characteristic morphism 
ofm. 
This observation allows us to adapt to the present setup the defini- 
tions of conjunction, equivalence, implication ~2 × 12-+ ~2 and universal 
quantification ~,4 -+ ~2 which Lawvere [18 ] has given for an elementary 
topos: 
A = 6nxn( lnx  n , ( r , r )0nxn) ,  
~ ,= 8nxn( lnx  ~, ( ln ,  ln )Trn ,n) ,  
} 
• 0hA). V A = 8nA( lnxn ,  ~rn,A 
It will be noticed that ~2 here plays the same role as 2 did in Example 
4.8, and that one can now carry out some of the same program. How- 
ever, to get anywhere one has to impose further equations, for instance 
the symmetry law of equality (if 8 is interpreted as equality). That this 
does not hold yet is seen from the following example: 
Let a~ be the category of sets, ~2 the set of natural numbers and ~" 
the number zero. Suppose 8 A is the usual Kronecker function for any 
set A ~ ~2, that is 
b) = [0 i fa=b,  
8A (a, ( 1 i fa~ b, 
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but 
0 i fm =n, 
ga(m,n)= 1 if re>n,  
2 if m< n. 
Then (~, r, ~) satisfies our condition, but ~Sa(rn, n~ q: ~a(n, m~. 
The same example shows that ~a and ~a(P,Tr) are two distinct charac- 
teristic morphisms of the diagonal morphism ~2 ~ gZ X ~2, hence we do 
not have a topos. In fact, a system (s4, ~2, r, 6) satisfying our present 
condition is an elementary topos if and only if it has equalizers, all mono- 
morphisms are equalizers and characteristic morphisms are unique. 
§ 5. Polynomials and Kleisli categories 
This section is intended for categorists, and logicians are warned to 
read it at their own risk. It uses the usual notation for cartesian and 
cartesian closed categories. 
We saw in §2 how to adjoin an indeterminate x: 1 ~ A to a cartesian 
category ~.  We shall now see that the polynomial cartesian category 
s~ [x: 1 ~ A] has another interpretation, after recalling some standard 
definitions. 
Definition 5.1. A cotriple (S, ~, 6) on a category s~ consists of a functor 
S: .5 -* _~ and two natural transformations ~ : S ~ id and 6 : S-* S 2 
such that, for any object B of g t ,  
~S(B)  6(B) = Is(B) = S ~ (B)6(B) 
and 
5S(B) 6(B) = S6(B) 6(B) . 
Definition 5.2. The Kleisli category a{ s of the cotriple (S, E, 6) has the 
same objects as s~, but the morphisms f :  B ~ C in s~ s are identified 
with the morphisms f :  S(B)~ C in s~. In particular, the identity mor- 
phism B ~ B in ~s  coincides withe(B).  If also g: C~ D in S~s, one 
defines composition go f in  af s by 
go f = gSO c) 5(B) . 
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One easily verifies that A s is a category. It was, originally introduced 
by Kleisli to provide a resolution of the cotriple (S, c,  6) into a pair of 
adjoint functors(see [ 12] ). 
With any object A of a cartesian category gt we shall associate a co- 
triple (S A , c A , 6 A) by defining 
SA=AX(  ), 
CA(B) = PA,B, 
6A(B ) = (TrA,B, 1AXB) • 
Thus SA(B) = A×B and, for f :  B-* C, 
Sa(f)  = (ff A,B' fPA,B )" 
A routine calculation shows that (S A , c A , 6 A) is indeed a cotriple. 
The functional completeness of cartesian categories may now be 
interpreted as follows. 
Theorem 5.3. The category s~[x: 1 -~ A ] o f  all polynomials in the in- 
determinate x: 1 -* A over the cartesian category ~ is isomorphic to 
the Kleisli category ~a = s~SA. 
Proof. Consider the functor P: -~A -* s~[x] defined byP(B) = B, for any 
object B of .¢t, and 
P(f)  = f (xO c, lc>: C-* B, 
for any morphism f :  C -* B in -~A, that is, f :  A X C -* B in ~.  We must 
check that this is a functor. 
-The identity morphism B -~ B in ~A is CA(B) = PA,B, and indeed 
P(CA(B)) = PA,B(XOB, 1 B) = 1 B . 
Composition o f f :  B -~ C andg: C~D in s~ A , that is, o f f :  AXB~ C 
and g: A X C~ D in s~, is given by 
g of  = gS(f) 6A(B)=g(TrA,  xB'fPA,AxB ) (ffA,B' 1AXB ) = g(TrA,B' f )  
Therefore 
p(go f )  = g(r(,f> (xO, 1) = g(xO,f(xO, 1)) 
= g(xO, l>f<xO, 1) = P(g)P ( f ) .  
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Finally, Theorem 2.11 tells us thatP  has an inverse K, where K(B) =B 
and 
K(f(x))  = t~xf(X) .
The reader will notice that the curious definition of x x (g(x)f(x)) 
given in Proposition 1.5 is related to the curious definition of composi- 
tion in a Kleisli category. 
One can play the same game in a cartesian closed category. But now 
one has the option of replacing the above cotriple by a triple (TA, ~A, #A), 
that is, by a cotriple on g{ op. We take  
TA=(  )A, 
rIA(B ) = 7rB, A , 
laA(B ) = (E(E,p))*, 
the last expression being illustrated by the following tree: 
(BA)A×A ~ B A (BA)A xA  ~ A 
A (BA)A×A-+ BA×A B ×A~ B 
(BA) A XA -+ B 
(BA)  A -+ B A 
Corollary 5.4. The category , [x :  1 -+ A] o f  all polynomials in the inde- 
terminate x: 1 -~ A over the cartesian closed category _~ is isomorphic to 
the Kleisli category o f  the cotriple (S A, c A, 8A ) as well as to the Kleisli 
category o f  the triple ('l" a, r/A ,IIA). 
This is a good place to catch up on the proof  of Theorem 4.2. 
Proof of Theorem 4.2. We are considering a cartesian closed categorys~ 
with additional equational structure as in Lemma 4.1. We wish to show 
that Lemmas 2.8 and 2.9 remain valid. 
Since we do not admit any new rules of inference, no new cases in the 
definition of Xxf(X) arise, and so Lemma 2.8 does remain valid. 
To see that Lemma 2.9 remains valid, we must show that the fol- 
lowing statements hold: 
(16) ~x~o(f(x)) =~x ~(y(x)); 
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(17) if ~x~"(f(x)) =~x ff"(f(x)), then Xx~O'(f(x)) = Xx ~'(f(x)). 
We shall only check (16), (17) being shown similarly. 
We define K: ~ [x] -~ M,4 as in the proof of Theorem 5.3. Then K 
preserves not only the cartesian closed structure, but also the addi- 
tional structure. Therefore 
~x~0ff(x)) = ~O(~xf(X)) = q J (~ J (x ) )  = ~x ~ff(x)). 
Two remarks are in order. 
Remark 5.5. The Kleisli category is not the only one that has been used 
in the resolution of cotriples and triples. More familiar is the so-called 
Eilenberg-Moore category, whose definition we shall not repeat here 
(see [ 19 ] ). 
One easily sees that the Eilenberg-Moore category of the cotriple 
(SA, CA, ~a) is isomorphic to the category ~/A  whose objects are 
morphisms B ~ A in ~ and whose maps C~ B are commutative 
triangles in ~" 
C•A ~B / 
The Eilenberg-Moore category of the triple (T A , r/A ,/SA) has as ob- 
jects morphisms B A -~ B satisfying two obvious conditions which we 
shall not bother to write down. 
Remark 5.6. There are two alternative proofs of Theorem 5.3 that 
suggest themselves. 
One could show directly that ~,4 has a cartesian structure. Then K 
would be defined as the unique cartesian functor such that the follow- 
ing triangle commutes: 
~[x] 
M 
and such that K(x) = rrA, 1" Here L is the functor defined by L(B) = B 
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and 
L f f )  = fPA, C 
for any f :  C~ B. This approach would serve as a motivation for the 
recursive definition of Xxf(X) given in Proposition 1.5. 
A more radical departure would be to show directly that L: s~ ~ s~ A 
has the universal property of a polynomial category over s~, with 7rA, 1 
serving as the indeterminate. We owe it to the confirmed categorist to 
present such a direct proof here. 
Second proof of Theorem 5.3. We provide ~A with a cartesian structure 
by defining Oac : C-~ 1, ~ ,c :  B×C-~ B and PS, " BXC-*  Cas follows: 
O~c = OAxc , 
~B,C = 1rB, CPA,BxC ' 
A 
PB, C = PB, CPA,BxC ' 
and by taking ( ) as in s~. 
The equations of a cartesian category are easily checked, for example: 
• h "A o ( f ,g )  = 7rp(rr , ( f ,  g ) )  = 7r ( f ,g )  = f ,  
(TrA oh, pA oh)  = (Trp(Ir, h), pp(zr, h)) = (rrh, ph) = h. 
Now assume that G: g¢ ~ q~ is a cartesian functor and c : 1 ~ G(A) a 
given morphism. We want to show the existence of a unique cartesian 
functor G': s~ A ~ B such that G'L = G and G'(TrA, 1 ) = c. 
We define G'(B) = G(B) and, for any f :  B-~ C in MA, 
G'( f )  = G(f)(COG(B), 1G(B)) • 
We check that G' is a cartesian functor: 
G'(p) = G(p)(cO, 1> = p(cO, 1> = 1, 
G'(gof )  = G(g(zr, f ) ) (cO, 1) = G(g)(Tr, G(f))(cO, 1) 
= G(g)(cO, G(f)(c0, 1)) = G(g)(cO, 1)G(f)(c0, 1) 
= G'(g)G'( f ) ,  
G'(Tr A) = G'(Trp ) = G(zrp )(cO, 1) = fro(cO, 1) = lr, 
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G'(p A) = p similarly, 
G'(f g) = G( f g) (cO, 1) = ( G(f), G(g) )(cO, 1) 
= (G(f)(cO, 1), G(g)(cO, 1)) = (G'(f), G'(g)). 
We check that G' has the desired properties: 
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G'L(B) = G(B), 
G'L(f) = G'(fp) = G(fp)(cO, 1) = G(.f)p(cO, 1) = G(f) l  = G(.f), 
G'(TrA,1) = G(TrA,1) (¢0G(1) , 1G(1)) = 1rA,1(¢01,11) = cO 1 = cl 1 = c. 
Finally, to show uniqueness of G', assume that G' has these properties, 
then 
G'(f) = G'(fp<~r, 1>) = G'((fp)o 1) = G'(fp)G'(1) 
= G'L(f) G'(Tr, p> = G(f) G'(<TrOr, 0>, P>) 
= G(f)G'(<Tro 0,p>) = GO")<G'(~r)G'(O), G'(p)> 
= a(f )<c0,o>. 
The proof is now complete. 
When N is cartesian closed, one must also check that -q~A is cartesian 
closed and that G' preserves the additional structure. We shall skip this 
calculation. 
Alas! Functional completeness of cartesian closed categories and its 
weaker form, the deduction theorem for intuitionist propositional logic, 
are fairly easy theorems in category theory. Our approach as been a 
heuristic one. If brevity and sophistication had been our aim, we should 
have begun this paper with the observation that the Kleisli category ~A 
satisfies the universal property of a polynomial category and proceeded 
in the opposite direction. However, our pedestrian construction of 
polynomials is more general, in as much as it applies to other equation- 
ally structured categories, e.g. to monoidal categories. 
§ 6. Historical remarks 
This is an attempt o put the present paper in its historical perspective, 
by comparing it with the work done by logicians in the field of combi- 
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natory logic. It is only a half-hearted attempt, because I have not made 
a scholarly investigation of the original sources, my reading having been 
largely confined to the exposition by Rosenbloom [20] and the monograph 
by Church [2], with some browsing in Curry and Feys [6]. 
Let us discuss our main theorem for cartesian closed categories. If
f(x): 1 ~ B is a polynomial in the indeterminate x: 1 -* A, then there 
exists a unique constant g: C~ B such that gx = f (x ) .  The existence, 
though not the uniqueness of g, is due to Sch~nfinkel [23]. This state- 
ment is an exaggeration, since SchiSnfinkel's universe was far from being 
a cartesian category: it did not contain a cartesian product and it had 
neither morphisms nor objects (this was in 1924). 
The absence of a cartesian product is not surprising, since every mor- 
phism CXD ~ B can be replaced by a morphism C~ B ° and every mor- 
phism B ~ C×D can be replaced by a pair of morphisms B-~ C and 
B ~ D. In fact, Eilenberg and Kelly [8] quite independently took the 
same economy measure when they removed the tensor product from 
monoidal closed categories. 
The absence of morphisms i also not too surprising since every mor- 
phism g: C--, B can be replaced by an entity e: 1 -* B c .  Moreover, there 
is then no point in retaining the arrow, one may as well write e ~ B c . It 
is thus clear that cartesian closed categories may be presented without 
the arrow. However, this is a tour de force, as is the classical presenta- 
tion of propositional logic without the deduction symbol. 
What is surprising is the absence of objects: SchSnfinkel presupposes 
a universe of functions each of which has the whole universe as domain 
and codomain. Within the framework of pure combinatory logic this 
point of view does not lead to contradiction (see for instance the recent 
paper by Dana Scott [24] ) and has the payoff that one can develop 
recursive arithmetic without postulating additional structure, as was done 
by Kleene. However, attempts to apply combinatory logic soon shattered 
on Richard's and Russell's paradoxes (see Kleene and Rosser [ 11 ] and 
Curry [4] ). To salvage the program, Curry introduced types (see [6, 
Chapter 8] ), the objects of our category (see also Church [ 1 ] ). 
We now come to the uniqueness of the morphism g such that f (x )  = gx .  
This uniqueness was established by Curry [3] after postulating a finite 
set of equations between entities. I conjectured in [ 15 ] that these or 
similar equations are consequences of the defining equations of a carte- 
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sian closed category. The truth of the conjecture now follows from the 
functional completeness of cartesian closed categories. 
The unique g: A + B such that f (x )  = gx  may be replaced by the entity 
Xxf (X)  ~ B A . This notion, though without types, was the basis of Church's 
work [2], later proved equivalent o Curry's work by Rosser [21 ]. 
Deductive systems were first used for constructing free and polynomial 
structured categories in "Deductive systems and categories" [ 13-15 ] 
but the idea was anticipated by Curry's observation of a formal analogy 
between his types of functionality and positive intuitionist propositional 
logic. 
Since the earliest days, logicians have attempted to use combinatory 
logic for the foundations of mathematics. More recently, their efforts 
have been paralleled by those of Lawvere, whose program is to find 
mathematics on cartesian closed categories (so named by Eilenberg 
and Kelly) equipped with additional structure. However, what Lawvere 
has in mind is the category of sets, while logicians may be said to have 
been describing the category of types, as formulated in [ I ]. 
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