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Due to the deﬂection of tool and workpiece induced by cutting force, there is a high complexity
associated with the prediction of surface form errors in peripheral milling of thin-walled workpieces.
Based on the systematic study of in-cutting chip, this paper proposes a new efﬁcient iterative algorithm
named ﬂexible iterative algorithm (FIAL)， which is suitable for surface form errors prediction in
peripheral milling of low rigid thin-walled workpiece. In FIAL, an iterative scheme for calculations of
tool/workpiece (TW) deﬂections are developed by considering the former convergence cutting position,
and in the scheme a new important variable Δ is proposed for the calculation of radial cutting depth
which never been considered before. Based on FIAL and the analytical study of in-cutting chip, a double
iterative algorithm (DIAL) is brought forwarded to calculate the positions and magnitude of the
maximum surface form errors, which always take the peak point include in each iterative step.
Comparisons of the form errors and cutting forces obtained numerically and experimentally conﬁrm
the validity of the proposed algorithms and simulation procedure. The experimental and analytical
results have shown that FIAL is faster in the iteration convergent speed and more accurate than the rigid
iterative algorithm in surface form errors prediction, and DIAL is proved to be valid in the maximum
errors prediction.
& 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.1. Introduction
Thin-walled workpieces such as jet engine impellers and
monolithic spar-ribs are widely used in aerospace industries,
which are easy to deform under the cutting forces for the poor
rigidity. Well, how to control the surface form errors induced by
deﬂection of tool/workpiece(TW) is the most striking problem that
aerospace manufacturing technologies have to face up. To achieve
high machining quality, the surface form errors must be con-
trolled. Based on the reliable prediction of surface form errors by
the ﬁnite element (FE) method, the milling process optimization
and error compensation can achieve the aim of error control. Thus,
more attention has been paid to the surface form error prediction.
Generally, due to the variable TW deﬂections and changing tool
immersion angle there is a high complexity associated withr Ltd.
.-G. Kang),
Open access under CC BY-NC-Nmodeling of cutting forces in peripheral milling of thin-wall
workpieces [1], and periodically varying milling forces excite
signiﬁcant deﬂections of the ﬂexible plate structures both stati-
cally and dynamically [2]. Kline et al. [1] used a rigid model
without an iterative algorithm to simulate the deﬂections of a
rectangular plate and the end milling tool. Sutherland and DeVor
[3] considered the effects of static deﬂections of the tool in
estimating the instantaneous uncut chip thickness, and included
the iterative algorithm in the cutting force prediction, the pre-
dicted errors decreased correspondingly. Considering the cutter
deﬂections in peripheral milling operation, Desai and Rao [4]
present a methodology to classify surface error proﬁles and to
relate the same with cutting conditions in terms of axial and radial
engagement between cutter and workpiece.
To increase the precision of prediction models, ﬂexible models
must be taken. So, Budak and Altintas [5], Tsai and Liao [6]
considered the TW deﬂections, and used iteration to predict the
cutting force distribution and the surface form errors in the
peripheral milling of a ﬂexible plate. During the iterative process,
Wan and Zhang [7,8] studied two sub-iteration algorithms for the
determination of chip thickness and radial cutting depth to avoid
numerical oscillations that may occur. And Wan et al. [9] pre-
sented three methods for controlling the force-induced surfaceD license.
Fig. 1. Down-milling a thin-walled workpiece: (a) thin-walled workpiece with a
peripheral milling tool, (b) in-cutting chip, (c) deformed in-cutting chip and
(d) surface form error.
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Emphasis was put on how to select the feed per tooth and cutting
depth simultaneously for tolerance speciﬁcation and maximiza-
tion of the feed per tooth simultaneously. Chen et al. [10] proposed
a simulation method for predicting machining deformation con-
sidering multilayer machining of a thin-walled part with single-
tooth end milling. To modify the off-line tool path on the basis of
TW deﬂections, Ratchev [11] used an iterative method to imple-
ment the NC tool path optimization strategy. Bera et al. [12]
presented a methodology to compensate TW induced surface
errors in machining of thin walled geometries by modifying tool
paths, in which a cutting force model accounting for change in
process geometry due to static deﬂections of TW was adopted.
The references show the importance of iterative algorithm in
the error prediction and compensation process. It is the key
difference between the rigid model and the ﬂexible model in the
peripheral milling of thin-walled workpieces. On the assumption
of no deﬂection, the iterative algorithms abovementioned that we
called rigid iterative algorithm (RIAL) here, always take the
nominal position (equaled to the effect without cutting forces
act on the workpiece) as the initial iterative position on each
iterative step along the whole workpiece. As a result, the simula-
tion time for the iterative process is too long and the errors
between predicted and tested are relatively large. At the same
time, the maximum surface form error must be determined by
calculating the surface form errors all over the workpiece for each
feed step and angular increment. This may cost long time to obtain
the maximum surface form error at a certain feed step by
comparing the simulated errors.
In this work, based on the analytical study of the in-cutting
chip, two efﬁcient ﬂexible iterative algorithms with a systematic
simulation procedure are presented for prediction of surface form
errors in peripheral milling of thin-walled workpieces, which aims
to reduce both the simulation time and the algorithm errors.
Firstly, a ﬂexible TW system is modeled and the FE based
simulation method is used to predict the deﬂections of the TW.
Secondly, the cutting forces for the ﬂexible TW system are settled.
Thirdly, FIAL and DIAL are described in detail for the prediction of
the actual cutting depth, the surface form errors and the max-
imum surface form error. Finally, the validation of the algorithms
is demonstrated by comparing the numerical results with the
experiment results.2. In-cutting chip in ﬂexible TW system
As shown in Fig. 1, down-milling a thin-walled workpiece with
peripheral milling tool is studied, which includes a LH t0 thin-
wall (in Fig. 1(a)). The in-cutting chip (which means the chip to
be removed) is taken as the key discussing object as shown in
Fig. 1(b), and Hen is deﬁned as the projection distance along the
direction of vertical ZW from E to G, da is axial cutting depth， dr is
the radial cutting depth, fz is the feed per cutting ﬂute.
For the ﬂexible cutting system, due to the variable TW deﬂec-
tions and tool immersion angle (αen becomes αsim, as seen in Fig. 1
(c)) there is a high complexity associated with cutting forces
modeling and surface form errors predicting in milling of thin-
walled workpieces. And, the deﬂections of TW would be large
enough inﬂuence the material removing as planed (fewer material
removed in down-milling see Fig. 1(c)) and produce surface form
errors in result (see Fig. 1(d)).
As described in the previous works [6–9,13], the distribution of
surface form error can be obtained by projecting the deﬂections
induced by the cutting forces along the normal of the machined
surface. By deﬁnition, the surface form error is the normal
deviation of the actual machined surface from the desiredmachined surface at the direction of YW. For instance, at point p
in Fig. 1(d), the corresponding surface form error is el(p). The
calculation of el(p) for a certain feed position l can be given by
elðpÞ ¼ δYcðp; j; kÞ þ δYwðp; j; kÞ ð1Þ
where δYc(p, j, k) and δYw(p, j, k) are the normal projections of the
cutting tool deﬂection and the workpiece deﬂection corresponding
to point p respectively. The values of δYc(p,j,k) is estimated by
assuming the cutting tool as a cantilevered beam [2,14], δYw(p,j,k)
is calculated using the ﬁnite element method [7–9], and of course
the cutting forces is the key factor in the calculation process.
Surface form errors at a certain feed position can be obtained by
repeating this computing process. By splitting the milling path
into a sequence of discrete feed positions, the surface form errors
all over the workpiece can be obtained.
Since the ﬂexible TW system is adopted here, the iteration
algorithm must be used to determine the chip load, the cutting
forces and the surface form errors, to meet the static equilibrium
condition. After the iteration, we can get the actual cutting chip as
the shaded area in Fig. 1(c), and the actual cutting depth dvr , the
actual immersion angle αsim. We have
αsim ¼ cos −1 1−
dvr
R
 
¼ cos −1 1− dr−δYc−δYw
R
 
ð2Þ
For αsimis a function of Nz (see Fig.1(b)), the cutting forces
distribution will vary following the αsim in real time, which is in
turn used to obtain the TW deﬂections (δYc and δYw). So, the
cutting force distribution must be determined iteratively with the
deﬂections of TW.3. Cutting force model for a ﬂexible TW system
For surface form error prediction, the cutting forces and the
force induced deﬂections should be predicted ﬁrstly. In this study,
the cutting force model proposed by the authors [1,15] is adopted
to estimate the cutting forces. For the sake of completeness, this
paper introduces brieﬂy the cutting force modeling procedure.
Table 1
Variations of cutting forces and radial cutting depth.a
Iteration
no.
δYc and
δYw
Actual cutting
depth dvr
FY and
FX
Surface generation point
Fig.2(a)
1 － ↓ － E10
2 ↓ ↑ ↓ E11
3 ↑ ↓ ↑ E12
4 ↓ ↑ ↓ E13
a Denote ↑ means increase; ↓ means decrease (down-milling).
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into a ﬁnite number of axial segments. The total Xc-, Yc- and Zc-
cutting forces acting on the cutter at a particular instant are
acquired by numerically summing the force components acting
on each individual disk element. For the convenience of study,
take (k, i) designates the cutting tool node which is the intersec-
tion between ith horizontal mesh line and the kth cutting ﬂute,
while notation {i, j, k} means the tool element which is the cutting
ﬂute segment between cutting tool node (k, i) and (k, i+1) with jth
angular increment, see Fig.1(a) and (b). During the milling process,
the cutting forces can be expressed as [1,15],
Fx ¼ ∑
Nz
i ¼ 1
∑
Nf
k ¼ 1
−KRKTdzði; j; kÞf z sin 2½βði; j; kÞ
n
þKTdzði; j; kÞf z cos ½βði; j; kÞ sin ½βði; j; kÞ

ð3Þ
Fy ¼ ∑
Nz
i ¼ 1
∑
Nf
k ¼ 1
KRKTdzði; j; kÞf z sin ½βði; j; kÞ cos ½βði; j; kÞ
n
þKTdzði; j; kÞf z sin 2½βði; j; kÞ
o
ð4Þ
where KT, and KR are the cutting force coefﬁcients determined
experimentally, while β(i, j, k) is the corresponding rotation angle
of the kth ﬂute for the ith axial segment and jth angular position
which can be given as
βði; j; kÞ ¼ ½−θðjÞ þ 2πðk−1Þ=Nf  þ idz tan ðαhxÞ=R ð5Þ
where θðjÞ is the rotation angle of the jth angular position, and we
deﬁne θðjÞ ¼ 0 when the tool nose meet the point C in Fig. 1(b); Nf
is the number of ﬂutes on the cutting tool; R is the nominal radius
of the helical ﬂuted cutting tool; αhx is the helix angle of the
peripheral milling tool; dz is the axial length of each segment,
which can be given as
dzði; j; kÞ ¼
αsim
j
R
tan ðαhxÞ
¼
R cos −1 1− d
v
r ði;j;lÞ
R
 
j tan ðαhxÞ
ð6Þ
From Eqs. (5) and (6), can we see the cutting forces (Eqs. (3) and
(4)) are directly inﬂuenced by the oscillations of the actual radial
cutting depth. For a certain cutting tool element {i, j, k}, the actual
radial cutting depth is iteratively corrected by
dðvÞr ði; j; lÞ ¼ dr−½δYcði; j; lÞ þ δYwðZwðiÞ; j; lÞ ð7Þ
where dðvÞr ði; j; lÞ is the actual radial cutting depth due to deﬂections
after vth iteration, dr is the ideal nominal radial cutting depth
without deﬂections, δYcði; j; lÞ is the cutting tool deﬂection of the
ith axial segment at the lth feed step for the jth angular increment,
and δYwðZwðiÞ; j; lÞ is the workpiece deﬂection at position ZwðiÞ
corresponds to the ith tool axial segment.Fig. 2. The FIAL: (a) the deﬂections iteration process of TW and (b) calculation of
actual radial cutting depth in FIAL.4. The ﬂexible iterative algorithm (FIAL)
4.1. FIAL for the process of iteration
During solving of Eqs. (3), (4) and (7), following iterative
process about δYc and δYw, d
v
r and cutting forces can be found, as
shown in Table 1.
In order to save the simulation time and improve the simula-
tion precision, a new iterative algorithm called FIAL here is
proposed to sole the iterative problem.
Fig. 2(a) describes an unfolded in-cutting chip which is the
normal projection of in-cutting chip in YW direction, and some
cutting ﬂutes in contacting with workpiece. In Fig. 2(a) the oblique
lines represent TW contact zone. Take E10F10 as the initial position
of the iteration during the cutting process, cutting ﬂutes will
vibrate up and down in the iterative process. After kth iteration,cutting ﬂutes reach the convergence position: E1kF1k , and the
point E1k will be the corrected surface generation point. After the
ﬁrst iteration convergence, instead of taking E20F20 as initial
iteration position for the next cutting increment (the method
which used in former literatures), the FIAL taking E200 F200 as the
next initial iteration position. Based on the ﬁrst convergence
position E1kF1k , we can see that BF
0
and E1kE200 are the cutting
entrance boundary line of the thin wall and surface generation line
after ﬁrst iteration convergence respectively. So considering
the continuity of cutting process, E200 F200 is obviously the better
choice as start position for the second iteration step than E20F20 .
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convergence speed because the initial iterative position is closer
to the convergence one. In this paper, we call the algorithm
“ﬂexible iterative algorithm” (FIAL) as contrast with the “rigid
iterative algorithm” (RIAL). It can be inferred that the cutting
contact length of Ei0Fi0 and Ei1Fi1 would keep same after the
cutting tool gets across from peak point F as shown in Fig.2(a). The
point F is always the actual peak point of cut, and after it there is
no iterative step needed until the end of the cutting. In fact, it is
because there is no contact between cutting tool and workpiece up
the line GF .Fig. 3. Calculation of maximum deﬂection.4.2. Improvement of radial cutting depth predict by FIAL
In actual cutting, the deﬂections of TW may induce the work-
piece to be inclined, just like the line BF
0
as shown in Fig.2(b).
Based on FIAL, considering the inclined cutting entrance line, the
nominal radial cutting depths must be revised for each increment,
which is important for predicting cutting forces at the next
iterative step and increment step.
As seen in Fig. 2(b), Evk and E1k denote surface generation
points correspondent to the kth iteration, while EvkFvk and E1kF1k
are the cutting contact edges between cutting tool and workpiece.
δYCCand d
CðkÞ
rr are the deﬂection of cutting tool at the bottom of
workpiece and actual radial cutting depth correspondingly; while
δYww, δY
W
C are the deﬂections of workpiece and tool at the free end
of workpiece, dwðkÞrr is the actual radial cutting depth at vth
iteration. The actual radial cutting depth can be given as
dwrr ¼ dr−δYwc −δYww−Δ ð7Þ
dcrr ¼ dr−δYcc−Δ
0 ð8Þ
In Eqs. (7) and (8), an important variable Δ is proposed, it is
never been mentioned before. For this reason, the RIAL used in the
literatures which remains cutting entrance line unchanged, will
surely leading to the bigger prediction results of dcrr and d
w
rr , and
may consume more time to reach equilibrium condition.
From Fig. 2(b), considering the law of sine, there is
BvFvk
sin ð90∘−αhxÞ
¼ BvEvk
sin ðλþ αhxÞ
⇒
Δ= sin λ
cos ðαhxÞ
¼ dr−δY
w
c −δY
w
w
sin ðλþ αhxÞ
and then
Δ¼ ðdr−δY
w
c −δY
w
wÞ cos αhx
sin ðλþ αhxÞ
sin λ ð9Þ
where λ¼ arctan½δYvðFÞ−δYww=ðda−HvEÞ, HvE is the distance from the
vth cutting position to cutting bottom point C along ZW direction,
δYvðFÞ is the deﬂection of point F correspond to vth actual cutting
position. δYwC and δY
w
w can be calculated based on FE model at
point Bv at the kth increment segment.
As for Δ
0
in Fig. 2(b), the following relationship can be found
B1F1k
sin ð90∘−αhxÞ
¼ B1E1k
sin ðλþ αhxÞ
⇒
Δ′= sin λ
cos ðαhxÞ
¼ dr−δY
c
c
sin ðλþ αhxÞ
then we get
Δ
0 ¼ sin λðdr−δY
c
cÞ
sin ðλþ αhxÞ
cos ðαhxÞ ð10Þ
where
λ¼ arctan½δY1ðFÞ=da5. The double iterative algorithm (DIAL)
To control the surface form errors, keeping the maximum
values under the permissible is the ultimate purpose of the surface
form errors prediction. DIAL is the method that aims to calculate
the position and the magnitude of maximum surface form errors
directly. By using DIAL, the surface form errors can be controlled
without calculating the whole surface form errors, and the speed
of simulating will be greatly increased.5.1. DIAL and the maximum surface form error
As shown in Fig. 1(b) and (c) for example, for the form errors,
there are two possible extreme point: (1) δYEwðmaxÞ on point E and
(2) δYCc ðmaxÞ on point C. δYEwðmaxÞ is mainly caused by the
deﬂection of thin-wall, while δYCc ðmaxÞ is mainly caused by the
deﬂection of cutting tool. In this paper, the stiffness of cutting tool
is much stronger than thin-walled workpiece. So, δYEwðmaxÞ is the
maximum form error we need.
In a ﬂexible cutting system, for the deﬂection of TW, Hen is no
longer a constant, the correspond point E would change too. The
position of point E should be resolved by “double iterative algo-
rithm” (DIAL) which includes some similar iterative process as
shown in Fig. 2(a), the difference from FIAL is that DIAL only
concerns about the top cutting edge EF as shown in Fig. 1(b).
Moreover, the DIAL always assures the initial position including
the actual peak point F in every iterative step. As shown in Fig. 3,
F10, F20 must be same with point F.
The DIAL and the method of determining the position and the
magnitude of maximum surface form errors is studied as shown in
Fig. 3, and the following steps are adopted to get the maximum
form error using DIAL.(1) The ﬁrst iterative process: Take E10F10 as the ﬁrst initial
iteration position, using FIAL to get the convergence position
E1kF1k , get the deﬂection of TW, d
1
r and H
1
en using Eq. (11).
Hen ¼ da−R cos −1ð1−dr=RÞ= tan αhx ð11Þ(2) Find the second initial iteration position E20F20 using two
straight dashed lines E1kE20 and F1kF20 , F20 is the new position
of peak point F.
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Cutt
Te
1
2The second iterative process: Take E20F20 as the initial itera-
tion position, using FIAL to get the convergence position
E2kF2k .(4) Repeat the method of step (1) to step (3) to get the vth
convergence position EvkFvk , get d
v
r and H
v
en.(5) The iteration would be stopped when
d
v
r−d
v−1
r
dv−1r
≤ε ð12Þwhere ε is a prescribed precision.
Once this qualiﬁcation is achieved, pick out the maximum
deﬂection δYEwðmaxÞ through comparing the results in DIAL
process, and get corresponding surface generation point Evk, and
the corresponding dvr .
5.2. Surface form errors control
Based on the methods abovementioned, it is not necessary to
calculate the errors allover the machined surface, but surface form
errors are controlled by limiting the maximum surface form errors
within the speciﬁed tolerance
δlðmaxÞomax½elðpÞ ¼ tl ð15Þ
where tl denotes the permissible surface form error in a certain
feed step l.Fig. 4. Surface form errors at the feed position:(a) (test 1) l¼55 mm, (b) (test 1)
l¼100 mm and cutting forces at the feed position: (c) (test 1) l¼100 mm.6. Experimental veriﬁcation
Tests with two rectangular plates as shown in Fig. 1(a) are
selected to investigate the milling processes and the maximum
form errors, in order to verify the validity of FIAL and DIAL both in
prediction accuracy and efﬁciency. LH¼10524 mm2 for test
1 and 4538.1 mm2 for test 2, the materials for tests 1 is Al7050-
T7451, and Al7075-T6 for test 2, which are extensively used for low
rigidity workpieces, e.g., jet engine compressor blades in aero-
nautical and aerospace industries, vertical type machining center
JOHNFORD VMC-850 is used in test 1. Workpieces are clamped on
a table-type Kistler dynamometer KisTler 9255B in order to
measure the cutting forces during milling. A CMM of Global Status
121510 is used to measure the surface form errors. For test 1, the
helical ﬂuted peripheral milling tool is two-ﬂuted Y330 with a
diameter of 12 mm, helix angle is 301. Young's moduli of the
cutting tool and workpiece are 530 GPa and 71.2 GPa respectively.
For test 2, the helical ﬂuted peripheral milling tool is one-ﬂuted
Co-HSS with a diameter of 20 mm, helix angle is 301. Young's
moduli of the cutting tool and workpiece are 207 GPa and 70 GPa
respectively. The cutting speeds for test 1 and test 2 is 2000 n/min
and 244 n/min respectively. Other parameters are listed in Table 2
in detailed.
6.1. To verify FIAL
In Fig. 4(a), measured and simulated surface form errors for test
1 at feed position of l¼55 mm are shown. At the beginning ofe 2
ing conditions.
st no. KT KR fz (mm/tooth) dr (mm) t0-txa (mm)
1458.062 0.708 0.05 2.0 5.2 3.2
5212.0 1.090 0.01 1.0 3.0 2.0
a t0 and tx are the thickness of workpiece before and after cutting, respectively.milling, as the rigidity is relatively strong, the predicted and
experimental results are similar to each other for both of the FIAL
and RIAL models. But the iterative numbers for RIAL is larger than
that of FIAL. At the ﬁxed end of the workpiece, the protrude part
indicate that the surface form errors mainly composed of the
cutting tool deﬂection, while the maximum surface form error still
occurs at 7.5 mm from the free end of the workpiece mainly
composed of the deﬂection of workpiece. Note that iterative
number are almost the same for both models in the region from
the maximum surface form error position to the free end (region
FEG as shown in Fig.1(b)), as the reason of the cutting tool ﬂutes
loose contacting with workpiece up the line FG. As the workpiece
thickness becomes smaller(test 1) at l¼100 mm, the maximum
prediction results for the RIAL become worse both for the
magnitude and the position as shown in Fig. 4(b), but the results
for the FIAL model are still agree well with the experimental
results. Meanwhile, it is worthy to note that surface form errors
predicted by the RIAL are slightly smaller than those of FIAL. But
Fig. 4(c) shows that the cutting forces simulated in RIAL are larger
than FIAL. It is wondering that the larger forces produced large
deﬂections combined with the surface form errors. Why? Well, in
Fig. 5. Surface form errors for test 2: (a) using FIAL and (b) maximum surface form
errors using DIAL.
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0
(as
shown in Fig.2(b)) in the calculating of cutting forces and
deﬂections.
Moreover as shown in Fig. 4(c), the simulated cutting force for
the FIAL model are close to the experimental results, but the RIAL
model gives worse results. So, the accuracy of the present FIAL to
determine the cutting forces for ﬂexible systems is veriﬁed to be
suitable for the thin-walled workpieces.
6.2. To verify DIAL
The position and the magnitude of the maximum form errors
for l¼55 mm and l¼100 mm with test 1 are list in Tables 3 and 4.
For a better rigidity situation (at the feed position l¼55 mm), the
position and magnitude of maximum surface form error predicted
by the three models are all close to each other. While by rigid
model, the predicted results are larger than the measured value.
And as RIAL is used, we get the bigger distance value and smaller
magnitude, but more accurate than the rigid model. Furthermore,
it can be seen that DIAL model can always predict the maximum
surface form errors in high precision no matter the rigidity of the
workpiece is good or not.
An overall presentation of the surface form errors for test
2 along the feed direction are illustrated in Fig. 5(a) using FIAL.
While Fig.5(b) shows the simulation results of maximum surface
form error using DIAL. The results show that the good agreement
between the FIAL and the DIAL in maximum surface form error
prediction.
It is shown in Fig. 5(a) and (b), as the rigidity of the thin wall
reduces, the maximum surface form error intends to increase, and
the distance from the position of the maximum errors to free end
will be decreased. At the same time, because the number of nodes
to be calculated is reduced obviously, the simulate efﬁciency has
been highly improved. For test 2, 22 elements in axial cutting
depth direction, the simulation time using ABAQUS 6.10 run on an
IBM server was checked out. 766 min are required by using rigid
model, while by FIAL, the time needed is 611 min, and only
307 min are required with DIAL model. So 50% of time is saved
to obtain the maximum surface form error.7. Conclusions
Through the analytical studying of in-cutting chip, a systematic
simulation procedure together with two efﬁcient ﬂexible iterative
algorithms for simulation of peripheral milling of thin-walled
workpiece is developed. The proposed algorithms are able to
predict the form errors before actual cutting. To ensure the
reliability and the computing accuracy of the developed method,
cutting force modeling in ﬂexible TW, identiﬁcation of engagedTable3
Magnitude of the maximum errors (test 1).
l Rigid model RIAL DIAL Measured
55 mm 122 μm 108 μm 112 μm 115 μm
100 mm 147 μm 119 μm 127 μm 130 μm
Table 4
Position of the maximum errors to free end (test 1).
l Rigid model RIAL DIAL Measured
55 mm 9 mm 8 mm 7.6 mm 7.5 mm
100 mm 9 mm 8 mm 7.2 mm 7 mmcutting tool with the workpiece, iterative corrections of radial
cutting depths with correction factors, and the calculation of the
actual radial cutting depth are settled. Some signiﬁcant improve-
ments have been conducted about the ﬂexible iterative algorithm
(FIAL) for form errors prediction and double iterative algorithm
(DIAL) for the maximum surface form error prediction. The form
errors in peripheral milling of thin-walled workpieces are studied
numerically and experimentally to show the validity of the
proposed procedure and algorithms. Numerical simulation results
show that cutting forces and surface form errors evaluated by the
developed method march well with the experimental data, and
about 50% of time is saved in the prediction of maximum surface
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