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Abstrakt
Programovacı´ jazyk e-PFL (Embedded Process Functional Language, Vestavny´ procesneˇ
funkciona´lnı´ jazyk) je urcˇen pro modelova´nı´ vestavny´ch syste´mu˚ na vysoke´ u´rovni
abstrakce. Cı´lem me´ bakala´rˇske´ pra´ce bylo rozsˇı´rit jizˇ sta´vajı´cı´ kompila´tor o mozˇnost
prˇekladu zdrojove´ho ko´du v jazyce e-PFL do programovacı´ho jazyka Erlang. Erlang je
jazyk integrujı´cı´ prvky funkciona´lnı´ho paradigmatu a je hojneˇ vyuzˇı´va´n pro komercˇnı´
u´cˇely, zejme´na v telekomunikacı´ch. Prˇi realizaci bylo nejdrˇı´v nutne´ vyja´drˇit specificke´
konstrukce jazyka e-PFL v jazyce Erlang tak, aby funkcˇnost modelovane´ho vestavne´ho
syste´mu byla stejna´ v obou jazycı´ch. Syntaxe i se´mantika obou jazyku˚ jsou podobne´, ale
jinak se jazyky v mnoha ohledech lisˇı´. Jazyk e-PFL nabı´zı´ mechanismus pro snadneˇjsˇı´
modelova´nı´ vestavny´ch syste´mu˚. Bylo proto nutne´ navrhnout, jak prˇeve´st konstrukce z
jazyka e-PFL do jazyka Erlang. Vy´sledny´ genera´tor cı´love´ho ko´du byl implementova´n do
existujı´cı´ho prˇekladacˇe, ten je napsa´n v jazyce C#.
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Abstract
The e-PFL (Embedded Process Functional Language) programming language is made for
a high level abstractionmodeling of embedded systems. Goal ofmy bachelor thesiswas to
extend already existing compiler, so it would translate a source code written in the e-PFL
programming language to the source code in Erlang programming language. Erlang is
a programming language integrating the characteristics of a functional paradigm and is
widely used for a commercial purposes, mainly in telecommunications. First important
thingwas to express special constructions of the e-PFL in the Erlang, thus the functionality
of a modeled embedded system would be equal in both of these languages. Syntax
and semantics of both languages are similar, otherwise they have many differences. In
e-PFL programming language, the mechanism for easier embedded system modeling
is provided. Thus it was necessary to design the way, of the translation the language
constructions from e-PFL to Erlang. Final target code generator was implemented into
the existing compiler and it is written in the C# programming language.
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31 U´vod
Vestavne´ syste´my vdnesˇnı´ dobeˇ tvorˇı´ vy´znamnou cˇa´st informatiky. Bez prˇı´lisˇne´ nadsa´zky
se da´ rˇı´ci, zˇe vestavne´ syste´my jsou vsˇude. Ovla´dajı´ kuchynˇske´ spotrˇebicˇe, drobnou elek-
troniku nebo trˇeba automobily - od motoru azˇ po elektronicke´ skla´peˇnı´ zpeˇtny´ch zrca´tek.
Vestavny´m syste´mem je mozˇno rozumeˇt vesˇkere´ elektronicke´ syste´my kromeˇ osobnı´ch
a sa´lovy´ch pocˇı´tacˇu˚. Tomu take´ odpovı´dajı´ prodeje teˇchto zarˇı´zenı´: na jeden prodany´
osobnı´ pocˇı´tacˇ prˇipada´ asi 1000 vestavny´ch syste´mu˚.
Vestavne´ syste´my majı´ spolecˇne´ vlastnosti, dı´ky cˇemuzˇ take´ mu˚zˇeme klasifikovat, co ve-
stavny´ syste´m je a co ne. Prvnı´ vlastnostı´ je omezena´ funkcˇnost, schopnost prova´deˇt pouze
jeden cˇi neˇkolik u´konu˚. Naprˇı´klad digita´lnı´ budı´k umı´ pouze zazvonit v urcˇitou, prˇedem
nastavenou dobu. Du˚lezˇitou vlastnostı´ vestavny´ch syste´mu˚ je take´ pra´ce v rea´lne´m cˇase.
V prˇı´padeˇ elektronicky´ch bezpecˇnostnı´ch syste´mu˚ v automobilech je tato vlastnost prˇı´mo
kriticka´. Dalsˇı´m jejich rysem (jako i vsˇech pocˇı´tacˇu˚) jsou jisteˇ jejich omezene´ zdroje - trˇeba
nevy´konny´ procesor, mala´ pameˇt’nebo napa´jenı´ z baterie. Na´vrh jake´hokoliv vestavne´ho
syste´mu se skla´da´ z na´vrhu hardwaru a na´vrhu softwaru. Tyto dva pohledy na vestavny´
elektronicky´ syste´m spolu take´ velmi blı´zce souvisı´. Pro implemetaci softwaru se jako
velmi vhodne´ jevı´ funkciona´lnı´ programovacı´ paradigma.
1.1 Obsah pra´ce
Funkciona´lnı´ programova´nı´ je jednı´m z programovacı´ch prˇı´stupu˚. Jeho strucˇne´mu po-
pisu je veˇnovana´ kapitola 2. Mimo jine´ ho lze s u´speˇchem pouzˇı´t pra´veˇ ve vestavny´ch
syste´mech (technologie pouzˇı´vane´ pro implementaci vestavny´ch syste´mu˚ jsou zmı´neˇny
v kapitole 3). Jednı´m z funkciona´lnı´ch jazyku˚ je take´ Erlang. Na rozdı´l od jiny´ch funkcio-
na´lnı´ch jazyku˚, ktere´ mı´vajı´ pu˚vod v akademicke´m prostrˇedı´, Erlang vznikl pro komercˇnı´
vyuzˇitı´, zejme´na v telekomunikacı´ch. Byl tak jizˇ od zacˇa´tku vyvı´jen s jasny´mi pozˇadavky,
dı´ky ktery´m obsahuje uzˇitecˇne´, ba dokonce nezbytne´ vlastnosti. Ty jsou pro na´vrh ve-
stavny´ch syste´mu˚ velmi du˚lezˇite´ (vzˇdyt’i ru˚zne´ komponenty telekomunikacˇnı´ch sı´tı´ jsou
vlastneˇ vestavny´mi syste´my), a proto je mozˇne´ Erlang v te´to oblasti informatiky pouzˇı´t.
Programovacı´mu jazyku Erlang je veˇnova´na kapitola cˇı´slo 4, v nı´zˇ se prˇedevsˇı´m zameˇrˇuji
na vlastnosti, ktere´ jsou pro neˇj typicke´. Cı´lem te´to bakala´rˇske´ pra´ce bylo rozsˇı´rˇenı´ funkcˇ-
nosti jizˇ existujı´cı´ho kompila´toru omozˇnost prˇekladu do jazyka Erlang. Tento kompila´tor
v soucˇasne´ dobeˇ prˇekla´da´ procesneˇ funciona´lnı´ jazyk e-PFL (Embedded Process Functional
Language) do funkciona´lnı´ho jazyka Hume, a do jazyka C# na platformeˇ .NET Micro. Ja-
zyk e-PFL byl specia´lneˇ vytvorˇen pro nasazenı´ do vestavny´ch syste´mu˚. Popis a vlastnosti
procesneˇ funkciona´lnı´ho jazyka e-PFL jsou uvedeny v kapitole 5.
V cˇa´sti 6 je uveden pru˚beˇh vlastnı´ implementace rozsˇı´rˇenı´ kompila´toru: prˇı´prava, pro-
ble´my, s nimizˇ jsem se setkal, a popis cˇa´sti kompila´toru, ktera´ zodpovı´da´ za generova´nı´
cı´love´ho ko´du pro vestavne´ syste´my v jazyce Erlang. V kapitole cˇı´slo 7 je potom srovna´nı´
vygenerovane´ho cı´love´ho ko´du v jazyce Erlang s pu˚vodnı´m ko´dem v jazyce e-PFL.
42 Funkciona´lnı´ programova´nı´
Funkciona´lnı´ paradigma [1, 5] vycha´zı´ z teoreticke´ho modelu uplatnˇujı´cı´ho se take´ v ma-
tematicke´ logice. Nazy´va´ se λ kalkul (λ-calculus). Ten vznikl ve trˇica´ty´ch letech minule´ho
stoletı´ a jeho tvu˚rcem byl americky´ matematik Alonso Church. λ kalkul je forma´lnı´ sys-
te´m, ktery´ urcˇuje definici funkce, jejı´ realizaci a rekurzi. Prvnı´m funkciona´lnı´m jazykem
(a druhy´m nejstarsˇı´m programovacı´m jazykem vu˚bec) byl LISP, jezˇ byl λ kalkulem prˇı´mo
inspirova´n. Existuje take´ cˇisteˇ funkciona´lnı´ verze LISPu, Pure LISP, ktera´ je ekvivalentnı´
λ kalkulu.
V soucˇasne´ dobeˇ existuje mnozˇstvı´ programovacı´ch paradigmatu˚. Pravdeˇpodobneˇ nej-
zna´meˇjsˇı´ a nejpouzˇı´vaneˇjsˇı´ je programova´nı´ imperativnı´ (imperative programming) a de-
klarativnı´ (declarative programming). V imperativnı´m prˇı´stupu se stav programu meˇnı´ na
za´kladeˇ ru˚zny´ch prˇı´kazu˚ (nejjednodusˇsˇı´m z nich mu˚zˇe by´t naprˇı´klad prˇirˇazenı´ hodnoty
k promeˇnne´: x = 1). Imperativnı´ programova´nı´ se v tom smyslu podoba´ rozkazovacı´mu
zpu˚sobu lidske´ rˇecˇi (jak uzˇ napovı´da´ samotny´ na´zev), programa´tor definuje se´rii prˇı´kazu˚,
ktere´ ma´ pocˇı´tacˇ prove´st. Jinak rˇecˇeno, uda´va´, CO a JAK se ma´ vykonat. V dnesˇnı´ dobeˇ
je nejrozsˇı´rˇeneˇjsˇı´ zpu˚sob programova´nı´ objektoveˇ orientovane´ programova´nı´ (object-oriented
programming). Jazyky jako C, C++, C# nebo Java, jezˇ jsou jeho hlavnı´mi za´stupci, jsou
za´rovenˇ take´ za´stupci imperativnı´ho prˇı´stupu.
Naproti tomu v deklarativnı´m prˇı´stupu (pod neˇzˇ se rˇadı´ take´ funkciona´lnı´ paradigma)
programa´tor neuda´va´ posloupnost prˇı´kazu˚, ktere´ by rˇı´kaly, JAK (nepopisuje se zde control
flow programu) se co ma´ vykonat, uda´va´ pouze, CO se ma´ vykonat.
Fukciona´lnı´ program se skla´da´ z funkcı´, le´pe rˇecˇeno z cˇisteˇ funkciona´lnı´ch funkcı´ (pure
functions), cozˇ jsou funkce postra´dajı´cı´ vedlejsˇı´ efekty (side effects). Kazˇda´ funkce ma´ dany´
pocˇet argumentu˚ (prˇicˇemzˇ nemusı´ mı´t zˇa´dny´) a produkuje urcˇity´ vy´stup, vy´sledek. Ar-
gumentem funkce mu˚zˇe by´t jina´ funkce. Vy´sledkem funkce mu˚zˇe by´t take´ jina´ funkce.
Beˇh programu tak znamena´ vykona´va´nı´ posloupnosti funkcı´. Funkciona´lnı´ program po-
stra´da´ stav a promeˇnne´ v prave´m slova smyslu - promeˇnny´m, ktery´m byla jizˇ jednou
prˇirˇazena hodnota, nemu˚zˇe by´t prˇirˇazena hodnota jina´. Toto je dalsˇı´ rozdı´l oproti impe-
rativnı´mu programova´nı´, pro neˇhozˇ jsou stav a zmeˇna hodnoty promeˇnne´ du˚lezˇity´mi
prvky. Ve funkciona´lnı´ch jazycı´ch lze, co se vyhodnocova´nı´ vy´razu˚ (evaluation strategy)
ty´ka´, narazit jak na vyhodnocova´nı´ na za´kladeˇ hodnoty (Eager evaluation), tak na vyhod-
nocova´nı´ na za´kladeˇ pozˇadavku (Lazy evaluation). Obecneˇ lze rˇı´ci, zˇe vlastnosti jednoho
programovacı´ho paradigmatu jsou cizı´ paradigmatu druhe´mu, nemusı´ to ale platit vzˇdy.
Mezi vy´hody funkciona´lnı´ho programova´nı´ patrˇı´ jeho neˇktere´, da´le uvedene´, specificke´
vlastnosti.
2.1 Typova´nı´ ve funkciona´lnı´ch programovacı´ch jazycı´ch
Typova´nı´ (typing), neboli prˇirˇazova´nı´ datove´ho typu k promeˇnne´, urcˇuje, jak ma´ by´t hod-
nota v pocˇı´tacˇi cha´pa´na. Jelikozˇmu˚zˇe by´t neˇjake´ cˇı´slo v pocˇı´tacˇi vyja´drˇeno stejnou bitovou
posloupnostı´, jako trˇeba neˇjake´ pı´smeno nebo instrukce, je samozrˇejmeˇ typova´nı´ velmi
du˚lezˇite´. Podle toho, kdy je na promeˇnnou uplatneˇn dany´ datovy´ typ a kdy probeˇhne
kontrola typu˚ (naprˇı´klad jestli jsou oba scˇı´tance cˇı´sly a ne booleanovsky´mi hodnotami) -
5proces oznacˇovany´ jako type checking - rozlisˇujeme statickou kontrolu (static check) a dy-
namickou kontrolu (dynamic check). Staticka´ kontrola probı´ha´ prˇi kompilaci. Dynamicka´
kontrola naopak probı´ha´ prˇi beˇhu programu.
To take´ urcˇuje druh typova´nı´ urcˇite´ho programovacı´ho jazyka - staticke´ typova´nı´ (sta-
tic typing) a dynamicke´ typova´nı´ (dynamic typing). Staticke´ typova´nı´ mu˚zˇe kontrolovat
pouze hodnoty, ktere´ jsou zna´me´ v dobeˇ kompilace, proto mu˚zˇe hla´sit chyby tam, kde
by prˇi beˇhu programu nevznikly. Na druhe´ straneˇ je schopen odhalit chyby ve vsˇech
cˇa´stech ko´du. Mezi staticky typovane´ funkciona´lnı´ programovacı´ jazyky patrˇı´ Haskell
nebo ML. U dynamicke´ho typova´nı´ majı´ datovy´ typ vsˇechny hodnoty, na rozdı´l od jejich
identifika´toru˚, ktere´ ho nemajı´ (identifika´tor mu˚zˇe mı´t hodnotu jake´hokoliv typu). Dy-
namicky typovany´ program, ktery´ prosˇel kompilacı´, mu˚zˇe skoncˇit chybou prˇi beˇhu, je-li
neˇkde pouzˇita nevyhovujı´cı´ hodnota. Pra´veˇ Erlang je dynamicky typovany´m jazykem.
Zjednodusˇeneˇ rˇecˇeno, pı´sˇeme-li ko´d v staticky typovane´m jazyce, u kazˇde´ promeˇnne´ uva´-
dı´me jejı´ datovy´ typ, kdezˇto u dynamicky typovany´ch jazyku˚ jsou datove´ typy odvozeny
kompila´torem, to znamena´, zˇe jsou zna´my azˇ v dobeˇ kompilace. Jazyk e-PFL je za´rovenˇ
staticky i dynamicky typovany´m jazykem.
2.2 Funkce vysˇsˇı´ho rˇa´du
Funkce vysˇsˇı´ho rˇa´du jsou definova´ny jako funkce, ktere´ operujı´ nad jiny´mi funkcemi,
jinak rˇecˇeno to jsou takove´ funkce, ktere´ mohou mı´t jinou funkci/funkce jako sve´ argu-
menty nebo mohou neˇjakou funkci/funkce vracet jako vy´sledek. Funkce vysˇsˇı´ho rˇa´du
jsou podobne´ funkcı´m prvnı´ trˇı´dy, ktere´ mohou by´t pouzˇity vsˇude tam, kde jine´ prvky
prvnı´ trˇı´dy (cozˇ jsou trˇeba cˇı´sla nebo booleanovske´ hodnoty), tzn. jako argumenty a vy´-
sledky funkcı´. Funkce vysˇsˇı´ho rˇa´du umozˇnˇujı´ currying - proces, ktery´ prˇemeˇnı´ funkci s n
argumenty na n funkcı´, kazˇdou pouze s jednı´m argumentem.
2.3 Rekurze
Iterace se ve funkciona´lnı´ch jazycı´ch rˇesˇı´ pomocı´ rekurze. Jazyk Erlang vu˚bec neobsahuje
iteracˇnı´ konstrukce dobrˇe zna´me´ z jiny´ch jazyku˚ jako for nebo while. Jde o to, zˇe funkci
vola´me znova v jejı´m teˇle (funkce vola´ sebe samu), ale (veˇtsˇinou) s jiny´mi parametry, cˇı´mzˇ
mu˚zˇeme simulovat trˇeba cyklus for - funkci vzˇdy prˇeda´me inkrementovany´/dekremen-
tovany´ cˇı´tacˇ. Pokud je poslednı´ vy´raz v teˇle funkce rekurzivnı´ vola´nı´, oznacˇujeme rekurzi
jako koncovou (tail recursion). Prˇi koncove´ rekurzi nejsou spotrˇebova´ny syste´move´ zdroje.
Lze tak zrealizovat nekonecˇnou smycˇku.
2.4 Pattern matching
Pattern matching je mechanismus pouzˇı´vany´ ve funkciona´lnı´ch jazycı´ch. Na za´kladeˇ spl-
neˇnı´ podmı´nky vykona´ prˇı´slusˇnou klauzuli (jako naprˇı´klad rˇı´dı´cı´ struktura if-else if-else
pouzˇı´vana´ v objektoveˇ orientovany´ch jazycı´ch). Jako podmı´nka zde slouzˇı´ ”sˇablona” (pat-
tern), ktera´ prˇedstavuje datovy´ typ nebo prˇı´mo hodnotu, pro nı´zˇ ma´ dana´ klauzule platit.
Tzn. klauzule je splneˇna, kdyzˇ se sˇablona shoduje s tı´m, co je s nı´ porovna´va´no. Vy´hodou
6je pomeˇrneˇ velka´ abstrakce prˇi navrhova´nı´ sˇablony. Na jedne´ straneˇ se da´ udeˇlat tak, zˇe
jı´ projde vsˇechno, na straneˇ druhe´ jı´ vsˇak mu˚zˇe vyhovovat pouze prˇesneˇ pozˇadovany´
vstup. Prˇi tvorbeˇ sˇablon (naprˇı´klad prˇi zpracova´nı´ seznamu˚) je potrˇeba si da´vat pozor,
aby se klauzule svy´mi pozˇadavky neprˇekry´valy, mohla by tak by´t splneˇna jina´ klauzule,
nezˇ jakou jsme chteˇli. Vedle definice jednotlivy´ch sˇablon totizˇ hraje roli i jejich porˇadı´ -
vykona´na je prvnı´ klauzule, jejı´zˇ sˇablona se shoduje se vstupem, dalsˇı´ uzˇ nejsou porov-
na´va´ny. V jazyce Erlang je mozˇno vyuzˇı´t pattern matching jak prˇi funkcˇnı´ch vola´nı´, tak
prˇi prˇijı´ma´nı´ zpra´v od jiny´ch procesu˚. V na´sledujı´cı´m vy´pisu zdrojove´ho ko´du je uka´zka
pattern matchingu v jazyce Erlang. Prvnı´ funkce, list search, slouzˇı´ k nalezenı´ hodnoty
true v seznamu. Pokud aktua´lnı´ seznam splnˇuje podmı´nku a na prvnı´ mı´steˇ je true, funkce
koncˇı´. Pokud je na prvnı´m mı´steˇ hodnota false, funkce rekurzivneˇ pokracˇuje na zbytku
seznamu (vyja´drˇeno promeˇnnou T - mu˚zˇe to by´t seznam s deseti prvky, stejneˇ tak jako
pra´zdny´ seznam). Prvek nebyl nalezen azˇ v prˇı´padeˇ, kdy se funkce dostane k pra´zdne´mu
listu (prvnı´ klauzule). Ve funkci tuple check jsou klauzule splneˇny vzˇdy v pouze jednom
konkre´tnı´m prˇı´padeˇ - kdyzˇ je prˇijata´ dvojice shodna´ s tou, uvedenou v sˇabloneˇ.
73 Programovacı´ jazyky pouzˇı´vane´ pro vestavne´ syste´my
Neexistuje programovacı´ paradigma, ktere´ by bylo pro pouzˇitı´ ke tvorbeˇ vestavny´ch
syste´mu˚ vy´razneˇ lepsˇı´ nezˇ paradigmata jina´. Funkciona´lnı´ prˇı´stup ma´ sve´ vy´hody i ne-
vy´hody. Nevy´hodami jsou ztra´ta cˇa´sti cˇiste´ho vy´konu (cozˇ v dnesˇnı´ nenı´ moc velky´
proble´m vzhledem k cena´m a vy´konnostem procesoru˚, navı´c tyto ztra´ty se dajı´ zlepsˇit
optimalizacı´) a ztra´ta prˇesne´ kontroly nad prova´deˇny´mi operacemi. Naopak vsˇak nabı´zı´
mnohem veˇtsˇı´ mı´ru abstrakce, dobrˇe pouzˇitelnou pro modelova´nı´ vestavne´ho syste´mu,
nezˇ ostatnı´ programovacı´ prˇı´stupy. Take´ strucˇnost funkciona´lnı´ho ko´du je vy´hodou - je
me´neˇ na´chylny´ k chyba´m a je snadneˇjsˇı´ na u´drzˇbu.
Vestavne´ syste´my se take´ cˇasto skla´dajı´ z urcˇite´ho pocˇtu spolupracujı´cı´ch jednotek nebo
procesu˚. A proto, je-li syste´m navrzˇen tı´mto zpu˚sobem, je nutno jej implementovat v
jazyce, ktery´ model soubeˇzˇne´ho zpracova´nı´ podporuje. Pra´veˇ soubeˇzˇnost je klı´cˇovou
vlastnostı´ jazyka Erlang (viz kapitola 4). Procesy v neˇm mezi sebou komunikujı´ zası´la´-
nı´m zpra´v. Du˚lezˇitou vlastnostı´ je i bezpecˇnost, ukoncˇı´-li se z neˇjake´ho du˚vodu jeden z
beˇzˇı´cı´ch procesu˚, nijak to neovlivnı´ chod zby´vajı´cı´ procesu˚. K bezpecˇnosti prˇispı´va´ i fakt,
zˇe cˇisteˇ funkciona´lnı´ konstrukce jsou bez vedlejsˇı´ch efektu˚, a tak bude jejich pouzˇitı´m
program slozˇen z na sobeˇ neza´visly´ch cˇa´stı´ (ktere´ se navı´c dajı´ snadno modifikovat bez
za´sahu do cˇa´stı´ ostatnı´ch).
Technologiı´, pouzˇı´vany´ch pro modelaci vestavny´ch syste´mu˚, je cela´ rˇada, naprˇı´klad to
jsou:ConcurrentHaskell [11],Eden [12],EmbeddedGofer [13], ale take´ jazykHume aplatforma
.NET Micro (jazyk C#). S poslednı´mi dveˇma jsem se setkal prˇi implementaci rozsˇı´rˇenı´
kompila´toru, protozˇe jsou jeho soucˇa´stı´.
Hume [9] (Higher-order UnifiedMeta-Environment) je programovacı´ jazyk postaveny´ na za´-
kladech funkciona´lnı´ho programova´nı´ a byl vytvorˇen pra´veˇ pro nasazenı´ do vestavny´ch
syste´mu˚. Na´vrh softwaru v neˇm ma´ by´t na jednu stranu vysoce abstraktnı´, na druhou
stranu dovoluje prˇesny´ odhad cˇasove´ slozˇitosti a na´roku˚ na vy´pocˇetnı´ vy´kon. Hume
kombinuje funkciona´lnı´ paradigma s na´pady z oblasti konecˇny´ch automatu˚. Teˇch je vyu-
zˇito ke komunikaci celku˚ v Hume, kazˇdy´ takovy´ celek je pojmenova´n jako box. Vstupy a
vy´stupy kazˇde´ jednotky box jsou rˇesˇeny cˇisteˇ funkciona´lnı´ zpu˚sobem pomocı´ vysokou´ro-
vnˇovy´ch struktur patternmatching. Cely´ jazykHume je slozˇen ze trˇı´ vrstev. Prvnı´ je vneˇjsˇı´
(staticka´) deklaracˇnı´ vrstva, uprostrˇed je koordinacˇnı´ vrstva popisujı´cı´ staticke´ rozvrzˇenı´
procesu˚ a jejich zarˇı´zenı´, a poslednı´ je vnitrˇnı´ vrstva, ktera´ je cˇisteˇ funkciona´lnı´, popisujı´cı´
kazˇdy´ proces. Hume je urcˇen pro sˇirokou sˇka´lu vestavny´ch syste´mu˚, od nejjednodusˇsˇı´ch
mikro kontrole´ru˚ azˇ po mobilnı´ telefony.
Microsoft take´ nabı´zı´ rˇesˇenı´ pro vestavne´ syste´my, a to v podobeˇ platformy .NET Micro
Framework [10]. Platforma slouzˇı´ k na´vrhu vestavny´ch syste´mu˚ objektoveˇ orientovany´m
prˇistupem, protozˇe v soucˇasne´ dobeˇ je podporova´n pouze jazyk C#. Pro vy´voja´rˇe na
te´to platformeˇ je jisteˇ vy´hodne´, zˇe jsou pro ni nabı´zeny podobne´ na´stroje jako pro vy´voj
beˇzˇny´ch pocˇı´tacˇovy´ch aplikacı´, naprˇı´klad vcˇetneˇ vy´vojove´ho prostrˇedı´ Visual Studio, a
jsou poskytova´ny zdarma. Aplikace na te´to platformeˇ nepotrˇebuje pro svu˚j beˇh vı´ce nezˇ
300kB pameˇti, ani zˇa´dny´ operacˇnı´ syste´m. Navı´c se spekuluje, zˇe by zdrojovy´ ko´d te´to
platformy mohl by´t v budoucnu volneˇ prˇı´stupny´, cozˇ by mohlo ve´st k jejı´mu veˇtsˇı´mu
rozsˇı´rˇenı´.
84 Erlang
Prvnı´ verze programovacı´ho jazyka Erlang (podrobneˇjsˇı´ informace v [2, 3, 4, 6, 7]) vznikla
v roce 1986 (byla napsa´na v jazyce Prolog, nyneˇjsˇı´ je v jazyce C). Du˚vodem jeho vzniku
byla potrˇeba spolecˇnosti Ericsson mı´t programovacı´ jazyk vhodny´ pro pouzˇitı´ v teleko-
munikacı´ch.
4.1 Pozˇadavky kladene´ na telekomunikacˇnı´ syste´my
• Pra´ce s velky´m pocˇtem soubeˇzˇny´ch (v jednu chvı´li beˇzˇı´cı´ch) aktivit.
• Jednotlive´ aktivity/procesy musı´ by´t vykona´ny v prˇesneˇ urcˇenou dobu, nebo do
prˇesneˇ urcˇene´ doby.
• Syste´m je distribuova´n na vı´ce pocˇı´tacˇu˚.
• Interakce s hardwarem.
• Velmi rozsa´hle´ syste´my.
• Komplexnı´ funkcionalita.
• Schopnost provozu bez prˇerusˇenı´ po dlouhou dobu.
• Mozˇnost u´drzˇby (upgrade, rekonfigurace, atp.) bez prˇerusˇenı´ beˇhu syste´mu.
• Zvla´sˇtnı´ du˚raz na kvalitu a spolehlivost, odolnost vu˚cˇi softwarovy´m chyba´m a
hardwarovy´m selha´nı´m.
Prˇi vy´voji byly vyzkousˇeny ru˚zne´ druhy paradigmatu˚: imperative, declarative, rule
based a object oriented. Ty´m vy´voja´rˇu˚ vsˇak dosˇel k za´veˇru, zˇe telekomunikacˇnı´ syste´my
nemohou by´t naprogramova´ny pouze v jednom programovacı´m jazyce pouzˇı´vajı´cı´m
jednumetodologii/paradigma. Erlang tak vznikl kombinacı´ soubeˇzˇne´ho/concurrent (jazyky
jako Ada nebo Modula) a funkciona´lnı´ho prˇı´stupu (ML, Haskell).
4.2 Hlavnı´ cı´le prˇi vy´voji programovacı´ho jazyka Erlang
Prˇi vy´voji jazyka byly pozˇadova´ny na´sledujı´cı´ vlastnosti:
• Bude postaven na virtua´lnı´m stroji, ktery´ obstara´va´ soubeˇzˇnost a spra´vu pameˇti
(memory management), cozˇ take´ zajisˇt’uje neza´vislost na operacˇnı´m syste´mu, a tak i
prˇenositelnost.
• Meˇl by to by´t symbolicky´ jazyk s garbage collectorem, dynamicky´m typova´nı´m.
• Meˇl by obsahovat datove´ typy jako atomy, seznamy (lists) a pa´ry (tuples).
• Meˇl by obsahovat koncovou rekurzi (tail recursion), aby mohly by´t i nekonecˇne´
smycˇky rˇesˇeny rekurzı´.
9• Meˇl by podporovat asynchronnı´ prˇenos zpra´v mezi procesy a rovneˇzˇ prˇı´slusˇneˇ
reagovat na zpra´vy podle jejich druhu (pomocı´ pattern matching).
• Meˇl by by´t robustnı´, odola´vat SW i HW chyba´m.
4.3 Klı´cˇove´ vlastnosti jazyka Erlang
Erlang se vyznacˇuje na´sledujı´cı´mi vlastnostmi, ktere´ jsou pro jeho prakticke´ vyuzˇitı´
klı´cˇove´:
4.3.1 Sekvencˇnı´ Erlang (Sequential Erlang)
Tak jako i jine´ funkciona´lnı´ jazyky umozˇnˇuje Erlang pouze jedno prˇirˇazenı´ hodnoty
(single assignment). Pouzˇı´va´ vsˇak dynamicke´ho typova´nı´. Charakteristicke´ jsou datove´
typy jako: atomy, cˇı´sla, seznamy (lists) a pa´ry (tuples). Prˇi vy´beˇru mezi teˇmito datovy´mi
typy pouzˇı´va´ pattern matching (mechanismus, ktery´ podle podmı´nky vyhodnotı´, jaky´
blok ko´du se provede). Du˚lezˇity´m prvkem hlavneˇ objektoveˇ orientovany´ch jazyku˚ jsou
smycˇky (loops), jako naprˇı´klad for nebo while. Pro smycˇky se zde vyuzˇı´va´ pouze rekurze.
Doporucˇuje se pouzˇı´vat koncove´ rekurze (tail recursion) oproti beˇzˇne´ rekurzi, protozˇe v
koncove´ rekurzi se v kazˇde´m kroku prˇirˇazuje do promeˇnne´ pru˚beˇzˇny´ vy´sledek (vy´sledek
je promeˇnne´ prˇirˇazen pouze jednou, v dalsˇı´m kroku rekurze uzˇ se nejedna´ o tu samou
promeˇnnou), na rozdı´l od beˇzˇne´ rekurze, kde je pro vy´sledek nutne´ dobeˇhnutı´ rekurze.
Typicky toho mu˚zˇeme vyuzˇı´t v nekonecˇny´ch smycˇka´ch. Programy v jazyce Erlang se
skla´dajı´ z modulu˚ (ekvivalentem v objektoveˇ orientovane´m programova´nı´ jsou trˇı´dy).
Kazˇdy´ modul je zpravidla v samostatne´m souboru a je zvla´sˇt’ zkompilova´n a nacˇten.
Funkce obsazˇene´ v jednommodulumohou by´t zavola´ny z druhe´homodulu pouze pokud
je explicitneˇ exportujeme v modulu prvnı´m.
−module(stack).
−export([push/2,pop/1,top/1,isEmpty/1]).
push(Val,{}) −> {Val,{}};
push(Val,{I1,I2}) −> {I1,push(Val,I2)}.
pop({I1,{}}) −> {};
pop({I1,I2}) −> {I1,pop(I2)}.
top({}) −> ”Empty Stack”;
top(S) −> top(S,0).
top({I1 ,{}},Top) −> I1;
top({I1 , I2},Top)−> top(I2,I1).
isEmpty({}) −> true;
isEmpty({I1,I2}) −> false.
Vy´pis 1: Uka´zka za´sobnı´ku (stack)
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−module(quicksort).
−export([quickS/1]).
quickS([H|T]) −> quicS([X || X <− T, X =< H]) ++ [H] ++ quickS([Y || Y <− T, Y > H]);
quickS ([]) −> [].
Vy´pis 2: Quicksort v jazyce Erlang
4.3.2 Soubeˇzˇnost (Concurrency)
Klı´cˇova´ vlastnost jazyka Erlang. Umozˇnˇuje beˇh vı´ce na sobeˇ neza´visly´ch procesu˚ za´ro-
venˇ (typicky trˇeba telefonnı´ch hovoru˚). Nenı´ to vlastnost operacˇnı´ho syste´mu (nejsou
navrzˇeny jako procesy operacˇnı´ho syste´mu ani jako vla´kna operacˇnı´ho syste´mu), ale
samotne´ implementace v jazyce Erlang. Proces je tvorˇen beˇzˇı´cı´ funkcı´, kterou je trˇeba vy-
tvorˇit (spawn). Procesy mezi sebou nesdı´lı´ zˇa´dnou pameˇt’(jsou zcela neza´visle´) a mohou
mezi sebou komunikovat pomocı´ asynchronneˇ zası´lany´ch zpra´v (jsou vyja´drˇeny jaky´m-
koliv datovy´m typem podporovany´m Erlangem). Zpra´va je po prˇijetı´ zpracova´na prˇes
pattern matching a proces pokracˇuje v beˇhu. Procesy jsou extre´mneˇ nena´rocˇne´ a imple-
mentace jazyka Erlang podporuje syste´my s velmi vysoky´m pocˇtem soubeˇzˇny´ch procesu˚,
beˇzˇneˇ kolem 20 000 azˇ 30 000 procesu˚ (u´speˇsˇneˇ byl proveden test, kdy beˇzˇelo 20 milio´nu˚
procesu˚). Vzhledem ke skutecˇnosti, zˇe syste´m napsany´ v programovacı´m jazyce Erlang
musı´ reagovat v milisekunda´ch, nejsou mozˇne´ dlouhe´ prodlevy garbage collection.
−module(echo).
−export([echo/0, loop/0]) .
loop() −> receive
{From, Message} −> From ! {Message};
who are you −> io:format(”I am ˜p˜n”, [self () ]) ;
stop −> true
end.
echo() −> NewPid = spawn(echo, loop, []),
NewPid ! {self() , ”Echo message...”},
receive
{Message} −> io:format(”Message from echo: ˜p˜n”, [Message])
end,
NewPid ! stop.
Vy´pis 3: Uka´zka procesu v jazyce Erlang
4.3.3 Distribuovany´ Erlang (Distributed Erlang)
Erlang obsahuje mechanismus jak pro komunikaci Erlang - Erlang, tak pro komunikaci
s ostatnı´mi cˇa´stmi pocˇı´tacˇe. Komunikace probı´ha´ prostrˇednictvı´m TCP/IP socketu˚. Pro
prvnı´ prˇı´pad se pouzˇı´va´ oznacˇenı´ ’distributed Erlang system’ a skla´da´ se z vı´ce Erlang
runtime syste´mu˚, jezˇ mezi sebou komunikujı´. Kazˇdy´ takovy´ runtime syste´m (Erlang
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beˇzˇı´cı´ na jednom pocˇı´tacˇi) se nazy´va´ node a je pojmenova´n. Rovneˇzˇ je mozˇne´ se prˇipojit k
nodu, ktery´ je napsa´n v jazyce C (C node nebo hidden node). Ve druhe´m prˇı´padeˇ se jedna´ o
komunikaci prˇı´mo jazyka Erlang s operacˇnı´m syste´mem nebo s programy napsany´mi v
jiny´ch programovacı´ch jazycı´ch. Komunikace probı´ha´ na bytove´ u´rovni (prˇı´jem/odesla´nı´
byte listu˚) a vzhledem k tomu, zˇe byte listy nejsou Erlangem podporova´ny, je potrˇeba
naimplementovat ko´dovacı´/deko´dovacı´ mechanismus.
4.3.4 Robustnost (Robustness)
V typicky´ch aplikacı´ch vyuzˇı´vajı´cı´ch jazyk Erlang je robustnost (odolnost vu˚cˇi chyba´m)
velmi du˚lezˇitou vlastnostı´. Jestlizˇe se proces zhroutı´, nijak to nenarusˇı´ beˇh nodu, na ktere´m
proces beˇzˇel, ani cele´ho syste´mu. Procesy se vsˇak mohou monitorovat navza´jem, a tak
se mu˚zˇeme dozveˇdeˇt o prˇerusˇenı´ procesu chybovou zpra´vou (error message). Nadrˇazene´
procesy tak mohou v prˇı´padeˇ selha´nı´ procesu prˇevzı´t kontrolu, zjistit prˇı´cˇinu, znovu
nastartovat proces, atp. Tato vlastnost na´m umozˇnˇuje navrhovat tzv. soft-fail syste´my
v telekomunikacı´ch, kdy chyba v jednom telefonnı´m hovoru mu˚zˇe maxima´lnı´ prˇerusˇit
tento hovor, avsˇak nedotkne se zbytku syste´mu.
4.3.5 Upgrade syste´mu bez prˇerusˇenı´ beˇhu
Erlang umozˇnˇuje ugrade nebo opravu syste´mu za chodu, anizˇ by musel by´t syste´m
pozastaven. Jde o tzv. hot code loading. Noveˇ vytvorˇene´ procesy pak jizˇ pouzˇı´vajı´ novy´
vymeˇneˇny´ ko´d, prˇicˇemzˇ stare´ procesy pokracˇujı´ a skoncˇı´ neza´visle na nove´m ko´du. V
prˇı´padeˇ nekorektnı´ cˇinnosti syste´mu stacˇı´ nahradit chybovy´ ko´d za novy´. Mu˚zˇeme tak
udrzˇovat syste´m sta´le akta´lnı´ a to bez chyb, anizˇ bychom ho museli pozastovavat.
−module(increment).
−export([newloop/0, go/0]).
go() −> loop(0).
loop(Num) −> receive
code switch −> io:format(”Code replacing...˜n”),
increment:newloop();
{Message, Add} −> io:format(”Current: ˜p˜n”, [Num+Add]),
loop(Num+Add)
end.
newloop() −> loop(0).
Vy´pis 4: Uka´zka hot code loading
4.3.6 Prˇenositelnost (Portability)
Vzhledem ke skutecˇnosti, zˇe Erlang je implementova´n v jazyce C, je mozˇne´ ho spus-
tit vsˇude tam, kde je tento jazyk podporova´n, a to jsou na´sledujı´cı´ operacˇnı´ syste´my:
Windows, Solaris, Linux a VxWorks.
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4.4 OTP (Open Telecom Platform)
OpenTelecomPlatform je vy´vojovy´ syste´murcˇeny´ pro na´vrh a provoz telekomunikacˇnı´ch
syste´mu˚. OTP syste´m byl vyvinut spolecˇnostı´ Ericsson a v soucˇasne´ dobeˇ je veˇtsˇina
softwaru volneˇ dostupna´ v ra´mci distribucı´ programovacı´ho jazyka Erlang. OTP vrstva
lezˇı´ prˇı´mo na operacˇnı´m syste´mu a teprve na nı´ beˇzˇı´ Erlang, poprˇı´padeˇ program v C.
Soucˇa´stı´OTP jsoukompila´tory avy´vojove´ na´stroje proErlang, knihovny, runtime syste´my
pro ru˚zna´ cı´lova´ prostrˇedı´ (OS), vzdeˇla´vacı´ materia´ly a rozsa´hla´ dokumentace.
4.5 Erlang v rea´lny´ch aplikacı´ch
Erlang splnˇuje vsˇechny vsˇechny vy´sˇe uvedene´ pozˇadavky kladene´ na telekomunikacˇnı´
syste´my.
• Pra´ce s velky´m pocˇtem soubeˇzˇny´ch (v jednu chvı´li beˇzˇı´cı´ch) aktivit.
→ Asi 200 azˇ 4000 za´rovenˇ aktivnı´ch procesu˚ na prˇepı´nacˇi AXD 301.
→ Mobility Server ma´ kolem 200 staticky´ch procesu˚ a pro kazˇde´ vola´nı´ generuje 6
dynamicky´ch procesu˚.
• Velmi rozsa´hle´ syste´my.
→ AXD 301 verze 3 obsahuje 525 KLOC Erlangu, 608 KLOC C a 8 KLOC Javy. (1
KLOC je 1000 rˇa´dku˚ ko´du bez komenta´rˇu˚).
• Schopnost provozu bez prˇerusˇenı´ po dlouhou dobu.
→Mobility Serverbyl uvedenna trhv roce 1994 adnes je ve sveˇteˇ vı´c nezˇ 400 jednotek.
Za tu dobu bylo hla´sˇeno pouze neˇkolik chyb, z nichzˇ veˇtsˇina byla hardwarove´ho
ra´zu.
• Mozˇnost u´drzˇby (upgrade, rekonfigurace, atp.) bez prˇerusˇenı´ beˇhu syste´mu.
→ Syste´m v AXD 301 sa´m vyrˇesˇı´, jak by meˇl by´t upgradova´n, jak by meˇly by´t
pozastaveny urcˇite´ procesy, atp.
• Zvla´sˇtnı´ du˚raz na kvalitu a spolehlivost.
→ AXD 301 nepotrˇebuje rocˇneˇ vı´ce nezˇ 6 minut zastavenı´ chodu ze servisnı´ch
du˚vodu˚.
→ GPRS ma´ ocˇeka´vanou dostupnost 99,995%, cˇemuzˇ odpovı´da´ prˇerusˇenı´ vysı´la´nı´
na 26 minut za rok.
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5 Programovacı´ jazyk e-PFL
V te´to kapitole se budu veˇnovat jazyku e-PFL [1], s nı´mzˇ (respektive s jeho prˇeklada-
cˇem) te´ma te´to pra´ce u´zce souvisı´. Jazyk e-PFL (Embedded Process Functional Language
nebo Vestavny´ procesneˇ funciona´lnı´ jazyk) je vy´sledkem snahy o vytvorˇenı´ na´stroje, ktery´
by umozˇnil modelovat vestavne´ syste´my v prvnı´ch fa´zı´ch vy´voje. Je to dome´noveˇ orien-
tovany´ jazyk a je urcˇen k tvorbeˇ vestavny´ch syste´mu˚ na vysoke´ u´rovni abstrakce.
Funciona´lnı´ch programovacı´ch jazyku˚, ktery´ch se da´ vyuzˇı´t prˇi tvorbeˇ neˇjake´ho syste´mu,
je pomeˇrneˇ dost. Vestavny´ procesneˇ funciona´lnı´ jazyk byl vsˇak vyvı´jen s prˇihle´dnutı´m
k agilnı´m metodologiı´m. Cı´lem agilnı´ch metodologiı´ je snı´zˇit rizika vznikajı´cı´ prˇi vy´voji
softwaru. Zejme´na jsou to byznys rizika (nepochopenı´ pozˇadavku˚ za´kaznı´ka, a tı´m pa´dem
prakticka´ nepouzˇitelnost fina´lnı´ho softwaru) a technicka´ rizika (nasazenı´ na´mi zvolene´ho
technicke´ho rˇesˇenı´ do praxe bra´nı´ neˇjake´ va´zˇne´ du˚vody). Agilnı´ metodologie se teˇmto
riziku˚m snazˇı´ zabra´nit jizˇ v prvnı´ch fa´zı´ch vy´voje. Z pohledu na´vrhu budoucı´ho (vestav-
ne´ho) syste´mu tak jde o to, co nejdrˇı´ve vytvorˇit funkcˇnı´ model tohoto syste´mu, aby mohl
by´t prˇedveden za´kaznı´kovi a posouzen take´ z technicke´ho hlediska.
Vestavny´ syste´my se, mimo jine´, odlisˇujı´ od beˇzˇny´ch aplikacı´ tı´m, zˇe by´vajı´ vyvı´jeny na
jine´ platformeˇ, nezˇ na ktere´ budou v praxi nasazeny. A tak chceme-li opravdu elimino-
vat technicka´ rizika vyvı´jene´ho syste´mu, je potrˇeba abychom ho (a nebo alesponˇ jeho
nejdu˚lezˇiteˇjsˇı´ cˇa´sti) otestovali na rea´lne´m zarˇı´zenı´, pro neˇzˇ je navrhova´n. Proto i na´stroj,
pouzˇı´vany´ k na´vrhu softwaru vestavne´ho syste´mu, musı´ veˇrneˇ demonstrovat beˇh apli-
kace a musı´ by´t (alesponˇ z cˇa´sti) schopen nasazenı´ na cı´love´ zarˇı´zenı´. Dalsˇı´ veˇcı´, ktera´
hra´la roli prˇi vy´voji jazyka e-PFL, byla prˇedstava na´vrhu vestavne´ho syste´mu na takove´
u´rovni, aby byl vy´voja´rˇ odprosˇteˇn od konkre´tnı´ architektury, pro nı´zˇ syste´m vyvı´jı´, a
nemusel rˇesˇit s nı´ spjate´ technicke´ detaily (obecneˇ funciona´lnı´ jazyky jsou pro vy´voj ve-
stavny´ch syste´mu˚ vhodne´, protozˇe poskytujı´ docela vysokou mı´ru abstrakce prˇi psanı´
ko´du). A tak je vy´sledny´ jazyk jaky´msi modelovacı´m na´strojem (cˇemuzˇ prˇispı´va´ take´
jeho syntaxe, proto je zdrojovy´ ko´d snadno cˇitelny´ a pochopitelny´). Kromeˇ toho se porˇa´d
samozrˇejmeˇ jedna´ o plnohotnotny´ programovacı´ jazyk, ktery´ je schopen vyprodukovat
spustitelny´ ko´d pouzˇitelny´ na konre´tnı´m zarˇı´zenı´.
Programovacı´ jazyk e-PFL vycha´zı´ z jazyka PFL. Tento jazyk strucˇneˇ popı´sˇi v na´sledujı´cı´
podkapitole.
5.1 PFL
PFL (Procesneˇ funkciona´lnı´ jazyk) je jazykem, jak uzˇ na´zev napovı´da´, vyuzˇı´vajı´cı´m procesneˇ
funciona´lnı´ programovacı´ paradigma. Je to jazyk hybridnı´, stojı´cı´ na pru˚niku funkcio-
na´lnı´ho a imperativnı´ho programova´nı´. Vycha´zı´ z cˇisteˇ funkciona´lnı´ odnozˇe Haskellu,
prˇicˇemzˇ je obohacen o mozˇnost pouzˇı´vat promeˇnne´. Stav syste´mu je tak mozˇno popsat
jednodusˇeji, nezˇ jak by tomu bylo prˇi pouzˇitı´ pouze funkciona´lnı´ho jazyka (hlavneˇ cykly
a vstupneˇ vy´stupnı´ operace). Pouzˇitı´ promeˇnny´ch je rˇı´zeno kompila´torem a mohou jich
vyuzˇı´vat pouze procesy.
Promeˇnna´ v jazyce PFL nenı´ klasickou promeˇnnou jako v imperativnı´ch jazycı´ch, lisˇı´
se ve zpu˚sobu ulozˇenı´ hodnoty a prˇı´stupu k nı´. Je to neˇco jako pameˇt’ova´ bunˇka, k nı´zˇ
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se prˇistupuje bud’ staticky (hodnota) nebo dynamicky (vy´beˇr a modifikace hodnoty).
Programa´tor ale k bunˇce nemu˚zˇe prˇistupovat prˇı´mo (prˇirˇazenı´ promeˇnna´ - hodnota),
ny´brzˇ prostrˇednictvı´m procesu˚. Zpu˚soby, jaky´mi mu˚zˇe proces zacha´zet s promeˇnny´mi,
jsou dva. Prvnı´m je aplikace procesu na neˇjakou hodnotu, prˇicˇemzˇ vy´sledek procesu je
prˇirˇazen (ulozˇen) do promeˇnne´ho prostrˇedı´, nad ktery´m proces pracuje a ktery´ ma´ proces
jako argument (ve tvaru promenne prostredi datovy typ, naprˇı´klad x Integer). V druhy´m prˇı´-
padeˇ je proces aplikova´n na rˇı´dı´cı´ hodnotu (oznacˇova´na jako ()) a hodnotu z promeˇnne´ho
prostrˇedı´ pouzˇije pro dalsˇı´ vy´pocˇty, ale nemodifikuje ji. Promeˇnne´, platne´ v aktua´lnı´m
jmenne´m prostoru, mohou by´t sdı´leny vı´ce procesy. Proces v PFL se od funkce odlisˇuje
(kromeˇ typove´ definice) v tom, zˇe nemu˚zˇe by´t prˇeda´n jako argument jine´ funkci, stejneˇ
tak jako nemu˚zˇe by´t vracen jako vy´sledek neˇjake´ funkce.
V jazyce PFL jemozˇno vyuzˇı´t jak vyhodnocova´nı´ na za´kladeˇ hodnoty, tak vyhodnocova´nı´
na za´kladeˇ pozˇadavku. K dispozici je take´ prˇekladacˇ, ktery´ z jazyka PFL generuje cı´lovy´
ko´d v jazycı´ch Java a Haskell.
5.2 Koordinacˇnı´ vrstva jazyka e-PFL
E-PFL, jako i jine´ funciona´lnı´ programovacı´ jazyky, ma´ svou cˇisteˇ funciona´lnı´ vrstvu ja-
zyka (jazykova´ u´rovenˇ) obalenou do koordinacˇnı´ vrstvy, ktera´ rˇesˇı´ komunikaci. Jazykove´
konstrukce z koordinacˇnı´ vrstvy se starajı´ o vytva´rˇenı´ procesu˚ a komunikaci mezi nimi.
Jazyk e-PFL umozˇnˇuje na´vrh vestavne´ho syste´mu, ktery´ se skla´da´ z neˇjake´ho pocˇtu fun-
kcˇnı´ch jednotek - kazˇda´ tato jednotka je reprezentova´na jednou promeˇnnou datove´ho
typu Device. Tato jazykova´ konstrukce je pra´veˇ z koordinacˇnı´ vrstvy. Je to dynamicka´
konstrukce ve smyslu jejich propojenı´ pomocı´ komunikacˇnı´ch kana´lu˚, ktere´ je mozˇne´ v
pru˚beˇhu vykona´va´nı´ programu meˇnit. Z ru˚zny´ch du˚vodu˚ vsˇak mu˚zˇe by´t potrˇeba tyto
konstrukce z koordinacˇnı´ vrsty neˇjak prˇeve´st a mı´t k dispozici na´vrh cele´ho syste´mu na
staticke´ u´rovni. Jazyk e-PFL umozˇnˇuje jaky´si kompromis, model syste´mu na koordinacˇnı´
u´rovni (model obsahujı´cı´ jazykove´ konstrukce z koordinacˇnı´ vrstvy) vznika´ jako produkt
vykona´va´nı´ programu, je-li vsˇak neˇjaka´ funkcˇnı´ jednotka spusˇteˇna, nelze jejı´ cˇinnost jizˇ
meˇnit a model se tak stane staticky´m. Tento prˇevod z koordinacˇnı´ na statickou u´rovenˇ je
u jazyka e-PFL v praxi rˇesˇen tak, zˇe nejdrˇı´ve je proveden konfiguracˇnı´ beˇh, cozˇ je cˇa´stecˇne´
vyhodnocenı´ programu v e-PFL, jehozˇ vy´sledkem je znalost struktury aplikace na koordi-
nacˇnı´ u´rovni (konkre´tnı´ architektura vyvı´jene´ho syste´mu). Na za´kladeˇ toho jsme potom
schopni generovat cı´lovy´ ko´d (v me´m prˇı´padeˇ v jazyce Erlang), ktery´ je mozˇno nasadit na
konkre´tnı´ hardware. Prˇicˇemzˇ existuje mozˇnost generovat cı´lovy´ ko´d pro jeden vestavny´
syste´m ve vı´ce programovacı´ch jazycı´ch - jedna cˇa´st syste´mu tak mu˚zˇe by´t naprˇı´klad v
jazyce Hume a druha´ v jazyce Erlang.
5.3 Komunikace funkcˇnı´ch jednotek v e-PFL
Komunikace mezi jednotkami (Device) je v e-PFL implicitnı´ a probı´ha´ prˇes komunikacˇnı´
kana´ly, ktere´ jsou definova´ny prˇedem. Spojeny jsou pra´veˇ dveˇ jednotky (nebo trˇeba
jednotka se standardnı´m vy´stupem), prˇicˇemzˇ kazˇdy´ kana´l ma´ pouze jeden vstup a pouze
jeden vy´stup (jeden Device jı´m hodnotu posı´la´ a druhy´ Device ji prˇijı´ma´). Kana´lem se
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prˇena´sˇı´ prˇedem urcˇeny´ typ dat, a proto datovy´ typ na jeho vstupu je stejny´ jako datovy´
typ na jeho vy´stupu. V kana´lumu˚zˇe by´t v jednu chvı´li pouze jedna hodnota. To znamena´,
zˇe poslal-li do neˇj vysı´lajı´cı´ Device neˇjakou hodnotu, nemu˚zˇe do neˇho poslat dalsˇı´, dokud
nebude tato hodnota zkonzumova´na prˇijı´macı´m Device. Je take´ logicke´, zˇe z kana´lu,
jenzˇ zrovna neobsahuje zˇa´dnou hodnotu, nemu˚zˇe by´t zˇa´dny´m zpu˚sobem neˇjaka´ hodnota
vybra´na.
5.4 Konfigurace syste´mu v e-PFL
Jak jsem jizˇ zmı´nil drˇı´ve v te´to kapitole, program napsany´ v e-PFL procha´zı´ konfiguracˇ-
nı´m beˇhem a beˇhem neˇho je vygenerova´n soubor v jazyce XML, ktery´ popisuje strukturu
syste´mu podobny´m zpu˚sobem, jako je popsa´na v e-PFL. Ve stromove´ strukturˇe konfigu-
racˇnı´ho souboru jsou jednotliva´ zarˇı´zenı´ (Device), jejich procesy a komunikacˇnı´ kana´ly.
Konfigurace je klı´cˇova´ pro generaci cı´love´ho ko´du. Bez znalosti konfigurace dane´ho sys-
te´mu bych nemohl rozsˇı´rˇit kompila´tor, aby mohl generovat cı´lovy´ ko´d v jazyce Erlang.
V jazyce Erlang jsem sice implementoval datovy´ typ Device, nicme´neˇ tento na´vrh je vı´-
ceme´neˇ abstraktnı´ a je trˇeba ho pro kazˇdy´ syste´m zkonkretizovat (pocˇty zarˇı´zenı´, jejich
propojenı´, atd.) tak, aby byl funkcˇneˇ ekvivalentnı´ na´vrhu v jazyce e-PFL. Tuto konkreti-
zaci mi umozˇnˇuje pra´veˇ konfiguracˇnı´ soubor, ve ktere´m jsou vsˇechny potrˇebne´ informace
o dane´m syste´mu ulozˇeny. Prakticke´ realizaci rozsˇı´rˇenı´ kompila´toru se veˇnuji v kapitole
6.
Nynı´ bych uka´zal prˇı´klad zdrojove´ho ko´du v jazyce e-PFL a k neˇmu odpovı´dajı´cı´ konfi-
guraci. Tato cˇa´st ko´du v e-PFL obsahuje definici jedne´ promeˇnne´ datove´ho typu Device -
promeˇnna´ s na´zvem work (prˇedposlednı´ rˇa´dek ve vy´pise). Toto zarˇı´zenı´ v sobeˇ obsahuje
dva procesy - multiply a suma, ktere´ jsou, jako u kazˇde´ho zarˇı´zenı´, umı´steˇny ve stromove´
strukturˇe (poslednı´ rˇa´dek). Proces multiply, stejneˇ jako proces suma, bere jeden argument
a jako vy´sledek vracı´ trojici cˇı´sel (rˇa´dky 1 a 2, respektive 3 a 4).
multiply :: a Integer −> (a Integer, b Integer, c Integer)
multiply x = (x+1, y, y) where {y = x ∗ x;}
suma :: a Integer −> (a Integer, b Integer, c Integer)
suma x = (x+1, y x, y x) where {y a = compute a (a+x);}
work :: Device
work = Fair[Process multiply,Process suma]
Vy´pis 5: Uka´zka zdrojove´ho ko´du v jazyce e-PFL
Na´sledujı´cı´ vy´pis ko´du v jazyce XML je tedy konfigurace vy´sˇe popsane´ho zarˇı´zenı´.
Jelikozˇ je cela´ konfigurace pomeˇrneˇ rozsa´hla´, proto zde uva´dı´m pouze jejı´ cˇa´st, dobrˇe vy-
jadrˇujı´cı´ princip konfigurace. Hned prvnı´ tag ve vy´pise se jmenuje Fair a urcˇuje korˇen stro-
move´ struktury. Zarˇı´zˇenı´ z prˇı´kladu obsahuje dva vestavne´ procesy - v konfiguraci jsou
vymezeny tagy Process. Da´le jsou ve strukturˇe videˇt jme´na procesu˚ (tag EmbeddedProcess
a jeho atribut name) a take´ na´zvy vstupu˚ a vy´stupu˚ kazˇde´ho procesu (ohranicˇeny tagy
Input respektive Output).
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<Fair>
<Process>
<EmbeddedProcess name=”multiply”>
<Input>
<EmbeddedVariable ref=”a” />
</Input>
<Output>
<EmbeddedVariable ref=”a” />
<EmbeddedVariable ref=”b” />
<EmbeddedVariable ref=”c” />
</Output>
</EmbeddedProcess>
</Process>
<Process>
<EmbeddedProcess name=”suma”>
<Input>
<EmbeddedVariable ref=”a” />
</Input>
<Output>
<EmbeddedVariable ref=”a” />
<EmbeddedVariable ref=”b” />
<EmbeddedVariable ref=”c” />
</Output>
</EmbeddedProcess>
</Process>
</Fair>
Vy´pis 6: Uka´zka konfigurace syste´mu
Konfigurace kazˇde´ho zarˇı´zenı´ da´le obsahuje jeho jednoznacˇne´ pojmenova´nı´ v ra´mci
cele´ho syste´mu a popis vstupu˚ a vy´stupu˚ pro cele´ zarˇı´zenı´ (nemusı´ korespondovat se
vstupy a vy´stupy jednotlivy´ch procesu˚). Pra´veˇ tyto vstupy a vy´stupy jsou viditelne´ v
cele´m syste´mu a prˇes neˇ mohou by´t zarˇı´zenı´ propojena. V konfiguracˇnı´m souboru jsou
uda´na jejich jme´na a datove´ typy (jine´ datove´ typy pak kana´lemneprojdou). Komunikacˇnı´
kana´ly je take´ mozˇno prˇejmenovat (tag Annotation) nebo jim nastavit vy´chozı´ hodnotu (tag
InitialValue ).
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6 Prakticka´ realizace rozsˇı´rˇenı´ kompila´toru
V te´to cˇa´sti se zameˇrˇı´m na popis prakticke´ cˇa´sti te´to bakala´rˇske´ pra´ce, jejı´mzˇ cı´lem bylo
rozsˇı´rˇenı´ jizˇ existujı´cı´ho kompila´toru, ktery´ je jednı´m z na´stroju˚ vyvinuty´ch pro pra´ci s
jazykem e-PFL. Jak jizˇ jsem drˇı´ve uvedl, tento kompila´tor byl doposud schopen prˇekladu
e-PFL do dvou cı´lovy´ch ko´du˚ - funkciona´lnı´ho jazyka Hume a do jazyka C# na platformeˇ
.NET Micro Framework.
V prvnı´ fa´zi bylo nutne´ se sezna´mit se syntaxı´ jazyka e-PFL, ale hlavneˇ s konstrukcemi
pro tento jazyk specificky´mi. Jeho syntaxe se odlisˇuje vı´ce od syntaxe jazyka Erlang, nezˇ
od jiny´ch funkciona´lna´ch jazyku˚ (jako Haskell). Hlavnı´ rozdı´ly, co se syntaxe ty´cˇe, jsou v
tom, zˇe e-PFL pouzˇı´va´ staticke´ typova´nı´ (programa´tor urcˇuje datovy´ typ promeˇnny´ch),
naproti tomu Erlang pouzˇı´va´ dynamicke´ typova´nı´ (programa´tor neurcˇuje datove´ typy),
takzˇe ko´d napsany´ v jazyce Erlang je na pohled jesˇteˇ strucˇneˇjsˇı´. Navı´c Erlang nepouzˇı´va´
uzˇivatelsky definovane´ datove´ typy, cozˇ souvisı´ s tı´m, zˇe je to dynamicky typovany´ jazyk,
v cˇemzˇ se opeˇt lisˇı´ od e-PFL (nicme´neˇ od verze R14B bude Erlang oficia´lneˇ obsahovat
rozsˇı´rˇenı´, ktere´ bude uzˇivatelske´ datove´ typy podporovat).
Vy´sˇe uvedene´ rozdı´ly, jakozˇ i beˇzˇne´ rozdı´ly v syntaxi, vsˇak nebyly hlavnı´m proble´mem
prˇi prˇekladu. Tı´m byl datovy´ typ Device, ktery´ je pro jazyk e-PFL, potazˇmo pro na´vrh ve-
stavny´ch syste´mu˚, podstatny´, a ktery´ v programovacı´m jazyce Erlang nema´ ekvivalent.
Proto v na´sledujı´cı´ podkapitole popı´sˇi, jaky´m zpu˚sobem jsem tento datovy´ typ imple-
mentoval do jazyka Erlang (jako dokumentaci jsem vyuzˇı´val [2, 6]). Vsˇechny zdrojove´
ko´dy v jazyce Erlang jsem psal v programu Pozna´mkovy´ blok, prˇicˇemzˇ k jejich kompilaci a
spousˇteˇnı´ jsem pouzˇı´val Erlang emulator ve verzi 5.7.4.
6.1 Datovy´ typ Device
Datovy´ typ Device v jazyce e-PFL je reakcı´ na skutecˇnost, zˇe vestavne´ syste´my (at’uzˇ s
jednı´m nebo vı´ce procesory) jsou cˇasto modelova´ny jako soubor spolupracujı´cı´ch jedno-
tek. Pra´veˇ datovy´ typ Device simuluje jednu takovou jednotku. Kazˇda´ takova´ jednotka
(da´le jen Device nebo zarˇı´zenı´) obsahuje neˇjaky´ pocˇet procesu˚, to znamena´, zˇe nemusı´
nutneˇ vykona´vat pouze jednu cˇinnost. Proces (takto se tato cˇa´st zarˇı´zenı´ oznacˇuje pouze
v terminologii jazyka e-PFL, nejedna´ se o proces jak jej zna´me naprˇ. z jazyka Erlang) uzˇ je
v podstateˇ beˇzˇna´ funkce. Kazˇdy´ Devicema´ neˇjaky´ pocˇet vstupu˚, ktere´ jsou na´sledneˇ da´ny
ke zpracova´nı´ neˇktere´mu z procesu˚. Pocˇet vstupu˚ u kazˇde´ho zarˇı´zenı´ je stejny´, jako nej-
veˇtsˇı´ arita ze vsˇech jeho procesu˚. V danou chvı´li nemusı´ by´t k dispozici vsˇechny vstupy. Je
jizˇ na programa´torovi, jake´ procesy (s jakou aritou) zarˇı´zenı´ obsahuje, a tı´m pa´dem, ktere´
vstupy jsou zkonzumova´ny a ktere´ (prˇı´padneˇ) nikoliv. Pokud ma´ Device v danou chvı´li
k dispozici takovy´ pocˇet vstupu˚, zˇe jim nevyhovuje zˇa´dny´ proces, automaticky cˇeka´ na
dalsˇı´ vstupy (kana´ly ve ktery´ch uzˇ vstupy jsou se zablokujı´), aby mohl by´t neˇjaky´ proces
proveden.
Device ma´ vsˇechny svoje procesy usporˇa´dane´ ve stromove´ strukturˇe, ve ktere´, po prˇi-
jetı´ neˇjake´ho vstupu, hleda´ vyhovujı´cı´ proces (porovna´va´ arity jednotlivy´ch procesu˚ s
pocˇtem vstupu˚, jezˇ prˇijal), ktery´ bude vykona´n (a proto to, jestli bude vykona´n, neza´visı´
pouze na jeho ariteˇ). Strom se skla´da´ z uzlu˚, prˇicˇemzˇ kazˇdy´ ma´ jednu fairness hodnotu,
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a to bud’ fair nebo unfair, a z listu˚, cozˇ jsou jednotlive´ procesy. Na kazˇde´m uzlu mu˚zˇe
by´t libovolny´ pocˇet listu˚ nebo jiny´ch uzlu˚, navı´c listy nemusı´ by´t na nejspodneˇjsˇı´ vrstveˇ
stromu. Jediny´m omezenı´m je, zˇe list nemu˚zˇe by´t spojeny´ s dalsˇı´m listem.
Po nalezenı´ procesu se na strom uplatnˇuje algoritmus, ktery´ slouzˇı´ ke zmeˇneˇ jeho struk-
tury. Jak se struktura zmeˇnı´ (a jestli vu˚bec) za´lezˇı´ na tom, jaky´mi uzly vyhleda´vacı´ al-
goritmus prosˇel (vzˇdy projde alesponˇ jednı´m uzlem). Platı´-li, zˇe uzel, lezˇı´cı´ na cesteˇ k
nalezene´mu procesu, ma´ hodnotu unfair, porˇadı´ podstromu˚ 1 z neˇch vycha´zejı´cı´ch se
nemeˇnı´. Ma´-li vsˇak uzel hodnotu fair, potom se cely´ podstrom, ktery´ proces obsahuje,
prˇesune na konec te´ vrstvy stromu, kde tento fair uzel je. Tj. doprava, pokud by byl strom
zna´zorneˇn s korˇenem nahorˇe a veˇtve by sˇly dolu˚, nebo doleva, v opacˇne´m prˇı´padeˇ.
Tento mechanismus rˇesˇı´ proble´m prˇi vybı´ra´nı´ ze dvou (a vı´ce) procesu˚ se stejnou aritou v
ra´mci jednoho zarˇı´zenı´. Pokud tedy jsou procesy se stejny´mi pocˇty argumentu˚ prˇipojeny
na uzel s hodnotou fair, ve vykona´va´nı´ se tyto procesy pravidelneˇ strˇı´dajı´ (vykonany´
proces je vzˇdy posunut nakonec). Struktura stromu za´lezˇı´ na programa´torovi, ktery´ dany´
vestavny´ syste´m navrhuje, a typicky nebude moc slozˇita´. Prˇi chybne´m na´vrhu stromu
se mu˚zˇe sta´t, zˇe neˇktery´ proces nebude nikdy vybra´n (pokud by to byl u´mysl, pak je
zbytecˇne´, aby zarˇı´zenı´ tento proces vu˚bec obsahovalo).
Pro potrˇebu vza´jemne´ komunikace je mozˇne´ jednotliva´ zarˇı´zenı´ spojit jednosmeˇrny´m
komunikacˇnı´m kana´lem, prˇicˇemzˇ je take´ mozˇne´ spojit zarˇı´zenı´ samo se sebou. V praxi
toto spojenı´ funguje tak, zˇe je-li vykona´n proces uvnitrˇ jednoho zarˇı´zenı´, je na´sledneˇ jeho
vy´sledek posla´n tı´mto komunikacˇnı´m kana´lem k prˇipojene´mu zarˇı´zenı´. Tato zpra´va mu
prˇijde na vstup a vy´sˇe popsany´ proces fungova´nı´ zarˇı´zenı´ se opakuje.
6.2 Implementace datove´ho typu Device v programovacı´m jazyce Erlang
Vna´sledujı´cı´ podkapitole popı´sˇi, jaky´m zpu˚sobem je implementova´n datovy´ typDevice v
jazyku Erlang. Na zacˇa´tku bylo du˚lezˇite´ navrhnout strukturu tohoto datove´ho typu podle
jeho funkcˇnosti v e-PFL. Neza´lezˇı´ na tom, jestli se dveˇ prakticke´ implementace jedne´ a te´zˇ
veˇci lisˇı´, du˚lezˇita´ je vy´sledna´ ekvivalentnı´ funkcˇnost teˇchto implementacı´. Device slouzˇı´
k popisu jedne´ funkcˇnı´ jednotky vestavne´ho syste´mu a ma´ urcˇitou funkcˇnost, kterou
je samozrˇejmeˇ nutne´ dodrzˇet, proto aby na´vrh vestavne´ho syste´mu, typicky slozˇeny´ z
vı´ce takovy´ch funkcˇnı´ch jednotek, napsany´ v jazyce e-PFL meˇl stejnou funkcˇnost jako
vygenerovany´ cı´lovy´ ko´d, ktery´ bude nasazen na konkre´tnı´ hardware.
Jelikozˇ Device musı´ dodrzˇovat urcˇite´ vlastnosti a mı´t urcˇitou funkcˇnost, bylo v jazyce
Erlang potrˇeba celou jeho strukturu rozdeˇlit na neˇkolik mensˇı´ch, spolupracujı´cı´ch cˇa´stı´ -
funkcı´. Chteˇl jsem, abybyl vy´sledny´ ko´d conejkratsˇı´ a nejsrozumitelneˇjsˇı´ a abybyl jaky´msi
logicky´m prˇepisem neˇjake´ teoreticke´ samostatne´ funkcˇnı´ jednotky (ne nutneˇ te´ z e-PFL),
jednotky, ktera´ ma´ neˇjakou vnitrˇnı´ funkcˇnost a doka´zˇe komunikovat s okolı´m. Datovy´
typ Device jsem si proto prˇedstavil jako kontejner, obsahujı´cı´ dany´ pocˇet vestavny´ch
procesu˚ (respektive funkcı´). Jak jsem jizˇ uvedl vy´sˇe, vestavne´ procesy jsou usporˇa´da´ny
a vybı´ra´ny ze stromove´ konstrukce, proto i tento kontejner obsahuje mechanismus, v
1Podstromem je zdemysˇlena stromova´ struktura, uzel bez dalsˇı´ch vazeb nebo list (a to i ten, reprezentujı´cı´
vybrany´ proces)
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Obra´zek 1: Sche´ma zarˇı´zenı´
neˇmzˇ je strom drzˇen, jakozˇ i algoritmus potrˇebny´ pro zmeˇnu jeho struktury po vybra´nı´
jednoho z procesu˚, ktery´ je v neˇm umı´steˇn. Komunikaci mezi zarˇı´zenı´mi (jak jejich vstup
tak i vy´stup) jsem rˇesˇil tak, jak komunikace standardneˇ probı´ha´ v programovacı´m jazyce
Erlang - pomocı´ zpra´v zası´lany´chmezi procesy. Kazˇda´ vy´sˇe uvedena´ funkcˇnı´ cˇa´st jednoho
zarˇı´zenı´ je v me´ implementaci reprezentova´na jako samostatny´ proces jazyka Erlang (k
cˇemuzˇ se podrobneˇji dostanu da´le v te´to kapitole). Zarˇı´zenı´ ilustruje sche´ma na obra´zku
1.
Typ Device je v jazyce Erlang implementova´n jako soubor neˇkolika funkcı´, respektive
procesu˚. V na´sledujı´cı´ch podkapitola´ch bude kazˇda´ funkce, nezbytna´ pro funkcˇnost,
popsa´na.
6.2.1 Reprezentace stromu s procesy
Jizˇ drˇı´ve jsem poukazoval na du˚lezˇitost a smysl, procˇ jsou procesy v ra´mci jednoho
zarˇı´zenı´ umı´steˇny ve stromove´ strukturˇe. Prˇi implementaci jsem proto musel urcˇit, jaky´m
konkre´tnı´m zpu˚sobem ma´ by´t tato struktura reprezentova´na. Ve funkciona´lnı´ch jazycı´ch
je v du˚sledku strom beˇzˇneˇ vyja´drˇen veˇtsˇinou jako seznam seznamu˚. Tato struktura se mi,
pro dane´ pouzˇitı´, jevila jako vyhovujı´cı´, nicme´neˇ bylo ji trˇeba obohatit tak, aby pozdeˇji
mohla obsahovat vsˇechny potrˇebne´ informace.
Strom s procesy typicky neby´va´ neˇjak slozˇiteˇ rozveˇtveny´ a ani neby´va´ moc vysoky´,
nicme´neˇ jeho struktura mu˚zˇe by´t velice nepravidelna´, nejedna´ se o bina´rnı´ ani o jiny´
druh stromu s urcˇenou strukturou. U prvnı´ struktury, kterou jsem navrhl, jsem vycha´zel
ze skutecˇnosti, zˇe ve stromeˇ se vyhleda´vajı´ procesy - listy, a zˇe uzly stromu v tuto chvı´li
nejsoudu˚lezˇite´.Navı´c, v rozumneˇ navrzˇene´m stromeˇ, jsou listy s procesyve stromeˇ nejnı´zˇ.
Strom byl proto vyja´drˇen jako seznam seznamu˚, prˇicˇemzˇ kazˇdy´ seznam obsahoval prvky
(listy i uzly) z jedne´ vrstvy stromu. Nejnı´zˇ polozˇena´ vrstva stromu byla v seznamu jako
prvnı´, ta nejvy´sˇ polozˇena´ byla poslednı´. U kazˇde´ho prvku take´ bylo uvedeno cˇı´slo urcˇujı´cı´
porˇadı´ prvku z vysˇsˇı´ vrstvy, ke ktere´mu je prvek prˇipojen. Vyhleda´vacı´ algoritmus byl
tak pomeˇrneˇ jednoduchy´ a pro veˇtsˇinu stromu˚ take´ efektivneˇjsˇı´ nezˇ algoritmus, ktery´ by
stromem procha´zel shora. Proble´m ovsˇem nastal po vyhleda´nı´, kdy bylo potrˇeba zmeˇnit
strukturu stromu. Rˇesˇenı´ by bylo zbytecˇneˇ obtı´zˇne´ a neefektivnı´, proto jsem vymyslel
jinou reprezentaci stromu, ve ktere´ se pomeˇrneˇ jednodusˇe da´ vyhleda´vat, stejneˇ jako
meˇnit jejı´ strukturu (prˇı´klad takove´ operace je na obra´zku 2).
Nyneˇjsˇı´ reprezentace vyjadrˇuje strom shora dolu˚ a kazˇdy´ seznam je podstromem. Na
rozdı´l od prˇechozı´ implementace se tak jedna´ o rekurzivnı´ datovou strukturu.
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Obra´zek 2: Zmeˇna struktury stromu po provedenı´ procesu p2
T1 = [ fair , [ unfair , unfair , {p2, 2}, {p1, 1}], [ fair , {p1, 1}, {p2, 2}]].
T2 = [ fair , [ unfair , unfair , {p2, [a, b]}, {p1, [c ]}], [ fair , {p1, [c ]}, {p2, [a, b ]}]].
Vy´pis 7: Implementace stromu
Vzˇdy prvnı´m prvkem v seznamu je uzel, jeho datovy´ typ je atom a mu˚zˇe naby´vat
hodnot fair a unfair. Je to za´rovenˇ i rodicˇ pro vsˇechny prvky na´sledujı´cı´ za nı´m. List s
procesem je ve stromeˇ jako pa´r (tuple, ve slozˇeny´ch za´vorka´ch), kde jeho prvnı´ hodnota
je na´zev vestavne´ho procesu a druha´ hodnota je jeho arita. Strom T2 je stejny´ azˇ na to, zˇe
mı´sto arity procesu obsahuje seznam s na´zvy jeho vstupu˚.
6.2.2 Pomocne´ funkce
Na kazˇdou promeˇnnou datove´ho typu Device v pu˚vodnı´m na´vrhu syste´mu v jazyce
e-PFL prˇipadajı´ ve vygenerovane´m cı´love´m ko´du v jazyku Erlang cˇtyrˇi funkce emulujı´cı´
jejı´ funkcˇnost. A tak, prˇekla´da´-li se na´vrh syste´mu, obsahujı´cı´ naprˇı´klad 5 promeˇnny´ch
typu Device, v cı´love´m ko´du v jazyce Erlang uzˇ je 20 funkcı´ - peˇt kra´t cˇtyrˇi principia´lneˇ
stejne´ funkce (samozrˇejmeˇ s rozdı´lny´mi na´zvy, korespondujı´cı´mi s na´zvy zarˇı´zenı´, jejichzˇ
cˇa´stmi jsou). Tyto funkce potrˇebujı´ pro svou cˇinnost pomocne´ funkce. Ty jsou v cı´love´m
ko´du pouze jednou, nemajı´ vazbu na konkre´tnı´ zarˇı´zenı´ a slouzˇı´ pouze k na´vratu hodnot,
potrˇebny´ch pro spra´vne´ fungova´nı´ jednotlivy´ch zarˇı´zenı´.
Prvnı´ z teˇchto funkcı´ je funkce search (zdrojovy´ ko´d je uveden v prˇı´loze), ktera´ vyhleda´va´
proces ve stromeˇ. Je napsa´na tak, zˇe je mozˇne´ proces vyhleda´vat podle jeho jme´na (toho
jsem vyuzˇı´val prˇi testova´nı´), podle arity (prvnı´ verze implementace datove´ho typu De-
vice) nebo podle seznamu se jme´ny vstupu˚ (nyneˇjsˇı´ implementace). Funkce vracı´ jme´no
procesu, ktery´ bude zavola´n. Jako argumenty ma´ funkce strom samotny´ (dvakra´t, jednı´m
procha´zı´ a druhy´ potom prˇeda´va´ funkci, ktera´ zmeˇnı´ jeho strukturu), hledanou hod-
notu, na´zev procesu, drzˇı´cı´ho strom pro cele´ zarˇı´zenı´ (proces funkce tree holder), na´zev
procesu, jezˇ je zodpoveˇdny´ za vola´nı´ procesu˚ uvnitrˇ zarˇı´zenı´ a jemuzˇ proto bude za-
sla´n na´zev vybrane´ho procesu (proces funkce process caller) a seznam, pojmenovany´ jako
Position list , do neˇhozˇ funkce ukla´da´ cestu, kterou postupneˇ procha´zı´, nezˇ najde hledany´
proces. Tento seznam se take´ prˇeda´va´ funkci, ktera´ meˇnı´ strukturu stromu. Algoritmus
funguje tak, zˇe postupneˇ procha´zı´ seznam (neˇjakou cˇa´st stromu) a hleda´ pa´r vyhovujı´cı´
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hledane´mu procesu. Kazˇdy´ seznam obsahuje alesponˇ jeden atom a neˇjaky´ pocˇet dalsˇı´ch
seznamu˚ a pa´ru˚. Po kazˇde´m prˇesunutı´ na dalsˇı´ prvek je inkrementova´na aktua´lnı´ pozice
v seznamu Position list . Jestlizˇe nenı´ list s procesem nalezen v aktua´lnı´ seznamu, funkce
rekurzivneˇ vstoupı´ do prvnı´ho neprozkoumane´ho seznamu (podstromu) a za´rovenˇ je do
seznamu Position list prˇida´na dalsˇı´ polozˇka znacˇı´cı´ dalsˇı´ vrstvu stromu. Nelze-li uzˇ jı´t
ve stromeˇ nı´zˇ, funkce vyskocˇı´ o u´rovenˇ vy´sˇ a vstoupı´ do dalsˇı´ho podstromu v porˇadı´.
V tomto ohledu se algoritmus chova´ jako veˇtsˇina jiny´ch rekurzivnı´ch implementacı´ pro
pru˚chod stromem. Algoritmus procha´zı´ stromem zleva doprava (prˇi zna´zorneˇnı´ stromu
s korˇenem nahorˇe), a tak, pokud by byl pouzˇit na bina´rnı´ vyhleda´vacı´ strom, vracel by
hodnoty listu˚ od nejmensˇı´ch po nejveˇtsˇı´.
Tato funkce je jmenuje shuffle a meˇnı´ strukturu stromu podle vzoru, ktery´ jsem popisoval
drˇı´ve v te´to kapitole. Funkce vracı´ zmeˇneˇny´ strom. Jako argumenty bere stromovou struk-
turu, jı´zˇ ma´ zmeˇnit a seznam, ve ktere´m jsou uzly, lezˇı´cı´ na cesteˇ k vybrane´mu procesu,
a list s vybrany´m procesem. Hodnoty v tomto seznamu vsˇak neznamenajı´ pouze cestu k
vybrane´mu procesu, ale oznacˇujı´ i prvky v jednotlivy´ch vrstva´ch stromu, ktere´ majı´ by´t v
ra´mci sve´ vrstvy prˇı´padneˇ posunuty na konec, aby byl strom korektneˇ prˇestaveˇn. Algorit-
mus procha´zı´ stromem shora a vzˇdy nejdrˇı´v zjisˇt’uje, jaka´ je prvnı´ hodnota v seznamu, ve
ktere´m se pra´veˇ nacha´zı´ (jiny´mi slovy zjisˇt’uje fairness hodnotu aktua´lnı´ho uzlu), podle
toho urcˇeny´ prvek posune/neposune a na´sledneˇ do stejne´ho prvku beˇh funkce vstoupı´
(rekurzivnı´ vola´nı´) a ze seznamu s cestou odebere prvnı´ hodnotu (vrstvu stromu, ze
ktere´ pra´veˇ sestoupil). Algoritmus skoncˇı´ ve chvı´li, kdy je seznam s cestou pra´zdny´, a tı´m
pa´dem je promeˇna stromu dokoncˇena.
shuffle (Tree, []) −> Tree;
shuffle (Tree, [{ fair , Pos}|T]) −>
lists:sublist (Tree, Pos − 1) ++ lists:nthtail (Pos, Tree) ++ [ shuffle ( lists:nth (Pos, Tree), T) ];
shuffle (Tree, [{unfair , Pos}|T]) −>
lists:sublist (Tree, Pos − 1) ++ [shuffle( lists:nth (Pos, Tree), T)] ++ lists:nthtail (Pos, Tree).
Vy´pis 8: Funkce shuffle
Dalsˇı´ pomocna´ funkce se jmenuje return item at a vracı´ vzˇdy prvnı´ neprozkoumany´
podstrom (seznam) aktua´lnı´ vrstvy stromu, do ktere´ho se na´sledneˇ prˇesune beˇh funkce.
Index, oznacˇujı´cı´ tento prvek bere ze seznamu Position list . Funkce return item at je vzˇdy
vola´na azˇ potom, co funkce search prosˇla cely´ podstrom a nenasˇla vyhovujı´cı´ list s proce-
sem.
Funkce increase position counter slouzˇı´ k inkrementaci hodnoty v seznamu Position list ,
vzˇdy po prˇeskocˇenı´ na dalsˇı´ prvek ve stromeˇ. Jelikozˇ Position list nenı´ jednoduchy´ se-
znam (ma´ tvar [{a, b}, {c, d}]), proto jsem z du˚vodu cˇitelnosti, prˇehlednosti, a tı´m pa´dem
take´ mensˇı´ na´chylnosti k chyba´m, radeˇji tuto operaci napsal do samostane´ metody, nezˇ
abych ji vzˇdycky prova´deˇl prˇı´mo v poli pro argumenty funkce search.
Na´sledujı´cı´ pomocnou funkcı´ je funkce output creator. Ta je vola´na vzˇdy azˇ na konci
jednoho cyklu cele´ho zarˇı´zenı´ (po provedenı´ vybrane´ho vestavne´ho procesu a prˇed ode-
sla´nı´m te´to hodnoty prˇipojene´mu zarˇı´zenı´) a slouzˇı´ k tomu, zˇe vy´sledek vykonane´ho pro-
cesu je prˇirˇazen k na´zvu prˇı´slusˇne´ho komunikacˇnı´ho kana´lu tak, aby mohla by´t hodnota
spra´vneˇ prˇijata v napojene´m zarˇı´zenı´. Funkce najednou procha´zı´ seznamy s vy´sledky a s
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na´zvy komunikacˇnı´ch kana´lu˚ (tento seznam je nacˇten z konfigurace syste´mu), prvky na
stejny´ch pozicı´ch slucˇuje do pa´ru, ten pak prˇipojı´ do vy´sledne´ho seznamu ([{jmeno kanalu,
hodnota}, {jmeno kanalu, hodnota}]), ktery´ uzˇ je odesla´n prˇipojene´mu zarˇı´zenı´. Argumenty
funkce jsou tedy trˇi seznamy - s vy´sledky procesu, s na´zvy komunikacˇnı´ch kana´lu˚ a vy´-
sledny´ seznam, jenzˇ bude odesla´n.
output creator ([], [], Res) −> Res;
output creator ([], [Vh|Vt], Res) −> Res;
output creator ([Nh|Nt], [], Res) −> Res;
output creator ([Nh|Nt], [Vh|Vt], Res) −> output creator(Nt, Vt, Res ++ [{Nh, Vh}]).
Vy´pis 9: Funkce output creator
Funkce extract slouzˇı´ k vybra´nı´ pozˇadovany´ch hodnot ze vstupu, ktery´ zarˇı´zenı´ ob-
drzˇı´. Vstup ma´ vzˇdy podobu seznamu obsahujı´cı´ho pa´ry. V kazˇde´m pa´ru je na´zev ko-
munikacˇnı´ho kana´lu (respektive jeho vstupu do aktua´lnı´ho zarˇı´zenı´) a hodnota, kterou
tento kana´l pra´veˇ obsahuje a ktera´ byla nynı´ dorucˇena do zarˇı´zenı´. Pro dalsˇı´ zpracova´nı´ je
potrˇeba oddeˇlit tyto dveˇ slozˇky a mı´t samostatneˇ dva seznamy - jeden pouze s na´zvy ka-
na´lu˚ a druhy´ pouze s hodnotami (samozrˇejmeˇ ve stejne´m porˇadı´). Funkce tedy procha´zı´
prˇijaty´ seznam a vybı´ra´ pouze potrˇebne´ hodnoty, ktere´ ukla´da´ do samostane´ho seznamu.
Po pru˚chodu cely´m dorucˇeny´m seznamem je jako vy´sledek vra´cen seznam novy´. Funkce
ma´ tedy jako argumenty procha´zeny´ seznam, kam ukla´da´ vybı´rane´ hodnoty, a atom zna-
cˇı´cı´, ktere´ hodnoty ma´ funkce vybı´rat (name nebo value).
Dalsˇı´ pomocna´ funkce, get device, slouzˇı´ k vyhleda´nı´ konkre´tnı´ho zarˇı´zenı´ v seznamu
obsahujı´cı´m vsˇechna zarˇı´zenı´ a na´vracenı´ identifika´toru jeho procesu. Tento seznam ma´
tvar ev name, PID[d, dev name, PID] a je funkci prˇeda´n jako argument spolecˇneˇ se jme´nem
zarˇı´zenı´, ktere´ ma´ najı´t. Funkce jednodusˇe procha´zı´ seznam a u kazˇde´ho pa´ru porovna´va´
jeho prvnı´ hodnotu s vyhleda´vany´m jme´nem. Shodujı´-li se, funkce vracı´ druhou hodnotu
tohoto pa´ru - identifika´tor hledane´ho procesu.
6.2.3 Spousˇteˇnı´ zarˇı´zenı´
Jak jsemuvedl jizˇ drˇı´ve, kazˇde´ zarˇı´zenı´ je v ra´mci konfigurace cele´ho syste´mu jednoznacˇne´
pojmenova´no. Pra´veˇ tato jme´na jsou vyuzˇita k tomu, aby byly jednotlive´ funkce kazˇde´ho
zarˇı´zenı´ od sebevevygenerovane´mko´duodlisˇeny.A takvsˇechny funkcena´lezˇı´cı´ jednomu
zarˇı´zenı´ majı´ na´zev ve tvaru zarizeni funkce (naprˇı´klad device0 input box), prˇicˇemzˇ funkce
spousˇteˇjı´cı´ zarˇı´zenı´ se jmenuje pra´veˇ jako zarˇı´zenı´, ktere´ spousˇtı´. Tato funkce nebere
zˇa´dne´ argumenty (naprˇı´klad device0()). Tato funkce v podstateˇ slouzˇı´ pouze ke spusˇteˇnı´
dvou procesu˚, ktere´ ve sve´ podstateˇ tvorˇı´ hlavnı´ funkcionalitu zarˇı´zenı´, a jejı´ na´vratovou
hodnotou je identifika´tor procesu (v jazyce Erlang oznacˇovany´ jako PID), ktery´ zastupuje
cele´ zarˇı´zenı´ a komunikuje s ostatnı´mi zarˇı´zenı´mi.
dev0() −> T process = spawn(erlang code, dev0 tree holder, [[fair, {multiply ,[ e]}, {suma,[e]}]]) ,
I process = spawn(erlang code, dev0 input box, [T process]),
I process.
Vy´pis 10: Spousˇteˇnı´ zarˇı´zenı´
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Jak je videˇt z vy´pisu, v teˇle funkce jsou inicializova´ny dveˇ hodnoty, jimizˇ jsou T process
a I process. T process oznacˇuje proces, ktery´ vznikl spusˇteˇnı´m funkce tree holder, jı´zˇ
byl za´rovenˇ prˇeda´n strom s procesy cele´ho zarˇı´zenı´ jako argument. Proces I process je
spusˇteˇn z funkce input box s argumentem T process - tı´m pa´dem je zajisˇteˇna interakce
mezi stromovou strukturou s procesy a zbytkem zarˇı´zenı´. A na poslednı´m rˇa´dku funkce
je identifika´tor procesu I process vra´cen jako vy´sledek, s nı´mzˇ uzˇ je mozˇne´ komunikovat.
6.2.4 Propojenı´ zarˇı´zenı´
V e-PFL jsou zarˇı´zenı´ propojena pomocı´ komunikacˇnı´ch kana´lu˚. Kazˇde´ zarˇı´zenı´ ma´ de-
finovany´ urcˇity´ pocˇet vstupu˚ (input) a vy´stupu˚ (output) a kazˇdy´ z nich je jednoznacˇneˇ
pojmenova´n. Podle toho se proto da´ urcˇit, ktera´ dveˇ zarˇı´zenı´ jsou spolu propojena. Na´zev
vy´stupu jednoho zarˇı´zenı´ je stejny´ jako na´zev vstupu k neˇmu prˇipojene´mu zarˇı´zenı´. Da´
se tak realizovat i propojenı´ vı´ce nezˇ dvou zarˇı´zenı´ soucˇasneˇ (kdy jedno zarˇı´zenı´ ma´ trˇeba
dva vy´stupy a kazˇdy´ je prˇipojen k jine´mu zarˇı´zenı´). V e-PFL nenı´ proto explicitneˇ defino-
va´n vztah jako devX je prˇipojeno k devY. Tato varianta by samozrˇejmeˇ byla jednodusˇsˇı´ na
implementaci v jazyce Erlang, jelikozˇ v neˇm reprezentuji kazˇde´ zarˇı´zenı´ jako jeden proces,
a tak bych komunikaci vyrˇesˇil pouze jako zası´la´nı´ zpra´v mezi procesy, prˇicˇemzˇ by ani
nebylo nutne´ prova´deˇt jakoukoliv kontrolu vstupu, respektive vy´stupu, protozˇe by bylo
jasne´, zˇe spolu musı´ souhlasit. Kdyzˇ jsem prˇemy´sˇlel, jaky´ mechanismus propojenı´ vsˇech
zarˇı´zenı´ bude nejvhodneˇjsˇı´, uveˇdomil jsem si, zˇe cely´ vestavny´ syste´m ma´ ze softwaro-
ve´ho hlediska strukturu podobnou pocˇı´tacˇove´ sı´ti. Jelikozˇ komunikacˇnı´ch kana´lu˚ mu˚zˇe
by´t teoreticky libovolneˇ mnoho, bylo by nesˇikovne´ explicitneˇ definovat kazˇde´ konkre´tnı´
spojenı´. Stejneˇ tak v pocˇı´tacˇove´ sı´ti nenı´ kazˇdy´ pocˇı´tacˇ prˇı´mo prˇipojen se vsˇemi dalsˇı´mi
pocˇı´tacˇi, ale je vyuzˇı´va´no sı´t’ovy´ch prvku˚, ktere´ komunikaci rˇı´dı´.
Do ko´du jsem proto prˇidal funkce, ktere´ fungujı´ na podobne´m principu jako prˇepı´nacˇ
(switch) - starajı´ se o posı´la´nı´ zpra´v mezi zarˇı´zenı´mi. Proto je potrˇeba zna´t identifika´tory
PID vsˇech zarˇı´zenı´ v kontextu cele´ho syste´mu, ten se proto startuje funkcı´ run(), ve ktere´
nejdrˇı´v dojde ke spusˇteˇnı´ vsˇech zarˇı´zenı´ a ulozˇenı´ jejich identifika´toru˚, spolecˇneˇ s na´zvy
zarˇı´zenı´, do seznamu. Ten je na´sledneˇ prˇeda´n jako argument prˇi spousˇteˇnı´ procesu funkce
sw receiver. PID tohoto procesu, reprezentujı´cı´ na´sˇ pomyslny´ prˇepı´nacˇ, je potom funkcı´
init rozesla´n vsˇem zarˇı´zenı´m. To proto, zˇe vy´stupy vsˇech zarˇı´zenı´ budou odesı´la´ny pra´veˇ
jemu, a azˇ potom ke konkre´tnı´m zarˇı´zenı´m.
run() −> Dev list = [{dev0, spawn(erlang code, dev0, [])},{dev1, spawn(erlang code, dev1, [])}],
S = spawn(erlang code, sw receiver, [Dev list ]) ,
init ( Dev list , S).
Vy´pis 11: Spusˇteˇnı´ syste´mu
Funkce init je velmi jednoducha´. Pouze procha´zı´ seznam Dev list a kazˇde´mu zarˇı´zenı´
zpra´vou posˇle PID procesu funkce sw receiver.
Mechanismus prˇepı´nacˇe se skla´da´ ze dvou funkcı´. Prvnı´ je jizˇ vy´sˇe zmı´neˇna´ sw receiver,
druhou je funkce switch. Sw receiver slouzˇı´ k prˇijı´ma´nı´ zpra´v ze zarˇı´zenı´ a navı´c v sobeˇ
drzˇı´ seznam Dev list . Kazˇda´ zpra´va (seznam) obsahuje pocˇet trojic (shodny´ s pocˇtem
vy´stupu˚ zarˇı´zenı´, ktere´ zpra´vu odeslalo), kde kazˇda´ obsahuje na´zev komunikacˇnı´ho
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kana´lu, jeho hodnotu a jme´no zarˇı´zenı´, do neˇhozˇ tento kana´l vstupuje, naprˇı´klad [{dev0,
a, 3}, {dev0, b, 21}, {dev1, c, 1}]. Zpra´va je hned, jako argument, prˇeda´na funkci switch
spolu se seznamem procesu˚ zarˇı´zenı´ a s atomem send, cozˇ znamena´, zˇe funkce switch
bude jednotlive´ hodnoty rozesı´lat prˇı´slusˇny´m zarˇı´zenı´m. Na´sledneˇ se funkce sw receiver
znovu vola´, z du˚vodu uchova´nı´ seznamu Dev list .
Funkce switch se jizˇ stara´ o samotne´ rozesı´la´nı´ hodnot zarˇı´zenı´m. To znamena´, zˇe procha´zı´
prˇijaty´m seznamem, z kazˇde´ trojice zjistı´ na´zev zarˇı´zenı´, ktere´mu se ma´ hodnota dorucˇit,
pomocı´ funkce get device (popsa´na vy´sˇe) zjistı´ ze seznamu Dev list jeho PID, na ktery´
odesˇle hodnotu a take´ na´zev kana´lu. Azˇ jsou vsˇechny hodnoty rozesla´ny (z prˇijate´ zpra´vy
zbyl pra´zdny´ seznam), funkce switch vstoupı´ do sve´ druhe´ klauzule (nynı´ s argumentem
done), ktera´ma´ za u´kol vsˇemzarˇı´zenı´mposlat zpra´vu [done], na znamenı´ toho, zˇe vsˇechny
hodnoty jizˇ byly rozesla´ny, a zarˇı´zenı´ tak mohou zacˇı´t s jejich zpracova´nı´m - nemu˚zˇe se
proto sta´t, zˇe zarˇı´zenı´ zacˇne zpracova´vat vstup a najednoumuprˇijde jesˇteˇ neˇjaka´ hodnota.
sw receiver(Dev list ) −> receive
List −> switch(send, List, Dev list )
end,
sw receiver(Dev list ) .
Vy´pis 12: Funkce sw receiver
switch(done, []) −> done;
switch(done, [H|T]) −> element(2, H) ! [done], switch(done, T).
switch(send, [], Dev list ) −> switch(done, Dev list);
switch(send, [{Dev name, Name, Value}|T], Dev list) −>
get device(Dev name, Dev list) ! [ input , {Name, Value}], switch(send, T, Dev list) .
Vy´pis 13: Funkce switch
6.2.5 Prˇı´jem zpra´v
Funkce input box je cˇa´st zarˇı´zenı´, ktera´ se stara´ o prˇijetı´ zpra´v z funkce switch. Obsahuje
beˇzˇnou konstrukci pro prˇı´jem zpra´v v programovacı´m jazyce Erlang (blok receive - end),
ktera´ obsahuje trˇi sˇablony. Prvnı´ z nich, [ init , Sw], je vyuzˇita pouze jednou, a to hned na
zacˇa´tku, kdy prˇijme zpra´vu odeslanou z funkce init , dı´ky ktere´ ma´ od te´ chvı´le zarˇı´zenı´
platny´ identifika´tor PID mechanismu prˇepı´nacˇe (prˇedtı´m ma´ tento argument hodnotu
null ). Sˇablona [ input , New input] slouzˇı´ pro prˇı´jem vstupu˚ z prˇepı´nacˇe. Poslednı´ sˇablona
ve tvaru [done] indikuje, zˇe prˇı´jem zpra´v mu˚zˇe by´t pozastaven a je mozˇne´ zpracovat
prˇijate´ hodnoty. Za kazˇdou klauzulı´ vola´ funkce sebe samu, samozrˇejmeˇ s pozmeˇneˇny´mi
argumenty. Teˇmi jsou: aktua´lneˇ prˇijate´ hodnoty, PID procesu drzˇı´cı´ stromovou strukturu
zarˇı´zenı´ a PID prˇepı´nacˇe. V prˇı´padeˇ sˇablony [ input , New input] se k dosavadnı´m prˇijaty´m
vstupu˚m (ulozˇeny´m v seznamu) prˇipojuje hodnota New input. Po ukoncˇenı´ prˇı´jmu ( [done
]) se jesˇteˇ prˇed novy´m zavola´nı´ funkce sebe same´ (pro kumulaci vstupu˚ je ted’ logicky
prˇeda´n pra´zdny´ seznam) spustı´ proces funkce process caller (popis da´le v te´to kapitole),
ktery´ je, spolu s dalsˇı´mi hodnotami, hned posla´n procesu obsahujı´cı´ stromovou strukturu,
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ten se postara´ o vyhleda´nı´ vestavne´ho procesu, ktery´ bude proveden, na za´kladeˇ hodnot
prˇijaty´ch tady, ve funkci input box.
input box(Input, Tree, Switch) −>
receive
[ init , Sw] −> input box([], Tree, Sw);
[done] −> C = spawn(module, process caller, [Switch, extract(value, Input, []) ]) ,
Tree ! [search, extract (name, Input, []) , C],
input box ([], Tree, Switch);
[ input , New input] −> input box(Input ++ [New input], Tree, Switch)
end.
Vy´pis 14: Funkce input box
6.2.6 Vy´beˇr vestavne´ho procesu
Vsˇechny operace nad stromem s vestavny´mi procesy, hlavneˇ vy´beˇr procesu, jsou rˇı´zeny
funkcı´ tree holder, respektive jejı´m procesem, ktery´ je jednı´m ze dvou porˇa´d beˇzˇı´cı´ch
procesu˚ (spolu s procesem funkce input box - popis vy´sˇe) reprezentujı´cı´ch jedno zarˇı´zenı´.
Jako jediny´ argument te´to funkce je jizˇ zmı´neˇny´ strom. Funkce ma´ za u´kol cˇekat na
zpra´vu, indikujı´cı´, jakou operaci bude potrˇeba prove´st, a to bud’ vyhleda´nı´ stromu nebo
jeho aktualizaci. Jako prvnı´ se vzˇdy provede vyhleda´va´nı´ - zpra´va ve tvaru [search,
Args, Process caller], ktera´ je odesla´na z procesu funkce input box. Kromeˇ atomu search
a identifika´toru procesu funkce process caller, ktery´ zodpovı´da´ za samotne´ provedenı´
vestavne´ho procesu, zpra´va obsahuje seznam s na´zvy kana´lu˚ (Args), ve ktery´ch je pra´veˇ
prˇı´tomna hodnota. Tento seznam vznikl pouzˇitı´m funkce extract na seznam s prˇijaty´mi
vstupy. Tento seznam bude nynı´ ve stromeˇ vyhleda´va´n. A tak je zavola´na funkce search
a je jı´ prˇeda´n strom v aktua´lnı´ podobeˇ, pra´veˇ prˇijaty´ seznam s na´zvy kana´lu˚, vlastnı´ PID
(funkce self () ), to aby se pozdeˇji veˇdeˇlo, kde ma´ by´t posla´n prˇestaveˇny´ strom, pra´veˇ
prˇijaty´ PID procesu process caller, pra´zdny´ seznam pro ukla´da´nı´ cesty a atom new level.
Po nalezenı´ jme´na procesu ve stromeˇ je z funkce search posla´na prˇı´slusˇna´ zpra´va procesu
process caller s informacı´, ktery´ vestavny´ proces byl vybra´n, potom je na strom vola´na
funkce shuffle a nakonec je prˇestaveˇny´ strom zpa´tky posla´n tomuto procesu tree holder,
a to jako zpra´va [update, Updated tree]. Aktualizovany´ strom Updated tree je hned prˇeda´n
jako argument (proces funkce vola´ sa´m sebe), cozˇ zarucˇuje, zˇe proces tree holder vzˇdy
obsahuje nejnoveˇjsˇı´ strukturu stromu.
tree holder(Tree) −>
receive
[search, Args, P caller ] −> search(Tree, Tree, Args, self() , P caller , [], new level),
tree holder(Tree);
[update, Updated tree] −> tree holder(Updated tree)
end.
Vy´pis 15: Funkce tree holder
26
6.2.7 Provedenı´ vestavne´ho procesu
Poslednı´ funkcı´, ktera´ je soucˇa´stı´ me´ implementace datove´ho typu Device, je funkce
process caller. Funkce slouzˇı´ pro prˇı´jem zpra´v odesı´lany´ch z procesu funkce tree holder,
respektive z funkce search, ktere´ rˇı´kajı´, jaky´ vestavny´ proces 2 ma´ by´t vykona´n. Funkce
obsahuje tolik sˇablon pro prˇı´jem zpra´v, kolik je v zarˇı´zenı´ vestavny´ch procesu˚, a kazˇda´
sˇablona tak odpovı´da´ jednomu vestavne´mu procesu. Zpra´vy i sˇablony jsou ve tvaru
[call process, Embedded process name]. Za kazˇdou sˇablonou uzˇ na´sleduje samotne´ zavo-
la´nı´ vestavne´hoprocesu. Prˇı´padne´ argumentyvestavne´hoprocesu jsou funkci process caller
zna´my a sama je ma´ jako argumenty, ktere´ dostala kdyzˇ byl spousˇteˇn jejı´ proces ve funkci
input box, a ktere´ byly z prˇijate´ho seznamu, jezˇ byl odesla´n z prˇepı´nacˇe, zı´ska´ny pomocı´
funkce extract, proto jsou vestavne´mu procesu automaticky prˇeda´ny (shodujı´ se na´zvy
jednotlivy´ch hodnot).
Vy´sledek vestavne´ho procesu je ve formeˇ seznamu prˇeda´n funkci output creator, ktera´ k
jednotlivy´mhodnota´mprˇida´ jme´na prˇı´slusˇny´ch komunikacˇnı´ch kana´lu˚, stejneˇ jako na´zvy
zarˇı´zenı´, do nichzˇ tyto kana´ly vstupujı´ (tyto informace jsou prˇi generaci cı´love´ho ko´du
zna´my z konfigurace syste´mu), cˇı´mzˇ vznikne zpra´va ve tvaru, ktery´ jizˇ doka´zˇe zpracovat
prˇepı´nacˇ, a je mu proto posla´na (PID prˇepı´nacˇe ma´ funkce process caller jako svu˚j prvnı´
argument).
process caller(Sw, [E]) −>
receive
[call process, multiply ] −> Tmp = multiply(E),
Sw ! output creator ([{dev1, b},{dev2, d},{dev0, e}], Tmp, []) ;
[call process, suma] −> Tmp = suma(E),
Sw ! output creator ([{dev1, b},{dev2, d},{dev0, e}], Tmp, [])
end.
Vy´pis 16: Funkce process caller
Tı´mto krokem je ukoncˇen jeden cyklus cele´ho vestavne´ho syste´mu a beˇh programu je
znovu prˇesunut do mechanismu prˇepı´nacˇe.
6.3 Rozsˇı´rˇenı´ kompila´toru
V te´to cˇa´sti popı´sˇi pru˚beˇh rozsˇirˇova´nı´ kompila´toru, ktery´ je pravdeˇpodobneˇ nejdu˚lezˇi-
teˇjsˇı´m na´strojem pro pra´ci s jazykem e-PFL a slouzˇı´ k prˇekladu v e-PFL napsane´m na´vrhu
syste´mu do neˇktere´ho z cı´lovy´ch jazyku˚. Kompila´tor je implementova´n v jazyce C# na
platformeˇ .NET ([8]) a k programova´nı´ jsem pouzˇı´val integrovane´ vy´vojove´ prostrˇedı´
Microsoft Visual Studio 2008.
Vy´chozı´ pozice, z nı´zˇ ma´ implementace zacˇı´nala, byla v bodeˇ, kdy jizˇ zdrojovy´ ko´d v
e-PFL prosˇel lexika´lnı´ analy´zou, parsova´nı´m (syntakticka´ a se´manticka´ analy´za) a byla
vyprodukova´na konfigurace v jazyce XML. Veˇdeˇl jsem tedy, jak dany´ vestavny´ syste´m
vypada´, to znamena´: kolik obsahuje zarˇı´zenı´, jaky´mi komunikacˇnı´mi kana´ly jsou mezi
sebou zarˇı´zenı´ propojena a jake´ vestavne´ procesy kazˇde´ zarˇı´zenı´ obsahuje. S pouzˇitı´m
2Vestavny´ proces je jak v me´ implementaci, tak i pu˚vodneˇ v e-PFL vyja´drˇen jako beˇzˇna´ funkce, a s
procesem v prave´m slova smyslu nesouvisı´
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teˇchto dat a vy´sˇe popisovane´ho mechanismu kazˇde´ho zarˇı´zenı´ jizˇ bylo mozˇne´ vytvorˇit
zdrojovy´ ko´d, popisujı´cı´ konkre´tnı´ zarˇı´zenı´, v jazyce Erlang.
6.3.1 Staticky definovane´ funkce
Funkce, ktere´ budou vzˇdy soucˇa´stı´ vygenerovane´ho ko´du a ktere´ nijak neza´visı´ na struk-
turˇe vestavne´ho syste´mu, jsou ulozˇeny v souboru ErlangIncludes.ctp. Jedna´ se o pomocne´
funkce popisovane´ v prˇedchozı´ podkapitole, jsou vyuzˇı´va´ny vsˇemi zarˇı´zenı´mi pro ru˚zne´
mensˇı´ operace. Cely´ obsah tohoto souboru je prˇi generaci vlozˇen do cı´love´ho zdrojove´ho
ko´du. V souboru ErlangPrimitives.ctp jsou navı´c, pro prˇı´pad potrˇeby (beˇzˇneˇ se do cı´love´ho
ko´du nevkla´dajı´), definovane´ primitivnı´ funkce pro operace jako scˇı´ta´nı´, odcˇı´ta´nı´, atp.
6.3.2 Erlang Generator
Cela´ logika, starajı´cı´ se o generaci cı´love´ho ko´du v programovacı´m jazyce Erlang, je v
souboru ErlangGenerator.cs.
V neˇm je trˇı´da ErlangGenerator, ktera´ deˇdı´ abstraktnı´ trˇı´du Generator.Konstruktor trˇı´dy
ErlangGenerator ma´ jako argumenty rozparsovany´ pu˚vodnı´ program v e-PFL, nacˇtenou
konfiguraci syste´mu ze souboru XML a instanci trˇı´dy StreamWiter, ktera´ slouzˇı´ k tisku
rˇeteˇzcu˚, cozˇ uzˇ budou kousky ko´du prˇı´mo v jazyce Erlang, do fina´lnı´ho souboru (je vzˇdy
pojmenova´n jako erlang code.erl). Klı´cˇovou je funkce Generate(), ve ktere´ probı´ha´ za´pis do
souboru a ze ktere´ jsou vola´ny vsˇechny dalsˇı´ funkce.
Vy´sledny´ soubor se zdrojovy´m ko´dem je prˇi tvorbeˇ pomyslneˇ rozdeˇlen na neˇkolik cˇa´stı´,
jezˇ jsou reprezentova´ny pomocı´ trˇı´dy na pra´ci s rˇeteˇzci StringBuilder. Jak program beˇzˇı´,
kazˇdy´ StringBuilder se naplnˇuje daty, azˇ jsou nakonec vytisˇteˇny do fina´lnı´ho souboru. Ve
funkci Generate() je umı´steˇna smycˇka foreach, ktera´ procha´zı´ vsˇemi zarˇı´zenı´mi nacˇteny´mi
z konfigurace, a poskytuje informace o jejich jme´nech, na´zvech a pocˇtech vstupu˚ a vy´-
stupu˚ a na´zvech jejich vestavny´ch procesu˚. Tyto informace, nezbytne´ pro vygenerovany´
cı´lovy´ ko´d, jsou vzˇdy neˇjaky´m zpu˚sobem vlozˇeny na prˇı´slusˇne´ mı´sto do prˇı´slusˇne´ho
StringBuilderu.
Prvnı´ z teˇchto pomyslny´ch cˇa´stı´ jsou dva rˇa´dky na zacˇa´tku dokumentu, v nichzˇ je uve-
den na´zev souboru (respektive modulu) a export vsˇech funkcı´, ktere´ musejı´ by´t viditelne´
take´ zvenku souboru. Jde o funkce run/0, sw receiver/1 a o vsˇechny funkce zodpoveˇdne´ za
chod zarˇı´zenı´ (to znamena´ devX/0, input box/3, tree holder/1 a process caller - ten ma´ pocˇet
argumentu˚ za´visly´ na pocˇtu vstupu˚ do zarˇı´zenı´), ktere´ ma´ kazˇde´ zarˇı´zenı´ svoje, a proto
musı´ by´t taky vsˇechny uvedeny na tomto rˇa´dku s exporty. Tato cˇa´st ko´du je vytvorˇena
v metodeˇ CreateExportLine, ktera´ podle pocˇtu zarˇı´zenı´ vlozˇı´ na rˇa´dek s exporty prˇı´slusˇny´
pocˇet funkcı´. Za tyto dva rˇa´dky je vytisˇteˇn obsah souboru ErlangIncludes.ctp.
Na´sleduje vytvorˇenı´ rˇeteˇzce odpovı´dajı´cı´ho funkci ke spousˇteˇnı´ syste´mu - funkci run. Me-
toda CreateRunLogic projde vsˇechna zarˇı´zenı´ v konfiguraci, aby mohla vytvorˇit seznam
Dev list , ve ktere´m jsou na´zvy vsˇech zarˇı´zenı´ spolu s jejich identifika´tory PID. Potom je
do rˇeteˇzce prˇida´n rˇa´dek slouzˇı´cı´ ke spusˇteˇnı´ procesu prˇepı´nacˇe a rozesla´nı´ je PID vsˇem
zarˇı´zenı´m. Vy´sledna´ funkce run je potom metodou navra´cena uzˇ prˇı´mo jako rˇeteˇzec.
Pozdeˇji prˇicha´zı´ na rˇadu tiskmechanismu˚ vsˇech zarˇı´zenı´ spolecˇneˇ s generacı´ jejich stromo-
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vy´ch struktur s vestavny´mi procesy. Stromy jsou generova´ny v metodeˇ CreateTree, ktera´
musı´ tento strom v konfiguraci projı´t a analogicky tuto strukturu prˇepisovat do takove´ho
tvaru, jaky´ jsem na zacˇa´tku zvolil. Prˇi pru˚chodu stromem mohou nastat dveˇ mozˇnosti
- bud’ se jedna´ o fair nebo unfair uzel (to znamena´, zˇe obsah cele´ho uzlu je uzavrˇen do
hranaty´ch za´vorek) nebo se jedna´ o proces, tedy o list (ten je naopak uzavrˇen slozˇeny´mi
za´vorkami). V prˇı´padeˇ, zˇe se jedna´ o list s procesem, je z konfigurace potrˇeba jesˇteˇ zı´skat
seznam s na´zvy jeho vstupu˚, o jejichzˇ spra´vne´ vytisˇteˇnı´ se stara´ metoda CreateArgField.
Metoda CreateArgField ma´ dva argumenty, jimizˇ je struktura SortedDictionary obsahujı´cı´
na´zvy komunikacˇnı´ch kana´lu˚ dane´ho zarˇı´zenı´ a potazˇmo i na´zvy reprezentujı´cı´ aktua´lnı´
hodnoty v nich obsazˇene´, a flag urcˇujı´cı´, jestli ma´ metoda vracet pouze na´zvy kana´lu˚
nebo pouze na´zvy promeˇnny´ch, poprˇı´padeˇ obojı´. Vy´sledkemmetody je vzˇdy rˇeteˇzec ob-
sahujı´cı´ pozˇadovany´ seznam prvku˚, jezˇ bude umı´steˇn na prˇı´slusˇne´ mı´sto v prˇelozˇene´m
ko´du (metoda se pouzˇı´va´ i v jiny´ch cˇa´stech programu). Strom, uzˇ jako rˇeteˇzec, je po-
tom prˇeda´n metodeˇ CreateDeviceLogic, kde je vlozˇen jako argument vygenerovane´ funkci
tree holder, a v nı´zˇ je rˇa´dek po rˇa´dku tisˇteˇna kazˇda´ funkce (jejı´zˇ na´zev obsahuje prefix s
na´zvem prˇı´slusˇne´ho zarˇı´zenı´) mechanismu zarˇı´zenı´. Tam, kde je nutne´ vypsat konkre´tnı´
argumenty z konfigurace, je pouzˇita opeˇt metoda CreateArgField, v prˇı´padeˇ generova´nı´
zpra´vy odesı´lane´ prˇepı´nacˇi z funkce process caller je pouzˇita metoda CreateOutputList. Ta
ma´ velmi podobnou funkcˇnost jakometodaCreateArgField, s tı´m rozdı´lem, zˇe generuje se-
znam s pa´ry, obsahujı´cı´mi na´zvy vy´stupu˚ dane´ho zarˇı´zenı´, a k nim korespondujı´cı´ na´zvy
zarˇı´zenı´, pro ktere´ jsou tyto kana´ly vstupy. V prˇı´loze je pro uka´zku metoda CreateTree,
ktera´ pru˚chodem konfiguracˇnı´m souborem vytva´rˇı´ strom v takove´m tvaru, v jake´m byl
prˇedtı´m definova´n v jazyce Erlang.
Po tisku zarˇı´zenı´ na´sleduje prˇeklad a tisk poslednı´ cˇa´sti zdrojove´ho ko´du, cozˇ jsou ve-
stavne´ procesy (funkce). O to se stara´ metoda GenerateFunctions. Teˇla funkcı´ s vy´razy a
ru˚zny´mi konstrukcemi jsou prˇekla´da´ny v metodeˇ GenerateExpression. Ta postupneˇ pro-
cha´zı´ jednotlive´ vy´razy obsazˇene´ v jedne´ e-PFL funkci, nacˇtene´ z konfigurace, a prˇı´mo
je prˇekla´da´ do ekvivalentnı´ho ko´du v jazyku Erlang. Jelikozˇ syntaxe teˇchto vy´razu˚ se v
obou jazycı´ch neˇjak vy´razneˇ nelisˇı´, veˇtsˇinou se jedna´ pouze o nahrazova´nı´ znaku˚, ktere´
majı´ stejny´ vy´znam. Naprˇı´klad v e-PFL se pro zjisˇteˇnı´ prvku na neˇjake´ pozici v seznamu
pouzˇı´va´ opera´toru ++, v jazyce Erlang je na tuto operaci nutne´ pouzˇı´t funkci lists:nth . A
tak konstrukce pro na´vrat n-te´ho prveku ze seznamu L bude vypadat jako: L ++ n, respek-
tive lists:nth (n, L), s tı´m, zˇe hodnoty promeˇnny´ch L a n jsou zna´me´ z kofigurace.
Tı´m je v podstateˇ generace cı´love´ho ko´du v jazyce Erlang ukoncˇena. Pokud bych meˇl
shrnout to, jaky´m zpu˚sobem probı´hala implementace trˇı´dy ErlangGenerator, uvedu, zˇe
klı´cˇovou byla implemetace syste´mu v programovacı´m jazyce Erlang doplneˇna´ o data z
konfigurace. Jak jsem jizˇ rˇekl vy´sˇe, beˇzˇne´ jazykove´ konstrukce, jako trˇeba funkce, se v jazy-
cı´ch e-PFL a Erlangmoc nelisˇı´. Nejvı´c pra´cemi dal prˇepis mechanismu cele´ho vestavne´ho
syste´mu do jazyka Erlang. Ve fa´zi samotne´ho prˇekladu uzˇ se v podstateˇ jednalo pouze
o to, tento prˇedem definovany´ model doplnit o konkre´tnı´ data z pra´veˇ prˇekla´dane´ho
na´vrhu syste´mu, cozˇ v praxi znamenalo v podstateˇ pouze pra´ci s rˇeteˇzci.
29
6.4 Aktua´lnı´ stav implementace
V soucˇasne´m stavu umı´ kompila´tor prˇelozˇit vy´razy, za´kladnı´ datove´ struktury, funkce
(to znamena´ jejı´ deklaraci a teˇlo) a hlavneˇ cely´ mechanismus vyjadrˇujı´cı´ syste´m slozˇeny´ z
dane´hopocˇtu zarˇı´zenı´.Mezi struktury, ktere´ prozatı´mnejsoukompila´torempodporova´ny
patrˇı´:
• Loka´lnı´ vy´razy
• Uzˇivatelske´ datove´ typy
Loka´lnı´ vy´razy (local expressions) by mohly by´t v jazyce Erlang vyja´drˇeny ve formeˇ ano-
nymnı´ch funkcı´. Jsou to v podstateˇ beˇzne´ funkce, s tı´m rozdı´lem, zˇe nejsou pojmenova´ny.
Pro pouzˇitı´ jako loka´lnı´ vy´razy se hodı´, majı´ prˇı´stup k promeˇnny´m, ktere´ jsou zna´me´
nadrˇazene´ funkci, a navı´c odpada´ nutnost neˇjak je pojmenova´vat, jak by tomu bylo v
prˇı´padeˇ obycˇejny´ch funkcı´. Prˇeklad loka´lnı´ch vy´razu˚ by tak mohl vypadat na´sledovneˇ:
multiply :: a Integer −> (a Integer)
multiply x = (y) where {y = x ∗ x;}
Vy´pis 17: Funkce v jazyce e-PFL obsahujı´cı´ loka´lnı´ vy´raz
multiply (X) −> fun(X) −> X ∗ X end.
Vy´pis 18: Funkce v jazyce Erlang obsahujı´cı´ loka´lnı´ vy´raz
Loka´lnı´ vy´raz {y = x ∗ x} v jazyce e-PFL by tak byl do jazyka Erlang prˇelozˇen jako
anonymnı´ funkce fun(X) −> X ∗ X end.
Prˇi implementaci prˇekladu uzˇivatelsky´ch datovy´ch typu˚ je du˚lezˇite´ si uveˇdomit, zˇe jsou
v podstateˇ slozˇeny ze za´kladnı´ch datovy´ch typu˚ (typicky ze seznamu˚ nebo n-tic). Bylo
by proto nutne´ (rekurzivneˇ) projı´t uzˇivatelskou struktutru, a jejı´ konecˇne´ elementy, to
znamena´ za´kladnı´ datove´ typy, ve spra´vne´mporˇadı´ ukla´datdozvolene´ struktury (typicky
do seznamu). Druhou mozˇnostı´ by bylo uzˇivatelsky´ datovy´ typ z e-PFL ekvivalentneˇ
prˇeve´st do jazyka Erlang, pouze pomocı´ prˇı´slusˇny´ch syntakticky´ch u´prav. Tuto mozˇnost
na´mumozˇnˇuje nadstavbav jazyceErlang, ktera´ podporuje uzˇivatelskydefinovane´ datove´
typy (nenı´ jesˇteˇ plneˇ podporova´na). Prvnı´ varianta je vsˇak jisteˇ jazyku Erlang blizˇsˇı´,
hlavneˇ z du˚vodu, zˇe je to dynamicky typovany´ jazyk, a z principu uzˇivatelske´ datove´
typy nepodporuje.
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7 Uka´zka vygenerovane´ho cı´love´ho ko´du
V te´to kapitole bych chteˇl demonstrovat vygenerovany´ cı´lovy´ ko´d a jednotlive´ jeho cˇa´sti
porovnat s pu˚vodnı´m zdrojovy´m ko´dem v jazyce e-PFL. Z uka´zek jsou vypusˇteˇny nere-
levantnı´ cˇa´sti ko´du.
Na zacˇa´tku kazˇde´ho souboru v jazyce Erlang je potrˇeba uve´st jme´no tohoto souboru
(modulu) a vsˇechny funkce, ktere´ ma´ by´t mozˇne´ zavolat zvenku toho souboru. V prˇı´-
padeˇ logiky zarˇı´zenı´ to budou vsˇechny funkce kazˇde´ho zarˇı´zenı´, ktere´ jsou spusˇteˇny jako
procesy.
import ”Prelude.pfl ”
Vy´pis 19: Ko´d v jazyce e-PFL, 1. cˇa´st
−module(erlang code).
−export([run/0, sw receiver/1,
dev0/0, dev0 input box/3, dev0 tree holder/1, dev0 process caller/2,
dev1/0, dev1 input box/3, dev1 tree holder/1, dev1 process caller/2,
dev2/0, dev2 input box/3, dev2 tree holder/1, dev2 process caller/2]) .
Vy´pis 20: Cı´lovy´ ko´d v jazyce Erlang, 1. cˇa´st
Potom na´sledujı´ pomocne´ funkce, ktere´ se v e-PFL nevyskutujı´. V cı´love´m ko´du je
vyuzˇı´vajı´ jednotliva´ zarˇı´zenı´ pro spra´vnou funkcˇnost. Drˇı´ve uvedene´ pomocne´ metody
jsou z uka´zky vypusˇteˇny.
%funkce search
%funkce shuffle
return item at (Tree, [], From index) −> lists:nthtail (From index, Tree);
return item at (Tree, Position list , From index) −>
return item at ( lists:nth (element(2, lists:nth (1, Position list ) ) , Tree),
lists:nthtail (1, Position list ) , element(2, lists:nth (1, Position list ) ) ) .
increase position counter ([H|T]) −> [{element(1, H), element(2, H) + 1}] ++ T.
sw receiver(Dev list ) −> receive
List −> switch(send, List, Dev list )
end,
sw receiver(Dev list ) .
%funkce switch
extract (name, [], Res) −> Res;
extract (name, [H|T], Res) −> extract(name, T, Res ++ [element(1, H)]);
extract (value, [], Res) −> Res;
extract (value, [H|T], Res) −> extract(value, T, Res ++ [element(2, H)]).
get device(Dev name, []) −> not found;
get device(Dev name, [H|T]) when (element(1, H) == Dev name) −> element(2, H);
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get device(Dev name, [H|T]) −> get device(Dev name, T).
init ([], S) −> S;
init ([H|T], S) −> element(2, H) ! [ init , S], init (T, S).
Vy´pis 21: Cı´lovy´ ko´d v jazyce Erlang, pomocne´ funkce
Uka´zkovy´ zdrojovy´ ko´d obsahuje celkem3 zarˇı´zenı´, prˇicˇemzˇ dveˇ jsou stejna´ (zarˇı´zenı´ s
na´zvem printer je spusˇteˇnodvakra´t). Zarˇı´zenı´ jsoudefinovana´ v obou jazycı´chna´sledovneˇ.
work :: Device
work = Fair[Process multiply,Process suma]
printer :: Device
printer = Process showB
Vy´pis 22: Ko´d v jazyce e-PFL, 2. cˇa´st
%Device work
dev0() −> T process=spawn(erlang code, dev0 tree holder, [[fair, {multiply, [e]}, {suma, [e ]}]]) ,
I process=spawn(erlang code, dev0 input box, [null, T process, null ]) ,
I process.
dev0 input box(Input, Tree process, Switch) −>
receive
[ init , Sw] −> dev0 input box([], Tree process, Sw);
[done] −> Caller=spawn(erlang code, dev0 process caller, [Switch, extract(value, Input, []) ]) ,
Tree process ! [search, extract (name, Input, []) , Caller ],
dev0 input box ([], Tree process, Switch);
[ input , New input] −> dev0 input box(Input ++ [New input], Tree process, Switch)
end.
dev0 tree holder(Tree) −>
receive
[search, Args, Process caller] −> search(Tree, Tree, Args, self() , Process caller, [],
new level),
dev0 tree holder(Tree);
[update, Updated tree] −> dev0 tree holder(Updated tree)
end.
dev0 process caller(Switch, [E]) −>
receive
[call process, multiply ] −> Tmp=[multiply(E)],
Switch ! output creator ([{dev1, b},{dev2, d},{dev0, e}], Tmp, []) ;
[call process, suma] −> Tmp=[suma(E)],
Switch ! output creator ([{dev1, b},{dev2, d},{dev0, e}], Tmp, [])
end.
%Device printer
dev1() −> T process=spawn(erlang code, dev1 tree holder, [[unfair, {showB, [b]}]]),
I process=spawn(erlang code, dev1 input box, [null, T process, null ]) ,
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I process.
dev1 input box(Input, Tree process, Switch) −>
receive
[ init , Sw] −> dev1 input box([], Tree process, Sw);
[done] −> Caller=spawn(erlang code, dev1 process caller, [Switch, extract(value, Input, []) ]) ,
Tree process ! [search, extract (name, Input, []) , Caller ],
dev1 input box ([], Tree process, Switch);
[ input , New input] −> dev1 input box(Input ++ [New input], Tree process, Switch)
end.
dev1 tree holder(Tree) −>
receive
[search, Args, Process caller] −> search(Tree, Tree, Args, self() , Process caller, [],
new level),
dev1 tree holder(Tree);
[update, Updated tree] −> dev1 tree holder(Updated tree)
end.
dev1 process caller(Switch, [B]) −>
receive
[call process, showB] −> Tmp=[showB(B)],
Switch ! output creator ([], Tmp, [])
end.
%Device printer
dev2() −> T process=spawn(erlang code, dev2 tree holder, [[unfair, {showB, [d]}]]),
I process=spawn(erlang code, dev2 input box, [null, T process, null ]) ,
I process.
dev2 input box(Input, Tree process, Switch) −>
receive
[ init , Sw] −> dev2 input box([], Tree process, Sw);
[done] −> Caller=spawn(erlang code, dev2 process caller, [Switch, extract(value, Input, []) ]) ,
Tree process ! [search, extract (name, Input, []) , Caller ],
dev2 input box ([], Tree process, Switch);
[ input , New input] −> dev2 input box(Input ++ [New input], Tree process, Switch)
end.
dev2 tree holder(Tree) −>
receive
[search, Args, Process caller] −> search(Tree, Tree, Args, self() , Process caller, [],
new level),
dev2 tree holder(Tree);
[update, Updated tree] −> dev2 tree holder(Updated tree)
end.
dev2 process caller(Switch, [D]) −>
receive
[call process, showB] −> Tmp=[showB(D)],
Switch ! output creator ([], Tmp, [])
end.
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%spusˇteˇnı´ vsˇech zarˇı´zenı´
run() −> Dev list = [{dev0, spawn(erlang code, dev0, [])},
{dev1, spawn(erlang code, dev1, [])},
{dev2, spawn(erlang code, dev2, [])}],
S=spawn(erlang code, sw receiver, [Dev list]),
init ( Dev list , S).
Vy´pis 23: Cı´lovy´ ko´d v jazyce Erlang, 2. cˇa´st
Poslednı´ uka´zka demonstruje prˇeklad vy´konny´ch cˇa´stı´ syste´mu - jednotlivy´ch funkcı´
(vestavny´ch procesu˚).
multiply :: a Integer −> (a Integer, b Integer, c Integer)
multiply x = [x + 1, x ∗ x, x ∗ x]
suma :: a Integer −> (a Integer, b Integer, c Integer)
suma x = [x + 1, x + x, x + x]
showB :: b Integer −> ()
showB x = writeLine (show x)
Vy´pis 24: Ko´d v jazyce e-PFL, 3. cˇa´st
multiply (X) −> [X + 1, X ∗ X, X ∗ X].
suma(X) −> [X + 1, X + X, X + X].
showB(X) −> writeLine(X).
writeLine(X) −> io:format(”˜w˜n”,[X]) .
Vy´pis 25: Cı´lovy´ ko´d v jazyce Erlang, 3. cˇa´st
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8 Za´veˇr
U´strˇednı´m motivem te´to bakala´rˇske´ pra´ce jsou funciona´lnı´ programovacı´ jazyky a pra´ce
s nimi. Kdyzˇ jsem se zhruba prˇed rokem zamy´sˇlel nad te´matem me´ budoucı´ bakala´rˇske´
pra´ce, chteˇl jsem poznat neˇjakou oblast informatiky, ktera´ stojı´ tak trochu na jejı´m okraji.
Rozhodl jsem se pro velmi zajı´mavou oblast, a tou bylo funkciona´lnı´ programova´nı´. To
ma´ asi nejsilneˇjsˇı´ za´zemı´ na akademicke´ pu˚deˇ, a myslı´m, zˇe je to da´no hlavneˇ tı´m, zˇe
toto paradigma je svy´m pojetı´m blı´zke´ matematice, a tak se neobjevuje jen v informatice,
ale i jiny´ch oborech. Rovneˇzˇ vy´uka funciona´lnı´ch programovacı´ch jazyku˚ na univerzi-
ta´ch nenı´ nicˇı´m neobvykly´m. V praxi uzˇ jejich nasazova´nı´ nenı´ tak cˇaste´, rozhodneˇ se
neda´ srovna´vat s dnes asi nejpouzˇı´vaneˇjsˇı´m, objektoveˇ orientovany´m programova´nı´m.
Asi nejzna´meˇjsˇı´m komercˇneˇ vyuzˇı´vany´ch funkciona´lnı´m jazykem je Erlang, vyvinuty´
sˇve´dskou spolecˇnostı´ Ericsson, pro nasazenı´ v telekomunikacˇnı´ch syste´mech. Objevuje
se rovneˇzˇ v dnes velmi popula´rnı´ sluzˇbeˇ Facebook, kde byl pouzˇit pro implemetaci chatu.
V praxi se take´ objevujı´ i jine´ funkciona´lnı´ jazyky, nama´tkou trˇeba OCaml, Haskell nebo
F#. Pu˚vodneˇ jsem se zacˇal ucˇit jazyky F# aHaskell, ale hned vza´peˇtı´ jsem prˇesˇel k dalsˇı´mu
funkciona´lnı´mu programovacı´mu jazyku, jı´mzˇ byl Erlang. Na neˇm se mi lı´bı´ take´ fakt, zˇe
je komercˇneˇ vyuzˇı´va´n, a to take´ ve vestavny´ch syste´mech. Logicky´mvyu´steˇnı´m tedy bylo,
zˇe jsem v ra´mci te´to bakala´rˇske´ pra´ce pracoval na rozsˇı´rˇenı´ jizˇ existujı´cı´ho prˇekladacˇe,
jezˇ slouzˇı´ k prˇekladu procesneˇ funkciona´lnı´ho jazyka e-PFL, aby byl schopen generovat
cı´lovy´ ko´d pra´veˇ v jazyce Erlang. V praxi to pro meˇ znamenalo popsat vestavny´ syste´m
v jazyce Erlang podobny´m zpu˚sobem, jaky´m to deˇla´ e-PFL. Myslı´m, zˇe konecˇny´ vy´sle-
dek je svou funkcˇnostı´ srovnatelny´ s pu˚vodnı´m na´vrhem syste´mu v e-PFL. Prˇekladacˇ je
tedy schopen vygenerovat cı´lovy´ ko´d, ktery´ by meˇlo by´t, po drobny´ch u´prava´ch, mozˇne´
nasadit na konkre´tnı´ hardware.
Pokud se dalsˇı´ho vy´voje ty´cˇe, v prvnı´ fa´zi by bylo nutne´ doplnit nynı´ chybeˇjı´cı´ funkcˇnost
samotne´ho rozsˇı´rˇenı´ prˇekladacˇe o podporu prˇekladu loka´lnı´ch vy´razu˚ a uzˇivatelsky de-
finovany´ch datovy´ch typu˚. Tı´m pa´dem by byl vygenerovany´ cı´lovy´ ko´d v jazyce Erlang
kompletnı´. Na´sledneˇ by se jisteˇ dala modifikovat logika cele´ho vestavne´ho syste´mu, tak
jak by byla v jazyce Erlang popsa´na.Ma´mnamysli hlavneˇ urcˇova´nı´ efektivity vy´sledne´ho
ko´du jesˇteˇ prˇi prˇekladu, dı´ky cˇemuzˇ by bylo mozˇne´ vygenerovat vı´ce variant syste´mu se
stejnou funkcˇnostı´, ale rozdı´lnou efektivitou. To by mohlo souviset take´ s prˇida´nı´m dalsˇı´
implemetace vestavne´ho syste´mu, prˇicˇemzˇ pouzˇı´tı´ neˇktere´ z teˇchto variant by za´viselo
na typu vestavne´ho syste´mu, pro ktery´ by byl cı´lovy´ ko´d generova´n. Obecneˇ rˇecˇeno, cely´
proces, zacˇı´najı´cı´ u na´vrhu vestavne´ho syste´mu v jazyce e-PFL a koncˇı´cı´ u vy´sledne´ho
ko´du, je slozˇity´ a dlouhy´, proto si myslı´m, zˇe mozˇnostı´, jak upravit cˇi zlepsˇit dosavadnı´
implemetaci, je mnoho.
Na za´veˇr bych chteˇl uve´st, zˇe tato pra´ce promeˇ byla jisteˇ prˇı´nosem, a jsem ra´d, zˇe jsem po-
znal funkciona´lnı´ programova´nı´ blı´zˇ. Samozrˇejmeˇ o sobeˇ nemohu tvrdit, zˇe jazyk Erlang
ovla´da´m naprosto perfektneˇ. Nejen proto bych se tedy funciona´lnı´mu programova´nı´, a
hlavneˇ programovacı´mu jazyku Erlang, ra´d veˇnoval i do budoucna.
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A Zdrojove´ ko´dy
private String CreateTree(Device dev, TreeNode treeNode, StringBuilder sbTree)
{
bool singleProcess = true;
if (treeNode is FairNode)
{
singleProcess = false;
sbTree.Append(”[fair, ” ) ;
BranchNode bNode = treeNode as BranchNode;
if (bNode != null)
{
foreach (TreeNode node in b.ChildNodes)
{
CreateTree(dev, node, sbTree);
}
}
sbTree.Remove(sbTree.Length − 2, 2);
sbTree.Append(”]”);
}
else if (treeNode is UnfairNode)
{
singleProcess = false;
sbTree.Append(”[unfair, ”) ;
BranchNode bNode = treeNode as BranchNode;
if (bNode != null)
{
foreach (TreeNode node in bNode.ChildNodes)
{
CreateTree(dev, node, sbTree);
}
}
sbTree.Remove(sbTree.Length − 2, 2);
sbTree.Append(”]”);
}
else if (treeNode is ProcessNode)
{
ProcessNode pNode = treeNode as ProcessNode;
sbTree.Append(”{” + pNode.EmbeddedProcess.OriginalName +
” , [ ” + CreateArgField(dev.Input, 2) + ” ]}, ” ) ;
}
if (singleProcess)
{
return ” [ unfair , ” + sbTree.ToString().Trim() .Substring(0, sbTree.Length − 2) + ”]” ;
}
else { return sbTree.ToString(); }
}
Vy´pis 26: Pru˚chod konfiguracı´
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search(Tree, [H|T], Args, T process, P caller , Pos list , new level) −>
search(Tree, T, Args, T process, P caller , [{H, 1}] ++ Pos list ) .
search(Tree, [], Args, T process, P caller , Pos list ) −>
search(Tree, return item at (Tree, lists:reverse ( lists:nthtail (2, Pn list ) ) , element(2, lists:nth
(2, Pos list ) ) ) , Args, T process, P caller , lists:nthtail (1, Pos list ) ) ;
search(Tree, [H|T], Args, T process, P caller , Pos list ) when (is atom(H)) −>
search(Tree, T, Args, T process, P caller , increase position counter( Pos list ) ) ;
search(Tree, [H|T], Args, T process, P caller , Pos list ) when ( is list (H)) −>
search(Tree, H, Args, T process, P caller , increase position counter( Pos list ) , new level);
search(Tree, [H|T], Args, T process, P caller , Pos list ) when (element(2, H) == Args) −>
P caller ! [call process, element(1, H)],
Updt tree = shuffle (Tree, lists:reverse (increase position counter( Pos list ) ) ) ,
T process ! [update, Updt tree];
search(Tree, [H|T], Args, T process, P caller , Pos list ) −>
search(Tree, T, Args, T process, P caller , increase position counter( Pos list ) ) .
Vy´pis 27: Funkce search
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B Obsah CD
K te´to pra´ci prˇilozˇene´ CD obsahuje:
• Textovy´ soubor s informacemi.
• Kompletnı´ kompila´tor jako projekt spustitelny´ ve vy´vojove´m prostrˇedı´ Visual Stu-
dio.
• Instalacˇnı´ balı´k obsahujı´cı´ na´stroje potrˇebne´ pro kompilaci a spusˇteˇnı´ programu˚ v
jazyce Erlang, spolu s dokumentacı´. Jedna´ se o verzi R13B03.
