Modified quasi-reversibility method for final value problems in Banach spaces  by Huang, Yongzhong
J. Math. Anal. Appl. 340 (2008) 757–769
www.elsevier.com/locate/jmaa
Modified quasi-reversibility method for final value problems
in Banach spaces ✩
Yongzhong Huang
Department of Mathematics, Huazhong University of Science and Technology, Wuhan 430074, PR China
Received 29 June 2006
Available online 19 September 2007
Submitted by J.A. Goldstein
Abstract
This paper is concerned with the final value problem associated with a linear operator A in a Banach space, where −A is
the generator of a uniformly bounded analytic semigroup. Based on the deLaubenfels’ functional calculus, we use new quasi-
reversibility method, introduced by Boussetila and Rebbani recently, to form an approximate problem. We obtain some results in
a Banach space similar to those in a Hilbert space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
In this paper, we consider the following final value problem:
u′(t)+Au(t) = 0 (0 t < T ), u(T ) = x, (FVP)
where the unbounded operator A satisfies that −A is the generator of a uniformly bounded analytic semigroup S(t)
on a Banach space X, and x is some prescribed final value in X. It is well known that the problem (FVP) is ill-posed.
In fact, the solution does not necessarily exist for x ∈ X. On the other hand, let u(t) be a solution of (FVP) with the
initial value x, then S(T − t)u(t) = x from [4, p. 39]. This means (FVP) is not stable because {S(t)−1}t0 is not a
family of bounded linear operators.
One method for approaching such problems is quasi-reversibility, introduced by Lattes and Lions in [6]. The idea
is to replace (FVP) with an approximate problem which is well posed, then use the solutions of this new problem to
construct approximate solutions of (FVP). Generally, the original new problem in [6] is as follows:
v′α(t)+Aαvα(t) = 0 (0 t < T ), vα(T ) = x, (QRP)
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758 Y. Huang / J. Math. Anal. Appl. 340 (2008) 757–769where Aα = A − αAb . In [6] and [8], b = 2. When −A generates a uniformly bounded analytic semigroup of angle
β(β ∈ (0,π/4)), we choose 1 < b < π/(π − 2β) in [4], where we notice π/(π − 2β) 2. In Gajewski and Zacharias
quasi-reversibility method [3,5,10], Aα = A(I + αA)−1.
Recently, Boussetila and Rebbani [1] propose a modified quasi-reversibility method based on the perturbation
Aα = − 1
pT
ln
(
α + e−pTA), α > 0, p  1 (1.1)
in a Hilbert space H . The advantage of this perturbation is that the amplification factor of the error resulting from the
approximated problem is better by comparison with other results (cf. [1]). Another advantage of this method is that we
have no need to consider the angle of an analytic semigroup (cf. [4,5]). We note that the modified method amounts to
the quasi-boundary-value method in [2] when p = 1 (see Remark 3.5). In [1], A is a positive (A γ > 0) self-adjoint,
unbounded linear operator on H . In this paper, we extend it to a more general case. Precisely, we consider this method
in a Banach space X and assume that −A generates a uniformly bounded analytic semigroup. To end this, we need
the functional calculus for A introduced by deLaubenfels [7]. We introduce it simply as follows.
Let −A be the generator of a uniformly bounded analytic semigroup S(t) in X. For s  0, define
G(s,A) =
∫
R
1 − cos(sr)
r2
eirA
dr
π
,
then G(s,A) is a continuous function (in s) from [0,∞) into B(X) and∥∥G(s,A)∥∥ s[ sup
Re(z)0
∥∥S(z)∥∥].
The estimate ‖G(s,A)‖ s is true if and only if ‖S(z)‖ 1, for Re(z) 0. It is true that one can achieve this, when
S(z) is uniformly bounded, by switching to the equivalent norm∥∥|x|∥∥≡ sup
Re(z)0
∥∥S(z)x∥∥.
By Theorem 12 in [7], the functional calculus
f (A) =
[
lim
t→∞f (t)
]
I +
∞∫
0
f ′′(s)G(s,A)ds,
for f ∈ AC1r [0,∞) := {h◦g | h ∈ AC1[0,1]}, where g(t) = (1+ t)−1 and AC1[0,1] := {f |f ′ exists and is absolutely
continuous on [0,1]}. For example, the semigroup S(t) is as follows:
S(t) = e−tA =
∞∫
0
t2e−stG(s,A)ds.
For details, see [7]. The basic theory of semigroups can be found in [9].
We need the following technical lemma:
Lemma 1.1. Let τ ∈ [0,1] and x  0, then
(i) (1 + x)τ − 1 τx(1 + x)τ (1 + τx)−1;
(ii) x
p+x  xτ , where p  1;
(iii) (1 + x)β  xτβ , where β > 0.
(i) is from Lemma 2.1 in [1]. To consider 0 x  1 and x > 1, respectively, we can get the proofs of (ii) and (iii).
We end this section with the description of the modified quasi-reversibility method, which is from [1].
Step 1. Let vα be the solution of the following perturbed problem:
v′α(t)+Aαvα(t) = 0 (0 t < T ), vα(t) = x, (FVP)α
where Aα is represented as (1.1).
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vα(0) = ϕα
in the problem
u′α(t)+Auα(t) = 0 (0 < t  T ), uα(0) = ϕα. (IVP)α
Step 3. Finally, we show that∥∥uα(T )− x∥∥→ 0 (α → 0+).
2. Perturbation analysis
For 0 < α < 1, p  1 with αp  1 and pT  1 we define
Aα = − 1
pT
ln
(
α + e−pTA)= − 1
pT
lnα −
∞∫
0
αpT e−pT s
(α + e−pT s)2 G(s,A)ds.
Proposition 2.1.
(1) ‖Aα‖− 3pT lnα for 0 < α <
√
5−1
2 ;(2) ∀x ∈ D(A), limα→0+ ‖Aαx −Ax‖ = 0;
(3) ∀x ∈ X, Sα(t)x = e−tAαx → S(t)x as α → 0+, uniformly in t on [0, T ].
Proof. (1)
∞∫
0
αpT e−pT s
(α + e−pT s)2 s ds =
α
pT
∞∫
0
re−r
(α + e−r )2 dr =
α
pT
∞∫
0
rer
(αer + 1)2 dr =
1
pT
ln
α + 1
α
.
Hence,
‖Aα‖ 1
pT
(
ln(α + 1)− 2 lnα)− 3
pT
lnα.
(2) Let x ∈ D(A), we have
Aαx = − 1
pT
ln
(
α + e−pTA)(I +A)−1(I +A)x.
Let us denote
Bα = − 1
pT
ln
(
α + e−pTA)(I +A)−1 =
∞∫
0
r ′′α(s)G(s,A)ds,
where rα(s) = − 1pT (1+s) ln(α + e−pT s). Thus,
r ′′α(s) = −
2 ln(α + e−pT s)
pT (1 + s)3 −
2e−pT s
(1 + s)2(α + e−pT s) −
αpT e−pT s
(1 + s)(α + e−pT s)2
= 2α
(1 + s)2(α + e−pT s) −
2pT + 2 ln(αepT s + 1)
pT (1 + s)3 −
αpT e−pT s
(1 + s)(α + e−pT s)2
:= b(s)
pT (1 + s)3(αepT s + 1)2 ,
where
b(s) = 2αpT (1 + s)epT s(αepT s + 1)− 2[pT + ln(αepT s + 1)](αepT s + 1)2 − αp2T 2(1 + s)2epT s .
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+∞. The latter is from
t (s) := αpT (1 + s)− (α + e−pT s)[pT + ln(αepT s + 1)]→ −α lnα > 0 (s → +∞),
b(s) = [2t (s)(α + e−pT s)− αp2T 2(1 + s)2e−pT s]e2pT s .
To complete the claim, we consider
b′(s) = αpT e2pT sm(s), (2.1)
where m(s) = 4αpT s − 4pT e−pT s − 4(α + e−pT s) ln(αepT s + 1)− p2T 2(1 + s)2e−pT s.
Then m(0) < 0 and
m(+∞) := lim
s→+∞m(s) = −4α lnα > 0.
Moreover,
m′(s) = pT e−pT s[2(1 − s)pT + 4 ln(αepT s + 1)+ p2T 2(1 + s)2] := pT e−pT sw(s).
It follows that w(s) > 0 for pT  1 and s  0, because w(0) > 0 and
w′(s) = 2pT (αepT s + 1)−1[αepT s + (αepT s + 1)pT (1 + s)− 1]> 0.
This implies that the function m(s)—also b′(s) by (2.1)—has only one zero point sα on [0,+∞). In addition, b′(s) < 0
for 0 s < sα and b′(s) > 0 for s > sα . Noting that b(sα) < b(0) < 0 and b(+∞) = +∞, we have the function b(s)
has only one zero point ωα ∈ (sα,+∞). So, the claim is true.
It can be clarified that the function
F(s) = 1 + 2s
pT (1 + s)2 ln
(
α + e−pT s)− αs
(1 + s)(α + e−pT s) −
1
1 + s
is a primitive function of the function r ′′α(s)s. Consequently,
‖Bα‖−F(s)|ωα0 + F(s)|∞ωα =
1
pT
ln(1 + α)− 2 − 2F(ωα). (2.2)
Because for s > 0
αs
(1 + s)(α + e−pT s) +
1
1 + s < 2,
− 1 + 2s
pT (1 + s)2 ln
(
α + e−pT s)= 1 + 2s
pT (1 + s)2
[
pT s − ln(αepT s + 1)]< (1 + 2s)s
(1 + s)2 < 2,
we obtain −F(s) < 4 for s > 0. By (2.2), we have
‖Bα‖ 1
pT
ln(1 + α)+ 6. (2.3)
To complete the proof of the conclusion (2), we first show that
lim
α→0+
Bαv = (I +A)−1Av = A(I +A)−1v (2.4)
for v = S(pT )y and y ∈ X. That S(t) is an analytic semigroup generated by the operator −A implies v ∈ D(A).
Set hα(s) = − e−pT spT (1+s) ln(α + e−pT s) and k(s) = s1+s e−pT s , then
lim
α→0+
(
h′′α(s)− k′′(s)
)= 0 (2.5)
(cf. the following third step, take α = 0) and
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=
∥∥∥∥∥
∞∫
0
(
h′′α(s)− k′′(s)
)
G(s,A)y ds
∥∥∥∥∥

∞∫
0
∣∣h′′α(s)− k′′(s)∣∣s ds‖y‖
=
∞∫
0
∣∣∣∣− 2e−pT spT (1 + s)3 ln
(
α + e−pT s)− 2e−pT s
(1 + s)2 ln
(
α + e−pT s)− 2e−2pT s
(1 + s)2(α + e−pT s)
− pT e
−pT s
1 + s ln
(
α + e−pT s)− 3pT e−2pT s
(1 + s)(α + e−pT s) +
pT e−3pT s
(1 + s)(α + e−pT s)2
+ 2e
−pT s
(1 + s)3 +
2pT e−pT s
(1 + s)2 −
p2T 2se−pT s
1 + s
∣∣∣∣s ds‖y‖
=
∞∫
0
e−pT s
1 + s
∣∣∣∣−
[
2
pT (1 + s)2 +
2
1 + s + pT
]
ln
(
αepT s + 1)
+ α
α + e−pT s
[
2
1 + s + pT +
αpT
α + e−pT s
]∣∣∣∣s ds‖y‖

∞∫
0
se−pT s
1 + s
{√
αepT s/2
[
2
pT (1 + s)2 +
2
1 + s + pT
]
+ 2
1 + s + 2pT
}
ds‖y‖
(
by ln(1 + x)√x, x  0)

(
4 + 3pT + 2
pT
) ∞∫
0
e−pT s/2 ds‖y‖
= 2
pT
(
4 + 3pT + 2
pT
)
‖y‖.
Therefore, we have (2.4) by (2.5) and the dominated convergence theorem.
Noting R(S(pT )) = X, we have by (2.3)
∀v ∈ X, lim
α→0+
Bαv = A(I +A)−1v.
Hence, for x ∈ D(A) we obtain
lim
α→0+
Aαx = lim
α→0+
Bα(I +A)x = Ax.
(3) By (1), we can define
Sα(t) = e−Aαt =
(
α + S(pT )) tpT = ∞∑
n=0
(−t)n
n! A
n
α, t ∈ R.
It is easy to see that Sα(t) is a strongly continuous semigroup with ‖Sα(t)‖  (α + M) tPT for t  0, here M ≡
supRe(z)0 ‖e−zA‖.
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=
∥∥∥∥∥
∞∫
0
d2
ds2
((
α + e−pT s) tpT e−pT s − e−(pT+t)s)G(s,A)y ds
∥∥∥∥∥
=
∥∥∥∥∥
∞∫
0
d2
ds2
[
e−(pT+t)s
((
αepT s + 1) tpT − 1)]G(s,A)y ds
∥∥∥∥∥

∞∫
0
∣∣(pT + t)2e−(pT+t)s[(αepT s + 1) tpT − 1]− α(pT + 2t)te−pT s(α + e−pT s) tpT −1
+ α2t (t − pT )e−pT s(α + e−pT s) tpT −2∣∣ · s ds‖y‖

∞∫
0
(pT + t)2e−(pT+t)s[(αepT s + 1) tpT − 1]s ds‖y‖
+ α(pT + 2t)t
∞∫
0
se−pT s
(
α + e−pT s) tpT −1 ds‖y‖
+ α2t (pT − t)
∞∫
0
se−pT s
(
α + e−pT s) tpT −2 ds‖y‖. (2.6)
By (i) and (ii) in Lemma 1.1, for τ ∈ (0,1) we have
e−st
[(
αepT s + 1) tpT − 1] e−st · αt
pT
epT s
(
αepT s + 1) tpT (1 + αt
pT
epT s
)−1

(
αt
pT
)τ
epT τs
(
α + e−pT s) tpT

(
αt
pT
)τ
epT τs
(
α
t
pT + e−st).
This implies that
e−(pT+t)s
[(
αepT s + 1) tpT − 1] ( αt
pT
)τ (
α
t
pT + 1)e−pT (1−τ)s  2( αt
pT
)τ
e−pT (1−τ)s . (2.7)
By (iii) in Lemma 1.1,
αe−pT s
(
α + e−pT s) tpT −1 = αe−st(αepT s + 1) tpT −1  α1−τ+ τ tpT est (τ−1)e−spT τ  α1−τ e−spT τ (2.8)
holds for some τ ∈ (0,1), and
α2e−pT s
(
α + e−pT s) tpT −2 = α2e(pT−t)s(αepT s + 1) tpT −2
 α2(1−τ)+
τ t
pT est (τ−1)epT s(1−2τ)
 α2(1−τ)epT s(1−2τ) (2.9)
holds for some τ ∈ ( 12 ,1). Set for τ ∈ ( 12 ,1)
M = max
b∈{1−τ ,τ,2τ−1}
∞∫
se−pT bs ds.0
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 M
{
(pT + t)2 · 2
(
αt
pT
)τ
+ (pT + 2t)tα1−τ + (pT − t)α2(1−τ)
}
‖y‖
→ 0 (α → 0+),
uniformly in t on [0, T ].
By the density of R(S(pT )) and ‖Sα(t)‖ (α +M) tPT (t  0), we conclude that
Sα(t)x → S(t)x
(
α → 0+), x ∈ X.
The proof is completed. 
By Proposition 2.1, Sα(t) (t ∈ R) is a group generated by −Aα . Consequently, the solution of (FVP)α can be
represented as follows:
vα(t) = Sα(t − T )x =
(
α + S(pT ))− T−tpT x,
and it depends continuously on x. In fact,∥∥Sα(−t)∥∥= ∥∥(α + S(pT ))− tpT ∥∥ α− 3tpT  α− 3p .
3. Final value approximation
Using vα(0) = Sα(−T )x as the initial value, we consider
u′α(t)+Auα(t) = 0 (0 < t  T ), uα(0) = Sα(−T )x. (IVP)α
Then, the solution of (IVP)α is uα(t) = S(t)Sα(−T )x.
Proposition 3.1. Let w ∈ R(S(t0)) for some t0 ∈ (0, T ]. Then
lim
α→0+
S(T )Sα(−T )w = w.
Proof. Let w = S(t0)y, y ∈ X, it then suffices to show that
lim
α→0+
S(T )Sα(−T )S(t0)y = S(t0)y, y ∈ X. (3.1)
Set
f (s) = e−(T+t0)s(α + e−pT s)− 1p − e−t0s = e−t0s[(αepT s + 1)− 1p − 1].
Then,
f ′(s) = −t0e−t0s
[(
αepT s + 1)− 1p − 1]− αT e(pT−t0)s(αepT s + 1)− 1p −1,
f ′′(s) = t20 e−t0s
[(
αepT s + 1)− 1p − 1]+ αT (2t0 − pT )e(pT−t0)s(αepT s + 1)− 1p −1
+ α2T 2(1 + p)e(2pT−t0)s(αepT s + 1)− 1p −2.
Thus ∥∥S(T )Sα(−T )S(t0)y − S(t0)y∥∥
=
∥∥∥∥∥
∞∫
f ′′(s)G(s,A)y ds
∥∥∥∥∥
0
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{ ∞∫
0
t20 e
−t0s[1 − (αepT s + 1)− 1p ]s ds +
∞∫
0
αT |2t0 − pT |e(pT−t0)s
(
αepT s + 1)− 1p −1s ds
+
∞∫
0
α2T 2(1 + p)e(2pT−t0)s(αepT s + 1)− 1p −2s ds
}
‖y‖. (3.2)
By (i) and (ii) in Lemma 1.1, we have for 0 < τ < t0
pT
J1 :=
∞∫
0
e−t0s
[
1 − (αepT s + 1)− 1p ]s ds 
∞∫
0
se−t0s · αe
pT s
p + αepT s ds  α
τ
∞∫
0
se(pT τ−t0)s ds = Mατ , (3.3)
here and in the sequel, M is a generic constant independent of α.
Now, we consider another two integrals in (3.2). By (iii) in Lemma 1.1, when pT−t0
(1+p)T < τ1 <
p
1+p , it follows that
J2 := α
∞∫
0
se(pT−t0)s
(
αepT s + 1)− 1p −1 ds  α
∞∫
0
se(pT−t0)sα(−
1
p
−1)τ1e−(1+p)T τ1s ds
= α1− 1+pp τ1
∞∫
0
se[(pT−t0)−(1+p)T τ1]s ds = Mα1− 1+pp τ1 . (3.4)
Also, when 2pT−t0
(1+2p)T < τ2 <
2p
1+2p , it follows that
J3 := α2
∞∫
0
se(2pT−t0)s
(
αepT s + 1)− 1p −2 ds  α2α− 1+2pp τ2
∞∫
0
se(2pT−t0−(1+2p)T τ2)s ds
= Mα2− 1+2pp τ2 . (3.5)
Therefore, taking b˜ = min{b,1 − 1+p
p
τ1,2 − 1+2pp τ2}, we obtain∥∥S(T )Sα(−T )S(t0)y − S(t0)y∥∥Mαb˜‖y‖
from (3.3)–(3.5). This implies (3.1). 
A function u ∈ C([0, T ],X) is said to be a solution of (FVP) if u ∈ C1([0, T ),X), u(t) ∈ D(A) for 0 t < T , and
(FVP) is satisfied.
If u(t) is a solution of (FVP), from [4, p. 39], we have
u(t) = S(t)u(0) and S(T − t)u(t) = x, 0 t  T . (3.6)
This implies x ∈ R(S(t)) and u(t) ∈ R(S(t)) for each t ∈ (0, T ] if u(t) is a solution of (FVP) with u(T ) = x. By the
functional calculus, S(t) and Sα(r) commute with each other. From (3.6), it follows that
uα(t) = S(t)Sα(−T )S(T − t)u(t) = S(T )Sα(−T )u(t).
By Proposition 3.1, we thus have
Theorem 3.2. Assume that u(t) is a solution of (FVP) with u(T ) = x, and uα(t) = S(t)Sα(−T )x. Then uα(t) → u(t)
as α → 0+ for each t ∈ (0, T ].
Generally, uα(0) = Sα(−T )x does not converge as α → 0+ for x ∈ X, which is coincident with the quasi-
reversibility method (cf. [6, p. 10]). That is true even if x ∈ R(S(t0)) for some t0 ∈ (0, T ], because uα(0) =
Sα(−T )x = Sα(−T )S(t0)y (y ∈ X). This can be seen from the following result (Theorem 3.3). On the other hand,
if uα(0) converges to u0 for x ∈ R(S(t0)), similar to the proof of Theorem 4.5 in [1] (also cf. Theorem 4 in [2]), let
u(t) = S(t)u0, then u(t) is a solution of (FVP) and uα(t) converges to u(t) as α tends to zero uniformly in t .
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t−T
pT
−ε
, 0 < t  T , for small α.
Proof. Set
g(s) = e−ts(α + e−pT s)− 1p = e(T−t)s(αepT s + 1)− 1p ,
then
g′′(s) = (T − t)2e(T−t)s(αepT s + 1)− 1p − αT (2T + pT − 2t)e(T+pT−t)s(αepT s + 1)− 1p −1
+ α2T 2(1 + p)e(T+2pT−t)s(αepT s + 1)− 1p −2
= {(T − t)2(αepT s + 1)2 − αT (2T + pT − 2t)epT s(αepT s + 1)
+ α2T 2(1 + p)e2pT s} · e(T−t)s(αepT s + 1)− 1p −2. (3.7)
Thus
∥∥S(t)Sα(−T )∥∥=
∥∥∥∥∥
∞∫
0
g′′(s)G(s,A)ds
∥∥∥∥∥

∞∫
0
∣∣(T − t)2e(T−t)s(αepT s + 1)− 1p − αT (2T + pT − 2t)e(T+pT−t)s(αepT s + 1)− 1p −1
+ α2T 2(1 + p)e(T+2pT−t)s(αepT s + 1)− 1p −2∣∣s ds. (3.8)
To complete the proof, we divide the process into three steps.
Step I. Find the primitive function.
In the integral calculus, for the sake of convenience, we denote
y := αepT s + 1, r := y − 1
α
.
Compute the undefined integrals, and obtain
I1 := (T − t)2
∫
e(T−t)s
(
αepT s + 1)− 1p s ds
= (T − t)
2
p2T 2
∫ (
y − 1
α
) T−t
pT
y
− 1
p ln
y − 1
α
dy
y − 1
= (T − t)
2
p2T 2
∫
r
T−t
pT
−1
(1 + αr)− 1p ln r dr,
I2 := −αT (2T + pT − 2t)
∫
e(T+pT−t)s
(
αepT s + 1)− 1p −1s ds
= −αT (2T + pT − 2t)
p2T 2
∫ (
y − 1
α
) T+pT−t
pT
y
− 1
p
−1 ln y − 1
α
dy
y − 1
= −αT (2T + pT − 2t)
p2T 2
∫
r
T−t
pT (1 + αr)− 1p −1 ln r dr
= 2T + pT − 2t
pT
∫
r
T−t
pT ln rd(1 + αr)− 1p
= 2T + pT − 2t
pT
· r
T−t
pT ln r
(1 + αr) 1p
− (2T + pT − 2t)(T − t)
p2T 2
∫
r
T−t
pT
−1 ln r
(1 + αr) 1p
dr
− 2T + pT − 2t
pT
∫
r
T−t
pT
−1
1
p
dr,(1 + αr)
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∫
e(T+2pT−t)s
(
αepT s + 1)− 1p −2s ds
= α
2(1 + p)
p2
∫ (
y − 1
α
) T+2pT−t
pT
y
− 1
p
−2 ln y − 1
α
dy
y − 1
= α
2(1 + p)
p2
∫
r
T−t
pT
+1
(1 + αr)− 1p −2 ln r dr
= −α
p
∫
r
T−t
pT
+1 ln r d(1 + αr)− 1p −1
= − αr
T−t
pT
+1 ln r
p(1 + αr) 1p +1
− α(T − t + pT )
p2T
∫
r
T−t
pT ln r
(1 + αr) 1p +1
dr + α
p
∫
r
T−t
pT
(1 + αr) 1p +1
dr
= − αr
T−t
pT
+1 ln r
p(1 + αr) 1p +1
− T − t + pT
pT
· r
T−t
pT ln r
(1 + αr) 1p
− r
T−t
pT
(1 + αr) 1p
+ (T − t + pT )(T − t)
p2T 2
∫
r
T−t
pT
−1 ln r
(1 + αr) 1p
dr + T − t + pT
pT
∫
r
T−t
pT
−1
(1 + αr) 1p
dr + T − t
pT
∫
r
T−t
pT
−1
(1 + αr) 1p
dr.
Hence,
H(r) := I1 + I2 + I3
= − αr
T−t
pT
+1 ln r
p(1 + αr) 1p +1
+ T − t
pT
· r
T−t
pT ln r
(1 + αr) 1p
− r
T−t
pT
(1 + αr) 1p
=
{
(y − 1) T−tpT ln y−1
α
py
1
p
+1 −
t
pT
· (y − 1)
T−t
pT ln y−1
α
y
1
p
− (y − 1)
T−t
pT
y
1
p
}
α
t−T
pT
= y− 1p (y − 1) T−tpT
{
1
p
(
1
y
− t
T
)
ln
y − 1
α
− 1
}
α
t−T
pT
:= Q(y). (3.9)
1Consequently,
Q(1 + α) = H(1) = −(1 + α)− 1p , Q(∞) = H(∞) = 0. (3.10)
Step II. Judge the symbols of g′′(s).
In order to estimate ‖S(t)Sα(−T )‖, we need to analyze g′′(s). To end this, for y = αepT s + 1, we define
h(y) := (T − t)2y2 − T (2T + pT − 2t)y(y − 1)+ T 2(1 + p)(y − 1)2
= t2y2 − T (2t + pT )y + T 2(1 + p), y  1 + α.
Then g′′(s) = h(y) · e(T−t)s(αepT s + 1)− 1p −2 by (3.7), and g′′(s) is nonnegative if and only if h(y) is nonnegative.
Denote
Δ = (2t + pT )2 − 4t2(1 + p) = p2T 2 + 4tpT − 4t2p,
then two roots of h(y) = 0 are
y1(t) = T2t2 (2t + pT −
√
Δ), y2(t) = T2t2 (2t + pT +
√
Δ), (3.11)
and y1(t), y2(t) are decreasing in t . Moreover,
y1(0) := lim+ y1(t) =
1 + p
, y1(T ) = 1;
t→0 p
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y2(0) = +∞, y2(T ) = 1 + p.
Noting y  1 + α, we set
t0 := 1 −
√
αp
1 + α T ,
then
y1(t0) = 1 + α, y2(t0) = (1 + p)(1 + α)
(1 − √αp )2 .
There exist two cases for the equation h(y) = 0 (see Figs. 1 and 2).
(i) When 0 < t  t0, y1 and y2 represented by (3.10) are two roots of h(y) = 0. Further,
1 + α  y1 < 1 + p
p
,
(1 + p)(1 + α)
(1 − √αp )2  y2 < ∞. (3.12)
(ii) When t0 < t  T , y2 is the only root of h(y) = 0, and
1 + p  y2 < (1 + p)(1 + α)
(1 − √αp )2 . (3.13)
Step III. Estimate of ‖S(t)Sα(−T )‖.
To the case (i), by (3.8)–(3.10) we have∥∥S(t)Sα(−T )∥∥ (Q(y)|y11+α −Q(y)|y2y1 +Q(y)|∞y2 )= 2(Q(y1)−Q(y2))+ (1 + α)− 1p . (3.14)
It is easy to see that 1
y1
> t
T
and 1
y2
< t
T
. This implies ( 1
y1
− t
T
) ln y1−1
α
> 0 and Q(y2) < 0. By the inequality
xβ(1 − x)1−β  1, x ∈ [0,1], 0 < β  1
one has
y
− 1
p (y − 1) T−tpT  1. (3.15)
So,
Q(y1)−Q(y2) 1
p
{(
1
y1
− t
T
)
ln
y1 − 1
α
+
(
t
T
− 1
y2
)
ln
y2 − 1
α
+ p
}
α
t−T
pT . (3.16)
From (3.12), we have
1
p
(
1
y1
− t
T
)
ln
y1 − 1
α
 1
p(1 + α) ln
1
pα
. (3.17)
Through a tedious computation, we get
lim+
(
t − 1
)
ln (y2 − 1) = lim+
2t = 0.
t→0 T y2 t→0 T
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m(t) := 1
p
(
t
T
− 1
y2
)
ln (y2 − 1), t > 0,
and m(0) = limt→0+ m(t) = 0, then m(t) is nonnegative and continuous in t ∈ [0, T ]. Thus, there exists a positive
constant M independent of t and α, such that m(t)M . Noting that
0 <
(
t
T
− 1
y2
)
ln
1
α
<
(
1
y1
− 1
y2
)
ln
1
α
=
√
Δ
T (1 + p) ln
1
α

√
p
1 + p ln
1
α
,
we have by (3.16) and (3.17)
Q(y1)−Q(y2) 1
p
(
1
1 + α ln
1
pα
+M + p +
√
p
1 + p ln
1
α
)
α
t−T
pT .
Therefore, by (3.14) we obtain∥∥S(t)Sα(−T )∥∥ α t−TpT −ε, 0 < t  t0 (3.18)
for 0 < α  α0 (some small α0).
To the case (ii), also by (3.8)–(3.10) we have∥∥S(t)Sα(−T )∥∥−Q(y)|y21+α +Q(y)|∞y2
= −(1 + α)− 1p − 2Q(y2)
= −(1 + α)− 1p + 2y−
1
p
2 (y2 − 1)
T−t
pT
{
1 + 1
p
(
t
T
− 1
y2
)
ln
y2 − 1
α
}
α
t−T
pT
−(1 + α)− 1p + 2
{
1 + 1
p
(
1 − 1
y2
)
ln
y2 − 1
α
}
α
t−T
pT
(
by (3.15)). (3.19)
Set n(y) = (1 − 1
y
) ln y−1
α
, then n(y) increases in y with y > 2. Therefore,
n(y2) n
(
y2(t0)
)
= (
√
α + √p)2
(1 + p)(1 + α) ln
[
1
α
(√
α + √p
1 − √αp
)2]
 p
(
2−1α−ε − 1), α < α0, ε > 0.
The last inequality is from
lim
α→0+
(
√
α + √p )2
(1 + p)p(1 + α)(2−1α−ε − 1) ln
[
1
α
(√
α + √p
1 − √αp
)2]
= 0.
By (3.19),∥∥S(t)Sα(−T )∥∥−(1 + α)− 1p + α t−TpT −ε, t0 < t  T .
Combining the above with (3.18), we complete the proof. 
Remark 3.4. Define Rα(t) = S(t)Sα(−T ), t  0, α > 0. By Theorems 3.2 and 3.3, it is easy to show that Rα(t) is a
family of regularizing operators for (FVP). For details, see [1,4,5].
Remark 3.5. Let T  1. When p = 1, the modified quasi-reversibility method in this paper amounts to the quasi-
bounded-value method in [2]. In fact, when p = 1,
uα(t) = S(t)
(
αI + S(T ))−1x
is the unique solution of the following problem:
u′α(t)+Auα(t) = 0 (0 < t < T ), αuα(0)+ uα(T ) = x.
Y. Huang / J. Math. Anal. Appl. 340 (2008) 757–769 769Nonetheless, the parameter p can be used to improve the orders of the corresponding estimates. For example, α t−TT is
replaced with α
t−T
pT
−ε in Theorem 3.3.
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