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Introduction
0.1 (ϕ, Γ)-modules
Soit p un nombre premier et K une extension finie de Qp de corps re´siduel k. On
fixe K une cloˆture alge´brique de K et on note GK = Gal(K/K) le groupe de Galois
absolu de K. On introduit encore K∞ = ∪nK(ζpn) l’extension cyclotomique de K
et ΓK = Gal(K∞/K).
Ce travail participe de la the´orie des repre´sentations p-adiques du groupe de Ga-
lois d’un corps local, ici GK . On s’inte´resse particulie`rement aux repre´sentations
Zp-adiques de GK , i.e. aux Zp-modules de type fini munis d’une action line´aire et
continue de GK .
Dans [Fon90], Fontaine introduit la notion de (ϕ,ΓK)-module sur l’anneau AK . Cet
anneau est, quand K est absolument non ramifie´ l’ensemble des se´ries
∑
n∈Z anX
n
avec an ∈ OK , an tendant p-adiquement vers 0 pour n tendant vers −∞ et X une
inde´termine´e sur laquelle ϕ et ΓK agissent par
ϕ(X) = (1 +X)p − 1 ; γ(X) = (1 +X)χ(γ) − 1.
Un (ϕ,ΓK)-module sur AK est alors un module de type fini sur AK muni d’actions
semi-line´aires de ϕ et de ΓK , ces deux actions commutant.
Fontaine de´finit une e´quivalence de cate´gories entre la cate´gorie des repre´sentations
Zp-adiques de GK et la cate´gorie des (ϕ,ΓK)-modules e´tales sur AK . Cherbonnier
et Colmez ont montre´ dans [CC98] que toute repre´sentation p-adique est surconver-
gente, ce qui e´tablit un premier lien entre le (ϕ,ΓK)-module D(V ) d’une repre´senta-
tion V et son module de de Rham. Berger ensuite, dans [Ber02], a montre´ comment
retrouver les modules de de Rham DdR(V ), semi-stable Dst(V ) ou cristallin Dcris(V )
de la the´orie de Fontaine a` partir de D(V ). Pour les repre´sentations absolument cris-
tallines, Wach a fourni dans [Wac96] une autre construction tre`s puissante qui permet
de retrouver le module Dcris(V ) dans le (ϕ,ΓK)-module D(V ). Cette construction
a e´te´ e´tudie´e en de´tails dans [Ber04] par Berger qui pre´cise les re´sultats de Wach.
Les (ϕ,ΓK)-modules sont e´galement intimement lie´s a` la the´orie d’Iwasawa comme
le montrent les travaux de Cherbonnier et Colmez ([CC99]), Benois ([Ben00]) ou
Berger ([Ber03]).
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Citons enfin une autre contribution d’importance apporte´e dans sa the`se ([Her98])
par Herr qui fournit un complexe de trois termes en le (ϕ,ΓK)-module d’une repre´-
sentation, dont l’homologie calcule la cohomologie galoisienne de la repre´sentation.
0.2 Extension me´tabe´lienne
La construction des (ϕ,ΓK)-modules repose sur l’utilisation de la tour cyclotomique
et montre le roˆle fondamental qu’elle joue. Mais il est une autre extension remar-
quable dans l’e´tude des repre´sentations p-adiques.
Fixons π une uniformisante de K et πn un syste`me de racines p
n-ie`mes de π :
π0 = π et ∀n ∈ N, πpn+1 = πn.
C’est alors le comportement dans l’extension Kpi = ∪nK(πn) qui produit la diffe´rence
entre une repre´sentation cristalline et une repre´sentation semi-stable.
Citons encore le re´sultat remarquable suivant.
The´ore`me 0.1. (Breuil, Kisin)
Le foncteur d’oubli de la cate´gorie des repre´sentations p-adiques cristallines de GK
vers la cate´gorie des repre´sentations p-adiques de GKpi est pleinement fide`le.
Ce the´ore`me a e´te´ conjecture´ par Breuil dans [Bre99] ou` il le montre sous certaines
conditions sur les poids de Hodge-Tate de la repre´sentation, a` l’aide d’objets tre`s
proches des (ϕ,ΓK)-modules de Fontaine. Kisin prouve ce re´sultat inconditionnel-
lement dans [Kis06]. D’autres re´sultats, d’Abrashkin notamment ([Abr97, Abr95]),
poussent a` introduire, comme Breuil, des (ϕ,Γ)-modules ou` l’on remplace l’exten-
sion cyclotomique K∞ par Kpi. Toutefois, Kpi/K n’e´tant pas galoisienne, on n’obtient
ainsi que des ϕ-modules (e´galement e´tudie´s par Fontaine dans [Fon90]).
On se place alors dans la cloˆture galoisienne L de Kpi qui n’est autre que le com-
positum de Kpi et de K∞, une extension me´tabe´lienne de K. On perd toutefois
le coˆte´ explicite de la description du corps des normes de cette extension. Notons
G∞ = Gal(L/K). Notre premier re´sultat peut, pour A
′ = A ou A˜, et A′L = A
′GL
(ou` A et A˜ sont les anneaux de Fontaine de´finis au paragraphe 1.2), s’exprimer ainsi :
The´ore`me 0.2.
Le foncteur
{repre´sentations Zp − adiques de GK} → {(ϕ,G∞)−modules e´tales sur A′L}
V 7→ DL(V ) = (V ⊗Zp A′)GL
est une e´quivalence de cate´gories.
En fait, on montre que le (ϕ,G∞)-module DL(V ) n’est autre que l’extension des
scalaires du (ϕ,ΓK)-module usuel D(V ) de AK a` A
′
L.
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0.3. COHOMOLOGIE GALOISIENNE
0.3 Cohomologie galoisienne
On peut donc maintenant associer a` une repre´sentation un (ϕ,G∞)-module qui ap-
porte un meilleur controˆle du comportement dans l’extensionKpi de la repre´sentation.
Mais on veut conserver les outils disponibles dans le cadre classique, en premier lieu
le complexe de Herr. Rappelons que dans le cas usuel des (ϕ,ΓK)-modules, Herr a
montre´ dans [Her98] que l’homologie du complexe
0 // D(V )
f1 // D(V )⊕D(V ) f2 // D(V ) // 0
avec les applications
f1 =
(
ϕ− 1
γ − 1
)
et f2 = (γ − 1, 1− ϕ)
calcule la cohomologie galoisienne de la repre´sentation V .
Le groupe G∞ e´tant maintenant de dimension 2, le complexe correspondant perd en
simplicite´. Si τ est un ge´ne´rateur topologique du sous-groupe Gal(L/K∞) et γ un
ge´ne´rateur topologique de Gal(L/Kpi) ve´rifiant γτγ
−1 = τχ(γ), on le de´crit ainsi :
The´ore`me 0.3.
Soit V une repre´sentation Zp-adique de GK et D son (ϕ,G∞)-module. L’homologie
du complexe
0 // D
α // D ⊕D ⊕D β // D ⊕D ⊕D η // D // 0
ou`
α =
ϕ− 1γ − 1
τ − 1
 , β =
γ − 1 1− ϕ 0τ − 1 0 1− ϕ
0 τχ(γ) − 1 δ − γ
 , η = (τχ(γ) − 1, δ − γ, ϕ− 1)
avec δ = (τχ(γ) − 1)(τ − 1)−1 ∈ Zp[[τ − 1]], s’identifie canoniquement et fonctorielle-
ment a` la cohomologie galoisienne continue de V .
En fait, on obtient encore des isomorphismes explicites. En particulier, pour le pre-
mier groupe de cohomologie, si (x, y, z) ∈ kerβ, soit b une solution dans V ⊗ A′
de
(ϕ− 1)b = x,
alors le the´ore`me ci-dessus associe a` la classe du triplet (x, y, z) la classe du cocycle :
c : σ 7→ cσ = −(σ − 1)b+ γn τ
m − 1
τ − 1 z +
γn − 1
γ − 1 y
ou` σ|G∞ = γ
nτm.
De plus, a` l’instar de Herr dans [Her01], on fournit des formules explicites de´crivant
le cup-produit en termes du complexe de Herr a` quatre termes ci-dessus.
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0.4 Formules explicites pour le symbole de Hilbert
Le symbole de Hilbert, pour un corps K contenant le groupe µpn des racines p
n-ie`mes
de l’unite´, est de´fini comme l’accouplement
(, )pn : K
∗/K∗p
n ×K∗/K∗pn → µpn
(a, b)pn =
(
pn
√
b
)rK(a)−1
ou` rK : K
∗ → GabK est l’application de re´ciprocite´.
Depuis 1858 et les travaux de Kummer, de nombreuses formules explicites ont e´te´
donne´es pour ce symbole de Hilbert. Citons celle de Coleman ([Col81]) : on suppose
que K = K0(ζpn) ou` K0 est une extension finie, non ramifie´e, de Qp et ζpn une racine
primitive pn-ie`me de l’unite´ fixe´e. On note encore W l’anneau des entiers de K0. Si
F ∈ 1 + (p,X) ⊂ W [[X]], alors F (ζpn − 1) est une unite´ principale de K et on les
obtient toutes de cette manie`re. On prolonge le Frobenius absolu ϕ de W a` W [[X]]
par ϕ(X) = (1 +X)p − 1. On note pour F ∈W [[X]]
L (F ) =
1
p
log
F (X)p
ϕ(F (X))
∈W [[X]].
Ainsi, pour F ∈ 1 + (p,X),
L (F ) =
(
1− ϕ
p
)
logF (X).
La formule de Coleman peut alors s’e´crire :
The´ore`me 0.4. (Coleman)
Soit F,G ∈ 1 + (p,X) ⊂W [[X]], alors
(F (ζpn − 1), G(ζpn − 1))pn = ζ [F,G]npn
ou`
[F,G]n = TrK0/Qp ◦ ResX
1
ϕn(X)
(
L (G)d logF − 1
p
L (F )d logGϕ
)
.
Citons encore la formule de Bru¨ckner-Vostokov : on suppose cette fois que p 6= 2,
ζpn ∈ K, W est l’anneau des entiers de K0, extension maximale non ramifie´e de
K/Qp. On prolonge le Frobenius ϕ de W a` W [[Y ]][1/Y ] par ϕ(Y ) = Y
p. On fixe
encore π une uniformisante de K.
The´ore`me 0.5. (Bru¨ckner-Vostokov)
Soit F,G ∈ (W [[Y ]][1/Y ])×, alors
(F (π), G(π))pn = ζ
[F,G]n
pn
ou`
[F,G]n = TrK0/Qp ◦ ResY
1
spn − 1
(
L (G)d logF − 1
p
L (F )d logGϕ
)
avec s ∈W [[Y ]] tel que s(π) = ζpn .
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0.5. FORMULE EXPLICITE POUR UN GROUPE FORMEL
Le but de la seconde partie de ce travail est de montrer une ge´ne´ralisation de cette
formule au cas d’un groupe formel.
Notons qu’il existe d’autres types de formules, notamment celle de Sen ([Sen80]),
ge´ne´ralise´e a` un groupe formel quelconque par Benois dans [Ben97].
Pour un historique fourni des formules explicites du symbole de Hilbert, on renvoie
le lecteur a` [Vos00].
0.5 Formule explicite pour un groupe formel
Soit G un groupe formel connexe et lisse de dimension d et de hauteur finie h sur
l’anneau des vecteurs de Witt W = W (k) ‘a` coefficients dans un corps fini k. Soit
K0 le corps des fractions de W et K une extension finie de K0 qui contient les
points de pM torsion G[pM ] de G. On de´finit alors le symbole de Hilbert de G par
l’accouplement
(, )G,M : K
∗ ×G(mK) → G[pM ]
(x, β)G,M = rK(x)(β1)−G β1
ou` rK : K
∗ → GabK est l’application de re´ciprocite´ et β1 ve´rifie
pM idGβ1 = β.
On fixe une base des logarithmes de G sous la forme d’un logarithme vectoriel lG ∈
K0[[X]]
d ou` X = (X1, . . . , Xd) telle que l’on a l’e´galite´ formelle
lG(X +G Y) = lG(X) + lG(Y).
On comple`te lG par des presque-logarithmes mG ∈ K0[[X]]h−d en une base
(
lG
mG
)
du module de Dieudonne´ de G.
Fontaine de´finit dans [Fon77] (voir aussi [Col92] pour une description explicite) un
accouplement entre le module de Dieudonne´ et le module de Tate de G
T (G) = lim
←−
G[pn].
Les travaux de Honda [Hon70] montrent qu’il existe une se´rie de la forme A∗ =∑
n≥1 Fnϕ
n avec Fn ∈Md(W ) telle que(
1− A
∗
p
)
lG(X) ∈Md(W [[X]]).
Introduisons encore la matrice des pe´riodes approche´e. On fixe (o1, . . . , oh) une base
de T (G) ou` oi = (oin)n≥1 tel que pidGo
i
n = o
i
n−1. On approche (o
1 = (o1n)n, . . . , o
h)
11
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par la base (o1M , . . . , o
h
M ) de G[p
M ]. Puis pour tout i, on choisit oˆiM ∈ F (YW [[Y ]])
tels que oˆiM (π) = o
i
M . La matrice VY est alors
VY =
(
pM lG(oˆ
1
M ) . . . p
M lG(oˆ
h
M )
pMmG(oˆ
1
M ) . . . p
MmG(oˆ
h
M )
)
.
C’est une approximation de la matrice des pe´riodes V.
On peut de´sormais e´noncer la loi de re´ciprocite´ qui ge´ne´ralise la loi de Bru¨ckner-
Vostokov et qui constitue le but de la seconde partie de cette the`se :
The´ore`me 0.6.
Soit α ∈ (W [[Y ]][ 1Y ])× et β ∈ G(YW [[Y ]]). Le symbole de Hilbert (α(π), β(π))G,M
a pour coordonne´es dans la base (o1M , . . . , o
h
M ) :
(TrW/Zp ◦ ResY )V−1Y
((
(1− A∗p )lG(β)
0
)
dlogα−L (α) d
dY
(
A∗
p lG(β)
mG(β)
))
.
Cette loi de re´ciprocite´ est montre´e par Abrashkin dans [Abr97] sous l’hypothe`se que
K contient les racines pM -ie`mes de l’unite´. Vostokov et Demchenko la montrent dans
[VD00] sans condition sur K pour les groupes formels de dimension 1. Nous allons
la montrer en toute ge´ne´ralite´.
0.6 Strate´gie
L’ide´e de la preuve est due a` Benois qui dans [Ben00] la met en oeuvre pour montrer
la loi de re´ciprocite´ de Coleman. Rappelons de quoi il s’agit.
Le symbole de Hilbert peut eˆtre vu comme un cup-produit par le diagramme com-
mutatif suivant
K∗ ×K∗ (,)pn //
κ×κ
²²
µpn
H1(K,µpn)×H1(K,µpn) ∪ // H2(K,µ⊗2pn )
invK
OO
ou` κ est l’application de Kummer. Il s’agit alors de calculer de manie`re explicite cette
application de Kummer en termes du complexe de Herr associe´ a` la repre´sentation
Zp(1), puis d’utiliser les formules de Herr de [Her01] pour le cup-produit et enfin de
calculer l’image ainsi obtenue par l’isomorphisme invK .
Pour un groupe formel quelconque, la situation est assez similaire, on a cette fois le
diagramme
K∗ ×G(mK)
(,)G,M //
κ×κG
²²
G[pM ]
H1(K,µpM )×H1(K,G[pM ]) ∪ // H2(K,µpM ⊗G[pM ])
invK
OO
12
0.7. PLAN
avec
G[pM ] ≃ (Z/pMZ)h,
et H2(K,µpM ⊗G[pM ]) ≃ H2(K,Z/pMZ(1))⊗Z/pM Z G[pM ].
Les formules pour l’application de Kummer et le cup-produit sont montre´es dans
la partie sur les (ϕ,Γ)-modules. Le calcul de la formule explicite pour l’application
κG : G(mK) → H1(K,G[pM ]) constitue l’axe technique de ce travail.
Abrashkin passe quant a` lui par l’interme´diaire du symbole de Witt et, pour conclure,
par le corps des normes de l’extension Kpi/K, il utilise la compatibilite´ de l’appli-
cation de re´ciprocite´ entre le corps des normes d’une extension et le corps de base.
Certains de ces re´sultats interme´diaires ([Abr97, Propositions 3.7 et 3.8]) se tra-
duisent directement dans le langage des (ϕ,G∞)-modules. On cherche en effet a`
calculer un triplet (x, y, z) dans le premier groupe d’homologie du complexe de Herr
ge´ne´ralise´ associe´ a` la repre´sentation G[pM ]. Les re´sultats d’Abrashkin donnent x,
la nullite´ de y et l’appartenance de z a` W (m
E˜
) (ou` E˜ est un anneau de Fontaine, cf
1.2 ci-dessous). Toutefois, le calcul ne´cessite la connaissance de z modulo XW (m
E˜
)
et donc de pre´ciser les calculs d’Abrashkin a` un ordre supe´rieur.
0.7 Plan
Cette the`se se compose de deux parties. Dans la premie`re, on introduit les (ϕ,G∞)-
modules, on donne le complexe de Herr associe´ et les formules explicites dans ce
complexe de Herr pour la cohomologie, le cup-produit et le symbole de Hilbert.
Dans la seconde partie, suivant les calculs d’Abrashkin, on donne des re´sultats d’ap-
proximation, en particulier pour la matrice des pe´riodes approche´e et l’on me`ne le
calcul explicite du symbole de Hilbert en termes du complexe de Herr. Enfin, on
montre la loi explicite de re´ciprocite´ de Bru¨ckner-Vostokov pour les groupes formels.
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Chapitre 1
(ϕ, Γ)-modules et cohomologie
1.1 Notations
On commence par rappeler et pre´ciser les notations.
Fixons p un nombre premier.
Rappelons (cf. [Ser68]) que si K est un corps parfait de caracte´ristique p, on peut
munir l’espace KN des suites d’e´le´ments de K d’une structure d’anneau local inte`gre
de caracte´ristique 0 absolument non ramifie´ et de corps re´siduel K, appele´ anneau
des vecteurs de Witt sur K. On note W (K) cet anneau. Rappelons encore que cette
construction permet de de´finir une section multiplicative de la surjection canonique
W (K) → K,
appele´e rele`vement de Teichmu¨ller et note´e [ ]. Si R est un sous-anneau (unitaire ou
non) de K, on note encore W (R) les vecteurs de Witt a` coefficients dans R, il s’agit
d’un sous-anneau (non ne´cessairement unitaire) de W (K).
Fixons K une extension finie de Qp de corps re´siduel k.
On note W = W (k) l’anneau des vecteurs de Witt sur k. Alors K0 = W ⊗Zp Qp
s’identifie a` la sous-extension non ramifie´e de K sur Qp de corps re´siduel k, qui est
encore la sous-extension maximale non ramifie´e de K sur Qp.
On fixe K une cloˆture alge´brique de K et on note
GK = Gal(K/K)
le groupe de Galois absolu de K et Cp le comple´te´ de K pour la topologie p-adique.
On munit Cp de la valuation p-adique vp normalise´e par
vp(p) = 1.
Rappelons que l’action de GK sur K s’e´tend par continuite´ a` Cp.
On fixe ε = (ζpn)n≥0 un syste`me cohe´rent de racines p
n-ie`mes primitives de l’unite´,
15
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i.e. ζppn = ζpn−1 pour tout n, ζ1 = 1 et ζp 6= 1. Alors
K∞ :=
⋃
n∈N
K(ζpn)
est l’extension cyclotomique de K. On note GK∞ = Gal(K/K∞) son groupe de
Galois absolu et ΓK = Gal(K∞/K) le quotient.
De meˆme on fixe π une uniformisante de K et ρ = (πpn)n≥0 un syste`me cohe´rent de
racines pn-ie`mes de π. On note
Kpi =
⋃
n≥0
K(πpn).
L’extension Kpi/K n’est alors pas galoisienne et on pose
L =
⋃
n≥0
K(ζpn , πpn)
sa cloˆture galoisienne, qui est le compositum de Kpi et de K∞. On note son groupe
de Galois absolu GL = Gal(K/L) et G∞ = Gal(L/K) le quotient. Le caracte`re
cyclotomique χ : GK → Z∗p se factorise par G∞ (meˆme par ΓK) ; il en va de meˆme
de l’application ψ : GK → Zp de´finie par
∀g ∈ GK g(πpn) = πpnζψ(g)pn .
De plus, le groupe G∞ s’identifie au produit semi-direct de Zp par ΓK qui est, a`
travers χ, un sous-groupe ouvert de Z∗p et G∞ est donc topologiquement engendre´
par deux ge´ne´rateurs, que l’on fixe, γ et τ ve´rifiant :
γτγ−1 = τχ(γ).
On choisit de plus τ tel que ψ(τ) = 1, i.e. tel que
τ(ρ) = ρε.
On adopte la convention que tous les complexes conside´re´s dans ce texte auront leur
premier terme en degre´ −1 si ce terme est 0 et en degre´ 0 sinon.
Remarque
Le groupe G∞ est un groupe de Lie p-adique si bien que l’extension L/K est arith-
me´tiquement profinie (cf [Win83, Ven03]).
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1.2 Le corps E˜, l’anneau A˜ et certains de leurs sous-
anneaux.
On renvoie a` [Fon90] pour les re´sultats de cette partie. On choisit toutefois les no-
tations de Colmez. Les anneaux R, W (FracR) ou OdEnr de [Fon90] deviennent ainsi
E˜+, A˜ et A.
On de´finit E˜ comme la limite projective
E˜ = lim
←
n
Cp
ou` les applications de transition sont l’e´le´vation a` la puissance p. Un e´le´ment de E˜
est donc une suite x = (x(n))n∈N ve´rifiant
(x(n+1))p = x(n) ∀n ∈ N.
On munit E˜ de l’addition
x+ y = s ou` s(n) = lim
m→+∞
(x(n+m) + y(n+m))p
m
et du produit
x.y = t ou` t(n) = x(n).y(n).
Ces ope´rations font de E˜ un corps de caracte´ristique p, alge´briquement clos et complet
pour la valuation
vE(x) := vp(x
(0)).
L’anneau des entiers de E˜, note´ E˜+, s’identifie alors a` la limite projective lim
←
OCp ;
c’est un anneau local dont l’ide´al maximal, note´ m
E˜
s’identifie a` lim
←
mCp et de corps
re´siduel isomorphe a` k.
Le corps E˜, comme son anneau d’entier E˜+, posse`de encore une action naturelle de
GK qui est continue pour la topologie vE-adique. On le munit du Frobenius
ϕ : x 7→ xp
qui agit de manie`re continue, commute a` l’action de GK et stabilise E˜
+.
On pose maintenant A˜ = W (E˜) l’anneau des vecteurs de Witt sur E˜ et A˜+ =
W (E˜+).
Tout e´le´ment de A˜ (respectivement A˜+) s’e´crit donc de manie`re unique sous la forme∑
n∈N
pn[xn]
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ou` (xn)n∈N est une suite d’e´le´ments de E˜ (respectivement de E˜
+).
On munit A˜ de la topologie produit sur W (E˜) = E˜N, autrement dit, de la topologie
de la convergence simple pour la suite (xn)n∈N :∑
n∈N
pn[xn,m] −→
m→∞
∑
n∈N
pn[xn] ⇐⇒ ∀n ∈ N (xn,m) vE−→
m→∞
(xn).
Cette topologie est compatible avec la structure d’anneau de A˜. Elle est moins forte
que la topologie p-adique.
On remarque que les suites ε et ρ introduites ci-dessus de´finissent des e´le´ments de
E˜+ et on note
X = [ε]− 1 et Y = [ρ].
Ce sont des e´le´ments de A˜+ et meˆme de W (m
E˜
). Ils sont donc topologiquement
nilpotents. On a ainsi des bases de voisinage de 0 dans A˜ :
{pnA˜ +XmA˜+}(n,m)∈N2 et {pnA˜ + Y mA˜+}(n,m)∈N2 .
On note W [[X,Y ]] le sous-anneau de A˜+ des se´ries en X et Y , il est stable sous
l’action de GK qui est donne´e par :
g(1 +X) = (1 +X)χ(g) et g(Y ) = Y (1 +X)ψ(g)
et sous celle de ϕ :
ϕ(X) = (1 +X)p − 1 et ϕ(Y ) = Y p.
Remarques
Si le morphisme de spe´cialisation pour les polynoˆmes
W [X1, X2] → A˜+
X1, X2 7→ X, Y
est injectif, celui pour les se´ries formelles
W [[X1, X2]] → A˜+
X1, X2 7→ X, Y
ne l’est pas a priori.
Par ailleurs, on a le re´sultat suivant
Lemme 1.1.
L’anneau W [[X,Y ]] est complet pour la topologie induite par A˜+.
Preuve du lemme : Il s’agit de montrer que si une suite (xn)n ∈ (W [[X,Y ]])N converge
vers 0 alors a` m,N ∈ N fixe´s, pour n assez grand, on a
xn ∈ pmW [[X,Y ]] +W [[X,Y ]]>N
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ou` W [[X,Y ]]>N est le sous-anneau des se´ries de la forme
∑
k+l>N ak,lX
kY l.
E´crivons
xn =
∑
k,l∈N
a
(n)
k,l X
kY l =
∑
k+l≤N
a
(n)
k,l X
kY l +
∑
k+l>N
a
(n)
k,l X
kY l.
Il faut alors montrer que, modulo pm et pour n assez grand,∑
k+l≤N
a
(n)
k,l X
kY l ∈W [[X,Y ]]>N .
Ici il s’agit de remarquer que, puisque l’on raisonne modulo pm, les coefficients a
(n)
k,l
vivent dans W/pmW qui est fini, il existe donc seulement un nombre fini de poly-
noˆmes de la forme
∑
k+l≤N a
(n)
k,l X
kY l. En coupant la suite (xn) en sous-suites selon
ces polynoˆmes (quand ils apparaissent une infinite´ de fois dans la suite xn), on peut
donc supposer que les coefficients a
(n)
k,l sont inde´pendants de n pour k + l ≤ N . On
les note ak,l.
Bref, on s’est ramene´ a` une suite (xn)n ∈ (W [[X,Y ]]⊗Z Z/pmZ)N convergeant vers
0 et s’e´crivant modulo pm :
xn =
∑
k+l≤N
ak,lX
kY l +
∑
k+l>N
a
(n)
k,l X
kY l.
Il s’agit de montrer que∑
k+l≤N
ak,lX
kY l ∈W [[X,Y ]]>N mod pm
ou, de manie`re e´quivalente, qu’il existe une suite ak,l pour k + l > N telle que∑
k,l∈N
ak,lX
kY l = 0
ce qui se montre en utilisant la convergence de xn vers 0 et un proce´de´ diagonal. ¤
On note AQp le comple´te´ p-adique de Zp[[X]][
1
X ], il s’agit de l’ensemble
AQp =
{∑
n∈Z
anX
n| ∀n ∈ Z, an ∈ Zp et an −→
n→−∞
0
}
.
C’est un sous-anneau local p-adique de A˜, complet, de corps re´siduel Fp((ε−1)) et on
de´finit A le comple´te´ pour la topologie p-adique de l’extension maximale non ramifie´e
de AQp dans A˜. Son corps re´siduel est donc la cloˆture se´parable de Fp((ε− 1)) dans
E˜. On le note E. Il s’agit d’un sous-corps dense de E˜.
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1.3 Les anneaux de pe´riodes p-adiques.
1.3.1 BdR et quelques sous-anneaux remarquables
On renvoie a` [Fon94] pour plus de de´tails sur ces anneaux.
L’application
θ :
{
A˜+ → OCp∑
n≥0 p
n[rn] 7→
∑
n≥0 p
nr
(0)
n
est un morphisme surjectif de noyau W 1(E˜+) qui est un ide´al principal de A˜+ en-
gendre´ par exemple par ω = X/ϕ−1(X). On note
B+dR = lim←
n
(A˜+ ⊗Qp)/(W 1(E˜+)⊗Qp)n
le comple´te´ de A˜+ ⊗Qp pour la topologie W 1(E˜+)-adique. L’action de GK sur A˜+
s’e´tend par continuite´ sur B+dR. Ce n’est toutefois pas le cas du Frobenius ϕ qui n’est
pas continu pour la topologie W 1(E˜+)-adique. La se´rie
log[ε] =
∑
n≥1
(−1)n+1X
n
n
converge dans B+dR vers un e´le´ment note´ t. On de´finit alors
BdR = B
+
dR[1/t].
C’est le corps des fractions de B+dR. Il est encore muni d’une action de GK pour
laquelle
BGKdR = K
et d’une filtration compatible, de´croissante exhaustive
FilkBdR = t
kB+dR.
On de´finit maintenant l’anneau Acris comme le comple´te´ p-adique de l’enveloppe a`
puissances divise´es de A˜+ par rapport a` W 1(E˜+), soit l’espace de se´ries∑
n≥0
an
ωn
n!
tel que an ∈ A˜+ et an → 0 p− adiquement.
 .
Cet anneau vit naturellement dans BdR. De plus, la se´rie de´finissant t converge encore
dans Acris et on pose :
B+cris = Acris ⊗Qp et Bcris = B+cris[1/t] = Acris[1/t].
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De plus, si l’on choisit p˜ = (p0, p1, . . . ) ∈ E˜ avec p0 = p, alors la se´rie log [p˜]p converge
dans BdR vers une limite que l’on note log[p˜] (avec la convention implicite log p = 0).
On de´finit alors
Bst = Bcris[log[p˜]].
Il s’agit encore une fois d’un sous-anneau de BdR.
Tous ces anneaux, munis de la topologie p-adique, posse`dent une action continue de
GK , une filtration induite par celle de BdR, et un Frobenius ϕ qui e´tend celui de A˜
+
par continuite´. On note que
BGKcris = K0 et B
GK
st = K0.
1.3.2 Classification des repre´sentations de GK
On appelle repre´sentation Zp-adique de GK tout Zp-module de type fini muni d’une
action line´aire et continue de GK et repre´sentation p-adique de GK tout Qp-espace
vectoriel de dimension finie muni d’une action line´aire et continue de GK . On ob-
tient ainsi une repre´sentation p-adique a` partir d’une repre´sentation Zp-adique en
tensorisant par Qp.
Si V est une repre´sentation p-adique de GK , alors on note
DdR(V ) := (V ⊗Zp BdR)GK
Dst(V ) := (V ⊗Zp Bst)GK
Dcris(V ) := (V ⊗Zp Bcris)GK .
DdR(V ) (respectivement Dst(V ), Dcris(V )) est un K (respectivement K0, K0)-espace
vectoriel de dimension infe´rieure ou e´gale a` la dimension de V sur Qp. On dit que V
est de de Rham (respectivement semi-stable, cristalline) quand il y a e´galite´.
On voit alors que les repre´sentations cristallines sont semi-stables et que les repre´-
sentations semi-stables sont de de Rham.
De meˆme, si V est une repre´sentation Zp-adique de GK , libre sur Zp, on dit qu’elle
est de de Rham, semi-stable ou cristalline si la repre´sentation p-adique V ⊗Zp Qp
l’est.
Exemple. La fausse courbe de Tate
On de´finit la fausse courbe ou repre´sentation de Tate par
VTate = Zpe1 + Zpe2
avec une action de GK donne´e par :{
g(e1) = χ(g)e1
g(e2) = ψ(g)e1 + e2
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pour tout g ∈ GK , ou` χ est le caracte`re cyclotomique et ψ est de´fini au paragraphe
1.1. Cette repre´sentation est une repre´sentation semi-stable arche´typique et constitue
en cela une re´fe´rence importante. Nous lui confronterons l’approche que nous propo-
sons, en particulier les (ϕ,Γ)-modules modifie´s que nous allons introduire. Pour le
moment notons seulement que l’action de GK sur VTate se factorise par G∞.
Le terme de ”fausse courbe de Tate” (false Tate curve) provient de la similitude de ce
module avec le module de Tate d’une courbe elliptique ayant re´duction multiplicative
de´ploye´e en p. On trouve aussi le terme d’extension de fausse courbe de Tate (false
Tate curve extension) pour l’extension L/K.
1.4 The´orie de Fontaine
Si R est un anneau topologique muni d’une action line´aire et continue d’un groupe
Γ et d’un Frobenius continu ϕ commutant a` l’action de Γ, on appelle (ϕ,Γ)-module
sur R tout R-module M de type fini muni d’une action semi-line´aire de Γ et d’une
action de ϕ semi-line´aire par rapport au Frobenius, ces deux actions commutant. Un
(ϕ,Γ)-module sur R est de plus dit e´tale si l’image de ϕ engendre M en tant que
R-module :
Rϕ(M) = M.
1.4.1 Rappel du cas classique
Il s’agit de la the´orie des (ϕ,Γ)-modules introduite par Fontaine dans [Fon90].
Posons AK = A
GK∞ .
On de´finit les foncteurs
D : V 7→ D(V ) = (A⊗Zp V )GK∞
de la cate´gorie des repre´sentations Zp-adiques de GK vers la cate´gorie des (ϕ,ΓK)-
modules sur AK et
V : M 7→ V (M) = (A⊗AK M)ϕ=1
de la cate´gorie des (ϕ,ΓK)-modules e´tales sur AK vers celle des repre´sentations
Zp-adiques de GK . Le the´ore`me suivant est duˆ a` Fontaine ([Fon90]) :
The´ore`me 1.1.
Les applications naturelles
A⊗AK D(V ) → A⊗Zp V
A⊗Zp V (M) → A⊗AK M
sont des isomorphismes. En particulier, D et V sont des e´quivalences de cate´gories
quasi-inverses entre la cate´gorie des repre´sentations Zp-adiques de GK et celle des
(ϕ,ΓK)-modules e´tales sur AK .
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Exemple Le (ϕ,ΓK)-module de la fausse courbe de Tate admet une base de la
forme (1⊗e1, b⊗e1+1⊗e2) ou` b ∈ AL ve´rifie (τ−1)b = −1. Toutefois VTate n’e´tant pas
potentiellement cristalline (donc pas cristabelline), elle n’est pas, d’apre`s un the´ore`me
de Wach (cf. [Wac96]), de hauteur finie, cela signifie que b /∈ A+L = AL
⋂
A˜+.
Nous voulons construire un (ϕ,Γ)-module qui fournisse plus d’informations (qui se-
ront alors redondantes mais plus faciles a` utiliser) sur le comportement de la repre´-
sentation qui lui est associe´e dans l’extension Kpi/K ou sa cloˆture galoisienne L/K.
Pour cela il s’agit d’avoir Γ = G∞.
1.4.2 Le cas me´tabe´lien
On suppose A′ = A ou A′ = A˜. Ainsi, A′ est un anneau de valuation p-adique,
complet et stable sous les actions de GK et de ϕ. Son corps re´siduel E
′ = E ou E˜
est se´parablement clos.
On note A′L = A
′GL ; si E′L = E
′GL , alors A′L est un anneau de valuation p-adique
complet de corps re´siduel E′L.
Pour toute repre´sentation Zp-adique V de GK , on de´finit D
′
L par
D′L(V ) = (A
′ ⊗Zp V )GL
et pour tout (ϕ,G∞)-module D, e´tale sur A
′
L, V
′
L par
V ′L(D) = (A
′ ⊗A′L D)
ϕ=1.
On note ces foncteurs DL et VL quand A
′ = A et D˜L et V˜L quand A
′ = A˜.
Remarquons queD′L(V ) etD(V )⊗AKA′L sont des (ϕ,G∞)-modules sur A′L, le second
e´tant e´tale. Le the´ore`me suivant montre qu’ils sont isomorphes et nous assure que
D′L est un bon e´quivalent de D dans le cas me´tabe´lien.
The´ore`me 1.2.
1. L’application naturelle
ι : D(V )⊗AK A′L → D′L(V )
est un isomorphisme de (ϕ,G∞)-modules e´tales sur A
′
L.
2. Les foncteurs D′L et V
′
L sont des e´quivalences de cate´gories quasi-inverses entre
la cate´gorie des repre´sentations Zp-adiques de GK et la cate´gorie des (ϕ,G∞)-
modules e´tales sur A′L.
Preuve : Commenc¸ons par remarquer que, d’apre`s le the´ore`me 1.1., et par extension
des scalaires, l’application naturelle
D(V )⊗AK A′ → V ⊗Zp A′
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est un isomorphisme.
En prenant les invariants galoisiens, on obtient un isomorphisme
D(V )⊗AK A′L = (D(V )⊗AK A′)GL ∼−→(V ⊗Zp A′)GL = D′L(V )
comme souhaite´.
Nous en de´duisons imme´diatement que le foncteurs D′L de la cate´gorie des repre´sen-
tations Zp-adiques de GK vers la cate´gorie des (ϕ,G∞)-modules e´tales sur A
′
L est
exact et fide`le.
En fait, ce re´sultat ainsi que l’expression du quasi-inverse de D′L (vu comme e´qui-
valence de cate´gorie sur son image essentielle) suffisent pour l’usage que l’on a des
(ϕ,G∞)-modules. Ce quasi-inverse s’obtient graˆce a` l’isomorphisme de comparaison
apre`s extension des scalaires :
D′L(V )⊗A′L A
′ ≃ D(V )⊗AK A′ ≃ V ⊗Zp A′
d’ou`
V ′L(D
′
L(V )) ≃ V
et V ′L est un quasi-inverse de D
′
L.
En fait, le calcul de Fontaine (cf. [Fon90, Proposition 1.2.6.]) s’applique encore ici et
on obtient que l’image essentielle est encore la cate´gorie des (ϕ,G∞)-modules e´tales
sur A′L. Pour cela, il s’agit de montrer que tout (ϕ,G∞)-module e´tale de p-torsion,
qui est donc un E′-espace vectoriel, posse`de une base ϕ-invariante, en montrant que
pour toute matrice (aj,l) ∈ GLd(E′), le syste`me
xpj =
∑
aj,lxl
posse`de pd solutions dans E′d engendrant E′d. Le cas ge´ne´ral s’en de´duisant par
de´vissage et passage a` la limite. ¤
Corollaire 1.1.
Le foncteur
{(ϕ,ΓK)−modules e´tales sur AK} → {(ϕ,G∞)−modules e´tales sur A′L}
D 7→ D ⊗AK A′L
est une e´quivalence de cate´gories.
Exemple
Le (ϕ,G∞)-module associe´ a` la fausse courbe de Tate admet la base triviale (1 ⊗
e1, 1⊗e2). Elle est donc de hauteur finie sur A′L. Il serait inte´ressant de savoir si cela
reste vrai pour toutes les repre´sentations semi-stables.
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Quand A′ = A˜, c’est une conse´quence d’un re´sultat de Kisin ([Kis06, Lemma 2.1.10]).
Il construit le ϕ-module associe´ a` l’extension Kpi. Il s’agit de
(V ⊗Zp AY )Gal(K/Kpi)
ou` AY est le comple´te´ p-adique de l’extension maximale non ramifie´e de W [[Y ]][
1
Y ]
dans A˜. Et il montre que les repre´sentations semi-stables sont de hauteur finie dans
ce cadre, c’est-a`-dire que le W [[Y ]]-module
(V ⊗Zp W [[Y ]]nr)Gal(K/Kpi),
avec W [[Y ]]nr = AY
⋂
A˜+, est de meˆme rang que V .
1.4.3 Remarques
Le corps des normes de L/K
Comme on l’a remarque´ pre´ce´demment, l’extension L/K est arithme´tiquement pro-
finie ; on peut donc lui associer un corps des normes EL/K dont on connaˆıt une
description explicite. En effet, si kL est le corps re´siduel de L, alors il existe z ∈ E˜ tel
que EL/K s’identifie a` kL((z)) ⊂ E˜. On est alors tente´ de reproduire la construction
classique des (ϕ, Γ)-modules en substituant au corps des normes de l’extension cyclo-
tomique K∞/K le corps des normes EL/K . Toutefois, il faudrait pour cela construire
un rele`vement en caracte´ristique 0 (dans A˜) de EL/K stable sous les actions de GK
et de ϕ, ce que l’on ne sait faire. Ce proble`me est ainsi lie´ au fait que l’on ne sait
extraire une suite cohe´rente en normes d’uniformisantes dans la tour d’extensions
K(ζpn , πpn).
L’approche directe
Au lieu d’utiliser les re´sultats de Fontaine, on peut reprendre sa strate´gie pour mon-
trer directement le 2 du The´ore`me 1.2.
Pour A′ = A, on peut appliquer la strate´gie de Fontaine expose´e dans [Fon90] pour
prouver que DL est exact et fide`le.
De meˆme, pour A′ = A˜, on a encore
H1(GL, GLd(A˜)) = 0
qui permet de conclure.
1.5 Cohomologie Galoisienne
1.5.1 E´nonce´ du the´ore`me
Rappelons tout d’abord le cas classique. Soit D(V ) le (ϕ, ΓK)-module e´tale sur AK
associe´ a` une repre´sentation Zp-adique V . Fixons γ un ge´ne´rateur topologique de
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ΓK . Herr introduit dans [Her98] le complexe
0 // D(V )
f1 // D(V )⊕D(V ) f2 // D(V ) // 0
avec les applications
f1 =
(
ϕ− 1
γ − 1
)
et f2 = (γ − 1, 1− ϕ).
Il montre alors que l’homologie de ce complexe s’identifie fonctoriellement a` la coho-
mologie galoisienne de la repre´sentation V .
Cette identification est donne´e explicitement dans [CC99] et [Ben00] pour le premier
groupe de cohomologie par l’association de la classe d’un couple (x, y) d’e´le´ments de
D(V ) ve´rifiant (γ − 1)x = (ϕ− 1)y a` la classe du cocycle
σ 7→ −(σ − 1)b+ γ
n − 1
γ − 1 y
ou` b ∈ V ⊗Zp A est solution de (ϕ− 1)b = x et σ|ΓK = γn pour un n ∈ Zp.
Nous allons montrer qu’il existe encore un tel complexe dans le cas me´tabe´lien.
Toutefois, pour tenir compte du fait que G∞ posse`de maintenant deux ge´ne´rateurs,
nous devons le modifier et l’allonger quelque peu.
Si on se donne un (ϕ,G∞)-module e´tale M sur A
′
L, on lui associe le complexe a`
quatre termes Cϕ,γ,τ (M) :
0 // M
α // M ⊕M ⊕M β // M ⊕M ⊕M η // M // 0
ou`
α =
ϕ− 1γ − 1
τ − 1
 , β =
γ − 1 1− ϕ 0τ − 1 0 1− ϕ
0 τχ(γ) − 1 δ − γ
 , η = (τχ(γ) − 1, δ − γ, ϕ− 1)
avec δ = (τχ(γ) − 1)(τ − 1)−1 ∈ Zp[[τ − 1]] de´fini ainsi : on pose(
u
n
)
=
u.(u− 1)...(u− n+ 1)
n!
∈ Zp pour tout u ∈ Zp et tout n ∈ N.
Alors :
τχ(γ) =
∑
n≥0
(
χ(γ)
n
)
(τ − 1)n
car τp
n
converge vers 1 dans G∞, donc τ − 1 est topologiquement nilpotent dans
Zp[[G∞]]. Ainsi
δ =
τχ(γ) − 1
τ − 1 =
∑
n≥1
(
χ(γ)
n
)
(τ − 1)n−1.
Le but de ce paragraphe est de montrer le :
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The´ore`me 1.3.
Soit V une repre´sentation Zp-adique de GK .
i) L’homologie du complexe Cϕ,γ,τ (DL(V )) s’identifie canoniquement et fonctoriel-
lement a` la cohomologie galoisienne (continue) de V .
ii) De manie`re explicite, si (x, y, z) ∈ Z1(Cϕ,γ,τ (DL(V ))), soit b une solution dans
V ⊗A′ de
(ϕ− 1)b = x,
alors l’identification associe a` la classe du triplet (x, y, z) la classe du cocycle :
c : σ 7→ cσ = −(σ − 1)b+ γn τ
m − 1
τ − 1 z +
γn − 1
γ − 1 y
ou` σ|G∞ = γ
nτm.
1.5.2 De´monstration de i)
Le foncteur F • qui a` une repre´sentation Zp-adique V associe l’homologie du com-
plexe Cϕ,γ,τ (DL(V )) est un foncteur cohomologique co¨ıncidant en degre´ 0 avec la
cohomologie galoisienne continue de V :
H0(Cϕ,γ,τ (DL(V )) = DL(V )ϕ=1,γ=1,τ=1 = V
GK .
Il s’agit donc de montrer qu’il est effac¸able. Pour cela, on veut travailler dans une
cate´gorie posse´dant suffisamment d’injectifs et plonger V dans un injectif explicite :
son module induit que l’on sait meˆme cohomologiquement trivial. Or la cate´gorie
des repre´sentations Zp-adiques de GK n’admet pas de module induit. On doit donc
travailler modulo pr a` r fixe´, meˆme dans la cate´gorie des limites inductives de repre´-
sentations de pr-torsion puis de´duire le re´sultat par passage a` la limite. Il s’agit alors
de montrer que l’homologie du complexe associe´ a` un module induit se concentre
en degre´ 0, ce qui montre a fortiori l’effac¸abilite´ de F •. Mais nous allons e´crire cela
de manie`re explicite, ce qui permettra d’obtenir la deuxie`me partie du the´ore`me, et,
dans le paragraphe suivant, de de´crire le cup-produit en termes du complexe de Herr.
Introduisons MGK ,pr−tor la cate´gorie des GK-modules discrets de p
r-torsion, il s’agit
encore de la cate´gorie des limites inductives de GK-modules finis de p
r-torsion ou
encore de la cate´gorie des Z/prZ[[GK ]]-modules discrets. On remarque que le foncteur
DL se prolonge en une e´quivalence de cate´gories de cette cate´gorie vers la cate´gorie
des limites inductives de (ϕ,G∞)-modules e´tales sur A
′
L de p
r-torsion.
Notons enfin que cette cate´gorie est stable par passage au module induit :
Lemme 1.2.
Si V est un objet de MGK ,pr−tor alors, on de´finit le module induit
1 associe´ a` V par
IndGK (V ) := Fcont(GK , V )
1Dans [Ser68], Serre appelle ce module le module coinduit, le terme de module induit de´signant
X ⊗Zp Zp[GK ] pour X un Zp-module (de type fini). Il se ravise dans [Ser94] ou` il n’y a plus que des
modules induits. Comme ici il n’y a pas de risque de confusion, nous optons pour cette terminologie.
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l’ensemble des applications continues de GK dans V .
On munit IndGK (V ) de la topologie discre`te et de l’action de GK :
GK × IndGK (V ) → IndGK (V )
g.η = [x 7→ η(x.g)].
Alors IndGK (V ) est encore un objet de MGK ,pr−tor et V s’injecte canoniquement
dans IndGK (V ).
Preuve : Il s’agit de montrer que l’action de GK est continue, soit que pour tout
η ∈ IndGK (V ), le sous-groupe
U := {g ∈ GK | g.η = η}
est ouvert dans GK .
On remarque que, puisque η est continu a` valeurs dans V discret, elle est localement
constante ; cette condition est meˆme e´quivalente a` la continuite´ puisqu’une applica-
tion localement constante est toujours continue. De plus, comme GK est compact, η
prend un ensemble fini de valeurs {v1, . . . , vm}. Posons alors pour 1 ≤ i ≤ m,
Ui = η
−1(vi).
Alors Ui est ouvert et U peut eˆtre e´crit sous la forme :
U = {g ∈ GK |∀1 ≤ i ≤ m Uig = Ui} =
n⋂
i=1
{g ∈ GK | Uig = Ui}
Il suffit donc de montrer que chacun des Vi = {g ∈ G | Uig = Ui} est ouvert.
Remarquons que pour tout x ∈ Ui, x−1Ui est un ouvert de GK contenant 1. Or
1 admet une base de voisinages forme´e de sous-groupes ouverts distingue´s, ainsi il
existe un tel sous-groupe Wx ⊂ x−1Ui et
Ui =
⋃
x∈Ui
xWx.
Mais les xWx sont ouverts et Ui est le comple´mentaire de
⋃
j 6=i Uj , il est ainsi ferme´
dans GK donc compact. On extrait un sous-recouvrement fini de Ui :
Ui =
n⋃
j=1
xjWj .
ou` les Wj sont donc des sous-groupes ouverts normaux de GK . Posons maintenant
W =
n⋂
j=1
Wj
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alors W est encore un sous-groupe ouvert normal de GK et meˆme de chacun des
Wj qui s’expriment donc comme re´union disjointe d’ouverts de la forme yW , si bien
qu’il existe yk ∈ Ui, 1 ≤ k ≤ r tels que
Ui =
r⊔
k=1
ykW.
Mais alors le sous-groupe Vi contient le sous-groupe ouvert W et est donc lui-meˆme
ouvert dans GK . Cela montre que l’action de GK est continue et donc que IndGK (V )
est un objet de MGK ,pr−tor.
Enfin, l’injection de V dans son module induit est donne´ par l’application de v ∈ V
sur ηv ∈ IndGK (V ) telle que
∀g ∈ GK ηv(g) = g(v).
¤
Si l’on note F i le foncteur compose´ H i(Cϕ,γ,τ (DL(−))), le lemme du serpent donne
pour toute suite exacte courte de MGK ,pr−tor
0 → V → V ′′ → V ′ → 0
une suite exacte longue
0 → F 0(V ) → F 0(V ′′) → F 0(V ′) → F 1(V ) → F 1(V ′′) → · · ·
ce qui montre que F • est un foncteur cohomologique.
Le but est de montrer qu’elle co¨ıncide avec la suite exacte longue de cohomologie
quand V ′′ = IndGK (V ). Or dans ce cas on a le re´sultat suivant :
Proposition 1.1.
Si U = IndGK (V ) est un module induit de la cate´gorie MGK ,pr−tor, alors
F i(U) = H i(K,U) = 0 pour tout i > 0.
Montrons tout d’abord comment le re´sultat se de´duit de cette proposition. Le dia-
gramme commutatif
0 // F 0(V ) // F 0(IndGK (V ))
// F 0(V ′) // F 1(V ) // 0
0 // H0(K,V ) // H0(K, IndGK (V ))
// H0(K,V ′) // H1(K,V ) // 0
montre que H1(K,V ) ≃ F 1(V ).
Et en dimension supe´rieure, les nullite´s des F i(IndGK (V )) et des H
i(K, IndGK (V ))
montrent qu’on a a` la fois F k(V ′) = F k+1(V ) et Hk(K,V ′) = Hk+1(K,V ). Et donc
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par re´currence, on obtient bien que F i(V ) = H i(K,V ) pour tout i ∈ N et pour tout
module V de MGK ,pr−tor.
Preuve de la proposition :
Commenc¸ons par montrer le coˆte´ cohomologie galoisienne. Il s’agit d’un re´sultat
classique (cf. [Ser68, Ser94]) : ici il faut seulement prendre garde aux cate´gories dans
lesquelles vivent nos objets. Ainsi, on utilise l’isomorphisme (cf. [NSW00, p. 231]) :
H i(GK , N) ≃ ExtiGK (Z/prZ, N)
pour tout i ≥ 0 et tout N ∈MGK ,pr−tor, ou` ExtiGK (−,−) est le i-e`me foncteur de´rive´
du bifoncteur
HomGK : C′ ×MGK ,pr−tor → (Z/prZ-modules discrets)
avec C′ la cate´gorie des Z/prZ[[GK ]]-modules compacts, une cate´gorie qui posse`de
suffisamment de projectifs. On peut donc calculer H i(GK , N) a` l’aide d’une re´solu-
tion projective
· · · → Kn → Kn−1 → · · · → K1 → K0 → Z/prZ → 0
de Z/prZ dans C′. Il s’agit donc de conside´rer l’homologie du complexe
· · · → HomZ/prZ[[GK ]](Kn, IndGK (V )) → HomZ/prZ[[GK ]](Kn+1, IndGK (V )) → · · ·
Or HomZ/prZ[[GK ]](Kn, IndGK (V )) ≃ HomZ/prZ(Kn, V ) et les Ki restent projectifs
dans la cate´gorie des Z/prZ-modules. Ainsi on obtient
H i(GK , IndGK (V )) ≃ ExtiZ/prZ[[GK ]](Z/prZ, IndGK (V )) ≃ ExtiZ/prZ(Z/prZ, V ) = 0
pour i ≥ 1, comme de´sire´.
Remarque Cette proprie´te´ reste vraie si l’on remplace GK par n’importe quel
groupe profini.
Pour la fin de la preuve, nous allons utiliser le
Lemme 1.3.
Pour tout V ∈MGK ,pr−tor, on dispose de la suite exacte courte :
0 // IndG∞(V ) // DL(IndGK (V ))
ϕ−1 // DL(IndGK (V ))
// 0.
De plus, pour tout α ∈ Z∗p, on a la suite exacte courte :
0 // IndΓK (V )
// IndG∞(V )
τα−1 // IndG∞(V ) // 0.
Enfin, on a la suite exacte courte
0 // V GK // IndΓK (V )
γ−1 // IndΓK (V )
// 0.
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Preuve du Lemme : On part de la suite exacte courte
0 // Zp // A′
ϕ−1 // A′ // 0
que l’on tensorise par IndGK (V ). Du fait de l’existence d’une section continue de
ϕ − 1 (cf. [Sch06]), en prenant les invariants galoisiens, on obtient une suite exacte
longue commenc¸ant par
0 // IndGK (V )
GL // DL(IndGK (V ))
ϕ−1 // DL(IndGK (V ))
// H1(L, IndGK (V ))
Le noyau est donne´ par IndGK (V )
GL = IndG∞(V ).
Il reste a` montrer la nullite´ de H1(GL, IndGK (V )). Pour cela, on remarque ceci
(cf.[Ser94, Chapitre I, Proposition 8]) :
H1(GL, IndGK (V )) = lim→
H1(GM , IndGK (V ))
ou` la limite inductive est prise sur l’ensemble des sous-extensions galoisiennes finies
M de L/K. En effet, les sous-groupes de Galois GM de GK forment, pour l’inclusion,
un syste`me projectif de limite
lim
←
GM =
⋂
GM = GL
et ce syste`me est compatible avec le syste`me inductif forme´ par les GM -module par
restriction IndGK (V ) dont la limite est le GL-module par restriction IndGK (V ).
Le lemme se rame`ne donc a` montrer que pour toute extension finie galoisienne M/K
incluse dans L, on a H1(GM , IndGK (V )) = 0.
Or, comme GM est ouvert dans GK , on a une de´composition
GK =
⋃
g∈Gal(M/K)
gGM
et on en de´duit que, en tant que GM -module, IndGK (V ) admet la de´composition en
somme directe
IndGK (V ) =
⊕
g∈Gal(M/K)
Fcont(gGM , V ) ≃
⊕
Gal(M/K)
IndGM (V ).
D’ou` il vient
H1(GM , IndGK (V )) ≃
⊕
Gal(M/K)
H1(GM , IndGM (V ))
et chacun des H1(GM , IndGM (V )) est nul, comme il a e´te´ montre´ dans la premie`re
partie de la proposition.
Par ailleurs, τα engendre topologiquement Gal(L/K∞), si bien que le complexe
IndG∞(V )
τα−1−→ IndG∞(V )
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calcule la cohomologie H•(Gal(L/K∞), IndG∞(V )). On obtient pour noyau
IndG∞(V )
Gal(L/K∞) ≃ IndΓK (V ).
Et la nullite´ de H1(Gal(L/K∞), IndG∞(V )) se montre de meˆme que ci-dessus celle
de H1(GL, IndGK (V )).
Enfin, le complexe
IndΓK (V )
γ−1−→ IndΓK (V )
calcule la cohomologie H•(ΓK , IndΓK (V )). La surjectivte´ de γ − 1 provient encore
de la nullite´ de H1(ΓK , IndΓK (V )) que l’on montre comme pre´ce´demment. ♦
De la surjectivite´ de (ϕ− 1) sur DL(U), on de´duit imme´diatement que F 3(U) = 0.
On obtient aussi le noyau de η :
Ker η = {(x, y, z);x, y ∈ DL(U) et z ∈ (1− ϕ)−1((τχ(γ) − 1)(x) + (δ − γ)(y))}.
Soient donc x, y ∈ DL(U) et fixons x′, y′ ∈ DL(U) tels que
(1− ϕ)(x′) = x et (1− ϕ)(y′) = y ;
montrer que F 2(U) = 0 revient a` montrer que
∀u ∈ IndG∞(V ), (x, y, (τχ(γ) − 1)(x′) + (δ − γ)(y′) + u⊗ 1) ∈ Im β.
Or (τχ(γ) − 1) est surjectif sur IndG∞(V ), il suffit donc de conside´rer β(0, x′ + u′, y′)
avec u′ choisi de sorte que (τχ(γ) − 1)(u′) = u.
Soit maintenant (u, v, w) ∈ Ker(β), i.e. ve´rifiant :
(γ − 1)u = (ϕ− 1)v
(τ − 1)u = (ϕ− 1)w
(τχ(γ) − 1)v = (γ − δ)w
Fixons x0 ∈ DL(U) tel que (ϕ−1)x0 = u. Alors les deux premie`res relations montrent
que
v0 := v − (γ − 1)x0 et w0 := w − (τ − 1)x0
sont dans le noyau de ϕ− 1 donc dans IndG∞(V ), et ve´rifient de plus :
(τχ(γ) − 1)v0 = (γ − δ)w0.
On choisit maintenant η ∈ IndG∞(V ) tel que (τ − 1)η = w0. Alors
(τχ(γ) − 1)(γ − 1)η = (γ − δ)(τ − 1)η = (τχ(γ) − 1)v0
si bien que v0 − (γ − 1)η ∈ IndΓK (V ) et il existe donc ε ∈ IndΓK (V ) tel que
(γ − 1)ε = v0 − (γ − 1)η
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si bien que
(γ − 1)(η + ε) = v0
et
(τ − 1)(η + ε) = w0.
On de´finit alors x := x0 + η + ε et on ve´rifie que α(x) = (u, v, w) :
(ϕ− 1)x = (ϕ− 1)x0 + (ϕ− 1)(η + ε) = (ϕ− 1)x0 = u
(γ − 1)x = (γ − 1)x0 + (γ − 1)(η + ε) = v − v0 + v0 = v
(τ − 1)x = (τ − 1)x0 + (τ − 1)(η + ε) = w − w0 + w0 = w
ce qui prouve la proposition. ¤
1.5.3 Formules explicites
De´monstration de ii)
Pour expliciter l’isomorphisme, il suffit de faire une chasse au diagramme en suivant
le lemme du serpent : si
(x, y, z) ∈ Z1(Cϕ,γ,τ (DL(V ))),
alors par l’injection DL(V ) →֒ DL(IndGK (V )), on peut voir
(x, y, z) ∈ Z1(Cϕ,γ,τ (DL(IndGK (V )))).
De la nullite´ de H1(Cϕ,γ,τ (DL(IndGK (V )))) on de´duit qu’il existe b
′ ∈ DL(IndGK (V ))
tel que
α(b′) = (x, y, z).
Si maintenant l’on conside`re b′ ∈ DL(IndGK (V )/V ) la re´duction de b′ modulo DL(V ),
alors
b′ ∈ H0(Cϕ,γ,τ (DL(IndGK (V )/V ))) = (IndGK (V )/V )GK .
Donc, si b˜ ∈ IndGK (V ) rele`ve b′, l’image de la classe de (x, y, z) dans H1(K,V ) est
la classe du cocycle
c : σ 7→ cσ = (σ − 1)b˜.
Or on peut choisir b˜ = b′ − b. En effet
(ϕ− 1)(b′ − b) = x− x = 0
donc b′ − b ∈ IndGK (V ) et donc b′ − b rele`ve b′. Ainsi si
σ|G∞ = γ
nτm,
on peut e´crire
cσ = (σ−1)(b′−b) = −(σ−1)(b)+(γnτm−1)b′ = −(σ−1)b+γn τ
m − 1
τ − 1 z+
γn − 1
γ − 1 y
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ce qui ache`ve la preuve du the´ore`me.
Montrons enfin comment on passe a` la limite pour obtenir le re´sultat dans le cas d’une
repre´sentation qui n’est plus ne´cessairement de torsion. Soit V une repre´sentation
Zp-adique de GK ; pour tout r ≥ 1,
Vr = V ⊗ Z/prZ
est une repre´sentation de pr-torsion telle que
V = lim
←
Vr.
Alors on sait que la cohomologie continue de V s’exprime comme la limite :
∀i ≥ 0, H i(K,V ) = lim
←
H i(K,Vr) = lim
←
F i(Vr).
Il suffit donc de montrer
∀i ≥ 0, F i(V ) = lim
←
F i(Vr).
Notons H ir (respectivement B
i
r, Z
i
r) pour le groupe d’homologie H
i(Cϕ,γ,τ (DL(Vr)))
(respectivement Bi(Cϕ,γ,τ (DL(Vr))), Z
i(Cϕ,γ,τ (DL(Vr)))). Les applications du com-
plexe de Herr sont Zp-line´aires si bien que l’on a dans la cate´gorie des Zp-modules
la suite exacte
0 → Bir → Zir → H ir → 0
d’ou` l’on tire la suite exacte
0 → lim
←
Bir → lim← Z
i
r → lim← H
i
r → lim←
1Bir
ou` lim
←
1 est le premier foncteur de´rive´ du foncteur lim
←
. Or pour tout r,
Bir ≃ Bi(Cϕ,γ,τ (DL(V )))⊗ Z/prZ
si bien que les applications de transition dans le syste`me projectif (Bir) sont sur-
jectives, et donc ce syste`me ve´rifie les conditions de Mittag-Leﬄer. On en de´duit
que
lim
←
1Bir = 0
ce qui montre que l’homologie de la limite projective est e´gale a` la limite projective
de l’homologie, comme voulu.
Formule explicite pour H2
On peut de meˆme expliciter l’isomorphisme entre H2(Cϕ,γ,τ (DL(V ))) et H
2(K,V ) :
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Proposition 1.2.
L’identification du The´ore`me 1.3. entre l’homologie du complexe Cϕ,γ,τ (DL(V )) et
la cohomologie galoisienne de V associe a` un triplet(a, b, c) ∈ Z2(Cϕ,γ,τ (DL(V ))) la
classe du 2-cocycle :
(g, h) 7→ sg − sgh + gsh + γn1 τ
m1 − 1
τ − 1
(δ−1γ)n2 − 1
δ−1γ − 1 δ
−1c
ou` g|G∞ = γ
n1τm1 , h|G∞ = γ
n2τm2 et s est une application GK → A′ ⊗ V telle que
sσ = φ
(
γn − 1
γ − 1 a+ γ
n τ
m − 1
τ − 1 b
)
ou` σ|G∞ = γ
nτm et φ est une section continue de ϕ− 1.
Preuve : Soit
α = (a, b, c) ∈ Z2(Cϕ,γ,τ (DL(V ))).
On peut alors, graˆce a` l’injection V →֒ IndGK (V ), conside´rer que
α ∈ Z2(Cϕ,γ,τ (DL(IndGK (V )))).
Par la nullite´ de H2(Cϕ,γ,τ (DL(IndGK (V )))), il s’agit d’un cobord, i.e., il existe
β = (ηx, ηy, ηz) ∈ DL(IndGK (V ))3
tels que 
a = (γ − 1)ηx − (ϕ− 1)ηy
b = (τ − 1)ηx − (ϕ− 1)ηz
c = (τχ(γ) − 1)ηx − (γ − δ)ηy
Alors il correspond a` la classe de la re´duction β de β dans DL(IndGK (V )/V )
3 un
e´le´ment de H1(K, IndGK (V )/V ). Son image dans H
2(K,V ) est l’e´le´ment correspon-
dant a` α. Calculons-le donc.
Soit ηb ∈ A⊗ IndGK (V ) tel que (ϕ− 1)ηb = ηx, alors pour σ|G∞ = γnτm,
cσ = −(σ − 1)ηb + γn τ
m − 1
τ − 1 ηz +
γn − 1
γ − 1 ηy
est un cocycle a` valeurs dans IndGK (V ) + A
′ ⊗ V dont la re´duction modulo A′ ⊗ V
est un cocycle correspondant a` β. Fixons σ et calculons
(ϕ− 1)rσ = −(σ − 1)(ϕ− 1)ηb + γn τ
m − 1
τ − 1 (ϕ− 1)ηz +
γn − 1
γ − 1 (ϕ− 1)ηy
= −(γnτm − 1)ηx + γn τ
m − 1
τ − 1 ((τ − 1)ηx − b) +
γn − 1
γ − 1 ((γ − 1)ηx − a)
= −γ
n − 1
γ − 1 a− γ
n τ
m − 1
τ − 1 b =: −s˜σ
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Choisissons alors une section φ de ϕ− 1 et de´finissons l’application s : GK → A⊗ V
par
s = φ ◦ s˜.
Ainsi, (ϕ− 1)s = s˜. Ce choix est unique modulo Fcont(GK , V ). Alors, r + s : GK →
IndGK (V ) est un rele`vement d’un cocycle correspondant a` β. Son image par la dif-
fe´rentielle est a` valeurs dans V et est le 2-cocycle recherche´. Il s’e´crit
d(r + s)(g, h) = rg + sg − rgh − sgh + grh + gsh
Calculons la partie provenant de r, de manie`re e´vidente on a pour g|G∞ = γ
n1τm1 et
h|G∞ = γ
n2τm2 :
rg − rgh + grh = γn1(τm1 − 1)γ
n2 − 1
γ − 1 ηy + γ
n1(
τm1 − 1
τ − 1 − γ
n2 τ
χ(γ)−n2m1 − 1
τ − 1 )ηz
Or on remarque d’une part que :
(τ − 1)γ
n2 − 1
γ − 1 =
(δ−1γ)n2 − 1
δ−1γ − 1 (τ − 1)
et d’autre part que :
γn2
τχ(γ)
−n2m1 − 1
τ − 1 =
τm1 − 1
τ − 1 (δ
−1γ)n2
si bien que
rg − rgh + grh = γn1 τ
m1 − 1
τ − 1
(δ−1γ)n2 − 1
δ−1γ − 1 ((τ − 1)ηy + δ
−1(δ − γ)ηz)
= γn1
τm1 − 1
τ − 1
(δ−1γ)n2 − 1
δ−1γ − 1 δ
−1c.
Remarque
Dans le cas du complexe de Herr classique, on associe a` la classe de a celle du
2-cocycle :
(g1, g2) 7→ γ˜n1(h− 1) γ˜
n2 − 1
γ˜ − 1 a˜
ou` (ϕ − 1)a˜ = a, γ˜ est un rele`vement fixe´ de γ dans GK et g1 = γ˜n1h, g2 = γ˜n2h′
avec h, h′ ∈ GK∞ et n1, n2 ∈ Zp.
1.5.4 Une de´monstration alternative
On peut aussi de´duire la premie`re partie du The´ore`me 1.3. ci-dessus a` partir du
the´ore`me de Herr sur le complexe en les (ϕ,ΓK)-modules. Rappelons que l’on note
AL = A
GL ou` A est l’anneau de Fontaine usuel. On note M ′ = M ⊗AK AL et on
conside`re la suite exacte de complexes
0 −→ Cϕ,γ(M) −→ Cϕ,γ(M ′) −→ C′ϕ,γ(M ′) −→ 0
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qui s’e´crit
0
²²
0
²²
0
²²
0 // M //
α0
²²
M ′
τ−1 //
α0
²²
M ′
α1
²²
// 0
0 // M ⊕M //
β0
²²
M ′ ⊕M ′(τ−1,τ
χ(γ)−1)//
β0
²²
M ′ ⊕M ′
β1
²²
// 0
0 // M //
²²
M ′
τχ(γ)−1 //
²²
M ′
²²
// 0
0 0 0
ou` le complexe Cϕ,γ(M) est le complexe de Herr classique avec donc
α0 =
(
ϕ− 1, γ − 1
)
et β0 =
(
γ − 1
1− ϕ
)
et ou` le complexe C′ϕ,γ(M ′) est le complexe de Herr modifie´ par
α1 =
(
ϕ− 1, γ − δ
)
et β1 =
(
γ − δ
1− ϕ
)
.
L’e´quation
(γ − δ)(τ − 1) = (τχ(γ) − 1)(γ − 1)
montre que l’on a bien de´fini un complexe de complexes. Si maintenant on prend
M = D(V ), le (ϕ,ΓK)-module associe´ a` la repre´sentation V , la dernie`re remarque
du paragraphe 1.4.3 montre qu’il s’agit d’une suite exacte de complexes. Mais alors,
l’homologie de Cϕ,γ(M) s’identifie a` l’homologie du complexe total associe´ a` l’applica-
tion Cϕ,γ(M ′) −→ C′ϕ,γ(M ′). Ce complexe total est le complexe Cϕ,γ,τ (D(V )⊗AKAL).
Ceci montre donc le The´ore`me 1.3. lorsque A′ = A.
On va maintenant conside´rer le cas A′ = A˜ et montrer que l’injection de complexes
Cϕ,γ,τ (DL(V )) →֒ Cϕ,γ,τ (DL(V )⊗AL A˜L)
est un quasi-isomorphisme, ce qui permet de conclure.
En degre´ 0, ceci est imme´diat. En degre´ supe´rieur, il s’agit de montrer que l’appli-
cation naturelle
H i(Cϕ,γ,τ (DL(V )))
nat−→H i(Cϕ,γ,τ (DL(V )⊗AL A˜L))
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est un isomorphisme.
Notons Zi pour Zi(Cϕ,γ,τ (DL(V ))) et Z˜
i pour Zi(Cϕ,γ,τ (D˜L(V )) ; de meˆme, on adop-
tera les notations Bi et B˜i.
Il s’agit donc de montrer pour tout 1 ≤ i ≤ 3,
B˜i ∩ Zi = Bi (1.1)
Z˜i = Zi + B˜i (1.2)
En effet, 1.1 montre l’injectivite´ de nat, et 1.2 la surjectivite´.
On commence par remarquer ceci : si b ∈ D˜L(V ) ve´rifie (ϕ − 1)b ∈ DL(V ) alors
b ∈ DL(V ). Ceci provient du fait que ϕ− 1 : V ⊗A → V ⊗A est surjectif, et que le
noyau de ϕ− 1 : V ⊗ A˜ → V ⊗ A˜ est V ⊂ V ⊗A.
Cette remarque nous permet d’ores et de´ja` de traiter l’e´quation 1.1 en degre´ 1 :
soit (x, y, z) ∈ B˜1 ∩ Z1 alors, il existe b ∈ D˜L(V ) tel que
(x, y, z) = α(b)
d’ou` (ϕ− 1)b = x ∈ DL(V ), ainsi b ∈ DL(V ) et (x, y, z) ∈ B1.
Pour le reste, on va encore raisonner modulo pr, le passage a` la limite se faisant
comme pre´ce´demment. La topologie co¨ıncide alors avec la topologie vE-adique. On
utilise maintenant le fait que E˜L est le comple´te´ de la cloˆture radicielle de EL. Alors
pour u ∈ DL(V ) et a ∈ A˜L/(pr), il existe n ∈ N et α ∈ ϕ−n(A˜L/(pr)) tels que
(a− α)u ∈ (V ⊗W (m
E˜
))GL/(pr)
si bien que
ϕn(au) ∈ DL(V )/+ (V ⊗W (mE˜))GL/(pr).
Ceci montre que
∀x ∈ D˜L(V ), ∃n ∈ N, ϕn(x) ∈ DL(V ) + (V ⊗W (mE˜))GL/(pr).
Or
ϕn(x) = (ϕ− 1 + 1)n(x) = x+ (ϕ− 1)y
et ϕ − 1 est surjectif de (V ⊗W (m
E˜
))GL dans lui-meˆme, puisque ϕ y est topologi-
quement nilpotent. On en de´duit le
Lemme 1.4.
Pour tout x ∈ D˜L(V ), il existe x′ ∈ DL(V ) et x′′ ∈ D˜L(V ) tels que
x = x′ + (ϕ− 1)x′′.
On peut maintenant montrer l’e´quation 1.1 en degre´ 2 :
soit (x, y, z) ∈ (D˜L(V ))3 avec β(x, y, z) ∈ (DL(V ))3, alors il existe x′ ∈ DL(V ) et
x′′ ∈ D˜L(V ) tels que
(γ − 1)x+ (1− ϕ)y = (γ − 1)x′ + (1− ϕ)(y + (γ − 1)x′′) ∈ DL(V )
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notons donc y′ = y+(γ−1)x′′, par la remarque ci-dessus, et comme (γ−1)x′ ∈ DL(V ),
on a encore y′ ∈ DL(V ). De meˆme, si z′ = z + (τ − 1)x′′, on a
(τ − 1)x+ (1− ϕ)z = (τ − 1)x′ + (1− ϕ)(z + (τ − 1)x′′) ∈ DL(V )
montrant que z′ ∈ DL(V ). Il est alors imme´diat que β(x, y, z) = β(x′, y′, z′).
En degre´ 3 :
on suppose (x, y, z) ∈ (D˜L(V ))3 avec η(x, y, z) ∈ (DL(V ))3. Alors il existe x′, y′ ∈
DL(V ) et x
′′, y′′ ∈ D˜L(V ) associe´s a` x et y par la condition du lemme pre´ce´dent.
Alors un raisonnement similaire a` celui donne´ pour le degre´ 2 montre que z′ =
z + (τχ(γ) − 1)x′′ + (δ − γ)y′′ ∈ DL(V ) et que η(x, y, z) = η(x′, y′, z′).
Montrons maintenant l’e´quation 1.2 : soit u = (x, y, z) ∈ Z˜1, et soit x′ et x′′ associe´s a`
x comme pre´ce´demment. Alors on montre par la meˆme me´thode que u−α(x′′) ∈ Z1.
Soit u = (x, y, z) ∈ Z˜2, et x′, x′′, y′, y′′ associe´s a` x et y. Alors on montre encore que
u− β(x′′, y′′, 0) ∈ Z2.
En degre´ 3 enfin, c’est une conse´quence imme´diate du lemme : tout x ∈ D˜L(V ) s’e´crit
x = x′ + (ϕ− 1)x′′ = x′ + η(0, 0, x′′).
Ceci ache`ve la preuve alternative de la premie`re partie du The´ore`me 1.3..
Remarquons toutefois que la preuve donne´e plus haut, d’une part est plus naturelle,
et d’autre part permet d’obtenir des formules explicites. On l’a vu pre´ce´demment
dans cette section, et c’est encore l’objet de la prochaine ou` l’on donne les formules
explicites de cup-produit.
1.6 Cup-produit
1.6.1 Formule explicite pour le cup-produit
Dans [Her01], Herr donne des formules explicites pour le cup-produit en termes du
complexe qu’il associe a` la repre´sentation. Le the´ore`me suivant donne les formules
que l’on obtient dans le cas me´tabe´lien :
The´ore`me 1.4.
Soient V et V ′ deux repre´sentations Zp-adiques de GK , alors le cup-produit induit
les applications :
1. Pour (a) ∈ H0(Cϕ,γ,τ (DL(V ))) et (a′) ∈ H0(Cϕ,γ,τ (DL(V ′))),
(a) ∪ (a′) = (a⊗ a′) ∈ H0(Cϕ,γ,τ (DL(V ⊗ V ′))),
2. pour (x, y, z) ∈ H1(Cϕ,γ,τ (DL(V ))) et (a′) ∈ H0(Cϕ,γ,τ (DL(V ′))),
(x, y, z) ∪ (a′) = (x⊗ a′, y ⊗ a′, z ⊗ a′) ∈ H1(Cϕ,γ,τ (DL(V ⊗ V ′))),
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3. pour (a) ∈ H0(Cϕ,γ,τ (DL(V ))) et (x′, y′, z′) ∈ H1(Cϕ,γ,τ (DL(V ′))),
(a) ∪ (x′, y′, z′) = (a⊗ x′, a⊗ y′, a⊗ z′) ∈ H1(Cϕ,γ,τ (DL(V ⊗ V ′)))
4. et pour (x, y, z) ∈ H1(Cϕ,γ,τ (DL(V ))) et (x′, y′, z′) ∈ H1(Cϕ,γ,τ (DL(V ′))),
(x, y, z) ∪ (x′, y′, z′) ∈ H2(Cϕ,γ,τ (DL(V ⊗ V ′))) s’e´crit :
(y ⊗ γx′ − x⊗ ϕy′ , z ⊗ τx′ − x⊗ ϕz′ , δz ⊗ τχ(γ)y′ − y ⊗ γz′ + Σz,z′)
ou`
Σz,z′ =
∑
n≥1
(
χ(γ)
n+ 1
) n∑
k=1
(
n
k
)
(τ − 1)k−1z ⊗ τk(τ − 1)n−kz′).
1.6.2 De´monstration
La seule identite´ non triviale est la dernie`re. Nous allons utiliser la construction du
paragraphe pre´ce´dent pour la montrer et donc supposer que V et V ′ sont des objets
de MGK ,pr−tor. Nous utiliserons ainsi les suites exactes
0 → V → IndGK (V ) → V ′′ → 0
et
0 → F 0(V ) → F 0(IndGK (V )) → F 0(V ′′) → F 1(V ) → 0
ainsi que la proprie´te´ du cup-produit da ∪ b = d(a ∪ b).
Plus pre´cise´ment, on fixe (x, y, z) et (x′, y′, z′) comme dans l’e´nonce´. Alors il existe
un e´le´ment a ∈ DL(IndGK (V )) ve´rifiant α(a) = (x, y, z) et a ∈ (IndGK (V )/V )GK .
Alors (x, y, z) ∪ (x′, y′, z′) vaut
α(a) ∪ (x′, y′, z′) = d(a⊗ x′, a⊗ y′, a⊗ z′) = β(a⊗ x′, a⊗ y′, a⊗ z′)
= ((γ − 1)(a⊗ x′)− (ϕ− 1)(a⊗ y′),
(τ − 1)(a⊗ x′)− (ϕ− 1)(a⊗ z′),
(τχ(γ) − 1)(a⊗ y′)− (γ − δ)(a⊗ z′))
On utilise l’identite´ formelle
(σ − 1)(a⊗ b) = (σ − 1)a⊗ σb+ a⊗ (σ − 1)b.
Le premier terme s’e´crit
(γ − 1)a⊗ x′ − (ϕ− 1)a⊗ y′
= (γ − 1)a⊗ γx′ + a⊗ (γ − 1)x′ − (ϕ− 1)a⊗ y′ − a⊗ (ϕ− 1)y′
= y ⊗ γx′ + a⊗ ((γ − 1)x′ − (ϕ− 1)y′)− x⊗ y′
= y ⊗ γx′ − x⊗ y′.
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Le second re´sulte d’un calcul similaire
(τ − 1)(a⊗ x′) − (ϕ− 1)(a⊗ z′)
= (τ − 1)a⊗ τx′ + a⊗ (τ − 1)x′ − (ϕ− 1)a⊗ z′ − a⊗ (ϕ− 1)z′
= z ⊗ τx′ + a⊗ ((τ − 1)x′ − (ϕ− 1)z′)− x⊗ z′
= z ⊗ γx′ − x⊗ z′.
Explicitons enfin le calcul du troisie`me terme.
En ite´rant l’identite´
(σ − 1)(a⊗ b) = (σ − 1)a⊗ σb+ a⊗ (σ − 1)b,
on obtient par re´currence :
(σ − 1)n(a⊗ b) =
n∑
k=0
(
n
k
)
(σ − 1)ka⊗ σk(σ − 1)n−kb.
On obtient tout d’abord :
(τχ(γ)−1)a⊗y′ = (τχ(γ)−1)a⊗τχ(γ)y′+a⊗(τχ(γ)−1)y′ = δz⊗τχ(γ)y′+a⊗(γ−δ)z′
et
(γ − 1)a⊗ z′ = (γ − 1)a⊗ γz′ + a⊗ (γ − 1)z′ = y ⊗ γz′ + a⊗ (γ − 1)z′.
Reste a` calculer δ(a⊗ z′). Pour cela on rappelle que
δ =
τχ(γ) − 1
τ − 1 =
∑
n≥1
(
χ(γ)
n
)
(τ − 1)n−1.
Ainsi
δ(a⊗ z′) =
∑
n≥1
(
χ(γ)
n
)
(τ − 1)n−1(a⊗ z′)
=
∑
n≥1
(
χ(γ)
n
) n−1∑
k=0
(
n− 1
k
)
(τ − 1)ka⊗ τk(τ − 1)n−1−kz′
= a⊗ δz′ +
∑
n≥1
(
χ(γ)
n
) n−1∑
k=1
(
n− 1
k
)
(τ − 1)k−1z ⊗ τk(τ − 1)n−1−kz′.
D’ou` le re´sultat. ¤
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1.7 Application de Kummer
Dans ce paragraphe, nous supposons que p est impair et A′ = A˜.
Le but est de calculer en termes du complexe de Herr l’application de Kummer
κ : K∗ → H1(K,Zp(1)).
Plus pre´cise´ment, si
F (Y ) ∈
(
W [[Y ]][
1
Y
]
)×
,
nous allons calculer un triplet (x, y, z) ∈ Z1(Cϕ,γ,τ (A˜L(1))) correspondant a` l’image
κoθ(F (Y )) de
θ(F (Y )) = F (π) ∈ K∗.
Remarquons qu’il existe d ∈ Z et G(Y ) ∈ (W [[Y ]])× tels que
F (Y ) = Y dG(Y ).
En fait G(Y ) s’e´crit comme le produit d’une racine pn−1−ie`me de l’unite´ (qui ne
joue aucune roˆle) et d’une se´rie de 1 + (p) ⊂W [[Y ]].
Notons
α = θ(F (Y )) ∈ K∗.
Choisissons
α˜ = (α0, α1, . . . , αn, . . .) ∈ E˜
tel que α0 = α. Alors
α˜
ρd
∈ E˜+
et donc
[α˜]
Y d
∈ A˜+
et pour tout σ ∈ GK , il existe ψα(σ) ∈ Zp tel que
σ(α) = αεψα(σ).
L’application σ 7→ εψα(σ) est en fait un cocycle repre´sentant κ(α). On a donc
σ([α˜]) = [α˜](1 +X)ψα(σ) ou` κ(α) = εψα ∈ H1(K,Zp(1)).
Par ailleurs, la se´rie log [α˜]F (Y ) converge dans Bcris et meˆme dans Fil
1Bcris, en effet
[α˜]
F (Y ) ∈ A˜+ et θ( [α˜]F (Y )) = 1.
Pour tout h ∈ GL,
(h− 1) log [α˜]
F (Y )
= ψα(h)t ou` t = log(1 +X).
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De´finissons
b˜ = log
[α˜]
F (Y )
/t ∈ Fil0Bcris.
On a alors
ψα(h) = (h− 1)(b˜) ∀h ∈ GL.
Par ailleurs, si on note
f(Y ) = L (F ) =
1
p
log
F (Y )p
ϕ(F (Y ))
∈W [[Y ]]
alors
(ϕ− 1)(b˜) = 1
t
f(Y ).
Choisissons b1 ∈ A˜ solution de
(ϕ− 1)b1 = −f(Y )
X
.
Si X1 = ϕ
−1(X) = [ε
1
p ]− 1, et ω = XX1 ∈ A˜+ alors
(ϕ− ω)(b1X1) = −f(Y ).
Or par re´duction modulo p de cette identite´, on obtient une e´quation de la forme
T p − ωT = −f(Y )
puis par approximations successives modulo pm, et du fait que E˜+ est inte´gralement
clos, b1X1 ∈ A˜+. Mais 1X1 ∈ Fil0Bcris, en effet la se´rie
t
X1
=
∑
n>0
(−1)n+1ωX
n−1
n
=
∑
n>0
(−1)n+1ω
nXn−11
n
converge dans Fil1Acris, et donc
1
X1
=
t
X1
1
t
∈ Fil0Bcris.
Ainsi
b1 = (b1X1).
1
X1
∈ Fil0Bcris.
De plus, (ϕ− 1)b2 = −f(Y )2 admet une solution b2 dans A˜+, si bien que si l’on pose
x = −f(Y )
X
− f(Y )
2
∈ A˜L
et que l’on choisit une solution b ∈ A˜ de (ϕ− 1)b = x, alors b ∈ Fil0Bcris.
Ainsi b˜+ b ∈ Fil0Bcris et
(ϕ− 1)(b˜+ b) = (1
t
− 1
X
− 1
2
)f(Y ).
Et on a alors le lemme suivant :
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Lemme 1.5.
Les solutions de l’e´quation
(ϕ− 1)(µ) = (1
t
− 1
X
− 1
2
)f(Y ) (1.3)
dans Fil0Bcris vivent dans Qp + Fil
1Bcris et sont invariantes sous l’action de GL.
Preuve du Lemme : Conside´rons
u = t(
1
t
− 1
X
− 1
2
)f(Y ) = (1− t
X
− t
2
)f(Y ) = −
∑
n≥2
(−X)n
n+ 1
f(Y ) +
∑
n≥2
(−X)n
2n
f(Y )
alors l’e´quation 1.3 se rame`ne, en posant µ′ = tµ, a`(
ϕ
p
− 1
)
(µ′) = u (1.4)
or les suites (−X)
n
n+1 f(Y ) et
(−X)n
2n f(Y ) convergent vers 0 dans Bcris et(
ϕ
p
)k ( Xn
n+ 1
)
=
((1 +X)p
k − 1)n
(n+ 1)pk
mais
((1 +X)p
k − 1) =
∑
1≤r≤pk
pk!
(pk − r)!
Xr
r!
∈ pkAcris
ainsi (
ϕ
p
)k ( Xn
n+ 1
)
∈ p
k(n−1)
n+ 1
Acris
converge vers 0 uniforme´ment en n dans Bcris. Il en va de meˆme de
(
ϕ
p
)k (
Xn
n+1
)
.
Ainsi on obtient une solution −∑n≥0 (ϕp)n u de 1.4 dans (Fil2Bcris)GL et donc une
solution de 1.3 dans (Fil1Bcris)
GL . Et le fait que
(Fil0Bcris)ϕ=1 = Qp
conclut le lemme. ♦
Ainsi b+ b˜ ∈ (Fil0Bcris)GL , donc, pour tout h ∈ GL,
(h− 1)(−b) = (h− 1)b˜ = ψα(h).
On en conclut qu’il existe z ∈ A˜L(1) unique et y ∈ A˜L(1) unique modulo (γ−1)Zp(1)
tels que κ(α) est l’image dans H1(K,Zp(1)) du triplet
(x, y, z) ∈ Z1(Cϕ,γ,τ (A˜L(1)))
ou` x == −( 1X + 12)f(Y )⊗ ε. En effet, on sait qu’il en existe un (x′, y′, z′), mais
x′ − x ∈ (ϕ− 1)A˜L(1)
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ce qui montre l’existence, et x e´tant fixe´, l’unicite´ modulo α(Zp) (ou` α est la premie`re
application du complexe de Herr Cϕ,γ,τ (M), cf. la section 1.5).
On obtient le re´sultat plus pre´cis :
Proposition 1.3.
Soit F (Y ) ∈ (W [[Y ]][ 1Y ])×. Alors, l’image de F (π) par l’application de Kummer
correspond a` la classe d’un triplet(
−f(Y )
(
1
X
+
1
2
)
, y, z
)
⊗ ε
avec y, z ∈W [[X,Y ]]. Ce triplet est congru modulo XYW [[X,Y ]] a`(
−f(Y )
X
− f(Y )
2
, 0, Y dlogF (Y )
)
⊗ ε
ou` dlog repre´sente la de´rive´e logarithmique.
Preuve : Il s’agit de montrer les congruences.
Remarquons que
γ
(
1⊗ ε
X
)
=
χ(γ)⊗ ε
χ(γ)X + χ(γ)(χ(γ)−1)2 X
2 +X3u(X)
=
(
1
X
− (χ(γ)− 1)
2
+Xv(X)
)
⊗ ε
si bien que
(γ − 1)x ∈ XYW [[X,Y ]](1)
ou` ϕn est topologiquement nilpotent donc ϕ− 1 inversible. Ainsi, on a
y ∈ Zp(1) +XYW [[X,Y ]](1).
En outre, si γ˜ est un rele`vement dans GK de γ, on a encore
(γ˜ − 1)(b˜⊗ ε) = ψα(γ˜)
d’ou`, par le ii) du The´ore`me 1.3. d’une part, et le Lemme 1.5. ci-dessus d’autre part,
(γ˜ − 1)(b˜⊗ ε+ b⊗ ε) = ψα(γ˜) + (γ˜ − 1)(b⊗ ε) = y ∈ Fil1Bcris(1)
qui montre que
y ∈ XYW [[X,Y ]](1).
On proce`de de meˆme pour z :
(τ−1)f(Y ) = (f(Y (1+X))−f(Y )) =
∑
n≥1
(XY )n
n!
f (n)(Y ) ≡ XY f ′(Y ) mod (XY )2
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on remarque de plus que (
Y
d
dY
)
◦ ϕ
p
= ϕ ◦
(
Y
d
dY
)
si bien que
(τ − 1)f(Y ) ≡ X(1− ϕ) (Y dlogF (Y )) mod (XY )2
et donc
(τ − 1)x ≡ (ϕ− 1)(Y dlogF (Y )⊗ ε) mod XYW [[X,Y ]](1)
qui montre que
z ∈ Y dlogF (Y )⊗ ε+ Zp(1) +XYW [[X,Y ]](1). (1.5)
Or, par ailleurs, si τ˜ est un rele`vement dans GK de τ ,
(τ˜ − 1)(b˜+ b) = ψα(τ˜)− log F (Y (1 +X))
F (Y )
/t+ (τ˜ − 1)b ∈ Fil1Bcris
si bien que
z = ψα(τ˜) + (τ˜ − 1)b ∈ log F (Y (1 +X))
F (Y )
/t+ Fil1Bcris
qui combine´ avec 1.5 fournit le re´sultat voulu. ¤
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Chapitre 2
Groupes Formels
Dans ce chapitre, on montre la formule explicite d’Abrashkin pour les groupes formels
(cf. [Abr97]), sans hypothe`se sur la pre´sence de racines pM -ie`mes de l’unite´ dans le
corps de base. Pour cela, on calcule explicitement l’application de Kummer lie´e au
symbole de Hilbert d’un groupe formel en termes de son (ϕ, Γ)-module, puis l’on
calcule le cup-produit avec l’application de Kummer usuelle et l’image de ce cup-
produit par l’isomorphisme de re´ciprocite´, qui nous donne la formule recherche´e.
2.1 Notations et rappels sur les groupes formels
On conside`re G un groupe formel connexe et lisse sur W = W (k), l’anneau des
vecteurs de Witt a` coefficients dans le corps fini k. On note encore K0 le corps des
fractions deW et K une extension totalement ramifie´e deK0. Sous ces hypothe`ses, on
peut associer (cf. [Fon77]) a` G une loi de groupe formel qui de´termine G. Rappelons
de quoi il s’agit.
2.1.1 Loi de Groupe Formel
On fixe p un nombre premier impair et d > 0 deux entiers. On e´crit X = (X1, . . . , Xd),
Y = (Y1, . . . , Yd) et Z = (Z1, . . . , Zd).
De´finition 2.1.
Une loi de groupe formel (commutatif) F de dimension d sur un anneau commutatif
R est la donne´e d’un d-uplet de se´ries formelles
F(X,Y) = (Fi(X1, . . . , Xd, Y1, . . . , Yd))1≤i≤d ∈ (R[[X,Y]])d
ve´rifiant
1. F(X,0) = F(0,X) = X,
2. F(X,F(Y,Z)) = F(F(X,Y),Z),
3. F(X,Y) = F(Y,X).
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Pour une loi de groupe formel F donne´e, il existe un d-uplet f ∈ (R[[X]])d tel que
F(X, f(X)) = F(f(X),X) = 0
si bien que sur un domaine sur lequel F et f convergent (par exemple mdR, si R est un
anneau local d’ide´al maximal mR, complet pour la topologie mR-adique), F de´finit
une structure de groupe commutatif, d’e´le´ment neutre 0, l’inverse de x e´tant f(x).
On note alors la loi de groupe
x +F y := F(x,y).
Si G est une autre loi de groupe formel sur R de dimension d′, alors un morphisme de
F dans G est un d′-uplet de se´ries formelles h(X) ∈ (R[[X]])d′ sans terme constant
tel que
h(F(X,Y)) = G(h(X),h(Y)).
Le morphisme h est un isomorphisme si d = d′ et s’il existe g(X) ∈ (R[[X]])d sans
terme constant avec
h ◦ g(X) = g ◦ h(X) = X
ou de manie`re e´quivalente si dh(0) ∈ GLd(R). On dit que h est un isomorphisme
strict si on a la normalisation dh(0) = Id, i.e., si pour tout 1 ≤ i ≤ d, on a hi(X) ≡ Xi
mod deg 2.
Si R est une alge`bre sur Q, alors pour tout groupe formel F il existe un unique iso-
morphisme strict, note´ logF de F sur la loi de groupe formel additive Fa : (X,Y) 7→
X + Y. On l’appelle le logarithme vectoriel de F.
Les applications coordonne´es de logF forment une base des logarithmes de F, les
morphismes de F sur le groupe additif de R.
2.1.2 Pe´riodes p-adiques
Reprenons les notations de la premie`re partie avec donc K une extension finie de Qp
de corps re´siduel k et K0 = W (k)[
1
p ]. Fixons encore M ∈ N.
De´finition 2.2.
Si l’isoge´nie pidG : G→ G est finie et plate au-dessus de W de degre´ ph, on dit que
G est de hauteur finie et on appelle h la hauteur de G.
On note G un groupe formel sur W de dimension d et de hauteur h. On de´finit
G[pn] = ker(pnidG : G→ G)
le sous-groupe formel des points de pn-torsion de G et on note
T (G) = lim
←
G[pn](K)
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le module de Tate de G. On suppose de plus que
G[pM ](K) = G[pM ](K),
autrement dit, on suppose que les points de pM -torsion de G vivent dans K.
Alors T (G) est un Zp-module libre de rang h et G[p
M ](K) = G[pM ](K) est isomorphe
en tant que repre´sentation de GK a` (Z/p
MZ)h.
L’espace des pseudo-logarithmes de G (sur K0) est le quotient
{F ∈ K0[[X]] | F (X +G Y)− F (X)− F (Y) ∈ OK0 [[X,Y]]⊗Qp} /OK0 [[X]]⊗Qp.
On le note H1(G). C’est un K0-espace vectoriel de dimension h. L’espace des loga-
rithmes de G est
Ω(G) = {F ∈ K0[[X]] | F (X +G Y) = F (X) + F (Y)} .
C’est naturellement un sous-K0-espace vectoriel de H
1(G) de dimension d. De plus,
H1(G) admet la filtration
Fil0(H1(G)) = H1(G), Fil1(H1(G)) = Ω(G), Fil2(H1(G)) = 0.
Muni de sa filtration, et du Frobenius :
ϕ : F (X) 7→ Fϕ(Xp),
H1(G) est appele´ le module de Dieudonne´ de G.
Dans [Fon77], Fontaine montre qu’il existe un accouplement
H1(G)× T (G) → B+cris
de´crit de manie`re explicite par Colmez dans [Col92].
On peut le de´finir ainsi : soit F ∈ H1(G), et o = (os)s≥0 ∈ T (G) ; on choisit pour tout
s un rele`vement oˆs ∈ W (mE˜)d de os, i.e. ve´rifiant θ(oˆs) = os ; alors la suite psF (oˆs)
converge vers un e´le´ment
∫
o dF de B
+
cris inde´pendant du choix des rele`vements oˆs et
F . De plus cet accouplement commute a` l’action de Galois et de ϕ et respecte les
filtrations : si F est un logarithme, alors
∫
o dF ∈ Fil1B+cris.
Cet accouplement nous permet d’identifier H1(G) et HomGK0 (T (G), B
+
cris) avec la
filtration induite par celle de B+cris. Pour travailler a` un niveau entier, on introduit
un re´seau de H1(G), le W -module
D∗cris(G) = HomGK0 (T (G), Acris)
muni de la filtration et du Frobenius ϕ induits par ceux de Acris. Le foncteur D
∗
cris est
la version contravariante du foncteur cristallin de la the´orie de Fontaine. La filtration
est encore de longueur 1 et on note
D0(G) = D∗cris(G) = HomGK0 (T (G), Acris)
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et
D1(G) = Fil1D∗cris(G) = HomGK0 (T (G),Fil
1Acris).
Alors D1(G) est un facteur direct de D0(G) de rang d. On fixe donc une base
{l1, . . . , ld} de D1(G) que l’on comple`te en une base
{l1, . . . , ld,m1, . . . ,mh−d}
de D0(G).
Et, pour tout 1 ≤ i ≤ d, on a
ϕ(li) = ϕ ◦ li ∈ ϕ(Fil1Acris)d ⊂ (pAcris)d
et ainsi, ϕp (li) ∈ D0(G). De plus, [Fon77] et [FL82] montrent d’une part que ϕ est
topologiquement nilpotent sur D0(G) (car G est connexe) et d’autre part que le
module filtre´ D0(G) ve´rifie
D0(G) = ϕ(D0) +
ϕ
p
D1(G).
Et ainsi, si l’on de´finit ϕ˜ l’endomorphisme de D0 donne´ par
ϕ˜(li) =
ϕ
p
(li) ∀ 1 ≤ i ≤ d, et
ϕ˜(mi) = ϕ(mi) ∀ 1 ≤ i ≤ h− d,
alors sa matrice E ∈ GLh(W ).
Si l’on note l = t(l1, . . . , ln) et m =
t(m1, . . . ,mh−n), alors(
ϕ
p (l)
ϕ(m)
)
= E
(
l
m
)
.
Ainsi, on peut e´crire une de´composition en blocs
E−1 =
(
A B
C D
)
de sorte que
l = A
ϕ
p
(l) +Bϕ(m) et m = C
ϕ
p
(l) +Dϕ(m).
Mais ϕ e´tant topologiquement nilpotent sur D0(G), on peut e´crire
l =
∑
u≥1
Fu
ϕu(l)
p
, m =
∑
u≥1
F ′u
ϕu(l)
p
ou`
F1 = A, F2 = Bϕ(C), Fu = B
 ∏
1≤k≤u−2
ϕk(D)
ϕu−1(C) pour u > 2,
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et
F ′1 = C, F
′
2 = Dϕ(C), F
′
u = (
∏
0≤k≤u−2
ϕk(D))ϕu−1(C).
De´finissons sur BQp = W [[X]]⊗̂Qp l’ope´rateur ϕ-semi-line´aire ∆ par
∆(wXu) = ϕ(w)Xpu
l agit sur BdQp et on peut donc encore de´finir un ope´rateur Zp-line´aire
A =
∑
u≥1
Fu∆
u
sur BdQp . La se´rie formelle vectorielle
lA(X) = X +
∑
m≥1
Am(X)
pm
donne alors le logarithme vectoriel d’un groupe formel F . Ce groupe admet le meˆme
syste`me de Honda formel que G, et comme les syste`mes de Honda parame`trent les
groupes formels a` isomorphisme pre`s, on de´duit que F est isomorphe a` G(cf. [Fon77],
Chapitre 5). Du fait que l’on connaˆıt mieux la forme des logarithmes et des pseudo-
logarithmes de F que de ceux de G, en particulier leur expression en fonction deA qui
donne de surcroˆıt un controˆle des de´nominateurs, nous allons dore´navant remplacer
l’e´tude de G par celle de F .
2.2 Rappels sur le groupe formel F
Pour cette section, le lecteur se re´fe`rera a` [Abr97] dont on a essaye´ de pre´lever et
rappeler l’essentiel.
En premier lieu, de´crivons le module de Dieudonne´ de F .
On connaˆıt de´ja` une base des logarithmes, les se´ries formelles coordonne´es de la se´rie
vectorielle
lA(X) = X +
∑
m≥1
Am(X)
pm
.
On la comple`te en une base des pseudo-logarithmes en posant
mA(X) =
∑
u≥1
F ′u
ϕu(lA(X))
p
.
Soit o = (os)s≥0 ∈ T (F ). Pour tout s ≥ 0, on choisit un rele`vement oˆs ∈W (mE˜)d de
os, avec donc θ(oˆs) = os. Alors le lemme suivant dit que la suite p
sidF oˆs converge
dans W 1(m
E˜
)d vers un e´le´ment j(o) inde´pendant du choix des rele`vements :
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Lemme 2.1.
1. La se´rie lA de´finit un homomorphisme injectif continu de GK-modules
lA : F (W (mE˜)) → Adcris ⊗Zp Qp.
De plus, la restriction de lA a` F (W
1(m
E˜
)) est a` valeurs dans (Fil1Acris)
d.
2. L’endomorphisme pidF de F (W (mE˜)) est topologiquement nilpotent.
3. L’application j : T (F ) → W 1(m
E˜
)d est bien de´finie et fournit un homomor-
phisme injectif continu de GK-modules j : T (F ) → F (W 1(mE˜)).
Preuve : Le 1. est le Lemme 1.5.1 de [Abr97].
Le 2. provient du fait que la se´rie correspondant a` pidF s’e´crit
pidFX = pX + degre´s supe´rieurs.
Rappelons rapidement la preuve de 3. :
Pour tout s ≥ 0,
θ(psidF oˆs) = o0 = 0
d’ou` psidF oˆs ∈ F (W 1(mE˜)). Par ailleurs, pour tout s ≥ 0,
pidF oˆs+1 ≡ oˆs mod F (W 1(mE˜))
d’ou`
ps+1idF oˆs+1 ≡ psidF oˆs mod psidF
(
F (W 1(m
E˜
))
)
Et 2. donne la convergence de la suite (psidF oˆs)s.
Le fait que la convergence soit assure´e sans condition de compatibilite´ sur les rele`-
vements donne l’inde´pendance de la limite par rapport au choix de ces rele`vements.
En effet, si (oˆs)s≥0 et (oˆ
′
s)s≥0 sont deux rele`vements de (os)s≥0, alors pour tout
rele`vement (oˆ′′s)s≥0 ou`
∀s ≥ 0, oˆ′′s = oˆs ou oˆ′s,
on a encore la convergence de (psidF oˆ
′′
s)s, d’ou` l’identite´ des limites.
Le reste est imme´diat. ¤
La composition du logarithme vectoriel lA et de l’application j ainsi de´finie donne
une injection GK-e´quivariante que l’on notera encore l de T (F ) dans (Fil
1Acris)
d.
Cette application ve´rifie donc pour tout o dans T (F ) :
l(o) = lA( lim
s→∞
psidF oˆs) = lim
s→∞
pslA(oˆs).
Si l’on de´finit maintenant
m =
∑
u≥1
F ′u
ϕu(l)
p
,
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alors
(
l
m
)
fournit une base de D0(F ) avec l base de D1(F ). L’application ainsi
de´finie (
l
m
)
: T (F ) → Ahcris
se factorise par (
lA
mA
)
: F (W 1(m
E˜
)) → Ahcris.
Cette application est l’accouplement des pe´riodes. On rappelle (cf. [Abr97], Remark
1.7.5) que cette application prend ses valeurs dans A˜+[[Xp−1/p]]. Il s’agit aussi d’une
conse´quence des calculs de Wach pour les repre´sentations potentiellement cristallines
(cf. [Wac96]).
Nous fixons de´sormais une base (o1, . . . , oh) de T (F ) ce qui nous permet d’introduire
la matrice des pe´riodes
V =
(
l(o1) . . . l(oh)
m(o1) . . . m(oh)
)
∈Mh(A˜+[[Xp−1/p]]) ∩GLh(FracA˜+[[Xp−1/p]]).
Elle ve´rifie l’e´galite´ (
Id
ϕ
p 0
0 Ih−dϕ
)
V = EV.
L’inverse de cette matrice est donc la matrice de passage de la base (o1, . . . , oh) dans
une base de
Dcris(T (F )) = (T (F )⊗Zp Acris)GK0 ,
la version covariante du module cristallin de la the´orie de Fontaine associe´ a` T (F ).
Soit u ∈ T (F )⊗Acris, si l’on de´signe par U le vecteur des coordonne´es de y dans la
base (o1, . . . , oh)V−1 de Dcris(T (F )), alors on peut calculer les coordonne´es de
ϕ(y) = (o1, . . . , oh)ϕ(V−1)ϕ(U).
On sait que
ϕ(V) =
(
pId 0
0 Ih−d
)(
Id
ϕ
p 0
0 Ih−dϕ
)
V =
(
pId 0
0 Ih−d
)
EV
si bien que
ϕ(V−1) = V−1E−1
(
p−1Id 0
0 Ih−d
)
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et les coordonne´es de ϕ(y) dans la base (o1, . . . , oh)V−1 sont donc
E−1
(
Id
ϕ
p 0
0 Ih−dϕ
)
U.
Compte tenu de cela, le lemme suivant montre que
(
A∗
p 0
0 Ih−d
)
agit comme le
Frobenius sur Dcris(T (F )).
Lemme 2.2.
Soit A∗ =∑u≥1 Fuϕu, alors :
E−1
(
ϕ
p (lA)
ϕ(mA)
)
=
(
A∗
p (lA)
mA
)
Preuve : On calcule :
A
ϕ
p
(lA) +Bϕ(mA) = A
ϕ
p
(lA) +
∑
u≥1
BϕF ′u
ϕu(lA)
p
=
A∗
p
(lA)
car BϕF ′u = Fu+1 pour tout u ≥ 1. Et puis :
C
ϕ
p
(lA) +Dϕ(mA) = C
ϕ
p
(lA) +
∑
u≥1
DϕF ′u
ϕu(lA)
p
= mA
car DϕF ′u = F
′
u+1 pour tout u ≥ 1. ¤
Abrashkin calcule de plus le conoyau de l’injection j (cf. [Abr97], Proposition 2.1.) :
Proposition 2.1.
(A∗ − p)lA(F (W (mE˜))) = (A∗ − p)lA(F (W 1(mE˜))) et on a la suite exacte :
0 // T (F )
j // F (W 1(m
E˜
))
(A
∗
p
−1)lA
// W (m
E˜
)d // 0
Il montre encore (cf. [Abr97], Lemme 1.6.2.)
Lemme 2.3.
F (m
E˜
) est uniquement p-divisible.
Cela permet d’obtenir une injection continue GK-e´quivariante
δ : F (m
E˜
) → F (W (m
E˜
))(A
∗−p)lA=0
de´finie ainsi : si x ∈ F (m
E˜
), alors par le lemme pre´ce´dent, il existe pour tout s ≥ 0
un unique xs ∈ F (mE˜) tel que
psidFxs = x.
54
2.3. L’ANNEAU G[B,A] ET CERTAINS SOUS-ANNEAUX.
Alors la suite (psidF [xs])s converge vers un e´le´ment δ(x) de F (W (mE˜)).
De plus, A co¨ıncide sur les repre´sentants de Teichmuller avec A∗, car ∆ co¨ıncide
alors avec ϕ, ce qui montre le dernier point :
(A∗ − p)lA(δ(x)) = 0.
Pour finir, remarquons que
θ(δ(x)) = θ([x]).
En effet, pour tout s ≥ 0,
θ(psidF [xs]) = p
sidF θ([xs]) = θ([x]).
2.3 L’anneau G[b,a] et certains sous-anneaux.
2.3.1 Pre´sentation des objets
On fixe e l’indice de ramification absolu de K.
Dans [Ber02], Berger introduit pour s ≥ r ≥ 0 l’anneau A˜[r,s], comple´te´ p-adique de
l’anneau
A˜+
[
p
Y rep/(p−1)
,
Y sep/(p−1)
p
]
.
On introduit alors, pour a > b ≥ 0, l’anneau
G[b,a] := A˜+
[[
Y ae
p
,
p
Y be
]]
qui pour a et b entiers admet la description
G[b,a] =
{∑
n∈Z
anY
n | an ∈ A˜+
[
1
p
]
,
aevp(an) + n ≥ 0 pour n ≤ 0
bevp(an) + n ≥ 0 pour n ≥ 0
}
.
Notons que l’e´criture
∑
n∈Z anY
n d’un e´le´ment de G[b,a] n’est pas unique. L’anneau
G[b,a] est naturellement, pour a > α ≥ β > b un sous-anneau de A˜[β(p−1)/p,α(p−1)/p].
On a meˆme les inclusions
A˜[b(p−1)/p,a(p−1)/p] ⊂ G[b,a] ⊂ A˜[β(p−1)/p,α(p−1)/p].
On munit ainsi G[b,a] de la topologie induite, qui est bien de´finie car les inclusions
A˜[r1,s1] −֒→ A˜[r2,s2]
pour r1 ≤ r2 ≤ s2 ≤ s1 sont continues.
Cette topologie admet alors la base de voisinages de ze´ro{{∑
n>N
an
(
Y ae
p
)n
+
∑
n>N
bn
( p
Y ae
)n
; an, bn ∈ A˜+
}
+ pkG[b,a]
}
N,k∈N
.
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De meˆme, pour a1 > a2 > b2 > b1 ≥ 0 on a des injections continues
G[b1,a1] −֒→ G[b2,a2].
Et on note pour a ≥ b ≥ 0, G[b,a[ le comple´te´ p-adique de
⋃
α>a G[b,α]. Il admet encore
pour a et b entiers la description :
G[b,a[ =

∑
n∈Z
anY
n; an ∈ A˜+
[
1
p
]
,
aevp(an) + n > 0 pour n ≥ 0 et
aevp(an) + n −→
n→+∞
+∞,
bevp(an) + n ≥ 0 pour n ≤ 0
 .
Comme on a encore l’inclusion⋃
α>a
G[b,α] −֒→
⋃
α>a,β>b
A˜[β(p−1)/p,α(p−1)/p]
on munit G[b,a[ de la topologie induite par la topologie p-adique du comple´te´ p-adique
de
⋃
α>a,β>b A˜[β(p−1)/p,α(p−1)/p] qui fournit la base de voisinages de ze´ro{{∑
n>N
an
(
Y ae
p
)n
; an ∈ A˜+
}
+ pkG[b,a[
}
N,k∈N
.
On introduit encore pour b ≥ 0,
G[b,∞[ :=
⋂
a>b
G[b,a] = A˜+
[[ p
Y eb
]]
⊂ A˜
qui est pour b entier
G[b,∞[ =
∑
n≤0
anY
n; an ∈ A˜+, bevp(an) + n ≥ 0
 .
Remarquons que le Frobenius
ϕG
∑
n<0
anY
aen +
∑
n≥0
anY
ben
 = ∑
n<0
ϕ(an)Y
paen +
∑
n≥0
ϕ(an)Y
pben
de´finit un morphisme injectif de G[b,a] (respectivement G[b,a[) dans G[pb,pa] (respecti-
vement G[pb,pa[).
On introduit pour a et b entiers le sous-anneau de G[b,a] :
GY,[b,a] := W
[[
Y ae
p
,
p
Y be
]]
=
{∑
n∈Z
anY
n ; an ∈ K0, aevp(an) + n ≥ 0 pour n ≥ 0
bevp(an) + n ≥ 0 pour n ≤ 0
}
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et de meˆme GY,[b,a[ le comple´te´ p-adique de
⋃
α>a GY,[b,α]. Il admet la description
GY,[b,a[ =

∑
n∈Z
anY
n ; an ∈ K0,
aevp(an) + n ≥ 0 pour n ≥ 0 et
aevp(an) + n −→
n→+∞
+∞,
bevp(an) + n ≥ 0 pour n ≤ 0
 .
Enfin, pour b ≥ 0,
GY,[b,∞[ :=
⋂
a>b
GY,[b,a] = W
[[ p
Y eb
]]
=
{∑
n∈N
anY
n; an ∈ A˜+
[
1
p
]
, bevp(an) + n ≥ 0
}
.
Ces anneaux ont e´te´ e´tudie´s en particulier par Cherbonnier et Colmez dans [CC98].
Contrairement a` la situation ci-dessus, l’e´criture
∑
n∈Z anY
n d’un e´le´ment de GY,[b,a]
ou GY,[b,a[ est unique.
Comme il a e´te´ dit plus haut, les pe´riodes des groupes formels sont a` valeurs dans
l’anneau
A˜+[[Xp−1/p]] = A˜+[[Y pe/p]] = G[0,p].
Remarque On a
G[0,a] = A˜+[[Y ea/p]]
si bien que
G[b,a] = G[0,a] + G[b,∞[
On retrouve aussi quelques anneaux connus
A˜+ = G[0,∞[
B†rig =
⋃
b>0
G[b,∞[.
2.3.2 Pre´cisions topologiques
Lemme 2.4.
1. Les sommes finies{
N∑
n=0
an
(
Y ea
p
)n
+ bn
( p
Y eb
)n
; an, bn ∈ A˜+, N ∈ N
}
forment un sous-ensemble dense de G[b,a]. Il en va donc de meˆme de la sous-
alge`bre
G[b,a]
⋂
A˜
[
1
p
]
=
{
N∑
n=0
an
(
Y ea
p
)n
+
∑
n∈N
bn
( p
Y eb
)n
; an, bn ∈ A˜+, N ∈ N
}
.
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2. La topologie de G[b,a] est moins forte que la topologie p-adique.
3. G[b,a] est se´pare´ et complet.
4. L’anneau G[b,a] est local d’ide´al maximal
m[b,a] =
{∑
n>1
an
(
Y ea
p
)n
+ bn
( p
Y eb
)n
; an, bn ∈ A˜+
}
+W (m
E˜
)
et de corps re´siduel k.
5. Tout e´le´ment de m[b,a] est topologiquement nilpotent.
6. Les puissances de l’ide´al
m
1
[b,a] =
{∑
n>1
an
(
Y ea
p
)n
+ bn
( p
Y eb
)n
; an, bn ∈ A˜+
}
+ Y e(a−b)A˜+
forment une base de voisinages de 0 compose´e d’ide´aux de G[b,a].
7. L’anneau G[b,a[ est local d’ide´al maximal m[b,a[ le comple´te´ p-adique de⋃
α>a
m[b,α]
et de corps re´siduel k.
8. Tout e´le´ment de m[b,a[ est topologiquement nilpotent.
Preuve : Introduisons la notation
G>N[b,a] =
{∑
n>N
an
(
Y ae
p
)n
+
∑
n>N
bn
( p
Y ae
)n
; an, bn ∈ A˜+
}
⊂ G[b,a].
On rappelle alors qu’une base de voisinages de ze´ro dans G[b,a] est donne´e par{
G>N[b,a] + pkG[b,a]
}
N,k∈N
.
Ceci montre les deux premiers points. Le fait que G[b,a] est se´pare´ provient de ce que
A˜[s,r] l’est (cf. [Ber02]).
Pour ce qui est de la comple´tude de G[b,a], la suite du lemme montre que la topologie
est me´trisable, mais on peut voir imme´diatement a` la forme des voisinages de ze´ro
que toute se´rie dont le terme ge´ne´ral tend vers 0 converge.
On va montrer les points 4., 5. et 6. simultane´ment : on montre que m[b,a] est un
ide´al, que tout e´le´ment de m[b,a] a une puissance appartenant a` m
1
[b,a] et on explicite
les puissances de m1[b,a], ce qui permet de conclure.
E´crivons maintenant le produit de deux e´le´ments de G[b,a] :
x =
∑
n<0
an
(
Y ea
p
)−n
+
∑
n≥0
an
( p
Y eb
)n
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on dira que x est l’e´le´ment de G[b,a] associe´ a` la suite (an)n∈Z ∈
(
A˜+
)Z
. Soit encore
y l’e´le´ment associe´ a` une suite (bn)n∈Z, alors
xy =
∑
n<0
cn
(
Y ea
p
)−n
+
∑
n≥0
cn
( p
Y eb
)n
est associe´ a` la suite
cn =

∑
k>0
Y e(a−b)k(ak+nb−k + a−kbk+n) +
n∑
k=0
akbn−k si n ≥ 0
∑
k>0
Y e(a−b)k(akbn−k + an−kbk) +
−n∑
k=0
a−kbn+k si n ≤ 0.
(2.1)
Ceci donne
c0 =
∑
n∈Z
Y e(a−b)|n|anb−n (2.2)
et montre que m[b,a] est un ide´al.
On suppose x ∈ m[b,a]. Par le calcul pre´ce´dent, on de´finit pour tout k ∈ N une suite
(cn,k)n∈Z telle que x
k est associe´ a` (cn,k)n∈Z. Dire qu’il existe un k tel que x
k ∈ m1[b,a]
c’est dire que le reste c0,k ∈ E˜+ de c0,k modulo p a une valuation supe´rieure ou e´gale
a` a− b. Or par l’e´galite´ 2.2,
vE(c0,k) ≥ min(a− b, kvE(a0))
qui montre que xk ∈ m1[b,a] pour k assez grand.
On va maintenant montrer que mk[b,a] est constitue´ d’e´le´ments associe´s a` des suites
(an)n∈Z telles que
∀n ∈ Z, vE(an) ≥ gka,b(n)
ou`
gka,b(n) =
⌊
(k − |n|+ 1)+
2
⌋
(a− b) =
{ ⌊
k−|n|+1
2
⌋
(a− b) si |n| ≤ k
0 sinon
qui ve´rifie la relation de re´currence
gk+1a,b (n) =

gka,b(n− 1) + a− b si − k − 1 ≤ n ≤ 0
gka,b(n+ 1) + a− b si 0 ≤ n ≤ k + 1
0 sinon
(2.3)
ou encore
gk+1a,b (n) =
{
gka,b(n+ 1) si n < 0
gka,b(n− 1) si n > 0
. (2.4)
Remarquons aussi que gka,b est paire et de´croissante sur N.
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Soit donc x ∈ mk[b,a] associe´ a` une suite (an)n∈Z ve´rifiant la relation de re´currence
pre´ce´dente, y ∈ mk[b,a] associe´ a` (bn)n∈Z et xy ∈ mk+1[b,a] associe´ a` (cn)n∈Z.
Les e´quations 2.1 montrent que l’on a la relation pour n ≥ 0 (le cas n < 0 produit le
meˆme calcul) :
vE(cn) ≥ inf

(a− b)r + gka,b(n+ r), pour r > 0,
(a− b)r + gka,b(−r), pour r > 0,
gka,b(r), pour 0 ≤ r < n,
gka,b(n) + a− b

qui donne par parite´ puis de´croissance de gka,b
vE(cn) ≥ inf

(a− b)r + gka,b(n+ r), pour r > 0,
gka,b(n− 1)
gka,b(n) + a− b
 .
Or
(a− b)r + gka,b(n+ r) = (a− b)
(
r +
⌊
(k − |n+ r|+ 1)+
2
⌋)
est strictement croissante en r et
(a− b) + gka,b(n+ 1) ≥ gk+1a,b (n)
d’apre`s 2.3. De meˆme,
gka,b(n) + a− b ≥ gk+1a,b (n− 1) ≥ gk+1a,b (n)
et enfin, d’apre`s 2.4,
gka,b(n− 1) = gk+1a,b (n).
Le minimum vaut donc bien gk+1a,b (n), ce qui permet de conclure sur la description
de mk[b,a].
Cette description permet de montrer 6., d’ou` l’on de´duit 5. et 4.
Enfin, 7. est une conse´quence de 8., qu’il reste a` montrer. Remarquons qu’un e´le´ment
x ∈ m[b,a[ s’e´crit
x = x0 + px1 ; x0 ∈ m[b,α], x1 ∈ G[b,a[
pour un α > a. Il s’agit de montrer que
pkxn0x
k
1 −→
k,n→+∞
0.
Quand k tend vers l’infini, c’est e´vident ; pour le cas de n, il faut remarquer que la
convergence de xn0 vers 0 dans G[b,α] implique pour n assez grand l’appartenance de
xn0 a` p
NG[b,α′] + G>N[b,∞[ pour α > α′ > a qui permet de conclure. ¤
Le lemme suivant permet de lier les alge`bres G[b,a] aux anneaux de Fontaine.
60
2.3. L’ANNEAU G[B,A] ET CERTAINS SOUS-ANNEAUX.
Lemme 2.5.
1. G[0,p] s’injecte continuement dans Acris.
2. Les Frobenius ϕ de Acris et ϕG co¨ıncident sur G[0,p].
3. Tout e´le´ment non nul de GY,[0,p] est inversible dans GY,[p−1,p−1[ ⊗Zp Qp.
4. L’e´le´ment t/X converge dans G[0,p] et y est inversible.
Preuve : Pour le premier point, il s’agit de montrer que Y
pen
pn ∈ Acris pour tout n et
converge vers 0. Soit Epi un polynoˆme d’Eisenstein de π, c’est un polynoˆme de degre´ e
et Epi(Y ) engendre W
1(E˜+) si bien que Acris est le comple´te´ p-adique de A˜
+[Epi(Y )
n
n! ]
et il est imme´diat que Y
pen
pn appartient a` cet anneau et converge p-adiquement vers
0.
Le second point est une conse´quence imme´diate du premier.
Soit maintenant x ∈ GY,[0,p], alors il existe une suite (an)n∈N ∈
(
A˜+
[
1
p
])N
telle que
x =
∑
n∈N
anY
n
avec
∀n ∈ N ; epvp(an) + n ≥ 0.
Ainsi,
∀n ∈ N ; e(p− 1)vp(an) + n ≥ n
p
et pour x non nul, la quantite´ e(p − 1)vp(an) + n tend vers +∞ quand n −→ +∞,
elle atteint ainsi un minimum K un nombre fini de fois et on fixe n0 le plus grand
entier pour lequel K = e(p− 1)vp(an0) + n0, si bien que
e(p− 1)vp(an/an0) + n− n0 ≥ 0 si n ≤ n0 (2.5)
e(p− 1)vp(an/an0) + n− n0 > 0 si n > n0 (2.6)
et
∀n > n0 ; e(p− 1)vp(an/an0) + n− n0 >
n
p
−K
d’ou` il vient que
lim inf
n→∞
e(p− 1)vp(an/an0) + n− n0
n− n0 ≥
1
p
,
qui combine´ a` 2.6 montre l’existence de 0 < λ < 1 tel que
e(p− 1)vp(an/an0) + n− n0 ≥ λ(n− n0)
d’ou`
e
p− 1
1− λvp(an/an0) + n− n0 ≥ 0.
Ceci montre que pour a = p−11−λ > p− 1,∑
n>n0
an
an0
Y n−n0 ∈ m[0,a].
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L’ine´galite´ 2.5 montre encore que
n0−1∑
n=0
an
an0
Y n−n0 ∈ m[p−1,∞[
et au final ∑
n6=n0
an
an0
Y n−n0 ∈ m[p−1,a].
Ainsi,
x = an0Y
n0(1 + ǫ) ; ǫ ∈ m[p−1,a]
est bien inversible dans GY,[p−1,a] ⊗Zp Qp ⊂ GY,[p−1,p−1[ ⊗Zp Qp.
Enfin, remarquons que
X = [ε− 1] + pv = Y ep/(p−1)u+ pv ; u, v ∈ A˜+
si bien que
Xp−1 = Y epu′ + pv′ ; u′, v′ ∈ A˜+
d’ou` l’on de´duit que pour s premier a` p,
Xp
rs−1
prs
=
Xp
r(s−1)
s
Xp
r−1
pr
= Xp
r(s−1)
pr−1∑
k=0
Y pek
p
pr−1
p−1
−k
pruk
= Xp
r(s−1)
pr−1∑
k=0
Y pek
p
pr−1
p−1
−r
pkuk
ou` les uk sont dans A˜
+. Or
pr − 1
p− 1 ≥ r
de sorte que pour tout n ≥ 1,
Xn−1/n ∈ G[0,p]
et p
r−1
p−1 − r tend vers +∞ avec r, ce qui montre que Xn−1/n tend p-adiquement vers
0 dans G[0,p] et ache`ve la preuve du lemme. ¤
2.4 Le symbole de Hilbert d’un groupe formel
2.4.1 L’accouplement associe´ au symbole de Hilbert
Dans ce paragraphe nous exprimons le symbole de Hilbert de F en termes du com-
plexe de Herr attache´ a` F [pM ].
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Rappelons que l’on de´finit le symbole de Hilbert d’un groupe formel comme un ac-
couplement :
K∗ × F (mK) → F [pM ]
(α , β) 7→ (α, β)F,M = r(α)(β1)−F β1
ou` α1 ∈ F (mCp) ve´rifie pM idFβ1 = β et r : K∗ → GabK est l’application de re´ciprocite´
du corps de classes local.
En fait, on va s’inte´resser a` l’accouplement
F (mK) × GK → F [pM ]
(β , g) 7→ (β, g]F,M = gβ1 −F β1
ou` α1 ∈ F (mCp) ve´rifie pM idFβ1 = β. On a alors
(β, r(α)]F,M = (α, β)F,M .
Introduisons
R(F ) = {(xi)i≥0 ∈ F (mCp) tels que x0 ∈ F (mK) et (pidF )xi+1 = xi ∀i ≥ 0}
alors le symbole de Hilbert se rele`ve en un accouplement :
R(F ) × GK → T (F )
(x , g) 7→ (x, g]R(F ) = (gxi −F xi)i
avec donc ((x, g]R(F ))M = (x0, g]F,M pour tout x = (xi) ∈ R(F ).
On peut voir cet accouplement comme l’application de connexion
F (mK) → H1(K,T (F ))
dans la suite exacte longue associe´e a` la suite exacte courte :
0 → T (F ) → lim
←
F (mCp) → F (mCp) → 0
ou` les applications de transition dans la limite projective sont pidF et ou` la dernie`re
fle`che est la projection sur la premie`re composante. L’anneau R(F ) est alors simple-
ment l’image re´ciproque de F (mK) par la surjection lim
←
F (mCp) → F (mCp).
Soit maintenant x ∈ F (m
E˜
) tel que θ([x]) ∈ F (mK). Alors pour tout g ∈ GK ,
(g −F 1)δ(x) ∈ F (W 1(mE˜))(A
∗−p)lA=0 ≃ T (F )
ou` δ est l’application de´finie a` la fin du paragraphe 2.2. Le diagramme suivant est
commutatif
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F (W (m
E˜
))
(A∗−p)lA=0
K ×GK // F (W 1(mE˜))(A
∗−p)lA=0
F (m
E˜
)K ×GK
δ×id
OO
ι×id
²²
R(F )×GK // T (F )
j
OO
ou` ι(x) = (θ([p−sidF (x))])s et ou` F (mE˜)K (respectivement F (W (mE˜))K) de´signe
l’ensemble des x ∈ F (m
E˜
) (respectivement F (W (m
E˜
))) avec θ([x]) ∈ K (respective-
ment θ(x) ∈ K)et ou` le premier accouplement est simplement
(u, g) 7→ (g −F 1)u.
Fixons maintenant α ∈ F (mK) et un rele`vement ξ de α dans F (mE˜) qui ve´rifie donc
θ(ξ) = α.
On a obtenu l’e´galite´
j((ι(ξ), g]R(F )) = (g −F 1)δ(ξ)
pour tout g ∈ GK .
Choisissons maintenant β ∈ F (YW [[Y ]]) tel que
θ(β) = α = θ(ξ).
Alors pour tout h ∈ GL,
(h− 1)(δ(ξ)−F β) = j((ι(ξ), h]R(F )).
De plus, δ(ξ)−F β ∈ F (W 1(mE˜)) donc
lA(δ(ξ)−F β) ∈ (Fil1Acris)d
et
mA(δ(ξ)−F β) =
∑
u≥1
F ′u
ϕu(lA(δ(ξ)−F β))
p
converge dans Ah−ncris . Posons alors
Λ =
(
lA(δ(ξ)−F β)
mA(δ(ξ)−F β)
)
∈ Ahcris.
Ce sont la` les coordonne´es d’un e´le´ment λ de Dcris(T (F )) ⊗ Acris dans la base
(o1, . . . , oh)V−1. Et, pour tout h ∈ GL,
(h−F 1)λ = (ι(ξ), h]R(F ). (2.7)
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De fait, on peut voir l’accouplement ( , ]R(F ) comme une application
R(F ) → H1(K,T (F )),
et en re´duisant modulo pM ,
R(F ) → H1(K,F [pM ]).
2.4.2 La matrice des pe´riodes approche´e
Nous allons maintenant calculer explicitement le symbole de Hilbert de F , i.e. l’image
de ι(ξ) dans H1(K,F [pM ]) qui co¨ıncide avec celle de α. Pour ce faire, il faut donner
un triplet du H1 du complexe de Herr de F [pM ] calculant le cocycle correspondant
a` l’image de ι(ξ). Rappelons que si l’on e´crit un tel triplet (x, y, z), alors le cocycle
associe´ sera
g 7→ (g − 1)(−b) + γn τ
m − 1
τ − 1 z +
γn − 1
γ − 1 y
ou` g|Γ = γ
nτm et b ∈ F [pM ]⊗ A˜ est une solution de
(ϕ− 1)b = x.
En particulier, l’image d’un h ∈ GL par ce cocycle est (h − 1)(−b). Commenc¸ons
donc par trouver un b ∈ T (F )⊗ A˜ tel que
∀h ∈ GL, (h− 1)b ≡ −(ι(ξ), h]R(F ) mod pM .
L’e´galite´ 2.7 nous incite a` construire b comme une approximation de −λ. En fait,
nous allons construire x en approchant (ϕ− 1)(−λ), qui a pour coordonne´es dans la
base (o1, . . . , oh)
V−1
(
(A
∗
p − 1)lA(β)
0
)
.
En effet, le Lemme 2.2. montre que l’action du Frobenius φ sur la base (o1, . . . , oh)
s’e´crit dans la base (o1, . . . , oh)V−1(
A∗
p 0
0 Ih−d
)
.
Du fait que (o1 = (o1n)n, . . . , o
h) est la base fixe´e de T (F ), (o1M , . . . , o
h
M ) est une base
de F [pM ] et on fixe encore oˆ1M , . . . , oˆ
h
M e´le´ments de F (YW [[Y ]]) tels que pour tout
i,
θ(oˆiM ) = o
i
M .
On de´finit alors la matrice
VY =
(
pM lA(oˆ
1
M ) . . . p
M lA(oˆ
h
M )
pMmA(oˆ
1
M ) . . . p
MmA(oˆ
h
M )
)
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dont les coefficients appartiennent a` Acris, et meˆme plus pre´cise´ment a` W [[
Y pe
p ]] =
G[0,p]. D’apre`s le Lemme 2.5., VY est inversible dans GY,[p−1,p−1[. On a de plus le
lemme suivant :
Lemme 2.6.
1. XV−1Y est a` coefficients dans G[0,p] + pM−1m[ 1
p−1
,∞[ ⊂ G[ 1
p−1
,p] et donc
ϕG(XV−1Y ) ∈ G[p/(p−1),p].
2. La matrice V−1Y est a` coefficients dans 1Y ep/(p−1)G[1,p] et
V−1Y ≡ V−1 mod
pM−1
Y ep/(p−1)
m[1,p].
3. La partie principale V(−1)Y de V−1Y est a` coefficients p-entiers et sa de´rive´e
d
dY V
(−1)
Y est a` coefficients dans p
MA˜.
Preuve : On reprend la strate´gie du paragraphe 3.4. de [Abr97]. Rappelons qu’Abra-
shkin y montre que
pM lA(oˆ
i
M ) ∈
(
Epi(Y )YW [[Y ]] +
Epi(Y )
p
p
W [[Y ]]
[[
Y ep
p
]])n
pMmA(oˆ
i
M ) ∈
(
YW [[Y ]] +
Y ep
p
W [[Y ]]
[[
Y ep
p
]])h−n
et
l(oi)− pM lA(oˆiM ) ∈ pM
(
Epi(Y )W (mE˜) +
Epi(Y )
p
p
A˜+
[[
Y ep
p
]])n
m(oi)− pMmA(oˆiM ) ∈ pM
(
W (m
E˜
) +
Y ep
p
A˜+
[[
Y ep
p
]])h−n
.
Introduisons maintenant VD la matrice du groupe dual de F . Elle ve´rifie la relation :
tVD V = tIh.
Et on peut alors e´crire
tVD VY ≡ tIh mod pM
(
Epi(Y )W (mE˜) +
Epi(Y )
p
p
A˜+
[[
Y ep
p
]])
en particulier,
tVD VY ≡ tIh mod pM
(
Y eW (m
E˜
) +
Y ep
p
A˜+
[[
Y ep
p
]])
.
Remarquons maintenant que, d’apre`s le lemme 2.5., l’e´le´ment t/X converge dans
G∗[0,p], si bien que comme
X = ω[ε1/p − 1] = Epi(Y )Y e/(p−1)v ; v ∈ G∗[ 1
p−1
,∞[
,
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on a
tVD VY = t(Ih − pMu)
avec
u ∈ Epi(Y )
t
W (m
E˜
) +
Y ep
pt
G[0,p] ⊂
1
Y e/(p−1)
m[ 1
p−1
,p] +
Y
e p
2
−2p
p−1
p
G[ 1
p−1
,p] ⊂
1
p
m[ 1
p−1
,p]
d’ou`
V−1Y =
1
t
(∑
n∈N
pMnun
)
tVD ∈ 1
t
G[ 1
p−1
,p]
d’ou` l’on de´duit le premier point ; et meˆme
V−1Y ≡ V−1 mod
pM−1
t
m[ 1
p−1
,p]
soit
V−1Y ∈
1
t
G[0,p] +
pM−1
t
m[ 1
p−1
,p].
Reprenons maintenant
t = Epi(Y )ϕ
−1(X)u′ ; u′ ∈ G∗[0,p]
et remarquons que comme Epi est un polynoˆme d’Eisenstein, Epi(Y ) et Y
e sont asso-
cie´s dans G[1,∞[ ; au final, avec le calcul ci-dessus, on de´duit que t et Y ep/(p−1) sont
associe´s dans G[1,p]. Ainsi,
V−1Y ∈
1
Y ep/(p−1)
G[1,p] +
pM−1
Y ep/(p−1)
m[1,p].
De´duisons encore que V(−1)Y est a` coefficients p-entiers. Il s’agit de montrer qu’un
e´le´ment de la forme
x =
∑
n∈Z
anY
n ∈ GY,[p−1,p−1[ ⊗Zp Qp
⋂ 1
Y ep/(p−1)
G[1,p]
ve´rifie an ∈ Zp pour tout n ≤ 0. Mais cela signifie que
Y ep/(p−1)x =
∑
n∈Z
anY
n+ep/(p−1) ∈ G[1,p]
ainsi, si vp(an) ≤ 1, on a l’ine´galite´
n+ ep/(p− 1) ≥ ep
d’ou`
n ≥ (p− 2)ep
p− 1 > 0
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et V(−1)Y est a` coefficients p-entiers.
Pour le dernier point, on reprend l’argument du Lemme 4.5.4 de [Abr97]. On e´crit
d
dY
V(−1)Y = −V(−1)Y
(
d
dY
VY
)
V(−1)Y
et comme les diffe´rentielles de lA et mA sont a` coefficients dans W , on a
d
dY
VY ∈ pMMh(W [[Y ]])
si bien que
d
dY
V(−1)Y ∈ GY,[p−1,p−1[ ⊗Zp Qp
⋂ 1
Y 2ep/(p−1)
G[1,p]
et le meˆme argument que ci-dessus permet de conclure (on obtient l’ine´galite´ n ≥
(p−3)ep
p−1 ≥ 0). ¤
Remarquons enfin que comme(A∗
p
− 1
)
lA(X) ∈ XW [[X]]d,
on a (A∗
p
− 1
)
lA(β) ∈W (mE˜)d,
si bien que
V(−1)Y
((
A∗
p − 1
)
lA(β)
0
)
∈ A˜h.
2.4.3 Calcul explicite du symbole de Hilbert
Nous en venons a` la proposition qui donne explicitement le triplet recherche´. L’ingre´-
dient de base en est la Proposition 3.8 de [Abr97] qui permet de calculer la coordonne´e
x du triplet et de montrer que y est nulle. Toutefois, pour obtenir z, il s’agit de pous-
ser les calculs d’Abrashkin a` l’ordre supe´rieur. En effet, si l’on sait qu’il appartient a`
W (m
E˜
), on a besoin pour le calcul final de connaˆıtre pre´cise´ment sa valeur modulo
XW (m
E˜
).
Rappelons le re´sultat d’Abrashkin que nous allons utiliser
Proposition 2.2.
Soient U la partie principale de V(−1)Y
(
(A
∗
p − 1)lA(β)
0
)
et xˆ = (o1, . . . , oh)U . Alors
1. U ∈ (W [[ 1Y ]] ∩ A˜)h
2. Si bˆ ∈ T (F )⊗ A˜ est une solution de (ϕ− 1)bˆ = xˆ alors pour tout g ∈ GK ,
(g − 1)bˆ ≡ (β(π), g]F,M mod pMA˜ +W (mE˜).
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Le premier point provient de la Proposition 3.7 et le second de la Proposition 3.8 de
[Abr97].
Nous utiliserons ce re´sultat sous la forme pre´cise´e
Proposition 2.3.
Soit β ∈ F (YW [[Y ]]) et α = θ(β) = β(π) ∈ F (mK). Posons
x = (o1, . . . , oh)V(−1)Y
(
(A
∗
p − 1)lA(β)
0
)
∈ D˜L(T (F ))
alors il existe
z ∈ D˜L(T (F )) ∩ T (F )⊗W (mE˜)
unique modulo pM tel que le triplet (x, 0, z) repre´sente l’image de α par l’application
de Kummer F (mK) → H1(K,F [pM ]).
De plus, z est congru a`
XY V(−1)Y
d
dY
(
lA(β)
mA(β)
)
mod XW (m
E˜
).
2.4.4 De´monstration
On utilise la Proposition 2.2., et on remarque que
xˆ− x ∈ T (F )⊗ YW [[Y ]] ⊂ (ϕ− 1)(T (F )⊗ YW [[Y ]]).
Ainsi, si b ∈ T (F )⊗ A˜ ve´rifie (ϕ− 1)b = x, alors on a encore pour tout g ∈ GK ,
(g − 1)b ≡ (α, g]F,M mod pMA˜ +W (mE˜).
Mais alors pour tout h ∈ GL,
(h− 1)b ≡ (α, h]F,M mod pMT (F )
puisque (h− 1)b ∈ ker(ϕ− 1) = T (F ).
On en de´duit qu’il existe y, z ∈ D˜L(T (F )) uniques modulo pM tels que le triplet
(x, y, z) repre´sente l’image de α dans H1(K,F [pM ]) ; en effet soit (x1, y1, z1) un tel
triplet, et b1 ∈ T (F )⊗ A˜ une solution de (ϕ− 1)b1 = x1 alors pour tout h ∈ GL,
(h− 1)(b1 − b) ≡ 0 mod pM ,
donc, b1 − b ∈ D˜L(F [pM ]),
ce qui montre que
(x, y1 + (γ − 1)(b− b1), z1 + (τ − 1)(b− b1))
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repre´sente la meˆme classe que (x1, y1, z1) et, pour x fixe´, que c’est le seul.
De´terminons y : si γ˜ est un rele`vement de γ alors
(γ˜ − 1)(−b) + y = (α, γ˜]F,M ≡ (γ˜ − 1)(−b) mod pMA˜ +W (mE˜)
d’ou`, comme (γ˜ − 1)(−b) ∈ T (F ),
y ∈ T (F )⊗W (m
E˜
) ∩ T (F ) = {0}.
De meˆme, si τ˜ est un rele`vement de τ alors
(τ˜ − 1)(−b) + z = (α, τ˜ ]F,M ≡ (τ˜ − 1)(−b) mod pMA˜ +W (mE˜)
d’ou` z ∈ T (F )⊗W (m
E˜
).
Ainsi z est un e´le´ment de T (F )⊗W (m
E˜
) ve´rifiant
(τ − 1)x = (ϕ− 1)z.
Cela de´termine z de manie`re unique puisque ϕ − 1 est injectif sur T (F ) ⊗W (m
E˜
).
Pour pre´ciser z, nous avons besoin du lemme suivant :
Lemme 2.7.
1. La matrice XV(−1)Y est a` coefficients dans A˜+ + pMA˜.
2. Pour tout U ∈W [[Y ]], on a la congruence
(τ − 1)V(−1)Y U ≡ XY V(−1)Y
dU
dY
mod XW (m
E˜
) + pMA˜.
3. Il existe u ∈ m[p/(p−1),p] tel que
ϕG(XV−1Y ) = (ϕG(X)V−1Y E−1 + pMu)
(
1
pId 0
0 Ih−d
)
Preuve du lemme : La preuve de 1. est la meˆme que celle du d) de la Proposition
3.7 de [Abr97]. E´crivons-la ainsi : on sait d’une part que V(−1)Y donc aussi XV(−1)Y
est a` coefficients p-entiers donc dans A˜ et que U = X(V−1Y −V(−1)Y ) est a` coefficients
dans G[0,p−1[ ⊗Qp. D’autre part, d’apre`s le Lemme 2.6.,
XV−1Y ∈Mh
(G[0,p] + pM−1G[1/(p−1),∞[) .
Remarquons que
G[1/(p−1),∞[ = A˜+
[[ p
Y e/(p−1)
]]
= A˜+ +
p
Y e/(p−1)
G[1/(p−1),∞[
Ainsi l’on peut e´crire
XV−1Y = M1 +M2 + pMM3
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avec M1 a` coefficients dans G[0,p], M2 dans A˜+ et M3 dans 1Y e/(p−1)G[1/(p−1),∞[ ⊂ A˜.
Alors
XV(−1)Y − pMM3 = M1 +M2 − U
est a` coefficients dans A˜
⋂G[0,p−1[ ⊗Qp = A˜+, comme souhaite´.
Pour le 3., on commence par pre´ciser (τ − 1)V(−1)Y , pour cela on remarque que si
f(Y ) est une se´rie de W{{Y }} ∩ A˜,
(τ − 1)f(Y ) =
∑
n≥1
(XY )n
n!
f (n)(Y )
Ainsi pour V(−1)Y :
(τ − 1)V(−1)Y = XY
d
dY
V(−1)Y +
(XY )2
2
d2
dY 2
V(−1)Y +
∑
n≥3
(XY )n
n!
dn
dY n
V(−1)Y
Il s’agit donc d’estimer la quantite´
(XY )n
n!
dn
dY n
V(−1)Y . Or, le Lemme 2.6. montre que
d
dY
V−1Y = pMV−1Y W˜V−1Y ,
ou` W˜ ∈W [[Y ]] et la partie principale de V−1Y W˜V−1Y est entie`re. Ainsi, d’une part
XY
d
dY
V(−1)Y +
(XY )2
2
d2
dY 2
V(−1)Y ∈ pMA˜
et d’autre part on peut e´crire
dn
dY n
V−1Y =
n∑
k=1
pMkwn,k
ou` les wn,k sont des sommes de termes de la forme
V−1Y W˜n,1V−1Y W˜n,2 . . . W˜n,kV−1Y ,
ou` les W˜n,i ∈W [[Y ]] sont des de´rive´es de W˜ .
Rappelons que V−1Y est a` coefficients dans
1
X
(G[0,p] + pM−1m[1/(p−1),p]), alors
V−1Y W˜n,1V−1Y W˜n,2 . . . W˜n,kV−1Y ∈Mh
(
1
Xk+1
G[0,p] + pM−1
(
1
Xk+1
m[1/(p−1),p]
))
.
Supposons 1 < k < n− 1. Comme
vp(n!) ≤ ⌊n/(p− 1)⌋ = n′,
il existe un u ∈ Zp tel que
pMk
(XY )n
n!
= Y nXk+2u
Xn−k−2
pn′−Mk
.
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Comme p > 2 et k > 1,
(n′ −Mk)(p− 1) ≤ n− k − 2 et X
n−k−2
pn′−Mk
∈W
[[
Xp−1
p
]]
⊂ G[0,p].
Ainsi,
pMk
(XY )n−1
n!
wn,k ∈ m[0,p] + pM−1m[1/(p−1),p].
Si maintenant k = 1, on e´crit
wn,1 = V−1Y
dn−1
dY n−1
W˜V−1Y = (n− 1)!V−1Y W˜ ′V−1Y
et
(XY )n−1
n!
pMwn,1 =
(XY )n−1
n
V−1Y W˜ ′V−1Y =
Xn−p
n
Y nXp−1V−1Y W˜ ′V−1Y
est a` coefficients dans m[0,p] + p
M−1
m[1/(p−1),p] comme pre´ce´demment.
Pour k = n, il est imme´diat que
wn,n = n!V−1Y W˜n,1V−1Y W˜n,2 . . . W˜n,nV−1Y
ou` pour tout 1 ≤ i ≤ n, W˜n,i = W˜ , si bien que
(XY )n
n!
pMnwn,n ∈ pMn 1
X
(G[0,p] + pM−1m[1/(p−1),p]) .
Enfin, pour k = n− 1, comme vp(n!) ≤ n/(p− 1) ≤ n− 1,
(XY )n
n!
pM(n−1)wn,n−1 ∈ Y n
(G[0,p] + pM−1G[1/(p−1),p]) .
Le meˆme raisonnement que pour 1. montre alors que pour tout n > 2,
(XY )n
n!
dn
dY n
V(−1)Y ∈ XW (mE˜) + pMA˜
d’ou`
(τ − 1)V(−1)Y ∈ XW (mE˜) + pMA˜.
Le 2. se de´duit donc de ce que
(τ − 1)V(−1)Y U =
(
(τ − 1)V(−1)Y
)
τU + V(−1)Y (τ − 1)U
et de
(τ − 1)U ≡ XY dU
dY
mod XW (m
E˜
).
Reprenons maintenant les calculs du Lemme 2.6. :
XV−1Y =
X
t
(Ih + p
M−1u1)
tVD
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avec u1 ∈ m[ 1
p−1
,p]. Et comme VD est a` coefficients dans G[0,p] ⊂ Acris ou` ϕG et ϕ
co¨ıncident, on a dans G[p/(p−1),p] :
ϕG
(
XV−1Y
)
= ϕG
(
X
t
)(
Ih + p
MϕG(v1)
)
ϕG
(
tVD)
= ϕG
(
X
t
)(
Ih + p
MϕG(v1)
)
p tVDE−1
(
1
pId 0
0 Ih−d
)
= ϕG
(
X
t
)
(Ih + p
MϕG(v1))(Ih − pMv)ptV−1Y E−1
(
1
pId 0
0 Ih−d
)
= ϕG(X)
(V−1Y E−1 + pM v˜)
(
1
pId 0
0 Ih−d
)
ou` v˜ =
(
ϕG(v1)− v − pMϕG(v1)v
)V−1Y E−1.
Pre´cisons ces calculs :
v, v1 ∈ 1
p
m[1/(p−1),p],
si bien que
ϕG(v1) ∈ 1
p
m[p/(p−1),p].
Ainsi
pMvϕG(v1) ∈ 1
p
m[p/(p−1),p]
et au final,
ϕG(v1)− v − pMϕG(v1)v ∈ 1
p
m[p/(p−1),p].
D’ou`, comme V−1Y ∈ 1Y ep/(p−1)G[1,p],
pv˜ ∈ 1
Y ep/(p−1)
m[p/(p−1),p].
Comme enfin
ϕG(X) ∈ pXG[0,p]
et
X ∈ Y ep/(p−1)G[p/(p−1),∞[
on de´duit le re´sultat. ♦
En remarquant que
ϕ
(
XY ◦ d
dY
)
=
ϕ(X)
p
Y
d
dY
◦ ϕ
et que
u
d
dY
(
lA(β)
mA(β)
)
∈ m[p/(p−1),p]
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on calcule modulo pMm[p/(p−1),p] :
ϕG
(
XY V−1Y
d
dY
(
lA(β)
mA(β)
))
≡ ϕ(X)
p
Y V−1Y
d
dY
E−1
(
1
pId 0
0 Ih−d
)
ϕ
(
lA(β)
mA(β)
)
≡ ϕ(X)
p
Y V−1Y
d
dY
(
A∗
p lA(β)
mA(β)
)
.
Ceci donne
ϕ
(
XY V(−1)Y
d
dY
(
lA(β)
mA(β)
))
= ϕG
(
XY V−1Y
d
dY
(
lA(β)
mA(β)
))
+ ϕG
(
XY
(
V(−1)Y − V−1Y
) d
dY
(
lA(β)
mA(β)
))
=
ϕ(X)
p
Y V−1Y
d
dY
(
A∗
p lA(β)
mA(β)
)
+ pMu+ ϕG
(
XY
(
V(−1)Y − V−1Y
) d
dY
(
lA(β)
mA(β)
))
avec u ∈ m[p/(p−1),p]. On l’e´crit u = u1+u2 avec u1 ∈ X
p−1
p G[0,p], donc pMu1 ∈ Xm[0,p]
et u2 ∈ m[p/(p−1),∞[. Par ailleurs, V(−1)Y − V−1Y ∈ G[0,p] ⊗Qp d’ou`
ϕG
(
XY
(
V(−1)Y − V−1Y
) d
dY
(
lA(β)
mA(β)
))
∈ XG[0,p] ⊗Qp.
On e´crit encore
ϕ(X)
p
Y V−1Y
d
dY
(
A∗
p lA(β)
mA(β)
)
= XY V(−1)Y
d
dY
(
A∗
p lA(β)
mA(β)
)
+
(
ϕ(X)
p
−X
)
Y V−1Y
d
dY
(
A∗
p lA(β)
mA(β)
)
+ XY
(
V−1Y − V(−1)Y
) d
dY
(
A∗
p lA(β)
mA(β)
)
ou` les coefficients de XY
(
V−1Y − V(−1)Y
) d
dY
(
A∗
p lA(β)
mA(β)
)
sont dans Xm[0,p] ⊗Qp, et
ceux de
(
ϕ(X)
p
−X
)
Y V−1Y
d
dY
(
A∗
p lA(β)
mA(β)
)
dans X
(
m[0,p] + p
M−1G[p/(p−1),∞[
)
et
elle s’e´crit donc M1 +M2 avec M1 dans Xm[0,p] et M2 dans p
MA˜.
Au final, on peut e´crire
ϕ
(
XY V(−1)Y
d
dY
(
lA(β)
mA(β)
))
−XY V(−1)Y
d
dY
(
A∗
p lA(β)
mA(β)
)
−pMM0 ∈Mh(XG[0,p]⊗Qp)
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pour un M0 ∈ A˜. Ainsi, puisque XG[0,p] ⊗Qp ∩ A˜ = XA˜+, on de´duit que
ϕ
(
XY V(−1)Y
d
dY
(
lA(β)
mA(β)
))
= XY V(−1)Y
d
dY
(
A∗
p lA(β)
mA(β)
)
mod XA˜+ + pMA˜
ce qui permet de prouver la proposition graˆce au calcul modulo XA˜+ + pMA˜
(ϕ− 1)
(
XY V(−1)Y
d
dY
(
lA(β)
mA(β)
))
≡ XY V(−1)Y
d
dY
((
A∗
p − 1
)
lA(β)
0
)
≡ (τ − 1)x
et au fait que les e´quations (ϕ − 1)Z = α ∈ XA˜+ + pMA˜ admettent une solution
Z ∈ XA˜+ + pMA˜. ¤
2.5 Formule explicite
2.5.1 E´nonce´ du the´ore`me
Nous en venons a` la de´monstration du the´ore`me principal, la formule explicite pour
le symbole de Hilbert d’un groupe formel.
The´ore`me 2.1.
Soit β ∈ F (YW [[Y ]]) et α ∈ (W [[Y ]][ 1Y ])×. On note
L (α) =
(
1− ϕ
p
)
logα(Y ) =
1
p
log
α(Y )p
αϕ(Y p)
∈W [[Y ]].
Alors le symbole de Hilbert (α(π), β(π))F,M est e´gal a` :
(TrW/Zp ◦ ResY )V−1Y
((
(1− A∗p )lA(β)
0
)
dlogα(Y )−L (α) d
dY
(
A∗
p lA(β)
mA(β)
))
.
2.5.2 De´monstration
On utilise le fait que si η ∈ H1(K,Z/pMZ) et r(x) ∈ GabK est l’image par l’isomor-
phisme de re´ciprocite´ de x ∈ K alors
invK(∂x ∪ η) = η(r(x)).
D’apre`s la Proposition 1.3., ∂α(π) correspond a` un triplet(x, y, z) qui est congru
modulo XYW [[X,Y ]] a`(
−s(Y )
X
⊗ ε− s(Y )
2
⊗ ε, 0, Y dlogS(Y )⊗ ε
)
.
On calcule son cup-produit avec l’image(
x′, 0, z′
)
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dans H1(K,F [pM ]) de θ(β) donne´e par la Proposition 2.3. ou` l’on rappelle que
x′ = V(−1)Y
(
(A
∗
p − 1)lA(β)
0
)
et
z′ ≡ XY V(−1)Y
d
dY
(
lA(β)
mA(β)
)
mod XW (m
E˜
).
On obtient le triplet (a, b, c) ou` :
a = yV−1Y
(
(A
∗
p − 1)lA(β)
0
)
∈W (m
E˜
)
car y ∈ XYW [[X,Y ]] d’apre`s la Proposition 1.3. et XY V(−1)Y est a` coefficients dans
W (m
E˜
) + pMA˜ d’apre`s le Lemme 2.7.. De plus,
c = −y ⊗ γz′ +
∑
n≥1
(
χ(γ)
n
) n−1∑
k=1
Ckn−1(τ − 1)k−1z ⊗ τk(τ − 1)n−1−kz′ ∈W (mE˜)
car y, z, z′ ∈W (m
E˜
). Enfin,
b = z ⊗ τx′ − x⊗ ϕz′
et
z ⊗ τx′ = (τ − 1)(log(S(Y ))/t+ µ) τ(V(−1)Y
(
(A
∗
p − 1)lA(β)
0
)
)⊗ ε.
Or d’une part
(τ − 1)(log(S(Y ))/t+ µ) ≡ Y dlogF (Y ) mod XYW [[X,Y ]]
et d’autre part, d’apre`s le Lemme 2.7., τ
(
V(−1)Y
(
(A
∗
p − 1)lA(β)
0
))
est congru mo-
dulo XYW [[X,Y ]] a`
V(−1)Y
(
(A
∗
p − 1)lA(β)
0
)
+XY V(−1)Y
d
dY
(
(A
∗
p − 1)lA(β)
0
)
.
Ainsi, comme XY V(−1)Y est a` coefficients dans W (mE˜) + pMA˜,
z ⊗ τx′ ≡ Y V(−1)Y
(
(A
∗
p − 1)lA(β)
0
)
dlogS(Y ) mod W (mE˜).
Enfin,
−x⊗ ϕz′ =
(
−s(Y )
X
− s(Y )
2
)
z′ ⊗ ε
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et comme
z′ ≡ XY V(−1)Y
d
dY
(
lA(β)
mA(β)
)
mod XW (m
E˜
),
on a la congruence
−x⊗ ϕz′ ≡ Y s(Y )V(−1)Y
d
dY
(
lA(β)
mA(β)
)
mod W (m
E˜
).
Au final, le triplet (a, b, c) est congru modulo W (m
E˜
) a` :(
0, Y V(−1)Y
((
(A
∗
p − 1)lA(β)
0
)
dlogS(Y ) +
d
dY
(
lA(β)
mA(β)
)
1
p
log
S(Y )p
S(Y p)
)
⊗ ε, 0
)
.
Le the´ore`me de´coule alors du lemme :
Lemme 2.8.
Soit C = Cϕ,γ,τ (A˜L(1)) le complexe calculant la cohomologie galoisienne de Zp(1).
1. Soit f(Y ) =
∑
n>0
an
Y n ∈Mh(A˜) la partie principale d’une se´rie V
(−1)
Y g(Y ) avec
g(Y ) a` coefficients dans W [[Y ]]. Alors il existe un triplet (x1, x2, 0) a` coefficients
dans ∈W (m
E˜
) tel que
(x1, x2 + f(Y )⊗ ε, 0) ∈ B2(C).
Autrement dit son image dans H2(K,Zp(1)) est un cobord.
2. Soit (x, y, z) ∈ Z2(C) avec x, y, z ∈W (m
E˜
)(1) alors
(x, y, z) ∈ B2(C).
3. Soit w ∈W alors
(0, w ⊗ ε, 0) ∈ Z2(C)
et son image par l’isomorphisme de re´ciprocite´ est TrW/Zp(w).
Preuve du Lemme : Posons
wn =
1
Y n ((1 +X)−n − 1) +
1
2Y n
∈ A˜L.
Alors
(τ − 1)wn = 1
Y n
+
1
2
(τ − 1) 1
Y n
(2.8)
et
γ
(
ε
Y n ((1 +X)−n − 1)
)
=
χ(γ)ε
Y n
(
(1 +X)−χ(γ)n − 1)
= χ(γ)δ−1
(
ε
Y n ((1 +X)−n − 1)
)
.
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Le de´veloppement limite´
δ−1 = χ(γ)− χ(γ)(χ(γ)− 1)
2
(τ − 1) + (τ − 1)2g(τ − 1)
ou` g(τ − 1) est une se´rie entie`re en τ − 1 donne la relation
(γ − 1)wn ⊗ ε = g(τ − 1)(τ − 1) 1
Y n
. (2.9)
D’apre`s le lemme 2.7., (τ−1)V(−1)U pour U ∈W [[Y ]] est a` coefficients dans W (m
E˜
).
La relation 2.8 montre alors
(τ − 1)
∑
n>0
anwn = f(Y ) mod W (mE˜)
et la relation 2.9 que
(γ − 1)
∑
n>0
anwn = 0 mod W (mE˜)
ce qui montre que le cobord image du triplet (
∑
n>0 anwn, 0, 0) dans H
2(C) est de
la forme voulue, d’ou` l’on de´duit 1.
Pour montrer 2. on doit re´soudre pour x, y, z ∈W (m
E˜
)(1) le syste`me
x = (γ − 1)u+ (1− ϕ)v
y = (τ − 1)u+ (1− ϕ)w
z = (τχ(γ) − 1)v + (δ − γ)w
On conside`re pour cela v, w ∈W (m
E˜
)(1) les solutions de
x = (ϕ− 1)v
y = (ϕ− 1)w
qui existent, et sont meˆme uniques car ϕ − 1 est bijectif sur W (m
E˜
)(1). Alors, en
combinant ces e´quations avec celles du syste`me, on obtient
(ϕ− 1)((τχ(γ) − 1)v + (δ − γ)w) = −(τχ(γ) − 1)x− (δ − γ)y = (ϕ− 1)z.
Mais comme z et (τχ(γ)− 1)v+ (δ− γ)w sont des e´le´ments de W (m
E˜
)(1) ou` (ϕ− 1)
est injectif, on a bien l’e´galite´
z = (τχ(γ) − 1)v + (δ − γ)w ;
(x, y, z) est donc un cobord, image de (0, v, w).
Enfin, pour le 3., on remarque que
(0, w ⊗ ε, 0) = (0, 0, 1⊗ ε) ∪ (w, 0, 0).
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Or (0, 0, 1 ⊗ ε) est d’apre`s la Proposition 1.3. l’image par l’application de Kummer
de π une uniformisante de K. (Pour le voir, il suffit de prendre F (Y ) = Y .) Par
ailleurs (0, w⊗ ε, 0) correspond d’apre`s le The´ore`me 1.3. du Chapitre I au caracte`re
η de GK de´fini de la manie`re suivante : on choisit b ∈ A˜ tel que (ϕ− 1)b = w, alors
∀g ∈ G, η(g) = (1− g)b.
On remarque que comme w ∈ W , on peut choisir b ∈ Wnr et que l’image par
l’application de Kummer d’une uniformisante e´tant le Frobenius FrobK , l’image par
l’isomorphisme de re´ciprocite´ de (0, w ⊗ ε, 0) est
(1− FrobK)b = (1− ϕfK )b = (1 + ϕ+ · · ·+ ϕfK−1)w = TrW/Zpw
ou` fK = f(K/Qp), ce qui montre le lemme. ♦
Le the´ore`me se prouve alors en remarquant que, vu la congruence de´ja` montre´e,
le triplet (a, b, c) s’e´crit comme somme d’un triplet (0, g(Y ), 0) ou` g est la partie
strictement ne´gative d’une se´rie vectorielle en Y donc correspond a` un cobord dans
H2(K,Z/pMZ), d’un triplet a` coefficients dans W (m
E˜
)(1), donc e´galement un cobord
d’apre`s le lemme ci-dessus et enfin d’un triplet (0, w⊗ε, 0) ou` w est le terme constant
de la se´rie vectorielle
Y V(−1)Y
((
(A
∗
p − 1)lA(β)
0
)
dlogα(Y ) +
d
dY
(
lA(β)
mA(β)
)
1
p
log
α(Y )p
α(Y p)
)
donc le re´sidu de
V−1Y
((
(A
∗
p − 1)lA(β)
0
)
dlogα(Y ) +
d
dY
(
lA(β)
mA(β)
)
1
p
log
α(Y )p
α(Y p)
)
.
Le seul terme ayant une contribution non nulle est donc le re´sidu, et cette contribu-
tion est, d’apre`s le lemme, donne´e par la trace, ce qui ache`ve la preuve. ¤
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