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στην πηγή σε κάποιο άλλο σημείο του κειμένου ή στο τέλος του, είναι αντιγραφή. Η αναφορά στην 
πηγή στο τέλος π .χ. μιας παραγράφου ή μιας σελίδας, δεν δικαιολογεί συρραφή εδαφίων έργου 
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Αντικείµενο της πτυχιακής εργασίας αποτελούν τα  κρυπτοµαρκοβιανά µοντέλα 
εξάρτησης Hidden Markov Models, και η επέκταση αυτών , τα µοντέλα για 
σηµασµένες ακολουθίες Class Hidden Markov Models. Στα πλαίσια της εργασίας 
αναπτύχθηκε ένας νέος αλγόριθµος για την εύρεση των εκτιµητών µέγιστης 
πιθανοφάνειας, ο αλγόριθµος Viterbi training, ο οποίος εφαρµόζεται κατά  την  
διαδικασία της εκτίµησης των παραµέτρων. Ο αλγόριθµος υλοποιήθηκε µε την 
γλώσσα προγραµµατισµού java, και ενσωµατώθηκε σε ένα πρόγραµµα, το οποίο 
πραγµατοποιεί εύρεση από κοινού π ιθανότητας, αποκωδικοποίηση, εκτίµηση 
παραµέτρων, και πρόβλεψη. 
Με την ανάπτυξη του αλγορίθµου Viterbi training καταφέραµε να µειώσουµε 
τον χρόνο εκπαίδευσης σηµαντικά, µε µία µικρή µείωση της αποδοτικότητας του 
µοντέλου. Συγκεκριµένα, µε την χρήση του αλγορίθµου µας, κατά την διαδικασία 
εκτίµησης των παραµέτρων από τους αλγορίθµους Gradient-Descent και Baum-
Welch, η χρήση των αλγορίθµων Forward και Backward για τον υπολογισµό των 
εκτιµητών µέγιστης πιθανοφάνειας αντικαθίσταται από τον Viterbi training. 
Στα πλαίσια της εργασίας αυτής, πεδίο εφαρµογής των µοντέλων αποτελεί ο 
το τοµέας της βιοπληροφορικής, και συγκεκριµένα η πρόβλεψη πρωτεϊνών. Η  
εκπαίδευση του µοντέλου πραγµατοποιήθηκε από ένα σύνολο πρωτεϊνών γνωστής 
δοµής (training set). 
Τέλος, συγκρίνουµε την αποδοτικότητα του µοντέλου, όπως αυτή προκύπτει 
µε την εκτίµηση των παραµέτρων να γίνεται µε την χρήση των Forward και 
Backward µε την αποδοτικότητα του µοντέλου, όταν πραγµατοποιείται εκτίµηση 
παραµέτρων µε την χρήση του Viterbi training. 
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The objective of this dissertation pertains to the Hidden Markov Models and their 
extension, the so-called Class Hidden Markov Models. As part of the dissertation, a 
new algorithm about finding the maximum likelihood estimates has been developed. 
It is the Viterbi training algorithm which is applied during the process of parameter 
estimation. The algorithm has been implemented in Java programming language and 
incorporated into a program that carries out joint probability finding, decoding, 
parameter estimation and prediction. 
Developing the Viterbi training algorithm, we have managed to diminish 
considerably the time spent on training, with a small decrease in the model’s 
efficiency. In particular, during the process of parameter estimation with the Gradient-
Descent and Baum-Welsh algorithms, the use of the Forward and Backward 
algorithms for the calculation of the maximum likelihood estimates is replaced by the 
Viterbi training algorithm. 
In this dissertation, scope of the models is the field of Bioinformatics and 
particularly the protein precipitation. The training of the model has been realized by a 
protein training set of known structure.  
Finally, the model’s efficiency in the parameter estimation while using the 
Forward and Backward algorithms, is compared to the model’s efficiency when the 
parameter estimation is carried out making use of the Viterbi training algorithm. 
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ΠΡΟΛΟΓΟΣ	  
Η παρούσα πτυχιακή εργασία µε θέµα Αλγόριθµοι εκπαίδευσης για Hidden Markov 
Models πραγµατοποιήθηκε εξ ολοκλήρου στο Τµήµα Πληροφορικής µε Εφαρµογές 
στην Βιοϊατρική στη Σχολή Θετικών Επιστηµών του Πανεπιστηµίου Θεσσαλίας, 
κατά την διάρκεια του ακαδηµαϊκού έτους 2015-2016, υπό την επίβλεψη του 
Αναπληρωτή Καθηγητή Παντελεήµων Μπάγκου και του Αναπληρωτή Καθηγητή 
Βασιλείου Πλαγιανάκου.  
 
Στο σηµείο αυτό θα ήθελα να ευχαριστήσω ιδιαίτερα τους επιβλέποντες καθηγητές 
µου, για την καθοδήγηση που µου παρείχαν κατά την διάρκεια εκπόνησης της 
εργασίας µέσω υποδείξεων, παρατηρήσεων, υλικού, και συµβουλών. Επίσης, θέλω να 
τους ευχαριστήσω και για την ευκαιρία που µου έδωσαν να ασχοληθώ µε ένα τόσο 
ενδιαφέρον αντικείµενο. Επίσης, ευχαριστώ τον συµφοιτητή µου Στράτο Tσότρα, για 
την βοήθεια που µου παρείχε κατά την διάρκεια της συγγραφής του κειµένου. 
 
Τέλος, ευχαριστώ πάρα πολύ την οικογένεια µου, για την στήριξη που µου έχει 
προσφέρει σε όλο τον ακαδηµαϊκό µου βίο. 
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ΚΕΦΑΛΑΙΟ	  1:	  Hidden	  Markov	  Models	  
 
Σύνοψη 
Στο κεφάλαιο αυτό θα γίνει η παρουσίαση των πολύ σηµαντικών για την βιοπληροφορική 
εργαλείων των  Hidden Markov Models, περιγράφοντας  αναλυτικά  το µαθηµατικό  
υπόβαθρο, τις  ιδιότητ ες, τα  χαρακτηριστικά  αυτών , και  τους  αλγορίθµους  µέσω  των  
οποίων γίνεται  ο  υπολογισµός  της  πιθανοφάνειας , της  αποκωδικοποίησης  και  της 




Στο κεφάλαιο αυτό θα γίνει η παρουσίαση-ανάλυση των κρυπτοµαρκοβιανών 
µοντέλων (Hidden Markov Models). Τα Hidden Markov Models  ως µέλη της 
οικογένειας των Markov Models είναι στοχαστικά-πιθανοθεωρητικά, µαθηµατικά 
µοντέλα. Η δόµηση των Hidden Markov Models από κρυφές καταστάσεις, οι οποίες 
δεν βρίσκονται σε ένα προς ένα αντιστοιχία µε τα σύµβολα της εκάστοτε ακολουθίας, 
δεν αποτελεί   απλά ένα διακριτικό στοιχείο  έναντι των άλλων Markov Models, 
προσδίδει σε αυτά ένα διαφορετικό τρόπο λειτουργίας, ο  οποίος τα καθιστά   
ικανότερα για την περιγραφή ενός µεγάλου πλήθους συστηµάτων. Τα HMMs 
(Hidden Markov Models) έχουν πολλά πεδία εφαρµογής όπως η επεξεργασία εικόνας, 
ήχου, σήµατος, βιοπληροφορική κ.α. και γενικά χρησιµοποιούνται ως pattern 
recognition methods. Η δοµή του εκάστοτε HMM βρίσκεται σε πλήρη  εξάρτηση µε 
το προς περιγραφή σύστηµα, ενώ η πραγµάτωση (δηµιουργία και λειτουργία) αυτού  
απαιτεί υπολογιστικούς πόρους (µνήµη, υπολογιστική ισχύ κ.α.). Από τα παραπάνω 
συµπεραίνουµε πως για την πραγµάτωση αυτή  είναι αναγκαία η χρήση (Η/Υ).  Για 
τα µοντέλα Markov σε κάθε σύστηµα υπάρχει ένα αλφάβητο και τα σύµβολα αυτού, 
για παράδειγµα, σε µία πρωτεΐνη το αλφάβητο αποτελείται από τα 20 αµινοξέα και  
ως σύµβολο ορίζεται ένα αµινοξύ, όπως και στην περίπτωση µίας φυσικής γλώσσας 
τα γράµµατα του εκάστοτε αλφαβήτου αποτελούν τα σύµβολα. 
 Η εξάρτηση των συµβόλων σε ένα κωδικοποιηµένο σύστηµα αποτέλεσε την 
βασική ιδέα  ανάπτυξης των µοντέλων Markov, ένα παράδειγµα εξάρτησης 
συναντάµε συναντάµε   στην αγγλική γλώσσα όπου το γράµµα  Q ακολουθείται 
σχεδόν πάντα  από το γράµµα U, οπότε η πιθανότητα να εµφανιστεί το U σε κάποια 
θέση δεν είναι ίδια πάντα, αλλά εξαρτάται από το αν προηγουµένως εµφανίστηκε το 
γράµµα Q.  
 Για την ιστορία, ο  Ρώσος µαθηµατικός Andrey Markov (1856-1922)  
εµπνεύστηκε τα ο µώνυµα µοντέλα, µελετώντας τις εναλλαγές των συµφώνων και 
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1.2:	  Ορισμοί	  
Για την δηµιουργία ενός Hidden Markov Model απαιτούνται, ένα σύνολο κρυφών 
καταστάσεων Ω={ω1,ω2,ω3,….ωm}, ένα σύνολο παρατηρούµενων συµβόλων και 
δύο σύνολα πιθανοτήτων, οι πιθανότητες  µετάβασης των καταστάσεων του µοντέλου 
(transitions) και οι  πιθανότητες γεννήσεως ή εκποµπής των συµβόλων (emissions). 
Θεωρώντας µία πρωτεϊνική ακολουθία x µήκους L καταλοίπων: 
      
€ 
x = x1, x2,..., xL−1, xL                   (𝟏.𝟏) 
Με χi συµβολίζουµε ένα παρατηρούµενο σύµβολο της ακολουθίας, δηλαδή ένα  εκ  
των 20 αµινοξέων. Σε ένα HMM δεν υπάρχει ένα προς ένα αντιστοίχηση των 
καταλοίπων της εκάστοτε ακολουθίας µε τις καταστάσεις του µοντέλου. Η 
αλληλουχία των καταστάσεων στην οποία έχει περιέλθει το µοντέλο έως την θέση i 
της αλληλουχίας, συνηθίζεται να  ονοµάζεται ως µονοπάτι (path) και συµβολίζεται µε 
πi. Για κάθε κατάσταση του µοντέλου υπάρχουν οι  πιθανότητες µετάβασης προς τις 
άλλες καταστάσεις του µοντέλου, έτσι, δύο καταστάσεις k, l συνδέονται µεταξύ τους 
µέσω των πιθανοτήτων µετάβασης αkl, δηµιουργώντας  µια αλυσίδα 1ης  τάξης. Ο 
τυπικός ορισµός των πιθανοτήτων µεταβάσεως είναι ο ακόλουθος: 
€ 
akl = P(π i = l | π i−1 = k)                  (𝟏.𝟐) 
και συµβολίζει  την πιθανότητα η κατάσταση l να καταλάβει την θέση i  στην αλληλουχία 
των καταστάσεων, εφόσον η κατάσταση k κατέχει την θέση i-1, πιο απλά, την πιθανότητα 
να µεταβούµε από την κατάσταση k στην l.  Όπως και σε ένα απλό Markov Model, έχουµε 
την δυνατότητα να θέσουµε καταστάσεις ενάρξεως και τερµατισµού της ακολουθίας των 
καταστάσεων, οι οποίες  εν συντοµία ονοµάζονται B (begin) και E (end) αντίστοιχα. 
€ 
aBk = P(π i = k | B)                             (1.3) 
€ 
akE = P(E | π i = k)                                                                                            (𝟏.𝟒) 
Η σχέση (1.3) συµβολίζει την πιθανότητα µετάβασης από την κατάσταση B (begin) 
στην κατάσταση k, και η (1.4) την πιθανότητα µετάβασης από την κατάσταση k στην 
κατάσταση E (end). Το δεύτερο σύνολο πιθανοτήτων των καταστάσεων είναι οι 
πιθανότητες εκποµπής ή γεννήσεως: 
     
€ 
ek (b) = P(xi = b | π i = k)                                                 (𝟏.𝟓) 
σχετίζουν την ακολουθία των συµβόλων (η οποία προέρχεται από το προς περιγραφή 
σύστηµα), µε τις καταστάσεις του µοντέλου, έτσι, η σχέση  (1.5) εκφράζει την 
πιθανότητα εµφάνισης στην θέση i της ακολουθίας, ενός συγκεκριµένου συµβόλου b 
(αµινοξύ, καθώς η ακολουθία των συµβόλων είναι πρωτεϊνική), εφόσον το σύστηµα 
βρίσκεται την κατάσταση k. Η από κοινού πιθανότητα µιας ακολουθίας x και του 
µονοπατιού π υπολογίζεται ως εξής: 
           
€ 




                                       
(1.6) 
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Ένα απλό παράδειγµα για την εύκολη επεξήγηση ενός HMM είναι το παράδειγµα του 
“ανέντιµου καζίνο”, για το οποίο υπάρχει αναφορά στην βιβλιογραφία 
(Durbin, et al., 1998). Στο παράδειγµα αυτό, το καζίνο χρησιµοποιεί κατά το δοκούν 
δύο ζάρια, ένα αµερόληπτο, στο οποίο οι  πιθανότητες εµφάνισης των συµβόλων 
(1,2,..6) καθορίζονται από τον παράγοντα τύχη, και ένα δεύτερο µεροληπτικό  ζάρι, 
στο οποίο υπάρχει µεροληπτική-προκαθορισµένη κατανοµή των  πιθανοτήτων 
εµφάνισης. Στην εικόνα 1.1 τα δύο ζάρια απεικονίζονται ως δύο  καταστάσεις, οι 
πιθανότητες εµφάνισης των συµβόλων  αναγράφονται στο εσωτερικό των 
καταστάσεων, και οι  πιθανότητες µετάβασης στα βέλη του σχήµατος. Βάσει του 
παραδείγµατος αυτού , όταν ο παίχτης παίζει µε το αµερόληπτο ζάρι, η πιθανότητα να 
πετύχει   τον αριθµό π.χ. 5 είναι 1/6, ενώ αν παίζει µε το  µεροληπτικό 1/8. Η 
ευχέρεια του καζίνο να αλλάζει το ζάρι εξαρτάται από τις πιθανότητες µετάβασης 
έτσι, π.χ. η εναλλαγή από το αµερόληπτο σε µεροληπτικό γίνεται µε πιθανότητα 0.1. 
Από την πλευρά του ο  παίκτης, όταν βλέπει ένα αποτέλεσµα π.χ. τον αριθµό 2, δεν 
γνωρίζει από ποια κατάσταση-ζάρι προήλθε, γι αυτόν τον λόγο  το µοντέλο 
ονοµάζεται κρυµµένο (Hidden). Όπως έχει αναφερθεί σε ένα HMM δεν υπάρχει ένα 
προς ένα αντιστοίχηση των συµβόλων µε τις καταστάσεις, σε αντίθεση µε τα απλά 
Markov models. Ως εκ τούτου, από την εκάστοτε κατάσταση µπορεί να εµφανιστεί 
δυνητικά το οποιοδήποτε σύµβολο του αλφαβήτου και ο  αριθµός των καταστάσεων 
µπορεί να είναι διαφορετικός από το πλήθος  των συµβόλων της ακολουθίας. Στο 
παράδειγµά µας έχουµε πλήθος συµβόλων 6 και πλήθος καταστάσεων 2. 
 
Εικόνα 1.1 Η απεικόνιση του ανέντιµου καζίνο. Ως καταστάσεις ορίζονται τα 
παραλληλόγραµµα, έχοντας µία κατάσταση για το αµερόληπτο ζάρι και µία για το 
µεροληπτικό. Μέσα σε κάθε κατάσταση απεικονίζονται οι  πιθανότητες εµφάνισης 
των συµβόλων, ενώ τα εξωτερικά βέλη συµβολίζουν τις πιθανότητες µετάβασης. 
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Στο παράδειγµα αυτό παρουσιάζεται  η χρήση µοντέλου HMM στην βιοπληροφορική 
και συγκεκριµένα σε διαµεµβρανικές πρωτεΐνες. 
Έχουµε µία ακολουθία αµινοξέων: 
 
………A D E R P G G S D A D K L I L V C I G F V L I F V T Y T…… 
 
……-- - - - - - - - - - - + + + + + + + + + + + + - - - -…… 
 
Στην πρώτη γραµµή έχουµε µία ακολουθία αµινοξέων διαµεµβρανικής πρωτεΐνης, 
όπου το εικονιζόµενο διαµεµβρανικό τµήµα της έχει τονιστεί µε κόκκινο 
χρωµατισµό. Στην δεύτερη γραµµή παρουσιάζεται µία αλληλουχία καταστάσεων του 
















          Η εξήγηση του HMM  στην περίπτωση των διαµεµβρανικών τµηµάτων είναι 
πολύ απλή, και θα µας βοηθήσει στην κατανόηση της εφαρµογής των µοντέλων 
HMMs στα βιολογικά συστήµατα. Είναι γνωστό ότι τα διαµεµβρανικά τµήµατα των 
πρωτεϊνών  αποτελούνται κυρίως από υδρόφοβα αµινοξέα, εποµένως, η πιθανότητα 
να εµφανιστεί π.χ. λευκίνη (υδρόφοβο αµινοξύ) σε ένα διαµεµβρανικό τµήµα είναι 
µεγαλύτερη από την πιθανότητα εµφάνισης σε ένα µη διαµεµβρανικό. Επίσης, η 
διαδοχή στο διαµεµβρανικό κοµµάτι  της πρωτεΐνης είναι πιθανότερη να 
πραγµατοποιηθεί από  υδρόφοβο αµινοξύ. Ως εκ τούτου, το µοντέλο (+) της εικόνας 
1.2 έχει αυξηµένες πιθανότητες εµφάνισης υδρόφοβων αµινοξέων. 
Εικόνα 1.2 
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1.4:	  Τα	  3	  βασικά	  ερωτήματα	  σε	  ένα	  ΗΜΜ	  
 
Στο σηµείο αυτό παρατίθενται τα τρία βασικά ερωτήµατα, τα οποία µπορούµε να 
θέσουµε σε ένα HMM όπως διατυπώθηκαν από τον Rabiner (Rabiner, 1989). 
 
• Πώς µπορούµε να υπολογίσουµε την συνολική πιθανότητα µία ακολουθία 
x να έχει εµφανιστεί από ένα καθορισµένο µοντέλο Θ; Δηλαδή, ποιά είναι 
η τιµή P(x|θ); 
 
• Δεδοµένου ενός µοντέλου θ και µίας ακολουθίας x, πως µπορούµε να 
υπολογίσουµε το πιθανότερο µονοπάτι π, δηλαδή την πιθανότερη 
αλληλουχία καταστάσεων από την οποία διήλθε το µοντέλο; Δηλαδή, πως 
µπορούµε να υπολογίσουµε το µονοπάτι π έτσι ώστε: 
  
€ 
πmax = arg max
π
P(x,π)  
• Δεδοµένου ενός µοντέλου θ, πως µπορούµε να µεταβάλουµε τις παραµέτρους  
αυτού, µε την χρήση νέων δεδοµένων, ώστε το µοντέλο να γίνει καλύτερο; Το 
πρόβληµα αυτό είναι γνωστό ως εκτίµηση παραµέτρων, εποµένως, αναζητούµε 
τον υπολογισµό των παραµέτρων, έτσι ώστε: 
          
€ 
θ ML = arg max
θ
P(x |θ)  
Στα τρία αυτά ερωτήµατα στηρίζονται, τόσο η εκπαίδευση, όσο και η λειτουργία των 
Hidden Markov Models.         
1.5:	  Υπολογισμός	  πιθανοφάνειας	  
 
Όπως έχει ήδη προαναφερθεί στους ορισµούς, η  σχέση (1.6) είναι η από κοινού 
πιθανότητα µίας ακολουθίας x και του µονοπατιού π. Η σχέση αυτή δεν είναι ικανή 
να απαντήσει στο ερώτηµα της ευρέσεως της πιθανοφάνειας, διότι είναι  αδύνατον να 
γνωρίζουµε το µονοπάτι από το οποίο διήλθε το µοντέλο για την παραγωγή της 
ακολουθίας συµβόλων.  Για την εύρεση της συνολικής πιθανότητας µίας ακολουθίας 
συµβόλων και ενός µοντέλου, θα πρέπει να αθροίσουµε την συνολική πιθανότητα 
όλων των πιθανών µονοπατιών στα οποία δυνητικά µπορεί να διέλθει το µοντέλο, 
µέσω της σχέσης: 
     
€ 








                                       
(𝟏.𝟕) 
Η σχέ ση αυτή δεν µπορεί να εφαρµοστεί στην πραγµατικότητα, διότι το 
πλήθος των πιθανών µονοπατιών αυξάνεται εκθετικά, όσο το µήκος της ακολουθίας 
αυξάνεται. Παίρνοντας ως παράδειγµα ένα µοντέλο 60 καταστάσεων και µία 
ακολουθία 400 συµβόλων, ο  αστρονοµικός αριθµός  των πιθανών µονοπατιών 
διέλευσης του µοντέλου είναι 60400. Για τον λόγο αυτόν, η σχέση (1.7) κρίνεται ως µη 
λειτουργική. Την απάντηση στο ερώτηµα της πιθανόφάνειας µπορεί να δώσει ο 
δυναµικός προγραµµατισµός µέσω αλγορίθµων. Ο πιο γνωστός αλγόριθµός είναι ο 
αλγόριθµός Forward (Eικόνα 1.3), ο οποίος αναλύεται διεξοδικά παρακάτω (Durbin, 
et al.,1998; Rabiner,1989). 
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1.5.1:	  	  Αλγόριθμος	  Forward	  
 
€ 
∀k ≠ B,  i = 0 : fB (0) =1, fk (0) = 0 
 
€ 
∀1≤ i ≤ L :  f l (i) = el (xi) fk (i −1)akl
k
∑




P(x |θ) = fk (L)akE
k
∑                  (1.9) 
 
Η τιµή  της  fl(i) ισούται µε την  πιθανότητα  εµφάνισης του  καταλοίπου xi από την 
κατάσταση l, επί   το  άθροισµα  για  όλες  τις  καταστάσεις , της  τιµής fk(i-1) επί την 
πιθανότητα µετάβασης της εκάστοτε κατάστασης στην l. Στο τέλος αθροίζεται για όλες τις 
καταστάσεις, η τιµή της fk(l) επί την πιθανότητα µετάβασης της εκάστοτε κατάστασης προς 
την κατάσταση λήξεως (End), αν αυτή υπάρχει. 
Ο αλγόριθµος αυτός, δηµιουργεί έναν δισδιάστατο πίνακα N(L+1), όπου ο αριθµός 
N αντιστοιχεί  στο  πλήθος των  καταστάσεων  του  µοντέλου και ο L στο µήκος  της  
ακολουθίας, και  χρησιµοποιεί µία µεταβλητή fk(i) για κάθε  θέση i  και  κατάσταση  k της  
ακολουθίας. Η τιµή της µεταβλητής ισούται µε την από κοινού πιθανότητα της ακολουθίας 
µέχρι το  κατάλοιπό i (π.χ . για το  κατάλοιπο x4 i=4) και  του µονοπατιού  που  αντιστοιχεί  




fk (i) = P(x1,x2,...,xi,π i = k)                   (1.10) 
 
 
Εικόνα 1.3 Η αναπαράσταση του πίνακα Forward, για ένα µοντέλο 10 καταστάσεων 
(states) και µία ακολουθία 7 καταλοίπων. Τα βέλη δείχνουν την συνεισφορά των 






Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 12:41:53 EET - 137.108.70.7
  17 
 
Ο αλγόριθµος υλοποιείται σε τρία βήµατα(steps) στο πρώτο βήµα γίνεται η  αρχικοποίηση 
του πίνακα  fk(i), στο  δεύτερο  συµπληρώνονται   οι  τιµ ές του  µε  κατεύθυνση  από  το  
κατάλοιπο x1 προς το  κατάλοιπο xL (σύµφωνα µε την  σχέση  (1.8)), και στο  τρίτο  βήµα 
αθροίζονται για να προκύψει η τελική πιθανοφάνεια σύµφωνα µε την σχέση (1.9). Αν δεν 
υπάρχει κατάσταση  λήξεως  (End), τότε  οι  πιθανότητες  απλώς  απαλείφονται . Η 
πολυπλοκότητα του αλγορίθµου είναι O(NL), διότι απαιτούνται NL υπολογισµοί. 




∀k,  i = L :  bk (L) = akE  
  
€ 
∀  1 ≤ i ≤ L :  bk (i) = aklel(xi+1)bl(i + 1)
l
∑




P(x |θ) = aBlel(xl)bl(1)
l
∑
              
(1.12) 
Ο αλγόριθµος Backward (Durbin, et al.,1998; Rabiner,1989) είναι παρόµοιος µε τoν 
Forward, η µοναδική διαφορά τους είναι η κατεύθυνση προς την οποία διατρέχει την 
ακολουθία, δηλαδή, ο Backward ξεκινά να γεµίζει τον πίνακα από το τελευταίο 
κατάλοιπο της ακολουθίας συµβόλων µε κατεύθυνση το πρώτο (xL->x1). Ο Backward 
χρησιµοποιεί ως ενδιάµεση µεταβλητή την   bk(i), η τιµή της οποίας είναι η από 
κοινού πιθανότητα από την θέση i+1, για κάθε κατάλοιπο που βρίσκεται στην θέση i, 
εφόσον το µοντέλο βρίσκεται στην κατάσταση k. Εποµένως: 
  
€ 
bk (i) = P(xi+1,...,xL |π i = k)                                                     (1.13) 
Εάν το µοντέλο δεν έχει κατάσταση λήξης (End), τότε στο βήµα της αρχικοποίησης 
οι πιθανότητες (µετάβασης προς αυτήν την κατάσταση) παίρνουν την τιµή 1. Το 
αποτέλεσµά που δίνει ο αλγόριθµος είναι ίδιο µε αυτό του Forward. 
1.6:	  Αποκωδικοποίηση	  
 
Η εύρεση του πιθανότερου µονοπατιού των καταστάσεων από το οποίο διήλθε το 
µοντέλο, για την εµφάνιση-παραγωγή της ακολουθίας των παρατηρήσεων, απαντά 
στο δεύτερο ερώτηµα, το οποίο τίθενται σε ένα HMM, και είναι γνωστή ω ς 
αποκωδικοποίηση (decoding). Ένας πολύ γνωστός αλγόριθµος αποκωδικοποίησης, ο 
οποίος είναι παρόµοιος µε τους προαναφερθέντες αλγορίθµους πιθανοφάνειας, είναι ο 
αλγόριθµος Viterbi (Durbin, et al.,1998; Rabiner,1989). 
 
1.6.1:	  Αλγόριθμος	  Viterbi	  
 
€ 
∀k ≠ B,  i = 0 :  uB (0) =1, uk (0) = 0  
€ 
∀  1≤ i ≤ L :  ul (i) = el (xi)maxk {uk (i −1)akl}                                               (1.14) 
  
€ 
P(x,πmax |θ ) = max
k
{uk (L)akE}                                                                   (1.15) 
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Ο αλγόριθµος Viterbi είναι παρόµοιος µε τον αλγόριθµο Forward, 
χρησιµοποιώντας τα ίδια δεδοµένα µε αυτόν για την παραγωγή αποτελέσµατος, 
δηλαδή, τις πιθανότητες µετάβασης και εµφάνισης. Η µοναδική διαφορά αυτών, 
έγκειται στο γεγονός, ότι στον αλγόριθµο Viterbi τα αθροίσµατα αντικαθίστανται από 
µεγιστοποιήσεις. Η διαφορά αυτή είναι εµφανής ανάµεσα στις σχέσεις (1.8)-(1.14) 
και (1.9)-(1.1). Με πmax συµβολίζεται το µονοπάτι µε την µεγαλύτερη πιθανότητα και 
η πιθανότητα αυτή συµβολίζεται ως P(x,πmax|θ). Συµπερασµατικά από τα παραπάνω, 
ισχύει πάντα P(x,πmax|θ)≤P(x|θ). Ένα επιπλέον χαρακτηριστικό του Viterbi είναι η  
ανάγκη αποθήκευσης του µονοπατιού, η οποία µπορεί να καλυφθεί µε την χρήση 
διαφόρων δοµών δεδοµένων (πίνακες, λίστες, ουρές κ.α.). 
1.7:	  Εκτίμηση	  Παραμέτρων	  Των	  HMM	  
 
Η αποδοτικότητα ενός HMM εξαρτάται από τις παραµέτρους (πιθανότητες 
µετάβασης-γεννήσεως) αυτού, για τον λόγο αυτό, οι  παράµετροι ενός µοντέλου θα 
πρέπει να εκτιµώνται “προσαρµόζονται”, ώστε να περιγράφεται όσο το δυνατόν 
καλύτερα το προς περιγραφή σύστηµα. Η εκτίµηση των παραµέτρων ενός 
πιθανοθεωρητικού-στατιστικου µοντέλου, όπως στην περίπτωση των HMM, είθισται 
να πραγµατοποιείται µε την µέθοδο της µέγιστης πιθανοφάνειας (Maximum 
Likelihood). Οι τιµές των παραµέτρων του µοντέλου θML µέσω των οποίων 
µεγιστοποιείται η συνάρτηση πιθανοφάνειας, θέτονται ως Εκτιµητές Μέγιστης 
Πιθανοφάνειας. Η συνάρτηση πιθανοφάνειας λειτουργεί ως η από κοινού συνάρτηση 
των παρατηρήσεων του µοντέλου, δοθέντος των παραµέτρων του µοντέλου, 
θεωρώντας τις τελευταίες ως τυχαίες µεταβλητές. Εποµένως: 
  
€ 
θ ML = arg max
θ
P(x |θ)                             (1.16) 
Συνήθως, για λόγους υπολογιστικής ευκολίας χρησιµοποιούµε τον λογάριθµο της 
l(x|θ), ο οποίος µεγιστοποιείται στην ίδια περιοχή µε αυτή. 
  
€ 
l(x |θ) = logP(x |θ)  
Εάν χρησιµοποιούµ ε τον λογάριθµο  της  πιθανοφάνειας  το  ζητούµενο  είναι  να 
µεγιστοποιήσουµε την  τιµή  του , ενώ  αν  χρησιµ οποιήσουµε το  αντίθετο  (αρνητικό 
λογάριθµο) ο σκοπός είναι η ελαχιστοποίηση αυτού. 
            Αν οι  ακολουθίες  που  χρησιµοποιούνται  είναι  πρωτεϊνικές , οι  παρατηρήσεις 
(σύµβολα) είναι τα αµινοξυκά κατάλοιπα. Στην περίπτωση όπου οι αλληχουχίες-πρωτεΐνες, 
οι οποίες µετέχουν  στην  εκπαίδευση  είναι  περισσότερες  από µία, τότε η συνολική 
πιθανοφάνεια είναι το  γινόµενο  των  πιθανοφανειών  τους.  Εποµένως, η  συνολική 
λογαριθµική πιθανοφάνεια είναι το άθροισµα των πιθανοφανειών όλων των αλληλουχιών. 
Από το σηµείο αυτό και σε όλα τα παρακάτω, η αλληλουχία x τίθεται ως το σύνολο των 
δεδοµένων εκπαίδευσης. 
             Στην ιδεώδη  (αλλά και  µη εφικτή ) περίπτωση , κατά  την  οποία  έχου µε την 
δυνατότητα να  γνωρίζουµε  τα  ακριβή µονοπάτια  στα  οποία  διήλθε  το µοντέλο για  τις 
αλληλουχίες εκπαίδευσης , ο  υπολογισµός  των  ΕΜΠ  είναι  πολύ  απλός . Θα  πρέπει 
απλούστατα να µετρήσουµε πόσες φορές πραγµατοποιήθηκε µία συγκεκριµένη µετάβαση 
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από κάθε κατάσταση, και πόσες φορές κάθε κατάλοιπο-αµινοξύ γεννήθηκε από κάθε 
κατάσταση. Εποµένως, οι ΕΜΠ για τις πιθανότητες µετάβασης θα είναι: 






∑                                   (1.17) 
              
€ 




∑                                   (1.18) 
 
          Όπου τα αθροίσµατα στους παρανοµαστές περιλαµβάνουν όλη την έκταση των 
παραµέτρων. Ένα πρόβληµα που µπορεί να δηµιουργηθεί µε αυτή την προσέγγιση, 
είναι να έχει κάποια παράµετρος µηδενική τιµή, γεγονός που θα οδηγήσει αυτόµατα 
στην εµφάνιση µηδενικών πιθανοτήτων. Το πρόβληµα αυτό λύνεται µε την πρόσθεση 
ψευδοτιµών. 
1.7.1:	  Ο	  Αλγόριθμος	  Baum-­Welch	  
 
Ο αλγόριθµος Baum-Welch εφαρµόζεται στην διαδικασία της εκτίµησης των 
παραµέτρων. Όπως έχει προαναφερθεί παραπάνω, είναι σύνηθες να µην γνωρίζουµε 
τις αλληλουχίες των καταστάσεων από τις οποίες διήλθε το µοντέλο, κατά την  
εκπαίδευση. Βάσει αυτής της παραδοχής το πρόβληµα γίνεται διττό, διότι τώρα εκτός 
από την εκτίµηση των παραµέτρων, θα πρέπει ταυτόχρονα να εκτιµηθούν και τα 
µονοπάτια. Έτσι, ο  Baum και η ερευνητική του ο µάδα πρότειναν τον αλγόριθµο 
Baum-Welch (Baum,1972). Ο αλγόριθµος αποτελεί ειδική περίπτωση του 
Expectation-Maximisation (EM) (Dempster, Laird, & Rubin, 1977), ο  οποίος έχει 
προταθεί ως µία γενική µέθοδος εκτίµησης παραµέτρων µε ελλείπουσες τιµές. Από το 
σηµείο αυτό θα γίνει η παρουσίαση του Baum-Welch ”υπό όρους” ΕΜ . Το κύριο 
χαρακτηριστικό του EM είναι η εκτίµηση παραµέτρων µε ελλείπουσες τιµές, στο 
πρόβληµα µας οι  ελλείπουσες τιµές είναι οι  άγνωστες καταστάσεις π (µονοπάτια). 
Στην παράγραφο αυτή µε θ,θt,θt+1…., συµβολίζονται οι  παράµετροι για κάθε 
επανάληψη, κατά την διαδικασία της εκπαίδευσης, και µε x το σύνολο των 
αλληλουχιών. 
Στον Baum-Welch για τις µεταβάσεις έχουµε: 
  
€ 
Akl = P(π | x,θ ')Akl(π) =
1
P(x) fk (i)aklel(xi+1)bl(i +1)i∑π∑                             
(1.19) 
και για τις πιθανότητες γεννήσεως: 
  
€ 






















                                           
(1.21) 
Περιληπτικά, ο Baum-Welch αποτελείται από 2 στάδια, στο πρώτο οι fk(i), 
bk(i) υπολογίζονται από τους αλγορίθµους Forward και BackWard αντίστοιχα, και 
έπειτα υπολογίζονται οι  τιµές των Akl,,Ek(b) από τους τύπους (1.19) και (1.20) 
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αντίστοιχα. Στο δεύτερο στάδιο οι  τιµές των Akl ,Ek(b) τοποθετούνται στις σχέσεις 
(1.17), (1.18), στη συνέχεια υπολογίζονται ξανά οι εκτιµητές µέγιστης πιθανοφάνειας, 
και η πιθανοφάνεια του µοντέλου. Η διαδικασία της εκπαίδευσης τερµατίζεται, όταν 
η διαφορά της πιθανοφάνειας (log Likelihood) της επανάληψης n και n-1, έχει τιµή 
µικρότερη από µία προκαθορισµένη τιµή, την οποία θέτουµε εµείς. Επίσης, µπορούµε 
να θέσουµε ως συνθήκες τερµατισµού ένα µέγιστο πλήθος επαναλήψεων ή όταν log 
Likelihood=0 (δηλαδή πιθανότητα=1).	  
1.7.2:	  Μέθοδοι	  Gradient-­descent	  
 
Ο αλγόριθµος Baum-Welch έχει όπως προαναφέρθηκε αρκετά θετικά 
χαρακτηριστικά. Τα σηµαντικότερα εξ αυτών είναι δύο, πρώτον είναι µαθηµατικά 
αποδεδειγµένη η σύγκλιση του, και δεύτερον είναι γρήγορος. Το κύριο µειονέκτηµα 
του είναι ότι η ανανέωση των παραµέτρων πραγµατοποιείται, εφόσον έχει εµφανιστεί 
όλο σύνολο εκπαίδευσης (batch mode of learning). Επίσης, δεν έχει την δυνατότητα 
αλλαγής µίας τ ιµής παραµέτρου, ε άν αυτή έχει µηδενιστεί. Δηλαδή αν µια 
παράµετρος πάρει την τιµή 0 δεν θα αλλάξει ποτέ από αυτόν τον αλγόριθµο. Οι Baldi 
και Chauvin (Baldi & Chauvin, 1994) έδωσαν την δική τους λύση για την 
αντιµετώπιση των παραπάνω µειονεκτηµάτων. 
Η µέθοδος Gradient-descent προτάθηκε ως µία γενική ευριστική µέθοδος 
ελαχιστοποίησης ενέργειας. Ορίζοντας µία συνάρτηση  f  µε n µεταβλητές: 
  
€ 
f( x ) = f (x1,x2,...,xn)  
η οποία παραγωγίζεται: 
  
€ 
(x0 ) = (x10,x20 ,...,xn0 )  




f (xt +1) = f (xt ) −ηΔf (x) 
Το διάνυσµα των µερικών παραγώγων της συνάρτησης ορίζεται ως Δ, και ως η 
θέτουµε ο  ρυθµός µάθησης (learning rate). Φυσικά τις παραµέτρους αποτελούν τα 
σύνολα των πιθανοτήτων µεταβάσεως και γεννήσεως. Για κάθε παράµετρο του 
µοντέλου η ανανέωση πραγµατοποιείται σύµφωνα µε την σχέση: 
  
€ 
ω t+1 =ω t −η
∂ℓ(x |θ)
∂ω
                                               (1.22) 
Εποµένως, το ζητούµενο είναι ο  υπολογισµός των µερικών παραγώγων του 
λογαρίθµου της πιθανοφάνειας, ως προς τις παραµέτρους του µοντέλου. Η µερική 




∂ logP(x |θ )
∂akl
= P(π | x,θ ) Akl (π )aklπ
∑ =
Akl
akl                                                      
(1.23) 
και για τις πιθανότητες γεννήσεως : 
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€ 
∂ logP(x |θ )
∂ek (b)





                                              
(1.24) 
Τελικά, η µερική παράγωγος του λογαρίθµου της πιθανοφάνειας ως προς τις 
παραµέτρους, ισούται µε την παράγωγο της συνάρτησης Q από την σχέση (1.21). Στο 
τέλος καταλήγουν στο ίδιο αποτέλεσµα, εφόσον και οι  δύο µηδενίζονται στο τοπικό 
ελάχιστο (Baldi & Chauvin, 1994). Εάν χρησιµοποιήσουµε την σχέση (1.22), 
τρέχοντας Gradient-descent µε πραγµατικές τιµές παραµέτρων, ενυπάρχει ο κίνδυνος 
να λάβουµε ακόµη και αρνητικούς εκτιµητές για τις πιθανότητες αυτές. Ως εκ τούτου, 
είναι αναγκαίο να θέσουµε ορισµένες βοηθητικές µεταβλητές, οι  οποίες παίρνουν 
τιµές µέσα στο εύρος των τιµών πιθανοτήτων (από 0 έως 1). Έπειτα, προχωρούµε 
στην ελαχιστοποίηση και στην συνέχεια ανακτούµε τις τιµές των πιθανοτήτων. Στην 
συγκεκριµένη περίπτωση χρησιµοποιούµε την µέθοδο  Krogh και Riss (Krogh, & 
Riss,1999). Λαµβάνουµε τις ανανεωµένες παραµέτρους για τις πιθανότητες από την: 























                                  (1.25) 
Για τις πιθανότητες µετάβασης από την σχέση: 
             
€ 
akl(t +1) =




























                                  (1.26) 
Για τις πιθανότητες γεννήσεως απο την σχέση: 
            
€ 
ek(t+1) =




























                 (1.27) 
Με την µέθοδο αυτή µπορούµε να πραγµατοποιήσουµε την διαδικασία της 
εκπαίδευσης εξαλείφοντας τον κίνδυνο του µηδενισµού κάποιων παραµέτρων, 
ταυτόχρονα µας δίνεται η δυνατότητα να πραγµατοποιήσουµε την διαδικασία “online 
training”, µέσω της οποίας οι  παράµετροι δύναται να ενηµερώνονται κατάλοιπο-
κατάλοιπο, χωρίς την ανάγκη της παρουσίασης όλου του συνόλου της εκπαίδευσης.  
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ΚΕΦΑΛΑΙΟ	  2:	  Class	  Hidden	  Markov	  Models	  
 
Σύνοψη 
Στο κεφάλαιο αυτό γίνεται η αναλυτική παρουσίαση των Class Hidden Markov 
Models (CHMM) µέσω µαθηµατικών σχέσεων, αλγορίθµων και εικόνων. Η ειδοποιός 
διαφορά ενός CHMM έναντι του HMM, έγκειται στο γεγονός ότι στο πρώτο, εκτός 
από την ακολουθία των συµβόλων έχουµε και την ύπαρξη ακολουθίας σηµάνσεων. 
Με την χρήση των σηµάνσεων µπορούµε να ο µαδοποιούµε τις καταστάσεις ενός 




Οι προσεγγίσεις στην εκπαίδευση των CΗΜΜ είναι γνωστές ως “µέθοδοι µε 
επίβλεψη” (supervised methods) ή µετά διδασκάλου. Στον αντίποδα, όταν δεν 
χρησιµοποιούµε µεθόδους επίβλεψης, από την πλευρά του ο  χρήστης δίνει απλά τις 
ακολουθίες στο µοντέλο, και αυτό µε την σειρά του πραγµατοποιεί  την βέλτιστη 
εκτίµηση των παραµέτρων, για την όσο καλύτερη περιγραφή του συστήµατος. Η αξία 
των CHΜΜ διακρίνεται εύκολα στον τοµέα της βιολογίας, όταν πρέπει να 
εκπαιδεύσουµε ένα µεγάλο µοντέλο το οποίο θα περιγράφει µε την δυνατότερη 
ακρίβεια µία πρωτεΐνη απαρτιζόµενη από αµινοξέα, τα οποία ανήκουν σε 
διαφορετικές περιοχές µέσα σε αυτή.  
 
Εικόνα 2.1 Γραφική αναπαράσταση δύο µοντέλων: Στο HMM όπως  έχει  παρουσιαστεί έως 
τώρα, η αναπαραγωγή της ακολουθίας συµβόλων εξαρτάται από τα σύνολα των πιθανοτήτων 
µετάβασης και γεννήσεως, ενώ το µοντέλο σχηµατίζει 1ης τάξης αλυσίδα. Το CHMM “γεννά” 
2 ακολουθίες, η πρώτη είναι η ακολουθία συµβόλων, όµοια µε το HMM, ενώ η δεύτερη µία 
ακολουθία σηµάνσεων. Το CHMM είναι αλυσίδα 1ης τάξης. 
 
          Ένα κατατοπιστικό παράδειγµα για την επεξήγηση “των ανωτέρων”, είναι αυτό 
της πρόγνωσης διαµεµβρανικών πρωτεϊνών. Πρώτα από όλα πρέπει να κατανοήσουµε 
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το πρόβληµα, έτσι για την περίπτωση αυτή, έχουµε µία πρωτεΐνη της  οποίας τα 
αµινοξέα “χωρίζονται” σε 3 κατηγορίες, τα διαµεµβρανικά, τα αµινοξέα τα οποία 
ανήκουν στην εξωτερική περιοχή της µεµβράνης και αυτά που ανήκουν στην 
εσωτερική. Εάν επιχειρούσαµε να λύσουµε το πρόβληµα µε µεθόδους “άνευ 
διδασκάλου”, θα έπρεπε να δηµιουργήσουµε 3 µοντέλα, ένα για κάθε κατηγορία, και 
στην συνέχεια να προχωρήσουµε στην ένωση των µοντέλων µέσω αυθαίρετων ( µη 
τεκµηριωµένων ) πιθανοτήτων µεταβάσεων. Το πρόβληµα αυτό παύει να υφίσταται 
χρησιµοποιώντας την µέθοδο “µετά διδασκάλου” ή µε επίβλεψη. Η µέθοδος αυτή 
στηρίζεται στην ύπαρξη σηµασµένων ακολουθιών ή αλληλουχίες µε ετικέτες, 
δηµιουργήθηκε από τον Krogh και είναι γνωστή ως Class Hidden Markov Model 
(Krogh, 1994).  
Σύµφωνα µε την µέθοδο αυτή κάθε αλληλουχία συµβόλων: 
             
€ 
x = x1, x2,...xL−1, xL  
συνδέεται µε µία ακολουθία σηµάνσεων: 
            
€ 
y = y1, y2,...yL−1, yL  
          Στο δικό µας παράδειγµα, αυτό της πρόγνωσης των διαµεµβρανικών 
πρωτεϊνών, το “αλφάβητο” των σηµάνσεων αποτελείται από 3 γράµµατα, αριθµός 
βεβαίως ίσος µε το πλήθος των κατηγοριών στις οποίες υπάγονται τα αµινοξέα της 
πρωτεΐνης. Έτσι, έχουµε µία σήµανση για την διαµεµβρανική περιοχής (M), µία για 
την εσωτερική πλευρά της µεµβράνης (I), και µία για την εξωτερική πλευρά της 
µεµβράνης (O). Επιπροσθέτως, θα πρέπει να θέσουµε µία κατανοµή για την 
πιθανότητα ταύτισης µίας κατάστασης µε µία συγκεκριµένη σήµανση από το σύνολο 
(“αλφάβητο”) των σηµάνσεων. Εφόσον έχουν προηγηθεί τα παραπάνω, προχωρούµε 
στην ο µαδοποίηση των καταστάσεων, η οποία συντελείται βάσει βιολογικών 
κριτηρίων, δηλαδή δηµιουργούµε µία ο µάδα καταστάσεων για την διαµεµβρανική 
περιοχή, µία για την εξωτερική περιοχή της µεµβράνης, και µία για την εσωτερική. 
Έτσι µε αυτόν τον τρόπο επιτυγχάνουµε να µοντελοποιήσουµε την πρωτεΐνη σε ένα 
µοντέλο, αντί για 3. Για την ταύτιση των καταστάσεων µε τις σηµάνσεις θέτουµε µία 
µεταβλητή δk(c), η οποία εκφράζει την πιθανότητα η κατάσταση k να έχει σήµανση c. 
Πρακτικά χρησιµοποιούµαι µία δίτιµη συνάρτηση µε τιµές 0 και 1, έτσι η συνάρτηση 
αυτή δίνει τιµή 1, εάν η κατάσταση συµφωνεί µε την σήµανση, και 0 στην αντίθετη 
περίπτωση, µε αποτέλεσµα την εξασφάλιση της ταύτισης µίας κατάστασης µε µία 
µόνο σήµανση.  
2.2:	  Πιθανοφάνεια	  
 
Ως λογική συνέχεια των παραπάνω για τον υπολογισµό της πιθανοφάνειας, όταν 
χρησιµοποιούµε µέθοδο  “µετά διδασκάλου”, θα πρέπει να λαµβάνεται υπόψη η 
ακολουθία των σηµάνσεων. Εποµένως, ορίζεται ως αντικειµενική συνάρτηση η από 
κοινού πιθανότητα P(x,y|θ) της ακολουθίας x µε την ακολουθία y, δοθέντος του 
µοντέλου θ, ως εξής: 
€ 
P(x,y |θ ) = P(x,y , π |θ ) = P(x,π |θ )
π∈∏ y








       
(2.1) 
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Συγκρίνοντας την σχέση αυτή µε την (1.7), γίνεται εύκολα αντιληπτό ότι η διαφορά 
είναι ο  τρόπος άθροισης, έτσι, στην (2.1) η άθροιση πραγµατοποιείται µόνο για τα 
µονοπάτια Π y, τα οποία σχηµατίζονται από καταστάσεις που ταυτίζονται µε την 
σήµανση. Για τον υπολογισµό της από κοινού πιθανότητας των ακολουθιών και των 
σηµάνσεων δοθέντος του µοντέλου, χρησιµοποιούµε τους παραλλαγµένους  
αλγορίθµους Forward και Backward, εφόσον έχουν γίνει σ’ αυτούς κάποιες 
κοινότυπες τροποποιήσεις. Η  τροποποίηση αυτή λαµβάνει χώρα µέσω του 
πολλαπλασιασµού των ενδιάµεσων µεταβλητών µε µία δίτιµη συνάρτηση (0,1, την 
οποία αναλύσαµε παραπάνω), η οποία κατ ουσίαν πραγµατοποιεί τον έλεγχο της 
συµφωνίας καταστάσεων και σηµάνσεων. Εποµένως, ο  τροποποιηµένος αλγόριθµος 
Forward είναι ο εξής: 
 
Τροποποιηµένος αλγόριθµος Forward 
        
€ 
∀k ≠ B,  i = 0 : fB (0) =1, fk (0) = 0 
        
€ 
∀1≤ i ≤ L :  f l (i) = el (xi )δ l (yi ) fk (i − 1)akl
k
∑
                                           
(2.2) 
         
€ 
P(x, y, |θ ) = fk (L)akE
k
∑                                (2.3) 
Βάσει της ίδιας λογικής σχηµατίζεται ο τροποποιηµένος αλγόριθµος Backward: 
 
Εικόνα 2.2 Η απεικόνιση του αλγορίθµου Forward µε  την  χρήση  σηµασµένων  ακολουθιών. 
Απεικονίζεται ένα υποθετικό µοντέλο 9 καταστάσεων και µία ακολουθία µε 6 κατάλοιπα, των 
οποίων οι σηµάνσεις αναγράφονται  στην  ίδια  στήλη. Όπως ε ίναι ευδιάκριτο, όταν οι  
καταστάσεις και τα κατάλοιπα ταυτίζονται ως προς τις σηµάνσεις, έχουµε µη µηδενικές τιµές 
για την f, ενώ στην αντίθετη περίπτωση έχουµε τιµή ίση µε το 0. 
 
 
Τροποποιηµένος αλγόριθµος Backward 
        
€ 
∀k,  i = L :bk (L) = akE  
        
€ 
∀k,  i = L : bk (i) = aklel (xi+1)δ l (yi+1)bl (i +1)
l
∑                       (2.4) 
        
€ 
P(x, y |θ ) = aBlel (x1 )bl (1)
l
∑                       (2.5) 
Όπως ε ίναι φυσικό οι  αλγόριθµοι αυτοί δίνουν µηδενικές τιµές στα κελιά των 
πινάκων τους, όταν δεν πληρείτε η συµφωνία των καταστάσεων και των σηµάνσεων 
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(Εικόνα 2.2). Εξαιτίας του ότι το πλήθος των επιτρεπτών µονοπατιών Πy είναι 
µικρότερο του Π, οδηγούµαστε στο λογικό συµπέρασµα P(x,y|θ)≤P(x|θ). 
 
2.3:	  Εκτίμηση	  παραμέτρων	  
 
Μέγιστη πιθανοφάνεια 
Η εκτίµηση µέγιστης πιθανοφάνειας µε την χρήση σηµασµένων ακολουθιών ορίζεται 
από την σχέση: 




P(x,y |θ )  
Όπως περιγράφτηκε παραπάνω, οι  αλγόριθµοι που εφαρµόζονται στις µεθόδους 
“χωρίς επίβλεψη”, µπορούν να εφαρµοστούν και στις “µετά διδασκάλου” µεθόδους, 
µετά την τροποποίηση τους. Βάσει αυτής της παραδοχής, αλλά και του γεγονότος ότι 
υπάρχει ανεξαρτησία µεταξύ των αλληλουχιών και των καταστάσεων, οι  σχέσεις 
(1.19) και (1.20) µετατρέπονται ως εξής: 




P(x,y |θ ) fk (i)aklel (xi+1)δ l (yi+1)bl (i +1)i∑                                              (2.6)
 




P(x,y |θ ) fk (i)bk (i){i|xij =b}
∑
                                     (2.7)
 
Μέσω των  τροποποιηµένων  αλγορίθµων  µπορούµε να  υπολογίσουµε  τις  τιµές  των 
P(x,y|θ), fl(i) και  bk(i), εποµένως , έχουµε  την  δυνατότητα  να  πραγ µατοποιήσουµε 
εκπαίδευση µέγιστης πιθανοφάνειας χρησιµοποιώντας τους αλγορίθµους  Baum-Welch και 
Gradient Descent. Έτσι, ο  υπολογισµός των εκτιµητών µέγιστης πιθανοφάνειας από 
τον αλγόριθµο Baum-Welch µε σηµάνσεις (labels) προκύπτει από τις σχέσεις: 




Ak ʹ′ l c
l '
∑
                                                                 (2.8) 
       
  
€ 







                                            (2.9) 
Επίσης, από τον αλγόριθµο Gradient Descent µε την χρήση σηµάνσεων (labels), οι 
εκτιµητές µέγιστης πιθανοφάνειας υπολογίζονται από τις σχέσεις: 
       
€ 
akl(t +1) =




























                               (2.10) 
       
€ 
ek(t+1) =




























           (2.11) 
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Δεσµευµένη Μέγιστη πιθανοφάνεια 
          Για την χρήση των σηµασµένων ακολουθιών ο Krogh (Krogh,1994) 
δηµιούργησε µία νέα µέθοδο εκπαίδευσης, την επονοµαζόµενη µέθοδο της 
Δεσµευµένης Μέγιστης πιθανοφάνειας (Conditional Maximum Likelihood). Βάσει 
αυτής προσπαθούµε να µεγιστοποιήσουµε την πιθανότητα των σηµάνσεων, δοθέντος 
του µοντέλου και των ακολουθιών: 




P(y | x,θ) = argmax
θ
P(x,y |θ )
P(x |θ )  
          Ο Krogh απέδειξε επίσης ότι αυτή η µέθοδος-προσέγγιση είναι µία γενική 
περίπτωση της γνωστής διαδικασίας εκπαίδευσης µε το κριτήριο της Μέγιστης 
αµοιβαίας πληροφορίας (Maximum Mutual Information), η οποία αναφέρεται από 
τον (Rabiner, 1989). Ο αρνητικός λογάριθµος αυτής της δεσµευµένης  πιθανοφάνειας 
µπορεί να τεθεί ως η διαφορά: 
        
€ 
ℓ = −logP(y | x,θ ) = ℓ c − ℓ f  
Ορίζοντας: 
       
€ 
ℓC = −logP(x,y |θ ) 
       
€ 
ℓ f = −logP(x |θ )  
          Με τους δείκτες  f και c, ορίζουµε αντίστοιχα την πιθανοφάνεια στην 
περίπτωση όπου οι σηµάνσεις δεν λαµβάνονται υπόψη (free-running phase), και στην 
περίπτωση όπου λαµβάνονται υπόψη (clamped phase). Από τις σχέσεις (1.23) και 
(1.24) υπολογίζονται οι  αναµενόµενες τιµές και τις µερικές παραγώγους  των 
παραµέτρων του µοντέλου.  












akl                                                       (2.12) 











Ekc (b) − Ekf (b)
ek (b)                                         (2.13)
 
          Όπως είναι φυσικό ο  αλγόριθµος Baum-Welch δεν είναι δυνατόν να 
χρησιµοποιηθεί, εξαιτίας του ότι η διαφορά των αναµενόµενων τιµών θα παράξει 
αρνητικές εκτιµήσεις για τις παραµέτρους. Στον αντίποδα, µε την χρήση των µερικών 
παραγώγων µπορούµε να εκτελέσουµε εκπαίδευση µε τον αλγόριθµο Gradient 
Descent. Η σχέση µέσω της οποίας υπολογίζονται οι  ανανεωµένες τιµές των 
παραµέτρων στην επανάληψη t, ορίζεται ως: 
     
€ 
akl(t +1) =




























                             (2.14) 
       
€ 
ek(t+1) =




























               (2.15) 
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          Τα δύο  βασικά µειονεκτήµατα της µεθόδου αυτής, είναι πρώτον ότ ι 
“καταναλώνει” διπλάσιους υπολογιστικούς πόρους, τόσο στην µνήµη, όσο και στην 
υπολογιστική ισχύ, καθώς απαιτούνται δύο τρεξίµατα των αλγορίθµων για τον 
υπολογισµό των δύο πιθανοφανειών, και δεύτερον η εύρεση της βέλτιστης τιµής για 
τον ρυθµό µάθησης. Το πρόβληµα του ρυθµού µάθησης αντιµετωπίστηκε ως ένα 
µεγάλο βαθµό µέσω ενός αλγορίθµου, ο  οποίος προτάθηκε από τους  (Bagos, 
Liakopoulos, & Hamodrakas, 2004), και στηρίζεται στην χρήση διαφορετικών 
ρυθµών µάθησης και στην αναπροσαρµογή αυτών, κατά την διάρκεια της 
εκπαίδευσης. Το πλεονέκτηµα της µεθόδου αυτής είναι η καλύτερη ικανότητα 
περιγραφής-µοντελοποίησης των συστηµάτων.  
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Κεφάλαιο	  3:	   Εκτίμηση	  Παραμέτρων	  με	   την	  Χρήση	  του	  Viterbi	  
Training	  
 
3.1:	  Γενική	  περιγραφή	  του	  viterbi	  training	  
 
Στην ενότητα αυτή παρουσιάζεται ένας πολύ απλός αλγόριθµος εκτίµησης 
παραµέτρων, ο οποίος εντάχθηκε στην βιβλιογραφία σχετικά αργά. Ο αλγόριθµος 
αυτός ονοµάζεται Viterbi training ή αλλιώς segmentalk-means algorithm και 
προτάθηκε από τους Juang και Rabiner το 1990 (Juang & Rabiner,1990). Όπως έχει 
προαναφερθεί παραπάνω, είναι σύνηθες να µην γνωρίζουµε τις αλληλουχίες των 
καταστάσεων από τις οποίες διήλθε το µοντέλο, κατά την εκπαίδευση. Βάσει αυτής 
της παραδοχής, το πρόβληµα στην διαδικασία της εκτίµησης των παραµέτρων γίνεται 
διττό, διότι τώρα εκτός από την εκτίµηση των παραµέτρων, θα πρέπει ταυτόχρονα να 
εκτιµηθούν και τα µονοπάτια. Η  λύση του προβλήµατος αυτού µέσω του Viterbi 
training περιλαµβάνει 2 βήµατα, τα οποία αποτελούν και την βάση της  δηµιουργίας 
του.  
• εύρεση του πιθανότερου µονοπατιού των καταστάσεων µε την χρήση του 
αλγορίθµου viterbi,  
• θεώρηση-παραδοχή του µονοπατιού αυτού ως πραγµατικό, και εν συνεχεία 
χρήση των τύπων (1.17) και (1.18) για την εκτίµηση των παραµέτρων. 
Ο αλγόριθµος παρουσιάστηκε για πρώτη φορά το 1968 µε το όνοµα K-means 
algorithm (MacQueen, 1967) στην βιβλιογραφία της στατιστικής ο µαδοποίησης 
(clustering). Με την εύρεση του πιθανότερου µονοπατιού (µέσω του Viterbi), και την 
θεώρηση αυτού ως πραγµατικό, η από κοινού πιθανοφάνεια µίας αλληλουχίας και του 
µονοπατιού αυτού υπολογίζεται από ένα απλό γινόµενο (1.6), εποµένως, η εφαρµογή 
των τύπων για τον υπολογισµό των ε κτιµητών µέγιστης πιθανοφάνειας είναι το 
επόµενο λογικό βήµα. Οι Juang και Rabiner απέδειξαν ότι η επαναλαµβανόµενη και 
διαδοχική εκτέλεση των παραπάνω δύο βηµάτων,  έχει ως αποτέλεσµα την 
µονοτονική αύξηση της πιθανοφάνειας, η οποία ονοµάστηκε πιθανοφάνεια 
βελτιστοποιηµένη για τις καταστάσεις (state-optimized likelihood). Ένα πολύ 
σηµαντικό πλεονέκτηµα του αλγορίθµου, είναι το γεγονός ότι συγκλίνει πάντα σε ένα 
τοπικό µέγιστο της πιθανοφάνειας σε ένα πεπερασµένο πλήθος επαναλήψεων, λόγω 
των πεπερασµένων πιθανών µονοπατιών. 
Η τιµή που θα έχει το τοπικό µέγιστο, βάσει της οποίας κρίνεται η 
προγνωστική αξία των µοντέλων, βρίσκεται σε εξάρτηση µε τον καθορισµό των 
αρχικών τιµών. Όπως και στην περίπτωση των άλλων αλγορίθµων που έχουν 
αναφερθεί, δεν µπορεί να δοθεί διαβεβαίωση ότι το µέγιστο της πιθανοφάνειας που 
θα βρει ο αλγόριθµος είναι ταυτόχρονα και ολικό. Ο Viterbi training µοιάζει πολύ µε 
τον Baum-welch, η βασική διαφορά τους έγκειται στο γεγονός ότι ο πρώτος λαµβάνει 
υπόψη την συνεισφορά µόνο του πιθανότερου µονοπατιού για τον υπολογισµό της 
τιµής, ενώ ο  δεύτερος αθροίζει την συνεισφορά όλων των πιθανών µονοπατιών. 
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Βάσει αυτής της ειδοποιού διαφοράς ο  Viterbi training θεωρητικά θα παράγει 
αποτελέσµατα λίγο χειρότερα, όµως κατέχει το πλεονέκτηµα ότι για τον υπολογισµό 
του απαιτεί για κάθε επανάληψη µόνο ένα “τρέξιµo” του Viterbi, ενώ ο αλγόριθµος 
Baum-Welch ένα  “τρέξιµο” του Forward και ένα του Backward, γεγονός που τον 
καθιστά σχεδόν δύο φορές ταχύτερο.  
 
3.2:	  Τροποποιημένος	  αλγόριθμος	  Viterbi	  
€ 
∀k ≠ B,  i = 0 :  uBy (0) =1, uky (0) = 0  
€ 
∀1≤ i ≤ L :  uly (i) = δ l (yi)el (xi)maxk {uk
y (i −1)akl}            (3.1) 
€ 
P(x,y,π y |θ) = max
k
{uky (L)akE}              (3.2) 
Ο τροποποιηµένος αλγόριθµος Viterbi (Bagos, Liakopoulos, & Hamodrakas, 2006) 
χρησιµοποιήθηκε για την διαδικασία αποκωδικοποίησης (decoding), µε την χρήση 
κάποιων ακολουθιών µε σηµάνσεις (labels). 
Ο τροποποιηµένος αλγόριθµος Viterbi είναι παρόµοιος µε τον Viterbi, όπως 
αυτός αναλύθηκε στο κεφάλαιο 1. Η διαφορά τους έγκειται στο γεγονός ότι ο 
τροποποιηµένος Viterbi λαµβάνει υπόψη τις σηµάνσεις των ακολουθιών. 
Συγκεκριµένα,  η συνάρτηση δl είναι µία δίτιµη συνάρτηση, η οποία ελέγχει αν οι 
καταστάσεις ταυτίζονται µε τις σηµάνσεις της ακολουθίας, έτσι, όταν υπάρχει 
ταύτιση η τιµή της είναι ένα, ενώ στην αντίθετη περίπτωση 0. Η συνάρτηση δl 
πολλαπλασιάζεται µε την ενδιάµεση µεταβλητή, για τον  υπολογισµό  της  
€ 
uly . Έτσι 
προκύπτει η  από  κοινού  πιθανότητα  της  ακολουθίας  και  των  σηµάνσεων, δοθέντος  του  
µοντέλου
€ 
P(x,y,π y |θ). 
 
3.3:	  Viterbi	  Training	  
 
Στα πλαίσια αυτής της εργασίας δηµιουργήσαµε τον Viterbi training για ακολουθίες 
µε σηµάνσεις (labels) . Ο αλγόριθµος µας είναι µία µέθοδος εκτίµησης παραµέτρων 
“µετά διδασκάλου”, εποµένως, απαιτεί την ύπαρξη σηµασµένων ακολουθιών. Όπως 
έχει προαναφερθεί, κατά την διαδικασία της εκτίµησης των παραµέτρων αναζητούµε 
ταυτόχρονα το πιθανότερο µονοπάτι των καταστάσεων και τους εκτιµητές των 
παραµέτρων. Η δική µας προσέγγιση είναι η εξής: Αρχικά βρίσκουµε το πιθανότερο 
µονοπάτι µέσω του τροποποιηµένου Viterbi, έπειτα θεωρούµε το µονοπάτι αυτό ως 
πραγµατικό, και στο τελευταίο βήµα προχωρούµε στην εκτίµηση των παραµέτρων. 
Οι εκτιµητές µέγιστης πιθανοφάνειας (ΕΜΠ) υπολογίζονται για τις µεταβάσεις µέσω 
της σχέσης (1.17) και για τις γεννήσεις µέσω της (1.18). Η διαφορά του αλγορίθµου 
µας µε όλους τους άλλους που έχουν προαναφερθεί, έγκειται στον τρόπο 
υπολογισµού των εκτιµητών µέγιστης πιθανοφάνειας. 
 
Συγκεκριµένα, για τον υπολογισµό των Αkl και Ek(b), οι οποίοι αποτελούν τους 
αριθµητές των σχέσεων (1.17) και (1.18) αντίστοιχα, οι  µέθοδοι Baum-Welch και 
Gradient Descent απαιτούσαν για τον υπολογισµό τους, τις τιµές των αλγορίθµων 
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Forward και Backward, σχέσεις (1.19) και (1.20). Στον αντίποδα, µε τον αλγόριθµο 
Viterbi training ο υπολογισµός των Αkl, Ek(b) πραγµατοποιείται ως εξής:  
 
• Θεωρώντας το µονοπάτι του τροποποιηµένου Viterbi ως πραγµατικό 
µετράµε τον αριθµό των µεταβάσεων της κάθε κατάστασης προς τις 
άλλες, και οι  αριθµοί (score) που προκύπτουν από αυτήν την 
καταµέτρηση αποτελούν τις τιµές του Αkl. 
• Bάσει της ίδιας λογικής υπολογίζονται και οι  τιµές του Ek(b), έτσι, 
θεωρώντας ότι οι  καταστάσεις του µονοπατιού γέννησαν την ακολουθία 
των συµβόλων, µετρούµε πόσες φορές γέννησε η εκάστοτε κατάσταση το 








E c*k (b). Έτσι οι 
σχέσεις (1.17) και (1.18) µετασχηµατίζονται αντίστοιχα σε: 
€ 





                    (3.3) 
  
€ 





                   (3.4) 
Ο Viterbi training µπορεί να εφαρµοστεί και µε τον αλγόριθµο Gradient-Descent. 
Στην περίπτωση αυτή οι  ε κτιµητές µέγιστης πιθανοφάνειας υπολογίζονται από τις 
σχέσεις: 
            
€ 
akl(t +1) =




























                                                    (3.5)
 
            
€ 
ek(t+1) =




























                                     (3.6)
 
Επίσης, ο  αλγόριθµος Viterbi training µπορεί να χρησιµοποιηθεί µε  µέθοδο της 
Δεσµευµένης Μέγιστης πιθανοφάνειας (Conditional Maximum Likelihood). 
Χρησιµοποιώντας την µέθοδο αυτή, οι ΕΜΠ προκύπτουν από τις σχέσεις: 
            
€ 
akl(t +1) =




























                                  (3.7) 
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€ 
ek(t+1) =




























        (3.8) 
 
Συµπερασµατικά, µέσω του Viterbi training αντικαθίσταται η χρήση των δύο 
αλγόριθµων Forward και Backward σε κάθε επανάληψη της διαδικασίας 
υπολογισµού των ΕΜΠ, µε την χρήση του τροποποιηµένου Viterbi. Αυτό έ χει ως 
αποτέλεσµα την µείωση του χρόνου εκπαίδευσης σε σηµαντικό βαθµό, ενώ τα 
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Η νέα κλάση Viterbi training ενσωµατώθηκε σε µία προϋπάρχουσα υλοποίηση 
(Πρόγραµµα), η οποία χρησιµοποιήθηκε σε παλαιότερες εργασίες. Συγκεκριµένα, ο 
Viterbi training ενσωµατώθηκε στο τµήµα της  προϋπάρχουσας υλοποίησης, στο 
οποίο πραγµατοποιείται η εκτίµηση των παραµέτρων. Με την εισαγωγή του  Viterbi 
training στο τµήµα αυτό, η εύρεση των εκτιµητών µέγιστης πιθανοφάνειας 
πραγµατοποιείται πλέον µε δύο τρόπους, ο  πρώτος είναι µε τους αλγορίθµους 
Forward και Backward, και ο  δεύτερος µε τον Viterbi training, σύµφωνα µε την 
ανάλυση του έγινε στο κεφάλαιο 3.  
 





public class Viterbi Training extends HMMAlgo 
{ 
 
public double [][] A;      //A=AC+AF 
public double [][] AC;     //
€ 
Aklc* 
public double [][] AF;     //
€ 
Aklf * 
public double [][] EC;     //
€ 
Ekc*(b) 
public double [][] EF;    //
€ 
Ekf *(b) 
public String [] PathF; 
public static double VPROBC;   //the log viterbi likelihood with             
//labels 
public static double VPROBF; //the log viterbi likelihood without             
//labels 
 
public Viterbi Training(HMM hmm, Seq x, String flow) 




int length=x.getLen(); //protein length  
String [] Path; 
String [] PathC; 
 
if(flow.equals("CML"))    //conditional maximum likelihood case 
{ 
viterbiPathC=GetPath(hmm,x,false);  //viterbi path with labels 
viterbiPathF=GetPath(hmm,x,true);   //viterbi path without labels 
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AC=new double[Params.nstate][Params.nstate]; //nstate=model’s 
number of states  
EC=new double[Params.nstate][Params.nesym];  //nesym=model’s 























else //if we’re computing the maximum likelihood 
{ 
viterbiPath=GetPath(hmm,x,false); //viterbi path with labels 
 









private String GetPath(HMM hmm, Seq x, boolean free ) 
{   //if free is true then viterbi is executed without labels 




Viterbi vit5 = new Viterbi(hmm, x, free ); //callout of viterbi 
function 
Path=vit5.getPath();    //viterbi path 
prob=vit5.getProb();    //log viterbi likelihood 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 12:41:53 EET - 137.108.70.7
  35 
SetViterbiProb(prob,free);   //initialization of the propability 
return Path; 
} 
private String[] CutPathAndSet(String Path,int sequencelength) 
{    //gets the states of the path as a single string and 
seperates every state and it stores them in a matrix in which 
every cell is a different state and it returns the matrix 
 








char [] table; 
table=new char[1]; 
int i=0;  
String p=""; 
int position=0;  
lengthOfCharacter=charactercounter(); 
while(i<length*lengthOfCharacter)    //for every type of state 
{ 
                                                        
position=i/lengthOfCharacter; 
table[0]=Pathseq.charAt(i);                                                      
p=newString(table);                                                      
statepath[position]=p;              
     
for(int j=i+1;j<i+lengthOfCharacter;j++) 
{ 
table[0]=Pathseq.charAt( j ); 
p=new String(table); 
      
statepath[position]=statepath[position]+p; 
}          
i=i+lengthOfCharacter; 
 






Private int character counter()  //counts the number of the 
characters of the states and then it returns it 
{ 
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private  void Score(String sequencePath[],double 
A[][],Seqx,double E[][]) 
{    //at first, the matrices A and E have zero values 
     //uses the path and calculates the score of the transitions 
of the states eg. If from the 3rd state we’re transitioning to 
the 5th state then A[3-1][5-1]=A[3-1][5-1]+1. For the emissions 
matrix E we match every amino acid with every state eg. If we 
have from the path the 4th state and from the amino acid sequence 
the 7th amino acid then E[4-1][7-1]=E[4-1][7-1]+1. P.S. we 










int L = x.getLen(); 
row=column=0; 




if(StatePrevious.equals(Params.state[k])) //we’re calculating to 























k++;     
} 
   
if(StateNext.equals(Params.state[i]))   //find the number of the 
state 
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if(k==2)      
i= Params.nstate; 
}      //end of for params 
A[row][column]=A[row][column]+1;  




} //end of while 







if(Params.ALLOW_END)  //if we have an End state 
{ 




if(StatePrevious.equals(Params.state[k]))  //calculating the last 







private  void SetViterbiProb(double prob,boolean free) 
{  //initialization of viterbi propability 
 




}          
public  double  SendTheA(int i,int j) 
{   




public  double  SendTheAF(int i,int j) 
{   
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public  double  SendTheEC(int i,int j) 
{   




public  double  SendTheEF(int i,int j) 
{   













Το τµήµα του προγράµµατος όπου γίνεται ο υπολογισµός των πινάκων A και E, 




for (int s=0; s<nseqs; s++)  // Foreach sequence 
{ 
System.out.print( "." ); 
 
     
if(!TrainingWithViterbi) //if we’re not executing viterbi 
training 
{ 
Forward fwd  = fwds[s]; //forward execution for the protein s 
Backward bwd = bwds[s]; //backward execution for the protein s 
                                     
int L = seqs.seq[s].getLen();  //sequence length 
double P = logP[s]; 
 
for (int i=1; i<=L; i++) 
for (int k=0; k<Params.nstate; k++) 
{     
     
E[k][esyminv[seqs.seq[s].getSym(i-1)]] += exp(fwd.f[i][k] + 
bwd.GetVal( i, k ) - P); //computing 
€ 
Ekc (b) with forward and 
backward 
    
} 
AddExpC_A( A, seqs.seq[s], P, fwd, bwd ); //computing 
€ 
Aklc  with 
forward and backward  
} 
else //if we’re executing viterbi training 
{ 
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ViterbiTraining SecondWay=new 
ViterbiTraining(hmm,seqs.seq[s],"ML"); 
                                         
Viterbilikelihood=Viterbilikelihood+SecondWay.VPROBC; //we’re 
adding the log viterbi likelihood for every protein 
                                       
                                           
for(int i=0;i<Params.nstate;i++) 
{ 
                                                    
for(intj=0;j<Params.nstate;j++) 
{                      





                                                           
} 
                                                    




                                                    
for(intm=0;m<Params.nesym;m++) 
{ 





                                                           
} 
                                                                                               
} 
                                       
} 
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Στην ενότητα αυτή παρουσιάζονται τα αποτελέσµατα του µοντέλου µας, µε την 
µορφή εικόνων και π ίνακα. Στις εικόνες απεικονίζεται η πιθανοφάνεια, ενώ στον 
πίνακα δείκτες αποδοτικότητας του µοντέλου. Το µοντέλο που χρησιµοποιήθηκε 
είναι 62 καταστάσεων, ενώ ως training set χρησιµοποιείται ένα set 20 πρωτεϊνών β-
βαρελιών.  
 
Η απεικόνιση του µοντέλου: 
 
Μοντέλο Εκπαίδευσης 
Η εικόνα προέρχεται από το (Bagos, Liakopoulos, & Hamodrakas, 2004) 
 
 
Στην παρακάτω εικόνα εµφανίζονται, η  γραφική παράσταση του αρνητικού 
λογαρίθµου της πιθανοφάνειας ενός σέτ 20 πρωτεϊνών β-βαρελιών (training set), η  
οποία προκύπτει µετά την εκτίµηση παραµέτρων από τον τροποποιηµένο αλγόριθµο 
Gradient Descent (Bagos, Liakopoulos, & Hamodrakas, 2004), χρησιµοποιώντας για 
την εύρεση των εκτιµητών µέγιστης πιθανοφάνειας τους αλγορίθµους Forward και 
Backward, και η  γραφική παράσταση του αρνητικού λογαρίθµου της πιθανοφάνειας 
για το ίδιο training set, η οποία προκύπτει µετά την εκτίµηση παραµέτρων από τον 
τροποποιηµένο αλγόριθµο Gradient Descent (Bagos, Liakopoulos, & Hamodrakas, 
2004), χρησιµοποιώντας για την εύρεση των εκτιµητών µέγιστης πιθανοφάνειας τον 
αλγόριθµο Viterbi training. 
 
Εµφάνιση των δύο παραπάνω γραφικών παραστάσεων σε ένα διάγραµµα 
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Στην παρακάτω εικόνα εµφανίζονται, η  γραφική παράσταση του αρνητικού 
λογαρίθµου της πιθανοφάνειας ενός σέτ 20 πρωτεϊνών β-βαρελιών (training set), η 
οποία προκύπτει µετά την εκτίµηση παραµέτρων από τον αλγόριθµο Baum-Welch, 
χρησιµοποιώντας για την εύρεση των εκτιµητών µέγιστης πιθανοφάνειας τους 
αλγορίθµους Forward και Backward, και η γραφική παράσταση του αρνητικού 
λογαρίθµου της πιθανοφάνειας ενός σέτ 20 πρωτεϊνών β-βαρελιών (training set), η  
οποία προκύπτει µετά την εκτίµηση παραµέτρων από τον αλγόριθµο Viterbi training. 
Αξίζει να σηµειωθεί ότι το µέγιστο πλήθος των επαναλήψεων σε αυτή την περίπτωση 
είναι 4. 
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Πίνακας αποδοτικότητας 
 
Ο παρακάτω πίνακας παρουσιάζει την αποδοτικότητα του µοντέλου, όπως αυτή 
προέκυψε µε την α ποκωδικοποίηση από τον αλγόριθµο viterbi. Οι δείκτες 
αποδοτικότητας είναι: Q= το ποσοστό των σωστά προβλεπόµενων καταλοίπων, C= ο 
συντελεστής συσχέτισης Matthews, sov= το µέτρο των επικαλυπτόµενων τµηµάτων, 
ο αριθµός των επαναλήψεων, ο  χρόνος εκπαίδευσης,  και η τιµή της πιθανοφάνειας. 
Ο αλγόριθµος Gradient Descent είναι ο  τροποποιηµένος Gradient Descent (Bagos, 





















0.884 0.880 0.880 0.880 
C 
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20973 20932 20974 20932 
Iterations 
 
35 41 3 4 
Training Time 
(sec)                       




Σύµφωνα µε τα αποτελέσµατα που παρουσιάστηκαν στην ενότητα 4.2, η 
αποδοτικότητα του µοντέλου µειώνεται ελάχιστα “οριακά”, στην περίπτωση όπου, 
κατά την εκτίµηση των παραµέτρων από τους αλγορίθµους, τροποποιηµένος Gradient 
Descent (Bagos, Liakopoulos, & Hamodrakas, 2004) και Viterbi training,  ο 
υπολογισµός των εκτιµητών µέγιστης πιθανοφάνειας γίνεται από τον Viterbi training, 
σε σύγκριση µε την περίπτωση όπου,  κατά την εκτίµηση των παραµέτρων από τους 
αλγορίθµους, τροποποιηµένος Gradient Descent (Bagos, Liakopoulos, & 
Hamodrakas, 2004) και Baum-welch, ο  υπολογισµός των εκτιµητών µέγιστης 
πιθανοφάνειας, γίνεται µε την χρήση των Forward και Backward. 
          Το κύριο πλεονέκτηµα του αλγορίθµου Viterbi training, όπως παρουσιάζεται 
και στον πίνακα αποδοτικότητας, είναι η µείωση του χρόνου εκπαίδευσης. 
          Εποµένως, µε τον αλγόριθµο Viterbi training µπορούµε να εκπαιδεύουµε τα 
µοντέλα σε λιγότερο χρόνο, µε µία µικρή µεταβολή της απόδοσης των µοντέλων. Το 
γεγονός αυτό τον καθιστά ιδανικό σε  περιπτώσεις όπου τα προς περιγραφή 
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συστήµατα χρειάζονται µεγάλη υπολογιστική ισχύ (µεγάλα µοντέλα, πολύ µεγάλος 
όγκος πληροφορίας)  
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