We consider the adiabatic approximation as it is applied to a familiar class of infinite-dimensional equations. We show how this approximation may be directly invalidated by analyzing a statistical form of the eigenvalue equation before and after the adiabatic approximation is made. We introduce a statistical quantity which can be used to predict the existence of periodic windows in the chaotic regime.
Introduction
Adiabatic elimination of dynamical variables plays a central role in the study of laser instabilities and, more generally, in the field of nonlinear dynamics. Here we consider this standard technique when it is applied to a familiar class of delay-differential equa tions (DDE). This class of equations (see Eq. (1) below) are used to model such systems as semiconductor lasers coupled to external cavity systems [1] [2] [3] . These equations are infinite-dimensional due to the delay term. Understanding and characterizing the stability properties of these equations has proved difficult due to the lack of rigorous mathematics for this class. Consequently, the characterization of nonlinear delay systems has depended heavily on computational re sults.
In this paper we compute the real and imaginary parts of the eigenvalues of the linearized form of (1) before and after an adiabatic approximation is made. We show, by statistical methods, how our analysis may directly and simply invalidate the taking of this approximation (or limit) for this class of equations. This statistical approach may also be very useful in the determination of periodic regimes where mostly chaotic solutions are predicted.
* Now at AT & T Bell Laboratories, Murray Hill, New
Jersey 07974. Reprint requests to Dr. D. Heffernan, School of Physical Sciences, Dublin City University, Dublin 9, Ireland.
Delay Equations
Formally, we consider the following class of wellstudied infinite-dimensional nonlinear equations:
where // is the bifurcation parameter; y (the Debye relaxation rate) and rj are constants. The first term on the right hand side of (1) represents (nonlinear) feed back with delay time tr. In this paper we consider three specific functional forms for f(x; //). Firstly, consider the physical system depicted in Fig. 1 , where coherent light is incident on a ring system. A cell which contains a two level ab sorptive medium (e.g. a gas) is inserted in one of the arms of the cavity. If we assume that the atomic sys tem is homogeneously broadened and that the transi tion frequency of the atoms coincide with that of the incident field, then in the dispersive limit and under strong dissipation f(x; h) may be written [4, 5] :
where fi is proportional to the power of the incident light, and c represents the dissipation of the electro magnetic field in the cavity. In this case the variable x in (1) represents the phase shift suffered by the electric field in the medium and xB the linear phase shift across the medium. The delay tr is the time required for light to make a roundtrip in the cavity.
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where £ is a constant. In our study we shall also use /(x; p) given by
which is a continuous form of the well-studied logistic map. Table 1 contains the parameter values used for the three different cases of f{x;p) presented here. These values were chosen such that (1) predicted chaotic behaviour for nearly all tr, as in this paper we are only concerned with the effect of the delay time.
The Adiabatic Approximation
The adiabatic procedure [4, 8] entails the explicit elimination of rapidly adjusting variables. Elimina tion of rapidly relaxing variables in a system's dynam ics can lead to a considerable reduction in complexity of a problem, sometimes to the point that analytic solutions become accessible. In a semiconductor laser, for example, we assume that induced polarization re laxes much faster than any of the other variables (e.g., the cavity electromagnetic field or the population in version). Consequently, we take the stationary value of polarization, so reducing the number of coupled differential equations.
If we rescale time by letting x = t/tT, (1) may be written:
where oc = ytTrj. In the limit a-+oo [which for example corresponds to the medium responding to the electric field adiabatically (or instantaneously) in the system of Fig. 1 ] we get from (5) either
A one-dimensional iterative map viz. x (t)= /(x (t-1)) is derived from the latter limit and constitutes an adiabatic approximation. Fhis approximation, which leaves the differential undefined, has been assumed valid in some studies (e.g. [8] ). However, the validity of this approximation has been brought into question by the work of Le Berre et al. [9] , We also question the validity of this approximation by considering a very different approach than that made in [9] . Our ap proach compares statistical forms of the linearized equation before and after the adiabatic approxima tion is made.
Linear Stability Analysis
In the following we make the common assumption that dynamical states separated by a roundtrip time have identical stability properties. A linear stability analysis of (5) yields the characteristic equation:
where the notation f'(x T ) = df (xr)/dxr and xT = x (t -1) is used. For the map-model which may be written as xn+1= f(x n; p;rj),
where n (= n t) now plays the role of the time variable, a linear stability analysis yields the characteristic equation:
Letting /. = a+ ico in (6) gives:
Equations (9) and (10) have an infinite number of discrete solutions. By letting /. = a + ito in (8) we find:
cj = n n, n e TL .
Note that (9) and (10) reduce (smoothly) to (11) and (12) in the singular limit a -»oo. It is also easy to show that a is bounded by lo g |/'(x T )| in (9) , so that for relatively large a the condition a|>a is well fulfilled (since log |/'(x t)|~ 1 for our equations). However, while the allowed values of co collapse on to ö(a> -nn) at the adiabatic limit, co is not bounded and therefore its effect at large a may not be ignored. We may only say, from (10) , that (co/a) is bounded. In the next sec tion we shall be concerned with Lyapunov character istic exponents (LCE) which are defined for most if not all dynamical systems. As a working definition we shall say that a system is chaotic (in the sense that is very sensitive to initial conditions) if it has at least one positive Lyapunov exponent.
Lyapunov Characteristic Exponent
From (11) the Lyapunov characteristic exponent [10] for the map-model is defined as
where the angled brackets refer to the time average with respect to the sequence {x"}. Formally, if y> 0 the sequence {x"j is said to be chaotic. By performing a similar averaging procedure we write, in analogy with (13), (9), and (10) for the (continuous) infinitedimensional case as
where the subscript "cont" distinguishes this case from the discrete one, ß = 2(a/a) + {a/oi.)2 + (co/a)2 and Jf = (log |/'(x T )|>. Note the similarity between the defini tion of / and %. We shall show later that the statistical quantity Jf is very useful as it allows us to predict regions of periodic motion within chaos. Note also that Jf is computed from (1) before any approxima tion is taken, whereas y is calculated from the map ping i.e. after the adiabatic approximation is made. Below we shall compare the numerical values com puted for these two averaged quantities.
688 Table 2 . The LCEs for the map-models and 2t for the con tinuous functions computed using the values given in Table 1 . In (14) as a becomes large ß~(co/a)2 (since a is bounded) so that we cannot compute <a)cont directly. Furthermore, it is easy to show that the condition ( a)cont<^ must hold. In the next section we shall compute Jf numerically and show it to be invariant to changes in a (once a|> 1) thus providing an upper limit for <a)cont. This allows us to compare y and J* directly.
Computational Results
In general, the averaged quantity defined by (13) converges to a well-defined value independent of initial conditions. Table 2 summarizes (in the right hand column) the values of y computed for each of the (adiabatically-approximated) map-models obtained for the three functions defined above.
When computing an averaged quantity, such as Jf in (14), it is impossible to follow trajectories on a chaotic attractor for very long times with any accuracy. It is, on the other hand, possible to compute statistical averages. By varying both the number of roundtrips allowed for transients and the number of roundtrip used, Jf was discovered to converge to a well-defined value independent of initial conditions (for fixed values of the parameters). The number of transient roundtrip typically allowed was 5 x l 0 3 (using initial constant functions across the interval) with typical numbers of useful roundtrips ~ 103. It should be emphasized that all quantities comprising the numerical algorithm were varied to assure a proper statistical convergence of All integrations were performed with a RungeKutta algorithm where the stepsize (dt) was kept as small as possible. However as can be seen from (5), the quantity of computational interest is adz which was maintained < 10_1 in order to insure integrating in side the Debye relaxation time (and to keep the global error as low as possible). For a = 104 this means d r< 1 0 -5. Table 2 also summarizes the values obtained for for the functions defined by (2) , (3), and (4). In all cases the value of Jf remained the same for the values of a chosen. We believe that this invariance holds for all finite a (once a^> 1). Since the quantity y is computed from the sequence x (r), x(r + 1),..., we similarly com puted Jf from this sequence with no change in the final result. These results indicate that, particularly in the cases of (2) and (4), the stability properties of the DDEs are undoubtedly different from those of the map since <ß>cont in these cases could not continu ously approach <a) (i.e. y). (We do not expect the Mackey-Glass equation to be different.) Thus the sta bility properties of the continuous and discrete cases must remain different until the adiabatic limit is im posed and these separate cases never approach one another except (discontinuously) at this limit. This indicates, in agreement with the conjecture of Le Berre et al. [9] , that the adiabatic limit is invalid.
Periodic Windows
Next we consider the value of when periodic behaviour is predicted by (1) . Figure 2 shows com puted in the range 15<a<20 using the function de fined by (4) . A well-defined dip is observed around a = 18. This dip was shown to correspond to a periodic window. From Fig. 2 the chaotic region has a 2t that is approximately 0.40 while in the periodic region it has a value of about 0.32. All windows above this parameter range exhibited the same behaviour in that chaotic behaviour produced the same (to within a few percent) while periodic behaviour predicted a lower, but also well-defined, 2£. It is very easy to see by observing 2t (once a is not too small) whether the system is undergoing chaotic, periodic or transient behaviour. Identical results were obtained for the functions defined by (2) and (3) where in all cases 2£ (periodic) was appreciably less than (chaotic).
Discussion
The Lyapunov characteristic exponents of delay differential equations can be computed using the al gorithm outlined by Farmer [6] , In addition, there is some evidence that the metric entropy and informa tion dimension may be expressed in terms of the spec trum of Lyapunov exponents. Kaplan and Yorke [11, 12] conjectured that the Lyapunov dimension is equal to the information dimension (D,). From this con jecture a continuous flow system that is chaotic must always have a dimension greater than two. In con trast, the attractor of a one-dimensional (map) system that is also chaotic has a dimension of less than one. Assuming the validity of the Kaplan and Yorke con jecture, an immediate discrepancy in dimensionality is predicted between the continuous and discrete cases without the need for any numerical support. There- fore, this conjecture cannot be used to test the validity of the adiabatic approximation outlined in Sect. 3 above.
Nevertheless, using the Kaplan and Yorke conjec ture the dimension of the chaotic attractor is found to increase linearly with a for the class defined by (1) [6, 9, 13] . In particular, for the system defined by (2), we have determined that in the chaotic region D, follows the relation: D, = 0.61 a + 0.63,
for 6 < a < 30 (using the parameter values given in Table 1 ). Going to higher a proves extremely expen sive computationally. In the limit a->oo, D, is there fore assumed to go to infinity. Le Berre et al. use this linear extrapolation, in part, to predict that the adia batic approximation is not valid for delay-differential equations.
In this paper we have attempted to observe a direct transition to the adiabatic limit using (14). For this purpose we have introduced the quantity in analogy with the Lyapunov characteristic exponent of the one dimensional system. This exponent is just the time averaged real part of the eigenvalue of the linearized equation. For delay systems the LCEs are more diffi cult to compute and direct comparison with the onedimensional system cannot be made. Therefore the one-to-one correspondence created by (14) is of more value, especially as analytical continuity is retained.
We noted in (14) that as a is increased the condition y.^>a is well specified. However once a remains finite, co is never decoupled from a and correspondingly plays an important and significant role in the stability properties of the solutions. According to our numeri cal results <fl)conl can never approach % except at the limit, which therefore makes this limit a singular dis continuity. This shows that the stability properties of the chaotic solutions for the DDE and the map remain markedly different indicating that the differential term may never be left unspecified in these delay systems. In the system schematically represented in Fig. 1, a= 104 corresponds to the roundtrip in the external cavity (fr) being 104 times larger than the response time of the two level medium (is = y_1). In lower dimensional sys tems such timescale disparties would undoubtedly jus tify the use of an adiabatic approximation. However, in real delay physical systems we have shown that the map-limit can never said to be fulfilled. Consequently, it may only be useful for determined certain properties of the delay-differential equation.
Finally, the difference between the 2£ for the chaotic and periodic waveforms is quite evident, thereby providing a convenient method for determining regions of chaotic behaviour. This method is far quicker than plotting waveforms, phase portraits or computing the Lyapunov spectra, especially as chaotic transients may be long-lived in these periodic regions [13] . An other advantage is that this method is unquestionably extendible up to regions computationally inaccessible to the Lyapunov spectra algorithm.
Conclusion
We have considered the adiabatic approximation as it is applied to a class of delay-differential equations. We have shown, by comparison between a direct cal culation of the Lyapunov exponent for the map-model and an analogous equation for the continuous form, that the stability properties of the two remain marked ly different (even with increasing delay parameter) in dicating that the adiabatic limit represents a discon tinuous transition. We have also shown that this form of analysis allows an effective method for determining periodic regimes in the continuous systems. We note in passing that the constancy of 2t in the chaotic region is most likely related to the constancy of the metric entropy first shown for the Mackey-Glass equation by Farmer [6] .
