In "Efficient Estimation of Time Invariant and Rarely Changing Variables in Finite Sample Panel Analyses with Unit Fixed Effects," Plümper and Troeger (2007) , propose a three step procedure for the estimation of fixed effects models that, it is claimed, "provides the most reliable estimates under a wide variety of specifications common to real world data." Their FEVD estimator is startlingly simple, involving three trivial steps each requiring nothing more than ordinary least squares. Large gains in efficiency are claimed for cases of time invariant and slowly time varying regressors. A subsequent literature has compared the estimator to other estimators of fixed effects models, including Hausman and Taylor's (1981) estimator, also (apparently) with impressive gains in efficiency. The article also claims to provide an efficient estimator for parameters on time invariant variables in the fixed effects model. None of the claims are true. The FEVD estimator simply reproduces (identically) the linear fixed effects (dummy variable) estimator then substitutes an inappropriate covariance matrix for the correct one. The consistency result follows from the fact that OLS in the FE model is consistent. The "efficiency" gains are illusory. The claim that the estimator provides an estimator for the coefficients on time invariant variables in a fixed effects model is also untrue. That part of the parameter vector remains unidentified. The "estimator" relies upon turning the fixed effects model into a random effects model, in which case simple GLS estimation of all (now identified) parameters would be efficient among all estimators.
The Model
In this study, the authors propose an estimator that, it is claimed greatly improves on the efficiency of OLS in the fixed effects model, and, along the way solves the problem of non-identification of the coefficients on time invariant variables in a fixed effects model. The technique is so simple it seems like magic.
The model analyzed in this paper is a fixed effects (FE) linear regression that contains both time varying and time invariant covariates. Using the authors' notation, , where x kit is a set of K time varying variables, z mi are assumed, for the moment, to be M time invariant variables and u i is a set of N-1 unit specific effects. There are N cross section units observed for T periods. The model proposed is a true FE model, so it follows that E[u i |x kit ,z mi ] need not equal zero. It will prove convenient in the discussion that follows to simplify the notation. First, rather than maintain an overall constant and N-1 unit effects, we formulate the equation with N unit effects and no overall constantthe models are equivalent. Second, we use a convenient matrix formulation. The suggested model becomes
where the full NT observations on y it are stacked in y; X is the full NT×K matrix on x kit ; the N observations on z mi are each repeated T times in each block of the NT×M matrix Z; and D is the NT×N matrix of unit specific dummy variables. (The model and all results to follow are the same if we assume that D contains a single column of ones and N-1 unit dummy variables.) For convenience, we are assuming a balanced panel -fixed T. The same set of results apply to an unbalanced panel, but at the cost of increased complexity in the notation. In what follows, equation numbers in parentheses refer to the paper under comment here while equation numbers in square brackets are used for this paper.
The Settings: Time Invariant vs. Slowly Changing Variables
Two distinct cases are suggested by the authors. In the case of primary interest here, Z consists of a set of time invariant variables. In this case, the M columns of Z are contained in the N dimensional column space of D -the equation suffers from multicollinearity, and γ cannot be estimated apart from α. This is the familiar problem of time invariant regressors in a fixed effects model and is a focus of the paper. In the second case, the columns of Z are "slowly changing." But by dint of their changing at all, Z is not contained in the column space of D, and the entire set of K+M+N parameters can be estimated consistently and efficiently by ordinary least squares, of necessity including the N dummy variables in the equation. The three step procedure and results in the paper are suggested to apply to both cases. However, in this second case, the claim of increased efficiency for the three step procedure is simply untrue. The model is a classical linear regression model with a full rank regressor matrix that is governed by the Gauss-Markov Theorem -the slowly changing variables should be absorbed in X. The claimed result in the paper with respect to the slowly changing variables case results from an inappropriate computation of the asymptotic covariance matrix. This will become evident below, where the discussion will encompass both cases. Briefly, the covariance matrix for the three step estimator is computed as if the equation did not contain the dummy variables. This greatly shrinks the elements of the estimated covariance matrix. We note, the Monte Carlo analysis done in the paper invokes the distinction between asymptotic and finite sample results. However, the Gauss-Markov theorem is a finite sample result. The linear fixed effects estimator is efficient in every sample. We will not consider the case of time varying Z any further, save for a note at one point below that will connect the results for the former setting to the latter.
The Intermediate Case
If the unit effect, α i is known to be uncorrelated with some variables, the information provides a set of moment equations that may serve to identify the elements of γ. One such specification lies behind the Hausman and Taylor (1981) approach. Analyses such as the Monte Carlo study in this paper examine such cases. But, the comparison of the Hausman and Taylor estimator to the FEVD estimator is speciousthey apply to completely different models. Carefully designed Monte Carlo experiments in which the common effects are correlated with only some of the included variables are likewise misleading. The FE model is defined for the case in which the common effects are correlated with some, any or all of the regressors. Whether the FEVD approach is superior in the context of a random effects model, or in the hybrid model proposed by Hausman and Taylor, is a different question. We do note in passing, the improper covariance matrix used to motivate the FEVD estimator in the pure fixed effects model considered here would also be inappropriate in a random effects model. This suggestion is pursued below, in Section 5.
The Proposal
The authors note "This article discusses a remedy to the related problems of estimating time-invariant and rarely changing variables in FE models with unit effects. We suggest an alternative estimator that allows estimating time invariant variables and that is more efficient than the FE model in estimating variables that have very little longitudinal variance.
We call this superior alternative "fixed effects vector decomposition (fevd) model."
The proposal consists of three simple steps that involve manipulation of the original data set -no instrumental variables are introduced into the mix, not even the Hausman and Taylor (1981) approach of using the group means of the time varying variables as an additional instrument. It purports to solve the problem of estimating γ while achieving efficiency gains at the same time. In fact, the resulting estimator is algebraically identical to the familiar (original) within groups (dummy variable) estimator. That raises the obvious question of how an identical estimator could suddenly become more efficient. Upon closer scrutiny, the efficiency gains claimed in this paper are illusory.
For this proposed estimator, since (we have promised) it can be shown that the estimator is nothing more than ordinary least squares, where do the efficiency gains come from? And, how does an unidentified, inestimable parameter vector become identified and estimable?
The Three Step Estimator
The proposal involves the following three step estimation procedure:
Step 1. Estimation of α by least squares regression of y on X and D. The authors' derivation of the use of group mean deviations for this purpose in their equations (2) and (3) are the textbook application of the Frisch-Waugh theorem to do the computation conveniently. As they note, "We run this FE model with the sole intention to obtain estimates of the unit effects ˆi u ," which will be a i = ˆi α in our notation. The authors proceed from this point using
β is the pooled-OLS estimate of the demeaned model in equation (3)." But, by construction, e = 0, identically, so ˆi u is a i from the original model. What precisely is contained in a i depends on the assumptions of the model, as will emerge shortly. Under the strict assumptions in (1), with no further orthogonality assumptions, it must be the case that γ = 0, and a i contains α i plus the sampling error which has mean zero and variance given by (9-18) in Greene (2008) . The transition to (5)
requires additional, quite strong assumptions. We will consider this below.
Step 2. Based on (5), the estimated unit effects are regressed on Z to obtain an estimator of γ. The residual h i is computed from this regression; h i = a i -z i ̒c*, where c* is the vector of least squares coefficients in this auxiliary regression.
Step 3. The overall constant, α, coefficient vectors, β and γ and a new parameter, δ in their
are now estimated by (pooled) ordinary least squares regression of y on a constant, X, Z, and an expanded NT×1 vector, h, in which each h i is repeated T times. (The suggestion that a "robust sandwich" estimator be used for the asymptotic covariance matrix at this point is a misdirection. If the model is such that any of those devices, such as the "cluster" estimator is called for, then the original estimator is a straw man -some other approach should be considered at the outset. The FE model as stated is a classical linear model.)
The Payoff
It is suggested that this three step procedure produces consistent estimators of all of the parameters.
Step 3 produces the "correct standard errors." "The third stage also allows researchers to explicitly deal with the dynamics of the time invariant variables." Some simulations demonstrate the superior performance of the estimator. From the conclusions: "Under specific conditions, the vector decomposition model produces more reliable estimates for time invariant and rarely changing variables in panel data with unit effects than any alternative estimator of which we are aware." Once again, our focus at this point is the case of time invariant variables in Z.
Least Squares Algebraic Results
In spite of the extra layer of interpretation in (5), the regression at Step 3 has the characteristics listed in Table 1 , as a result of least squares algebra:
Table 1. Characteristics of the FEVD Estimator
[a] The overall constant term will be identically zero, in spite of it being attended by an estimated standard error (which is meaningless); [b] The coefficient estimates on X are the original pooled OLS fixed effects coefficient estimates -the same ones obtained at Step 1; [c] The coefficients on Z will be identical to those computed at Step 2;
[d] The coefficient on h i will identically equal one -as such, its standard error is also meaningless; [e] The sum of squared residuals and R 2 in the regression at Step 3 are identical to those at Step 1; [f] The standard errors of the estimates of β at Step 3 will appear to be smaller, possibly far smaller, than those computed at Step 1. This is obviously incorrect; the asymptotic covariance matrix computed at Step 1 is appropriate in the context of the authors' model in their equation (1), and even if (5) represents a population relationship, which remains to be assumed.
We will demonstrate the effect with a well traveled data set. The computations are simple and can be replicated with ease with any data set, real or imagined (simulated), and with any modern software. After the demonstration, we will add some algebraic detail to show why the results occur.
Although (7) provides an algebraic device that is used to produce [a]-[f] in table 1, as a model that prescribes the covariance matrix for the three step estimator, (7) is simply untrue. Equation (7) is not consistent with (1); indeed, (7) with a nonzero δ is not consistent with any interpretation of the fixed effects model. Result (7) (with additional restrictions on its parameters) only holds as a population result if the model is a random effects model, not a fixed effects model. Under (7), which suggests that one can compute the asymptotic covariance matrix of the estimator by multiplying by some s 2 the inverse of the implied (1+K+M+1)×(1+K+M+1) moment matrix for (1,X,Z,h) to obtain the covariance matrix, the alleged efficiency gains are obtained by assuming that all the constant terms in (1) are equal. The appropriate asymptotic covariance matrix for the estimator of β would be s 2 times the submatrix of the inverse of the far larger (K+N)×(K+N) moment matrix for (X,D) computed using the original LSDV estimator for s 2 . The degrees of freedom used for s 2 at
Step 3 are also far larger than at Step 1 -see the example below. Given item [e] , this compounds the illusion by shrinking the estimator of σ 2 that is used to scale the covariance matrix.
In theoretical terms, estimators of the random effects model achieve their efficiency gains over the within estimator by exploiting the information that the constant terms are all equal in the fixed effects model. In more orthodox terms, they exploit the information that E[u i |x kit ,z mi ] = 0, which the authors explicitly assumed not to be true in (1), their statement of the FE model. This might leave the observer still bemused by the appearance of the estimator of the heretofore unidentified parameter vector, γ. But, that estimator only becomes visible in (7), once again, by assuming away the dummy variable coefficients in (1) -that is, by assuming that the FE model is not an FE model. The estimator of γ has been obtained by the familiar result that one can estimate the coefficients of time invariant variables in a random effects model, even if that model is estimated (consistently, one might note) by OLS.
A Demonstration
We illustrate using a panel employed in a labor market study by Cornwell and Rupert (1988) . The data are a balanced panel of observations on 595 individuals for 7 years. The dependent variable of interest is lwage = log wage. The time varying variables are exp = experience, wks = weeks worked, occ = a dummy variable for certain types of occupations, ind = a dummy variable for working in industry, south and smsa are dummy variables for living in the south and in an smsa, ms = marital status and union = a union membership dummy. The time invariant variables are fem = gender, blk = race and ed = education. Estimation commands for the results in the Table are given in the Appendix.
Results appear in Table 2 . The payoff is the comparison of the standard errors in the third regression compared to those in the first regression, that is, column (6) vs. column (2), and in the nonzero coefficients on Z in column 5. The standard errors have fallen substantially. The reader should note, however, the evidence of items [a]-[e] in the results in Table 2 . This is not a contrivance nor is it a peculiarity of these data; like results will reappear in any panel data set that is manipulated likewise. We have encountered numerous applications of this method in the recently received literature. The striking reappearance of b FE in tables of results that present b FEVD seems not to attract any attention. Likewise, the simple recreation of c* as c in the second and third step regressions seems unremarkable. Attention in the studies we have seen is focused on the standard errors in column (6) of the table, which are unambiguously too small, regardless of the data set in use. 
The Within Groups Estimation Results for FEVD
The following employs some basic results for partitioned regression in Greene (2007, pp. 27-29) . The estimating equation behind Step 3 is (7). We write our empirical counterpart as The implication is that b is the within groups (dummy variables) estimator - [b] in Table  1 . We also have that w = e from the within groups regression, which proves [e]. We now solve for c in [2] . Since b is determined, the solution will obey
[5] y -Xb = Zc +hd + w.
Premultiply by Z′ to obtain the normal equations and recall that w = e from [4] . Then,
[6] Z′(y -Xb) = Z′Zc + Z′hd + Z′e.
But, Z′h = 0 by construction, and Z′e = 0 because e is orthogonal to the columns of D and to every linear combination of the columns of D, including Z. From the within groups regression, y -Xb = a* + e, so y -Xb -Zc* = hd + w.
Premultiply by h′, so
[10] h′(y -Xb -Zc*) = h′hd + h′w but h′w = 0 from [2] . As before, y -Xb = a* + e. Again, e is orthogonal to every linear combination of the columns of D, including h (which is time invariant), so
[11] h′(a* + e -Zc*) = h′hd or, since h = a* -Zc*, h′(h + e) = h′h = h′hd,
This last result appears in Table 2 , in the last row of column (5).
There might seem to be a loose end in that we omitted the authors' overall constant in [2] -we have not proved item [a] . To accommodate this, we would add the column of ones to X. But, M D X would annihilate this column, which would imply (as is obvious in the fixed effects linear regression with a full set of N group dummy variables), the overall constant would be zero.
All this exposes apparatus. It doesn't explain the payoff. How did the standard errors get so small? The appropriate covariance matrix to use for b is s 2 (X′M D X) -1 . What was used by the authors is a submatrix of fs 2 (B̒B) -1 where B = (1,X,Z,h) and f = (NT-K-N)/(NT-1-K-M-1). The sum of squares from the two regressions are the same, however the one used by the authors appears (incorrectly) to have more degrees of freedom, so f is less than one if M+2 is less than N. The diagonal elements of this second moment matrix are also smaller than their counterparts in the first one. It can be shown analytically that the second matrix is smaller than the first -the difference is positive definite -fairly easily. We will do so logically instead. In the matrix X′M D X, the elements are the sums of squares and cross products of the residuals in regressions of the columns of X on all N of the columns of D. In the submatrix of B̒B, the corresponding elements are the sums of squares and cross products of the residuals in the regressions of the columns of X on only M+2 linear combinations of the columns of D. As long as M+2 is less than N, the sums of squares must be larger -in our example, N is 595 and M+2 is only 5. The sums of squares in these smaller regressions of X on (1,Z,h) which are only some linear combinations of the columns of D, must be larger than their counterparts when X is regressed on all of the columns of D. When the matrices are inverted, the larger moment matrix becomes the smaller inverted moment matrix. Second, although the two estimators are based on the same sum of squared residuals -that is the implication of [4], the degrees of freedom used in the second is larger than the first. No comparison of how much smaller the second matrix is than the first is possible or appropriate. It is simply a different matrix, and it is not an appropriate estimator of the asymptotic covariance matrix of b FEVD = b FE .
That would seem to leave the asymptotic covariance matrix of c, the estimator of the coefficients on Z, to be examined. However, no analysis is possible at this stage because γ is not yet an identifiable parameter vector, so no estimator of a covariance matrix for it makes sense. That does not preclude computation of c* in Step 2 -it is certainly physically possible to compute the regression. However, there is no meaningful interpretation of the results of this regression in the context of the fixed effects model. If the focus is shifted to a random effects model with time invariant variables, then the appropriate comparison would be of this estimate to that obtained by GLS, or some two step method assuming the variance components need to be estimated. But, that would be a different paper and a different thread of literature.
The Actual Model
The authors propose this "estimator" as a method of estimating the parameters γ in a fixed effects model that contains time invariant variables, i.e., their equation (1). This is not the case either. The point that seems to be overlooked in the substantial literature that this proposed estimator has spawned is that in the fixed effects model, γ does not exist, so it cannot be estimated, efficiently or otherwise. Reconsider
As noted earlier, Z is fully contained in the column space of D, which means that Z may be written as DA for some N×M matrix A with full column rank M < N. Thus, the regression model is
The well known implication is that it is not possible to estimate γ and α separately. Only the preceding linear mixture of the two is estimable.
The unconvinced reader will now point to Plümper and Troeger's (6) α = Zγ + h to argue the opposite. The problem is that (6), like (7), is incorrect. The vector of dummy variable coefficients in the fixed effects model is not equal to Zγ plus a disturbance. That is the point of the model. It is not even the case if it is assumed that α i is uncorrelated with x it .
We can obtain a counterpart to (7) if it is assumed at the outset that
where η i is uncorrelated with both x it and z i . But, this is simply a random effects model with time invariant variables in it, not a fixed effects model. The reduced form is
where ε it is as before and now u i is a random effect. This model is estimable, consistently albeit inefficiently by OLS, and efficiently by GLS or feasible, two step FGLS.
Estimation of β
There are several ways to estimate the parameters of a random effects model. Simple OLS regression of y on (1,X,Z) is one; the three step method proposed by the authors is another. However, in the second case, even with this alternative interpretation of the model, the variance of b FE is still σ ε 2 (X′M D X) -1 , because of result [b] above. Changing the way the estimator is computed does not change the algebraic result that after the smoke clears
However, there is at hand, a more efficient estimator, GLS. Comparisons of the three step estimator should be made to GLS, not OLS. The same observation applies to estimation of γ, which can be done as proposed by the authors, but can be done manifestly more efficiently by using GLS.
Estimation of γ
The preceding has not examined the second step estimator of γ. The proposed estimator is that in Step 3, using ordinary least squares. The estimator of the asymptotic covariance matrix based on Step 3 is For our example, these are the standard errors shown in column (6) in Taable 2. However, the estimator of γ at Step 3 is numerically (algebraically) identical to the estimator computed at Step 2, once again using OLS. Based on this regression, the estimated asymptotic covariance matrix would be
These would be the standard errors in column (4). No obvious comparison of these two covariance matrices is possible. The matrix part in V (2) is unambiguously smaller than that in V (3) . However, the scale factor could go either way. Note in Table 2 , the estimated standard errors in column (4) are considerably larger than their counterparts in column (6). But, the comparison is a moot point. Under the assumptions of the model in [12] , neither of these matrices is appropriate.
The fixed effect estimator of α i is given by the result in (4) 
The variance of a i around its mean (which would be z i ′γ+η i ) is given in Greene (2008) , (9-18);
Combining terms, then, once again, under the model assumptions,
The regression implied by the authors' reformulation of the model is heteroscedastic.
(This heteroscedastic regression that applies to a i has a long history in the panel data literature, beginning with Saxonhouse (1976) .) The appropriate asymptotic covariance matrix would be
based on the second step, where Ω is a diagonal matrix containing the elements in [14] .
The matrix computed at Step 3 is irrelevant, and bears no resemblance to this or, necessarily, to V (2) . The standard errors in Step 3 are inappropriate. Those in Column (4) of Table 1 are also, but they may resemble the correct result. Since the different variances do not actually contain Z, the computation assuming homoscedasticity with respect to Z may not be too far off. To investigate for our example, we computed a White, heteroscedasticity corrected, robust covariance matrix for the regression in Step 2. The estimated standard errors are (0.14488,0.003751,0.20831), which are quite close to the naive estimates of (0.15139,0.003821,0.18341) reported in Table 2 . They are, however, far larger than those reported in column (6) of Table 2 . There is a rough approximation that will be helpful. Asymptotically, in N, the result in [14] will produce σ /T is that although a i is an unbiased estimator of α i , it is not consistent; the variance does not converge to zero unless T increases. But, T is fixed. So, the "disturbance variance" in [12] includes the sampling error in a i which converges to a random variable with variance O(1/T). The conclusion to this discussion is that the claimed precision of the estimator of γ based on Step 3 is incorrect. The comparison is based on the wrong matrix; it should be based on Step 2, not Step 3.
Conclusions
The estimator proposed in this paper is illusory. The development of the estimator exploits an interesting algebraic result that reaches an old conclusion via a new path -the estimator is the original least squares dummy variable estimator. The claimed efficiency gains are produced by using an erroneous result, equation (7), to motivate an incorrect covariance matrix, both for estimation of β and for γ. Subsequent analyses of the "finite sample" behavior of the estimator via Monte Carlo methods are meaningless. The estimator is covered by the Gauss-Markov theorem in the first instance, and by Aitken's theorem for the generalized linear regression model under the authors' reinterpretation of the model in (12).
