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ABSTRACT
Hydrogen is considered a good energy carrier candidate for future automotive
applications because of its high abundance and its potential role in a carbon-free cycle.
The high gravimetric and volumetric storage capacities of metal hydrides make them
ideal hydrogen carriers if the limitations associated with their slow hydrogen release
kinetics, their high hydrogen release temperatures, and their poor thermal properties can
be resolved. In this thesis, the thermodynamic and kinetic improvements on the
hydrogen release properties of nanostructured metal hydrides are investigated both
theoretically and experimentally. Four main results are presented in this work. The
excess volume present in deformed regions is identified as the key factor in explaining
the reduction in the enthalpy of formation observed experimentally in nanostructured
materials. The impact of excess volume on the enthalpy of formation at OK is quantified
using three equations of state, and it is found to be as important as the combined impact
of surfaces, grain boundaries and the presence of metastable crystalline phases. Then, the
findings on the properties of excess volume are generalized to high temperatures. It is
demonstrated that the impact of temperature will be more favorable to a reduction of the
enthalpy of formation if a large fraction of the metal hydride is in a state of small excess
volume compared to a small fraction of the hydride in a state of high excess volume. The
impact of a temperature increase on the enthalpy of formation of metal hydrides is found
to offset the effect of the excess volume as calculated at OK. The stability of the regions
containing excess volume over multiple hydriding/dehydriding cycles is also calculated.
At high temperatures and large excess volumes, the free energy barrier created by the
excess entropy reduces the recrystallization rate of the deformed regions by several
orders of magnitude. A regime where the benefits of the excess volume on the enthalpy
of formation can be maintained is thus identified. Finally, an experiment to study the
cycling properties of metal hydrides was designed using Raman spectroscopy. It is
demonstrated that the release temperature of hydrogen could be accurately measured
using Raman spectroscopy.
Thesis supervisor: Millie S. Dresselhaus
Title: Institute Professor of Physics and Electrical Engineering.
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A =activity coefficient (atm)
a =scaling parameter (dimentionless)
b =radius of the van der Waals bridge (m)
b =Burgers vector
B =bulk modulus (Pa)
Bi =Biot number (=hL/k), dimensionless
Bo =bulk modulus at the reference state (Pa)
B' =bulk modulus first pressure derivative
Cp =specific heat (kJ/kg-K)
Ca =constant in the reaction rate equation (s-')
Cp =molar heat capacity at constant pressure (J/mol-K)
Cv =molar heat capacity at constant volume (J/mol-K)
d =maximum stable grain boundary/particle size (m)
dp =average particle size (gtm)
D =diffusion constant (m2/s)
E =internal energy (J)
Ea =activation energy (kJ/mol-H2)
Eb =binding energy (J)
Ebar =energy barrier (J)
F =inhomogeneous term for the transient heat transfer equation (K/s)
G =molar Gibbs free energy (J/mol)
AG =molar Gibbs free energy of formation (J/mol)
AGa =total molar activation energy of recrystallization (J/mol)
AG =molar nucleation critical free energy (J/mol)
AGa0  =molar activation free energy of grain boundary diffusion (J/mol)
AGaex =entropy-generated molar free energy barrier (J/mol)
AGo =standard molar Gibbs free energy of formation (J/mol)
Gs =shear modulus (Pa)
h =heat transfer coefficient (W/m2-K)
h =hardness of the material
H =molar enthalpy (J/mol)
AH =molar enthalpy of formation or reaction (J/mol or kJ/mol)
AH =heat of absorption (= |AH /M) (kJ/kg)
AHo =standard molar enthalpy of formation (J/mol)
SAH =change in the molar enthalpy of formation (J/mol)
I =rate of growth of critical nucleus (s-1)
k =thermal conductivity (W/m-K)
kB =Boltzmann constant (1.3806503x10-2 3 J/K)
K =hydraulic permeability (m2)
KD =macroscale hydraulic permeability (m2)
KL =rate constant for the Langmuir isotherm (atm')
23
Kn =gas phase (hydrogen) dimensionless Knudsen number (= g /J )
KN =nucleation rate constant (s-1)
Kr =rate constant for the reaction rate (reaction dependent)
1 =length of the cylinder or slab (m)
1 =characteristic length scale (m)
L =distance between heat and mass transfer surfaces or overall length scale for the
hydrogen reactor (cm)
Lh  =molar latent heat (J/mol)
m =absorption reaction rate (kg/m3-s)
M =molecular mass of hydrogen (kg/mol-H 2)
Mb =boundary mobility (m/J-s)
n =number of moles (mol)
no =atoms per unit volume (m-3)
NA =Avogadro number
Neq =nucleus of critical size at equilibrium
P =pressure (atm or Pa)
P =dimensionless universal pressure
Q =total heat supplied to the system (J)
r =pore or particle radius (m)
r =rate of atom transfer (s-')
R =universal gas constant (8.3144 J/mol-K)
s =number of atoms at the nucleus interface
S =molar entropy (J/K)
AS =molar entropy of formation (J/mol-K or kJ/mol-K)
ASo =standard molar entropy of formation (J/mol-K)
t =time (s)
At =absorption time according to the DOE 2010 goal (s)
T =temperature (K)
To =reference temperature (K)
AT =T- To (K)
u =grain growth rate (m/s)
u =gas phase velocity vector (m/s)
V =dimensionless ratio of the molar volume to the standard molar volume (To, P = 0)
Vex =dimensionless excess volume
VR =dimensionless relative volume
VT =dimensionless thermal expansion ratio
x =position (m)
Greek letters
a =coefficient of thermal expansion (K-1)
Aeff =thermal diffusivity (m2/s)
fl =temperature coefficient in the transient heat transfer equation (s-')
Ya = dimensionless energy accommodation coefficient for the hydride particle surface
y =surface energy (J/ m2)
=Grtineisen parameter
=surface concentration (m-2)
=surface energy term (J/ m2)
=dimensionless porosity
=bulk modulus derivative function
=binding energy in the Langmuir isotherm (J)
=constant (m2)
=destabilization constant at room temperature (m3Pa/mol)
=dimensionless parameter arising in the solution of the transient heat transfer
equation
=destabilization constant for the PV contribution (m3Pa/mol)
=destabilization constant for the heat capacity contribution (m3Pa/mol)
=destabilization constant for the entropy contribution (m3Pa/mol)
=destabilization constant for the thermal expansion contribution (m3Pa/mol)
=Debye temperature (K)
=coverage ratio (dimensionless)
=distance between the crystalline core and the deformed region (m)
=eigenvalue (s')
=incident wavelength (cm)
=scattered wavelength (cm)
=mean free path (m)
=viscosity (kg/m-s)
Y'G
F
AM-4MH2
)7 evPV
llCv
rus
lv
Do.
'9
/inc
Asc
A
I"
pg =chemical potential of the gas phase (J/mol)
PI =chemical potential of the gas phase (J/mol)
vo =rate at which an atom attempts a phase transition to the crystalline state (s 1 )
Vp =Poisson ratio
=dimensionless parameter arising in the solution of the steady heat transfer equation
p =density (kg/m3)
v =molar volume (m3/mol)
vo =molar volume at standard pressure and temperature (m3/mol)
=dimensionless parameter in the effective thermal conductivity model
(D =dimensionless eigenfunction
Subscripts
ads =adsorption
b =binding
bar =barrier
C =condensed phase
Cv =heat capacity contribution
dec =decomposition
e =electron
eff =effective quantity
eq =equilibrium
ex =excess
flat =flat interface
f =fusion
g =gas phase
h =heat transfer
H2  =molecular hydrogen
1 =liquid phase
m =mass transfer
max =maximum
M =magnesium or metal phase
MH =magnesium hydride or hydride phase
o =reference state
opt =optimal
p =phonon
pore =pore or nanopore
PV =PV contribution
s =sublimation
s =solid phase, steady state
s,s =solid phase at saturation
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SUMMARY
The potential impacts of nanostructuring metal hydrides on their hydrogen storage properties
(storage capacity, kinetics, and thermodynamic properties) were investigated. First, a simplified
heat and mass transfer scale analysis was performed to predict practical system-level length
scales that provide an adequate absorption rate to meet the DOE 2010 rate goals for hydrogen
storage in metal hydrides. Modeling assumptions were compared to a one-dimensional hydrogen
reactor simulation with good agreement.
Several potential mechanisms for the reduction of the enthalpy of formation observed in ball
milled metal hydrides were identified. It was shown that the increased surface and grain
boundary energy as well as the presence of metastable crystalline phase in milled hydrides could
play a role in reducing the enthalpy of formation, but that the predicted magnitude is too small to
account for experimental observations. Excess volume was identified as the key parameter to
explain the reduction in the enthalpy of formation of nanostructured metal hydrides observed
experimentally. Using three equations of state, the excess enthalpy present in the deformed
regions characterized by an excess volume was calculated. The theory was applied to the
Mg/MgH 2 system and the results suggest that the excess volume provides a plausible explanation
for the experimentally observed change in thermodynamic properties.
Then, the temperature dependence of the excess enthalpy present in regions characterized by
an excess volume was calculated for metals and metal hydrides. At high temperatures, the
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different contributions from the pressure-volume, heat capacity, entropy and work associated
with the thermal expansion were studied separately and their magnitudes and signs were
compared. It was found that the pressure-volume contribution opposes and dominates the other
three contributions at both high temperature and excess volume, and that this contribution
becomes the leading temperature dependent contribution to the enthalpy of a material. The
conditions under which a temperature change will reduce the enthalpy of formation of metal
hydrides were also given and the Mg/MgH2 system was studied as an example. It was also
demonstrated that the impact of temperature will be more favorable to a reduction of the
enthalpy of formation if a large fraction of the metal hydride is in a state of small excess volume
compared to a small fraction of the hydride in a state of high excess volume.
The excess entropy present in deformed regions of metals and metal hydrides characterized
by an excess volume was also quantified using the equations of state. At high temperatures and
high excess volumes, the excess entropy leads to a stabilization of the deformed regions with
respect to multiple hydriding/dehydriding cycles. The impact of the energy barrier created by
the excess entropy on the recrystallization rate of the deformed regions was quantified using a
homogeneous nucleation and crystal growth model. At high temperatures and high excess
volumes, due to the entropy generated energy barrier, metal hydride systems can have a
recrystallization rate that is several orders of magnitude smaller than the recrystallization rates of
regions containing low excess volume. This entropy stabilization can creates a regime where the
reduced enthalpy of formation of the metal hydride could be maintained over multiple cycles
because of the increased stability of the nanostructures responsible for the reduction in the
enthalpy of formation.
Finally, an experiment to study the cycling properties of metal hydrides was designed using
Raman spectroscopy and a transmission electron microscope (TEM). It was demonstrated that
the release temperature of hydrogen could be accurately measured using the Raman spectroscopy
and that the hydrogenation reaction could be observed as well. The possibility to study the
impact of size distribution and milling method on the release properties of the hydride was also
demonstrated using MgH2 samples that were subject to different ball milling conditions. The
size distributions of the nanoparticle samples were determined using the TEM and their
composition was obtained from energy dispersive X-ray spectroscopy.
1 Introduction to the Hydrogen Economy
and the Use of Metal Hydrides as
Hydrogen Carriers
This chapter introduces the basic concepts and challenges related to the implementation of a
hydrogen economy and the use of metal hydrides as potential hydrogen carriers.
1.1 Motivation for the Hydrogen Economy
Along with food and water, energy availability for the masses is without a doubt a major
challenge for the 21st century. Driven by increasing world populations (see Fig. 1-1), an even
faster increase in the per capita energy demand in developing countries (see Fig. 1-2), a
decreasing availability of traditional sources of energy through fossil fuels, and the increasing
concern about the need to curb the increase of CO 2 into the atmosphere before a tipping point is
reached (Fig. 1-3), the need for a transformation to a sustainable energy supply from renewable
sources has emerged as a dominant challenge of this century. Energy security is also a major
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challenge faced by the United States and other nations worldwide. As a result, the hydrogen
initiative was subsequently launched by the US Government Funding Agencies in 2003.
10
0 0 Oceania
O F N. Anwica
a S. America
S [a Europe
E IAsia
S4 m Arica
,0
0.
1750 1100 1850 1300 1950 2000 2050
Figure 1-1. Predicted increase in the world's population, based on
data until 2000 [2].
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Figure 1-3. Change in the atmospheric CO2 concentration and global
mean temperature [2].
As a first step, a workshop was held in the spring of 2003, followed by a committee study
which resulted in a report [1] which emphasized, firstly the appeal of hydrogen as an energy
carrier whose release of energy produces only water as a by product without other pollutants or
greenhouse gases, and takes advantage of the high efficiency enabled by hydrogen fuel cells. The
report also stressed the challenges for the implementation of the hydrogen economy in terms of
the enormous technical challenges to be overcome for its implementation, emphasizing that
fundamental breakthroughs would be needed in understanding the physical processes involved in
the production, storage and use of hydrogen. Infrastructures to provide for the transportation and
distribution of hydrogen would also need to be developed to support a hydrogen economy.
Understanding the atomic and molecular processes that occur at the interfaces of materials with
hydrogen was identified as crucial to producing the new materials that would be needed for these
fundamental breakthroughs to occur. The discovery of these new materials, new chemical
processes and new synthesis techniques that would be required could only be achieved by
initiating a major basic research program with these objectives.
Such a research program was subsequently launched by the Basic Energy Sciences Office of
the US Department of Energy (DOE) following the recommendations of the report, working in
close collaboration with the DOE Office of Energy Efficiency and Renewable Energy and also
the Office of Basic Energy Sciences that sponsored the report, thereby uniting the basic and
applied science thrusts through a highly interdisciplinary effort involving chemistry, physics,
biology and engineering, all working together to solve the multitude of challenges and
opportunities identified in the report [1]. From these efforts, major research advances have
occurred over a short period of time in the areas of hydrogen production, storage, and fuel cell
performance, amplified by the corresponding efforts occurring worldwide. The enthusiastic
response of the research community and the great interest of students in joining this effort have
been noteworthy, leading to a series of other workshops (10 as of 09/2008), studies and
initiatives in other areas of energy research and development. These efforts have also led to
significant scientific and technological advances. Concurrently, industry has launched major
initiatives so that the playing field is rapidly changing as breakthroughs are occurring throughout
the energy science and technology landscape. Developments in biofuels, solar energy, battery
technology, hybrid technology and clean coal, to name but a few are rapidly changing the energy
outlook into the future. Even if a combination of technologies is likely to be necessary to
address our future energy needs, present trends show that those technologies which offer
immediate market value are most likely to attract additional investments and to get developed
even faster.
1.1.1 Strategic Issues
Based on the DOE hydrogen requirements for the years 2010 and 2015 (see Table 1-1), the
technology gaps for hydrogen as an energy carrier were identified and research directions for
bridging these technology gaps were suggested in the Basic Research Needs Report [1]. In the
meantime, the auto industry worldwide has taken a hydrogen-based vehicle seriously and has
moved rapidly in getting hydrogen fuel cell automobiles on the highways to gain experience with
this new technology, using presently available methods for hydrogen production and storage.
Industry has focused mainly on accelerating hydrogen fuel cell development and the
infrastructure needed for carrying out a hydrogen vehicle test program. While methods for
hydrogen production from natural gas are presently adequate for automotive needs, the use of a
fossil fuel natural gas precursor defeats the long term goal of using a sustainable, renewable
energy source to provide the large increase in hydrogen production (20-fold by the estimate in
Fig. 1-4) that would be required for transportation use. The development of a renewable route for
large scale hydrogen production by methods, such as splitting water in a closed cycle water-
hydrogen process or by a biologically-inspired process, remains a long term challenge where
there are presently large opportunities for the research community.
S olar (utomotive>
H uO I o ind e fuel co)
S/\hydroJ _
nclarltollar consumer
thermochemical electonics
- T stationary e n
Bo. and N/9forilfuele
bi pired,)' , reformning I
i pmduction a h en use (in l cells)
M oyr 4.4 IML (Gam, 10,000 psi) $200soo
9M tn$yr Ia Mm . (Lu2)
ISOM tonsfyr 9.7 MJIL $30/kW
(LigM Crs and T fruk In 2 s0h) (2015 FreedmnC (hntw Conmrsbuon
Twlr) Engie)
Figure 1-4. The technology gaps in hydrogen production, storage, and
end use in a hydrogen economy [6].
The on-board storage of hydrogen to match US consumer appetites for a 500 km (-300mi)
range for their family vehicle had been identified as the greatest challenge to the implementation
of a hydrogen economy, because even the filling of the present fuel tanks of an automobile with
liquid (or solid) hydrogen would fall short of meeting the DOE 2015 targets (Table 1-1). H2
molecules strongly repel each other because of their spherical electronic shells and they have a
very low mass density, even in the liquid or solid phase. This is why storage materials that bind
hydrogen usually have a higher hydrogen density than liquid hydrogen, since the chemical bond
between hydrogen and the storage material changes the H2 electronic structure and allows H2
molecules or atoms to come closer than they would in a gaseous or liquid phase.
The auto industry has taken a different approach toward addressing consumer appetites and is
using increased operating efficiency and hybrid vehicle technology to manage the storage
requirements. Although researchers from the auto industry are anxious for the academic
community and government-supported research laboratories to come up with a chemisorbed or
physisorbed hydride solution for hydrogen storage, the auto industry does not now see the
hydrogen storage problem as a technical show-stopper, though widespread public acceptance of
the hydrogen gas cylinder technology has not been seriously tested. Thus, the auto industry is
looking to the research community for major breakthroughs in renewable hydrogen production,
reversible solid state hydrogen storage and higher efficiency hydrogen fuel cells to help make
widespread adoption of the hydrogen fuel cell vehicle option a reality by mid-century. The
arguments on the central role that new materials, and especially nanostructured materials, will
play in these breakthroughs, as presented in the 2003 hydrogen report [1], remain valid through
the present time.
What has changed in the interim is the vital role that industry is now playing and the need for
the research community to be in close contact with industrial R&D developments, and to play a
role in the incubation of start-up companies to develop the new technology options that will be
provided by future suppliers to the auto companies. Thus, one strategic issue for the planning of
hydrogen research is the coordination, not only between basic and applied research by the
multidisciplinary players, but also to look for opportunities where academic and national
laboratory research could have a large impact on future industrial product development. An
effective way to accomplish those goals and to raise awareness for the hydrogen economy could
be to develop niche markets for current hydrogen technologies. For examples, there could be
opportunities in portable energy storage where hydrogen technology could currently compete on
cost, end-user convenience, and storage capacity basis with current battery technologies. The
knowledge and capital generated from those niche market successes could further fuel the R&D
necessary to develop new materials that could satisfy the evolving requirements of the auto
industry. We have seen the impact that private investment can have on the development of a
technology in other fields, such as solar energy, where competition for market share has driven
research towards roadmaps that follow the same pattern as Moore's law has set in motion for
semiconductor electronics.
Table 1-1. DOE goals for selected properties of hydrogen storage systems and comparisons with the current
state of research in metal hydrides and compressed hydrogen gas [3].
DOE Goals DOE GoalsMetal Hydrides 10,000-psi gas DOE Goals DOE Goals2010 2015
Gravimetric 0.057 kgGravimetric <0.18 kg H2/kg 0.057 kg 0.060 kg H2/kg 0.090 kg H/kg
capacity <5.9 kWh/kg kH g 2.0 kWh/kg 3.0 kWh/kg(specific energy) 1.9 kWh/kg
Volumetric <0.15 kg H2/L 0.039 kg H2/L 0.045 kg H2/L 0.081 kg H/L
capacity d<5.0 kWh/L 1.3 kWh/L 1.5 kWh/L 2.7 kWh/L(energy density)
Refueling rate Too slow Acceptable 1.5 Kg H2/min 2.0 Kg H/min
Delivery RoomDelivery Above 2000C -30/850C -40/850C
temperature temperature
System cost $16 /kWh $16 /kWh $4 /kWh $2 /kWh
Cycle life Not sufficient Sufficient 1000 cycles 1500 cycles
A second strategic issue concerns scale. Projections of global energy needs imply a doubling
in overall energy demand and a tripling of the electricity demand by the year 2050 relative to the
year 2000. The only renewable energy source with sufficient capacity to meet these growing
energy demands is solar energy, though other competitive technologies such as wind will play a
large role in the near future as solar energy further develops. An increase from the present 14TW
to 28-30TW by 2050 is expected to come from solar energy used for generating electricity
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(photovoltaic), providing fuels (biofuels, water splitting, close cycle synfuels), and supplying
space and water heating (solar thermal). In this big picture, with solar electric, solar fuel and
solar thermal as the energy sources, electricity and hydrogen are identified as complementary
energy carriers. When thinking of hydrogen as a chemical carrier of energy, its role in energy
storage from the electric grid emerges as an interesting opportunity, as does the generation of
close-cycle renewable synfuels using hydrogen from H20 and carbon from CO2 to produce a
hydrocarbon fuel using sunlight as an energy source [4]. The latter research direction, denoted by
"transformation and recycling of CO 2 into a new material", was also identified in the Declaration
issued by the First World Materials Summit held in Lisbon in 2007 [5].
The need for breakthroughs with high impact follows from the huge scale of the energy
challenge involving a multi-trillion dollar business worldwide. Therefore major emphasis must
be given to those research directions which will have the potential for large orders of magnitude
impact.
1.2 Challenges of Hydrogen Storage in Metal
Hydrides and the Role of Nanotechnology
Hydrogen has the potential to become the most important energy carrier due to its overall
abundance, easy synthesis, potential for implementation in a carbon-free emission cycle, and
high efficiency when used in a fuel cell [1, 7, 8]. To improve the so far limited properties of
hydrogen storage materials, new technologies must be developed. In the following chapter, we
review the main challenges associated with hydrogen storage and offer a review of how
nanotechnology has been used to improve the properties of hydrogen storage systems.
Safety concerns and the relatively low volumetric density for conventional compressed
hydrogen gas in storage tanks demand a better storage system [9]. Metal hydrides provide a
good alternative for hydrogen storage due to the possibility of high volumetric and mass
densities and long-term stability [10]. However, to reach the Department of Energy (DOE)
requirements, improved reaction kinetics near room temperature, storage capacity, storage
efficiency, and better cycling performance are required. Nanostructured materials have recently
been investigated to address the limitations of bulk metal hydrides due to their unique chemical,
physical, thermodynamic and kinetic properties.
The benefits of nanostuctures for hydrogen storage have been reported by many groups [11,
12, 13, 14, 15, 16, 17, 18]. A deeper understanding of the physical principles underlying
nanoscale effects will no doubt facilitate the development of metal hydrides that address the
requirements of the transportation sector. For metal powders and nanoclusters, it is essential to
understand not only their potential storage capacities, but also the influences of size and property
changes during the hydriding reaction. Such insights may hold the key to the successful design
of hydrides, both from the size and the composition point of view. Fundamental questions to be
answered are:
(1) What are the effects of size on the thermodynamic and kinetic properties of hydrogen
storage, hydrogen transport and heat transfer?
(2) What are the mechanisms behind the observed hydrogen reactivity enhancement of
nanostructured materials?
(3) How small must a cluster be to observe size effects on storage properties?
(4) How can nanostructures be stabilized to increase the cyclability of the system and
prevent the destruction of the nanoscale properties by sintering?
(5) How are the electronic properties of metallic clusters affected by size and how will
those changes affect the storage of hydrogen in metal nanoparticles?
Several reviews already summarize recent advances in hydrogen storage [10, 19, 20, 21, 22],
describing progress made with carbon structures based on the physisorption process, and metal
or chemical hydrides based on the chemisorption process, as well as other hydrogen storage
media. In this chapter, the general concepts behind nanoscale phenomena and their potential for
enhancing hydrogen storage will be summarized. I will also discuss the research priorities from
a systems point of view and emphasize the trade-offs that must be made in order to design a
storage system for practical applications. I thus hope to stimulate a more quantitative focus to
better enable future experimental breakthroughs to occur.
This chapter begins with a brief introduction to the basic knowledge related to hydrogen
storage in metal hydrides. Next, fundamental concepts and current experimental advances are
presented to show how nanoscale materials address the main bottlenecks of hydrogen storage,
namely: high release temperature, slow reaction kinetics, insufficient storage capacity, and poor
thermal conductivity. The trade-offs accompanying the use of nanostructures are also addressed.
1.3 Basic Knowledge on Hydrogen Storage
In this section, the key concepts associated with hydrogen storage in metal hydrides are
reviewed.
1.3.1 DOE Requirements
Some of the principal DOE requirements for hydrogen storage [3] are presented in Table 1-1,
showing the current state of research in metal hydrides and pressurized gases. Present research is
driven toward reaching the stated DOE goals. When considering the metal hydrides for
hydrogen storage, each of those goals is strongly connected to fundamental properties of the
hydrogen-metal system. For example, the refueling rate is a function of the kinetics of
absorption of hydrogen into the metal, and includes energetic considerations, such as the
potential energy barriers that could slow doen the reaction. Even if gravimetric and volumetric
capacities have historically been the properties of choice for the selection of potential hydride
candidates, all of the DOE requirements must be addressed to achieve on-board automotive
performance that is comparable with the current oil-based technology. In addition, any storage
system should have a good cyclability, meaning that the system should maintain its physical and
chemical properties through multiple absorption/desorption cycles.
1.3.2 Metal Hydrides
A metal hydride is defined as a single-phase compound formed between a metal host and
hydrogen. Binary hydrides can essentially be classified into three categories depending on the
nature of the bonding between hydrogen and the metal host [10]. Ionic or hydrides salts (e.g.
MgH2, NaH, CaH2) are formed by alkali and alkaline earth atoms and are characterized by ionic
bonding between the hydrogen and metal atoms. Covalent hydrides are formed by non-metal
elements like S, Si, C or B, and metallic hydrides (e.g. LaNisH6, PdHo.6, FeTiH 2) originate from
the metallic bonding between hydrogen and either a transition metal, a rare earth, or an
actinide-series metal. In addition, group IA, IIA, and IIIA light metals form metal-hydrogen
complexes ([AlH4-], BH4-), which form covalent or ionic bonds with a cation, giving rise to
highly stable complex hydrides (e.g. NaAlH 4, Mg(AlH 4)2) in which hydrogen usually resides at
the corners of a tetrahedron with B or Al at the center.
1.3.3 Methods to Make Nanocrystalline or Nanoscale Metal
Hydrides
Reducing the size of metal hydride particles leads to a dramatic change in their physical and
chemical properties and it is currently the starting point in most metal hydride investigations.
Methods like laser ablation, vapor condensation, sputtering, and ball milling of the metal hydride
are conventionally used to produce nanograined materials. Ball milling is the most commonly
used method among experimentalists due to its scalability and ease of use. The metal is placed
in a rotating cylinder or conical mill partially filled with an inert grinding media, such as balls or
pebbles. The collisions between the grinding media and the metal cause fracturing and cold
welding of the elemental constituent particles thus reducing the particle size, creating cracks and
fresh surfaces, and producing some degree of alloying. The final result is a powder made of
nanocrystals (-10-50 nm) which aggregate into larger grains (-300 nm). Often activation by
annealing is required to cause an amorphous to crystalline structural transformation and to
produce grain boundaries. Due to the high energy cost of both the processing and the resulting
materials, the cyclability of the milled hydride is essential for making this approach both energy
and cost efficient.
1.3.4 Hydriding Mechanism
The absorption of hydrogen to form a metal hydride consists of several steps which may be
described using the long-range attractive/short-range repulsive Lennard-Jones potential. As the
molecular hydrogen approaches the metallic surface, it encounters successive minima in the
potential curve corresponding to molecular adsorption, atomic adsorption, and bulk absorption,
as shown in Fig. 1-5: (i) physisorption for both activated and non-activated processes, (ii)
dissociation and surface chemisorption, (iii) surface penetration and chemisorption on subsurface
sites, and (iv) diffusion (see [21]).
Molecular hydrogen is first physisorbed on the surface of the metal. Physisorption is a
process whereby a molecule adheres to a surface without the formation of a chemical bond, the
adhesion usually being due to van der Waals forces or electrostatic attraction with energy levels
approximating those of condensation (1-5kJ/mol) [23]. Physisorption is a reversible process
strongly dependent on both pressure and temperature. For monolayer adsorption, the Langmuir
isotherm describes the coverage ratio 0 (defined as the number of adsorbed molecules divided
by the number of adsorption sites) as a function of pressure (P), binding energy (eb), temperature
(T) and a rate constant (KL).
= KP (1-1)
+ KLP
KL T-1/2 exp b (1-2)
The weak bonding usually prevents significant absorption at room temperature, which is why
hydrogen storage on high surface area materials like carbon nanotubes or metal organic
frameworks is achieved only at cryogenic temperatures [24]. Other models like the BET
(Brunauer-Emmett-Teller) model are capable of describing multilayer adsorption. The multiple
layers are the result of the gas interacting with its condensate so that the binding energy
approaches the condensation energy.
If the pressure and temperature are high enough, the adsorbed hydrogen is then dissociated at
the surface and becomes chemisorbed. Chemisorption is the chemical combination of hydrogen
with the metal to form a new compound, which characteristically has a binding energy well
above 50kJ/mol. Both the host and the absorbate are chemically changed in the process and the
initial compound is usually trapped irreversibly on the surface or within the bulk of the solid
media. This involves an electron transfer between the metal and the hydrogen and may require
thermal or catalytic activation due to the dissociation energy barrier.
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Figure 1-5 Potential energy curve for the Lennard-Jones potential for hydrogen
binding to a metal: (i) physisorption for both activated and non-activated
processes, (ii) dissociation and surface chemisorption, (iii) surface penetration and
chemisorption on subsurface sites, and (iv) diffusion [21].
After surface chemisorption, the hydrogen atoms move to subsurface sites and rapidly diffuse
through the material. This solution of H in the metal is referred to as the ao phase (Fig. 1-6a). As
the hydrogen concentration in the a phase increases, hydrogen-hydrogen interactions become
important and a more stable phase nucleates (P phase) (see Fig. 1-6 b)). The 3 phase is
characterized by a higher hydrogen density and often a different crystalline structure.
This phase transition is usually characterized by a crystalline structure change, a latent heat
of reaction, a volume expansion, and a nucleation energy barrier associated with volume
expansion and an interface energy between the phases.
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Figure 1-6. Simple representation of the nucleation of the 3 phase of the hydride
host.
1.3.5 Thermodynamics of Reaction
The thermodynamics of the hydriding reaction serves as a starting point for understanding
the positive effects that nanoengineering can have on the properties of metal hydrides. At a fixed
temperature and pressure, the main force driving the hydride reaction is the Gibbs free energy
(AG). A negative AG through a chemical reaction indicates that the process is
thermodynamically favorable even if an energy barrier or slow diffusion process renders the
reaction kinetically unfavorable. Figure 1-7 shows a sketch of the energy barrier for the
hydriding reaction. Even if the hydriding reaction is thermodynamically favorable due to a
negative Gibbs free energy AG, the reaction cannot take place at low pressure and temperature
Eadbecause of the energy barrier for adsorption bar that must be overcome. The energy barrier
Edes
bar is even larger for the desorption process, which explains the high release temperature for
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metal hydrides. The heat released is directly related to the difference in internal energy AE
between the initial and the hydrided states. Destabilizing the hydride will speed up the
desorption kinetics and reduce the heat released, while the use of a catalyst can help both the
hydriding and dehydriding kinetics. By destabilization of the metal hydride, we refer to a
treatment that brings the energy level of the metal hydride closer to that of the metal. Examples
and ways to destabilize metal hydrides are given in section 1.4.
The energy barrier in a reaction can be estimated using an Arrhenius rate equation that relates
the energy barrier Ebar (also called the activation energy) to the temperature-dependent reaction
rate K,(T):
Kr,(T) o exp( bar (1-3)
The Gibb's free energy in a bulk system is composed of the enthalpy of reaction (AH) (also
called enthalpy of formation or heat of reaction/formation) and the energetic contribution due to
the entropy change (-TAS), where AS is the entropy of formation. AH represents the heat
released or absorbed at constant pressure during the reaction and it is negative for the hydriding
reaction. Neglecting surface reconstruction and entropy change in the lattice, the main
contribution to AS is from the entropy reduction from the gaseous phase to the chemisorbed
hydrogen (-130KJ/mol-K). The hydriding reaction is favored at low temperature where AH is
large in magnitude and makes AG negative upon hydriding. At high temperature though, -TAS is
larger in magnitude than AH, so that AG becomes positive and the dehydriding reaction becomes
thermodynamically favored. This explains why most hydrides must be heated above 2000 C for
hydrogen release.
Figure 1-7 Example of an energy barrier for hydrogen adsorption
and desorption.
Starting from the molar free energy at the reference state (AGo), one can calculate AG of an
ideal gas, in this case hydrogen, at a given temperature and pressure from
(1-4)AG = AG + R
SP
where Po is typically 1 atm. Equation 1-4 can be generalized for any solid, liquid, or non ideal
substance by replacing pressure with the activity coefficient (A) that takes account of all the non-
ideality of the compounds. For an ideal solid with no impurities, the activity is approximately
unity [25]. For the simple reaction M + H 2 = MH 2 , AG is approximated by
AG = AGO + RT In MH2 (1-5)AMP 2
where AG o = AHo - TAS o.
Values of the standard enthalpy (AHo) and entropy (ASo) of reactions are obtained from a
van't Hoff plot as described below. The equilibrium pressure corresponding to the phase
transition between the hydrogen dissolved in the a phase and the 3 phase can be drawn as a
function of temperature; this is illustrated for several temperatures in Fig. 1-8(a). The van't Hoff
plot is obtained by plotting the logarithm of the equilibrium pressures thus obtained against
inverse temperature as shown in Fig. 1-8(b). Since equilibrium corresponds to AG = 0, then AHo
and ASo can be obtained, respectively, from the slope and intercept of the van't Hoff plot:
In pq = AO AS (1-6)
S RT R
Also, for the pressure equal to the reference state pressure, one finds the decomposition
temperature Tdec:
T = A  (1-7)
dec AS0
!-
a a +I
phase T-1
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Figure 1-8. Obtaining the enthalpy and entropy of formation from a van't Hoff
plot. In a) the plateau pressure is obtained at various temperature. In b) the
equivalent molar enthalpy of formation is extrapolated from the plateau
pressures.
1.3.6 Surface Energy
Due to the high surface area density in nanoparticles, the surface energy can be expected to
play a major role in hydrogen absorption in nanostructured materials. The energy needed to
separate two surfaces in contact is called the work of cohesion for surfaces of the same material,
and the work of adhesion for surfaces of different materials. The surface free energy y (or
surface tension) is half the value of the work of cohesion and is defined as the work needed to
create a unit surface area.' It represents the excess energy that surface atoms have with respect
to bulk atoms due to unsatisfied electronic bonds.
1.4 Nanoengineering to Reduce the Enthalpy of
Formation
The strong chemical bonds that form between hydrogen and metals during chemisorption
explain the high storage capacity of hydrides and their stability at room temperature, but these
strong bonds also lead to an enormous energy release during the hydriding reaction. To release
hydrogen, the hydride must be heated to high temperature in order to supply sufficient energy to
break the chemical bonds. This energy requirement considerably reduces the energy efficiency
of the hydrogen storage process if the enthalpy of formation is a substantial fraction of the
energy content of the hydrogen (roughly 30% for MgH 2). Obtaining a destabilized hydride that is
in thermodynamic equilibrium with the hydrogen gas closer to room temperature is the key to
reducing the heat of formation which would in turn reduce the release temperature and increase
the energy efficiency of the whole process. It is one of the most important challenges that must
be addressed before automotive applications become practical.
t In general, for crystalline materials, the surface tension and the surface free energy will only be equivalent for a
specific choice of the Gibb's dividing surface. This confusion in the literature often appears because the two are the
same in liquids. A good discussion of this topic can be found in [26]. Using the exact formulation is necessary in
order to generalize the thermodynamic relations in solids. In this thesis, we will simply adopt the term surface
energy and use it as defined.
Figure 1-9 shows the range of binding energies (Eb) targeted by DOE. In most materials,
hydrogen is stored by chemisorption (metal and chemical hydrides) or physisorption (carbon
structures, metal organic frameworks, etc.). Physisorption bonding is usually too weak
(<O1kJ/mol) and demands cryogenic temperatures for significant storage capacity.
Chemisorption shows a stability that is too high (>50kJ/mol) and demands high desorption
temperatures. An ideal binding energy in the range of 10-50kJ/mol is achieved by reducing the
chemisorption binding energy (destabilizing) or increasing the physisorption binding energy.
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Figure 1-9. Targeted range of bond strengths that allow hydrogen release
around room temperature, and values for the bond strengths for various
materials.
A given material can exhibit both chemisorption and physisorption. The binding energies are
quite different for the two approaches: too high for chemisorption and too low for physisorption.
Effort is therefore necessary to increase (lower) Eb for physisorbed (chemisorbed) materials.
Thermodynamic destabillization to lower Eb can be done chemically by introducing a new
element or compound that forms intermediate states or structurally by introducing surfaces, grain
boundaries, defects, and interfaces that would reduce the stability of the hydride relative to the
metallic state. Since storage capacity remains a priority, it is important to achieve destabilization
while minimizing the storage capacity reduction that can arise from weaker metal-hydrogen
bonding and the presence of added elements in destabilized hydrides. The relative potential for
these methods is reviewed in the next sub-sections.
1.4.1 Chemical Destabilization
Introducing a new chemical species that reacts with the metal to form an intermediate state is
one way to reduce the heat of formation. A classic example is Mg doped with 5% Si [27], as
shown in Fig. 1-10(b). Upon hydrogen release, Mg will not return to its original crystalline
structure, but instead will form an intermediate compound with a reduction in the enthalpy AH of
roughly 40kJ/mol. This 40kJ/mol energy will not be released during the hydriding reaction, thus
reducing the thermal management demands during fueling and lowering the heat input required
for hydrogen release. The drawback of this method is the reduction of the uptake capacity from
7.6wt% to 5.0wt%. Similarly, one can add an element that reacts with both the metal and the
hydrogen to form a destabilized hydrogenated state as shown in Fig. 1-10(c). In each case,
however, there is a trade-off between the storage capacity and the reduction of the enthalpy of
formation and release temperature. This loss is storage capacity is usually directly related to the
concentration x of the dopant.
M+H 2  M + xA + H2  M + xB + H2
MAx + H2 AH"
AH t MBxH 2
, MH2  MH2 + xA MH 2 +xB
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Figure 1-10. Two ways of reducing the enthalpy of formation by
the introduction of a new chemical species. a) Standard reaction,
b) stabilization of the metal phase, c) destabilization of the metal
hydride phase.
1.4.2 Structural Destabilization
By contract to chemical destabilization where new elements are added to the hydride to
modify its chemical properties, structural destabilization affects the properties of the metal and
its respective hydride by introducing structures of defects that are not present in the bulk
materials. As demonstrated in chapters 3 to 5 of this work, the incorporation of structures or
defects at the nanoscale in the materials can have a profound impact on certain storage-related
properties.
A typical way to achieve structural destabilization is through high energy mechanical
treatments such as ball milling (see section 1.3.3). Such treatments will induce stress into the
material and lead to the creation of compressed or elongated chemical bonds, new surfaces, extra
grain boundaries, metastable phases, or dislocations. The presence of these structures affects the
hydrogen energy landscape within the metal hydride and can modify the thermodynamic
properties of the hydrogen bonding. They also often create a network of pores and surfaces that
can alter the reaction kinetics associated with the hydrogen storage/release and the thermal
management within the sample. Many experiments have reported that the creation of
nanostructures and the introduction of defects could lead to a modification of the thermodynamic
properties, such as the enthalpy of formation of metal hydrides [28, 29, 30, 31, 32, 33, 34, 35, 36,
37] but a quantitative analysis of the relative importance of the different nanostructures remains
to be given. This is the subject of this thesis. The impact of the most important defects and
nanostructures on the storage capacity and the enthalpy of formation will be treated in
subsequent chapters.
1.4.3 Recrystallization
The surface energy, lattice strain and defects, and excess enthalpy in the grain boundaries
provide ways to lower the enthalpy of formation, but are usually unstable since the excess
enthalpy thus gained will increase the free energy and drive recrystallization [38]. This is a
major hindrance to the design of storage materials that have good cycling properties necessary
for durable and cost-efficient automotive applications. Recrystallization occurs by the migration
of the grain boundary of a growing crystal into surrounding particles and results in the partial lost
of the nanostructure properties. In a kinetic context, one can relate the grain growth rate u to the
excess free energy of the recrystallizing grains AGex [39] by:
u = Gex (1-8)
where Mb is the boundary mobility and v is the molar volume of the material. Grain boundaries
with larger excess enthalpy will thus recrystallize much faster, leading to a reduction of the
benefits of the initial nanostructures.
Boundary migration can be reduced by doping with incoherent second phase particles [40] to
limit recrystallization. For a doping agent with a particle size r and volume fraction f, the
maximum grain size diameter that can be stabilized by such doping is
d =3r (1-9)
4f
This approach has been used for micrometric systems but demands ultra-small particles or a
high volume fraction to stabilize nanoparticles which could impair the hydrogen storage
capacity. According to the Gibbs adsorption theorem, solute atom segregation at the grain
boundary offers a way to stabilize nanoparticles by reducing the surface energy [41], which
hinders recrystallization and prevents grain growth [42]. A simple equation can be used to
approximate the effect of solute segregation at the grain boundary on the boundary mobility. For
a surface density of solute F and an intrinsic mobility MbO (mobility without the present of
solute), the boundary mobility Mb is:
Mb MbO (1-10)
1+ F
Where the parameter 4depends on the solvent and the particular solute that is studied [43]. As
the surface density of the solute increases, the boundary mobility is reduced, which in turn
diminishes the recrystallization rate (Eq. 1-8). This reduction in mobility is directly related to
the reduction of the surface energy at the boundary which in turn results from the segregation of
the solute. This highlights the competing behavior between the thermodynamic destabilization
needed for a reduction of the enthalpy of formation and the thermodynamic stability needed to
prevent recrystallization of the nanostructure.
In summary, nanoscale phenomena can be used to reduce of the heat of formation of metal
hydrides, which in turn leads to a lower release temperature, faster kinetics, and better storage
efficiency. Additional surfaces, interfaces, grain boundaries, and defects have a natural
tendency to relax to more stable structures over time. Such relaxation processes will jeopardize
the cyclability of the hydrides. Therefore, strategies to prevent the recrystallization of
nanocrystalline materials must also be investigated, as part of the effort toward achieving
successful hydrogen storage in metal hydrides. An approach to nanostructure stabilization based
on the excess entropy content of heavily deformed regions is presented in chapter 5.
1.5 Reaction Kinetics and Reactivity
Reaction kinetics is another issue that must be addressed before practical application
becomes feasible. Fast absorption kinetics directly translates to shortening the time spent
refueling a hydrogen-powered car (this could be avoided by swapping the fuel tank each cycle)
while fast desorption kinetics is essential for adequate performance. Nanostructures have shown
impressive results when it comes to speeding up both the dissociation and diffusion kinetics [44,
45, 46, 47, 48, 49, 50, 51, 52]. In the case of MgH2, 30 nm particles have been observed to
release up to 5wt% in less than an hour at 3000C compared to less than 0.5wt% for bulk over the
same time period [44]. The bulk thermodynamic property differences between the pure metal
and the metal hydrides are generally not the issue that is responsible for the slow kinetics, since
the thermodynamic properties are usually favorable, but multiple energy barriers limit the
reaction rate (see Fig. 1-5 and Fig. 1-7). As the reaction progresses, the limiting reaction rate
changes from the dissociation and penetration of hydrogen at the interface to the nucleation of
the p phase, and finally the diffusion of hydrogen through the 3 layer that eventually forms
around the particle [53]. For the desorption process, the slow diffusion through the P layer and
the high hydrogen dissociation energy barrier remain the primary factors limiting the reaction
rates. The structural and electronic properties of nanostructures offer different ways to catalyze
the different reactions, often eliminating the need for slow activation treatments at high pressure
and temperature. The following section covers the principal phenomena responsible for the
faster kinetic properties that are observed in nanostructures.
1.5.1 Surface Dissociation
The increased surface area and porosity of nanostructures naturally favor the dissociation of
hydrogen atoms by offering a larger number of dissociation sites and allowing fast gaseous
diffusion to the center of the material. In addition, the use of a proper surface catalyst like Pd
[51] can dramatically improve the kinetics by facilitating the electron transfer and hydrogen
dissociation in a process known as spillover [54] as shown schematically in Fig. 1-11.
0
Figure 1-11. The spillover mechanism: the hydrogen
molecules dissociate on the catalyst and the resulting
hydrogen atoms diffuse into the metal.
During spillover, some hydrogen atoms remain attached to the catalyst, while others diffuse
to the catalyst support and subsequently penetrate into the metal, where the hydrogen is said to
spillover and interact directly with the metal. In spillover, the hydrogen molecule is dissociated
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on the highly reactive metal catalyst on the surface from where the hydrogen diffuses into the
surrounding storage media. A catalyst can also make the diffusion through the surface
insensitive to the oxide layer that often forms on the metal. This removes the need for an
activation process and increases the resistance to contaminants and air exposure.
1.5.2 Diffusion and Nucleation
The increased volume in the amorphous grain boundary weakens the binding between the
metal and hydrogen atoms. This reduced binding energy favors site-to-site hopping for hydrogen
and enhances diffusion in the a phase. Internal strain also widens the solubility distribution and
makes certain binding sites more accessible at lower pressure. This can significantly reduce the
time, and pressure necessary to saturate the a phase and initiate the hydride nucleation [48, 55,
56]. But the strain field at the a-P boundary due to the increased volume of the P phase is also
associated with both a reduction in hydrogen transport from the P to the a phase in PdH and a
reduction of maximum storage capacity in Mg2Ni [57, 58]. Such competing behavior highlights
the challenges in designing optimal metal hydrides since a desired improvement in one property
can come at the cost of degrading another desirable hydride property.
Nucleation of the first P phase particle creates many interfaces between the 3 phase and the
surrounding a phase. The interface energy barrier that must be overcome during the P3 phase
nucleation can reduce the reaction rate. Multiple cracks, lattice defects, dislocations, and
interfaces can help speed up the kinetics by favoring the heterogeneous nucleation of the 3
phase. In the case of dislocations, for example, nucleation is energetically helped if part of the
high-energy dislocation is replaced by the new phase or if nucleation of a new phase along the
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dislocation line reduces the excess free energy or strain energy associated with the dislocation
[59]. Such defects can lead to irreversible processes, however, and the increase in reaction rates
should not come at a cost to cyclability.
If the temperature and pressure are high enough, the P phase will nucleate from the saturated
a phase and grow. It is known that the limiting reaction rate will be the diffusion through the P
layer [60, 61, 62]. Nucleation of the 3 phase followed by the formation of a hydride layer
prevent diffusion to the particle core, as represented in the single particle model, as shown in Fig.
1-12(a) [63, 64, 65, 66]. Since the diffusion rate in the P phase can be significantly smaller than
in the a phase, minimizing this effect through control of the transportation path of hydrogen to
the p phase could promote faster kinetics [53]. Figure 1-12 shows that for a sufficiently small
particle, it might be possible to prevent the formation of a closed P layer that would limit access
to the particle core during the hydriding reaction or prevent hydrogen from leaving the core upon
the dehydriding reaction.
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Figure 1-12. The impact of particle size on the reaction kinetics is seen from the earlier formation of a B layer
around larger particles during the hydriding reaction (a) and the slower disappearance of this B layer
around larger particles during the dehydriding reaction.
1.5.3 Catalysis and Doping
Section 1.5.1 reviewed many positive aspects of surface catalysts, but improvements in
kinetics can also be obtained by distributing catalysts or doping agents inside the particles.
Typical metals used are Pd, Fe, Ni, V, Zr, Mn, and Ti [67] along with transition metals (V, Cr,
Mn), oxides, or AB 2 type compounds like FeTi2. The distribution of the additives is generally
achieved by sintering the material and the doping agent together or by high energy ball milling of
the material followed by a low energy milling to disperse the additives. The mechanisms behind
the improved kinetics associated with the additives are not fully understood, but reduction of the
enthalpy of formation (resulting in a reduction of the energy barrier for dissociation) and
improved diffusion in the P phase are the main enhancements observed [67]. For example,
doping NaAlH4 with 4% TiC13 reduces the heat of formation from 118kJ/mol to 80kJ/mol [68].
Doping Mg with carbon black, carbon nanotubes, or graphite flakes also speeds up the kinetics
with no loss of storage capacity, while preventing particle growth by reducing the grain
boundary mobility [69].
When a significant fraction of dopant relative to the host is used, the final product is usually
referred to as a nano-composite. Good catalytic properties have been observed, for example, in
Mg ball milled with 35wt% of amorphous transition metal alloys, where a 3.4wt% hydrogen
release at 3000C is obtained in 30min instead of 75min as in pristine Mg [70]. The storage
capacity, though, is half that of Mg. To avoid the loss of storage capacity resulting from the use
of catalysts which have no hydrogen storage capacity, the mutual catalytic properties between
different metal hydrides has been investigated. Ball milling different hydrides together was
observed to yield dramatically improved results. A classic case is the mixing of MgH2 with
Mg2NiH 4 in which the final storage capacity in each remains unchanged, but the mixture offers a
reduction in the desorption temperature for the more stable hydride [44]. A potential explanation
for this effect is that the ternary hydride which releases hydrogen at a lower temperature offers a
large interface that enhances the binary hydride desorption process [71]. It appears that the two
phases maintain their sorption properties, but that one phase acts as a catalyst to the other, so that
MgH 2 releases its hydrogen content around 2750 C instead of above 350C.
The above results show that the reaction kinetics of hydrogen storage can be significantly
improved by nanotechnology. An increased reaction cross section, catalytic effects, and better
diffusion all contribute to faster reaction rates without reducing too much the absorption
properties of commonly studied metal hydride systems. The many orders of magnitude
improvements in the reaction rates are encouraging, but further research is still necessary, since
current absorption/desorption rates remain far below the DOE requirements.
1.6 Storage Capacity
Although the storage capacities of certain metal hydrides satisfy the DOE requirements for
volumetric and gravimetric storage capacity, most still fall short of the DOE goals for 2015. One
could, in general, expect the porosity of nanostructures to reduce the gravimetric and the
volumetric storage densities. However, the increased surface area and porosity in nanostructures
will offer additional binding sites on the surface and in the pores that could increase storage
mainly through physisorption. The possibility of storing a significant amount of hydrogen on
high surface area density materials has been a key driver in the investigation of hydrogen
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sorption properties of nanotubes, graphite sheets, metal organic frameworks and aerogels [72,
73]. Adding physisorption capabilities to the high capacity chemisorption present in most
hydrides would result in a fraction of the total absorbed hydrogen to be released at a lower
temperature due to the lower binding that characterizes physical bonds compared to typical
chemical bonds. In a practical context, this extra hydrogen could be used during the initial
warming up of the fuel cell and used to heat the rest of the tank to activate the desorption of the
chemisorbed hydrogen. Such a physi/chemisorption coexistence regime has not been explored
yet. The following sections look at different mechanisms that could affect the storage capacity
of hydrogen in chemisorption. The impact of nanostructuring on physisorption has not been
addressed much in the literature and these effects will be quantified in more details in chapter 2.
1.6.1 Size Effects for Hydrogen Absorption in the a Phase
Although the direct condensation of hydrogen near room temperature in nanoporous
structures may not be feasible, additional adsorption of hydrogen on nanoparticles has been
predicted [30]. As the size of a particle is reduced, the fraction of atoms occupying surface sites
is increased and therefore more adsorption sites are available. Moreover, the fraction of surface
atoms residing at corners or edges of the nanoparticle particle is also increased. These edge or
corner atoms are more weakly bound to the substrate (they have fewer nearest neighbors, and
thus a higher coordination number) and can offer higher reactivity toward hydrogen. Models for
small Pd clusters have shown that the higher coordination number of atoms positioned at the
corners or edges of low-indexed planes can favor additional binding of hydrogen [74], and there
are experiments showing H/Pd ratios of eight on small 1 nm Pd clusters [75]. Supersaturation of
the a phase due to surface and interface energies was also predicted2 . It was calculated that the
supersaturation of hydrogen in the Mg a phase could be three orders of magnitude greater than
bulk values for nanoparticles with radii below 2 nm. This can be explained by an increase in the
nucleation energy of the P phase due to the larger contribution of the metal hydride surface
energy in nanoparticles. For practical purposes though, supersaturation in the 0 phase needs to
be investigated as well, because the a phase in metal hydrides remains a low-density phase that
is very unlikely to reach DOE's goals.
1.6.2 Size Effects on the Hydrogen Absorption in the f3 Phase
A density functional theory calculation on isolated Mg clusters with less than 60 atoms
indicates the stability of supersaturated clusters with an H/Mg ratio of up to 2.25 (such small
clusters cannot be characterized as a 3 phase despite their high hydrogen content because they
lack the proper crystalline structure) [30]. The decreased binding energy of the extra hydrogen
atoms also reduces the effective heat of formation of the system. In the case of extremely small
clusters (less than 10 atoms), DFT simulations demonstrate that the enthalpy of formation may
be tuned to permit the desorption of hydrogen at room temperature. One must bear in mind that
these results refer to simulated, isolated clusters not subject to sintering or interaction with other
clusters, and that no experiments on such small clusters have been reported so far.
Although a decreasing particle size is generally desirable for enhancing the hydrogen
absorption properties in the a phase, many experiments have shown that size reduction will
2 Based on a private conversation with Bruce Clemens and Stephen Kelly at Stanford University.
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ultimately degrade the hydrogen storage properties in the 0 phase [76, 77]. For MgCu alloys,
polycrystalline samples show a 2.6wt% capacity compared to 2.25wt% for nanocrystalline
materials of 30 nm grain size. This reduction in hydrogen uptake is attributed to excess strain in
the nanocrystals as well as to induced disorder that reduces the number of binding sites for
hydrogen. Experiments on Pd nanograins have revealed that 1.3% and 2.4% strain in the <111>
and <100> crystal planes, respectively, will deform the lattice and reduce the effective volume of
certain octahedron sites (thus making these Pd nanograins less favorable for H occupation),
while increasing the effective volume of others [87]. This distribution in binding site energies
increases the diffusion in the a phase at low pressure, but also reduces the 1 phase storage
capacity. This occurrence led to a 50% decrease in the 1 phase storage capacity for hydrogen. It
is thus necessary to find the optimal size and milling conditions to optimize the absorption and
kinetics jointly.
The above illustrates that nanoengineering can lead to an increase in the storage capacity of
certain materials. These results must, however, be regarded critically, since there are major
drawbacks and trade-offs associated with them:
(1) Most of the reported enhancements in hydrogen absorption consist of an increase in the a
phase solubility, which remains far below the capacity of the 1 phase.
(2) The hydrogen storage increases associated with high surface coverage were only seen at
low temperature where the weak physisorption bonds are stable.
(3) Most simulations and experiments are done on free standing clusters, and the effects of
sintering and interaction with neighboring clusters that would reduce the surface area are
neglected.
(4) The nanoparticle size necessary to obtain significant enhancement in hydrogen absorption
remains in the single digit nanometer range, which is difficult to achieve for most
materials.
(5) In many experiments, size reduction led to decreased storage capacity in the 0 phase, in
some cases because conditions relevant to competing interactions were not optimized.
Much research remains to be done to determine whether or not additional physisorption in
the P phase can be achieved, and if the bond strength can be made strong enough to achieve a
significant increase in hydrogen storage capacity at room temperature. The effect of
ball-milling-induced stress must be characterized quantitatively, in order to ensure that the
decreased storage capacity in the P phase can be limited, if it cannot be increased. As before,
consideration of the overall effect of size reduction shows that trade-offs are required in order to
optimize the various properties of metal hydrides.
1.7 Electronic Size Effects on Hydrogen Storage
Many of the metal hydride property changes described above result from physical changes
due to the nanostructuring of the materials, such as the addition of surfaces and interfaces and the
introduction of lattice defects. In metallic materials, however, a size reduction can lead to a
change in the chemical properties of the material due to a modification of the electronic
interactions between the atoms composing the nanoparticles. The metallic properties of bulk
materials come from the long-range interactions and the collective behavior of free conduction
electrons that create a continuum energy level distribution in the valence and conduction bands.
Therefore, changes are expected in the properties of metals as the number of atoms in a cluster is
reduced and the energy levels become discrete. One such phenomenon is the metal to insulator
transition that occurs in clusters when the energy spacing between electronic levels becomes
larger than kBT. The ionization potential and electron affinity changes that occur with decreasing
particle size in metals lead to significant changes in the chemical properties of metallic clusters.
For example, the absorption of hydrogen in a metallic cluster is improved by increasing the
tendency of the cluster to form chemical bonds with hydrogen during the hydriding reaction
[78]. The following section provides a few illustrations of size-dependent phenomena; the
interested reader should refer to an excellent book [78] for further information.
1.7.1 Size Effects on the Reactivity of Metallic Clusters
Studies of the hydrogen adsorption by transition metal clusters reveal that stable clusters
composed of optimal numbers of atoms (8, 10, 16,...) with a high first ionization potential will
not react with H2 [79, 80, 53, 78]. This effect may be due to the difficulty in creating the
chemical bond necessary to dissociate H2. These experimental results can be explained in the
context of free conduction electrons confined by the positive background created by the screened
coulomb attraction of the nuclei. This gives rise to quantized energy levels inside the quasi-
spherical atomic clusters and, as in the case of noble gases; a filled orbital shows a higher
stability and is less likely to react electronically with other atoms or molecules to form bonds.
Other experiments with Fe reported a decreasing coverage by hydrogen when the cluster size
increases (0 -1 for Fe4o and 0 -0.8 for Fe250) which demonstrates how the reactivity of the
cluster with hydrogen can vary with size [78]. Furthermore, the adsorption of NH 3 on Co
clusters has shown that higher coverage along with a lower heat of formation can be achieved by
the proper choice of nanoparticle size. The heat of formation for the 12 th NH3 molecule on Co55
was measured as -61.1 kJ/mol [78] compared to -68.6 kJ/mol for the 12 th NH 3 molecule on Co71.
This difference in AH is due to the lower coverage on Co71 which makes it more likely to create
a stronger bond with hydrogen while minimizing the repulsive interactions between neighboring
hydrogen molecules.
The above discussion highlights the fact that there is more to size reduction than simply
increasing the surface area and introducing high energy structures with defects within the metal
clusters. Size reduction can affect the chemical properties of the hydride itself in a non-trivial
and nonlinear way. This means that a reduction of the grain size may not always lead to
improved properties, since a smaller but electronically more stable particle could lower the
hydrogen storage capacity and slow down the kinetic properties as compared to a large particle
with a higher reactivity. Current methods of nanoparticle generation do not offer the size
discrimination attributes necessary to take advantage of potentially promising size-dependent
effects, but fundamental research on the size dependence of the hydrogen-metal interaction
should remain a high priority, since size-dependent effects are expected to provide guidance for
future experimental research that could lead to the breakthroughs needed to reach the DOE goals.
1.8 Thermal Management
Most research on metal hydrides is concerned with increasing the storage capacity and
decreasing the release temperature of metal hydrides. However, developing strategies to reduce
the heat generation and to provide efficient heat removal during the hydriding reaction is
essential to provide optimal energy utilization efficiency and fast kinetics for metal hydrides.
DOE requirements demand a reaction rate for the hydride formation on the order of 1.5kgH2/min
[81]. For Mg, with an enthalpy for MgH2 formation of 75kJ/mol H2, approximately 1MW of
heat over more than 3 minutes is generated for 5kg of H2. Assuming no heat removal (this is a
reasonable assumption considering that a very low thermal conductivity of -0. 1W/mK in milled
hydride powders has been reported [81]) in the hydride during the hydriding reaction, the
temperature rise can be estimated from AT=Q/(nCv). Here n is the number of moles, Cv is the
specific heat, and Q is the total heat supplied to the system. For metallic Mg which has a
specific heat of 24.9J/mol-K, this gives a temperature increase on the order of 1000 0 C. Without
proper thermal management, this temperature increase would stop the hydriding reaction, which
is suppressed with increasing temperature [82, 83]. Such large temperature excursions might
even lead to local consolidation of the hydride which would destroy the nanostructure and
prevent cyclability. A good thermal conductivity will also help during the dehydriding process
by promoting the fast and uniform heating of the fuel tank required for a good rate of hydrogen
release. In the following sections, the reduction in thermal conductivity k in nanostructures and
strategies for thermal management of nanostructured materials are discussed.
1.8.1 Thermal Conductivity Reduction in Nanostructures
In bulk materials, the thermal conductivity has contributions from both electrons (ke) and
phonons (kp), although kp is dominant for dielectrics, while ke is dominant for metals [84]. A
spatially non-uniform temperature represents a non-equilibrium state for the energy distribution
of heat carriers, and an entropy increase will drive the diffusion of high-energy electrons and
phonons from warm to cold regions of the bulk solid. In nanostructures, the thermal
conductivity becomes a function of size and structure, and a low thermal conductivity value is
usually derived for nanostructured materials due to the following size effects:
(1) Porosity will decrease the thermal conductivity due to the presence of poorly conducting gas
gaps between particles. The thermal conductivity of H2 is roughly three orders of magnitude
smaller than that of Mg leading to a significant barrier to thermal transport through the pore
spaces, diverting the heat flow through the host material surrounding the pores. In addition,
the pore size may be smaller than the mean free path of the gas molecules which is -70 nm
for air molecules at atmospheric pressure. The small pores limit the traveling distance of the
gas molecules, which further reduces the thermal conductivity of the gas phase.
(2) For nanoparticles with a length scale smaller than the mean free path of the heat carriers, the
thermal conductivity is reduced because the distance between successive boundaries becomes
the effective mean free path [84]. At room temperature, the phonon and the electron mean
free paths lie between 10 nm and 100 nm for most materials. Since the thermal conductivity
is proportional to the mean free path in the kinetic theory approximation, a 5 nm nanoparticle
will have a thermal conductivity roughly 2-20 times smaller than its bulk counterpart.
(3) The contact resistance between nanoparticles will also reduce the thermal conductivity in a
nanopowder because of the following two factors: one is due to poor physical contact
between the nanoparticles, and the other is due to the phonon reflection at the nanoparticle
interfaces. This later factor being true even if the nanoparticles are made of the same
material due to grain boundary misorientation at the interface.
1.8.2 Functional Matrices and Nanocomposites
The poor thermal transport properties of nanostructured materials can be improved by using
conductive matrices to increase the heat transfer. The use of fins, foams, meshes and matrices
formed by high conductivity materials like Cu, Al, Fe, and Ni have been reported [85], and the
use of expanded graphite/metal-hydride compacts were shown to increase the conductivity from
0.1 to 3W/m-K [86] with only a 2.1wt% graphite additive. This opens up the possibility of
designing functional nanocomposites, where an external matrix could play the double role of
increasing the heat transfer while being chemically active in promoting desirable thermodynamic
and kinetic properties of the hydride.
1.9 Summary and Thesis Outline
Metal hydrides are considered to be good candidates for hydrogen storage because they are
safe to use and possess high volumetric and gravimetric hydrogen densities. Metal hydrides that
satisfy all of DOE's requirements for storage capacity, kinetics, cyclability, cost, and release
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temperature are not currently available. However, nanotechnology has opened new research
directions offering additional ways to address a number of present bottlenecks associated with
the use of metal hydrides for hydrogen storage applications. Specifically, nanoengineering can
speed up the kinetics, reduce the hydrogen release temperature, and lower the enthalpy of
formation. The impacts of nanoengineering on metal hydride properties are summarized in
Table 1-2.
Table 1-2. Summary of the benefits and detriments of nanoengineering on selected metal hydride properties.
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Although the benefits of nanotechnology are generally recognized, the description of the
impact of nanostructures on key hydrogen storage parameters such as kinetics, storage capacity,
release temperature, thermodynamic properties currently remain mostly qualitative. Moreover,
the exact processes by which nanostructures, such as particles or grains, are generated are not
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fully understood which makes it hard to generate metal hydride samples with desired storage
properties. Experiments also demonstrate that while nanotechnology can help improve certain
properties such as the reaction kinetics, it can also have adverse effects on other important
storage parameters such as the thermal management of the sample during the hydriding reaction.
All those unanswered questions and ambiguities render the design of a functional hydrogen
system for car application very challenging. My work, summarized in this thesis, was aimed at
quantifying the impact of nanostructuring on some of the most important properties of metal
hydrides so that storage systems could be designed to meet the needs of automotive applications.
In the following chapters, some of the impact of nanostructuring will be quantified.
In chapter 2, the potential to improve the storage capacity of a metal hydride by
nanoengineering is evaluated and some limitations related to the generation of nanoparticles are
quantified. The importance of thermal management is presented and the adverse effects of
nanostructuring on the heat transfer properties of metal hydrides are presented. A regime map
for the construction of a hydrogen storage system satisfying both the DOE's requirements for
storage kinetics is presented.
In chapter 3, arguments stating why the enthalpy of formation is one of the most important
parameters to control for hydrogen storage in metal hydrides are given. The impact of
nanostructuring on the enthalpy of formation of metal hydrides is quantified. Finally, the excess
volume present in deformed regions is identified as a leading structure responsible for
experimental observations of the reduction of the enthalpy of formation in milled materials.
In chapter 4, the impact of temperature on the enthalpy of formation of metal hydrides
containing excess volume is evaluated. Criteria to determine if the effect of temperature on the
enthalpy of formation of a given metal hydride is positive are presented.
In chapter 5, the relaxation of deformed regions containing excess volume over multiple
hydriding/dehydriding samples is assessed. The impact of excess entropy of deformed regions
on their stability is evaluated and a way to stabilized the hydride over multiple
hydriding/dehydriding cycles is proposed.
In chapter 6, the experimental characterization of MgH2 powder milled under various
conditions is performed using Raman spectroscopy and a transmission electron microscope.
Chapter 7 presents a summary of the present work and future projects and experiments
related to this thesis work are presented.
2 Size Effects on Physisorption, Kinetics,
and Heat and Mass Transfer
Reducing the metal hydrides particle size through chemical or mechanical treatment was
shown to improve storage properties under certain conditions (see chapter 1). In chapter 2, we
look at mechanisms that could lead to improve the storage capacity. Since the size of particles
that can be reached is ultimately limited by the physical properties of the hydride, we also looked
at limitations in terms of particle size that can be achieved through mechanical treatments.
Finally, a simple estimate of the size of a storage system that represents the best compromise
between improved storage capacity and kinetics and reduced heat transfer properties as the
particle size is reduced.
2.1 Improved Physisorption in Nanopores
The next three sub-sections will look at potential mechanisms that could improve hydrogen
physisorption in pores of nanometric size.
2.1.1 Capillary Condensation
Ball milled powder offers a network of small pores and cracks in which increased van der
Waals attraction and surface tension effects could lead to increased storage capacity [87]. A
good example of the potential of these effects is the capillary condensation of gas in small pores
at pressures below the equilibrium vapor pressure. To find the relation between the condensation
pressure in a pore Ppore of mean radius r compared to the condensation pressure over a flat
interface Pfat, we first start from the requirement that at equilibrium, the free energy of the
system should be at a minimum. This translates into the condition that an infinitesimal change in
the radius of curvature of the pore should not lead to a change in the free energy of the system.
Applying the condition that the chemical potential in the liquid and gaseous phase must be the
same in both the flat and the curved interface we obtain the following equation:
RT rdr + 2drJ= (2-1)
dG = n(A -,g) - rdA = -21rr In Pore rdr +2rdr = 0 (2-1)
where pl and pg refer to the chemical potential in the liquid and gas phase, respectively. It is
assumed that the molar volume ul of the condensed phase is much smaller than that of the
surroundings. Solving for the ratio between the condensation pressure of a pore to that of the flat
interface gives:
In pore= (2-2)
flat rRT
This is known as the Kelvin relation [88, 89]. The Kelvin relation shows that gas
condensation can be achieved in an environment where the pressure is ordinarily too low for
condensation to take place. If ammonia is used as a hydrogen carrier for example, the Kelvin
relation shows that the condensation pressure of ammonia at 310K can be brought from 13atm to
less than half that value for pore sizes below 1 nm (see Fig. 2-1). In the case of hydrogen, this
approach could only work for low temperature systems since hydrogen cannot be liquefied at any
pressure for temperatures below its critical temperature of 33K. Moreover, the very small
surface tension of liquid hydrogen (-lmN/m at 30K) limits capillary effects [90]. The use of
capillary condensation for metal hydrides is therefore very challenging.
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12
E
10-T 
= 6K
o -T = 15. 1K
8- -T = 21.4K
-T = 27.3K
6- -I T = 32.1K
Radius of the pores (n) x 10co- 4- Radius of the pores (m) X 1071
Figure 2-1. Condensation pressure of hydrogen as a function of the nanopore radius
for various temperatures.
2.1.2 Increased Absorption in Sintering Generated Pores
Results from section 2.1.1 reveal that to take advantage of the capillary effects for hydrogen
storage, one would need to use materials with pores of the order of 1 nm. For a material such as
Mg, one would need to reduce the size of the pores beyond the smallest particle size that is
achievable through ball milling (the minimum radius achievable is roughly 15 nm) (see section
2.2). To see if capillary condensation could be taken advantage of, we calculated the pore size
that would be created from the contact of multiple nanoparticles. When nanoparticles of
sufficiently small size are in contact, surface tension and the elasticity of the material will cause
sintering which will in turn create a system of pores of sizes smaller than the particle size (see
Fig. 2-2). From [88], one calculates that the size of the Van der wall bridge b (see Fig. 2-2)
between two spherical nanoparticles as a result of surface tension is:
b = (8 + N2)R2 ' (2-3)
B
And the bridge thickness 6 is given by:
6=- - (2-4)
where b, is given by:
b = (12R2ryl B) (2-5)
From these equations, we used Pythagoras theorem to find the size of the pore r created
between the nanoparticles:
2R5+ g 2 +b2
r = (2-6)
2R - 2b
Here, R refers to the particle radius, r is the pore radius created by the sintering, y is the surface
tension of the material, and B is the bulk modulus. Using values of y= 550mJ/m 3, B = 45GPa
and R = 15 nm for Mg, we find that the pore radius would be r = 2.6 nm. Even if small, this 2.6
nm radius is still too small to take advantage of capillary effects (see Fig. 2-1) and we conclude
that capillary effects are not likely to be of any use to increase the storage capacity of metal
hydrides, such as Mg.
YR
2b
Figure 2-2. Schematic of the sintering between two
nanoparticles that can lead to the formation of nanopores.
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2.1.3 Ammonia as a Hydrogen Carrier
Because of the numerous diffuculties associated with the storage of hydrogen at ambiant
conditions of temperatures and pressure, we looked at the possibility of using a carrier for the
hydrogen atom. That carrier would ideally be used directly in a fuel cell for automotive
applications or could be converted back to hydrogen prior to the combustion. An example of
such a carrier that we investigated was ammonia. Because of the stronger attraction between
molecules of ammonia than hydrogen, ammonia can be liquefied at reasonable pressures at room
temperature. Condensation pressure could further be reduced by taking advantage of capillary
effects at room temperature. Figure 2-3 plots the condensation pressure of ammonia as a
function of the pore size at various temperatures. Figure 2-3 shows that capillary effects take
place even at high temperatures due to the elevated critical point of ammonia (critical T =
132 0C). Nevertheless, an important reduction in the condensation pressure only takes place for
radii smaller than 2 nm. Even if 2 nm is smaller than the smallest pore size that one can expect
in milled metal hydrides, one could use an alternative carrier to store ammnia at low pressures.
A porous silica aerogel or vycol glass could offer such an alternative because of their small pore
size that can be as small as a few nanometers.
We investigated the possibility to use porous glass as a support for ammonia storage at room
temperature. Vycor glass (SiO 2 @ 62.7%, B20 3 @ 26.9%, Na20 @ 6.6% and A120 3 @ 3.5%;
pore diameter between 4 to 6 nm; porosity of 28%; surface area of 200m 2/g) from Corning was
subjected to 53 psi of NH3 for 2 hours. The mass change measured from the NH3 was not
significant and we could not conclude that any capillary condensation of NH 3 took place. In
accordance with Fig. 2-3, we thus believe that smaller pores would be needed to reduce the
condensation pressure of ammonia at room temperature. From chapters 2.1.1, 2.1.2, and 2.1.3
we thus conclude that capillary condensation is not promising for hydrogen storage given the
small pore size and low temperature necessary to obtain a significant hydrogen condensation.
Condensation pressure of ammonia as a function of the radius size of the pore
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Figure 2-3. Condensation pressure of ammonia as a function of the nanopore radius
for various temperatures.
2.2 Limitations to the Size of Nanoparticles and
Nanosystems
Before trying to quantify the impact that nanoparticles or nanostructures can have on metal
hydride properties for hydrogen storage, it is important to have an idea of certain mechanical and
practical limitations regarding the size of nanoparticles that can be or should be generated.
2.2.1 Limitations from Mechanical Treatment
The most common way of reducing the particle size of a material to obtain nanoparticles with
improved kinetic and thermodynamic properties is through ball milling (see section 1.3.3). The
collisions between the grinding media and the metal cause fracturing and cold welding of the
elemental constituent particles, thus reducing the particle size, creating cracks and fresh surfaces,
and producing some degree of alloying.
To evaluate the smallest particle size that can be achieved using ball milling for a given
material, it was assumed that the smallest particle size is equal to the smallest grain size
obtainable [91]. The dominant mechanism assisting deformation is based on dislocation
movement and interaction with the grain structure of the polycrystalline material. The limit for
grain size is therefore determined by the reduction of the grain size to a length scale comparable
to that of the dislocation structures involved with the deformation. The minimum grain size is
thus related to the closest distance between two dislocations, such that in principle, a dislocation
pile up leading to a refinement of the grain cannot happen when the grain size is smaller than the
closest possible distance between dislocations [22]. Nieh and Wadsworth [91] evaluated the
minimum dislocation distance d from the balance of the repulsive elastic energy between two
dislocations and the hardness of the material h:
d = b (2-7)
h(l- vp)
where G, is the shear modulus, b is the Burgers vector, and vp is the Poisson ratio. For Mg that
will be further studied in this thesis, ball milling leads to a minimum particle size of roughly 15
nm using G, = 17GPa, vp =0.29, and h = 2.5 [92]. The Burgers vector b obtained by noting that
the magnitude of b for a dislocation is of a magnitude equal to the interatomic spacing of the
material, since a single dislocation will offset the crystal lattice by one close-packed
crystallographic spacing unit [93]. For other popular metal such as Pd, the predicted particle
minimum size is of roughly 5 nm [31] which agrees well with experimental data [74].
Mechanical treatments can thus be used to reduce the size of metal hydrides, such as Mg or Pd,
to nanometric sizes. This is promising considering the low cost and potential scale that ca be
reached for nanoparticles production using ball mills.
2.3 Practical Sizing of a Hydrogen Reactor Based on
Heat and Mass Transfer in the Hydrogen Absorption
Reaction
One of the fundamental issues with storing hydrogen in a metal hydride reactor for
transportation applications is the slow rate of hydrogen absorption. Although this is partially
addressed by high-energy ball milling, the diminished heat and gas phase mass transfer due to
the reduced particle size remains a serious issue. In the case of MgH2, the heat released during
the hydriding reaction is of the order of 30% of the energy generated by the hydrogen
combustion in the fuel cell. This represents a significant energy waste that adversely impacts the
overall energy efficiency of the system. This heat, when released over a short period of time, can
also slow down the hydriding reaction kinetics significantly and make metal hydrides impractical
for automotive applications. In this section, we perform a simplified heat and mass transfer
scale analysis to predict practical system-level length scales that provide an adequate absorption
rate to meet the DOE 2010 rate goals. Modeling assumptions were compared to a one-
dimensional hydrogen reactor simulation.
Nanotechnology can lead to improved hydride properties [93]. In particular, MgH2 reaction
kinetics can be significantly increased by high-energy ball milling [47, 94, 95] and recent
measurements [10] show that a powder with a 500 nm particle size has sufficiently fast reaction
kinetics to absorb over 7 wt% in less than 100 s. However, such fine powders suffer from
degraded heat transfer and gas phase mass transfer3 , which severely limits the hydrogen
absorption rate. We have mentioned in section 1.8 that heat transfer can be improved by using
porous metal or graphite compacts, or by designing cooling channels [81], while gas phase mass
transfer can be improved by using distributed porous tubes or screens to supply hydrogen [96].
Numerous heat and mass transfer simulations have been performed, but most use the
properties of low temperature hydrides, such as lanthanum nickel hydride (LaHisH 6). Only two
simulations have been performed on MgH 2 reactors: Askri et. al. [97] used a two-dimensional
simulation to show that radiative heat transfer is important for MgH 2, while it is negligible for
LaHisH 6, and Marty et. al. [98] simulated a three-dimensional hydrogen reactor. Such
simulations can be computationally expensive and have been performed only for specific
3 Although the gas phase mass transfer in the pore space between the hydride particles is reduced for smaller particle
size, the solid phase mass transfer, or diffusion of hydrogen into the hydride particle is enhanced. Here the solid
phase mass transfer is considered to be part of the reaction kinetics (see section 2.1).
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configurations, where the most common geometric configurations are cylindrical [97, 99, 100]
and annular [100, 101, 102] reactors.
In contrast, we developed simple analytical tools to approximate the overall size of the
reactor, based on the desired reaction rate and the properties of the hydride powder using a
simplified heat and mass transfer analysis. Such results provide useful system-level design
metrics for hydride reactors. These analytical tools were validated using a one-dimensional heat
and mass transfer simulation, and reasonable agreement was found. Hydride particle size effects
were introduced into the heat and mass transfer analysis through the hydrogen permeability and
effective thermal conductivity model equations.
The key result is a procedure for estimating the distance between hydrogen gas sources and
heat transfer enhancement surfaces required for sufficient heat and mass transfer rates that will
not stall the reaction kinetics. This technique is practical for systems-level sizing of hydrogen
reactor features. The appropriate convective boundary temperature to achieve optimal kinetics
for reactor simulations was also approximated.
2.3.1 Model
The key transport processes in the hydrogen absorption reaction are shown in Fig. 2-4. A
typical hydrogen reactor geometry [101] is shown in Fig. 2-4(a), where the macroscopic length
scale is related to the separation distance between the hydrogen supply channels and the coolant
passages. Within the hydride material (Fig. 2-4 (b)), gas phase mass transfer supplies the
hydride particles with fresh hydrogen to be absorbed, while heat is transferred out through the
effective media consisting of both the hydride powder and the hydrogen gas. At the particle
level, hydrogen is absorbed into the hydride particle and participates into the highly-exothermic
absorption reaction where heat is released.
(a)
L
T
(b)
Figure 2-4. (a) A typical annular hydrogen reactor (see [101]) showing the
hydrogen supply channel, the coolant channel, and the characteristic
length scale L. (b) Heat transfer, mass transfer, and absorption reaction
in MgH2 particles.
2.3.1.1 Absorption Reaction Kinetics
The absorption reaction is a combination of several different processes at the particle level,
namely physisorption, surface dissociation, surface penetration and chemisorption, diffusion
through the hydride layer, and hydride formation [103]. The rate limiting process is initially
chemisorption, but this quickly transitions into a regime where diffusion is the rate limiting
process [104]. Overall, diffusion through the hydride layer is the rate limiting process [105].
The diffusion limited model allows for a simplified treatment of the reaction kinetics [106, 107],
where the key parameter is proportional to the diffusivity of hydrogen in the hydride phase and
inversely proportional to the particle size squared. The diffusivity obeys an Arrhenius law
(D= DOe-Ea/RT), where the activation energy Ea depends on the grain size. The most
commonly used reaction rate model in hydrogen reactor simulations is [108]
m = Cae-EIRT In(P/Peq )(Ps,s - )  (2-8)
Here, R is the ideal gas constant, T is the temperature, P is the pressure, Ca is a constant, and Ps
and ps,s are the fictitious solid density and the fictitious solid density at saturation, respectively.
The equilibrium pressure Peq is determined by the van't Hoff equation
Peq AR ASIn q= (2-9)
1 bar RT R
in terms of the enthalpy (AH) and entropy (AS) of formation.
Using the absorption data obtained for 500 nm particles by Dornheim [10], a rate constant of
Ca = 2x10 9 s-1 was found. The activation energy was obtained by fitting Eq. 2-8 and the fit
yielded a result of Ea = 104 kJ/mol-H 2 for 500 nm particles.
The optimal temperature (Topt), defined as the temperature which gives the highest reaction
rate at a given pressure, is found by differentiating Eq. 2-8 and Eq. 2-9.
Tpt = AAH/R
ot AHEa +In(P/1 bar)+AS/R (2-10)
A plot of the normalized reaction rate m /(ps,s-Ps) for 500 nm particles is shown in Fig. 2-5.
At 10 bar, the peak hydrogen reaction rate occurs at 618 K, but if the temperature approaches
650 K due to insufficient heat transfer, the reaction will stall. From the plot, it is clear that
significant absorption occurs in a temperature band that is -150 K wide (roughly, from 500-650
K), which is a result that is used in a later section to size the reactor.
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Figure 2-5. Approximate temperature dependence of the reaction rate model
for 500 nm MgH2 particles.
The reaction rate Eq. 2-8 determines the overall limit of the reaction kinetics. For MgH 2, the
reaction rate is adequate for 500 nm particles, but too slow for 5 pm particles [10]. For the
simplified heat and mass transfer analysis, the reaction rate was approximated as constant in time
and uniform in space. This approximation was validated by comparison with a hydrogen reactor
simulation, where reasonable agreement was obtained (see section 2.3.2.3). For a refueling rate
that meets the DOE 2010 target and assuming 5 kg of total stored hydrogen in MgH 2, the
required reaction rate is m =0.609 kg/ m3-s, and the total absorption time is At=200 s.
A uniform and constant reaction rate allows the heat transfer to be analyzed separately from
the gas phase mass transfer problem. This decoupling was achieved by analyzing mass transfer
while assuming isothermal conditions, and by analyzing heat transfer while assuming constant
gas density.
2.3.1.2 Hydrogen Reactor
Although practical hydrogen reactors are two- or three-dimensional in geometry, the
relationship between the relevant length scales is investigated effectively by using a simple one-
dimensional model. Typically, the hydrogen gas supply and thermal boundary conditions are
defined on different boundaries, for example as shown in Fig. 2-4(a). The one-dimensional
reactor model used in this study has a hydrogen gas supply on one boundary and a convective
heat transfer thermal boundary condition at the other boundary as shown in Fig. 2-6(a). For
simplicity, the gas supply is taken to be adiabatic, although this can also be modeled as a
convective heat transfer boundary condition. The length scale (L) is the separation between gas
supply and thermal boundary conditions, which is the relevant length scale of the overall reactor.
Since many practical designs have more than one gas supply and/or thermal boundaries, the
model can be stacked to simulate a reactor with multiple, periodic heat and mass transfer
surfaces as shown in Fig. 2-6(b). This analysis allows the determination of approximate length
scales that allows adequate heat and mass transfer to meet the DOE 2010 goals without
considering a specific reactor geometry.
The heat and hydrogen transport in the reactor was modeled in two distinct time regimes:
transient and steady-state absorption. Transient mass transfer refers to the absorption phase
where gaseous hydrogen flows into the reactor until it approaches mechanical equilibrium with
the supply line pressure. In the heat transfer transient phase, the hydride powder heats up due to
the hydriding reaction until a steady temperature profile is established. In the steady-state
regime, the heat and mass transfer rates were compared to those sufficient to support the DOE
2010 absorption rate goal.
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Figure 2-6. (a) Heat and mass transfer boundary conditions for the one-dimensional
hydrogen reactor model. (b) Periodic spacing of heat and mass transfer surfaces to
represent a hydrogen reactor with numerous hydrogen supply channels and cooling
channels.
2.3.2 Analysis
This chapter presents the mathematical derivation of the main components of our model.
2.3.2.1 Gas Phase Mass Transfer
The conservation of mass for gas phase density pg is given by
aPg + Vpgu) = -m (2-11)
where e is the porosity and t is the time. The gas is assumed to follow the ideal gas equation of
state P = pgRT/M, where R is the universal gas constant and M is the molecular mass of
hydrogen. The local gas velocity u is related to the pressure gradient using Darcy's law,
K
u=--VP (2-12)
in terms of the permeability K and the hydrogen gas viscosity p. Particle size effects were
introduced using a permeability model, which is discussed in a later section. In order to
decouple the gas phase mass transfer from the solid phase mass transfer and heat transfer, the
assumptions from section 2.3.1 were enforced, i.e. approximately isothermal operation, and
uniform absorption rate in time and space. Using these assumptions, Eq. 2-11 was rewritten in
terms of pressure for a one-dimensional hydrogen reactor.
ap K P ap
at E/ ax ax
RT m
EM (2-13)
The appropriate boundary conditions are fixed pressure at the gas inlet side (x=O) and no
flow at the convective surface (x=L) to yield
K aPP(O,t)= P,, (L, t) = 0 (2-14)
The nonlinear term in Eq. 2-13 was approximated 4 as a (P P/lax)/l x = 2p x2 which
gives a linear governing equation for the pressure:
ap KP a 2P RT m
t ea Jx2 eM (2-15)
The transient time scale was determined from the related eigenvalue
KP("+ epA1 = 0 with boundary conditions 4(0) =0 and V'(L)= 0. The lowest eigenvalue
was calculated as j2 KP
4L2 E
Allowing for three time constants for full absorption
(1-e - 3 = 95% ) gives:
4 Although this approximation introduces additional error, it is adequate to provide an estimate of the transient
length scale for mass transfer. It is shown in a later section (see Figure 2-7, for example) that the steady state length
scale is more than one order of magnitude more restrictive than the transient length scale for mass transfer, and
therefore a precise evaluation of the transient mass transfer equation is unnecessary.
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problem
3 12eL2
Az 2KP
(2-16)
We solved Eq. 2-16 to obtain the length scale for mass transfer based on transient mass
transfer
Lmt r KPAt
L,V =F
(2-17)
The steady solution was found from Eq. 2-13 in one dimension neglecting the transient term.
K d (idP~RT m
gp dx dx eM
(2-18)
Then Eq. 2-18 was integrated analytically to obtain
1~(2P 1pRT mL2 i2
P 1 MK P, 2 LL
2 (2-19)
The pressure evaluated at x=L is a measure of how uniform the pressure is at this flow rate.
-- 2P(L) /RT mL
= 1- (2-20)
P1  MKP2
The maximum gas flow into the reactor is achieved when P(L) is equal to the initial pressure
Po. This leads to a length scale based on steady mass transfer of
P2 MK MKLms= 4 1 _ - = P M (2-21)
(2 pP RT m PRT m
where the last approximation holds when the H2 supply pressure is much greater than the initial
pressure, or P >> P.
2.3.2.2 Heat Transfer
For the heat transfer, local thermal equilibrium between the solid and gas phase is assumed,
and both convective (see, for example [107]) and radiative heat transfer5 are neglected. The
energy conservation equation is then given by
p eff a---t--
pc,) __ at = V kegfVT)+m + cg )T] (2-22)
5 Although Askri et. al. [11] showed that radiative transfer is important for MgH 2, the difference in absorption time
was off by a factor of two at most. Since our analysis was only approximate, this assumption was deemed adequate.
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Here, T is the absolute temperature, Ps is the fictitious solid phase density, cp,g and cp,s are the
specific heats of the gas and solid phase, respectively, and AH° (=IAH/M) is the heat of
absorption. The effective heat capacity is defined as (pcp,)f = pgCp,g + (1- E) pcp,. The
effective thermal conductivity keff is calculated in a later section.
The key simplifications are a constant and uniform absorption rate (as before), and a constant
effective heat capacity (pc, )ff . For one-dimensional heat transfer, Eq. 2-22 can be rewritten as
T - a 2T
t ref 2 + T + F (2-23)
in terms of the effective thermal diffusivity aef = kef pcP )ff and two additional coefficients:
J= m (c,g -p, )/(p)ff , and F = AHO(p,)ff
The appropriate boundary conditions are an adiabatic boundary at the gas inlet side (x=O) and
a specified heat transfer coefficient (h) at the other boundary (x=L).
- keff x (L,t) = h [T(L, t)- T ]
e ax
(2-24)
The time scale was again determined from the lowest eigenvalue for the related eigenvalue
problem ateff O"+(+ 2) = 0 with boundary conditions D'(0) = 0 and keffO'(L) + he(L) = 0.
This resulted in a transcendental equation for the eigenvalues,
- T
-k DT (0, t) = 0,
' ax
2 /3+ 2
rh tan /h = Bi, where rN = -- L
aeft
(2-25)
where the Biot number is Bi = hL/keff . From the lowest eigenvalue AI, the time scale for three
time constants was equated to the total absorption time limit and solved for Lh,t numerically.
(2-26)
For large Bi number (or, equivalently, for T(L)= T1) Eq. 2-26 has a simpler expression. Using
a modified second boundary condition for the transient eigenvalue problem (D(L)=O), the lowest
eigenvalue was obtained as =(r2aeff /4- fL 2 )/L2, which gave a simpler form for the
transient length scale.
Lht =
2 3(pc, )ef
keff At
+ m(cpg (2-27)-cP s ) At
For MgH 2, we obtain m (cp,g - c,s )At > 3(pcp )eff although both terms are of the same order
of magnitude. Thus, a rough estimate of the transient length scale was obtained by excluding the
effect of the effective heat capacity.
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Lh, : At = -
Lh,t kef (2-28)
2 m(cp, 
- cps)
For steady response, the governing equation reduces to
keff d 2 A +(Cp -CP)T]=O (2-29)
The solution for the given boundary conditions is then
AHo Bicos(4x/L) AHO 2 m Cpg -C,s)L 2T = Tn + - , where = (2-30)
Cpg -cP,s ) Bicos - sin cp,g --cP,s keff
As noted in section 2.3.1.1, the temperature T should be kept between -500-650K (or
AT-150 K) to achieve favorable reaction kinetics (see Fig. 2-5). Equating this temperature
difference to that from the solution in Eq. 2-31 yields an equation which was used to determine
the steady heat transfer length scale.
AzH Bi(1-cosS)Lh,'s: AT=T(0)-T(L)= T1I+ A( 0 Bi(I-cos31)
Cp'g -cS) Bicos - sin
Because the reaction kinetics are very sensitive to temperature, it is useful to choose an
optimal convective boundary temperature T, that maximizes the kinetics. Using the steady
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temperature distribution (Eq. 2-30), the average reactor temperature is set to the optimal
temperature for absorption (Eq. 2-10).
1 t =T
To~L s-~~T
AH o
cPg -CP,s
Bi AHo
Bi cot - j2 Cpg - Cp, s
This results in a boundary temperature of
T = opt +
AHo N Bi cot - 2  AH 0
Cpg -CP s Bi Cpg -Cp s
(2-33)
We used Eq. 2-33 to eliminate the boundary temperature in Eq. 2-30 which yields the steady
state heat transfer length independent of both the boundary temperature and the Biot number:
Lh,s : A opt
AHo 1-cos
+ sin
cg -cpj,s sine
(2-34)
For MgH2, we obtain AT/[opt + AHO/ c, ,g- cp,s )]- 0.0458 (using AT=150 K), which
results in = 0.302. In general, for small values of {, 4(1 -cos )/sin -= 2/2 (<5% error for
4<0.771), and the steady length scale reduces to
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(2-32)
Lh,s
2kff AT m
Cpg - Cs)Tpt +AH 0
If (cp, - c, s ) Topt = AH 0 , Eq. 2-35 can be further simplified as shown below.
2k AT
mH
For MgH2, we obtain (c,,g -c,s)ToptAHo - 1/4 and the result (Eq. 2-36)
(2-35)
(2-36)
is a rough
approximation given the approximation that yielded Eq. 2-36. So Eq. 2-36 is now independent
of Top,.
The convective boundary temperature estimate (Eq. 2-33) is also a useful quantity for use in
hydrogen reactor simulations. When the change in internal energy of hydrogen from the gas to
solid phase (= m (c,g - c, s ) AT) is dominated by the conductive heat transfer ( - keffAT/L) the
parameter becomes small and further simplification is possible. Using 4cot = 1 (<5% error
for <0.376) resulted in an expression for the convective boundary temperature which is
independent of the effective thermal conductivity.
+ 1-Cpg - CPcs  h Cp,g - Cp,
~H O ~ VIh
(2-37)
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T, = Topt
For m(c, -cp, s )L/h = 1, Eq. 2-37 reduces to the optimal temperature for reaction kinetics:
T = Topt . This situation occurs, for example, in MgH2 with h=4000 W/m2-K and L= 1 cm.
2.3.2.3 Simulation
The governing equations for the hydrogen reactor are Eq. 2-11 and Eq. 2-22 and the solid
phase mass conservation equation below.
(1-E) ts =m (2-38)
The initial conditions are a uniform pressure Po, temperature To, and solid density ps,o. The
same boundary conditions (Eq. 2-14 and Eq. 2-24) were used as before, with the boundary
temperature defined by Eq. 2-33. The full set of nonlinear coupled partial differential equations
was solved in MatLab@ using the pdepe command. For the 500 nm particle size, the length was
adjusted until 95% of the hydrogen was absorbed in 200 s (DOE 2010) in order to determine an
allowable length scale Lsim. In order to compare results with the analysis of sections 2.3.2.1 and
2.3.2.2, the length scale was again obtained for infinite hydraulic permeability (Lh,sim) and infinite
thermal conductivity (Lm,sim).
2.3.2.4 Physical Properties
The values for the parameters used in both the heat and mass transfer length scales and the
simulation are given in Table 2-1. Particle size effects are introduced via the hydraulic
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permeability and the thermal conductivity. For the permeability, the modified Carman-Kozeny
equation was used [109].
E3d2
K = KD (1+1.15Kn); K = 2
180(1- E)2
A
Kn=
KD
'A T2MSjP 2M
Here, the Knudsen number (Kn) is defined as the ratio between gas phase mean free path (Ag)
and the Brinkman screening distance (jo) .
Table 2-1. Parameters used in the length scale analysis and simulation.
Value
0.5
1 bar
10 bar
450 K
1531 kg/m3t
1658 kg/m 3
3.5 W/m-K*
4000 W/m2-K
14.89 kJ/kg-K
999 J/kg-K &
1.41x10 -5 kg/m-s
-74.4 kJ/mol-H2 [108]
-133.5 J/(mol-H 2 K) [108]
9.57 s-' [97]
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(2-39)
Property
Ps,o
ps,s
CP,g
Cp,
It
AH
AS
Ca
t The densities Pso and p,, were taken to have the same average as that of Mg and MgH 2 (1590 kg/m3), and also to reflect the proper mass
change.
t The thermal conductivity of MgH2 obtained from Ishido [111].
& The solid specific heat was approximated as the average between Mg and MgH2, where the specific heat of MgH2 (973 J/kg-K) was obtained
from Wolf [113].
The effective thermal conductivity was modeled using an effective thermal conductivity
model for packed beds [110].
keff 
_ 1-E
kg,eff kg,eff /ks + (2-40)
The parameter 0 is 0.09 for hydrogen with e = 0.5 [110]. The gas phase effective thermal
conductivity kg,eff is modified from the bulk value kg to include the influence of the gas mean free
path [111]:
k - 2 A g 2 _
=f1+ --p -1 (2-41)
The energy accommodation coefficient y, is approximated to be 0.15 following the work of
Ishido et. al. [111]. Size effects for the magnesium hydride thermal conductivity ks are neglected
because the estimated phonon mean free path6 is too small (-5 nm) compared with the range of
the particles sizes investigated (100 nm-100 pm).
6 The phonon mean free path was estimated from the bulk thermal conductivity k = pcp,svsA, where the speed
of sound v, was approximated using results of a lattice dynamics simulation [27].
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2.3.3 Results
The transient and steady length scales were graphed using Eq. 2-17, Eq. 2-24, and Eq. 2-27,
and are shown in Fig. 2-7. Clearly, the transient length scales are irrelevant as they are
significantly less restrictive than their steady counterparts. It is also clear that heat transfer is
significantly more limiting than mass transfer for absorption kinetics, although when the particle
size is below 1 jim, they are within one order of magnitude of each other.
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Figure 2-7. Steady (Lh,s) and transient (Lh,t) heat along with steady (Ln s) and transient (Lm,t) mass
transfer length scales, where the broken and solid lines correspond to transient and steady transport
respectively. Overall, steady heat transfer (lower solid line) is rate limiting.
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The effect of the heat transfer coefficient on the transient heat transfer scale is shown in Fig.
2-8. Here, Eq. 2-15 and Eq. 2-16 for variable heat transfer coefficients are plotted against Eq. 2-
27 and the steady heat transfer scale (Eq. 2-35) is shown for comparison. Even for moderately
low boundary heat transfer (h=100 W/m-K), the transient length scale remains higher than the
steady length scale. The transient length scale begins to approach the infinite Biot number limit
as h-4000 W/m-K, which demonstrates that very little improvement in heat transfer is possible
at this state.
Bi- 012.  
-h=4000 Wim-K
= 500 W/m-K
0-.6
h=100 W/m-K
-OA
0.2
102 10 1  100 101 102
d, [Lm]
Figure 2-8. Transient heat transfer length scales for various values of the heat transfer coefficient.
The solid lines are calculated for MgH 2 using the heat transfer coefficient indicated with the upper
line representing the high Biot number limit. The length scale based on steady heat transfer (broken
line) is shown for comparison.
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The hydrogen reactor simulation for 500 nm particles gave the following results for length
scales that just meet the 2010 goals for the hydrogen absorption rate: Lsim=Lh,sim=3 .5 mm, and
Lm,sim= 1.5 cm. This verifies that the heat transfer is the kinetically limiting phenomena for
500 nm particles as was predicted by the scale analysis. The simulation results are plotted with
the steady length scales in Fig. 2-9. The scale analysis seems to underpredict the allowable
length scale, but otherwise shows good agreement.
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Figure 2-9. Simulation results compared to the approximate length scale analysis based on steady
heat and mass transfer.
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The temperature for the L=3.5 mm case is shown in Fig. 2-10. The rapid transient response
is apparent, and a steady heat transfer regime is established for most of the absorption time. As
the absorption rate (Eq. 2-8) slows due to Ps - Ps,,, the heat rate released from the absorption
reaction is reduced, which results in the average temperature dipping below the optimal
temperature until the reaction is completed at t=200 s. The pressure response for this case is
rather uninteresting as it remains at 10 bar for the entire simulation.
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Figure 2-10. Hydrogen reactor simulation temperature response (heat transfer limited)
shown as a 3D plot including time and distance coordinates.
For the case of infinite thermal conductivity with L=1.5 cm, the temperature remains
isothermal for the entire simulation. Reduced mass transfer is the kinetically limiting process for
this case, as is shown in the pressure response in Fig. 2-11. The wide region with a steady
pressure distribution is apparent, which validates the assumptions leading up to Eq. 2-21.
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The results in Fig. 2-9 are organized into a useful regime map as shown in Fig. 2-12. The
vertical line showing the maximum particle size required for fast reaction kinetics is
approximate, but certainly lies between 500 nm and 5 gm [10]. The steady heat (Lh) and mass
(Lm) transfer length scales define the regimes where heat or both heat and mass transfer limit the
overall absorption rate. Overall, heat transfer is more limiting than mass transfer. The regime
with an absorption time that meets the DOE 2010 requirements is the white area at the bottom
left corner of the diagram.
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Figure 2-11. Hydrogen reactor simulation pressure response for infinite thermal conductivity
(mass transfer limited) shown as a 3D plot including time and distance coordinates.
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Figure 2-12. Regime map for MgH 2 (see text).
2.3.4 Conclusions
A simplified analysis of the heat and mass transfer in a hydrogen reactor was performed.
The analysis was validated by achieving good agreement with a one-dimensional hydrogen
reactor simulation. The simplified analysis based on steady transport processes predicts the
lengths between hydrogen gas supply surfaces (Lm) and heat transfer augmentation surfaces (Lh)
that meet the DOE 2010 targets. Rough approximations were derived (Eq. 2-21 and Eq. 2-36)
and are repeated below.
pMK
Lm = P, M (2-42)
uRT m
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Lh T (2-43)
The convective boundary temperature (Eq. 2-37), a useful quantity for reactor simulations,
was estimated to be independent of the effective thermal conductivity and is given by,
T T t + 1- ( -CP'-L ACp (2-44)SCp,g - Cp s  h Cpg - cp s
This simplified analysis is applicable to any hydride material (subject to the assumptions
used), and is useful for hydrogen reactor design. Heat transfer enhancement through use of a
porous metal or graphite compacts may also be included as long as the size effects are included
in appropriate thermal conductivity and permeability models. For MgH 2, we determined that the
hydrogen supply surfaces must be placed -1 cm apart and heat transfer augmentation must be
placed -1 mm apart for the -1 gm particle size necessary to meet the DOE 2010 absorption rate
targets.
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Impact of Excess Volume on the Enthalpy
of Formation of Metal Hydrides
The strong chemical bonds that form between hydrogen and metals during chemisorption
explain the high storage capacity of metal hydrides and their stability at room temperature, but
these strong bonds are also responsible for the following engineering hurdles that must be
addressed before hydrogen storage in metal hydrides can be practically used for on-board
automotive applications [93]:
1. Slow diffusion of hydrogen in the hydride.
2. The high hydrogen release temperature, which must be brought down to a level closer to the
waste heat temperature of the operating fuel cells.
3. Low storage efficiency, resulting from the wasted energy needed to overcome the high
enthalpy of hydride formation and the elevated energy barriers to hydrogen release.
4. Inadequate heat transfer during the highly exothermic hydriding reaction to prevent high
temperatures which may stall the hydriding reaction.
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It has been shown in section 1.4 that reducing the enthalpy of formation of the metal hydride
could positively impact the four bottlenecks mentioned above by reducing the energy barrier
associated with the release of hydrogen [93]. The enthalpy of formation of most hydrides is
negative since the hydriding reaction is exothermic. By reduction of the enthalpy of formation
we refer to a reduction of the magnitude of the enthalpy which results in a destabilization of the
hydride. In a destabilized metal hydride, the hydrogen forms a weaker bond with the host metal
and the energy needed to extract the hydrogen is thus smaller. Nanotechnology offers new ways
to reduce the enthalpy of formation of metal hydrides by taking advantage of the distinctive
chemical and physical properties available in nanostructures [44, 46, 48]. Reducing the
characteristic size of a material through mechanical treatments creates new structures and may
lead to mechanical destabilization of the sample. In this chapter, we quantitatively examine the
contribution to the reduction of the enthalpy of formation that arises from the generation of new
nanostructures in ball milled materials. More precisely, we look at the impact of new surfaces,
extra grain boundaries, metastable phases, and lattice deformations (see Fig. 3-1). We compare
the predicted change in enthalpy reduction to experimental data obtained for different size
distributions of MgH2 particles. The results show that while the reaction kinetics can be
increased by reducing the particle and grain sizes and by introducing metastable phases, lattice
deformations, where excess volume is present need to be considered to account for the
magnitude of the enthalpy reduction that has been observed in ball milled hydrides [114]. We
investigate the impact of excess volume in deformed regions using three different equations of
states (EOS). The results of those EOSs agree quantitatively with experiments and offer a
plausible explanation for the observed reduction of the enthalpy of formation of certain metal
hydrides.
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Figure 3-1. Extra a) surfaces b) grain boundaries c) deformed regions characterized by an excess
volume and d) metastable phases that can play a role in reducing the enthalpy of formation in
metal hydrides.
3.1 The Impact of Nanostructures on the Enthalpy of
Formation
This section dicusses multiple mechanisms through which nanostructuring can affect the
enthalpy of formation of metal hydrides.
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3.1.1 Surface Area
A decreased particle size leads to an increased surface to volume ratio. Creating surfaces has
an energy cost that will ultimately reduce the enthalpy of formation of the system if the surface
energy of the hydrided phase is higher than that of the non-hydrided phase. Compared to the
large enthalpy of formation for metal hydrides (75 kJ/mol for MgH2, for example) [115], the
surface energy of macroscopic sized particles is usually negligible. However, for particles of
sufficiently small size, the surface energy term cannot be ignored, and the molar free energy of
reaction may be reduced. For example, in the case of metal powders made from spherical
nanoparticles of radius r, the free energy of formation becomes:
AMg,, 3 VMg-MgHz (Y, r)AG(r)= AGO(r)+RT1n A + Mg(3-1)
Amg PH,) r
where the volume-adjusted surface energy difference AMgMgH2 is given by
AMgMgH (Y, r) = MH Mg - YMg (3-2)
Here, vi denotes the molar volume of each phase that accommodates the 10-30% volume increase
that is usually observed in metal hydrides upon hydriding, while y is the surface energy of each
phase, Ai is the activity coefficient of the phases (in atm), and PH2 is the pressure of the hydrogen
gas (in atm). The binding of H2 at the surface of both the metal and the metal hydride will
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reduce their surface energy by minimizing the excess energy arising from unsatisfied bonds of
surface atoms. This surface energy reduction must be treated by an additional energy term AEads
in Eq. 3-2 because the surface energy reduction might not be the same in both the metallic and
the hydride phases.
Mg + H2 MgH
%%YMg YMgH2
Figure 3-2. Example of nanostructures where surface area can play a role in
reducing the enthalpy of formation.
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Inclusion of the surface energy terms gives a new van't Hoff relation (Eq. 3-3 and Eq. 3-4),
showing that size reduction lowers the enthalpy of hydride formation (AH) for the nanostructured
hydride, as long as AMgMgH,2 is positive.
AH AS0  (-
Inp q= o (3-3)RT R
AHs,,phere = AHo + 3 vmAMg-+MgH (3-4)
r
Applying the same treatment to other types of nanostructures (see Fig. 3-2), we find the
reduction in the enthalpy of formation that can be expected for a cylindrical or a slab-like
nanostructures:
AHCylinder = AH +VMAM-4MH -+- 1(3-5)
AHSlab -= L V AMMH I -41 (3-6)
(r 1
where I represents the length of the cylinder or that of the square slab, and r represents the radius
of the cylinder and half the thickness of the slab (see Fig. 3-2).
Here, AHo is a negative quantity corresponding to the enthalpy of formation of the crystalline
hydride at standard pressure and temperature. As seen in Eq. 3-2, AMg,MgH2 will be positive if
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the surface tension of the hydride is larger than that of the metal, since a volume expansion
usually accompanies the hydriding reaction. A smaller magnitude for AH means that MgH2
nanoparticles will be destabilized with respect to bulk MgH2. The hydriding reaction would be
less exothermic in that case, and the extraction of hydrogen out of the Mg host would become
easier in the nanoparticles compared to the bulk phase. To estimate the contribution to the
enthalpy of formation coming from the surface energy, we use a surface energy of 0.55 J/m 2 for
Mg [88] and 2.08 J/m 2 for MgH2 [116]. Here AMg)MgH, also depends on the molar volume of the
metal and hydride phases. Taking into account a 34% volume increase upon hydriding [30] and
the maximum surface energy difference between Mg and MgH 2, then the maximum value
obtained for AMgMgH2 is roughly 2 J/m2. Using this value in Eq. 3-4 predicts that the magnitude
of AH could be 20% smaller than that of AHo for hydride particles with radii smaller than 5 nm
(see Fig. 3-3). Figure 3-3 shows the predicted enthalpy of formation of MgH 2 as a function of
radius for different nanostructures. Equation 3-1 and Eq. 3-4 will change depending on the
geometry of the nanostructure. The maximum reduction in AH is seen for nanoparticles for
which the surface to volume ratio is larger than the surface to volume ratio of the other
nanostructures presented in Fig. 3-3. In Fig. 3-3, the enthalpy of formation predicted from
looking at the surface energy does not take into account surface reconstruction or any adhesion
between the Mg and MgH2 nanoparticles, and for the slab geometry, the radius is defined as half
the thickness.
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Figure 3-3. Enthalpy of formation of MgH 2 at OK for different nanostructures.
Nevertheless, it would be difficult to implement this size-dependent effect for Mg
nanoparticles because of the limitation on the nanoparticle size that can be achieved.
Calculations based on the repulsive energy between dislocations predict that a minimum particle
radius size of 15 nm is achievable through ball milling for Mg. At this particle size, the
reduction in the enthalpy of formation predicted by Eq. 3-4 would only represent a 2-3%
reduction in the enthalpy of formation of the hydride. In addition to that, van der Waals forces
between the nanoparticles at small radii would create adhesion and surface reconstruction effects
that would reduce the effective surface area of the particles [88]. As shown in Fig. 3-4, van der
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Waals forces between nanoparticles in contact will create bridges of radius b between the
particles (see Fig. 3-4) [9]
b =46.9 r
27 1/ 3
B ) (3-7)
where y is the surface energy, r is the nanoparticle radius, and Bo is the bulk modulus of the
material. Taking into account the adhesion forces and assuming that the nanoparticles are
stacked in a hexagonal compact structure where each nanoparticle has 12 nearest neighbors, we
can calculate the maximum reduction of the enthalpy in a powder made of spherical
nanoparticles. This value can be compared to the results for free standing nanoparticles (Fig. 3-4
and Fig. 3-5). At very small radii, the van der Waals forces between the nanoparticles are strong
enough to induce a surface reconstruction that reduces the effective surface area of the particles
[88]. The fraction of the surface area lost to this mechanism becomes increasingly large in the
region for which the size effects could substantially reduce the enthalpy of formation. This
effect offsets the positive impact of reducing the particle size on the thermodynamics of the
hydriding/dehydriding transformation by reducing the effective surface-to-volume ratio of the
nanopowder compared to free standing particles. The new results, which incorporate the surface
area reduction, show that the surface energy effects will not impact the enthalpy of formation by
much if the nanostructures are in contact (see Fig. 3-5). These results suggest that size alone
cannot account for the reduction of the enthalpy of formation observed experimentally in
reference [114]. Moreover, first principles calculations by Wagemans et al. [30] have shown
that for free standing MgH2 clusters, the nanoparticles lose their crystalline structure for small
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radii and that surface reconstruction takes place. The reconstruction increases the stability of the
nanoparticles such that a significant enthalpy reduction only occurs for particles smaller than 2
nm. A 2 nm particle is beyond the smallest size achievable through ball milling. This means
that the additional surface energy created in powders made of nanoparticles cannot explain the
observed reduction of the enthalpy of formation that is found in some experiments (above 20%
for MgH2 in [114]). Therefore other mechanisms must be responsible for the large magnitude of
the observed enthalpy reduction. The results by Wagemans also demonstrate the limitations of
using a macroscopic description of surface energy effects to describe particles of such a small
size where size-effects become dominant.
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Figure 3-4. Fraction of the surface area lost as a function of the particle radius due to
the van der Waals forces between the nanoparticles.
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Figure 3-5. Enthalpy of formation of a MgH2 powder made of nanoparticles as a function of
the nanoparticle radius.
3.1.2 Grain Boundaries
High-energy mechanical treatments like ball milling also reduce the grain size of
polycrystalline materials and introduce many grain boundaries. These grain boundaries are the
result of mismatched crystal plane orientations and give rise to excess energy that in turn lead to
excess enthalpy. As in the case of the nanoparticles, the exact grain boundary energy will
depend on the crystal plane orientation on the two sides of the boundaries as well as on the exact
grain size distribution in the sample. We can simplify this problem since we are interested in
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estimating the maximum contribution to the enthalpy of formation that arises from a reduction in
the grain size. To calculate the maximum excess enthalpy, we use an approach similar to that
found in Eq. 3-1 through Eq. 3-4 and treat every grain boundary as two separate surfaces of two
separate particles. Each grain thus becomes equivalent to a particle with a size equal to the grain
size. A simple estimate of the maximum energy value of the equivalent surfaces can be obtained
by equating the grain boundary energy difference between the metal and the metal hydride to the
maximum surface energy difference between the two phases, as was done in the previous
section. This naturally overestimates the contribution to the enthalpy of formation since a grain
boundary has a lower energy than the two surfaces creating it, due to the binding between the
two planes. But the estimate thus made still provides an order of magnitude approximation for
the enthalpy of formation change attributable to grain boundaries. As in Section 3.1, we use a
volume adjusted surface energy difference of 2 J/m2 in our calculations. To convert the grain
boundary energy difference between Mg and MgH 2 to a reduction of the molar enthalpy of
formation when grain size is reduced, we assume that all MgH2 grains are spherical and have the
smallest grain size present in the sample (7-9 nm for the samples we consider in the relevant
experimental study [114]) since the exact grain size distribution is generally not available. Our
calculations for MgH 2 shows a maximum reduction in the enthalpy of formation of only
approximately 9-10 kJ/mol (-12%) for a grain size of the order of 7-9 nm [114] (see section 3.2).
While nonnegligible, this high estimate cannot account for all of the 24% reduction of the
enthalpy of formation observed in [114] (see section 3.2).
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3.1.3 Presence of a Metastable Phase
Another possible explanation for the reduction of enthalpy of formation in heavily ball milled
materials is the presence of a metastable phase in the metal hydride produced by the high-energy
mechanical treatment. For example, MgH 2 possesses multiple high pressure phases whose
enthalpy of formation differs from its stable phase at standard temperature and pressure [117].
MgH2 crystallizes with the TiO2 rutile-type (P-MgH 2) structure at ambient pressure and low
temperature. At higher temperatures and pressures (0.39GPa at OK), P-MgH 2 transforms into
orthorhombic y-MgH 2 [117] and at even higher pressure, orthorhombic y-MgH 2 turns into the 6-
MgH2 with a modified CaF2 structure. Even if the 6-MgH 2 can be generated during heavy
mechanical treatments, its elevated transition pressure (3.84GPa at OK) makes it very unstable
and it is rarely found in MgH2 samples [118]. When generated during ball milling, the 6-MgH 2
usually relaxes into y-MgH 2 which is metastable at ambient pressure and has often been observed
in ball milled samples by neutron diffraction and other methods [31, 118].
In [117], Vajeeston et al. used VASP to calculate the unit-cell volume versus total-energy
relations for MgH2 for 11 different actual and possible structural arrangements. Figure 3-6 is
adapted from Vajeeston's results and shows the relative molar energy (ratio of the energy to the
equilibrium energy under standard conditions of pressure and temperature) of MgH 2 as a
function of the relative molar volume (ratio of the volume to the equilibrium volume under
standard T and P conditions) for the 3 phases of MgH2 that are the most likely to be generated
during ball milling. The first principles calculations [117] demonstrate that at standard
temperature and pressure, the energy difference between the 3-MgH 2 and y-MgH 2 phases is less
then 1% (<0.75kJ/mol) at ambient pressure (see Fig. 3-6). Thus the y-MgH 2 could not play an
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important role in reducing the enthalpy of formation, unless the external pressure becomes so
high (>> 10 GPa) that the small difference in volume between the two phases leads to a large
reduction of the enthalpy content of the y-MgH 2 phase compared to the 3-MgH 2 phase (the
reduction comes from the PV term in the definition of the enthalpy: H = E + PV, where the
pressure P corresponds to the pressure inside the solid that results from internal strain and stress).
This approach to enthalpy reduction must however be disregarded in the present context, since
such high pressures are impractical for hydrogen storage applications. As for the 6-phase, its
contribution to reducing the enthalpy of formation could go up to almost 4 kJ/mol (see Fig. 3-6),
but experiments show that the 6-phase is present in extremely small quantities due to its large
instability and tendency to relax rapidly into more stable phases [118].
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Figure 3-6. Relative molar energy of MgH2 for different crystalline structures
as a function of the relative volume. Adapted from [117].
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It is worth mentioning, however, that experiments suggest that the interfaces between
different metal hydride phases catalyze the hydrogen release reaction [114, 119]. In [114],
experimental results indicate that the presence of y-MgH 2 significantly reduces the release
temperature of hydrogen. Such a catalytic interaction could offer new ways to improve the
kinetics with respect to reversible hydrogen absorption/desorption cycles despite the fact that our
modeling suggests that the y-MgH 2 phase cannot significantly reduce the enthalpy of formation.
Such considerations show that nanostructures could both benefit the thermodynamic properties
of hydrogen storage materials and help speed up the slow kinetics that often characterizes
materials with high storage capacity.
3.1.4 Excess Volume in Deformed Regions
The following section introduces the concept of excess volume as a way to explain the
reduction of the enthalpy of formation of metal hydrides subject to intense mechanical
treatments. The predictions of the model are presented for MgH 2 and TiH2. The predictions for
MgH 2 are also compared to experimental results.
3.1.4.1 Excess Internal Energy, Excess Enthalpy and Excess Volume
The surface energy, grain boundary energy, and metastable phase excess energy in
nanostructured metal hydrides (sections 3.1.1-3.1.3) all favor a reduction of the enthalpy of
formation, although their combined contribution, at least for MgH2, is insufficient to explain the
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experimental observations [114]. Another mechanism must therefore be responsible for the
observed reduction in the enthalpy of formation of certain metal hydrides.
In addition to the presence of extra grain boundaries and extra surfaces, as well as the
presence of metastable phases or isolated dislocations, it has been observed that materials subject
to plastic deformations will show regions where defects such as dislocations and high angle grain
boundaries accumulate around a crystalline grain [22, 120]. Those regions differ significantly
from a crystalline region in terms of their density and of their physical properties. The resulting
lattice distortions will change the energy content of the metal and hydride states and therefore
could explain the enthalpy of formation change, as discussed below.
Characterizing the physical properties of these deformed regions can be quite challenging if
one does not know their exact structure and concentration. Consequently, it becomes more
convenient to describe the properties of deformed regions containing several types of defects in
term of an effective excess volume than to treat each defect separately. The excess volume is
thus a simple way to describe the elongation of the atomic bonds occurring in materials subject
to plastic deformations as was introduced in [34, 35]. It must be emphasized that a large material
sample is unlikely to be described by a single value of excess volume but rather by a distribution
of numerous regions characterized by different excess volume values.
The excess volume Vex is related to the ratio of the molar volume of the material in its current
state of temperature and pressure compared to the molar volume that the material would have at
equilibrium for that temperature T and at zero pressure [121]:
Vex =. P -1= V -1 (3-8)
vo (T, P = 0)
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where v is the molar volume of the sample and vo(T, P=O) is the equilibrium molar volume at
temperature T and zero pressure, and VR is the relative volume. The excess volume thus takes
into account the thermal expansion of the solid, since u, will increase with T which will be of
importance for temperature dependent calculations (chapters 4 and 5). In our mathematical
model, we use the relative volume instead of the excess volume for mathematical simplicity in
the EOS.
This type of deformation changes the energetic properties of materials and is related to the
amount of work that must be done to displace the atoms out of their equilibrium positions. This
work is stored in the solid as an excess energy and excess enthalpy, which will lead to an excess
entropy contribution for nonzero temperature. By excess molar enthalpy and excess molar
internal energy, we refer to the difference between the internal molar energy or molar enthalpy
content of a material and the internal energy and enthalpy content of its crystalline state taken at
a reference temperature T = To and pressure P = 0. The excess internal energy and enthalpy arise
from the presence of high energy defects or deformations. For example, in the case of the excess
molar internal energy:
Eex (T, v) = E(T, V) with defects and deformations - E(T, v o ) perfect crystal (3-9)
It is shown in this section that the excess volume in deformed regions that develops as a
result of the ball milling, or similar energetic mechanical treatments, can account for the large
enthalpy changes observed experimentally [114]. In our discussion below, three different
equations of state (EOS) are used to predict the enthalpy change that can be expected for a given
excess volume. There are numerous EOSs that have been developed to describe different types
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of solids [122]. Our choice of the universal EOS as well as the 2nd and 3 rd order Birch-
Murnaghan (BM) EOSs was motivated by their ease of use, as well as their good predictive
power for different types of solids ranging from metals to insulators [34, 35, 122, 123, 124].
Though differences are observed between the three EOSs, all indicate that the excess volume
formation is the mechanism that can explain the experimental observation of reference [114].
3.1.4.2 Universal EOS
A simple yet accurate way to explain the effect of lattice distortions on the energy of the
crystal is by formulating an equation of state that relates the energy of the crystal to its actual
volume relative to the equilibrium volume. A dimensionless excess volume Vex in deformed
regions of metallic nanoparticles due to their longer atomic bonds was demonstrated to also
result in an excess energy, which can be related to a negative hydrostatic pressure [34, 35].
According to the universal equation of state developed by Rose and his coworkers [34], the
internal energy of a solid under expansion or compression can be written as:
E(V) = Eo -E(a) = Eo -(-1- a - 0.05a3) exp(-a) (3-10)
with the dimensionless parameter a defined in terms of the relative volume VR by:
1/3
3 4 N  1/3(VR )1/3- 1]
a = (3-11)
1
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In the above equations, Eo is the molar energy content of the material at equilibrium (P=0,
T=O), NA is the Avogadro number, I is a length scale characteristic of each material and I
depends on the electrical screening of the outer electronic shells, Bo is the bulk modulus, and vo
is the equilibrium molar volume.
From this equation of state (Eq. 3-10), the enthalpy of the region characterized by an excess
volume can be obtained from the usual thermodynamic relation:
H(VR)= E(VR)+ IP(VR) vOVR (3-12)
with the pressure given by:
aE 3Bo[(V,) 1]
P(VR) = - (V)2/3 (1-0.15a +0.05a 2 )exp(-a) (3-13)
P(V) (VR 
In Eq. 3-12 we take the absolute value of the pressure to account for the fact that even for a
negative hydrostatic pressure as well as for a positive one, the enthalpy content of the material
will be increased (in the same way that the potential energy of a spring is increased both in
tension and compression). Equation 3-12 is of special importance since it will allow us to
calculate the excess enthalpy present in a deformed solid for the three different EOSs considered
in this section. Equation 3-12 predicts that all solids will see their enthalpy content increase by
the presence of excess volume. Therefore, the excess enthalpy associated with the excess
volume in both the metal and the metal hydride will result in a reduction of the enthalpy of
formation (reduction of the heat released) during hydrogenation only if the non-hydrogenated
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phase has a smaller enthalpy increase for a given excess volume. This can be understood from
the fact that the enthalpy of formation is the difference between the enthalpy of the metal hydride
and the enthalpy of both the metal and the hydrogen gas taken together. On the other hand, if the
enthalpy content of the metal is increased more than that of the metal hydride, then the difference
between the two enthalpies will be increased instead of being reduced, and it would become even
harder to extract the hydrogen from the host metal. By combining Eq. 3-10 through Eq. 3-13, we
can derive the condition for which the enthalpy of formation of a metal hydride will be reduced.
Assuming that a small excess volume (Vex = 0) is present in both the metal hydride and the metal
phases, we can show that the hydride phase (MH) will be destabilized with respect to the metal
(M) if
S= [voBo]MH -[voBo] 2 0 for VR= 1 =:> (a = 0) (3-14)
In Eq. 3-14, q gives a measure of the degree of destabilization of a hydride with respect to its
metallic phase (a metal hydride is said to be destabilized with respect to its metallic phase if the
energy difference between the two actual states is smaller than the energy difference between the
two standard states). A large positive q is favorable for hydrogen storage applications since it
means that the enthalpy of formation between the two phases is reduced by the introduction of
excess volume. A negative q, however, indicates that the presence of highly deformed regions in
the sample should be avoided for hydrogen storage applications because it renders the metal
hydride phase more stable with respect to the metal phase.
To better illustrate the origin of Eq. 3-14, it is convenient to think of a quadratic solid (Eq. 3-
15) in which the excess energy due to the excess volume is proportional to the product of the
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bulk modulus and the molar volume times the square of the volume increase (just like a 3D
harmonic oscillator where the Hook's constant is the bulk modulus). Equation 3-15 shows that
for a given excess volume Vex (VR - 1), the excess energy present in a quadratic solid is directly
proportional to voBo. For small excess volume, it is reasonable to assume that the energy
dependence on volume of the metal and the metal hydride follows the quadratic potential given
by Eq. 3-15. Under that condition, we find that the energy difference between the metal hydride
and the metal will be reduced if the product of the bulk modulus and the molar volume of the
metal hydride is larger than the same product for the metal phase. This condition for a reduced
energy of formation corresponds exactly to the destabilization criteria given by Eq. 3-14:
voBo(VR -1)2E(VR)-E = ( (3-15)2
3.1.4.3 Second and Third Order Birch-Murnaghan EOSs
The 2nd order Birch-Murnaghan (BM) equation of state [123] can also explain how the excess
volume deformation can lead to a reduction of the enthalpy of formation. According to the 2 nd
order BM EOS, at OK, the energy and the hydrostatic pressure of a solid characterized by an
excess volume are given by
E(VR) = E + vBV (1/VR) B (3-16)
B' B'-I B'-I
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P(VR) = - 1 (3-17)
Then, following Eq. 3-12, the enthalpy for a material with excess volume at zero temperature
is given by
H(VR) = Eo + B 2 VR -VR B1 (3-18)
where Eo is the equilibrium molar energy, and B' is the derivative of the bulk modulus with
respect to pressure evaluated at zero pressure and temperature (B'= (aB/aP)T=,P=0 ). As in the
case of the universal EOS (Eq. 3-10), we can investigate the conditions under which the hydride
will be destabilized with respect to the metal by the introduction of excess volume using Eq. 3-
18. From this investigation we show that destabilization will occur if the excess enthalpy of
formation due to the excess volume is positive ( 5AH(V,) >0):
HR + (3-19)
For a bulk modulus that is independent of pressure (B'=0), the condition for instability
F&H(V,) 0 is equivalent to what we obtained for Eq. 3-14:
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77 = [VoBo ]MgH2 -[VoBo ]g 0 for VR = 1 (3-20)
However, for non-zero B' the condition for destabilization becomes:
l=[VB B21 , O Bo B'- 2 0 for VR =1 and B' 1 (3-21)
B '- 1 u B '-1M
Because most substances have a B' value close to 5 from the work of Bastide et al.[118], we
see that the conditions given by Eq. 3-14 and Eq. 3-20 will tend to predict the same general
results for the destabilization of metal hydrides at low excess volume. The 2 nd order BM EOS is
easy to use and provides an intuitive explanation for the destabilization of a material where
excess volume is present. The 2 nd order BM EOS, however, does not predict a Gibbs instability
for high excess volume. The Gibbs instability in a solid corresponds to an excess volume for
which the bulk modulus turns negative (B=0). A negative bulk modulus leads to an instability in
which every subsequent increase of volume further reduces the Gibbs free energy of the solid, so
that the solid cannot maintain its integrity and crumbles. Noting that B =0 for the minimum of
the P(V) function (B = -V (aP / V)T ) we can see that the monotonic decline of pressure with
excess volume predicted by the 2nd order BM EOS will not predict such an instability (see Fig. 3-
7).
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Figure 3-7. Negative hydrostatic pressure in Mg (left) and MgH2 (right) correspondingto a material under tension.
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Figure 3-7. Negative hydrostatic pressure in Mg (left) and MgH2 (right) corresponding
to a material under tension.
This failure of the 2nd order BM EOS to predict a region of instability is unphysical, but can
be remedied by using the 3rd order BM EOS. The prediction of the Gibbs instability is an
important feature of the 3rd order BM EOS because it tells us what the maximum excess volume
sustainable for the solid is and thus what is the maximum destabilization that can be obtained by
deforming the metal hydride. The 3rd order BM EOS is written as [124]:
E(VR)=E +B16 ([V-2/3 - i] B '+ [V '2/3 - 1 2 - 4V-2/3]) (3-22)
Again, the enthalpy can be obtained from Eq. 3-12 where the pressure is given by the
following equation:
Pressure magnesium hydride
O
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Pressure magnesium
P(V) = [v-7/3 -V5/3 1+ (B - 4) R23 -1] (3-23)P(V) = 2 R R [+(B-LV
Figure 3-7 shows the negative hydrostatic pressure in Mg (left) and MgH2 (right)
corresponding to a material under tension. For the 3rd order BM and the universal EOS, the
curves stop at the pressure/relative volume corresponding to the Gibbs instability where the bulk
modulus becomes negative. A negative Bulk modulus corresponds to a region where the slope
of the P(V) curve is positive. Such an instability is not predicted by the 2 nd order BM EOS,
which is unphysical because it corresponds to a solid whose atomic bonds can be stretched
continuously without the formation of cracks or the evaporation of the solid into a gas.
3.2 Excess Volume in Magnesium and Titanium
Hydrides
Using the three EOSs defined in Sections 3.1.4.2 and 3.1.4.3, we can calculate the impact of
excess volume on the energy and enthalpy of formation of well known hydrides: MgH2 and
TiH 2. Figure 3-8 and Fig. 3-9 show a comparison between the three EOSs for MgH2 and TiH 2.
For both graphs, the energy and enthalpy of formation are predicted as a function of the relative
volume until the Gibbs instability is reached. Figure 3-8 shows the predicted energy (left) and
enthalpy (right) of formation of MgH 2 as a function of the relative volume according to the
universal EOS (Eq. 3-10) and the Birch-Murnaghan 2 nd and 3rd order EOS (Eq. 3-16 and Eq. 3-
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22). All three EOSs show that the hydrided phase can be substantially destabilized with respect
to Mg. For large Vex, the enthalpy of formation can become positive, which represents an
endothermic hydriding reaction. For small Vex up to 0.2, all three EOSs are in good agreement
and predict a reduction of the enthalpy of formation (resulting from excess volume effects),
whose magnitude is large enough to explain the experimental data of reference [114] (see
Section 3.3).
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Figure 3-8. Predicted energy (left) and enthalpy (right) of formation of MgH2 as a
function of the relative volume.
Figure 3-9 shows the predicted energy (left) and enthalpy (right) of formation of TiH 2 as a
function of the relative volume. For Ti/TiH2, excess volume leads to an increase of the enthalpy
of formation when such excess volume regions are introduced. The Ti hydriding reaction
illustrates the fact that not all materials will benefit from the introduction of high energy
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structural defects (Eq. 3-14). In the case of Ti, the bulk modulus of the hydrided phase (74GPa)
is substantially smaller than that of titanium alone (106GPa) and Eq. 3-14 correctly predicts that
the enthalpy of formation will be increased by the introduction of excess volume (11 = -2270 for
Ti/TiH2 compared to 805 for Mg/MgH 2). For Ti, the hydride phase is less destabilized than the
metal alone, which leads to an increase in the enthalpy of formation upon introduction of
deformed regions. A simple argument is thus capable of predicting which materials are favored
by the presence of excess volume, namely that MgH2 is favored and that TiH 2 is not favored.
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Figure 3-9. Predicted energy (left) and enthalpy (right) of formation of Till2 from Ti + H2
as a function of the relative volume.
A difference in the value of the excess volume will have a dramatic influence on the
enthalpy of formation of the destabilized hydride. It is also likely that as a result of a high
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energy mechanical treatment, only a fraction of the sample would be deformed and be in a state
of excess volume while the rest of the sample would remain in a crystalline state (for example, if
20% of the sample is in a state of excess volume, the excess volume fraction is 0.2). The fraction
of the sample that is in a state of excess volume also has an important effect on the enthalpy
reduction. The excess volume and the excess volume fraction will vary from sample to sample,
even within distinct regions in the same sample. Figure 3-10 plots the relative molar enthalpy of
formation of MgH 2 (ratio of the enthalpy to the equilibrium enthalpy under standard conditions)
as a function of the relative volume and the fraction of the solid that is in a state of excess
volume (denoted in the legend as a fraction). The change in enthalpy is calculated from the
universal EOS (Eq. 3-10).
In a milled sample, there would most likely be a distribution of excess volume regions, each
associated with an excess volume fraction. To calculate the exact contribution of the excess
volume to reducing the enthalpy of formation, one would need to integrate over the distribution
of excess volume regions in the sample. It is not a trivial matter to obtain such a distribution of
excess volume experimentally. Precise structural characterization of hydride samples in which
enthalpy reductions have been observed are currently not available, but it would be necessary to
fit the theoretical models and to determine if crystal deformations can be responsible for the
reduction in the enthalpy of formation that is observed experimentally. Because of this lack of
experimental data, we assumed for simplicity that a material can be described by a unique excess
volume over a known fraction of the sample (Fig. 3-10). This assumption helps us determine in
Section 4 the magnitude of the destabilization that can be achieved by introducing an excess
volume.
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Figure 3-10. Relative molar enthalpy of formation of MgH 2 as a function of the
relative volume and the fraction of the solid that is in a state of excess volume.
3.3 Discussion
The purpose of this section is to identify which nanostructures could explain the reduction of
the enthalpy of formation that is sometimes measured in metal hydrides subjected to high energy
mechanical treatment. Figure 3-11 compares the reduction of the enthalpy of formation in MgH2
predicted by the four mechanisms presented in this paper with the experimental data obtained by
Varin [114] (denoted by black lines). Each column represents a different size distribution of
nanoparticles obtained by high energy ball milling (see [114] for more details on the exact
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process used to produce the particles). Sample 1, 2, and 3, respectively, have mean particle radii
of 393 nm, 374 nm, and 338 nm. Because no data were available on the explicit excess/relative
volume that was present in the samples, we chose the dimensionless excess volume Vex of 0.2 to
be present over ~ 1% to 14% of the sample to reproduce the experimental results. Figure 3-11
shows the relative importance of the four different nanostructures that we introduced in Section
3.1 and how their combined effect can reproduce experimental results [114]. The surface and
grain energy contributions were calculated using the method outlined in Sections 3.1.1 and 3.1.2
in conjunction with the experimental data provided by [114] on the particle and grain size
distributions. The maximum contribution from metastable phases was obtained by assuming that
the whole sample was in the lowest energy state of the metastable y-MgH2 phase as given in Fig.
3--6 which corresponds to a difference of less than 1 J/mol for the enthalpy of formation. It is
clear from the data that even if of importance, the presence of surfaces, grain boundaries, and of
metastable phases is not enough to predict the observed enthalpy of formation, but that the
introduction of deformed regions with excess enthalpy can in fact explain the experimental
observations. Figure 3.11 also illustrates that the presence of other phases as well as surface and
grain boundary effects do not reduce the enthalpy sufficiently and that an excess volume effect is
needed to explain the observed reduction in the enthalpy of formation. The potential impact of
the excess volume on the enthalpy of formation is such that its impact can be one order of
magnitude larger than the combined effects of surfaces and other phases and of the same order of
magnitude as the grain boundary contribution. Since the fraction and extent of the excess
volume in the deformed regions are not directly related to the particle and grain size distribution,
the theory also explains why the reduction of the enthalpy of formation in certain samples is
independent of the particle and grain size distributions. The particle and grain size are a function
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of the type of mechanical treatment used to create the hydride powder and one can expect the
excess volume fraction and the magnitude of the excess volume to depend on the characteristics
of the mechanical treatment used [114]. Finally one should mention that the experimental results
were obtained at room temperature while the EOS model predicts the impact of the excess
volume at OK. As we will see in the next chapter, this difference only plays a minor role and the
does not change the results mentioned above.
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Figure 3-11. Comparison of the reduction of the enthalpy of formation in MgH 2 predicted
by the four mechanisms presented in this chapter with the experimental data obtained by
Varin [114].
A large reduction of the enthalpy of formation can dramatically improve the storage
properties of hydrogen in metal hydrides and it is thus important to understand which treatment
can maximize the reduction of the enthalpy by generating the desired structural changes in the
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hydrides. This point is even more important, since we showed that not all nanostructures will
favor a reduction of the enthalpy of formation, and that heavy mechanical treatments could also
result in an increase of the enthalpy of formation in some materials. It is thus important to better
understand the exact structural impacts of reducing metals to nanopowders to be able to tailor the
mechanical treatments to our needs instead of simply milling the materials to yield a given size
distribution.
It must be emphasized that even if a reduction of the particle and grain size as well as the
presence of metastable phases cannot fully account for the observed reduction of the enthalpy of
formation of metal hydrides, those structures can still play an important role in speeding up the
kinetics and reducing the hydrogen release temperature [125]. For example, smaller grain and
particle sizes can favor the diffusion of hydrogen in the material which speeds up the kinetics by
limiting the slow diffusion through the hydride layer that forms around the larger particles during
the hydriding reaction. In addition, the presence of metastable phases can play a catalytic role in
releasing the hydrogen as in the case of the y-MgH 2 phase in MgH2 which is known to reduce the
hydrogen release temperature. Reducing the enthalpy of formation of metal hydrides is only one
of the goals associated with improving the properties of metal hydrides for hydrogen storage, and
structures that do not favor its reduction should still be considered and studied. It has also been
reported that while good for kinetics, the introduction of strain, surfaces and grain boundaries
during mechanical treatments can have an adverse impact on the storage capacity of metal
hydrides [126]. This emphasizes the tradeoffs that must be considered when improving metal
hydrides for hydrogen storage through nanostructuring.
Deformed regions also show an increase in their specific heat. For example, 20% to 50%
increases in specific heat have been measured for nanocrystalline Cr [22]. The phenomenon
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associated with the increase in specific heat would also help to manage the temperature rise
during the hydriding reaction by absorbing some of the heat released during the hydriding
reaction into vibrational energy in the atomic bonds at the boundary.
The presence of excess volume can improve the properties of certain metal hydrides but as in
the case of other nanostructures, it is likely that the excess volume regions will relax to their
more stable crystalline state over multiple high temperature hydriding/dehydriding cycles [127].
Stabilizing those metastable excess volume regions is not a trivial task but excess entropy at high
temperature could offer a way to do so. This will be discussed in chapter 5 after we discuss the
high temperature properties of deformed regions in chapter 4.
3.4 Summary
Metal hydrides possess high storage capacity but there remain many issues that must be
addressed before these materials can be used for hydrogen storage in automotive applications.
These are:
1. Slow sorption kinetics
2. High hydrogen release temperature
3. Low storage efficiency
4. Thermal management
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Reducing the enthalpy of formation through the introduction of nanostructures is a strategy to
address these issues because it reduces the energy barrier for hydrogen release. Reducing this
barrier, in turn, reduces the temperature needed for hydrogen extraction, which indirectly
addresses the other bottlenecks mentioned above. The introduction of surfaces, grain boundaries
as well as the presence of y-MgH2 can lead to a reduction of the enthalpy of formation of up to
15%, but cannot explain the experimental observations where reductions of more then 20% have
been observed [114]. Only when considering the presence of deformed regions with excess
volume were we able to reproduce the experimental data. For materials such as magnesium
hydride, the calculations show that the enthalpy of formation can be reduced by up to 24% by
only introducing a 20% (Vex=0.20) excess volume over 15% of the material in addition to the
effect of surface and grain boundary energies as well as the presence of other phases. Even if the
presence of excess volume could ultimately reduce the gravimetric capacity of the hydrides by
changing the energy distribution of the hydrogen binding sites, the gain in efficiency, thermal
management, and kinetics would far outweigh this loss in gravimetric capacity for automotive
applications. The above results were derived for OK but a generalization of these
thermodynamic relations to any temperature and pressure is presented in chapter 4.
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4 Temperature Dependence of the Enthalpy
of Formation of Metal Hydrides
Characterized by an Excess Volume
In chapter 3, it was shown that reducing the enthalpy of formation of metal hydrides would
increase storage capabilities in three ways: improving its energy efficiency by reducing the
energy loss associated with the large heat release during the hydriding reaction, reducing the
hydrogen gas release temperature, and improving the desorption kinetics by reducing the energy
barrier for hydrogen release [121]. The exact mechanisms behind the reduction of the enthalpy
of formation are not clear although we showed in chapter 3 that reducing the particle size,
reducing the grain size, introducing metastable phases, and generating deformed regions that can
be characterized by an excess volume could play an important role [121]. While the first three
factors can play a role in reducing the enthalpy of formation, modeling suggests that deformed
regions characterized by an excess volume provided the only mechanism which could reduce the
enthalpy of formation sufficiently to reproduce the experimental observations [93, 121]. It
must be emphasized that even if a reduction of the particle and grain size as well as the presence
of metastable phases cannot fully account for the observed reduction of the enthalpy of formation
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of metal hydrides, those structures can play an important role in speeding up the kinetics and
reducing the hydrogen release temperature [121]. For example, smaller grain and particle sizes
can favor the diffusion of hydrogen in the material which speeds up the kinetics by limiting the
slow diffusion through the hydride layer that forms around the larger particles during the
hydriding reaction. In addition, the presence of metastable phases can play a catalytic role in
releasing the hydrogen as in the case of the y-MgH 2 phase in MgH2 which is known to reduce the
hydrogen release temperature. Reducing the enthalpy of formation of metal hydrides is only one
of the goals associated with improving the properties of metal hydrides for hydrogen storage, and
structures that do not favor its reduction should still be considered and studied. It has also been
reported that while good for kinetics, the introduction of strain, surfaces and grain boundaries
during mechanical treatments can have an adverse impact on the storage capacity of metal
hydrides [93]. This emphasizes the tradeoffs that must be considered when improving metal
hydrides for hydrogen storage through nanostructuring [121].
In addition to having a model that describes the thermodynamic properties at OK or room
temperature [93], understanding the temperature dependence of the thermodynamic properties of
metal hydrides is of crucial importance because the hydrogen release usually takes place at a
temperature much higher than room temperature [119, 127, 128]. Since deformed regions
characterized by an excess volume can be the main contributor to a reduction of the enthalpy of
formation in metal hydrides, it is important to understand how the thermodynamic properties of
deformed regions will be affected by the elevated temperatures needed for the hydrogen release
[121]. In this chapter, a high temperature generalization of our findings in chapter 3 on the
thermodynamic properties of deformed regions produced by the ball milling of metal hydrides is
established. In particular, at these elevated temperatures, the energetic properties of deformed
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regions may not favor the hydrogen release even if their room temperature or zero temperature
properties behave favorably. As temperature is increased, the enthalpy content of the metal and
the metal hydride change due to contributions from the heat capacity, the work associated with
the thermal expansion, the increased entropy, and the temperature dependence of the hydrostatic
pressure inside the solid. The different temperature dependences of the enthalpy content of the
deformed regions in the metal and the metal hydride will determine how the enthalpy of
formation is dependent on temperature.
This chapter first shows that the enthalpy of formation of metal hydrides at elevated
temperature can be predicted using a temperature dependent equation of state (EOS) for the solid
phases and the ideal gas law for the hydrogen gas at high temperature. Simple relations are
obtained that can predict the behavior of metal hydrides using only the bulk modulus, the first
derivative of the bulk modulus with respect to pressure, and the thermal expansion coefficient at
a reference temperature as input parameters. The relative importance of the different
contributions to the temperature dependence of the enthalpy of formation is calculated in the case
of the Mg/MgH 2 system.
4.1 The Temperature Dependent Universal EOS
Equations of state are widely used in the literature to describe the relation between different
thermodynamic variables in a simple and computationally manageable way [122]. There are a
wide variety of EOSs that have different degrees of accuracy depending on which materials they
describe. In chapter 3, we have used the universal EOS (UEOS) and the 3rd order Birch-
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Murnaghan EOS (BMEOS) to express the pressure P, the excess molar internal energy Eex, and
the excess molar enthalpy Hex present in deformed regions characterized by an excess volume
Vex.
The pressure, bulk modulus, and thermal expansion predicted by the UEOS are in very good
agreement with experimental data when describing metallic or covalent systems which makes it
a perfect candidate to describe metal/metal hydride systems [122, 124]. Using the UEOS, we
showed that the presence of excess volume could reduce the enthalpy of formation of certain
metal hydrides [121] at zero temperature. Since the hydrogen release of most metal hydrides
usually takes place at a temperature higher than room temperature [119, 127, 128], this chapter
determines under which conditions the enthalpy of formation of a metal hydride would be further
reduced by a temperature increase. Results are derived for the UEOS but could be generalized to
other EOSs such as the BMEOS [121, 123, 124].
The thermodynamic potentials (internal energy E, enthalpy H, and free energy G) of any
material can be obtained for any temperature, pressure and volume if one knows how these
potentials vary with the relevant intensive and extensive variables. In the formulation that we
proposed [121], we characterized the energy and the enthalpy of metal hydrides as a function of
the excess volume present in the material as a result of mechanical treatments such as ball
milling. It is thus convenient to use the volume and temperature as our independent variables
when describing the thermodynamic properties of regions characterized by an excess volume.
Let us assume that the molar internal energy E(To, vo) of a material is known at a reference
temperature To and for a molar volume vo. One can then determine the effect of a temperature
increase on the energy content of a material by integrating over the change of temperature and
volume. Then, if the pressure is known, one can calculate the change in the enthalpy content
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associated with a temperature change. Knowing the enthalpy content of both the metal and the
metal hydride at high temperature, the enthalpy of formation can be directly obtained by
subtracting the enthalpy of the metal from that for the metal hydride. From [129], we find that
the energy difference between a solid taken from a state of pressure Po and temperature To to a
state of pressure P and temperature T is given by:
Tv, T,v aE(T, v) - E(To, v o) = CdT + T -aT P (4-1)
where Cv is the molar heat capacity and P is the pressure in the deformed regions of the solid. In
Eq. 4-1 the first integral on temperature is performed at constant volume while the second
integral on volume is performed at constant temperature T. The second integral, performed last,
corresponds to the energy change arising from the volume increase associated with the thermal
expansion of the solid. It is related to the entropy increase and the work done by the solid during
the volume increase at temperature T. From the molar energy content, the molar enthalpy
content at temperature T and pressure P is then be calculated by
H (T, v) = E(T, v) + P(T, v) v (4-2)
As discussed before, we take the absolute value of the pressure in Eq. 4-2 to account for the
fact that for a negative hydrostatic pressure as well as for a positive one, the enthalpy content of
the material will be increased. Computing Eq. 4-1 and Eq. 4-2 is a simple task when the energy
content E(To, v) of the material and the dependence of Cv and P on T and v are known above a
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certain reference temperature To. Finding an EOS that accurately describes P as a function of
temperature and volume is the most important aspect in describing how the enthalpy of
formation of metal hydrides is affected by temperature when regions with excess volume are
present. The accuracy of the pressure function will determine the accuracy of our excess
enthalpy calculations. We use the results developed [130] for the UEOS and show that the
enthalpy of formation of metal hydrides above their Debye temperature D can be determined by
only the bulk modulus, its first pressure derivative, and the coefficient of thermal expansion at a
reference temperature To > OD. The results come from experimental evidence that above Do, the
pressure P(v, T) is a linear function of temperature [131, 132]:
P(T, v) = P(To, v) + a 0Bo,(T -To) (4-3)
where ao and Bo are, respectively, the coefficient of thermal expansion and the bulk modulus at
the reference temperature To > oD. In Eq. 4-3, the first pressure term on the right hand side
corresponds to the reference isotherm while the second term is the thermal pressure term that
comes directly from the observation that the pressure depends linearly on the temperature above
Oo and from the definition of the first pressure derivative with respect to temperature:
- - ( I  I = -OoBo (4-4)
v,T=T o, ) ,0 T P,r=To
The reference isotherm is found by using an EOS that correctly describes the behavior of the
solid under consideration at the reference temperature To. In chapter 3, we have used the Birch-
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Murnaghan 3rd order EOS and the UEOS to describe the relation between the excess energy and
excess enthalpy present in a material subject to an excess volume [121]. Because the UEOS is in
better agreement with experiments at higher excess volume [130], it will be used as the reference
isotherm for the rest of this chapter [130]:
3B r -1
P(To,v)= 2(1-V )exP[ (T)(1-V ) (4-5)V
where V, the ratio of the molar volume v to the standard molar volume vo at To is represented by
- V vVV T = VV R  (4-6)
vo(T=T,P=0) vo(T,P=0) R
where, the dimensionless thermal expansion ratio VT is the ratio of the standard molar volume vo
at a temperature T and at the reference temperature To:
VT = v(T, P = 0)V = (4-7)
v0(T,P= 0)
In Eq. 4-5 the parameter in the exponential depends on the first pressure derivative of the
bulk modulus at standard temperature and zero pressure through
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-3 aB 1
E(T) j2 aP P=o'ro
(4-8)
Our model is developed for temperatures above the Debye temperature where Cv is
independent of an increase in temperature [133]. Moreover, from Eq. 4-3, because of the linear
dependence of pressure on temperature, one can see that Cv is also independent of volume above
OD since [129]:
(4-9)
av , aT 2
The last element needed to complete tl
material at the reference temperature To.
excess enthalpy at high temperatures, it is
molar internal energy Eex(To, OVR) present
presence of excess volume:
he model is the molar internal energy E(To,oo) of the
Since we are interested in the excess energy and the
more convenient to define and work with the excess
in a material at the reference temperature due to the
T ,v* 3B -13 
_-1/3
Eex(T V,))= -- (1- )exp e(To)(1-V ) (4-10)
T0,vo V
The above equations can now be combined to obtain the final expression that gives the
excess enthalpy Hex with respect to the standard state of a material at the reference temperature
as a function of the relative volume VR and the temperature T:
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H, (T, VoVRVT) = Eex(T , VVR)+ IP(T, v VRV ) VVT
T+ ,VR T,VRVT  ap t (4-11)+ f CvdT+ f - P(T,v) v
T-vIVYR TVVR
The molar volume will be affected by both the thermal expansion and the excess volume.
Because it is of interest to study the effect of the excess volume and the temperature
independently, the total molar volume is represented as a product of the molar volume at the
reference temperature and zero pressure vo, the dimensionless relative volume VR, and the
dimensionless thermal expansion ratio VT. This allows us to study the independent impact of
those variables even if the molar volume represents the thermodynamic variable of choice for the
calculations of the different thermodynamic potentials. In Eq. 4-11, we first integrate over
temperature at constant volume from the reference temperature To to T. Then we integrate at
constant temperature over the volume change corresponding to the thermal expansion of the
material. The volume expansion corresponding to a temperature increase in the deformed
regions is approximated, as is done in [130], by the zero pressure thermal expansion through Eq.
4-3 and Eq. 4-5 by solving for VT in :
3B (IV,1/3) Xp 1(TO)(1- (V,)1/3 T (4-12)
(VT 2/3 (1 (V exp = -oB(T - T) (4-12)
From the above equations, the total enthalpy content due to excess volume at a temperature T
in any material can be found provided that an accurate reference isotherm for the pressure is
known. To examine only the temperature dependence of the enthalpy of formation, the excess
enthalpy contribution from the excess volume at the reference temperature is removed. The
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excess enthalpy caused by an increase of temperature from To to T in a material with a relative
volume VR then becomes:
H (T,VVRVT) = vOV ( P(T,vVRVT) V, -IP(T,,lvVR)I)
r,v r,v, v P (4-13)
+ C dT+ T T - P(T, v) v
T ,oVVR T,vVR L T
The right hand side of Eq. 4-13 highlights the 4 different contributions that change the
excess enthalpy of a material when the temperature is increased without including the excess
enthalpy that was already present in the sample due to excess volume at the reference
temperature. The first term outside of the integrals represents the change in the PV term arising
from the enthalpy definition (see Eq. 4-2) that is caused by the thermal pressure (see Eq. 4-3) and
the thermal expansion. The integral over the temperature gives the heat capacity contribution
while the first and second terms in the integral over the volume are, respectively, the entropy and
work contributions associated with the thermal expansion. As will be demonstrated in the
following sections, the relative importance of those terms for the metal and the metal hydride
will determine if an increase in temperature will lead to further destabilization of the metal
hydride with respect to the metal. It should finally be pointed out that since the reference
isotherm is derived at a temperature above OD, the above approach will only be of interest for
hydrogen storage materials in which &D is smaller than the hydrogen release temperature.
157
4.2 Condition for Destabilization
A metal hydride characterized by an excess volume Vex and temperature T will be
destabilized with respect to the metal state if the enthalpy of formation is reduced compared to
that of the reference state:
HMgH, - HM - HH2T=T,V, < HMH2 - HMgH Mg H, 2 ]T=ToVx= (4-14)
In [121], we demonstrated that the presence of deformed regions characterized by an excess
volume would lead to a destabilization of the metal hydride with respect to the metal phase at
zero temperature if the destabilization constant r is positive:
r = [v Bo ]M -[oBoM >0 for V, = 1 (4-15)
A large positive r is favorable for hydrogen storage applications since it means that the
enthalpy of formation between the metal and the hydride is reduced by the introduction of excess
volume. A negative q, however, indicates that the presence of highly deformed regions in the
sample should be avoided for hydrogen storage applications because it renders the metal hydride
phase more stable with respect to the metal phase.
In the following section, the 4 temperature dependent contributions to the enthalpy in Eq. 4-
13 will be reviewed and their sign as well as magnitude will be discussed to see if they could
have a major impact on the enthalpy of formation of metal hydrides. The impact of temperature
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will greatly depend on the metal and its related metal hydride properties. For non-zero
temperatures, the impact of temperature on the enthalpy content of the hydrogen gas must also be
evaluated in order to determine the exact enthalpy of formation of a metal hydride. We aim at
providing a set of simple tools that can predict under which conditions an increase in temperature
will have a positive influence, i.e. reduce the enthalpy of formation. The four temperature
dependent contributions to the enthalpy of formation of metal hydrides as well as the
contribution to the enthalpy of formation from the hydrogen gas will be calculated.
4.3 Temperature Impact on the Enthalpy of
Formation of Magnesium Hydride
The following sections presents the four leading contributions to the enthalpy content of a
material as temperature is increased. The impact of each of those contributions to the enthalpy
of formation of MgH2 is also discussed.
4.3.1 PV Contribution to the Enthalpy of Formation
The PV contribution to the enthalpy content of a material comes directly from the definition
of the enthalpy (see Eq. 4-2), and the fact that both the pressure and the volume are temperature
dependent. Here, one should remember that the pressure refers to the hydrostatic pressure within
the deformed regions and not the outside pressure of the hydrogen gas. Of the four temperature
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dependent enthalpy terms, the PV contribution is the only one that tends to reduce the enthalpy
content of a solid material as the temperature increases. This is because a temperature increase
reduces the internal pressure corresponding to a given Vex faster than it increases the volume
through thermal expansion, as seen in Fig. 4-1 which plots: (left) the relative pressure (defined as
the ratio of the actual pressure to the pressure at standard temperature), and (right) the
dimensionless thermal expansion as a function of temperature. Figure 4-1 shows that the
pressure drops much faster with temperature than the volume increases.
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Figure 4-1. Relative pressure dependence on the relative volume at various temperatures (left),
and thermal expansion ratio dependence on temperature (right).
By approximating the thermal expansion as linearly dependent on temperature by
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we can approximate the temperature dependent enthalpy contribution of the PV term to any
material by:
H fV (T, VoVRVT) = P(T, VoVRVT) VVRV - P(To, VoVR) VoVR
ex (4-17)
= VoBVR (-aoVAT + P(VOVR) - P(VoVRV )V,)
where
P(T U)P(uV) = (4-18)
is a universal dimensionless pressure function that depends on the material's properties only
through the first pressure derivative of the bulk modulus (see Eq. 4-5 and Eq. 4-8). Note that Eq.
4-16 becomes less accurate as the temperature increases and that Eq. 4-12 should be used at
elevated temperatures to determine the thermal expansion. The first term in Eq. 4-17 has a
negative contribution and tends to reduce the enthalpy content of the material while the last two
terms have a combined positive contribution and increase the enthalpy content. As the excess
volume increases, the last two terms converge to the same value and cancel each other out for the
temperature range of interest to metal hydrides and the first term that corresponds to the thermal
pressure becomes dominant. The global effect is to reduce the enthalpy of the material when the
temperature is increased.
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(4-16)
To estimate the impact of a temperature increase on the enthalpy of formation of a metal
hydride, one must calculate the difference between the PV contribution to the metal (M) and its
respective metal hydride (MH). To destabilize the hydride, we need the following condition to
hold true
I=[ (T, oVV,)= H (T,VRVT) MH -[HV (T,OVRV)] >0 (4-19)
Looking at the dominant term in Eq. 4-17, an approximate condition under which the PV
contribution will reduce the enthalpy of formation of the metal hydride can be written as:
7pv = [oBorao ]MH -[vOBao ]M <0 (4-20)
By comparing Eq. 4-15 and Eq. 4-20 we can see that as the temperature increases, the PV
term will have an effect opposite to that of the excess volume. If the excess volume had a
destabilizing effect on the metal hydride with respect to the metal for example, then the PV term
would tend to stabilize the metal hydride. This happens because the temperature increase reduces
the strain present in the deformed region more in the hydride than in the metal. Note that for
materials where rev is almost equal to 0, then one should use the exact equations (see Eq. 4-17
and Eq. 4-19) to determine if the metal hydride is destabilized or not.
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4.3.2 Heat Capacity contribution to the Enthalpy of Formation
The molar heat capacity Cv of a material is the measure of the heat energy required to
increase the temperature of one mole of that material by a certain temperature interval at constant
volume. Because the heat capacity of a metal and its associated hydride will generally not be the
same, one can expect the enthalpy difference between the two materials to differ. Since the heat
capacity is not a function of temperature above OD (see section 4.1), Eq. 4-12 and a
generalization of Eq. 4-19 tell us that if the temperature is increased, the enthalpy of formation of
a metal hydride will be reduced by the heat capacity contribution to the enthalpy of the metal and
the metal hydride, if
rc =[C,]M -[C]M > 0 (4-21)
A metal hydride molecule will possess additional degrees of freedom compared to the metal
atom alone on a molar basis and one can expect that the heat capacity of the hydride would
surpass that of the metal, provided that those extra normal modes are not frozen out. Thus, the
enthalpy of formation of the metal hydride should be further reduced by an increase of
temperature to reflect the different amount of heat absorbed by the two materials to generate a
temperature change. It should be emphasized that the contribution coming from the heat capacity
is independent of the state of excess volume of the system above Oo. The large benefit gained
from the heat capacity contribution thus cannot be attributed to the excess volume and should be
considered as a basic property of the metal/metal hydride system.
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4.3.3 Entropy Contribution to the Enthalpy of Formation
From Eq. 4-3, Eq. 4-13, and Eq. 4-16, it is shown that the excess enthalpy in a material that
can be attributed to a change in the entropy accompanying the thermal expansion is
approximated by
T, v.VR r D
Hx(T'vVRV,)= T T Jdv = TaBoATOVR (4-22)
T,VoV R
The dual dependence on the temperature and the temperature increase of the entropy contribution
simply comes from the observation that the entropy content of a material increases with the
thermal expansion while the enthalpy contribution is the product of temperature with that
increase of entropy. For any temperature increase, this contribution is always positive for a
single material so that the condition for the reduction of the enthalpy of formation of a metal
hydride with increasing temperature due to the entropy contribution becomes
's = [voBaT]. -[vBao T] >0 (4-23)
which is similar to the condition for the PV term but of opposite sign. We retained the
temperature in Eq. 4-23 in order to keep rs in units of J/mol-K. The entropy term tends to be
very small compared to the PV term because it is proportional to TATao2 (quadratic dependence
on the thermal expansion coefficient ao which has a typical 10-5 to 10-6 order of magnitude)
while the PV term is roughly proportional to (1 + ATao) ATao. The contribution of the entropy
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term is nevertheless of a relative importance (especially at high temperature) for small excess
volume values where the work associated with the thermal expansion and the PV contributions
terms tend to be negligible.
4.3.4 Work Related to the Thermal Expansion Contribution to the
Enthalpy of Formation
The last term to consider in Eq. 4-13 is the contribution to the enthalpy from both the metal
and the metal hydride arising from the work associated with the thermal expansion:
T,vVRVT
Hj (T,voVRV,)= J -P(T,v)dv (4-24)
T,V R
The hydrogen release from a metal hydride typically occurs at a temperature of the order of
400K-800K. For such a temperature range, the magnitude of the thermal expansion is small and
the change in P(V), which is only dependent on the thermal expansion for a fixed excess
volume, is relatively small as well. In Eq. 4-24 we thus treat the pressure change over the small
thermal expansion as linear and the integral over the volume is approximated by:
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H (T,OVRVT,)= BoVRaOAT OAT - P(oVRV )+ P(V) (4-25)
In Eq. 4-25 the first term is negative and tends to decrease the enthalpy content of a material,
while the second term destabilizes the material by increasing its enthalpy (the hydrostatic
pressure inside a region of excess volume is negative). The integral in Eq. 4-24 leading to the
result of Eq. 4-25 corresponds to a volume expansion at fixed temperature that took place after
an integral on temperature at fixed volume is calculated. This means that for small excess
volume, the lower limit on the integral corresponds to a state of compression with respect to
equilibrium. So for a small excess volume and high temperature, the first term in Eq. 4-25 will
tend to dominate because it corresponds to the relaxation of a compressed state induced by the
thermal expansion of the material. However, as the excess volume increases, the second term
which corresponds to the isothermal expansion of the material toward a state of higher excess
volume takes over and increases the enthalpy content of the material. The exact excess volume
for which, at a given temperature, the work associated with the thermal expansion makes a
transition from a stabilizing contribution to a destabilizing contribution will depend on the
specific properties of the metal/metal hydride under study. In the case of Mg, given that the
thermal expansion is relatively weak at the temperatures of interest (see Fig. 4-1), the first term
will dominate only at an excess volume on the order of 0 to 0.05, depending on temperature.
At low excess volume where the thermal relaxation dominates, we can thus write an
expression that gives the condition for further destabilization of a metal hydride as:
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v = [vBa AT] -[v B oo AT] <0 (4-26)
On the other hand, at high excess volume, if the first bulk modulus derivatives are of the
same order of magnitude between the metal and the hydride, we can write the condition as:
'Tv = [vBoo ]MH --[oBoao]M >0 (4-27)
This condition is the same as that of the PV contribution, but it has the opposite sign. In the
PV term, the pressure reduction over the whole sample offsets the small volume increase due to
the work associated with the thermal expansion and the total PV term is negative. For the work
associated with the thermal expansion, we only calculate the increase in enthalpy resulting from
adding a small volume element so that even if the thermal expansion reduces the pressure, the
total contribution to increasing the volume will always be positive.
4.3.5 Impact of Temperature on the Enthalpy of Hydrogen
While the state of excess volume of the metal and the metal hydride does not affect the
enthalpy content of the hydrogen gas, the temperature will have an effect that must be taken into
consideration. For automotive applications, the hydrogen release from the metal hydride would
be achieved by increasing the temperature of the reservoir as to keep the hydrogen pressure to
the fuel cell constant. If one assumes that the hydrogen pressure is kept constant as the
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temperature is increased, then excess enthalpy of the hydrogen gas relative to the standard state
is given by:
H 2 = CpAT (4-28)
where the specific heat capacity Cp at constant pressure for the hydrogen is approximately
constant at 28.8 J/mol-K over the temperature range of interest [134].
4.4 Results and Discussion
We used the results from section 4.1 to calculate the high temperature enthalpy contribution
to Mg/MgH 2 and the temperature dependence of AH in MgH 2. For both Mg and MgH 2 we used
room temperature (298K) as the reference temperature To. At room temperature, the only
parameters needed for our model, namely the bulk modulus, the first derivative of the bulk
modulus with respect to pressure, the molar heat capacity, and the coefficient of thermal
expansion are available in the literature. It must be mentioned though that this value of the
reference temperature is lower than OD for both Mg (400K [133]) and MgH 2 (456K using Debye
model for the density of states to estimate OD [133]). As mentioned in section 4.1, our model is
based on the assumption that the reference temperature is above the Debye temperature of the
solids so that the thermal pressure has a linear dependence on the temperature. Nevertheless,
results by [131, 132] actually suggest that the linear relationship between the thermal pressure
and the temperature remains valid well below OD so that selecting a reference temperature that is
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25-35% lower than Oo is not expected to significantly affect the accuracy of our calculations.
Moreover, at a temperature so close to Do, one can still consider the heat capacity at constant
volume to be independent of temperature [133].
Figure 4-2 plots the excess enthalpy in Mg for each of the four contributions in Eq. 4-13 as a
function of the relative volume at various temperatures. As explained in Section 4.3, the
entropy, heat capacity from the solids and the hydrogen and work associated with the thermal
expansion contributions will tend to increase the enthalpy content of Mg while the PV term tends
to reduce it. It is obvious from Fig. 4-2 that the PV and heat capacity terms dominate the heat
dependent properties of the enthalpy contained in excess volume regions. The entropy term is
much smaller than the other terms because of its quadratic dependence on the thermal expansion
coefficient (from the pressure derivative and the thermal expansion) except at low Ve where the
PV term together with the work associated with the thermal expansion contributions are closer to
0. The work term also remains relatively small compared to the PV and Cv terms because of the
weak thermal expansion that is observed for the temperature changes of a few hundred degrees
that are relevant to hydrogen storage. The increase in the negative hydrostatic pressure
characterizing deformed regions as the temperature is increased by a few hundred degrees is
much more important than the thermal expansion that compensates the pressure drop which leads
to the dominance of the PV term at high pressure and excess volume (see Fig. 4-1). At high
excess volume and temperature, Fig. 4-2 shows that the PV term can lead to an enthalpy
reduction of more than 20kJ/mol for Mg. This reduction, however, does not mean that the
enthalpy of formation of MgH 2 would be reduced by that amount since the PV contribution to
MgH2 will be even larger at high excess volume and temperature.
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Figure 4-2. Excess enthalpy in Mg for each of the four contributions in Eq.
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above the Debye temperature.
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The influence on the enthalpy of formation of MgH 2 is obtained by comparing the impact of
temperature and excess volume on the enthalpy content of Mg and MgH 2. The change in the
enthalpy content of the hydrogen gas must also be taken into account. Since we must take the
difference between the Mg and MgH2 temperature dependent enthalpy content, it is not obvious
that the leading term for the enthalpy of formation will remain the PV term as in the case of the
individual enthalpy contents of the metal and the metal hydride. There could be, for example, a
situation where the PV contributions are about the same for both materials, while the entropy, the
heat capacity, or the thermal expansion work terms would introduce significant differences
between the metal and the metal hydride. The term for which the difference is the largest
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between the metal and the metal hydride will ultimately dominate the high temperature enthalpy
contribution. In the previous section we came up with general guidelines to determine whether
or not an increase in temperature would benefit a reduction in AH and what would be the
magnitude of the change in AH. Figure 4-3 plots the individual temperature dependent
contributions to the enthalpy of formation of MgH 2, while Fig. 4-4 plots the total excess enthalpy
of formation of the hydride as a function of the relative volume for various temperatures.
Except at very low excess volume and high temperature, the excess enthalpy of formation is
positive so that the total enthalpy of formation will be reduced in magnitude and the metal
hydride will be destabilized with respect to the metallic phase. The destabilization will then
make the hydrogen release easier by reducing the amount of heat that must be supplied to the
metal hydride for the hydrogen release.
The first observation from Fig. 4-3 and Fig. 4-4 is that the contribution from the temperature
increase tends to lower the excess enthalpy and is important compared to the room temperature
excess volume only at small values of Vex. For small Vex and high temperature, the difference
between the heat capacity terms of reactants (Mg and H2) and the product (MgH 2) tends to
dominate and the metal hydride is stabilized with respect to the metal phase. So an increase in
temperature increases the enthalpy of formation for all excess volume.
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Figure 4-3. Excess enthalpy of formation in MgH 2 for each of the four contributions at
various temperatures. The heat capacity term is independent of the relative volume
above the Debye temperature.
12
-400K
--- 500K
10 .....600K
-- 700K
8 --- 293K
6-
4-
2-
1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4 1.45
Relative volume
Figure 4-4. Total excess enthalpy of formation as a function of the relative
volume at various temperatures for MgH2.
172
,-
-400K
---------- 
--- 500K
.... 600K
- - 700K
1.1 1.2 1.3
Relative volume
PV contribution
2* '', 4
~2524 '' ,
Z ~~,
~ r.
1C ''I"I4. I"r,CIrr
~C.Z
Work contribution
-
-
To better understand the results though, it is helpful to ignore the heat capacity contribution
of both the solids and the hydrogen gas when calculating the impact of temperature on the
enthalpy content of the deformed regions because the Cv and Cp contributions are not a property
of the excess volume regions but rather a property of the hydrogen/metal/metal hydride system.
Without the contribution of the heat capacity, it becomes evident that the negative PV term
dominates the high temperature behavior of the excess enthalpy of formation caused by
deformed regions in the Mg/MgH2 system (see Fig. 4-5). For a given excess volume, the higher
the temperature is, the greater is the reduction of the internal pressure associated with deformed
regions. Since the thermal expansion does not match this pressure reduction, the excess enthalpy
present in deformed regions is reduced and part of the positive impacts of the excess volume is
lost. From a physical perspective, as the temperature is increased, the bulk modulus associated
with a given excess volume is reduced and it demands less energy to create a deformation [35]
such that a given PV state has a lesser enthalpy at high temperature. For materials with high bulk
modulus (such as MgH2 compared to Mg), this effect is even more pronounced since the thermal
pressure is proportional to the bulk modulus, which further reduces the internal pressure of the
solid with temperature (see Eq. 4-3). This is why the thermal pressure tends to offset the impact
of the hydrostatic pressure in the case of MgH 2.
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various temperatures.Excluding the impact of the heat capacity, a temperature increase will not always increase the
dictated by the difference between the two PV contributions. Both Eq. 4-15 and Eq. 4-204)0. -%
illustrate the fact that the thermal pressure (see third term in Eq. 4-3) will generally have an
opposite impact on the enthalpy of formation than the excess volume has if the thermal
expansion coefficients are not significantly different between the metal and the metal hydride.
This is because B, and Vo are the dominant terms that determine whether a metal/metal hydride
system will be destabilized by the introduction of excess volume or by an increase in temperature
[121]. In the case of the excess volume contribution, a metal hydride will be destabilized withMgH2 excluding the heat capacity contribution as a function of the relative volume at
Excluding the impact of the heat capacity, a temperature increase will not always increase the
enthalpy of formation for all metal hydrides. The impact of temperature on aH will generally be
[121]. In the case of the excess volume contribution, a metal hydride will be destabilized with
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respect to a metal if the product of VoBo of the hydride is larger than that of a metal (see Eq. 4-
15). This can be understood easily if one compares the solid to a 3D harmonic oscillator in
which VoBo behaves as the potential energy stored in the atomic bonds. As the temperature is
increased, the pressure inside the deformed regions of the material with the larger VoBo will
decrease much faster than the pressure inside the material with the lower VoBo. The pressure
drop reduces the PV contribution to the enthalpy because the thermal expansion cannot
compensate for it. For materials like TiH2 where excess volume is a source of stabilization
[121], it is thus expected that temperature will decrease the enthalpy of formation at high excess
volume and destabilize the material while in MgH 2 we have shown that the opposite behavior is
expected.
In the case of MgH2, it is interesting to look at the impact of temperature on the total
enthalpy of formation of the material. In [121], we showed that a Vex of 0.2 to be present over -
14% of the sample could reproduce the experimental results on the enthalpy of formation
reduction in nanocrystalline MgH 2 [114], by providing up to 10kJ/mol (13.3%) additional
reduction in the enthalpy of formation in addition to the surface and grain energy contributions
(the impact of metastable phases such as y-MgH2 was found to be negligible). Excluding the
heat capacity contribution, this value would go down to 9.3kJ/mol (12.4%) as the temperature is
increased toward the release temperature of hydrogen (-700K) [114]. This shows that
temperature has a very limited impact in the Mg/MgH 2 system. Figure 4-6 shows the relative
change in the excess enthalpy of formation of MgH2 present in deformed region as a function of
the relative volume at various temperatures. The relative change is measured with respect to the
reference temperature To. A positive percentage means that increasing the temperature reduces
the enthalpy of formation by that percentage, while a negative value signifies that increasing the
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temperature offsets the benefits of introducing excess volume. At very low excess volume, an
increase in temperature reduces the magnitude of the enthalpy of formation (favorable
contribution); while for larger excess volume the impact of temperature opposes the impact of
excess volume. At all temperatures and excess volumes though, the relative contribution
remains less than 10% of the total excess enthalpy of formation contained in the deformed
regions. Thus we conclude that the thermodynamic gains made by mechanical deformation of the
metal hydride would be retained as the release temperature is reached if relaxation could be
prevented.
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Figure 4-6. Ratio of the combined PV, entropy, and work excess enthalpy of formation of
MgH2 to the standard enthalpy of formation as a function of the relative volume for various
temperatures.
In [121], it was shown that different volume fractions and excess volume values could
reproduce the same experimental results on the reduction of the enthalpy of formation. From the
above observations, we conclude that for a given reduction of the enthalpy of formation
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attributed to the presence of regions characterized by an excess volume, it is more beneficial to
have a large fraction of the material in a state of small excess volume instead of having a small
fraction of the material in a state of large excess volume. This choice reduces the negative
impact of a temperature increase on the enthalpy of formation of metal hydrides and can even
further destabilize a metal hydride if it possesses large regions of sufficiently small excess
volumes. It can also be concluded that each metal/metal hydride system would possess an
optimal excess volume value and excess volume fraction for which the impact of temperature are
the most advantageous without compromising on the destabilization potential provided by the
deformation. Furthermore, it is likely that regions characterized by lower excess volume will be
more stable to relaxation because of their lower free energy so that their advantageous
thermodynamic properties could be maintained over many high temperature
hydriding/dehydriding cycles. In general, a structure characterized by a high enthalpy will also
be characterized by a high free energy which favors the relaxation toward more stable phases
[121]. For high temperature and excess volume, however, the high entropy content of the grain
boundary could lead to an entropy stabilization of the deformed regions. This phenomenon will
be described in chapter 5.
4.5 Summary
In this chapter we established a high temperature generalization of our previous findings on
the thermodynamic properties at T = OK of deformed regions produced by the ball milling of
metal hydrides. As the temperature is increased, the enthalpy content of the metal and the metal
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hydride change due to contributions from the heat capacity, the work associated with the thermal
expansion, the expansion generated entropy and the temperature impact on the hydrostatic
pressure inside the solid. At low excess volume, excluding the heat capacity terms, the entropy
contribution dominates and further destabilizes the metal and the metal hydride with respect to
their ground state. Since the Cv contribution is not a property of the deformed regions but rather
a property of the metal/metal hydride system, it is convenient to exclude it when looking at the
influence of temperature on the properties of the deformed regions. As the excess volume
increases, the PV contribution becomes dominant at high temperature as the pressure drop within
deformed regions reduces the excess enthalpy present in those regions. The reduction in the PV
term with temperature is proportional to BoVo as is the case for the excess enthalpy present in a
deformed region but is of the opposite sign. So excluding the Cv contribution, the impact of an
increase of temperature on the enthalpy of formation will be opposite to the impact of the
deformations occurring at the standard temperature, but of a much smaller magnitude. As the
hydrogen release temperature is approached, part of the thermodynamic benefits gained from
introducing deformed regions is thus lost. This effect is even more pronounced if the
destabilization of the hydride is produced by a small volume fraction of the solid having a large
excess volume compared to having a large volume fraction of the material in a state of small
excess volume. It is expected that the deformed regions characterized by a high enthalpy will
also be characterized by a high free energy which might favor the relaxation toward a more
stable crystalline phase. For high temperature and excess volume however, the high entropy
content of the grain boundary could lead to an entropy stabilization of the deformed regions.
This phenomenon will be described in chapter 5.
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5 Entropy Stabilization of Deformed
Regions of Metals and Metal Hydrides
Characterized by an Excess Volume
Reducing the high enthalpy of formation of metal hydrides by mechanically or chemically
destabilizing the metal hydride with respect to the metal phase offers a potential way to address
the challenges associated with storing hydrogen in metal hydrides [121, 135].
The excess enthalpy present in both the metal and the metal hydride as a result of
deformations will result in an excess free energy. Because of the high temperatures at which the
hydriding/dehydriding reaction takes place in metal hydrides [127, 128], the excess free energy
could lead to the relaxation of the materials into their more stable crystalline phase over many
high temperature hydriding/dehydriding cycles if no significant energy barriers to relaxation are
present [120, 136]. If relaxation occurs, the benefits of the excess volume on the enthalpy of
formation would be lost and the hydrogen storage system durability through repeated cycles
would be compromised. It is thus important that the nanostructures responsible for the improved
thermodynamic properties can be maintained over many hydriding/dehydriding cycles. One way
to improve the durability of a high enthalpy state in a metal hydride is to generate a metastable
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state in which a relatively high energy barrier prevents the high enthalpy state from relaxing into
a more stable one. At the high temperature associated with hydrogen release from a metal
hydride, the excess entropy present in the deformed regions containing excess volume can
generate such a metastable state under certain conditions by reducing the excess free energy of
the deformed regions [36, 37]. For instance, Fecht [36, 37] calculated that at 500K, the grain
boundary in a Cr cluster could be stabilized in a state that has a 27kJ/mol excess enthalpy.
In this chapter, a framework to calculate the excess entropy content of the deformed regions
of metal hydrides will be given. For the Mg/MgH2 system, it will be shown that at high
temperature, it is possible to improve the durability of a destabilized metal hydride by forcing the
Mg and MgH 2 to oscillate between two metastable states.
5.1 Destabilization and Excess Volume
The relation between the excess energy/enthalpy in a solid containing excess volume due to
mechanical deformations can be described by an equation of state (EOS) linking the energy,
pressure, and enthalpy inside the material to its state of excess volume [34, 35, 124, 130].
In chapter 4 (the results were also published in [135]), we used the results developed by
Vinet et al. [130] for the UEOS and showed that the enthalpy of formation of metal hydrides
above their Debye temperature Oo can be determined by only the bulk modulus and its first
pressure derivative, the molar volume, the heat capacity at constant volume, and the coefficient
of thermal expansion at a reference temperature To > &D as input variables. The universal EOS
developed in chapter 4 is reproduced here:
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3 B 1 3 V "3P(T,v)= - (1-V )exp E(T)(1-V ) +oBo(T-T o)  (5-1)
V
in which a is the coefficient of thermal expansion, B is the bulk modulus and the subscript 'o'
refers to values at a reference temperature To higher than D. Here, the ratio of the actual molar
volume v to the standard molar volume vo at To is given by
v VVT
V - T = VTV R  (5-2)
v(T = T,P =O) vo(T,P = 0)
where, the dimensionless thermal expansion ratio VT is the ratio of the standard molar volume vo
at a temperature T and at the reference temperature To:
VT = v (T, P = 0) (53)
V (To, P = 0)
Thus V accounts for the effect of both the dimensionless relative volume VR and the
dimensionless thermal expansion ratio VT of the material [135]. VT corresponds to the ratio of the
equilibrium molar volume at temperature T to the equilibrium molar volume at To [135].
The excess molar internal energy and excess enthalpy of both the metal and the metal
hydride as a function of their state of excess volume and temperature can be obtained from the
following relations [129, 135] :
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Eex(T,v)=E(T,v)-E(TVo)= f CdT+ f T - -P V (5-4)
To ,V. TV L O_(T)V
H (T, v) = E(T, v) + IP(T, v) v (5-5)
Hex(T, VoVRV)= H(T,VoVVT)- H (To, Vo)= E (To,VVR)
+ P(T,VVVT) OV,V,+ CI dT+ f r - -P(Tv)
T ,VoV R  ,voT, . VR  a V
where Cv is the molar heat capacity of the material.
The presence of deformed regions leads to an increase in the enthalpy and to the
destabilization of both the metal and the metal hydride with regard to their equilibrium states. A
reduction of the enthalpy of formation signifies that the transition from the metal hydride to the
metallic state will be facilitated [93, 121, 135]. This can potentially reduce the release
temperature, speed up the kinetics and limit the heat released during the hydriding reaction. The
properties of the metal/metal hydride system could thus be improved in an essential way for
hydrogen storage applications, if the system can maintain its excess volume over multiple cycles
of hydriding/dehydriding. In the next section, the excess entropy present in regions of excess
volume will be quantified and its impact on the relaxation rate of the deformed region will be
evaluated by using a homogeneous nucleation theory.
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5.2 Excess Entropy and Nanostructures Stabilization
Entropy is a measure of the randomness of molecules in a system or the system's degree of
disorder. The entropy of a deformed region characterized by an excess volume is thus expected
to increase compared to its orderly crystalline state. This increase in entropy will reduce the free
energy of the deformed region by opposing the increase in the enthalpy and could help stabilize
the deformed regions in a state of high enthalpy on the basis of Eq. 5-7
Gex = Hex -TSex (5-7).
To quantify the excess entropy present in a deformed region at any given temperature, one
notes that an infinitesimal change in temperature or volume leads to a change in the entropy
content of a system [129]:
dS = dT + do = vdT + dv (5-8)
aT av T T (iT
From the standard entropy content of a system, one can obtain the high temperature and high
excess volume entropy content of a material by integrating the partial derivatives of the entropy
along a preferred path. We first integrate over the temperature at constant volume and then
integrate over the volume at constant temperature.
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, PS(T,v) = S (T o)+ C dT + f dv (5-9)
o,0 ' ,( V
As mentioned above, the maximum value that the molar volume v can take in Eq. 5-9 is
bounded by the maximum excess volume possible in a material before the Gibbs instability is
reached [93]. The maximum excess volume corresponding to the Gibbs instability is denoted by
Vcrit.
The first term in Eq. 5-9 is a trivial integral over the specific heat at constant volume. Since
the model is developed for temperatures above the Debye temperature OD, Cv is independent of
an increase in temperature [133]. The second integral in Eq. 5-9 is obtained using the Slater
approximation for the dimensionless Griineisen parameter YG [133]:
= aB= = - (5-10)
aT V, v 2 aP , 6 v
where the pressure derivative of the bulk modulus is obtained from Eq. 5-1 as [130]:
aB(T, VR (T)) 4 + 3 (T) -1 VR '3 (o e (To) - V3 T - (T)VR (T)
(5-11)ap 3 2+ E(T) -1)V3) - (T)V (T
The Grineisen parameter yG (see Eq. 5-10) describes the alteration in the crystal lattice's
vibration frequency of a material in a state of excess volume. The Griineisen parameter diverges
to infinity close to Vcrit indicating a vibrational catastrophe as the Gibbs instability is approached.
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At high excess volume, this term will make a major contribution to the excess entropy of the
destabilized metal and the destabilized metal hydride. In Eq. 5-1, it is assumed that the first
partial derivative of the pressure with respect to T is constant and equal to aoBo. Nevertheless
this fails to reproduce the divergence of the Grtineisen parameter as the Vcrit, is approached.
Since we are interested in the entropy catastrophe close to Vcri,, we use the exact definition of the
pressure derivative (see first term in Eq. 5-10) to describe the material's properties close to Vcrit.
As VeJVR is increased, Eq. 5-9, Eq. 5-10, and Eq. 5-11 predict that the entropy will exhibit a
divergence and tend to infinity. From a physics point of view, the maximum entropy that a
molecule or atom can have is that of a gas and there will thus be a limit on the excess entropy
resulting from a deformation. This maximum excess molar entropy S,~ corresponds to the
entropy of sublimation of the material (see Eq. 5-12) [137] beyond which the material becomes
unstable with respect to its gas phase. The maximum excess entropy with respect to the
reference state is the difference between the entropy of a gas at the sublimation temperature Ts
and the entropy of the reference state. It is calculated by adding the contributions from the heat
of fusion, the heat of sublimation and the heat capacity of the material:
Lh TS n = + + (5-12)
T T T
in which L and L are, respectively, the molar heats of fusion and sublimation.
Even if this upper limit on the molar excess entropy is measured from the gas phase, it is
applicable to the solid phase and has been observed experimentally in super-heated crystals
where the high entropy stabilizes the crystals against melting [138]. A similar phenomenon was
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also observed in nanoparticles of Pd which showed an increased resistance to sintering as a result
of heavy deformations [139].
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Figure 5-1. Excess entropy as a function of the relative volume in Mg at various
temperatures.
That the maximum entropy is reached before the Gibbs instability sets in (see Fig. 5-1) is
essential for the creation of a metastable state. If both the metal and metal hydride can be
stabilized in such a fashion, it would provide a permanent way to reduce the enthalpy of
formation of the hydride. For Mg, we calculated that this upper limit on the entropy occurs right
before the critical volume Vcrit is reached (see Fig. 5-1). In section 5.4, we will show how the
upper bound to the excess entropy can lead to a local minimum in the free energy of a
destabilized region that will make that region metastable with regard to a lower excess volume
(lower enthalpy) region. Understanding how the excess entropy could lead to a stabilization of
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the deformed regions also requires an understanding of the impact of the excess free energy on
the recrystallization rate of the deformed region. This is discussed in the following section
(section 5.3).
5.3 Relaxation of the Deformed Region
During the deformation of a crystalline material, the free energy is raised by the
accumulation of grains and dislocations and the regions containing such defects are characterized
by an excess volume and are thermodynamically unstable. Excluding energy barriers as well as
physical and kinetic limitations, thermodynamics would suggest that the high free energy states
would relax into their more stable crystalline state. As a result, the thermodynamic improvement
gained from the presence of deformations would be lost upon cycling. This relaxation occurs
because the excess enthalpy present in both the metal and the hydride will usually lead to an
excess free energy Gex at moderate temperatures and small values of excess volume. That
material therefore tends to spontaneously relax to states of lower free energy [129, 136].
The exact mechanism through which nanostructures relax depends on their nature as well as
the intrinsic properties of the material. For example, in a deformed material, relaxation can start
through a subgrain growth process called recovery, whereby the dislocation structure changes
[120]. Then, the nucleation of crystalline grains takes place and further relaxation can occur
through grain growth [120, 136]. As stated earlier, it is believed that the accumulation of defects
around a crystalline nucleus, in heavily deformed materials, can lead to extended grain
boundaries characterized by an excess volume. The regions of excess volume can in turn explain
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the reduction of the enthalpy of formation of metal hydrides observed in experiments [93, 114].
The reduction of the enthalpy of formation is beneficial to the properties of hydrogen storage in
metal hydrides and it is thus of primary importance to understand the relaxation process that
removes the excess volume regions in the metal and metal hydrides over several
hydriding/dehydriding cycles. In the next section, the parameters driving the nucleation of new
grains and the growth of existing as well as new grains will be examined.
5.3.1 Nucleation of New Grains
In severely deformed materials, the recrystallization can be described as a nucleation and
growth process [136]. We define nucleation as the formation of a crystallite of low internal
energy growing inside or into a deformed material from which it is separated by a high angle
grain boundary [136]. Growth is the process whereby a newly formed or preexisting crystalline
grain increases its size by extending its boundary into the deformed region. Nucleation and
growth are very complex phenomena and multiple attempts at describing them have been
proposed in the literature [120, 136].
Because the kinetics of grain nucleation and grain growth are similar to that of a phase
change at constant composition [136], we use a simple model for which the recrystallization
associated with the excess volume is treated as a phase transition in a material between two
phases having the same composition but different structures. The phase transition is described as
a homogeneous nucleation followed by a diffusion-like growth occurring at the grain interface
[59]. It must be mentioned that homogenous nucleation related to thermal fluctuations are
considered unlikely by some people due to the energetics of the surface energy associated with
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the formation of a small grain. More complex theories propose that grains are initially present in
the sample as a result of early recovery in the material or that grains form on heterogeneous sites
outside of the deformed region. Those early grains will be the center for primary
recrystallization. This would not affect the outcome of the growth process though even if the
density of critical nuclei could be affected. Nevertheless, the simplicity of a homogeneous
nucleation model provides an idea about the energetics at play and how the excess free energy
and entropy of the deformed regions can influence the formation of crystalline cores as well as
their growth [136].
Let's assume that there is a molar excess free energy Gex between the deformed region and
the crystalline region and that the formation of a crystalline core within the deformed region
generates an interface energy u. At small radius for the crystalline core, the surface energy acts
as an energy barrier that prevents the formation of the crystalline core because an increase in
radius size leads to an increase in the free energy of the system. At larger radius though, the
surface to volume ratio diminishes and the growth of the particles is favored by the large Gex
present in the deformed regions. The radius for which an infinitesimal increase in the nucleus
size does not change the free energy is called the critical radius and it corresponds to the
minimum size that a nucleus must have to be stable. The relative importance of a and Gex
determines the critical radius and it leads to a temperature dependent steady state where the
number of nuclei being formed per unit time equals the number of nuclei of critical size
disappearing through growth or shrinkage [59]. Accordingly, the number of nuclei of critical
size becomes:
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Neq= no exp AG (5-13)
RT
where no is the number of atoms per unit volume in the deformed phase and the molar nucleation
critical free energy AG that corresponds to the free energy needed to create a nucleus of critical
radius is:
16rU3 V2AG= 3(Gex) 2  (5-14)
3(Gex)2
Here, v is the molar volume of the crystalline phase.
The energy barrier or activation energy AGa for an atom or molecule to jump from the excess
volume side to the crystalline side determines the rate at which a critical nucleus grows through
the diffusion of atoms or molecules from the deformed region to the crystalline nucleus. The
rate of crystallite nucleation with a radius of critical size is thus obtained by multiplying the
number of nuclei of critical size by the rate of growth of such critical nuclei [59]:
I= K, exp -( + AG (5-15)
RT
In Eq. 5-15, KN is a rate constant. In the above expression, the rate at which the crystalline
nuclei disappear due to atoms in the crystalline state leaving for the deformed state is neglected
for simplicity [59].
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5.3.2 Crystal Growth of Grains
A similar approach can be used to determine the growth rate of crystalline cores within a
deformed matrix. This will be used in the next section to determine how the excess entropy
present in heavily deformed material could help slow down the relaxation process. Again, we
look at the interface of a single crystalline core and analyze the atom transfer between the
deformed state and the crystalline one. This time, the reverse reaction where an atom can leave
the crystalline surface and return to the deformed region is accounted for. So the net rate transfer
of atoms from the deformed region to the crystalline core per unit time becomes [129]:
r = svo exp -exp (- (5-16)
RT RT
where s is the number of atoms at the surface of the crystalline nucleus and vo is the rate at which
an atom attempts to jump from one state to the other. If the distance I between the crystalline
core's outer layer and the first atomic layer of the amorphous region is known, the rate u of
growth (m/s) becomes:
u= vo exp ) l-exp (5-17)RT RT
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5.4 Results and Discussion
To maintain the metal and metal hydride in this destabilized state of high free energy/high
enthalpy, their relaxation into a more stable crystalline state must be avoided over multiple
hydriding cycles. This can be achieved if the metal/metal hydrides are both in a metastable state
(local minimum in the free energy). If the two metastable phases are characterized by a similar
excess volume, it could lead to multiple high temperature transitions between the metal and the
metal hydride with a reduced probability of relaxation into the standard states. In this section, it
will be shown that the conditions for stabilizing high enthalpy states can be obtained at high
temperatures and high excess volume where the entropy contribution to the excess free energy
can create a local minimum in both the metal and the metal hydride.
The molar excess free energy of Mg and MgH 2 is calculated at various temperatures using
the guidelines presented in the previous sections. As in [135], the reference temperature is taken
at room temperature where the experimental values of the bulk modulus and its first derivative
with respect to pressure, the molar volume, the coefficient of thermal expansion, the heat
capacity and other relevant parameters are all known for both the metal and its respective
hydride (Table 5-1). For our calculations, the coefficients of thermal expansion were calculated
using Eq. 5-10 which reduces the number of independent parameters that must be known. The
results for the Mg/MgH 2 system are presented in Fig. 5-2. It is noted that in Fig. 5-2, the
enthalpy contribution from the heat capacity is not included in the calculation of the excess free
energy since it is a property that is independent of the state of excess volume. Thus, the
contribution from the heat capacity to the enthalpy will not impact the relaxation rate of the
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excess volume regions and should not be considered. In Fig. 5-2, (AGaex)Mg represents the
energy barrier created by the entropy when Mg is in its metastable state at 700K.
Table 5-1. Parameters and constants used in the model.
Parameter Value for Mg Value for MgH 2
Bo 45 GPa [92] 55 GPa [140]
(aB/ aP), 4.3 [141] 4.9 [140]
to 1.38E-5 mol/m3 [30] 1.81 E-5 mol/m3 [30]
AGao 92 kJ/mol [142]
a 0.46 J/m2 [8] t
Lf 8.48 kJ/mol [92] &
Ls 128 kJ/mol [92] &
C, 25 J/mol-K [92] 40 J/mol-K [143]
t The interface energy between the amorphous region and the crystalline region is taken to be the same as the interface energy between two
lattices that are out of registry.
& Because the decomposition of MgH 2 occurs below the melting point, we calculate its maximum entropy from that of Mg to which we add the
entropy of the hydrogen gas.
As expected, the entropy associated with the large degree of disorder in the deformed regions
creates a local minimum in the free energy of both Mg and MgH 2 as the excess volume
approaches Vcrit. In Fig. 5-2, the excess free energy for both Mg and MgH2 at various
temperatures increases with excess volume because of the increasing excess enthalpy with excess
volume. As the excess volume increases, the negative entropy contribution to the free energy
eventually starts to dominate the positive enthalpy contribution and a maximum in the excess
free energy is reached. As the excess volume keeps increasing, the maximum excess entropy is
eventually reached and the enthalpy contribution to the free energy starts to dominate again until
the Gibbs instability is reached. This interaction between the enthalpy and entropy creates a
local minimum in the excess free energy of both the metal and the metal hydride. The minima
could render both materials metastable with respect to the crystalline phase if the energy barrier
created by the entropy is large enough to prevent nucleation and crystal growth in the deformed
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regions (see Fig. 5-2). When the excess volume is larger than the one corresponding to the
excess free energy maximum, the entropy-generated energy barrier for a given excess volume
and temperature is calculated by taking the difference between the excess free energy maximum
and the excess free energy at a given excess volume.
1.2 1.25
Relative volume
Figure 5-2. Top: excess free energy in Mg as a function of the relative volume at
various temperatures. Bottom: excess free energy in MgH2 as a function of the
relative volume at various temperatures.
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If both the metal and the metal hydride are stuck in a metastable state characterized by
roughly the same excess volume, then Fig. 5-2 shows how it could become possible for the
system to retain its destabilized state over repeated cycling by transitioning between the metal
and the metal hydrides while maintaining a state of high excess volume. In Fig. 5-2, the black
arrows show such a possible hydriding/dehydriding cycle in the Mg/MgH 2 system: 1) Starting
from the lowest metastable Mg state at high excess volume, Mg hydrides into MgH 2 at constant
excess volume. 2) Since the exact values of the excess volumes corresponding to the metastable
state differ slightly in Mg and MgH2, the metal hydride would then relax toward its true
metastable state as a result of thermal fluctuations and remain in that state. 3) Heating up the
hydride would lead to the release of hydrogen at constant excess volume and bring the system
close to the Mg metastable state at high excess volume. 4) The Mg would finally relax toward
its metastable state and the cycle can start over.
This illustrates how the entropy-generated energy barriers in any metal/metal hydride system
could allow a destabilized system with a lower enthalpy of formation to maintain its improved
thermodynamic properties by preventing both the metal and the hydride from relaxing into their
more stable crystalline state. Such a transition between metastable states remains possible as
long as the entropy-generated energy barriers are high enough and the excess volumes
corresponding to the metastable metal and the metastable metal hydride are close to overlapping.
The overlapping ensures that the transitions between the metal and the metal hydride during the
hydriding/dehydriding reactions do not bring either material over or to close to the energy barrier
maximum which would allow either material to relax toward its crystalline state. It is also
important that the excess volume corresponding to the metastable state of either the metal or the
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hydride be smaller than the critical volume of the other material. This ensures that the transition
at constant excess volume between the two materials is physically possible. In Fig. 5-2, we see
that this condition is barely satisfied for the Mg/MgH 2 system.
The location of the minimum in the free energy associated with the entropy content and the
energy barrier preventing the relaxation of the deformed regions is very sensitive to the value of
the maximum entropy. For a given material, if the maximum entropy is too small, then the free
energy barrier associated with it will be very shallow and thermal fluctuations could more easily
push the material over the energy barrier and back toward its crystalline state. On the other
hand, if the maximum entropy of a material is too big, then the free energy barrier will be
extremely deep but its minimum will be too close to the Gibb's instability. This could render
oscillations between the metastable states of the metal and the metal hydride impossible if the
minimum in the free energy of the hydride has a larger Vex than the critical volume of the metal,
or vice versa.
To better understand how an entropy-generated free energy barrier can affect the stability of
a deformed region characterized by an excess volume, we looked at the relaxation process
between the deformed regions and their crystalline state. The recrystallization rate of deformed
regions is quantified by comparing the nucleation rate (see Eq. 5-15) and growth rate (see Eq. 5-
17) of the critical nucleus subject to an excess volume at various temperatures (see Fig. 5-3 and
Fig. 5-4).
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Figure 5-3. Normalized nucleation rate for Mg at various temperatures.
Figure 5-3 shows the ratio of the nucleation rate for various temperatures to the nucleation
rate at VR = 1.05 (Vex = 0.05) and T = 400K as a function of the relative volume in the case of
Mg. We chose VR = 1.05 as the reference excess volume since the nucleation rate is not defined
for VR = 1 and we are interested to see how an increase in excess volume affects the nucleation
rate. For the calculations, the activation energy AGa (see Eq. 5-15) is modified to take into
account the entropy related energy barrier AGaex that the atoms must cross to move from a state
of high excess volume to the crystalline state (see Fig. 5-2). The activation energy AGa will thus
have a component AGa, related to the activation energy for grain boundary migration in
crystalline Mg (92kJ/mol [142]) to which the entropy-generated free energy barrier AGaex is
added (see Fig. 5-2):
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AGa = AGo + AGex
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Figure 5-4. Normalized growth rate of a Mg crystalline nucleus at various temperatures.
The impact of the entropy is also incorporated into Eq. 5-15 through its impact on AG (see
Eq. 5-14). It must be mentioned that exact calculations of the nucleation rate would require a
better knowledge of the dependence of AGaO and a on Vex and T. For the present calculations, it
is assumed for simplicity that the activation energy AGa0 and the interface energy a are
independent of excess volume and temperature. From Fig. 5-3, one can see that for small to
moderate excess/relative volumes, a higher temperature will lead to a higher nucleation rate since
thermal fluctuations will help overcome the energy barriers. For high excess volumes though,
the energy barrier associated with the excess entropy becomes more important and the nucleation
rate is reduced by several orders of magnitude. At high temperatures, the entropy barrier
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becomes so large (see Fig. 5-5) that the nucleation drops dramatically to a point where nucleation
could become highly improbable. Figure 5-5 shows the relative importance of the different
energy terms at play for recrystallization in the case of Mg. At low excess volumes, the grain
boundary migration energy barrier dominates and the nucleation rate tends to be fairly constant
for a given temperature. As the excess volume increases, the entropy related energy barrier
rapidly increases and the nucleation rate drops for all temperatures. Figure 5-4 shows the ratio of
the growth rate of a crystalline nucleus to the growth rate at VR = 1.05 and T = 400K as a
function of the relative volume for various temperatures in the case of Mg. The growth rate of a
nucleus of size larger than the critical size is governed by Eq. 5-17. The first term in Eq. 5-17
tends to reduce the reaction rate and is related to the energy barrier associated with the transfer of
one atom from the deformed region to the crystalline region. The second term in Eq. 5-17
expresses the tendency of the deformed regions to recrystalize and its magnitude is driven by the
excess free energy present in the deformed region. Because of the large values of excess free
energy involved in regions containing excess volume, the second term in Eq. 5-17 is almost
equal to 1 for all values of relative volume greater than 1.05. So at low excess volume, the
growth rate is fairly constant because it is dominated by the fixed grain boundary diffusion
energy barrier (see first term of Eq. 5-17). As the entropy energy barrier increases, its
contribution is added to the energy barrier associated with the grain boundary migration and the
growth rate drops significantly. This shows that regions constraining large excess volume are
much more stable to crystal growth than the regions with lower excess volume as was the case
for the nucleation rate.
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Figure 5-5. Different activation energies involved in the recrystallization process as a
function of the relative volume at various temperatures.
In [93], it was shown that different volume fractions and excess volume values could
reproduce the same experimental results on the reduction of the enthalpy of formation. In [135],
we concluded that for a given reduction of the enthalpy of formation attributed to the presence of
regions characterized by an excess volume, it is more beneficial to have a large fraction of the
material in a state of small excess volume instead of having a small fraction of the material in a
state of large excess volume. This choice reduces the negative impact of a temperature increase
on the enthalpy of formation of metal hydrides and can even further destabilize a metal hydride if
it possesses large regions of sufficiently small excess volumes. From a stability perspective, we
have seen in chapter 5 that regions containing larger deformations could be several orders of
magnitude more stable to nucleation and relaxation than regions of small excess volume, even at
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high temperature. This larger stability of regions of high Vex means that for a given reduction in
the enthalpy of formation associated with an excess volume in the metal and the metal hydride, it
is favorable to have a smaller fraction of the material in a large state of excess volume since this
would allow the system to retain its reduced enthalpy of formation through more hydriding
cycles. There is thus a compromise that would need to be made between higher stability and
lower enthalpy of formation. Nevertheless, results in [135] suggest that even at high
temperature, the reduction of the enthalpy of formation is still considerable compared to the
standard enthalpy of formation. The smaller reduction in the enthalpy of formation thus seems to
be an acceptable price to pay for the increased stability of the deformed regions responsible for
the destabilization. This situation is another great example that compromises need to be made
between the different properties needed for a material to meet the DOE's targets for hydrogen
storage for automotive applications. Our results also show that a better understanding of the
properties of nanomaterials is essential if one wants to design a system with properties that are
optimal for commercial hydrogen storage applications.
5.5 Summary
The excess enthalpy present in both the metal and the metal hydride due to deformations
results in an excess free energy that could lead to the relaxation of the materials into their more
stable crystalline phase over many high temperature hydriding/dehydriding cycles. The
relaxation would then result in the loss of the thermodynamic advantages associated with the
nanostructuring of the material. However, at the high temperature associated with the hydrogen
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release from the metal hydride, the excess entropy present in the deformed regions containing
excess volume can generate a metastable state by reducing the excess free energy of the
deformed region at high excess volume. The energy barrier at high excess volume created by the
excess entropy inhibits the recrystallization rate in both the metal and the metal hydride by
reducing the nucleation and growth rate of the crystalline core by several orders of magnitude. If
the excess volume corresponding to the metastable state is approximately the same for the metal
and the metal hydride, it thus becomes possible for the metal/metal hydride system to remain in
its destabilized state over multiple hydriding/dehydriding cycles. Such a transition between the
metastable states maintains the metal/metal hydride system in the favorable state of low enthalpy
of formation that can improve the sorption/desorption kinetics of hydrogen, lower the hydrogen
release temperature, and improve the system's energy efficiency by facilitating heat
management.
The larger stability of regions of high Vex also means that for a given reduction in the
enthalpy of formation associated with an excess volume in the metal and the metal hydride, it is
favorable to have a smaller fraction of the material in a large state of excess volume since this
would allow the system to retain its reduced enthalpy of formation through more hydriding
cycles. Although regions containing excess volume have been observed experimentally, a good
understanding of how to generate those regions using mechanical or chemical treatments is still
elusive. Strong control of the excess volume and the excess volume fraction that could be
generated in a given material by a given mechanical treatment would allow us to design
materials with controlled thermodynamic and kinetic properties. It would also be of interest to
study experimentally the thermodynamic properties of deformed regions in order to better
understand how to best model them using accurate EOSs. To reach these goals, methods that can
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better characterize the excess volume and excess volume fraction present in a deformed sample
must be developed. Such characterization methods would open the door to a much advanced
understanding of the impact of nanostructuring on the properties of metals and metal hydrides
and would pave the way to the design of optimized nanostructures that meet the DOE's
objectives for hydrogen storage for automotive applications. Experimental results using two
characterization tools that can be used to study metal hydrides are given in chapter 6 of this
thesis.
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6 Characterization of the Properties of Ball
Milled Metal Hydrides
We have shown that the presence of deformations and defects including excess volume can
lead to significant changes in the storage properties and thermodynamic properties of metal
hydrides. The exact nature of the deformation, particularly in the case of excess volume can
have a dramatic impact on some properties such as the enthalpy of formation of the metal
hydrides. To determine whether the presence of excess volume will have a positive or negative
impact on the thermodynamic properties of a metal hydride, the exact distribution of excess
volumes and their corresponding volumetric fraction must be known. For the case of Mg/MgH 2,
we have seen that for a given reduction in the enthalpy of formation, a large fraction of a metal
hydride in a state of small excess volume would exhibit a further reduction of the enthalpy of
formation as the temperature is increased but would not be overly stable against recrystallization.
On the other hand, a material for which a small fraction is in a state of high excess volume would
have increased stability against recrystallization while exhibiting an increase in its enthalpy of
formation as the temperature is increased. The analysis would be opposite for a system such as
Ti/TiH 2.
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To build hydrogen storage systems with the desired properties, it is thus important to develop
ways to nanostructure certain materials in a controlled fashion so that the desired structures can
be generated in the required concentration. As mentioned before, a popular way to generate
nanomaterials is through the use of ball milling. While it is known that milling parameters such
as the specific rotation used, the size and types of balls used and the milling period can have a
dramatic impact on the nanostructures type and size distribution, an exact understanding of how
to generate the desired nanostructure using this method is still unknown. To develop this
expertise, scientists must work in parallel with engineers to better control the milling process and
to develop characterization tools that can provide feedback on the types of nanostructures
produced as well as their properties. In the following, we will present the work that has been
done using a transmission electron microscope (TEM) and Raman spectroscopy as examples of
ways to characterize the structure and thermodynamic properties of ball milled metal hydrides.
The advances and main challenges associated with these methods will be given.
Our objective is to develop experimental methods that are best suited to explore the benefits
of nanostructuring and to characterize the impact of certain mechanical treatments on
representative samples. For automotive applications, it is important to develop materials that can
maintain their properties over multiple hydriding/dehydriding cycles. We have here developed a
method that can study the phase transition temperature of nanostructured hydrides and study the
cycle properties.
We first subjected commercial MgH 2 samples to different ball milling treatments in order to
obtain samples with different size distributions and defect distributions. The samples were then
analyzed using Raman spectroscopy to determine the impact of the ball milling procedure on the
release temperature. We developed a special chamber that allows for the study of low pressure,
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high temperature dehydriding conditions and the high temperature high pressure hydriding
reaction. The conditions can be reversed continuously in order to study the system over multiple
cycles. To obtain a qualitative estimate of the size distribution, samples were studied under the
TEM that is equipped with a temperature-controlled stage to allow real time study of the
hydrogen release reaction.
6.1 Background
In the sections 6.1.1 and 6.1.2, respectively, the basics of Raman spectroscopy and TEM
experimentation are given, our experimental setup is presented and the results are discussed
6.1.1 Raman Spectroscopy
The Raman effect occurs when light impinges upon a molecule and interacts with the
electron cloud of the bonds of that molecule. The incident photon excites one of the electrons
into a virtual state. Figure 6-1 shows the two types of Raman scattering effects that can take
place in a sample. For the spontaneous Raman effect, the molecule will be excited from the
ground state to a virtual energy state, and relax into a vibrational excited state, which generates
Stokes Raman scattering. If the molecule was already in an elevated vibrational energy state, the
Raman scattering is then called anti-Stokes Raman scattering. The difference in energy between
the incident photon and the Raman scattered photon is equal to the energy of a vibration of the
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scattering molecule. A plot of intensity of scattered light versus energy difference is called a
Raman spectrum [144].
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Figure 6-1. Simple representation of the Raman scattering process [144].
Numerically, the energy difference between the initial and final vibrational levels, v, or
Raman shift in wave numbers (cm'-), is calculated through Eq. 6-1
- 1 1
v = (6-1)
2 inc sc
in which X inc and X sc are the wavelengths (in cm) of the incident and Raman scattered photons,
respectively. The vibrational energy is ultimately dissipated as heat. Because of the low intensity
of Raman scattering, the heat dissipation does not cause a measurable temperature rise in a
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material but the absorbed incident light from the exciting laser can be as we will see in section
6.2.3.4.
At room temperature the thermal population of excited vibrational states is low, although not
zero. Therefore, the initial state is the ground state, and the scattered photon will have lower
energy (longer wavelength) than the exciting photon. This Stokes-shifted scattering process is
what is usually observed in Raman spectroscopy.
A Raman spectrum is obtained for a material by measuring the multiple Raman shifts that a
material exhibits for a given laser excitation energy. The different lines observed in the Raman
spectrum give a signature for the material studied. The Raman spectrum is a function of the
vibrational states of the material. The energy of a vibrational mode depends on the molecular
structure and environment. Atomic mass, bond order, molecular constituents, molecular
geometry and hydrogen bonding all affect the vibrational force constants which, in turn dictate
the vibrational energy. Crystal lattice vibrations and other motions of extended solids can also
be Raman-active. For that reason, spontaneous Raman spectroscopy is used, among other things,
to characterize materials, measure temperature, and find the crystallographic orientation of a
sample.
6.1.2 Transmission Electron Microscopy
Transmission electron microscopy (TEM) is a microscopy technique whereby a beam of
electrons is transmitted through an ultra thin specimen, interacting with the specimen as it passes
through it. An image is formed from the electrons transmitted through the specimen, magnified
and focused by an objective lens and the image appears on an imaging screen.
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Electrons have both wave and particle properties, and their wave-like properties mean that a
beam of electrons can be made to behave like a beam of electromagnetic radiation. Electrons are
usually generated in an electron microscope by a process known as thermionic emission from a
filament, usually tungsten, or by field emission. The electrons are then accelerated by an electric
potential and focused by electrostatic and electromagnetic lenses onto the sample. The
transmitted beam contains information about electron density, phase and periodicity; this
information is used to form an image.
Beam electrons are deflected by electrostatic interactions with the positive atomic nuclei and
negative electron clouds of the sample. The scattered electrons are excluded from the transmitted
beam by the objective aperture. Electron dense areas in the sample appear darker on the screen
and on positive images.
Our TEM is equipped with an energy dispersive x-ray spectroscopy (EDS) system that can
determine the elemental composition of the specimen by analyzing its X-ray spectrum or the
energy-loss spectrum of the transmitted electrons. The TEM also has an integrated hot stage to
control the temperature of the studied samples up to 10000 C. This is ideal to study in real time
the dehydriding reaction in targeted nanostructures.
6.2 Characterization of the Metal Hydrides
This section presents results on the characterization of metal hydrides samples before and
after ball milling.
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6.2.1 Ball Milling
The commercial MgH2 nanoparticles (Sample A) were obtained from Sigma-Aldrich
(Product # 683043). To obtain different size distributions (that would be later characterized
using Raman spectroscopy and the TEM), two separate samples were ball milled under separate
conditions. A RETSCH PM 100 commercial mill was used for the milling of the MgH2 samples.
In both cases, 10g of MgH 2 was placed in a 50cc sintered corundum jar (99% A120 3) obtained
from Glen Mills Inc (product number 1691-000238/1691-867002). Alumina balls of 0.5 inch in
diameter were used as the grinding media to prevent contamination with the samples during the
milling time.
Two separate samples were then generated. The first one (Sample B) was milled at 630rpm
for 30 minutes with 2 minute breaks every 5 minutes interval to prevent local heating inside the
jar that could have lead to unwanted dehydriding of the MgH2. After each interval, the milling
rotation was reversed to make the milling more uniform. The second sample (Sample C) was
milled under the same conditions for a total of 150 minutes. In both cases, the samples were
manipulated and processed inside a nitrogen-filled glove box to prevent contamination of the
samples with oxygen and water. A portion of each of the three samples was placed in a sealed
container filled with methanol having a purity exceeding 99.9% (Sigma Aldrich # 82762-10ML-
F) to avoid contamination with water. The samples were later used to disperse nanoparticles on
the TEM grid for size distribution analysis. The remaining samples were sealed and used for the
Raman spectroscopy characterization.
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6.2.2 TEM Characterization
Samples A, B and C were analyzed under the TEM to determine their approximate size
distribution and the qualitative impact of ball milling the nanoparticles. Samples were prepared
by diluting MgH2 powders in methanol and sonicating the solutions for 25 minutes to separate
the aggregated nanoparticles. A few drops of the sonicated samples were then deposited on
TEM grids for observation. Energy dispersive x-ray spectroscopy was also performed for all
three samples to determine whether the samples had been oxidized or contaminated. For all
three samples, excluding the copper and carbon present in the TEM grid, the results show a
maximum presence of 11.57% (atomic concentration) of oxygen and no other contaminants in
concentrations exceeding 0.01%. This suggested that the samples were less than 12% oxidized
for the worst sampling areas. Figure 6-2 shows typical images obtained for the 3 samples under
the TEM: Top: Sample A; Middle: Sample B; Bottom: Sample C.
The size distribution was estimated using multiple images of a given sample (Fig. 6-2).
While the exact distribution is hard to obtain from individual TEM frames, structural changes
from one sample to the next as a result of milling can be readily observed. Table 6-1 shows a
summary of the ball milling conditions and TEM results for these three samples.
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Table 6-1. Results of the MgH2 milling with alumina balls of 0.5 inch in diameter.
Milling conditions Size estimate Comments
Sample A As received 1-30[tm Mainly large particles
Sample B 30 minutes 0.2-5pm Increased presence of fractures, smaller
grains and sub-micron particles
Sample C 150 minutes 0.02-5um Abundance of particles smaller than 100
nm. Rare occurrence of large particles.
Increased milling tends to aggregate the
small ones into clusters.
0.u
S
Figure 6-2. TEM images of Top: sample A; Middle:
sample B; Bottom: Sample C.
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The TEM can also be used to study in real time the hydrogen release from the sample. We
equipped the TEM with a heating stage that allows for a control of its temperature to well above
the hydrogen release temperature in MgH2. The impact of certain defects on the release
temperature can then be directly investigated by noting at which temperature the phase transition
occurs in the metal around certain defects. The phase transition becomes visible because of the
change from a rutile structure toward a hexagonal structure that is characteristic of Mg and a
volume contraction on the order of 30% during the dehydrogenation.
In the case of MgH 2, the observation of the release temperature under the TEM poses
significant challenges, the main one being the decomposition of the sample due to electron beam
generated heating and oxidation. The oxidation problem was resolved by using a glove box and
a carrier container for the sample holder between the glove box and the TEM chamber. A more
significant problem that arises with the direct observation of MgH2 under the TEM is the
electron beam interaction with the sample that drives the decomposition of the hydride even at
low temperatures. Prevention of an electron beam-driven decomposition reaction would demand
the use of cryogenic temperatures which, in turn, would not allow us to investigate the high
temperature phase transition. We believe that this issue could be resolved by the investigation
of metal hydrides that are resistant to the electron beam.
6.2.3 Raman Spectroscopy Characterization
We designed an experimental Raman spectroscopy system to study the properties of metal
hydrides. Raman spectroscopy was chosen for its sensitivity to the phase, the crystalline
structure, the size distribution and the temperature of the samples studied. Raman measurements
213
thus provide us with different characterization options for metal hydrides. Our system is
summarized in Fig. 6-3. We used the CCD of a Nikon D70S as our collector, and we collected
the images using Camera Control Pro 1.0.0. To avoid contamination with ambient air and to
allow for a temperature and pressure control around the samples, a Smart Collector (0031-9XX)
equipped with a Temperature Controlled Environment Chamber (0019-037) (see Fig. 6-4) from
Thermo Fisher Scientific was used. To allow for the focusing of the 532 nm laser excitation
wavelength (2.33eV) on the sample inside the chamber, the sample chamber was modified to
bring the sample closer to the emission-free window as shown in Fig. 6-4. The as-modified
chamber can be pressurized or evacuated, and temperature control up to 8000C is provided by a
USB Temperature Controller from Thermo Fisher Scientific (222-235400) in conjunction with
temperature controlling software (TempSet V.1.2.2.2). This temperature and pressure control
would allow us to study the hydriding/dehydriding reaction over multiple cycles by varying the
hydrogen pressure and temperature conditions to induce the hydriding and dehydriding reactions
alternatively.
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Figure 6-3. Set up for the Raman experiment. The sample chamber in the diagram represents the
position of the Smart Collector.
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Figure 6-4. Smart collector. Left: as purchased. Right: as modified.
6.2.3.1 Results and Analysis
The Raman spectra of samples A, B and C were obtained using a laser intensity of 1000mW.
The different optics in the laser path further reduced the laser power but the settings were kept
constant between samples. The MgH2 samples were taken out of the milling jar and placed in
the sealed Raman chamber under a nitrogen environment in a glove box to prevent
contamination and oxidation. The Raman spectra were then obtained using a 2 min exposure
time at 100C temperature intervals to determine the release temperature profile of the hydrogen
release. The samples were placed in a heating chamber under a constant 15psi environment of
N2 throughtout the entire length of the experiment to constantly flush the chamber from any
moisture and oxygen and thus to prevent oxidation before the release temperature was reached.
Since the milled MgH2 samples possess a wide binding site energy distribution for the
hydrogen atoms, the release of hydrogen is expected to occur over a wide temperature range of
340-4300 C, depending on the exact size distribution and structure of the hydride [93, 114]. A 5
min interval was also introduced every time the temperature reached a new plateau to allow for
the reaction to take place. As discussed in [10] and chapter 2.3, a diffusion-limited desorption
reaction in micron size particles takes place within 1 min. Consequently, time intervals of 5 min
215
were judged to be sufficient for nanoparticles to fully release their hydrogen after each new
temperature increment.
6.2.3.2 Wavelength Calibration
The calibration of the CCD was obtained using a Si sample and by varying the central
position of the monochromator between 532 nm (incident laser wavelength) and 562 nm. The
relative positions of the laser beam on the obtained Raman spectra were than used to calibrate the
range of wavelengths present in each Raman spectrum. In our experiments, we used a central
position of the monochromator of 562 nm to fully show the two peaks present in the MgH 2
phonon spectra. When the obtained Raman spectrum were centered on 562 nm (in order to
maximize the visibility of the Stoke part of the spectrum.), we found that each spectrum ranged
from 501.5 nm to 580 nm.
6.2.3.3 Noise Reduction
To account for the background signal and noise generated by the optics in the laser path, the
results were normalized to the Raman spectrum of Mg that was taken at all temperatures of
interest. The normalization also removed the noise from the CCD window and also amplified
the differences between the various spectral peaks that characterize the sample before and after
the phase transition. Obtaining a clear difference in spectra before and after the phase transition
is more important than obtaining an accurate spectrum for both phases because we are more
interested in measuring a phase transition signature than measuring individual spectrum. The
raw data was also filtered numerically using a low pass filter to remove unwanted fluctuations in
the signal resulting from the pixels of the camera.
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Temperature Calibration
The absorption of the laser light on the studied sample will create a local temperature
increase on the sample. Since the thermocouple present in the sample holder is away from the
laser spot, the laser generated temperature increase of the sample will not be recorded by the
thermocouple and must be indirectly obtained. Moreover, the exact temperature increase
resulting from a given laser power is highly dependent on the powder size distribution, porosity,
grain size distribution and the presence of light-absorbing defects and impurities, all of which
affect the effective thermal conductivity and the emissivity of the sample. For each sample spot
that is analyzed, one must thus calibrate the exact influence of the laser beam.
From [145], we expect that the position of the Raman peaks characteristic of MgH2 will shift
linearly with temperature as a result of lattice softening caused by the thermal expansion. We
also expect the width of the peak to increase linearly as a result of the relaxation of the Raman
selection rules due to disorder and from quantum size effects. MgH 2 shows three characteristic
peaks in its Raman spectrum. Two of them are noticeably strong (Eg = 113.6meV, Alg =
158meV) [146] and can be used for temperature calibration (see Fig. 6-5). The third peak was
too weak and could not be resolved reliably.
For each of the three samples, we recorded the Raman spectrum at constant laser power
(1000mW) for various temperatures (see Fig. 6-5). The relative shift in the position of the Eg
peak was noted as a function of the temperature indicated by the thermocouple. The linear
regression results for the peak shift are presented in Fig. 6-6 where the temperature shift in the Eg
peak is plotted as a function of temperature for the 3 samples of interest. Extrapolation to the
temperature for which the shift in the Raman peak was predicted to disappear was then carried
out and the laser contribution to the sample's temperature was taken as the difference between
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6.2.3.4
the extrapolated value and room temperature (270 C). The results of the fit are listed in Table 6-2
and one can here see that the slope of the peak shifts as a function of temperature was constant
between the samples. In Fig. 6-5, the indicated temperatures are as measured by the
thermocouple and don't include the impact of laser heating. The data presented in Fig. 6-5 is
that of sample C and the dotted vertical lines indicate the shift in the Raman peak position.
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Figure 6-5. Temperature dependent shift in the Raman lines of MgH 2 for sample C. The
dotted lines indicate the downshift of the peak frequency due to the laser heating of the
sample by the laser.
The results from Table 6-2 show the importance of choosing the right laser power to excite
the sample. The right power must be a compromise between minimizing the input power on the
sample and obtaining a good signal-to-noise ratio. Since a laser power that is too high results in
more local heating of the sample and a larger uncertainty about the release temperature, it is
recommended to use a longer exposure time in combination with a lower power. Moreover, to
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facilitate the comparison of results for the release temperature from different samples, the
focusing microscope objective (see Fig. 6-3) should have a longer focal point to guarantee that
the laser beam width will remain the same as the samples are changed and as the sample surface
is moved due to thermal expansion. This guarantees that the impact of heating will be limited,
but more importantly this guarantees a relatively constant heating for samples containing
different particle size distributions that we need to compare.
Raman shift in the 113.6 meV line as a
function of temperature
-40 -30 -20 -10
Raman peak shift (cm-1)
Figure 6-6. Peak shift as a function of temperature for samples A, B and C.
219
Table 6-2. Results of the temperature calibration and release temperature of hydrogen.
Peak shift Laser induced Thermocouple Adjusted release Experimental
(cm-1/oC) temperature temperature temperature (oC) [114] release
increase (oC) range (oC) temperature
(oC)
Sample A -10±1 100±20 270-290 370-400 380-400
±20
Sample B -10±1 185±40 180-200 365-385 370-410
±40
Sample C -10±1 40±10 310-340 350-380 352-386
±10
6.2.3.5 Observing the Hydrogen Release
We successfully showed that our Raman setup could be used to measure the release
temperature of MgH 2. The results are summarized in Table 6-2. Figure 6-7, Fig. 6-8, and Fig. 6-
9, respectively, show the Raman spectra of samples A, B and C taken at various temperatures.
The spectra clearly show a reduction in the intensity of the two main Raman peaks (Eg =
113.6meV, Alg = 158meV) [146] of MgH2 as the temperature is increased. This decrease in
signal intensity corresponds to the dehydriding reaction. As expected from [46, 93, 114], the
impact of ball milling is to reduce the release temperature of the hydrogen. The onset of the
hydrogen release was measured at 3500C for sample C compared to 365 oC for sample B and
3700C for sample A. The reduction in release temperature is consequently more pronounced for
sample C whose size distribution was significantly smaller than that of sample A and B. As
mentioned in previous chapters, this temperature reduction is the result of the destabilization of
the metal hydride caused by the introduction of grains, surfaces, interfaces, and potentially some
y-MgH 2 phase into the sample. The increased porosity and reduced particle size also help the
release reaction by facilitating the diffusion of hydrogen in the solid and gas phases. In Table
6-2, the results for the release temperature are compared with experimental data from [114] for
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comparable nanoparticle size distribution. While the uncertainty caused by the laser heating is
high, the data show both a similar trend and a magnitude for the release temperature as a function
of particle/grain size.
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Figure 6-7. Raman spectra of sample A at various temperatures.
Wave number shift (cm-i)
1500
Figure 6-8. Raman spectra of sample B at various temperatures.
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Figure 6-9. Raman spectra of sample C at various temperatures.
From the Raman spectra of all three samples, we can see that the clarity of the Raman peaks
were much better in sample A and C than in sample B. We attribute the noisy signal in sample B
to the laser heating that was much higher for sample B than for the other samples. This higher
laser intensity could in turn have led to some non-uniform temperature distribution for this
sample and a local triggering of the release reaction. For sample B, the noise in the signal also
led to a larger uncertainty in the release temperature of the hydrogen because of the broadening
of the peaks cause by the higher temperature of the sample. The broad peaks increase the
uncertainty in the frequency shift of the Raman peaks with temperature which directly correlates
to a larger uncertainty in the laser heating itself. These results exemplify the importance of
minimizing the laser heating of the sample.
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6.3 Conclusions
In this chapter we showed that the combination of TEM and Raman spectroscopy could be
used to study the real time phase transition in metal hydrides and to evaluate the impact of
nanostructuring on the release temperature. The pressurized chamber can be used to study the
properties of metal hydrides over multiple hydriding/dehydriding cycles and to assess the
stability of the generated nanostructures that are responsible for gains in the release properties of
the hydrides. The simplicity and ease of use of the system makes it a perfect candidate for the
fast screening of multiple samples and for the study of catalysts, doping agents, or specific
nanostructures. The precise determination of the release temperature of hydrogen is directly
related to the intensity of the local heating generated by the exciting laser. Minimizing the laser
heating while maintaining a good signal-to-noise ratio is essential to increasing the accuracy of
the system. Improvements in the calibration of the laser heating are also important to insure that
the uncertainty in the temperature increase produced by the laser heating remains small
compared to the absolute release temperature.
223
7 Summary and Future Work
The potential impacts of nanostructuring metal hydrides on their hydrogen storage properties
(storage capacity, kinetics, and thermodynamic properties) were investigated. First, a simplified
heat and mass transfer scale analysis was performed to predict practical system-level length
scales that provide an adequate absorption rate to meet the DOE 2010 rate goals for hydrogen
storage in metal hydrides. Modeling assumptions were compared to a one-dimensional hydrogen
reactor simulation with good agreement.
Several potential mechanisms for the reduction of the enthalpy of formation observed in ball
milled metal hydrides were identified. It was shown that the increased surface and grain
boundary energy as well as the presence of metastable crystalline phase in milled hydrides could
play a role in reducing the enthalpy of formation, but that the predicted magnitude is too small to
account for experimental observations. Excess volume was identified as the key parameter to
explain the reduction in the enthalpy of formation of nanostructured metal hydrides observed
experimentally. Using three equations of state, the excess enthalpy present in the deformed
regions characterized by an excess volume was calculated. The theory was applied to the
Mg/MgH 2 system and the results suggest that the excess volume provides a plausible explanation
for the experimentally observed change in thermodynamic properties.
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Then, the temperature dependence of the excess enthalpy present in regions characterized by
an excess volume was calculated for metals and metal hydrides. At high temperatures, the
different contributions from the pressure-volume, heat capacity, entropy and work associated
with the thermal expansion were studied separately and their magnitudes and signs were
compared. It was found that the pressure-volume contribution opposes and dominates the other
three contributions at both high temperature and excess volume, and that this contribution
becomes the leading temperature dependent contribution to the enthalpy of a material. The
conditions under which a temperature change will reduce the enthalpy of formation of metal
hydrides were also given and the Mg/MgH 2 system was studied as an example. It was also
demonstrated that the impact of temperature will be more favorable to a reduction of the
enthalpy of formation if a large fraction of the metal hydride is in a state of small excess volume
compared to a small fraction of the hydride in a state of high excess volume.
The excess entropy present in deformed regions of metals and metal hydrides characterized
by an excess volume was also quantified using the equations of state. At high temperatures and
high excess volumes, the excess entropy leads to a stabilization of the deformed regions with
respect to multiple hydriding/dehydriding cycles. The impact of the energy barrier created by
the excess entropy on the recrystallization rate of the deformed regions was quantified using a
homogeneous nucleation and crystal growth model. At high temperatures and high excess
volumes, due to the entropy generated energy barrier, metal hydride systems containing a large
excess volume can have a recrystallization rate that is several orders of magnitude smaller than
the recrystallization rates of regions containing low excess volume. This entropy stabilization
can create a regime where the reduced enthalpy of formation of the metal hydride could be
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maintained over multiple cycles because of the increased stability of the nanostructures
responsible for the reduction in the enthalpy of formation.
Finally, an experiment to study the cycling properties of metal hydrides was designed using
Raman spectroscopy and a transmission electron microscope (TEM). It was demonstrated that
the release temperature of hydrogen could be accurately measured using the Raman spectroscopy
and that the hydrogenation reaction could be observed as well. The possibility to study the
impact of size distribution and milling method on the release properties of the hydride was also
demonstrated using MgH 2 samples that were subject to different ball milling conditions. The
size distributions of the nanoparticle samples were determined using the TEM and their
composition was obtained from energy dispersive X-ray spectroscopy.
Controlled deformations leading to an excess volume in metal hydrides offer an attractive
way to improve the hydrogen release temperature of metal hydrides by reducing their enthalpy of
formation. At high excess volumes, the excess entropy present in the deformed region offers a
way to stabilize the nanostructure against the recrystallization that occurs during the numerous
hydriding/dehydriding cycles that would be needed for automotive applications. The degree to
which each metal hydride is impacted by deformed regions is strongly dependent on its physical
properties, and more research is needed to determine which type of metal or complex hydride
would be better suited for this type of treatment. Density functional theory (DFT) would offer a
good testing ground to first verify the accuracy of the UEOS for numerous types of hydrides
having different chemical properties. DFT could provide an accessible way to determine if other
EOSs would be more suited to predict the impact of excess volume on the thermodynamic
properties, while a Car Parinello-based calculation could help understand the degree to which the
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excess entropy could prevent relaxation toward a crystalline structure at the high temperature
needed for the hydrogen release.
It would also be important to investigate the impact of heavy deformation on other important
hydrogen storage properties, such as heat transfer, reaction kinetics and storage capacity. As the
crystalline structure of the metal is compromised and numerous interfaces and defects are
introduced, one should expect a significant decrease in thermal conductivity due to increased
phonon scattering. Because a poor heat transfer puts an additional cooling load on the storage
system, which ultimately reduces storage capacity and energy efficiency, it is important to
understand the compromises between a lower enthalpy of formation and a reduced thermal
conductivity in deformed metal hydrides. Moreover, heavy deformation will change the energy
landscape of the metal hydride and broaden the hydrogen binding energy distribution within a
metal. This will affect the storage capacity and release and a better understanding of this effect
will be needed in practice to build an effective storage system. Desorption scanning calorimetry
would offer a most convenient way to investigate the impact of the binding site distribution,
since the broadening of the binding energy distribution would ultimately lead to a broadening in
the hydrogen release temperature range.
Although regions containing excess volume have been observed experimentally, a good
understanding of how to generate those regions using mechanical or chemical treatments is still
elusive. Strong control of the excess volume and the excess volume fraction that could be
generated in a given material by a given mechanical treatment would allow us to design
materials with controlled thermodynamic and kinetic properties. It would also be of interest to
study experimentally the thermodynamic properties of deformed regions in order to better
understand how to best model them using accurate EOSs. To reach these goals, methods that can
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better characterize the excess volume and excess volume fraction present in a deformed sample
must be developed. Such characterization methods would open the door to a much advanced
understanding of the impact of nanostructuring on the properties of metals and metal hydrides
and would pave the way to the design of optimized nanostructures that meet the DOE's
objectives for hydrogen storage for automotive applications.
Because of the additional research needed to fully understand the thermodynamic
improvements suggested by this thesis work, one can hardly expect to see an immediate impact
of this work on hydrogen storage in the automobile industry. As mentioned, a better control over
the generation of the different nanostructures presented in this work is necessary to use them as
the building blocks for the next metal hydride based hydrogen storage system. Nevertheless,
this research shows a potential direction where scientists could look in order to find a major
improvement in the storage properties of metal hydrides.
The research in the hydrogen storage field has remained mostly incremental over the last few
years and revolutionary breakthroughs are still needed to meet the DOE's goals for hydrogen
storage. This thesis, even if mostly theoretical, thus has the merit of proposing a brand new type
of nanostructure that could help control the storage properties of metal hydrides. It also
introduces the new concept of a structure-based stabilization of the nanostructures responsible
for an improvement in the key metal hydride properties. This type of new paradigm is what is
currently needed in the metal hydride research field to bring a second breadth to the developemt
of the metal hydrides that we need for automotive applications.
In addition to potential improvements for hydrogen storage in metal hydrides, the key
concepts of this work could benefit other areas of research. Many research areas of interest in
nanotechnology are plagued by similar issues as those hindering metal hydrides. Those issues
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are fundamentally related to the very nature of nanostructures. For example, a nanostructuring of
the active components of fuel cells, batteries, and thermoelectric devices has been introduced in
recent years to take advantage of the new physical and chemical properties that are typical of
nanostructures. The improved chemical reactivity, better phonon scattering properties, or larger
surface to volume ratios are all properties of nanostructures that are directily responsible for the
recent improvements in the properties of thermoelectric devices, fuels cells and batteries.
Unfortunatly, those improvements tend to rapidly disappear over time as the high operating
temperatures of those devices forces the nanostructures to relax to a more stable bulk-like
structure. Our research suggests that by chosing the right type of nanostructures and using them
in an optimal regime, the relaxation rate of the nanostructures can be dramatically reduced so
that the improved properties that are attributed to them can be maintained over a longer period of
time. This also suggests that the exact nature of the nanostructures employed should be carefully
examined since improvement in a material that results from its nanostructuring can come at the
expense of some more fundamental properties. The key concepts that emerged as a result of this
work thus can have a potential impact that reaches much further than the field of hydrogen
storage. The new concepts developed in this thesis are at the core of maximizing the
improvements that one can hope to extract out of nanoengineering based on materials
optimization.
Many of the recent advances in hydrogen research are still at an early stage of developement
with further progress in understanding and in materials performance expected in the near term.
Applications to industrial products are expected to follow. Let us assume for the sake of
discussion that this does occur. First, niche markets such as for small-scale electronics could be
targeted and the experience gained from those ventures would facilitate the transition into other
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large scale markets such as the automobile markets where most of the economic and
environmental impact can be made. Then as the technologies become even more mature and
better understood, other markets with higher security and performance requirements such as the
airline industry could be penetrated. The transition from an oil-based industry to an economy
where hydrogen will play a larger role must thus be approached strategically in a way where the
technological and social advancements from each milestone can be used to reach the subsequent
milestone. As the technologies needed for a large scale usage of hydrogen are developed,
measures should be taken to promote the acceptance of a hydrogen economy by the general
public. Recent studies amongst students, state officials, the general public, and the potential end
users of hydrogen show that many misconceptions about the safety or about the physical
properties of hydrogen are still common. Those studies also reveal that there exists an inverse
correlation between the will of people to accept hydrogen as an energy carrier and the level of
their knowledge about hydrogen [147]. As we transition to a hydrogen economy or as hydrogen
starts penetrating small niche markets, it will thus be important to put in place programs to
educate the different segments of the populations that will be exposed to hydrogen. A joint
effort between private companies and the government is most likely to be the best approach to
reaching such a goal.
Because of its special and unique attributes, hydrogen is likely to be one of a mix of future
sustainable energy technologies. New materials and nanoscience are necessary for the
development of the potential of this technology as they are for the future development of many
of the other pertinent energy technologies. The strong interplay between basic and applied
sciences, interdisciplinary approaches and the coupling between theory and experiment are all
vital. Working closely with industry will be important for identifying research directions with
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high potential impact. Finding niche markets for early hydrogen technology and bringing those
technologies to market will further increase R&D investment from the private sector which will
see the possibility for profit. The development of those niche markets would also help develop
the infrastructure needed for a hydrogen economy and allow some of the cost to be carried by
private investors. Attention to major advances in other key technologies is equally important for
the identification of new priority directions for hydrogen R&D. Because of the highly
complementary focus of energy research in different countries, based on their different climatic
and cultural constraints, international cooperation and networking should be encouraged and
supported. Linking to and coordinating between international groups promoting materials
research for energy applications regionally and internationally would be important, so that policy
makers worldwide get a clear message about progress in hydrogen research and its potential
contribution to the larger picture of providing a sustainable energy supply world-wide.
Developing sustainable energy technologies that can have a major impact and implementing
them will require much effort. The Lisbon declaration of the World Materials Summit [5]
highlights key steps that must be addressed to ensure a smooth and successful transition to new
energy technologies. It highlights the importance of
1. Strategic planning (roadmaps) in the development of new and improved materials and the
products for future energy technologies.
2. Bringing together leading academic, public sector and industrial scientists to discuss
important technical issues and to ensure that key problems are tackled in a swift and effective
manner.
3. Identifying and training a new generation of young international leaders.
231
4. Promoting major new international collaborative materials research programs relevant to
future energy technologies.
5. Providing information to global, regional and national policy makers, and to investment
analysts in the energy sector.
6. Ensuring that manufacturers in the energy sector, especially small and medium enterprises,
have the best possible access to information related to innovative materials developments.
7. Interfacing with other key international organizations relevant to the energy sector.
8. Stimulating public interest in, and awareness of, energy-related issues.
9. Attracting and nurturing the young generation of scientists and engineers to meet the mega
challenge of clean energy sustainability and growth through providing a clear picture of the
challenges, opportunities and career paths for energy-related research.
Implementing major changes in our energy consumption habits will demand much more than
breakthrough technologies. It is a challenge that will take time and the systematic commitment
over time of the academic, private, and public sectors. This is why communication between the
different sectors is important for sharing specific needs and knowledge which will ultimately
accelerate technology development and implementation.
As shown in Table 1-2, structural or chemical changes associated with nanoengineering can
improve several performance requirements of metal hydrides for hydrogen storage but others
show a reduction in performance. For example, small particle size and grain boundaries
facilitate the absorption kinetics but impair heat transfer. Strain helps hydrogen diffusion in the
a phase but it reduces the maximum hydrogen uptake and hinders the diffusion at the a-P
boundaries. An integrated approach that addresses the main DOE goals simultaneously is
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essential to develop hydrides for practical storage applications. A hydride with a somewhat
reduced adsorption but faster kinetics and higher thermal conductivity may be more favorable
than higher capacity hydrides with a slow desorption kinetics and high hydrogen desorption
temperature. For on-board transportation applications therefore, trade-offs in performance
involve a choice between sustainable power and sufficient range.
Table 1-1 and Table 1-2 show the advances achieved through nanotechnology for kinetics
and release temperature, as well as the substantial progress required to meet the DOE goals. The
improvement in kinetics, release temperature, and cyclability are clearly lagging behind the
achievements in volumetric and gravimetric densities. Some change in research focus, therefore,
may result in better overall performance with our present knowledge base. Although incremental
progress may be achieved by pursuing well-established routes, new approaches and basic
research are needed to produce the real breakthroughs required to meet the DOE goals.
Significant fundamental research remains to be performed to overcome the gap between
present capabilities and hydrogen storage needs. Hydrogen diffusion and bonding in metals and
interaction with catalysts need to be further investigated to explain the physical mechanisms
underlying the currently observed enhancements and to predict the amount of improvement that
might be possible at the nanoscale. The origin of the destabilization produced by alloying and
doping must be understood at the electronic level in order to efficiently design compounds with
desirable properties. Further developments in materials engineering are necessary to stabilize the
high-energy structures (small particle, large grain boundaries, interfaces) that were shown to
favor fast kinetics and low release temperatures. Incorporation of hydrides into functional
frameworks or matrices with desired chemical and physical properties must also be investigated
233
more intensively. Such research is expected to generate new ideas and to lead to fundamental
innovations in hydrogen storage technology.
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