This study explores whether people align to expressive speech spoken by a voice-activated artificially intelligent device (voice-AI), specifically Amazon's Alexa. Participants shadowed words produced by the Alexa voice in two acoustically distinct conditions: "regular" and "expressive", containing more exaggerated pitch contours and longer word durations. Another group of participants rated the shadowed items, in an AXB perceptual similarity task, as an assessment of overall degree of vocal alignment. Results show greater vocal alignment toward expressive speech produced by the Alexa voice and, furthermore, systematic variation based on speaker gender. Overall, these findings have applications to the field of affective computing in understanding human responses to synthesized emotional expressiveness.
Introduction
Humans are increasingly engaging with voice-activated artificially intelligent (voice-AI) devices, such as Amazon's Alexa, in more naturalistic and meaningful ways, e.g., chatbots in [1] . Yet, many text-to-speech (TTS) systems still generate voices that are evaluated as sounding "robotic" or "monotonous" to human users [2] . Some efforts to improve the perceived dynamism of TTS have focused on synthesizing acoustic expressiveness, based on human expressive vocal patterns, cf. [3] - [5] . Yet, how human users perceive and respond to these displays of expressiveness is an empirical question: do users respond to vocal expressiveness in voice-AI speech differently than non-expressive productions? One way to explore reactions to expressive TTS is to examine patterns of vocal alignment toward expressive productions in Amazon Alexa's voice, relative to productions without them.
Vocal alignment
Humans tend to adopt the acoustic-phonetic patterns of their interlocutor; this is known as vocal alignment, entrainment, or phonetic imitation, e.g., [6] - [9] . The ways in which individuals vocally align to each other is mediated by many factors, including the speakers' genders [10] - [12] and perceived attractiveness of their interlocutor [12] , [13] . Degree of vocal alignment is proposed by some to serve as a manifestation of interlocutors' social distance; greater vocal alignment is thought to convey speakers' closeness, while divergence is thought to reflect interpersonal distance, cf. Communication Accommodation Theory (CAT) [14] , [15] . For example, roommates at the end of the year show greater alignment than at the beginning [9] , suggesting that alignment reflects the development and maintenance of social ties.
Alignment of emotion and expressiveness
Degree of vocal alignment is also considered to be a reflection of interlocutors' feelings of empathy. This is supported by empirical work showing alignment toward displays of emotion or expressiveness, cf. 'emotional mimicry' [16] - [18] . For example, psychologists have been shown to produce speech with reduced vowel spaces, aligning with their depressed patients' speech [18] . In [16] , counselors displaying greater vocal alignment toward their patients were rated as having higher degrees of empathy (by independent raters listening to the speech). These observations of alignment toward interlocutors' apparent emotional-cognitive states support theories of embodied cognition which propose that humans experience the emotional states of others to some degree as if it was their own, e.g., [19] , [20] . For example, both directly experiencing "disgust" and seeing a face showing "disgust" engage the insula, an area of the cortex, cf. [21] , suggesting a low-level, neural source for this behavior. In [22] , they found some evidence of this in the speech domain: subjects repeated utterances produced in either a "happy" or "sad" voice and external raters confirmed speakers' imitation of these two emotions. Others have found evidence for fine-grained alignment across modalities, such as micro-activations of cheek muscles when subjects hear a "smiling" voice [23] or when subjects read a word varying in valence (e.g., positive, neutral, negative) [24] .
Human-computer alignment
To what extent people align with vocal displays of emotional expressiveness in TTS speech is an under-studied question. The idea that humans might apply socio-linguistic conventions and patterns from human-human conversation to humancomputer interactions is in line with theories of computer personification, cf. "Computers Are Social Actors" account, or CASA, in [25] . CASA proposes that humans automatically treat computers like humans when they detect a cue of "humanity" in the system. Indeed, humans have been shown to align to many linguistic features in productions by computer systems, including syntactic structure [26] , lexical choice [27] , speaking rate [28] , and amplitude [29] . Furthermore, when a computer's voice displays speech alignment toward the human's voice, e.g., rate [30] , or mean intensity, rate, and pitch [31] , it is rated as more "likeable" or "trustworthy" [31] , [32] . Taken together, these findings suggest that some of the pro-social mechanisms in human-human alignment may also be relevant in human-device linguistic alignment. whether humans will display alignment to TTS productions that are realized with increased acoustic-phonetic expressiveness, since it conveys robust human-like dynamism in the voice. Some work has demonstrated that matching the user's degree of expressiveness in the TTS voice yields more positive social sentiments of the interaction. For example, [17] generated a TTS voice that aligned with the user's degree of expressive speech in a turn-by-turn manner, matching pitch and speaking rate; expressive speech alignment resulted in higher ratings of rapport and mutual understanding by independent raters of the conversations.
Others have provided some evidence that humans align to the emotionally expressive behaviors of AI systems: e.g., people imitate robot mood, via body language imitation, in an imitation game [33] . Yet, the extent to which humans align with a device's emotional expression in less explicit tasks, where they are not directly told to imitate, remains an open question. We ask whether people subconsciously align to the emotional expression of a TTS voice. While the voice is a conduit for emotional expression, e.g., [22] , [23] , no work, to our knowledge, has directly tested human users' degree of vocal alignment toward a computer voice on the basis of emotional expressiveness.
Current study
In the present study, we tested whether individuals shadowing an Amazon Alexa voice would show differences in their degree of vocal alignment when the words are produced as "expressive," e.g., wider pitch range, longer segmental durations, compared to "regular" prosodic realizations. Following [34] , we collected separate perceptual similarity ratings between the shadowed and model talkers' productions to assess degree of vocal alignment. This is a novel contribution to the literature, extending prior work on humanhuman emotional mimicry in speech to human-computer interaction.
Methods

Experiment 1: Shadowing task
Stimuli for shadowing task
Stimuli consisted of 24 words (see Table 1 ) generated by the American English (US) Amazon Alexa TTS system. For each word, we generated recordings of the Alexa voice in two conditions: Regular and Expressive. The regular productions consisted of Alexa's unmodified, or regular, TTS. The Expressive stimuli consisted of hyper-prosodic interjections produced by the Alexa voice as "Speechcons" (see [35] for audio illustrations). All voice recordings were generated in the Alexa Skills Kit, with Speechcons generated with Speech Synthesis Markup Language (SSML). Mean intensity of all tokens were normalized to 70 dB in Praat [36] . For each stimulus item, we measured acoustic properties associated with increased expressiveness: fundamental frequency (f0: mean, sd, range) and word duration [37] . We found that Expressive tokens, on average, were longer in word duration, and contained greater f0 variation, lower f0 means, and wider f0 ranges (see Table 2 ). Subjects were fitted with headphones (Seinheiser Pro) and a head-mounted microphone (Shure WH20 XLR) and seated in front of a computer monitor in a sound attenuated booth. Subjects began with a pre-exposure phase, where they were asked to read the words presented on the screen aloud; these words consisted of the 24 target items, randomly presented, each in two blocks, for a total of 48 trials. Next, subjects were introduced to "Alexa", the digital device, along with a picture of a silver Amazon Echo. During the shadowing phase, Alexa first produced each word (randomly selected and balanced by condition within each block). Subjects were asked to simply repeat the word after Alexa (i.e., their "Post-Exposure" productions) and were given no explicit instructions to mimic or imitate. In total, subjects shadowed the 48 items (24 words x 2 Conditions) twice, in two separate blocks. The shadowing experiment took roughly 20 minutes.
Experiment 2: Perceptual similarity ratings
Stimuli for AXB similarity ratings
Stimuli consisted of the second Pre-exposure and second Postexposure recordings (for both the Expressive and Regular conditions) for the 5 female and 5 male participants from the shadowing study.
Participants and procedure
A separate group of subjects (n=43) participated in the perceptual similarity ratings experiment. Subjects were native English speakers and recruited from the UC Davis Psychology subject pool (33 female; mean age: 20.1 years, sd: 2.0). Subjects completed the experiment in a sound attenuated booth, wearing headphones, and seated in front of a computer monitor and button box (E-Prime). On each trial, subjects heard three tokens presented in a row, following the format of an AXB paradigm [34] : "A" and "B" were the Pre-exposure (e.g., awesomePREEXP) and Post-exposure recordings (e.g., awesomePOST-EXPRESSIVE) for a given word, while "X" was the Alexa recording of that same word in the same condition (i.e., Expressive or Regular).
Subjects were asked to determine whether "A" or "B" (the same speaker) sounded most like "X" (Alexa, the modeled token). Pre-exposure and Post-exposure ordering was counterbalanced across trials. In total, subjects completed 480 trials (10 shadowers x 2 conditions x 24 words). The AXB task took roughly 35-40 minutes in total.
Results
Raters' responses were coded as binomial data based on whether they selected the "post-exposure" token as being more similar to the model talker's production of the word (=1), relative to selection of the "pre-exposure" token (=0), and were modeled with a mixed effects logistic regression using the lme4 R package [38] . The model included two fixed effects: Condition (Expressive or Regular) and Speaker Gender (Female, Male). The interaction of Condition and Gender was also included. Random effects included by-Rater and by-Speaker random intercepts and by-Speaker random slopes by Condition. Figure 1 Table 3 presents the output of the mixed effects logistic regression. The model revealed a main effect of Condition, where Expressive post-exposure productions were rated as more similar to the model talker (p<0.001), seen in Figure 1 .
Additionally, as seen in Figure 1 , there was a main effect of Speaker Gender, such that male speakers' post-exposure productions were rated as significantly more similar to the model talker than for females (p<0.001). Furthermore, we observed a two-way interaction between Condition and Speaker Gender, with males even more likely to align to the Expressive condition (p<0.01). 
Post-hoc analysis: Emotional properties of words
We were additionally interested in whether the emotional properties of the words used in this study mediate vocal alignment of expressiveness (e.g., lexical valence). Prior work has explored how emotion is expressed via multiple dimensions that affect word recognition, including valence (positive-negative) and arousal (calm-excited) [24] . For example, listeners respond faster in lexical decision tasks to positive valence words, relative to negative or neutral words [39] , while another study found differences in a semantic categorization task for words with high versus low arousal [40] . One prediction for the present study is that speakers might show greater vocal alignment for words with positive emotional valence; this stems from prior work showing that positive social sentiments toward the interlocutor predicts greater vocal alignment [12] . Additionally, we predict that speakers may show greater vocal alignment for words that express greater "excitement", or higher arousal, based on increased attention to their production. We tested these predictions on a subset of our words (16 items) that had ratings of emotional valence and arousal in a large-scale norming experiment [41] . In the norming study, 1,827 English speakers provided their emotional responses on several dimensions when reading the word: e.g., valence (1=unhappy, to 9=happy) and arousal (1=calm to 9=excited). We selected the ratings for each lemma, the base form of words, where available. (Subset word list used for post-hoc analysis: awesome, great, super, cheer(s), darn, bummer, yum(my), bummer, yuck, zap, ditto, zing, splash, dynamite, jinx, cool).
We modeled the effect of each emotional property (arousal, valence) on AXB similarity ratings in separate posthoc logistic regression models. Main effects included either Word Valence Rating or Word Arousal Rating and Condition (Regular, Expressive), and the interaction of these two factors, with by-Rater and by-Speaker random intercepts and by-Speaker random intercepts by Condition. The Word Valence model showed no effect of Word Valence Rating (p=0.44), but a main effect of Condition (β=0.28, z=3.0, p<0.01): expressive speech productions were rated as more similar to the model talker, a finding in line with our main analysis. No interaction between Word Valence Rating and Condition was observed (p=0.86).
Results for the word arousal model revealed a significant main effect of Word Arousal Rating (β=0. 15, z=6.8, p<0 .001), with higher ratings of post-exposure similarity for words with higher arousal ratings. While we observed no main effect of Condition (p=0.27), we did find an interaction between Condition and Arousal (β=0.09, z=3.9, p<0.001): words with higher arousal ratings produced by the expressive voice showed higher alignment ratings (Figure 2 ).
Figure 2:
Mean proportion perceptual similarity ratings as a function of word Arousal ratings (taken from [38] ) by Condition (Expressive, Regular).
Discussion
In this study, we tested whether human vocal alignment to Amazon's Alexa, a voice-AI system, varied based on the apparent expressiveness of the TTS voice, as realized by distinct acoustic realizations. Global similarity ratings revealed that speakers showed greater vocal alignment to expressive realizations of lexical items (Alexa "Speechcons" [35] ), which contained wider f0 ranges and longer word durations, relative to the standard Alexa productions. Our results are broadly in line with theories of embodied cognition that propose that humans experience emotional expressions of others to some degree as their own (cf. [19] , [20] ), as reflected in their productions while shadowing the expressive Alexa voice. A novel finding of this study is that humans show subconscious alignment to the emotional expressiveness of a non-human voice, responding to the human-like indices of emotion (e.g., duration, f0 differences, etc.) produced by an artificially-intelligent entity.
Additionally, our findings parallel reported patterns from human-human alignment, where speakers have been shown to align to the acoustic-phonetic properties indexing their interlocutor's emotional state [16] , [18] , [22] . That humans appear to engage with the device voice on the basis of cognitive-emotional expression from human-human interaction is in line with theories of computer personification, e.g., CASA [25] . In other words, human-device interaction appears to be mediated by similar pro-social behaviors as in human-human interactions. To further support this, we find differences in the magnitude of alignment on the basis of speaker gender: male speakers showed greater alignment for expressive speech relative to the female speakers. That speakers vary in degree of alignment on the basis of their gender is consistent with prior work in human-human interaction that reported greater alignment for male speakers [9] . This finding also supports the CASA theory of humancomputer interaction [25] : human behavior toward devices appears to be mediated by the same social patterns from human-human interaction, including gender asymmetries.
Still, there are alternative explanations as to why the expressive realizations of words may have been phonetically imitated to a greater extent. One possibility is that that expressive condition may have triggered increased perceptual attention. Specifically, the acoustic properties of the "expressive" productions are hyper-expressive, i.e., phonetically exaggerated [35] . The presence of increased, exaggerated expression may drive listeners' attention to the acoustic-phonetic features of the word [42] , possibly leading to more robust vocal alignment.
In support of this interpretation, our post-hoc analysis revealed that subjects showed greater vocal alignment toward expressive items that also had higher word arousal ratings. We see this as evidence that congruence between expressiveness of the voice and expressiveness of the word's meaning can predict stronger alignment in human-computer alignment, perhaps via greater attention to the word's pronunciation. While attention has also previously been linked to valence [43] , we did not see an effect of valence in our post-hoc analysis, a finding in line with prior work demonstrating the dissociability of these subdimensions of emotional expression (e.g., separate neural underpinnings for valence and arousal in [44] ).
Another explanation for the increased alignment for expressive tokens is based on durational differences. As summarized in Table 1 , the expressive condition items were longer in duration than the regular condition items. Longer productions contain, by definition, greater acoustic phonetic information which listeners have more time to attend to. This is another attentional/acoustic aspect of expression that could lead to greater degree of alignment.
One question raised by the findings in this study is whether humans behave similarly toward apparent expressiveness of device voices as for human voices. For example, does Alexa's expressive "darn" communicate the same degree of disappointment as a human "darn"? Future work comparing vocal alignment toward human and device productions of words displaying variations in expressiveness can additionally test theories of computer personification, e.g., CASA, i.e., whether vocal alignment to expressiveness in device voices is comparable to vocal alignment to human emotional expressiveness.
Furthermore, our findings are relevant to the field of affective computing; this study contributes to our understanding of human responses to synthesized emotional expressiveness. For one, our results demonstrate that humans automatically align with more expressive vocal productions; this may have applications in fostering a degree of empathy in human-computer interaction, in inducing 'emotional mimicry'. For example, in voice user interfaces (VUI) that lack a screen or visual avatar to provide other paralinguistic information, adding more expressive-or perhaps hyper-expressive-features into TTS utterances may further improve rapport and user satisfaction. Still, whether humans respond to more nuanced emotional expressiveness in a VUI remains an open question. Overall, we see shadowing paradigms as one method to more implicitly test humans' responses to synthesized emotional expressiveness, rather than relying on more explicit ratings by the user or external rater.
Conclusions
We observe that humans show greater vocal alignment to more expressive productions by the Amazon Alexa TTS voice. This is the first study, to our knowledge, to demonstrate that the acoustic variation signaling cognitive-emotional state in the TTS voice has a direct consequence on the speech patterns of the users. This raises important questions as to human perception of emotion by non-human entities and, overall the degree to which there is personification of voice-AI systems. As humans interact with voice-AI systems more and more, the role that they play in our speech communities will grow. Understanding how people behave when they interact with voice-AI, and how talking to a TTS system may impact human language more broadly, is relevant for models of language perception and production, as well as for theories of humancomputer interaction.
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