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We calculated reduced density characteristic matrix (RDCM) for quantum walk on cycles (QWC)
to study asymptotic properties of the most general form of quantum walk on cycles with general
U(2) coin operator. As an example, entanglement temperature for general initial state has been
calculated and compared to previous results. Also, we have modified RDCM to derive analytical
expression for general form of limiting distribution (LD).
I. INTRODUCTION
Quantum Walk (QW) has been introduced by
Aharonov et al. [1] and has been widely used in dif-
ferent algorithms for solving problems [2–6] . This wide
usage encouraged more people to study this field.
There are two general variants of QWs known as
discrete-time QW [7] and continuous-time QW [8]. In
continuous-time QW the walk can be defined directly on
position space [8], while in discrete-time QW a coin op-
erator defines the direction of movement for the particle
[9]. It has been shown that due to coin degree of freedom,
discrete-time QW is more powerful than continuous-time
QW [9]. In one-dimensional QW [10] there are two direc-
tions for the particle to move along, so the coin operator
is a unitary 2 × 2 operator. One of the most used coins
is the Hadamard coin, first used by [10].
People studied different aspects of QWs. Some consid-
ered different topologies for position space, for example
QW on line [10], QW on planes [11], quantum walk on
Mo¨bius strip [12] and QW on hypercubes [13]. Also QWs
on cycles (QWC) has been defined [14, 15]. Some others
considered asymptotic aspects such as hitting time [16]
or mixing time [10] and limiting distribution on cycles
[14, 15]. Some others focused on entangled and non-local
initial states [17]. A few studied the effects of environ-
ment in QW and investigated decoherence [18].
Romanelli et al. focused on asymptotic aspect of QW
and defined thermodynamic quantities such as entangle-
ment temperature from asymptotic reduced density ma-
trix [19]. The concept also has been extended to quan-
tum walk on cycles [20]. In this paper, we have used
method of [21] to find reduced density characteristic ma-
trix (RDCM) for general form of quantum walk on cy-
cles (QWC) and we also modified RDCM method to de-
rive exact form of limiting distribution (LD) for general
form of QWC. In order to verify our formalism, we have
calculated some of asymptotic properties of QWC, in-
cluding asymptotic entanglement temperature and LD
for Hadamard walk, as well as LD for non-local initial
states.
∗ majid.moradi@shahroodut.ac.ir; majidofficial@gmail.com
† annabestani@shahroodut.ac.ir
In section II we first provide a quick review of quan-
tum walk on cycles and after that we present two general
formulas for asymptotic averaged density matrix and re-
duced density matrix. In section III, we provide different
examples for application of the general formulas in sec-
tion II in order to study: A) Asymptotic temperature,
B) Limiting distribution with local initial state and C)
Limiting distribution with non-local initial state.
II. QUANTUM WALK ON CYCLES
In quantum walks (QW), the total Hilbert space is
H = Hc ⊗Hp, where Hc is the coin space and HP is the
position space. For QWs with two direction of movement
(such as one-dimensional QW or quantum walk on cycles)
the coin space is a 2D Hilbert space. The dimensions of
position space can be infinite for one-dimensional QW,
while equals number of nodes N for quantum walk on
cycles (QWC). So the state of the walker at each step
can be shown as
|ψ(t)〉 =
1∑
s=0
N−1∑
j=0
as,j(t)|s, j〉 (1)
where |s〉 and |j〉 are the state of the walker in coin and
position subspaces, respectively. In QWC, the nodes are
distributed on a circle, so the particle moves on a circular
path and can reach the beginning point after accomplish-
ing a complete round. Each step in QWC consists of a
unitary 2× 2 coin operator Γ applying on particle’s coin
state and a subsequent shift operator S applying on par-
ticles’s position state. So, for the initial state introduced
in Eq.(1)
|ψ(t+ 1)〉 = U |ψ(t)〉 = S(Γ⊗ Ip)|ψ(t)〉 (2)
where Ip is identity matrix on position space and U is
evolution operator. The most general form of Γ, as a
U(2) coin, is
Γ = e
iη
2
[
eiζ cos(θ) eiξ sin(θ)
−e−iξ sin(θ) e−iζ cos(θ)
]
(3)
without losing generality we can omit the phase η.
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2The shifting operator S can be considered in the form
of
S =
N−1∑
j=0
1∑
s=0
|s, (j + (−1)s)modN〉 〈s, j|. (4)
S has been defined for QWC in order to move the walker
to the left/right according to s = 0, 1 respectively.
We follow the method introduced by [21] to find char-
acteristic matrix for QWC and show that this characteris-
tic matrix can be useful to calculate limiting distribution
of QWC.
By using discrete Fourier transformation
|κk〉 = 1√
N
N−1∑
n=0
e
2ipikn
N |n〉 (5)
we can transform the non-diagonal form of the evolution
operator U in position space into block-diagonal form in
k-space. So for any k there is a U˜k [22]:
U˜k =
[
e−iω 0
0 eiω
]
× Γ (6)
where ω = 2pikN . So eigenvalues are the eigenvalues of
each block (two eigenvalues for each block)
λ
(m)
k = e
±iα , cos(α) = cos(θ) cos(ω − ζ) (7)
The eigenstates for U˜k are∣∣∣λ(0)k 〉 = [ −ei(ξ−ω) sin (θ)e−iα − e−i(ζ−ω) cos (θ)
]
∣∣∣λ(1)k 〉 = [ −ei(ξ−ω) sin (θ)eiα − e−i(ζ−ω) cos (θ)
] (8)
By using the spectral decomposition of evolution opera-
tor in k space
U˜k =
N−1∑
k=0
1∑
i=0
|k〉 〈k| ⊗ λ(i)k
∣∣∣λ(i)k 〉〈λ(i)k ∣∣∣ (9)
On the other hand, for initial state |ψ(0)〉, after t steps,
the state of the particle is
|Ψ(t)〉 = U t|Ψ(0)〉 (10)
Using (2), (9) and (10), one can write
|Ψ (t)〉 =
(
N−1∑
k=0
1∑
i=0
λ
(i)t
k |k〉 〈k| ⊗
∣∣∣λ(i)k 〉〈λ(i)k ∣∣∣
)
|Ψ (0)〉
(11)
Since |Ψ (0)〉 has been defined on the total space
coin+position we define amplitude of initial state in k
space as
〈k | Ψ (0)〉 = |ψk〉 (12)
and rewrite 11 as
|Ψ (t)〉 =
N−1∑
k=0
1∑
i=0
λ
(i)t
k |k〉 ⊗
∣∣∣λ(i)k 〉〈λ(i)k ∣∣∣ ψk〉 (13)
Now we can use the state of the walker to form its density
matrix at time t
ρ(t) =
N−1∑
k,k′=0
1∑
i,j=0
λ
(i)t
k λ
(j)t∗
k′ |k〉
∣∣∣λ(i)k 〉〈λ(j)k′ ∣∣∣ 〈k′|
×
〈
λ
(i)
k
∣∣∣ ψk〉〈ψk′ ∣∣∣ λ(j)k′ 〉 (14)
Since the eigenvalues of evolution operator are in expo-
nential form, so always after a certain number of itera-
tions the state of the walker will be repeated, thereupon
its state does not converge [22]. That’s why people study
time averaged asymptotic properties.
We can define time averaged density matrix as [14] ρ¯ =
1
T
T∑
t
ρ(t). Therefore from (14)
ρ¯ =
1
T
T∑
t
N−1∑
k,k′=0
1∑
i,j=0
(λ
(i)
k λ
(j)∗
k′ )
t |k〉
∣∣∣λ(i)k 〉〈λ(j)k′ ∣∣∣ 〈k′|
×
〈
λ
(i)
k
∣∣∣ ψk〉〈ψk′ ∣∣∣ λ(j)k′ 〉 (15)
when T → ∞, the only time-dependent term i.e.
1
T
∑
t
(λ
(i)
k λ
(j)∗
k′ )
t can be simplified as below [14]
lim
T→∞
1
T
∑
t
(λ
(i)
k λk
(j)∗)t =
 1 λ
(i)
k = λ
(j)
k′
0 λ
(i)
k 6= λ(j)k′
(16)
In fact we can define ρ˜ as an asymptotic form of average
density matrix as follows
ρ˜ =
N−1∑
k,k′=0
1∑
i,j=0
λ
(i)
k =λ
(j)
k′
|k〉
∣∣∣λ(i)k 〉〈λ(j)k′ ∣∣∣ 〈k′|
×
〈
λ
(i)
k
∣∣∣ ψk〉〈ψk′ ∣∣∣ λ(j)k′ 〉 (17)
Note that inner summation has the constraint λ
(i)
k = λ
(j)
k′ .
Since −cos(θ) ≤ cos(α) ≤ cos(θ), the eigenvalues are
in two different zones (see Fig. 1), i.e. eiα belongs to zone
I and e−iα belongs to zone II and therefore the eigenval-
ues from different zones (i 6= j) do not contribute in (17),
therefore
ρ˜ =
N−1∑
k,k′=0
1∑′
i=0
|k〉
∣∣∣λ(i)k 〉〈λ(i)k′ ∣∣∣ 〈k′|
×
〈
λ
(i)
k
∣∣∣ ψk〉〈ψk′ ∣∣∣ λ(i)k′ 〉 (18)
where Σ′ means the summation is just over the terms
3FIG. 1. Distribution zones of α
in which λ
(i)
k = λ
(i)
k′ . Note that degeneracy of λ
(i)
k = λ
(i)
k′
depends on ζ and N . When k goes from 0 to N , α will
swing from θ to pi − θ and vice versa. It is not hard to
show that if N(1+ ζpi ) ∈ Z, then different eigenvalues can
occupy same points in each region (degeneracy happens)
Fig. 2. In fact the degeneracy condition is
k + k′ = N(1 +
ζ
pi
) (19)
Using linearity of trace operator, one can rewrite Eq.18
as
ρ˜ =
N−1∑
k,k′=0
|k〉 〈k′| ⊗Θ (k, k′) (20)
where
Θ (k, k′) = Tr2 (I ⊗ |ψk〉 〈ψk′|M) (21)
index 2 means that the trace takes over part 2 and
M(k, k′) =
1∑′
i=0
∣∣∣λ(i)k 〉〈λ(i)k′ ∣∣∣⊗ ∣∣∣λ(i)k′ 〉〈λ(i)k ∣∣∣. (22)
It should be noticed that in M the subscripts k and k′
should satisfy the degeneracy condition λ
(i)
k = λ
(i)
k′ .
ρ˜ in (20) is general form of asymptotic average density
matrix of QWC which can be used for calculating some
important features such as asymptotic reduced density
matrix ρ˜c or limiting distribution pi(v).
We have calculated a compact form of ρ˜c and pi(v) in the
following corollaries:
Corollary 1: Suppose a QWC with N nodes and a
U(2) coin operator
Γ = e
iη
2
[
eiζ cos(θ) eiξ sin(θ)
−e−iξ sin(θ) e−iζ cos(θ)
]
(23)
The asymptotic reduced density matrix ρ˜c for initial state
|χ0〉 is
ρ˜c =
N−1∑
k=0
Θ(k, k) (24)
FIG. 2. Degeneracy in eigenvalues for (up) N = 8 and ζ = 0
and (down) N = 8 an ζ = pi
3
.
where
Θ (k, k) = Tr2 (I ⊗ |ψk〉 〈ψk|M(k, k)) (25)
with |ψk〉 = 〈k|χ0〉 and the explicit form of M and the
proof for (24) are given in Appendix A.
ρ˜c can be used to calculate different parameters such as
asymptotic entanglement temperature [20] and entangle-
ment [23].
Corollary 2: Suppose a QWC with N nodes and a
U(2) coin operator
Γ = e
iη
2
[
eiζ cos(θ) eiξ sin(θ)
−e−iξ sin(θ) e−iζ cos(θ)
]
(26)
and |ψk〉 = 〈k|χ0〉 is projection of initial state in |k〉 basis.
The limiting distribution is given by
pi (v) =
1
N
+
1
N
Re

N−1∑
k=0
k 6=Nζ2pi
k 6=Nζ2pi +N2
e
2iv( 2kN −ζ)
N Tr
(
Θ
(
k,
Nζ
pi
− k
))

(27)
4where
Θ (k, k′) = Tr2 (I ⊗ |ψk〉 〈ψk′ |M(k, k′)) (28)
and we exclude k = Nζ2pi ,
Nζ
2pi +
N
2 because they play no
role in degeneracy of the system. The explicit form of
M(k, Nζpi −k) and the proof for (27) are given in Appendix
B.
So the same as reduced density matrix, one just needs
to know the constant matrix and subsequently the matrix
Θ
(
k, Nζpi − k
)
to estimate limiting distribution for any
coin and initial state, even for quantum walks with non-
local initial states.
III. EXAMPLES
In this section we are going to show that not only our
formalism is more simple to work with but it is also more
general and can be used to study more complicated cases.
A. Asymptotic Entanglement Temperature
By defining a thermodynamic equilibrium between po-
sition and chirality degrees of freedom, Romanelli [24]
defined a temperature concept. Diaz et.al. [20] analyzed
asymptotic entanglement temperature for Hadamard
QWCs with a general initial state.
Considering the general coin (3) and initial state as
|ψk〉 =
[
cos (γ/2)
eiφ sin (γ/2)
]
(29)
one can use M(k, k) (App. A) with Hadamard coin (ξ =
ζ = pi2 and θ =
pi
4 )
M(k, k) =
1
2 (cos2 (ω) + 1)
×
2 cos2 (ω) + 1 e−iω cos (ω) e−iω cos (ω) e−2 iω
eiω cos (ω) 1 1 −e−iω cos (ω)
eiω cos (ω) 1 1 −e−iω cos (ω)
e2 iω −eiω cos (ω) −eiω cos (ω) 2 cos2 (ω) + 1

(30)
where ω = 2pikN . So by using (24) and (25) the explicit
form of ρ˜c is easy to calculate. We have calculated eigen-
values of ρ˜C , i.e. λ1 and λ2 and using T =
2E0
ln
(
λ1
λ2
) [20], we
plotted transient entanglement temperature for N = 100
in 3. As you can see this is exactly the same as results
provided by Diaz et.al. [20].
We should note that the coin has been used in [20] is
C =
[
cos θ sin θ
sin θ − cos θ
]
(31)
FIG. 3. Isothermal curves for initial position (29) and
N = 100. Isotherms for hot zones are drawn as: T
T0
=
6.5, 3.2, 2.2, 1.6, 1.3, 1.06 and for cold zones, the isotherms are
drawn as: T
T0
= 0.9, 0.8, 0.7, 0.68, 0.66.
which is a special type of U(2) coin with one parameter
θ, but in our formalism, we have the most general
form of U(2) with 3 parameters, which enables us to
investigate some cases hard to study by the formal-
ism of [20]. For example, let’s try to answer this question:
Is the hottest (coldest) point calculated for Hadamard
coin in [20] the absolute maximum (minimum) in ET
(entanglement temperature) or we can tune missing
phase parameters (ζ and ξ) to reach warmer (colder)
points?
The hottest point calculated in [20] for coin (31) is
〈ψk| =
[
cos pi8 sin
pi
8
]
. Using this initial state in 25 and
putting θ = pi4 in M(k, k) in (App. A), the explicit form
of ρ˜c is easy to calculate. We have found eigenvalues
of ρ˜c and plotted
T
T0
in Fig. 4 versus (ζ, ξ). Note that
T0 is the same as reference temperature used in [20], i.e.
(φ = 0 and γ = pi). We found that for ζ = ξ there is
no increase in temperature (
T
T0
= 1), but in other cases
we have a significant increasing. To see this dependency
better, we have plotted the cross section view of Fig. 4
5FIG. 4. T
T0
for hottest point 〈ψk| = 1√N
[
cos pi
8
sin pi
8
]
and
θ = pi
4
versus ζ and ξ
FIG. 5. T
T0
for hottest point 〈ψk| = 1√N
[
cos pi
8
sin pi
8
]
and
θ = pi
4
versus ζ = ξ
in (ζ = −ξ) plane in Fig. 5. From Fig. 5, it is clear
that, the minimum of TT0 is 1, while the maximum can
converge to infinity in certain values of ζ and ξ. So,
tuning the parameters ζ and ξ enables us to have more
warmer points.
Similar calculations show that by tuning ζ and ξ,
colder points are accessible, see Fig. 6. The coldest point
calculated in [20] for coin (31) is 〈ψk| =
[
cos 3pi8 sin
3pi
8
]
.
It is clear that for ζ = ξ there is no change in TT0 in com-
FIG. 6. T
T0
for coldest point 〈ψk| = 1√N
[
cos 3pi
8
sin 3pi
8
]
and
θ = pi
4
versus ζ and ξ
parison to [20], but in other cases there is a significant
reduction in TT0 .
In summary, the parameters ζ and ξ in (3) are im-
portant and should be taken into account, as ζ = ξ ± pi
causes both hot points to get warmer and cold points to
get colder.
B. Limiting Distribution with local initial state
Limiting distribution (LD) for quantum walk on cy-
cles has been studied widely and analytical solutions have
been provided. Aharonov et.al. [14] proved that the lim-
iting distribution for quantum walk on cycles is uniform
for odd number of nodes. For even number of nodes an-
alytical solutions have been provided by Bednarska et.al.
[15] and Portugal [22], however, the solutions are re-
stricted to specific coins or initial states. But the (27)
can be used to estimate limiting distribution for any coin
and initial state.
For example lets find LD for Hadamard walk with initial
state |ψ0〉 = |0〉 ⊗ |0〉, which is initial coin |0〉 localized
at the origin (x = 0). For using (27), we need |ψk〉 〈ψk′ |
and M (k, k′) with k′ = ζNpi − k as
|ψk〉 = 〈k| ψ0〉 = 1√
N
|0〉 (32)
therefore
|ψk〉 〈ψk′ | = 1
N
|0〉 〈0| (33)
6by putting (33) into (28) and using (27)
pi (v) =
1
N
+
(−1)v
N2
N−1∑
k,k′=0
k 6=N4 , 3N4
sin
(
2pik
N
)
sin
(
2pik
N (2v − 1)
)
cos2
(
2pik
N
)
+ 1
(34)
which is exactly the same as expressions derived by [15]
and [22]. To see flexibility of our formalism lets find LD
for initial coin |0〉 localized at x = t
|ψ0〉 = |t〉 ⊗ |0〉 (35)
then
|ψk〉 = 〈k |ψ0〉 = 〈k |t〉 |0〉 = 1√
N
e
2ipikt
N |0〉 (36)
so
|ψk〉
〈
ψ ζN
pi −k
∣∣∣ = 1
N
e−2i(
2pik
N −ζ)t |0〉 〈0| (37)
If we put it into (28) and use (27), we will have
pi(v) = 1N +
(−1)v−t
N2
N−1∑
k,k′=0
k 6=N4 , 3N4
sin(2 pi kN ) sin(
2pi k
N (2(v−t)−1))
cos2( 2pi kN )+1
(38)
C. Limiting Distribution with non-local initial state
Equation (27) is a general expression. So for non-local
initial states, we just need to know |ψk〉
〈
ψ
′
k
∣∣∣. For exam-
ple, assume non-local entangled initial state as
|ψ0〉 = 1√
2
(|0〉 |0〉+ |p〉 |1〉) (39)
therefore
|ψk〉 = 〈k | ψ0〉 = 1√2 (〈k | 0〉 |0〉+ 〈k | 1〉 |1〉)
= 1√
N
(
|0〉+e 2ipikN |1〉√
2
)
(40)
So
|ψk〉
〈
ψNζ
pi −k
∣∣∣ = 1
2N
(
1 e2ip(
pik
N −ζ)
e2ip(
pik
N ) e2ip(
2pik
N −ζ)
)
(41)
by plugging this into (27), we will have limiting distribu-
tion (LD) for non-local entangled initial state. We have
plotted LD for p = 20, 22 in Fig. 7.
In order to illustrate the role of entanglement in LD, we
have plotted LD for separable initial state |0〉 |0〉+ |p〉 |0〉,
i.e. coin |0〉 is distributed in positions 0 and p. Fig. 8
shows the LD for this separable initial state.
FIG. 7. LD for entangled state, respectively from top to bot-
tom:
◦ N = 60 : |ψ0〉 = 1√2 (|0〉 |0〉+ |20〉 |1〉)
◦ N = 60 : |ψ0〉 = 1√2 (|0〉 |0〉+ |22〉 |1〉)
◦ N = 62 : |ψ0〉 = 1√2 (|0〉 |0〉+ |20〉 |1〉)
◦ N = 62 : |ψ0〉 = 1√2 (|0〉 |0〉+ |22〉 |1〉)
IV. CONCLUSION
We have used reduced density characteristic matrix
(RDCM) approach introduced by [21] to derive RDCM
for QWC with general form of U(2) coin operator
(Corollary 1). We also showed that modified version
of this approach can be used to derive an exact general
expression for limiting distribution (Corollary 2) and it
leads to same results provided in literatures (e.g. [15]).
Some features, such as entanglement temperature and
limiting distribution have been plotted as examples of
this approach, but investigating other coins and initial
states will be simple.
Appendix A: Calculating ρ˜c
The reduced density matrix ρ˜c is a result of tracing
over the position subspace x. Since ρ˜c in (20) is in k-
7FIG. 8. LD for separable state, respectively from top to bot-
tom:
◦ N = 60 : |ψ0〉 = 1√2 (|0〉 |0〉+ |20〉 |0〉)
◦ N = 60 : |ψ0〉 = 1√2 (|0〉 |0〉+ |22〉 |0〉)
◦ N = 62 : |ψ0〉 = 1√2 (|0〉 |0〉+ |20〉 |0〉)
◦ N = 62 : |ψ0〉 = 1√2 (|0〉 |0〉+ |22〉 |0〉)
space, we use completeness relation of
∑N−1
x=1 |x〉 〈x| = I
to change basis of ρ˜c from |k〉 to |x〉. So we can write
ρ˜c =
N−1∑
x=1
Trp ((|x〉 〈x| ⊗ I) ρ˜) (A1)
By using (20)
ρ˜c =
N−1 ′∑′
k,k′=0
δk,k′Θ (k, k
′) (A2)
So,
ρ˜c =
N−1∑
k=0
Θ (k, k) (A3)
From (22), one can see
M (k, k) =
1
a2

−b2
2 + a
2 −c −c −b22 e−2 i(ω−ξ)
−c b22 b
2
2 c
−c b22 b
2
2 c
−b2
2 e
2 i(ω−ξ) c c −b
2
2 + a
2

(A4)
where
a = sin(α)
b = sin(θ)
c =
i
2
b sin (ω − ζ) cos (θ) ei(ω−ξ)
(A5)
with ω = 2pikN and cos(α) = cos(θ) cos(ω − ζ).
Appendix B: Calculating general form of limiting
distribution
Using the probability distribution and eigenkets of the
position space |v〉, one can estimate the probability of
finding the particle in node |v〉. So using the limiting
density matrix (20), the limiting probability at node v
can be given by
pi (v) = Tr ((|v〉 〈v| ⊗ I) ρ¯)
=
N−1∑
k,k′=0
〈v | k〉 〈k′ | v〉Tr (Θ (k, k′)) (B1)
which can be splitted into two summations as below
pi (v) =
N−1∑
k=0
〈v | k〉 〈k | v〉Tr (Θ (k, k))
+
N−1∑′
k,k′=0
k 6=k
〈v | k〉 〈k′ | v〉Tr (Θ (k, k′)) (B2)
where the first summation is on k = k′ and the second
summation just includes the terms resulted from degen-
erate cases (19), i.e. k′ = N(1+ ζpi )−k. Using the Fourier
transformation (5) one can see in the first summation of
(B2) 〈v | k〉 〈k | v〉 = 1N and for the second summation
〈v | k〉 〈k′ | v〉 = 1N e
2ipiv(k−k′)
N , so
pi (v) =
1
N
N−1∑
k=0
TrΘ (k, k)
+
1
N
N−1∑′
k,k′=0
k 6=k′
e
2ipiv(k−k′)
N Tr (Θ (k, k′)) (B3)
8To calculate the first term in (B3) we substitute (22) into
(21), so we have
N−1∑
k=0
Tr (Θ (k, k)) =
N−1∑
k=0
Tr
(
1∑
i=0
∣∣∣λ(i)k 〉 〈λ(i)k |
⊗
〈
ψk
∣∣∣ λ(i)k 〉〈λ(i)k ∣∣∣ ψk〉) (B4)
Now by applying the trace
N−1∑
k=0
Tr (Θ (k, k′)) =
N−1∑
k=0
1∑
i=0
〈
λ
(i)
k
∣∣∣ λ(i)k 〉〈ψk ∣∣∣ λ(i)k 〉〈λ(i)k ∣∣∣ ψk〉
(B5)
so,
N−1∑
k=0
Tr (Θ (k, k)) =
N−1∑
k=0
〈ψk|ψk〉 (B6)
where in this equation we use completeness relation
1∑
i=0
∣∣∣λ(i)k 〉〈λ(i)k ∣∣∣ = I and 〈λ(i)k ∣∣∣ λ(i)k 〉 = 1, so using (12)
N−1∑
k=0
Tr (Θ (k, k)) =
N−1∑
k=0
〈Ψ0 | k〉 〈k | Ψ0〉 = 〈Ψ0 | Ψ0〉 = 1
(B7)
For the second term in (B3), Σ
′
means that the sum-
mation is just over the terms with λ
(i)
k = λ
(i)
k′ which
are degenerate cases. But as we show in (19), k′ =
N
(
1 + ζpi
)
− k. By considering the fact that k and k′
are labels which evolve in a cyclic manner, the degener-
acy condition will be k′ =
(
Nζ
pi − k
)
mod N . So, we just
need to put k′ = Nζpi − k into (B3). Therefore
pi (v) =
1
N
(B8)
+
1
N
Re

N−1∑
k = 0
k 6= Nζ2pi , Nζ2pi + N2
e
2iv( 2kN −ζ)
N Tr
(
Θ
(
k,
Nζ
pi
− k
))

(B9)
As we can see, we need Θ
(
k, Nζpi − k
)
. So, we need
M(k, Nζpi − k) too. It is not hard to show that
M(k,
Nζ
pi
− k) =
1
a

|b|2 bc bc∗ −b2
bc∗ |b|2e−2iβ a− |b|2 b cos θ
(bc)
∗
a− |b|2 |b|2 (2eiβ cosβ − 1) −bc∗(−b2)∗ −b∗c −bc |b|2

(B10)
where
a = 2sin2α
b = sin θe−iλ
c = −ie−i(ω−ζ) cos θ sin(ω − ζ).
(B11)
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