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 Cholesterol is a fat that is mostly formed by the body itself, especially in the liver. 
Cholesterol is very useful for the body but will be very dangerous if it has excessive 
levels. The impact of excessive cholesterol is the emergence of deadly diseases such 
as heart disease, stroke and poor blood circulation. In this study, one of the medical 
sciences that can be used to detect cholesterol levels is Iridology. This iridology itself 
can be applied in computer science which is often referred to as Digital Image 
Processing. In this case, the feature recognition method will be used using Moment 
Invariant feature extraction and the K-Nearest Neighbor Algorithm. Where the data 
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I. PENDAHULUAN 
Kolesterol adalah lemak yang sebagian besar di bentuk 
oleh tubuh sendiri terutama dalam hati. Kolesterol 
mempunyai beberapa fungsi untuk tubuh, diantaranya adalah 
untuk pembentuk hormon seperti hormon estrogen dan 
progesteron serta sebagai pembentuk asam empedu dan 
garam empedu. Walaupun kolesterol ini penting untuk 
pembentuk hormon dan garam empedu, namun jika kadarnya 
berlebihan di dalam tubuh dapat menimbulkan penyakit-
penyakit kardiovaskuler dan penyakit metabolik lainnya [1]. 
Persentase penderita kolesterol tinggi menurut umur 
sebagian besar pada kelompok >60 tahun, dan penderita 
kolesterol terbanyak dimulai dari usia 15-34 tahun. Pada 
tahun 2015-2016, penyakit tidak menular yang disebabkan 
oleh kolesterol tinggi memiliki persentase terbesar yaitu 
58,5% pada tahun 2015 dan 52,3% pada tahun 2016 [2]. 
Angka ini cukup tinggi dibandingkan dengan faktor penyakit 
yang lain. Untuk mencegah semakin tingginya persentase dari 
faktor ini maka perlu dilakukan sebuah tindakan dengan 
memprediksi kadar kolesterol secara dini dan berkala. 
Diagnosis suatu penyakit biasanya dilakukan pada sebuah 
tes laboratorium, di mana tes tersebut sangat memerlukan 
banyak uang dan waktu. Dan seiring perkembangan zaman 
dalam dunia kesehatan terdapat salah satu metode yang dapat 
digunakan dalam upaya mendeteksi tingka tan kondisi pada 
tubuh dengan mengenali pola yang terbentuk pada iris mata 
atau yang lebih dikenal sebagai Iridologi. Iridologi (Inggris: 
Iridology) adalah ilmu yang mempelajari pola dan susunan 
serat pada iris mata. 
Dengan memanfaatkan pengolahan citra digital maka 
proses diagnosis penyakit menggunakan metode iridologi 
dapat dilakukan. Proses pengolahan citra yang dilakukan pada 
penelitian ini yaitu menggunaka n ekstraksi ciri Moment 
Invariant yang diharapkan dapat melakukan analis is terhadap 
data dengan detail. Ekstraksi ciri ini pernah digunakan pada 
penelitian terdahulu dengan judul “Deteksi Iris Mata Untuk 
Menentukan Kelebihan Kolesterol Menggunakan Ekstraksi 
Ciri Moment Invariant dengan K-Means Clustering”. Pada 
penelitian tersebut didapatkan hasil akurasi sistem yang 
dibuat yaitu 95% [3]. 
Dalam melakukan proses pengolahan citra dalam 
mendeteksi kadar kolesterol dibutuhkan data citra iris mata 
manusia, yang dalam penelitian ini akan digunakan dataset 
iris mata manusia Ubiris v1. Dataset UBIRIS.v1 merupakan 
dataset yang terdiri dari 1877 citra yang dikumpulkan dari 241 
orang dari September 2004 dengan melakukan dua sesi 
berbeda. Yang menjadi karakteristik atau membedakan 
dataset ini dengan dataset publik yang lain seperti CASIA dan 
UPOL adalah dataset ini menggabungkan gambar dengan 
beberapa faktor noise, sehingga memungkinkan untuk 
mendapatkan hasil evaluasi yang kuat. 
Setelah berhasil dilakukan proses ekstraksi ciri maka data 
tesebut akan di klasifikasikan apakah termasuk kedalam 
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kategori normal atau tinggi dengan menggunakan salah satu 
algoritma yang terdapat pada klasifikasi yaitu algoritma K-
Nearest Neighbors (KNN) dengan melihat nilai 
ketetanggannya. Penelitian dengan algoritma ini pernah 
dilakukan sebelumnya dalam mengklasifikasi kadar 
kolesterol pada penelitian “Sistem Pendukung Keputusan 
Pengelompokan Status Kadar Kolesterol Menggunakan 
Algoritma K-Nearest Neighbor(KNN) Di Puskesmas 
Arjuno”. Pada penelitian tersebut didapatkan hasil akurasi 
sebesar 88,5% dan error sebesar 11,5% dengan artian kinerja 
sistem sudah cukup baik [4]. Yang membedakan dengan 
penelitian sekarang yaitu penelitian ini dilakukan dengan 
menggunakan data data seperti ciri penyakit kolesterol seperti 
gejala dan sebagainya, sedangkan pada penelitian sekarang 
menggunakan citra sebagai media pendeteksian. 
Penelitian pendahulu lain yang dapat dijadikan sebagai 
pendukung penelitian ini yaitu “Deteksi Kolesterol 
Menggunakan Citra Mata Berbasis Local Binary Pattern 
(LBP) dan Support Vector Machine (SVM) [5], juga 
dilakukan pada “Deteksi Kelebihan Kolesterol Melalui Citra 
Iris Mata dengan Metode Discrete Wavelet Transform dan 
Klasifikasi K-Nearest Neighbor” [6], dan juga “Seleksi Fitur 
Information Gain untuk Klasifikasi Penyakit Jantung 
Menggunakan Kombinasi Metode K-Nearest Neighbor dan 
Naive Bayes [7]. 
Pada penelitian ini, diterapkan metode ekstraksi ciri 
menggunakan moment invariant dan metode KNN untuk 
mendeteksi kadar kolesterol. Selain itu dilakukan pula 
evaluasi sistem setelah penggabungan metode ekstraksi ciri 
moment invariant dan metode KNN. Diharapkan penelitian 
ini dapat menjadi tambahan acuan pada pembangunan sistem 
untuk memprediksi penyakit menggunakan teknik 
pengolahan citra digital dengan metode ekstraksi moment 
invariant dan metode KNN dalam memprediksi tingkat kadar 
kolesterol. 
II. LANDASAN TEORI 
A. Kecerdasan Buatan 
Artificial intelligence atau kecerdasan buatan merupakan 
bagian dari ilmu yang membuat mesin (komputer) bekerja 
seperti manusia [8]. Aplikasi kecerdasan buatan terdiri dari 2 
bagian utama yang harus dimiliki yaitu: 
1) Basis pengetahuan (Knowledge-Base), berisi fakta-fakta, 
teori, pemikiran. 
2) Motor Inferensi (Inference Engine), kemampuan menarik 
kesimpulan berdasarkan pengalaman. 
B. Machine Learning 
Pembelajaran mesin atau machine learning merupakan metode 
analitik yang dapat membantu mengatasi masalah berupa big data 
dengan mengembangk an algoritme di komputer. Dengan 
menggunakan data, pembelajaran mesin memungkinkan 
komputer menemukan wawasan tersembunyi tanpa harus 
memprogramnya secara mendetail saat mencarinya. 
Pembelajaran mesin merupakan salah satu cabang dari mata 
pelajaran AI (kecerdasan buatan) yang menganalisis proses 
pembuatan sistem berdasarkan data yang diterima. 
C. Pengolahan Citra Digital 
Citra adalah persamaan, gambar atau tiruan dari suatu 
objek. Citra dapat berupa sinyal video (gambar di TV), foto, atau 
sinyal digital, dan dapat disimpa n langsung di media 
penyimpanan. Gambar yang dapat diolah atau diolah oleh 
komputer disebut citra digital. Setiap citra dapat diperoleh 
melalui akuisisi citra, yaitu proses yang dilakukan untuk 
memperoleh citra digital yang akan dicitrakan. Pencitraan 
adalah cara mengubah gambar yang terlihat (seperti foto, 
gambar, patung, dan lain-lain. 
Dalam pengelolaan citra diperlukan proses pra-pemrosesan 
yang bertujuan untuk meningkatkan kualitas citra dengan 
mengatur kontras dan kecerahan, menghilangkan noise, 
mengembalikan citra, mentransformasi citra, dan menentukan 
bagian citra menjadi diamati, sehingga meningkatkan citra. 
Salah satu proses preprocessing adalah mengubah citra asli 
(color / RGB) menjadi citra grayscale (grayscale). Nilai 
intensitas setiap piksel pada citra grayscale merupakan nilai 
tunggal, dimana nilai intensitas berada dalam interval 0-255, 
sedangkan pada citra berwarna setiap piksel membutuhkan 
tiga nilai intensitas dengan interval 0-255. Semakin dekat 
nilainya ke 255, semakin cerah tingkat keabuannya. Pada 
dasarnya proses ini dilakukan dengan cara meratakan nilai 
piksel dari 3 nilai RGB menjadi 1 nilai [9]. 
D. K-Nearest Neighbor 
K Nearest Neighbor (KNN) merupakan metode yang 
diawasi, artinya membutuhkan data latih untuk 
mengklasifikasikan objek terdekat. Prinsip kerja K- terdekat 
tetangga adalah mencari jarak terpendek antara data yang 
akan dievaluasi dan tetangga dalam data latih [10]. 
Selama proses pelatihan, dokumen akan dikelompokkan 
secara manual menurut kategori yang telah ditentukan. 
Setelah itu, dokumen akan memasuki tahap preprocessing 
yang akan menghasilkan bobot untuk setiap kata di semua 
dokumen pelatihan. Selanjutnya, hitung kemiripan antara 
vektor dokumen pengujian dan setiap dokumen pelatihan 
klasifikasi. Untuk mencari kesamaan dokumen digunakan 
metode cosine similarity. Metode ini dapat digunakan untuk 
menjelaskan jarak setiap dokumen berdasarkan kesamaan 
dokumen. 
E. Iridologi 
Iridology atau metode medis yang biasa disebut dengan 
diagnosis iris menyatakan bahwa setiap bagian tubuh dapat 
diwakili oleh area yang terdapat pada iris (bagian yang 
berwarna pada pupil) [11]. 
Iridologi adalah ilmu dan praktik yang dapat mengungkap 
adanya peradangan (inflamasi), penumpukan racun dalam 
jaringan, penyumbatan kelenjar (kongesti), lokasi organ 
(organ mana) dan tingkat keparahan penyakit (akut, subakut) 
, Kronis dan degeneratif) [12]. Dengan mengamati iris mata, 
melalui kondisi fisik seseorang, seseorang dapat melihat, 
misalnya, keadaannya sangat lemah atau sangat kuat, tingkat 
kesehatannya, dan transisi menuju keparahan atau proses 
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pemulihan. Dilansir dari brilio.net berikut beberapa penyakit 
yang dapat di deteksi oleh iris mata menurut Brightside dapat 
telihat pada Tabel 1. 
TABEL I.  
CITRA PENYAKIT IRIS MATA 




Muncul titik putih 


























F. Moment Invariant 
Momen Invariant yaitu sekelompok momen yang 
mengidentifikasikan keunikan atau karakteristik global dari 
bentuk citra dan menyediakan informasi tipe-tipe geometri 
citra. Momen invariant telah diperkenalkan oleh Hu pada 
tahun 1961. Hu memperkenalkan momen invariant untuk 
citra digital dengan ukuran M × N piksel, dihitung dengan 
menggunakan rumus persaman: 
 𝑚𝑝𝑞 = ∑ 𝑀      ∑ 𝑁   𝑥 𝑝𝑦𝑝𝑓(𝑥, 𝑦)                 (1)     
              𝑥=1       y=1 
dengan f(x,y) merupakan nilai piksel pada koordinat (x,y). 
Invarian translasi dapat dihitung dengan menggunakan 
central moment yang didefinisikan dengan persamaan: 
𝜇𝑝𝑞  = ∑M   ∑M (𝑥 − 𝑥 ̅)𝑝 (𝑦 − 𝑦 ̅)𝑞 𝑓(𝑥, 𝑦)       (2) 
      𝑥=1       y=1 
 
dengan  𝑥 ̅  = 𝑚10   , dan 𝑦 ̅ = 𝑚01 
                     𝑚00          𝑚00 
 
Central moment yang dinormalisasi didefinisikan dengan 
persamaan: 
𝑛𝑝𝑞 =   µ𝑝𝑞  
            (µ00)𝜆                                                                             (3) 
 
Dengan 𝜆 = (𝑖+𝑗) + 1 
                      2 
Berdasarkan momen ternormalisasi di atas, Hu 
memperkenalkan tujuh invariant yang diberikan dalam 
persamaan: 
𝑀1 = 𝑛20 + 𝑛02                                                                            (4) 
𝑀2 = (𝑛20 − 𝑛02 )2 + 4𝑛11 2 
𝑀3 = (𝑛30 − 3𝑛12 )2 + (3𝑛21 − 𝑛03 )2 
𝑀4 = (𝑛30 + 𝑛12 )2 + (𝑛21 + 𝑛03 )2 
𝑀5 = (𝑛30 − 3𝑛12 )(𝑛30 + 𝑛12 )[(𝑛30 + 𝑛12)2 − 3(𝑛21 +   𝑛03 
)2]+ (3𝑛21 − 𝑛03 )(𝑛21 + 𝑛03 )[3(𝑛30 + 𝑛12 )2 − (𝑛21 + 𝑛03 )2] 
𝑀6 = (𝑛20 − 𝑛02 )[(𝑛30 + 𝑛12 )2 − (𝑛21 − 𝑛03 )2] + 4𝑛11(𝑛30 + 
𝑛12 )(𝑛21 + 𝑛03 ) 
𝑀7 = (3𝑛21 − 𝑛03 )(𝑛30 + 𝑛12)[(𝑛30 + 𝑛12 )2 − 3(𝑛21 + 𝑛03 )2] 
− (𝑛30 + 3𝑛12 )(𝑛21 + 𝑛03 )[3(𝑛30 − 𝑛12)2 − (𝑛21 + 𝑛03 )2] 
Fitur moment invariant berguna untuk menjelaskan objek 
dengan menghitung area objek. Fitur ini menggunakan dasar 
moment pusat yang ternormalisasi. Moment yang dihasilkan 
dapat digunakan untuk menangani penyekalan, rotasi gambar, 
dan translasi 
G. Ubiris.v1 
Dataset UBIRIS.v1 merupakan dataset citra iris mata yang 
terdiri dari 1877 citra yang dikumpulkan dari 241 orang 
selama pada September 2004 dalam dua sesi yang berbeda. 
Karakteristik atau yang membedakan dataset ini dengan 
dataset publik dan gratis yang ada seperti CASIA dan UPOL 
adalah pada dataset ini ia menggabungkan gambar dengan 
beberapa faktor noisy, sehingga memungkink an 
mendapatkan hasil evaluasi metode pengenalan iris mata yang 
kuat. 
Pada sesi pengambilan gambar pertama dilakukan 
percobaan untuk meminimalkan faktor noise, khususnya yang 
berhubungan dengan pantulan, luminositas dan kontras, 
dengan memasang kerangka pengambilan gambar didalam 
ruang gelap. Di sesi kedua, dilakukan pergantian tempat 
dalam pengambilan untuk memperkenalkan faktor 
luminositas alami. Ini mempengaruhi dalam masalah 
reflesksi, kontras, luminositas dan fokus. Gambar yang 
dikumpulkan pada tahap ini mensimulasikan gambar yang 
ditangkap oleh sistem penglihatan tanpa atau dengan 
partisipasi aktif minimal dari subjek, menambahkan beberapa 
masalah kebisingan atau noise data. 
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A. Objek Penelitian 
Objek penelitian ini adalah iris mata pada manusia dengan 
tingkat kolesterol tinggi baik remaja sampai orang tua, 
terutama untuk mereka yang memiliki gejala. Dengan 
mengaplikasikan salah satu kecerdasan buatan  pada Machine 
Learning yaitu Klasifikasi. Agar tingkat kolesterol dapat 
terdeksi maka dilakukan pemrosesan gambar menggunakan 
salah satu algoritma klasifikasi yaitu KNN dimana 
pengklasifikasian dilakukan berdasarkan ketetanggaan 
terdekat. Dataset yang diambil yaitu merupakan dataset 
publik yaitu Ubiris V1. Yang mana data tersebut merupakan 
kumpulan data citra mata yang terdiri dari 1877 citra yang 
dikumpulkan dari 241 orang sejak September 2004 yang di 
kelompokan kedalam 2 bagian. Citra yang ada merupakan 
citra umum yang terdiri dari berbagai macam penyakit. 
Dataset ini digunakan di berbagai macam penelit ian untuk 
mendeteksi penyakit melalui iris mata. Citra ini di ambil 
dengan camera Nikon E5700 dengan representasi warna 
berupa RGB. 
B. Metode Penelitian 
Dalam pengembangan kecerdasan buatan ini dilakukan 
pengambilan data menggunakan data publik yaitu ubiris v1. 
Lalu dilakukan pre-processing pada citra mata dan data 
tersebut dilanjutkan dengan melakukan tahapan ekstraksi ciri 
terhadap data training untuk melakukan pelatihan pada 
algoritma yang dipakai pada penelitian ini yaitu algoritma 
KNN dan menggunakan data testing untuk mengetahui 
performa algoritma yang sudah dilatih sebelumnya ketika 
menemuk an data baru yang belum pernah dilihat 
sebelumnya. 
C. Rancangan Penelitian 
Tahapan pengerjaan penelitian Klasifikasi Kadar 
Kolesterol Menggunakan Ekstraksi Ciri Moment Invariant 
















Gambar 1. Tahapan Rancangan Penelitian 
Gambar 1 menjelaskan tahapan penelitian dimulai dari studi 
literature, persiapan, pengumpulan data, analisa perancangan, 
implementasi algoritma KNN, uji coba dan analisa serta 
penarikan kesimpulan. 
IV. HASIL DAN PEMBAHASAN 
A. Hasil Penelitian 
1. Pengumpulan Data 
Data yang ada didapatkan dari ubiris v1. Dilakukan 
pemilihan data citra untuk dilakukan pemrosesan data. Di 
pilih 15 citra yang merupakan citra kolesterol dan 18 citra 
dengan tingkat kolesterol normal yang dimasukan kedalam 
data training dan 21 citra untuk data testing. Citra kolesterol 
dapat dilihat pada Tabel 2.  
TABEL II. 











































































Implementasi Algoritma KNN 
Uji Coba 
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2. Analisis dan Perancangan 
Data training dan data testing yang telah dikumpulkan 
akan dilakukan beberapa proses atau tahapan sebagai 
berikut : 
a. Preproses Data 
Sebelum data diproses, dilakukan beberapa tahapan 
preprosesing data atau persiapan data sebelum 
dilakukan proses ekstraksi ciri Moment Invarian dan 
juga Klasifikasi menggunakan KNN. Tahapan tersebut 
meliputi : 
1) Merubah ukuran citra 
Citra yang sudah di pilih harus melewati proses 
preposesing dengan menyamakan ukuran citra menjadi 
ukuran 150x200. Agar proses pendeteksian dapat 
dilakukan dengan mudah dan akurat. 
2) Konversi RGB menjadi Grayscale 
Setelah ukuran citra sama semua maka dilakukan proses 
grayscale untuk merubah citra yang semula merupakan 
citra rgb menjadi citra keabu-abuan. 
3) Segmentasi Daughman 
Setelah melewati proses tersebut maka dilakukan 
tahapan segmentasi terhadap semua citra iris mata 
dengan menggunakan Daugman’s integrodifferential 
operator. Proses Daughman’s ini untuk mencari lokasi 
dimana iris mata berada dengan cara mendeteksi iris 
mata yang berupa lingkaran. 
4) Menghilangkan Background Citra 
Setelah iris mata di deteksi dengan menerapkan proses 
Segmentasi Daughman ini maka background iris mata 
tersebut atau sekitaran mata seperti kelopak mata dan 
lain lain dihilangkan atau nilainya di ubah menjadi 0 
sehingga yang di proses hanya iris mata saja agar proses 
dapat lebih di fokuskan. 
5) Thresholding 
Pada tahapan ini dilakukan proses pemisahan citra 
dengan background. Proses ini nantinya akan 
menghasilkan keluaran berupa citra biner yang bernilai 
1 dan 0. 
b. Moment Invariant 
1) Kolesterol 
Nilai invariant pada citra kolesterol tersaji dalam 
Tabel 3.  
TABEL III. 
NILAI INVARIANT CITRA KOLESTEROL 
Nama M1 M2 M3 M4 M5 M6 M7 

















1.2899 5.1384 1.1534 3.4341 - 
1.2473 
-4.177 






























































































































Tabel tersebut merupakan hasil dari 7 nilai ciri dari 
pengenalan citra menggunakan moment invariant pada 
citra kolesterol yang digunakan dalam penelitian ini. 
2). Normal 
Nilai Invariant dari citra normal dapat dilihat Tabel 4. 
TABEL IV. 
NILAI INVARIANT CITRA NORMAL 
Nama M1 M2 M3 M4 M5 M6 M7 








Citra 3 0.16331 8.8783 2.2709 5.1398 8.3689 -1.0009 -1.0114 




Citra 5 0.17069 4.2410 9.4931 9.0643 6.3712 -5.1712 -1.2189 












Citra 9 0.16298 1.6115 2.9188 1.1908 8.3464 -1.4971 -1.6811 
Citra 10 0.16397 4.1681 7.7469 6.3485 1.3655 -6.8931 -3.4548 
Citra 11 0.19903 6.0571 1.9018 2.4125 3.4311 -1.2424 4.8738 
Citra 12 0.17798 1.9168 1.3356 3.3919 1.6968 -8.3374 4.2553 
Citra 13 0.16264 7.0541 7.7887 7.0585 4.1488 -1.7862 -3.5165 
Citra14 0.17119 4.9132 1.0855 7.0043 2.7262 -3.8018 1.1734 




Citra  16 0.1784 1.4824 1.2413 1.2124 9.8028 4.9165 -1.8618 
Citra  17 0.17681 2.2991 3.0701 6.8556 1.6372 -9.1978 1.2391 
Tabel tersebut merupakan 7 nilai invariant pada citra normal 
yang dihasilkan dari proses ekstraksi ciri menggunakan 
moment invariant yang dilakukan. 
3. Hasil Klasifikasi Algoritma KNN 
Setelah semua data uji telah dilakukan preprosesing 
data dan juga telah dikenalkan dengan metode 
pengenalan ciri Moment Invariant. Maka selanjutnya 
di terapkan metode klasifikasi yang pada penelitian ini 
yaitu menggunakan Algorit ma K-Nearest Neighbor. 
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Target latih sebelum melewati proses klasifikasi dapat 
di lihat pada Tabel 5. 




































Setelah target latih di dapatkan maka data akan di 
klasifikasikan dan setelah dilakukan proses klasifikasi hasil 
data dapat di lihat pada Tabel 6.  
TABEL VI.  
HASIL DATA LATIH 
No Status awal Status Latih Hasil 
1 Kolesterol Kolesterol Sesuai 
2 Kolesterol Kolesterol Sesuai 
3 Kolesterol Kolesterol Sesuai 
4 Kolesterol Kolesterol Sesuai 
5 Kolesterol Kolesterol Sesuai 
6 Kolesterol Kolesterol Sesuai 
7 Kolesterol Kolesterol Sesuai 
8 Kolesterol Kolesterol Sesuai 
9 Kolesterol Kolesterol Sesuai 
10 Kolesterol Kolesterol Sesuai 
11 Kolesterol Kolesterol Sesuai 
12 Kolesterol Kolesterol Sesuai 
13 Kolesterol Kolesterol Sesuai 
14 Kolesterol Kolesterol Sesuai 
15 Kolesterol Kolesterol Sesuai 
16 Normal Kolesterol Tidak Sesuai 
17 Normal Normal Sesuai 
18 Normal Kolesterol Tidak Sesuai 
19 Normal Normal Sesuai 
20 Normal Normal Sesuai 
21 Normal Normal Sesuai 
22 Normal Normal Sesuai 
23 Normal Normal Sesuai 
24 Normal Normal Sesuai 
25 Normal Kolesterol Tidak Sesuai 
26 Normal Normal Sesuai 
27 Normal Normal Sesuai 
28 Normal Normal Sesuai 
29 Normal Normal Sesuai 
30 Normal Kolesterol Tidak Sesuai 
31 Normal Normal Sesuai 
32 Normal Kolesterol Tidak Sesuai 
33 Normal Normal Sesuai 
 
Setelah dilakukan proses klasifikasi menggunakan 
algoritma K-Nearest Neighbor maka didpatkan data citra 
kolesterol sebanyak 20 citra, dan citra normal sebanyak 13 
citra. Dari data tersebut artinya terdapat 28 citra sesuai dan 5 
citra tidak sesuai dengan begitu akurasi yang didapatkan yaitu 
84,8485%. 
4. Uji Coba 
Pada tahapan ini semua proses yang dilakukan akan di 
implementasikan kedalam bahasa pemrograman Matlab 
menggunakan software Matlab R2017b. Tampilan gui dapat 
di lihat pada Gambar 2. Berikut. 
 
 
Gambar 2. GUI aplikasi deteksi kolesterol 
Pada proses pengkodean yang di implementasikan dengan 
tampilan gui sebagai berikut. Dimana gui tersebut berisikan 
tombol buka citra untuk mengambil citra yang ingin di uji lalu 
terdapat fitur segmentasi dimana citra yang di pilih akan di 
lakukan segmentasi menjadi citra greyscale lalu dilakukan 
pendeteksian iris dan terakhir menjadi citra yang bernilai 
biner. Lalu ada fitur ekstraksi citra yang akan menampilkan 7 
nilai invariant dari citra tersebut. Dan setelah itu ada fitur 
klasifikasi yang akan menampilkan hasil apakah citra tersebut 
termasuk kedalam citra kolesterol atau normal. Dan terakhir 
ada fitur riset untuk mengosongkan semua kolom dan 
memulai ulang proses tersebut. 
B. Pembahasan 
Berikut nilai invariant pada citra kolesterol dan normal 
dalam bentuk grafik. 
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Gambar 3. Grafik Nilai Invariant Citra Normal  
Dalam grafik tersebut hal yang paling terlihat pada citra 
kolesterol memiliki nilai invariant yang bervariasi dan pada 
M1 dan M2 memiliki nilai yang relatif kecil sedangkan pada 
citra normal dapat dilihat bahwa setiap citra memiliki grafik 
yang hampir seragam tidak ada perbedaan yang terlalu 
mencolok.Setelah semua citra dilakukan pengenalan ciri maka 
selanjutnya dilakukan proses klasifikasi menggunakan 
algoritma KNN untuk mendapatkan citra mana saja yang 
dikategorikan sebagai citra kolesterol dan yang mana citra 
normal. 
Setelah dilakukan semua proses tersebut maka selanjutnya 
dilakukan proses uji coba dengan membuat sebuah program 
dengan bahasa yang dikenali oleh komputer dan menghasilkan 
output yang dikenal oleh manusia. Maka di buat gui untuk 
merepresentasikan hasil dari proses yang sudah dilalui 
tersebut. Setelah itu dilakukan evaluasi terhadap proses yang 
dilakukan. Yang mana dari ekstraksi ciri moment invariant dan 
juga algoritma KNN ini mendapatkan hasil akurasi 84.8485%. 
IV. KESIMPULAN 
Pada penelitian ini menerapkan teknologi pengolahan citra 
digital terhadap salah satu metode deteksi penyakit yang sering 
disebut dengan iridologi atau mendeteksi penyakit dengan 
melihat pola pada iris mata manusia. Dataset citra yang 
digunakan pada penelitian ini yaitu dataset ubiris v1 yang 
mana untuk menerapkan pada penelitian ini akan digunakan 
15 citra yang dikategorikan sebagai citra kolesterol dan 18 
citra yang merupakan citra dengan kolesterol normal. Dari 
semua citra yang dipilih akan dilakukan beberapa tahap 
preproses untuk memudahkan pengenalan citra. Selanjutnya 
dilakukan pengenalan citra menggunakan ekstraksi ciri 
moment invariant untuk mendapatkan nilai invariant yang 
dianggap sebagai ciri dari citra tersebut dan nantinya nilai 
tersebut yang merupakan ciri dari setiap citra yang ada akan 
diklasifikasikan sehingga dapat diketahui mana yang 
merupakan citra kolesterol dan yang normal. 
Hasil dari dilakukannya ekstraksi ciri menggunakan 
moment invariant dan dilanjutkan dengan melakukan 
klasifikasi terhadap nilai invariant yang didapatkan yaitu dari 
15 citra kolesterol dan 18 citra normal yang didapatkan, sistem 
membaca bahwa terdapat 20 citra kolesterol dan 13 citra 
normal. Dalam artian proses ekstraksi ciri menggunakan 
moment invariant dalam peneletian ini menghasilkan akurasi 
sebesar 84.8485% angka tersebut menunjukan akurasi yang 
cukup baik. 
 Dari hasil penelitian yang dilakukan, maka saran untuk 
penelitian selanjutnya dalam metode klasifikasi, kadar 
kolesterol dapat menggunakan dataset citra lain dengan jumlah 
yang lebih banyak. Selain itu menggunakan metode 
pengenalan citra yang lain yang memungkinkan untuk di 
aplikasikan kedalam metode atau algoritma k-nearest 
neighbor. 
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