ABSTRACT: The combined effect of changing climate and changing nutrient loads from land due to altered land use, sewage water treatment and emissions was studied using a 3-dimensional highresolution coupled physical-biogeochemical model for the Baltic Sea. Results suggest that global warming causes increased water temperatures and reduced sea ice cover, combined (eventually) with increased winter mean wind speeds and increased river runoff. The projected hydrographic changes could therefore have significant effects on the marine ecosystem. These changes may compete with nutrient load reductions -presently under discussion -that aim to improve the ecological status of the Baltic Sea. Targets that may be sufficient in the present climate might fail under future climate conditions. Using the model, we investigated 4 climate change scenarios and 3 nutrient load scenarios, ranging from a pessimistic 'business as usual' to the 'most optimistic' case (including the Baltic Sea Action Plan, BSAP). In addition, using cause-and-effect studies, we analyzed changing simulated nutrient cycles, oxygen concentrations, and phytoplankton concentrations. As model results for the northern part of the Baltic (Bothnian Bay and Bothnian Sea) are not reliable, we focus the analysis on the Baltic proper, including the Arkona, Bornholm and Gotland basins. The degree of nutrient reduction in nutrient-load reduction scenarios is likely to differ under a future climate, but actions of the BSAP will reduce phytoplankton concentrations also in the future climate. However, the sensitivity of non-linear responses to climate change depends on processes that are not well understood, with current understanding limited by modelling uncertainties (e.g. in the long-term functioning of Baltic Sea sediments as sources and sinks of nutrients).
INTRODUCTION
The Baltic Sea is a semi-enclosed sea having limited water exchange with the world ocean (Fig. 1) . About 85 million people live in the Baltic drainage basin, which is more than 4 times larger than the Baltic Sea surface area. During pre-industrial conditions (>100 years ago) the Baltic was an oligotrophic system (e.g. Schernewski & Neumann 2005 . Population increase and agricultural intensification led to increased nutrient loads entering the sea.
Today eutrophication is thought to be the most severe threat to the Baltic Sea ecosystem (e.g. Boesch et al. 2006 , Pawlak et al. 2009 ). During recent decades, eutrophication-associated problems -such as deep water oxygen deficiency, the spreading of dead bottom zones, increased frequency and intensity of cyanobacterial blooms -have been observed (e.g. Wulff et al. 2001 , Vahtera et al. 2007 , Diaz & Rosenberg 2008 , Conley et al. 2009a .
Consequently, measures against eutrophication in the Baltic Sea have been intensively discussed -prominent examples are: nutrient load reductions (e.g. by the Helsinki Commission, HELCOM, see www. helcom.fi; Savchuk & Wulff 2007 , 2009 ); engineering methods including the oxygenation of the halocline between 60 and 120 m (Stigebrandt & Gustafsson 2007 ) and precipitation of phosphorus (Blomqvist & Rydin 2009) ; and biomanipulation of the food web utilizing a top-down approach. Gustafsson et al. (2008) and Conley et al. (2009b) have concluded that in the long term, the only measure that is likely to help regenerate the Baltic Sea ecosystem is a reduction in nutrient loads.
In November 2007 the ministers of all Baltic Sea countries signed the ambitious Baltic Sea Action Plan (BSAP, www.helcom.fi), with the aim of reducing nutrient loads. However, the response of the Baltic Sea is slow, and an improvement is expected only several decades after implementation of the measures. As the response time of the total phosphorus pool may be > 50 years (Savchuk & Wulff 2007 , 2009 , changes in climate also have to be taken into account, since the calculated reductions in nutrient load may not have the same biophysical effect in a future climate as they would in the present climate.
Changes in climate have marked effects on the marine environment because (1) variations in physical conditions affect biogeochemical cycles (e.g. Janssen et al. 2004 , Neumann & Scher newski 2008 , Conley et al. 2009a , and (2) sediment cores from the Baltic proper (including the Arkona, Bornholm and Gotland basins) suggest that during the Holocene Thermal Maximum (ca. 9000 to 5000 yr BP), that was characterised by warmer and saltier water conditions, sediments were laminated, indi cating recurring periods of hy poxia similar to present environmental conditions (Zillén et al. 2008) .
Thus, in addition to changing nutrient loads from land and atmosphere, a changing climate has to be considered. In the recent Baltic Sea Experiment (BALTEX) Assessment of Climate Change for the Baltic Sea Basin (BACC, www. baltex-research. eu/BACC) it was concluded that global warming may cause hydrographic changes that have significant impacts on marine ecosystems and biodiversity (BACC author team 2008) .
Earlier results from regional climate modelling suggest that, for instance, the annual mean sea surface temperature (SST) averaged for the Baltic Sea area may increase between 2 and 4°C, depending on the greenhouse gas emission scenario and on the global climate model (GCM) used (Döscher & Meier 2004 , Meier 2006 . In simulations by Meier et al. (2004a) , the largest SST increase was found during summer (June to August) in the Bothnian Sea and Bothnian Bay due to melting sea ice in the northern sub-basins and a subsequently longer warm-up period during spring. The mean maximum ice extent might be reduced by 60 to 70%, with mean conditions becoming ice free in the Bothnian Sea and large parts of the Gulf of Finland and Gulf of Riga (Meier et al. 2004a ).
The global mean sea level is projected to rise between 0.18 and 0.59 cm (Solomon et al. 2007 ). In the northern Baltic this increase may partly be compensated due to land uplift (Meier et al. 2004b) . Annual mean sea level and sea level extremes, especially in the southeastern Baltic, may increase compared to the present climate (Meier et al. 2004b , Meier 2006 . A sea level rise/decrease of up to ~50 cm will not have a (Gustafsson 2004) , but sea level increase may be larger than projected (e.g. Rahmstorf 2007 , Pfeffer et al. 2008 .
As salinity changes in the Baltic Sea are caused by both wind and river flow changes, projections of salinity are rather uncertain (Meier 2006 ). According to available simulations using different scenarios, projected salinity ranges from no change to a significant reduction of up to 50% . However, the effects of sea level changes larger than those previously proposed by Solomon et al. (2007) have not been taken into account in these estimations.
In this study we investigated the combined effects of changing climate and nutrient load scenarios using a 3-dimensional coupled physical-biogeochemical model of the Baltic Sea ). We utilised 4 future climate projections and 3 nutrient load scenarios, with the aim of representing a broad range of uncertainties regarding accelerated emissions of greenhouse gases and air-and riverborne nutrient loads to the sea. Assessment of future eutrophication needs to take into account land-based processes, as well as socioeconomic and socio-political aspects (e.g. future lifestyle, affecting inter alia meat consumption and agricultural practices).
In addition, we aim to delineate the marine ecosystem response to various drivers in the simulations (under different scenarios), using cause-and-effect studies -for instance, the effect on the marine ecosystem of higher water temperature, increased surface wind speeds and altered nutrient loads.
The paper is organized as follows. In Section 2, the methods and models are explained. Although a thorough validation of the model results is beyond the scope of this study, in the first part of Section 3 a few examples of model performance -comparing model results and observations -are discussed. The main part of Section 3 focuses on the presentation of results of simulations under different scenarios, and of causeand-effect studies. This is followed with the Discussion and Conclusions in Sections 4 and 5, respectively.
METHODS

Dynamical downscaling and delta approach
Driven by data from GCMs at the lateral boundaries, the Rossby Centre Atmosphere Ocean model, RCAO (Döscher et al. 2002) , was used to regionalize climate change at the end of the late 21st century in the Baltic Sea catchment area (Räisänen et al. 2004) . The 2 GCMs used were HadAM3H from the Hadley Centre in the UK (Pope et al. 2000 , Gordon et al. 2000 and ECHAM4/ OPYC3 from the Max Planck Institute for Meteorology in Germany (Roeckner et al. 1999) . For each of the 2 GCMs, 2 scenarios with different greenhouse gas emissions (A2, B2; see Nakićenović et al. 2000) were conducted. In total, a series of six 30 yr time slice experiments was performed: 2 control simulations representing the recent climate and 4 simulations with A2 or B2 emission scenario, representing the climate of the late 21st century (2071-2100). For further details see Räisänen et al. (2004) for the model setup and Döscher & Meier (2004) and Meier et al. (2004a) for the oceanic results of the RCAO simulations.
Since 30 yr long simulations are too short to spin up salinity and other deep water variables that have longer response time scales, the so-called delta approach has been applied, assuming that the temporal variability of the forcing does not change with a future climate. Only the climatologically mean seasonal cycles may vary. The atmospheric forcing fields of the ocean model representing 2071-2100 were calculated by adding the climatological monthly mean changes of 2 m air temperature, 2 m specific humidity, total cloudiness, sea level pressure (SLP), and precipitation from the RCAO simulations to reconstructed atmospheric surface fields for the reference period 1903 -1998 . The temporal resolution of these reconstructed atmospheric surface fields is monthly except for the 10 m wind fields, which were derived from daily SLP using a simple boundary layer parameterization over the sea, taking the distance to the coast into account. For the future climate, 10 m wind fields were calculated from the sum of daily reconstructed SLP fields and climatological monthly mean SLP changes from the simulations. Standard bulk formulae were used to calculate sea surface fluxes of momentum, sensible and latent heat, incoming short-and long-wave radiation, and evaporation. The daily cycle of the incoming short-wave radiation was resolved. A similar approach was used utilizing a large-scale hydrological model to calculate future river discharge from precipitation and air temperature modeled with RCAO (Graham 2004 , Graham et al. 2007 . The atmospheric and hydrological fields were used to force the ocean component of RCAO (RCO) to perform simulations under different scenarios for 2071-2100 based upon the temporal variability of 1969-1998. For details of the model approach see Meier (2006) .
Physical characteristics of the 4 climate projections were as follows. In the simulations forced by HadAM3H, mainly water temperature increases, whereas salinity and mixing do not change significantly. In the corresponding emission scenarios B2 and A2, SSTs averaged for the entire Baltic Sea including Kattegat increase by + 2.1°C and + 3.2°C, respectively. In addi-tion to increases in water tem perature, in the ECHAM4/ OPYC3-driven simulations, salinity and mixing also change. In the B2 and A2 emission scenarios SSTs increase by + 2.9°C and + 3.7°C, respectively. Due to increased west wind and in creased river flow, sea surface salinities (SSSs) de crease by -3.0 and -3.2 psu, respectively (Table 1) . Due to increased mixing the halocline in the Baltic proper is located deeper. For a detailed description of changing hydrography in the simulations, see Meier (2006) . Note that so far the RCAO simulations used by Räisänen et al. (2004) are the only available consistent and fully coupled atmosphere-ice-ocean simulations for the Baltic Sea catchment area.
Coupled physical-biogeochemical model
The method by Meier (2006) was applied to assess the response of biogeochemical cycles to changing forcing conditions. For this purpose we use a state-ofthe-art coupled physical-biogeochemical model, the Swedish Coastal and Ocean Biogeochemical model (SCOBI) coupled to the Rossby Centre Ocean model (RCO), i.e. RCO-SCOBI ). The model domain covers the Baltic Sea including the Kattegat (Fig.1 ) with a 6 n mile horizontal grid resolution and 41 vertical levels with an increasing layer thickness from the surface to the bottom from 3 to 12 m. The time step of both the physical and the biogeochemical submodels amounts to 600 s.
The biogeochemical sub-model describes the dynamics of nitrate, ammonium, phosphate, phytoplankton, zooplankton, detritus, and oxygen (Fig. 2) . Here, phytoplankton consists of 3 algal groups representing diatoms, flagellates and others, and cyanobacteria. Besides the possibility of assimilating inorganic nutrients, the modelled cyanobacteria also have the ability to fix molecular nitrogen, which may constitute an external nitrogen source for the model system. The sediment contains nutrients in the form of benthic nitrogen and benthic phosphorus, including aggregated process descriptions for oxygen-dependent nutrient re gen eration, denitrification and adsorption of ammonium to sediment particles, as well as permanent burial of organic matter. During periods with strong currents, resuspension occurs and sediments may be lifted up into the overlying water and become transported to deeper parts. Anoxic decomposition processes utilize oxygen from nitrate reduction (denitri fication) and thereafter from sulphate reduction. Sulphate reduction produces poisonous hydrogen sulphide that is included as negative oxygen in the model. Hydrogen sulphide may be removed when new oxygen is supplied, e.g. by inflowing water.
As the Baltic is a shallow sea with a mean depth of 53 m, nutrient fluxes between bottom water and sediments are important. However, the processes in the sediments are not well understood, and might be regarded as one of the bottlenecks in state-of-the-art biogeochemical modeling . The model calibration has shown that the permanent sink of phosphorus (burial rate in the sediments) has a major effect on Baltic Sea nutrient cycling at longer time scales, i.e. decades. The regulation of phosphorus 34 Savchuk & Wulff (1996) 2 Modified sediment Eilola et al. (2009) module fluxes by oxygen concentrations is important for phosphorus cycling at seasonal and interannual time scales (Conley et al 2002) . However, nitrogen dynamics is selfadjusting through the internal sources (nitrogen fixation) and sinks (denitrification). Consequently, fluxes of the nitrogen cycles have not been calibrated.
To estimate the uncertainty of the system response due to unknown sediment processes, all simulations have been performed with 2 versions of the sediment module. The reference version (no. 1) utilizes an oxygen-dependent sediment phosphorus release capacity (PRC) following Savchuk & Wulff (1996) . In the modified version (no. 2) the PRC is also salinity-dependent, taking regional varying fluxes into account.
The implementation of a salinity-dependent PRC in the model is motivated by the suggestion that the redox-dependent release and adsorption mechanisms of iron-bound phosphorus mainly control the outflow of phosphorus from the sediment to the overlying water (e.g. Sundby et al. 1992 ). In the mineralization process of organic material, oxygen is used as a primary electron acceptor, while other electron acceptors are used during anoxic conditions (Canfield et al. 2005) . In an oxic environment, iron is present as Fe(III) oxide on which phosphate can adsorb and settle in the sediment. As the more favourable electron acceptors such as oxygen, nitrate and manganese oxide are depleted in the remineralisation process, the Fe(III) oxides are used and reduced to dissolved Fe(II). In this process the adsorbed phosphorus is released, and may become bio-available again. It has been suggested that differences in the availability of iron in systems that are more freshwater dominated (relative to marine systems) may regulate the precipitation capacity for phosphorus (e.g. Blomqvist et al. 2004 ). These differences are suggested to be related to the supply of sulfide from anaerobic bacterial reduction of sulfate in sea salt, which precipitates iron as sulfides and thus decreases the availability of iron on which phosphate can adsorb and settle in the sediment. Runoff from land brings both iron and humic substances, which may also increase the phosphorus-binding capacity in the sediments of the more freshwater influenced areas (Skoog et al. 1996) . In order to model the different PRCs under oxic and anoxic conditions and in areas with different salinity levels, a salinity-and oxygen-dependent parameterization of the benthic phosphorus fluxes in the model is used. There is a rapid change of the PRC of modeled sediments when the water becomes anoxic, and a sudden increase of PRC when the salinity increases from about 4.5 to 5.5 psu. The calibration of PRC indicated that at high oxygen concentrations, ~30% of the mineralized phosphorus in the sediments is released as a flux of phosphate to the overlying water in saline areas (> 5.5 psu) while only about 15% is released in the low saline Bothnian Bay (< 4.5 psu). The released fraction increases rapidly when the oxygen concentrations decrease below about 3 ml l -1 and exceeds 100% when the water turns anoxic (in this case, some of the previously adsorbed phosphorus may also be released and added to the flux of mineralized phosphorus into the (2009) overlying water). The salinity-dependent PRC has been used with good results both in the horizontally integrated BALTSEM model of the Baltic Nest Institute (Oleg Savchuk, pers.comm.) and in RCO-SCOBI ).
Biogeochemical model strategy
RCO-SCOBI simulations were performed with reconstructed atmospheric forcing and river discharge data for 1903 -1998 . Thus the simulated daily to monthly variability of physical parameters follows the variability of instrumental records during the past 100 yr. As reconstructions of the last century of nutrient flows from land to the sea (including rivers, point sources and coastal runoff) and of atmospheric deposition are not available, biogeochemical parameters are forced with climatological data. From 1970 to the mid 1990s the total riverine loads of nitrogen and phosphorus to the Baltic Sea were fairly constant, with large interannual variability correlated to the river runoff (Stål-nacke et al 1999) . Hence, the nutrient flows of 29 rivers in the RCO, incorporating all runoff variability, are calculated as the product of climatological monthly mean concentrations of 1970-2000 and monthly volume flows of 1903-1998. Variations on the daily scale have been neglected because daily nitrogen and phosphorus load anomalies have been estimated to be <~1% of the annual average pools of dissolved inorganic nitrogen (DIN) and phosphorus (DIP), and even lower compared to the total pools. Point sources and atmospheric nitrogen deposition are based on an average of HELCOM estimates from the 1980s and 1990s. Atmospheric and river data were extracted from the Baltic Environmental Database (BED) via the internet based software NEST (www. balticnest.org). The temporal variability of the biogeochemical cycles during the last 3 decades of the simulation period is quite realistic compared to observations ). However, by definition multi-decadal trends between pre-industrial and present environmental states (including the eutrophication caused by increased usage of fertilizer in agriculture since the 1950s) cannot be reproduced. Thus, for the analysis, only the last 30 yr of the simulation period were used. The approach is relatively simple and does not include the effect of changing precipitation patterns on nutrient flows, such as increased rates of farm field flushing due to intense rainfall. Possible future changes in load are assumed to be covered by the applied socio-economic scenarios. For details of the model strategy see Eilola et al. (2009) .
Ensemble approach
In order to find out which of the results are 'robust', the uncertainties of the simulations were estimated using an ensemble approach, consisting of 40 ensemble members. Uncertainties arise from natural variability when the time slices are too short, from model biases of the GCMs and of the regional climate model RCAO, from the lack of knowledge about biogeochemical processes, and from unknown socio-economic scenarios -including, e.g. greenhouse gas emission scenarios, land use scenarios, and sewage water treatment scenarios. Per definition 'robust' results are found commonly in all simulations of our ensemble.
In this study 4 climate scenarios (driven by 2 GCMs and 2 greenhouse gas emission scenarios, see Section 2.1), 3 nutrient load scenarios and 2 differing versions of the biogeochemical model SCOBI (Section 2.2) have been investigated, resulting in a matrix of 5 × 4 × 2 = 40 simulations including contemporary climate and contemporary nutrient loads from land (Section 2.3), see Table 1 . During 1968-1997 the biologically available total phosphorus and nitrogen loads from rivers, point sources and atmospheric deposition in RCO-SCOBI amount to 35 and 858 kt yr -1 for phosphorus and nitrogen loads, respectively (cf. Eilola et al. 2009 ). In Table 2 the corresponding figures for the sub-basins are listed.
The 3 nutrient load scenarios are based upon projections calculated by the Baltic Nest Institute at Stockholm University and adopted by HELCOM (Baltic Nest Institute 2007). In the best case scenario (BC), improved sewage water treatment, the use of only phos-36 Table 2 . Average (1968 Average ( -1997 (BAU) . This means that all Baltic Sea countries would follow the past development of Denmark in agriculture causing a large increase of the total flows of phosphorus and nitrogen. Of all Baltic Sea countries, the exponential growth of agriculture in Denmark was the highest.
The atmospheric deposition and the lateral boundary conditions in the Kattegat were assumed to be unchanged in all scenarios. The values for rivers and point sources used in this study differ slightly from the loads published by the Baltic Nest Institute (2007) because the reference periods differ. Annual average loads used in this study and those reported to HEL-COM refer to 1968-1997 and 1997-2003, respectively. In the simulations, the relative nutrient load changes per sub-basin given by the Baltic Nest Institute (2007) were used as factors for our reference concentrations, as given by Table 2 . Thus in the simulations, the nutrient flows from rivers were modified, both due to changing volume flows (a consequence of changing precipitation and evapotranspiration over land) and changing nutrient concentrations (a consequence of changing land-use, sewage water treatment, usage of phosphorus-free detergents, etc.). Note that point sources discharge into in the same grid boxes as the rivers ). But the point sources were not connected to the river runoff, since they discharge directly to the sea; hence they do not change when runoff is changing.
Figs. 3 & 4 show changes of annual mean volume flow of water and nutrient loads into the Bothnian Bay, Bothnian Sea, Gulf of Finland, Gulf of Riga, Baltic proper, Kattegat (without River Göta Älv) and the total Baltic basin (including the Kattegat), relative to the control simulation (C-REF) in all 19 simulations with differing climates and loads.
Cause-and-effect studies
In addition to the ensemble of simulations, a number of cause-and-effect studies have been performed to investigate the role of various forcing functions for the simulated response in the scenarios. In particular, we have investigated the climate scenario EA2 (with forcing from ECHAM4/A2) because the results from this experiment are more difficult to understand than from HA2 (with forcing from HadAM3H/A2). At least 3 drivers (air temperature, wind speed and nutrient loads) interact with each other. In the experiments EA2-temp, EA2-wind, and EA2-wind+runoff, the same atmospheric and hydrological forcing as in EA2 have been applied, but only changing air temperature and specific humidity (EA2-temp), changing wind forcing (EA2-wind) or changing wind, cloudiness, rain and runoff (EA2-wind+runoff) have been considered (Table 1) . For instance, in EA2-temp the atmospheric forcing has been calculated as in the control simulation except that air temperature and specific humidity are taken from the simulation EA2, with an annual mean SST increase averaged for the Baltic Sea of ΔSST = + 3.7°C. The forcing fields in EA2-wind+runoff and EA2 are the same but in EA2-wind+runoff, air temperature and specific humidity are taken from the control experiment C. Eilola et al. (2009) thoroughly validated the results of the modified version (no.2) of RCO-SCOBI for 1969-1998. Here we will focus briefly on results of the reference version (no.1) and on differences between the 2 versions. Fig. A1 (in the Appendix) shows ob served and simulated mean profiles of oxygen, phosphate and nitrate and the range of variability in the present climate at selected monitoring stations (see Fig. 1 ). The overall performance of the model is satisfactory. The horizontal and vertical gradients of oxygen and the limiting nutrients, phosphate and nitrate, are simulated correctly. However, there are systematic biases as well. In the deep sub-basins there is a tendency towards overestimation of oxygen concentrations, and consequent under-and overestimations of phosphate and nitrate concentrations, respectively. If the bottom oxygen concentrations increase, the sediment PRC will decrease causing decreasing phosphate concentraVolume flow changes (km 3 yr -1 ) Fig. 3 . Mean volume flow changes in the simulations HB2, EB2, HA2, and EA2, relative to the control simulation (C); see tions in the water column (Conley et al. 2002) . Further, over estimation of oxygen concentrations would cause underestimation of denitrification, and consequent an overestimation of nitrate concentrations in the water column. The biases found are smaller in the results of Version 2 except in the Gulf of Finland where Version 1 shows better results ). Results for the Bothnian Sea and Bothnian Bay are not reliable . In all RCO-SCOBI versions that use downscaled geostrophic wind as atmospheric forcing, the halocline depth in the deep sub-basins is underestimated, indicating that ventilation of the halocline layer is too intense , Meier 2006 . Horizontal distributions of mean surface layer DIN and DIP concentrations -vertically averaged for the upper 10 m and averaged for 1993-2002 -are realistically simulated (not shown). As in observations, the simulated DIN to DIP ratio increases from the southern sub-basins (Arkona Basin, Bornholm Basin, and Baltic proper) towards the northern sub-basins (Bothnian Sea and Bothnian Bay) indicating that overall the ecosystem is roughly nitrate limited in the south and is roughly phosphate limited in the north (Table 3) .
RESULTS
Validation
The comparison of the mean seasonal cycle of the total biovolume at Landsort Deep, a station located in the northwestern Gotland Basin (see Fig. 1 ), indicates that spring and autumn blooms are well reproduced by the model (Fig. 5) . However, there are deviations at species level. The model does not show any cyanobacterial blooms at this station. Diatom blooms during autumn are also missing, while observations by Karl- Although the spatial distributions of individual cyanobacterial blooms might be wrong, the internal variability of the maximum surface area covered by cyanobacteria agrees reasonably well with estimates from satellite images (Fig. 6) . During 1989 and 1990 the model appears to over estimate the cyanobacterial blooms. However the satellite observations are rather uncertain, due to the effect of clouds. Results by Kahru (1997) show large deviations between areas corrected for unequal number of available images and uncorrected areas. De spite these uncertainties, the model cap tures the minimum of the surface area during 1985-1988, as well as the subsequent increased cyano bacterial abundance during the 1990s. 1980-1998, right panels) at Landsort Deep (BY31). Location of the monitoring station in Fig. 1 
Simulations
Nutrient load changes
In the 4 climate projections (HB2, EB2, HA2, and EA2), the total volume flows change, compared to the control simulation, with + 400, + 2400, -200, and + 2100 m 3 s -1
, corresponding to +13, + 76, -6, and +66 km 3 yr -1 (Meier 2006) . Although these values differ substantially (between -1% and +17% of the annual mean volume flow in the control simulation of 14 300 m 3 s -1
, corresponding to 451 km 3 yr -1 during 1961-1990), the spatial patterns in the catchment area are rather similar, with increased and decreased volume flows in the northern and southern subbasins, respectively (Fig. 3) . This north-south gradient was also found when several differing regional climate models were used to downscale the climate change signal of the 2 driving GCMs used in this study (Graham et al. 2007 ). We found that the climate-induced nutrient load changes relative to the control climate (C) are smaller than the changes of the various nutrient load scenarios relative to the reference conditions (REF) (Fig. 4) . Total nitrogen loads in HB2, EB2, HA2 and EA2 vary, relative to C, between -3 and + 5% ap plying REF, between -14 and -21% applying BC, between -10 and -18% applying BSAP, and between + 28 and + 42% applying BAU. On the other hand the total nitrogen loads vary in the control climate be tween -18% in C-BC and + 34% in C-BAU relative to C-REF. Corresponding values are found for total phosphorus loads. HB2, EB2, HA2 and EB2 vary, relative to C, between -3 and + 9% applying REF, between -47 and -52% applying BC, between -33 and -40% applying BSAP, and between + 36 and + 53% applying BAU. Total phosphorus loads vary in the control climate between -51% in C-BC and + 53% in C-BAU relative to C-REF. Thus, in our en semble of simulations, the effect of changing climate on the nutrient loads is smaller than the effect of changing nutrient loads due to altering land use, sewage water treatment, etc., because the largest increases of climate-induced volume flows (found in the ECHAM4 driven simulations) are confined to rivers in the northern sub-basins with relatively low nutrient concentrations, whereas net volume flow changes in the southern sub-basins, with relatively high nutrient concentrations, are smaller in relative terms. 2 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 Deviation from average area (10 In nutrient load scenarios during the control period, oxygen concentrations in the surface layer above the permanent halocline are not significantly changed (not shown). However, below the halocline large changes, regionally up to > 2 ml l -1 , are observed (Fig. 8, upper  panels) . In BC and BSAP, the deep layer oxygen concentrations are increased, especially in the northwestern Gotland Basin, the Gulf of Finland, the northeastern Bothnian Sea, and Gdansk Bay (Fig. 8, upper  panels) , whereas increases in oxygen concentrations in the eastern Gotland Basin is relatively modest (Fig. 7a) . In BAU, bottom oxygen concentrations almost everywhere are lower than for C-REF-1, except in some shallow coastal areas that are ventilated vertically (Fig. 8, upper panels) . In the eastern Gotland Basin the deep water oxygen concentration decreases in this scenario by >1 SD of the natural variability in the control simulation. The SD is relatively large, due to the intermittent saltwater inflows (Fig. 7a) .
In all future climates of our ensemble (including EB2 and HB2 that are not shown) the oxygen concentration of the surface layer decreases as a function of temperature, but independently of the nutrient loads because of the lower oxygen saturation concentration of warmer water (Fig. 7a) . In contrast, the deep water oxygen projections depend critically on the driving GCMs. In HA2 and HB2 the deep water oxygen concentration de creases because saltwater inflows transport less oxygen rich water into the deep water. The water of these inflows originates from surface water in the Baltic entrance area. Beside a few river mouth regions, there is one exception in the entrance of the Gulf of Finland, where bottom water oxygen concentrations increase (Fig. 8, see HA2 ). This is due to increased mixing, which is caused by slightly increased wind speeds during summer (Räisänen et al. 2004) . In HA2-BC-1 and HA2-BSAP-1, this wind effect is reinforced by reduced oxygen consumption following the overall nutrient load reductions affecting principally the whole Gulf of Finland, but also the northwestern Gotland Basin. On the other hand, in HA2-BAU-1 the increased oxygen consumption, following the large increase in nutrient supply, overwhelms all mixing influence on oxygen. In the latter simulation, the bottom oxygen deficiency is increased in almost all areas of the Baltic Sea (Fig. 8) , but in particular the northern Bothnian Sea, the area around Gotland Deep, the southern part of the Gulf of Riga and a smaller area south of the island of Bornholm.
In EA2 and EB2, increased mixing causes a significantly deeper halocline due to increased wind speeds during winter (Räisänen et al. 2004) . Thus, in the depth interval between about 50 and 130 m, oxygen conditions are improved (Fig. 7a) . This oxygen increase also affects the bottom layer, and it is largest in the northwestern Gotland Basin and in the Gulf of Finland (Fig. 8, lower panels) . In the Gotland Deep area, the bottom oxygen concentration decreases in EA2-REF-1 and EA2-BAU-1 but increases in EA2-BC-1 and EA2-BSAP-1 (Fig. 7a) . Thus, in the ECHAM4-driven simulations, we have the ambivalent situation of both decreased and increased bottom oxygen concentrations in the coastal areas and in larger parts of the deeper sub-basins, respectively.
As the internal loads of phosphorus from the sediments depend very critically on the bottom oxygen concentration, phosphate and oxygen concentrations in the deep water are to a high degree anti-correlated (Conley et al. 2002 ). Thus, the changes of phosphate are relatively straightforward to predict. For instance, in EA2-BC-1 and EA2-BSAP-1, increased bottom oxygen concentrations cause decreased phosphate concentrations in the whole water column (Fig. 7b) . In general, phosphate in the surface layer is renewed due to deep convection and Ekman pumping, mainly during winter (e.g. Janssen et al. 2004 , Neumann & Schernewski 2008 . Thus, in all simulations driven by ECHAM4 (even in EA2-BAU-1), the surface phosphate concentration at Gotland Deep decreases (Fig. 7b) .
Phytoplankton concentration changes
In the reference simulation, C-REF-1, the largest phytoplankton concentrations are found in the Gulf of Finland, Baltic proper and the Baltic entrance area, including the Kattegat. The biomass production in the coastal zones of these sub-basins is particularly large in comparison to the central parts of the sub-basins (Fig. 9) .
In the nutrient load scenario simulations, changes in nutrient availability in the water column explain most of the changes of the annual mean phytoplankton concen trations in the surface layer. Thus phytoplankton concentrations are substantially lower in C-BC-1 and C-BSAP-1, and higher in C-BAU-1, compared to the reference simulation C-REF-1 (Fig. 9, upper panels) .
This general pattern is also found in the future climate, independently of the driving GCM. The changes in the HadAM3H driven simulations are relatively small when the reference nutrient loads are applied (Figs. 9 & 10) . In Version 1, phytoplankton concentrations increase only in some parts of the coastal zone Negative oxygen values correspond to hydrogen sulphide concentrations and in the southern Baltic (Fig. 10) . Due to the nutrient load reductions in HA2-BC-1 and HA2-BSAP-1, phytoplankton concentrations are significantly reduced compared to C-REF-1. However, in HA2-BAU-1, increased water temperatures together with the increased nutrient loads lead to significantly larger phytoplankton concentrations, as in C-REF-1 and C-BAU-1 (Fig. 9 ). In the ECHAM4 driven simulations, the patterns of phytoplankton concentration changes are different, with an increase (compared to the control) in the southwestern Baltic and a decrease in the northern Gotland Basin along with the coastal zones of the eastern Baltic proper and eastern Gulf of Finland (Fig. 9 , lower panels, and Fig. 10 ). If nutrient loads are reduced, as they are in EA2-BC-1 or EA2-BSAP-1, climate change will help to reduce algal abundance in the central and northern Baltic proper. However, in EA2-BAU-1, phytoplankton concentrations increase almost everywhere compared to C-BAU-1 (Fig. 9) . In this case climate change significantly amplifies the effect of increased nutrient loads on phytoplankton production. Table 1 for notation
Cause-and-effect studies
The response of the biogeochemical cycles is nonlinear. To study the processes that explain most of the model responses, we performed sensitivity experiments: (1) the consequences of higher water temperatures in the simulations were investigated; (2) we studied the combined effect of increased temperature, increased wind speed and reduced nutrient loads in the Baltic proper on the phytoplankton concentration changes in the ECHAM4 driven simulations.
If air temperature and specific humidity only are increased following the EA2 projection, the SST averaged for the entire Baltic Sea area will increase with ΔSST = + 3.7°C (EA2-temp-REF-1 and EA2-temp-REF-2). As a consequence, the phytoplankton concentrations will increase in the Baltic proper, Gulf of Finland and Bothnian Sea, and especially in the coastal areas of these sub-basins (Fig. 10) . In the eastern and southern Baltic proper this phytoplankton concentration increase is partly explained by an increase in cyanobacterial concentration (Fig. 11) . Cyanobacteria grow faster in warmer water, and the production will increase if there is still phosphate available in the surface layer in late summer, after the spring bloom. Another important aspect of the temperature-dependent phytoplankton concentration increase is explained by the parameterization of the PRC in the sediments. Table 1 for notation
In the model, the phosphorus fluxes in crease with decreasing oxygen concentrations caused by increasing water temperature. In warmer water, the oxygen saturation -and consequently also both surface water and deep water oxygen concentrations -are lower. In the sediment module of version 2 of RCO-SCOBI (Eilola et al. 2009 ), changes in the PRC in the sediments are larger than in the reference Version 1 of this study, because the parameterization of the release capacity in Version 2 is more sensitive to changes of bottom oxygen concentrations than in Version 1. Consequently, we found larger increases of phytoplankton and cyanobacteria concentrations in warmer water in Version 2 (Figs. 10 & 11) . In HA2-REF-1 and HA2-REF-2, the temperature effect is partly compensated by the decreased phosphorus and nitrogen loads in the Baltic proper (Fig. 4 In the following, the more complex results found in the ECHAM4 driven simulations (Figs. 9-11 ) are discussed. The largest part of the annual mean phytoplankton concentration changes in EA2-REF-1 is related to concentration changes of flagellates during the spring bloom (Fig. 12a) . In EA2-REF-1, the concentration of this group of species increases in the southern and central Baltic proper, including the Arkona Basin and Bornholm Basin. In addition, the Swedish east coast and some areas in the Gulf of Finland experience an increase in concentration of flagellates. A significant decrease in concentration is found in the downwelling areas along the east coast of the Baltic proper. Changes in diatom concentrations are qualitatively similar, but much smaller (not shown), because temperature dependency of the growth rate is larger for flagellates than for diatoms, and mean concentrations are larger in the model (Fig. 5) .
In the sensitivity experiments, changes in wind speed in the ECHAM4 driven simulations (see EA2-wind-REF-1) cause an overall decrease in concentration of flagellates during spring, except in the Arkona Basin and the Kattegat area (Fig. 12b) . Additional nutrient load reductions in the Baltic proper (see EA2-wind+runoff-REF-1) do not significantly change the response during the spring bloom (Fig. 12c) . On the other hand, the temperature increase following the EA2 projection (see EA2-temp-REF-1) significantly affects the concentration of flagellates in (principally) the northern Baltic proper and some coastal areas in the Baltic proper, the Gulf of Finland and the Gulf of Riga close to river mouths (Fig. 12d) . Thus, none of the driving forces (wind-induced mixing, nutrient loads, water temperatures) alone can explain the simulated horizontal patterns of phytoplankton changes during the spring bloom in EA2-REF-1. This finding is supported by the analysis of seasonal concentration changes of flagellates at the Bornholm Deep (BY5) station in the southern Baltic proper (Fig. 13) . A strong increase of the spring bloom is only found in the EA2-REF-1 simulation (Fig.13a) . Changes in wind-induced mixing (Fig. 13c) and changes of the water temperature (Fig. 13d) affect only the timing of the spring bloom with a delayed or earlier spring bloom, respectively. Table 1 for notation
In the ECHAM4-driven projection, EA2-REF-1, the monthly mean wind speed during February increases by 30% or more (Räisänen et al. 2004) , causing a deeper halocline due to increased wind-induced mixing (Meier, 2006) . As a consequence salt water inflows entrain more oxygen-rich water, causing increases in oxygen concentrations in the deep water below the halocline (Fig. 7a) . Higher oxygen concentrations in the bottom water affect the internal phosphorus loads from the sediments, as mentioned earlier (Fig. 7b) .
Thus, a consequence of increased wind-induced mixing is that during winter, before the spring bloom, phosphate concentrations in the surface layer are reduced (Fig. 14b) . Although higher water temperatures cause reduced oxygen concentrations in the bottom waters, and increased phosphorus fluxes from the sediments (Fig. 14d) , the effect is in this case overshadowed by increased wind mixing. The deepening of the halocline increases oxygen concentrations deeper in the water column, and decreases phosphorus fluxes See Table 1 Table 1 from the oxidised sediments (Fig. 7b) . Thus, higher water temperatures have -in addition to increased mixing -only a small impact on the surface DIP concentrations (Fig. 14a) . Another effect of increased oxygen concentrations in EA2-REF-1 is a reduction of denitrification causing a strong increase of nitrate in the surface water (Fig. 15a) . Note that at the sea surface, nitrate and DIN maps are almost identical (not shown). In all experiments nitrate concentration changes are mainly explained by denitrification changes in the sediments (referred to as benthic denitrification hereafter). Denitrification in the model is mainly driven by the decomposition of organic matter in the sediments ). Since oxygen is the primary electron acceptor, decomposition is only partly carried out by denitrifying bacteria when oxygen is abundant in the water overlying the model sediments. During high oxic conditions (O 2 > ~7 ml l -1 ) 60% of the mineralized ammonium is recycled to the water as NO 3 while the rest (40%) is denitrified. The denitrified fraction increases for declining oxygen concentrations below 7 ml l -1 , and has its maximum of almost 100% in the range 0 to 1 ml l -1
. Under anoxic conditions, denitrification may only take place if nitrate is available in the water overlying the sediment. With the present loading the nitrogen concentrations may increase to > 60 mmol m -3 in the Baltic proper if the biogeochemical sinks (mainly denitrification) are turned off in RCO-SCOBI. This causes a considerable oxygen dependence of nitrogen concentrations in the model.
As increased water temperature causes decreased oxygen concentration, the deep water suffers from oxygen deficiency with increased denitrification, according to our parameterization. Thus, in EA2-temp-REF-1, surface nitrate concentration decreases (Fig. 15) . (Fig. 15 ) because nutrient loads (Fig. 4) and surface layer phosphorus concentrations (Fig. 14) are reduced, causing reduced phytoplankton production, reduced decomposition, increased oxygen con centrations and consequently reduced denitrification.
Higher water temperatures cause earlier spring blooms in the southern Baltic, where light is not limiting (Fig. 13d) . However, if the nutrient concentrations in the water column do not change, the spring bloom will start earlier but will not necessarily become more intense. Stronger mixing in winter and early spring delays the spring bloom with (Fig. 13b) and without changing nutrient loads (Fig. 13c) .
As in the southern Baltic, nitrate limits the duration of the spring bloom in the model. Higher nitrate concentrations in the surface layer cause higher concentrations of phytoplankton. This is the case when both water temperature and wind-induced mixing increase simultaneously as in EA2-REF-1 (Figs. 12a & 13a) . In addition to the increase of available nitrate in an otherwise nitrate-limited region, the longer potential blooming period may contribute to higher annual mean phytoplankton concentrations. In the simulations, April and May are warmer than in the present climate. The (Fig. 12a) , and the total phytoplankton concentration even de creases (Fig. 10) , even though more nitrate is available (Fig. 15a) . However, in this case phosphate is limiting (Fig. 14a) . The ratio of DIN:DIP does not favour in creasing concentrations of flagellates in EA2-REF-1 (Fig. 16b) relative to C-REF-1 (Fig. 16a ). In the model the DIN:DIP winter ratio increases in the Baltic proper due to the mixing effect (Fig. 16c) . Although in the present climate, excess phosphate increases with depth, in our simulations mixing does not decrease the DIN:DIP ratio, because the assumed mixing is so strong that even bottom oxygen concentrations will change, affecting both benthic phosphorus fluxes and benthic denitrification.
Hence, during winter, DIP will decrease and DIN will increase resulting in an increased DIN:DIP ratio (Fig. 16c) . Increased water temperatures alone would cause a reduced DIN:DIP ratio (Fig. 16e) and a somewhat higher concentration of flagellates in the northern Baltic proper (Fig. 12d) . However, in this scenario (EA2-REF-1) the effect of increased wind-induced mixing on the surface concentrations of DIN and DIP is stronger than the effect of increased water temperatures (Fig. 16b) .
In summary, the following drivers and their interactions explain the modelled changes in the ECHAM4 driven simulations with increased temperature, increased wind induced mixing, and reduced nutrient loads in the Baltic proper:
(1) Increased mixing causes increased oxygen below the halocline and reduced winter DIP and reduced benthic denitrification (i.e. increased DIN) (Figs. 7, 8, 14b, 15b) .
(2) Increased water temperatures cause earlier spring blooms and (at least slightly) more intense cyanobacteria blooms (Figs. 11 & 13d) . Table 1 . Note that ratios larger than 60 are depicted in black (3) Increased temperatures together with increased mixing in the western Baltic cause enhanced spring blooms of flagellates because of an increase of available nitrogen in an otherwise nitrogen-limited region, and very likely because of a longer potential blooming period (warmer April and May) (Figs. 12a & 13a) .
(4) In the northern Baltic proper, the concentration of flagellates does not change significantly in the EA2-REF-1 simulation, due to limiting phosphate concentrations (temperature and mixing effects cancel each other) (Figs.12a & 16b) .
(5) In future climates, the projected reductions of river-borne nutrient loads calculated from contemporary concentrations in the Baltic proper have only a minor effect on phytoplankton changes (Fig. 12c compared to Fig. 12b ).
DISCUSSION
This study is the starting point of a major effort to calculate the combined effect of changing climate and nutrient loads (the latter caused by changing human activity) on the Baltic Sea ecosystem (e.g. www.baltexresearch.eu/ecosupport). In the following we discuss some potential shortcomings that could have an effect on our results.
The sensitivity of the model response to changing climate depends on key processes that are not well understood. In particular, more research on 2 processes is needed, because they are mainly responsible for the calculated sensitivity in our model: (1) the phosphorus fluxes between the water column and the sediments and (2) benthic denitrification. In addition to the parameterization of the phosphorus fluxes, the vertical distribution of the phosphorus sediment pools at the slopes with maxima in depth ranges of between 30 and 70 m (Carman & Cederwall 2001) could be im proved. For the model response the location of the maxima of benthic phosphorus relative to the redoxcline is important. In the present version, a wave model is still missing. The role of waves is to transport sediments, with the help of resuspension, from shallow coastal productive zones into areas with greater water depth, where the influence of the waves ceases. In the Baltic Sea, sediment at depths as great as 80 m may be affected by wave-induced resuspension at least once a year (Jönsson et al. 2005 ). This process is not properly accounted for in the present model version.
The parameterization of denitrification, as well as of the burial of adsorbed ammonium under anoxic conditions, will be improved upon when more ob servational measurements from the Baltic sediments become available.
Furthermore, the microbial food web is not fully included ), and only the mineralization processes caused by microbial organisms are simulated. Consequently, phytoplankton production in the phosphorus limited northern Baltic proper may not be well described in EA2-REF-1, since the relative distribution of bacterial-versus phytoplankton-based production may change under different light conditions (e.g. Berglund et al. 2007 ). It has also been shown that the dynamics of inorganic nutrients in the Bothnian Bay cannot be described by the 'standard Redfield ratio' organic matter composition model used here (Eilola 2009 ). The effect of the microbial loop on DIN and DIP, as well as the parameterization of nitrogen fixation in the model, is however still unclear, since it would also incorporate dissolved organic matter into the seasonal cycles of nutrients. This could then have an effect on total production, as well as on cyanobacteria production.
As the carbon cycle is not included in the approach presented, another possible important effect-the acidification of the sea -is not considered (e.g. Raven et al. 2005 , Omstedt et al. 2009 ). Acidification of the oceans is an emerging threat to marine ecosystems. Decadal records of pH in the Baltic Sea show acidification proceeding at rates 2 to 5 times faster than in the open ocean (Andersson et al. 2008) . The effects of these changes and their interaction with other climate variables in mediating both gradual and state-shifts in marine ecosystems are likely to be considerable. Per haps the greatest impact of acidification will be the reduced capacity of many marine species to build calcareous skeletons and shells that are essential for their survival. This will be a particular problem for microscopic plankton and larval stages, having direct effects on reproductive success and survival in key ecosystem-structuring species within the Baltic Sea, such as blue mussels.
Projected temperature and salinity changes may also have effects on species distributions, growth and reproduction of organisms at trophic levels higher than those explicitly resolved in our model, including zooplankton, benthos and fishes. These changes could include the loss of entire species, and major restructuring of the food web and of trophic flows. For example, decreasing salinity may prevent cod reproduction. Assuming top-down control in the marine food web, this would also have impacts on phytoplankton concentrations.
In addition to better descriptions of biogeochemical processes, the physical part of the dynamical downscaling approach needs to be improved. Instead of the time-slice approach following Meier (2006) , transient simulations from the present climate until the end of this century are needed. This would avoid difficulties involved in deciding future initial conditions for simulations of salinity, and the need for the delta approach as described in Section 2.1.
The nutrient load scenarios in this study are calculated from the product of changing nutrient concentrations on land in the present climate and changing volume flows in future climates. This approach does not take into account such factors as the effects of changing climate on land-surface vegetation, population density (including possible northward migration of people in a warmer climate), agriculture, nutrient point sources, and socio-economic adaptation processes to changing climate.
Further, assumptions of unchanged atmospheric de position might be wrong. Langner et al. (2009) investigated one climate change scenario using nitrogen emissions for the year 2000. They found only a small impact on total deposition of nitrogen due to climate change. According to Langner et al. (2009) , total nitrogen deposition may increase by ~5% by the end of the 21st century as compared with present conditions. However, studies on future emissions, including effects on the Baltic Sea region, are not yet available.
The list of processes that are insufficiently described or not considered may actually be even longer. However, it is still possible to draw some conclusions from this study (as shown below). The uncertainty of the projections due to biases of the coupled physicalbiogeochemical model for the Baltic Sea could be reduced by applying a multi-model ensemble ap proach, as planned for the ongoing project, ECOSUPPORTAdvanced modeling tool for scenarios of the Baltic Sea ECOsystem to SUPPORT decision making (www. baltex-research.eu/ecosupport).
Although this study focuses on the marine environment of the Baltic Sea, the dynamical downscaling approach can easily be applied to any other regional sea. It can be used to study the combined effect of changing climate and eutrophication in general. Eutrophication is a global problem, not just a threat specific to the Baltic Sea. The distribution of eutrophication-associated dead zones matches the global human footprint in the Northern Hemisphere (Diaz & Rosenberg 2008) . The number of dead zones has increased world-wide during the past decades. According to Diaz & Rosenberg (2008, p. 929) , 'Further expansion of dead zones will depend on how climate change affects water-column stratification and how nutrient runoff affects or ganic matter production'.
CONCLUSIONS
(1) Projections of future climate suggest that water temperature will increase and ice cover will decrease.
(2) In addition, salinity may be unchanged or may decrease, with reduced stability and a deeper halocline. The uncertainties caused by the driving GCMs are considerable.
(3) Oxygen concentrations in the surface layer may decrease due to increased water temperature. Thus, saltwater inflows will transport less oxygenated water to greater depths, intensifying oxygen deficiencies in Baltic deep water.
(4) The sensitivity of the highly non-linear biogeochemical response to climate change depends on key processes that are not well understood (e.g. the functioning of the integrated sources and sinks in Baltic Sea sediments) and that act at long time scales. Thus, large uncertainties are also caused by the biogeochemical models.
(5) In the southwestern Baltic, phytoplankton concentrations may increase, and there is a risk that cyano bacteria blooms will become more intense.
(6) Future nutrient loads are uncertain, due to unknown agricultural practices, sewage water treatment, and other anthropogenic factors. Climate-induced changes of nutrient loads have a smaller impact on the modelled phytoplankton development than changes in socio-economic scenarios -ranging from the 'most optimistic' case (the Baltic Sea Action Plan, BSAP) to a pessimistic BAU scenario. However, this conclusion does not apply for bottom oxygen concentrations.
(7) The efficiency of the implementation of the BSAP may differ in future climates. However, the BSAP will likely reduce phytoplankton concentrations in future climates. This is a common result in all our simulations.
(8) The scenario of 'business-as-usual' in agricultural practices may have greater effects on the marine environment in future climates, with higher phytoplankton concentrations than in the present climate. This is a common result, even when bottom oxygen concentrations increase regionally. ) at the monitoring stations BY2, BY5, BY15, SR5 and LL07 for 1969-1998 (locations given in Fig.1) . Range of variability indicated by the ± 1 SD band calculated from model output every 2nd day, or from available observations (shaded area)
