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1 - Introdution.
1.1 - Background. In [17], Ye shows how non-degenerate critical points of the scalar
curvature function of a riemannian manifold perturb into families of convex embedded
spheres of arbitrary large constant mean curvature inside that manifold. While this result
has been shown to have significant applications in the study of the isoperimetric problem
(c.f., for example, [1], [3], [4], [5], [8] and [9]), its applications to the study of the differential
topologies of spaces of immmersed and embedded submanifolds have been less exploited.
However, in [14], we show how Ye’s result implies that - in heuristic terms - the Euler
characteristic of the space of convex Alexandrov embedded spheres inside a given manifold
is equal to (−1) times the Euler characteristic of that manifold. This has applications to
the study of existence, and to some measure, uniqueness, of Alexandrov embedded spheres
of constant curvature for many different notions of curvature.
However, if our aim is to prove existence, then the results of [14] are unsatisfactory
when the Euler characteristic of the ambient manifold vanishes. This happens, for exam-
ple, when the ambient manifold is 3-dimensional, which is nonetheless one of the most
interesting cases. Furthermore, even when these techniques can be successfully applied to
prove existence (as in, for example, [7], [11] or [16]), they still often fall short of optimal
results, for there are good topological reasons to believe that - at least generically - there
are far more solutions than those whose existence we have managed to prove.
With this in mind, in [15], we initiated a programme for the study of the Morse
homology of the spaces of immersed and embedded hypersurfaces, where the natural Morse
function to be studied is the area functional, or, more generally, the “Area minus Volume”
functional (defined below), which depends on a parameter h, and which we denote by Fh.
The critical points of Fh, which define the chain groups of the Morse complex (c.f. [13]),
are then immersed hypersurfaces of constant mean curvature equal to h, and its complete
gradient flows, which define the ∂ operator of this complex (c.f. [13], again), are then
eternal forced mean curvature flows with forcing term h.
Within this context, Ye’s result says that for large values of h, non-degenerate critical
points of the scalar curvature function map to (in fact, non-degenerate) critical points of
Fh. In this paper, we prove the corresponding result for complete gradient flows of the
scalar curvature function. That is, under suitable non-degeneracy conditions, we show
that for sufficiently large values of h, these flows map to complete gradient flows of Fh.
Combined with a suitable converse (that is, a concentration result), which has been proven
in Ye’s case, but which we have not yet proven here, this would mean that for large values of
h, the entire Morse complex of the scalar curvature functional maps to the Morse complex
of Fh. This would make the two isomorphic, thereby yielding an explicit description of
the Morse homology of the space of Alexandrov embedded spheres. Since the number of
constant mean curvature immersed spheres should be bounded below by the sum of the
Betti numbers of this homology, we should thereby obtain stronger existence results for
such hypersurfaces than those that are currently known.
1.2 - Notation, Terminology and Main Result. Let M := Mm+1 be a complete
(m + 1)-dimensional riemannian manifold. Let S be its scalar curvature function, where,
throughout the paper, we adopt the convention which normalises all curvature functions so
that the unit sphere in Euclidean space always has positive unit curvature. Let γ : R→M
1
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solve the non-linear ODE
γ˙ +
(m+ 1)
2(m+ 3)
∇S = 0, (1)
so that γ is (up to reparametrisation) a complete gradient flow line of S. Consider the
linearisation L of (1) about γ. This is a linear ordinary differential operator which maps
Γ(γ∗TM) to itself and is given by
L =
∂
∂t
+
(m+ 1)
2(m+ 3)
Hess(S). (2)
We now recall that S is said to be ofMorse type whenever all of its critical points are non-
degenerate. In this case, if γ has relatively compact image, then γ(t) converges towards
critical points of S as t tends to±∞. Furthermore (c.f. [10]), L defines a Fredholm mapping
from the space of Ho¨lder differentiable sections, Γk+1,α(γ∗TM), into Γk,α(γ∗TM), whose
Fredholm index is equal to the difference of the Morse indices of the two end-points of
γ. We then say that γ is non-degenerate whenever L is surjective, and we say that
S is of Morse-Smale type whenever, in addition to all of its critical points being non-
degenerate, all of its complete gradient flows which have relatively compact image are also
non-degenerate. This is the property that we require for the Morse complex of S to be
well-defined (c.f. [13]). There is no shortage of metrics whose scalar curvature function has
this property. Indeed, the set of all such metrics is generic (that is, in the second category
in the sense of Baire) within any conformal class.
Now let Bm+1 and Sm be respectively the closed unit ball and the unit sphere in Rm+1.
Let Eˆ be the space of smooth immersions of Bm+1 intoM and let E be the quotient of this
space under the action of the group of smooth orientation preserving diffeomorphisms of
Bm+1. It is usual to identify an immersion in Eˆ with its equivalence class in E . By a slight
abuse of terminology, for each e ∈ E , we define Vol(e) and Area(e) to be respectively the
volumes of Bm+1 and Sm with respect to the metric e∗g. For all h > 0, we now define the
“Area minus Volume” functional by
Fh(e) := Area(e)− hVol(e). (3)
Many properties of the immersion e are actually determined by its restriction to Sm.
Indeed, the restriction operator actually defines a local homeomorphism from E into the
space of reparametrisation equivalence classes of immersions of Sm into M , whose image
is the space of Alexandrov embeddings of Sm into M . Furthermore, the embedding
e : Bm+1 →M is a critical point of Fh whenever its restriction to S
m has constant mean
curvature equal to h. Likewise, the family e : R × Bm+1 → M is an L2 gradient flow of
Fh whenever its restriction to R × S
m is a forced mean curvature flow with forcing term
h. That is, whenever this restriction satisfies〈
∂
∂t
e,Nt
〉
+Ht − h = 0, (4)
where Nt and Ht are respectively the outward-pointing unit normal vector field and the
mean curvature of the restriction of et := e(t, ·) to R× S
m.
2
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We now introduce the mechanism by which complete gradient flow lines of S perturb
to eternal forced mean curvature flows. Let γ be a complete gradient flow line of S. Using
parallel transport, we identify the bundle γ∗TM with the trivial bundle R × Rm+1, and
we define Exp : R × Rm+1 → M such that, for all t, Expt := Exp(t, ·) is the exponential
map of M about the point γ(t). Now, following [17], for all s > 0, for all Y : R → Rm+1
and for all f : R× Sm →]0,∞[, we define the function e(s, Y, f) : R× Sm →M by
e(s, Y, f)(t, x) = Expt(sY (t) + s(1 + s
2f(t, x))x). (5)
Heuristically, e(s, Y, f) is a smooth family of immersed spheres in M whose centres move
along γ with a small displacement given by Y .
Theorem 1.2.1
If S is of Morse-Smale type, and if γ is a complete gradient flow line of S with relatively
compact image, then, for all sufficiently small s, there exist Y : R → Rm+1 and f :
R× Sm →]0,∞[ such that, up to reparametrisation in time, e(s, Y, f) is an eternal forced
mean curvature flow with forcing term 1/s.
Remark: A detailed formal statement of Theorem 1.2.1 is given in Theorem 4.7.2 below. In
particular, not only do we obtain Ho¨lder estimates for the pair (Y, f), but we also describe
in Theorem 4.6.1, below, an iterative process for determining asymptotic expansions of
these solutions up to arbitrary order.
1.3 - Discussion. Like Ye’s result, Theorem 1.2.1 is proven by first determining formal
solutions in the form of asymptotic series, and then perturbing suitably high order partial
sums of these series to yield exact solutions. There are, nonetheless, considerable differences
between Theorem 1.2.1 and Ye’s result, primarily because Theorem 1.2.1 is a parabolic,
and not an elliptic, problem. Now, on the one hand, since parabolic and elliptic operators
are all hypoelliptic, the analytic tools that we use are barely different. However, on the
other hand, the time-dependence introduces new - and rather confusing - phenomena as
the scale parameter, s, tends to zero.
This is perhaps best illustrated by considering the first approximation Y = 0 and
f = 0. Here, the mean curvature of the sphere e(s, 0, 0)(t, ·) is equal to 1/s + O(s), so
that the forced mean curvature flow with forcing term 1/s should move along the curve γ
with speed approximately s, which trivially tends to 0. It is perhaps surprising that this
scale dependence does not actually introduce any singularities as s tends to 0. However, a
deeper study of the equations involved reveals the role played by operator
Qs := s
4 ∂
∂t
+
1
m
(m+∆), (6)
where ∆ is the standard Laplacian of the sphere Sm. Here the time dependence introduces
a fourth power of s, and this does affect us in three different ways.
First, Theorem 1.2.1 becomes a genuine singular perturbation problem. In actual
fact, Ye’s result, although presented as a singular perturbation problem, transforms, after
removing the first few terms and then dividing by a suitable factor, into a regular per-
turbation problem, which is then directly solved by the inverse function theorem. In the
3
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present case, however, when s = 0, the operator Qs is no longer hypo-elliptic, and the
same simplification no longer applies.
Second, since the Green’s operator of Qs depends on s, the terms in the asymptotic
series of the formal solution (determined in Theorem 4.6.1, below) actually also depend on
s, so that more care is required in ensuring Ho¨lder bounds which are independent of s.
Third, the appropriate functional analytic framework for studying parabolic operators
is that of inhomogeneous spaces (introduced here in Section 4.4, below). Furthermore,
the s dependence of Qs requires the use of weighted spaces (also defined in Section 4.4,
below), where what appears to be the most appropriate weighting is in fact slightly counter-
intuitive (c.f. the remarks following Lemma 4.4.1).
Finally, in order to develop a Morse homology theory for the space of convex, Alexan-
drov embedded spheres, two further results are still required. Indeed, it would be necessary
to show, first that the eternal flows obtained here are non-degenerate, and second, that for
sufficiently large values of the forcing term, they are the only ones. However, we believe
at this stage that it is more interesting to develop a more satisfactory compactness result
than that obtained in [15], and for this reason we postpone this study to later work.
1.4 - Overview of Paper and Acknowledgements. This paper is structured as
follows. In Section 2, we develop a formalism for the succinct description of the Taylor
series of various well-known geometric functions, and in Section 3, we extend this formalism
in order to describe the functions used in the proof of Theorem 1.2.1. Our objective here
is to understand the general terms of these series without having to resort to explicit
calculations, and, for the sake of completeness, we have studied this problem far more
deeply than is actually necessary for our current applications. In Section 4, we then
reformulate these results in the language of asymptotic series. In particular, since the
operation of composition by smooth functions yields smooth functionals between Ho¨lder
spaces, this immediately yields norm estimates for the functionals of interest to us without
any further effort being required.
Having determined the asymptotic expansion of the forced mean curvature flow oper-
ator, the rest of Section 4 is devoted to constructing formal solutions and then perturbing
these formal solutions into exact solutions. It is here that we introduce the required
functional analytic framework, based on the Fredholm theory of parabolic operators over
weighted inhomogeneous Ho¨lder spaces (c.f. [6]). In addition, using the theory of spherical
harmonics, we improve our norm estimates for every term in the aysmptotic series of our
formal solutions. Although this is not strictly necessary, we believe it makes our reason-
ing a lot cleaner. Finally, once formal solutions have been constructed, a straightforward
application of the inverse function theorem yields the desired result.
The results of this paper were established when the author was benefitting from a
Marie Curie postdoctoral fellowship in the Centre de Recerca Matema`tica, Barcelona.
The author is grateful to Andrew Clarke for helpful conversations.
2 - The Taylor Series of Geometri Funtions.
2.1 - Curvature Tensors. Let Ω be the unit ball in Rm+1. Let g be a smooth metric
over Ω with Levi-Civita covariant derivative ∇ and Riemann curvature tensor R. We
4
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suppose that
∇∂r∂r = 0, and g(∂r, ∂r) = 1, (7)
where ∂r here denotes the unit radial vector field. This simply means that (Ω, g) is an
exponential chart of some riemannian manifold. Now denote δij := g(0)ij and let δ
ij be
its metric dual, so that, by (7), δij is simply the standard euclidean metric over R
m+1.
Finally, for convenience, we suppose that Ω is convex in the sense that for all x, y ∈ Ω,
there exists a unique geodesic in Ω from x to y.
We say that a function defined over Ω is geometric when it only depends on the
metric g. We are interested in the Taylor series about 0 of such functions, and, in particular,
how their coefficients depend on the Riemann curvature tensor. In order to describe this
dependence, we introduce the following algebraic formalism. Consider the set of formal
tensors X :=
{
(Ri1i2i3
j
;i4...ik+3)k∈N
}
where the subscript ; here denotes formal covariant
differentiation. Observe that all elements of X are covariant of order 1 and contravariant
of order at least 3. Given two formal tensors, ρabi1...ip and ρ
b
j1...jq
, which are both covariant
of order 1, define their matrix product by ρabi1...ipρ
b
j1...jq
, and observe that this product
is also covariant of order 1. Now let R be the vector space with basis the set of all finite
formal combinations of elements of X obtained by permutation of indices and matrix
multiplication. We call R the space of curvature tensors.
For all k ∈ Z, let Rk be the subspace of R consisting of those elements which are
contravariant of order k + 1. When ρ ∈ Rk, we say that it has order-difference k.
Observe that order-difference is preserved by permutation of indices, and if ρ and ρ′ have
order-differences k and k′ respectively, then their matrix product has order-difference k+k′.
In particular, since every generator of R has order-difference at least 2, it follows that for
k < 2, Rk is trivial, and for k ≥ 2, it is spanned by matrix products of those generators
which have order-difference at most k. Considerations such as these make it relatively
straightforward to determine Rk for all k. For example,
R2 = 〈(Riσ(1)iσ(2)iσ(3)
j)σ∈Σ3〉,
R3 = 〈(Riσ(1)iσ(2)iσ(3)
j
;iσ(4))σ∈Σ4〉,
R4 = 〈(Riσ(1)iσ(2)iσ(3)
j
;iσ(4)iσ(5) , Rpiσ(1)iσ(2)
jRiσ(3)iσ(4)iσ(5)
p,
Riσ(1)iσ(2)p
jRiσ(3)iσ(4)iσ(5)
p)σ∈Σ5〉,
(8)
and so on, where, for all k, Σk denotes the group of permutations of the set {1, ..., k}.
Identifying elements of R via the symmetries of the Riemann curvature tensor, we
obtain
Proposition 2.1.1
R is self-adjoint with respect to δ in the sense that if ρij1...jk is an element of R, then
δiaδjlbρ
b
j1...jl−1ajl+1...jk
identifies with a unique element of R for all 1 ≤ l ≤ k.
Proof: It suffices to prove the result for each generator of R. We thus show that
δiaδjlbRj1j2j3
b
;j4...jl−1ajl+1...jk+3 identifies with a unique element of R for all k and for
all 1 ≤ l ≤ k + 3. We achieve this by induction on k. Indeed, for k = 0, the result follows
5
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directly from the symmetries of the Riemann curvature tensor. For k = 1, it follows from
these symmetries together with the second Bianchi identity. Now suppose that k ≥ 2.
Since the set of generators of R is closed under formal covariant differentiation, so too is
R, and we may therefore suppose that l = k + 3. However,
Rj1j2j3
i
;j4...jk+2jl = Rj1j2j3
i
;j4...jk+1jljk+2 +Rjk+2jlp
iRj1j2j3
p
;j4...jk+1
−
k+1∑
b=1
Rjk+2jljb
aRj1j2j3
i
;j4...jb−1ajb+1...jk+1,
and the result now follows by induction. 
The significance of Proposition 2.1.1 lies in the fact that although geometric functions are
defined in terms of the metric, they can be approximated purely in terms of curvature
tensors, as we will see presently.
Finally, denote
R := R⊕ 〈δij〉, (9)
and, for all k, defineR
k
as before. We also call elements ofR curvature tensors. Observe
that R is also closed under matrix multiplication. Furthermore, R
0
= 〈δij〉, and, for all
k 6= 0, R
k
= Rk.
2.2 - Curvature Polynomials. Let X := (X1, ..., Xn) be a vector of formal variables
each taking values in Rm+1. For ρ ∈ Rk and for 0 ≤ r1+ ...+ rn ≤ k+1, define the formal
polynomial
(ρr1,...,rn)
i
j(r1+...+rn)+1...jk+1
:= ρij1...jk+1X
j1
1 ...X
jr1
1 ...X
j(r1+...+rn−1)+1
n ...X
(r1+...+rn)
n , (10)
where X ij denotes the i’th component of the vector Xj. Abusing notation, let R[X ] be
the vector space with basis the set of all such formal polynomials. We call R[X ] the space
of curvature polynomials. Observe that R[X] is closed under matrix multiplication,
although it is not always possible to multiply two given elements (indeed, two elements
which are both covariant of order 1 and contravariant of order 0 cannot be multiplied).
Furthermore, since R is self-adjoint with respect to δ, so too is R[X] in the sense that if
P ij1...jk is an element of R[X], then δ
iaδjlbP
b
j1...jl−1ajl+1...jk
identifies with a unique element
of R[X ] for all 1 ≤ l ≤ k.
For k ∈ Z and for r := (r1, ..., rn) ∈ N
n, let Rkr [X] denote the subspace of R[X]
consisting of those elements which are contravariant of order k + 1 and homogeneous of
degree ri in Xi for each i. Likewise, denote
Rk[X] := ⊕rR
k
r [X]. (11)
When P ∈ Rkr [X], we say that it has order-difference k and degree r. As before,
permutation of indices preserves order-difference, and if P and P ′ have order-differences k
and k′ respectively then their matrix product has order-difference k + k′.
Throughout most of this section, we will only be concerned with the case where n = 1.
Here we have
6
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Proposition 2.2.1
If r > k and if ρ ∈ Rk, then ρr = 0. In particular, R
k[X ] is non-trivial only if k ≥ 0.
Proof: It suffices to prove the result when ρ is a generator of R. However, for each k, by
symmetry, Rj1j2j3
i
;j4...jkX
j1 ...Xjk = 0, and the result follows. 
Proposition 2.2.1 implies that every element of R0[X ] is a finite sum of matrix products
of those generators of R[X ] which are of order-difference 0, that is, formal polynomials
of the form Rp1ip2
j
;p3...pk+2X
p1 ...Xpk+2, where k varies over all non-negative integers. By
considerations such as these, we obtain, for example,
R00[X ] = 0,
R01[X ] = 0,
R02[X ] = 〈Rpiq
jXpXq〉,
R03[X ] = 〈Rpiq
j
;rX
pXqXr〉,
(12)
and so on. Likewise, every element ofR1[X ] is a finite sum of matrix products of generators
all but one of which are elements of R0[X ] and the remaining one of which is an element
of R1[X ], and we obtain,
R10[X ] = 0,
R11[X ] = 〈(Rpiσ(1)iσ(2)
jXp, Riσ(1)iσ(2)p
jXp)σ∈Σ2〉,
R12[X ] = 〈(Rpiσ(1)q
j
;iσ(2)X
pXq, Rpiσ(1)iσ(2)
j
;qX
pXq, Riσ(1)iσ(2)p
j
;qX
pXq)σ∈Σ2〉,
(13)
and so on. In summary, it is relatively straightforward to determine Rkr [X ] for all k and
for all r.
For general n, since Rk is trivial for k < 2, R−1r [X] is trivial for r1 + ...+ rn ≤ 2 and
R0r[X] is trivial for r1 + ... + rn ≤ 1. This observation will play an important role in the
sequel.
Finally, as before, denote
R[X] = R[X]⊕ 〈δij〉 ⊕ 〈X
i
j〉, (14)
where X ij denotes the i’th component of the vector Xj . For all k, and for all r, define
R
k
r [X] as before. We also call elements of R[X] curvature polynomials. Observe that
R[X] is also closed under matrix multiplication. Furthermore,
R
−1
[X] = R−1[X]⊕ 〈X1, ..., Xn〉,
R
0
[X] = R0[X]⊕ 〈δij〉,
(15)
and R
k
[X] = Rk[X] for all other values of k.
7
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2.3 - General Properties of Taylor Series. As before, let X := (X1, ..., Xn) be a
vector of formal variables taking values in Rm+1. Abusing notation, let A[X] be an algebra
of formal polynomials in X , and let A[[X]] be the algebra of formal power series in X all
of whose partial sums are elements of A[X]. For such a formal power series, F , and for
every non-negative integer, k, denote by [F ]k its partial sum of order k.
Recall that for all real α, the binomial theorem furnishes a sequence (ak,α) of real
numbers such that for x ∈]− 1, 1[,
(1 + x)α =
∞∑
k=0
ak,αx
k. (16)
Consequently, if the algebra A[X] contains an identity, which we always denote by I, then
for all formal power series F in A[[X]] with F (0) = I, and for any real exponent, α, we
define
Fα :=
∞∑
k=0
ak,α(F − I)
k. (17)
Proposition 2.3.1
Let F be a formal power series in X . If F belongs to A[[X]], and if F (0) = I, then Fα
also belongs to A[[X]] for all real α.
Proof: Denote G := F − I. For all k, Gk ∈ A[[X]] and since G(0) = 0, [Gk]l = 0 for all
l < k. Thus, for all α and for all l,
[Fα]l =
[
∞∑
k=0
ak,αG
k
]
l
=
l∑
k=0
ak,α[G
k]l ∈ A[X],
and so Fα ∈ A[[X]], as desired. 
Now let T := (T1, ..., Tn) be a vector of formal variables taking values in R, and
let A[X][[T ]] denote the algebra of formal power series in T all of whose coefficients are
elements of A[X].
Proposition 2.3.2
Let F be a formal power series in X , and define G(X, T ) := F (T1X1, ...., TnXn). If G
belongs to A[X][[T ]], then F belongs to A[[X]].
Proof: By hypothesis,
G =
∑
k
1
k1!...kn!
T k11 ...T
kn
n Pk(X),
where, for all k, the formal polynomial Pk belongs to A[X]. Now consider the formal
derivatives of F and G with respect to X and T respectively. By the chain rule,
∂k1 ...∂knF
∂Xk11 ...∂X
kn
n
(0)(X⊗k11 ⊗ ...⊗X
⊗km
m ) =
∂k1 ...∂knG
∂T k11 ...∂T
kn
n
(0, X) = Pk(X) ∈ A[X].
It follows that every partial sum of F belongs to A[X], and so F belongs to A[[X]], as
desired. 
8
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2.4 - Tensor-Valued Geometric Functions. For all p, q ∈ N, let T p,q := T p,q(Rm+1)
be the space of tensors over Rm+1 which are covariant of order p and contravariant of
order q. Consider a function f : Ω → T 1,k+1, and denote by [f ] its Taylor series. In the
present context, the statement that [f ] belongs to Rk[[X ]] means that the Taylor series of
[f ] about 0 is given by
f(x) ∼
∞∑
r=0
Rr(x),
where, for all r, Rr is a curvature polynomial of order-difference k and degree r.
Now observe that T 1,1 naturally identifies with End(Rm+1). In particular, since matrix
multiplication coincides with the usual notion of matrix multiplication in this case, the
spaceR
0
[X] is also closed with respect to this product, and therefore constitutes an algebra.
Let M : Ω → End(Rm+1) be such that for all x ∈ Ω and for every vector U , M(x)U
is the parallel transport of U along the radial line from x to 0. Classical Jacobi field
techniques (c.f. [2]) readily yield
M ij(x) ∼ δ
i
j +
1
2
Rpjq
ixpxq +
1
3
Rpjq
i
;rx
pxqxr +O(x4). (18)
More generally,
Proposition 2.4.1
[M ] ∈ R
0
[[X ]]. (19)
Proof: Fix a point x0 ∈ Ω and a vector U0 ∈ R
m+1. Let x(t) := tx0 and U(t) := tU0, so
that x is a geodesic and U is a Jacobi field over x. We use a dot to denote differentiation
and covariant differentiation in the radial direction. By definition, U(0) = 0, and since
(Ω, g) is an exponential chart, U˙(0) = U0. Furthermore, by the Jacobi field equation,
U¨ = Rx˙U x˙. We now claim that there exist sequences (Pk) and (Qk) of polynomials over
End(Rn+1) such that, for all k,
∇k+2x˙ U = Pk(R(x)(x˙), ...,∇
kR(x)(x˙))U +Qk(R(x)(x˙), ...,∇
k−1R(x)(x˙))U˙ ,
where, for all l,
∇lR(x)(x˙) := R(x)p1jp2
i
;p3...pl+2 x˙
p1 ...x˙pl+2 .
This holds for k = 0 by the Jacobi field equation. For k ≥ 0, using the inductive hypothesis
and the fact that ∇x˙x˙ = 0, we obtain,
∇k+3x˙ U = ∇x˙
(
Pk(R(x)(x˙), ...,∇
kR(x)(x˙))U +Qk(R(x)(x˙), ...,∇
k−1R(x)(x˙))U˙
)
= Pk(R(x)(x˙), ...,∇
kR(x)(x˙))U˙ +Qk(R(x)(x˙), ...,∇
k−1R(x)(x˙))U¨
+
k∑
l=0
Pk,l(R(x)(x˙), ...,∇
kR(x)(x˙),∇l+1R(x)(x˙))U
+
k−1∑
l=0
Qk,l(R(x)(x˙), ...,∇
k−1R(x)(x˙),∇l+1R(x)(x˙))U˙ ,
9
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for suitable sequences of polynomials (Pk,l) and (Qk,l). However, by the Jacobi field
equation again, U¨ = Rx˙U x˙, and the assertion follows by induction. Observe, furthermore,
that for all k, the zeroeth order terms of Pk and Qk both vanish. Substituting t = 0 now
yields
(∇k+2x0 U)(0) = Qk(R(0)(x0), ...,∇
k−1R(0)(x0))U0.
However, for all k,
∂kt tM(tx0)U0|t=0 = (∇
k
x0
U)(0),
so that, by Taylor’s Theorem,
[M ](TX) = Id +
∞∑
k=2
T k
(k + 1)!
Qk−1(R(0)(X), ...,∇
k−2R(0)(X)) ∈ R[X ][[T ]],
and the result now follows by Proposition 2.3.2. 
Let A,B : Ω→ End(Rm+1) be such that, for all x,
gij(x) = A
p
i (x)δpj = δipA
p
j (x), &
gij(x) = Bip(x)δ
pj = δipBjp(x),
(20)
where gij(x) here denotes the metric inverse of gij(x). Using the same Jacobi field tech-
niques as before, we obtain
Aij(x) ∼ δ
i
j +
1
3
Rpjq
ixpxq +
1
6
Rpjq
i
;rx
pxqxr +O(x4), &
Bij(x) ∼ δ
i
j −
1
3
Rpjq
ixpxq −
1
6
Rpjq
i
;rx
pxqxr +O(x4).
(21)
More generally,
Proposition 2.4.2
[A], [B] ∈ R
0
[[X ]]. (22)
Proof: For every point x in Ω and for all vectors U and V in Rm+1,
g(x)(U, V ) = g(0)(M(x)U,M(x)V ) = 〈M(x)U,M(x)V 〉 = 〈M∗(x)M(x)U, V 〉.
Since U and V are arbitrary, it follows that A =M∗M . However, since R[X ] is self-adjoint
with respect to δ, [M∗] belongs toR[[X ]] and therefore so too does [A] = [M∗][M ]. Finally,
since [A](0) = A(0) = I, by Proposition 2.3.1, [B] = [A−1] = [A]−1 also belongs to R[[X ]],
and this completes the proof. 
Let Γ : Ω → T 1,2 be the Christoffel symbol of the Levi-Civita covariant derivative of
g. That is,
Γkij(x)∂k := ∇∂i∂j −D∂i∂j, (23)
where D denotes the canonical differentiation operator over Rm+1. Recall that Γ is sym-
metric in i and j. Furthermore, using the same Jacobi field techniques once again, we
obtain
Γkii(x) ∼
2
3
Rpii
kxp +
5
12
Rpii
k
;qx
pxq +
1
12
Rpiq
k
;ix
pxq +O(x3). (24)
More generally,
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Proposition 2.4.3
[Γ] ∈ R
1
[[X ]]. (25)
Proof: By the Koszul formula, for all vectors U , V and W in Rm+1 and for every point x
in Ω,
2〈A(x)Γ(x)(U, V ),W 〉 = 〈DA(x;U)V,W 〉+ 〈DA(x;V )U,W 〉 − 〈DA(x;W )U, V 〉. (26)
Since [A] belongs to R[[X ]], its formal derivative, D[A] = [DA] also belongs to R[[X ]].
Now let Φ : Ω→ T 1,2 be such that
〈Φ(x)(U, V ),W 〉 = 〈DA(x;V )U,W 〉.
Since R[[X ]] is self-adjoint with respect to δ, [Φ] also belongs to R[[X ]], and therefore, by
linearity, so too does [AΓ]. It follows that [Γ] = [B][A][Γ] = [B][AΓ] belongs to R[[X ]],
and this completes the proof. 
2.5 - The Exponential Map and Parallel Transport. Define Ω2 ⊆ R
m+1 × Rm+1
by
Ω2 := {(x, y) | ‖x‖+ ‖y‖ < 1} . (27)
Let Exp : Ω2 → Ω be the exponential map of g. That is, for all (x, y), the curve t 7→
Exp(x, ty) is the unique geodesic in Ω leaving the point x in the direction of the vector y.
Proposition 2.5.1
[Exp] ∈ R
−1
[[X, Y ]], (28)
and
[Exp] = X + Y +O(‖X, Y ‖3). (29)
Proof: For any function φ of s and t, and for all k, let [φ]∞,k denote its Taylor series up
to order k in t. Likewise, for any formal series Φ in S and T , let [Φ]∞,k denote its partial
sum up to order k in T . Now define E(x, y, s, t) := Exp(sx, ty). By definition, for every
point (x, y) ∈ Ω2 and for all s,
E(x, y, s, 0) = Exp(sx, 0) = sx, &
∂tE(x, y, s, 0) = ∂tExp(sx, ty)|t=0 = y.
so that [E]∞,1 = SX + TY , which belongs to R[X, Y ][[S, T ]]. We now claim that the
partial sum [E]∞,k belongs to R[X, Y ][[S, T ]] for all k. Indeed, suppose that this holds for
k. Observe that
[Γ(E)(∂tE, ∂tE)]∞,k−1 = [Γ([E]∞,k−1)(∂T [E]∞,k, ∂T [E]∞,k)]∞,k−1,
where ∂T denotes formal partial differentiation with respect to T . Since [Γ] belongs
to R[X ], it follows by the inductive hypothesis that [Γ(E)(∂tE, ∂tE)]∞,k−1 belongs to
R[X, Y ][[S, T ]]. However, by the geodesic equation,
∂2T [E]∞,k+1 = [∂
2
tE]∞,k−1 = −[Γ(E)(∂tE, ∂tE)]∞,k−1 ∈ R[X, Y ][[S, T ]],
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and the claim now follows by induction. In particular [E] belongs toR[X, Y ][[S, T ]] and the
first assertion follows by Proposition 2.3.2. Finally, since [Exp] − (X + Y ) ∈ R−1[[X, Y ]],
its lowest degree term has degree at least 3 in X and Y , thus proving the second assertion.
This completes the proof. 
Let Tr : Ω2 × R
n+1 → End(Rn+1) be such that for all (x, y) and for every vector U ,
Tr(x, y)U is the parallel transport of U from the point x to the point Exp(x, y) along the
geodesic t 7→ Exp(x, ty).
Proposition 2.5.2
[Tr] ∈ R
0
[[X, Y ]], (30)
and
[Tr] = I +O(‖X, Y ‖2). (31)
Proof: As before, for any function φ of s and t, and for all k, let [φ]∞,k denote its Taylor
series up to order k in t. Likewise, for any formal series Φ in S and T , let [Φ]∞,k denote
its partial sum up to order k in T . Define E(x, y, s, t) := Exp(sx, ty) and F (x, y, s, t) :=
Tr(sx, ty). By definition, for every point (x, y) ∈ Ω2 and for all s,
F (x, y, s, 0) = Tr(sx, 0) = I,
so that [F ]∞,0 = I, which belongs to R[X, Y ][[S, T ]]. We now claim that the partial sum
[F ]∞,k belongs to R[X, Y ][[S, T ]] for all k. Indeed, suppose that this holds for k. Observe
that
[Γ(E)(∂tE, F )]∞,k = [Γ([E]∞,k)(∂T [E]∞,k+1, [F ]∞,k)]∞,k,
where ∂T denotes formal partial differentiation with respect to T . Since [Γ] belongs to
R[X ] and since [Exp] belongs to R[X, Y ], it follows by the inductive hypothesis that
[Γ(E)(∂tE, F )]∞,k also belongs to R[X, Y ][[S, T ]]. However, by the parallel transport
equation
∂T [F ]∞,k+1 = [∂tF ]∞,k = −[Γ(E)(∂tE, F )]∞,k ∈ R[X, Y ][[S, T ]],
and the claim now follows by induction. In particular, F belongs to R[X, Y ][[S, T ]] and the
first assertion follows by Proposition 2.3.2. Finally, since [F ] − I ∈ R0[[X, Y ]], its lowest
degree term has degree at least 2 in X and Y , thus proving the second assertion. This
completes the proof. 
Finally, we consider higher order iterates of the exponential map and the parallel
transport. Thus, for all n, define Ωn+1 ⊆ (R
m+1)n+1 by,
Ωn+1 = {(x1, ..., xn+1) | ‖x1‖+ ...+ ‖xn+1‖ < 1} , (32)
and define the sequences of functions (Expn) and (Trn) such that
Exp1(x1, x2) := Exp(x1, x2), &
Tr0(x1) := Id,
(33)
and, for all n,
Expn(x1, ..., xn+1) := Exp(Expn−1(x1, ..., xn),Trn−1(x1, ..., xn)xn+1), &
Trn(x1, ..., xn+1)U := Tr(Expn−1(x1, ..., xn),Trn−1(x1, ..., xn−1)U).
(34)
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Proposition 2.5.3
For all n,
[Expn] ∈ R
−1
[[X1, ..., Xn+1]], &
[Trn] ∈ R
0
[[X1, ..., Xn+1]],
(35)
and
[Expn] = X1 + ...+Xn+1 +O(‖X1, ..., Xn+1‖
3), &
[Trn] = I +O(‖X1, ..., Xn+1‖
2).
(36)
Proof: This follows by induction using Propositions 2.5.1 and 2.5.2 and the recursive
definitions of (Expn) and (Trn). 
3 - Taylor Series of Funtions Derived From Immersions.
3.1 - Graphs Over Spheres. Let Sm be the unit sphere in Rm+1 and let ∇, Hess
and ∆ be respectively its gradient, Hessian and Laplace operators with respect to the
standard euclidean metric. For t ∈]0,∞[, which we think of as a scale parameter, and for
f ∈ C0(Sm), consider the function e(t, f) : Sm → Rm+1 given by
e(t, f)(x) := t(1 + t2f(x))x. (37)
Heuristically, e(t, f) is an immersed sphere of radius approximately t centred on the origin.
For all k, let J := JkSm denote the bundle of k-jets over Sm, and for a function f ∈
Ck(Sm) and a point x ∈ Sm, denote by fx its k-jet at x, where the order k of the jet
should hopefully be clear from the context. Define the functions N :]0,∞[×J1Sm → Sm
and H :]0,∞[×J2Sm → R such that for all t ∈]0,∞[ and for all fx ∈ JS
m, N(t, fx)
and H(t, fx) are respectively the outward-pointing unit normal of the immersion e(t, f)
at the point e(t, f)(x) and its mean curvature at that point, both with respect to the
metric g. It is important to note that both N and H are actually smooth functions
defined over finite-dimensional domains and may both be expressed explicitly in terms of
(rather complicated) formulae involving g. We have chosen to define these functions in
this apparently roundabout manner in order to emphasise their clear geometric meanings.
We are interested in the Taylor series of N(t, fx) and H(t, fx) in t about 0. To this
end, we first introduce the following auxiliary functions. Define r : Rm+1 → [0,∞[ and
x : Rm+1 \ {0} → Sm by
r(y) := ‖y‖,&
x(y) := y/r.
(38)
Given f ∈ C1(Sm), define fˆ :]0,∞[×(Rm+1 \ {0})→ R by
fˆ(t, y) := r − t(1 + t2f(x)). (39)
Observe that the image of e(t, f) coincides with the level set of fˆ at height 0. Furthermore,
for every point y in this level set, ∇fˆ(y) is orthogonal to this level set with respect to the
metric g.
13
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Proposition 3.1.1
∇fˆ(t, y) =
y
r
−
t
r
B(y)t2∇f(x). (40)
Proof: The gradient of fˆ with respect to the euclidean metric is
Dfˆ(t, y) =
y
r
−
t3
r
∇f(x).
However, for all vectors U in Rm+1,
dfˆ(t, y)(U) = 〈Dfˆ(t, y), U〉 = 〈A(y)B(y)Dfˆ(t, y), U〉 = g(B(y)Dfˆ(t, y), U),
so that the gradient of fˆ with respect to g is ∇fˆ(t, y) = B(y)Dfˆ(t, y), and since B(y)y = y
for all y, the result follows. 
We now invert the situation and consider both r and y as functions of t and x, so that
r(t, x) := t(1 + t2f(x)), &
y(t, x) := t(1 + t2f(x))x.
(41)
We define
Nˆ(t, fx) := ∇fˆ(t, y) =
y
r
−
t
r
B(y)t2∇f(x), (42)
so that we obtain the following formula for N .
N(t, fx) :=
1
‖Nˆ(t, x)‖g
Nˆ(t, fx), (43)
where ‖ · ‖g here denotes the norm with respect to the metric g.
It will also be necessary to extend e, N and H to allow for variations of the centre
of the immersed sphere. Thus, for t ∈]0,∞[, for y ∈ Rm+1, and for f ∈ C0(Sm), define
e(t, y, f) : Sm → Rm+1 by
e(t, y, f)(x) := Exp(ty, t(1 + t2f(x))x), (44)
so that, heuristically, e(t, y, f) is an immersed sphere of radius approximately t with centre
displaced to the point y. Define N :]0,∞[×Rm+1 × J1Sm → Sm and H :]0,∞[×Rm+1 ×
J2Sm → R as before. Observe, in particular, that e(t, 0, f) = e(t, f), N(t, 0, fx) = N(t, fx)
and H(t, 0, fx) = H(t, fx).
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3.2 - The Taylor Series of the Unit Normal Vector. We now study the Taylor
series of the scale-dependent functions introduced in Section 3.1. In particular, we are
interested in how the different terms in these series contribute to the exponent of T . To
this end, we extend the formalism developed in Sections 2.1 and 2.2. Thus, for a vector
X := (X1, ..., Xn) of formal variables taking values in R
m+1, consider the set of formal
polynomials {
Xai δabP
b
j1...jk
(X) | P ∈ R[X]
}
, (45)
where X ij denotes the i’th component of the vector Xj. Let Q[X] be the vector space
with basis the set of all tensor products of elements of this set. We call Q[X] the space of
curvature polynomials of the second kind. For all k ∈ N and for all r := (r1, ..., rn) ∈ N
n,
denote by Qkr [X] the subspace consisting of those elements which are contravariant of order
k and which are homogeneous of degree ri in the variable Xi for all i. When Q ∈ R
k
r [X],
we say that it has order k and degree r. Finally, denote
Q[X] := Q[X]⊕ 〈1〉. (46)
We also call elements of Q[X] curvature polynomials of the second kind.
Now let A be an algebra graded by Nk for some k. Let A[T ] be the algebra of
polynomials over R with coefficients in A. For a given weight w := (w1, ..., wk) ∈ N
k,
let A[T ]w be the subalgebra of A[T ] consisting of those polynomials whose coefficients of
degree m are elements of ⊕〈w,i〉=mAi for allm. Likewise, let A[[T ]] be the algebra of formal
power series over R with coefficients in A, and for w ∈ Nk, let A[[T ]]w be the subalgebra
of A[[T ]] consisting of those formal power series all of whose partial sums are elements of
A[T ]w.
Now let R[F ] be the algebra of formal polynomials in the variable F . Consider a
smooth function φ : [0,∞[×JkSm → R which only depends on the metric g and the jet
fx. For such a function, the statement that [φ] belongs to R∗[F ]⊗Q∗,∗[X,∇F ][[T ]](2,1,2),
for example, means that its Taylor series in t about 0 takes the form
φ(t, fx) ∼
∞∑
m=0
tm
∑
〈i,(2,1,2)〉=m
∑
α
Pi,α(f(x))Qi,α(x,∇f(x)), (47)
where, for all i := (i1, i2, i3) and for all α, Pi,α is a polynomial of degree i1 and Qi,α is
a curvature polynomial of the second kind of order 0 and degree (i2, i3). We leave the
reader to interpret the meanings of other tensor products of spaces of formal polynomials.
Importantly, this notation emphasises that all terms in X carry weight 1 in T whilst all
terms in F and ∇F carry weight 2. This behaviour will be common to all series studied
in the sequel.
Proposition 3.2.1
For all real α,
[(r/t)α] ∈ R∗[F ][[T ]]2. (48)
Proof: By definition, [(r/t)] = [1 + t2f ] belongs to R∗[F ][[T ]]2. Since [(r/t)](0) =
(r/t)(0) = 1, the result follows by Proposition 2.3.1. 
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Proposition 3.2.2
For all real α,
[‖Nˆ(t, fx)‖
α] ∈ R∗[F ]⊗Q
0
∗,∗[X,∇F ][[T ]](2,1,2), (49)
and,
[‖Nˆ(t, fx)‖
α] = 1 +O(T 4). (50)
Proof: Using (7), (20) and (42), we obtain, for all t and for all x,
‖Nˆ(t, fx)‖
2
g = 1 +
(
t
r
)2
〈B(y)t2∇f, t2∇f〉.
However, by Propositions 2.4.2 and 3.2.1, [B(y)] = [B((r/t)(tx))] belongs to R∗[F ] ⊗
R∗[X ][[T ]](2,1), so that [〈B(y)t
2∇f, t2∇f〉] belongs to R∗[F ]⊗Q∗,∗[X,∇F ][[T ]](2,1,2). It fol-
lows by Proposition 3.2.1 again that ‖Nˆ(t, fx)‖
2
g belongs to R∗[F ]⊗Q∗,∗[X,∇F ][[T ]](2,1,2),
and, since the first term in this series equals 1, the first assertion follows by Proposition
2.3.1. Finally, since [(t/r)2] has order 0 in T and since [〈B(y)t2∇f, t2∇f〉] has order 4 in
T , we see that ‖Nˆ(t, fx)‖
2
g = 1 + O(T
4), and the second assertion follows by Proposition
2.3.1 again. This completes the proof. 
Proposition 3.2.3
N(t, fx) = Φ1(t, fx)x+ Φ2(t, fx), (51)
where
[Φ1] ∈ R∗[F ]⊗Q
0
∗,∗[X,∇F ][[T ]](2,1,2), &
[Φ2] ∈ R∗[F ]⊗Q
0
∗,∗[X,∇F ]⊗R
−1
∗,∗[X,∇F ][[T ]](2,1,2,1,2).
(52)
Furthermore
[N(t, fx)] = X − T
2∇F +O(T 4). (53)
Proof: As in the proof of Proposition 3.2.2, [B(y)] belongs to R∗[F ]⊗R∗[X ][[T ]](2,1) and
so [B(y)t2∇f ] belongs to R∗[F ]⊗R∗,∗[X,∇F ][[T ]](2,1,2). By Proposition 3.2.1, the series
[(t/r)B(y)t2∇f ] also belongs to R∗[F ]⊗R∗,∗[X,∇F ][[T ]](2,1,2), and the result now follows
by (42), (43) and Proposition 3.2.2. 
Proposition 3.2.4
N(t, y, fx) = Φ1(t, y, fx)x+ Φ2(t, y, fx), (54)
where
[Φ1] ∈ R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2), &
[Φ2] ∈ R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ]⊗R
−1
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2,1,1,2).
(55)
Furthermore
[N(t, fx)] = X +O(T
2). (56)
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Proof: This Taylor series is obtained from Proposition 3.2.3 by substituting for every
generator Ri1i2i3
j
;i4...ik+3 of R, its own Taylor series in t about 0,
[Ri1i2i3
j
;i4...ik+3 ] =
∞∑
m=0
1
m!
TmRi1i2i3
j
;i4...ik+3+mY
ik+3+1 ...Y ik+3+m .
The result follows. 
3.3 - Normal Variation of Spheres. We extend e further in order to study variations
of the base point, of the displacement of the centre, and of the immersion itself. Thus, for
t ∈]0,∞[, for y, z, w ∈ Rm+1 and for f, g ∈ C0(Sm), consider the function e(t, y, z, w, f, g) :
Sm → Rm+1 given by
e(t, y, z, w, f, g)(x) := Exp2(z, t(y + w), t(1 + t
2(f(x) + g(x)))x), (57)
and define P,Q :]0,∞[×Rm+1 × J0Sm → End(Rm+1) and R :]0,∞[×Rm+1 × J0Sm →
Rm+1 by
P (t, y, fx) := ∂ze(t, y, 0, 0, f, 0)(x),
Q(t, y, fx) := ∂we(t, y, 0, 0, f, 0)(x), &
R(t, y, fx) := ∂ge(t, y, 0, 0, f, 0)(x).
(58)
Heuristically, for any given vectors, U and V , and for any given function, g, the vectors
P (t, y, fx)U , Q(t, y, fx)V and R(t, y, fx)gx measure the respective infinitesimal variations
of the immersion e(t, y, f) at the point e(t, y, f)(x) arising from infinitesimal perturbations
of the base point, of the displacement of the centre, and of the immersion itself in the
directions of U , tV and t3g respectively.
Now define p, q :]0,∞[×Rm+1 × J0Sm → Rm+1 and r :]0,∞[×Rm+1 × J0Sm → R by
〈p(t, y, fx), U〉 := 〈A(e(t, y, fx))P (t, y, fx)U,N(t, y, fx)〉,
〈q(t, y, fx), V 〉 := 〈A(e(t, y, fx))Q(t, y, fx)V,N(t, y, fx)〉, &
r(t, y, fx)g := 〈A(e(t, y, fx))R(t, y, fx)g,N(t, y, fx)〉.
(59)
Heuristically, p, q and r measure the normal components of the above infinitesimal varia-
tions.
Proposition 3.3.1
p(t, y, fx) = Φ1(t, y, fx)x+ Φ2(t, y, fx), (60)
where
[Φ1] ∈ R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ]⊗R
0
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2,1,1,2),&
[Φ2] ∈ R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ]⊗R
−1
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2,1,1,2).
(61)
Furthermore
[p] = 〈X, ·〉+O(T 2). (62)
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Proof: Let ∂Z denote the formal partial derivative with respect to the variable Z. In
particular, [∂zExp2(z, y, x)|z=0] = ∂Z [Exp2(z, y, x)]|Z=0. However, by Proposition 2.5.3,
∂Z [Exp2(z, y, x)]|Z=0 ∈ R[X, Y ], &
∂Z [Exp2(z, y, x)]|Z=0 = I +O(‖X, Y ‖
2).
Substituting ty and t(1 + t2f(x))x for y and x respectively therefore yields
[∂ze(z, ty, t(1 + t
2f(x))x)|z=0] ∈ R∗[F ]⊗R∗,∗[X, Y ][[T ]](2,1,1), &
[∂ze(z, ty, t(1 + t
2f(x))x)|z=0] = I +O(T
2),
so that
[P ] ∈ R∗[F ]⊗R
0
∗,∗[X, Y ][[T ]](2,1,1), &
[P ] = I +O(T 2).
The result now follows from the self-adjointness of R (Proposition 2.1.1) and Propositions
2.4.2 and 3.2.4. 
Proposition 3.3.2
q(t, y, fx) = tΦ1(t, y, fx)x+ tΦ2(t, y, fx), (63)
where
[Φ1] ∈ R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ]⊗R
0
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2,1,1,2), &
[Φ2] ∈ R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ]⊗R
−1
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2,1,1,2).
(64)
Furthermore
[q] = T 〈X, ·〉+O(T 3). (65)
Proof: Let ∂W denote the formal partial derivative with respect to the variable W . In
particular, [∂wExp(y + tw, x)|w=0] = ∂W [Exp(y + tw, x)]|W=0. However, by Proposition
2.5.3,
∂W [Exp(y + tw, x)]|W=0 ∈ TR[X, Y ], &
∂W [Exp(y + tw, x)]|W=0 = TI + TO(‖X, Y ‖
2).
Substituting ty and t(1 + t2f(x))x for y and x respectively therefore yields
[∂we(z, ty, t(1 + t
2f(x))x)|w=0] ∈ TR∗[F ]⊗R∗,∗[X, Y ][[T ]](2,1,1), &
[∂we(z, ty, t(1 + t
2f(x))x)|w=0] = TI +O(T
3),
so that
[Q] ∈ TR∗[F ]⊗R
0
∗,∗[X, Y ][[T ]](2,1,1),
[Q] = TI +O(T 3).
The result now follows from the self-adjointness of R (Proposition 2.1.1) and Propositions
2.4.2 and 3.2.4. 
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Proposition 3.3.3
[r] ∈ T 3R∗[F ]⊗Q
0
∗,∗,∗[X, Y,∇F ][[T ]](2,1,1,2), (66)
and
[r] = T 3 +O(T 7). (67)
Proof: Consider first the case where Y = 0 and observe that
e(t, 0, 0, 0, f, g) = Exp(t(1 + t2(f(x) + g(x)))x).
In particular, since Ω is an exponential chart,
∂gExp(t(1 + t
2(f(x) + g(x)))x)|g=0 = t
3x,
so that R(t, 0, fx) = t
3x. Thus, by (42) and (43), since A(y)x = x and since 〈x,∇f(x)〉 = 0,
r(t, 0, fx) = t
3〈x,N(t, 0, fx)〉 = t
3‖Nˆ(t, x)‖−1g .
The result for Y = 0 now follows by Proposition 3.2.2. The result for general Y follows by
substituting for every generator Ri1i2i3
j
;i4...ik+3
of R its own Taylor series in Y about 0, as
in the proof of Proposition 3.2.4. 
3.4 - The Taylor Series of the Mean Curvature. We end this section by determining
the Taylor series of the mean curvature function. First recall that (c.f. [14]),
H(t, Y, fx) ∼
1
t
(
1−
t2
3
Ricpqx
pxq −
t2
n
(n+∆)f −
t3
4
Ricpq;rx
pxqxr
−
t3
3
Ricpq;rx
pxpY r −
t4
4
Ricpq;rsx
pxqxrY s + t4F (fx) +O(t
5)
)
,
(68)
where F is a curvature polynomial. More generally,
Proposition 3.4.1
H(t, y, fx) =
1
t
Tr(Φ1) + Tr(Φ2) +
1
t
Tr(Φ3t
2Hess(f) ◦ π) +
1
t
〈Φ5, t
2Hess(f) ◦ π〉, (69)
where
Φ1,Φ2,Φ3 ∈ R∗[F ]⊗Q
0
∗,∗[X, Y,∇F ]⊗R
0
∗,∗[X, Y,∇F ][[T ]](2,1,1,2,1,1,2), &
Φ4 ∈ R∗[F ]⊗Q
2
∗,∗[X, Y,∇F ][[T ]](2,1,1,2)
(70)
Proof: We first consider the case where Y = 0. Recall that
H =
1
‖∇fˆ‖g
∆fˆ −
1
‖∇fˆ‖3g
g(∇∇fˆ∇fˆ ,∇fˆ), (71)
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where ∆ here denotes the Laplace operator of the metric g. Furthermore, by (40),
∇fˆ =
1
r
(
y − tB(y)t2∇f(x)
)
. (72)
Now observe that, for all vectors U ,
DU∇f(x) =
1
r
Hess(f) ◦ π(U) +
1
r
〈U,∇f(x)〉
y
r
,
where π is the orthogonal projection along x. Differentiating (72), therefore yields, for all
U ,
∇U∇fˆ =
1
t
(
t
r
)
U −
1
t
(
t
r
)〈
U,
y
r
〉 y
r
−
(
t
r
)
DB(y;U)t2∇f −
1
t
(
t
r
)2
B(y)t2(Hess(f) ◦ π)(U)
+
1
t
(
t
r
)2 〈
U,
y
r
〉
B(y)t2∇f −
1
t
(
t
r
)2
〈U, t2∇f〉B(y)
y
r
+ Γ(U,∇fˆ),
and, bearing in mind that B(y)y = y and 〈y,∇f〉 = 0, we obtain
∆fˆ =
m
t
(
t
r
)
−
(
t
r
)
Tr(DB(y; ·)t2∇f)−
1
t
(
t
r
)2
Tr(B(y)t2(Hess(f) ◦ π))
+
1
t
Tr(Γ(·, tx))−
(
t
r
)
Tr(Γ(·, B(y)t2∇f))
=
1
t
Tr(Φ1) + Tr(Φ2) +
1
t
Tr(Φ3t
2Hess(f) ◦ π),
where
Φ1,Φ2,Φ3 ∈ R∗[F ]⊗Q
0
∗,∗[X,∇F ]⊗R
0
∗,∗[X,∇F ][[T ]](2,1,2,1,2).
Likewise,
g(∇∇fˆ∇fˆ ,∇fˆ) =
1
t
(
t
r
)3
〈B(y)t2∇f, t2∇f〉+ 〈A(y)Γ(∇fˆ ,∇fˆ),∇fˆ〉
−
(
t
r
)
〈A(y)DB(y;∇fˆ)t2∇f∇fˆ〉
−
1
t
(
t
r
)4
〈t2(Hess ◦ π)B(y)t2∇f, B(y)t2∇f〉.
(73)
However, for any symmetric bilinear form, Mij , and for any vector V
i,
δijδ
ipMpqB
q
rV
rBjsV
s = (δipδjq)Mpq(δjbB
b
cV
c)(δirB
r
sV
s)
= (δipδjq)Mpq(B
b
jδbcV
c)(Bri δrsV
s),
20
Eternal Forced Mean Curvature Flows II - Existence
so that
〈MB(y)t2∇f, B(y)t2∇f〉 = 〈M,Ψ〉,
for some Ψ ∈ R∗[F ]⊗Q
2
∗,∗[X,∇F ][[T ]](2,1,2).
Now, by (40), ∇fˆ contains a term in x that does not carry a factor of t. We need to
show that this term in x is not repeated in any non-trivial component of (73). However,
since Dxx = ∇xx = 0, we have Γ(x, x) = 0, so that, for all U ,
〈A(y)Γ(x, x), U〉 = 0.
Next, since g(y)(x, x) = 1 for all y, we obtain, for all vectors U ,
0 = g(y)(∇Ux, x) = g(y)(DUx+ Γ(U, x), x),
so that
〈A(y)Γ(U, x), x〉 = 〈A(y)Γ(x, U), x〉 = −〈A(y)DUx, x〉 = −
1
r
〈A(y)π(U), x〉 = 0.
Finally, since Dx∇f = 0, and since 〈B(y)t
2∇f, x〉 = 0 for all y, we have
〈DB(y, x)t2∇f, x〉 = Dx〈B(y)t
2∇f, x〉 = 0,
and we conclude that the term in x is not repeated in any non-trivial component of (73),
as desired. It follows that
g(∇∇fˆ∇fˆ ,∇fˆ) =
1
t
Φ4 + Φ5 + 〈Φ6, t
2(Hess ◦ π)〉,
where
Φ4,Φ5 ∈ R∗[F ]⊗Q
0
∗,∗[X,∇F ][[T ]](2,1,2), &
Φ6 ∈ R∗[F ]⊗Q
2
∗,∗[X,∇F ][[T ]](2,1,2).
and the result for Y = 0 now follows by Proposition 3.2.2. The general case follows by
substituting for every generator Ri1i2i3
j
;i4...ik+3 of R its own Taylor series in Y about 0,
as in the proof of Proposition 3.2.4. This completes the proof. 
4 - Asymptoti Expansions and Formal Solutions.
4.1 - Asymptotic Expansions. In order to save on notation, which would otherwise
quickly get out of hand, we shall no longer be so explicit about the definition of curvature
polynomials, leaving the reader to infer how they are constructed in each case. We now
reformulate the results of the previous sections in a manner that will allow us to construct
formal solutions later on. To this end, we introduce the terminology of asymptotic expan-
sions for functions defined near t = 0. Thus, let E be a finite-dimensional vector bundle
over some finite-dimensional base B. Let φ :]0,∞[×E → R be a smooth function. Let
21
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(φk) be a sequence of smooth functions, where, for all k, φk : E
⊗k → R. For a formal
power series ξx(t) ∼
∑∞
k=0 t
kξk,x in E, we write
φ(t, ξx) ∼
∞∑
k=0
tkφk(ξ0,x, ..., ξk,x) (74)
to mean that for all N ≥ 0, there exists a smooth function RN : [0,∞[×E
⊗(N+1) → R
such that
φ
(
t,
N∑
k=0
tkξx,k
)
=
N∑
k=0
tkφk(ξ0,x, ..., ξk,x) + t
N+1RN (t, ξx,0, ..., ξx,N). (75)
It is of fundamental importance in our definition that the remainder term, RN , be smooth
also at t = 0, as it would otherwise be of little use to us.
Proposition 4.1.1
There exists a sequence (Pk) of curvature polynomials such that for all formal power series
Y ∼
∑∞
k=0 t
kYk of vectors in R
m+1 and fx ∼
∑∞
k=0 t
kfk,x of germs in J
0Sm, and for all
vectors U ,
t〈p(t, y, fx), U〉 ∼ t〈x, U〉+
∞∑
k=0
tk〈Pk(f0,x, ..., fk−3,x, Y0, ..., Yk−3), U〉, (76)
and Pk = 0 for k ≤ 2.
Proof: By Proposition 3.3.1, there exists a smooth function P˜ such that 〈p(t, Y, fx), U〉 =
〈x, U〉+ t2〈P˜ (t, Y, fx), U〉. Furthermore, since the coefficients of the Taylor series of P˜ in t
are all curvature polynomials, there exists a sequence (P˜k) of curvature polynomials such
that
P˜ (t, Y, fx) ∼
∞∑
k=0
tkP˜k(f0,x, ..., fk,x, Y0, ..., Yk).
It follows that
t〈p(t, Y, fx), U〉 ∼ t〈x, U〉+
∞∑
k=3
tk〈P˜k−3(f0,x, ..., fk−3,x, Y0, ..., Yk−3), U〉,
as desired. 
Proposition 4.1.2
There exists a sequence (Qk) of curvature polynomials such that for all formal power series
Y ∼
∑∞
k=0 t
kYk and V ∼
∑∞
k=0 t
kVk of vectors in R
m+1 and fx ∼
∑∞
k=0 t
kfk,x of germs in
J0Sm,
t〈q(t, Y, fx), V 〉 ∼
∞∑
k=0
tk (〈x, Vk−2〉+Qk(f0,x, ..., fk−4,x, Y0, ..., Yk−4, V0, ..., Vk−4)) , (77)
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where Qk = 0 for k ≤ 3.
Proof: By Proposition 3.3.2, there exists a smooth function Q˜ such that 〈q(t, Y, fx), V 〉 =
t〈x, V 〉 + t3〈Q˜(t, Y, fx), V 〉. Furthermore, since the coefficients of the Taylor series of Q˜
in t are all curvature polynomials, there exists a sequence (Q˜k) of curvature polynomials
such that
〈Q˜(t, Y, fx), V 〉 ∼
∞∑
k=0
tkQ˜k(f0,x, ..., fk,x, Y0, ..., Yk, V0, ..., Vk).
It follows that,
t〈q(t, Y, fx), V 〉 ∼
∞∑
k=2
tk〈x, Vk−2〉+
∞∑
k=4
Q˜k−4(f0,x, ..., fk−4,x, Y0, ..., Yk−4, V0, ..., Vk−4),
as desired. 
Proposition 4.1.3
There exists a sequence (Rk) of curvature polynomials such that for all formal power series
Y ∼
∑∞
k=0 t
kYk of vectors in R
m+1 and fx ∼
∑∞
k=0 t
kfk,x and gx ∼
∑∞
k=0 t
kgk,x of germs
in J0Sm,
tr(t, Y, fx)gx ∼
∞∑
k=0
tk
(
t4gk,x +Rk(Y0, ..., Yk−4, f0,x, ..., fk−4,x, t
4g0,x, ..., t
4gk−4,x)
)
, (78)
where Rk = 0 for k ≤ 4.
Proof: By Proposition 3.3.3, there exists a smooth function R˜ such that r(t, Y, fx) =
t3 + t7R˜(t, Y, fx). Furthermore, since the coefficients of the Taylor series of R˜ in t are all
curvature polynomials, there exists a sequence (R˜k) of curvature polynomials such that
R˜(t, Y, fx) ∼
∞∑
k=0
tkR˜k(Y0, ..., Yk, f0,x, ..., fk,x).
Thus
t4R˜(t, Y, fx)gx ∼
∞∑
k=0
tk
k∑
l=0
R˜l(Y0, ..., Yl, f0,x, ..., fl,x)(t
4gk−l,x).
It follows that
tR(t, Y, fx)gx ∼
∞∑
k=0
tk(t4gk,x) +
∞∑
k=4
tk
k−4∑
l=0
R˜l(Y0, ..., Yl, f0,x, ..., fl,x)(t
4gk−l−4,x),
as desired. 
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Proposition 4.1.4
There exists a sequence (Hk) of curvature polynomials such that for all formal power series
Y ∼
∑∞
k=0 t
kYk of vectors in R
m+1 and fx ∼
∑∞
k=0 t
kfk,x of germs in J
2Sm,
1
t
(
H(t, Y, f)−
1
t
)
∼
∞∑
k=0
tk
(
−
1
n
(n+∆)fk,x −
1
4
Ricpq;rsx
pxqxrY sk−2
−
1
3
Ricpq;rx
pxqY rk−1 +Hk(Y0, ..., Yk−3, f0,x, ..., fk−2,x)
)
,
(79)
where, by convention, Yk = 0 for k < 0. Furthermore,
H0 = −
1
3
Ricpqx
pxq, &
H1 = −
1
4
Ricpq;rx
pxqxr.
(80)
Proof: Consider the formula (68) for H. Trivially,
1
n
(n+∆)fx ∼
∞∑
k=0
tk
1
n
(n+∆)fk,x,
t
3
Ricpq;rx
pxqY r ∼
∞∑
k=1
tk
3
Ricpq;rx
pxqY rk−1, &
t2
4
Ricpq;rsx
pxqxrY s ∼
∞∑
k=2
tk
4
Ricpq;rx
pxqxrY rk−2.
Since F is a curvature polynomial, there exists a sequence (Fk) of curvature polynomials
such that
F (fx) ∼
∞∑
k=0
tkFk(f0,x, ..., fk,x).
In particular
t2F (fx) ∼
∞∑
k=2
tkFk−2(f0,x, ..., fk−2,x).
Finally, denote the remainder term in (68) by t5G(t, Y, f). Since every coefficient in the
Taylor series of G in t about 0 is a curvature polynomial, there exists a sequence (Gk) of
curvature polynomials such that
G(t, Y, f) ∼
∞∑
k=0
tkGk(Y0, ..., Yk, f0,x, ..., fk,x).
In particular
t3G(t, Y, f) ∼
∞∑
k=3
tkGk−3(Y0, ..., Yk−3, f0,x, ..., fk−3,x),
and the result follows upon combining these terms. 
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4.2 - Flows of Surfaces. We now extend our framework to the time-dependent case
which interests us. Thus, let M be an (m + 1)-dimensional Riemannian manifold with
metric g, let R be its Riemann curvature tensor, let S be its scalar curvature function, and
suppose that S is of Morse-Smale type. Let γ : R → M be a complete integral curve of
−∇S with relatively compact image. In particular (c.f. [13]), γ(t) converges exponentially
to critical points of S as t tends to ±∞, and its derivatives to all orders decay exponentially
at infinity.
For convenience, we suppose thatM has unit injectivity radius. We identify the bundle
γ∗TM with the product bundle R×Rm+1 via parallel transport. For all t ∈ R, define the
metric gt over R
m+1 by gt := Exp
∗
γ(t)g, where Expγ(t) here denotes the exponential map
of M about the point γ(t). In particular, for all t, the metric gt is of the type introduced
in Section 2.1. Furthermore, the family (gt) converges exponentially in the C
∞
loc sense to
metrics g±∞ as t tends to ±∞ and its time derivatives to all orders also decay exponentially
at infinity.
As in Section 2.5, for all t ∈ R, let Expt : Ω2 → R
m+1 be the exponential map of gt.
That is, for all (x, y) ∈ Ω2, the curve s 7→ Expt(x, sy) is the unique geodesic with respect
to gt leaving the point x in the direction of the vector y. For s > 0, and for bounded
functions Y ∈ C0(R,Rm+1) and f ∈ C0(R× Sm), define e(s, Y, f) : R× Sm → Rm+1 by
e(s, Y, f)(t, x) := Expt(sY (t), s(1 + s
2f(t, x))x). (81)
Heuristically, e(s, Y, f) is a continuous family of immersed spheres all of radius approxi-
mately s, with centres displaced by the function Y . Composing with Expγ(s) then yields a
continuous family of small immersed spheres in M which move along the geodesic γ. We
will show that for sufficiently small s and for correct choices of Y and f , this family yields
a forced mean curvature flow of immersed spheres in M with forcing term 1/s.
For all k, let Jk(R,Rm+1) denote the bundle of k-jets over R taking values in Rm+1.
For all (k, l), let Jk,l(R×Sm,R) denote the bundle of (k, l)-jets over R×Sm taking values
in R, that is, the bundle of R-valued jets that are of order at most k in R and at most l
in Sm. Observe that Jk,l(R × Sm,R) is actually also a bundle over R and we denote by
J := Jk,l its fibrewise cartesian product with Jk(R,Rm+1). In other words, an element of
Jk,l is a pair (Yt, ft,x) where Yt is the jet of an R
m+1-valued function over R at the point
t, and ft,x is the jet of an R-valued function over R× S
m at the point (t, x).
Define the functions N :]0,∞[×J → Sm and H :]0,∞[×J → R such that for all
s ∈]0,∞[ and for all (Yt, ft,x) ∈ J , N(s, Yt, ft,x) and H(s, Yt, ft,x) are respectively the
outward-pointing unit normal of the immersion e(s, Y, f)(t, ·) at the point e(s, Y, f)(t, x)
and its mean curvature at that point, both with respect to the metric gt. Define V :
]0,∞[×J → Rm+1 by
V (s, (Yt, ft,x)) := ∂rExp
−1
γ(t)(Expγ(r)(e(s, Y, f)(t+ r, x)))|r=0. (82)
Heuristically, this vector field measures the variation of the immersion e(s, Y, f) at the
point e(s, Y, f)(t, x) as we move along the flow. Finally, define Φ :]0,∞[×J → R by
Φ(s, (Yt, ft,x)) :=
1
s
(
H(s, (Yt, ft,x))−
1
s
)
+ s〈V (s, (Yt, ft,x)), N(s, (Yt, ft,x))〉. (83)
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For all s, Φ(s, ·) is the forced mean curvature flow operator (with forcing term 1/s).
In particular, it is a quasi-linear parabolic partial differential operator whose zeroes are
(reparametrised) forced mean curvature flows with forcing term 1/s.
Proposition 4.2.1
There exists a sequence (Φk) of curvature polynomials such that for all formal power series
(Yt, ft,x) ∼
∑∞
k=0 s
k(Yt, ft,x) of germs in J ,
Φ(s, Yt, ft,x) ∼
∞∑
k=0
sk
[〈(
∂
∂t
+
(m+ 1)
2(m+ 3)
Hess(S)
)
Yk−2,t, x
〉
+
(
s4
∂
∂t
+
1
m
(m+∆)
)
fk,x,t
+
(
1
4
Rict,ab;cdx
axbxcY dk−2,t −
(m+ 1)
2(m+ 3)
St,;abx
aY bk−2,t
)
−
1
3
Rict,ab;cx
axbY ck−1,t
+Φk(f0,x,t, ..., fk−2,x,t, s
4f˙0,x,t, ..., s
4f˙k−4,x,t, Y0,t, ..., Yk−3,t, Y˙0,t, ..., Y˙k−4,t)
]
,
(84)
where Rict and St denote respectively the Ricci and Scalar curvatures of M at the point
γ(t), and, by convention, Yk = 0 for k < 0. Furthermore, the curvature polynomials Φ0
and Φ1 are given by
Φ0 = −
1
3
Ricabx
axb,
Φ1 = −
1
4
Ricab;cx
axbxc +
(m+ 1)
2(m+ 3)
S;ax
a.
(85)
Remark: Importantly, since they are curvature polynomials, the functions (Φk) vary with
t only insofar as the curvature tensor itself, along with its derivatives, vary with t, and
the same can also be said for the remainder terms in the asymptotic series. In particular,
since the flow γ has relatively compact image in M , the derivatives of all these functions
to all orders are uniformly bounded independent of s and t.
Remark: Observe that, as in Proposition 4.1.3, in every remainder term of this asymptotic
series, the term f˙k only ever appears accompanied by the factor s
4.
Proof: Indeed
V (t, (Yt, ft,x)) = P (t, (Yt, ft,x))γ˙ +Q(t, (Yt, ft,x))Y˙t +R(t, (Yt, ft,x))f˙t,x.
Furthermore, since γ is a gradient flow of S,
γ˙ = −
(m+ 1)
2(m+ 3)
S;ax
a.
The result now follows by Propositions 4.1.1, 4.1.2, 4.1.3 and 4.1.4. 
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4.3 - Parabolic Operators I - The Finite Dimensional Case. We first aim to
determine formal solutions of the equation Φ(s, Y, f) = 0 for small values of s. To this
end, we introduce the following functional analytic framework. For a finite-dimensional
vector space, E, and for α ∈]0, 1], define the Ho¨lder seminorm of order α over C0(R, E)
by
[f ]α := Sup
0<|s−t|≤1
‖f(s)− f(t)‖
|s− t|
α . (86)
For all k and for all α ∈]0, 1], define the Ho¨lder norm of order (k, α) over Ck(R, E) by
‖f‖k,α :=
k∑
i=0
‖∂itf‖0 + [∂
k
t f ]α, (87)
where ‖ · ‖0 denotes the uniform norm. For all (k, α), define the Ho¨lder space of order
(k, α) by
Ck,α(R, E) :=
{
f ∈ Ck(R, E) | ‖f‖k,α <∞
}
. (88)
Recall that Ck,α furnished with the norm ‖ · ‖k,α constitutes a Banach space.
Define the operator P : C1,α(R,Rm+1)→ C0,α(R,Rm+1) by
PY =
(
∂
∂t
+
(m+ 1)
2(m+ 3)
Hess(S)
)
Y. (89)
Observe that this operator corresponds to the first summand in the asymptotic expansion
(84) of Φ. Furthermore, since S is of Morse-Smale type, P is Fredholm and surjective. In
addition, since every function in Ker(P ) decays exponentially at infinity (c.f. [13]), the
L2 orthogonal complement, Ker(P )⊥, of Ker(P ) in C1,α(R,Rm+1) is well-defined. The
restriction of P to Ker(P )⊥ is invertible, and we denote its inverse by G.
We will also be interested in families of constant coefficient parabolic operators over
C1(R, E). Thus, for an invertible linear map A : E → E, which, for convenience, we
take to be symmetric with respect to some fixed metric over E, and for ǫ > 0, define
Pǫ : C
1(R, E)→ C0(R, E) by
Pǫf := (ǫ∂t − A)f. (90)
It follows from the invertibility of A that Pǫ as also invertible. In fact, its Green’s operator,
which we denote by Gǫ, is given by
Gǫf(t) = −
1
ǫ
∫ t
−∞
e−
1
ǫ
(t−s)A+f(s)ds+
1
ǫ
∫ ∞
t
e−
1
ǫ
(t−s)A−f(s)ds. (91)
where A+ (resp. A−) denotes the composition of A with the orthogonal projection onto
the direct sum of its eigenspaces of positive (resp. negative) eigenvalue. In order to obtain
uniform estimates on the operator norm of Gǫ, it is useful to introduce a weighting factor
into the Ho¨lder norm. Thus, for all (k, α) and for all ǫ > 0, define the weighted Ho¨lder
norm of order (k, α) and weight ǫ by
‖f‖k,α,ǫ :=
k∑
i=0
ǫi‖∂itf‖0 + ǫ
k[∂itf ]α (92)
Observe that, for all ǫ, the norm ‖ · ‖k,α,ǫ is uniformly equivalent to the norm ‖ · ‖k,α, so
that Ck,α(R× E) is also a Banach space with respect to every weighted Ho¨lder norm.
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Proposition 4.3.1
There exists B > 0, which only depends on the matrix A, such that for all ǫ > 0, and for
all f ∈ C0,α(R, E),
‖Gǫf‖1,α,ǫ ≤ B‖f‖0,α (93)
Proof: Since both Pǫ and Gǫ preserve the eigenspaces of A, we may suppose that E = R
and that A = λ > 0. Thus
Gǫf(t) = −
1
ǫ
∫ t
−∞
e−
λ(t−s)
ǫ f(s)ds = −
1
ǫ
∫ ∞
0
e−
λs
ǫ f(t− s)ds.
Now fix f ∈ C0,α(R,R). For all t,
|Gǫf(t)| ≤
1
ǫ
∫ ∞
0
e−
λ
ǫs |f(s)|ds ≤
1
λ
‖f‖0,
and taking the supremum over all t yields ‖Gǫf‖0 ≤
1
λ
‖f‖0. Likewise, for all 0 < |t− t
′| ≤
1,
|Gǫf(t)−Gǫf(t
′)| ≤
1
ǫ
∫ ∞
0
e−
λ
ǫ
s |f(t− s)− f(t′ − s)| ≤
1
λ
|t− t′|
α
[f ]α.
Dividing both sides by |t− t′|
α
, and taking the supremum over all t yields [Gǫf ]α ≤
1
λ
[f ]α.
Combining these relations yields ‖Gǫf‖0,α ≤ ‖A‖
−1‖f‖0,α. Finally, by definition of Gǫ,
ǫ∂tGǫf = λGǫf +f , so that ǫ‖∂tGǫf‖0,α ≤ λ‖Gǫf‖0,α+‖f‖0,α ≤ 2‖f‖0,α. This completes
the proof. 
4.4 - Parabolic Operators II - the Infinite-Dimensional Case. For all α ∈]0, 1],
define the Ho¨lder seminorms of order α over C0(R× Sm) by
[f ]x,α := Sup
t,x6=y
|f(t, x)− f(t, y)|
‖x− y‖α
,
[f ]t,α := Sup
x,0|t−s|≤1
|f(s, x)− f(t, x)|
|s− t|
α .
(94)
For all k ∈ N, let Ckin(R × S
m) be the set of all functions f : R × Sm → R which are
continuously differentiable i times in the x direction and j times in the t direction for all
i + 2j ≤ 2k. For all k ∈ N and for all α ∈]0, 1/2], define the inhomogeneous Ho¨lder
norm of order (k, α) over Ckin(R× S
m) by
‖f‖k,α,in :=
∑
i+2j≤2k
‖DixD
j
t f‖0 +
∑
i+2j=2k
[DixD
j
t f ]x,2α +
∑
i+2j=2k
[DixD
j
t f ]t,α. (95)
For all k, α, define the inhomogeneous Ho¨lder space of order (k, α) by
Ck,αin (R× S
m) :=
{
f ∈ Ckin(R× S
m) | ‖f‖k,α,in <∞
}
. (96)
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Recall that Ck,αin (R× S
m) furnished with the norm ‖ · ‖k,α,in constitutes a Banach space.
More generally, for all (k, α) and for all ǫ > 0, define the weighted inhomogeneous
Ho¨lder norm of order (k, α) and weight ǫ over Ckin(R× S
m) by
‖f‖k,α,in,ǫ :=
∑
i+2j≤2k
ǫj‖DixD
j
t f‖0 +
∑
i+2j=2k
ǫj [DixD
j
t f ]x,2α +
∑
i+2j=2k
ǫj [DixD
j
t f ]t,α. (97)
For all ǫ > 0, the norm ‖·‖k,α,in,ǫ is uniformly equivalent to the norm ‖·‖k,α,in and it follows
that Ck,αin (R× S
m) is also a Banach space with respect to every weighted inhomogeneous
Ho¨lder norm.
For all s > 0, define the operator Qs : C
1,α
in (R× S
m)→ C0,αin (R× S
m) by
Qsf :=
(
s4
∂
∂t
+
1
m
(
m+∆
))
f, (98)
where, as in Section 3, ∆ denotes the Laplacian of the standard metric over Sm. Observe
that this operator corresponds to the second summand in the asymptotic expansion (84)
of Φ. Furthermore, the operator (m+∆) defines a self-adjoint operator over L2(Sm) with
kernel H1, the space of restrictions to S
m of linear functions over Rm+1. In particular,
(m + ∆) restricts to an invertible mapping of H⊥1 to itself. With this in mind, for all k
and for all α, we define
Cˆk,αin (R× S
m) :=
{
f ∈ Ck,αin (R× S
m) |
∫
Sm
f(t, x)xidVol = 0 ∀1 ≤ i ≤ m+ 1
}
, (99)
and it follows from the classical theory of parabolic operators that, for all s, Qs restricts to
an invertible mapping from Cˆ1,αin (R×S
m) into Cˆ0,αin (R×S
m). Uniform norm estimates for
Green’s operators in the infinite-dimensional setting differ significantly from those obtained
in the finite-dimensional setting. Indeed,
Lemma 4.4.1
There exists B > 0 such that for all s ≤ 1 and for all f ∈ Cˆ0,αin (R× S
m)
‖Hsf‖1,α,in,s4 ≤ Bs
−4α‖f‖0,α,in. (100)
Remark: Although it may appear that this weaker estimate is merely a consequence of
the naive approach to the proof, the study of solutions of the heat equation in euclidean
space appears to indicate that it is probably optimal.
Remark: Alternatively, it may appear that this weaker estimate arises from the unusual
definition (97) of the weighted inhomogenous Ho¨lder norm. Indeed, it would surely have
made more sense to have multiplied the third summand of (97) by a factor of ǫα, for in
this case the factor of s−4α would not have appeared in (100). However, we have chosen
the above definition so that the operator s4∂t has unit norm with respect to the norms
‖ · ‖1,α,in,s4 and ‖ · ‖0,α,in, as this ensures that other factors of s
−4α do not enter into our
reasoning in places where they would be more of a technical nuisance.
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Proof: For all s > 0, define the isomorphism Ds of C
k,α
in (R×S
m) by Dsf(t, x) = f(s
4t, x).
For all s ≤ 1, and for all f ∈ C0,αin (R× S
m), ‖Dsf‖0,α,in ≤ ‖f‖0,α,in. On the other hand,
for all s ≤ 1 and for all f ∈ C1,αin (R× S
m), ‖D−1s f‖1,α,in,s4 ≤ t
−4α‖f‖1,α,in. However, for
all s, Qs = D
−1
s Q1Ds. The result follows. 
Observe that H1 is really the space of eigenfunctions of ∆ of eigenvalue m. More
generally, the decomposition of L2(Sm) into eigenspaces of ∆ actually yields better esti-
mates for ‖Hsf‖1,α,in,s4 in the case where f(t, ·) is the restriction to S
m of an s-dependent
polynomial function of bounded order. Indeed, for all l, let Hl ⊆ L
2(Sm) be the space
of spherical harmonics of order l over Sm, that is, the space of eigenfunctions of the
operator ∆ with eigenvalue l(m+ l − 1). Recall that, for all l, Hl is the restriction to S
m
of the space of homogeneous harmonic polynomials of order l over Rm+1. In particular,
any polynomial of order l over Rm+1 restricts to an element of H0⊕ ...⊕Hl over Sm. Now
define
Hˆl := ⊕
l
i=0,i6=1Hi. (101)
Observe that Hˆl is contained in H
⊥
1 for all l. Furthermore, for all l and for all (k, α),
Ck,α(R, Hˆl) naturally identifies with a subspace of Cˆ
k,α
in (R× S
m). In particular, for all s,
Qs restricts to a mapping from C
1,α(R, Hˆl) to C
0,α(R, Hˆl). Furthermore, this restriction
is invertible for all s, and Proposition 4.3.1 now yields
Proposition 4.4.2
For all l ∈ N, there exists Bl > 0 such that for all f ∈ C
0,α(R, Hˆ≤l) and for all ǫ,
‖Hsf‖1,α,in,s4 ≤ Bl‖f‖0,α,in.
4.5 - More on Spherical Harmonics. A tensor T i1...ik is said to be isotropic whenever
Ai1j1 ...A
ik
jk
T j1...jk = T i1...ik , (102)
for all i1, ..., ik and for every special-orthogonal matrix A. Given two symmetric tensors
T i1...ik1 and T
i1...il
2 , their symmetric product is given by
(T1 ⊙ T2)
i1...ik+l :=
∑
σ∈Σ˜k,l
T
iσ(1)...1σ(k)
1 T
iσ(k+1)...1σ(k+l)
2 , (103)
where Σ˜k,l denotes the set of permutations of the set {1, ..., k+ l} such that σ(1) < ... <
σ(k) and σ(k+1) < ... < σ(k+ l). Let δ be as in Section 2.1. In particular, δ is symmetric
and isotropic. Furthermore, for all k, its k’th symmetric power, δ⊙k, is also a symmetric
and isotropic tensor. In fact, up to rescaling, these are the only ones.
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Lemma 4.5.1
The space of symmetric, isotropic tensors of order k is 1-dimensional when k is even, and
0-dimensional when k is odd.
Proof: Indeed, the space of symmetric tensors of order k is isomorphic to the space
of homogeneous polynomials of the same order. However, since an SO(m + 1)-invariant
polynomial is constant over every sphere centred on the origin, it is determined by its
restriction to any straight line passing through the origin, and when, in addition, this
polynomial is homogeneous, it is determined by its value at a single point. It follows that
this space has dimension at most 1. Now observe that the restriction of a homogeneous
polynomial to a straight line through the origin is even when its order is even, and odd
when its order is odd. However, by SO(m + 1)-invariance again, the restrictions of the
polynomials considered here are always even. It follows that there are no non-trivial
symmetric, isotropic tensors of odd order, and that every symmetric isotropic tensor of
even order k is a scalar multiple of δ⊙k. This completes the proof. 
Given the tensor T i1...ik+2 , define the contraction δxT by
(δxT )i1...ik = δpqT
i1...ikpq. (104)
Lemma 4.5.2
For any symmetric tensor T of order k,
δx(δ ⊙ T ) = (m+ 2k + 1)T + δ ⊙ (δxT ). (105)
Proof: Observe that
(δ ⊙ T )i1...ik+2 =
∑
1≤p<q≤k+2
δipiqT i1...ip−1ip+1...iq−1iq+1...ik+2.
Thus
δik+1ik+2(δ ⊙ T )
i1...ik+2 = δik+1ik+2δ
ik+1ik+2T i1...ik
+ δik+1ik+2
∑
1≤p≤k
δipik+2T i1...ip−1ip+1...ik+1
+ δik+1ik+2
∑
1≤p≤k
δipik+1T i1...ip−1ip+1...ikik+2
+
∑
1≤p,q≤k
δipiq
(
δik+1ik+2T
i1...ip−1ip+1...iq−1iq+1...ik+2
)
= [(m+ 1)T + 2kT + δ ⊙ (δxT )]
i1...ik ,
and the result follows. 
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Lemma 4.5.3
For all k,
δxδ⊙k = k(m+ 2k − 1)δ⊙(k−1). (106)
Proof: We proceed by induction. First observe that δxδ = (m+1). Next, suppose that it
holds for k, then, by (105) and the inductive hypothesis,
δxδ⊙(k+1) = δx(δ ⊙ δ⊙k)
= (m+ 4k + 1)δ⊙k + δ ⊙ (δxδ⊙k)
= ((m+ 4k + 1) + k(m+ 2k − 1)) δ⊙k
= (k + 1)(m+ 2(k + 1)− 1)δ⊙k,
and the result follows. 
Lemma 4.5.4
For all k, ∫
Sm
xi1 ...xi2kdVol =
Vol(Sm)(m− 1)!!
k!(m+ 2k − 1)!!
δ⊙k,&∫
Sm
xi1 ...xi2k+1dVol = 0.
(107)
Proof: For all l, denote
M i1...ill :=
∫
Sm
xi1 ...xildVol.
Since Ml is symmetric and isotropic, it follows by Lemma 4.5.1 that Ml vanishes when l is
odd, and when l =: 2k is even Ml = Ckδ
⊙k for some constant Ck. It remains to show that
Ck =
Vol(Sm)(m− 1)!!
k!(m+ 2k − 1)!!
for all k. We prove this by induction on k. Indeed, C0 = Vol(S
m). Now suppose that it
holds for k. Since ‖x‖2 = 1 over Sm, for all k,
(δxM2(k+1))
i1...i2k = δi2k+1i2k+2
∫
Sm
xi1 ...xi2k+2dVol =
∫
Sm
xi1 ...xi2kdVol =M i1...i2k2k ,
so that, by (106) and the induction hypothesis,
Ck+1 =
1
(k + 1)(m+ 2k + 1)
Ck =
Vol(Sm)(m− 1)!!
(k + 1)!(m+ 2k + 1)!!
,
and the result follows. 
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Proposition 4.5.5
The functions (xi)1≤i≤m+1 constitute an orthogonal basis of H1 with respect to the L
2
inner product over Sm.
Proof: These functions trivially constitute a basis of H1. Furthermore, by Lemma 4.5.4,
for all 1 ≤ i, j ≤ m+ 1, ∫
Sm
xixjdVol =
Vol(Sm)
(m+ 1)
δij ,
and orthogonality follows. 
Let Π : L2(Sm)→ H1 be the orthogonal projection.
Proposition 4.5.6
Π
(
1
4
Ricab;cx
axbxc −
(m+ 1)
2(m+ 3)
S;ax
a
)
= 0, (108)
and, for any fixed vector V ,
Π
(
1
4
Ricab;cdx
axbxcV d −
(m+ 1)
2(m+ 3)
S;abx
aV b
)
= 0. (109)
Remark: Observe that (109) corresponds to the third summand in the asymptotic series
(84) of Φ.
Proof: Indeed, bearing in mind Lemma 4.5.4, for all 1 ≤ i ≤ m+ 1,∫
Sm
(
1
4
Ricab;cx
axbxc −
(m+ 1)
2(m+ 3)
S;ax
a
)
xidVol
=
Vol(Sm)
4(m+ 1)(m+ 3)
Ricab;c(δ
abδci + δacδbi + δaiδbc)−
Vol(Sm)
2(m+ 3)
S;aδ
ai.
The first relation now follows by the second Bianchi identity and the second follows upon
taking its formal derivative. 
Proposition 4.5.7
Π
(
1
3
Ricabx
axb
)
= 0, (110)
and, for any fixed vector V ,
Π
(
1
3
Ricab;cx
axbV c
)
= 0, (111)
Remark: Observe that (111) corresponds to the fourth summand in the asymptotic series
(84) of Φ.
Proof: The first relation follows directly from Lemma 4.5.4 and the second relation follows
upon taking the formal derivative. 
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4.6 - Formal Solutions.
Theorem 4.6.1
There exist increasing sequences (Ck) of positive constants and (nk) of positive integers
with the property that, for all s, there exist canonical sequences (Yk,s) ∈ C
1,α(R,Rm+1)
and (fk,s) ∈ Cˆ
1,α
in (R× S
m) such that, for all k,
fk,s ∈ C
1,α(R, Hˆnk),
‖fk,s‖1,α,in,s4 ≤ Ck, &
‖Yk,s‖1,α ≤ Ck,
(112)
and, for all N , ∥∥∥∥∥Φ
(
s,
N−1∑
k=0
skYk,s,
N∑
k=0
skfk,s
)∥∥∥∥∥
0,α,in
≤ Cks
N+1. (113)
Proof: We prove this by induction. First define the projection Π : Ck,αin (R × S
m) →
Cˆk,α(R,H1) by
Π(f)(t, x) :=
m+1∑
i=0
(m+ 1)
Vol(Sm)
∫
Sm
f(t, x)xidVolxi.
That is, for each t, Π(f)(t, ·) is the L2-orthogonal projection of the function f(t, ·) onto
H1. Observe, that, for all l, for all f ∈ C
1,α(R, Hˆl) and for all s,
ΠQsf = 0, (114)
so that, by Proposition 4.5.7, the terms up to order k in the asymptotic expansion of ΠΦ
only depend on the asymptotic expansions of f and Y up to order k − 2. Finally, define
Π⊥ := Id− Π.
Fix s > 0, and define f0,s := −HsΦ0. By Proposition 4.5.7, Φ0 ∈ C
0,α(R, Hˆ2), and
since the restriction of QsHs to this space equals the identity, it follows that with f0,s so
defined, the term of order 0 in the asymptotic expansion (84) of Φ vanishes. Furthermore,
by Proposition 4.4.2, there exists C0 > 0 such that ‖f0,s‖1,α,in,s4 ≤ C0 for all s. Finally,
by Propositions 4.5.6 and 4.5.7, the terms of order 0 and 1 in the asymptotic expansion of
ΠΦ both vanish.
Now suppose that we have defined C0, ..., Ck, n0, ..., nk, f0,s, ..., fk,s, Y0,s, ..., Yk−1,s such
that the terms up to order k and k+ 1 in the asymptotic expansions of Φ and ΠΦ respec-
tively all vanish, for all s, and for all 0 ≤ l ≤ k,
fl,s ∈ C
1,α(R, Hˆnl),
‖fl,s‖1,α,in,s4 ≤ Cl,
and for all 0 ≤ l ≤ k − 1,
‖Yl,s‖1,α ≤ Cl.
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Define
Yk,s := −G ◦Π ◦ Φk+2(f0,s, ..., fk,s, s
4f˙0,s, ..., s
4f˙k−2,s, Y0,s, ..., Yk−1,s, Y˙0,s, ..., Y˙k−2,s),
and define fk+1,s := −HsΠ
⊥Ψk+1,s, where
Ψk+1,s =
(
1
4
Ricpq;rsx
pxqxrY sk−1,s −
(m+ 1)
2(m+ 3)
S;pqx
pY qk−1,s
)
−
1
3
Ricpq;rx
pxqY rk,s
+ Φk+1(f0,s, ..., fk−1,s, s
4f˙0,s, ..., s
4f˙k−3,s, Y0,s, ..., Yk−2,2, Y˙0,s, ..., Y˙k−3,s).
Since Φk+1 is a curvature polynomial, and since fl takes values in Hˆnl for all 0 ≤ l ≤ k,
there exists nk+1 ≥ nk such that Π
⊥Ψk+1,s(t, ·) is an element of Hˆnk+1 for all s and for
all t. By hypothesis, the term of order k + 1 in the asymptotic expansion of ΠΦ vanishes,
and so, since the restriction of QsHs to C
0,α(R, Hˆnk+1) equals the identity, with fk+1,s
so defined, the term of order k + 1 in the asymptotic expansion of Φ vanishes. Finally,
observe that the function Φk+1(·, ..., ·) is bounded, and since its derivatives are uniformly
bounded in t, it is uniformly Lipschitz. There therefore exists B > 0 such that, for all s,
‖Φk+1,s‖0,α,in ≤ B,
and by Proposition 4.4.2, there exists Ck+1 > Ck such that, for all s,
‖fk+1,s‖1,α,in,s4 ≤ Ck+1.
In like mannner, since PG equals the identity, by Propositions 4.5.6 and 4.5.7, with Yk,s so
defined, the term of order k+2 in the asymptotic expansion of ΠΦ vanishes. Furthermore,
upon increasing Ck if necessary, we may suppose that, for all s,
‖Yk,s‖1,α ≤ Ck.
We have therefore constructed sequences (Ck), (nk), (Yk,s) and (fk,s) satisfying the
conclusions of the theorem such that,
Φ
(
s,
∞∑
k=0
skYk,s,
∞∑
k=0
skfk,s
)
∼ 0.
Observe that the partial sum of Φ up to order N only involves terms up to order N − 1 in
Y . Furthermore, the time-derivative of f only ever appears together with a factor of s4.
Thus, for all N ≥ 0, there exists a smooth function RN with uniformly bounded derivatives
such that for all s and for all (t, x),
Φ
(
s,
N−1∑
k=0
skYk,s,t,
N∑
k=0
skfk,s,t,x
)
= sN+1RN (s, Y0,s,t, ..., YN−1,s,t, Y˙0,s,t, ..., Y˙N−1,s,t,
fN,s,t,x, ..., fN,s,t,x, s
4f˙0,s,t,x, ..., s
4f˙N,s,t,x).
The function RN is bounded, and since its derivatives are uniformly bounded in t, it is
uniformly Lipschitz. Thus, upon increasing Ck if necessary, it follows as before that∥∥∥∥∥Φ
(
s,
N−1∑
k=0
skYk,s,t,
N∑
k=0
skfk,s,t,x
)∥∥∥∥∥
0,α,in
≤ Cks
N+1,
as desired. 
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4.7 - Exact Solutions. We recall the classical inverse function theorem (c.f. [12]).
Theorem 4.7.1, Inverse Function Theorem
Let E and F be Banach spaces. Let Ω be a neighbourhood of 0 in E. Let Φ : Ω → F be
a C2 mapping. Suppose that there exists A,B > 0 such that
‖DΦ(0)−1‖ ≤ A, ‖D2Φ(x)‖ ≤ B ∀ x ∈ Ω.
If ǫ := ‖Φ(0)‖ < 1/4A2B, and if B2Aǫ(0) ⊆ Ω, then there exists a unique point x ∈ B2Aǫ(0)
such that Φ(x) = 0.
We now obtain existence.
Theorem 4.7.2
For all sufficiently small s, there exist canonical functions Ys ∈ C
1,α(R,Rm+1) and fs ∈
C1,αin (R × S
n) such that Φ(s, fs, Ys) = 0. Furthermore, there exists a sequence (Ck) of
positive numbers such that if (Yk,s) and (fk,s) are as in Theorem 4.6.1, then, for all N
∥∥∥∥∥Ys −
N∑
k=0
skYk,s
∥∥∥∥∥
1,α
,
∥∥∥∥∥fs −
N∑
k=0
skfk,s
∥∥∥∥∥
1,α,in,s4
≤ CNs
N+1.
Proof: Let Π and Π⊥ be as in the proof of Theorem 4.6.1. Define the mapping Ψ :
]0,∞[×C1,α(R,Rm+1)× Cˆ1,αin (R× S
m)→ C0,α(R,Rm+1)× Cˆ0,αin (R× S
m) by
Ψ(s, Y, f) := (s−2Π ◦Φ(s, Y, f),Π⊥ ◦ Φ(s, Y, f)).
Consider the asymptotic series (84) for Φ up to order 2 in s. Substituting f0,s = f ,
f1,s = f2,s = 0, Y0,s = Y and Y1,s = 0, yields
s−2(Π ◦ Φ)(s, Y, f) = PY + (Π ◦R1)(f, s
4f˙) + s(Π ◦R2)(s, f, s
4f˙ , Y˙ ),
(Π⊥ ◦ Φ)(s, Y, f) = Qsf −
1
3
Ricpqx
pxq + sR3(s, f, s
4f˙ , Y, Y˙ ),
for functions R1, R2 and R3 which are smooth at s = 0. Differentiating with respect to Y
and f , it follows that
DΨ(s, Y, f) =
(
P A(s, Y, f)
0 Qs
)
+ sB(s, Y, f), (115)
where, for all R > 0, there exists ǫ, C > 0 such that if s < ǫ and if ‖Y ‖1,α+ ‖f‖1,α,in ≤ R,
then ‖A(s, Y, f)‖0,α,in, ‖B(s, Y, f)‖0,α,in ≤ C. In particular, by Lemma 4.4.1, we may
suppose that DΨ(s, Y, f) is invertible with ‖DΨ(s, Y, f)‖ ≤ Cs−α. Furthermore, we may
likewise suppose that for all such s, Y and f , D2Ψ(s, Y, f) ≤ C.
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Let (Ck), (Yk,s) and (fk,s) be as in Theorem 4.6.1. Upon reducing ǫ if necessary, we
may suppose that, for all s < ǫ,
Φ(s, Y0, f0 + sf1) ≤
s2α
4C3
,
and it follows by the inverse function theorem that for all such s, there exists a unique
pair (Y, f) such that ‖Ys‖1,α + ‖fs‖1,α,in,s4 < s
α/2C2 and Φ(s, Y, f) = 0. Now fix N > 0.
Upon reducing ǫ further if necessary, we may suppose that for all s < ǫ
Φ
(
s,
N−1∑
k=0
skYk,
N∑
k=0
skfk
)
≤ CsN+1 <
s2α
4C3
,
and it follows by the inverse function theorem again there for all such s, there exists a unique
pair (Y ′, f ′) such that ‖Y ′s‖1,α+‖f
′
s‖1,α,in,t4 < 2C
2sN+1−α < sα/2C2 and Φ(s, Y ′, f ′) = 0.
By uniqueness, Y ′ = Y and f ′ = f . It follows that for all N > 0, there exists ǫ, C > 0
such that for s < ǫ,
∥∥∥∥∥Ys −
N1∑
k=0
skYk
∥∥∥∥∥
1,α
,
∥∥∥∥∥fs −
N∑
k=0
skfk
∥∥∥∥∥
1,α,in,s4
≤ CsN+1−α.
The result follows. 
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