X"(x) = e"l/2L"(x)
The Laguerre functions are known to constitute a complete orthonormal set in L2(0, a> ). Given a differential equation over 0 ^ x < » one naturally thinks, therefore, of the possibility of solution by expansion as a series of Laguerre functions. However, for this to be useful for non-linear differential equations, we need to be able to expand the product of two Laguerre functions as a linear series of these functions. The main part of this paper is devoted to methods for effecting the expansion, and we shall also give an application of the results. The similar problem for Laguerre polynomials has been solved by Watson [5] , and methods for computing the expansion coefficients discussed by Gillis and Weiss [3] .
We may write Jo We shall also write this as C,,,t.
It follows that the coefficients will be symmetric in all three suffixes. We give below a table of these coefficients for O^r^s^i^ 10, and also expressions of Cnt as polynomials in t for 0 ^ r S s ^ 3.
In Section 2 we discuss a number of formulas for Cret. Those in (a) and (b) involve three-fold summations and apply to general r, s, t. In (c) we obtain a simple sum formula valid for the case r = 0 and, in (d), a double sum for the case r = s. In Section 3 we shall derive two recurrence formulas for the coefficients Cnt ■ As a check on the stability of these latter formulas in practice, it is advisable to have comparatively simple alternative methods for computing 'Crsi for certain particular triads r, s, t. For this purpose the formulas of Section 2 (c), (d) can be of use. 
(c) Take Laplace transforms of both sides of (3). This gives [2] (r + S) pr+,ip -D"12f\[-r, -s; -r -s; 1 -p~2] (15) X r / = zup-D'ip + ir1
Writing q = ip -h)/iv + §)> we obtain E C"t q' = 2 (r + S)(l + gr*(3 -0)-
In the special case r = 0 this leads to the simple result that
We could similarly use (16) to obtain expressions for Cr,t for small nonzero values of r, but the formulas soon become prohibitively complicated. It follows incidentally from (17) that Co,t > 0 for all s, t and that 3"+,+1Co.i is an even integer. We note that the coefficient of uv in the expansion of ßn is I 1 . But, by (24),
It follows that Crrt, the coefficient of uv in the expression F((w, v), is
The table of numerical values of Crst suggests the conjecture that C"t has the sign of (-l)'forO á í â r. This would mean that the double sum in (27) is always positive for 0 ^ í ^ r, but we have not been able to prove the conjecture. We now multiply both sides of (32) by Xt and integrate from 0 to °o, using (29), (30), (31), and immediately obtain (r + l)C,+i..,(
= «7r,,,t-i + 2(r -t)Cr.t.t + it + l)Cr,.,,+i -rCr-i..., ■ This is the required recurrence relation. It can be used quite effectively, in conjunction with (17), to compute a table of Crs(. We first compute Cox by (17) for an adequate range of (s, t). It then follows from (33) that (34) Cut = tCo,.,t-i -2tCoH + (i + l)Co....+i and this gives us Cut, etc. The computation is reasonably stable, although, as a safety precaution, one would carry more digits than are actually needed. Actually, the explicit formula for Cut, obtainable from (17) and (34), is
where
A similar, but much more complicated formula can be derived from this for Cut • The corresponding formulas for C"t become very complicated for larger values of r.
For work with an electronic computer it would be better to have a method for generating the CT,t as required rather than to store a table of these coefficients. In the next paragraph we propose a method of achieving this by a recurrence relation which operates on only one of the indices.
(b) An Alternative Recurrence Relation. We recall that Xr satisfies the differential equation (37) xXr" + X/ + (r + | -|x)Xr = 0.
Hence, if we write (47)
It follows from (45) and (47) (17) and (35) respectively. It would be possible to develop a corresponding formula for Cr,,,2 but it would not be very useful. Perhaps the best way to obtain Cr.,,2 is by use of the relation (33).
It should be remarked that equation (50) is probably the most suitable, among the formulas given above, for use with an electronic computer. For work with a desk computing machine it is rather complicated, and there is little doubt that (33) would prove more useful.
4. Tables. When working by hand, it will generally be convenient to have a table of the numerical values of the Cr,t ■ We give this immediately below in Table  I for 0 ^ r g s ^ t g 10. Some general formulas for C,H as polynomials in t for 0 á r ^ « á 3 are given in Table II. 5. Application. As mentioned in Section 1, our purpose was to apply the above ideas to the solution of non-linear differential equations over a semi-infinite range. After making all of these substitutions into (52), we still have to deal with products of Laguerre functions arising from the nonlinear term, and these have to be resolved by (3) . We are now in a position to equate the coefficients of X0, Xi, • • • , Xat-i to zero, obtaining a set of N quadratic equations which, together with (55) and (56), should suffice to determine the coefficients. In general, there will be more than one solution, and any one of them might, if N is large enough, be expected to yield a function fAx) which will approximate the exact solution of (52). Since the solutions are obtained by equating the coefficients of X0, Xi, ■ ■ ■ , X^-i to zero, it has been found useful in practice to select the one for which the coefficient of Xy is least in absolute value.
Setting up the equations even for so simple a case as (52) is not a trivial task, and can become extremely laborious for more complex equations. However, there would be no real difficulty in having all the work, including the formal steps represented by (3), (57), and (58), programmed for an electronic computing machine.
We have described the procedure so far in some detail, since it is of quite general application. The next step is actually to solve the equations for aN , bNr (r = 0, 1, • • • , JV), and for this purpose the following type of approach has been found to be practical. One first solves for some small value of N. The advance from N to N + 1 is effected by solving the equations for N + 1 by the Newton-Raphson method, taking as a first approximation to this solution An advantage of this choice of first approximation is that it might, for obvious reasons, be expected to be better as N increases. Hence the number of steps required for convergence decreases.
In the particular case of the Blasius equation, we started with N = 1, i.e., with three coefficients to be determined. Eliminating two of them by (55), (56) left us with a quadratic equation in one unknown. The step to N = 2 was effected as described. There would be no difficulty in principle in carrying on to higher values of N. However, the arithmetic soon becomes extremely laborious, and the task is best handed over to an electronic computing machine. The result f or N = 2 is shown in Table III . The function tabulated as fix) was obtained by direct numerical integration, using essentially Hamel's original method, and is given correct to three decimal places. 
