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Abstrakt
U leteckých řídicích a kritických systémů je nutné zaručit minimální úroveň odolnosti vůči
poruchám a jejich vysokou spolehlivost. Na elektronické součástky těchto systémů působí
nežádoucím vlivem okolní podmínky prostředí a to hlavně kosmické záření. V práci jsou
popsány nejčastější typy poruch polovodičových součástek a zařízení spolu s moderními
metodami, kterými lze zvýšit odolnost systému proti těmto poruchám a jeho celkovou
spolehlivost. Jsou uvedeny aspekty návrhu leteckého systému vzhledem k jeho konečné
certifikaci a způsoby, jakými lze posoudit jeho bezpečnost. Práce popisuje návrh a im-
plementaci řídicího systému CAN sběrnice pro platformu FPGA, který využívá protokolu
CANAerospace. Vytvořený systém je dále vylepšen pomocí TMR architektury. Odolnost
proti poruchám obou verzí systému je otestována prostřednictvím SEU frameworku, jenž
umožňuje za pomocí částečné dynamické rekonfigurace generovat SEU poruchy přímo do
designu běžícího v FPGA.
Abstract
At avionics control and critical systems is necessary guarantee a minimal level of fault
tolerance and their high reliability. On the electronic components in these devices has an
undesirable influence environment conditions and mainly cosmic ray. In this paper are de-
scribed the most common failure types of semiconductor components and devices together
with modern methods which can be increased the system fault tolerance and its overall
reliability. There are introduced aspects of the avionic systems design due to finally certi-
fication and ways to evaluate its safety. This thesis describes design and implementation
of the CAN bus control system for the FPGA platform which uses the CANAerospace
application protocol. Created system design is improved by the TMR architecture. Fault
tolerance of both system version is tested by the SEU framework which allows using the
dynamic partial reconfiguration generate an SEU failures into running FPGA design.
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Kapitola 1
Úvod
Kritické elektronické systémy vyžadují bezchybnou funkčnost, odolnost proti poruchám
a vysokou spolehlivost. Tyto systémy jsou používány v technických oblastech, kde jakékoliv
selhání může způsobit vážné finanční ztráty, ohrožení lidských životů či poškození okolního
ekosystému. Kritické aplikace jsou vytvářeny tak, aby svému selhání dokázaly předejít nebo
se s ním uměly vyrovnat. Jsou to např. průmyslové řídicí systémy, řízení motorů a systémů
letadel, řídicí systémy elektráren, bankovní systémy a lékařské přístroje. Tato práce se
zaměřuje především na řídicí systémy používané v letecké technice.
V kapitole 2 jsou popsány vlastnosti, které by měl mít spolehlivý systém a prostředky,
které nám umožní těchto vlastností dosáhnout. Dále je provedena základní klasifikace po-
ruch a popsány nejčastější poruchy v polovodičových součástkách a komplexnějších zaříze-
ních, jenž mohou být způsobeny nežádoucím vlivem prostředí a to hlavně radiačními jevy
Single Event Effects.
Kapitola 3 se zaměřuje na principy a aspekty návrhu a vývoje leteckých systémů. Uvádí
příklady řídicích systémů používaných v praxi a požadavky, které na ně kladou úřady
civilního letectví. Jsou popsány dílčí letecké standardy pro tyto systémy a mechanismy
posouzení jejich bezpečnosti a spolehlivosti včetně požadavků certifikace.
Dále jsou v kapitole 4 popsány vybrané metody, které lze využít ke zvýšení spolehlivosti
a odolnosti proti poruchám těchto systémů.
V kapitole 5 je proveden výběr platformy vhodné pro implementaci spolehlivého řídi-
cího systému. Poté je v kapitole 6 popsán návrh a vývoj zvoleného řídicího systému, jenž
bude zprostředkovávat komunikaci po CAN sběrnici pro platformu FPGA. Odolnost proti
poruchám vytvořeného systému je dále vylepšena. V kapitole 8 je popsán a vyhodnocen
experiment, ve kterém je za pomoci SEU frameworku ověřena odolnost proti poruchám
implementovaných variant řídicího systému.
Velká část informací, které byly zpracovány v rámci řešení semestrálního projektu byla
převzata do této práce. Jedná se především o teorii uvedenou v kapitolách 2, 3, 4 a 5.
Práce vznikla ve spolupráci s oddělením Mechatronické systémy společnosti UNIS a.s.,
které se v současné době mj. zabývá vývojem řídicích systémů pro kritické aplikace a letecké
elektroniky.
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Kapitola 2
Odolnost řídicích systémů proti
poruchám
Odolnost specifického systému proti poruchám je určena mírou jejich tolerance. Odolný
systém musí umět detekovat vzniklé chyby a musí se s nimi umět vypořádat. Každá hard-
warová porucha či programová chyba může způsobit chybový stav systému a následně jeho
selhání. Poruchám odolný systém musí předejít svému selhání tím, že na vzniklý chybový
stav správně zareaguje a dokáže se z něj zotavit.
Systémům odolným proti poruchám jsou nadřazeny spolehlivé systémy. Spolehlivé sys-
témy uvažují odolnost proti poruchám jako jednu ze svých základních vlastností.
2.1 Spolehlivost
Spolehlivost systému (označovanou termínem Dependability) [15] lze definovat jako důvěry-
hodnost systému takovou, že se můžeme spolehnout na služby, které poskytuje.
Spolehlivost systému lze vyjádřit pomocí stromu spolehlivosti [3] (obrázek 2.1), který
zobrazuje vztah mezi celkovou spolehlivostí, požadovanými vlastnostmi systému, typy po-
stižení systému a prostředky, které mu zabraňují. Vlastnosti určující celkovou míru spoleh-
livosti systému jsou následující:
• Pohotovost (Availability) – míra připravenosti systému k plnění požadované funkce
v daných podmínkách a čase.
• Bezporuchovost (Reliability) – schopnost systému neustále plnit požadovanou funkci.
• Bezpečnost (Safety) – vlastnost systému taková, že při jeho selhání nedojde k
ohrožení uživatelů a okolního prostředí s katastrofálními následky.
• Věrohodnost (Confidentiality) – nemožnost neoprávněnému zpřístupnění informací
o systému.
• Neporušenost (Integrity) – nemožnost neoprávněné změny nebo vymazání informací
v systému.
• Udržovatelnost (Maintainability) – schopnost systému podstoupit opravy a další
vývoj s cílem udržet si požadovanou funkčnost a vlastnosti.
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Spolehlivost
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Obrázek 2.1: Strom spolehlivosti
Když jsou specifikovány dílčí vlastnosti spolehlivého systému, můžeme se zaměřit na to,
jaká jsou měřítka [13] pro odhadnutí jeho spolehlivosti.
Spolehlivost systému je definována jako funkce R(t), která udává pravděpodobnost toho,
že systém nepřetržitě poběží bez poruchy v daném časovém intervalu [0, t]. Pro letecké sys-
témy je toto měřítko jedním z nejdůležitějších, protože jediná porucha některého z kritických
systémů může mít katastrofální následky pro pasažéry a celé letadlo.
S celkovou spolehlivostí systému úzce souvisí statistické veličiny - střední doba do po-
ruchy (MTTF) a střední doba mezi poruchami (MTBF). MTTF udává průměrný čas běhu
systému, než dojde k jeho poruše (selhání), zatímco MTFB je průměrná délka časového roz-
mezí mezi dvěmi následujícími poruchami. Rozdíl mezi těmito veličinami je, že systém musí
být po první poruše opraven, což je zohledněno veličinou střední doba do opravy (MTTR).
Uvažujeme-li pouze jedinou komponentu komplexního systému, její spolehlivost a MTTF
může být odvozena ze základních znalostí četnosti poruch (failure rate). Komponenta je fun-
kční v čase t = 0 a zůstává tak do té doby, než v ní vznikne porucha. Tento časový interval
lze označit jako životnost komponenty T .
Pro t ≥ 0 lze vyjádřit rozložení pravděpodobnosti pro životnost T pomocí hustoty
pravděpodobnosti f(t), která určuje okamžitou pravděpodobnost poruchy v daném čase t.
Pravděpodobnost toho, že komponenta selže právě v dané chvíli, nebo v časovém intervalu
t, lze vyjádřit distribuční funkcí F (t) veličiny T.
f(t) =
dF (t)
dt
(2.1)
F (t) =
∫ t
0
f(t)dt (2.2)
Hustota pravděpodobnosti f(t) se vyznačuje tím, že pro t ≥ 0 je:
f(t) ≥ 0 a
∫ ∞
0
f(t)dt = 1 (2.3)
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Distribuční funkci F (t) lze také vyjádřit jako:
F (t) = Pravděpodobnost{T ≤ t} (2.4)
Spolehlivost R(t) komponenty, udávající pravděpodobnost, že bude pracovat bez poruchy
nejméně do času t, je dána vztahem:
R(t) = Pravděpodobnost{T > t} = 1− F (t) (2.5)
f(t) reprezentuje pravděpodobnost, že nová komponenta selže v budoucím čase t. Větší
smysl má však znalost pravděpodobnosti toho, že funkční komponenta v čase t bude mít v
příštím časovém období dlouhém dt nějakou poruchu. Tuto podmíněnou pravděpodobnost
(víme, že komponenta vydrží pracovat nejméně po dobu t) můžeme vyjádřit jako intenzitu
poruch λ(t) komponenty (míru rizika) v čase t, kterou lze vypočítat:
λ(t) =
f(t)
1− F (t) (2.6)
Protože dR(t)dt = −f(t), můžeme λ(t) p.pdfat na
λ(t) = − 1
R(t)
dR(t)
dt
(2.7)
Uvažujeme-li komponenty, které netrpí vlivem stárnutí a jejich poruchovost je v čase t stále
konstantní, můžeme položit λ(t) = λ a dostaneme:
dR(t)
dt
= −λR(t) (2.8)
Pokud zvolíme za počáteční podmínku hodnotu R(0) = 1, řešením diferenciální rovnice je:
R(t) = e−λt (2.9)
Při konstantní intenzitě poruch má doba životnosti T dané komponenty exponenciální
rozložení. Toto rozdělení je používáno pro modelování doby života elektronických kompo-
nent systémů a to hlavně při jejich normálním provozu.
Ve složitějších případech elektronických systémů, kdy nelze předpokládat konstantní
intenzitu poruch, se pro modelování jejich spolehlivosti používá Weibullovo rozdělení pravdě-
podobnosti. Při odhadu spolehlivosti systému se současně využívají i různé abstraktní
modely, jako jsou např. Markovské spolehlivostní modely (popsáno např. v [10]). V ne-
poslední řadě jsou odhady pomocí pravděpodobnostních modelů doplněny provedenými
analýzami, které jsou dále popsány v kapitole 3.3.
2.2 Správa poruch a chyb
Každá porucha, která se v systému vyskytne, může ovlivnit výsledek jeho operací, zapříčinit
změnu jeho funkčnosti a parametrů, nebo způsobit jeho celkové selhání. Poruchy mohou být
klasifikovány z mnoha hledisek [3], které mohou být například následující:
• Fáze výskytu
– Poruchy vzniklé ve fázi vývoje systému
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– Poruchy vzniklé během aktivního provozu systému (produkčního života)
• Mez výskytu
– Poruchy vzniklé uvnitř systému
– Vnější poruchy vzniklé mimo systém, které se šíří do systému (např. chybná
vstupní data nebo srážka ptačího hejna s leteckým motorem)
• Příčiny
– Náhodné poruchy (způsobené přírodními jevy, bez účasti člověka)
– Poruchy způsobené člověkem (poruchy způsobené úmyslně, poruchy způsobené
neodborným zásahem, nezaviněné poruchy)
• Umístění v systému
– HW (fyzické) poruchy
– SW (informační, design) poruchy
• Délky trvání výskytu
– Trvalé poruchy
– Dočasné poruchy
Fyzické poruchy mohou být dočasné nebo trvalé. Dočasné poruchy HW komponent
systému bývají způsobeny přechodným působením okolních fyzikálních vlivů, které ovliv-
ňují jejich chování. Trvalé poruchy jsou způsobeny mechanickými nedostatky či defekty
součástek. Chyby v designu systému nebo softwarové chyby jsou vždy trvalé, vznikají vlivem
nesprávného návrhu, špatného pochopení požadavků či jejich chybné implementace. Tyto
chyby se v systému nachází do té doby, než jsou opraveny.
 	

	
	


Obrázek 2.2: Životní cyklus poruchy
Projevem poruch jsou chyby - chybové stavy systému. Např. v případě SW se chyba
může vyznačovat nesprávnou hodnotou ve výpočtu nebo chybným skokem v řídicím toku
programu. Obecně se chyby šíří systémem, dokud nezpůsobí jeho selhání. Selháním systému
je označeno chování, které je nepřípustné vzhledem k jeho specifikaci.
Popsaný životní cyklus poruchy (obrázek 2.2) může být ukončen selháním samostatné
komponenty systému nebo celého systému a mít katastrofální následky. U komplexnějšího
systému se může stát, že jedno selhání způsobí další poruchy a následná selhání jiných částí
systému. Proto je nutné, aby spolehlivý systém disponoval mechanismy, které omezí vliv
samostatné poruchy na zbytek systému a zabrání jejímu dalšímu šíření a vzniku násobných
poruch.
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K tomu, abychom v dané míře zajistili, že navrhovaný elektronický systém bude spo-
lehlivý a odolný proti poruchám, musíme použít specifické prostředky, díky kterým se lze s
poruchami vypořádat. Tyto prostředky [6] lze rozdělit do těchto kategorií:
• Předcházení poruchám (Fault Avoidance)
• Odstranění poruch (Fault Removal)
• Detekce poruch (Fault Detection)
• Tolerance poruch (Fault Tolerance)
Mezi metody předcházení poruch patří způsoby a opatření vedoucí ke snižování
intenzity poruch, čehož lze dosáhnout např. pomocí řízení kvality procesů, použitím ná-
vrhových vzorů, kvalitních a kvalifikovaných vývojových nástrojů a psaním kvalitní doku-
mentace.
Odstranění poruch je proces, který se uplatňuje hlavně ve fázích vývoje systému
a který má za cíl, odstranit ty chyby ze systému, které jsou způsobené nesprávným návrhem
HW/SW či jeho špatnou implementací.
Předcházející kategorie způsobů přístupu k poruchám se týkaly převážně vývojového
životního cyklu systému. Tyto způsoby lze označit jako pasivní. Na rozdíl od nich, aktivní
způsoby přístupu k poruchám se uplatňují během funkčního a produkčního života systému,
kdy se využívají techniky detekce a tolerance poruch.
Pomocí metod detekce poruch se odhalují poruchy a chyby přítomné v systému.
Detekce poruch umožňuje vytvořit taková protiopatření, která zabrání dalšímu šíření chyb
v systému a jeho případnému selhání.
Pro případy, že je systém zatížen poruchami, existují metody tolerance poruch, které
umožní, aby mohl daný systém dál správně fungovat i v jejich přítomnosti. V případech,
že systém nemůže pokračovat v normálním chodu, umožňují tyto metody chod ve stavu
snížené funkčnosti systému — v tzv. degradovaném módu.
Při návrhu a vývoji spolehlivého systému odolného proti chybám by měly být využity
metody ze všech těchto kategorií.
2.3 SW spolehlivost
Softwarová spolehlivost je dílčí částí celkové spolehlivosti elektronického systému. Na rozdíl
od HW systému SW nikdy nezestárne, jeho spolehlivost neovlivní četnost používání a také
na něj nepůsobí provozní podmínky a okolní nepříznivé prostředí, které by mohly zapříčinit
degradaci jeho funkčnosti. Programové poruchy jsou statické, vyskytují se od chvíle, kdy
byly do programu zaneseny až do chvíle jejich odstranění.
Spolehlivost programu nezávisí na čase, ale na tom, jaké jsou zvoleny vstupní kombinace
hodnot, jak jsou otestovány všechny možné toky dat programem a jak kvalitně jsou opraveny
nalezené chyby. Na obrázku 2.3 je znázorněna křivka vyjadřující spolehlivost SW pomocí
četnosti poruch a doby testování SW.
Během upgrade či údržbě obslužného SW do něj mohou být zaneseny nové chyby, což
redukuje i jeho spolehlivost.
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Obrázek 2.3: Spolehlivost SW v závislosti na čase testování [15]
2.4 Obecné typy poruch v elektronice
Většina komplexních elektronických zařízení, jako jsou mikrokontroléry, procesory, paměti
nebo FPGA, je tvořena aktivními polovodičovými prvky. Spolehlivost těchto zařízení je
určitou mírou dána spolehlivostí jednotlivých komponent na obvodové úrovni (např. integro-
vaných obvodů a tranzistorů). Spolehlivost těchto polovodičových součástek [20] je závislá
na intenzitě poruch, která je znázorněna na obrázku 2.4 vanovou křivkou poruchovosti.
Tato křivka znázorňuje 3 části životního cyklu součástky:
(1) Počáteční poruchy, které se vyskytují v relativně krátké době po začátku používání.
(2) Náhodné poruchy, které vznikají během dlouhé produkční doby.
(3) Poruchy způsobené opotřebením, jejíchž počet se zvyšuje následkem blížícího se konce
životnosti.
Počáteční poruchy jsou většinou způsobeny chybou při výrobním procesu součástky. Po-
ruchovost má tendenci klesat s časem, protože většina vad je odhalena na začátku používání
a při jejich první zátěži (fáze zahoření), poté přetrvávají pouze skryté vady.
K náhodným poruchám součástek dochází vlivem skrytých vad, které nebyly odstra-
něny. Součástky bez vad v tomto období pracují stabilně. Nedostatky, které se objevují,
mohou být obvykle přičítány náhodně se vyskytujícímu stresu způsobeného vnějšími fak-
tory jako jsou přepětí, elektrické rušení, radiační záření, elektrostatické výboje, extremní
teploty a další jevy.
K poruchám způsobeným opotřebením dochází v důsledku stárnutí součástek a únavou
materiálu. Počet poruch se v tomto období zvyšuje. Polovodičové součástky jsou navrženy
tak, aby k poruchám způsobených opotřebením nedošlo během výrobcem zaručené doby
životnosti.
Mezi hlavní zástupce možných poruch v polovodičových elektronických součástkách
a integrovaných obvodech [12] patří:
• Časově závislý průraz dielektrika - TDDB (Time-Dependent Dielectric Break-
down) je závažná porucha u vysoce integrovaných obvodů (VLSI, ULSI), kdy se v
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dielektriku polovodičové součástky vlivem dlouho působícího el. pole vytvoří vodivá
cesta a zkratuje její anodu a katodu.
• Injekce energetických nosičů - HCI (Hot Carrier Injection) je jev vznikající u
MOSFET tranzistorů, kdy nosiče získají dostatečnou energii vlivem působení velkého
el. pole k injekci do oxidu, který izoluje řídicí elektrodu gate od zbytku tranzistoru.
Přítomnost nosičů v oxidu může vést ke specifickým fyzikálním jevům, jež mohou
výrazně ovlivnit chování součástky a nakonec způsobit její selhání.
• NBTI (Negative Bias Temperature Instability) - je mechanismus opotřebení, které
prodělávají pMOSFET tranzistory při delším působení záporného napětí na gate
elektrodu. Jev je řízen elektrochemickou reakcí, kdy se díry v oxidu inverzního kanálu
zaseknou a přitom se zvýší prahového napětí, při kterém tranzistor sepne.
• Elektromigrace - EM (Electromigration) [14] je jev působící na kovové elektrické
vedení, kdy atomy kovového materiálu vodiče interagují s elektrony přenášenými prou-
dem s vysokou hustotou, což zapříčiní jejich masivní přesun ve vodiči. To může mít
za následek změnu rozměrů vodiče, vytvoření dutin nebo narušení v postižených ob-
lastech vodiče, což může vést až k selhání obvodu.
Obrázek 2.4: Intenzita poruch polovodičových součástek v závislosti na čase
2.5 Radiační poruchy v elektronice
Tato práce se zaměřuje na poruchy způsobené radiačním prostředím v atmosféře. V následu-
jící kapitole je popsáno, jak toto nebezpečné prostředí vzniká a jaký má vliv na elektronické
součástky a zařízení. Jsou zde popsány jednotlivé typy poruch (efektů), ke kterým může
vlivem působení radiace na součástky v zařízeních dojít [1].
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2.5.1 Vznik radiačního prostředí
Naše atmosféra je prostoupena tokem různě nabitých a neutrálních částic, které ve své
kombinaci vytváří ionizované radiační prostředí. Tyto částice jsou vytvořeny vlivem toho,
že je atmosféra Země bombardována nepřetržitým tokem částic primárního kosmického
záření, jehož částice (převážně vysoce-nabité protony) interagují (sráží se) s atomy prvků
v atmosféře (hlavně dusíku a kyslíku) a vytváří kaskádu částic sekundárního kosmického
záření dopadající k Zemi.
Velikost toku sekundárních částic je na hranici atmosféry přibližně 3 částice/cm2s, na
úrovni letové výšky je tok záření 10 částic/cm2s, vlivem vysoké hustoty nejnižších vrstev
atmosféry je většina částic absorobována. Tok záření na úrovni moře je už menší než 0.1
částice/cm2s. Částice záření mohou mít různou energii. Její rozložení je odhadováno ná-
sledovně: 53% částic <1 MeV, 20% částic 1 až 10 MeV a 27% částic >10 MeV. Závislost
intenzity toku záření na nadmořské výšce je zobrazena v grafu na obrázku 2.5. Současně je
intenzita toku záření závislá na dané zeměpisné šířce, což znázorňuje graf na obrázku 2.6.
Grafy vychází z hodnot uvedených v [1].
Obrázek 2.5: Závislost intenzity toku záření na nadmořské výšce
Ionizující záření vyskytující se přirozeně na Zemi, v atmosféře a ve vesmíru působí na
polovodičové součástky a mikroelektroniku v elektronických zařízeních tak, že ovlivňuje
jejich funkčnost a způsobuje poruchy. Tyto efekty jsou v mikroelektronice nazývány Single
Event Effects (SEE), Total Ionizing Dose (TID) a Displacement Damage (DD).
Intenzita záření v nadmořských výškách, ve kterých se pohybují letadla, je velmi vysoká.
Proto je nutné u leteckých systémů, více než kde jinde, zajistit určitou míru odolnosti a spo-
lehlivosti, vůči těmto jevům. V této práci se zaměříme na jevy SEE. Tyto jevy nejčastěji
způsobují nedestruktivní poruchy v elektronických systémech, které ovlivňují jejich cho-
vání. Efekty Total Ionizing Dose a Displacement Damage, způsobující destruktivní poruchy
a degradaci elektrických parametrů součástek, se dále zabývat nebudeme.
2.5.2 Single Event Effects
Všechny SEE jevy jsou způsobeny jednou nebo více částicemi, které interagují uvnitř mi-
kroelektronického zařízení a způsobují v něm hromadění energie. Podle jevů, které mohou
způsobit v zařízení poruchu, rozdělujeme následky SEE na
”
soft errors“ (SEU, MBU, SET,
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Obrázek 2.6: Závislost intenzity toku záření na zeměpisné šířce
SEFI) a
”
hard errors“ (SEL, SEB, SEGR, SHE). Vybrané jevy jsou popsány v následujícím
textu.
Single Event Upset
Single Event Upset (SEU) je nejčastějším typem ze SEE jevů. Částice záření způsobí uložení
náboje v polovodičové součástce, který je dostatečně velký k překlopení logického stavu
jednoho bitu.
Mezi mikroelektronická zařízení citlivá na SEU patří hlavně paměťové buňky a registry.
Vzhledem k velké koncentraci těchto součástek jsou velmi zranitelné mikroprocesorové cache
paměti a registry, SRAM paměti, obvody typu ASIC a FPGA. Chyby způsobené SEU
spadají do kategorie tzv. soft errors, které jsou snadno opravitelné přenastavením logické
hodnoty daného bitu. Podle toho, jak dlouho v těchto obvodech účinky SEU působí, lze
vzniklé poruchy [2] rozdělit na:
• Přechodné chyby - tyto chyby mohou vzniknout v různých paměťových prvcích,
měnit obsah cache paměti, hlavní paměti a registrů. Nazývají se přechodné, protože
je lze snadno detekovat a jednoduše opravit za běhu programu pouhým přenastavením
narušeného paměťového místa. Na obrázku 2.7 je znázorněno překlopení hodnoty ve
flip-flop registru vlivem SEU a následné narušení výpočtu kombinační logiky.
• Trvalé chyby - trvalé chyby mohou být způsobeny např. v konfigurační paměti
FPGA, která může být opravena pouze nahráním nové konfigurace.
Multiple Bit Upset
Multiple Bit Upset (MBU) způsobuje vícenásobný výskyt SEU efektu v elektronickém za-
řízení. Energetické částice mohou v závislosti na fyzickém umístění a velikosti paměťových
buněk v zařízení např. ovlivnit více sousedících paměťových buněk a tím narušit více bitů v
jediném slově. Míra výskytu MBU efektů odpovídá max. 1 - 2 % četnosti výskytu SEU. Se
zvyšující se integrací a miniaturizací číslicových obvodů vzrůstá pravděpodobnost výskytu
těchto poruch.
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Figure 1: An SEU affects one of inputs of the AND
gate and makes a bit-flip error.
The study and analysis of transient errors have been well
described in [1], [5], [13], and [17]. They have investigated
the circuit behavior by injecting faults into the simulation or
emulation models of the design. The fault injection in these
techniques implies the alteration of memory elements such
as data-path registers and control-unit registers, as well as
alteration of inputs, outputs, or internal signals [25]. Con-
sequently, the effect of SEUs in the presence of the errors
can be straightforwardly studied using common simulation
or emulation tools.
The study of permanent errors due to configuration alter-
ation requires more complex analysis since the simple bit-flip
fault model cannot be exploited. An SEU in the device con-
figuration bits can modify the interconnect inside a CLB. It
can also affect the routing signals between different CLBs.
Moreover, an SEU may change the functionality of the logic
part by affecting the content of look-up tables (LUT). This
issue has been addressed in [9], [19], and [25].
To summarize, there are two memory resources in FPGAs,
a) user bits, and b) configuration bits. An SEU on user bits
cause a transient error, and an SEU on configuration bits
leads to a permanent error.
3.1 Transient Errors
Transient errors do not alter SRAM configuration bits but
they affect user-defined logic and flip-flops as follows:
A bit-flip on the combinational part inside CLBs:
An SEU affecting a combination part makes a transient er-
ror in logic gates. This can be propagated to the sequential
part and make a bit-flip error. Figure 1 illustrates how an
SEU makes a bit-flip error in a flip-flop. It has been shown
that in ASIC designs, combinational logic is less suscepti-
ble to soft errors than memory elements [18] [27]. This is
because the combinational logic provides some natural re-
sistance to soft errors, including logical masking, electrical
masking, and latch-window masking [27].
A bit-flip on user-defined flip-flops and memory
elements: An SEU may directly affect the contents of flip-
flops and memory elements. The content of the flip-flop will
remain erroneous until it is rewritten with another data or
it is corrected by appropriate error detecting and correcting
techniques.
3.2 Permanent Errors
An SEU changing a configuration SRAM cell makes a
permanent effect until the original configuration bitstream
is re-downloaded into the FPGA. This type of error is the
major error type in FPGAs because the number of SRAM
cells dominates user-defined memory elements. Typically,
Table 1: The number of configuration bits versus
the number of flip-flops in Virtex FPGAs.
No. of No. of Config.
Device FFs (Nff) Bits (Ncb) Nff/Ncb
XCV50 1,536 559,200 0.27%
XCV100 2,400 781,216 0.31%
XCV200 4,704 1,335,840 0.35%
XCV300 6,144 1,751,808 0.35%
XCV400 9,600 2,546,048 0.38%
XCV800 18,816 4,715,616 0.4%
XCV1000 24,576 6,127,744 0.4%
XC2V2000 21,504 7,492,000 0.29%
XC2V4000 46,080 15,659,936 0.29%
XC2V8000 93,184 29,063,072 0.32%
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Figure 2: An impact of SEU on routing signals
the number of SRAM configuration cells are more than 98%
of all memory elements inside an FPGA [29, 30]. As an
example, Table 1 shows the number of configuration bits
and the number of flip-flops for some Xilinx Virtex FPGA
devices.
The configuration memory bits are categorized into sensi-
tive and non-sensitive bits, according to their vulnerabilities
to SEUs. An SEU in a sensitive configuration bit affects
the functionality of the particular circuit mapped into the
FPGA. Non-sensitive bits act as “don’t care” configuration
bits for that particular mapped design. Hence, the sensitiv-
ity of particular configuration bit is application-dependent.
Permanent errors are classified into routing errors, LUT
bit-flips, and control/clocking bit-flips.
Routing errors: Programmable interconnect points (PIPs),
multiplexers and buffers constitute the programmable rout-
ing network of a segmented-routing FPGA (e.g. Xilinx Vir-
tex FPGAs). More than 80% of transistors in an FPGA are
used in the routing network [28].
Routing resources can be inter-CLBs or intra-CLB. An
inter-CLB routing signal connects two or more CLBs. Those
that used inside a CLB are called intra-CLB signals. Switch
matrices and line segments are used to route inter-CLB while
multiplexers and buffers are mostly used for intra-CLB rout-
ing. Select-bits of multiplexers comprise more than half of
the total susceptible SRAM cells to SEUs, as shown in [11].
An SEU changing a configuration routing bit causes a
switch open, switch short, or bridging error (wired-or, wired-
Obrázek 2.7: Překlopení bitu vlivem SEU efektu na vstupu AND hradla v FPGA [2]
Poruchy způsobené tímto efektem se vyznačuje horším dopadem na funkčnost systému,
protože pro opravu vícenásobné chyby nemusí být dostačující ani standardní opravné kódy
nebo algoritmy (ECC).
Single Event Transients
Spolu s výskytem SEU ef ktu může v daném el ktr ickém z řízení vzniknout také ná-
sledný Single Event Transients (SET) efekt, kdy se impuls vyvolaný rušivým signálem nebo
napětím šíří uvnitř elektrického obvodu a může být pokládán za novou informační hodnotu,
jenž může vyvolat nežádoucí odezvu.
Na obrázku 2.8 je znázorněno vytvoření napěťového pulsu na výstupu CMOS invertoru,
který je sepnut proudem indukovaným na tranzistoru pMOSFET, jehož hradlo je zasaženo
částicí záření.
Obrázek 2.8: Napěťový puls a výstupu CMOS invertoru vlivem jevu SET [29]
Single Event Functional Interrupt
Vznik SEU efektu v součástce, která je kritickým místem komplexnějšího zařízení (např.
programový čítač, speciální registr), může způsobit následný Single Event Functional In-
terrupt (SEFI) efekt, jenž naruší řídicí tok programu. Poruchy způsobené vlivem SEFI
efektu se vyskytují u non-v latil FLASH pa ětí, SDRAM, FPGA implementovanýc p -
mocí SRAM, mikroprocesorů a mikrokontrolérů.
V případě SRAM FPGA může případný SEFI efekt narušit vnitřní propojení funkčních
bloků (paměti, specializované obvody) a způsobit tak např. náhodné připojení/odpojení
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některého z doprovodných vodičů (signálů), také může dojít k přivedení daného vodiče na
zem nebo k napájení.
Single Event Latch-up
Single Event Latch-up (SEL) efekt vytváří parazitické PNP a NPN bipolární tranzistory
v CMOS integrovaných obvodech, což způsobí přivedení napájecího napětí na zem a zkra-
tování součástky. Způsobený poruchový stav obvodů může být obnoven pouze restartem
napájení zařízení [11].
Vlivem zkratu se může v obvodu objevit nadproud a pokud není dostatečně rychle
odstraněn, může dojít ke katastrofálnímu selhání součástek vlivem nadměrnému zahřátí
a k roztavení drátového vedení.
Single Event Burnout
Zařízení jako jsou n-kanálové výkonové MOSFET tranzistory, IGBT tranzistory, bipolární
výkonové tranzistory a diody, které mají nastaven velký pracovní bod a vysoké vnitřní
elektrické pole, jsou náchylné na vznik poruchy způsobené jevem Single Event Burnout
(SEB)[1], vlivem něhož může dojít ke zkratu v obvodu a destrukci součástky.
Single Event Gate Rupture
Jev Single Event Gate Rupture (SEGR) může ohrozit N-kanálové i P-kanálové výkonové
MOSFET tranzistory. Vyznačuje se lokálním zhroucením dielektrika, které způsobí destruk-
tivní vyhoření součástky.
Single Event induced Hard Error
Jev Single Event induced Hard Error (SHE) způsobuje poruchu vznikající nejčastěji v
SRAM a DRAM pamětích, kdy větší množství nahromaděného náboje může způsobit ne-
schopnost změny stavu paměťové buňky – tzv. zaseknutí bitu (stuck bit).
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Kapitola 3
Návrh řídicích systémů pro
leteckou techniku
V této kapitole budou popsány základní principy a pravidla, kterými se musí návrh řídicího
systému pro leteckou techniku řídit a požadavky, které musí návrhnuté řešení splňovat.
Návrhový cyklus musí odpovídat požadavkům, které jsou kladeny na vývoj letecké techniky
leteckými normami a standardy, které umožňí následnou certifikaci výrobku a jeho praktické
použití.
3.1 Řídicí systémy v letecké technice
Řídicí systémy patří mezi nejkritičtější elektronické systémy, které se nacházejí na palubě
letadla. Na těchto systémech přímo závisí jeho správná funkčnost a letová způsobilost. Při
jejich vývoji musí být dodrženy příslušné letecké normy a splněny všechny požadavky, které
jsou na ně kladeny tak, aby byl takový systém certifikovatelný některou z leteckých autorit.
Samotný systém pak musí mít takové vlastnosti, které odpovídají jeho technické specifikaci
a požadované kritičnosti. Mezi tyto kritické systémy patří např.:
Řídicí jednotka palivového čerpadla Řídicí jednotka palivového čerpadla FPC (Fuel
Pump Control) řídí BLDC elektromotor, který pohání palivovou pumpu a zároveň ovládá
množství průtoku paliva do turbíny letadla (obrázek 3.1).
Řídicí jednotka FPC komunikuje s řídicím systémem motoru (ECU) a přijímá od něj
příkazy k regulaci dodávky paliva do turbíny letadla. Současně jednotka FPC signalizuje
přes komunikační rozhraní s ECU svůj aktuální stav a případné poruchy. Tato jednotka byla
vyvinuta společností Unis a. s. a je určena pro použití v civilních transportních letounech.
Digitální řídicí systém motoru Řídicí systém motoru FADEC (Full Authority Digital
Engine Control) [18] je elektronický systém, který se skládá z digitální řídicí jednotky ECU
(Engine Control Unit) a senzorů pro snímání rychlosti motoru, teploty a tlaku vzduchu,
tlaku paliva, teploty spalin a jiných veličin. FADEC poskytuje vysoce spolehlivé řízení
motoru a současně přesné řízení dodávky paliva pro jeho maximální účinnost.
Tento systém je vždy postaven
”
na míru“ danému motoru. Respektuje omezení daná
výrobcem motoru a disponuje funkcemi pro omezení rychlosti hřídele, teploty nebo tlaku.
FADEC ovládá i přidružené subsystémy motoru a komunikuje s palubní avionikou (zpřístup-
ňuje rozhraní pilotovi).
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Turbína
Řídicí jednotka 
palivového čerpadla - FPC
BLDC motor
Soustava palivového čerpadla
Palivové čerpadlo motoru
ECU
Dodávka 
paliva
Veličiny snímané senzory
Rozhraní s ECU
Obrázek 3.1: Řídicí jednotka palivového čerpadla
Mezi hlavní úkoly systému FADEC také patří měření průtoku paliva jdoucího do spa-
lovací komory za daných provozních podmínek v ustáleném stavu, při zrychlování nebo
zpomalování a následná optimalizace provozních parametrů motoru, kterou řídí jednotka
ECU. Řídicí jednotka se také snaží o to, aby udržela tah motoru na pilotem letadla poža-
dované hodnotě.
FADEC je velmi komplexní a složitý systém, na kterém záleží letová způsobilost le-
tadla. Pro zvýšení jeho spolehlivosti je implementovaná jednotka ECU vícekanálová. Na
obrázku 3.2 je zobrazena dvoukanálová architektura, tvořená dvěmi plnohodnotnými řídi-
cími jednotkami, které spolu navzájem komunikují. Každý kanál by měl mít pokud možno
nezávislý vstup, proto je nutné použít i redundantní senzory.
Dále tento kritický systém obsahuje funkce pro monitorování chodu a detekci poruch v
systému a všech připojených komponentách. Detekované chyby musí být zpracovány tak,
aby byl systém FADEC v bezpečném stavu a motor dál běžel. Jestliže nelze pokračovat v
bezpečném chodu, musí být motor bezpečně zastaven.
Obrázek 3.2: Redundantní kanály ECU v systému FADEC [18]
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3.2 Metodika návrhu dle leteckých standardů
V této části práce jsou popsány základní standardy týkající se vývoje letecké techniky.
Tyto standardy specifikují bezpečnostní požadavky, které jsou kladené na elektrotechnické
systémy a jejíž plnění je během procesu návrhu a vývoje SW/HW částí těchto systémů
vyžadováno.
V případě splnění všech požadavků je možné výsledný produkt prostřednictvím přísluš-
ného úřadu civilního letectví (certifikační autority) certifikovat a tím umožnit jeho praktické
nasazení v letectví.
3.2.1 Certifikace letecké techniky
Provoz a vývoj civilní letecké techniky je na území EU podřízen Evropské agentuře pro bez-
pečnost letectví EASA (European Aviation Safety Agency). Tato agentura dohlíží na oblasti
projektování, výroby, údržby a provozu letadel, leteckých výrobků a systémů (avioniky). V
neposlední řadě EASA rozhoduje o letové způsobilosti letadla či daného systému.
Pro oblast USA je evropskou alternativou úřad Federálního leteckého velení FAA (Fe-
deral Aviation Administration). FAA vydává svoje požadavky a nařízení ve formě regulací
FAR (Federal Aviation Regulations), doplňující informace jsou vydávány ve formě porad-
ních oběžníků AC (Advisory Circulars). Nařízení ohledně letové způsobilosti letadla (a jeho
systémů) jsou klasifikovány podle jeho kategorie, které jsou specifikovány na základě veli-
kosti, výkonu a nosnosti ledadla.
Oba tyto největší úřady civilního letectví používají podobné či stejné normy. Úřady
EASA a FAA rozlišují mezi těmito typy letadel: ultralehká letadla s motory a možností
řízení, horkovzdušné balóny, vrtulníky, bezpilotní letadla, malá letadla, transportní a do-
pravní letadla [7]. Transportní a velká dopravní letadla jsou nejkritičtějším možným le-
teckým systémem, jejož výrobu a vývoj dokážou zvládnout pouze velké společnosti jako
jsou Boeing či Airbus. Tato práce se zaměřuje na malá letadla (viz. tabulka 3.1) a vývoj
leteckých systémů pro tuto kategorii.
Třída letadla
Počet sedadel
pro cestujicí
Vzletová
hmotnost
Specifikace Příklad
Normal ≤ 9 ≤ 12 500 lib. Normalní neakrobatická letadla EV-55
Utility ≤ 9 ≤ 12 500 lib. Cvičná letadla s omezeným manév-
rováním
Ae 270 Ibis
Acrobatic ≤ 9 ≤ 12 500 lib. Akrobatická letadla bez omezení Zlín 142
Commuter ≤ 19 ≤ 19 000 lib. Vrtulová, vícemotorová letadla L410
Tabulka 3.1: Typy malých letadel
Poradní oběžník AC-23.1309 [8] uvádí klasifikaci poruchových stavů (úrovní kritičnosti),
možných následků pro pasažéry, posádku letadla a letadlo samotné (tabulka 3.2). Dále
definuje požadované minimální pravděpodobnosti výskytu poruchy za 1 letovou hodinu pro
dané úrovně kritičnosti a dané třídy malých letadel. V neposlední řadě uvádí přípustné
úrovně zajištění úrovně návrhu DAL (Design Assurance Level) pro SW a komplexní HW
systémů letadla.
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Klasifikace
poruchových
stavů
Bez vlivu Nezávažné Závažné Nebezpečné Katastrofální
Přípustné
pravdě-
podobnosti
Bez požadavků Pravděpodobná Malá Extrémně malá
Krajně neprav-
děpodobná
Vliv na letadlo
Žádný vliv na
operační
schopnosti nebo
bezpečnost
Mírné snížení
funkčnosti nebo
bezpečnosti
Výrazné snížení
funkčnosti nebo
bezpečnosti
Velké snížení
funkčnosti nebo
bezpečnosti
Obvykle se
ztrátou trupu
Vliv na cestující
v letadle
Nepříjemnosti
pro cestující
Fyzické
nepohodlí pro
cestující
Fyzické
strádání
cestujících
včetně zranění
Vážné nebo
smrtelné
zranění
cestujích
Více úmrtí
Vliv na posádku
letadla
Nemá vliv
Mírný nárůst
zatížení nebo
nutnost použití
nouzových
postupů
Fyzické
nepohodlí nebo
výrazné zvýšení
zátěže
Fyzický stres
nebo nadměrná
pracovní zátěž
zhoršující
schopnost plnit
úkoly
Smrtelná
zranění nebo
úmrtí
Třídy letadel Přípustné kvantitativní pravděpodobnosti a SW/komplexní HW DAL (Pozn. 2)
Třída I
(Typicky SRE
pod 6000 lbs.)
Bez požadavků
< 10−3
Pozn. 1&4
P=D, S=D
< 10−4
Pozn. 1&4
P=C, S=D
< 10−5
Pozn. 4
P=C, S=D
< 10−6
Pozn. 3
P=C, S=C
Třída II
(Typicky MRE,
STE nebo MTE
nad 6000 lbs.)
Bez požadavků
< 10−3
Pozn. 1&4
P=D, S=D
< 10−5
Pozn. 1&4
P=C, S=D
< 10−6
Pozn. 4
P=C, S=C
< 10−7
Pozn. 3
P=C, S=C
Třída III
(Typicky SRE,
STE, MRE
a MTE ≥ 6000
lbs.)
Bez požadavků
< 10−3
Pozn. 1&4
P=D, S=D
< 10−5
Pozn. 1&4
P=C, S=D
< 10−7
Pozn. 4
P=C, S=C
< 10−8
Pozn. 3
P=B, S=C
Třída IV
(Typicky třída
Commuter)
Bez požadavků
< 10−3
Pozn. 1&4
P=D, S=D
< 10−5
Pozn. 1&4
P=C, S=D
< 10−7
Pozn. 4
P=B, S=C
< 10−9
Pozn. 3
P=A, S=B
SRE/MRE - letadlo s jedním/více pístovými motory
STE/MTE - letadlo s jedním/více turbínovými motory
Poznámky:
1. Číselné hodnoty pravděpodobností jsou zde uvedeny jako referenční. Pro nezávažné a závažné poruchové
stavy obvykle není požadována kvantitativní analýza.
2. Písmena označují typické SW/HW DAL úrovně pro většinu primárních (P) a sekundárních (S) systémů.
3. Na úrovni funkce celého letadla nebude mít samostatná porucha za následek katastrofální selhání.
4. Sekundární systém (S) nemusí být nezbytný pro splnění cílové pravděpodobnosti. Pokud je S nainstalován,
měl by splňovat stanovená kritéria.
Tabulka 3.2: Klasifikace poruchových stavů, pravděpodobností výskytu a možných následků
pro dané třídy letadel
Úrovně zajištění návrhu DAL specifikují úrovně kritičnosti pro elektronický hardware.
Příklady leteckých systémů a jejich úrovní DAL jsou uvedeny v tabulce 3.3.
Úřad EASA používá doporučení od Evropské organizace pro leteckou civilní elektroniku
(EUROCAE), která se zabývá zajištěním bezpečnosti a spolehlivosti leteckých systémů, vý-
vojem požadavků na tyto systémy a vypracováním pokynů pro certifikační autority. Doku-
menty vydané tímto úřadem jsou rovnocenné těm, které vydává americká Federální poradní
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DAL Příklad leteckého systému
A Řízení letadla, řízení motoru, primární displeje
B Radiové a komunikační systémy, navigace
C Záložní displeje, záložní komunikační systémy
D Systémy pro údržbu a monitorování
E Systémy pro zábavu cestujících
Tabulka 3.3: Příklady leteckých systémů pro dané úrovně zajištění návrhu
komise pro aeronautiku RTCA (Radio Technical Commission for Aeronautics), jenž spolu-
pracuje s FAA. Komise vydala tyto hlavní standardy1:
• DO-178C - Programové vybavení leteckých palubních systémů a výstroje z pohledu
osvědčování jejich způsobilosti [24]
• DO-254 - Zajištění požadovaného designu pro elektronický letecký hardware [23]
• DO-160G - Podmínky prostředí a zkušební postupy pro palubní zařízení [22]
PLD
ASIC
FPGA
CPU
BSP
RTOS
Aplikační SW
Knihovny
Ovladače
Typický avionický systém
DO-254
DO-178B
Obrázek 3.3: Působnost standardů DO-178C a DO-254 v avionické technice [9]
Na obrázku 3.3 je znázorněna platnost těchto standardů. DO-178C je zaměřen na vývoj
SW a související vývojový proces, řízení a plánování projektu a zajištění kvality výsled-
ného SW. DO-17C vyžaduje trasovatelnost napříč všemi úrovněmi vývoje, od uživatelských
požadavků, přes zdrojové kódy, až po konečnou verifikaci a testování.
Jedním z nejdůležitějších kroků, je vytvoření plánu popisujícího SW aspekty certifikace
(Plan for Software Aspects of Certification). V tomto dokumentu je popsán základní přehled
požadavků na systém, architekturu a software. Musí zde být popsány požadavky na celé
zařízení, jelikož SW je certifikován jako jeho část. V plánu musí být popsána základní HW
1DO-178C a DO-254 nejsou standardy v daném smyslu slova. Jsou to množiny postupů, jejiž dodržování
je vyžadováno a bez kterých nelze žádný systém certifikovat.
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platforma a specifikovány všechny SW prostředky, které budou použity. Musí být definována
cílová úroveň kritičnosti SW a toto rozhodnutí zdůvodněno pomocí příslušné spolehlivostní
analýzy. Od zvolené úrovni kritičnosti SW se odvíjí komplexnost celého vývojového procesu
a přísnost požadavků, které na software DO-178C klade.
Standard DO-254 se snaží být pro HW tím, co je DO-178C pro SW. Pod označením
HW se nachází vše spojené s návrhem komplexního hardware implementovaného pomocí
ASIC, PLD, FPGA za pomocí HDL jazyků (neboli SW části komplexního HW). Vývoj dle
DO-254 vyžaduje velmi podobný vývojový cyklus jako předepisuje DO-178C. Také zde vše
začíná vytvořením plánu popisujícím HW aspekty certifikace spolu s určením požadované
kritičnosti.
Předpis DO-160G, označovaný též jako testy odolnosti, definuje standardní testovací
postupy a kritéria pro zkoušky palubního vybavení a elektronických zařízení pro různé
okolní podmínky, které napodobují skutečné provozní prostředí zařízení během letového
provozu. DO-160G se používá pro prokazování shody zařízení s požadavky na jeho odolnost
vůči okolním nepříznivým vlivům.
DO-160G se dle typů podmínek prostředí dělí do mnoha sekcí, jsou zde mj. uvedeny
postupy pro testování hardware v prostředí s vibracemi, v dosahu magnetického pole, v
prostředí s extremními teplotami, v radiačním prostředí, ve výbušném a hořlavém prostředí
nebo za vlivu radiového rušení. Každý systém je testován v rámci své kritičnosti a toho, v
jakém prostředí bude provozován.
3.2.2 Funkční bezpečnost systému
V kapitole 2.1 jsme definovali bezpečnost systému jako dílčí vlastnost celkové spolehlivosti
a také jako určitý stav, kdy daný systém nevykazuje jakékoliv ohrožení okolí a sebe sama.
Součástí celkové bezpečnosti systému je tzv. funkční bezpečnost [4] systému, která zavisí
na správné činnosti systému a jeho komponent, které zajišťují jeho bezpečnost.
Ochranný systém
Řídící systém Zařízení pod kontrolou
Bezpečnostní funkce
Bezpečnostní funkce
Výstupy 
+
Rizika
Obrázek 3.4: Bezpečnostní funkce [19]
Funkční bezpečností elektrických/elektronických/programovatelných elektronických sys-
témů se zabývá mezinárodní standard IEC 61508 [4]. Tento standard vychází z modelu (Ob-
rázek 3.5), který se skládá ze zařízení a řídicího systému, jenž spolu vytváří určité výsledky.
Současně je zařízení zdrojem rizika pro své okolí.
Je tedy nutné, aby byly identifikovány a posouzeny všechny rizika způsobené zařízením
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a jeho řídicím systémem. V případě, že určité riziko je vzhledem k funkčnosti a okolí sys-
tému neúnosné, musí být určitým způsobem zmenšené - což může vést až ke změně návrhu
zařízení/řídicího systému. Pokud je zbylé riziko stále neúnosné, je nutné vytvořit v řídicím
systému bezpečností funkce a nebo vybavit zařízení ochrannými zařízeními.
Zbylé riziko Riziko řízeného zařízení
Snesitelné
riziko
Rostoucí 
riziko
Nezbytná minimalizace rizika
Skutečná minimalizace rizika
část rizika pokrytá
vnějšími údálostmi
část rizika
pokrytá el.
systémy
část rizika
pokrytá ostatními
systémy + +
Obrázek 3.5: Minimalizace rizik [19]
Standard definuje 4 diskrétní úrovně pro stanovení požadavků integrity bezpečnosti na
bezpečností funkce.
SIL Průměrná pravděpodobnost výskytu nebezpečné poruchy u systémů s
malou četností vyžádání (≤ 1 ročně)
4 10−5 až < 10−4
3 10−4 až < 10−3
2 10−3 až < 10−2
1 10−2 až < 10−1
Tabulka 3.4: Úrovně integrity bezpečnosti pro systémy zřídka používané
SIL Pravděpodobnost výskytu nebezpečné poruchy za hodinu chodu u sys-
témů s trvalou činností nebo s velkou četností vyžádání (> 1 ročně)
4 10−9 až < 10−8
3 10−8 až < 10−7
2 10−7 až < 10−6
1 10−6 až < 10−5
Tabulka 3.5: Úrovně integrity bezpečnosti pro trvale/často používané systémy
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3.2.3 Úrovně kritičnosti SW
Kategorizace podmínek selhání SW a jeho následků na provoz letadla, cestující, posádku
a letadlo samotné dle DO-178C (obrázek 3.6):
• Úroveň A - Katastrofální (Catastrophic) - SW, jehož poruchové stavy či selhání
mohou zabránit letadlu v bezpečném letu a přístání.
• Úroveň B - Nebezpečné (Hazardous/Severe-Major) - SW, jehož poruchové stavy
či selhání mohou způsobit nebo přispět k selhání funkcí systému vedoucímu k nebez-
pečné nebo velmi závažné poruše letadla.
• Úroveň C - Závažné (Major) - SW, jehož poruchové stavy či selhání mohou způsobit
nebo přispět k selhání funkcí systému vedoucímu k závažné poruše letadla.
• Úroveň D - Nezávažné (Minor) - SW, jehož poruchové stavy či selhání mohou
způsobit nebo přispět k selhání funkcí systému vedoucímu k nezávažné poruše letadla.
• Úroveň E - Bez vlivu (No Effect) - SW, jehož abnormální chování či poruchové
stavy nemají žádný vliv na letovou a operační způsobilost letadla. SW vyvíjený v této
kategorii není nutné certifikovat.
A
B
C
D
E
Úroveň A: Katastrofické
Úroveň B: Nebezpečné
Úroveň C: Závažné
Úroveň D: Nezávažné
Úroveň E: Bez vlivu
SIL4
SIL3
SIL2
SIL1
SIL0
Obrázek 3.6: Úrovně krtičnosti SW dle DO-178C vs. SIL
3.3 Proces posouzení bezpečnosti a spolehlivosti
Bezpečnost letadla je nejdůležitějším požadavkem při vývoji leteckých systémů. Jejich bez-
pečnost a spolehlivost musí být posouzena jak na úrovni systému, tak na úrovni celého
letadla. Na celkovou bezpečnost systému má významný vliv bezpečnost obslužného SW.
Jeho bezpečnost musí být posouzena ve spojení s elektronickým hardware, protože pouze
společně mohou způsobit poruchový stav systému.
Proces posouzení bezpečnosti SA (safety assessment) [32] během vývojového procesu
leteckého systému zajistí, aby systém splňoval požadovanou úroveň bezpečnosti. Tento
proces vyhodnocuje funkce letadla a navrhnutého systému, jenž je provádí a přidružuje k
nim příslušná rizika.
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Vývojový proces má iterativní model a proces posouzení bezpečnosti je jeho neoddělitel-
nou součástí. Začíná základním návrhem systému a odvozením jeho bezpečnostních a spo-
lehlivostních požadavků. Během vývojového životního cyklu systému se jeho základní návrh
mění, musí být sledován a jeho bezpečnostní a spolehlivostní vlastnosti musí být znovu po-
souzeny. To může mít opět vliv na vznik nově odvozených bezpečnostních a spolehlivostních
požadavků. Tento proces končí verifikací návrhu systému a plnění všech stanovených poža-
davků.
Obrázek 3.7: Proces posouzení bezpečnosti leteckého systému [32]
Během posuzování bezpečnosti a spolehlivosti vyvíjeného systému (obrázek 3.7) jsou
využívány následující prostředky a analýzy, obsahující kvalitativní a kvantitativní poža-
davky:
1.) Funkční analýza rizik - FHA (Functional Hazard Assessment) je prováděna na
začátku vývojového cyklu leteckého systému. Tato komplexní analýza vyšetřuje základ-
ní funkce systému s cílem identifikovat a ohodnotit jejich kritičnost.
FHA je většinou prováděna ve dvou úrovních. Na úrovni celého letadla a na úrovni
vyvíjeného systému. Výsledky této analýzy jsou použity na vstupu předběžného sta-
novení bezpečnosti systému.
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2.) Předběžné stanovení bezpečnosti systému - PSSA (Preliminary System Sa-
fety Assessment) je systematická analýza navrhnuté architektury systému sloužící k
zjištění toho, jaké poruchy mohou způsobit funkční rizika identifikované analýzou
FHA.
Úkolem PSSA je také vytvoření bezpečnostních požadavků na systém a prokázaní
toho, že lze u jeho navrhované architektury očekávat splnění všech bezpečnostních
cílu a minimalizaci rizik identifikovaných v FHA. PSSA je prováděna v různých fá-
zích vývoje systému. Na samotném začátku stanovuje požadavky na návrh hardware
a software systému.
3.) Stanovení bezpečnosti systému - SSA (System Safety Assessment) je proces
komplexního vyhodnocení implementovaného systému a prokázání toho, že jsou spl-
něny všechny bezpečnostní cíle z FHA analýzy a všechny odvozené bezpečnostní poža-
davky vytvořené během fází PSSA.
SSA vychází z kvalitativního stromu poruch vytvořeného během PSSA a pravdě-
podobností jednotlivých rizik získaných pomocí analýzy způsobů a důsledků poruch
FMEA (Failure Mode and Effects Analysis).
4.) Analýza společných příčin - CCA (Common Cause Analysis) je analýza začínájící
souběžně s FHA systému, která interaguje s aktivitami následujících PSSA a SSA ana-
lýz. CCA se snaží identifikovat společné příčiny nebo způsoby poruch v navrhovaném
systému a pomáhá koncipovat takové metody, které zamezí jejích výskytu.
CCA má za cíl prozkoumat mnohem širší spektrum problémů, než které vznikají
během SW nebo HW operací. Snaží se obsáhnout celý proces vývoje, certifikace,
provozu a údržeb systému v průběhu jeho životního cyklu.
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Kapitola 4
Techniky zvýšení spolehlivosti
systému
Tato kapitola se zaměřuje především na techniky potlačení vlivu
”
soft“ poruch (způsobe-
ných např. jevy SEE) vedoucích ke zvýšení spolehlivosti systému a to za pomocí metod
tolerance poruch. Jsou popsány metody vhodné zjm. pro použití na variabilní platformě
FPGA, techniky implementované přímo v HW a algoritmické metody, jenž modifikují řídicí
program systému tak, aby byl spolehlivější.
Před podrobnějším popisem dostupných metod zvyšujících spolehlivost systému je nutné
uvědomit si, že ve výsledném systému musí být minimalizováno riziko výskytu poruchy.
Proto je nutné už během fáze návrhu a vývoje systému předcházet výskytu jakýchkoli
poruch a to za pomoci dodržování všech odpovídajících standardů, správných návrhových
a vývojových praktik, využívání verifikovaných nástrojů apod.
4.1 Diagnostika systému a metody detekce poruch
Metody a prostředky detekce poruch jsou základní potřebou spolehlivých a kritických
aplikací. Všechny mechanismy použité k zajištění bezporuchovosti a toho, aby se systém
uměl vyrovnat s výskytem poruchy a dále správně fungoval, by byly k ničemu, pokud by
nebyl schopný správně detekovat vzniklé chybové stavy a tím i příslušné poruchy. Problémy
spojené s detekcí poruch se zabývá obor diagnostiky elektronických systémů.
Mezi metody pro diagnostiku systému, ověřování správnosti výpočtů a detekci chyb
můžeme zařadit následující:
Vestavěné testy Tyto testy provádí většinou diagnostiku celého systému a jeho správné
funkce. Při startu systému mohou být spuštěny tzv. PBIT (Power-On Build-In Test) testy,
které poskytují informace o tom, v jakém stavu je systém při svém zapnutí. Během da-
lšího provozu lze jeho stav sledovat pomocí pravidelné diagnostiky, tzv. cyklických testů
CBIT (Cyclic Build-In Test). Testy CBIT jsou většinou spuštěny při startu systému a dále
opakovány v určitých časových intervalech.
• Příkladem PBIT testu může být test pro zjištění správnosti a integrity dat uložených
v EEPROM paměti pomocí kontrolního součtu. U systémů řízených mikrokontrolé-
rem mohou být při startu obslužného SW kontrolovány použité periferie za pomocí
specifických testů (např. loopback test pro RS232 rozhraní) a všechny ostatní důležité
funkce.
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Kontrola načasování Hard real-time systémy vyžadují správné načasování všech důleži-
tých událostí a úloh. V případě porušení některé z definovaných časových mezí (deadline)
se může daný systém ocitnout ve velmi kritickém stavu, tudíž každé porušení časové meze
je bráno jako selhání.
Reverzní kontrola Metoda reverzní kontroly spočívá v procesu zpětného provedení ce-
lého výpočtu daného bloku/funkce a porovnání, zda aktuální vstupní hodnota je shodná s
hodnotou vstupu, kterou nalezl reverzní výpočet.
Testy rozhraní Rozhraní tvoří vstupní a výstupní část funkce nebo funkčního bloku.
V těchto místech může být prováděna kontrola správnosti vstupních či výstupních dat.
Pokud se jedná o číselné hodnoty, můžeme je otestovat, zda nepřesahují definované limity
(v případě, že je známe).
4.2 Redundantní architektury
Systémy odolné proti poruchám nejčastěji používají pro zvýšení své spolehlivosti určitou
formu redundance. Techniky zavedení redundance do navrhovaného systému se vyznačují
většími nároky na systémové, vývojové, informační nebo časové zdroje. S tím je potřeba
počítat a uvědomit si, že současně vzrůstá cena takového systému.
Metody zvýšení systémové redundance s sebou přináší kromě redukce pravděpodobnosti
výskytu nesprávného výsledku v systému také větší provozuschopnost systému i v případě
výskytu trvalé poruchy (více poruch).
Redundantní architektury [25] lze rozdělit dle několika hledisek. Tím nejdůležitějším jsou
použité zdroje. Redundantní systém může být implementován v HW, v SW nebo kombinaci
obou předchozích. Tyto systémy se pak mohou lišit svým přístupem k poruchám. Dle něj je
lze rozdělit na statické (pasivní), dynamické (aktivní) nebo hybridní, vzniklé opět kombinací
předchozích dvou přístupů.
• Statické redundantní systémy dosahují té nejjednodušší odolnosti vůči poruchám a to
bez žádné námahy. Tyto systémy poruchy nedetekují, jen maskují jejích výskyt.
• Dynamické redundantní systémy se pokouší poruchy detekovat, lokalizovat a následně
provést takové kroky, které povedou k celkovému zotavení systému a obnově všech jeho
funkcí.
Fyzicky implementované redundantní systémy se obecně nazývají N-modulární redun-
dantní systémy. Pro správnou funkci redundantní architektury je nutné, aby N bylo liché
a dostatečně velké. V případě sudého N a rovnosti výsledků jednotlivých modulů nelze
určit správný výsledek celkové architektury.
4.2.1 Programová redundance
Programová redundance je založena na dvou a více verzích jednoho programu či funkčního
bloku, které se provádí po sobě nebo paralelně.
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Obrázek 4.1: Základní TMR architektura
N-verzí programu
Nejobecnějším typem programové redundance je technika nazývá N-Version programming
[5]. Tato metodika ve své podstatě využívá rozdílnosti návrhu (design diversity) jednotlivých
verzí programu, které poskytují stejnou funkčnost. Rozdílnost verzí je zaručena jejich ne-
závislým návrhem a vývojem. Základní myšlenkou je to, že v programech vytvořených
odlišným způsobem, budou také poruchy vznikat odlišně.
Jednotlivé verze programu provádí n-násobný výpočet a jejich výsledky jsou předá-
vány rozhodovacímu algoritmu, který určí jediný výsledek. Cílem je tedy minimalizovat
pravděpodobnost podobných chyb v podmíněných blocích, funkcích, výpočtech, algorit-
mech a všude tam, kde je to možné.
Porovnání výstupu programů se provádí pomocí rozhodovacího algoritmu nebo hlaso-
vání. Tento algoritmus by měl být schopen detekovat chybné výstupy jednotlivých verzí
a zabránit dalšímu šíření špatné hodnoty. Současně by měl být srovnávací algoritmus s
ohledem na bezpečnost a spolehlivost celého SW.
Blok obnovy
Většina funkcí programu může být implementována více než jedním způsobem. Jednotlivé
varianty funkcí se od sebe navzájem liší svou efektivností z hlediska využití paměti, doby
provedení, spolehlivosti a dalších kritérií.
Technika bloků obnovy tyto jednotlivé implementace funkcí řadí dle účinnosti tak, že
nejefektivnější implementace je umístěna na první místo v bloku pokusů. Ostatní verze
jsou dle své účinnosti řazeny v alternativních větvích. Výběr varianty výsledku je proveden
během vykonávání programu vycházejícím z výsledku akceptačního testu u jednotlivých
verzí funkcí. V případě nesplnění akceptačního testu se provede další implementace funkce.
Pokud neskončí úspěšně ani jeden z akceptačních testů, dojde k poruše. Posloupnost příkazů
je tedy následující:
proveď akceptační test
obnova pomocí hlavní alternativy
nebo pomocí alternativy č. 2
.
.
nebo pomocí alternativy č. n
jinak chyba
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Před provedením každého z funkčních bloků se vytvoří blok obnovy, do kterého se uloží
aktuální kontext zpracovávaných dat. V případě selhání akceptačního testu výsledků fun-
kčního bloku je kontext dat obnoven ze zálohy.
4.2.2 Informační redundance
Nejčastější formou informační redundance je kódování. K užitečným datům jsou přidány
kontrolní bity, které nám umožňí ověřit správnost dat před jejich použitím. Některé kódovací
mechanismy nám dokonce umožňují opravit chybné datové bity.
Metody detekce (detekční kódy) a případně korekce dat (samoopravné kódy) se často
používají k zabezpečení pamětí a dat, přenášených po různých sběrnicích a komunikačních
kanálech. Pro zabezpečení těchto systémů informační redundancí lze použít následující kód-
ovací techniky [13]:
Detekční kódy
Parita Paritní bity jsou nejjednodušším kódem a také způsobem, jak lze zabezpečit naše
užitečná data. K datům o délce d bitů je přidán jeden kontrolní bit, který udává hodnotu
parity. V případě sudé (liché) parity je hodnota kontrolního bitu nastavena na 1 pokud
je počet všech 1 ve slově s paritou (d+1 bitů) sudý (lichý). Paritní kód má Hammingovu
vzdálenost rovnu 2, tudíž umožňuje detekovat všechny jedno bitové chyby a lichý počet
násobných chyb. Tento způsob paritního kódování se nazývá Bit-per-Word parita. Kromě
této metody existují další rozšiřující metody:
• Bit-per-Byte parita, kdy se paritní bit vyhodnocuje pro každý datový byte zvlášť.
• Prokládaná parita, která uchovává n paritních bitů pro datové d-bitové slovo. Každý
z paritních bitů je spojen se skupinou d/n bitů a generován jako parita přes každý
n-tý bit slova.
CRC Cyklický redundantní součet CRC (Cyclic redundancy check) je metoda založená
na binárním dělení. Při tomto způsobu kódování jsou užitečná data (posloupnost binárních
čísel) interpretována jako polynom. Ten je vydělen druhým předem stanoveným polynomem.
Zbytek po tomto dělení představuje CRC hodnotu, která je připojena ke vstupním datům.
V místě, kde chceme data zabezpečená pomocí CRC součtu použít, je datová část zprávy
opět vydělena stejným polynomem a ověřena shodnost zbytku po dělení a připojeného CRC.
Pokud se tyto hodnoty nerovnají, došlo během přenosu nebo uchovávání dat k chybě.
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Kapitola 5
Výběr platformy
Spolehlivý řídicí systém lze implementovat na jakékoliv HW platformě, která bude vy-
kazovat dostatečný výkon a použitelné systémové prostředky, splňovat potřebné operační
teplotní limity zařízení a bude dostatečně spolehlivá. Zvláště výhodné je, pokud jsou v HW
implementovány některé techniky detekce a opravy chyb či redundance.
5.1 Přehled mikrokontrolérů
Výběr HW platformy pro cílový systém probíhal z řad mikroprocesorů firem Texas In-
struments (TI) a Freescale, které nabízí jejich nejširší sortiment. Jako nejvhodnější mikro-
procesory se jevily modely TMS470M [27] a TMS570 [28], jenž mají následující vlastnosti:
TI TMS470M
• Procesor ARM Cortex-M3 běžící na frekvenci 80 MHz
• Operační paměť SRAM s kapacitou 16 až 64 KB, datová FLASH paměť velká 256 až
640 KB
• Periferie: 2x CAN kontrolér, 2x UART, 2x SPI, 10-bitový AD převodník, JTAG
• Obsahuje bezpečnostní funkce jako jsou vestavěné testy CPU a RAM, mechanismy
ECC a CRC pro zabezpečení pamětí.
• Operační provoz v teplotním rozsahu od -40◦C do +125◦C. Určen mimo jiné pro
bezpečnostní systémy v automobilové technice a leteckou techniku.
TI TMS570
• Procesor ARM Cortex-R4F běžící na frekvenci 180 MHz
• Operační paměť SRAM s kapacitou 160 KB, datová FLASH paměť velká 3 MB
• Periferie: 3x CAN kontrolér, 2x UART, 2x FlexRay, dvoukanálový 12-bitový AD pře-
vodník, JTAG
• Obsahuje bezpečnostní funkce jako jsou vestavěné testy CPU a RAM, mechanismy
ECC a CRC pro zabezpečení pamětí. Certifikován pro úroveň zabezpečení SIL-3.
• Operační provoz v teplotním rozsahu od -40◦C do +125◦C. Určen mimo jiné pro
leteckou a aerospace techniku.
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5.2 Přehled FPGA
Chceme platformu, která by vykazovala vysoký stupeň přizpůsobitelnosti a umožňovala
vyzkoušet různé konfigurace designu a techniky zvýšení spolehlivosti a odolnosti systému.
K tomuto se ideálně hodní obvody FPGA. Hlavní výrobci těchto obvodů jsou následující:
Xilinx Společnost Xilinx, Inc. má asi nejširší nabídku FPGA obvodů na dnešním trhu.
Nabízí obvody s nízkou cenou a spotřebou, obvody pro vysoký výkon a obvody cílené na
průmyslové systémy. Dvě hlavní rodiny obvodů jsou Spartan a Virtex.
Actel Actel nabízí nízkopříkonové FPGA obvody rodiny IGLOO a ProASIC, obvody
s přídavným signálovým procesorem. Také se zaměřuje na spolehlivá FPGA odolná vůči
radiaci, která jsou však i několikrát dražší než ostatní.
Altera Altera vyrábí FPGA obvody třídy Stratix, Arria a Cyclone. Do rodiny Stratix
patří High-End obvody, středně výkonné obvody patří do rodiny Arria a FPGA obvody
Cyclone jsou nízkopříkonové a levné.
5.3 FPGA Xilinx Virtex 5
Vzhledem k potřebám této práce, byla jako implementační HW platforma zvolena rodina
FPGA obvodů Virtex-5 [30] od firmy Xilinx, Inc. Tato rodina obsahuje 5 výkonnostních
platforem:
• Virtex-5 LX: pro velmi výkonné obecné aplikace.
• Virtex-5 LXT: pro velmi výkonné aplikace s rozšířeným sériovým rozhraním.
• Virtex-5 SXT: pro velmi výkonné signálové aplikace s rozšířeným sériovým rozhraním.
• Virtex-5 TXT: pro velmi výkonné systémy s dvojnásobně rozšířeným sériovým roz-
hraním.
• Virtex-5 FXT: pro velmi výkonné vestavěné systémy s rozšířeným sériovým rozhraním.
FPGA Virtex-5 obsahují 6 vstupé LUT (Look-up table), bloky RAM paměti velké
36 KB, DSP48E SLICE bloky, vestavěný mikroprocesor PowerPC 440 (Virtex-5 FXT).
Konfigurace vybraných typů FPGA obvodů je uvedena v tabulce 5.1.
FPGA Velikost pole Slice DSP48E Slice Block RAM PowerPC 440
XC5VLX30 80 x 30 4800 32 32 -
XC5VLX50T 120 x 30 7200 48 60 -
XC5VSX50T 120 x 34 8160 288 132 -
XC5VFX30T 80 x 38 5120 64 68 1
Tabulka 5.1: Přehled vybraných FPGA obvodů rodiny Virtex5 od firmy Xilinx Inc.
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Kapitola 6
Řídicí systém sběrnice CAN
Pro vyzkoušení metod vedoucích ke zvýšení spolehlivosti a odolnosti proti poruchám ří-
dicích systémů jsem se rozhodl implementovat systém pro řízení CAN sběrnice a datové
komunikace na ni. Vyvinutý řídicí systém bude určen pro univerzální použítí na platformě
typu FPGA.
6.1 Sběrnice CAN
Sběrnice CAN vyvinutá firmou BOSCH je dlouhodobě standardem na poli komunikačních
sběrnic využívaných nejen v automobilovém průmyslu a průmyslové automatizaci ale i v
letecké technice. Zde se často využívá spolu s rozšiřujícím aplikačním protokolem CANAe-
rospace pro časově nekritický přenos informací.
Architekturu komunikačního protokolu CAN sběrnice [21] lze z pohledu ISO-OSI modelu
rozdělit na fyzickou a linkovou vrstvu. Tyto navazující vrstvy pracují následovně:
• Fyzická úroveň protokolu CAN definuje, jak jsou data elektricky přenášena a zakódo-
vána, určuje časování a synchronizaci přenosu jednotlivých bitů. Specifikace protokolu
sběrnice nedefinuje vlastnosti, které by měl mít řadič nebo přijímač CAN sběrnice,
což umožňuje optimalizování HW provedení CAN sběrnice pro účely dané aplikace.
• Linková vrstva je zodpovědná za filtrování zpráv, řízení sběrnice, potvrzování zpráv,
detekci poruch a jejich signalizaci.
Specifikace komunikačního protokolu CAN sběrnice [21] rozlišuje dva typy identifikátoru
komunikačních rámců – standardní o velikosti 11 bitů a rozšířený o velikosti 29 bitů. Kromě
tohoto dělení rozslišuje CAN protokol následující typy přenášených rámců:
• Datový rámec – slouží k přenosu dat od odesílatele k příjemci. Jeho formát je
znázorněn na obrázku 6.1.
Začátek každého datového rámce je označen bitem SOF (Start of Frame). Dále násle-
duje identifikátor rámce o velikosti 11 nebo 29 bitů, podle toho, zda se jedná o rámec se
standardním nebo rozšířeným identifikátorem. Za identifikátorem je umístěn bit RTR
(Remote Transmission Request), který je použit pro označení vzdáleného rámce. Poté
se v rámci nachází bit IDE (Identifiter Extension), který určuje zda se jedná o stan-
dardní nebo rozšířený formát. Bit r0 je rezervován pro budoucí použití. Následně se
nachází 4 bity určující délku datové části rámce, která může být velká od 0 do 8B
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a poté samotná datová oblast. Rámec je zabezpečen pomocí 15-bitového CRC kódu.
Posledním bitem před mezirámcovou mezerou IFS (Interframe Space) je potvrzovací
bit ACK (Acknowledge).
Obrázek 6.1: Formát datového a rozšířeného rámce protokolu CAN
• Žádost o data – odeslán jako požadavek na přenesení datového rámce se stejným
identifikátorem. Jeho formát je stejný jako u datového rámce.
• Chybový rámec – odeslán v případě, že připojený uzel detekuje chybu na CAN
sběrnici.
• Rámec přeplnění – přijímací uzel tento rámec vkládá na komunikační sběrnici v
případech, kdy nestíhá zpracovat příchozí rámce a vyžaduje dodatečné zpoždění mezi
předchozím rámcem a těmi následujícími.
Datové rámce přenášené po CAN sběrnici mají určené priority na základě velikosti jejich
identifikátoru. Rámce s nižším identifikátorem jsou přeneseny přednostně. Protokol CAN
sběrnice dovoluje komunikovat po sběrnici několika způsoby:
a) Komunikace typu Multimaster: v případě, že je sběrnice volná, může začít přenášet
data jakýkoliv připojený uzel
b) Přímé spojení komunikujicích uzlů (Point-to-Point)
Při přenosu jsou datové zprávy zabezpečeny pomocí CRC součtu, který je sestaven nad
předcházejícími poli (od SOF bit až po datovou část) za pomocí generujícího polynomu
tvaru x15 + x14 + x10 + x8 + x7 + x4 + x3 + 1. Uzel, který obdrží datový rámec s korektním
CRC součtem, pošle odesílateli potvrzení o jeho příjmu.
6.2 Aplikační protokol CANAerospace
Protokol CANAerospace [16] je jednoduchá aplikační nástavba nad komunikačním proto-
kolem CAN sběrnice. Tento protokol umožňuje přenášet data a současně informace o jejich
významu, což pouhý CAN protokol neumí. Zpráva definovaná protokolem CANAerospace
je uložena v datové oblasti CAN rámce. Současně s datovou oblastí CAN rámce je také vy-
užit jeho identifikátor, který slouží k určení typu požadované služby, které jsou v aplikační
vrstvě implementovány.
Formát datové zprávy definovaný protokolem CANAerospace je znázorněný na obrázku
6.2. Datové byty ve zprávě uloženy v pořadí Big-endian. Jak již bylo řečeno, každá zpráva
je označena identifikátorem CAN rámce (CAN ID), který současně určuje typ a prioritu
požadované služby. Samotná zpráva sestává z hlavičky o velikosti 4B a datové oblasti o
velikosti 0 - 4B. Informační hlavička zprávy obsahuje pole identifikátor uzlu, typ přenášených
dat, kód služby a kód zprávy. Bližší význam těchto informačních polí je tento:
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Obrázek 6.2: Formát zprávy protokolu CANAerospace
• Identifikátor uzlu - tato hodnota označuje pro zprávy typu EED a NOD vysílací
uzel, pro typy zpráv NSH a NSL identifikuje cílový uzel.
• Typ datové oblasti - hodnota specifikuje způsob uložení přenášených dat. Přenášená
data mohou obsahovat jednu hodnotu typu např. FLOAT, LONG, SHORT nebo CHAR. V
jedné zprávě může být přenášeno i více hodnot, např. 2xSHORT nebo 4xCHAR. Všechny
kódy datových typů jsou uvedeny ve specifikaci [16].
• Kód služby - tento kód může být použít pro zprávy typu NOD jako identifikátor
požadavku na určitá data, pro zprávy typu NSL/NSH udává servisní kód pro určitou
službu
• Kód zprávy - u zpráv typu NOD je tato 8-bitová hodnota neustále inkrementována
(po dosáhnutí čísla 255 začíná číslování zpráv opět od 0) za účelem označení zpráv
časovými známkami a monitorování správného pořadí jejich příjmu. Pro zprávy typu
NSL / NSH je hodnota použita pro rozšíření identifikátoru kódu služby.
Protokol CANAerospace využívá identifikátor CAN ID pro rozlišení určitých typů zpráv
a jejich priorit, jejich souhrn je uveden v tabulce 6.1. Každý typ zpráv má vymezen vlastní
rozsah identifikátorů. Komunikace mezi uzly může probíhat dvěma způsoby (u zpráv typu
UDH/UDL a DSD je volba způsobu komunikace mezi uzly na uživateli):
a) Komunikace typu ATM (Anyone-to-Many) kdy daný uzel odesílá informace a všechny
ostatní ji mohou příjmout. Tento způsob přenosu je využit u zpráv typu EED a NOD,
které přenáší obslužné a provozní informace.
b) Komunikace typu PTP (Peer-to-Peer) je používaná pro přenos zpráv typu NSL/NSH,
kdy dva uzly spolu komunikují za pomocí handshake mechanismu nebo jako kli-
ent/server.
Protokol CANAerospace definuje několik základních služeb, které je možné v zařízení
implementovat. Tyto služby jsou označeny pomocí hodnoty kódu služby od 0 do 15, roz-
sah kódu 16 - 99 je rezervován pro budoucí použití, zbývající rozsah hodnot 100 - 255 je
předurčen pro uživatelské definice. Základní služby, které protokol CANAerospace rozlišuje
např. jsou:
• IDS (Identification Service) - všechna zařízení používající CANAerospace musí mít
implementovánu tuto službu, která slouží k jejich identifikaci na CAN sběrnici
• DSS (Data download service) - služba pro odeslání data do jiného zařízení
• DUS (Data upload service) - služba vyžadující příjem příchozích dat
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• TIS (Transmission Interval Service) - služba pro nastavení frekvence přenosu určitých
zpráv
• BSS (CAN Baudrate Setting Service) - služba pro nastavení rychlosti sběrnice CAN
na cílovém zařízení
• NIS (Node-ID Setting Service) - služba pro nastavení identifikátoru uzlu adresovaného
zařízení
Typ zprávy CAN ID Význam
Emergency Event
Data (EED)
0 - 127 Zprávy přenášené asynchronně určené k obsloužení situace, která
vyžaduje okamžitou reakci.
High Priority Node
Service Data (NSH)
128 – 199 Zprávy sloužící k přenosu provozních příkazů, které jsou s defino-
vanými časovými intervaly přenášeny asynchronně nebo cyklicky
(36 kanálů).
High Priority
User-Defined Data
(UDH)
200 - 299 Zprávy jejichž formát, význam a přenosové intervaly definuje uži-
vatel.
Normal Operation
Data (NOD)
300 - 1799 Zprávy sloužící k přenosu provozních a stavových informací, které
jsou s definovanými časovými intervaly přenášeny asynchronně
nebo cyklicky.
Low Priority
User-Defined Data
(UDL)
1800 - 1899 Zprávy jejichž formát, význam a přenosové intervaly definuje uži-
vatel.
Debug Service Data
(DSD)
1900 - 1999 Zprávy sloužicí k ladění komunikace a stažení SW, které jsou pře-
nášeny asynchronně nebo cyklicky.
Low Priority Node
Service Data (NSL)
2000 - 2031 Zprávy sloužící k testování a údržbě, které jsou přenášeny asyn-
chronně nebo cyklicky (16 kanálů).
Tabulka 6.1: Typy zpráv v protokolu CANAerospace založených na CAN identifikátoru
6.3 Návrh hardware
Komunikaci po sběrnici CAN umožňuje rozšiřujicí modul, který je s FPGA propojen pomocí
SPI rozhraní. Současně je CAN modul napájen napětím o velikosti 3,3V. Schéma zapojení
součástek CAN modulu a schéma DPS je uvedeno v příloze A. Tyto schémata byly navrženy
v návrhovém systému Eagle, zdrojové soubory schémat jsou uloženy na přiloženém CD.
CAN modul se skládá z dilčích části CAN přijímače SNDHW320 od firmy Texas Instru-
ments, CAN řadiče mcp2515 od firmy Microchip a konektoru RJ45 sloužícího pro propojení
s dalším zařízením pomocí nekříženého UTP kabelu. V následujicí podkapitole je popsán
obvod mcp2515, který bude ovládán za pomocí dále navrženého řídicího systému imple-
mentovaného na platformě FPGA.
6.3.1 Řízení CAN sběrnice pomocí obvodu mcp2515
CAN řadič mcp2515 [17] implementuje protokol CAN sběrnice v2.0B, jenž byl popsaný v
kapitole 6.1. CAN sběrnice a samotný obvod umožňuje přenášet data s maximální rychlostí
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1MB/s. Obvod má k dispozici pro přijímané zprávy dva prioritní buffery, šest 29-bitových
filtrů a dvě 29-bitové masky. Pro odesílání zpráv má k dispozici tři prioritní buffery.
Obvod je řízen pomocí instrukcí uvedených v tabulce 6.2, které jsou přenášeny pro-
střednictvím SPI rozhraní. Toto rozhraní je omezeno frekvencí hodin SCK na maximálně
10 MHz. Režim komunikace po SPI rozhraní je možný v módu 0/0 a 1/1, kdy první hod-
nota značí klidovou úroveň hodin SCK (CPOL) a druhá hodnota specifikuje okamžik, kdy
je vzorkována vstupní hodnota.
• SPI mód 0/0 - klidová úroveň hodin SCK je v log. 0 a vstupní hodnota je vzorkována
při přechodu hodinového signálu z klidové do aktivní úrovně
• SPI mód 1/1 - klidová úroveň hodin SCK je v log. 1 a vstupní hodnota je vzorkována
při přechodu hodinového signálu z aktivní do klidové úrovně
Instrukce Kód Význam
Reset 1100 0000 Reset obvodu.
Read 0000 0011 Čtení hodnoty registru.
Read RX buffer 1001 0nm0 Čtení přijaté zprávy z RX bufferu.
Write 0000 0010 Zápis hodnoty do registru.
Load TX buffer 0100 0abc Nahrání zprávy do odesílacího TX bufferu.
RTS 1000 0nnn Požadavek na odeslání zprávy uložené v TX bufferu.
Read status 1010 0000 Načtení hodnoty status registru.
RX status 1011 0000 Čtení hodnoty stavu RX bufferů.
Bit modify 0000 0101 Bitová modifikace hodnoty registru dle zadané
hodnoty a odpovídající masky.
Tabulka 6.2: SPI instrukce pro ovládání obvodu mcp2515
Pracovní režim obvodu lze nastavit prostřednictvím volby v řídicím registru CANCTRL.
Možné režimy obvodu jsou následující:
• Konfigurační režim - který umožňuje nastavit obsah řídicích registrů (CNF1, CNF2,
CNF3, TXRTSCTRL a registry pro nastavení přijímacích filtrů a masek), které jsou
jinak přístupné pouze pro čtení. Konfigurační režim by měl být spuštěn vždy ihned
po resetu obvodu.
• Provozní režim - v provozním režimu obvod monitoruje a řídí CAN sběrnici, gene-
ruje potvrzovací bity CAN rámců, chybové rámce aj. Pouze v provozním režimu lze
prostřednictvím obvodu odesílat rámce.
• Režim spánku - umožňuje minimalizovat odběr proudu obvodu, který se v případě
aktivity na sběrnici přepne do režimu naslouchání, kdy přijme všechny příchozí rámce.
Do provozního režimu musí být obvod nastaven explicitně.
• Režim naslouchání - tento režim přizpůsobuje obvod rychlému přijímaní všech
příchozích zpráv. Tento režim může být použit pro monitorování sběrnice a pro auto-
matickou detekci aktuální přenosové rychlosti sběrnice.
35
• Režim zpětné smyčky - režim sloužící pro vývoj a testování, který umožňuje pro-
střednictvím přesunu v bufferech odeslání zprávy a její zpětné přijmutí, tzn. bez
nutnosti odeslání na CAN sběrnici.
CAN řadič disponuje několika řídicími a stavovými registry, registry pro uložení přijmu-
tých a odesílaných hodnot a také registry pro nastavení filtrů a masek pro příslušné buffery.
Soupis těchto registrů je uveden v tabulce B.1. Funkce řadiče je řízena pomocí instrukcí
uvedených v tabulce 6.2.
6.4 Návrh FPGA architektury
V předchozí kapitole byl popsán návrh HW rozšiřujícího modulu, který aplikaci imple-
mentované na platformě FPGA zpřístupní komunikaci po CAN sběrnici. Z tohoto návrhu
vyplývá několik základních požadavků na funkce řídicího systému:
• Systém bude s obvodem řadiče komunikovat po SPI rozhraní prostřednictvím daných
SPI instrukcí.
• SPI rozhraní musí respektovat potřeby a omezení obvodu (frekvence hodin, polarita).
• Nízkoúrovňové řízení obvodu musí být řízeno logikou, která bude umět příjímat a ode-
sílat CAN rámce a zpracovávat další vstupní podměty.
• S ohledem na budoucí použití v aplikaci řízení bude nad základním protokolem CAN
sběrnice implementován protokol CANAerospace.
Řadič CAN sběrnice se skládá z funkčních bloků zobrazených na obrázku 6.3. Vodiče SPI
rozhraní jsou z vnějšku vedeny do bloku implementujícího základní ovládání obvodu CAN
řadiče (mcp2515 driver) pomocí definovaných SPI instrukcí. Komponenta mcp2515 driver
bude využívat komponentu SPI Master, jenž umožňuje sériovou komunikaci s připojeným
obvodem po SPI rozhraní.
Nad tímto bude implementován systém řídicí komunikaci po CAN sběrnici (CAN con-
trol). Na aplikační úrovni bude vytvořen testovací systém (CAN Aero), který bude po-
mocí řídicího systému CAN sběrnice a aplikačního protokolu CANAerospace komunikovat
s vnějším okolím po CAN sběrnici a provádět požadované funkce.
Obrázek 6.3: Architektura aplikační vrstvy a řidícího systému sběrnice CAN
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Kapitola 7
Implementace řídicího systému
V této kapitole je popsána implementace všech funkčních komponent řídicího systému sběr-
nice CAN, tak jak byl navržen v předcházející podkapitole 6.4.
7.1 Komponenta SPI Master
SPI Master je synchronní komponenta, která řídí SPI komunikaci s připojeným Slave zaříze-
ním, které je v našem případě obvod CAN řadiče mcp2515. Současně komponenta generuje
hodinový signál, který synchronizuje datovou komunikaci mezi zařízeními.
S komponentou je možné komunikovat pomocí paralelního rozhraní DIN a DOUT, které
slouží pro nahrání nebo vyčtení hodnoty z vnitřního datového registru. Signál WE slouží pro
potvrzení platných dat na vstupu DIN, aktivací tohoto signálu se spustí vnitřní FSM, který
řídí generování hodinového signálu a sériový přenos dat. Generovaný hodinový signál pro
synchronizaci přenosu dat po SPI rozhraní odpovídá módu 1/1. Výstupní port RXF slouží
k informování o dokončení přenosu jednoho slova (1B). Vstup TXE indikuje stav, kdy je
vstupní datový registr volný a je možné do něj zapsat hodnotu k přenesení po sběrnici.
Obrázek 7.1: Komponenta SPI Master
Řídicí automat navržené komponenty, který je znázorněn na obrázku 7.2, pracuje následu-
jícím způsobem:
• SPI master je v stavu nečinnosti sIDLE dokud není aktivován vstup WE. Poté automat
přejde do stavu sREADY, kdy se inicializuje posunovací registr.
• V následujícím stavu sSTART se povoluje generování hodinového signálu SCK pro SPI
rozhraní. Poté automat přejde do stavu sRUN, kde setrvá do té doby, než se přenese 8
bytů.
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• Dále následuje stav sWROUT, ve kterém se zapíše obsah posunovacího registru do vý-
stupního datového registru.
• V případě dalšího požadavku na přenos dat automat přejde do stavu sLDIN, kde se
provede nová inicializace posunovacího registru a přejde se opět do stavu sRUN.
• V případě přenesení všech datových bytů se ve stavu sEND ukončí aktivita komponenty
SPI master.
S_READY S_START
S_RUN
S_IDLE
S_WROUT
S_LDIN
S_END
Obrázek 7.2: FSM řídicí SPI Master komunikaci
7.2 Komponenta MCP2515 driver
Komponenta MCP2515 driver implementuje řízení obvodu mcp2515 připojeného přes SPI
sběrnici. Signál WE potvrzuje platnost vstupních datových vodičů: instrukce INSTR, adresa
ADDR, data DIN, maska MASK. Současně je aktivací signálu WE spuštěn vnitřní FSM imple-
mentující přenos dat po SPI sběrnici dle zvolené instrukce. Zaneprázdněnost komponenty
indikuje výstupní signál BUSY. Přijatá data po SPI jsou vystavena na výstupní port DOUT.
Obrázek 7.3: Komponenta mcp2515 driver
Přenos vybrané instrukce a operačních dat je proveden pomocí FSM znázorněném na
obrázku 7.4.
• Automat je nečinný ve stavu sIDLE.
• Aktivací signálu WE přejde automat do stavu sIFETCH, kdy se do TX registru SPI
načte hodnota instrukce.
• Pokud instrukce vyžaduje adresu / data, automat přejde do stavu sAFETCH / sVFETCH,
kde dojde k přednačtení této hodnoty do TX registru SPI.
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• Dále automat přejde do stavu sIEXE, kde čeká, než se provede přenos instrukce.
• Pokud instrukce vyžaduje data / masku, automat přejde do stavu sVFETCH / sMFETCH,
kde dojde k přednačtení této hodnoty do TX registru SPI.
• Automat přejde do stavu sAEXE / sVEXE, kde čeká, dokud se neprovede přenos adresy
nebo dat.
• Automat přejde do stavu sVEXE / sMEXE, kde čeká, dokud se neprovede přenos dat
nebo masky.
• V případě dokončení přenosu instrukce a všech vyžadovaných operačních kódu, přejde
automat opět do stavu nečinnosti.
S_IDLE S_IFETCH
S_IEXE
S_VEXE
S_VFETCH
S_AEXE
S_AFETCH S_MEXE
S_MFETCH
Obrázek 7.4: FSM řídicí provádění instrukcí obvodu mcp2515
7.3 Komponenta CAN CTRL
Komponenta CAN CTRL slouží k řízení obvodu řadiče pomocí SPI rozhraní. Komponenta
zodpovídá za počáteční inicializaci obvodu, obsluhu přerušení, přijímaní a odesílání zpráv.
Současně je umožněno, aby uživatel mohl obvod řadiče řídit SPI instrukcemi přímo bez
nutnosti použít předdefinované funkce.
Rozhraní komponenty je zobrazeno na obrázku 7.5. Aktivací signálu CONTROL_EN za-
čne tato komponenta provádět činnost, která je daná hodnotou vstupního signálu CONTROL
a případně signálu CONTROL_CMD. Aktivací signálu WE se hodnota CAN rámce, který chceme
odeslat, uloží ze vstupního signálu CAN_DATA_IN do interního bufferu. Signál CAN_BUSY nese
informaci o zaneprázdnění komponenty. Signály MCP2515_WE, MCP2515_CMD, MCP2515_DOUT
a MCP2515_BUSY připojují k řídicí logice komponentu MCP2515 DRIVER. Signál MCP2515_INT
je veden přímo z obvodu mcp2515 a slouží k upozornění na požadavek o obsluhu přeru-
šení. V případě, že bylo zpracováno přerušení a přijata příchozí zpráva po CAN sběrnici, je
aktivován výstupí signál RD_READY.
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Obrázek 7.5: Komponenta CAN CTRL pro řízení obvodu CAN řadiče
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Obrázek 7.6: FSM řídicí komponentu CAN CTRL
Na obrázku 7.6 je znázorněn konečný automat, který řídí činnost této komponenty
následujícím způsobem:
• Komponenta je neaktivní ve stavu sIDLE
• V případě aktivace vstupu CONTROL_EN přejde automat do stavu sCONTROL_FETCH, ve
kterém je načten vstupní příkaz.
– V případě požadavku CANCTRL_INIT na inicializaci obvodu mcp2515 začne ří-
dicí automat provádět implementovanou konfigurační sekvenci příkazů, kdy se
nejdříve zašle požadavek na reset obvodu (stavy sINIT_RESET a sINIT_RESET2)
a po určitém zpoždění, implementovaném ve stavu sINIT_RESET_DELAY, se usku-
teční zápis konfiguračních hodnot do registrů. Konfigurační hodnoty jsou uloženy
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v poli, kde jednotlivé položky obsahují vždy adresu registru a konfigurační hod-
notu. Tyto hodnoty jsou do obvodu zapisovány ve stavech sCONFIG_REG a
sCONFIG_REG2. Obvod je inicializován do provozního režimu.
– Požadavek CANCTRL_SEND umožňuje odeslání CAN ramce, který je uložen ve
vnitřním bufferu.
– Požadavek CANCTRL_RST slouží k resetu obvodu.
– Pomocí požadavku CANCTRL_CMD lze provést SPI instrukci obvodu mcp2515.
– Po dokončení zpracování vstupního požadavku přechází řídicí automat kompo-
nenty opět do stavu nečinnosti.
• V případě příchozího přerušení, kdy je aktivní vstup MCP2515_INT jdoucí z obvodu
řadiče, přejde automat do stavu sIRQ_HANDLE, ve kterém je přerušení obslouženo
následovně:
– Ve stavu sIRQ_READ_FLAGS je nejdříve z obvodu mcp2515 přečten obsah regis-
tru CANINTF, který obsahuje informace o požadavcích na obsluhu přerušení.
Jeho hodnota je ve stavu sIRQ_SAVE_FLAGS uložena a ve stavu sIRQ_UMASK poté
vymaskována.
– Všechna přerušení, která indikoval registr CANINTF jsou postupně ve stavu
sIRQ_PROCESS zpracována a obsloužena.
– Přerušení vyzývajicí k obsluze přijatého CAN rámce způsobí přechod automatu
do stavu sCAN_READ. V tomto stavu jsou postupně přečteny všechny registry,
které implementují daný přijímací buffer zpráv.
7.4 Komponenta CANAERO CALC
Komponenta CANAERO_CALC implementuje aplikaci kalkulátoru, jehož výpočty jsou prová-
děny za pomocí metod, jenž jsou vzdáleně volány přes sběrnici CAN. Komunikační protokol
kalkulátoru funguje na principu klient-server. Tento aplikační protokol je postaven na vrstvě
využívající protokol CANAerospace, popsaný v podkapitole 6.2. Rozhraní této komponenty
je znázorněno na obrázku 7.7.
Obrázek 7.7: Komponenta CANAERO CALC implementující aplikaci kalkulátoru
Tato komponenta může být řízena prostřednictvím aplikačního rozhraní nebo vzdáleně
přes CAN sběrnici, pomocí příchozích požadavků uložených v zprávách protokolu CANAe-
rospace. Funkce komponenty je řízena vnitřním automatem, jehož hlavní část je znázorněna
na obrázku 7.8. Tento konečný automat pracuje následovně:
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• Ihned po inicializaci designu v FPGA a spuštění tohoto automatu se ve stavu sINIT_CAN
provede inicializace obvodu mcp2515. Po jejiž dokončení je automat ve stavu nečin-
nosti sIDLE.
• V případě aktivace vstupu CCTRL_DREADY, který značí přichozí požadavek po CAN
sběrnici, automat přejde do stavu sCAN_FRAME_PROC. V tomto stavu se dle hodnoty
CAN ID určí typ přijaté zprávy. Zprávy typu EED, NSH, UDH, NOD, UDL a DSD
nejsou v této aplikaci použity. Příchozí požadavek nesou pouze zprávy typu NSL,
které jsou ve stavu sCAN_PROC_NSL zpracovány následovně:
– Nejdříve je ověřeno, že CAN ID odpovídá zvolenému kanálu pro příchozí poža-
davky nebo odpovědi.
– Následně je podle servisního kódu obsloužena vybraná služba (viz. tabulka 7.1).
Požadavek na službu IDS je zpracován ve stavu sCANA_PROC_IDS. Požadavky na
některou funkci kalkulátoru jsou zpracovány ve stavu sCALC_PROC_REQ.
• V případě aktivace vstupu EN přejde automat do stavu sCAN_REQ_TX, ve kterém se z
zadaných vstupů sestaví CANAerospace zpráva, která se následně odešle.
Služba Kód Význam
CA_SERVICE_IDS 0x00 Identifikace zařízení na CAN sběrnici. Datová část
zprávy obsahuje řetězec ”CALC”.
CA_CALC_SETV 0x64 Nastavení proměné kalkulátoru na 4B hodnotu.
CA_CALC_PLUS 0x65 Přičtení 4B hodnoty k aktuální hodnotě proměnné v
kalkulátoru. Výsledek je opět ořezán na 4B.
CA_CALC_MINUS 0x66 Odečtení 4B hodnoty od aktuální hodnoty proměnné
v kalkulátoru
CA_CALC_TIMES 0x67 Násobení aktuální hodnoty kalkulátoru 4B hodnotou.
Výsledek je opět ořezán na 4B.
CA_CALC_GRES 0x68 Požadavek na zaslání aktuální hodnoty proměnné v
kalkulátoru.
Tabulka 7.1: Služby implementované v komponentě CANAERO CALC.
Návrh komponenty umožňuje každému uzlu kalkulátoru, který je připojen na CAN
sběrnici, aby se choval jako klient a nebo výpočetní server. Implementovaná architektura
ovšem předpokládá, že výpočetní server bude jeden. Toto omezení je způsobeno tím, že
není implementován mechanismus, který by to za pomocí rozpoznávání resp. filtrování
identifikátoru uzlu umožňoval.
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Obrázek 7.8: Řídící automat komponenty CANAERO CALC
7.5 Top Level vrstva
Všechny implementované komponenty jsou navzájem propojeny do jednoho celku tvořícího
systém zobrazený na obrázku 7.9.
Obrázek 7.9: Top Level schéma propojení řídicího systému CAN sběrnice s kontrolní aplikací
Funkčnost implementovaného systému byla nejdříve vyzkoušena na FPGA XC3S50-
4PQ208C řady Spartan 3 firmy Xilinx, které je osazeno na školní vývojové desce FITkit.
Celý design byl poté přenesen na vývojovou desku ML506 s FPGA obvodem XC5VSX50T
z řady Virtex5 od firmy Xilinx.
Systém je odladěn pro vstupní hodinový signál 25 MHz. Při nastavení předděličky ho-
din v komponentě SPI Master musí být zohledněno omezení obvodu mcp2515, který umí
komunikovat po SPI rozhraní na max. hodinové frekvenci 10 MHz.
43
Kapitola 8
Experiment s odolností systému
proti poruchám
V této kapitole je popsán provedený experiment, ve kterém byla zavedením architektury
TMR zvýšena spolehlivost implementovaného řídicího systému CAN sběrnice. Dále byla
otestována odolnost obou systému proti poruchám za pomocí SEU frameworku [26], který
byl vyvinut výzkumnou skupinou zabývající se návrhem systémů odolných proti poruchám
na Fakultě informačních technologií, VUT v Brně.
8.1 SEU framework
SEU framework využívá schopnosti částečné dynamické rekonfigurace FPGA obvodů, kdy se
do určené oblasti konfigurační paměti FPGA obvodu vloží SEU poruchy a to bez zastavení
výpočtů. Což umožňuje simulovat děj náhodného výskytu SEU poruch v SRAM konfigura-
ční paměti FPGA podobně, jako kdyby bylo FPGA vystaveno intenzivnímu působení
kosmického záření. Injekce SEU se provádí prostřednictvím JTAG rozhraní, přes které je
FPGA obvod připojen k PC, na kterém běží SEU framework.
Celá konfigurační paměť FPGA obvodu Virtex5 [31], na kterém je SEU framework
provozován, je rozvržena do rámců, které jsou současně nejmenší adresovatelnou položkou.
Všechny operace nad konfigurační pamětí FPGA musí tedy pracovat s obsahem celého
rámce. Struktura konfigurační paměti FPGA Virtex5 je rozdělena na dvě části, na horní
a dolní polovinu. Všechny rámce mají pevnou délku 1312 bitů (tj. 41 32-bitových slov). Pro
adresování rámce uvnitř konfigurační paměti slouží tzv. FAR (Frame Address Register)
registr. Ten je rozdělen na 5 polí: bit udávající horní/dolní polovinu umístění rámce, adresu
řádku, adresu sloupce a vedlejší adresu.
Proces generování SEU poruch do konfigurační paměti FPGA prostřednictvím SEU
frameworku se skládá z těchto kroků:
1) Výběr rámce – nejdříve je nutné vybrat cílové umístění v konfigurační paměti
FPGA, kam bude framework SEU poruchy generovat. Toto umístění bude adreso-
váno vybraným rámcem.
2) Vyčtení rámce – následovně SEU framework přečte data adresovaného rámce za
pomocí JTAG rozhraní a to bez zastavení výpočtu probíhajicích v FPGA.
3) Generování SEU – v datech vyčteného rámce se změní jeden nebo případně více
bitů, jejichž poloha může být zvolena náhodně nebo algoritmicky.
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4) Zápis rámce zpět – nakonec je pozměněný rámec zapsán zpět do konfigurační pa-
měti FPGA obvodu také bez zastavení probíhajících výpočtů.
Popsané kroky generování SEU poruch framework opakuje dle potřeby. Vliv injektované
poruchy na design v FPGA může být různý. Závažnost vlivu poruchy je dána tím, jestli
změna části konfigurační paměti FPGA ovlivní funkci příslušných logických hradel a tím
i logiky, která je aplikací používána.
8.2 Injekce SEU poruch do řídicího systému CAN sběrnice
Pro zvýšení odolnosti proti poruchám řídicího systému CAN sběrnice jsem implementoval
tento systém v architektůře TMR. Vytvořená TMR architektura je znázorněna na obrázku
8.1. Design řídicího systému je zapouzdřen do jediné komponenty calc_unit. Tuto kompo-
nentu je jednoduché znásobit a všechny její vstupy propojit. Vytvořené komponenty mají
shodné vstupní signály, které vedou na SPI rozhraní, hodiny a asynchronní reset. Všechny
jejich redundantní výstupy jsou svedeny do jedné komponenty - voteru, který mezi nimi na
základě vetšiny zvolí správnou variantu výstupu.
Obrázek 8.1: Architektura TMR řídicího systému CAN sběrnice
Vzhledem k nedeterministické povaze routovacího procesu a toho, že struktura konfigura-
ční paměti FPGA není zdokumentovaná (resp. výrobci FPGA obvodů tuto informaci větši-
nou neposkytují) musíme umístění našeho designu v konfigurační paměti FPGA odhadnout.
Přibližné rozmístění použitých logických CLB bloků v konfigurační paměti FPGA lze zná-
zornit za pomocí nástroje PlanAhead od firmy Xilinx.
Jelikož musí SEU framework pro vygenerování SEU poruchy načíst celý rámec konfigu-
rační paměti, je velmi výhodné umístit celý design na co-nejmenší plochu do jedné oblasti.
K tomuto nám dobře poslouží omezení typu
”
area constraint“, které je nutné zapsat do
UCF (User Constraints File) souboru daného designu. Obě implementované verze řídicího
systému CAN sběrnice umístíme do stejné oblasti konfigurační paměti FPGA, což je zná-
zorněno na obrázku 8.2.
K tomuto je nejdříve nutné sdružit všechny logické bloky designu do jednoho fyzického
bloku za pomocí omezení AREA_GROUP. Vymezenému bloku poté přiřadíme určitou velikost
a pozici. Nastavení omezení pro TMR verzi designu řidícího systému je následující:
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INST "calc_unit_tmr0/*" AREA_GROUP = "pblock_1";
INST "calc_unit_tmr1/*" AREA_GROUP = "pblock_1";
INST "calc_unit_tmr2/*" AREA_GROUP = "pblock_1";
INST "tmr_voter_i/*" AREA_GROUP = "pblock_1";
AREA_GROUP "pblock_1" RANGE=SLICE_X12Y80:SLICE_X31Y99;
AREA_GROUP "pblock_1" PLACE=CLOSED;
Obrázek 8.2: Rozvržení normalního a TMR designu v konfigurační paměti FPGA Virtex5
Test odolnosti vůči SEU poruchám navrženého řídicího systému CAN sběrnice bude
proveden na vývojové desce ML506 osazené FPGA obvodem Virtex5. Experiment znázor-
něný na obrázku 8.3 se skládá z následujících kroků:
• K desce ML506 bude připojen rozšiřujicí CAN modul, řízený implementovaným
systémem. FPGA bude propojeno s PC za pomocí JTAG kabelu a současně přes CAN
sběrnici, která bude nepojena na převodník RS232/CAN.
• SEU framework bude po CAN sběrnici cyklicky posílat požadavek na identifikaci
připojeného zařízení (aplikace v FPGA) pomocí služby IDS. Také bude kontrolovat,
zda vždy obdrží odpověď. Současně bude probíhat generování SEU poruch náhodně
rozmístěných do oblasti, kde je v konfigurační paměti FPGA uložen design řídicího
systému sběrnice CAN.
• SEU poruchy budou generovány do konfigurační paměti do té doby, dokud nepřestane
řídicí systém komunikovat po CAN sběrnici.
• Do FPGA se střídavě nahrává normální a TMR verze řídicího systému. Ve výsledku
dostaneme rovnoměrný počet experimentů pro obě implementace.
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Obrázek 8.3: Koncepce testování řídicího systému CAN sběrnice pomocí SEU frameworku
8.3 Vyhodnocení experimentu
Během experimentu jsem provedl hromadné generování SEU poruch pomocí dříve popsané-
ho frameworku do obou verzí řídicího systému. Normální i TMR design systému byl za
pomocí UCF omezení umístěn do definované oblasti v konfigurační paměti v FPGA. Tato
oblast paměti obsahuje 1600 LUT. Normální verze designu řídicího systému je rozložena
na 26% (412 LUT) celkové plochy bloku. Oproti tomu 3x náročnější TMR design vyžaduje
77% (1221 LUT). Z toho vyplívá, že normální design systému zasáhne oproti TMR verzi
asi každá třetí vygenerovaná SEU.
Obrázek 8.4: Statistika rozbití designu v daném počtu experimentů
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Pro každou z variant jsem obdržel více než 500 výsledků jednotlivých pokusů. SEU
poruchy byly vždy generovány do té doby, dokud narušení designu nezpůsobilo nefunkčnost
aplikace. Na obrázku 8.4 je znázorněn histogram výsledků jednotlivých experimentů. K
rozbití TMR designu stačilo v dosti velkém počtu pokusů jen několik desítek SEU, to může
být způsobeno tím, že v cílové oblasti experimentu se nacházel nijak nechráněný voter. Jenž
mohl být rozbit i jednou poruchou.
V grafu na obrázku 8.5 jsou znázorněny křivky rostoucí pravděpodobnosti rozbití obou
designu v závislosti na vygenerovaném počtu SEU. Výsledky experimentu potvrzují, že je
architektura základního TMR systému do jisté míry spolehlivější než systém samotný.
Obrázek 8.5: Pravděpodobnost rozbití designu v závislosti na rostoucím počtu SEU poruch
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Kapitola 9
Závěr
V diplomové práci jsem se zabýval problematikou návrhu řídicích systému pro leteckou
techniku a metodami zvyšování jejich spolehlivosti a odolnosti proti poruchám. Byla provede-
na analýza nejběžnějších poruch elektronických systémů a jevů, které v nich vznikají vliv-
em působení nepříznivého okolního prostředí. Zvláště jsem se zaměřil na jevy vznikající
v elektronických součástkách a zařízeních vlivem kosmického záření, jehož působení nelze
u těchto systémů zanedbávat. Následně je popsána metodika návrhu a vývoje těchto sys-
témů, během nichž musí být dodržovány různé letecké standardy a doporučení, které jsou
vyžadovány příslušnými úřady civilního letectví.
V práci jsem se zaměřil na techniky vedoucí ke zvýšení spolehlivosti leteckých systémů.
Jsou popsány hlavně metody využívající různé způsoby redundance.
Dále jsem navrhnul a implementoval řídicí systém komunikační sběrnice CAN pro
platformu FPGA. Tento systém umožňuje propojení FPGA obvodu s dalšími zařízeními
a jejich vzájemnou komunikaci. Za tímto účelem jsem také navrhnul rozšiřující HW modul
s CAN řadičem, který je implementovaným systémem ovládán. Vyvinutý systém rozšiřuje
datovou komunikaci přes CAN sběrnici o možnost současného přenášení dat spolu s jejich
významem za pomocí aplikačního protokolu CANAerospace. Tento systém byl dále vylepšen
prostřednictvím použití architektury TMR. Oba dva designy byly podrobeny testům odol-
nosti vůči poruchám za pomocí SEU frameworku, který umožňuje injekci SEU poruch do
konfigurační paměti FPGA.
Implementovaný design řídicího systému CAN sběrnice by bylo vhodné dále rozšířit o
vnitřní zásobník, který by umožnil zachycení příchozích rámců v případech, kdy je aplikace
nestíhá zpracovávat. Dalším vylepšením tohoto systému by mohlo být zvýšení jeho spolehli-
vosti za pomocí implementace odolnějšího TMR voteru.
V budoucnu by bylo možné na tuto práci navázat a dále zkoumat možnosti metod
vedoucích ke zvýšení odolnosti řídicích systémů proti poruchám a to hlavně proti poruchám
způsobeným SEE jevy. Také by mohly být rozšířeny experimenty se SEU frameworkem.
Během nichž bych se zaměřil na situace, kdy je využíván maximální počet logických bloků
designu v FPGA.
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Seznam použitých zkratek a
symbolů
AC (Advisory Circulars) – poradní oběžník organizace FAA
ASIC (Application-Specific Integrated Circuit) – integrovaný obvod speciálně
navržený pro konkrétní aplikaci
BLDC (Brushless DC electric motor) – bezkartáčový elektrický motor
CAN (Controller Area Network) – průmyslová komunikační sběrnice
CBIT (Cyclic Build-In Test) – vestavěný cyklický test
CCA (Common Cause Analysis) – analýza společných příčin
CLB (Configurable Logic Block) – programovatelný logický blok, který je
základní stavební buňkou obvodu FPGA
CMOS (Complementary Metal–Oxide–Semiconductor) – technologie výroby
použita na převážnou většinu integrovaných obvodů
CRC (Cyclic redundancy check) – cyklický redundantní součet
DAL (Design Assurance Level) – úroveň zajištění návrhu
DD (Displacement Damage) – destruktivní porucha el. součástek vlivem
radiačního záření
DO-160G Standard RTCA/DO-160G - Environmental Conditions and Test
Procedures for Airborne Equipment
DO-178C Standard RTCA/DO-178C - Software Considerations in Airborne Systems
and Equipment Certification
DO-254 Standard RTCA/DO254 - Design assurance guidance for airborne
electronic hardware
DPS deska plošných spojů
DRAM (Dynamic Random Access Memory) – typ počítačové paměti, která
uchovává data dynamicky za pomocí el. náboje v kondenzátoru
EASA (European Aviation Safety Agency) – Evropská agentura pro bezpečnost
letectví
56
ECC (Error Checking and Correcting) – technologie umožňujicí kontrolu a
opravu chyb
ECU (Electronic Control Unit) – elektronická řídicí jednotka
EEPROM (Electrically Erasable Programmable Read-Only Memory) – elektricky
mazatelná a programovatelní paměť
EM (Electromigration) – jev elektromigrace
FAA (Federal Aviation Administration) – Federální letecké velení
FADEC (Full Authority Digital Engine Control) – plně autonomní digitální řízení
leteckého motoru
FAR (Federal Aviation Regulations) – regulace a nařízení vydané agenturou FAA
platné v USA
FHA (Functional Hazard Assessment) – funkční analýza rizik
FPC (Fuel Pump Control) – řízení palivového čerpadla
FPGA (Field Programmable Gate Array) – programovatelné hradlové pole
FSM (Finite State Machine) – konečný automat
HCI (Hot Carrier Injection) – injekce energetických nosičů
IGBT (Insulated Gate Bipolar Transistor) – bipolární tranzistor s izolovaným
hradlem
ISO/OSI referenční model, používaný v oblastí PC sítí, který rozděluje architekturu
propojení systémů do několika vrstev
LUT (Look-up table) – n-vstupová look-up tabulka, ze které jsou obvykle
implementovány funkční generátory jež obsahuje každý CLB blok FPGA
MBU (Multiple Bit Upset) – jev ze skupiny SEE
MOSFET (Metal Oxide Semiconductor Field Effect Transistor) – základni typ polem
řízeného tranzistoru
MTBF (Mean Time Between Failure) – střední doba mezi poruchami
MTTF (Mean Time To Failure) – střední doba do poruchy
MTTR (Mean Time To Repair) – střední doba do opravy
NBTI (Negative Bias Temperature Instability) – porucha vlivem opotřebení
vznikající u pMOSFET tranzistorů
NPN typ bipolárního tranzistoru s převládajicím polovidičem typu N
PBIT (Power-On Build-In Test) – vestavěný test prováděný po zapnutí zařízení
PLD (Programmable Logic Device) – programovatelný logický obvod
57
pMOSFET MOSFET tranzistor s indukovaným kanálem typu P
PNP typ bipolárního tranzistoru s převládajicím polovidičem typu P
PSSA (Preliminary System Safety Assessment) – Předběžné stanovení
bezpečnosti systému
RAM (Random Access Memory) – typ počítačové paměti s přímým přístupem
RTCA (Radio Technical Commission for Aeronautics) – Federální poradní komise
pro aeronautiku
SA (Safety Assessment) – posouzení bezpečnosti
SDRAM (Synchronous Dynamic Random Access Memory) – typ počítačové paměti
DRAM se synchronním způsobem přenosu
SEB (Single Event Burnout) – jev ze skupiny SEE
SEE (Single Event Effects) – jevy vznikající v elektronických součástkách vlivem
kosmického záření
SEFI (Single Event Functional Interrupt ) – jev ze skupiny SEE
SEGR (Single Event Gate Rupture) – jev ze skupiny SEE
SEL (Single Event Latch-up) – jev ze skupiny SEE
SET (Single Event Transients) – jev ze skupiny SEE
SEU (Single Event Upset) – jev ze skupiny SEE
SHE (Single Event induced Hard Error) – jev ze skupiny SEE
SLICE logický blok čipu FPGA
SPI (Serial Peripheral Interface) – sériové periferní rozhraní
SRAM (Static Random Access Memory) – typ počítačové paměti
SSA (System Safety Assessment) – stanovení bezpečnosti systému
TDDB (Time-Dependent Dielectric Breakdown) – časově závislý průraz dielektrika
TID (Total Ionizing Dose) – destruktivní porucha el. součástek vlivem působení
ionizujícího zážení
ULSI (Ultra Large Scale Integration) – ultra vysoká integrace prvků (nad 1
milion) na čipu integrovaného obvodu
VHDL (VHSIC Hardware Description Language) – jazyk pro popis komplexního
hardware
VLSI (Very Large Scale Integration) – velmi vysoká integrace prvků (do 1
milionu) na čipu integrovaného obvodu
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Příloha A
Schémata CAN modulu
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Obrázek A.1: Schéma zapojení součástek CAN modulu
Označení: Hodnota: Popis:
MCP2515 MCP2515-I/SO řadič CAN sběrnice
SN65HVD230 SN65HVD230D CAN přijímač
X1 8 MHz krystal
C1 18 pF
C2 18 pF
R1 120 Ω
CON9
RJ45HORIZ konektor pro připojení k CAN sběrnici
Tabulka A.1: Seznam použitých součástek potřebných k sestavení CAN modulu
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Obrázek A.2: Schémata CAN modulu s obvodem mcp2515 v pouzdru DIL (zleva: horní
strana desky, spodní strana desky a schéma DPS).
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S N
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H V
D 2
3 0
1 8
p
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p
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0
Obrázek A.3: Schémata CAN modulu s SMD obvodem mcp2515 (zleva: horní strana desky,
spodní strana desky a schéma DPS).
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Příloha B
Popis registrů obvodu mcp2515
Registr(y) Význam
CANCTRL Řídící registr obvodu umožňující nastavení operačního režimu ob-
vodu, výběr zdroje a nastavení předděličky hodinového signálu, zrušit
všechny čekající požadavky na odeslání rámců.
CANSTAT Stavový registr obvodu.
CANINTE Registr řídící povolení přerušení od všech možných zdrojů (chyby
vzniklé při komunikaci po sběrnici, odeslání a příjem rámce).
CANINTF Registr stavů vektorů přerušení
CNF1, CNF2, CNF3 Registry sloužící k nastavení rychlosti komunikace po CAN sběrnici
TXBnCTRL Registr řídící odesílací buffer obvodu (n ∈ {1, 2, 3}). Určuje pod-
mínky, za kterých budou data odeslány a indikuje stav jejich přenosu.
TXRTSCTRL Aktivace hodnot v registru umožňuje spustit odeslání rámce ulože-
ného v některém z bufferů.
TXBnSIDH, TXBnSIDL,
TXBnEID8, TXBnEID0,
TXBnDLC, TXBnDm
Registry implementujicí odesílací buffer (n ∈ {1, 2, 3}), ve kterém
je CAN rámec uložen v pořadí: standardní identifikátor, rozšířený
identifikátor, délka rámce a datové byty (m ∈ {0, .., 7}).
RXBnCTRL Registr řídící přijímací buffer (n ∈ {1, 2}) Umožňuje nastavit, zda
budou přijaty všechny příchozí rámce nebo rámce bez chyb, se stan-
dardním nebo rozšířeným identifikátorem.
BFPCTRL Řízení pinů indikujicích přijatý rámec přerušením.
RXBnSIDH, RXBnSIDL,
RXBnEID8, RXBnEID0,
RXBnDLC, RXBnDm
Registry implementující příjímací buffer (n ∈ {1, 2}). Buffer má shod-
nou strukturu jako odesílací buffer.
RXFnSIDH, RXFnSIDL,
RXFnEID8, RXFnEID0
Registry specifikující filtr identifikátoru pro přijímané rámce.
RXMnSIDH, RXMnSIDL,
RXMnEID8, RXMnEID0
Registry specifikující masku pro aplikaci filtru na identifikátory pří-
jímaných rámců. Jsou přijaty ty rámce, jejichž bity identifikátoru
se shodují s bity filtru na daných pozicích, které aktivuje nastavená
maska.
TEC, REC, EFLG Registr TEC je 8-bitový čítač chyb vzniklých při odeslání rámce, re-
gistr REC je 8-bitový čítač přijatých chybných rámců. Registr EFLG
je stavový registr uchovávající souhrn všech chyb vznilých při komu-
nikaci po CAN sběrnici.
Tabulka B.1: Registry obvodu CAN řadiče mcp2515
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