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Рассматриваются семейства математических моделей биологических попу-
ляций. Выявлены инвариантные соотношения между параметрами, характе-
ризующими ту или иную популяцию. Исследуются динамические свойства мо-
делей в предположении, что одна или несколько популяций являются сильно
плодовитыми, т.е. соответствующие мальтузианские коэффициенты достаточ-
но велики. На основе разработанного автором специального асимптотического
метода задачу о поведении решений исходных систем удается свести к суще-
ственно более простой задаче о динамике полученных конечномерных отобра-
жений. В частности, показано, что для решений этих отображений, а значит,
и исходных систем уравнений характерны нерегулярные релаксационные ко-
лебания. Интересно отметить, что амплитуды таких колебаний являются до-
статочно большими.
Введение
В [1] разработан универсальный подход к построению математических моделей
многовидовых сообществ. Эти модели основываются на логистическом уравнении
с запаздыванием, которое хорошо описывает динамику изменения изолированной
популяции, обитающей в однородной среде.
Модель Ю.С. Колесова, описывающая динамику изменения численностей взаи-
модействующих популяций k жертвN11(t), . . . , Nk1(t) иm хищниковN12(t), . . . , Nm2(t)
имеет вид
N˙j1 = rj1
[
1 +
k∑
i = 1
i 6= j
aji(1− Ni1
Ki1
) +
m∑
i=1
bji(1− Ni2
Ki2
)− Nj1(t− hj1)
Kj1
]
Nj1, (1)
N˙j2 = rj2
[
k∑
i=1
cji
Ni1
Ki1
+
m∑
i = 1
i 6= j
dji(
k∑
s=1
cjs
Ns1
Ks1
− Ni2
Ki2
)− Nj2(t− hj2)
Kj2
]
Nj2. (2)
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В (1) индекс j меняется от 1 до k, а в (2) — от 1 до m, все величины rji и
Kji положительны, элементы aji, bji, cji и dji матриц A, B, C и D соответствен-
но неотрицательны, причем
k∑
s=1
cjs = 1, т.е. Cek = em, где ej — вектор размерно-
сти j, состоящий из одних единиц. Здесь Kji — среднее значение популяции Nji;
r0j1 = rji
[
1 +
k∑
i = 1
i 6= j
aji +
m∑
i=1
bji
]
— мальтузианский коэффициент жертв, aji, bji, dji —
коэффициент давления соответствующих видов, cji — доля популяции жертв с но-
мером i в рационе хищника с номером j.
В рассматриваемой системе уравнений возможны и отличные от {Kji} состояния
равновесия, у которых к тому же некоторые из координат могут быть нулевые —
происходит вытеснение некоторых видов. В §1 рассматривается следующая задача:
сохраняется ли форма записи (1), (2) при переходе к другим состояниям равновесия
(и при вытеснении некоторых популяций)? Тем самым речь идет об инвариантно-
сти формы записи (1), (2) законов функционирования произвольной экосистемы, а
также об инвариантности самого биологического смысла коэффициентов исходной
системы. Здесь этот факт будет строго обоснован в самом общем случае.
Кроме того, нас будет интересовать вопрос о выделении полного набора инва-
риантов системы (1), (2), т.е. величин, сохраняющих свои значения при переходе к
другим состояниям равновесия (и при вытеснении некоторых видов).
Результаты, приведенные в §§2 и 3, более интересны. Они посвящены асимпто-
тическому исследованию динамических свойств системы уравнений,
N˙j1 = rj1
[
1 +
n∑
i = 1
i 6= j
aji(1−Ni1) +
m∑
i=1
bji(1−Ni2)−Nj(t− hj1)
]
Nj, (3)
N˙s2 = rs2
[
n∑
i=1
csiNi1 +
m∑
p = 1
p 6= s
dsp ·
(
n∑
i=1
Ni1 −Np2
)
−Ns2(t− hs2)
]
Ns2, (4)
где j = 1, . . . , n. Основное предположение состоит в том, что один или несколько
видов являются сильно плодовитыми, т.е. их мальтузианские коэффициенты доста-
точно велики. При этом условии исследуются установившиеся режимы в некото-
рых достаточно общих и наиболее интересных с биологической точки зрения за-
дачах. Отметим, что в реальных задачах мальтузианские коэффициенты не явля-
ются слишком большими. Однако асимптотические формулы для установившихся
режимов, построенные при rjκ → ∞ мальтузианские коэффициенты могут давать
хорошие приближения и при относительно небольших значениях rjκ. Кроме этого,
поставленная задача представляет еще интерес и потому, что позволяет в “крайних”
ситуациях ярче понять роль тех или иных биологических законов, положенных в ос-
нову системы (3), (4), роль коэффициентов этой системы и, тем самым, ответить на
вопрос о применимости самой системы (3), (4) для описания экологических задач.
Методика, с помощью которой получены соответствующие результаты, основана
на применении разработанных автором специальных приемов асимптотического ин-
тегрирования системы вида (3), (4). Суть ее в следующем. Используя соображения
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биологического характера, в пространстве начальных условий исходной системы
выделяется некоторое (достаточно широкое) множество S и рассматриваются реше-
ния с начальными условиями из этого множества. Удается построить равномерные
асимптотические приближения для всех таких решений и показать, что через неко-
торый отрезок времени эти решения попадают опять в S. Тем самым естественным
образом определяется оператор последования, который функции из S ставит (с по-
мощью решений) в соответствие функцию тоже из S. Оказывается, что свойства это-
го оператора последования определяются, как правило, некоторым отображением
(некоторой области в себя). По установившимся режимам такого отображения и де-
лаем выводы об установившихся режимах исходной системы. Такая схема подробно
описана в работах автора [2–9], поэтому ниже на обосновании полученных результа-
тов не останавливаемся. Отметим еще, что метод асимптотического интегрирования
позволяет получить равномерные асимптотические формулы для установившихся
режимов с любой степенью точности. Эти формулы, однако, слишком громоздки,
поэтому будем ограничиваться лишь описанием примерного поведения решений.
Обратим внимание на один из полученных ниже результатов. Установившиеся ре-
жимы рассматриваемых систем имеют хатчинсоновскую структуру (быстрый рост
численности сменяется еще более быстрым падением и длительным периодом вос-
становления средней численности), однако все основные параметры этих режимов
совершают, как правило, сложные и нерегулярные колебания.
§1. Вычисление инвариантов экологических уравнений
Некоторые результаты этого параграфа приведены в [10].
При исследовании динамики численностей видов важное место занимает зада-
ча о вычислении инвариантов экологических уравнений. Для трехвидовых сооб-
ществ эти инварианты приведены в [11]. Здесь задача решается в общем случае.
Как оказывается, все инварианты имеют четкий биологический смысл и, что не ме-
нее важно, допускают надежное вычисление по данным численностей видов. Эти
обстоятельства, на наш взгляд, убедительно говорят в пользу применения модели
Ю.С. Колесова [1] для описания динамики экосистем. В конце этого параграфа при-
ведено одно утверждение, касающееся роли самого логистического закона развития
видов.
В векторной форме систему (1), (2) можно записать так:
N˙1 = r1
[
ek + A
(
ek − N1
K1
)
+B
(
em − N2
K2
)
− N1(t− h1)
K1
]
N1, (5)
N˙2 = r2
[
C
N1
K1
+ (Dem)
(
C
N1
K1
)
−DN2
K2
− N2(t− h2)
K2
]
N2. (6)
Умножение и деление векторов здесь покоординатное (при этом сначала вы-
полняется соответствующее деление, затем — действия над векторами, стоящими в
квадратных скобках).
1.1. Основные результаты
Пусть система (1), (2) имеет состояние равновесия с неотрицательными коорди-
натами, отличное от (K1, K2). Без потери общности можно считать, что отличны
от нуля лишь первые k˜ (k˜ ≤ k) и первые m˜ (m˜ ≤ m) координат этого состояния
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равновесия в уравнениях для жертв и хищников соответственно. Обозначим (нену-
левые) координаты соответственно через K˜1 = (K˜11, . . . , K˜k˜1), K˜2 = (K˜12, . . . , K˜m˜2).
Тем самым
1 +
k∑
i = 1
i 6= j
aji(1− xi) +
m∑
i=1
bji(1− yi)− xj = 0, (7)
k∑
i=1
csixi +
m∑
i = 1
i 6= s
dsi(
k∑
n=1
csnxn − yi)− ys = 0, (8)
где 1 ≤ j ≤ k˜, 1 ≤ s ≤ m˜, xi = K˜i1
Ki1
, yi =
K˜i2
Ki2
.
В дальнейшем считаем, что Nj1 ≡ 0 при k˜ < k и k˜ + 1 ≤ j ≤ k, Nj2 ≡ 0 при
m˜ < m и m˜+ 1 ≤ j ≤ m.
Теорема 1. Форма записи (1), (2), (5), (6) инвариантна, т.е. при переходе к
состоянию равновесия (K˜1, K˜2) получаем систему уравнений
˙˜N1 = r˜1
[
ek˜ + A˜
(
ek˜ −
N˜1
K˜1
)
+ B˜
(
em˜ − N˜2
K˜2
)
− N˜1(t− h1)
K˜1
]
N1, (9)
˙˜N2 = r˜2
[
C˜
N˜1
K˜1
+ (Dem˜)(C˜
N˜1
K˜1
)− D˜N2
K˜2
− N˜2(t− h2)
K˜2
]
N˜2, (10)
Здесь C˜ek˜ = em˜, N˜1 = (N11, . . . , Nk˜1), N˜2 = (N12, . . . , Nm˜2),
r˜i =
K˜1
Ki
ri (r˜j1 = xjrj1, r˜j2 = yjrj2), (11)
A˜ = {a˜ji}, 1 ≤ i, j ≤ k˜, a˜ii = 0, a˜ji = xi
xj
(i 6= j), (12)
B˜ = {b˜ji}, 1 ≤ j ≤ k˜, 1 ≤ i ≤ m˜, b˜ji = yj
xj
bji, (13)
C˜ = {c˜ji}, 1 ≤ j ≤ m˜, 1 ≤ i ≤ k˜, c˜ji = xicjik∑
s=1
cjsxs
, (14)
D˜ = {d˜ji}, 1 ≤ i, j ≤ m˜, d˜ii = 0, d˜ji = yi
yj
dji (i 6= j). (15)
Формулы (11)–(15) позволяют ответить на вопрос об инвариантах системы (1),
(2). Отметим здесь основные из них. Во-первых, из (11) следует, что инвариантны
выражения
r˜j1
K˜j1
=
rj1
Kj1
,
r˜j2
K˜j2
=
rj2
Kj2
, r0j1 = r˜
0
j1 = r˜
0
j1
[
1 +
k˜∑
i = 1
i 6= j
a˜ji +
m˜∑
i=1
b˜ji
]
. (16)
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Во-вторых, инвариантным является каждое из выражений, возникающее при
раскрывании определителя матриц A0(D0), получающихся путем исключения из
матриц A + I (D + I, I — единичная матрица) последних k − k˜(m − m˜) строк
и столбцов, а также еще произвольного числа строк и столбцов с одинаковыми
номерами. Таким образом, инвариантны определенные произведения межвидовых
коэффициентов конкуренции (давления).
В-третьих, из формул (11)–(15) следуют равенства
r˜j1
r˜ij
a˜ji =
rj1
ri1
aji,
r˜j2
r˜i2
d˜ji =
rj2
ri2
dji,
r˜j1
r˜i2
b˜ji =
rj1
ri2
bji,
связывающие изменения коэффициентов давления с изменением коэффициентов
rji.
В-четвертых, из (12) и (14) получаем еще ряд инвариантных соотношений
c˜ji
c˜jk
a˜ik =
cji
cjk
aik,
которые позволяют связать изменение долей различных жертв в рационе хищников
с соответствующими коэффициентами конкуренции жертв.
В-пятых, подобно (17), из (12), (13) и (15) получаем еще наборы инвариантов
b˜ji
b˜jk
d˜ik =
bji
bjk
dik,
b˜ji
b˜ki
a˜kj =
bji
bki
akj.
Остальные инварианты (1), (2), по-видимому, имеют второстепенное значение.
Отметим, что справедливость формул (9)–(15) проверяется непосредственной
подставкой (11)–(15) в (1), (2) с учетом равенств (7), (8).
Изложенные здесь результаты легко обобщаются на экосистемы с любым коли-
чеством трофических уровней.
1.2. Одно замечание о логистическом законе развития видов
Рассмотрим задачу о выяснении преимуществ логистического (в обобщенном
смысле) закона. Математически задача ставится так: рассматривается дифферен-
циально-разностное уравнение
x˙ = rF (x(t− h))x, x > 0, (17)
где функция F (x) такова, что F (0) = 1, F (1) = 0, F (x) > 0 при 0 < x < 1 и F (x) < 0
при x > 1, F ′(1) = −1.
Предполагается, что для каждого решения x(t) этого уравнения выполнено усло-
вие M(x(t)) = 1 (M(x(t)) — среднее значение функции x(t)).
Рассмотрим здесь уравнение (17) в предположении, что λ = rh достаточно ве-
лико. Естественно ограничиться случаем, когда F (x) монотонно убывает. В этом
случае уравнение (17) имеет единственное (с точностью до сдвига по фазе) мед-
ленно осциллирующее экспоненциально-орбитально устойчивое периодическое ре-
шение x0(t, λ). Предположим дополнительно, что существует предел α = lim
x→∞
F (x)
−x ,
где 0 ≤ α ≤ ∞.
Теорема 2. Для выполнения равенства
M(x0(t, λ)) = 1
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необходимо, чтобы α = 1.
Доказательство этого утверждения легко получить из [2, 3]. Теорема 2 еще раз
говорит о предпочтительности случая F = F0(x).
По-видимому, в рамках этой теоремы можно показать, что и более тонкие ха-
рактеристики F (x) должны совпадать с F0(x). Путь, следуя которому, это можно
сделать, заключается в использовании более точных асимптотических приближений
для x0(t, λ), разработанных в [2,3].
§2. Сложные колебания в задаче о конкуренции видов
Некоторые результаты этого параграфа приведены в [12].
Задача о конкуренции n ≥ 2 видов, обитающих в однородной среде и борющихся
за общую пищу, моделируется системой уравнений (3) при Nj2 ≡ 0, bji = 0, т.е.
N˙j = rj
[
1 +
n∑
i = 1
i 6= j
aji(1−Ni)−Nj(t− hj)
]
Nj, j = 1, . . . , n. (18)
Рассмотрим вопрос о структуре установившихся режимов этой системы в предпо-
ложении, что m (1 ≤ m ≤ n) видов являются сильно плодовитыми.
2.1. Задача о конкуренции двух видов, один из которых сильно пло-
довит
Результаты этого пункта анонсированы в [13]. Пусть n = 2 и
r1  1, (19)
т.е. “первый” вид сильно плодовит. Отметим, что при всех достаточно больших зна-
чениях t каждое решение (18) с положительными начальными условиями удовле-
творяет неравенствам
0 < Nj(t) < Aj exp r
0
jhj; Aj = 1 +
n∑
i = 1
i 6= j
aji, r
0
j = rjAj, (20)
поэтому ниже будем рассматривать лишь такие решения, начальные условия кото-
рых удовлетворяют этому неравенству.
Сформулируем основные результаты.
Пусть сначала
a12 · a21 > 1, (21)
т.е. один вид сильно давит на другой. При этом условии состояние равновесия
N1 ≡ N2 ≡ 1 неустойчиво. В работе [1] высказано предположение о том, что в рас-
сматриваемом случае один из видов обязательно погибает (как и для обыкновенных
уравнений при h1 = h2 = 0). Условие (19) позволяет сформулировать следующий
вывод: вторая координата (N2(t)) всех решений с биологически осмысленными на-
чальными условиями стремится к нулю при t → ∞. Математически это означает,
что область в пространстве начальных условий (18) (n = 2), решения из которой
выходят на устойчивый установившийся режим с ненулевой второй координатой,
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мала (по порядку при r1 →∞). Тем самым в условиях (19), (21) менее плодовитый
вид вымирает. Отметим, что при h1 = h2 = 0 подобное заключение места не имеет.
Случай, когда
a12 · a21 < 1, (22)
существенно сложнее и интереснее. Тип аттрактора системы (18) n = 2 во многом
определяется знаком величины r02h2 − pi2 . Пусть сначала r02h2 − pi2 < 0. Утвержда-
ется тогда, что при условиях (19) и при всех достаточно больших r1 рассматрива-
емая система имеет экспоненциально орбитально устойчивое медленно осциллиру-
ющее периодическое решение (N10(t, r1), N20(t, r1)). Опишем его структуру. Пусть
для определенности N10(0, r1) = 1, N1(0, r1) > 0. Обозначим t1(r1) и t2(r1) — первый
и второй положительные нули функции N10(t, r1) − 1, а через T (r1) — период этой
функции. Оказывается, что при r1 →∞
T (r1) = t2(r1) =
1
r1
exp[r01h1] · ϕ(a12)(1 + o(1));
t1(r1) = h1 + o(1); ϕ(a) = e
−1 +
1∫
0
e−ξξadξ.
Для каждого фиксированного δ ∈ (0, 1
2
h1
)
равномерно по t ∈ [δ, h1 − δ].
N10(t, r1) = exp r
0
1t · (1 + o(1)), N20(t, r1) = o(1),
а для h1 + δ ≤ t ≤ t2(r1) − δ имеем N10(t, r1) = o(1). На отрезке [δ, T (r1)] функ-
ция N20(t, r1) асимптотически близка к нулю в течение промежутка времени длины
a21·ϕ(a12)
r1(1+a21)
exp r01h1(1+o(1)), а на промежутке длины [r1(1+a21)]−1ϕ(a12) exp r01×h1(1+
o(1)), кончающемся в точке T (r1), эта функция асимптотически близка к 1 + a21.
Отметим еще, что
max
t
N10(t, r1) = (1 + a12) exp
[
r01h1 − 2− 11+a12
]
(1 + o(1));
min
t
N10(t, r1) = exp [−ϕ(a12) exp(r01h1)(1 + o(1))] ;
max
t
N20(t, r1) = 1 + a21 + o(1),
min
t
N20(t, r1) = exp
[
− r02a21
r01(1+a21)
exp r01h1 · (1 + o(1))
]
.
Интересно проследить влияние второго (фонового) вида на характер колебаний
N1(t). При N2 ≡ 0 и N2 = N20(t, r1) колебания структурно близки: имеют ярко вы-
раженный хатчинсоновский характер. Отличие в следующем. Во-первых, минимум
численности N1 при наличии конкурирующего вида существенно больше, а значит,
и колебания становятся безопаснее. Во-вторых, уменьшается промежуток времени,
в течение которого численность N1 меньше своего среднего значения. Тем самым
можно сделать вывод о стабилизирующем воздействии менее плодовитого (или бо-
лее оборотистого) конкурирующего вида.
Пусть, далее, r02h2− pi2 > 0. При N1 = 0 в уравнении Хатчинсона для N2 имеется
устойчивый периодический (отличный от константы) режим N0(t) периода T0 . Бу-
дем предполагать, что в область притяжения N0(t) входят все решения с достаточно
малыми (положительными) начальными условиями (когда 0 < r2h2 − pi2 достаточ-
но мало или достаточно велико, это предположение заведомо выполнено). Опишем
сначала поведение установившихся режимов в системе (18), а затем сделаем выводы
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о структуре аттрактора в фазовом пространстве этой системы. Начнем с описания
N1(t). Пусть при некотором t = τ ∈ [0, T0] выполнены условия N1(τ) = 1, N˙1(τ) > 0.
Для каждого t ∈ (τ, h1 + τ) имеем N1(t) = exp[r01(t − τ) · (1 + o(1))], а при каждом
t > τ + h1 верно равенство N1(t) = o(1) . Последнее равенство выполнено равно-
мерно для t ∈ [h1 + τ + δ, τ + t2(r1, τ) − δ] , где δ > 0 — произвольно, а t2(r1, τ) —
второй положительный нуль функции N1(t)−1 на интервале (τ,∞) . Затем ситуация
примерно повторяется, причем роль τ играет t2(r1, τ) (t2(r1, τ) = O( 1r1 exp r
0
1h1)).
Опишем изменения N2(t). При t > τ эта функция резко убывает до асимптотиче-
ски малых значений и остается такой в течение промежутка времени O( 1
r1
exp r01h1),
экспоненциально возрастая с показателем r02. При этом N2 стремится к N0(t + c).
Значение параметра c определяется, в основном, параметрами τ и r1. Затем в тече-
ние асимптотически большего (порядка 1
r1
exp r01h1) промежутка времени N2 близко
к N0(t + c). Далее ситуация примерно повторяется, причем опять роль τ играет
t2(r1, τ).
Положим
τ¯ = t2(r1, τ) mod T0 (τ¯ ∈ [0, T0]). (23)
Как оказывается, отображение (23) отрезка [0, T0] в себя определяет структуру ат-
тракторов в фазовом пространстве системы (18). Правая часть (23) такова, что
каждый отрезок длины d0
r1
(d0 > 0 и фиксировано) отображается на весь отрезок
[0, T0]. Отсюда, в частности, можно сделать вывод о том, что при сохранении хатчин-
соновской структуры колебаний все параметры установившихся режимов меняются
достаточно случайным образом, поэтому колебания в рассмотренном случае носят
нерегулярный характер.
2.2. Задача о конкуренции двух сильно плодовитых видов
Будем предполагать, что в (18) параметры r1 и r2 достаточно велики, т.е.
r1 = λρ1
1
1 + a12
, r2 = λρ2
1
1 + a21
, λ 1. (24)
В том случае, когда численность одного из видов равна нулю, другой вид совершает
интенсивные колебания, причем в течение асимптотического большого промежутка
времени его численность близка к нулю. В связи с этим естественно рассмотреть
такие решения (18), координаты которых на некотором достаточно большом отрезке
близки к нулю. Опишем здесь установившиеся режимы, к которым стремятся (при
t → ∞) все решения, обладающие отмеченным выше свойством. (По-видимому,
других устойчивых режимов эта система не имеет).
В случае жесткой конкуренции, когда a12 · a21 > 1, один из видов обязательно
погибает.
Пусть a12 ·a21 < 1, т.е. оба вида сосуществуют. Их колебания, хатчинсоновские по
структуре, имеют сложный и нерегулярный характер. Опишем здесь возникающие
в рассматриваемой задаче установившиеся режимы.
В течение асимптотически большого (при λ → ∞) отрезка времени значения
N1 и N2 достаточно малы и экспоненциально растут с показателями λρ1 и λρ2 при
увеличении t. Предположим для определенности, что при t = 0 выполнены условия
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N1(0) = 1, N˙1(0) > 0, N20(0) = ξ < 1. Положим
∆1 = exp
[
ρ2(1−a12a21)
ρ1(1+a21)
expλρ1h1
]
;
∆2 = exp
[
ρ1(1−a12a21)
ρ2(1+a21)
expλρ2h2
]
.
Обозначим κ1 = κ1(ξ) такое неотрицательное целое, что ∆κ11 · ξ ≤ 1, ∆κ1+11 · ξ > 1.
Число κ1 для решений (18) имеет прозрачный смысл: функция N1(t) совершит (при
t ≥ 0) ровно κ1 + 1 всплесков прежде, чем совершит всплеск функция N2(t).
Будем обозначать tj1, t
j
2, . . . , (j = 1, 2) положительные нули функцииNj(t)−1. То-
гда на отрезке [0, t21−δ] поведение функции N1(t) примерно то же, что и в уравнении
Хатчинсона. Для функции N2(t) при t ∈ [0, t21 − δ] промежутки экспоненциального
(с показателем λρ2) роста чередуются с кратковременными (длительностью ≈ h1
каждый) промежутками убывания. Например, при 0 < t ≤ 2h1
N2(t) = ξ exp
λρ2t− λa21
1 + a21
t∫
0
exp
[
λρ1τ − 1
1 + a12
exp
(
λρ1(τ − h1)
)] (
1 + o(1)
)
dτ
 .
Отметим еще, что при t = t12i
(
N1(t
1
2i) = 1
)
имеем N2(t12i) = ∆i1ξ (0 ≤ i ≤ κ1) в
точке t = t21 (N2(t21) = 1) N1(t21) = η = (∆
κ1+1
1 · ξ)−
ρ1
ρ2 < 1.
Обозначим затем κ2 = κ2(ξ) такое неотрицательное целое, что ∆κ22 · η ≤ 1,∆κ2+12 ·
η > 1. В дальнейшем описание поведения решений повторяется с заменой индексов
1 на 2 и ξ — на η. Таким образом,
N1(t
1
2(κ1+1)
) = 1, N˙1(t
1
2(κ1+1)
) > 0, N2(t
1
2(κ1+1)
) = ξ¯,
где
ξ¯ = ∆
ρ2(κ2(ξ)+1)
ρ1
2 ·∆κ1(ξ)+11 · ξ · (1 + o(1)). (25)
Отображение (25) отрезка [0, 1] в себя определяет структуру установившихся
режимов системы (18) (и их устойчивость). Ясно, что это отображение достаточ-
но сложно, поэтому его (а значит, и (18)) аттракторы имеют сложную структуру.
Таким образом, в рассматриваемом случае характерны нерегулярные колебания.
В этой задаче интересно отметить следующее: всплески численности конкури-
рующих видов оказываются сильно разделенными во времени.
2.3. О стационарных режимах многовидовых сообществ
Рассмотрим систему (18) при n > 2. Будем предполагать, что мальтузианские
коэффициенты первыхm (1 ≤ m ≤ n) видов достаточно велики, т.е. r0j = λρj, λ 1
для j = 1, . . . ,m. При m = 1 эта задача представляет собой прямое обобщение за-
дачи о конкуренции двух видов, один из которых сильно плодовит. В качественном
плане все выводы сохраняются. Основная трудность связана лишь с построением
устойчивого стационарного режима системы (n− 1) уравнений, в которую редуци-
руется исходная система при N1 ≡ 0.
При m = n задача исследуется полностью. Она обобщает задачу о конкуренции
двух сильно плодовитых видов. Подтверждается здесь вывод о временном разделе-
нии всплесков численности видов (если они сосуществуют). Подобно тому, как это
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было сделано в задаче о конкуренции двух сильно плодовитых видов, здесь уда-
ется построить n-мерное отображение (некоторой области в себя), определяющее
структуру (и устойчивость) стационарных режимов системы (18).
В случае 1 < m < n синтезируются выводы разработанных выше двух случа-
ев. Динамика изменения группы переменных с номерами от 1 до m описывается
так же, как и в задаче о конкуренции двух сильно плодовитых видов, а перемен-
ные с остальными номерами — так же как и в задаче о конкуренции двух видов,
один из которых сильно плодовит. Отметим, что установившиеся режимы в рас-
сматриваемых здесь случаях принципиально сложнее, чем при n = 2, поскольку
определяющее их структуру отображение существенно многомерно.
В описанных здесь задачах можно получать коэффициентные критерии, гаран-
тирующие выживание или вымирание некоторых видов. Путь, следуя которому это
можно сделать, основан на построении асимптотических формул для решений ис-
ходной системы.
§3. Динамика экосистем при наличии
”
хищника“
3.1. Динамика системы типа “жертва-хищник-хищник-. . . ”
Рассмотрим экологическую систему из n видов, в которой первый из них состав-
ляет пищевую базу второго, второй — третьего и т.д. Математической моделью этой
задачи служит система уравнений
N˙1 =
r01
1+a1
[
1 + a1(1−N2)−N1(t− h1)
]
N1;
N˙j =
r0j
1+aj
[
Nj−1 + aj(Nj−1 −Nj+1)−Nj(t− hj)
]
Nj, j = 2, . . . , n− 1;
N˙n = r
0
n
[
Nn−1 −Nn(t− hn)
]
Nn.
(26)
Будем предполагать, что один из видов является сильно плодовитым. Удобно
рассмотреть отдельно три случая.
Первый случай. Пусть r01  1. Введем в рассмотрение действующее в области
0 ≤ ξj ≤ hj+ ln r
0
1
r01
(j = 1, . . . , n−1) отображение (ξ1, . . . , ξn−1) F→ (η1, . . . , ηn−1),
где
η1 = −κ1h1 − 1 + a1
a1(1 + a2)h1
ξ1 ln
(
ξ1
h1
)[
ξ2r
0
2 + ξ3r
0
3(1 + a2)
]
;
ηj = −κjhj + 1 + aj
(1 + aj+1)ajr0j
[
ξj+1r
0
j+1 + ξj+2(1 + aj+1)r
0
j+2
]
.
Здесь 2 ≤ j ≤ n − 1, r0n+1 = ξn+1 = an = 0, ξn = hn, а κj (j = 1, . . . , n − 1) —
наименьшее неотрицательное целое, для которого 0 ≤ ηj ≤ hj + ln r
0
1
r01
.
Главный вывод состоит в следующем. Аттракторам отображения F отвечает
(при достаточно больших r01) аналогичный аттрактор в фазовом пространстве
системы (26).
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Остановимся кратко на структуре решений системы (26) и на связи между тра-
екториями отображения F и решениями (26). Параметры ξj(ηj) определяют
продолжительность всплеска функции Nj(t) . Отметим, что все эти функции
с номерами j ≥ 2 имеют ярко выраженный ступенчатый вид, причем значение
их на всплеске близко к Nj, где
Nj =
r0j (1 + aj−1)
aj−1r0j−1
Nj−1 (j = 2, . . . , n− 1),
а значение N1 функции N1(t) в соответствующей точке локального максимума
дается формулой
N1 = exp
[
r01ξ1 −
1
1 + a1
exp r01(ξ1 − h1)
] (
1 + o(1)
)
.
Поведение N1(t) имеет ярко выраженную хатчинсоновскую структуру. Функ-
ция Nj(t) при j ≥ 2 вне некоторой (малой) окрестности всплеска равномерно
близка к выражению
exp
[
− r
0
j
1 + aj
(Sj + ajSj+1)
]
,
где Sj = ξjNj(1 + o(1)), (Sn+1 = 0).
Второй случай. Пусть
r0n  1. (27)
Структура решений в этом случае близка к той, которая имеет место в зада-
че “паразит–хозяин” [4,5]. Функция Nn(t) в течение асимптотически большого
промежутка времени близка к нулю, а остальные функции колеблются в уста-
новившемся режиме системы (26) при Nn ≡ 0 . Затем Nn(t) совершает резкий
скачок до асимптотически больших значений, а значения Nn−1(t) в это время
падают до асимптотически малых. Через отрезок времени ≈ hn значения Nn(t)
тоже становятся малыми (при r0n →∞). В течение асимптотически большого
отрезка времени значения Nn−1(t) и Nn(t) остаются пренебрежимо малыми,
а остальные функции выходят на установившийся режим системы (26) при
Nn ≡ Nn−1 ≡ 0. При дальнейшем возрастании времени значения Nn−1(t) стано-
вятся порядка O(1) и в течение асимптотически длительного периода функции
N1(t), Nn−1(t) колеблются в установившемся режиме системы (26) при Nn ≡ 0
(а значения Nn(t) все еще пренебрежимо малы). Наконец, наступает момент,
когда Nn(t) существенно возрастает и ситуация примерно повторяется.
В том случае, когда устойчивым режимом системы (26) и при Nn ≡ Nn−1 ≡ 0,
и при Nn ≡ 0 являются только состояния равновесия, единственным (биологи-
чески осмысленным) установившемся режимом (26) при условии (27) является
только периодическое решение (экспоненциально орбитально устойчивое). Ес-
ли же хотя бы один из устойчивых режимов систем (26) при Nn ≡ 0 или
при Nn ≡ Nn−1 ≡ 0 — не постоянный, то структура аттрактора (26) здесь
определяется некоторым одно- или двумерным отображением (области в се-
бя), причем свойства этого отображения те же, что и в задаче о конкуренции
16 Моделирование и анализ информационных систем Т.20, №5 (2013)
двух сильно плодовитых видов. Таким образом, в последнем случае возникают
нерегулярные колебания.
Третий случай. Пусть r0j0 и 1 < j0 < n. Этот случай является как бы объеди-
нением первых двух. Поведение переменных Nj(t) с номерами от 1 до j0 (в
стационарном режиме) соответствует описанию второго случая, а поведение
остальных переменных — первого случая. Здесь возможны только нерегуляр-
ные колебания.
3.2. Динамика сообщества из n конкурирующих между собой “жертв”
и одного “хищника”. Начнем с рассмотрения задачи о взаимодействии двух кон-
курирующих жертв и одного хищника. Соответствующая система уравнений имеет
вид:
N˙1 =
r01
1+a1+a2
[
1 + a1(1−N2) + a2(1−N3)−N1(t− h1)
]
N1;
N˙2 =
r02
1+b1+b2
[
1 + b1(1−N1) + b2(1−N3)−N2(t− h2)
]
N2;
N˙3 = r
0
3
[
αN1 + (1− α)N2 −N3(t− h3)
]
N3, α ∈ (0, 1).
(28)
Будем предполагать, что одна из популяций жертв сильно плодовита, т.е.
r01  1. (29)
При этом условии опишем установившиеся режимы системы (28). В силу того,
что N1(t), а значит, и N3(t) испытывают интенсивные колебания (при r01 →∞), рас-
смотрим такие решения (28), которые при t ∈ [−m,−δ] (m > δ > 0 — произвольно
фиксированы) ведут себя так: N1(t) и N3(t) близки (при r01 →∞) к нулю, а N2(t) —
к своему установившемуся режиму (при N1 ≡ N3 ≡ 0 ). Тогда при 0 < t < h1 и пока
N3(t) достаточно мало, функция N1(t) (N1(0) = 1) экспоненциально (с показателем
r01) возрастает, а функция N2(t) резко убывает до асимптотически малых значений.
При t = ξ , где 0 < ξ < h1 + δ, N3(ξ) = 1 и при увеличении t начинается резкий
всплеск N3(t) до асимптотически больших значений. Длительность этого всплеска
близка к h3. При t > ξ + h3 функция N3(t), как и остальные функции, становится
асимптотически малой. Наименьшие на промежутке от ξ до следующего всплеска
N1(t) значения функций Nj(t) обозначим Njm (j = 1, 2, 3). Точки, в которых они
достигаются, лежат в интервале
(
h1, h1 + max(h1, h3)
)
и
N1m = exp
[
− r01
1+a1+a2
(
S1(x) + a2S3(x)
)(
1 + o(1)
)]
;
N2m = exp
[
− r02
1+b1+b2
(
b1S1(x) + b2S3(x)
)(
1 + o(1)
)]
;
N2m = exp
[−r03S3(x)(1 + o(1))] ,
(30)
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где x = r01(ξ − h1);
S1(x) =
1+a1+a2
r01(1+a2)
f1(x) exp r
0
1h1;
S3(x) = (a2r
0
1)
−1r03h3(1 + a1 + a2)f3(x) exp r
0
1h1;
f1(x) =

ϕ(x) ≡
exp
(
x(1+a2)
1+a1+a2
)∫
0
exp
(
− s
1+a2
)
s
a1
1+a2 ds, если x ≤ 0;
ϕ(0) +
(
1 + exp
[
1
1+a1+a2
(1 + expx)
])
exp(−1), если x > 0;
f3(x) = exp x ·

exp
[
− 1
1+a2
exp x(1+a2)
1+a1+a2
]
, если x ≤ 0;
exp
[
− 1
1+a2
− 1
1+a1+a2
(expx− 1)
]
, если x > 0.
Обозначим tκ(x) (κ = 1, 2) время (наименьшее) восстановления функцией Nκ(t)
своего среднего значения в предположении, что численности остальных видов пре-
небрежимо малы. Можно показать, что
tκ(x) = τκ(x)
1
r01
exp r01h1 · (1 + o(1)),
где τ1(x) = (1 + a2)−1f1(x) + r03h3f3(x);
τ2(x) =
1 + a1 + a2
1 + b1 + b2
[
b1f1(x)
1 + a2
+
r03h3b2
a2
f3(x)
]
.
Рассмотрим отдельно два случая.
Первый случай. Пусть τ1(x) < τ2(x) . Этот случай тоже удобно разбить на два в
зависимости от того, существует или нет корень уравнения (относительно x¯)
αa2f1(x¯) = (1 + a2)r
0
3h3f3(x). (31)
Предположим сначала, что это уравнение разрешимо. Тогда в точке t = t1(x)
имеем N1(t1(x)) = 1 , и при увеличении t происходит всплеск N1(t) длительно-
стью h1 + x¯r01 и убывание N2(t). Затем резко значения N1(t) падают, а N3(t) —
возрастают. Всплеск N3(t) имеет длительность ≈ h3. При t > t1(x) роль вели-
чин (30) играют N jm:
N1m = exp
[−r01S0(x¯)(1 + o(1))] ,
S0(x) =
[
r01(1 + a1 + a2)
]−1 · exp r01h1[1− exp[−(1 + a1 + a2)−1 expx]];
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N2m = exp
[
− r
0
2
1 + b1 + b2
(
bS1(x) + b2S3(x)
)
+ r02t1(x)−
− r02
b1
1 + b1 + b2
S0(x¯)
](
1 + o(1)
)
;
N3m = exp
[
−(r01a2)−1 · r03h3α(1 + a1 + a2) exp
(
r01h1 + r
0
1x¯−
− (1 + a1 + a2)−1 exp x¯
)](
1 + o(1)
)
.
Значения t¯κ(x¯), аналогичные tκ(x), вычисляются по правилам
t¯κ(x¯) = τ¯κ(x¯)
1
r01
exp r01h1, t¯1(x¯) =
1
r01
S0(x¯)(1 + o(1)), t¯2(x¯) = 1r01 lnN2m · (1 + o(1)).
В том случае, если τ¯1(x¯) ≤ τ¯2(x¯) , описанная схема повторяется, если же τ¯1(x¯) >
τ¯2(x¯), следует перейти к описываемому ниже второму случаю.
Предположим затем, что уравнение (31) не имеет решения. Это означает, в
частности, что всплеск N3(t) начнется после некоторого числа всплесков N1(t).
Изменения для величин N jm такие: полагаем x¯ = ∞ , а N3m = N3m. Далее, в
зависимости от знака разности τ¯1(x¯)− τ¯2(x¯) либо повторяется описанная выше
процедура, либо переходим ко второму случаю.
Второй случай. Пусть τ1(x) > τ2(x), т.е. N−2(t) достигает своего среднего значе-
ния (и выходит, тем самым, на свой установившийся при N1 ≡ N3 ≡ 0 режим)
существенно быстрее, чем N1(t). Обозначим t0(x)+t2(x) первый при t > h1 +h3
корень уравнения N1(t) = 1 в предположении, что при t ∈ [t2(x), t0(x) + t2(x)]
значения N3(t) асимптотически малы. Аналогично t2(x) = t3(x) обозначим
первый при t > h1 + h3 корень уравнения N3(t) = 1 в предположении, что
на отрезке [t2(x), t2(x) + t3(x)] пренебрежительно малы значения N1(t). Как
оказывается,
t0(x) = (1 + a2)
−1
[
S1(x) + a2S3(x)− (1 + b1 + b2)−1(1 + a1 + a2)×
× (b1S1(x) + b2S3(x))]× (1 + o(1))
t3(x) = (1− α)−1(1 + b1 + b2)−1S3(x).
Здесь снова удобно рассмотреть отдельно две ситуации.
Пусть τ0(x) < τ2(x),
(
τκ(x) = r
0
1tκ(x) exp(−r01)h1)
)
.
Тогда x¯ (аналог x) находим из уравнения
αS1(x¯) = S3(x)− (1− α)1 + a1 + a2
1 + a2
[
S1(x)
(
1
1 + a1 + a2
− b1
1 + b1 + b2
)
+
+ S3(x)
(
a2
1 + a1 + a2
− b2
1 + b1 + b2
)]
− κ1S1(∞)×
×
[
1 +
(1− α)(1 + b1 + b2)
1 + b2
]
·
(
1
1 + a1 + a2
− b1
1 + b1 + b2
)
,
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где κ1 — некоторое неотрицательное целое (т.е. всплеск N3(t) начинается после
κ1 всплесков N1(t)).
Пусть, наконец, τ0(x) > τ3(x). Тогда в течение асимптотически длительного
отрезка времени N1(t) = 0(1) , а N2(t) и N3(t) близки к установившемуся
режиму (28) при N1 ≡ 0. Если выполнено условие
1 + b1 + b2
1 + (1− α)b2 >
1 + a1 + a2
a1 + (1− α)a2 , (32)
то первый вид вымирает. Если же выполнено строгое неравенство, обратное
(32), то через некоторое время N1(t) совершит резкий всплеск и ситуация при-
мерно повторится.
Таким образом, характер установившихся режимов (28) зависит от построенно-
го выше отображения x → x¯. Кроме этого, структура таких режимов существенно
зависит и от поведения стационарных режимов для N2(t) при N1 ≡ N3 ≡ 0 и для
N2 и N3 при N1 ≡ 0. Если последние режимы непостоянны, то итоговое отобра-
жение, определяющее строение аттрактора (28), содержит “быстроосциллирующие”
выражения подобно отображению из задачи о конкуренции двух сильно плодовитых
видов. Все это опять указывает на типичность нерегулярных колебаний в рассмат-
риваемой задаче.
Детальный асимптотический анализ решений хорошо подтверждает выводы об-
щего плана, сформулированные в работе [1]. Кроме этого, можно получить и ряд
специальных выводов. Например, в системе (28) при условии (29) может существо-
вать довольно много устойчивых режимов различной структуры. Хорошо просле-
живается вывод о том, что наличие хищника может приводить к сильной стабили-
зации системы (в том числе к сохранению обеих популяций жертв). Более разно-
образный рацион хищника существенно повышает “безопасность” всей экосистемы
(т.е. возрастают минимумы численностей и уменьшаются промежутки времени, в
течение которых численности видов меньше своих средних значений).
Синтезируя построения, сделанные выше, можно полностью исследовать систе-
му (28) при условии, когда обе популяции жертв сильно плодовиты (r01 = λρ1,
r02 = λρ2, λ  1). Возникающее при этом 2-мерное отображение, определяющее
структуру установившихся режимов, является естественным “объединением” отоб-
ражений, сделанных в задаче о конкуренции двух сильно плодовитых видов и при
рассмотрении динамики системы типа “жертва-хищник-хищник-. . . ” n = 2 .
При условии r3  1 система (28) исследуется проще. Здесь построения полно-
стью аналогичны приведенным в задаче о конкуренции двух видов, один из которых
сильно плодовит.
Изложенные выше результаты являются достаточной базой для рассмотрения
более общей задачи о динамике колебаний экосистемы, состоящей из n конкуриру-
ющих между собой жертв и одного хищника в предположении, что популяция хищ-
ника или одна или несколько популяций жертв сильно плодовиты. Во всех таких
случаях удается построить многомерные отображения, определяющие структуру
аттракторов в фазовом пространстве исходной системы.
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3.3. Динамика экосистемы из одной жертвы и n > 1 хищников
Математической моделью этой задачи служит система уравнений
N˙1 =
r01
A1
[
1 +
n+1∑
j=2
aj(1−Nj)−N1(t− h1)
]
N1;
N˙m =
r0m
Am
N1 + n+1∑
j=2
j 6=m
bmj(N1 −Nj)−Nm(t− hm)
Nm,
(33)
где
m = 2, . . . , n+ 1, A1 = 1 +
n+1∑
j=2
aj, Am = 1 +
n+1∑
j = 2
j 6= m
bmj.
Будем предполагать, что популяция жертвы сильно плодовита, т.е.
r01  1. (34)
Опишем основные характеристики установившихся режимов системы (33) . Пусть
при t = 0 начинается всплеск N1(t) , т.е. N1(t) < 1 при t ∈ [−h1, 0], N1(0) = 1, а при
t = ξ > 0 начинается первый среди всех Nm(t) (m > 1) всплеск одной из популя-
ций хищника с номером κ (т.е. Nκ(ξ) = 1, Nm(t) < 1 при t ∈ [ξ − h1, ξ). Положим
Nm = Nm(ξ) (Nm < 1 приm > 1 иm 6= κ). Тем самым имеем набор n+1 параметров:
P = (ξ, κ, {Nm}n+1m6=κ) . На промежутке от t = 0 до t = ξ поведение N1(t) описывается
уравнением Хатчинсона (при N2 ≡ . . . ≡ Nn+1 ≡ 0). При дальнейшем возрастании t
функция N1(t) резко убывает и через отрезок времени ≈ ξ+h1 достигает локального
минимума (порядка exp
[
− r01
A1
S1(x)
]
),
S1(x) =
A1
r01
exp r01h1 ·
(
1− exp
(
−expx
A1
))
(1 + o(1)), x = r01(ξ − h1).
Затем N1(t) экспоненциально возрастает с показателем r01 и через отрезок времени,
равный t1 = A−11 S1(x)(1 + o(1)), достигает значения 1. Функция Nκ(t) на отрезке
[ξ, t1] сначала резко возрастает до значения
(r01aκ)
−1r0κA1 exp r
0
1h1 · exp[x− A−11 expx](1 + o(1))
и после временного отрезка длины ≈ hκ, на котором эта функция меняется несу-
щественно, еще более резко убывает до асимптотически малых значений и остается
такой до t = t1 . Все остальные функции при t ∈ (ξ, t1) асимптотически малы.
Пусть ξ¯p = h1 +
x¯p
r01
, x¯p — корень уравнения (относительно x¯p),
S1(x¯p) = (r
0
p)
−1(− lnNp) + A−p 1bpκSκ(x)− lpS1(∞), (35)
где lp ≥ 0 — некоторое целое, а
Sκ(x) = (aκr
0
1)
−1rκhκA1 exp(x− A−11 expx+ r01h1)(1 + o(1)).
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Обозначим lp1 , lp2 , . . . , lpQ такие наименьшие по всем lp значения, для которых
уравнение (35) разрешимо. Далее положим ξ¯ = h1 + x¯r01 , где x¯ — наименьшее среди
всех чисел x¯p. Пусть x = x¯κ¯ и x¯κ¯ < x¯p; (j = 1, . . . , Q, j 6= κ¯). Наконец, введем числа
Np по правилу
Np = Np(t1 + ξ¯) = Np exp[(r
0
pS1(ξ¯)− A−1p r0pbpκSκ)(1 + o(1))],
p = 2, . . . , n + 1 и p 6= κ¯. Итоговое отображение, определяющее структуру устано-
вившихся режимов системы (33), имеет вид
(ξ, κ, {Np}n+1p = 2
p 6= κ
)→ (ξ¯, κ¯, {Np}n+1p = 2
p 6= κ
).
Отметим, что параметр κ задает номер той из популяций хищников, которая
совершает очередной (ближайший после всплеска жертв) всплеск, а lκ¯ — количество
всплесков жертв перед следующим всплеском хищников.
С помощью замены z = exp[−A−11 expx] и последующих простых преобразований
удобно придать уравнению (35) более простой вид
z¯ = lp + 1 +
bpκr
0
κhκA1
aκAp
z ln z +
r01 lnNp
r0pA1
exp(−r1h1).
Остановимся еще более кратко на системе (33) при условии, что одна из попу-
ляций хищников сильно плодовита. Пусть r02  1. Для популяции жертв все ха-
рактеристики (в установившихся режимах) близки к тем, которые имеют место в
задаче типа “паразит - хозяин”, о которой говорилось выше. Для N2(t), . . . , Nn+1(t)
в качественном плане сохраняется та же структура установившихся режимов, что
и в задаче о конкуренции, когда один из видов сильно плодовит.
При условии, когда сильно плодовиты несколько популяций хищников, поведе-
ниеN1(t) примерно то же, что и в предыдущем случае. Описание функцийN2(t), . . . ,
Nn+1(t) опять примерно то же, что и в задаче о конкуренции видов, среди которых
несколько популяций сильно плодовиты.
О некоторых обобщениях. Изложенные выше результаты позволяют рассмотреть
установившиеся режимы общей системы (3), (4) . Более того, эту систему можно
усложнить, заменив слагаемое с сосредоточенным запаздыванием на аналогичное
с распределенным запаздыванием [2, 3]. Наконец, вместо условий типа rjκ → ∞
можно рассмотреть случаи, когда достаточно велики некоторые значения hjκ.
О некоторых выводах. Кроме тех выводов, которые уже были приведены выше,
важно отметить следующее.
Выводы
В работах [3, 14] были приведены выводы биологического плана, вытекающие
из математического анализа поставленной выше задачи для одно- и двухвидовых
сообществ. Отмечалось, что эти выводы хорошо согласуются с представлениями
экологов, а также с результатами локального (использующего теорию бифуркаций)
и численного анализа [15–21]. Полученные ниже результаты позволяют распростра-
нить выводы [14] на многовидовые сообщества. Среди специфических выводов для
таких сообществ отметим один: при увеличении числа видов происходит стабили-
зация всей экосистемы (имеется в виду, что колебания становятся безопаснее или
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появляется возможность сосуществования видов). Заметим, что асимптотические
формулы для установившихся режимов позволяют получать и новые закономер-
ности биологического и математического плана. Здесь на них останавливаться не
будем. Все выводы говорят о хорошей применимости модели Ю.С. Колесова для
описания экологических задач.
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Relaxation Oscillations in Models of Multi-Species Biocenose
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solution
Some families of mathematical models of biological populations are considered. In-
variant ratios between the parameters which characterize this or that population are
revealed. Dynamic properties of models are investigated on the assumption that one or
several populations are strongly prolific, which means that the corresponding malthusian
coefficients are rather great. On the basis of a special asymptotic method developed by
the author a problem of behavior of initial system solutions can be reduced to a sig-
nificantly simpler problem of dynamics of the finite-dimensional mappings received. In
particular, it is shown that irregular relaxation vibrations are typical for the solutions
of these mappings and, as a result, for the solution of the initial equation systems. It is
interesting to note that these viabrations are of big amplitudes.
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