Many dynamical systems are aggregable in the sense that we can divide their variables x 1 , . . . , x n into several (k) non-intersecting groups and find combinations y 1 , . . . , y k of variables from these groups (macrovariables) whose dynamics depend only on the initial values of the macrovariables. For very large systems, finding such an aggregation is often the only way to perform a meaningful analysis of such systems. Since aggregation is important, researchers have been trying to find a general efficient algorithm for detecting aggregability. In this paper, we show that in general, detecting aggregability is NP-hard even for linear systems, and thus (unless P=NP), we can only hope to find efficient detection algorithms for specific classes of systems.
What is aggregability. Many systems in nature can be described as dynamical systems, in which the state of a system at each moment of time is characterized by the values of (finitely many) variables x 1 , . . . , x n , and the change of the state over time is described by an equation x i = f i (x 1 , . . . , x n ), where
• for continuous-time systems, in which the time t can take any real value, x i is the first time derivative of x i :
• for discrete-time systems, in which the time t can only take integer values, x i is the value of x i at the next moment of time:
x i (t + 1) = f i (x 1 (t), . . . , x n (t)).
For example, the state of a biological population can be described by listing the frequencies x i of different genotypes i; in this example, the corresponding functions f i (x 1 , . . . , x n ) describe the effects of mutation, recombination, and natural selection. For natural systems, the number of variables is often very large. For example, for a system with g loci on a chromosome in which each of these genes can have two possible allelic states, there are n = 2 g possible genotypes. For large g, dues to the large number of state variables, the corresponding dynamics is extremely difficult to analyze.
Many biological systems (and in many systems from other fields such as economics [11] and queuing theory [1] etc.) are aggregable in the following sense: variables x 1 , . . . , x n can be divided into groups I 1 , . . . , I k (∪I a = {1, . . . , n} and I a ∩ I b = ∅ for a = b) so that for appropriate combinations y 1 , . . . , y k of variables within each groups, equations (1a) or (1b) lead to simpler equations
or, correspondingly, [8, 9, 12] .
Detecting aggregability is important. In many actual problems, we know how to subdivide the variables into groups. For example, if we know the functions of all the genes, it is natural to group together all the genes with similar functions.
In many other situations, however, we only know the equations (1a) or (1b) (we may know these equation from the the analysis of the empirical data), but we do not yet know how to properly divide and combine the variables. For example, one may not know the functional role or epistatic interactions of genes on a chromosome a priori, only the phenotypes or Darwinian fitnesses of different genotypes. In such situations, it is important to be able to detect whether an aggregation is possible -and, if possible, to find such an aggregation. The aggregation itself may be instructive as to the function and interaction of genes, and may inform one as to which system components are relevant. For a detailed discussion see, e.g., [1, 3, 4, 5, 6, 7, 9, 10, 11] .
Usually, we have some partial information about the variables -e.g., we may know that a certain variable x i should affect one of the combinations y a . In such situations, it is desirable to find the groups which are consistent with this partial information.
What we do in this paper. For some systems, there exist efficient techniques that detect aggregability and find the corresponding aggregations. Since it is important to detect aggregability, researchers have been trying to find a general efficient method for its detection.
In this paper, we show that even in the simplest case when the system is linear (i.e., all the dependencies f i are linear), the number of classes is k = 2, and the additional information consists of a single variable that has to be involved in one of the combinations y a , the problem of detecting aggregability is NP-hard. This means that even for linear systems (unless P=NP), there is no hope of finding a general method for detecting aggregability; we should therefore concentrate our efforts on detecting aggregability for specific classes of dynamic systems.
Let us formulate our result in precise terms.
Definition 1 Let n be a given integer.
• By a linear system, we mean an n×n rational-valued matrix c i,j , 1 ≤ i ≤ n, 1 ≤ j ≤ n.
• By the additional information, we mean an integer i 0 such that 1 ≤ i 0 ≤ n.
• We say that a linear system with the additional information is 2-aggregable if there exist non-empty sets I 1 and I 2 such that i 0 ∈ I 1 , I 1 ∪ I 2 = {1, . . . , n}, I 1 ∩ I 2 = ∅, and the values w 1 , . . . , w n and h a,b (a = 1, 2, b = 1, 2) such that w i 0 = 0, and for every
where
Theorem 1 Detecting 2-aggregability is NP-hard.
Proof. To prove NP-hardness of 2-aggregability, we will reduce, to this new problem, a known NP-hard subset problem (see, e.g., [2] ). The subset problem is as follows: given n positive integers s 1 , . . . , s m and an integer s 0 , whether there exists a subset I ⊆ {1, . . . , m} such that
For every instance of the subset problem, we take s m+1 def = −s 0 , n = m + 2, i 0 = m + 2, and we form the following linear system:
• for 1 ≤ i ≤ m + 1, we take c i,i = 1, c i,n+1 = s i , and c i,j = 0 for all other j;
• for i = m + 2, we take c m+2,m+2 = 1 + β, where β Let us prove that this system is 2-aggregable if and only if the original instance of the subset problem has a solution.
"If " part. If the original instance has a solution I, with CI def = {1, . . . , m} − I, then we take I 1 = CI ∪ {m + 2}, I 2 = I ∪ {m + 1}, w i = 1 for all i, h 1,1 = 2, h 1,2 = h 2,2 = 1, and h 2,1 = 0. Then, we should have y 1 = 2y 1 + y 2 and y 2 = y 2 .
Indeed, the fact that I is a solution means that i∈I s i = s 0 . For our choice of weights w i , we get y 1 = i∈CI x i + x m+2 and y 2 = i∈I x i + x m+1 . For y 2 , we get
Since i∈I s i = s 0 , we conclude that y 2 = y 2 .
Similarly,
Describing the sum
x i in the expression for x m+2 as the sum of the values from I, CI, m + 1, and m + 2, we conclude that
Since i∈I s i = s 0 , we have
Due to our choice of β, we thus have i∈CI s i + 1 + β = 2, hence y 1 = 2y 1 + y 2 .
"Only if " part. Conversely, let us assume that the system is 2-aggregable, i.e., that there exist sets I 1 m + 2 and I 2 , and the values w i and h a,b for which all the above conditions are satisfied. In other words, w m+2 = 0, and from the equations
we should be able to conclude that for
we have
and
Let us denote I 1 def = I 1 − {m + 2}. From (3), (4), and (6), we conclude that
Thus, the equation (7) takes the form
Since this equality must hold for all possible values of x i , for each i, the coefficient at x i in the left-hand side of (9) must be equal to the coefficient at x i in the right-hand side of (9). In particular, for i ∈ I 1 , we conclude that w i + w m+2 = h 1,1 · w i , i.e., that (h 1,1 − 1) · w i = w m+2 . Since w m+2 = 0, we conclude that w i = 0 and h 1,1 −1 = 0, hence w i = w m+2 /(h 1,1 −1) for all such i -i.e., all the values w i , i ∈ I 1 are equal to each other. Let us denote the common value of these w i by w (1) = 0. For i ∈ I 2 , we similarly conclude that w m+2 = h 1,2 · w i . Since w m+2 = 0, we similarly conclude that w i = 0, and that w i = w m+2 /h 1,2 is the same for all i ∈ I 2 . Let us denote the common value of these w i by w (2) = 0. Thus, the formulas (5)-(6) take the following form:
By using the expressions (3)- (5) and (6a), we conclude that y 2 takes the form
Thus, the equation (8) takes the form
For i ∈ I 1 , by equating coefficients at x i in both sides of (10), we conclude that h 2,1 · w (1) = 0. Since w (1) = 0, we thus conclude that h 2,1 = 0. By comparing coefficients at x m+2 , we now conclude that w (2) · i∈I 2 s i = 0. Since w (2) = 0, we thus conclude that This completes the proof of the theorem.
