In this paper, we derive an explicit expression for the parameter sequences of a chain sequence in terms of the corresponding orthogonal polynomials and their associated polynomials. We use this to study the orthogonal polynomials K ( ; M; k) n associated with the probability measure d ( ; M; k; x), which is the Gegenbauer measure of parameter + 1 with two additional mass points at ±k. When k = 1 we obtain information on the polynomials K ( ; M ) n which are the symmetric Koornwinder polynomials. Monotonicity properties of the zeros of K ( ; M; k) n in relation to M and k are also given.
Introduction
Koornwinder [6] 
for n ¿ 0, where s = + ÿ + 1,
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and P ( ; ÿ) n are the Jacobi polynomials. He showed that these polynomials are the orthogonal polynomials associated with the measure d given by The three term recurrence relation associated with these polynomials were given by Kiesel and Wimp [4] . They also explicitly obtain the second-order di erential equation satisÿed by these polynomials.
In case = ÿ = − 1 2 and M = N we get the symmetric Koornwinder polynomials P −1=2; −1=2;M;M n , which we write K ( ; M ) n . Koekoek [5] refers to these as the symmetric generalized ultraspherical polynomials, derives all the di erential equations of the form where c i (x) are independent of the degree n.
In this paper, we consider the orthogonal polynomials K ( ; M; k) n associated with the probability measure d ( ; M; k; x) given by 
Here k; are real numbers such that k ¿ 1 and ¿ − 3 2 or k = 1 and ¿ − 1 2 . Note that if k = 1 then we have the symmetric Koornwinder polynomials K ( ; M ) n = K ( ; M; 1) n and the probability measure given by
The principal tool used in this study is the chain sequences.
Preliminary results
Let d be a determinate measure deÿned over the real line. Let Supp( ) be the support of this measure and let I be the smallest closed interval containing this support. We denote by X = (−∞; ∞)\I the complement of the interval I in (−∞; ∞). Like wise Z = C\I , where C is the extended complex plane. The closure of X within the real line will be denoted byX . Here we have assumed that the end points of I are points ofX , but ±∞ are not.
Let {P n } be the monic orthogonal polynomials associated with d and {O n } be the monic associated polynomials given by 0 O n (z) =
The following results (see [2] or [8] ) are well known.
with P 0 (z) = 1; P 1 (z) = z − ÿ 1 ; O 0 (z) = 0 and O 1 (z) = 1. The coe cients ÿ n ; n ¿ 1 are real, n+1 ; n ¿ 1 are all positive, and furthermore
uniformly on every compact subsets of Z . Now we let S n (z) = (z − ÿ 1 )O n (z)=P n (z); n ¿ 0. Hence S 0 (z) = 0; S 1 (z) = 1 and one can write
where a n (z) = n+1 =[(z − ÿ n )(z − ÿ n+1 )]; n ¿ 1. We also deÿne S (z) on Z by
For S n (z) the following results also hold.
This means that for any z ∈X ; S n (z) ¿ 1 for n ¿ 1 and that {S n (z)} is an increasing sequence.
Note that if d is a symmetric determinate measure then ÿ n = 0; n ¿ 1 and n } given by the Christo el's formula is
Other relations between these polynomials and their coe cients of the recurrence relations can be written in the following way. If (2.4) holds there exists a sequence of real numbers {' n }, with ' 0 = 1, such that
for n ¿ 1. These latter results, ÿrst observed in [7] for k 2 ¡ 0 and c ¡ 0, have been completely proved in [1] .
It is clear that the measures d 1 and d 2 must have their common support in a subset of the real line inside which (k 2 − x 2 ) does not change sign. Therefore, any choice of k such that k 2 ¿ 0 is only possible if the support is contained within a region
with c ¡ 0 and when
Finally in this section, we recall some information on chain sequences. The sequence {a n } ∞ n=1 is known as a chain sequence, or more precisely a positive chain sequence, if there exists a second sequence {g n } ∞ n=0 such that 0 6 g 0 ¡ 1; 0 ¡ g n ¡ 1 and (1 − g n−1 )g n = a n ; n ¿ 1. The sequence {g n } is called a parameter sequence of the positive chain sequence and is in general not unique. The minimal parameter sequence {m n } ∞ n=0 of a positive chain sequence {a n } is given by m 0 = 0; 0 ¡ m n ¡ 1 and (1 − m n−1 )m n = a n ; n ¿ 1. When the parameter sequence is not unique we can talk about the maximal parameter sequence {M n } such that if g 0 ¿ M 0 and (1 − g n−1 )g n = a n ; n ¿ 1, then {g n } does not satisfy the condition 0 ¡ g n ¡ 1 for all n ¿ 1. The maximal parameter sequence of the positive chain sequence {a n } ∞ n=1 can be given as
One of the main contributors highlighting the importance of positive chain sequences in the theory of orthogonal polynomials is Chihara and many results on these chain sequences can be found in his book [2] . The formal theory of chain sequences (in a slightly more general form) was given earlier by Wall (see for example [9] ). A situation in the theory of orthogonal polynomials where chain sequences appear naturally is the following. From the recurrence relation (2.1) one can write (see [2, Chapter IV, Theorem 2:4])
does not contain z = ± ∞. Hence, if z ∈X then m n (z) is the minimal parameter sequence of the positive chain sequence {a n (z)}.
Generalized chain sequences
For the purpose of this work, we deÿne a generalized chain sequence as follows. Let {a n } ∞ n=1 be a sequence of complex numbers such that a n = 0; n ¿ 1. Then, we say that {a n } ∞ n=1 is a generalized chain sequence if there exists a parameter sequence {m n } ∞ n=0 such that m 0 = 0; m n ÿnite and (1 − m n−1 )m n = a n ; n ¿ 1. Clearly, m n = 0 and m n = 1 for n ¿ 1. We will still call {m n } the minimal parameter sequence of the generalized chain sequence {a n }.
The class of positive chain sequences is a subclass of the generalized chain sequences. For example, the chain sequence {a n (z)} given by (2.6) is a generalized chain sequence for any value of z ∈ Z such that z = ∞. The following theorem gives the general expression for the elements of any of the parameter sequence of {a n (z)}.
Theorem 3.1. Given the generalized chain sequence {a n (z) = n+1 =((z−ÿ n )(z−ÿ n+1 ))} let {g n (z; t)} be its parameter sequence such that the initial parameter g 0 (z; t) = t: If t −1 = S n (z) for all n ¿ 1; then {g n (z; t)} exists and can be given as
Furthermore; if {a n (z)} is a positive chain sequence then all its parameter sequences {g n (z; t)}; such that 0 6 g 0 (z; t) ¡ 1 and 0 ¡ g n (z; t) ¡ 1; are obtained for those values of t given in the range 0 ¡ t 6 1=S (z):
Proof. From (3.1) and the recurrence relation (2.1) one can easily establish that
This provides immediately [1 − g n−1 (z; t)]g n (z; t) = a n (z): It is also clear that g n (z; t) is bounded if and only if t −1 = S n (z) = (z − ÿ 1 )(O n (z)=P n (z)). This proves the ÿrst part of the theorem. Now g n (z; 0) = m n (z) and from (3.1),
From the theory of continued fractions, this can be written as
Hence from the continued fraction (2.2), t −1 = S (z) if and only if
When {a n (z)} is a positive chain sequence (i.e., when z ∈X ), these are the elements of its maximal parameter sequence {M n (z)}. Furthermore, it follows from [2, Chapter III, Theorem 5.1] that if
Since g n (z; t) is a continuous function in 0 6 t 6 1=S (z), this completes the proof of the theorem.
This theorem can also be obtained in the following manner. First we note from (2.6) and the continued fraction (2.2) that S 0 (z) = 0; S 1 (z) = 1 and
(See Chihara [2, Lemmas 3:1 and 3:2]). Furthermore, from (3.1),
Thus, we can use the following result given by Chihara in [3] . If {m n } is the minimal parameter sequence of the positive chain sequence {a n } then any other parameters {g n }, where 0 ¡ g n ¡ 1; n ¿ 0, of this chain sequence can be given by g 0 = t and g n = 1 − tS n−1 1 − tS n m n ; n¿ 1;
where S 0 = 0; S 1 = 1,
; n¿ 1 and lim n→∞ S n 6 t −1 ¡ ∞. The proof of this follows from the observation that S n − m n S n−1 = (1 − m n )S n+1 for n ¿ 1. If we are interested also in other parameter sequences then we must consider other values of t subject to the restriction 1 − tS n = 0; n ¿ 0. Since m n = 1, with the same restriction these results are valid also for obtaining the parameter sequences of the generalized chain sequence. Hence the results of the theorem follow.
Chain sequences and related measures
Now we consider the chain sequences that arise when considering the relation c d 2 (x) = (k 2 − x 2 ) d 1 (x). Substituting g n = (1 − ' n )=2; n ¿ 0 in (2.5) and, since g 0 = 0, comparing g n with the parameters in (2.6), we ÿnd that g n = m 1 n (k). That is, the equations in (2.5) can be written as
for n ¿ 1, where { 1 n+1 =k 2 } is a generalized chain sequence. It is a positive chain sequence if k is real and lies outside the support of the measures. The associated Christo el's formula can be written as
n (x); n¿ 0: The above relations permit one to obtain information about the polynomials P 2 n from those of P 1 n . Now we see how one can obtain information about P 1 n from those of P 2 n . Substitution of g n = (1+ ' n+1 )=2; n ¿ − 1, in (2.5) leads to . To be precise,
The polynomials P 2 n = P ( +1) n can be given explicitly as P 2 0 (x) = 1 and
The coe cients of the recurrence relation (2.1) associated with d 2 is
n(n + 2 + 1) (n + )(n + + 1)
; n¿ 1:
Hence from (4.2) and (4.3), by writing g
for n ¿ 2, where
3) we see that the functions S 2 n+1 (k) satisfy the recurrence relation
; n¿ 1; (4.6) with S 2 1 (k) = 1. Since S 2 0 (k) = 0, the above result also holds for n = 0. When k = 1 these results turn out to be even simpler as one has
Note that S and O 2 n = P 2 n−1 (Chebyshev polynomial of degree n − 1 of the second kind), we can write
is simply a constant. This is achieved when t = [k ± √ k 2 − 1]=(2k) with the value for the parameters h 
, the minus sign corresponds to M = 0 and the plus sign corresponds to
Monotonicity properties of the zeros of K ( ; M; k) n
In this section, we study the behaviour of the zeros of K Proof. The following simple lemmas provide the basic tools for the proof of the above theorem. Lemma 1. Let q n (x) = (x − x 1 ) · · · (x − x n ) and q n−1 (x) = (x − y 1 ) · · · (x − y n−1 ) be polynomials with real and interlacing zeros,
Then; for any real constant c; the polynomial
has n real zeros n ¡ n−1 ¡ · · · ¡ 2 ¡ 1 which interlace with both the zeros of q n (x) and q n−1 (x). More precisely, (i) if c ¿ 0 then
x r ¡ r ¡ y r−1 ; r = 2; : : : ; n (5.2)
(ii) and if c ¡ 0 then y r ¡ r ¡ x r ; r = 1; : : : ; n − 1;
n ¡ x n : Moreover; each r is an increasing function of c. Hence there exist zeros r ; r = 2; : : : ; n of Q(x) satisfying (5.2). The existence of 1 with (5.1) follows from Q(x 1 ) ¡ 0 and from the fact that q n (x) goes to inÿnity faster than q n−1 (x) as x goes to inÿnity.
We remark that this result is equivalent to that regarding the separation properties of the zeros of quasi-orthogonal polynomials due to M. Riesz (see for example [2, Page 65] ). In fact, according to a result of Wendro [10] , one can ÿnd a measure on the real line for which q n (x) and q n−1 (x) are consecutive orthogonal polynomials. Consequently Q(x) is a quasi-orthogonal polynomial associated with this measure with the required interlacing property.
In order to prove the monotonicity of the zeros of Q(x) with respect to c; suppose that the zeros of The above lemma can be easily modiÿed to even or odd polynomials. 
