Abstract. High-utility itemset mining (HUIM) is an important data mining task with wide applications. In this paper, we propose a novel algorithm named EFIM (EFficient high-utility Itemset Mining), which introduces several new ideas to more efficiently discovers high-utility itemsets both in terms of execution time and memory. EFIM relies on two upper-bounds named sub-tree utility and local utility to more effectively prune the search space. It also introduces a novel array-based utility counting technique named Fast Utility Counting to calculate these upper-bounds in linear time and space. Moreover, to reduce the cost of database scans, EFIM proposes efficient database projection and transaction merging techniques. An extensive experimental study on various datasets shows that EFIM is in general two to three orders of magnitude faster and consumes up to eight times less memory than the state-of-art algorithms d
Introduction
Frequent Itemset Mining (FIM) [1] is a popular data mining task that is essential to a wide range of applications. Given a transaction database, FIM consists of discovering frequent itemsets. i.e. groups of items (itemsets) appearing frequently in transactions [1, 14] . However, an important limitation of FIM is that it assumes that each item cannot appear more than once in each transaction and that all items have the same importance (weight, unit profit or value). To address these issues, the problem of High-Utility Itemset Mining (HUIM) has been defined [2, 6-9, 11, 12] . As opposed to FIM [1, 14] , HUIM considers the case where items can appear more than once in each transaction and where each item has a weight (e.g. unit profit). Therefore, it can be used to discover itemsets having a highutility (e.g. high profit), that is High-Utility Itemsets. HUIM has a wide range of applications [2, 7, 12] . The problem of HUIM is more difficult than the problem of FIM because the utility of an itemset is neither monotonic or anti-monotonic (a HUI may have a superset or subset with lower, equal or higher utility) [2, 7, 12] . Thus techniques to prune the search space developed in FIM based on the anti-monotonicity of the support cannot be directly applied to HUIM.
Several algorithms have been proposed for HUIM. A popular approach to HUIM is to discover high-utility itemsets in two phases. This approach is adopted by algorithms such as PB [6] , Two-Phase [9] , BAHUI [11] , UP-Growth and UP-Growth+ [12] . However, the two-phase model suffers from the problem of generating a huge amount of candidates and repeatedly scanning the database. Recently, to avoid the problem of candidate generation, the HUI-Miner [7] and d 2 HUP [8] algorithms were proposed to mine high-utility itemsets directly using a single phase. Then, improved versions of HUI-Miner named HUP-Miner [8] and FHM [2] were proposed, and are to our knowledge the current best algorithms for HUIM. However, despite all these research efforts, the task of high-utility itemset mining remains very computationally expensive.
In this paper, we address this need for more efficient HUIM algorithms by proposing a one-phase algorithm named EFIM (EFficient high-utility Itemset Mining), which introduces several novel ideas to greatly decrease the time and memory required for HUIM. First, we propose two new techniques to reduce the cost of database scans. EFIM performs database projection and merges transactions that are identical in each projected database using a linear time and space implementation. Both operations reduce the size of the database as larger itemsets are explored. Second, we propose two new upper-bounds on the utility of itemsets named sub-tree utility and local utility to more effectively prune the search space. Third, we introduce a novel array-based utility counting technique named Fast Utility Counting (FAC) to calculate these upper-bounds in linear time and space.
We conducted an extensive experimental study to compare the performance of EFIM with the state-of-the-art algorithms d 2 HUP, HUI-Miner, HUP-Miner, FHM and UP-Growth+ on various datasets. Results show that EFIM is in general two to three orders of magnitude faster than these algorithms, consumes up to eight times less memory.
The rest of this paper is organized as follows. Sections 2, 3, 4, 5 and 6 respectively presents the problem of HUIM, the related work, the EFIM algorithm, the experimental evaluation and the conclusion.
Problem Statement
The problem of high-utility itemset mining is defined as follows. Let I be a finite set of items (symbols). An itemset X is a finite set of items such that X ⊆ I. A transaction database is a multiset of transactions D = {T 1 , T 2 , ..., T n } such that for each transaction T c , T c ⊆ I and T c has a unique identifier c called its TID (Transaction ID). Each item i ∈ I is associated with a positive number p(i), called its external utility (e.g. unit profit). Every item i appearing in a transaction T c has a positive number q(i, T c ), called its internal utility (e.g. purchase quantity). For example, consider the database in Table 1 , which will be used as the running example. It contains five transactions (T 1 , T 2 ..., T 5 ). Transaction T 2 indicates that items a, c, e and g appear in this transaction with an internal utility of respectively 2, 6, 2 and 5. Table 2 indicates that the external utility of these items are respectively 5, 1, 3 and 1. Definition 1 (Utility of an item/itemset). The utility of an item i in a transaction T c is denoted as u(i, T c ) and defined as p(i) × q(i, T c ) if i ∈ T c . The utility of an itemset X in a transaction T c is denoted as u(X, T c ) and defined as u(X, T c ) = i∈X u(i, T c ) if X ⊆ T c . The utility of an itemset X is denoted as u(X) and defined as u(X) = Tc∈g(X) u(X, T c ), where g(X) is the set of transactions containing X.
For example, the utility of item a in T 2 is u(a, T 2 ) = 5 × 2 = 10. The utility of the itemset {a, c} in T 2 is u({a, c}, T 2 ) = u(a, T 2 ) + u(c, T 2 ) = 5 × 2 + 1 × 6 = 16. Furthermore, the utility of the itemset {a, c} is u({a, c}) = u({a, c}, T 1 ) + u({a, c}, T 2 ) + u({a, c}, T 3 ) = u(a, T 1 ) +u(c, T 1 ) +u(a, T 2 ) +u(c, T 2 ) + u(a, T 3 ) + u(c, T 3 ) = 5 + 1 + 10 + 6 + 5 + 1 = 28.
Definition 2 (Problem definition).
An itemset X is a high-utility itemset if u(X) ≥ minutil. Otherwise, X is a low-utility itemset. The problem of highutility itemset mining is to discover all high-utility itemsets.
For example, if minutil = 30, the high-utility itemsets in the database of the running example are {b, d}, {a, c, e}, {b, c, d}, {b, c, e}, {b, d, e}, {b, c, d, e}, {a, b, c, d, e, f } with respectively a utility of 30, 31, 34, 31, 36, 40 and 30.
Related Work
HUIM is harder than FIM since the utility measure is not monotonic or antimonotonic [9, 12] , i.e. the utility of an itemset may be lower, equal or higher than the utility of its subsets. Thus, strategies used in FIM to prune the search space based on the anti-monotonicity of the frequency cannot be applied to the utility measure to discover high-utility itemsets. Several HUIM algorithms circumvent this problem by overestimating the utility of itemsets using the TransactionWeighted Utilization (TWU) measure [6, 9, 11, 12] , which is anti-monotonic, and defined as follows.
Definition 3 (Transaction weighted utilization (TWU)). The transaction utility of a transaction T c is defined as T U (T c ) = x∈Tc u(x, T c ). The TWU of an itemset X is defined as T W U (X) = Tc∈g(X) T U (T c ).
Example 1. The TU of transactions T 1 , T 2 , T 3 , T 4 and T 5 for our running example are respectively 8, 27, 30, 20 and 11. T W U (a) = T U (T 1 ) + T U (T 2 ) + T U (T 3 ) = 8 + 27 + 30 = 65.
For any itemset X, it can be shown that T W U (X) ≥ u(Y )∀Y ⊇ X (the TWU of X is an upper-bound on the utility of X and its supersets) [9] . The following properties of the TWU is used to prune the search space.
Property 1 (Pruning search space using TWU). For any itemset X, if T W U (X) < minutil, then X is a low-utility itemset as well as all its supersets [9] .
Algorithms such as PB [6] , Two-Phase [9] , BAHUI [11] , UP-Growth and UP-Growth+ [12] utilize Property 1 to prune the search space. They operate in two phases. In the first phase, they identify candidate high-utility itemsets by calculating their TWUs. In the second phase, they scan the database to calculate the exact utility of all candidates to filter low-utility itemsets. UP-Growth is one of the fastest two-phase algorithm. Recent two-phase algorithms such as PB and BAHUI only provide a small speed improvement.
Recently, algorithms that mine high-utility itemsets using a single phase were proposed to avoid the problem of candidate generation. The d 2 HUP and HUIMiner algorithms were reported to be respectively up to 10 and 100 times faster than UP-Growth [7, 8] . Then, improved versions of HUI-Miner named HUPMiner [8] and FHM [2] were proposed to reduce the number of join operations performed by HUI-Miner, and are to our knowledge the current best algorithm for HUIM. In HUI-Miner, HUP-Miner and FHM, each itemset is associated with a structure named utility-list [2, 7] . Utility-lists allow calculating the utility of an itemset by making join operations with utility-lists of smaller itemsets. Utilitylists are defined as follows.
Definition 4 (Remaining utility).
Let be a total order on items from I, and X be an itemset. The remaining utility of X in a transaction T c is defined as re(X, T c ) = i∈Tc∧i x∀x∈X u(i, T c ).
Definition 5 (Utility-list). The utility-list of an itemset X in a database D is a set of tuples such that there is a tuple (c, iutil, rutil) for each transaction T c containing X. The iutil and rutil elements of a tuple respectively are the utility of X in T c (u(X, T c )) and the remaining utility of X in T c (re(X, T c )). To discover high-utility itemsets, HUI-Miner, HUP-Miner and FHM perform a database scan to create utility-lists of patterns containing single items. Then, larger patterns are obtained by joining utility-lists of smaller patterns (see [7, 8] for details). Pruning the search space is done using the following properties.
Definition 6 (Remaining utility upper-bound). Let X be an itemset. Let the extensions of X be the itemsets that can be obtained by appending an item i to X such that i x, ∀x ∈ X. The remaining utility upper-bound of X is defined as reu(X) = u(X) + re(X), and can be computed by summing the iutil and rutil values in the utility-list of X.
Property 2 (Pruning search space using utility-lists). If reu(X) < minutil, then X is a low-utility itemset as well as all its extensions [7] .
One-phase algorithms [2, 7, 8, 10] are faster and generally more memory efficient than two phase algorithms. However, mining HUIs remains very computationally expensive. For example, HUI-Miner, HUP-Miner, and FHM still suffer from a high space and time complexity. The size of each utility-list is in the worst case O(n), where n is the number of transactions (when a utility-list contains an entry for each transaction). The complexity of building a utility-list is also very high [2] . In general, it requires to join three utility-lists of smaller itemsets, which thus requires O(n 3 ) time in the worst case.
The EFIM Algorithm
We next present our proposal, the EFIM algorithm. It is a one-phase algorithm, which introduces several novel ideas to reduce the time and memory required for HUIM. Subsection 4.1 briefly reviews definitions related to the depth-first search of itemsets. Subsection 4.2 and 4.3 respectively explain how EFIM reduces the cost of database scans using an efficient implementation of database projection and transaction merging. Subsection 4.4 presents two new upper-bounds used by EFIM to prune the search space. Subsection 4.5 presents a new array-based utility counting technique named Fast Utility Counting to efficiently calculate these upper-bounds in linear time and space. Finally, subsection 4.6 gives the pseudocode of EFIM.
The Search Space
Let be any total order on items from I. According to this order, the search space of all itemsets 2 I can be represented as a set-enumeration tree. For example, the set-enumeration tree of I = {a, b, c, d} for the lexicographical order is shown in Fig. 1 . The EFIM algorithm explores this search space using a depthfirst search starting from the root (the empty set). During this depth-first search, for any itemset α, EFIM recursively appends one item at a time to α according to the order, to generate larger itemsets. In our implementation, the order is defined as the order of increasing TWU because it generally reduces the search space for HUIM [2, 7, 12] . However, we henceforth assume that is the lexicographical order, for the sake of simplicity. We next introduce definitions related to the depth-first search exploration of itemsets. Definition 7 (Items that can extend an itemset). Let be an itemset α. Let E(α) denote the set of all items that can be used to extend α according to the depth-first search, that is E(α) = {z|z ∈ I ∧ z x, ∀x ∈ α}.
Definition 8 (Extension of an itemset). Let be an itemset α. An itemset
Z is an extension of α (appears in a sub-tree of α in the set-enumeration tree) if
For example, consider the database of our running example and α = {d}. The set E(α) is {e, f, g}. Single-item extensions of α are {d, e}, {d, f } and {d, g}. Other extensions of α are {d, e, f }, {d, f, g} and {d, e, f, g}.
Reducing the Cost of Database Scans using Projections
As we will explain, EFIM performs database scans to calculate the utility of itemsets and upper-bounds on their utility. To reduce the cost of database scans, it is desirable to reduce the database size. An observation is that when an itemset α is considered during the depth-first search, all items x ∈ E(α) can be ignored when scanning the database to calculate the utility of itemsets in the sub-tree of α, or upper-bounds on their utility. A database without these items is called a projected database.
Definition 9 (Projected database).
The projection of a transaction T using an itemset α is denoted as α-T and defined as α-T = {i|i ∈ T ∧ i ∈ E(α)}. The projection of a database D using an itemset α is denoted as α-D and defined as the multiset α-D = {α-T |T ∈ D ∧ α-T = ∅}.
For example, consider database D of the running example and α = {b}. The projected database α-D contains three transactions: α-T 3 = {c, d, e, f }, α-T 4 = {c, d, e} and α-T 5 = {c, e, g}.
Database projections generally greatly reduce the cost of database scans since transactions become smaller as larger itemsets are explored. However, an important issue is how to implement database projection efficiently. A naive and inefficient approach is to make physical copies of transactions for each projection. An efficient approach used in EFIM is to sort each transaction in the original database according to the total order beforehand. Then, a projection is performed as a pseudo-projection, that is each projected transaction is represented by an offset pointer on the corresponding original transaction. The complexity of calculating the projection α-D of a database D is linear in time and space with respect to the number of transactions. The proposed database projection technique generalizes the concept of database projection from pattern mining [14] for the case of transactions with internal/external utility values. Note that FPgrowth based HUIM algorithms [6, 12] and hyper-link based HUIM algorithms [8] also perform projections but differently than the proposed EFIM algorithm.
Reducing the Cost of Database Scans by Transaction Merging
To further reduce the cost of database scans, EFIM also introduce an efficient transaction merging technique. It is based on the observation that transaction databases often contain identical transactions. The technique consists of identifying these transactions and to replace them with single transactions. In this context, a transaction T a is said to be identical to a transaction T b if it contains the same items as T b (i.e. T a = T b ) (but not necessarily the same internal utility values). But to achieve higher database reduction, we also merge transactions in projected databases. This generally achieves a much higher reduction because projected transactions are smaller than original transactions, and thus are more likely to be identical. For example, consider database D of our running example and α = {c}. The projected database α-D contains transactions α-T 1 = {d}, α-T 2 = {e, g}, α-T 3 = {d, e, f }, α-T 4 = {d, e} and α-T 5 = {e, g}. Transactions α-T 2 and α-T 5 can be replaced by a new transaction T M = {e, g} where q(e, T M ) = 3 and q(g, T M ) = 7.
Transaction merging is obviously desirable. However, a key problem is to implement it efficiently. The naive approach to identify identical transactions is to compare all transactions with each other. But this is inefficient (O(n 2 ), where n is the number of transactions). To find identical transactions in O(n) time, we propose the following approach. We initially sort the original database according to a new total order T on transactions. Sorting is achieved in O(n log(n)) time, and is performed only once.
Definition 12 (Total order on transactions
A database sorted according to the T order provides the following property (proof omitted due to space limitation). Using the above property, all identical transactions in a (projected) database can be identified by only comparing each transaction with the next transaction in the database. Thus, using this scheme, transaction merging can be done very efficiently by scanning a (projected) database only once (linear time). It is interesting to note that transaction merging as proposed in EFIM cannot be implemented efficiently in utility-list based algorithms (e.g. FHM and HUP-Miner) and hyperlink-based algorithms (e.g. d 2 HUP) due to their database representations.
Pruning Search Space using Sub-tree Utility and Local Utility
To propose an efficient HUIM algorithm, a key problem is to design an effective pruning mechanism. For this purpose, we introduce in EFIM two new upperbounds on the utility of itemsets named sub-tree utility and local utility. The key difference with previous upper-bounds is that they are defined w.r.t the sub-tree of an itemset α in the search-enumeration tree.
Definition 13 (Sub-tree utility). Let be an itemset α and an item z that can extend α according to the depth-first search (z ∈ E(α)). The Sub-tree Utility of z w.r.t. α is su(α, z) = T ∈g(α∪{z}) [u(α, T ) + u(z, T ) + i∈T ∧i∈E(α∪{z}) u(i, T )]. The following theorem of the sub-tree utility is proposed in EFIM to prune the search space (proof ommited due to space limitation).
Property 4 (Overestimation using the sub-tree utility). Let be an itemset α and an item z ∈ E(α). The relationship su(α, z) ≥ u(α ∪ {z}) holds. And more generally, su(α, z) ≥ u(Z) holds for any extension Z of α ∪ {z}.
Theorem 1 (Pruning a sub-tree using the sub-tree utility). Let be an itemset α and an item z ∈ E(α). If su(α, z) < minutil, then the single item extension α ∪ {z} and its extensions are low-utility. In other words, the sub-tree of α ∪ {z} in the set-enumeration tree can be pruned.
Thus, using Theorem 1, we can prune some sub-trees of an itemset α, which reduces the number of sub-trees to be explored. To further reduce the search space, we also identify items that should not be explored in any sub-trees.
Definition 14 (Local utility). Let be an itemset α and an item z ∈ E(α).
The Local Utility of z w.r.t. α is lu(α, z) = T ∈g(α∪{z}) [u(α, T ) + re(α, T )]. Property 5 (Overestimation using the local utility). Let be an itemset α and an item z ∈ E(α). Let Z be an extension of α such that z ∈ Z. The relationship lu(α, z) ≥ u(Z) holds.
Theorem 2 (Pruning an item from all sub-trees using the local utility). Let be an itemset α and an item z ∈ E(α). If lu(α, z) < minutil, then all extensions of α containing z are low-utility. In other words, item z can be ignored when exploring all sub-trees of α.
The relationship between the proposed upper-bounds and the main ones used in previous work is the following.
Property 6 (Relationships between upper-bounds). Let be an itemset
Given, the above relationship, it can be seen that the proposed local utility upper-bound is a tighter upper-bound on the utility of Y and its extensions compared to the TWU, which is commonly used in two-phase HUIM algorithms. Thus the local utility can be more effective for pruning the search space. Besides, one can ask what is the difference between the proposed su upper-bound and the reu upper-bound of HUI-Miner and FHM since they are mathematically equivalent. The major difference is that su is calculated when the depth-first search is at itemset α in the search tree rather than at the child itemset Y . Thus, if su(α, z) < minutil, EFIM prunes the whole sub-tree of z including node Y rather than only pruning the descendant nodes of Y . Thus, using su instead of reu is more effective for pruning the search space. In the rest of the paper, for a given itemset α, we respectively refer to items having a sub-tree utility and local-utility no less than minutil as primary and secondary items.
Definition 15 (Primary and secondary items).
Let be an itemset α. The primary items of α is the set of items defined as P rimary(α) = {z|z ∈ E(α) ∧ su(α, z) ≥ minutil}. The secondary items of α is the set of items defined as Secondary(α) = {z|z ∈ E(α) ∧ lu(α, z) ≥ minutil}. Because lu(α, z) ≥ su(α, z), P rimary(α) ⊆ Secondary(α).
For example, consider the running example and α = {a}. P rimary(α) = {c, e}. Secondary(α) = {c, d, e}.
Calculating Upper-Bounds Efficiently using Fast Utility Counting
In the previous subsection, we introduced two new upper-bounds on the utility of itemsets to prune the search space. We now present a novel efficient arraybased approach to compute these upper-bounds in linear time and space that we call Fast Utility Counting (FUC). It relies on a novel array structure called utility-bin.
Definition 16 (Utility-Bin). Let be the set of items I appearing in a database D. A utility-bin array U for database D is an array of length |I|, having an entry denoted as U [z] for each item z ∈ I. Each entry is called a utility-bin and is used to store a utility value (an integer in our implementation, initialized to 0).
A utility-bin array can be used to efficiently calculate the following upperbounds in O(n) time (recall that n is the number of transactions), as follows.
Calculating the TWU of all items. A utility-bin array U is initialized. Then, for each transaction T of the database, the utility-bin U [z] for each item z ∈ T is updated as U [z] = U [z] + T U (T ). At the end of the database scan, for each item k ∈ I, the utility-bin U [k] contains T W U (k).
Calculating the sub-tree utility w.r.t. an itemset α. A utility-bin array U is initialized. Then, for each transaction T of the database, the utility-bin
Calculating the local utility w.r.t. an itemset α. A utility-bin array U is initialized. Then, for each transaction T of the database, the utility-bin
Thus, by the above approach, the three upper-bounds can be calculated for all items that can extend an itemset α with only one (projected) database scan. Furthermore, it can be observed that utility-bins are a very compact data structure (O(|I|) size). To utilize utility-bins more efficiently, we propose three optimizations. First, all items in the database are renamed as consecutive integers. Then, in a utility-bin array U , the utility-bin U [i] for an item i is stored in the i-th position of the array. This allows to access the utility-bin of an item in O(1) time. Second, it is possible to reuse the same utility-bin array multiple times by reinitializing it with zero values before each use. This avoids creating multiple arrays and thus reduces memory usage. In our implementation, only three utility-bin arrays are created, to respectively calculate the TWU, sub-tree utility and local utility. Third, when reinitializing a utility-bin array to calculate the sub-tree utility or the local utility of single-item extensions of an itemset α, only utility-bins corresponding to items in E(α) are reset to 0, for faster reinitialization of the utility-bin array.
The Proposed Algorithm
In this subsection, we present the EFIM algorithm, which combines all the ideas presented in the previous section. The main procedure (Algorithm 1) takes as input a transaction database and the minutil threshold. The algorithm initially considers that the current itemset α is the empty set. The algorithm then scans the database once to calculate the local utility of each item w.r.t. α, using a utility-bin array. Note that in the case where α = ∅, the local utility of an item is its TWU. Then, the local utility of each item is compared with minutil to obtain the secondary items w.r.t to α, that is items that should be considered in extensions of α. Then, these items are sorted by ascending order of TWU and that order is thereafter used as the order (as suggested in [2, 7] ). The database is then scanned once to remove all items that are not secondary items w.r.t to α since they cannot be part of any high-utility itemsets by Theorem 2. If a transaction becomes empty, it is removed from the database. Then, the database is scanned again to sort transactions by the T order to allow O(n) transaction merging, thereafter. Then, the algorithm scans the database again to calculate the sub-tree utility of each secondary item w.r.t. α, using a utility-bin array. Thereafter, the algorithm calls the recursive procedure Search to perform the depth first search starting from α.
Algorithm 1:
The EFIM algorithm input : D: a transaction database, minutil: a user-specified threshold output: the set of high-utility itemsets
The Search procedure (Algorithm 2) takes as parameters the current itemset to be extended α, the α projected database, the primary and secondary items w.r.t α and the minutil threshold. The procedure performs a loop to consider each single-item extension of α of the form β = α∪{i}, where i is a primary item w.r.t α (since only these single-item extensions of α should be explored according to Theorem 1) . For each such extension β, a database scan is performed to calculate the utility of β and at the same time construct the β projected database. Note that transaction merging is performed whilst the β projected database is constructed. If the utility of β is no less than minutil, β is output as a highutility itemset. Then, the database is scanned again to calculate the sub-tree and local utility w.r.t β of each item z that could extend β (the secondary items w.r.t to α), using two utility-bin arrays. This allows determining the primary and secondary items of β. Then, the Search procedure is recursively called with β to continue the depth-first search by extending β. Based on properties and theorems presented in previous sections, it can be seen that when EFIM terminates, all and only the high-utility itemsets have been output.
Complexity.
A rough analysis of the complexity is as follows. To process each primary itemset α encountered during the depth-first search, EFIM performs database projection, transaction merging and upper-bound calculation in O(n) time. In terms of space, utility-bin arrays are created once and require O(|I|) space. The database projection performed for each primary itemset α requires at most O(n) space. In practice, this is small considering that projected databases become smaller as larger itemsets are explored, and are implemented using offset pointers.
Algorithm 2:
The Search procedure input : α: an itemset, α-D: the α projected database, P rimary(α): the primary items of α, Secondary(α): the secondary items of α, the minutil threshold output: the set of high-utility itemsets that are extensions of α 1 foreach item i ∈ P rimary(α) do Calculate su(β, z) and lu(β, z) for all item z ∈ Secondary(α) by scanning β-D once, using two utility-bin arrays; 6 P rimary(β) = {z ∈ Secondary(α)|su(β, z) ≥ minutil}; 
Experimental Results
We performed experiments to evaluate the performance of the proposed EFIM algorithm. Experiments were carried out on a computer with a fourth generation 64 bit core i7 processor running Windows 8.1 and 16 GB of RAM. We compared the performance of EFIM with the state-of-the-art algorithms UP-Growth+, HUP-Miner, d
2 HUP, HUI-Miner and FHM. Algorithms were implemented in Java and memory measurements were done using the Java API. Experiments were performed using a set of standard datasets used in the HUIM literature for evaluating HUIM algorithms, namely (Accident, BMS, Chess, Connect, Foodmart and Mushroom). Table 3 summarizes their characteristics. Foodmart contains real external/internal utility values. For other datasets, external/internal utility values have been respectively generated in the [1, 000] and [1, 5] intervals using a log-normal distribution, as done in previous state-of-the-art HUIM studies [2, 7, 12] . The datasets and the source code of the compared algorithms can be downloaded as part of the SPMF data mining library http://goo.gl/rIKIub [3] . Influence of the minutil threshold on execution time. We first compare execution times of the various algorithms. We ran the algorithms on each dataset while decreasing the minutil threshold until algorithms were too slow, ran out of memory or a clear winner was observed. Execution times are shown in Fig. 2 . Note that for UP-Growth+, no result is shown for the connect dataset and that some results are missing for the chess dataset because UP-Growth+ exceeded the 16 GB memory limit. It can be observed that EFIM clearly outperforms UPGrowth+, HUP-Miner, d
2 HUP, HUI-Miner and FHM on all datasets. EFIM is in general about two to three orders of magnitude faster than these algorithms. For Accident, BMS, Chess, Connect, Foodmart and Mushroom, EFIM is respectively up to 15,334, 2, 33,028, -, 17 and 3,855 times faster than UP-Growth+, 154, 741, 323, 22,636, 2 and 85 times faster than HUP-Miner, 89, 1,490, 109, 2,587, 1 and 15 times faster than d 2 HUP, 236, 2,370, 482, 10,586, 3 and 110 times faster than HUI-Miner and 145, 227, 321, 6,606, 1 and 90 times faster than FHM. An important reason why EFIM performs so well is that the proposed upper-bounds allows EFIM to prune a larger part of the search space compared to other algorithms (as will be shown). The second reason is that the proposed transaction merging technique often greatly reduces the cost of database scans. It was observed that EFIM on Chess, Connect and Mushroom, EFIM is up to 116, 3,790 and 55 and times faster than a version of EFIM without transaction merging. For other datasets, transaction merging reduces execution times but by a lesser amount (EFIM is up to 90, 2 and 2 times than a version of EFIM without transaction merging on Accident, BMS and Foodmart). The third reason is that the calculation of upper-bounds is done in linear time using utility-bins. It is also interesting to note that transaction merging cannot be implemented efficiently in utility-list based algorithms such as HUP-Miner, HUI-Miner and FHM, due to their vertical database representation, and also for hyperlink-based algorithms such as the d 2 HUP algorithm. Influence of the minutil threshold on memory usage. In terms of memory usage, EFIM also clearly outperforms other algorithms as shown in Table 4 . For Accident, BMS, Chess, Connect, Foodmart and Mushroom, EFIM uses 1.8, 4.4, 14.9, 27.0, 1.3 and 6.5 times less memory than the second fastest algorithm (d 2 HUP). Moreover, EFIM uses 1.6, 9.2, 4.6, 8.1, 3.2 and 3.1 times less memory than the third fastest algorithm (FHM). It is also interesting that EFIM utilizes less than 100 MB on four out of the six datasets, and never more than 1 GB, while other algorithms often exceed 1 GB.
A reason why EFIM is so memory efficient is that it use a simple database representation, which does not requires to maintain much information in memory (only pointers for pseudo-projections). Other algorithms relies on complex structures such as tree-structures (e.g. UPGrowth+) and list-structures (e.g. HUP-Miner, HUI-Miner and FHM), which requires additional memory. Moreover, projected databases generated by EFIM are often very small due to transaction merging. Another reason is that the number of projected databases created by EFIM is small, because EFIM visits less nodes of the search-enumeration tree (as we will show later). EFIM is also more efficient than two-phase algorithms such as UPGrowth+ since it is a one-phase algorithm. Lastly, another important characteristic of EFIM in terms of memory efficiency is that it reuses some of its data structures. For example, FAC only requires to create three arrays that are reused to calculate the upper-bounds of each itemset considered during the depth-first search. Comparison of the number of visited nodes. We also performed an experiment to compare the ability at pruning the search space of EFIM to other algorithm. Table 5 shows the number of nodes of the search-enumeration tree (itemsets) visited by EFIM, UP-Growth+, HUP-Miner, d
2 HUP, HUI-Miner and FHM for the lowest minutil values on the same datasets. It can be observed that EFIM is much more effective at pruning the search space than the other algorithms, thanks to its proposed sub-tree utility and local utility upper-bounds. 
Conclusion
We have presented a novel algorithm for high-utility itemset mining named EFIM. It relies on two new upper-bounds named sub-tree utility and local utility. It also introduces a novel array-based utility counting approach named Fast Utility Counting to calculate these upper-bounds in linear time and space. Moreover, to reduce the cost of database scans, EFIM introduces techniques for database projection and transaction merging, also performed in linear time and space. An extensive experimental study on various datasets shows that EFIM is in general two to three orders of magnitude faster and consumes up to eight times less memory than the state-of-art algorithms UP-Growth+, HUP-Miner, d 2 HUP, HUI-Miner and FHM. The source code of all algorithms and datasets used in the experiments can be downloaded as part of the SPMF data mining library goo.gl/rIKIub [3] . For future work, we will extend EFIM for popular variations of the HUIM problem such as mining closed+ high-utility itemset [13] , generators of high-utility itemsets [5] , and on-shelf high-utility itemsets [4] .
