Introduction {#Sec1}
============

In October 2018 and March 2019, Boeing 737 MAX passenger jets crashed minutes after takeoff; these two accidents claimed nearly 350 lives. After the second incident, all 737 MAX planes were grounded worldwide. The 737 MAX was an updated version of the 737 workhorse that first began flying in the 1960s. The crashes were precipitated by a failure of an Angle of Attack (AOA) sensor and the subsequent activation of new flight control software, the Maneuvering Characteristics Augmentation System (MCAS). The MCAS software was intended to compensate for changes in the size and placement of the engines on the MAX as compared to prior versions of the 737. The existence of the software, designed to prevent a stall due to the reconfiguration of the engines, was not disclosed to pilots until after the first crash. Even after that tragic incident, pilots were not required to undergo simulation training on the 737 MAX.

In this paper, we examine several aspects of the case, including technical and other factors that led up to the crashes, especially Boeing's design choices and organizational tensions internal to the company, and between Boeing and the U.S. Federal Aviation Administration (FAA). While the case is ongoing and at this writing, the 737 MAX has yet to be recertified for flight, our analysis is based on numerous government reports and detailed news accounts currently available. We conclude with a discussion of specific lessons for engineers and engineering educators regarding engineering ethics.

Overview of 737 MAX History and Crashes {#Sec2}
=======================================

In December 2010, Boeing's primary competitor Airbus announced the A320neo family of jetliners, an update of their successful A320 narrow-body aircraft. The A320neo featured larger, more fuel-efficient engines. Boeing had been planning to introduce a totally new aircraft to replace its successful, but dated, 737 line of jets; yet to remain competitive with Airbus, Boeing instead announced in August 2011 the 737 MAX family, an update of the 737NG with similar engine upgrades to the A320neo and other improvements (Gelles et al. [@CR47]). The 737 MAX, which entered service in May 2017, became Boeing's fastest-selling airliner of all time with 5000 orders from over 100 airlines worldwide (Boeing n.d. a) (See Fig. [1](#Fig1){ref-type="fig"} for timeline of 737 MAX key events).Fig. 1.737 MAX timeline showing key events from 2010 to 2019

The 737 MAX had been in operation for over a year when on October 29, 2018, Lion Air flight JT610 crashed into the Java Sea 13 minutes after takeoff from Jakarta, Indonesia; all 189 passengers and crew on board died. Monitoring from the flight data recorder recovered from the wreckage indicated that MCAS, the software specifically designed for the MAX, forced the nose of the aircraft down 26 times in 10 minutes (Gates [@CR37]). In October 2019, the Final Report of Indonesia's Lion Air Accident Investigation was issued. The Report placed some of the blame on the pilots and maintenance crews but concluded that Boeing and the FAA were primarily responsible for the crash (Republic of Indonesia [@CR86]).

MCAS was not identified in the original documentation/training for 737 MAX pilots (Glanz et al. [@CR48]). But after the Lion Air crash, Boeing ([@CR13]) issued a Flight Crew Operations Manual Bulletin on November 6, 2018 containing procedures for responding to flight control problems due to possible erroneous AOA inputs. The next day the FAA ([@CR32]) issued an Emergency Airworthiness Directive on the same subject; however, the FAA did not ground the 737 MAX at that time. According to published reports, these notices were the first time that airline pilots learned of the existence of MCAS (e.g., Bushey [@CR21]).

On March 20, 2019, about four months after the Lion Air crash, Ethiopian Airlines Flight ET302 crashed 6 minutes after takeoff in a field 39 miles from Addis Ababa Airport. The accident caused the deaths of all 157 passengers and crew. The Preliminary Report of the Ethiopian Airlines Accident Investigation (Federal Democratic Republic of Ethiopia [@CR35]), issued in April 2019, indicated that the pilots followed the checklist from the Boeing Flight Crew Operations Manual Bulletin posted after the Lion Air crash but could not control the plane (Ahmed et al. [@CR3]). This was followed by an Interim Report (Federal Democratic Republic of Ethiopia [@CR36]) issued in March 2020 that exonerated the pilots and airline, and placed blame for the accident on design flaws in the MAX (Marks and Dahir [@CR73]). Following the second crash, the 737 MAX was grounded worldwide with the U.S., through the FAA, being the last country to act on March 13, 2019 (Kaplan et al. [@CR62]).

Design Choices that Led to the Crashes {#Sec3}
======================================

As noted above, with its belief that it must keep up with its main competitor, Airbus, Boeing elected to modify the latest generation of the 737 family, the 737NG, rather than design an entirely new aircraft. Yet this raised a significant engineering challenge for Boeing. Mounting larger, more fuel-efficient engines, similar to those employed on the A320neo, on the existing 737 airframe posed a serious design problem, because the 737 family was built closer to the ground than the Airbus A320. In order to provide appropriate ground clearance, the larger engines had to be mounted higher and farther forward on the wings than previous models of the 737 (see Fig. [2](#Fig2){ref-type="fig"}). This significantly changed the aerodynamics of the aircraft and created the possibility of a nose-up stall under certain flight conditions (Travis [@CR95]; Glanz et al. [@CR48]).Fig. 2Boeing 737 MAX (left) compared to Boeing 737NG (right) showing larger 737 MAX engines mounted higher and more forward on the wing.(Image source: <https://www.norebbo.com>)

Boeing's attempt to solve this problem involved incorporating MCAS as a software fix for the potential stall condition. The 737 was designed with two AOA sensors, one on each side of the aircraft. Yet Boeing decided that the 737 MAX would only use input from one of the plane's two AOA sensors. If the single AOA sensor was triggered, MCAS would detect a dangerous nose-up condition and send a signal to the horizontal stabilizer located in the tail. Movement of the stabilizer would then force the plane's tail up and the nose down (Travis [@CR95]). In both the Lion Air and Ethiopian Air crashes, the AOA sensor malfunctioned, repeatedly activating MCAS (Gates [@CR37]; Ahmed et al. [@CR3]). Since the two crashes, Boeing has made adjustments to the MCAS, including that the system will rely on input from the two AOA sensors instead of just one. But still more problems with MCAS have been uncovered. For example, an indicator light that would alert pilots if the jet's two AOA sensors disagreed, thought by Boeing to be standard on all MAX aircraft, would only operate as part of an optional equipment package that neither airline involved in the crashes purchased (Gelles and Kitroeff [@CR42]).

Similar to its responses to previous accidents, Boeing has been reluctant to admit to a design flaw in its aircraft, instead blaming pilot error (Hall and Goelz [@CR50]). In the 737 MAX case, the company pointed to the pilots' alleged inability to control the planes under stall conditions (Economy [@CR31]). Following the Ethiopian Airlines crash, Boeing acknowledged for the first time that MCAS played a primary role in the crashes, while continuing to highlight that other factors, such as pilot error, were also involved (Hall and Goelz [@CR50]). For example, on April 29, 2019, more than a month after the second crash, then Boeing CEO Dennis Muilenburg defended MCAS by stating:"We\'ve confirmed that \[the MCAS system\] was designed per our standards, certified per our standards, and we\'re confident in that process. So, it operated according to those design and certification standards. So, we haven\'t seen a technical slip or gap in terms of the fundamental design and certification of the approach. (Economy [@CR31])"

The view that MCAS was not primarily at fault was supported within an article written by noted journalist and pilot William Langewiesche ([@CR71]). While not denying Boeing made serious mistakes, he placed ultimate blame on the use of inexperienced pilots by the two airlines involved in the crashes. Langewiesche suggested that the accidents resulted from the cost-cutting practices of the airlines and the lax regulatory environments in which they operated. He argued that more experienced pilots, despite their lack of information on MCAS, should have been able to take corrective action to control the planes using customary stall prevention procedures. Langewiesche ([@CR71]) concludes in his article that:"What we had in the two downed airplanes was a textbook failure of airmanship. In broad daylight, these pilots couldn't decipher a variant of a simple runaway trim, and they ended up flying too fast at low altitude, neglecting to throttle back and leading their passengers over an aerodynamic edge into oblivion. They were the deciding factor here --- not the MCAS, not the Max."Others have taken a more critical view of MCAS, Boeing, and the FAA. These critics prominently include Captain Chesley "Sully" Sullenberger, who famously crash-landed an A320 in the Hudson River after bird strikes had knocked out both of the plane's engines. Sullenberger responded directly to Langewiesche in a letter to the Editor:"... Langewiesche draws the conclusion that the pilots are primarily to blame for the fatal crashes of Lion Air 610 and Ethiopian 302. In resurrecting this age-old aviation canard, Langewiesche minimizes the fatal design flaws and certification failures that precipitated those tragedies, and still pose a threat to the flying public. I have long stated, as he does note, that pilots must be capable of absolute mastery of the aircraft and the situation at all times, a concept pilots call airmanship. Inadequate pilot training and insufficient pilot experience are problems worldwide, but they do not excuse the fatally flawed design of the Maneuvering Characteristics Augmentation System (MCAS) that was a death trap\.... (Sullenberger [@CR91])"Noting that he is one of the few pilots to have encountered both accident sequences in a 737 MAX simulator, Sullenberger continued:"These emergencies did not present as a classic runaway stabilizer problem, but initially as ambiguous unreliable airspeed and altitude situations, masking MCAS. The MCAS design should never have been approved, not by Boeing, and not by the Federal Aviation Administration (FAA).... (Sullenberger [@CR91])"In June 2019, Sullenberger noted in Congressional Testimony that "These crashes are demonstrable evidence that our current system of aircraft design and certification has failed us. These accidents should never have happened" (Benning and DiFurio [@CR10]).

Others have agreed with Sullenberger's assessment. Software developer and pilot Gregory Travis ([@CR95]) argues that Boeing's design for the 737 MAX violated industry norms and that the company unwisely used software to compensate for inadequacies in the hardware design. Travis also contends that the existence of MCAS was not disclosed to pilots in order to preserve the fiction that the 737 MAX was just an update of earlier 737 models, which served as a way to circumvent the more stringent FAA certification requirements for a new airplane. Reports from government agencies seem to support this assessment, emphasizing the chaotic cockpit conditions created by MCAS and poor certification practices. The U.S. National Transportation Safety Board (NTSB) ([@CR76]) Safety Recommendations to the FAA in September 2019 indicated that Boeing underestimated the effect MCAS malfunction would have on the cockpit environment (Kitroeff [@CR63], [@CR67], [@CR68]). The FAA Joint Authorities Technical Review ([@CR34]), which included international participation, issued its Final Report in October 2019. The Report faulted Boeing and FAA in MCAS certification (Koenig [@CR70]).

Despite Boeing's attempts to downplay the role of MCAS, it began to work on a fix for the system shortly after the Lion Air crash (Gates [@CR38]). MCAS operation will now be based on inputs from both AOA sensors, instead of just one sensor, with a cockpit indicator light when the sensors disagree. In addition, MCAS will only be activated once for an AOA warning rather than multiple times. What follows is that the system would only seek to prevent a stall once per AOA warning. Also, MCAS's power will be limited in terms of how much it can move the stabilizer and manual override by the pilot will always be possible (Bellamy [@CR9]; Boeing n.d. b; Gates [@CR38]). For over a year after the Lion Air crash, Boeing held that pilot simulator training would not be required for the redesigned MCAS system. In January 2020, Boeing relented and recommended that pilot simulator training be required when the 737 MAX returns to service (Pasztor et al. [@CR82]).

Boeing and the FAA {#Sec4}
==================

There is mounting evidence that Boeing, and the FAA as well, had warnings about the inadequacy of MCAS's design, and about the lack of communication to pilots about its existence and functioning. In 2015, for example, an unnamed Boeing engineer raised in an email the issue of relying on a single AOA sensor (Bellamy [@CR9]). In 2016, Mark Forkner, Boeing's Chief Technical Pilot, in an email to a colleague flagged the erratic behavior of MCAS in a flight simulator noting: "It's running rampant" (Gelles and Kitroeff [@CR45]). Forkner subsequently came under federal investigation regarding whether he misled the FAA regarding MCAS (Kitroeff and Schmidt [@CR66]).

In December 2018, following the Lion Air Crash, the FAA ([@CR33]) conducted a Risk Assessment that estimated that fifteen more 737 MAX crashes would occur in the expected fleet life of 45 years if the flight control issues were not addressed; this Risk Assessment was not publicly disclosed until Congressional hearings a year later in December 2019 (Arnold [@CR6]). After the two crashes, a senior Boeing engineer, Curtis Ewbank, filed an internal ethics complaint in 2019 about management squelching of a system that might have uncovered errors in the AOA sensors. Ewbank has since publicly stated that "I was willing to stand up for safety and quality... Boeing management was more concerned with cost and schedule than safety or quality" (Kitroeff et al. [@CR68]).

One factor in Boeing's apparent reluctance to heed such warnings may be attributed to the seeming transformation of the company's engineering and safety culture over time to a finance orientation beginning with Boeing's merger with McDonnell--Douglas in 1997 (Tkacik [@CR94]; Useem [@CR96]). Critical changes after the merger included replacing many in Boeing's top management, historically engineers, with business executives from McDonnell--Douglas and moving the corporate headquarters to Chicago, while leaving the engineering staff in Seattle (Useem [@CR96]). According to Tkacik ([@CR94]), the new management even went so far as "maligning and marginalizing engineers as a class".

Financial drivers thus began to place an inordinate amount of strain on Boeing employees, including engineers. During the development of the 737 MAX, significant production pressure to keep pace with the Airbus 320neo was ever-present. For example, Boeing management allegedly rejected any design changes that would prolong certification or require additional pilot training for the MAX (Gelles et al. [@CR47]). As Adam Dickson, a former Boeing engineer, explained in a television documentary (BBC Panorama [@CR8]): "There was a lot of interest and pressure on the certification and analysis engineers in particular, to look at any changes to the Max as minor changes".

Production pressures were exacerbated by the "cozy relationship" between Boeing and the FAA (Kitroeff et al. [@CR67]; see also Gelles and Kaplan [@CR41]; Hall and Goelz [@CR50]). Beginning in 2005, the FAA increased its reliance on manufacturers to certify their own planes. Self-certification became standard practice throughout the U.S. airline industry. By 2018, Boeing was certifying 96% of its own work (Kitroeff et al. [@CR67]).

The serious drawbacks to self-certification became acutely apparent in this case. Of particular concern, the safety analysis for MCAS delegated to Boeing by the FAA was flawed in at least three respects: (1) the analysis underestimated the power of MCAS to move the plane's horizontal tail and thus how difficult it would be for pilots to maintain control of the aircraft; (2) it did not account for the system deploying multiple times; and (3) it underestimated the risk level if MCAS failed, thus permitting a design feature---the single AOA sensor input to MCAS---that did not have built-in redundancy (Gates [@CR38]). Related to these concerns, the ability of MCAS to move the horizontal tail was increased without properly updating the safety analysis or notifying the FAA about the change (Gates [@CR38]). In addition, the FAA did not require pilot training for MCAS or simulator training for the 737 MAX (Gelles and Kaplan [@CR41]). Since the MAX grounding, the FAA has been become more independent during its assessments and certifications---for example, they will not use Boeing personnel when certifying approvals of new 737 MAX planes (Josephs [@CR61]).

The role of the FAA has also been subject to political scrutiny. The report of a study of the FAA certification process commissioned by Secretary of Transportation Elaine Chao (DOT [@CR28]), released January 16, 2020, concluded that the FAA certification process was "appropriate and effective," and that certification of the MAX as a new airplane would not have made a difference in the plane's safety. At the same time, the report recommended a number of measures to strengthen the process and augment FAA's staff (Pasztor and Cameron [@CR81]). In contrast, a report of preliminary investigative findings by the Democratic staff of the House Committee on Transportation and Infrastructure (House TI [@CR56]), issued in March 2020, characterized FAA's certification of the MAX as "grossly insufficient" and criticized Boeing's design flaws and lack of transparency with the FAA, airlines, and pilots (Duncan and Laris [@CR30]).

Boeing has incurred significant economic losses from the crashes and subsequent grounding of the MAX. In December 2019, Boeing CEO Dennis Muilenburg was fired and the corporation announced that 737 MAX production would be suspended in January 2020 (Rich [@CR87]) (see Fig. [1](#Fig1){ref-type="fig"}). Boeing is facing numerous lawsuits and possible criminal investigations. Boeing estimates that its economic losses for the 737 MAX will exceed \$18 billion (Gelles [@CR40]). In addition to the need to fix MCAS, other issues have arisen in recertification of the aircraft, including wiring for controls of the tail stabilizer, possible weaknesses in the engine rotors, and vulnerabilities in lightning protection for the engines (Kitroeff and Gelles [@CR65]). The FAA had planned to flight test the 737 MAX early in 2020, and it was supposed to return to service in summer 2020 (Gelles and Kitroeff [@CR46]). Given the global impact of the COVID-19 pandemic and other factors, it is difficult to predict when MAX flights might resume. In addition, uncertainty of passenger demand has resulted in some airlines delaying or cancelling orders for the MAX (Bogaisky [@CR17]). Even after obtaining flight approval, public resistance to flying in the 737 MAX will probably be considerable (Gelles [@CR39]).

Lessons for Engineering Ethics {#Sec5}
==============================

The 737 MAX case is still unfolding and will continue to do so for some time. Yet important lessons can already be learned (or relearned) from the case. Some of those lessons are straightforward, and others are more subtle. A key and clear lesson is that engineers may need reminders about prioritizing the public good, and more specifically, the public's safety. A more subtle lesson pertains to the ways in which the problem of many hands may or may not apply here. Other lessons involve the need for corporations, engineering societies, and engineering educators to rise to the challenge of nurturing and supporting ethical behavior on the part of engineers, especially in light of the difficulties revealed in this case.

All contemporary codes of ethics promulgated by major engineering societies state that an engineer's paramount responsibility is to protect the "safety, health, and welfare" of the public. The American Institute of Aeronautics and Astronautics Code of Ethics indicates that engineers must "\[H\]old paramount the safety, health, and welfare of the public in the performance of their duties" (AIAA [@CR4]). The Institute of Electrical and Electronics Engineers (IEEE) Code of Ethics goes further, pledging its members: "...to hold paramount the safety, health, and welfare of the public, to strive to comply with ethical design and sustainable development practices, and to disclose promptly factors that might endanger the public or the environment" (IEEE [@CR57]). The IEEE Computer Society (CS) cooperated with the Association for Computing Machinery (ACM) in developing a Software Engineering Code of Ethics ([@CR1]) which holds that software engineers shall: "Approve software only if they have a well-founded belief that it is safe, meets specifications, passes appropriate tests, and does not diminish quality of life, diminish privacy or harm the environment...." According to Gotterbarn and Miller ([@CR49]), the latter code is a useful guide when examining cases involving software design and underscores the fact that during design, as in all engineering practice, the well-being of the public should be the overriding concern. While engineering codes of ethics are plentiful in number, they differ in their source of moral authority (i.e., organizational codes vs. professional codes), are often unenforceable through the law, and formally apply to different groups of engineers (e.g., based on discipline or organizational membership). However, the codes are generally recognized as a statement of the values inherent to engineering and its ethical commitments (Davis [@CR27]).

An engineer's ethical responsibility does not preclude consideration of factors such as cost and schedule (Pinkus et al. [@CR85]). Engineers always have to grapple with constraints, including time and resource limitations. The engineers working at Boeing did have legitimate concerns about their company losing contracts to its competitor Airbus. But being an engineer means that public safety and welfare must be the highest priority (Davis [@CR25]). The aforementioned software and other design errors in the development of the 737 MAX, which resulted in hundreds of deaths, would thus seem to be clear violations of engineering codes of ethics. In addition to pointing to engineering codes, Peterson ([@CR84]) argues that Boeing engineers and managers violated widely accepted ethical norms such as informed consent and the precautionary principle.

From an engineering perspective, the central ethical issue in the MAX case arguably circulates around the decision to use software (i.e., MCAS) to "mask" a questionable hardware design---the repositioning of the engines that disrupted the aerodynamics of the airframe (Travis [@CR95]). As Johnston and Harris ([@CR60]) argue: "To meet the design goals and avoid an expensive hardware change, Boeing created the MCAS as a software Band-Aid." Though a reliance on software fixes often happens in this manner, it places a high burden of safety on such fixes that they may not be able to handle, as is illustrated by the case of the Therac-25 radiation therapy machine. In the Therac-25 case, hardware safety interlocks employed in earlier models of the machine were replaced by software safety controls. In addition, information about how the software might malfunction was lacking from the user manual for the Therac machine. Thus, when certain types of errors appeared on its interface, the machine's operators did not know how to respond. Software flaws, among other factors, contributed to six patients being given massive radiation overdoses, resulting in deaths and serious injuries (Leveson and Turner [@CR72]). A more recent case involves problems with the embedded software guiding the electronic throttle in Toyota vehicles. In 2013, "...a jury found Toyota responsible for two unintended acceleration deaths, with expert witnesses citing bugs in the software and throttle fail safe defects" (Cummings and Britton [@CR24]).

Boeing's use of MCAS to mask the significant change in hardware configuration of the MAX was compounded by not providing redundancy for components prone to failure (i.e., the AOA sensors) (Campbell [@CR22]), and by failing to notify pilots about the new software. In such cases, it is especially crucial that pilots receive clear documentation and relevant training so that they know how to manage the hand-off with an automated system properly (Johnston and Harris [@CR60]). Part of the necessity for such training is related to trust calibration (Borenstein et al. [@CR19]; Borenstein et al. [@CR20]), a factor that has contributed to previous airplane accidents (e.g., Carr [@CR23]). For example, if pilots do not place enough trust in an automated system, they may add risk by intervening in system operation. Conversely, if pilots trust an automated system too much, they may lack sufficient time to act once they identify a problem. This is further complicated in the MAX case because pilots were not fully aware, if at all, of MCAS's existence and how the system functioned.

In addition to engineering decision-making that failed to prioritize public safety, questionable management decisions were also made at both Boeing and the FAA. As noted earlier, Boeing managerial leadership ignored numerous warning signs that the 737 MAX was not safe. Also, FAA's shift to greater reliance on self-regulation by Boeing was ill-advised; that lesson appears to have been learned at the expense of hundreds of lives (Duncan and Aratani [@CR29]).

The Problem of Many Hands Revisited {#Sec6}
-----------------------------------

Actions, or inaction, by large, complex organizations, in this case corporate and government entities, suggest that the "problem of many hands" may be relevant to the 737 MAX case. At a high level of abstraction, the problem of many hands involves the idea that accountability is difficult to assign in the face of collective action, especially in a computerized society (Thompson [@CR92]; Nissenbaum [@CR77]). According to Nissenbaum ([@CR78], 29), "Where a mishap is the work of 'many hands,' it may not be obvious who is to blame because frequently its most salient and immediate causal antecedents do not converge with its locus of decision-making. The conditions for blame, therefore, are not satisfied in a way normally satisfied when a single individual is held blameworthy for a harm".

However, there is an alternative understanding of the problem of many hands. In this version of the problem, the lack of accountability is not merely because multiple people and multiple decisions figure into a final outcome. Instead, in order to "qualify" as the problem of many hands, the component decisions should be benign, or at least far less harmful, if examined in isolation; only when the individual decisions are *collectively combined* do we see the most harmful result. In this understanding, the individual decision-makers should not have the same moral culpability as they would if they made all the decisions by themselves (Noorman [@CR79]).

Both of these understandings of the problem of many hands could shed light on the 737 MAX case. Yet we focus on the first version of the problem. We admit the possibility that some of the isolated decisions about the 737 MAX may have been made in part because of ignorance of a broader picture. While we do not stake a claim on whether this is what actually happened in the MAX case, we acknowledge that it may be true in some circumstances. However, we think the more important point is that some of the 737 MAX decisions were so clearly misguided that a competent engineer should have seen the implications, even if the engineer was not aware of all of the broader context. The problem then is to identify responsibility for the questionable decisions in a way that discourages bad judgments in the future, a task made more challenging by the complexities of the decision-making. Legal proceedings about this case are likely to explore those complexities in detail and are outside the scope of this article. But such complexities must be examined carefully so as not to act as an insulator to accountability.

When many individuals are involved in the design of a computing device, for example, and a serious failure occurs, each person might try to absolve themselves of responsibility by indicating that "too many people" and "too many decisions" were involved for any individual person to know that the problem was going to happen. This is a common, and often dubious, excuse in the attempt to abdicate responsibility for a harm. While it can have different levels of magnitude and severity, the problem of many hands often arises in large scale ethical failures in engineering such as in the Deepwater Horizon oil spill (Thompson [@CR93]).

Possible examples in the 737 MAX case of the difficulty of assigning moral responsibility due to the problem of many hands include:The decision to reposition the engines;The decision to mask the jet's subsequent dynamic instability with MCAS;The decision to rely on only one AOA sensor in designing MCAS; andThe decision to not inform nor properly train pilots about the MCAS system. While overall responsibility for each of these decisions may be difficult to allocate precisely, at least points 1--3 above arguably reflect fundamental errors in engineering judgement (Travis [@CR95]). Boeing engineers and FAA engineers either participated in or were aware of these decisions (Kitroeff and Gelles [@CR64]) and may have had opportunities to reconsider or redirect such decisions. As Davis has noted ([@CR26]), responsible engineering professionals make it their business to address problems even when they did not cause the problem, or, we would argue, solely cause it. As noted earlier, reports indicate that at least one Boeing engineer expressed reservations about the design of MCAS (Bellamy [@CR9]). Since the two crashes, one Boeing engineer, Curtis Ewbank, filed an internal ethics complaint (Kitroeff et al. [@CR68]) and several current and former Boeing engineers and other employees have gone public with various concerns about the 737 MAX (Pasztor [@CR80]). And yet, as is often the case, the flawed design went forward with tragic results.

Enabling Ethical Engineers {#Sec7}
--------------------------

The MAX case is eerily reminiscent of other well-known engineering ethics case studies such as the Ford Pinto (Birsch and Fielder [@CR11]), Space Shuttle Challenger (Werhane [@CR98]), and GM ignition switch (Jennings and Trautman [@CR59]). In the Pinto case, Ford engineers were aware of the unsafe placement of the fuel tank well before the car was released to the public and signed off on the design even though crash tests showed the tank was vulnerable to rupture during low-speed rear-end collisions (Baura [@CR7]). In the case of the GM ignition switch, engineers knew for at least four years about the faulty design, a flaw that resulted in at least a dozen fatal accidents (Stephan [@CR90]). In the case of the well-documented Challenger accident, engineer Roger Boisjoly warned his supervisors at Morton Thiokol of potentially catastrophic flaws in the shuttle's solid rocket boosters a full six months before the accident. He, along with other engineers, unsuccessfully argued on the eve of launch for a delay due to the effect that freezing temperatures could have on the boosters' O-ring seals. Boisjoly was also one of a handful of engineers to describe these warnings to the Presidential commission investigating the accident (Boisjoly et al. [@CR18]).

Returning to the 737 MAX case, could Ewbank or others with concerns about the safety of the airplane have done more than filing ethics complaints or offering public testimony only after the Lion Air and Ethiopian Airlines crashes? One might argue that requiring professional registration by all engineers in the U.S. would result in more ethical conduct (for example, by giving state licensing boards greater oversight authority). Yet the well-entrenched "industry exemption" from registration for most engineers working in large corporations has undermined such calls (Kline [@CR69]).

It could empower engineers with safety concerns if Boeing and other corporations would strengthen internal ethics processes, including sincere and meaningful responsiveness to anonymous complaint channels. Schwartz ([@CR89]) outlines three core components of an ethical corporate culture, including strong core ethical values, a formal ethics program (including an ethics hotline), and capable ethical leadership. Schwartz points to Siemens' creation of an ethics and compliance department following a bribery scandal as an example of a good solution. Boeing has had a compliance department for quite some time (Schnebel and Bienert [@CR88]) and has taken efforts in the past to evaluate its effectiveness (Boeing [@CR12]). Yet it is clear that more robust measures are needed in response to ethics concerns and complaints. Since the MAX crashes, Boeing's Board has implemented a number of changes including establishing a corporate safety group and revising internal reporting procedures so that lead engineers primarily report to the chief engineer rather than business managers (Gelles and Kitroeff [@CR44], Boeing n.d. c). Whether these measures will be enough to restore Boeing's former engineering-centered focus remains to be seen.

Professional engineering societies could play a stronger role in communicating and enforcing codes of ethics, in supporting ethical behavior of engineers, and by providing more educational opportunities for learning about ethics and about the ethical responsibilities of engineers. Some societies, including ACM and IEEE, have become increasingly engaged in ethics-related activities. Initially ethics engagement by the societies consisted primarily of a focus on macroethical issues such as sustainable development (Herkert [@CR54]). Recently, however, the societies have also turned to a greater focus on microethical issues (the behavior of individuals). The 2017 revision to the IEEE Code of Ethics, for example, highlights the importance of "ethical design" (Adamson and Herkert [@CR2]). This parallels IEEE activities in the area of design of autonomous and intelligent systems (e.g., IEEE [@CR58]). A promising outcome of this emphasis is a move toward implementing "ethical design" frameworks (Peters et al. [@CR83]).

In terms of engineering education, educators need to place a greater emphasis on fostering moral courage, that is the courage to act on one's moral convictions including adherence to codes of ethics. This is of particular significance in large organizations such as Boeing and the FAA where the agency of engineers may be limited by factors such as organizational culture (Watts and Buckley [@CR97]). In a study of twenty-six ethics interventions in engineering programs, Hess and Fore ([@CR55]) found that only twenty-seven percent had a learning goal of development of "ethical courage, confidence or commitment". This goal could be operationalized in a number of ways, for example through a focus on virtue ethics (Harris [@CR51]) or professional identity (Hashemian and Loui [@CR52]). This need should not only be addressed within the engineering curriculum but during lifelong learning initiatives and other professional development opportunities as well (Miller [@CR75]).

The circumstances surrounding the 737 MAX airplane could certainly serve as an informative case study for ethics or technical courses. The case can shed light on important lessons for engineers including the complex interactions, and sometimes tensions, between engineering and managerial considerations. The case also tangibly displays that what seems to be relatively small-scale, and likely well-intended, decisions by individual engineers can combine collectively to result in large-scale tragedy. No individual person wanted to do harm, but it happened nonetheless. Thus, the case can serve a reminder to current and future generations of engineers that public safety must be the first and foremost priority. A particularly useful pedagogical method for considering this case is to assign students to the roles of engineers, managers, and regulators, as well as the flying public, airline personnel, and representatives of engineering societies (Herkert [@CR53]). In addition to illuminating the perspectives and responsibilities of each stakeholder group, role-playing can also shed light on the "macroethical" issues raised by the case (Martin et al. [@CR74]) such as airline safety standards and the proper role for engineers and engineering societies in the regulation of the industry.

Conclusions and Recommendations {#Sec8}
===============================

The case of the Boeing 737 MAX provides valuable lessons for engineers and engineering educators concerning the ethical responsibilities of the profession. Safety is not cheap, but careless engineering design in the name of minimizing costs and adhering to a delivery schedule is a symptom of ethical blight. Using almost any standard ethical analysis or framework, Boeing's actions regarding the safety of the 737 MAX, particularly decisions regarding MCAS, fall short.

Boeing failed in its obligations to protect the public. At a minimum, the company had an obligation to inform airlines and pilots of significant design changes, especially the role of MCAS in compensating for repositioning of engines in the MAX from prior versions of the 737. Clearly, it was a "significant" change because it had a direct, and unfortunately tragic, impact on the public's safety. The Boeing and FAA interaction underscores the fact that conflicts of interest are a serious concern in regulatory actions within the airline industry.

Internal and external organizational factors may have interfered with Boeing and FAA engineers' fulfillment of their professional ethical responsibilities; this is an all too common problem that merits serious attention from industry leaders, regulators, professional societies, and educators. The lessons to be learned in this case are not new. After large scale tragedies involving engineering decision-making, calls for change often emerge. But such lessons apparently must be retaught and relearned by each generation of engineers.
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