As with any flow diagnostic imaging system, plenoptic PIV must be able to capture images under a wide variety of imaging conditions. One common problem is the change in magnification caused by a change in the index of refraction between a flow volume and the camera, often seen in water tunnel imaging. This work seeks to analytically derive the effect of refraction on the imaging equations and to find a correction factor for the depth of particles in a tomographic reconstruction of the volume. This solution was tested by a series of simulated images that were generated under three different conditions: no refractive interfaces, a flat refractive interface between the volume and the camera, and a flat refractive interface between the main lens and the microlens array. Results demonstrated that the depth of a particle is shifted with regard to the focal point of the system by a factor of the index of refraction. For an internal interface, this scaling remains true for all particles focused behind the interface, but there is significant deviation in particle depth for particles focused in front of this plane.
I. Introduction P article image velocimetry is a well-established experimental method that measures the velocity field of a flow by tracking the motion of particles suspended in the flow field. Many permutations of the basic PIV concept have been developed that extend this capability to three-dimensional, three-component analysis, such as synthetic aperture PIV 1, 2 and tomographic PIV. [3] [4] [5] These solutions typically require multiple cameras, yielding a fairly complex experimental arrangement and detailed calibration process, limiting their widespread application. This has motivated the development of plenoptic PIV, which merges the concept of light field imaging with a plenoptic camera and the process of computed tomography to determine the 3-D location of particles contained within a volume. 2, 6, 7 This methodology allows for a significant reduction in optical access requirements, a simplified experimental arrangement and calibration process, and a potentially reduced system cost.
Tomographic reconstruction is a computationally intensive process, and a critical component in the plenoptic PIV data reduction process is mapping the world coordinate system, known as the object space, to the coordinate system of the camera, or the image space. In previous works, the thin lens equation has been used extensively to perform this mapping; however, in many experiments a flat refractive interface is present between the volume and the camera that can affect this relationship. For example, it is well known that images of objects immersed in water will appear to be magnified. In addition, a plenoptic camera typically contains a microlens array printed onto a glass plate. For image data focused in front of this glass plate, the presence of the air/plate interface can have an effect on the accuracy of light-field measurement being performed by the camera. To date, no work has been done to examine the effects of these flat refractive interfaces on plenoptic reconstruction. The goal of this paper is to analytically determine the effect of refraction at a flat interface on the reconstruction of a volume, and to confirm this analysis with simulated particles.
II. The Light Field and Plenoptic Camera
The concept of light field imaging with a plenoptic camera was first introduced in modern literature by Adelson and Wang, who described the light field as the complete distribution of light rays in a space. 8 The light field can be parameterized into a 5-D function, known as the plenoptic function, which is defined by the position (x, y, z) and angle of propagation (θ, φ) of each light ray. Light rays propagate in a straight line through a transparent medium, which means that one of the position coordinates is unnecessary, and so the light field can be reduced to the 4-D function L F (x, y, θ, φ). The goal of light field imaging is to record all four dimensions and retain as much information about the light field as possible. As seen in Figure 1(a) , in a conventional camera, light emanates from a spatial location (x, y, z) on the world focal plane, through the aperture plane, and onto a spatial location on the sensor plane (x p , y p ). While light is emitted in all directions from a point, the gray area marks the light that passes through the camera. Since all rays of light terminate at the same spatial location, the intensity of the light is recorded at that pixel, but the angular distribution is lost. The plenoptic camera follows the same imaging principles as a conventional camera, except the point (x, y, z) on the world focal plane is mapped to a spatial location (x p , y p ) on the microlens plane, rather than the sensor plane. Figure 1(b) shows the line of sight from the point (x, y, z) to a single pixel, highlighted in green. Figure 1 (c) expands on this to show all pixels that correspond with the point on the world focal plane and the unique angle of light that each pixel represents. Since each pixel has a different view of the same point, the pixels under each microlens represent the angular distribution (θ, φ) of the light field. Similarly, the microlens location, shown as (x p , y p ) in the image but more commonly referred to as (s, t), now represents the spatial location of the point, and so the entire 4-D light field is recorded within the plenoptic camera. One of the first major advancements in plenoptic imaging was the work of Ng et. al. in 2005, who developed a plenoptic camera from a commercial 16 megapixel image sensor and a square 296 x 296 microlens array. 9 This camera demonstrated the different digital image processing techniques that could be derived from a single plenoptic image, such as refocusing on a different object, changing the size of the aperture, and changing the point of view of the observer. The ability to change the parallax of an image provides the basis for tomographic reconstruction of a volume. The number of perspectives that can be generated from an image depends on the size of the pixel array under each microlens, which is 16 x 16 for the camera used in this study. To obtain an equal number of perspectives with conventional cameras, over 250 cameras would be needed in an array, which is highly impractical. Another commonly used notation for the light field is two-plane parameterization. Rather than correlate each pixel to a given angle of input (θ, φ), each pixel corresponds to a portion of the aperture (u, v), as seen in Figure 1 . Since each microlens records an image of the full aperture, like Figure 1(c) shows, the pixel located in the same position underneath each microlens will correspond to the same portion of the aperture. This convention allows a light ray to be represented by a straight line from the aperture plane to the sensor plane.
III. Development of Plenoptic PIV

Figure 2. Size of Plenoptic Camera
The plenoptic camera developed by Auburn University was modeled after the plenoptic camera developed by Ng in 2005.
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The image sensor used is a Kodak KAI-16000 charge-coupled device (CCD), which has a pixel size of 7.4 µm. The resolution of the image sensor is 3280 x 4904 pixels, with a grid of 16 x 16 pixels under each microlens to record the angular distribution of each point. The microlens array was fabricated with a pitch of 125 µm with a manufacturer-specified non-cumulative error of approximately ±3%. The size of the microlens array is 193 x 289 microlenses, which dictates the nominal spatial resolution of the plenoptic image. This sacrifice of spatial resolution in order to record angular data is the main trade off that must be considered for plenoptic imaging. While the spatial resolution is reduced to 193 x 289, the 16 x 16 angular resolution is equivalent to 256 individual perspectives of the volume. One of the main features of this camera is the small size and compactness of the camera, which is compared with the size of a quarter in Figure 2 .
A. Calibration of the Camera
The alignment of the microlens array for the plenoptic camera is conducted when the microlens array is placed into the camera, or any time after the microlens array is adjusted. For the plenoptic camera used by Auburn University, a special mount was developed to allow the placement be altered through a set of screws, as detailed in Lynch et. al. 10 Ideally, the distance between the microlens array and the image sensor should be distance at which the light through each microlens is focused onto a single pixel. To properly align the ray, the main lens of the camera is removed and a collimated light source is shined into the camera, which allows the light to hit the array directly. The array is then positioned such that sharp points appear on the CCD, ensuring that the microlens array is properly focused. This alignment step is important for angular clarity, as a misalignment would cause the intensity for a given angle to be blurred across several pixels. In the two-plane parameterization of the light field, each light ray is represented by the points of intersection with each plane: the main lens aperture plane (u, v) and the microlens plane (s, t). The intersection with the microlens plane is straightforward and based on the known dimensions of the array. The intersection with the aperture plane, however, must be determined through consideration of the geometric relationship between the image sensor plane, or the pixel coordinates (i, j), and the aperture plane (u, v). This relationship is shown schematically in Figure 3 , where similar triangles can be used to relate the image coordinates to aperture coordinates. In order to utilize this relationship, the image distance S i and the center of the aperture image under each microlens i c must be determined. As will be discussed in the following section, the image distance S i is found by determining the magnification of from a simple scale image. To determine the center of the aperture in each microlens image, a simple calibration step is performed by reducing the aperture of the main lens to the minimum value. The reduced aperture only allows light to pass through the very center of the main lens, and thus only the pixels underneath each microlens that correspond to the center of the aperture will be illuminated. A subset of a calibration image is shown in Figure 4 (a). The number of bright spots corresponds to the number of microlenses, and the centroid of the spots correspond to the center of the aperture micro-images. Since the intensity might be spread across a few surrounding pixels, the location of the exact centers can then be found with sub-pixel accuracy by using a simple centroid fit. The locations found by the centroid fit are represented by a green "x" in Figure 4 (b). The process of volumetric reconstruction using computed tomography algorithms has been used for several decades. In 2006, Elsinga et. al. introduced the concept into the field of fluid diagnostics as a method for obtaining 3-D velocimetry data, termed tomo-PIV. 3 The working principle of tomo-PIV as detailed in Elsinga et. al. involves immersing tracer particles into a flow-field, illuminating the particles within a 3-D region of interest using a pulsed light source, and recording the scattered light onto 3-6 cameras. 3-D particle fields can then be reconstructed from the images obtained in the recording. Prior to the reconstruction, the 3-D volume of interest is discretized into cubic voxel elements, which are the volume equivalent of a pixel. For tomo-PIV these elements are the size of a pixel; however, for a plenoptic camera the size of the voxels are chosen to be the size of a microlens, since they govern the spatial resolution of the plenoptic camera. Tomographic algorithms then seek to map the intensity recorded by each pixel on the image sensor to each voxel in the 3-D volume.
The main work done to extend the tomographic reconstruction to a light field camera was performed by Fahringer and Thurow. 6 Although plenoptic PIV simplifies the imaging system to one camera, the reconstruction algorithm remains computationally intensive. The location of the origin for a reconstructed volume is defined as the distance between the main lens of the camera and the focal point of the lens, as seen in Figure 5 . A particle in front of this focal plane has depth of −∆z, and a particle in behind this plane has a depth of ∆z. The location of this focal plane is altered by a flat refractive surface located between the object volume and the camera, such as between a water tunnel and the surrounding air, and as such alters the positioning of the whole coordinate system. In addition to this, a refractive surface influences the mapping between each voxel and pixel, and can lead to improperly positioned particles relative to the origin. While this issue has been addressed with multiple-camera tomographic PIV, no analysis has been done for plenoptic PIV to correct these errors.
IV. Modeling Flat Refractive Interfaces in an Imaging System
A complication with adapting the plenoptic camera to be used with any fluid more dense than air, such as water, arises with the varying indices of refraction between the volume to be studied and the camera. This refraction causes a difference in magnification between an object and the image, as well as affects the depth estimation of particles. While many papers present calibration techniques to adjust for this distortion, most of these calibration methods are presented in the context of a two-dimensional imaging system.
11 In addition to this, the microlens array of the camera was formed out of a solid glass plate with a thickness of approximately 6.3 mm. Therefore, once the light passes through the camera, this plate causes the light to refract before passing through the microlenses. This refraction inside of the camera could potentially affect the magnitude of the magnification and lead to a misrepresentation of the depth of a particle in an illuminated field, just like an external refraction. Therefore, the effects of refraction must be studied both outside and inside the camera.
As discussed in the previous section, it is necessary to map a position on the image sensor x to its equivalent position on the aperture plane u. This relationship is given by
where x is the distance of a pixel from the optical axis, u the distance of a point on the aperture from the optical axis, S i the distance from the main lens to the microlens array, and f l the focal length of the microlens array. The pixel x c is the location that views the center of the main lens from a given microlens, as shown in Figure 3 , and determined from the calibration procedure. Since this relationship is based on geometry, Equation 1 holds as long as the light follows a constant path. This section discussed how the presence of a flat refractive interface affects this relationship as well as the relationship between the image space and the object space.
A. Object Space and Image Space Coordinate Systems While the values of x, x c , and f l are known from the camera properties and calibration images, the value of S i must calculated from properties external to the camera. To relate distances inside the camera to distances outside of the camera, the coordinate system is defined by the optical axis, as shown by the dotted line in Figure 6 , and the main lens. The origin is located at the intersection of these two planes, at the center of the main lens. All points to the left of the origin, outside of the camera, are defined as the object space, denoted by a subscript o. To the right of the origin is the interior of the camera, known as the image space and denoted by a subscript i. In a two-dimensional system, such as in Figure 6 , the distance from the optical axis is expressed as the height h, while the distance from the main lens is the depth S. The microlens array is located at a distance S i from the main lens, although not shown in the figure for simplicity.
As stated in the previous section, the main challenge with tomography is to correlate the light from a voxel in the object space to an intensity of a pixel in the image space. Based on geometric optics, there are two principle equations to relate the object space to the image space: the thin lens equation and the magnification equation. The thin lens equation, defined as
relates the depths of the plane on either side of the camera to the focal length of the main lens f m . Similarly, the magnification equation, expressed as
relates the ratio of the depths to the ratio of the heights, based on similar triangles. To determine the magnitude of these focal depths, the magnification can be determined by imaging a ruler. The distance between two markings on the ruler in the image, measured in microlenses and multiplied by the pitch, is the image height h i . Likewise, the object height h o is the physical distance on the ruler between the same two markings. By combining Equations 2 and 3, the depth of the focal planes can then be determined.
It is quite clear to see that a change in refractive index would lead to a change in magnification, and thus affecting the calculation of S i . The analytical method seeks to establish the effect of refraction on the magnification and thin lens equations in order to relate to the physical properties of the camera.
B. Effect of Refraction
The presence of a flat interface within the optical path from a point in object space to a point in image space was modeled using ray transfer matrices, also commonly known as ABCD matrix analysis. 12 Ray transfer matrices provide a convenient method to study the combined effects of multiple elements in the optical path of the system on the position and direction of propagation of a light ray. Since a flat refractive interface only alters the direction of propagation of a ray, the interface can be simply modeled by the ray transfer matrix 1 0 0 n 2 /n 1 From the ray transfer matrices, the unique imaging relationship for a given optical system can be determined. Four possible configurations were analyzed and are shown in Table 1 : a) a simple thin lens relationship; b) a refractive interface contained in the object space; c) a refractive interface contained in the image space; and d) a refractive interface contained in both the object space and the image space. Table 1 also includes a schematic of each relationship, showing the location of the refractive interface and the distances between each element. With the presence of the refractive interface, the distance between the main lens and the focal point was subdivided into l n before the interface and l n+1 after the interface. Next to each schematic is the corresponding imaging equations that relate a point in the object space to a point in the image space. The equations were rearranged as the sum of the inverse distances to the main lens in order to illustrate the analogous behavior to the thin lens equation and the distances associated with a flat refractive interface. As such, the effective object and image distances can be defined as follows:
The magnification of an optical system is still determined by measuring the ratio of the height of ruler on an image sensor to the actual height of the ruler in the object space. Rather than being directly equated to the physical distance of the focal plane from the main lens, the magnification can also be shown to be 
equivalent to the effective values of S i and S o , as shown in Table 1 . This demonstrates that the relationship between the image sensor and the main lens of the plenoptic camera can be expressed as
This mapping provides a convenient representation to build the light field directly from previously established methods. This shows that the construction of the light field implicitly assumes an image space void of a refractive interface.
In plenoptic PIV, a grid is constructed in object space upon which the volume reconstruction is formulated. As the light-field is captured and parameterized in image space, the desired grid in object space must be mapped to its corresponding grid in image space. The thin lens equation has been proven to provide a convenient means of performing this mapping, but the refractive interface complicates this relationship, as shown in Table 1 . Therefore, a coordinate transformation must be implemented between the physical coordinates of the volume and the effective coordinate system as given by the reconstruction process. For reconstruction, the depth of a particle ∆z is defined by the distance from the nominal focal plane S o,ef f . While the location of the nominal focal plane accounts for the refraction, the relative depth for out-of-plane particles does not account for any refractive effects. Using the nominal focal plane of the main lens as a reference, a grid can be constructed by mapping points that are shifted relative to this plane in the depth direction as follows:
This can then be simplified to ∆S ef f = (n 2 /n 1 )∆z (10) In these equations, ∆z represents the physical distance in object space and ∆S ef f is the change in effective object distance. This can be understood by considering the imaging of an object in a water tunnel, where the presence of the interface results in a magnification that is proportional to the index of refraction of water. In summary, the raw data recorded by the plenoptic camera is rendered into a light field measurement by determining, for each pixel on the image sensor, the corresponding point of intersection on the microlens plane and the aperture plane. This rendering process relies on a measurement of the imaging system's nominal magnification and a simple calibration to determine the center of the aperture microlens images. The rendering process, however, implicitly models the image space of the camera as being free from refractive interfaces such that the distance S i is an effective distance, not a physical distance actually contained within the camera. This distance, in turn, is mapped to the outside world by the thin lens equation. in the case where a refractive interface is also present in the outside world, the mapping generates an effective object distance which can be related to the real object distances by Equation 9.
V. Synthetic Analysis of Refractive Corrections
Due to the relative simplicity of the relationship, this analysis can be tested through a series of synthetically generated particles. These synthetic experiments were conducted using the Auburn Light Field Analyzer (ALFA), developed by Fahringer and Thurow, 7 which uses ray transfer matricies to simulate an image and the MART algorithm for reconstruction.
A. Simulation Design
A refractive interface in the optical path is known to have an effect on the estimated depth of a particle in a volume, but the magnitude of these effects had yet to be classified. To verify the depth correction equation, a series of simulated images were generated for a particle located at different depths along the optical axis. By placing the particle along this axis, variations in the horizontal and vertical components were made negligible. The first simulation placed the particle at 10 mm in front of the focal plane, and the particle was shifted away from the camera in 1 mm increments until the particle was at 20 mm behind the focal plane. A 50 mm lens was modeled with a magnification of -1, such that S o,ef f = S i,ef f = 100 mm.
The experimental design was divided into three separate optical simulations: no refractive interfaces along the optical path, a refractive interface between the object and the volume, and a refractive interface in front of the microlens array. The first simulation was completed to provide a baseline for improvement and to demonstrate the accuracy of the reconstruction algorithm. Images were then simulated with a refractive interface with magnitude of n = 1.33, placed 40 mm in front of the focal plane. The resulting reconstructed particles were expected to be compressed toward the focal plane when compared with the actual simulated position. By applying Equation 10 to the simulated positions, the new locations were expected to align with the actual position of the particle. Finally, a glass plate was simulated in front of the microlens array with an index of refraction of n = 1.46. While the magnification and thin lens equations should already account for the refraction of particles focused behind the flat interface, particles focused in front of the glass plate are expected to be shifted in proportion to the index of refraction of the glass. Once this trend is confirmed, a method to account for this effect can be derived.
B. Experimental Results
In order to reduce processing time, the volume of interest was divided into two sections based on depth, with the first section spanning from -10 mm to 5 mm, and the second from 5 mm to 20 mm. While this separation could potentially cause problems for particles around the 5 mm range, results showed that this divide only affected the positioning of one reconstructed particle, a reasonable trade-off for a significantly faster computation time. Since the depth was the primary focus of the particle reconstruction, the width and height of the volume were kept minimal, ranging from -3 to 3 mm in either direction. Each volume was discretized into a 50 x 50 x 120 voxel grid, so that each side of a voxel would be approximately 0.125 mm in length, the same length as a microlens.
As discussed in previous studies on plenoptic PIV, 6, 7 reconstructed particles are elongated in the depth direction due to the limited parallax of the plenoptic camera. A centroid method was used to determine a precise particle location for each reconstruction. Preliminary results showed that the inclusion of a refractive interface between a particle and the camera visibly altered the estimated depth of a particle. Figure 7 exhibits two reconstructed particles that were simulated at the same depth of 20 mm behind the focal plane, one without an interface and one with the refractive surface. The camera was positioned to the right of each of the volumes, and each particle should have been located at the rear face of the volume, at the 120 th voxel. The particle without the interface is closer to the camera than its actual position, but this error is of the same magnitude as in previous experiments at this depth. 7 The particle with the interface, however, is significantly closer to the camera, at a visual disparity of around 20 voxels with the non-refractive reconstruction. In order to validate Equation 10 for reconstructions involving a refractive interface between the volume and the camera, the reconstructed position of each particle was plotted against the actual simulated position. These results are compared with the a perfect reconstruction in Figure 8 . All particles that were reconstructed within 0.125 mm of the edge of the volume were not included in these figures, as the maximum intensity implies that the location of the particle might have actually resided outside of the volume. In Figure 8 (a), as expected, the reconstruction of particles behind a refractive interface causes each particle to be compressed toward the focal plane. The error in location increases with distance from the focal plane. In Figure 8(b) , where the position of the particles is corrected in accordance with Equation 10 , the depths of the particles behind an interface align nearly perfectly with the particles without any interfaces. A linear fit was applied to each optical arrangement, with the properties shown in Table 2 . This simulated experiment demonstrated two key confirmations for the analytical solution. First, the error in depth caused by the refractive interface does not have to be adapted into the tomographic reconstruction process, but can simply be applied to a volume during post-processing. Second, the intercept for even the uncorrected refraction was shown to be near zero. This shows that using an effective S o to define the volumetric coordinate system with an interface will yield a similar reconstruction to the same volume without an interface. The effect of an interior refractive interface inside of a camera was expected to be accounted for by the use of S i,ef f in Equation 8 . As seen in Figure 9 (a), however, there is a substantial difference between the actual positions and the reconstructed positions of the particles simulated with a glass plate in front of the microlens array. Similar to the external refractive interface, the internal refractive interface alters the depth as a function of the index of refraction. For the interface inside of the camera, however, the locations of the particles are expanded away from the focal plane. For particles within the span of −10mm ≤ ∆z ≤ 10mm, a correcting equation can be applied, where ∆S ef f = (n 3 /n 4 )∆z (11) Figure 9 (b) shows the position of the particles after the correction, only including particles from −10mm to 10mm. Again, the corrected depths align with the depths of the particles with no refractive interface. The properties of the linear fits for the internal refractive interface are also included in Table 2 . Once again, the intercept is near zero and demonstrates the accuracy of defining the system by the effective planes. As was also expected for the internal refractive interface, particles that were focused in front of the interface experienced a different errors than the particles focused behind the interface. The thin lens equation can be used to estimate the depth where particle begin to be focused in front of the glass plate, or beyond 6.3 mm in front of the image sensor. At a magnification of -1, this difference should affect all particles beyond a depth of approximately 7.2 mm behind the focal plane in the volume. As seen in Figure 9 (a), a sharp difference can be seen around a actual depth of 11 mm. Unfortunately, all particles behind this value were outside of the volume, so little could be determined about the relationship between the actual and reconstructed depths for particles focused in front of the refractive interface.
VI. Conclusions and Future Work
Through the use of ray transfer matricies, it was analytically proven that, rather than using the physical distances between the main lens and the focal planes, an effective distance could be used in the presence of an interface. These effective depths S o,ef f and S i,ef f account for the effect of the interface and are estimated using the same principles of magnification as were used previously. The simulated data demonstrated that the estimated depth of particles within a volume is significantly affected by a refractive interface along the optical path of the imaging system, especially for particles greater than 5 mm from the focal plane. These errors can easily be corrected after the volume is reconstructed, as the errors in depth scale proportionally with the index of refraction of the interface. For external interfaces, the particles are compressed toward the focal plane and must be multiplied by the index of refraction of the medium, but for internal interfaces, the particles are expanded away from the focal plane and must be divided by the index of refraction of the glass inside of the camera.
There still remain many challenges for the plenoptic camera. While the effect of each type of interface is known, often both forms of refraction will be included along the optical path. The effect of both interfaces combined on the depth location of the particles needs to be established. Another goal to be obtained is to classify the error for particles that are focused in front of an interior focal plane. The volume used in these simulations was not large enough to determine the magnitude of these effects, but extending the range of depth simulations would quantify these errors and allow this relationship to be determined. After these equations are fully established, experimental data will highlight imperfections in the imaging system not seen in the simulated images, such as an angled refractive surface and microlens array.
