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Abstract
Integrity for GNSS-based navigation can be monitored at user level by means of RAIM (Receiver
Autonomous Integrity Monitoring) algorithms. Most of these algorithms are based on statistical tests
that are able to detect and identify outliers or other anomalies in the measurements, and then either
exclude suspected measurements from the position solution or forward a warning to the user. In this
paper the two statistical tests most commonly used in RAIM algorithms, the Generalized Likelihood
Ratio (GLR) test and the Solution Separation (SS) test, are compared. The main differences between the
two tests are pointed out, in general statistical terms and in view of their use in integrity monitoring. As
both tests are found not optimal for integrity monitoring, a new test is proposed that targets only the
faults that represent a threat to the integrity. Simulation results are shown to substantiate the theoretical
findings, and confirm the effectiveness of the new testing procedure.
1 Introduction
In the context of increasing employment of GNSS in safety applications of Intelligent Transportation Systems
(ITS), one of the most stringent requirements is the capability of providing error bounds to the position solu-
tion with an extremely high confidence level, thereby guaranteeing integrity. RAIM (Receiver Autonomous
Integrity Monitoring) algorithms exploit the redundancy of satellite measurements to guarantee integrity, in
principle without any aid from external augmentation systems (e.g. SBAS, GBAS). Most RAIM algorithms
are based on tests that are able to detect and identify possible anomalies in the observations, and eventually
exclude suspected measurements from the position solution. One could also forward a warning (alert) in
order to maintain the required integrity level.
Different detection/identification tests have been proposed over the years. This paper focuses on the
two most commonly used tests: the standard Generalized Likelihood Ratio (GLR) test and the Solution
Separation (SS) test. The two tests are compared and differences are pointed out, first from a general
statistical point of view and then from an integrity focused point of view.
The GLR test is derived from the Neyman-Pearson lemma [15] and was developed for geodetic appli-
cations by the Delft School in [2, 3, 18, 19] where it was employed as a GLR and Detection, Identification
and Adaptation (DIA) algorithm. The SS statistic was first presented in [16] and in [7], and is now being
adopted in ARAIM algorithms (see for instance [6, 10]). An attempt to point out their differences and
reconcile the two theories has been made in [4, 5].
The SS method uses as a test statistic the estimator of the bias that would be introduced in the position
solution by a specific anomaly in the observations. In this way the test focuses only on the detection of
faults that have sensible impact on the position solution. The GLR approach adopts as a test statistic the
estimator of the bias which may possibly be present in the range measurements, therefore it applies to any
general type of anomaly.
As an alternative method to the GLR and SS approach, in this study, a new test is proposed in this
paper that targets only the faults that represent a threat to the integrity. This new test is still based on the
application of the Neumann-Pearson theorem, but to differently defined null and alternative hypotheses. In
the proposed approach, the alternative hypothesis is defined by the presence of biases in the observations
that constitute a hazard for the navigation, i.e. they exceed a certain allowable size.
Simulations of a multi-constellation Single Point Positioning (SPP) scenario with artificially injected
biases in pairs of observations were run to compare the different tests. Note that the tested scenarios in the
simulations only aim to show examples of the results produced by all the three methods for demonstration
purpose. More complicated situations could appear in real applications, which could be interesting for
further investigations, but is not attemped to be discussed in the framework of this study.
The paper is organized as follows: in Sections 2 the underlying GNSS positioning model and the statistical
hypotheses to be tested are introduced. Section 3 and 4 present the GLR and the SS tests respectively.
In Section 5 the two tests are compared. The most important mathematical relationships between the test
statistics employed in the two procedures and their practical differences are pointed out. In Section 6 the
proposed test addressing only hazardous biases is introduced. Section 7 describes the simulations set-up
and results, and a discussion of the simulations is given in Section 8. Conclusions and recommendations are
presented in Section 9.
2 Mathematical model
GNSS observations model can be approximated by a linear model expressed as [14]:
y = Ax+ e (1)
with
e ∼ N(0, Qy)
where y is the vector of measurements of size m, x is the unknown position vector of size n ≤ m, A is the
full rank m × n geometry matrix and e is the measurement noise vector (of size m). The Gaussian model
is most commonly adopted to describe the error distribution. Underlines are used in this paper to indicate
random variables.
The above system represents the state of standard operations, i. e. the case in which the system is
working properly without any fault. This state is considered as the null hypothesis H0. In case of a fault
affecting the system, the alternative hypothesis Ha, the linear model can be written in the following way
[9]:
H0 : y = Ax+ e
Ha : y = Ax+ C∇+ e (2)
where C is a m × q matrix that specifies the location of the bias in the measurements. ∇ is a vector of
size q that contains the magnitudes of the bias in each of the q dimensions of the anomaly. The product
C∇ is normally referred to as ∇y since it represents the full measurements bias. This model can handle
multi-dimensional faults, since q can assume any value from 1 to m−n. The alternative hypothesis increases
and the model becomes weaker as the number of the anomalies (q) increases. When we are interested in
detecting a fault of a particular signature, it makes sense to design an alternative hypothesis (with the
corresponding C) that addresses that particular signature.
3 GLR test statistic
The GLR test statistic for the model described in the previous section for testing the hypotheses in (2)
reads [14]:
T q = eˆ
T
0Q
−1
y C(C
TQ−1y Qeˆ0Q
−1
y C)
−1CTQ−1y eˆ0 (3)
where eˆ0 = y − Axˆ0 is the vector of observation residuals computed considering the null hypothesis to be
true. xˆ0 is the position estimator under the null hypothesis, xˆ0 = A
+y, with A+ = (ATQ−1y A)−1ATQ−1y .
The vector of residuals is obtained through Best Linear Unbiased Estimation (BLUE). The GLR test reads:{
Accept H0 if Tq ≤ k
Reject H0 if Tq > k (4)
where k is a positive scalar threshold.
The statistic T q can be also written in alternative equivalent formulations as [19]:
T q = eˆ
T
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where eˆa = y − Axˆa − C∇ˆ is the vector of observation residuals computed considering the alternative
hypothesis holding true. ∇ˆ is the BLUE of the bias ∇. yˆ
0
= Axˆ0 and yˆa = Axˆa + C∇ˆ are respectively
the vectors of estimators for the means of the measurements in the null and alternative hypotheses. PA
is the projector onto the space R(A) under the metric defined by Q−1y , i.e. PA = AA+. Its corresponding
orthogonal projector is defined as P⊥A = I − PA. the squared norm of a vector v in the metric defined by
the positive matrix M , ‖v‖2M , is defined as ‖v‖2M ≡ vTMv. As from the first expression of (5), the GLR
test statistic T q is in fact the measurement-residual squared norm separation between null and alternative
hypothesis.
With reference to the statistic defined in (3) and (5) and that the noise of each measurement is Gaussian,
it holds that:
H0 : T q ∼ χ2(q, 0)
Ha : T q ∼ χ2(q, λ) (6)
where the non-centrality parameter λ is expressed as:
λ = ∇TQ−1∇ˆ ∇ or
λ = ‖P⊥AC∇‖2Q−1y
(7)
3.1 Most powerful property
The test in (4), i.e. the GLR test, is the best test in the sense that it is UMPI (Uniform Most Powerful
Invariant). By this we mean that it is Uniformly Most Powerful among the class of Invariant tests. For
a detailed explanation of the meaning of these terms refer to [1]. With respect to the formulation of the
testing problem we consider in this study, we define a test φ as Uniformly Most Powerful, with size α, if φ
has size (significance level) α and if any other possible test φ∗ with the same size has power γ∗(∇) ≤ γ(∇),
for any ∇ and any x, where γ is the power of test φ. The power of the test (γ) is the probability of correctly
rejecting the null hypothesis, when the alternative holds true. For invariance of a testing procedure under a
group G of invertible functions g, the result of the test does not change if we observe the original observables
y transformed through a function g ∈ G. This means that φ(g(y)) = φ(y). For the proof of UMPI property
see [1]. Finally note that this property holds for the case of ’binary’ testing; i.e. testing a single alternative
hypothesis against the null, as specified in 2.
3.2 Special form — Case q = 1
As a special case, when only a single satellite fault is considered, we can form an m× 1 matrix C (a vector
therefore) in the model in (2). In this case ∇ is reduced to a simple scalar and q = 1. The test T q=1
becomes:
T q=1 =
∇ˆ2
σ2∇ˆ
such that the random variable:
w =
∇ˆ
σ∇ˆ
(8)
is normally distributed, with:
H0 : w ∼ N(0, 1)
Ha : w ∼ N(∇w, 1) (9)
and ∇w = ∇σ∇ˆ . The random variable w is commonly referred to as the w-test statistic.
In case C is chosen as a canonical unit vector of the space Rm, and m alternative hypotheses are defined,
one for each of the m dimensions (for instance, Cy1 = [1 0 · · · 0]T in case the first measurement y1 is
considered to be possibly faulty), we have the so-called data snooping; that means each measurement is
checked individually. In case of data snooping, and furthermore when Qy is diagonal, the w-test has the
simple formula:
wi =
eˆi
σeˆi
for i = 1, 2, . . . ,m (10)
where i refers to the presumed faulty measurement.
4 Solution Separation test
The Solution Separation test as first presented in [16] and adopted in the ARAIM algorithm [6, 10] employs
as test statistics the difference between the all-in-view solution (H0) and the solution obtained excluding
the measurements that possibly include threats (Ha):
TSS = ∇ˆxˆ = xˆ0 − xˆa (11)
where xˆ0 is the solution under the null hypothesis while xˆa is the solution computed under the alternative
hypothesis. Note here the use of double hat in ∇ˆxˆ, since it is the difference between the estimators of the
expectations of the solutions under null and alternative hypotheses. The full vector is considered (or only
a subvector of components of interest for integrity, but for simplicity of notation we consider the full vector
∇ˆxˆ in the following), and a threshold is set for each tested mode. The test is:{
Accept H0 if |∇ˆxˆi(j)| ≤ ki,j ∀i = 1, . . . , Na and ∀j = 1, 2, 3
Reject H0 if ∃ i, j : |∇ˆxˆi(j)| > ki,j (12)
where ∃ i, j means ‘exists at least one pair of numbers i, j’, Na is the total number of alternative hypotheses
considered and j indicates a position component (East, North or Up). The absolute values of ∇ˆxˆi position
components are tested because we consider here symmetric detection regions with respect to ∇ˆxˆi = 0
(expected value for ∇ = 0). The use of this test was justified in [7] mainly on heuristic and empirical
grounds.
In 3D positioning, three tests are run for each alternative hypothesis Ha tested: one for each component
of the statistic ∇ˆxˆ. The statistic ∇ˆxˆ has a multivariate normal distribution, and:
H0 : ∇ˆxˆ ∼ N(0, Q∇ˆxˆ)
Ha : ∇ˆxˆ ∼ N(∇xˆ, Q∇ˆxˆ)
(13)
with Q∇ˆxˆ = A
+CQ∇ˆC
TA+T . When adopting the test in (12), the significance (α) and the power (γ) of
the test are not straightforward to compute, since they correspond to integrals of a multivariate normal
distribution over a box. In the ARAIM algorithm the significance α (which is associated to the False Alarm
rate PFA) is computed simply by applying the Bonferroni approximation, i.e. upperbounding the probability
of occurrence of any of two events by the sum of their individual probabilities, as if they were mutually
exclusive. In practice, to compute the thresholds for the tests, the total requirement on PFA is allocated
between the vertical, as PFAver , and horizontal directions as PFAhor , respectively, where:
PFA = PFAhor + PFAver (14)
and the PFAhor allocation is further split into two, for each horizontal component, yielding the thresholds:
kver = Φ
−1(PFAver)
khor1 = khor2 = Φ
−1(PFAhor2 )
(15)
The Bonferroni approximation is sharp when the components of ∇ˆxˆ are not highly correlated, but this is
not always the case, especially for alternative hypotheses with a few degrees of freedom. In case of single
satellite fault (q = 1), the three components are fully correlated. This means that the full PFA can be used
to set the threshold of each of the three tests, i.e.:
kver = Φ
−1(PFA)
khor1 = khor2 = Φ
−1(PFA)
(16)
5 Solution Separation and GLR test
In this section we derive the relationship between the GLR test and the SS test presented in the previous
sections. First we describe the main relationships between the test statistics and their representation in the
observation and position domains. Next we analyze in more detail these relationships, treating separately
the one-dimensional threat and the multi-dimensional threat cases.
5.1 Test statistics in the observation and solution domains
The SS statistic can be expressed as:
∇ˆxˆ = xˆ0 − xˆa = (ATQ−1y A)−1ATQ−1y C∇ˆ (17)
from which we can write:
A∇ˆxˆ = PAC∇ˆ = PA∇ˆy (18)
As shown in Equation 5 a general formulation of T q is:
T q = ‖P⊥AC∇ˆ‖2Q−1y = ‖P
⊥
A ∇ˆy‖2Q−1y (19)
Therefore we note that the realization of the test statistic Tq is the norm (in the metric defined by matrix
Q−1y ) of the projection of the estimator of the bias vector ∇ˆy = C∇ˆ in the space perpendicular to R(A),
whereas the SS is directly related to the projection of the ∇ˆy in the space R(A). This means that the linear
function of the SS test statistic (18) and the GLR test statistic (19) are the two orthogonal components of
the same vector ∇ˆy.
From the previous equation we can further derive:
‖∇ˆxˆ‖2
Q−1xˆ0
= ‖PAC∇ˆ‖2Q−1y (20)
since Q−1xˆ0 = A
TQ−1y A. Therefore, the Pythagoras relation holds, and we can write the following relation
between the GLR test statistic and the norm of the SS:
‖C∇ˆ‖2
Q−1y
= ‖P⊥AC∇ˆ‖2Q−1y + ‖PAC∇ˆ‖
2
Q−1y
= T q + ‖∇ˆxˆ‖2Q−1xˆ0 (21)
This represents the central relation between the estimators of the biases in the observation and position
domains, and can be visualized as in Figure 1. ∇ˆy is obtained by projecting y onto R(A C) to get yˆ
a
and
then decomposing yˆ
a
in ∇ˆy + Axˆa. Therefore the procedure to obtain the test statistics is: project y onto
R(A C) to get ∇ˆy + Axˆa, then project ∇ˆy onto R(A) to obtain A∇ˆxˆ (representation through matrix A of
the SS statistic ∇ˆxˆ) and onto R(A)⊥ to obtain P⊥A ∇ˆy whose norm is the T q test statistic. The process is
as follows (18, 19):
∇ˆy +Axˆa = yˆa = PA Cy
A∇ˆxˆ = PA∇ˆy
T q = ‖P⊥A ∇ˆy‖2Q−1y
(22)
where PA C is the projector onto the space R(A C) under the metric defined by Q
−1
y .
The relation described by (21) is not the only one relating the two test statistics. In fact ∇ˆy is constrained
to lie on R(C); if R(C) spans any of the base vectors of R(A)⊥, or in case q > n, to the same ∇ˆxˆ may
correspond multiple values of T q; otherwise, to ∇ˆxˆ corresponds only one value of T q.
This second relation can also be visualized in Figure 1. In this case R(A C) is the full Rm space, so
y ≡ PACy = yˆa, but ∇ˆy lies on R(C) so that A∇ˆxˆ and
√
Tq are fully determined as its two orthogonal
components.
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Figure 1: Geometrical visualization of Tq, PAC∇ˆ and C∇ˆ.
5.2 Biases in the observation and solution domains
The same relation as (21) holds between the true unknown biases in the observation and position domains,
and was developed when defining the concepts of Internal and External Reliability of the test [19]. Internal
Reliability relates to the power of the test to detect a bias in the observations, whereas the External
Reliability relates to the effect an undetected bias has on the position solution. In particular, assuming a
certain anomaly is present, causing a bias C∇ in the measurements, the corresponding effect on the position
solution will be, as in (17), ∇xˆ = (ATQ−1y A)−1ATQ−1y C∇ (note the notation now with a single hat). With
reference to [19], the following quantities can be also defined:
λxˆ = ∇xˆTQ−1xˆ0 ∇xˆ = ‖A∇xˆ‖2Q−1y = ‖PA∇y‖
2
Q−1y
(23)
λy = ∇yTQ−1y ∇y = ‖∇y‖2Q−1y (24)
with λ defined in (7). These quantities are visualized in Figure 2, which is the equivalent of Figure 1 for
the actual error quantities. They allow writing in a simple way the relation between Internal and External
Reliability. λ is in fact the non-centrality parameter of the distribution of the statistics T q under the
alternative hypothesis (7) and measures the incidence of the error on the test statistic (i.e. detectability
of the fault). λy relates to the size of the detectable bias in the observation domain (Internal Reliability)
while λxˆ measures the effect on the position solution (External Reliability, i.e. effect of undetected fault).
A similar visualization can be made for the quantities in (21). As a general relation, equivalent of (21), it
holds:
λy = λ+ λxˆ (25)
This is the main relationship between Internal and External Reliability (λy and λxˆ).
5.3 Practical differences
We consider here two cases, i.e. one-dimensional and multi-dimensional anomalies.
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Figure 2: Geometrical visualization of λ, λxˆ and λy.
• In case q = 1 (that is the case of T q reduced to the w-test statistic) ∇ˆ is a scalar. Combining (19)
and (20) we have:
T 1
‖xˆ0 − xˆa‖2Q−1xˆ0
=
‖P⊥AC∇ˆ‖2Q−1y
‖PAC∇ˆ‖2Q−1y
=
‖P⊥AC‖2Q−1y
‖PAC‖2Q−1y
(26)
Therefore in this case, as long as the denominator ‖PAC‖2Q−1y 6= 0, T q and the norm of the SS are
directly proportional, the proportionality constant being a function of the geometry matrices.
Since the direction of xˆ0 − xˆa = ∇ˆxˆ is determined by C under given geometry, as can be seen in
Equation 17, there is a univocal correspondence between a value of the statistic T q and the SS ∇ˆxˆ,
except for the sign (±∇ˆxˆ yield the same T 1).
If in the SS approach a threshold is set for each component of ∇ˆxˆ, only one of the n components
actually constrains the SS, the tightest, since the direction of this vector is known.
an upperbound to the test statistic T q defines a hyper-ellipsoid in the space R(C). The bias size ∇ˆ has
q dimensions, whereas in the position domain ∇ˆxˆ has n dimensions. Thus, in the comparison between
T q and ∇ˆxˆ the dimensions q and n (n being the dimensions of R(A) and also of the position solution)
play important roles.
Here we consider furthermore that the q-dimensional ellipsoidal constraint lies on R(C), but we are
fundamentally interested in its projection on R(A). The projection of R(C) on R(A) is given by the
matrix PAC = A(A
TQ−1y A)−1ATQ−1y C (in the metric defined by Q−1y ). Depending on whether R(C)
is perpendicular to R(A) or not, the matrix ATQ−1y C has rank smaller than or equal to both q and n,
r = rank(ATQ−1y C) ≤ min[q, n]. r defines the number of dimensions on which a direct correspondence
links the constraint (boundaries) in R(A) given by the SS thresholds and the constraint in R(C) given
by the T q threshold.
In general, an upper-bound on T q determines a q-dimensional ellipsoid in R(C). Its projection on
R(A) will be an r-dimensional ellipsoid. Conversely, when a threshold is set in the SS approach for
each component of ∇ˆxˆ, this determines a hyper-rectangular constraint in the position domain, to
which corresponds a hyper-parallelogram in R(A). Its planes will intersect the r-dimensional subspace
projection of R(C) on R(A), generating either a closed polyhedron or an open figure. The planes
generate constraints in r dimensions. Therefore, they will create a polyhedron in the q-dimensional
R(C) only if r ≥ q, otherwise the constraint does not constitute a full bound in the range bias ∇ˆ
domain (and therefore there is no finite threshold for T q).
5.4 Comparison of the two methods
Since the SS test explicitly neglects the anomalies that have no effect in the position domain, we can expect
that the power saved from neglecting those anomalies will be gained for the detection of actually dangerous
anomalies. Even though it is possible that some gain is obtained (though difficult to quantify), there is still
no evidence that the shape of the detection region is optimal from the integrity point of view.
When comparing SS and GLR tests [11], one can conclude that:
• In case of q = 1, i.e. a one-dimensional threat, SS and GLR tests are equivalent, except for very rare
degenerate cases. Testing on each of the SS component is practically equivalent to test only one of
them, the one creating the tightest bound, since the bias has only one dimension. The only cases in
which SS and GLR tests can lead to different results occur when the vector C is perpendicular to the
space R(A), in which cases the SS would always accept the null hypothesis whereas the GLR w-test
can still reject it. However, cases of exact perpendicularity are in practice very rare.
• In case of q > 1, SS and GLR tests may lead to different results. The main difference between the
two approaches lies in the fact that the SS statistics refers only to the effect of possible outliers in the
position domain. Hence, the outliers or faults that have no influence on the position solution will be
completely neglected. This difference is especially acute when C spans any of the base vectors of the
space perpendicular to R(A), but also when q > n. In these cases biases that have no impact on the
position solution can theoretically grow indefinitely in some ‘directions’ without being detected by the
SS, while they are detected by the GLR. In the other cases the difference between the two tests lies
in the shape of the detection region, which is ellipsoidal (for instance in the position bias domain) in
the GLR case while bounded by pairs of parallel planes in the case of the SS.
6 Testing for hazardous biases with a new testing procedure
6.1 Hazardous bias size
We propose to apply statistical hypothesis testing for the detection of anomalies, starting off with differently
defined hypotheses. The hypotheses previously introduced are basically H0 : ∇ = 0 and Ha : ∇ 6= 0. We
propose to test the null hypothesis H0 : ∇ = 0 versus the alternative Ha : ∇ ∈ B, where B represents the
set of hazardous bias sizes. Therefore we start from:
H0 : y = Ax+ e
Ha : y = Ax+ C∇+ e ∇ ∈ B (27)
and we write the Generalized Likelihood Ratio (GLR) test as:
Reject H0 if GLR ≡
max fy(y|Ha)
max fy(y|H0) =
max fy(y|∇ ∈ B)
max fy(y|∇ = 0) > k (28)
where fy(y) stands for the Probability Density Function (PDF) of y. This yields the following test statistic:
T ′ = eˆT0Qy eˆ0 −min∇ˆ∈B eˆ
T
aQ
−1
y eˆa = ‖eˆ0‖2Qy −min∇ˆ∈B ‖eˆa‖
2
Q−1y
(29)
which can be reformulated in various ways — similar to (3) and (5). From estimation theory [1] we know
that:
arg min
∇ˆ
‖eˆ‖Qy = ∇ˆLS = (C¯Ty Q−1y C¯y)−1C¯Ty Q−1y y (30)
i.e. the Least Squares (LS) estimate for ∇, with C¯y = P⊥AC. Therefore we have:
T ′ =
{ ‖eˆ0‖2Q−1y − ‖eˆLS‖2Q−1y if: ∇ˆLS ∈ B
‖eˆ0‖2Q−1y −min∇ˆ∈B ‖eˆ‖
2
Q−1y
if: ∇ˆLS /∈ B (31)
In (31), one of the two minimums is reached at eˆ = eˆLS (i.e. ∇ˆ = ∇ˆLS), and the other has to be searched
inside or outside B. In fact, assuming general regularity of the region B, such minimum (the one different
from ‖eˆLS‖2Qy) is reached for a ∇ˆ corresponding to the point on the border of B that is the closest to ∇ˆLS,
in the metric defined by Q∇ˆ.
Figure 3 shows a geometric interpretation of the above test statistics, in the vector space R(C). Two
cases are shown, a case in which ∇ˆLS lies outside B (on the left), and a case in which ∇ˆLS lies inside B (on
the right). In the space R(C), ‖eˆ0‖Q−1y corresponds to the distance between ∇ˆLS and the origin, ‖eˆLS‖Q−1y is
null and min∇ˆ∈B ‖eˆ‖Q−1y corresponds to the distance between ∇ˆLS and the border of B. The test statistic is
thus a measure of the ‘distance’ of the current observation from the null hypothesis and of the ‘vicinity’ to
the alternative hypothesis. Therefore when ∇ˆLS lies outside B, the distance from ∇ˆa has to be subtracted.
Figure 3: Graphical illustration of the optimal test for hazardous biases T ′. Once ∇ˆLS is computed, we check
if it lies in B. If this is the case, T ′q coincides with the squared distance (in the metric defined by Q∇ˆ) of
∇ˆLS from the origin. Otherwise, T ′q is computed subtracting from the (squared) distance between ∇ˆLS and
the origin the (squared) distance between ∇ˆLS and ∇ˆa, which is the point on the border of B closest to ∇ˆLS.
In fact the test statistic is a measure of the ‘distance’ of the current observation from the null hypothesis
and of the ‘vicinity’ to the alternative hypothesis, therefore when ∇ˆLS lies outside B, the distance from ∇ˆa
has to be subtracted.
The set of hazardous biases B in the observation domain shall be derived from the set of dangerous biases
in the position domain, say B˜. The set of hazardous biases is a function of the set of allowable positioning
errors, say ΩAL, which usually includes all the error vectors whose components are smaller than the Alert
Limits (in absolute value), and of the allowable probability of Hazardous Misleading Information (PHMI),
say P¯HMI. The PHMI is the most important parameter of interest in integrity monitoring algorithms (e.g.
RAIM), see [12, 13], and is defined as:
PHMI = P (xˆ /∈ ΩAL ∩ No Alarm ) (32)
In case the fault detection algorithm in use is based on a single test, the issuing of an alarm can coincide
with the rejection of the detection test, T ′ > k. Alert Limits and allowable P¯HMI are requirements defined
by the authorities or convention, and are dependent on the navigation application at hand.
Thus B˜ can be chosen as B˜ = {∇xˆ : P (xˆ /∈ ΩAL|Ha) > P¯HMI|Ha}, where P¯HMI|Ha is the maximum allowed
conditional PHMI, possibly computed as P¯HMI|Ha = P¯HMI/Pi, with Pi the prior probability (assumed known)
of occurrence of the ith alternative hypothesis. The distribution of xˆ under any Ha is known as a function
of ∇xˆ, therefore P (xˆ /∈ ΩAL|Ha) > P¯PF|Ha can be computed (numerically) for any ∇xˆ, as an integration of
a multi-variate normal distribution over the region ΩAL.
6.2 Test threshold
It is not possible to write in a closed form the probability distribution function of the test statistic defined
in Equation (31). The test statistic expression is composed of three terms, i.e. ‖eˆ0‖2Q−1y , ‖eˆLS‖
2
Q−1y
and
min∇ˆ∈B ‖eˆ‖2Q−1y . The first two are χ
2 distributed, but the PDF of the third cannot be derived analytically,
and we have to resort to numerical computation. To simplify the computation of the test statistic PDF,
we can approximate (conservatively) the region B˜ to a region of rectangular shape, as shown in Figure 4.
After this approximation, the numerical computation is simplified: min∇ˆ∈B ‖eˆ‖2Q−1y can be found performing
a linear search over the edge of B˜, and the test threshold for a given significance α can be obtained by Monte
Carlo integration.
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Figure 4: Areas of tolerable and hazardous biases in the position domain: (a) actual set, (b) approximated
set.
6.3 Single Point Positioning (SPP) example
Consider the case of a two-dimensional fault (q = 2) for a SPP case with GPS+Galileo, with the satellite
geometry shown in Figure 5. Let us assume that we are interested in monitoring the integrity in the
horizontal directions, and Alert Limits are set to 3.5m for the North direction (say along-track when a
vehicle is traveling towards North) and 2.5m for the East (cross-track) direction.
The m× 5 design matrix A and pseudorange variance matrix Qy are structured as
A =

1 0 −uT1
...
...
...
1 0 −uTmGPS
0 1 −uTmGPS+1
...
...
...
0 1 −uTmGPS+mGal

, Qy = diag(σ
2
1, . . . , σ
2
m) (33)
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Figure 5: Skyplot GPS+Galileo. In blue the GPS satellites, in red the Galileo ones.
with ui being the 3×1 ith receiver-satellite unit direction vector, in the North-East-Up frame, and mGPS and
mGal are the number of in-view satellites of the GPS and Galileo constellations, respectively. The unknown
parameter vector consists of the receiver clock offsets of GPS and Galileo, and the increments to the three
receiver position components. The stochastic model is based on ionosphere-free observations (from dual
frequency L1 and L5 for GPS, E1 and E5a for Galileo), with the entries of the diagonal variance matrix
constructed according to Tables 1 and 2, based on [8, 12, 17].
Table 1: Simulation parameters. ξ stands for the elevation of the satellite, in degrees.
Parameter Description Value
σGPSi GPS smoothed code total standard
deviation used for integrity
√
σGPS
2
URA + σ
2
tropo + σ
GPS2
user m
σGali Galileo smoothed code total stan-
dard deviation used for integrity
√
σGal
2
URA + σ
2
tropo + σ
Gal2
user m
σGPSURA GPS SV clock and orbit error used
for integrity (URA)
0.75 m
σGalURA Galileo SV clock and orbit error
used for integrity (URA)
0.957 m
σtropo,i Residual tropospheric error, for
satellite i
0.12 1.001
(0.002001+sin2 ξ)1/2
m
σGPSMP,i GPS smoothed code multipath 0.13 + 0.53e
−ξ/10 m
σnoise,i Smoothed code receiver noise 0.15 + 0.43e
−ξ/6.9 m
σGPSuser,i GPS smoothed code total noise
generated at user level
√
f4L1+f
4
L5
(f2L1−f2L5)2
√
σ2MP + σ
2
noise m
σGaluser,i Galileo smoothed code total noise
generated at user level
See Table 2
As Qxˆ0 is known, we can determine (numerically) the region that contains all the biases ∇xˆ0 that are
assumed not dangerous, as the corresponding probability of positioning failure PPF is within the requirement.
Figure 6a shows in green the region of allowable position biases; the white area outside the green area is B,
the region of hazardous biases. Since the fault is two-dimensional in this example, to this area corresponds
a closed region in the fault parameters space spanned by ∇1 and ∇2 (the two components of ∇, i.e. the
parameters that define the anomaly), which is shown in Figure 6b.
Table 2: Galileo Elevation Dependent Signal in Space (SIS) user error.
Elevation σGaluser Elevation σ
Gal
user
5◦ 0.4529 m 50◦ 0.2359 m
10◦ 0.3553 m 55◦ 0.2339 m
15◦ 0.3063 m 60◦ 0.2302 m
20◦ 0.2638 m 65◦ 0.2295 m
25◦ 0.2593 m 70◦ 0.2278 m
30◦ 0.2555 m 75◦ 0.2297 m
35◦ 0.2504 m 80◦ 0.2310 m
40◦ 0.2438 m 85◦ 0.2274 m
45◦ 0.2396 m 90◦ 0.2277 m
(a) (b)
Figure 6: Areas of tolerable and hazardous biases in (a) the position domain and (b) the observation domain.
7 Simulations
We make use of the same SPP model described in Section 6.3, with the satellite geometry shown in Figure 5
— 8 GPS satellites and 6 Galileo satellites are visible. For this particular snapshot configuration, we
assume an anomaly to be always present, affecting a pair of measurements (satellites). We simulate eight
different scenarios: eight different pairs of satellites failing at the same time. The bias size of each affected
measurement is first randomized, with values uniformly distributed between 0 m and 6 m (see Tables 3
and 4) and between 3 m and 10 m (Table 5), and then kept fixed at an arbitrary value of 4 m (Table 6).
For each of the eight scenarios, we simulate measurements for 105 epochs. We then apply the three different
testing procedures, the GLR test, the SS test and the test proposed in this paper (‘New test’).
Tables 3 to 6 show the results of all the simulations (eight pairs of satellites, two choices of random bias
sizes), in terms of detection rate of the tests and empirical PHMI (HMI rate). Tables 3 and 4 shows results
for biases between 0 and 6 m but with two different values of the significance level α, i.e., taking α= 0.05
and 0.01, which are popular values of α. Tables 5 and 6 show two other cases of bias range, but limiting
α to 0.01 to show the effect of the bias value. One should note that the most important parameter for
integrity monitoring purpose is the rate of HMIs (the PHMI). A lower figure for this parameter indicates
a better performance of the test. In case different tests deliver the same HMI rate, it is then preferable
a test that produces the lowest number of ‘false’ detections possible (as they could turn into false alarms,
and consequently lower positioning continuity). A ‘false’ detection is defined here as a detection that is not
justified by an error in the position that exceeds the Alert Limits (while it is declared by the presence of
biases in the measurements).
Figure 7 shows the distribution of position estimator for three cases (three pairs of satellites failing): in
each case, the three testing methods (GLR shown in the sub-figures a, d, g, SS shown in the sub-figures b,
e, h and the New test shown in the sub-figures c, f, i) are compared. 104 epochs are shown in each plot.
The bias bin 3-10 m and the α of 0.01 were used for the plots. Rejected position solutions are shown as
yellow/brown dots, accepted solutions are shown as blue crosses. As observed from Figure 7, the SS test
has shown larger differences to the GLR and the New test. The New test appears to show similar results as
the GLR test.
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Figure 7: Positioning results from simulation of anomalies in different pair of observations, after application
of the three testing methods, i.e., the GLR (a ,d, g), the SS (b, e, h) and the New test (c, f, i). The
distribution of the position estimator is shown (104 epochs in each plot). Rejected position solutions are
shown as yellow/brown dots, accepted solutions are shown as blue crosses. In the top panel the anomalous
observations are from PRNs 1-2, in the middle panel from PRNs 6-11 and in the bottom panel from PRNs
3-9.
8 Discussion of the results
From the results in Tables 3 to 6, the following conclusions can be drawn, which are strictly based on the
alternative hypothese considered in this study.
• All testing procedures are effective in detecting the anomalies, and their performance are comparable.
Table 3: Results of the different testing procedures in terms of detection rate and HMI rate for different
scenarios. Bias sizes in two observations at a time are randomized between 0 and 6m, the significance α is
chosen at 0.05. 105 samples were simulated.
Detection % HMI %
Scenario GLR SS New test GLR SS New test
1) Bias PRNs 1 & 13 α = 0.05 79.82 74.87 71.55 < 0.01 < 0.01 < 0.01
2) Bias PRNs 6 & 11 α = 0.05 64.99 64.18 66.83 0.08 0.07 0.05
3) Bias PRNs 3 & 9 α = 0.05 79.86 22.46 76.91 < 0.01 0.04 < 0.01
4) Bias PRNs 5 & 6 α = 0.05 76.65 76.68 78.00 0.01 0.01 0.01
5) Bias PRNs 2 & 10 α = 0.05 77.24 73.08 77.59 0.01 0.01 0.01
6) Bias PRNs 8 & 9 α = 0.05 74.04 72.20 74.80 0.54 0.54 0.50
7) Bias PRNs 13 & 14 α = 0.05 74.68 47.02 69.23 0.01 0.02 0.01
8) Bias PRNs 4 & 8 α = 0.05 73.91 72.59 74.54 0.77 0.73 0.70
Table 4: Results of the different testing procedures in terms of detection rate and HMI rate for different
scenarios. Bias sizes in two observations at a time are randomized between 0 and 6m, the significance α is
chosen at 0.01. 105 samples were simulated.
Detection % HMI %
Scenario GLR SS New test GLR SS New test
1) Bias PRNs 1 & 13 α = 0.01 67.69 62.70 59.05 < 0.01 < 0.01 < 0.01
2) Bias PRNs 6 & 11 α = 0.01 48.34 47.14 50.17 0.19 0.18 0.18
3) Bias PRNs 3 & 9 α = 0.01 68.95 10.98 66.24 0.02 0.06 0.02
4) Bias PRNs 5 & 6 α = 0.01 65.11 64.12 66.63 0.01 0.01 0.01
5) Bias PRNs 2 & 10 α = 0.01 65.60 59.78 66.15 0.02 0.03 0.02
6) Bias PRNs 8 & 9 α = 0.01 60.49 58.77 60.98 1.37 1.31 1.31
7) Bias PRNs 13 & 14 α = 0.01 61.36 33.27 55.82 0.02 0.03 0.02
8) Bias PRNs 4 & 8 α = 0.01 60.13 58.34 60.66 1.97 1.94 1.89
Table 5: Results of the different testing procedures in terms of detection rate and HMI rate for different
scenarios. Bias sizes in two observations at a time are randomized between 3 and 10m, the significance α is
chosen at 0.01. 105 samples were simulated.
Detection % HMI %
Scenario GLR SS New test GLR SS New test
1) Bias PRNs 1 & 13 α = 0.01 99.37 99.26 98.76 0 0 0
2) Bias PRNs 6 & 11 α = 0.01 94.99 95.79 95.79 0.13 0.11 0.09
3) Bias PRNs 3 & 9 α = 0.01 99.60 30.92 99.33 0 0.06 0
4) Bias PRNs 5 & 6 α = 0.01 99.16 99.12 99.33 < 0.01 < 0.01 < 0.01
5) Bias PRNs 2 & 10 α = 0.01 98.85 98.74 99.14 < 0.01 0.01 < 0.01
6) Bias PRNs 8 & 9 α = 0.01 97.88 98.45 98.02 0.47 0.34 0.43
7) Bias PRNs 13 & 14 α = 0.01 98.38 78.41 97.72 < 0.01 0.02 < 0.01
8) Bias PRNs 4 & 8 α = 0.01 97.06 97.65 97.17 0.90 0.71 0.86
Greater differences are registered between the GLR and the SS tests, whereas the performance of the
GLR and the New test are similar.
Table 6: Results of the different testing procedures in terms of detection rate and HMI rate for different
scenarios. Bias sizes in two observations at a time are 4m in size, the significance α is chosen at 0.01. 105
samples were simulated.
Detection % HMI %
Scenario GLR SS New test GLR SS New test
1) Bias PRNs 1 & 13 α = 0.01 94.9 94.9 90.4 < 0.01 < 0.01 < 0.01
2) Bias PRNs 6 & 11 α = 0.01 65.8 73.5 69.9 0.44 0.36 0.40
3) Bias PRNs 3 & 9 α = 0.01 96.8 3.5 94.0 < 0.01 < 0.01 < 0.01
4) Bias PRNs 5 & 6 α = 0.01 93.4 93.1 94.7 0.03 0.03 0.02
5) Bias PRNs 2 & 10 α = 0.01 89.6 91.2 92.5 0.05 0.04 0.03
6) Bias PRNs 8 & 9 α = 0.01 81.7 87.4 82.7 3.66 2.56 3.49
7) Bias PRNs 13 & 14 α = 0.01 86.3 45.9 81.6 0.01 0.05 0.01
8) Bias PRNs 4 & 8 α = 0.01 75.4 80.7 76.2 5.81 4.53 5.62
• In all scenarios the New test shows the same or lower HMI rate than the GLR test, and, in case of
same HMI rate, mostly a lower Alarm rate. This behaviour is expected since it is supposed to give
less weight to anomalies with small bias size, therefore reducing corresponding ‘false’ alarms.
• With reference to the eight scenarios analyzed, scenarios 2, 6, 8 (as declared in Tables 3–6) show
a better performance of the SS test over the GLR test, i.e. lower HMI rate. Scenarios 3, 7 (and 4
when larger biases are injected, Table 5) show a better performance of the GLR test over the SS test.
Scenario 5 shows better results of the GLR test in case of random bias sizes (Tables 3 to 5) but better
results of the SS test in case of fixed bias sizes (Table 5); however, in this scenario, the SS test is
further outperformed by the New test.
• Overall, in the scenarios considered, the GLR test performed better than the SS test in terms of
relative performance (HMI percentage reduction), whereas in absolute terms (e.g. summing up the
HMI rates over all the scenarios considered) the SS test slightly outperformed the GLR. This is due to
the fact that the SS test shows a better performance in the scenarios that are more critical for integrity
(detection of satellite faults that lead to larger number of HMIs). However, there is no clear evidence
to prefer the SS test over the GLR test, and more testing in different scenarios would be needed to
come to more definitive conclusions.
• The improved performance of the New test over the GLR comes at the cost of increased complexity
and computational load. For computation of 105 samples of one satellite pair, e.g. PRNs 3 & 9 with
α of 0.01 and biases randomized between 3 and 10 m, the New method takes significantly more than
double the computation time of the GLR method.
9 Conclusions
In this contribution the two statistical tests most commonly used in RAIM algorithms, the Generalized
Likelihood Ratio (GLR) test and the Solution Separation (SS) test, were described, compared and discussed.
Differences arise in testing multi-dimensional anomalies, whereas in the case of one-dimensional anomalies
the two methods are equivalent. A new test was proposed, with a modification of the GLR test to address
only faults that represent a threat to the solution integrity. The different testing procedures were then
tested through simulations in multi-constellation SPP scenarios. The simulations results based on the
tested scenarios led to the following conclusions:
• GLR and SS tests perform differently in each of the scenarios analysed, with the SS showing better
results in the more integrity-critical scenarios, and the GLR showing more balanced results across all
the scenarios. Overall, however, there is no evidence of better performance of one test over the other.
• The alternative procedure proposed (New test) shows a better performance than the standard GLR
test, however this comes at the price of increased complexity and computational load.
The results obtained suggest that both GLR and SS tests, the most commonly used in RAIM algorithms,
are not optimal for integrity monitoring purpose, since they were designed to detect any (generic) anomaly
affecting the GNSS observations. A margin of improvement exists for the design of a monitoring technique
that specifically addresses those anomalies that represent a threat to positioning.
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