The knowledge of the network topology is imperative to precisely describing the viral dynamics of an SIS epidemic process. In scenarios for which the network topology is unknown, one resorts to reconstructing the network from observing the viral state trace. This work focusses on the impact of the viral state observations on the computational complexity of the resulting network reconstruction problem. We propose a novel method of constructing a specific class of viral state traces from which the inference of the presence or absence of links is either easy or difficult. In particular, we use this construction to prove that the maximum-likelihood SIS network reconstruction is NP-hard. The NP-hardness holds for any adjacency matrix of a graph which is connected.
Introduction
We consider the network reconstruction of the sampled-time susceptible-infected-susceptible (SIS) process in a maximum-likelihood (ML) sense as introduced in [1] . We assume that the infection rate β and the curing rate δ are known and that no self-infections occur; hence, the self-infection rate is ǫ = 0. We denote the number of nodes by N and the N × 1 viral state vector at discrete time k by x[k]. At any time k, a node i is either infected or susceptible, which is denoted by x i [k] = 1 and x i [k] = 0, respectively. We confine ourselves to connected graphs and denote by A the set of all N × N symmetric adjacency matrices A with the elements a ij . These adjacency matrices A ∈ A correspond to undirected, unweighted and connected graphs without self-loops.
The network reconstruction problem for sampled-time SIS process is stated in the ML sense [1] . In contrast to the true adjacency matrix A, which generated the viral states x[k], the optimisation variable in the ML estimation problem is denoted asÂ. The solution to the ML estimation problem, i.e. the adjacency matrixÂ which maximises the likelihood, is denoted by A ML .
Definition 1 (SIS Network Reconstruction).
Given the viral state observations x[k] ∈ {0, 1} N from time k = 1 to k = n which originate from a sampled-time SIS process on an unknown adjacency matrix A ∈ A, find the adjacency matrix A ML which maximises the log-likelihood: An instance of the optimisation problem (1) is fully specified by the viral state observations x[k] ∈ {0, 1} N from time k = 1 to k = n, where usually the observation length n satisfies n >> N .
To stress the dependency of the ML estimate A ML on a given viral state sequence x [1] , ..., x[n], we may also denote the ML estimate by A ML (x [1] , ..., x[n]). The SIS network reconstruction (1) gives rise to two fundamental problems:
1. How many observations n are required such that the ML estimate A ML (x [1] , ..., x[n]) achieves a given accuracy ε > 0 with high probability p acc ≈ 1?
2. How to design an algorithm that computes the ML estimate A ML (x [1] , ..., x[n]) for a given viral state sequence x [1] , ..., x[n]? What is the computational complexity of the SIS network reconstruction (1)?
The first problem translates to finding the minimal observation length n min such that
where · denotes some matrix norm. By proposing a heuristic to solve the ML estimation (1), the results in [1] indicate that the minimum observation length n min increases subexponentially with respect to the number of nodes N : log 10 (n min ) ≈ N α + b for some constants α and b. The focus of this work is on the second question. We prove that the ML estimation (1) is NP-hard with respect to the number of nodes N for any connected adjacency matrix A ∈ A. The idea of the proof is as follows: We aim to show that there is a polynomial-time reduction from the maximum cut problem to the ML estimation for the sampled-time SIS process (1) . Since the maximum cut problem is NP-complete [2] , this polynomial-time reduction proves that the ML estimation (1) is NP-hard. As introduced in Section 3, the maximum cut problem can be stated as zero-one unconstrained quadratic programme (UQP). By comparison, we make the observation that the zero-one UQP which results from the maximum cut problem resembles the ML estimation (1) . We show that for every graph G of the maximum cut problem, there is an SIS viral state sequence x [1] , ..., x[n] such that solving the ML estimation (1) is equivalent to solving the maximum cut problem on the graph G. The polynomial-time reduction is presented in Section 4.
kinds of transitions possible in the sampled-time Markov chain of the SIS process. These transitions are listed below and their probabilities are inferred from the continuous-time SIS equations.
Curing of a node A single node i changes from the infected state at discrete time k to the susceptible state at discrete time k + 1. The probability of this transition is
where the curing probability δ T equals δT .
Infection of a node A single node i changes from the susceptible state at time instant k to the infected state at time instant k + 1 with the probability
where N i (A, k) is the number of infected nodes adjacent to node i in A at time k and the infection probability β T equals βT . The number of infected nodes adjacent to node i equals
No Change No node changes its viral state from time k to time k + 1. This constant transition occurs when neither a curing nor an infection takes place, and hence
where the probabilities on the right-hand side can be derived from (2) and (3).
To ensure that (2), (3) and (4) are feasible expressions for probabilities, they have to be in [0, 1] for all adjacency matrices A ∈ A and for all viral states x[k]. In [1] , an upper bound on the sampling time T was derived, such that (2), (3) and (4) are in [0, 1], and we assume that the sampling time T does not exceed this upper bound.
Maximum Cut
We consider an undirected and unweighted graph G = (N , L), where N = {1, ..., N } is the set of nodes and L is the set of L links. A cut-set of the graph G is defined as follows [4, 5] .
Definition 2 (Cut-set). For a non-empty node subset V ⊂ N of a graph and its complementV = N \V, the cut-set ∂V is the set of all links that connect nodes in V to nodes inV. In other words:
The cut size of a cut-set ∂V equals the number of links in the cut-set and is denoted as |∂V|. The maximum cut problem and the corresponding decision problem are as follows. ) . Given a graph G, find a cut ∂V of maximal cut size |∂V|.
Definition 3 (Maximum Cut Problem
Definition 4 (Maximum Cut Decision Problem). Given a natural number κ and a graph G, is there a cut ∂V such that its cut size |∂V| is at least κ?
The maximum cut decision problem is NP-complete, as shown by Garey et al. [6] . Hence, the maximum cut problem is NP-hard [7] . The maximum cut problem can be equivalently stated as zero-one unconstrained quadratic programming (UQP) [8] maximise
The binary variable y i equals 1 if node i is in the node set V, and y i = 0 if node i is in the node set V. The optimisation problem (5) is equivalent to maximise
The coefficients of the objective function of (6) are given by
and the degree of node l
Since the elements a ij of the adjacency matrix A are either zero or one, the coefficients are in the sets
and
The objective function f of the optimisation problem (6) is a quadratic function which maps N binary variables to a non-negative integer, i.e. f : {0, 1} N → N 0 . Hence, the optimisation problem (6) is a special case of pseudo-Boolean optimisation [9] , in which the objective function f maps N binary variables to a real number, i.e. f : {0, 1} N → R. Rosenberg [10] showed that the optimisation of any pseudo-Boolean function can always be reduced in polynomial time to the optimisation of a quadratic pseudo-Boolean function. The general optimisation of a quadratic pseudo-Boolean function is of the form (6) with the difference that the coefficients b ij and b l may attain any value in R -not only the integer values in (9) and (10) -and is NP-hard [11] . If the coefficients b ij are non-negative real numbers, then the zero-one UQP (6) 
Reduction of Maximum Cut to SIS Network Reconstruction
We will show that any instance of the zero-one UQP (6) with coefficients b ij and b l in the sets (9) and (10), and thus any instance of the maximum cut problem, can be translated to an SIS network reconstruction problem (1) in polynomial time. Hence, the SIS network reconstruction (1) is NP-hard. Since the zero-one UQP (6) is not NP-hard for certain ranges [12, 13, 14 ] of values of the coefficients b ij and b l , we emphasise that the conditions (9) and (10) are crucial (at least sufficient) for the NPhardness of the zero-one UQP (6) . Thus, our aim is to show that the SIS network reconstruction problem (1) can be translated to a zero-one UQP (6) with any 1 coefficients b ij and b l in the sets given by (9) and (10). Since the SIS network reconstruction problem (1) (1) is equivalent to solving the zero-one UQP (6) . The proof of the NP-hardness of the SIS network reconstruction problem (1) is based on four lemmas, which are stated below and whose proofs are given in the Appendix. Since a graph G given by an adjacency matrix A in A is connected, there is a node l such that the graph G remains connected if node l is removed: Indeed, in any connected graph, there exists a spanning tree that connects all the nodes. In any tree, there exists a node l with degree one (a leaf node), whose removal does not disconnect the spanning tree and hence neither the graph. Without loss of generality, we label this node l as node 1.
Our approach is based on stating a reduced-size version of the ML estimation (1), namely only with respect to the links a 1i which are incident to node 1. Since the graph given by an adjacency matrix A in A is connected, node 1 has at least one neighbour. Without loss of generality, we label this neighbour as node 2. Furthermore, we consider that a 12 = 1 is known. In the following, we abbreviate
i.e. the likelihood when the elementsâ 12 andâ ij for i, j ≥ 2 are fixed to the true values, formally by
and we introduce the following reduced-size SIS network estimation problem:
Definition 5 (Reduced-Size SIS Network Reconstruction). Given the links a 12 = 1 and a ij , where i ≥ 2 and j ≥ 2, of the matrix A ∈ A and the viral state observations x[k] ∈ {0, 1} N from time k = 1 to time k = n, which resulted from a sampled-time SIS process with the adjacency matrix A, find the links (A ML ) 13 , ..., (A ML ) 1N which maximise the log-likelihood: Lemma 6 states that solving the reduced-size SIS network reconstruction (11) is equivalent to solving a zero-one UQP with particular coefficients:
Lemma 6 (Reduced-Size SIS Network Reconstruction as Zero-One UQP). For some natural numbers m 0 , m 1l , m 2l ∈ N, l ∈ {3, ..., N }, define the coefficients
where λ + > 0, λ − < 0 and η l ≥ 0 are constant and are given by the equations (32), (33) and (34), respectively. For any coefficients c ij and c l given by (12) and (13) and for any connected adjacency matrix A ∈ A, there is a viral state sequence x[k] from time k = 1 to a finite time k = n such that the reduced-size SIS network reconstruction problem (11) becomes:
Proof. Appendix A.
Comparing the objective function of (14) to the objective function in the zero-one UQP (6) shows that they are of the same form 2 : the binary variables y j in (6) correspond toâ 1j , and the coefficients b ij and b l in (6) are replaced by c ij and c l in (14), respectively.
As stated in the beginning of Section 4, a crucial condition for the NP-hardness of the zero-one UQP (6) is that its coefficients are in the sets b ij ∈ {−2, 0} and b l ∈ {0, 1, ..., N − 1}. To show the NP-hardness of the zero-one UQP (14), we have to show that also the coefficients c ij and c l attain any value in {−2, 0} and {0, 1, ..., N − 1}, respectively. As stated by (12), the coefficients c ij may attain either value in {−2, 0}. The remaining condition that the coefficients c l , given by (13), may attain any value in {0, 1, ..., N − 1} exactly does generally not hold. Nevertheless, the coefficients c l may approach any b l ∈ {0, 1, ..., N − 1} arbitrarily close, as stated by Lemma 7.
Lemma 7 (Coefficients Approach Any Number). The coefficients c l of the optimisation problem (14), given by (13), may approach any numbers b l ∈ R, l = 3, ..., N , arbitrarily close for suitably chosen natural numbers m 0 , m 1l , m 2l ∈ N:
If the deviation (c l − b l ) is positive and not greater than a threshold ε = 1 N , then we can solve any instance of the maximum-cut problem by solving an instance of the reduced-size SIS network reconstruction (11):
Lemma 8 (Sufficiently Small Error on the UQP Coefficients). If c l ≥ b l and c l − b l < 1 N for all l ∈ {3, ..., N }, then the solution to the reduced-size SIS network reconstruction problem (14) is also a solution to the zero-one UQP (6).
Proof. Appendix C.
Lemma 6, Lemma 7 and Lemma 8 prove the NP-hardness of the reduced-size SIS network reconstruction (11). Lemma 9 states how to obtain the reduced-size SIS network reconstruction (6) from the original, full-size SIS network reconstruction problem (1).
Lemma 9 (From Full-Size to Reduced-Size SIS Network Reconstruction). For all connected adjacency matrices A ∈ A and all viral state sequence
with n 2 > n 1 , such that the solution A ML to the full-size SIS network reconstruction (1) satisfies:
1. The following elements of A ML equal the elements of the true adjacency matrix A:
2. The other elements of A ML are the solution to the reduced-size SIS network reconstruction problem (11) whose objective function is changed by an additive term:
Here, d l (A) = N m=2 a ml denotes the degree of node l when node 1 is removed from the graph given by the adjacency matrix A, and κ l is a natural number which is independent of the optimisation variablesâ 13 , ...,â 1N .
Proof. Appendix D.
The optimisation problem (16) resembles the reduced-size SIS network reconstruction (11), but the objective functions differ by the additive term
We show in Appendix E that the additive term does not have an impact on the difficulty: The NP-hardness of the reduced-size SIS network reconstruction (11) implies the NP-hardness of the optimisation problem (16). Since solving the full-size SIS network reconstruction problem (1) with the viral state sequence x[1], ..., x[n 2 ] as input implies solving the NP-hard optimisation problem (16), we obtain the main theorem of this work:
Theorem 10 (SIS Network Reconstruction is NP-Hard). For all connected adjacency matrices A ∈ A, the SIS network reconstruction problem (1) is NP-hard.
Proof. Appendix E.
We emphasise that the NP-hardness holds for any class of connected adjacency matrices A ∈ A, also for simple topologies such as paths or star graphs.
Conclusions
This work considers the computational complexity of finding the ML estimate of the network topology from observing a sampled-time SIS viral state trace. Instead of reconstructing a network for a given viral state sequence, we considered the reverse problem of designing a viral state sequence such that estimating the presence or absence of links either becomes computationally difficult (Lemma 6) or easy (first statement of Lemma 9).
Specifically, we have shown that any instance of the NP-hard maximum cut problem can be reduced to an instance of the SIS network reconstruction problem, whereby an instance of the latter problem is given by a viral state sequence. Thus, we have proved that the ML network reconstruction for SIS processes is NP-hard. In general, the exact ML estimate of the network topology can hence not be computed in polynomial time. The NP-hardness is a worst case result, and we emphasise two points. Firstly, it may be possible that the ML network reconstruction can be solved for some classes of practical problems within a reasonable computation time. Nevertheless, it remains to study which viral state sequences could result (possibly on average) in a low computational complexity. Secondly, considering the inapproximability results for the maximum cut problem [15] , one might be tempted to conclude that an accurate reconstruction of the network for SIS processes is not possible in polynomial time. However, a thorough analysis of the accuracy of the exact ML estimator of an unweighted (and hence discrete valued) adjacency matrix A is an open question.
[8] A. Caprara, "Constrained 0-1 quadratic programming: Basic approaches and extensions," Euro- 
A Proof of Lemma 6
The objective function of (11) equals
where the last equality follows from the Markov property of the sampled-time SIS process. To reduce the zero-one UQP (6) to the reduced-size SIS network reconstruction problem (11), we show below that it is possible to construct a series of viral state transitions x[k] → x[k + 1] for the time points k = 1, ..., n − 1 for all adjacency matrices A ∈ A, such that the objective function f n of the latter problem is of the form
with the coefficients g ij and g l and an additive term g const which is constant with respect to the linkŝ a 13 , ...,â 1N and, hence, can be omitted in the optimisation problem (11). We prove Lemma 6 in five steps, on which we elaborate in detail in the respective Subsections A.1 to A.5.
1 
A.1 Setting the Quadratic Costs
In order to set the coefficients g ij for i ≥ 3 and j ≥ i + 1, corresponding to the terms g ijâ1iâ1j in the objective function (18), we construct the following special case of an infectious transition (3). The linksâ 1i andâ 1j appear simultaneously in the probability for the infectious transition (3) if both node i and node j are infected at time k, i.e. 
The elements of the vector e i ∈ R N are given by (e i ) m = δ mi , where δ mi is the Kronecker delta. The transition I ij is a special case of an infectious transition (3) and, sinceâ 12 = a 12 = 1 in the reduced-size SIS network reconstruction (11), its transition probability is given by
To compute the objective function f n according to (17), we express the logarithm of the above transition probability (19) more compactly as log Pr I ij â 13 , ...,
= log(β T ) +â 1i log(2) +â 1j log(2) +â 1iâ1j log 3 4
If solely the transition I ij occurred once, then it follows from (20) that the quadratic cost of (18) would equal g ij = log 3 4 < 0. We emphasise that the transitions I ij only need to occur for i
A.2 Setting the Linear Costs to a Positive Value
In order to set the coefficients g l , corresponding to the terms g lâ1l in the objective function of (18), to a positive value g l > 0, we construct the following special case of an infectious transition (3). The linkâ 1l appears in the probability for the infectious transition (3) if node l is infected at time k, i.e. 
The transition I l is a special case of an infectious transition (3). Sinceâ 12 = a 12 = 1 in the reduced-size SIS network reconstruction (11), the transition probability of I l is given by
To compute the objective function f n according to (17), we obtain the logarithm of the above transition probability (21) as log Pr I l â 13 , ...,â 1N = (1 −â 1l ) log(β T ) +â 1l log(2β T ) = log(β T ) +â 1l log(2).
If solely the transition I l occurred once, then it follows from (22) that the linear cost of (18) would equal g l = log(2) > 0.
A.3 Setting the Linear Costs to a Negative Value
In order to set the coefficients g l , corresponding to the terms g lâ1l in the objective function of (18), to a negative value g l < 0, we construct the following special case of a constant transition (4). The linkâ 1l appears in the probability for the constant transition (4) if node 1 is susceptible and node l is infected (x 1 [k] = 0 and x l [k] = 1). Hence, we define the transition
The transition C l is a special case of a constant transition (4) and its transition probability can be calculated as follows. From time k to time k + 1, the probability of the infection of a node m = l is Pr Node m gets infected at k + 1 x[k] = e l ,â 13 , ...,â 1N = β Tâml
The probability of an infection of a node at the time k + 1 is hence Pr A node gets infected at k + 1
sinceâ 12 = a 12 = 1 in the reduced-size SIS network reconstruction (11). The probability of the curing (2) of node l equals δ T . Thus, the probability for the constant transition (23) becomes
where
is constant with respect to the linksâ 13 , ...,â 1N and does not have to be considered in the optimisation problem (11). It holds that Pr C l â 13 , ...,â 1N is in [0, 1] for all link estimatesâ 13 , ...,â 1N , which implies that ξ > 0. To compute the objective function f n according to (17), we obtain the logarithm of the transition probability (24) as log Pr C l â 13 , ...,
If solely the transition C l occurred once, then it follows from (25) that the linear cost of (18) would equal g l = log 1 −
A.4 Connecting Viral State Transitions
In order to set the coefficients g l and g ij for more than one node l (or for more than one pair of nodes i and j), the transitions I ij , I l and C l must occur multiple times in the viral state sequence
for different values of l, i and j. Consider that one of the transitions I ij , I l or C l occurs from time k 0 to k 0 + 1 and that another (not necessarily different) of the transitions I ij , I l or C l shall occur from time k 0 + ∆k to k 0 + ∆k + 1 for some ∆k ≥ 1. For any connected adjacency matrix A ∈ A, there is a viral state sequence which transform the viral state x[k 0 + 1] at the end of one transition to the viral state x[k 0 + ∆k] at the beginning of another transition, as we show in the three steps below.
If the transition
is one of the infectious transition I ij or I l , then node 1 is infected at time k 0 + 1. In that case, we consider that node 1 cures from time k 0 + 1 to k 0 + 2. In the two steps below, replace formally time k 0 + 1 by k 0 + 2. (25) influence the values of the coefficients g l and g ij in the objective function (18). In order to give explicit expressions for coefficients g l and g ij , we would like to achieve that the viral state transitions from time k 0 +1 to k 0 +∆k do not have an influence on the values of any of the coefficients g l and g ij , such that their value is solely determined by the expressions (20), (22) and (25).
The expressions (20), (22) and
The coefficients g l and g ij correspond to addends in the objective function (18), which include the linksâ 1l ,â 1i andâ 1j , which are incident to node 1. A linkâ 1l , which is incident to node 1, appears in the expressions for the probability of a viral state transition For a network of six nodes, Figure 1 gives an illustration on how two infectious transitions, namely I 34 and I 6 , can be connected by the viral state sequence described in the three steps above.
A.5 Constructing the Complete Viral State Sequence
We consider that each of the viral state transitions I ij , I l and C l may occur multiple times, and denote the multiplicities by m ij , m 1l and m 2l , respectively. By T we denote a viral state transition that is of the kind I ij , I l or C l . (11), and thus the transition probabilities from time k 0 + 1 to k 0 + 7 can be stated without the dependency onâ ij . On the other hand, both transitions I 34 and I 6 do depend on the elementsâ ij . Since the transition I 34 from time k 0 to k 0 + 1 is an infectious transition, we consider that node 1 cures from time k 0 + 1 to k 0 + 2 according to step one in Subsection A.4. Then, following the description in step two and three of Subsection A.4, every node except node 1 becomes infected from time k 0 + 1 to k 0 + 4. Subsequently, the nodes 3, 4 and 5 cure from time k 0 + 4 to k 0 + 7 as required for the first state of the transition I 6 . In Subsection A.5, the viral state sequence from time k 0 + 1 to k 0 + 7 is also denoted by F(x[k 0 + 1], I 6 ), and its length is given by τ (F(x[k 0 + 1], I 6 )) = 6. m 1l and m 2l , is given in pseudo-code by Algorithm 1. We emphasise that if a non-zero multiplicity of a viral state transition is increased, then only the respective for-loop (e.g. line 18 to line 21 for the transition I l if its multiplicity m 1l = c = 0 is increased to m 1l = 2c for some c ∈ N) in Algorithm 1 is run more often. In particular, line 9 is not executed more often when the multiplicities of the viral state transitions are increased.
In the following, we show how the multiplicities m ij , m 1l and m 2l of the viral state transitions can be adjusted such that the reduced-size SIS network reconstruction (14) attains the form (11). For the viral state sequence x[1] , ..., x[n] given by the output of Algorithm 1, the coefficients g ij of the objective function (18) follow from the expression (20) for the probability of the viral state transition
Furthermore, the expressions (20), (22) and (25) 
T ← some element of Q ⊲ dequeue a transition T from Q
7:
Q ← Q \ {T} 8:
10:
if T = I ij for some (i, j) then
12:
for c = 1, ..., , m ij do 13: if T = I l for some l then if T = C l for some l then
24:
for c = 1, ..., , m 2l do 25:
end for
28:
end if 29: end while 30: n ← k − 1 j ≥ i + 1), I l and C l , respectively, yield the coefficients g l as
From (26) follows that
The values of the coefficients g ij of the zero-one UQP (14) have to be either −2 or 0, which we obtain from (26) by the two steps below.
1. We choose that the transition I ij either occurs never or, independently of the nodes i and j, m 0 times. Thus
where the binary variable r ij denotes whether the transition I ij occurs either never (r ij = 0) or m 0 times (r ij = 1). Then, the coefficients g ij , given by (26), become
2. We multiply the objective function (18) with a constant factor µ = −2/ log 3 4 > 0 and divide by m 0 , which yields the new objective functioñ
with the coefficients c ij = µg ij /m 0 , c l = µg l /m 0 and c const = µg const /m 0 . The maximisation of f n (â 13 , ...,â 1N ) is equivalent to the maximisation off n (â 13 , ...,â 1N ). As desired, the coefficients c ij attain the values −2 and 0 for r ij = 1 and r ij = 0, respectively.
From (27), (28) and (29), we obtain the coefficients c l of the new objective functionf n (â 13 , ...,â 1N ) as
Since g il = m 0 c il /µ, equation (30) is equivalent to
By defining
it follows that (31) is equivalent to (13). Hence, we have proved Lemma 6.
B Proof of Lemma 7
Equation (13) shows that the coefficients c l are determined by the numbers m 0 and m 1l of infectious transitions I ij and I l and by the number m 2l of constant transitions C l . The third addend η l in (13) is constant with respect to the number m 1l , m 2l and m 0 of occurrences of the viral state transitions I ij , I l and C l . We consider the two terms with which the coefficients m 1l and m 2l in equation (13) are multiplied and denote them by q 0 = λ + /m 0 and q 1 = λ − /m 0 . It holds that q 0 > 0 and q 1 < 0. Furthermore, if m 0 grows to infinity, then the absolute value of the two coefficients q 0 and q 1 becomes arbitrarily small. Thus, for a sufficiently large number m 0 of infectious transitions I ij , we can choose the number m 1l of infectious transitions I l and the number m 2l of constant transitions C l , such that the coefficient c l , given by (13), is arbitrarily close to any real number b l ∈ R.
C Proof of Lemma 8
We define the vector, which is composed of the optimisation variables of the zero-one UQP (6), as
Furthermore, we denote the objective function of the zero-one UQP (6) by
The coefficients c l given by (13) do not precisely equal the coefficients b l for any finite numbers of transitions m 0 , m 1l , m 2l . Instead, we have
with the error ε l on the l-th coefficient. The statement (15) implies that there is a finite number of transitions m 0 , m 1l , m 2l , such that the error terms ε l are bounded by an arbitrarily small ε max ∈ R + and may be chosen to be non-negative:
Thus, when the coefficients b l in (35) are replaced by the distorted coefficients c l in (36), the objective function f obj , given by (35), is replaced bỹ
More compactly, we obtainf
with the error vector ε = (ε 1 , ..., ε N ) T . Our aim is to show that the solutionỹ opt , or one of the solutions, to the zero-one UQP (6) , with the objective functionf obj given by (38), is also a solution to the original zero-one UQP (6) with the objective function f obj given by (35). Hence, the solutionỹ opt would also be a solution to the maximum cut problem. More precisely, we want to show that
where the set of solutions to the zero-one UQP (6) with the objective function f obj , given by (35), is denoted as S opt . We denote the value of the objective function f obj , given by (35), evaluated at one of the elements in S opt as
Furthermore, we define the gap from the optimal value f opt to the next largest value, that the objective function f obj attains, as ∆f = min
It holds ∆f ≥ 1, since the maximum cuts, given by the elements in S opt , contain at least one more link than any suboptimal cut. With the definitions above, we can show the statement (39) as follows. The equations (38) and (40) yield, for anyỹ opt ∈ S opt and any y ∈ S opt , that
where the inequality follows from (41). Since the optimisation variables y l are either 0 or 1, we havẽ y opt − y ≥ −u, where the inequality holds component-wise and u = (1, ..., 1) T ∈ R N denotes the all-one vector. As stated by (37), the error terms ε l are positive. Hence, we obtaiñ
where the last inequality follows from (37). From the inequality (42) we obtaiñ
D Proof of Lemma 9
The objective function of the full-size SIS network reconstruction (1) at time n 2 > n 1 satisfies
which follows from the Markov property of the SIS process. We adjust the second addend of (43) 
D.1 Enforce Existence of Links
We denote the set of links (i, j) ∈ L in the first statement of Lemma 9 bȳ
We aim to construct a viral state sequence such that the ML estimate (1) satisfies (A ML ) ij = a ij if the element of the true adjacency matrix is a ij = 1 for all links (i, j) ∈L. We make use of the following transition: If a node j gets infected at time k + 1 and only node i has been infected at time k, then there must be a link between node i and j. We define the infectious transition, followed by a curing of node i, as
The probability of the transition E ij follows from (3) and (2) as
We construct the viral state sequence x[n 1 + 1], ..., x[n 2 ] such that it contains E ij at least once for all links (i, j) ∈L. Then, it follows from (45) that if the underlying matrix has the element a ij = 1 but the solution candidateÂ contains a zero elementâ ij = 0 for any link (i, j) ∈L, then the objective function of (1) becomes zero: Pr x[1], ..., x[n 2 ] Â = 0. Thus, the solution A ML to the full-size SIS network reconstruction (1) with the objective function (43) has to satisfy
D.2 Enforce Absence of Links
We aim to construct a viral state sequence such that the ML estimate (1) satisfies (A ML ) ij = a ij if the element of the true adjacency matrix is a ij = 0. We observe the following: If solely a node l is infected at time k and the viral state x[k] does not change from time k to k + 1, then the existence of a link from node l to another node m becomes less probable, which follows from (4). For a node l ≥ 2, we define the constant viral state transition
The probability of the transition above follows from (4) as
We consider that the transition A l successively occurs κ l times from some time k 0 ∈ {n 1 + 1, ..., n 2 } to time k 0 + κ l . For ease of exposition and without loss of generality, we assume that k 0 = n 1 + 1. Hence, the transition A l multiply occurs from time n 1 + 1 to time n 1 + κ l + 1. Then, the probability of the transition sequence from time n 1 + 1 to n 1 + κ l + 1 follows from (48) as
The objective function of the full-size SIS network reconstruction (1) at time n 1 + κ l + 1 becomes
where the last equality follows from (48) and (49). By defining the degree of node l minus the element a 1l as
we finally formulate the objective function of the SIS network reconstruction (1) at time n 1 + κ l + 1 as
Based on the above formulation of the objective function (51), we will show that if the number κ l of occurrences of the transition A l is great enough, then the solution A ML to the SIS network reconstruction (1) satisfies (A ML ) ml = a ml for all nodes m ≥ 2.
Due to a ij = 1 ⇒â ij = 1 for i, j ≥ 2 as stated by (46), the ML estimate A ML has at least as many links between the nodes i, j ≥ 2 as the true adjacency matrix A. Thus, the degree d l (A) of node l of the true adjacency matrix A, given by (50) when replacingâ ml by a ml , is upper bounded by
Furthermore, since (A ML ) ij = a ij for i, j ≥ 2, we obtain d l (A ML ) = d l (A) ⇔ (A ML ) ml = a ml ∀m = 2, ..., N.
Finding a shortest 5 walk which traverses every link in a graph is known as the Chinese Postman Problem (CPP) or route intersection problem [16] . The CPP is solvable in polynomial time. Since every link (i, j) ∈L has to be traversed by an infection, we define the graphḠ = (N ,L) and denote the solution to the CPP as ((i 1 , j 1 ) , ..., (i r , j r )) = CPP Ḡ , where i 1 , ..., i r and j 1 , ..., j r denote the successive nodes of the walk, where i l+1 = j l , and (i l , j l ) ∈L denote the traversed links. Algorithm 2 illustrates in pseudo-code how the required viral state sequence x[n 1 + 1], ..., x[n 2 ] can be constructed.
D.3 Second Statement of Lemma 9
As given by the first statement of Lemma 9, the solutionÂ ML to the full-size SIS network reconstruction (1) with the objective function (57) has to satisfy (Â ML ) ij = a ij for (i, j) ∈L. Hence, the full-size SIS network reconstruction problem (1) at time n 2 becomeŝ A ML = arg max 
where the objective function follows from (43) and (57). Since the optimisation variablesâ ij in (58) are fixed to a ij for (i, j) ∈L, the optimisation takes place only with respect to the elementsâ 13 , ...,â 1N . Furthermore, the term ζ does not depend on the linksâ 13 , ...,â 1N and can be omitted in (58). By the formal replacement Pr x[1], ..., x[n 1 ] â 13 , ...,â 1N = f n 1 (Â) ifâ ij = a ij ∀(i, j) ∈L,
we obtain the second statement of Lemma 9.
E Proof of Theorem 10
To show that the optimisation problem (16) is NP-hard, we consider the addends in the sum of its objective function, which equal
where we used the fact that d l (A) = d l (Â) as stated Subsection D.2. The first addend in (59) is constant with respect to the linksâ 1m for all nodes m and thus the term has not to be considered in the optimisation problem (16). However, the second addend in (59) given byâ 1l χ l , where
is not constant with respect to the elementsâ 1m and has to be considered in the optimisation problem (16). Hence, the optimisation problem (16) 
