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Résumé
Le stockage de l’électricité est appelé à jouer un rôle croissant dans l’éco-
nomie électrique. En effet, la dérégulation et la déréglementation sont en
train de modifier en profondeur l’industrie électrique européenne. Les avan-
tages des systèmes de stockage sont nombreux : gestion de l’offre et de la
demande, gestion de l’énergie, qualité de l’électricité, intégration des éner-
gies renouvelables, etc. Depuis l’apparition de l’électricité, de nombreux
systèmes de stockage ont été développés ; ces systèmes sont basés sur la
mécanique, l’électricité ou l’électrochimie. Pour les installations de grandes
puissances, les systèmes de pompages et turbinages sont les plus répandus.
Malheureusement, les emplacements adéquats et disponibles sont de plus
en plus rares aujourd’hui. Evidemment, d’autres techniques ont été déve-
loppées : les volants cinétiques, le stockage par air comprimé, les superca-
pacités, les inductances supraconductrices ou encore les batteries avancées.
Parmi elles, les électrolyseurs réversibles ont un potentiel certain dans le
domaine du stockage stationnaire de puissance.
Dans le cadre de ce travail ambitieux, un modèle original et multi-
physique d’un électrolyseur réversible au vanadium a été réalisé sur la
base des principes d’électrochimie, de thermodynamique et de mécanique
des fluides. En effet, l’énergie est stockée par une réaction électrochimique
dans l’électrolyte qui est pompé depuis le réservoir jusque dans la pile.
Ainsi, ce système de stockage offre une modularité entre la puissance dis-
ponible et l’énergie stockée.
Dans un premier temps, un modèle électrochimique de la pile a été réa-
lisé sur la base des principes de l’électrochimie. Ce modèle détermine tout
vii
d’abord la tension d’équilibre à partir des concentrations de vanadium ; à
cette valeur doit être soustrait les surtensions d’activation, de concentra-
tion, les pertes ohmiques et ioniques. Les concentrations dans le réservoir
sont déterminées en tout temps ainsi que leurs variations à l’intérieur des
cellules en fonction du courant et du flux d’électrolyte. Un modèle simplifié
des pertes électrochimiques est également proposé.
Les performances électrochimiques de l’électrolyseur sont ensuite éta-
blies à travers la simulation d’un système isolé composé d’un électrolyseur,
d’un panneau solaire et d’une charge. Le modèle permet de déterminer les
flux de puissance, la tension de l’électrolyseur ainsi que les concentrations
de vanadium sur une période de 24 heures. Une série de charge et décharge
à courant ou puissance constant nous a permis d’établir les rendements
électrochimiques de l’électrolyseur.
Les propriétés de l’électrolyte sont ensuite brièvement discutées ; en par-
ticulier leur dépendence vis-à-vis de la composition de l’électrolyte. En
effet, la viscosité et la densité sont des variables importantes du modèle
mécanique développé dans la suite de ce travail.
Afin de déterminer les pertes mécaniques liées à la circulation de l’élec-
trolyte, un modèle basé sur la mécanique des fluides est proposé. Ce modèle
comporte une partie analytique qui détermine les chutes de pression à l’in-
térieur des tuyaux et réservoirs ainsi qu’une partie numérique. En effet, la
complexité du circuit hydraulique à l’intérieur de la pile ne permet pas une
description analytique ; c’est pourquoi un modèle basé sur la méthode des
éléments finis est utilisé. Il est ainsi possible de déterminer la puissance
mécanique nécessaire au fonctionnement de l’électrolyseur.
Ces deux modèles sont ensuite assemblés afin de former le modèle com-
plet du système de stockage. Il permet alors de comparer les performances
de différents modes de fonctionnement. En effet, il existe à courant constant
un débit qui permet d’optimiser le rendement de l’électrolyseur. Une nou-
velle série de charges et décharges permet d’établir le rendement de ces
modes de fonctionnement. Ensuite, le mode de fonctionnement à puis-
sance constante est également abordé en détail et finalement un point de
fonctionnement optimal est mis en évidence.
Mots clés
Electrolyseur réversible au vanadium, modélisation, stockage de l’élec-
tricité, électrochimie, mécanique des fluides, optimisation
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Summary
Today, the electricity industries are facing new challenges as the market is
being liberalized and deregulated in many countries. Electricity storage is
undoubtedly a disruptive technology that will play, in the near future, a
major role in the fast developing distributed generations network. Indeed,
electricity storage has many potential applications: management of the
supply and demand of electricity, power quality, integration of renewable
sources, improvement of the level of use of the transport and distribution
network, etc. Over the years, many storage technologies have been in-
vestigated and developed, some have reached the demonstrator level and
only a few have become commercially available. The pumped hydro fa-
cilities have been successfully storing electricity for more than a century;
but today, appropriate locations are seldom found. Electrochemical stor-
age is also an effective means to accumulate electrical energy; among the
emerging technologies, the flow batteries are excellent candidates for large
stationary storage applications where the vanadium redox flow battery
(VRB) distinguishes itself thanks to its competitive cost and simplicity.
In this ambitious work that encompasses the domains of electricity, elec-
trochemistry and fluid mechanics, we have proposed a novel multiphysics
model of the VRB. This model describes the principles and relations that
govern the behaviour of the VRB under any set of operating conditions.
Furthermore, this multiphysics model is a powerful means to identify and
quantify the sources of losses within the VRB storage system; indeed,
one of the purposes of this study is to propose strategies of control and
operation for a greater effectiveness of the overall storage system.
The electrochemical model is based on the electrochemical principles and
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the study of the VRB chemistry; this model determines the equilibrium
voltage from the vanadium concentrations, and the associated activation,
concentration, ohmic and ionic overpotentials. Furthermore, the vanadium
concentrations within the tank and the stack are constantly determined as
a function of the current and the electrolyte flowrate. A simplified model
of the internal loss is also proposed.
The electrochemical performance was then established through the sim-
ulation of a stand alone system composed of a solar source, a VRB and
a load. The model determines the stack voltage, the power flows and the
vanadium concentrations over a 24 h period. Furthermore, the model was
successfully compared with experimental data through a series of charge
and discharge cycles at constant currents.
Thereafter, the properties of the electrolyte are briefly investigated: in
particular their dependence upon the electrolyte composition. Indeed,
the viscosity and the density are important parameters of the mechanical
model.
In order to analyse the battery performance, a mechanical model has
been proposed to determine the mechanical power required to flow the
electrolytes. This model based on fluid mechanics has an analytical part
that predicts the pressure drop within the pipes and the tanks, and a nu-
merical part. Indeed, the stack geometry is so complex that it can not be
described analytically; therefore, a numerical model based on finite ele-
ment method (FEM) is proposed. Hence, the mechanical power necessary
to the battery operation is obtained at any operating conditions.
The electrochemical and the mechanical models are finally assembled to
form the original multiphysics model of the VRB. This model provides a
good insight of the battery operation and offers a powerful means to en-
hance the battery performance. Indeed, there is at constant current an op-
timal flowrate that maximizes the efficiency. A second series of charge and
discharge cycles has determined the efficiency of different control strate-
gies. Finally, the battery operations at constant power were also discussed
in details and an optimal operating point has been highlighted.
Keywords
Vanadium redox flow battery, flow battery, electricity storage, modeling,
electrochemistry, fluid mechanics, optimization
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Chapter 1
Electricity Storage: Why and How?
1.1. A Trend Towards Electricity Storage
Liberalization and deregulation in the electricity industry bring new chal-
lenges. Large centralized power plants will be complemented by dis-
tributed generation; the increasing amounts of distributed generation will
require changes in the technology managing the transmission and distribu-
tion of electricity. Thus there will be a growing need for network operators
to manage more actively the network: electricity storage system (ESS) will
be a major tool for this purpose.
Distributed generation is a new trend in the generation of heat and
electrical power; it refers to the placement of individual, smaller sized
electric generation units at residential, commercial and industrial sites
(Fig. 1.1). Examples of distributed generation units (DGU) are small gas
turbines, fuel cells, photovoltaic (PV) cells and wind turbines. In the case
of gas turbines and fuel cells, the heat that would normally be lost as a
waste of energy can easily be harnessed to perform other functions, such
as powering a boiler or space heating: this is known as combined heat and
power (CHP) system.
Distributed generation systems with CHP can be very efficient, using
up to 90% of the potential energy in the fuel they consume. And the
shortened distance between the generation and the consumer diminishes
the transport losses. On the other hand, the load of a centralized struc-
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Figure 1.1.: Today’s centralised generation vs. tomorrow’s distributed
generation.
ture changes slowly, thanks to the averaging effect of a large amount of
consumers. This is not the case in a distributed structure, where fewer
consumers are connected to a single generation units; this load can impose
large and fast power fluctuations. Because production has to always equal
the consumption, the generation unit needs to quickly follow the load.
Thus, the power quality will be strongly affected by generation unit not
able to follow the fast changing load. Once again, ESS will play a major
role in increasing the power quality [1, 2].
High efficiency is achievable when the generator runs at nominal power:
partial load results in low efficiency and high emission of pollutants. ESS
levels the load by absorbing or furnishing power to the network; thus,
generators are working at their nominal power and the fluctuation of the
load is absorbed by the ESS.
Renewable energies such as wind turbines and PV cells have a fluctuat-
ing power output due to the variability of the wind speed or sun intensity.
The utilization of such energy sources requires suitable energy storage
systems since the offer and the demand of energy are more or less uncorre-
lated. Renewable energy sources integrating an ESS have a stability equal
2
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to conventional systems: the economical value of the energy is strongly
increased by this high availability.
Indeed, renewable sources with prediction errors and variable produc-
tion, like wind and solar power, are not dispatchable and must run when
available; the power from these sources is generally sold to grid operators
for less than power available on demand. As renewable supplies become
increasingly popular, this difference in price opens an increasingly large
economical opportunity for ESS.
ESS bring additional benefits to the network such as bulk electricity
price arbitrage, ancillary services, transmission support, demand charge
management, and many more discussed in the next section.
Economically, the large domain of applications offers many opportuni-
ties for innovative technologies; the ESS market has been estimated at
60 billions dollars [3].
1.2. The Benefits of Electricity Storage
Energy storage became a major concern with the introduction of electric-
ity. Unlike the other common power sources, such as natural gas, coal or
petroleum, electricity has to be used whenever it is generated. This means
that changes in demand are difficult to deal with, without either cutting
supplies at times, or having expensive excess capacities (spinning reserve).
ESS have a wide range of potential applications: an application is de-
fined as a specific way that energy storage is used to satisfy a specific need
[2, 4]. The main applications are introduced in this section.
Over short time periods, the requirement is essentially power quality
control. Energy storage system can rapidly absorb or generate reactive
power to maintain transmission system voltages stability. They also pro-
vide spinning reserve to maintain the system frequency.
Over longer periods of time, the requirements become those of energy
management (arbitrage) or provision of a contingency against an undesired
event. Energy storage can be used to provide real power in the case of
transport and distribution (T&D) failure or to energize part of a grid
without outside assistance after a blackout has occurred.
Increased active management will bring additional benefits for con-
sumers in terms of the introduction of greater choice with regard to energy
supply services and greater competition. However, the switch to more ac-
tive management may be a difficult one; distribution networks are a natural
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monopoly and are thus tightly regulated to ensure that they do not draw
excess profits at the expense of the consumer.
1.2.1. Bulk Electricity Price Arbitrage
Arbitrage is a business operation involving the purchase of foreign ex-
change, gold, financial securities, or commodities in one market and their
almost simultaneous sale in another market, in order to profit from price
differentials existing between the markets [5].
Hence, arbitrage applied to the electricity market involves the purchase
of inexpensive electricity available during periods of low demand and its
resale during period of strong demand and higher price. In consequence,
ESS balance the fluctuations between the supply and the demand of elec-
tricity.
And since the price differential happens everyday, daytime electricity is
always more expensive than nighttime electricity, therefore bulk electricity
price arbitrage is almost a risk-free operation if the price differential is
larger than the storage cost.
1.2.2. Electricity Demand Management at Customer Level
Electric utilities often charge their commercial and industrial customer a
demand charge associated with a given peak load (kW). In order to reduce
their overall cost, energy end-users can use an ESS to reduce their peak
load, and thus, the associated demand charge.
This first application is called peak shaving and consists of storing elec-
tricity during low demand period and using it during the peak period to
reduce the peak height. Peak shaving is illustrated in Fig. 1.2.
On a shorter and more repetitive time scale, peak shaving can be applied
to the transportation systems. Indeed, ESS can smooth the short bursts of
power on the distribution network produced when electrical vehicles brake
or accelerate; in addition, elevators are also good candidates for this type
of applications [6].
The second type of electricity demand management is the time-of-use
electricity cost management. In fact, electricity prices are divided into
categories (off-peak, mid-peak and on-peak) with different prices for dif-
ferent periods. In the same way as bulk electricity arbitrage, but at a
smaller scale, end-users can take advantage of the price differential by
4
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Figure 1.2.: Load profiles (A) without storage, (B) with load leveling and
(C) peak shaving.
storing electricity during off-peak period: load leveling is a good example
of time-of-use cost management and is illustrated in Fig. 1.2.
1.2.3. Ancillary Services
Ancillary services are those functions performed by the equipment and
people that generate, control and transmit electricity in support of the
basic services of generating capacity, energy supply and power delivery
[7]. The Federal Energy Regulatory Commission (FERC) defines such ser-
vices as those services necessary to support the delivery of electricity from
seller to purchaser while maintaining the integrity and reliability of the
5
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interconnected transmission system [2].
FERC has defined a list of key ancillary services [2, 7] for bulk-power
reliability and support of commercial transactions. Naturally, ESS are
able to provide many of those services. And thus, their economical values
are greatly enhanced from this large range of potential services. Ancillary
services that ESS can provide are given below:
• Reactive supply and voltage control : The injection or absorp-
tion of reactive power to maintain the transmission system voltages
within the required ranges.
• Regulation : Minute-by-minute generation/load balance within a
control area to meet standards.
• Spinning reserve: Generation capacity that is synchronized to the
grid but unloaded and that can respond immediately to compensate
for generation or transmission outages.
• Supplemental reserve: Generation capacity that may be off-line
or curtailable load that can respond within 10 minutes to compensate
for generation or transmission outages.
• Load following : Meeting hour-to-hour and daily load variations.
• Energy imbalance: Correcting for mismatches between actual and
scheduled transactions on an hourly basis.
• Backup supply : Generation available within an hour, for backing
up reserves or for commercial transactions.
• Real power loss replacement : Generation that compensates for
losses in the transport and distribution (T&D) system.
• Black start : Ability to energize part of a grid without outside
assistance after a blackout has occurred.
• Network stability : Real-time response to system disturbances to
maintain system stability or security.
Other non-related to energy storage ancillary services are the system
control and the dynamic scheduling.
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1.2.4. Generation Capacity Upgrade Deferral
Whenever the capacity of electric generation becomes tight, ESS can be
used to defer and/or reduce the need to install a new generation unit in a
certain area. Indeed, storage is used in lieu of adding generation capacity
as it is illustrated in Fig. 1.3. Additional benefits of the storage solution
are a better utilization of the capacity of the generation unit and probably
a higher efficiency.
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Figure 1.3.: Generation capacity upgrade deferral. Left, the load is met
with an additional generation unit. Note that this second unit is seldom in
service. Right, the generation unit is supplemented with an ESS allowing
a better utilization of the generation capacity.
1.2.5. Transmission and Distribution Support
In many areas, transmission capacities are not keeping pace with the
growth in peak electricity demand so the T&D systems are becoming con-
gested. The construction of an additional power line could be cancelled or
postponed following the same approach than for the generation capacity.
Indeed, the installation of an ESS downstream from the overloaded T&D
line will relieve the power line during period of congestion by storing a
part of the transported energy during a period of low demand. This is
illustrated in Fig. 1.4.
Furthermore, ESS reduce the requirements of transmission capacity
since networks are designed and built to carry the expected peak load,
7
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Figure 1.4.: Transmission upgrade deferral with the addition of a second
line (left) or an ESS (right).
which often only exists for a small part of the annual operating cycle.
Thus, the utilization of assets is increased with ESS.
Finally, ESS may be used to improve the transmission and distribu-
tion systems performance by compensating for electrical anomalies and
disturbances such as voltage sag, unstable voltage and presence of sub-
synchronous resonance. The result is a more stable system.
1.2.6. Electric Service Reliability and Power Quality
Electric service reliability and power quality are two important applica-
tions at the customer level.
Reliability
Customers expecting a highly reliable electric service might consider an
ESS to protect themselves against a complete power outage. In that event,
the storage system provides enough energy either to:
• ride through outages of extended duration
• complete an orderly shutdown of processes
• transfer to on site resources
8
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Power Quality
A high power quality can be achieved with an ESS that protects the
loads downstream against short duration events which affect the quality
of power. Some manifestations of poor power quality include:
• variations in voltage magnitude
• frequency variations
• low power factor (voltage and current excessively out of phase)
• harmonics (currents or voltages at frequencies other than the pri-
mary frequency)
• interruptions in service, of any duration, from a fraction of a second
to minutes
1.2.7. Renewable Capacity Firming and Energy Time-Shift
On the open market, a producer offers a certain amount of renewable power
for a certain period of time. Since this is a firm offer, a penalty is due when
the producer is not able to supply the power; the producer sometimes
protects himself with a backup generation unit. The International Energy
Agency (IEA) has found that, in some extreme cases, for every 100 MW
of wind power, 100 MW of fossil, nuclear or hydroelectric power is needed
as backup to run the transmission grids reliably [8]. Obviously, ESS are
excellent candidate for this backup task.
Furthermore, an ESS might be charged with energy from renewable
sources during periods when demand for electricity is low (and thus its
value). In that case, the ESS time-shifts the energy delivery and thus,
allows the producer to sell firm green power at a generally premium rate.
1.3. How to Store Electricity
In the previous sections, we have been through the wide spectrum of ESS
applications, we are now ready to explore the different means to store
electricity. Over the years, many energy storage technologies have been
developed; some, like the pumped hydro facilities, with great success while
others are still struggling to breakthrough.
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All have different characteristics, their own advantages and disadvan-
tages depending on the considered applications. These technologies can
be divided in three main categories:
• mechanical storage systems
• electrical storage systems
• electrochemical storage systems
We will discuss these categories in the following sections while keeping
in mind that we are considering power applications.
1.3.1. Mechanical Storage Systems
Watermills were used by Greeks and Romans to harvest the mechanical
power of water; later, system of reservoirs and dams were built to store
and release water whenever it was needed; later flywheels were added to
smooth the output power.
Modern mechanical storage systems are based on the same ideas; in-
deed, the potential energy of water is used in pumped hydro facilities, the
flywheels employ kinetic energy and compressed air energy storage sys-
tems take advantage of pneumatic energy. These modern technologies are
described in the next three sections.
Pumped Hydro Facilities
Potential energy storage systems are today the most widespread ESS in
use for power network applications. Worldwide, there are 285 pumped hy-
dro power plants installed, representing a total installed power of 75 GW
[9] which is about 3% of the global generation capacity. Their main ap-
plications are for energy management, frequency control and provision of
reserve.
Pumped hydro was first used in Italy and Switzerland in the 1890’s;
by 1933 reversible pump-turbines with motor-generators were available.
Today, adjustable speed machines are used to improve the efficiency.
Pumped hydro facilities are available at almost any scale with discharge
times ranging from several hours to a few days and their efficiencies are
in the 70% to 85% range. In addition, they are characterized by long
construction time and high capital cost.
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One of the major problems related to building new storage installa-
tions is of ecological nature. Indeed, appropriate locations are seldom
found; therefore, the trend is actually to upgrade existing installations
with existing cascaded basins. These facilities are complemented with new
pump/turbines, enabling a bidirectional pump-storage operation of several
hundreds MW. For example, two major upgrade projects are envisioned
in Switzerland: Linth Limmern and Nant-de-Dranse [1].
The pumped hydro facilities consist of two water reservoirs separated
vertically (Fig. 1.5) and use a basic principle: electricity is stored by
pumping water from the lower reservoir into the upper reservoir and is
generated when the water flow is reversed. Some conventional dam hydro
plants have a storage capability and can be dispatched as virtual pumped
hydro facilities by deferring the output until needed.
pump and generator
upper
reservoir
lower
reservoir
Figure 1.5.: Principles of a pumped hydro plant.
Unusual techniques such as open sea facilities or underground pumped
storage have also been investigated; underground installations use flooded
mine shaft or other cavities as reservoir. A demonstrator of the open sea
technology has been built in Japan in 1999 and uses the sea as the lower
reservoir [10].
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Flywheels
Modern flywheels, like those installed on ancient watermills, are made of
massive rotating cylinders that store kinetically the energy. The main
differences being the spinning velocity, more than 20’000 rpm for modern
technologies, and strong materials, such as steel or composite materials,
that have replaced earlier materials.
Flywheels are connected to a motor/generator that, through some power
electronics, interacts with the utility grid (Fig. 1.6). A low vacuum en-
vironment and magnetic bearings are used to reduce the drag and wear,
thus increasing the efficiency and lifetime.
Motor / 
generator
Magnetic 
Bearings
Composite
Rim
Hub
Vacuum
Housing
Figure 1.6.: Components of a flywheel (sources: [11] and [12]).
Advantages of flywheels are high efficiency, low maintenance, long life
(20 years or 30’000 cycles) and environmentally friendly material. Fly-
wheels applications are mainly focused on energy storage during a short
time (bridging of voltage sags, smoothing a load profile, constant power
output of wind turbines).
Today, 2kW, 6 kWh systems are deployed for uninterruptible power
supply (UPS) applications. In the future, a flywheel farm approach may
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provide a solution for frequency regulation on the electricity grid [11].
Compressed Air Energy Storage
Compressed air energy storage (CAES) is the last family of mechanical
storage system introduced in this work; the idea of a pneumatic motor
appears with the industrial revolution, but we had to wait until the sec-
ond half of the twentieth century to see the first application of electricity
storage.
The working principle of CAES is simple: basically, a pneumatic motor
compresses the air inside an air tank to charge the CAES and electricity
is produced when air is released through the pneumatic motor driving a
generator. True CAES systems, as opposed to CAES coupled with a gas
turbine, are based on thermodynamics, especially the isothermal cycle.
They are currently developed at the Laboratoire d’Electronique Industrielle
(LEI) (Fig. 1.7) combined with a supercapacitive auxiliary storage device
[13].
Figure 1.7.: Experimental setup of the hydraulic/pneumatic storage facil-
ity (LEI, EPFL).
Economically, a comparison based on the Golden Valley NiCd batteries
storage system (40 MW, 13.3 MWh) found that CAES (air tank) is three
times cheaper than lead-acid batteries storage (9.91 Me instead of 30 Me)
[14]. Moreover, CAES is environmentally friendly as it contains no toxic
material.
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CAES is also a sustainable technology from which developing countries
will particularly benefit when coupled with a renewable source. Indeed,
CAES maintenance is low and its lifetime is long even under heavy envi-
ronmental conditions. Actually, the lead-acid batteries installed in Africa
with PV generation have a very short lifetime (sometimes less than 1 year),
making their operating cost very high for these small communities.
CAES Coupled with a Gas Turbine
There is a second category of CAES coupled with a gas turbine which is
not truly an energy storage: it is a peaking gas turbine power plant that
consumes less than 40% of the gas used in a conventional gas turbine to
produce the same amount of electricity. Unlike conventional gas turbines,
where roughly 66% of their input fuel is used to compress air at the time
of generation, low-cost electricity is used to pre-compress air into an un-
derground cavern. During the generation phase, the pre-compressed air is
preheated through a heat recuperator, then mixed with gas and burned
to feed the turbine in order to produce electricity during peak demand
(Fig. 1.8).
Motor / GeneratorCompressor Turbine
Heat recuperator
Underground storage cavern
compressed air compressed air
hot exhaust air
air fuel
Figure 1.8.: Principle of a CAES coupled with a gas turbine.
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Their advantages are long time (more than one year) energy storage and
a relatively fast start-up time (9 to 12 min) which makes them suitable
for grid operation. Their main drawback is their reliance on a particular
geological structure, which substantially limits the usability of this storage
system [14].
The first commercial CAES is a 290 MW unit built in Hundorf, Ger-
many in 1978. The second commercial CAES is a 110 MW unit built in
McIntosh, Alabama in 1991. The construction took 30 months and cost
$65M ($590/kW) [11]. An additional 2700 MW facility was planned in
Norton, Ohio.
1.3.2. Electrical Storage Systems
Previously, we have seen that the mechanical storage systems are based
on simple principles; in the next sections, we will see that this is also the
case for the electrical storage systems. Recently, new storage technologies
have emerged, thanks to breakthroughs in superconductivity and material
science. Simplicity comes from the fact that they are based on two of the
main passive electrical components: capacitors and inductors.
Indeed, superconductivity enables the storage of electricity in the mag-
netic field of large inductors with minimal loss, and new materials have en-
abled the emergence of capacitors with extraordinarily high capacitances:
the supercapacitors are able to store large amount of electrostatic charges.
Superconducting Magnetic Energy Storage
Superconducting magnetic energy storage (SMES) systems store energy
in the magnetic field, created by the flow of direct current, of a large
superconducting coil. At low temperature, the current encounters almost
no resistance in superconducting materials: this enable the coil to carry
large current with very low loss for long period of time. The major loss
during storage is the energy required to maintain the superconducting coil
at low temperature [15]. Fast response capability of SMES makes them
commonly devoted to improving power quality. SMES is currently used
for short duration energy storage.
Low temperature SMES (2 kW, 8 s) cooled by liquid helium are commer-
cially available. Larger facilities have been built in the US up to 2.5 MW
[17]. High temperature SMES cooled by liquid nitrogen is still in the de-
velopment stage and may become a viable commercial ESS in the future.
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Figure 1.9.: 200 kW, 8 s SMES (source: [16]).
SMES operation and lifetime are not influenced by the number of duty
cycles or the depth of discharge. High overall efficiency (about 90%) has
been reported in [18]. One of the major remaining problems is still its
price.
Supercapacitor
The supercapacitor (SC) possess a very high capacitance, up to several
thousands Farads, in a small package. SC can deliver high power in a very
short time, but their amount of energy stored is low. In a way, SC bridges
the gap between classical capacitors and batteries in terms of power and
energy density.
SC is an electrochemical double layer capacitor consisting of two elec-
trodes immersed into an electrolyte and separated by a separator [20].
Although the double layer is formed through the movement of anions and
cations in the electrolyte (Fig. 1.11), we distinguish the supercapacitors
from the electrochemical storage systems discussed in the next sections be-
cause no electrochemical reaction occurs in the supercapacitors. Indeed,
the energy storage is by means of an electrostatic charge, purely physical
and highly reversible like a conventional capacitor.
Unlike the electrochemical battery, there is very little wear and tear
induced by cycling and age does not affect SC much: SC can withstand
over a million of charge and discharge cycles [19]. A single SC has a typical
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Figure 1.10.: 3000 F supercapacitor and supercapacitor modules
(source: [19]).
voltage of a few volts; to operate at higher voltages, SC are connected in
series. On a string of more than three capacitors, voltage balancing is
required to prevent any cell from reaching overvoltage.
SC are not intended to replace batteries, but to complement them in
handling their disadvantages in power delivery. They are ideal for appli-
cations requiring high peak power discharge for a few milliseconds up to
several minutes. Examples of SC applications are: bridging short power
interruptions (UPS), improving the current handling of a battery or a
generator (SC can reduce the fuel consumption of a diesel train by 44%
[21]), energy feeders for weak networks (for example trolley-buses supply
[22, 23]) and many more.
1.3.3. Electrochemical Storage Systems
In 1800, Alessandro Volta invented the first modern electric battery: the
voltaic pile. Since then, much progress has been made, batteries have
evolved from non-rechargeable primary cells to rechargeable secondary
cells. Today, electrochemistry is commonly used to store electricity in con-
sumer electronics; moreover, larger power applications based on advanced
batteries have been developed and successfully implemented.
Batteries are the core of the electrochemical storage systems; they con-
sist of two types of electrochemical devices: galvanic cells and flow cells.
Over the years, many designs have been proposed using different chem-
icals. Each design has its own advantages and drawbacks. In the next
sections, we will discuss first some common galvanic batteries and then
17
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Figure 1.11.: Principles schematics of a capacitor, a supercapacitor and a
battery. In the capacitor, the charges are simply stored in two electrodes
separated by a dielectric material. In the supercapacitor, the charges are
stored in porous activated carbon and, together with the ions dissolved in
the electrolyte, they create the electrolytic double layers. In the conven-
tional battery, the electrons are stored in the electrode material through
an electrochemical reaction. The reduction and oxidation reactions are
discussed in more detail in section 2.2.3.
present the flow batteries.
In general, batteries and advanced batteries can respond to changes in
power demand within microseconds. Batteries usually have low standby
losses and can have high energy efficiency, depending on the application
and the details of the operation. However, most batteries contain toxic
materials; hence their ecological impact from uncontrolled disposal must
always be considered.
Lead-Acid Batteries
Lead-acid is one of the oldest and most developed battery technologies; it
was invented by the French physician Gaston Planté in 1859. Materially,
lead-acid batteries consist of a series of cells connected together, each cell
18
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Figure 1.12.: Alessandro Volta 1745 - 1827 (source: [24]).
having a 2.1 V nominal voltage. A cell is made of two electrodes, one of
lead metal (Pb) and the other of lead oxide (PbO2), placed in a sulphuric
acid electrolyte (H2SO4). These batteries have an energy density around
35-55 Wh/kg.
Figure 1.13.: Gaston Planté 1834-1889 (source: [24]).
Lead-acid batteries are a low cost and popular storage choice for power
quality, UPS and some spinning reserve applications. Its application for
energy management, however, has been very limited due to its short cy-
cle life and its inability to withstand deep discharges. Nevertheless, they
have been used in a few commercial and large-scale energy management
applications: the largest ones are a 10 MW, 40 MWh system in Chino, Cal-
ifornia, built in 1988 (Fig. 1.14) and a 20 MW, 14 MWh system installed
in Puerto Rico in 1994. Lead-acid are relatively inexpensive to purchase
but their operational costs can be high due to frequent maintenance and
replacement of cells [25].
Indeed, a full discharge causes extra strain, and each cycle robs the
battery of a small amount of capacity. Depending on the depth of discharge
19
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Figure 1.14.: 10 MW, 40 MWh lead-acid storage system in Chino, Cali-
fornia (source: [11]).
and operating temperature, lead-acid provides between 200 to 1800 charge
and discharge cycles [13, 26]. But fortunately, they have a good electrical
efficiency, 75 to 80% [27].
Sodium Sulphur Batteries
The sodium sulphur (NaS) technology was introduced in the 70s. At that
time, it was an attractive candidate for electric vehicle applications and
for large scale energy storage applications [28]. The market for the electric
vehicles vanishes in the mid-90s when economical analyses have shown that
the customers were not ready to purchase expensive pure battery-powered
vehicles in high volume. However, development of this technology for
stationary applications is still underway [27].
NaS battery consists of sulphur at the positive electrode, sodium at
the negative electrode as active materials, and β alumina (a sodium ion
conductive ceramic) which separates both electrodes (Fig. 1.15). This
hermetically sealed battery is operating at high temperature 290-380◦C ,
and its cell voltage is approx. 2 V at 300 ◦C.
The efficiency of the NaS system is 75% and its lifetime is assumed to
be 15 years or 2500 cycles [27, 29]. Actually, a NaS cell has an energy
density of 341 Wh/l and a module has a density of 145 Wh/l [30], this is
3-4 times higher than lead-acid batteries.
Load leveling, power quality and UPS are typical applications of the
NAS battery. This technology has been demonstrated at over 30 sites in
Japan totalling more than 20 MW [11]. The largest NaS installation is a
6 MW, 8 h unit for Tokyo Electric Power Company.
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Figure 1.15.: Principle of NaS battery, NaS cell and NaS battery module
(source: [29]).
Lithium-Ions Batteries
Pioneer work with the lithium battery began in 1912 under the direction
of Gilbert Lewis but the first non-rechargeable lithium batteries did not
become commercially available until the early 1970s. We had to wait until
the early nineties to see the first commercial rechargeable lithium-ion (Li-
ion) battery and a few years later the first Li-ion polymer battery.
Figure 1.16.: Gilbert Newton Lewis 1875-1946 (source: [24]).
Lithium is the lightest metal and has the greatest electrochemical po-
tential. Hence, Li-ion batteries have a high open circuit voltage in compar-
ison to aqueous batteries, i.e. the average cell voltage is 3.6 V. Further-
more, Li-ion batteries provide the largest energy density (300 - 400 Wh/l,
130 Wh/kg); this is typically 5 times greater than the standard lead-acid
batteries. Moreover, they have a long life cycle, 2500 cycles at an 80%
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depth of discharge [31, 32].
Nonetheless, mistreatments, such as overcharge or perforation, may
cause the batteries to explode. In that aspect, Li-ion polymer are more
robust than Li-ion batteries; their energy density is also higher.
While Li-ion batteries took over 50% of the small portable market in a
few years, there are some challenges for making large-scale Li-ion batter-
ies. The main hurdle is the high cost (above $600/kWh) due to special
packaging and internal overcharge protection circuits.
Metal-Air Batteries
The last galvanic batteries introduced in this work are the metal-air bat-
teries. They have a high energy density and are relatively inexpensive to
produce. Zinc, aluminium and lithium are common electrode materials for
metal-air batteries.
Zinc-air batteries have received the most attention due to their stability
and electropositivity. Zinc-air has an energy density of 130-180 Wh/kg or
130-160 Wh/l [27], a density comparable to the NaS batteries.
While the metal-air batteries are environmentally benign, they have a
huge disadvantage compared to other batteries: their energy efficiency
is low, around 50%. This comes from the difficulty to recharge these
batteries.
Another major issue is their short lifetime, 400 h or a few hundred cycles.
It is worthwhile to note that the metal-air batteries can be mechanically
recharged: the consumed metal being replaced, but this has no practical
value for electricity storage.
In conclusion, while the high energy density and low cost of metal-air
batteries may make them ideal for many primary battery applications, the
electrical rechargeability feature of these batteries needs to be developed
further before they can compete with other rechargeable battery technolo-
gies.
Flow Batteries
Flow batteries (FB) are the second category of electrochemical storage
systems; they are large energy storage devices that have a wide range of
potential applications in a distributed generation network. In the 70s,
NASA started to work on redox flow batteries (RFB) with the aim to
develop stationary energy storage applications [27, 33].
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The term redox battery is used for electrochemical systems where the
oxidation and reduction reactions involve only ionic species in solution
and where the reactions take place on inert electrodes. FB differ from
conventional batteries in two ways:
• the reaction occurs between two electrolytes, rather than between an
electrolyte and an electrode. Therefore, no electro-deposition or loss
in electroactive substances takes place when the battery is repeatedly
deeply cycled.
• Electrolytes are stored in external tanks and are circulated through
the cell stack.
FB are essentially comprised of two key elements (Fig. 1.17): the cell
stacks, where chemical energy is converted to electricity in a reversible
process, and the tanks of electrolytes where energy is stored. These two
elements are supplemented with the circulation and control systems that
respectively flows the electrolytes from the tanks to the electrochemical
cells and supervises the operation of the storage system.
An individual cell consists of a negative electrode and a positive elec-
trode separated by an ion exchange membrane. The electrolyte contains
one or more dissolved electroactive species. Important features of the FB
are the electrodes that do not take part in the reactions. Thus, there is no
loss of performance, as it is the case in most rechargeable batteries, from
repeated cycling that causes the deterioration of the electrode material.
The most significant feature of the FB is maybe the modularity of their
power (MW) and energy (MWh) ratings which are independent of each
other. In fact, the power is defined by the size and number of cells whereas
the energetic capacity is set by the amount of electrolyte stored in the
reservoirs. Therefore, FB can be optimized for either energy and/or power
delivery.
Further advantages are quick response times, a characteristic that they
share with other galvanic batteries and long life cycle, around 10’000 cy-
cles. FB are normally considered for large stationary applications, ranging
from a few kW to MW, in particular load leveling, peak shaving, power
quality, renewable energy storage and UPS.
FB are categorized by the chemistry of the electrolytes. Over the past
thirty years, several chemical couples have been investigated: Vanadium
Redox, Zinc Bromine, Polysulphide Bromide and Cerium/Zinc. Some of
23
1.4. TECHNOLOGY COMPARISONS
E
le
ct
ro
de
E
le
ct
ro
de
Tank
Reservoir
Anolyte
Tank
Reservoir
Catholyte
Pump Pump
C
at
io
n 
E
xc
ha
ng
e 
M
em
br
an
e
H+
+ -
V5+
4+V
3+
2+V
V
Figure 1.17.: The schematics of the vanadium redox flow battery.
these technologies are now available commercially and some are just emerg-
ing from development. M. Bartolozzi has done an historical bibliography
of the development of redox flow batteries [33].
1.4. Technology Comparisons
We have seen in the previous sections that many storage technologies are
available today to cover the wide spectrum of storage applications. But the
comparison of these various technologies is difficult because they all have
their own advantages and disadvantages, and to complicate this a little
more, these qualities depend on the considered application. Nevertheless,
three comparisons are presented in this work based on three important
characteristics:
• Power and discharge time ratings
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To increase the stored energy (kWh):
increase the size of the electrolyte tanks
To increase the power (kW):
increase the size or number of cells
Figure 1.18.: Flow batteries energy and power modularity.
• Capital cost
• Efficiency and lifetime
1.4.1. Power and Discharge Time Ratings
The storage technologies available today cover a wide range of power and
discharge time rating: from a few kW to a thousand of MW and from
seconds to days. This section gives a hint on their ratings that are shown
in Fig. 1.19. The technologies can be classified in two categories based on
the discharge time:
1. Short discharge time: Power quality and UPS are typical short
discharge time applications. Supercapacitors, flywheels and SMES
are able to provide almost instantly large quantity of energy during
periods of time ranging from seconds to minutes. Furthermore, they
can withstand the large number of duty cycles imposed by power
quality applications.
25
1.4. TECHNOLOGY COMPARISONS
D
is
ch
ar
ge
 ti
m
e
Power
1 KW 1 MW100 KW10 KW 1 GW10 MW 100 MW
H
ou
rs
M
in
ut
es
S
ec
on
ds
Super Capacitors
SMES
Flywheels
Flow Batteries Pumped Hydro
Lead Acid Batteries
Ni-Cd
CAESNAS Batteries
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2. Long discharge time: Power management is the typical long dis-
charge time application. Flow batteries, CAES and hydro power can
store large quantity of energy for very long period of time. Classic
batteries are often used for shorter discharge time applications. Note
that advanced batteries can also provide power quality and UPS ser-
vices.
Although some storage technologies can operate in both storage ranges,
it would not always be an economical solution.
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1.4.2. Capital Cost
Capital cost is probably one of the most important characteristics1, along
with the potential benefits, for the market acceptance of a new storage
technology. The cost profile of storage technologies depends on the power
and energy rating, and a balance has to be achieved between the cost and
the benefits. Therefore, a technical and economic analysis is required to
assess the cost of the storage system as the final cost and future benefits
depend on the considered applications and on the chosen technology.
We will introduce here some notions about the total ownership cost,
then compare the cost of various technologies and finally detail the capital
cost of a 2 kW, 30 kWh VRB.
A cost assessment of an ESS must at least include the three following
economic parameters and then compare them with the revenue from the
considered storage applications:
• Capital cost is the total cost needed to construct or purchase the
storage equipment. It includes the cost of financing.
• Operating and maintenance costmight have a significant impact
on the total ownership cost.
• Lifetime is also an economic parameter because equipments with
short lifetime need to be replaced more often.
Note that the costs are changing as the technologies evolve, some are
already mature, like the lead acid batteries, and other are still under de-
velopment. The costs of these technologies are expected to decrease when
produced at larger scale.
The Electricity Storage Association (ESA) compiled a chart of the spe-
cific cost per power unit and energy unit of various storage technologies.
The cost ranges in Fig. 1.20 include approximate values in 2002 and the
expected mature values. The battery costs have been adjusted to exclude
the cost of power conversion electronics and the cost per unit of energy
has been divided by the storage efficiency [11].
1Although the network stability might increase in importance as the network becomes
more and more decentralised and congested.
27
1.4. TECHNOLOGY COMPARISONS
C
os
t /
 e
ne
rg
y 
[$
/k
W
h]
Cost / power [$/kW]
100 300 30001000
Flywheels
(high power)
Flow batteries
Pumped
hydro
Lead-acid
batteries
CAES
10000
10
10
0
10
00
10
00
0
Ni-Cd
Supercapacitors
(long duration)
Supercapacitors
(high power)
NaS batteries
Flywheels
(long duration)
Figure 1.20.: Specific cost per power unit and energy unit for different elec-
tricity storage systems. These costs are changing as they evolve. The cost
ranges in this chart include approximate values in 2002 and the expected
mature values in a few years [11].
One MW Storage System Cost Comparison
The capital cost depends on the ESS capacity, in particular on its max-
imum power output (kW) and its energy storage capability (kWh). An
estimation of the specific cost per power unit and per energy unit is given
in Tab. 1.1. These costs are for installations in the range of a few dozen
to a few hundreds of kWh for the lead acid and NiCd batteries and of a
few MW, 8 to 12 h for the NaS and VRB batteries [34].
The capital cost comparison of the four technologies is presented in
Fig. 1.21; the costs of a 1 MW ESS as a function of the energetic capability
are calculated from the specific cost given in Tab. 1.1.
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NaS VRB Lead Acid NiCd
Specific cost per
power unit [e/kW ] 300 426 0 0
Specific cost per
energy unit [e/kWh] 192 100 225 1500
Table 1.1.: Specific cost per power unit or energy unit for different elec-
tricity storage systems. These costs are for installations in the range of a
few dozen to a few hundreds of kWh for the lead acid and NiCd batteries
and of a few MW, 8 to 12h for the NaS and VRB batteries [34].
The two most cost effective technologies are the lead acid battery and the
VRB, depending on the amount of stored energy. The lead acid battery is
competitive for small amount of stored energy, and then strongly penalized
at larger amount for the dependence between its power rating and its
energy storage capability.
On the other hand, the VRB is penalized by the cost of the stack de-
signed to meet the power requirement and becomes very attractive at
larger storage capacity, thanks to its modularity (see Fig. 1.18).
However, the choice of a specific technology must not only rely on the
capital cost, but also on the technology efficiency, operating and mainte-
nance cost, and lifetime. Economical success of a project depends also on
the intended applications and the economical environment.
Capital Cost of a 2 kW, 30 kWh Vanadium Redox Battery
To conclude this section on the capital cost, the detailed cost of a 2 kW,
30 kWh VRB based on an annual production of 1700 units, compiled by
Joerissen and al. in [35], are given in Tab. 1.2. The characteristics of
this battery are the following: 32 cells of 1100 cm2, a current density of
52 mA/cm2 and an electrode area of 1.75 m2/kW.
The electrolyte is the most expensive part of the battery, representing
more than half of its price. Unfortunately, the vanadium pentoxide V2SO4
is also used in the production of steel and its price is likely to follow the
rise of the raw materials market.
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Quantity Cost per unit Cost [e]
Activation felt 3.5 m2/kW 50 e/m2 350
Bipolar plates 65 e/kW 130
Flow frames, etc. 435 e/kW 870
Separator 2.1 m2/kW 25 e/m2 105
V2O5 1800 kg 13.6 e/kg 2448
Electrolyte preparation for 1800 kg
of V2O5 3 e/kg 540
Tanks 2 of 5500 l 185 e 370
Pumps 2 160 e 320
Battery management system 1 500 e 500
Total cost 5633
Table 1.2.: Cost estimation for a 2 kW, 30 kWh VRB system based on an
annual production of 1700 units. The characteristics of this battery are: 32
cells of 1100 cm2, current density 52 mA/cm2, electrode area 1.75 m2/kW
and V2O5 energy density 6.0 kg/kWh [35].
30
1.4. TECHNOLOGY COMPARISONS
0 1 2 3 4 5 6 7 8 9 10
0
200'000
400'000
600'000
800'000
1'000'000
1'200'000
1'400'000
1'600'000
1'800'000
2'000'000
Stored energy [MWh]
Co
st 
[€
]
Cost comparison for a 1 MW battery storage system
 
 
NaS
VRB
Lead acid
NiCd
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1.4.3. Efficiency and Lifetime
Finally, comparing the efficiency and the lifetime is a tricky task because
they are strongly influenced by the operating condition of the battery.
For example, deep discharge and harsh environment, among other factors,
tend to reduce the lifetime and the efficiency, but some technologies are
less sensible than others.
The efficiency is also altered by the charge and discharge mode, a gentle
cycle often has a better efficiency than a deep discharge at full power, but
once again, this is not true for all technologies: SMES need a constant
power to refrigerate its coil, negatively affecting its efficiency at low power
and low duty cycle.
Fig. 1.22 shows the efficiency and the lifetime for different storage tech-
nologies. Conventional batteries like the lead acid batteries and NaS bat-
teries, have shorter lifetime because their electrodes are participating in
the redox reaction and therefore wear out faster than other technologies.
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Although the supercapacitors have the highest efficiency and lifetime,
they do not qualify for most of the applications due to their low amount
of energy stored. In fact, they are often an ideal complement to other
technologies in handling their disadvantages in power delivery.
The efficiency and lifetime both affect the overall cost of a storage sys-
tem. Indeed, low lifetime technologies are worn out faster and need to be
replaced more often, thus increase the operating cost. The same conclu-
sion is drawn for low efficiency applications where the effective energy cost
increases as only a fraction of the stored energy is utilized.
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1.5. The Vanadium Redox Battery
We have seen through the previous sections that flow batteries are excellent
candidates for large stationary storage applications. In this section, we
introduce in more details the vanadium redox (flow) battery because we
believe this technology has the best chance among the FB family to be
widely adopted. Indeed, the VRB distinguishes itself thanks to its very
competitive cost and its simplicity; the simplicity comes from the fact that
the VRB deploys the same electrolyte in both half-cells. Furthermore, we
will see in section 1.5.2, that some of the other FB employ toxic materials,
require a recirculating pump to homogenize the electrolyte or even deposit
materials on the electrode, thus limiting its energetic capacity. Therefore,
we have selected the VRB in this work for a deeper investigation on its
operating principles.
The VRB was developed at the University of New South Wales, Aus-
tralia by Maria Skyllas-Kazacos and co-workers [36, 37]. It employs vana-
dium redox couples in both half-cells, thereby eliminating the problem of
cross contamination by diffusion of ions across the membrane. The VRB
exploits the ability of vanadium to exist in 4 different oxidation states,
and uses this property to make a battery that has just one electroactive
element instead of two.
A VRB consists of an assembly of power cells, each of which contains
two half-cells that are separated by an ion permeable membrane. In the
half-cells, the electrochemical reactions take place on inert carbon felt
electrodes from which the current is collected. The balance of components
required for the VRB consists of pipes and pumps to flow the electrolytes
from the tanks to the stack. The schematic of the VRB is shown in
Fig 1.17.
The electrolyte is a solution of vanadium mixed with a dilute sulphuric
acid; this acidic solution has the same acidity as a conventional lead-
acid battery. And unlike lead-acid systems, the VRB electrolyte has an
indefinite life span and is reusable.
In more details, the electrolyte is an aqueous solution of sulphates of
vanadium which is circulated from the tanks to the half-cells: the positive
half-cells contain V O+2 (V
5+) and V O2+ (V 4+) ions and the negative half-
cells contain V 3+ and V 2+ ions. The electrolytes are typically prepared by
a number of processes, that include the preparation of a vanadyl sulphate
V OSO4 solution and the electrolytic reduction and/or oxidation of the
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vanadium ions. The solution remains thereafter strongly acidic.
When charged electrolyte is flowed through the stack, an electrochemical
redox reaction occurs and electrons are released during the V 2+ oxidation
in the anolyte. Then, these electrons are collected by the anode and trans-
ferred to the cathode, creating thus a direct current that flows through an
external load. Finally, the electrons are accepted in the catholyte by the
V 5+ ions that are reduced in the process.
To charge the battery, the flow of electrons is reversed by an external
source. By doing so, the reactions are reversed in both sides.
Advantages and Disadvantages of VRB
Redox flow batteries (RFB) have many advantages when compared to or-
dinary batteries: RFB have a storage capacity independent of the battery
power. They require low maintenance and are tolerant to deep discharge
without any risk of damage. They also have a quick response time, an
advantage in common with nearly all secondary batteries.
Furthermore, no solid state electrochemical reactions are involved and,
as a consequence, the lifetime is very long compared to galvanic batter-
ies. 10’000 charge and discharge cycles have been demonstrated [38], this
corresponds to a 7-15 years lifetime. The efficiency belongs also in the
advantages list of the VRB with a net efficiency as high as 85% [39].
As an environmentally friendly energy storage technology, the VRB is
characterized by a low ecological impact: indeed, it does not rely on toxic
substances such as lead, zinc or cadmium, like many other conventional
energy storage systems do. C. Rydh found that the environmental impact
was lower for the VRB than for the lead-acid battery [26].
The use of aggressive chemical solutions, which can have an impact on
the environment, is a disadvantage for certain types of RFB. Fortunately,
the VRB electrolyte is composed of vanadium dissolved in a sulphuric
acid solution, an acid widely used and well known in other industries.
Furthermore, because the electrolyte does not degrade, it can be easily
recycled in a new VRB system.
Finally, the main disadvantage is the energy density that is low com-
pared to other electrochemical batteries (15-30 Wh/l and 20-25 Wh/kg),
this is due to the limited solubility of the active materials. But this low
density is often not a drawback for stationary applications.
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VRB characteristics are summarized in Tab. 1.3 and compared with the
lead-acid battery.
Vanadium Battery Lead-acid battery
Specific energy 20-25 Wh/kg 37 Wh/kg
30 Wh/l
Efficiencya 70-88%b 70-80%
Life-cyclec 10’000-16’000 cycles 200-1500 cycles
Response time 350 µs
Operating temperature 10 to 45◦Cd -10 to 40◦C
aPumped hydro have an efficiency of 70-80%, Metal-Air batteries 50%, NaS Bat-
teries 89%, others advanced batteries 90-95% and supercapacitors 93-98% [13].
b70% system efficiency and 84% battery efficiency [39] or 82% battery efficiency
and overall efficiency as low as 65% including pump and inverter loss [40].
cPumped hydro life-cycle is 75 years, compressed air storage 40 years, Metal-
Air batteries 100-200 cycles, NaS Batteries 2000-3000 cycles, others advanced
batteries 500-1500 cycles and supercapacitors 10’000-100’000 cycles [13].
d[41] claims that the battery can be operated over the temperature range -5 to
99◦C
Table 1.3.: VRB and lead-acid characteristics.
Vanadium
The name vanadium comes from Vanadis, a goddess of beauty and fer-
tility in the Scandinavian mythology, because the element has beautiful
multicoloured chemical compounds.
Vanadium was originally discovered by Andrés Manuel del Río, a Span-
ish mineralogist, at Mexico City in 1801, who called it brown lead (see
Fig. 1.23). A French chemist incorrectly declared that del Rio’s new ele-
ment was only impure chromium. Del Rio thought himself to be mistaken
and accepted the statement of the French chemist.
In 1831, Nils Sefström, a Swedish chemist, rediscovered vanadium in
a new oxide he found while working with some iron ores. He named it
vanadium in honour of Vanadis.
Vanadium is a soft and ductile silver-grey metallic element. Its common
oxidation states include +2, +3, +4 and +5. Vanadium itself may be
soft in its pure form, but when it is alloyed with other metals like iron,
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Figure 1.23.: Brown lead, currently named vanadinite, an ore of vanadium
and lead (source: [42]).
it hardens and strengthens them dramatically. Approximately 80% of
vanadium produced is used in the production of steels and alloys.
Vanadium is not found unbound in nature but it does occur in about
65 minerals. Russia and South Africa are the world’s largest producers of
vanadium. Large reserves are also found in the U.S., Canada, and China.
Sulphuric Acid
Sulphuric acid, H2SO4, is a strong mineral acid. It is soluble in water at
all concentrations. The old name for sulphuric acid was oil of vitriol. The
discovery of sulphuric acid is credited to the 9th century Islamic physician
and alchemist Ibn Zakariya al-Razi.
Sulphuric acid is widely used in many industries (fertilizer, textile,
petroleum, chemicals, ...) and was the most produced chemical in the
US with an annual production of 43’200’000 t in 1995 [43].
1.5.1. VRB Installations
The selection of VRB installations presented in this section reflects some
of their potential applications: wind power stabilization, new transmission
line deferral, load leveling, emissions reduction and powering stand alone
remote installation. Finally, Tab. 1.4 gives a list of VRB facilities installed
around the world.
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Figure 1.24.: Ibn Zakariya al-Razi (865 - 925) treating a patient
(source: [24]).
Tomamae Wind Villa Farm
The Tomamae Wind Villa farm is built on the island of Hokkaido, Japan,
and consists of 19 turbines, corresponding to a total capacity of 30 MW.
The fluctuation of the power output due to the wind variability might
cause frequency instability and, in some place, limits the penetration level
of wind generation. To mitigate this problem, it has been decided to install
an ESS in order to improve the power quality [48, 49].
Therefore, a 4 MW, 6 MVA, 1.5 h VRB system has been installed at the
Tomamae Wind farm; and since 2005, it successfully smoothes the power
output and enables the supply of firm power to the network.
Castle Valley
Castle Valley is a Southeast Utah isolated rural community bordering
the Arches National Park; the power line that feeds this environmentally
sensitive area has to traverse great distances. And lately, reliability and
power quality issues arise because the line capacity did not keep pace with
the increasing demand.
The Castle Valley VRB-ESS (Fig. 1.25) was built in order to defer
the construction of a new $5 million power line and avoid the lengthy
permitting process required in this scenic area. This 250 kW, 350 kVA,
8 h VRB-ESS was commissioned in 2004 and has since effectively relieved
the congested power line: the system is charged overnight and discharged
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during the peak period. In addition, the power factor improvement has
reduced the line loss by 40 kW [50, 51].
Figure 1.25.: Castle Valley VRB-ESS (source: [52]).
King Island Wind Farm
King Island is one of the Tasmanian islands situated north of Tasmania
mainland; it is not connected to the Tasmanian network and relied mainly
on diesel generators for its electricity until the wind farm expansion. The
power station has three diesel generators, totalling 3.2 MW, and is using
approximately three million litres of diesel each year.
A 2.45 MWwind farm has been installed along with a VRB-ESS 200 kW,
4h, with the objectives to produce 45-50 % of the island consumption from
wind energy and to reduce the diesel consumption by one third. Thus re-
ducing CO2 emission by 3000 tonnes each year [45].
This VRB-ESS has allowed the island to boost its wind power produc-
tion by smoothing out the wind variability and also providing additional
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services in power quality and reliability.
Leobersdorf VRB
The Leobersdorf VRB-ESS is a relatively small installation compared to
the previous ones. The system is composed of a 1 kW, 50 kWh VRB
supplied by a 1.1 kW photovoltaic source and a 1 kW wind turbine [46].
In this last example of potential application, the VRB is used to power a
remote installation that is not connected to the grid: in this case, a traffic
display board along a highway in Austria.
Figure 1.26.: Leobersdorf VRB (source: [53]).
In 2005, this system has been operating for 12 months and experienced
a wide range of temperature (average external temperature varied from
-9 to 30◦C ). A round-trip efficiency of 70% has been found for an average
daily load of 4 kWh, equivalent to 170 W continuously [54]. This efficiency
drops to 50% when the load is very small: daily load of 0.9 kWh or 38 W
continuously, which is quite a low load for a 1 kW battery.
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1.5.2. Other Flow Batteries
Polysulphide Bromide Battery
Polysulphide bromide battery (PSB) is a FB using sodium bromide and
sodium polysulphide as salt solution electrolytes. Sodium ions pass through
the membrane to maintain the electroneutrality of the cell. PSB has been
developed since the early 90s in the UK [27]. Although this technology
is claimed to be environmentally benign [55], there is concern that toxic
bromine vapour might be released in an accident.
Some multi-kW batteries have been built; Innogy has built a 100 kW
stack with a 1 m2 electrode area. The net efficiency of this battery is about
75%. The construction of two large (12 and 15 MW, 120 MWh) storage
plants in the UK and US has been stopped due to engineering difficulties
and financial constraint [56]. Active PSB development has since been
abandoned.
Zinc Bromine Batteries
The zinc bromine battery (ZBB) is a hybrid flow battery because one of
its electrodes is participating in the reaction. This technology is currently
being developed primarily for stationary energy storage applications, but
also for electric-vehicle applications. The system offers a good specific
energy (65-84 Wh/kg) and can withstand 2000 cycles [57]. The concept
of a battery based on zinc/bromine couple was patented in 1885 [27], but
technical difficulties halted the development until the mid-70s.
The electrolyte is zinc bromide salt dissolved in water; during the charge,
zinc is plated on the negative electrode, thus limiting the capacity of
the battery. At the positive electrode, bromine is produced and forms
a bromine complex that sinks down the positive electrolyte tank. During
the discharge, zinc is redissolved to form zinc ions and bromide ions are
formed at the positive electrode. A third pump is required to recirculate
the bromine complex (Fig. 1.27). The ZBB efficiency is around 60 - 75 %.
Over the years, some multi-kWh ZBB have been built and tested. Mei-
disha demonstrated a 1MW, 4MWh ZBB in 1991 at Kyushu Electric Power
Company. ZBB Energy is producing a 250 kW, 500 kWh storage system
mounted on a trailer.
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Figure 1.27.: Zinc bromine battery principles.
1.6. Motivation of the Present Work
Electricity storage is a disruptive technology, which can change the struc-
ture of the existing industry. Indeed, it offers alternative solution to
traditional methods of improving and enhancing the network operations.
Among the drivers for change in the power industry are cost reduction
often based on the quest for improved efficiency, environmental considera-
tions through the integration of renewables, power quality and reliability
issues, and finally the technology itself.
Without a doubt, the vanadium redox battery is an enabling technology
in electricity storage applications with many research and development
opportunities for the present and the future. If the VRB technology has
to be integrated in a distributed network, the storage systems have to
be able to adapt to fast load changes, including transitions between the
charge and discharge mode, and varying operating conditions.
In order to achieve such performance, the system’s behaviour along with
its interactions with the different subsystems, typically between the VRB
stack and its auxiliaries (i.e. electrolyte circulation and electrolyte state
of charge), and the electrical system it is being connected to have to be
understood and appropriately modeled.
Once they are well understood and described in an appropriate model,
it can be used to derive a control strategy for the whole VRB system that
maximises or optimises the performance, the efficiency and the lifetime.
Obviously, modeling a VRB is a strongly multidisciplinary project based
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on electrochemistry and fluid mechanics; this represents an ambitious and
formidable task for electrical engineers with little prior knowledge in these
fields.
The Laboratoire d’Electronique Industrielle (LEI) has a strong interest
in electrical power conversion and storage technologies, particularly in the
context of future distributed power generation systems. Among others,
S. Lemofouet has recently investigated and developed an ESS based on
compressed air and supercapacitors [14], F. Grasser has developed an ana-
lytical model of a proton exchange membrane (PEM) fuel cell system [58]
and C. Rivas has developed a new DC-AC power conversion strategy for
use with fuel cell system [59].
Since the invention of the VRB in the 80’s, electrochemists have studied
the kinetics of the redox reactions [36, 37], compared various materials
for the electrodes and membrane [60], optimized the composition of the
electrolyte, but not much work has been done to characterise the VRB
as a system component. Therefore, the goal of the present study is to
elaborate a multiphysics model of the VRB ESS.
1.7. Structure of the Present Work
In this first chapter, we have seen that a trend toward electricity storage
exists as a multi-purpose tool to improve network operations. Among
the many available technologies, VRB are an attractive solution, both
economically and technically, for large stationary storage applications.
Chapter 2 begins with an introduction to the electrochemical principles
that govern the VRB chemical reactions. Starting from the chemical equa-
tions of the VRB reactions and with some thermodynamical principles, it
details how to obtain the equilibrium voltage. When no electrical current
is flowing, this equilibrium voltage depends on the state of charge and de-
scribes the voltage observed at the electrodes. Then, the deviations from
the equilibrium state are described in detail; this includes the activation
and concentration overpotentials, the ohmic loss and the ionic loss. A
first electrochemical model is built from the relations introduced in this
chapter.
Chapter 3 first deals with the variation of the vanadium and proton con-
centrations as a function of the operating conditions. Then a simplified
model of the internal loss is proposed; together with the electrochemi-
cal model, they form the simplified and augmented model of the VRB
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stack. This model is then used to simulate the behaviour of a small sys-
tem comprising a photovoltaic array coupled with a 1.5 kW, 10 h VRB
storage system. After the definition of the energy, coulombic and voltage
efficiencies, a series of charge and discharge cycles are simulated and then
compared to experimental data.
Chapter 4 focuses on the electrolyte properties. It begins with a short
description of its preparation and then concentrates on two of its main
characteristics: the density and the viscosity. We will see how they vary
with the vanadium concentrations, the sulphuric acid concentration and
the temperature. The importance of these two characteristics will appear
in the next chapter.
Chapter 5 contains the relations necessary to build the mechanical model;
this model determines the power required to flow the electrolytes from the
pressure drops occurring in the hydraulic circuit, i.e. in the pipes, the
tanks and the stack. The mechanical model is composed of two parts: an
analytical model that describes the hydraulic circuit with the exception of
the stack that is geometrically too complex. Therefore, a numerical model
is proposed; it is based on a finite element method (FEM) analysis.
Chapter 6 assembles the multiphysics model from the electrochemical
model and the mechanical model; in addition, the electrolyte properties
are also included. Then different operating strategies are investigated,
compared and commented; in particular, we will discuss in detail the per-
formance of the battery at constant current and at various flowrates. We
will also perform a new series of charge and discharge cycles to determine
the overall battery efficiency. Finally, we will examine the battery perfor-
mance at constant power and propose a method to determine the optimal
operating point.
Chapter 7 presents the conclusion of this work and draw some interesting
perspectives and future developments.
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Chapter 2
Electrochemistry of the Vanadium
Redox Batteries
2.1. Introduction
This chapter, based on electrochemical and thermodynamic principles, is
focused on the chemistry of the vanadium redox battery. After a brief
introduction of some general principles such as the molality, the molarity,
the chemical equilibrium and the activity, we will introduce the important
notion of redox chemistry and its application to the VRB. Then we will
discuss the Gibbs free energy which represents the maximal amount of en-
ergy extractable from a chemical reaction, and the Nernst equation which
is probably one of the most important relations of the electrochemical
model. Indeed, the Nernst equation describes the equilibrium voltage.
In order to apply this powerful equation to the VRB, we must under-
stand the chemical equation of the VRB reactions; therefore we must in-
troduce a few relations that describe the standard potential, an ideal state
where the battery is at standard conditions. Of course, we will see how to
determine the standard potential from two methods: the thermodynamics
and the standard reduction potentials. Then we will discuss the full ionic
equations that are necessary to understand how the vanadium concentra-
tions change during the battery operation and why the protons cross the
membrane to equilibrate the charge balance. A numerical example will
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then illustrate how the cell voltage changes as a function of the state of
charge.
In the second part, we will explore the deviations from the equilibrium
conditions; these conditions are disturbed when an electrical current flows
through the cells. These deviations have the form of an overpotential; in
fact, we can distinguish four types of overpotentials: the activation over-
potential associated with the energy required to initiate a charge transfer,
the concentration overpotential caused by the difference in electroactive
species concentrations between the bulk electrolyte and the electrode sur-
face, the ohmic and ionic overpotentials due to the electrical resistance
that impedes the flow of electric charges. The overpotentials depend on
the operating conditions and on the characteristics of the battery. Indeed,
the design of the stack, the quality of its components (electrodes, mem-
branes, etc.) and the composition of the electrolytes are important factors
that influence the battery performance.
In the last part, the electrochemical relations introduced in the previous
parts are assembled to form an analytical stack model that describes the
battery behaviour; the model determines the overall stack voltage as a
function of the operating conditions. The operating parameters are based
on physical system inputs and are summarized in Tab. 2.1. These param-
eters can be divided in three categories:
• User parameter: the user interacts with the battery through the
electrical current I, it determines the power exchanged.
• Internal parameters: the vanadium concentrations cV 2+ , cV 3+ ,
cV 4+ and cV 5+ and the proton concentration cH+ depend only on
their initial concentrations and on the operating history of the bat-
tery, or in other words, on its actual state of charge.
• External parameter: the electrolyte temperature T reflects the
ambient temperature, although in some circumstances, the battery
operation might influence the temperature.
• Control parameter: the flowrate Qmight be adapted to the actual
operating conditions by the control system to enhance the battery
performance.
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Variable name Operating parameter Unit
I Electrical current A
cV 2+ V
2+ anolyte concentration mol/l
cV 3+ V
3+ anolyte concentration mol/l
cV 4+ V
4+ catholyte concentration mol/l
cV 5+ V
5+ catholyte concentration mol/l
cH+ Proton concentration in the catholyte mol/l
T Stack temperature K
Q Electrolyte flowrate l/s
Table 2.1.: VRB operating parameters.
2.2. Generalities about Electrochemistry
This section focuses on some general notions that are helpful to under-
stand the VRB chemistry. It starts with a brief definition of some units
of concentration followed by the introduction of the important principle
of chemical equilibrium. As an example, we introduce here the simplest
chemical equations of the VRB reactions; the VRB is based on the four
possible oxidation states of vanadium combined in the two electrode reac-
tions:
V 2+  V 3+ + e− (2.1)
V 5+ + e−  V 4+ (2.2)
→ discharge
← charge
At equilibrium, the forward reactions proceed at the same rate as the
reverse reactions. To formalize this, we will introduce the equilibrium
constant K and the species activities ai. Then, we will discuss the redox
chemistry that explains how the electricity is stored in the VRB.
The Gibbs free energy and the Nernst equation will conclude this sec-
tion; from thermodynamical principles and the conservation of energy,
they will lead to the definition of the equilibrium voltage.
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2.2.1. Molality and Molarity
Molality and molarity are units of concentration that are particularly use-
ful to chemists. The molality m is the number of moles of solute dissolved
in one kilogram of solvent and the molarity is the number of moles of a
solute dissolved in a litre of solution [61]. The molality is independent of
the temperature and is defined as:
mB =
nB
nAMA

mol
kg

(2.3)
where: nA = number of mole of the solvent A [−]
nB = number of mole of the solute B [−]
MA = molar mass of A [kg/mol]
The molar fraction xb is defined as:
xB =
nB
nB + nA
[−] (2.4)
and the molarity cb (or molar concentration) is defined as the ratio of the
number of mole nb to the volume of the solution V :
cB =
nB
V

mol
l

or [M ] (2.5)
2.2.2. Chemical Equilibrium and Activity
The chemical equilibrium describes the state that a system will reach if
you wait long enough [62]. It is met when the forward chemical reac-
tions proceed at the same rate as their reverse reactions, i.e. there are
no net changes in any of the reactants (A and B) or products (C and D)
concentrations.
aA+ bB  cC + dD (2.6)
where the stoichiometric factors a, b, c and d are introduced to maintain
the composition of the reaction mixture since matter can neither be created
nor destroyed by a chemical reaction.
The velocity of the reaction aA + bB or cC + dD is a function of the
activities ai of the reacting substances and, indeed, is proportional to the
product of the activities, each activity being raised to a power equal to the
number of moles of that substance in the reaction [63]. The equilibrium
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is met when both velocities are equal; thus we can define the equilibrium
constant K in the following form1:
K =
acCa
d
D
aaAa
b
B
[−] (2.7)
The activity ai is a sort of effective mole fraction and is given by the
product between the mole fraction and the activity coefficient γi:
ai = γixi [−] (2.8)
The activity coefficient γi is used to account for the effect of ionic
strength on the chemical reaction. Under ideal solution conditions (very
dilute solution < 0.01 M), the activity coefficient tends to one and there-
fore the activity is given by the mole fraction [61, 63].
It is often convenient to use the scales of molality or of molarity when
working with dilute solutions. Thus, the activity ai is defined in the mo-
larity scale as:
ai = γ
c
i
ci
c
 [−] (2.9)
where: γci = activity coefficient of the species i in
the molarity scale
[−]
c
 = standard molarity (=1M) [mol/l]
Thus we can rewrite the chemical equilibrium expression2 (2.6) at a
constant temperature:
K =
acCa
d
D
aaAa
b
B
=
(γcC)
c(γcD)
d
(γcA)
a(γcB)
b
· c
c
Cc
d
D
caAc
b
B
[−] (2.10)
Although aA, aB , aC and aD may not be identical to cA, cB , cC and
cD, respectively, in most instances involving analytical work, little error
is normally introduced by assuming that the ratios as given above are
identical. However, under certain circumstances, activity should be used
1The activity of a pure liquid (i.e. a solvent), or a pure solid, is taken as unity.
2In order to ensure that equilibrium constants involving concentrations of reactant
and product do not possess units themselves, all concentration terms in such for-
mulae are expressed as ratios of the molarity or molality to a standard value,
usually written m
 or c
. It is understood that the term ci in (2.10) really means
ci
c
 if i is a solute [62, 64]. The mute term c
 will be ignored and γi will be used
instead of γci in the rest of this work.
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in order to increase the accuracy of the calculations [63]:
K =
acCa
d
D
aaAa
b
B
∼= c
c
Cc
d
D
caAc
b
B
[−] (2.11)
2.2.3. Redox Chemistry
Batteries are devices that store chemical energy and generate electricity by
a redox (reduction-oxidation) reaction. Galvanic cells, fuel cells and flow
cells are all based on a redox reaction. A redox reaction is a transformation
of matter at the atomic level by electron transfer from one species to
another. A molecule is said to be oxidized when it loses electrons. It is
reduced when it gains electrons.
An oxidizing agent, also called an oxidant, takes electrons from another
substance and becomes reduced.
Oxidant+ e− → Product (2.12)
A reducing agent (or reductant) gives electrons to another substance
and is oxidized in the process.
Reductant→ Product+ e− (2.13)
In the VRB, the redox reaction is separated in two simultaneous steps
occurring on both sides of the membrane (Fig. 2.1). During the discharge,
electrons are removed from the anolyte and transferred through the exter-
nal circuit to the catholyte. The redox reaction is in that case:
Oxidation V 2+ → V 3+ + e−
Reduction V 5+ + e− → V 4+
V 2+ + V 5+ → V 3+ + V 4+
(2.14)
The oxidant V 5+ takes an electron from the reductant V 2+. As the
reaction proceeds from left to right, V 5+ is reduced and V 2+ is oxidized.
The flow of electrons is reversed during the charge, the reduction is now
taking place in the anolyte and the oxidation in the catholyte. The redox
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Figure 2.1.: VRB redox reaction during the charge and discharge.
reaction is then:
Reduction V 3+ + e− → V 2+
Oxidation V 4+ → V 5+ + e−
V 3+ + V 4+ → V 2+ + V 5+
(2.15)
Because there is no net change in charge during a redox reaction, the
number of electrons in excess in the oxidation reaction must equal the
number consumed by the reduction reaction.
2.2.4. Gibbs Free Energy and Nernst Equation
In electrochemistry, the standard electrode potential E
 is the measure
of individual potential of any electrode at standard conditions: 25◦C ,
100 kPa and solutes at a concentration of 1 M. But in real applications,
the conditions greatly differ from the standard: the concentration of the
reagents and products vary in the course of the reaction and the operating
temperature often differs from 25◦C . Therefore, a relation is needed be-
tween the electrode potential E and the operating conditions: this relation
is the Nernst equation.
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The Nernst equation was discovered in 1889 by Walther Nernst (1864-
1941), a Polish-German chemist who helped establish the modern field of
physical chemistry with his contribution to electrochemistry, thermody-
namics, solid state chemistry and photochemistry.
Figure 2.2.: Walther Nernst 1864-1941 (source: [24]).
In the 1870s, J. Willard Gibbs, an American physicist, chemist and
mathematician, has defined the concepts of chemical potential and free
energy. From the thermodynamics, he has stated that the maximal amount
of energy that can be extracted from a chemical reaction is given by the
available energy, now called in his honour the Gibbs free energy ∆G:
∆G = ∆H − T∆S [J/mol] (2.16)
where: ∆H = change in enthalpy [J/mol]
∆S = change in entropy [J/K ·mol]
Figure 2.3.: J. Willard Gibbs 1839-1903 (source: [24]).
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Complying with the law of mass action stating that the rate of a chem-
ical reaction is directly proportional to the product of the effective con-
centration of each participating molecule, the thermodynamics state that
for a chemical equilibrium, the Gibbs free energy ∆G is expressed as a
sum of a constant term ∆G
 that represents the free energy change for
the reaction when the activity of each product and reactant is unity, and
a variable term that is a function of the temperature and the equilibrium
constant K:
∆G = ∆G
 +RT lnK [J/mol] (2.17)
where R is the gas constant. When we introduce (2.10) into (2.17), we
obtain:
∆G = ∆G
 +RT ln acCadD
aaAa
b
B
= ∆G
 +RT ln

ccCc
d
D
caAc
b
B
· γ
c
Cγ
d
D
γaAγ
b
B

[J/mol]
(2.18)
Then, the conservation of energy relates the change in free energy result-
ing from the transfer of n moles of electrons to the difference of potential
E:
∆G = −nFE [J/mol] (2.19)
where F is the Faraday constant. Thereafter, we combine (2.18) and (2.19)
into:
− nFE = −nFE
 +RT ln

ccCc
d
D
caAc
b
B
· γ
c
Cγ
d
D
γaAγ
b
B

[J/mol] (2.20)
which finally leads to the Nernst equation:
E = E
 − RT
nF
ln

ccCc
d
D
caAc
b
B
· γ
c
Cγ
d
D
γaAγ
b
B

[V ] (2.21)
Here E
 is the standard electrode potential developed for a redox reaction
where the activity of each product and reactant is unity.
The activities ai and the activity coefficients γi are thermodynamic no-
tions that can not be directly measured. To circumvent this limitation,
the formal redox potential E
′ has been introduced, this quantity is a
measured potential and depends on the experimental conditions:
E
′ = E
 + RT
nF
ln

γcCγ
d
D
γaAγ
b
B

[V ] (2.22)
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So, the activity coefficients γi are hidden and the Nernst equation (2.23)
relies only on experimental quantities such as the concentrations:
E = E
′ − RT
nF
ln

ccCc
d
D
caAc
b
B

[V ] (2.23)
Note that in dilute solutions, the activity coefficients tend to unity and
activities can be replaced by concentrations. In this case, the formal redox
potential tends to the standard redox potential. Unfortunately, the VRB
electrolyte is not a dilute solution, but a concentrated one.
2.3. All-Vanadium Battery Reaction
In the first part of this chapter, we have introduced some general elec-
trochemical principles and relations; in this section, we will develop them
and apply them to the all-vanadium battery. First, we will expand the
chemical equations of the VRB reactions to reflect the real composition of
the vanadium species; then, we will introduce the corresponding species
in the Nernst equation to determine the equilibrium voltage. We will also
discuss the assumption made when the activities are replaced with the
concentrations.
To resolve the Nernst equation, we must determine the value of the stan-
dard potential; therefore we will dedicate a section to the definition of the
standard potential. Its value will be determined from the thermodynamics
and from the standard reduction potentials; both methods are based on
thermodynamical data available in tables. We will also shortly discuss its
dependence upon the temperature.
Then, we will refine the chemical equations with the introduction of the
complete ionic equations; this further step is necessary to determine the
concentration of the protons in the catholyte. This concentration appears
in the Nernst equation and changes as the battery operates. We will also
explain why some protons cross the membrane to equilibrate the charge
balance in the electrolytes.
In the last part, we will introduce a formal definition of the state of
charge SoC and a brief numerical example will illustrate the equilibrium
voltage of a single cell as a function of the vanadium concentrations.
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Chemical Equations of the VRB Reactions
In reality, the VRB reactions are not as simple as presented in the electro-
chemical equations (2.14) and (2.15), or in Fig. 2.1: indeed, the vanadium
ions V 4+ and V 5+ are in fact vanadium oxides, respectively V O2+ and
V O+2 . So, in order to maintain the charge balance and the stoichiometry,
water molecules H2O and protons H+ must be introduced in the cathodic
reaction. Therefore, we rewrite (2.2) to take into account this new com-
position; the VRB reaction at the positive electrode (cathode) becomes:
V O+2 + 2H
+ + e−  V O2+ +H2O (2.24)
At the negative electrode (anode), the water molecules and the protons
do not take part in the electrochemical reaction; thus the anodic reaction
stays as in (2.1):
V 2+  V 3+ + e− (2.25)
Finally, we summarize (2.24) and (2.25) into a single VRB reaction:
V 2+ + V O+2 + 2H
+  V O2+ + V 3+ +H2O (2.26)
We can draw a few observations about the VRB operations from the elec-
trochemical reactions (2.24) and (2.25) that are summarized in Tab. 2.2.
First, the anolyte and catholyte solutions contain respectively only V 3+
ions (oxidation state +3) and V O2+ ions (oxidation state +4) at the totally
discharged state. Then, when the battery is in charge, the reactions are
shifted to the left and the concentration of V 2+ ions (oxidation state +2)
increases in the anolyte, at the same time, the V 3+ concentration decreases
at the same rate. Simultaneously in the catholyte, the concentration of
V O+2 -ions (oxidation state +5) increases and the V O
2+ concentration de-
creases, both at the same rate as the anodic reaction.
The importance of the salt compositions introduced in Tab. 2.2 will
appear in the full ionic equations discussed in section 2.3.3.
2.3.1. Application of the Nernst Equation to the VRB
Now, we are ready to introduce the chemical equations (2.24) and (2.25)
established in the previous section into the Nernst equation (2.21) to de-
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Species Salt Battery state Electrolyte
V 2+ V SO4 Charged Anolyte
V 3+ 0.5 V2(SO4)3 Discharged Anolyte
V 4+ or V O2+ V OSO4 Discharged Catholyte
V 5+ or V O+2 0.5 (V O2)2SO4 Charged Catholyte
Table 2.2.: The different vanadium ions, their corresponding salt, their
corresponding battery state and the electrolyte where they are dissolved.
termine the equilibrium voltage E of a single cell:
E = E
 + RT
nF
ln
( 
c
V O+2
γ
V O+2
c2H+ γ
2
H+
cV O2+ γV O2+
!
cV 2+ γV 2+
cV 3+ γV 3+
)
= E
 + RT
nF
ln
(
γ
V O+2
γV 2+ γ
2
H+
γV 3+ γV O2+
·
c
V O+2
cV 2+ c
2
H+
cV O2+ cV 3+
)
[V ]
(2.27)
In the case of the VRB reaction, the number of electrons n involved in
(2.26) is equal to one. Obviously, the formal potential E
′ can be used to
hide the activity coefficients from (2.27):
E = E
′ + RT
F
ln
8<:
 
c
V O+2
· c2H+
cV O2+
!
catholyte

cV 2+
cV 3+

anolyte
9=; [V ]
(2.28)
When the formal potential, which is an experimental value, is not avail-
able, the standard potential E
 can be used instead if we neglect the effect
of the activity coefficients γi. Indeed, the product/ratio of the γi in (2.27)
can be set equal to 1 by assuming that the values of the γi, which probably
deviate remarkably from 1 at the given concentrations, cancel each other
approximately [65]. Thus, (2.27) can be rewritten as:
E = E
+RT
F
ln
8<:
 
c
V O+2
· c2H+
cV O2+
!
catholyte

cV 2+
cV 3+

anolyte
9=; [V ] (2.29)
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The value of the standard potential will be determined in the next sec-
tion 2.3.2, it reflects the value of the cell voltage in the standard state
which is a hypothetical state of an ideal solution with all activity coeffi-
cients γi equal to one and all concentrations equal to unity.
Discussion about the Validity of the Previous Assumption
To establish the simplified Nernst equation (2.29), we have assumed that
the effect of the activity coefficients γi is negligible in (2.27) because they
cancel each other approximately. We will verify here this assumption, first
by quantifying the contribution of the product/ratio of the activity coef-
ficients to the equilibrium voltage and then by comparing the equilibrium
voltage determined with the Nernst equation with experimental data.
So, the contribution of the activity coefficients was determined over
a wide range from (2.27) and is illustrated in Fig. 2.4. We have also
calculated the relative error introduced by this assumption which stays
below 2% when the value of the product/ratio is bounded between 0.4
and 2.6. Therefore, we can clearly state from the observation of Fig. 2.4
that the contribution of the activity coefficients to the equilibrium voltage
is negligible as long as their product/ratio is in the vicinity of one.
Although we have just seen that the activity coefficients have a negligi-
ble contribution to the equilibrium voltage if their product/ratio is close
to one, we do not know yet if this is the case in reality. Therefore, we
must compare our analytical model with experimental data published in
the literature [65]. To do so, we have introduced into the Nernst equa-
tion (2.29) the standard potential E
 whose value is determined in the
next section 2.3.2 and the proton concentration cH+ which was determined
from principles discussed in section 2.3.3. Finally, the electrolyte compo-
sition, i.e. the vanadium and proton concentrations were set to match the
experimental conditions; these conditions were also reproduced in the nu-
merical example concluding the presentation of the all-vanadium battery
reaction in section 2.3.5. The comparison between the analytical model of
the equilibrium voltage and experimental data is shown in Fig. 2.5.
We observe in Fig. 2.5 that the difference between the analytical and
experimental data stays around or below 3% with the exception of both
extremities of the graph. Indeed when the battery is fully charged, the
difference climbs around 4% but the situation worsens when the battery
becomes discharged, the difference quickly increases as the cell voltage
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Figure 2.4.: Sensitivity analysis of the contribution of the activity coeffi-
cients γi to the equilibrium voltage (2.27) and relative errors introduced
by their omission as a function of the product/ratio of γi.
drop. There is no easy explanation for this phenomenon probably due to
the complexity of the vanadium electrochemical reactions at those high
concentrations. Nevertheless, our assumption is acceptable since the diffe-
rence is small for the majority of the battery operating range; furthermore
the battery is seldom operated at these extreme states of charge where the
difference increases.
2.3.2. Standard Potential
In the previous section, we have established the equilibrium voltage of a
VRB cell (2.29) and examined its validity; but we did not explain how
certain values or parameters are obtained. We are about to fill this gaps
in the next few sections; here, we will define the standard potential E
, an
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Figure 2.5.: Comparison between the simplified Nernst equation (2.29)
and the experimental data published in [65]. The red bars represent the
difference between the analytical and experimental data.
ideal state where the battery is at standard conditions: vanadium species
at a concentration of 1 M, all activity coefficients γi equal to one and a
temperature of 25◦C . In the next sections, we will see how to deter-
mine the proton concentration from the full ionic equations and how to
determine the state of charge.
The standard potential is an important parameter in the Nernst equa-
tion because it expresses the reaction potential at standard conditions; the
second term in the Nernst equation is an expression of the deviation from
these standard conditions. Together, they determine the equilibrium cell
voltage under any conditions.
In this section, we will introduce two methods to find the value of E
;
the first is derived from the thermodynamical characteristics of the el-
ements involved in the VRB reactions and the second is a combination
of the standard reduction potentials of the two half-cell reactions. Both
methods employ empirical parameters found in electrochemical tables.
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From the Thermodynamics
This first method is based on thermodynamical principles introduced in
section 2.2.4, namely the Gibbs free enthalpy ∆G and the conservation of
energy. We introduce here the standard Gibbs free enthalpy of reaction
∆G
 which represents the change of free energy that accompanies the
formation of 1 M of a substance from its component elements at their
standard states: 25◦C , 100 kPa and 1 M [66]:
∆G
 = ∆H
r − T∆S
r [kJ/mol] (2.30)
where the standard reaction enthalpy ∆H
r is the difference of molar
formation enthalpies between the products ∆H
f,product and the reagents
∆H
f,reagent:
∆H
r = X
products
∆H
f,product − X
reagents
∆H
f,reagent [kJ/mol] (2.31)
and the standard reaction entropy∆S
r is the difference of molar formation
entropies between the products S
f,product and the reagents S
f,reagent:
∆S
r = X
products
S
f,product − X
reagents
S
f,reagent [J/mol ·K] (2.32)
Then, when we introduce the thermodynamical data from Tab. 2.3 into
(2.31), the standard reaction enthalpy ∆H
r of the VRB reaction (2.26)
becomes:
∆H
r = ∆H
f,V O2+ +∆H
f,V 3+ +∆H
f,H2O
−∆H
f,V 2+ −∆H
f,V O+2 − 2∆H
f,H+
= −155.6 kJ/mol
(2.33)
and similarly, the standard reaction entropy ∆S
r is obtained when these
thermodynamical data are introduced into (2.32):
∆S
r = S
f,V O2+ + S
f,V 3+ + S
f,H2O
− S
f,V 2+ − S
f,V O+2 − 2S
f,H+
= −121.7 J/mol ·K
(2.34)
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Formula State ∆H
f [kJ/mol] ∆G
f [kJ/mol] S
f [J/mol ·K]
V 2+ aq (-226) -218 (-130)
V 3+ aq (-259) -251.3 (-230)
V O2+ aq -486.6 -446.4 -133.9
V O+2 aq -649.8 -587.0 -42.3
H2O aq -285.8 -237.2 69.9
H+ aq 0 0 0
Table 2.3.: Thermodynamical data for some vanadium compounds at
298.15 K. Values in parentheses are estimated [66, 67].
Finally, the conservation of energy relates the standard Gibbs free en-
thalpy of reaction ∆G
 to the standard potential E
; therefore, we obtain
the standard potential E
 when we introduce ∆G
 (2.30) with the val-
ues of the standard reaction enthalpy (2.33) and entropy (2.34) into the
reformulated (2.19):
E
 = −∆G

nF
= −∆H


r − T∆S
r
nF
[V ] (2.35)
So, we have determined from the thermodynamical principles that the
standard potential E
 is 1.23 V at 25◦C .
Temperature Dependence
We make here a short digression to consider the temperature dependence
of the standard potential; indeed, the standard potential depends on the
temperature as it is illustrated in Fig. 2.6. Furthermore, we can determine
the change in E
 from (2.35):
∂E

∂T
= − 1
nF

∂∆G

∂T

∼= ∆S


r
nF
= −1.26 [mV/K] (2.36)
Experimentally, Heintz and Illenberger [65] have highlighted this lin-
ear relationship between the standard potential E
 and the temperature.
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Figure 2.6.: Standard potential (2.35) as a function of temperature.
They have found a negative slope of -1.62 mV/K between 5◦C and 50◦C ;
this is slightly higher than the theoretical value of -1.26 mV/K.
From the Standard Reduction Potentials
The second method to determine the standard potential E
 is based on the
standard reduction potential which represents the tendency of a chemical
species to acquire electrons and thereby be reduced. These potentials are
available in electrochemical tables and can be represented in a potential
diagram (Fig. 2.7). In the case of the VRB, we can determine the standard
reduction potentials of the two redox couples; the two electrode potentials,
E
anode and E
cathode have the following values3:
V 3+ + e− 
 V 2+ E
anode = −0.255 V
V O+2 + 2H
+ + e− 
 V O2+ +H2O E
cathode = 1.000 V (2.37)
3The standard potential for the anodic reaction E
anode has also been reported to
be -0.24 V in [68] and measurements in 0.5 and 3M H2SO4 solutions of -0.258 V
and -0.291 V have been reported in [69]. For the cathodic reaction, the standard
potential E
cathode has also been reported to be as low as 0.991 V in [35, 70] and
as high as 1.004 V [69]. Experimental measurements in 1 and 3M H2SO4 solutions
of 1.008 V and 1.103 V have been reported in [69].
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V3+ V2+ VO+2  VO
2+1.000 0.337 -0.255 V
-1.13
0.668
0.361
-0.236
Figure 2.7.: Potential diagram for the vanadium species in strongly acidic
solutions [67]. The values are given in V.
Note that the electrode potentials E
anode and E
cathode are valid for a
given temperature4; therefore, this second method is only able to deter-
mine the standard potential E
 at this temperature. The standard po-
tential is given from the difference between the cathode potential E
cathode
and the anode potential E
anode:
E
 = E
cathode − E
anode = 1.255 V (2.38)
To conclude this section, we can state that the two above methods give
similar results for the standard potential E
, at 25◦C , the difference is
below 2%; but the thermodynamical method is able to determine E
 at
any temperature. Furthermore, we will observe in the sections 2.3.5 and
3.3 that the open circuit cell voltage (OCV) at a 50% state of charge is
often found to be higher than the standard potential (see Fig. 2.9 and 3.8);
we can explain this by the high sulphuric acid concentration, inducing a
high proton concentration, and by the high vanadium ion concentrations.
2.3.3. Full Ionic Equations
At the beginning of this section 2.3, we have established the chemical equa-
tions of the VRB reactions (2.24), (2.25) and (2.26); unfortunately, these
equations do not reflect exactly the phenomena happening in the cells.
Indeed, the VRB electrolytes contain not only vanadium ions at different
oxidation states, but also protons H+ and sulphate ions SO2−4 that are
only partially represented in the chemical equations; these ions are called
spectator ions and do not take an active part in the reaction. But these
spectator ions are important to respect the law of conservation of mass
4in this case, standard reduction potentials are given at 25◦C .
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and the charge balance in both electrolytes. Therefore, we introduce here
the complete ionic equations that will help us understand the variations of
the proton concentrations and why some protons H+ cross the membrane
to balance the charge in the electrolytes.
To determine the full anodic equation, we introduce the salts corre-
sponding to the vanadium species (see Tab. 2.2) and the sulphuric acid5
H2SO4 into the net ionic equation (2.25); in the electrolyte, these salts
are dissociated and similar ions are then grouped together:
V 3+ + e−
≡ 0.5 V2(SO4)3 + a H2SO4 + e−
≡  V 3+ + (1.5 + a) SO2−4 + 2a H+ + e−
↓ CHARGE
V 2+
≡ V SO4 + b H2SO4
≡ V 2+ + (1 + b) SO2−4 + 2b H+
(2.39)
Using the law of conservation of mass that states that the mass of a
closed system remains constant, i.e. in chemical reactions or equations no
atom may be created or destroyed, we know that the quantity of sulphate
SO2−4 must remain constant, therefore:
b = 0.5 + a (2.40)
A careful examination of (2.39) reveals that the quantity of protons
H+ is increased by 1 M during the reduction of 1 M of vanadium V 3+.
Fortunately, we will soon discover that the cathodic reaction produces
an extra mole of H+ during the oxidation of 1 M of V O2+. Therefore,
if the protons are able to cross the membrane, the law of conservation
of mass is respected; furthermore, the charge balance is also maintained
throughout the reaction. This can be observed in Fig. 2.8 where the full
ionic equations are illustrated.
Following a similar approach, we can derive the full cathodic equation
5The quantity of sulphuric acid depends on the electrolyte composition.
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Figure 2.8.: Illustration of the full ionic equations of the VRB during the
charging cycle.
from the net ionic equation (2.24):
V O2+ +H2O
≡ V OSO4 + c H2SO4 +H2O
≡ V O2+ + (1 + c) SO2−4 + 2c H+ +H2O
↓ CHARGE
V O+2 + 2 H
+ + e−
≡ 0.5 (V O2)2SO4 + d H2SO4 +H+ + e−
≡ V O+2 + (0.5 + d) SO2−4 + 2d H+ +H+ + e−
(2.41)
Similarly, the quantity of sulphate must remain constant and therefore:
d = 0.5 + c (2.42)
Here, a close examination of (2.41) quickly reveals that the charge bal-
ance is only maintained if we remove the undesirable protons H+; indeed,
the dissociation of the water molecules H2O during the oxidation of 1 M
of V O2+ produces 2 M of protons: the first is necessary to maintain the
charge balance in the catholyte and the second is needed in the anolyte to
equilibrate there the charge balance. Therefore, the migration of 1 M of
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H+ is necessary to equilibrate both electrolytes. Finally, we observe that
the quantities of protons in both electrolytes are increased by 1 M (after
the migration) during the oxidation of 1 M of V 4+; this last observation
is important to the resolution of the Nernst equation (2.29) and will be
discussed in more details in section 3.3.
2.3.4. State of Charge
The VRB state of charge SoC is the equivalent of a fuel gauge in a car:
it is an indication of how much energy is stored in the battery. SoC
varies from 0, when the battery is discharged, to 1, when the battery is
fully charged. Analytically, its value is given by the concentrations of the
different vanadium species.
SoC =

cV 2+
cV 2+ + cV 3+

=
 
c
V O+2
cV O2+ + cV O+2
!
[−] (2.43)
When the total vanadium concentration cVtotal is the same in both elec-
trolytes, the relations between the concentrations of each species can be
written as:
cV 3+ = cVtotal − cV 2+ , cV O2+ = cVtotal − cV O+2 [mol/l] (2.44)
In this case, when (2.44) is introduced into (2.43), the state of charge
SoC simply becomes:
SoC =

cV 2+
cVtotal

anolyte
=
 c
V O+2
cVtotal

catholyte
[−] (2.45)
2.3.5. Numerical Example of the Cell Voltage
We conclude this section dedicated to the VRB reactions, in particular
its equilibrium voltage, with a numerical example of the relations and
principles introduced previously. This example illustrates the dependence
of the cell voltage upon the various vanadium species concentrations and
upon the protons H+ concentration. It is important to notice that in this
particular case, no electrical current is flowing through the cell; therefore,
the first graph of Fig. 2.9 represents the open-circuit voltage (OCV) as a
function of the state of charge SoC which is proportional to the vanadium
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concentrations. In the next section, we will examine what happens when
the equilibrium conditions are not met, i.e. when a net electrical current
is observed through the electrodes.
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Figure 2.9.: Top: Cell voltage versus the state of charge at 25 ◦C . Bottom:
Proton H+ and vanadium concentrations versus the state of charge at
25 ◦C .
The total concentration of vanadium in each electrolyte is at all time
equal to 1 M in this example. The concentration of a particular species
depends on the state of charge (2.43). At the discharged state, the anolyte
contains 1 M of V 3+ and the catholyte contains 1 M of V O2+. Both
electrolytes contain the same quantity of sulphate SO2−4 (4 M) and the
proton concentration in the catholyte varies from 6 M to 7 M according
to the relations presented in the previous section 2.3.3.
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2.4. Overpotentials, Ohmic and Ionic Losses
In the first part of this chapter, we have extensively discussed the VRB
chemistry under equilibrium conditions, we know how to determine the
equilibrium potential from the vanadium concentrations. But what hap-
pens when a current starts to flow? The equilibrium conditions are not
met anymore and the cell voltage differs from the Nernst voltage. This
difference represents the energy needed to force the redox reaction to pro-
ceed at the required rate and is often called overpotential, or sometimes
overvoltage.
The overpotentials are electrode phenomena that may affect either or
both electrodes; in fact, there are different types of overpotentials: the
activation overpotential is associated with energy required to initiate a
charge transfer and the concentration overpotential is caused by differences
in concentration between the bulk solution and the electrode surface. The
degree of polarization of an electrode varies widely; in some instances, it
approaches zero and in others, it can be so large that the current becomes
independent of the potential [71].
Additionally to these electrode phenomena, the material resistances that
impede the flow of electrical charges also influence the cell voltage. The
ohmic losses occur in the electrodes, bipolar plates, collector plates and
wires whereas the ionic losses occur inside the electrolyte and in the mem-
brane. The ohmic and ionic losses are sometimes called IR drops.
All these phenomena share a common characteristic: they are all ampli-
fied by the current. During the discharge, these overpotentials reduce the
available voltage and in consequence the power. Furthermore, they must
be compensated during the charge, i.e. an additional voltage has to be
applied to maintain the reaction rate, or in other words, the current.
2.4.1. Activation Overpotential
In a battery, the magnitude of the current is either limited by the rate of
the mass transfer of reactants to the electrode (the concentration overpo-
tential is discussed in the next section) or by the rate of one or both of
the redox reactions, that is, by the rate of electron transfer between the
reactant and the electrodes.
In electrochemistry, the behaviour of the electrode kinetics is influenced
by the potential and the concentrations. Indeed, when an additional po-
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tential, or overvoltage, is applied, the equilibrium conditions are modified
and a net current is observed. This overvoltage is required to overcome the
activation energy of the half reaction. The magnitude of the overpoten-
tial depends on the rate of the reaction: a slow reaction requires a larger
overpotential than a fast reaction. To understand the mechanisms of the
activation overpotential, let’s consider a general redox reaction [61, 72]:
Red
ka→
←
kc
Ox+ ne− (2.46)
where: ka = anodic rate constant [m/s]
kc = cathodic rate constant [m/s]
This general redox reaction is easily transposed to the VRB reactions:
Anode reaction: V 2+
ka→
←
kc
V 3+ + e−
Cathode reaction: V 4+
ka→
←
kc
V 5+ + e−
(2.47)
Both the oxidation and the reduction are occurring simultaneously all
the time, but not necessarily at the same rate. The rate of the forward
reaction is given by νa and the reverse reaction by νc:
νa = kacR

mol/m2s

νc = kccO

mol/m2s
 (2.48)
Under Equilibrium Conditions
At equilibrium, both the forward and backward reactions occur at the
same rate and therefore no current is flowing. Under standard conditions,
i.e. the bulk concentrations of the oxidised and reduced species are equal,
the activation energy barrier is symmetrical as illustrated in Fig. 2.10.
In 1889, Svante Arrhenius, a Swedish physicist and chemist who was one
of the founders of physical chemistry, found that a molecule must overcome
an energy barrier before it can react with another molecule. The Arrhenius
equation gives the relationship between the activation energy and the rate
of a reaction6. At equilibrium, the anodic and cathodic rate constants are
6Additionally, the Arrhenius equation formulates the temperature dependence of the
rate constant.
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Figure 2.10.: activation barrier for a redox reaction in the standard case,
i.e. the bulk concentrations of the oxidised and reduced species are equal.
given by the standard rate constant k
:
k
 = ka = kc = δ

kbT
h

e∆G


act/RT [m/s] (2.49)
where: δ = minimum distance separating the re-
actants from the electrode
[m]
kb = Boltzmann’s constant [J/K]
h = Planck’s constant [Js]
∆G
act = standard Gibbs energy of activation [J/mol]
Figure 2.11.: Svante A. Arrhenius 1859 - 1927 (source: [24]).
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The General Case
In the general case, where the concentrations of the oxidised and reduced
species are not equal, the activation energy barrier is not symmetrical
anymore (see Fig. 2.12); thus, the anodic and cathodic activation energy
are also not equal anymore.
DGa DGaeq DGc
eq
DGc
nF(E-E    )eq
G
ib
bs
 e
ne
rg
y
Reaction coordinate
Oxidation
Figure 2.12.: activation barrier for an oxidation in the general case, i.e.
the bulk concentrations of the oxidised and reduced species are not equal.
The curve at the top is under equilibrium condition (no current) and below
when an overpotential is applied.
Even so, at equilibrium, no current is flowing and the equality between
the rates of oxidation and reduction (2.50) is maintained; therefore, the
inequality of the surface concentrations cR(0) and cO(0) means that the
anodic and cathodic rate constants are not equal.
kacR(0) = kccO(0)

mol/m2s

(2.50)
where: c(x) = concentration at the distance x from
the electrode, x = 0 corresponds to
the electrode surface.
[mol/l]
From the Arrhenius equation (2.49), we know that the electrochemical
rates constant depend on the temperature T and on the Gibbs energy of
activation ∆Gact. Hence, a modification of ∆Gact changes the reaction
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rates: one being faster than the other; thus a net current appears across
the electrode. This principle is illustrated in Fig. 2.12, the height of the
energy barrier is reduced when the Gibbs energy of activation is decreased,
favouring the oxidation over the reduction in that case.
We know from (2.19), that the Gibbs energy of activation depends on
the electrode potential. So, if we change the electrode potential E from
its equilibrium potential Eeq by an amount of E − Eeq, the anodic ∆Ga
and cathodic ∆Gc activation energies become:
∆Ga = ∆G
eq
a − αnF (E − Eeq) [J/mol] (2.51)
∆Gc = ∆G
eq
c + (1− α)nF (E − Eeq) [J/mol] (2.52)
where: ∆Geqa,c = anodic and cathodic Gibbs energies
of activation at equilibrium
[J/mol]
α = charge transfer coefficient [−]
From (2.49), (2.51) and (2.52), the variation of the anodic and cathodic
rate constants are expressed as a function of the electrode potential E:
ka = k
0
ae
αnFE/RT [m/s] (2.53)
and
kc = k
0
ce
−(1−α)nFE/RT [m/s] (2.54)
The value of the two rate constants k0a and k0c are linked to the standard
rate constant k
 when the electrode potential is set at the formal redox
potential E
′ . Indeed, at this potential, the activation barrier is symmet-
rical and the bulk concentrations are equal (cR(∞) = cO(∞)), so from
(2.50), E
′ is the potential where the forward and backward reactions
have the same value, therefore:
k
 = k0aeαnFE
′/RT = k0ce−(1−α)nFE
′/RT [m/s] (2.55)
We can now express the anodic current which represents the number of
electrons per second transferred from the reduced species in solution to
the electrode:
Ia = nFAkacR(0) [A] (2.56)
where A is the surface of the electrode. Assuming an excess of electrons
in the electrode, we can write the cathodic current which represents the
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number of electrons per second transferred toward the oxidized species in
the solution from the electrode:
Ic = −nFAkccO(0) [A] (2.57)
Finally, the sum of the anodic and cathodic currents represents the net
current I flowing through the electrode:
I = nFA
h
k0acR(0)e
αnFE/RT − k0ccO(0)e−(1−α)nFE/RT
i
= nFAk


cR(0)e
αnF (E−E
′ )/RT − cO(0)e−(1−α)nF (E−E

′
)/RT

[A]
(2.58)
Next, we want to rearrange (2.58) to express the current I as a function
of the overpotential ηact, which is the difference between the equilibrium
potential Eeq and the electrode potential E required to induce the current:
ηact = E − Eeq [V ] (2.59)
Remembering that the Nernst equation (2.23) links the formal standard
potential E
′ and the equilibrium potential Eeq:
Eeq = E

′ + RT
nF
ln

cO(0)
cR(0)

[V ] (2.60)
And since equilibrium conditions apply (no current), the bulk concentra-
tions ci(∞) are found at the surface of the electrode. Furthermore, we
introduce (2.59) into (2.60):
E − E
′ = ηact + RT
nF
ln

cO(∞)
cR(∞)

[V ] (2.61)
The introduction of (2.61) into (2.58) leads to the expression of the
current as a function of the overpotential ηact:
I = I0

cR(0)
cR(∞)

eαnFηact/RT −

cO(0)
cO(∞)

e−(1−α)nFηact/RT

[A]
(2.62)
in which I0 is termed the exchange current and represents the value of
either of the anodic current or the absolute value of the cathodic current
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at equilibrium:
I0 = nFAk

 [cR(∞)]1−α [cO(∞)]α [A] (2.63)
The Butler-Volmer Equation
When the mass transfer effects are negligible, i.e. when the current at the
electrode is sufficiently small and/or when the solution is well stirred (or
refreshed), the concentrations at the surface of the electrode remain equal
to the concentrations in the bulk solution (c(0) = c(∞)); (2.62) becomes
the Butler-Volmer equation, one of the most fundamental relationships of
electrochemistry:
I = I0
h
eαnFηact/RT − e−(1−α)nFηact/RT
i
[A] (2.64)
For large overpotential ηact, one of the exponential terms in (2.64) be-
comes negligible. Hence, a simple exponential relationship between the
current and the overpotential is obtained in the form of a Tafel equation.
For example, a large positive overpotential yields to:
ηact =
RT
αnF
ln(I)− RT
αnF
ln(I0) [V ] (2.65)
Applications to the VRB
To conclude this section dedicated to the activation overpotential, we will
observe and comment typical polarization curves measured with a rotating
disk electrode (RDE) against a saturated calomel electrode (SCE). The
movement of the spinning electrode constantly refreshes the solution at the
electrode surface; therefore the Butler-Volmer equation (2.64) is applicable
in that situation. We have shown in Fig. 2.13 the polarization curves of a
very dilute vanadium solution; they provide nevertheless a good overview
of the VRB redox reactions. These experimental data were published by
M. Gattrell and al. in [69].
First, we observe in Fig. 2.13 that the kinetics of the V O2+/V O+2
couple are slower than the V 3+/V 2+ couple, i.e. a larger overpotential
is needed to initiate the charge transfer. Furthermore, we also remark
that the reduction of V O+2 is slower than the reverse reaction, the V O
2+
oxidation; this means that higher voltage losses must be expected during
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Figure 2.13.: Typical polarisation curves measured at the RDE ver-
sus a SCE. The concentrations are cV 2+ ∼= 16 mM, cV 3+ ∼= 36 mM,
cV O2+ ∼= 31 mM and cV O+2 ∼= 19 mM dissolved in 1 M H2SO4. Experi-
mental data are from [69].
the discharge. This observation will become really meaningful in section
3.4 dedicated to the internal losses.
Then, we can also determine the formal electrode potential E
′ from
these polarization curves; indeed, under equilibrium conditions, the elec-
trode potential E corrected to equimolar concentrations with the Nernst
equation (2.23) and given versus the standard hydrogen electrode (SHE)7
instead of the SCE, corresponds to formal electrode potential. Hence, we
have for the formal anode potential E
′anode = −0.26 V and for the formal
cathode potential E
′cathode = 1 V; together, they determine E
′ which
equals in that case 1.26 V.
Furthermore, we remark that the formal electrode potential E
′ is very
close to the standard potential E
 found in section 2.3.2; this correlation
7ESHE = ESCE + 0.241 [V ]
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gives us a very good confidence in the assumption made in section 2.3.1
when it was stated that the activity coefficients cancelled each other. Even
in the least favourable case, we have:
E
 = 1.23 V ∼= 1.26 V = E
′ (2.66)
In Fig. 2.14, we compare in a Tafel plot the polarization curve of the
slowest couple, V O2+/V O+2 , with the theoretical values; the theoretical
curve is obtained from the Butler-Volmer equation (2.64). The value of
the exchange current I0 is determined from (2.63) with the parameters
found in Tab. 2.4:
I0 = nFAk

 [cR(∞)]1−α [cO(∞)]α = 5.555 · 10−7 [A] (2.67)
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Figure 2.14.: Tafel type plot of the polarization curve for V O2+/V O2+
where cV O2+ ∼= 90 mM and cV O2+ ∼= 110 mM dissolved in 1 M H2SO4.
Experimental data are from [69].
But before we discuss the significant difference between the theoretical
and experimental curves in Fig. 2.14, we should present the pathway of a
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Symbol Name Value
E
′ Formal potential vs. SCE 0.781 V
A Area 0.196 cm2
k
 Standard rate constant 3 · 10−7 cm/s
cR(∞) V O2 bulk concentration 90 · 10−6 mol/cm3
cO(∞) V O+2 bulk concentration 110 · 10−6 mol/cm3
α Charge transfer coefficient 0.42
T Temperature 293.15 K
Table 2.4.: Parameters for the Butler-Volmer and exchange current equa-
tions. These values were found in [69].
general electrode reaction illustrated in Fig. 2.15. The simplest reactions
begin with the mass transfer of the reacting species from the bulk of the
solution to the electrode surface; there the redox reaction takes place.
Finally, the products are diffused away from the electrode surface. In more
complex reactions, other process might occur such as chemical reactions,
adsorptions or desorptions [72, 73].
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Figure 2.15.: General scheme of the processes that occur at the electrode-
solution interface [72].
Hence, the significant difference observed in Fig. 2.14 suggests that the
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cathodic redox reactions are not a simple mechanism and that the electrons
transfer is accompanied by a certain chemical step. The most probable
chemical step seems to be the breaking and/or formation of the V − O
chemical bond during the redox reactions between V O+2 and V O
2+. The
interested readers should find additional informations in [37, 69, 74]. In
conclusion, the possible paths are:
V O2+
kf→
←
kr
A
+e−→
←
−e−
V O+2 AND/OR
V O2+
+e−→
←
−e−
A
kf→
←
kr
V O+2
(2.68)
In addition, we give in Tab. 2.5 some kinetic parameters of the vanadium
redox reactions; these transfer coefficients α and exchange currents I0 were
determined by C. Fabjan and al., and published in [75]. We observe in this
table that the kinetic properties depend on the electrolyte composition.
Redox couple Concentration Transfer Exchange
[mol/l] coefficient current
α [−] I0 [mA/cm2]
V 2+/V 3+ anodic 0.5/0.25 0.26 1.76 · 10−3
V 2+/V 3+ cathodic 0.5/0.25 0.6 1.00 · 10−3
V 4+/V 5+ anodic 0.01/0.01 0.33 1.26 · 10−4
V 4+/V 5+ anodic 0.1/0.01 0.35 1.79 · 10−4
V 4+/V 5+ anodic 1.0/0.01 0.39 6.33 · 10−4
Table 2.5.: Transfer coefficients α and exchange currents I0 for the vana-
dium redox couples at various concentrations. The electrolyte contains
2 M of H2SO4. These values were published in [75].
2.4.2. Concentration Overpotential
The concentration overpotential ηconc is caused by the difference in elec-
troactive species concentrations between the bulk solution and the elec-
trode surface. In an electrochemical cell, the electron transfer between a
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reactive species and an electrode occurs only in a thin film (a fraction of
nanometre in thickness) of solution immediately adjacent to the surface of
the electrode. The different layers are illustrated in Fig. 2.16.
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Figure 2.16.: Concentration changes in the electrolyte and the different
layers.
The concentration overpotential is due to the finite rate of mass transfer
from the electrolyte to the electrode surface. In order to keep the current
steady, the reaction layer must be continuously replenished with fresh
reactant from the bulk of the electrolyte. So, the concentration overpo-
tential occurs when the rate of the electrochemical reaction is sufficiently
rapid that the reactant species do not reach the electrode surface or that
the product species do not leave the electrode fast enough. We will see
in the rest of this section that the reactants and the products might be
transported by three mechanisms: the diffusion, the migration and the
convection.
Diffusion
Diffusion is the spontaneous net movement of ions or molecules from the
more concentrated region to the more dilute. The diffusion is due to the
Brownian motion: the particles move randomly between area of high and
low concentration, but because there are more particles in the high con-
centration region, more particles will leave it and this process ultimately
leads to the disappearance of the concentration difference.
Before we introduce the Fick’s first law, we must briefly define the flux
of a species Ji through a unit area A (see Fig. 2.17); Ji depends on the
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species concentration ci and on its average velocity Vi:
Ji = ciVi

mol/m2s

(2.69)
A
Figure 2.17.: flux through a surface A.
The Fick’s first law states that the diffusion is a process driven by the
concentration gradient and that the diffusion flux is directly proportional
to this gradient. In the case of one-dimensional gradients, the diffusion
flux Jdiff,i is given by [61]:
Jdiff,i = −Di(∂ci
∂x
)

mol/m2s

(2.70)
where Di is the diffusion coefficient or diffusivity; this coefficient is pro-
Figure 2.18.: Adolf E. Fick 1829 - 1901 (source: [24]).
portional to the velocity of the ions or molecules, which depends on the
temperature, the viscosity and the size of the particles. Di is given by the
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Stokes-Einstein equation:
Di = RTu˜i =
kbT
6piµr

m2/s

(2.71)
where: u˜i = electrochemical mobility [m2/Js]
µ = viscosity [Ns/m2]
r = radius of the particle [m]
G. Oriji and al. have determined the diffusion coefficient of the vana-
dium species and their findings are presented in Tab. 2.6 [74] .
Species Diffusion coefficient [cm2/s] Stokes radius [nm]
V 2+ 1.1 · 10−6 0.32
V 3+ 0.57 · 10−6 0.32
V 4+ 1.0 · 10−6 0.21
V 5+ 1.0 · 10−6 0.28
Table 2.6.: Diffusion coefficient and Stokes radius for the vanadium species.
Data are from [74].
Migration
The migration is the movement of ions through a solution as a result of
electrostatic attraction between the ions and the electrodes; these ions are
moved under the influence of an electric field. The rate at which the ions
migrate to or away from an electrode surface generally increases as the
electrode potential increases; this charge movement constitutes a current,
which also increases with the potential [71].
When a charged particle is under the influence of an electric field, it will
accelerate until it reaches a constant drift velocity Vd:
Vd = uE [m/s] (2.72)
where: u = electric mobility [m2/V s]
E = electric field [V/m]
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Convection
Reactants and products can also be transferred to or from an electrode by
mechanical means. Forced convection, such as stirring or agitation, will
tend to decrease the thickness of the diffusion layer at the surface of an
electrode and thus decrease the concentration overpotential. Natural con-
vection resulting from temperature or density differences also contributes
to the transport of molecules to and from an electrode [71].
Expression of the Concentration Overpotential
The concentration overpotential ηconc is by definition the difference be-
tween the Nernst potential in the bulk solution Ebulk and the Nernst
potential at the electrode surface ES [58] and is therefore given by the
following relation derived from (2.29):
ηconc = Ebulk − ES = RT
F
ln
(
c
V O+2
(∞)cH+(∞)2cV 2+(∞)
cV O2+(∞)cV 3+(∞)
·
cV O2+(0)cV 3+(0)
c
V O+2
(0)cH+(0)
2cV 2+(0)
)
[V ]
(2.73)
2.4.3. Ohmic and Ionic Overpotentials
The ohmic and ionic overpotentials, or losses, should sound more famil-
iar to electrical engineers than the two previous overpotentials that were
clearly related to the electrochemistry; we have just seen that the activa-
tion overpotential ηact is necessary to sustain the rate of the electrochem-
ical reaction and the concentration overpotential ηconc appears when the
reactants do not reach the electrodes fast enough. The ohmic and ionic
overpotentials are related to the movement of electrical charges and have
some conceptual parallels with the mechanical notion of friction; they are
due to the electrical resistance: a measure of the ability of an object to
impede the flow of charges, electrons and/or ions.
The ohmic overpotential ηohm within the VRB is due to the electron
conduction in the carbon felt electrodes, the bipolar plates and the current
collector plates; outside the battery, ohmic loss also occurs within the
connecting wires. The ohmic resistance Rohm is the sum of the electrical
resistance of the electrodes Relectrodes, the bipolar plates Rbipolar and the
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current collector plates Rcollector. The overall ohmic losses are given by:
ηohm = (Relectrodes +Rbipolar +Rcollector)I = RohmI [V ] (2.74)
The electrolyte and the membrane also oppose the flow of an ionic cur-
rent; this resistance is the cause of the ionic overpotential ηionic. The
resistivity of ionic liquids Relectrolyte varies with the salt composition and
its concentration. Analogously to the ohmic resistance, the electrolyte has
a conductance directly proportional to the surface of the electrodes and
inversely proportional to the distance between them; the conductance G
defines the electrolyte ability to conduct electricity [66, 73]:
G =
1
R
= σ
A
L
[S] (2.75)
where: σ = specific conductivity [S/m]
A = cross-section [m2]
L = length [m]
The conductivity has a direct relation with the number, charge and
mobility of the ions dissolved inside the electrolyte [61]:
σ = F
X
|zi| ciui [S/m] (2.76)
where zi is the charge of the ion i. The mobility ui is dependent on
the size of the ions and their interaction with their surrounding; hence,
the mobility depends on the viscosity of the solution and is therefore a
function of the temperature (more details about the viscosity are given
in section 4.4). The membrane separating the anolyte and the catholyte
while conducting protons, has also a resistance Rmembrane opposing the
flow of charge. Thus, the overall ionic overpotential is given by:
ηionic = (Relectrolyte +Rmembrane)I = RionicI [V ] (2.77)
Thanks to the similarity between (2.74) and (2.77), we can combine the
ohmic and ionic resistivities into a single resistance Rtot:
Rtot = Rohm +Rionic [Ω] (2.78)
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External Influence on the Resistivity
Materials have an important impact on the cell resistivity and a careful
selection will lead to higher performance. For example, the batteries pre-
sented in [76] have an electrode resistivity between 0.7 and 1.3 Ω/cm2.
Two membranes have been used, the first is a Selemion AMV membrane
with a resistivity between 1.5 and 3 Ω/cm2 and the second is an experi-
mental New Selemion Type II membrane with a resistivity in the vicinity
of 1 Ω/cm2. Hence, the internal losses due to the resistivity might more
than double with a bad choice of materials.
2.5. Electrochemical Stack Model
We conclude this chapter with the electrochemical stack model that sum-
marizes the relations introduced previously into a steady state, cell av-
eraged and analytical stack model. This model based on building blocks
predicts the stack voltage Ustack and the state of charge SoC as a func-
tion of the operating conditions which were summarized in Tab. 2.1. To-
gether, these building blocks form the overall stack model as illustrated in
Fig. 2.19.
In a first step, the model determines the state of charge SoC from the
vanadium concentrations with (2.43); then it determines the equilibrium
voltage E and the activation ηact, the concentration ηconc, the ohmic ηohm
and the ionic ηionic overpotentials from respectively (2.29), (2.65), (2.73),
(2.74) and (2.77) for a single cell. Then, these values are simply multi-
plied by the number of cells Ncells to obtain the stack equilibrium voltage
Estack and overpotentials. Hence, the stack voltage Ustack is given by the
difference between Estack and the sum of the overpotentials:
Ustack = Ncell(E −
X
ηi) [V ] (2.79)
The dependence of the Nernst voltage, the overpotentials and the stack
voltage on the operating conditions is shown in Tab. 2.7. A ‘•’ denotes a
direct dependence of the variable on a given operating variable and a ‘◦’
denotes an indirect dependence, i.e. the variable is calculated based on
another one which itself, directly or indirectly, depends on the considered
operating variable.
In the first part of chapter 3, we will explain how to determine the vana-
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Figure 2.19.: Flowchart of the stack model. The state of charge is dis-
cussed in section 2.3.4, the Nernst potential in section 2.3.1, the activation
overpotential in section 2.4.1, the concentration overpotential in section
2.4.2, the ohmic overpotential and the ionic overpotential in section 2.4.3.
dium and proton concentrations from the electrolyte composition, i.e. the
battery SoC, the electrolyte flowrate Q and the electrical current I. Fur-
thermore, we will also estimate the internal losses from an equivalent set
of resistances; this new knowledge will enable us to augment and simplify
the electrochemical stack model introduced in this chapter.
2.6. Summary
In the first part of this chapter, we have introduced some general elec-
trochemical notions: molality, molarity, chemical equilibrium and activity.
Then we have introduced the important principles of the redox chemistry
on which the vanadium redox battery is based. We have followed our de-
velopment with the introduction of the Gibbs free energy and the Nernst
equation. From the chemical equations of the VRB reactions, we were able
to determine the equilibrium potential E with the Nernst equation which
reflects the dependence of the open-circuit voltage on the concentrations
of the different vanadium species. Comparison with experimental data has
shown a good correlation, except at very low state of charge SoC.
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Variable I cV 2+ cV 3+ cV 4+ cV 5+ cH+ T Q
SoC • • • •
E • • • • • • ◦
ηact • • • • • • ◦
ηconc ◦ • • • • • ◦
ηohm • ◦
ηionic • ◦ ◦ ◦ ◦ ◦ ◦
Ustack ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
Table 2.7.: Variables dependency on the operating conditions. • denotes
a direct dependence and ◦ denotes an indirect dependence.
To solve the Nernst equation, the standard potential E
 and the pro-
tons H+ concentration are required. Therefore, we have introduced two
methods to determine E
, either from the thermodynamics or from the
standard reduction potentials. Then, we have introduced the full ionic
equations that explicitly points out the spectator ions and explains why
some protons cross the membrane to equilibrate the charge balance. This
first part was concluded with a numerical illustration of the cell voltage
under equilibrium conditions.
After the characterization of the equilibrium conditions, we have tackled
in the second part the important description of the VRB behaviour under
non-equilibrium conditions; indeed, when a current I flows throughout
the cell(s), the equilibrium conditions are disturbed and the cell(s) voltage
Ucell reflects this change. The causes are multiple: activation overpotential
ηact, concentration overpotential ηconc, ohmic losses ηohm and ionic losses
ηionic.
The activation overpotential represents the potential required to initiate
a net current; it modifies the electrode kinetics to favour a reaction over
the other. When the mass transfer effects are negligible, we can define
an exchange current I0 and then relate the current to ηact through the
Butler-Volmer equation. The observation of a Tafel plot of the polarisation
curve of the V O2+/V O2+ redox reactions suggests that these reactions are
a complex mechanism where the electrons transfer is accompanied by a
certain chemical step.
The concentration overpotential is due to the finite rate of mass trans-
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fer from the bulk of the electrolyte to the electrode surface. Indeed, elec-
troactive species must be continuously replenished, and consumed species
removed, in order to keep the current I steady. The transport of reactants
and products is done through three mechanisms: the diffusion, the migra-
tion and the convection. The diffusion is due to the spontaneous move-
ment of ions from the more concentrated region to the more dilute, the
migration results from an electrostatic attraction between the ions and the
electrodes, and the convection transports the ions by a mechanical means
such as stirring or agitation.
The ohmic and ionic overpotential are due to the VRB electrical resis-
tance; the major contributors to the ohmic losses within the VRB are the
carbon felt electrodes, the bipolar plates and the current collector plates.
The ionic overpotential comes from the resistance to ions transport within
the electrolyte and through the membrane.
The variables affecting the rate of an electrode reaction were nicely sum-
marized by A. Bard and L. Faulkner in five categories that are represented
in Fig. 2.20: solution variables, mass transfer variables, external variables,
electrode variables and electrical variables [72]. The influence of the elec-
trode variables like the electrode material, surface area, geometry and
surface and of some solution variables like the composition of the solvent
(other than the sulphuric acid) are outside the scope of this work.
This chapter was concluded with the introduction of a first electrochem-
ical model that describes the electrochemical behaviour of the stack. This
model is built with the relations introduced in this chapter and predicts
the stack voltage Ustack as a function of the operating conditions: the
vanadium concentrations cV 2+ , cV 3+ , cV 4+ and cV 5+ , the proton concen-
tration cH+ , the electrical current I, the temperature T and the electrolyte
flowrate Q.
This first electrochemical model describes what happens at the core of
VRB, it is a powerful means to apprehend the phenomena that govern
and limit the performance of the battery. In the next chapter 3, we are
going to simplify this electrochemical model in a more practical way; the
simplification is required because many parameters are difficult to identify
and often unavailable. Furthermore, we will augment the model with the
addition of a model that predicts the vanadium and proton concentrations
as a function of the tank concentration ctank, the electrolyte flowrate Q
and the current I. At that moment, we will have the whole picture of how
the VRB stack operates.
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Figure 2.20.: Variables affecting the rate of the VRB redox reaction [72].
But, to correctly assess the performance of the battery, we must take
into account the mechanical power required to flow the electrolyte from
the tank to the stack and back to the tank. In order to achieve this goal,
we will developed a hydraulic model in chapter 5 based on analytical and
numerical fluid mechanics.
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Chapter 3
Electrochemical Model of a
Vanadium Redox Stack
3.1. Introduction
The main electrochemical relations governing the behaviour of the stack
were introduced in the previous chapter; these relations were established
to determine the stack voltage that depends, among other factors, on the
vanadium concentrations. However, we have not yet described how these
concentrations change when the battery is operating. Therefore, the first
part of this chapter is dedicated to the description of the concentration
variations.
The overpotentials and ohmic loss presented in the previous chapter
required many parameters that are often unavailable; thus, a simplified
model of the internal losses is introduced. Together with the relations
describing the ion concentrations and the Nernst equation they form the
electrochemical model of the VRB stack.
This model is then used to simulate the behaviour of a small islanded
system comprising a photovoltaic source, a VRB and a typical load. From
the power profile of the source and the load, the model determines the
power exchanged with the battery, the stack voltage and current, and the
vanadium concentrations in the tank and in the stack.
Characterizing the efficiency of a battery has always been a difficult
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task as it depends strongly on its operating conditions. Therefore, we will
define three types of efficiencies: energy efficiency, coulombic efficiency
and voltage efficiency in order to compare the performance. Then a series
of charge and discharge cycles will be performed at constant currents and
at constant powers; the results are finally compared with experimental
results.
We will conclude this section with a generalization of the principles
introduced previously; in particular, we will discuss the effects of the effi-
ciency on the power density and also observe the influence of the operating
conditions on the stack voltage, the stack power and the internal losses.
3.2. Concentration of the Vanadium Ions
We remind below the two chemical equations (2.24) and (2.25) introduced
in the previous chapter that characterize the VRB reaction. Clearly, we
see that during the redox reactions, the vanadium ions are transformed
and that some protons H+ are either produced or consumed. Therefore,
the ion concentrations must change in the electrolyte to reflect these trans-
formations which depend on how the battery is operated.
V 2+  V 3+ + e− (3.1)
V O+2 + 2H
+ + e−  V O2+ +H2O (3.2)
→ discharge
← charge
For example, when the battery is charged, V 2+ and V O+2 are produced
and their concentrations increase; and V 3+ and V O2+ are consumed and
thus their concentrations diminish. This process is reversed when the
battery is discharged. Tab. 3.1 summarizes the direction of the change for
each species.
Obviously, the concentration changes are proportional to the reaction
rate; and from the chemical equations (3.1) and (3.2), we know that an
electron is produced and/or consumed each time a redox reaction occurs.
Therefore, the concentration changes are also proportional to the electrical
current.
So, this section starts with the introduction of the electrons exchange
rate that will lead to the definition of the vanadium concentrations in the
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Charge Discharge
V 2+ ↑ ↓
V 3+ ↓ ↑
V O2+ ↓ ↑
V O+2 ↑ ↓
Table 3.1.: Concentration variation of vanadium ions during the charge
and discharge of the VRB.
stack and in the tank. It will end with a discussion about the concentration
dependence on the operating conditions, and a presentation of different
means to observe the concentrations.
3.2.1. Electrons Exchange Rate
According to Faraday’s first law of electrolysis that states that the mass of
a substance produced at an electrode during electrolysis is proportional to
the number of moles of electrons transferred at that electrode, the quantity
of vanadium ions involved in the redox reaction is directly proportional to
the electrical current.
Figure 3.1.: Michael Faraday 1791-1867 (source: [24]).
This current is created by the flow of charges which can be either positive
or negative. In the VRB, electrons e− are the negative charges flowing in
the external circuit and the protons H+ are the positive charges travelling
inside the electrolytes and migrating through the membrane to equilibrate
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the charge balance. The relation between the charge and the current is
well known to electrical engineers and are reminded in (3.3) and (3.4):
i(t) =
dQc
dt
[A] (3.3)
and
Qc = ne−e =
Z
i(t)dt [C] (3.4)
where: Qc = charge [C]
i = current [A]
t = time [s]
ne− = number of electrons [−]
e = elementary charge [C]
Therefore, the number of electrons ne− involved for a given current is:
ne− =
1
eNA
Z
i(t)dt [mol] (3.5)
where NA is the Avogadro number. Then (3.5) leads to the definition of a
molar flowrate of electrons N˙e− :
N˙e−(t) =
1
eNA
i(t) [mol/s] (3.6)
Hence, the electrons exchange rate is proportional to the electrical cur-
rent. By convention, the current is positive during the VRB discharge in
order to have a positive power delivered by the battery.
What Happens in a Stack?
Physically, an electron is released by the oxidation of a vanadium ion,
travels through the electrodes and is captured by the reduction of another
vanadium ion in the opposite half-cell. In the case of a stack composed
of Ncell cells, the electrons travel through the bipolar electrode to the
adjacent cell (Fig. 3.2). Thus, for one electron flowing through the external
electrical circuit, Ncell redox reactions have occurred. Therefore, the total
molar flowrate of electrons N˙
e−tot
for a stack is obtained by multiplying
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(3.6) by the number of cells:
N˙
e−tot
(t) =
Ncell
eNA
i(t) =
Ncell
F
i(t) [mol/s] (3.7)
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Figure 3.2.: Illustration of the redox reactions required to produce a one
electron flow in a 3 elements stack during the discharge. When the battery
is charged, the flow and the reactions are inverted.
3.2.2. Input, Output and Average Concentrations of Vanadium
Ions
We know now from the previous sections that the vanadium concentra-
tions change inside the cells when the battery is operating. Therefore,
the concentrations are not uniformly distributed through the electrolyte
circuit (Fig. 3.3). Indeed, four concentrations are located in the VRB:
the tank concentration ctank, the concentration at the cell input cin, the
concentration inside the cell ccell and the concentration at the cell output
cout.
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Figure 3.3.: Illustration of the hydraulic circuit (half cell) where the con-
centrations are shown.
Input and Tank Concentrations
Usually, the size of the reservoir is large compared to the electrolyte
flowrate; thus the change in concentrations due to the flow of used elec-
trolyte is so small that the tank concentrations are considered homoge-
neous. And therefore, the input concentrations cin correspond exactly to
ctank.
The tank concentration ctank reflects the past history of the battery;
indeed the change in ctank is proportional to the quantity of vanadium
that has been transformed in the stack: this value corresponds to the
quantity of electrons involves in the reaction. Therefore, ctank is defined
by the initial ion concentrations cinitialtanki , the size of the reservoir Vtank and
the total molar flowrate of electrons N˙
e−tot
:
cini(t) = ctanki(t) = c
initial
tanki +
1
Vtank
Z
bN˙
e−tot
(t)dt
= cinitialtanki +
1
Vtank
Z
b
F
i(t)dt [mol/l]
(3.8)
where b is a sign factor that reflects the direction of the reaction in accor-
dance with Tab. 3.1:
b =
 −1 for V 2+ and V 5+ ions
1 for V 3+ and V 4+ ions [−] (3.9)
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How Do the Concentrations Change inside the Cell?
The vanadium concentration is one parameter, among others, on which the
reaction rate depends; when the electrolyte flows through the cell, some
species are depleted and others are produced along the way. Hence the
concentrations and the reactions rate change (Fig. 3.4); the distribution
of the reaction sites is unknown, the reactions are probably more intense
at the cell input where the concentrations of electroactive species are max-
imal. The exact description of this phenomenon requires an extensive 3D
model and is outside the scope of this work.
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Figure 3.4.: Reaction rate and concentration as a function of the position,
the electrolyte flow is in the x direction. Case A: uniform reaction rate.
Case B: non uniform reaction rate. Bottom: Representation of the cell as
a closed system. Vanadium ions are entering and leaving the system with
the electrolyte flow; thus, their quantity is proportional to the flowrate
Q, input concentration cin and output concentration cout. Ions are also
internally transformed at a rate proportional to the current.
Fig. 3.4 illustrates the change in concentrations and reaction rate for a
simple rectangular cell in the flow direction (x axis). In the first case (A),
the reaction rate is constant and the concentration rate decreases linearly;
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and in the second case (B), the reaction rate is maximal at the cell input
and decreases rapidly as the active species are depleted. What happens
in reality is somewhere in between these two cases and depends strongly
on the operating conditions: a highly charged electrolyte flowing quickly
will have an almost constant reaction rate as the active species concen-
trations stay almost constant during the cell crossing. On the contrary, a
discharged electrolyte flowing slowly and encountering a high current will
see its active species quickly depleted and in consequence, its reaction rate
will drop.
If we consider the cell as a closed system (Fig. 3.4), the quantity of
vanadium ions entering the system is easily found from the input concen-
tration cin and the electrolyte flowrate Q; the quantity of vanadium ions
produced or consumed inside the system is proportional to the current i.
But how do we determine the output concentration?
We can divide the cell volume into smaller volumes that travel from
the cell input to the output at a velocity imposed by the flowrate. Each
volume experiences a change in vanadium concentrations depending on
the instantaneous current i at each location.
So, the output concentrations cout depend on the vanadium concentra-
tions inside the cell, the quantity of vanadium flowing into the cell and
the quantity transformed inside the cell at each location. Thanks to the
large tank, cin changes slowly and can be considered constant for the time
needed by the electrolyte to cross the cell. Furthermore, the inertia of the
electrolyte imposes slow change on Q, thus the only variable experiencing
fast change is the current i.
Output Concentration
The description of the output concentration cout is difficult because it
depends on the electrolyte flowrate Q, the length of the hydraulic circuit
and on the current i that the electrolyte encounters during the cell crossing.
Since the distribution of the vanadium ions inside the cell is unknown,
we decide, from the small volume point of view, to use a single volume.
Thus, the model has no memory and reacts instantly to a change in the
operating conditions. In that case, cout is related to the electrons molar
flowrate N˙
e−tot
, the electrolyte flowrate Q and on the input concentration
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cin:
couti(t) = cini(t) + b
N˙
e−tot
(t)
Q(t)
= cini(t) +
bNcell
F
i(t)
Q(t)
[mol/l] (3.10)
where: ci = concentration of the different vana-
dium ions
[mol/l]
Q(t) = flowrate of the electrolyte [l/s]
For a quasi steady state, where the current and the flowrate are almost
constant, the model predicts accurately the output concentrations. Unfor-
tunately, it is not able to predict the transient behaviour when the system
encounters extreme conditions such as the combination of a low flowrate,
few active species and sudden current change. But when these conditions
are avoided, (3.10) offers a very good insight of the battery behaviour.
Average Cell Concentration
We still have to establish the most important concentration: the concen-
tration inside the cell ccell that is necessary to solve the Nernst equation
(2.29). Because the ion concentrations are not uniformly distributed inside
the cell, we will make an approximation to determine ccell from the mean
value of cin and cout:
ccelli(t) = cavi(t) =
cini(t) + couti(t)
2
[mol/l] (3.11)
Another Method
A similar approach has been proposed by M. Li in [77] that describes the
concentration change; as for (3.10), it considers the cell as a closed system,
but also assumes, for simplicity, that the concentration inside the cell and
tank are uniform and that the time delay of electrolyte flow is negligible:
dccelli(t)
dt
=
bi(t)
VcellF
+
Q(t)
Vcell
(ctanki(t)− ccelli(t)) [mol/ls] (3.12)
where Vcell is the volume of the cell. The first term represents the change
due to the internal electrochemical reactions and the second term corre-
sponds to the concentration change due to the electrolyte circulation.
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Both methods give a good approximation for quasi steady state of op-
eration, but will both struggle to accurately represent the real operating
conditions in extreme cases (low flowrate, low active species concentrations
and sudden current change). (3.10) has no transient state and immediately
takes into account the new conditions and (3.12) will damp the concen-
tration change and will experience a transient state which might show
inaccuracy. Nevertheless, the aim here is to have a simple model that is
accurate in the majority of conditions. In the rest of this work, (3.10) and
(3.11) are used to describe the concentrations.
Concentration Dependence on the Operating Conditions
How do the concentrations react to different operating conditions? That’s
the question we want to answer in this section. We have already stressed
in the previous sections that the output concentration cout and the cell
concentrations ccell depend on the flowrate Q, the current i and the input
concentrations cin as seen in (3.10) and (3.11).
We have illustrated in Fig. 3.5 the output concentration cout under a
wide range of operating conditions: a low input concentration (0.1 M)
and a high concentration (2 M), three currents (10, 33 and 100 A) and a
flowrate ranging from 0 to 0.1 l/s.
It’s not obvious in Fig. 3.5, but the absolute variation of cout is the
same in both graphs. But, since the input concentrations are different,
the change in cout is important in the case of low input concentrations and
negligible otherwise, except of course at low flowrate.
So, at low input concentration cin, the flowrate strongly affects cout
which, in turn, influences the cell concentration ccell and finally also influ-
ences the cell voltage. But, at high cin, the flowrate has almost no effect
on cout above a certain threshold; this threshold is reached when the ac-
tive species are almost completely depleted. Thus, for the same current,
an optimal flowrate exists and depends on the electrolyte concentrations.
And since ccell is one of the parameters that determines the cell voltage,
a good ion concentration will maintain a good battery efficiency.
In the VRB balance of plant, the pumps are the major consumer of
power; therefore, a careful control of the electrolyte flowrate reduces the
energy consumption and enhances the overall battery efficiency. In chapter
5, we will discuss the fluid mechanics of the VRB and determine the power
needed to circulate the electrolyte at any flowrate.
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Figure 3.5.: Output concentration under various currents (10, 33 and
100 A) and flowrate. Above the input concentration is 0.1 M and below
the input concentration is 2 M.
Finally, note that the ion concentrations can not be depleted below zero.
Thus, there is a minimal flowrate Qmin, also dependent on the operating
conditions (current and input concentrations), necessary to supply the
required amount of electroactive species. In practice, a margin is needed
because the vanadium ions and the intensity of the redox reaction are not
uniformly distributed in the cell. This margin also helps to avoid side
reactions when the electrolyte becomes depleted.
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3.2.3. Observation of the Concentration
The concentrations are important internal variables that determine the
state of charge SoC (2.43) and the stack voltage (2.79). It will be very
convenient to be able to observe the actual concentrations in a real appli-
cation. In this section, we propose two methods to do it.
The first is based on the Nernst equation (2.29) from which the vana-
dium ion concentrations are calculated. Indeed, under OCV conditions,
there is no overpotential; thus the cell voltage depends only on the concen-
trations. Therefore we can determine the concentrations from a measure-
ment of the cell voltage, if we assume that the vanadium concentrations
are equal in both electrolytes. Fortunately, this is the case in VRB.
In practice, it is not possible to meet the OCV conditions which require
to interrupt the current i without disturbing the battery operation. But
we can circumvent this problem by diverting a small fraction of the elec-
trolytes into a small bypass cell or stack (see Fig. 3.6). Thus, the main
part of the electrolytes flows through the main stack and the battery can
operate without interruption; furthermore, the bypass cell is always under
OCV conditions, so the monitoring of its voltage gives an instantaneous
image of the electrolyte concentrations.
By
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Figure 3.6.: VRB stack with a bypass cell to observe the ion concentration.
The second method comes from an interesting property of the elec-
trolyte: its colour changes with its charge level. When fully charged,
the catholyte is yellow and the anolyte is violet; when the VRB is dis-
charged, the catholyte turns gradually blue and the anolyte turns green
(see Fig. 3.7). This property can be used to estimate the state of charge
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and thus the concentrations. Note that this is a more sophisticate and
complex method that requires an optical cell connected to an UV-VIS
spectrometer [65]. The light absorption of the electrolyte solution is mea-
sured to obtain the VRB state of charge at any time.
AnolyteCatholyte
V 5+ V 3+V 4+ V 2+
Figure 3.7.: Colour of the different vanadium ions solutions (source: [78]).
3.3. Proton Concentration in the Catholyte
The last unknown concentration required to solve the Nernst equation
(2.29) is the proton H+ concentration in the catholyte. We have already
discussed in section 2.3.3 how they are produced and consumed during the
redox reactions and why they cross the membrane to balance the charge
inside the cells; in particular the full ionic equations (2.39) and (2.41)
define how the quantity of protons change. For example, the H+ quantity
in the catholyte increases by 1 M when 1 M of vanadium V 4+ is oxidized.
Thus, there is a direct relation between the H+ and the V 4+ quantities
from which the concentration of protons in the catholyte cH+,catholyte is de-
rived. When the battery is discharged, the H+ concentration is set by the
quantity of sulphuric acid dissolved in the electrolyte. Hence, the H+ con-
centration at the discharged state in the catholyte cH+,discharged,catholyte
is known. So, the H+ concentration in the catholyte cH+,catholyte at any
state of charge becomes:
cH+,catholyte = cH+,discharged,catholyte + cV O2+ [M ] (3.13)
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where cV O2+ is the concentration of V O
2+ ions.
Influence of the Proton Concentration on the Cell Voltage
There are two main sources of protons in the VRB: the sulphuric acid
H2SO4 and the dissociation of water during the oxidation of V 4+ ions.
But we can only influence the H+ concentration with the quantity of
sulphuric acid as the H+ quantity coming from the dissociation of water
depends uniquely on the state of charge of the battery (see section 2.3.3
for more details).
The proton concentration cH+ has a beneficial effect on the cell voltage,
as it can be observed in Fig 3.8. Hence, the performance of the battery
during the discharge is increased when the H+ concentration is higher;
this is due to the increased power available at the same state of charge.
However, this is mitigated by the higher power required during the charge.
Moreover, we will see in chapter 4 that the sulphuric acid concentration
influences other parameters such as the density and the viscosity of the
electrolyte.
The second graph of Fig. 3.8 shows the cH+ contribution to the cell
voltage. This contribution is extracted from the second term of the Nernst
equation (2.29); it grows logarithmically with the H+ concentration and
is negative for concentration below 1 M.
3.4. Internal Losses
The equilibrium voltage E is expressed by the Nernst equation (2.29) and
represents the open circuit voltage (OCV). As soon as current starts to
flow, equilibrium conditions are not met anymore and voltage drops occur
in the cells. These losses are associated with different physical phenomena
discussed in section 2.4: the activation overpotential ηact associated with
the activation energy required to initiate a charge transfer, the concen-
tration overpotential ηconc caused by a difference in electroactive species
concentrations between the bulk solution and the electrode surface, the
ohmic loss ηohm and the ionic loss ηion. Hence, the cell voltage Ucell is
then given by:
Ucell(t) = E(t)− ηact(t)− ηconc(t)− ηohm(t)− ηion(t) [V ] (3.14)
Unfortunately, these overpotentials are difficult to identify, depend on
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Figure 3.8.: On the left: cell voltage for four different sulphuric acid con-
centration of H2SO4; the proton concentration increases as the battery
is charged. The concentration of the vanadium species is ranging from 0
to 1 M depending on the state of charge. On the right: part of the cell
voltage due to the proton concentration in the Nernst equation (2.29).
the electrolytes composition, the cell geometry, the material and the op-
erating conditions. Moreover, they are seldom found in the literature and
often applicable only to peculiar conditions. Therefore, (3.14) is not read-
ily applicable to a practical model.
Indeed, for a given battery, the overpotentials mainly depend on the
current i, the temperature T and the electrolyte flowrate Q; the total
overpotential, or internal loss1, Uloss is the difference between the equilib-
rium voltage E and the cell voltage Ucell:
Uloss(t) = |E(t)− Ucell(t)| [V ] (3.15)
In the case where the temperature and the flowrate are considered con-
stant, the internal losses are described by an equivalent resistance2 Req
1The internal losses are by definition always positive.
2Also by definition, the equivalent resistance and equivalent overpotential are posi-
tive.
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and an equivalent overpotential ηeq [79]:
Uloss(t) = Req,charge/discharge |i(t)|+ ηeq,charge/discharge [V ] (3.16)
where: Req,charge = charge equivalent resistance [Ω]
Req,discharge = discharge equivalent resistance [Ω]
ηeq,charge = charge equivalent overpotential [V ]
ηeq,discharge = discharge equivalent overpotential [V ]
Note that when the flowrate Q is low, the concentration overpotential
might increase and in consequence, the equivalent resistanceReq might also
change. Furthermore, the difference between Req,charge and Req,discharge is
explained by the kinetics of the VRB reactions, in particular the cathodic
reactions which are slower during the discharge, as it was seen in section
2.4.1.
The equivalent resistances are obtained experimentally for a particular
stack; their values are determined from the slope of the voltage versus the
current during the charge and during the discharge and are often expressed
as cell area resistivities:
Req =
RA
A
[Ω] (3.17)
where: Req = cell resistance [Ω]
RA = Area resistivity [Ω cm2]
A = cell area [cm2]
For example, Fig. 3.9 presents experimental data3 for a 19 cells stack
taken from the work of M. Skyllas-Kazacos and C. Menictas [76]. The
correlation between the data and (3.16) is very good; the equivalent over-
potential ηeq are seen on the y-axis at the origin.
3The experimental data of Fig. 3.9 have been measured at approximately 50% state
of charge during 1 min. charge and discharge cycles. The values of the slopes are
respectively 0.0370 Ω and −0.0390 Ω for the charge and the discharge. This leads
to the following average stack area resistivities: RA,charge = 2.96 Ωcm2 and
RA,charge = 3.12 Ωcm2 for a 80 cm2 cell. The charge and discharge equivalent
stack overpotentials, ηeq,charge and ηeq,discharge, are respectively 0.36 V and
0.38 V (or 0.019 V and 0.020 V per cell).
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Figure 3.9.: Charge and discharge stack voltage versus current curves at
approximately 50% state of charge for a 19 cells stack. The OCV voltage
is 26.3 V. Experimental data are from [76].
The Cell Voltage
During the discharge, the cell acts like a galvanic element: the cell equilib-
rium voltage E is split between the load voltage Uload and the internal loss
Uloss due to the internal impedance [66]. The proportionality between the
current and the loss Uloss explains the negative slope observed in Fig. 3.9.
So, the cell voltage during the discharge Ucell,discharge is given by:
Ucell,discharge = E − Uloss,discharge [V ] (3.18)
And during the charge, the voltage drop across the cell internal impedance
is added to the equilibrium voltage E:
Ucell,charge = E + Uloss,charge [V ] (3.19)
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The internal loss model (3.16) is a linear function that describes accu-
rately the battery behaviour when the current is above a certain threshold;
but obviously an error is made whenever no current is flowing as the loss
must be zero at that moment. This is represented in Fig. 3.10 where
a simplified model is proposed: this second model simply discards the
equivalent overpotential from (3.16):
Uloss,simplified(t) = Req,charge/discharge |i(t)| [V ] (3.20)
Nevertheless, both models are a good approximation since they intro-
duce only a small error (around 1.5%)4. Moreover, it has been found
experimentally by M. Schreiber and al. that the overpotential ηeq might
be ignored in practice and that the VRB may be taken to behave ohmically
[46].
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Figure 3.10.: Comparison of the internal loss model (3.16) and the simpli-
fied model (3.20) with the experimental data. The dashed line represents
the expected behaviour of the battery.
4The same verification for the discharge leads to the same conclusion and the intro-
duced error is also around 1.5%.
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3.5. Response Time
The response time of any storage system is an important characteristic
that determines the time necessary to the system to respond to a change
in its reference operating point; in fact, this value determines the potential
applications that the storage system will be able to fulfil. Furthermore,
the response time is also an important variable for the definition of the
control strategy.
In the VRB case, the electrochemical response time to a change from
zero output to full output is very fast: it is under 0.5 ms. This was
verified through experimental measurements by T. Kaizuka and al. [39]:
they have found a response time of 350 µs for a 1.1 kW, 1 kWh battery.
This electrochemical response time is two orders of magnitude faster than
the response time of the power conversion system whose response time is
typically within 10 to 20 ms [80].
In fact, the largest response time in the VRB is due to the flow of
electrolyte; indeed, the time required to establish the flowrate in the elec-
trolyte circuit is very large compared to the electrochemical time constant.
Therefore, the electrochemical response time is not the limiting factor from
a system point of view. For example, the start up time of the battery is
limited by the time required to flow enough active species into the stack
to sustain the electrochemical reaction rate and not by the reaction itself.
In fact, the start up time depends upon the state of charge SoC; indeed,
the flowrate Q must in some conditions be higher to compensate the small
quantity of active species. In consequence, it takes more time to reach this
larger flowrate.
3.6. Augmented and Simplified VRB Model
In the previous sections, we have discussed the vanadium and proton con-
centrations and established the relations that describe the concentrations
inside the tank and the cell. With these relations, the electrochemical
model introduced in the previous chapter (section 2.5 and Fig. 2.19) can
be enhanced and simplified. This new stack model illustrated in Fig. 3.11
incorporates the new building blocks based on the relations introduced in
the sections 3.2, 3.3 and 3.4.
The number of operating parameters defined in Tab. 2.1 has been re-
duced; all the concentrations have become internal parameters and the
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Figure 3.11.: Flowchart of the simplified VRB stack model.
only remaining control parameters are the current Istack and the flowrate
Q; the temperature T is still an external parameter.
The change in the vanadium concentrations in the tank ctank depends
only on the current and is determined from (3.8); ctank is then used to
determine the state of charge SoC from (2.43) and the concentrations
inside the cells ccell from (3.11). The proton concentration cH+ is related
to the V 4+ concentration and is calculated with (3.13); the proton and
vanadium concentrations are then fed into (2.29) to obtain the equilibrium
voltage E. After the calculation of the internal losses Uloss from (3.16),
the stack voltage Ustack is finally obtained from (3.18) and (3.19). The
dependence of the variables on the operating conditions and other variables
is shown in Tab. 3.2.
Variable f(?) Istack T Q
ctank •
ccell ctank • •
cH+ cvanadium ◦ ◦
SoC ctank ◦
E ccell and cH+ ◦ • ◦
Uloss •
Ustack E and Uloss ◦ ◦ ◦
Table 3.2.: Variables dependency on the operating conditions. • denotes
a direct dependence and ◦ denotes an indirect dependence. Q is the elec-
trolyte flowrate.
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3.7. Energy Density
Before we discuss the use of the electrochemical stack model in the simu-
lation of a small stand alone system and in a series of charge and discharge
cycles, we need to introduce a few notions in the next two sections: the
energy density and the efficiency. We know that the theoretical energy
density of a battery is determined by the amount of active materials; in
the case of the VRB, this material is dissolved in the electrolyte.
So, the theoretical capacity is expressed as the total quantity of electric-
ity produced during the electrochemical reaction; this value is defined in
terms of coulombs or ampere-hours. In the case of the VRB, this is defined
by the number of vanadium ions dissolved in the electrolyte; thus the avail-
able charge Qc depends on the total vanadium concentration cvanadiumtotal
and on the size of the tank Vtank:
Qc = cvanadiumtotalVtankNAe [C] (3.21)
The energy stored in the electrolyte Eelectrolyte is then determined by
the product of the available charge Qc and the cell voltage Ucell. But Ucell
is not unequivocally defined as it depends on the operating conditions,
therefore an average cell voltage Ucell,av of 1.35 V is used instead. To op-
erate the battery, the redox reactions (2.1) and (2.2) must simultaneously
occur in both half-cells; thus the energy stored in the battery is divided
between the two electrolytes (Fig. 1.17) and Eelectrolyte becomes:
Eelectrolyte =
1
2
Ucell,avQc
3600
[Wh] (3.22)
The energy density is the ratio of the amount of stored energy to the
volume or mass. In our case, the electrolyte energy density Uelectrolyte per
volume unit is:
Uelectrolyte =
Eelectrolyte
Vtank
[Wh/l] (3.23)
Fig. 3.12 illustrates Uelectrolyte as a function of the vanadium concen-
tration cvanadiumtotal . The energy density per mass unit will be easily
derived from (3.23) with the electrolyte density introduced in the next
chapter (section 4.3).
Note that the VRB system energy density UV RB,system is in reality
smaller than the electrolyte density Uelectrolyte because the complete sys-
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Figure 3.12.: Energy density for both VRB electrolytes together vs. the
vanadium concentration.
tem also includes the pipes and pumps, the stack and the power converter
that increase the system weight and volume. Furthermore, the energy
density offered in practice is still lower due to the following reasons:
• The average voltage during the discharge is lower than the theoretical
voltage, this voltage drop is due to the internal loss and depends on
the operating condition.
• The battery is not discharged completely and all of the available
capacity is not utilized.
Therefore, typical real applications have energy densities ranging from
15 to 25 Wh/l [81, 82].
3.8. Efficiencies
Efficiencies are one of the metrics used to assess the performance of storage
systems. Basically, the definition of efficiency is simple, it is the ratio of
the energy output Eoutput of the system to the energy input Einput:
η =
Eoutput
Einput
[−] (3.24)
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Difficulties quickly appear when we try to compare different technolo-
gies or product from different suppliers. Indeed, the operating modes have
a significant impact on the battery performance: a quick charge produces
more losses than a gentle one. Many authors and datasheets do not pre-
cisely define how the efficiency was characterized, thus contributing to a
great confusion. Hence, we want to introduce here a clear definition of the
efficiency; we are going to discuss three types of efficiencies: the energy
efficiency, the coulombic efficiency and the voltage efficiency.
Energy Efficiency
The energy efficiency ηenergy is defined as the ratio of the energy furnished
by the battery during the discharge to the energy supplied during the
charge:
ηenergy =
R
Pdischarge(t)dtR |Pcharge(t)| dt [−] (3.25)
where: Pdischarge = Stack power during the discharge cy-
cle
[W ]
Pcharge = Stack power during the charge cycle [W ]
Coulombic Efficiency
The coulombic efficiency ηcoulombic is a measure of the ratio of the charge
withdrawn from the system during the discharge to the charge supplied
during the charge and is always larger than the energy efficiency:
ηcoulombic =
Qdischarge
Qcharge
=
R
idischarge(t)dtR |icharge(t)| dt [−] (3.26)
where: Qdisch./ch. = charge transferred [C]
idisch./ch. = discharge and charge current [A]
Losses in coulombic efficiency can be caused by side reactions such as
oxygen or hydrogen evolution that might occur during the charge. The
cross mixing of the electrolyte through the membrane due to ion transfer
and unbalanced flowrates of the electrolytes are other sources of coulombic
losses [73].
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Voltage Efficiency
The voltage efficiency ηvoltage, also named potential efficiency, is defined
for a charge and discharge cycle at constant current. It is a measure of
the ohmic and polarisation losses during the cycling.
Its value can be maximised by ensuring minimum contact, electrode,
electrolyte and membrane resistances and by using an electrode material
with good electro-catalytic properties for the reactions [73].
The voltage efficiency value is calculated as the ratio of the integral of
the battery voltage Udischarge during the discharge to that of the voltage
Ucharge during the charge. Note that this ratio coincides with the ratio
of the potential of the half-discharged solution to that of half charged
solution.
Since by definition the current is held constant, the voltage efficiency is
also expressed as a ratio of the energy efficiency (3.25), to the coulombic
efficiency (3.26), so its expression becomes:
ηvoltage =
R
Udischarge(t)dtR
Ucharge(t)dt
=
ηenergy
ηcoulombic
[−] (3.27)
3.9. Simulation of a Small Stand Alone System
To illustrate the possibilities of the VRB electrochemical model developed
in the previous sections and summarized in Fig. 3.11, we propose to
simulate here the behaviour of a small stand alone system and thereafter
a series of charge and discharge cycles.
The stand alone system is composed of a 2 kW photovoltaic power source
connected to a load and a 1.5 kW, 10 h VRB (Fig. 3.13); this system is
simulated over a 24 h period. The load represents the power consumption
of a small household and has two peak periods during the meal hours.
In detail, the considered VRB is composed of a 19 elements stack and two
tanks filled with 200 l of electrolytes having a total vanadium concentration
of 2 M; the electrolyte flowrate is maintained constant all the time. The
initial concentration of each vanadium species is set at 1 M: the state of
charge is therefore 0.5. Tab. 3.3 summarizes the parameters used in this
simulation.
In this first approach, power profiles are used to characterize the ex-
changes between the different components of the system. Obviously, in
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Figure 3.13.: Schematic of the simulated system: the power converter are
represented (dashed) but not taken into account in the simulation. The
arrows represent power flows.
a real application, power converters will be needed to adequately match
the voltage and current levels. It is one aim of this work to identify the
constraints on these levels in order to have better specifications for the
static converters. But for this example, their efficiencies have been set to
100%, so they have no effect on this simulation.
Power Profiles
In this example, the power profile of the PV source Psolar during a sunny
day and the power profile of a small household Pload during a 24 h period
are known (see Fig. 3.14); what we want to know is how the VRB behaves
under these conditions. Clearly, the battery stores the surplus of power
available during the day and releases it whenever needed. Thus, the power
exchanged by the VRB PV RB is defined as:
PV RB = Pload − Psolar [W ] (3.28)
The power profile of the VRB is also represented in Fig. 3.14; at night,
the VRB delivers all the power required by the load. In bright daylight, the
PV source supplies the load and charges the battery; and when the lights
are fading and the load is reaching its second peak, both the PV source
and the VRB deliver power to the load. In accordance with the convention
adopted in section 3.2.1, PV RB is negative when energy is stored and
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Name Value
number of cells Ncells 19
Rcharge 0.037 Ω
Rdischarge 0.039 Ω
electrolyte flowrate Q 2 l/s
electrolyte vanadium concentration 2 M
tank size Vtank 200 l
initial concentration of vanadium species 1 M
Table 3.3.: the parameters of the simulation.
positive when energy is released.
The internal losses of the battery Ploss are also represented in Fig. 3.14;
they are by nature always positive and grow with the current Istack. Note
that the losses from the auxiliaries are not taken into account in this simu-
lation; the mechanical power required to flow the electrolytes is discussed
in chapters 5 and 6.
Stack Voltage and Current
The power converter controls the flow of power between the battery and the
rest of the system; the converter automatically adapts the current to the
instantaneous stack voltage to meet the power requirements set by (3.28).
The electrochemical model determines the stack voltage that depends on
the operating conditions: state of charge SoC, electrolyte flowrate Q and
current Istack. Both the stack voltage Ustack and the stack current Istack
are represented in Fig. 3.15.
A close observation of Fig. 3.15 reveals that that Ustack rises when the
battery is in charge to compensate the internal losses Uloss; this illustrates
(3.19) and the discussion about the cell voltage in section 3.4. The voltage
also increases due to the change in the vanadium concentrations: indeed
the equilibrium voltage E (2.29) depends on the concentrations. Thus, the
current must decrease to respect the power flow PV RB ; this phenomenon
is particularly remarkable in Fig. 3.15 around noon.
Similarly during the discharge, Uloss induces a voltage drop proportional
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Figure 3.14.: Power profiles of the photovoltaic source, the load, the in-
ternal loss and the power furnished or stored by the VRB.
to the current (3.18). When the concentrations diminish, so does the
equilibrium voltage E; thus the current must increase to maintain the
delivered power at its reference level. This is particularly obvious in the
evening.
The stack voltage Ustack is maximal during the charge at high current
and high state of charge SoC; Ustack is minimal during the discharge at
high current and low SoC.
Vanadium Concentrations
The variations of the vanadium concentrations inside the tank ctank are
represented in Fig. 3.16. We observe that the rate of the concentrations
change is proportional to the stack current Istack as it was expected from
(3.8). At the end of the simulation, the state of charge of the battery
has decreased because there was more power consumed by the load than
delivered by the photovoltaic source.
System Efficiency
To conclude this section, we will discuss the efficiency of this system.
But, as we have seen in Fig. 3.16, the state of charge of the battery has
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Figure 3.15.: Current and voltage of the stack.
decreased. Thus, the efficiencies introduced in section 3.8 would make
no sense. Indeed, these relations are meant for a round trip, i.e. the
battery should have reached its initial SoC at the end of its operation.
Nevertheless, we can define two new efficiencies: a charge efficiency ηcharge
and a discharge efficiency ηdischarge. They are given by:
During the charge: ηcharge =
R |PV RB(t)| dt− R Ploss(t)dtR |PV RB(t)| dt [−]
During the discharge: ηdischarge =
R
PV RB(t)dtR
PV RB(t)dt+
R
Ploss(t)dt
[−]
(3.29)
The charge efficiency ηcharge is the ratio of the energy stored Estored in
the battery to the energy furnished EV RB to the battery during the charge;
Estored corresponds to the difference between EV RB and the energy lost
in the battery Eloss.
Similarly, the discharge efficiency ηdischarge is defined as the ratio of the
energy furnished by the battery EV RB to the energy extracted Eextracted
from the electrolyte during the discharge; Eextracted is the sum between
EV RB and Eloss.
So, we found for this example with (3.29) that the charge efficiency
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Figure 3.16.: Vanadium ion concentrations in the VRB. In this case, the
concentration of V 2+ is equal to the V 5+ concentration, similarly, the
concentration of V 3+ has the same value than the V 4+ concentration.
ηcharge and the discharge efficiency ηdischarge are respectively 96.7% and
96.4%. These efficiencies are high because the battery always operates
below its rated power; we will discuss in the next section the effect of the
current on the VRB efficiencies in details. Also note that they do not take
into account the auxiliaries losses which are discussed in chapters 5 and 6.
3.10. Charge and Discharge Cycles
We have seen in the previous example that the electrochemical model is
able to predict the behaviour of the VRB in a stand alone system: it
determines the stack voltage and current, the vanadium concentrations
and the internal losses. But we were not able to determine the efficiency
of the storage system because the battery has consumed more energy than
it has stored. Thus, we propose to simulate a series of charge and discharge
cycles in this section.
We will see that the operating conditions, among other factors, have a
significant effect on the battery performance. Two different methods will
be used to illustrate this influence: the battery is either cycled at constant
current or at constant power. Then the effects on the stack voltage Ustack,
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Current Time ηcharge ηdischarge ηenergy ηvoltage ηcoulombic
[A] [h] [%] [%] [%] [%] [%]
10 44.49 98.56 98.46 97.02 97.02 100
20 22.24 97.15 96.91 94.13 94.13 100
40 11.12 94.47 93.82 88.58 88.58 100
60 7.41 91.93 90.73 83.33 83.33 100
80 5.56 89.52 87.64 78.37 78.37 100
100 4.45 87.24 84.55 73.65 73.65 100
Table 3.4.: Cycle duration and efficiencies at various currents ranging from
10 to 100 A. The cycle starts at 2.5% SoC, the battery is charged until a
97.5% SoC and then discharged until a 2.5% SoC at a constant current.
the stack current Istack, the stack power Pstack and the efficiencies are
observed and discussed.
The battery put into operation in this series of charge and discharge
cycles has the same characteristics as the battery used in the stand alone
system (Tab. 3.3), except for the tank size5 that has been downsized to
83 l to match the capacity of the experimental battery presented in [76];
indeed, this battery is used to compare the results of the electrochemical
model to experimental data in order to assess its performance.
3.10.1. Constant Current
The first method cycles the battery at constant current; a cycle starts from
a 2.5% state of charge SoC until the battery reaches a 97.5% SoC, then it
is discharged back to 2.5% SoC. During a cycle, the current is maintained
constant and its magnitude has been ranged from 10 A to 100 A. At the end
of every simulation, the charge efficiency ηcharge, the discharge efficiency
ηdischarge, the energy efficiency ηenergy, the voltage efficiency ηvoltage and
the coulombic efficiency ηcoulombic are calculated with respectively (3.25),
(3.26), (3.27) and (3.29); these results are summarized in Tab. 3.4 and
represented in Fig. 3.17.
The coulombic efficiency ηcoulombic is 100% because the model does not
5Note that the tank size has no influence on the efficiency, but only on the cycle
duration.
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Figure 3.17.: Above: stack voltages during a cycle under diverse currents.
Below: stack voltage, current and power at 40 A.
take into account any side reactions such as oxygen or hydrogen evolution
nor any cross mixing of the electrolyte. Thus the equality between the en-
ergy efficiency ηenergy and the voltage efficiency ηvoltage is easily explained
from (3.27). We remark also that ηenergy is equal to the product of the
charge and discharge efficiency:
ηenergy = ηchargeηdischarge [−] (3.30)
Manifestly, the efficiencies decrease when the magnitude of the current
increases; these lower efficiencies are due to the internal losses that are
proportional to the current. During the charge, the voltage applied to the
stack Ustack has to compensate these voltage drops; similarly during the
discharge, these same voltage drops reduce the available output voltage.
We can observe these phenomena in Fig. 3.17, particularly when we com-
pare the different Ustack or at the transition between the charge and the
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discharge.
Obviously, the efficiency becomes maximal when the internal losses are
kept minimal: this happens when the current is minimal. Thus, to aug-
ment the efficiency, the battery should be operated at low current: for
example, the stack voltage is smaller during the charge at lower current,
and so is the power necessary to store the same amount of charge into the
battery. However, there is a drawback: the time required to charge the
battery is inversely proportional to the current. So, there is a potential to
increase the efficiency in some applications such as load leveling by fully
exploiting the time allocated to the charge. But this is not possible when
the battery is connected to a renewable power source, because the energy
has to be stored immediately whenever it is available.
We can make a few more observations from Fig. 3.17: the duration of
the cycles are unsurprisingly proportional to the current: a cycle is ten
time longer when the current is ten time smaller. Furthermore, since the
current is constant, it takes exactly the same amount of time to charge
and discharge the battery. Finally, we remark in the second graph that
the stack power is directly proportional to the stack voltage.
Verification and Validation
We have chosen the stack parameters to match the characteristics of the
second stack presented by M. Skyllas-Kazacos and al. in [76] in order
to compare the electrochemical model to an experimental battery; their
results are summarized in Tab. 3.5. Experimentally, they have observed
that the efficiency improves as the battery became conditioned; we can
observe this in the three 100 A cycles that were carried out continuously.
The experimental coulombic efficiency is slightly below the simulated
efficiency (100%), though the difference tends to decrease when the bat-
tery becomes conditioned. The fact that the lower efficiencies happened
during the first cycles suggests that some incomplete side reactions were
still occurring in the electrolyte; these reactions consumed some electrons
that were intended to the vanadium redox reactions. Another source of
imprecision might be the difficulty to determine precisely the beginning
and the end of the charge and discharge cycle.
Furthermore, we observe that the simulated voltage efficiencies at 60 A
and 100 A compare very well with the experimental values: the difference
always stays below 2%. In the case of the energy efficiency, the results
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Current Energy Coulombic Voltage
[A] efficiency [%] efficiency [%] efficiency [%]
60 78.3 94.6 82.8
100 (cycle 1) 68.0 94.0 72.3
100 (cycle 2) 70.8 96.1 73.0
100 (cycle 3) 73.1 98.7 74.0
Table 3.5.: Experimental results from M. Skyllas-Kazacos and C. Menictas
presented in [76].
are not so good in the first cycles but improve as the battery becomes
conditioned. The maximum difference between the experimental and sim-
ulated ηenergy is around 8.3% for the first 100 A cycle. Nevertheless, this
difference drops below 1% for the third cycle.
3.10.2. Constant Power
In this second series of charge and discharge cycles, we are interested
to know how the battery behaves when it is cycled at constant power.
Indeed, some storage applications supply their load with a constant power.
Hence, we applied a constant power ranging from 250 W to 2500 W to the
same battery and observe how the efficiencies change under these different
conditions. The simulated efficiencies are presented in Tab. 3.6 and the
curves are given in Fig. 3.18.
We can draw up a series of remarks similar to the constant current
cycles: the energy efficiency equals the product of the charge and discharge
efficiency (3.30). The coulombic efficiency is still 100% because the model
does not take into account any side reactions; the efficiencies are maximal
when the power is low but it takes more time to store the same quantity
of energy.
But in the constant power cases, the voltage efficiency makes no sense
because the current is not constant (see its definition in section 3.8); the
current must constantly be adapted to the change in the stack voltage in
order to maintain the power constant. For the same reason, the relation
(3.27) between ηvoltage, ηenergy and ηcoulombic is not valid.
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Figure 3.18.: Above: stack voltages during a cycle under diverse powers.
Below: stack voltage, current and power at a power of 1000 W.
A second difference is that the charge and discharge durations are not
equal anymore; to maintain the power constant, the current is increased
to compensate the voltage drop, thus depleting faster the electrolyte. In
the second graph of Fig. 3.18 we can observe the stack voltage Ustack, the
stack current Istack and the stack power Pstack; the current is especially
high when the state of charge is low and/or at high power.
To conclude this section, we remind that the auxiliaries losses are not
taken into account in these simulations; they are discussed in chapters 5
and 6.
3.11. Power Density and Efficiency
The design of an electricity storage system has to meet many requirements:
cost, efficiency, energetic capacity and power capacity. We have already
discussed the VRB cost in section 1.4.2, the energetic capacity in section
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Power Time Charge Discharge Energy Coulombic
[W] [h] efficiency efficiency efficiency efficiency
[%] [%] [%] [%]
250 44.94 98.59 98.44 97.04 100
500 22.44 97.25 96.83 94.14 100
1000 11.18 94.78 93.42 88.49 100
1500 7.41 92.54 89.71 82.95 100
2500 4.36 88.61 80.88 71.56 100
Table 3.6.: Cycle duration and efficiencies at various power ranging from
250 to 2500 W. The cycle starts at 2.5% SoC, the battery is charged until
a 97.5% SoC and then discharged until a 2.5% SoC at a constant power.
3.7 and some aspects of efficiency in sections 3.8, 3.9 and 3.10; moreover,
the efficiencies of the overall storage system will be discussed in chapter
6. In this section, we will see how the energy efficiency ηenergy affects the
power capability of the battery [83].
As an illustration, we will use the same battery as in the two previous
sections6, its characteristics are summarized in Tab. 3.3, except for the
tank size Vtank that has been reduced to 10 l. We show in Fig. 3.19 the
energy efficiencies ηenergy for a series of charge and discharge cycles at
constant currents (1-100 A) and constant powers (25-2500 W); in a cycle,
we charge the battery from a 2.5% state of charge SoC until it reaches a
97.5% SoC and then discharge it until it reaches a 2.5% SoC.
We observe in Fig. 3.19 that the efficiency ηenergy depends on the du-
ration of the cycle and is independent of the operating method (constant
current or constant power). The slight difference observed during short
cycles, i.e. at high current or high power, is probably due to the difference
between the equivalent charge and discharge resistances, Req,charge and
Req,discharge, and to the asymmetry of the equilibrium voltage as a func-
tion of the state of charge (see Fig. 2.9); indeed, at high power and low
state of charge, the current quickly increases to meet the power require-
ments and thus reducing further the overall stack voltage.
6Note that in section 3.9; the power capability (10 kW, 10 h) of the battery was
underrated since this battery is able to provide 2.5 kW during 6 h.
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Figure 3.19.: VRB energy efficiencies ηenergy for series of charge and dis-
charge cycles at constant currents and constant powers. The top graph
presents the efficiencies as a function of the duration of the cycles and the
two graphs below present the same efficiencies as a function of the current
and the power.
Furthermore, we can observe in the two bottom graphs of Fig. 3.19 that
the energy efficiency ηenergy decreases exponentially for both the current
and the power. From these graphs, we can quickly assess the system
efficiency at any operating conditions; in many cases, they will also give
a good hint about the efficiency when the constant current or power are
replaced with an average value. For example, if we consider this battery
for an application requiring a 90% efficiency, we know from Fig. 3.19 that
the power must be limited to 870 W, thus strongly reducing the rated
power of the battery.
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Hence, the power density Pdensity of the VRB depends on the desired
efficiency; in any case, Pdensity depends on the maximal power deliverable
by the system Pmax,system and either on the volume of the system Vsystem
or on the total mass of the system Msystem:
Pdensity =
Pmax,system
Vsystem
or
Pmax,system
Msystem

W/m3 or W/kg

(3.31)
To conclude this section, we have differentiated the charge cycle from the
discharge cycle and determined the charge ηcharge and discharge ηdischarge
efficiencies with (3.29). In the charge cycle, the battery is operated at
constant current or power from 2.5% SoC to 97.5% SoC. The discharge
cycle is simply the reverse cycle; the results are shown in Fig. 3.20. In
that case, the efficiency is clearly a function of the cycle duration; thus,
this is a good indication that the difference observed in Fig. 3.19 is due
to the difference in equivalent resistances Req,charge and Req,discharge and
to the asymmetry of the equilibrium voltage.
We also observe in the two bottom graphs of Fig. 3.20 that the discharge
cycle is always less efficient than the charge cycle; the difference is greater
at large constant power because of the large voltage drop at the end of the
cycle (see Fig. 3.18). Again, the causes are the difference of equivalent
resistances and the equilibrium voltage asymmetry.
3.12. Effects of the Operating Conditions
In this last section, we will observe the effects that the operating condi-
tions (the current Istack and the state of charge SoC) have on the battery
behaviour. We will use three dimensional (3D) figures to illustrate the
change in the stack voltage Ustack, the stack power Pstack and the internal
losses Ploss.
For the simulations, the same battery as in the stand alone system
was employed (section 3.9 and Tab. 3.3); the electrolyte flowrate was
maintained constant at 2 l/s. The effects of the flowrate on the battery
performance are discussed in detail in chapter 6.
Stack Voltage
The stack voltage Ustack is illustrated in Fig. 3.21 where we remark that
Ustack varies greatly and depends on the operating conditions: the max-
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Figure 3.20.: Charge ηcharge and discharge ηdischarge efficiencies for series
of charge or discharge cycles at constant currents (ranging from 1 to 100 A)
and constant powers (ranging from 25 to 2500 W). The two top graphs
present ηcharge and ηdischarge as a function of the duration of the charge
or the discharge and the two bottom graphs present the efficiencies at
constant current and power as a function of respectively the current and
the power.
imal voltage occurs during the charge when the current Istack and the
state of charge SoC are maximal. This voltage is more than twice the
minimal voltage that occurs during the discharge at maximal Istack when
the battery becomes totally depleted: SoC tends to zero.
We clearly recognize in Fig. 3.21 the characteristic shape of the equilib-
rium voltage E (2.29) that was illustrated in Fig. 2.5. Indeed, when there
is no current, the two curves are equal; in all the other cases, the internal
losses Uloss are either added or subtracted depending on the operating
mode of the battery: charge or discharge (see section 3.4).
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Figure 3.21.: Stack voltage Ustack of a 19 cells battery; when the current
is negative, the battery is in charge and when it is positive, the battery is
discharging. The electrolyte flowrate is 2 l/s.
Stack Power
The power exchanged with the battery Pstack is controlled by the current
Istack; the available power mainly depends on the state of charge SoC.
In Fig. 3.22, we can see how Pstack changes as a function of Istack and
SoC; by convention, the power is positive during the discharge and neg-
ative during the charge. Its absolute value is maximal at high SoC and
high Istack. For example, at 100 A, the deliverable power is ranging from
1577 W, when the battery is almost discharged, to 2570 W when it is fully
charged. Obviously, the power drops to zero with no current.
Internal Losses
In the electrochemical model presented in section 3.6, the internal losses
Ploss, represented in Fig. 3.23, are proportional to the square of the cur-
rent Istack and independent of the state of charge SoC. However, in a more
detailed model, like the stack electrochemical model presented in section
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Figure 3.22.: Stack power Pstack as a function of the current Istack and
state of charge SoC. On the left, the battery is discharging and on the
right it is in charge. The electrolyte flowrate is in both cases 2 l/s.
2.5, which takes into account the activation and concentration overpoten-
tial, Ploss depends also on SoC, especially at both extremities where the
active vanadium species become depleted. In Fig. 3.23, we remark the
symmetry between the charge and discharge; note that Ploss is positive by
definition.
3.13. Summary
In this chapter dedicated to the electrochemical model of the VRB, we
have first explained how to determine the vanadium ion and proton con-
centrations. The change in vanadium concentrations was explained from
Faraday’s law and depends on the electrochemical reactions rate; in other
words, this change is proportional to the electrical current Istack. In fact,
the concentrations are not uniformly distributed in the battery; two im-
portant concentrations were defined: the tank concentration ctank from
which the battery state of charge SoC is derived, and the concentrations
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Figure 3.23.: Internal losses Ploss of a 19 cells stack; when the current is
positive, the battery is in charge, otherwise, the battery is discharging.
The electrolyte flowrate is 2 l/s.
within the cells ccell used to calculate the equilibrium voltage E.
The operating conditions include the stack current Istack, the electrolyte
flowrate Q and the state of charge SoC; their effect on the concentrations
in the cells ccell, and consequently on the cell voltage Ucell, were then
discussed in detail. In fact, we have shown that there is a potential gain
in performance when the flowrate is adjusted to the actual operating con-
ditions. Thereafter, two methods were proposed to estimate the state of
charge: the simplest measures the equilibrium voltage from a bypass cell
and thus determines the state of charge from the Nernst equation.
In addition, the relation that describes the proton concentration cH+
from the electrolyte composition was also introduced; they are derived
from the full ionic equations. In fact, the proton concentration depends
mainly on the sulphuric acid concentration and also on the state of charge:
indeed, protons are produced during the V 4+ oxidation.
Then, a simplified model of the internal losses was proposed; this model
is based on an empirical approach that replaces the overpotentials by an
equivalent resistance Req and an equivalent overpotential ηeq. Together
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with the relations that describe the vanadium and proton concentrations,
they form the augmented and simplified electrochemical model. This
model predicts the stack voltage Ustack, determines the concentrations
in the tank ctank and in the cells ccell, and the state of charge SoC from
the stack current Istack and the electrolyte flowrate Q. The response time
and its main limiting factors were also briefly discussed.
In a second part, important notions such as the energy density and the
battery efficiencies were introduced and commented. Indeed, the compari-
son of batteries has always been a source of confusion and therefore requires
clear definitions of how the efficiencies are determined. We have intro-
duced three main definitions: the energy efficiency ηenergy, the coulombic
efficiency ηcoulombic and the voltage efficiency ηvoltage.
In the third part of this chapter, the augmented electrochemical model
was used to predict the behaviour of a 1.5 kW, 10 h VRB in a small stand
alone system composed of a photovoltaic source and a small household
over a 24 h period. The model determines the power exchanged with
the battery from the power profiles of the source and the load; then it
calculates the stack voltage Ustack and the stack current Istack. Other
internal variables such as the vanadium and proton concentrations, the
internal losses, and the state of charge are also determined.
In order to accurately determine the battery efficiencies, we have per-
formed a series of charge and discharge cycles at constant current and at
constant power. The simulated results were commented and successfully
compared to experimental data. Indeed, a good concordance between the
model and the experimental battery was found. Finally, the effect of the
efficiency on the power density was also discussed.
Then, the effect of the operating conditions on the battery, in particular
on the stack voltage, the stack power and the internal losses were discussed
and illustrated.
In conclusion, this chapter has proposed an electrochemical model that
accurately describes the electrochemical behaviour of the stack; but this
model still misses an important feature: the description of the mechanical
loss required to flow the electrolyte from the tank to the stack. In the
next chapters, we will investigate the electrolyte properties and introduce
a mechanical model based on the fluid mechanics.
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Chapter 4
Electrolyte Properties
4.1. Introduction
In the first part of this work, we have established the electrochemical model
of the VRB (see chapters 2 and 3); in order to have an overall model of
the VRB storage system, we still need to propose a mechanical model of
the electrolyte circuit. The principle aim of this mechanical model is to
determine the power required to flow the electrolyte. But before we apply
the fluid mechanics to the VRB in the next chapter and then assemble
the overall multiphysics model in chapter 6, we will introduce in this brief
chapter some important properties of the electrolyte: the density and the
viscosity.
So, we will start this chapter with a short description of how to prepare
the electrolyte from the preparation of a vanadyl sulphate solution to its
electrolysis; the electrolysis then leads to the formation of the desired elec-
trolyte solution. Thereafter, we will discuss the density and the viscosity:
both are important variables of the mechanical model. Therefore, we will
describe the characteristics of V 2+, V 3+, V 4+ and V 5+ solutions. More-
over, the effect of the temperature and the sulphuric acid concentration
will also be commented. Finally, empirical models that predict the density
and the viscosity as a function of the concentrations and the temperature
will be presented.
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4.2. Electrolyte Preparation
In this section, we introduce a method to prepare the electrolytic solutions;
this method is based on the electrolysis of a vanadyl sulphate V OSO4
solution. This solution is obtained from the dissolution of V OSO4:
V OSO4 → V O2+ + SO2−4 (4.1)
The electrolysis reaction occurs in an electrolytic cell; this cell is com-
posed of two compartments separated by a cation exchange membrane
(Nafion for example). In addition, two electrodes are also immerged into
the solutions as it is illustrated in Fig. 4.1. The nitrogen N2 minimises the
contact with oxygen present in the atmosphere and prevents the oxidation
of the V 2+ solution.
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Figure 4.1.: Illustration of an electrolysis cell. The left cell presents the
setup to obtain the V 2+ and V 3+ solutions from a vanadyl sulphate solu-
tion and the right cell presents how to obtain V 5+ and V 3+ solutions.
So the catholyte is obtained from an electrolytic oxidation of the V OSO4
solution and the anolyte from an electrolytic reduction. In more detail,
the V 2+ and V 3+ solutions are obtained by placing the vanadyl sulphate
solution into the negative compartment of the electrolysis cell (Fig. 4.1)
and filling the positive compartment with a sulphuric acid solution with
a sulphate concentration equivalent to the vanadium concentration in the
negative compartment. These anolytic solutions are obtained from the
132
4.2. ELECTROLYTE PREPARATION
following electrolytic reduction [73]:
V O2+ + 2H+ + e− reduction→ V 3+ +H2O
V 3+ + e− reduction→ V 2+
(4.2)
And to obtain the V 5+ solution, both compartments are filled with the
V OSO4 solution and an electrical current is applied to the electrodes;
the electrolytic oxidation in the positive compartment produces the V 5+
solution (4.3) and V 3+ as a by-product in the negative compartment. In
that case, the oxidation reaction is:
V O2+ +H2O
oxidation→ V O+2 + 2H+ + e− (4.3)
Note that a battery filled with V 3+ and V 5+ is not a functioning battery
as they correspond respectively to a discharged and charged state; for
example, a charged battery contains V 2+ and V 5+ solutions.
Of course, there are other ways to produce the electrolytes: for example,
a V 5+ solution is obtained from the dissolution of vanadium pentoxide
V2O5 into a sulphuric acid solution as described by the following relation:
1
2
V2O5 +H
+ 
 V O+2 +
1
2
H2O (4.4)
Reaction time
From Faraday’s law (section 3.2.1), we quickly determine the time t nec-
essary to perform the complete reaction:
t =
cV V nF
I
[s] (4.5)
where: cV = vanadium concentration [M ]
V = electrolyte volume [m3]
n = number of electrons involved in the
reaction
[−]
I = constant current [A]
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Name molar mass density
[g/mol]

g/cm3

V 50.94 6.11
V O 66.94 5.76
V2O3 149.88 4.87
V2O5 181.88 3.35
H2SO4 98.08 1.00 (0.5%) - 1.83 (100%)
H2O 18.02 1.00
Table 4.1.: Molar mass and density of diverse materials. For the sulphuric
acid, the numbers in brackets are the mass of solute divided by the total
mass of solution [43, 70].
Vanadyl Sulphate Solution Preparation
To conclude this section about the electrolyte preparation, we present
here the preparation of the vanadyl sulphate solution; it is prepared by
reacting a mixture of vanadium trioxide V2O3 and vanadium pentoxide
V2O5 in a dilute sulphuric acid solution. The reaction is given by the
following equation:
V2O3 + V2O5 + 4H2SO4 
 4V O2+ + 4SO2+4 + 4H2O (4.6)
4.3. Density
In this section, we will discuss the electrolyte density; the density ρ of a
fluid is simply defined as the ratio of its mass to its volume. It is one of the
most basic properties of the material that indicates its inertia or resistance
to an accelerating force [84]. We can relate the density to the attraction
forces between the particles and their three dimensional arrangement in
space. Hence, the density of the electrolytic solution depends on the force
between the constituent of the solution, namely the water molecules and
the solute molecules [73].
In Tab. 4.1 we give the molar mass and the density of some materials
found in the electrolyte or necessary to its preparation. Although they are
not used in the rest of this work, they give an order of magnitude of their
individual contribution to the overall density.
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4.3.1. Density of V 2+ and V 3+ Solutions
In this section, we will discuss the dependence of the density upon the
composition of the electrolyte, in particular upon its vanadium concen-
trations and upon the total sulphate concentration: the density is related
to the attraction forces between these particles and the water molecules.
We will also see that the temperature has an influence on the density. All
these effects are illustrated with V 2+ and V 3+ solutions; the density of
V 4+ and V 5+ solutions will be discussed in section 4.3.4.
In Fig. 4.2, experimental densities are presented as a function of the
vanadium concentration; these experimental data are from the work of A.
Mousa [73]. The electrolyte solutions are either composed of V 2+ or V 3+
diluted in a 2 M solution of sulphuric acid H2SO4. We clearly see that
the density increases with the vanadium concentration: in fact, the V 3+
solution increases at a faster pace than the V 2+ solution. Although the
V 2+ density is slightly smaller, the difference stays below 6% at vanadium
concentration below 2 M.
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Figure 4.2.: Density of V 2+ and V 3+ electrolytes, in each case, the H2SO4
concentration is 2 M at 25 ◦C. Experimental data are from [73].
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4.3.2. Influence of the Sulphuric Acid Concentration and of the
Temperature
We have seen in Fig. 4.2 that the density depends upon the vanadium con-
centration, but the sulphuric acid concentration and the temperature have
also an influence on the density as it can be seen in Fig. 4.3. Indeed, the
density increases with the H2SO4 concentration, but its influence tends
to decrease as the vanadium concentration increases: the vanadium con-
centration has a greater effect on the solution density than the H2SO4
concentration.
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Figure 4.3.: Left: Experimental and simulated with the empirical relation
(4.7) density of a V 3+ solution as a function of the V 3+ and H2SO4
concentrations. Right: temperature dependence of the electrolyte density,
the sulphuric acid concentration is cH2SO4 = 2 M. Experimental data are
from [73].
We know that many properties of matter change with the temperature
[85]: the density is one among them. Indeed, when the temperature in-
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Coefficient Value unit
A 1.00320 g/cm3
B 0.08822 g/Mcm3
C 0.00256 g/M2cm3
D 0.07363 g/Mcm3
E -0.00491 g/M2cm3
F -0.00061 g/cm3
Table 4.2.: Empirical coefficients for the equation (4.7) [73].
creases, the energy of the molecules, and their motions, increases too.
Thus, most materials expand when their temperature increases1; in conse-
quence, their density decreases. The density of a V 3+ solution is illustrated
in Fig. 4.3 as a function of the temperature; the density tends to decrease
gently with the temperature: the slope is approximately -0.0006 g/cm3K.
4.3.3. Empirical Model
The density depends on the attraction force between the particles and their
arrangement in space; these complex relations depend themselves on the
vanadium and sulphuric acid concentrations and on the temperature. A
Mousa has proposed in [73] an empirical model for the density of the V 3+
solution; this model is based on experimental data and employs empirical
coefficients given in Tab. 4.2:
ρ = A+BcV 3+ + Cc
2
V 3+ +DcSO2−4
+ Ec2
SO2−4
+ FT

g/cm3

(4.7)
where A, B, C, D, E and F are empirical coefficients given in Tab. 4.2 and
T is the temperature.
In Fig. 4.3, the empirical model (4.7) is shown and compared to the
experimental data; the correlation between them is well within the experi-
mental errors, the maximal difference being below 2%. It is expected that
a similar empirical model should be applicable to other vanadium solu-
tions if a sufficient amount of experimental data is available to determine
the value of the empirical coefficients.
1Most materials expand when their temperature is raised, but not all. Water, for
example, contracts with an increase in temperature in the range of 0 to 4◦C [85].
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4.3.4. Density of V 4+ and V 5+ Solutions
Although no extensive study of the density of V 4+ and V 5+ solutions
have been found in the literature, we expect their densities to react in a
similar manner as the V 2+ and V 3+ solutions to a change in temperature
and/or concentrations. Densities of 1.2 to 1.5 g/cm3 for the V 4+ and V 5+
solutions have been reported by G. Oriji and al. who have investigated
their properties. They have used vanadium concentrations ranging from 1
to 2 M and sulphuric acid concentrations ranging from 1 to 9 M [86]. The
densities discussed in this section are all in the same order of magnitude;
the effects of the density on the flow of the electrolyte will be discussed in
the next chapter 5.
4.4. Viscosity
Viscosity is also an important property that describes the fluidity of a
fluid; it is a measure of its ability to resist deformation under shear stress.
The viscosity is due to intermolecular attractions and may be thought
of as internal friction between the molecules [5, 87]. The value of vis-
cosity depends on the particular fluid and is often strongly affected by
the temperature, decreasing rapidly when the temperature increases. For
Newtonian fluids, the dynamic viscosity2 is the ratio of the shearing stress
τ to the rate of shear strain (velocity gradient) [84]:
τ = µ
dv
dy

N/m2

(4.8)
The viscosity of a fluid might also be expressed as a kinematic viscosity,
in that case, it is defined as the ratio of its dynamic viscosity to its density
ρ:
ν =
µ
ρ

m2/s

(4.9)
But the usefulness of the viscosity is not limited to the VRB fluid me-
chanics that will be discussed in the next chapter 5, it also plays an impor-
tant role in the kinetics of the electrochemical reaction. Indeed, when the
viscosity becomes too high, the concentration overpotential increases, lead-
ing to a deterioration of the electrochemical performance [88]. Therefore,
2The SI unit for the dynamic viscosity is Ns
m2
or Pa · s, but the centipoise (cP) is
still commonly used. 1cP = 1mPa · s
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an optimal composition of the electrolyte has to be found that satisfies the
need of a high energy density and good electrode reaction kinetics.
In the third part of this chapter, we will discuss in detail the viscosities
of V 2+, V 3+, V 4+ and V 5+ solutions; as it was the case for the density,
we will see that the viscosity depends on the vanadium concentration,
the sulphuric acid concentration and on the temperature. We will also
present an empirical model that describes the viscosity, and then discuss
the influence of the concentrations and the temperature. In Tab. 4.3, we
present the viscosity of some common liquids in order to have a point of
comparison.
Name viscosity µ [mPa · s]
Sulphuric acid 1.01 (0.1%) - 5.92 (60%)
Water 1.00
Gasoline 0.31
SAE 30 oil 380
Glycerine 1500
Table 4.3.: Viscosity of some common liquids at 20◦C . For the sulphuric
acid, the numbers in brackets are the mass of solute divided by the total
mass of solution. For the gasoline and the oil, the viscosity may vary due
to variation of the petroleum properties; for these two liquids, the values
are given at 15.6◦C . Sources: [70, 87].
4.4.1. Viscosity of V 2+ and V 3+ Solutions
In a solution, the molecules are closely spaced, with strong cohesive forces
between them, and the resistance to relative motion between adjacent
layers of fluid is related to these intermolecular forces [87]. Hence, the
VRB viscosity depends on the composition of the electrolyte. Today, no
general analytical description of the viscosity of a given solution has been
established, therefore the viscosity is still experimentally measured with a
viscometer. Then, an empirical model of a particular solution can be built
based on the experimental data.
In Fig. 4.4, we see that the viscosity of V 2+ and V 3+ solutions increases
exponentially with the vanadium concentration. However, the V 3+ solu-
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tion is more sensible to the vanadium concentration than the V 2+ solution.
This reflects the difference in the behaviour of the V 2+ and V 3+ ions in
the sulphuric acid solutions, in particular in the degree of ion pairing [73].
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Figure 4.4.: Vanadium V 2+ and V 3+ at 25◦C . For the V 3+ solution, the
continuous lines represent the value of the empirical model. Experimental
data are from [73].
4.4.2. Viscosity of V 4+ and V 5+ Solutions
The viscosity of V 4+ and V 5+ solutions are presented in Fig. 4.5. As it was
the case for the anolytic solution, the viscosity increases exponentially with
the vanadium concentration. Note that the V 4+ viscosity is the kinematic
viscosity (mm2/s) and that the dynamic viscosity (cP) can be retrieved
with the solution density and (4.9).
140
4.4. VISCOSITY
0 0.5 1 1.5 2 2.5 3
0
5
10
15
20
25
Vanadium V5+ concentration [M]
D
yn
am
ic 
vis
co
sit
y 
[cP
]
V5+ viscosity
 
 
0 0.5 1 1.5 2 2.5 3
0
10
20
30
40
Vanadium V4+ concentration [M]
Ki
ne
m
at
ic
 v
is
co
si
ty
 [m
m2
/s
]
V4+ viscosity in H2SO4 = 3M
 
 
Total sulfates concentration 4M
Total sulfates concentration 5M
Total sulfates concentration 6M
Total sulfates concentration 7M
Kinematic viscosity
Estimated dynamic viscosity [cP]
Figure 4.5.: On top: dynamic viscosity of vanadium V 5+ solutions (0.1 to
3 M) in 4-7 M total sulphate concentrations at 20◦C . Experimental data
are from [89]. Below: kinematic viscosity and the corresponding estimated
dynamic viscosity of vanadium V 4+ solution (0.25 to 3 M) in a 3 M H2SO4
solution at 20◦C . Experimental data are from [88].
The V 4+ solution has a greater viscosity than the V 5+ solution and tends
to increase faster at high vanadium concentration. As for the V 3+ solution,
the ions pairing seems to play a role in the increase of the viscosity, other
causes might be the increase in ion size, a higher size to charge ratio and
finally the effect of solute on the water [89].
4.4.3. Empirical Model
Although attempts to fit the viscosity to polynomial equations usually
show good results, these models are empirical and have no theoretical
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Coefficient in in in unit
2M H2SO4 1.5M H2SO4 1M H2SO4
A 0.8388 0.7818 -0.0585 1/
√
M
B -1.3246 -0.8969 0.4503 1/M
D 1.1300 0.5737 -0.0266 1/M2
E -0.0969 0.0286 0.0866 1/
√
M7
F 0.0013 0.0002 -0.00001 1/M7
Table 4.4.: Empirical coefficients for the V 3+ solution for the equation
(4.10) at 25◦C [73].
basis [73, 90]. An empirical model based on the Jones and Dole model has
been proposed by A. Mousa:
µr =
µ
µ0
= 1 +A
√
c+Bc+Dc2 + E
√
c7 + Fc7 [cP ] (4.10)
where: µr = relative viscosity [−]
µ = solution viscosity [cP ]
µ0 = solvent viscosity [cP ]
c = vanadium concentration [mol/l]
X = empirical coefficients, values for the
V 3+ solution are given in Tab. 4.4
[N.A.]
The A coefficient is related to the ion-ion interaction and is a function
of the charge and mobility of the ions and the B coefficient is related to
the ion charge and size. No physical meanings have been reported for
the others coefficients so far [73, 90]. Even if the model describes cor-
rectly the value of the viscosity, the empirical coefficients are dependent
on the particular conditions (temperature, acid concentration). For exam-
ple, Tab. 4.4 gives the coefficients for the V 3+ solution for three sulphuric
acid concentrations at 25◦C .
In Fig. 4.4, we can visually compare the model to the experimental
data and observe a good concordance. The difference between the model
and the experimental data stays below 11.5% and its average value is
around 2.6%. Note that this model is also applicable to the other vanadium
solutions.
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4.4.4. Effect of the Temperature
In the introduction of this section, we have stated that the viscosity is
strongly affected by the temperature; we verify here that it is also the
case for the VRB electrolyte. The viscosity of the V 3+ solution is shown
in Fig. 4.6 at various temperature. We clearly see that the viscosity de-
creases as the temperature increases. This change is explained by the
increase in the kinetic energy of the molecules that results in a reduction
of the cohesive forces between the molecules and in consequence, the re-
sistance against the flow is reduced. The Andrade equation is useful for
the extrapolation of the viscosities at various temperatures for the same
concentrations [73, 90]:
µ = A exp
Ea
RT

Ns/m2

(4.11)
where: A = empirical parameter [Ns/m2]
Ea = activation energy [J/mol]
After the Arrhenius equation (2.49), S. Arrhenius makes here a sec-
ond contribution to this work with the Arrhenius plot (Fig. 4.6) which
is useful to determine the values of A and Ea: the A coefficient comes
from the intersection with the y-axis and the activation energy Ea is given
by the slope. These values depend on the vanadium and sulphuric acid
concentrations.
4.4.5. Effect of the Sulphuric Acid Concentration
Finally, we observe the effect of the sulphuric acid H2SO4 concentration
on the viscosity specifically in Fig. 4.7, but this might also be observed
in Fig. 4.4 and 4.5. The viscosity increases exponentially with the sul-
phuric acid concentration, although the rate depends on the solute and its
concentration. This observation confirms our previous statement that the
viscosity is strongly related to the interactions between the ions dissolved
in the solution.
4.5. Electrolyte Stability
We conclude this chapter with a discussion on an important property: the
electrolyte stability. Indeed, a battery will lose some of its storage capac-
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Figure 4.6.: Left: effect of the temperature on a vanadium V 3+ (0 to
1.5 M) solution in 2 M total sulphates at various temperatures (15-40◦C ).
Right: Arrhenius plot for the V 3+ viscosity. Experimental data are from
[73].
ity if its electrolyte becomes degraded; the degradation of the electrolyte
occurs when some vanadium ions undergo a thermal precipitation. For ex-
ample, it has been stated in [73] that 2 M vanadium solutions are capable
of maintaining an energy density of 25 Wh/kg at a temperature range of
10 to 35◦C .
The stability depends on the temperature, the vanadium concentrations,
the sulphuric acid H2SO4 concentration and on the state of charge. In the
catholyte, precipitations are observed when the fully charged electrolyte
(100% V 5+) is maintained at elevated temperatures for extended period.
For example, it will take 7 days for a slight precipitate to appear in a
solution of 2 M of vanadium and 3 M of H2SO4 at a SoC of 1, but no pre-
cipitation is observed after 18 days at a SoC of 0.9 [91]. The precipitation
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Figure 4.7.: Effect of the sulphuric acid concentration on the V 4+ and
V 5+ solutions at 25◦C . Experimental data are from [86].
reaction for the catholyte is:
V O+2 +
1
2
H2O
precipitation→ 1
2
V2O5 +H
+ (4.12)
Fortunately, the precipitation of V 5+ is not irreversible because the
V 5+ precipitates are readily redissolved when the battery is discharged.
Furthermore, a higher temperature range is achievable when the vanadium
concentration is lowered, but this would lead to a significant decrease in
the energy density.
The low temperatures also decrease the solubility: V 4+, V 3+ and V 2+
sulphates start to precipitate at temperature lower than 10◦C in solution
containing 2 M of vanadium [92]. Furthermore, these temperatures also
slow the rates of the reactions at the electrodes; operation at 0◦C could
result in significantly slower reaction rates, possibly around 3 to 5 times
slower [93].
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Some works have been done to increase the stability of the electrolyte ei-
ther with the addition of precipitation inhibitors or with a heat treatment
of the electrolyte. Potassium triphosphate and sodium hexametaphos-
phates were reported to be effective precipitation inhibitors for both V 4+
and V 5+ solutions, whereas ammonium sulphate and ammonium phos-
phate were reported to provide precipitation inhibition for V 2+, V 3+, V 4+
and V 5+ solutions [73, 89]. The exact mechanism through which additives
enhance the stability is not fully understood; the additives can be clas-
sified into three categories: dispersion, complexing and threshold agents.
Dispersion agents decrease the strength of the attraction forces between
the particles, thereby reducing the chance of agglomeration, complexing
agents form new complexes with one of the ions involved in the precipi-
tation, thus reducing the ion activity and enhancing the stability and the
threshold agents inhibit the precipitation of a certain compound [73].
The heat treatment boils the electrolyte for a few hours to remove the
impurities; thus removing the nucleation sites that promote the precip-
itation process. For example, the thermal treatment of V 2+ solutions
presented in [73] heats the electrolyte at 55◦C during 16 h. The stability
can be further increased if the thermal treatment is repeated up to three
times.
4.6. Summary and Outlook
At the beginning of this chapter, we have presented a method to prepare
the electrolyte from a vanadyl sulphate solution; the electrolyte is either
obtained from an electrolytic oxidation or an electrolytic reduction. Then
we have introduced two important properties of the electrolyte: the density
and the viscosity. Both properties are important parameters in the next
chapter 5 where fluid mechanics is applied to the VRB.
We have presented the densities and the viscosities of V 2+, V 3+, V 4+
and V 5+ solutions and discussed the influence of the vanadium concentra-
tions, the sulphuric acid concentration and the temperature. We have also
introduced empirical models that describe the density and the viscosity as
a function of the concentrations under specific conditions.
The solutions discussed in sections 4.3 and 4.4 contain only one vana-
dium species, either V 2+, V 3+, V 4+ or V 5+: these conditions corresponds
to a battery either fully charged or fully discharged. Thus for a given
electrolyte, we know the density and the viscosity at the charged and dis-
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charged states; but we do not know how they change in between (Fig. 4.8).
In a first approximation, we might consider that they change linearly, but
this is not necessarily the case. It will be very interesting to investigate fur-
ther, especially the behaviour of the viscosity that has a greater influence
on the fluid mechanics (see chapter 5).
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Figure 4.8.: Possible paths between the two known values, points A and
B, of the viscosity or the density. Note that when the state of charge is
0 or 1, the concentration of one vanadium species is zero and the other
is maximal (2.45), thus corresponding to the conditions of the electrolyte
discussed in this chapter.
Finally, we have briefly discussed the stability of the electrolyte which
depends on the composition of the electrolyte and its temperature. The
stability is enhanced when the battery operates in optimal conditions:
reduced thermal and SoC ranges have a positive effect on the stability.
Furthermore, additives might be added to the electrolyte to improve the
stability; a thermal treatment of the electrolyte also improves the stabil-
ity.
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Chapter 5
Fluid Mechanics Applied to the
Vanadium Redox Flow Batteries
5.1. Introduction
This fifth chapter is dedicated to the mechanical aspect of the VRB mod-
eling. Indeed, the mechanical power required to flow the electrolyte consti-
tutes in fact a mechanical loss in the overall battery efficiency. In order to
determine the performance, it is necessary to model the hydraulic circuit
of the electrolyte; hence, the mechanical loss can be estimated under any
operating conditions. We have discussed in the previous chapter the me-
chanical properties of the electrolyte: the density and the viscosity. These
two parameters are important in the fluid mechanics of the VRB.
In a first part, we will briefly introduce the mechanical construction
of the stack. There are two ways to flow the electrolyte throughout the
stack: serial and parallel flows. We will also present the decomposition
of the stack into single cells; these cells are made of bipolar and/or end
plates, carbon felt electrodes and a membrane. The cells are then piled
up to form a stack.
Then, we will propose an analytical model of the hydraulic circuit; unfor-
tunately, the stack geometry is too complex to be analytically described
and is therefore the subject of a later section. First, we will introduce
some important generalities and principles about fluid mechanics: the
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Reynolds number that determines the flow regime, the Bernoulli’s prin-
ciple that leads to the Bernoulli’s equation, an expression of the law of
energy conservation, the first law of thermodynamics that leads to the ex-
tended Bernoulli’s equation from which the pressure drop is obtained, the
head loss due to friction, and the minor losses that represent the head loss
in bends, valves, etc.
The analytical model determines accurately the mechanical losses in
the pipes, valves and in the tanks, but does not take into account the
losses occurring in the stack. Therefore, a numerical approach is proposed
to determine these losses; this approach will lead to the stack numerical
model. This hydraulic model is based on a finite element method (FEM);
but the analysis of some large stacks are very long, sometimes it takes
weeks or months to obtain a result. Therefore, we propose an original
method based on an analogy with the Ohm’s law; this method determines
a flow resistance from which the pressure drop across the stack is instantly
obtained as a function of the flowrate.
To determine the stack flow resistance, we have divided it into smaller
basic parts that are then reassembled to form a stack of any dimensions.
This method is very fast compared to the FEM simulation of a complete
stack and gives very good results. We will conclude this fourth part with
a small discussion about the effects of the density and the viscosity on the
flow resistance. Finally, we will summarize the principles and relations
introduced in this chapter into an overall mechanical model of the VRB.
5.2. Construction of a Stack
Before we address the general principles of fluid mechanics, we introduce
here a few notions about the construction of a stack. There are two main
ways to flow the electrolyte throughout the cells: in series or in parallel.
In Fig. 5.1, we can observe that the whole flow passes from one cell to
the next in the serial connection; in a parallel topology, the flow is divided
between the cells.
The intrinsic advantage of the serial topology is the limited leakage
current Ileak, also called bypass current, flowing in the electrolyte. Indeed,
Ileak can only flow between two adjacent cells; hence, the bypass potential
Ubypass is limited to the potential of a single cell. On the contrary in a
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Serial flow Parallel flow
Figure 5.1.: Schematics of the electrolyte flow path. Left: serial flow path.
Right: parallel flow path.
parallel flow, the leakage current might flow in between any cells1; in the
worst case, the maximal bypass potential is the stack voltage Ustack.
But in a serial configuration, more power is needed to flow the electrolyte
because each cell must sustain the whole flowrate Q; on the contrary, Q
is divided between the cells in the parallel configuration. We will see
throughout the rest of this chapter (for example in sections 5.3.1 and
5.5.1) that the pressure drop ∆p, and in consequence the power required
to flow the electrolyte, is at least proportional to Q.
Note that the cell concentration ccell as it was defined in section 3.2.2
is not valid as it is for the serial topology2. Indeed, the vanadium con-
centration changes from cell to cell as the active species are consumed;
therefore, we must determine individually ccell: the output concentration
cout of a cell being the input concentration cin of the next cell. Thus,
the cell voltage Ucell is not uniformly distributed inside the stack; in some
case, this might lead to degraded operating conditions.
In this work, we have chosen the parallel topology for its advantages;
it is also the conventional topology for the majority of VRB. In Fig. 5.2,
1A common technique to reduce the leakage current is to lengthen the electrolyte path
in between the cell: this increases the ionic resistance Rionic and thus diminishes
the leakage current.
2But the cell concentration for the serial topology can easily be derived from the
relations introduced in sections 3.2.1 and 3.2.2.
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we present the decomposition of a stack; a cell is always composed of a
bipolar or end plate - carbon felt electrode - membrane - carbon felt electrode
- bipolar or end plates. The cells are then piled up to form a stack; two
adjacent cells share a common bipolar plate; the bipolar and end plate are
electrical conductors. To flow the electrolyte through the cell, channels
have been drilled into the bipolar plates (Fig. 5.2), but other designs are
possible: for example, flow frames and bipolar electrodes are used in the
stack presented in [76]. Important issues are the prevention of electrolyte
leakage or cross mixing and electrical isolation of the bipolar plates.
membrane
carbon felt
bipolar plate
end plate
end plate
Figure 5.2.: View of the different components composing a VRB stack.
The surfaces in contact with the catholyte are coloured in blue and in
orange for the anolyte.
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5.3. Generalities about Fluid Mechanics
The mechanical model developed in this chapter is composed of an analyt-
ical part that models the pipes, bends, valves and tanks and a numerical
part that describes the more complex stack hydraulic circuit. We start
this section with some generalities about fluid mechanics; the relations
introduced are necessary to build the analytical part of the mechanical
model.
To determine the power required to flow the electrolyte, we must first
determine if this flow is laminar or turbulent; the Reynolds number is a
famous criterion to distinguish this. Then, we will develop the Bernoulli’s
principle, a relation applicable only to steady and laminar flow with an in-
compressible and inviscid fluid, into the more general extended Bernoulli’s
equation; this equation includes the friction loss created by a laminar or
turbulent flow, the minor losses that occur in bends, elbows, valves, etc.,
and the work done on the system by a mechanical machine. Evidently,
we will also introduce the relations that describe the friction loss Ef , the
minor loss Em and the mechanical work Wth.
We will conclude this section with a short discussion about the pump
power and its efficiency.
5.3.1. Reynolds Number
The Reynolds number Re is undoubtedly the most famous dimensionless
parameter in fluid mechanics. It is named in honour of Osborne Reynolds
(1842-1912), a British engineer who first demonstrated that this combi-
nation of variables could be used as a criterion to distinguish between
laminar and turbulent flow [87].
The Reynolds number is the ratio of inertial forces to viscous forces and
is obtained from a combination of the geometrical characteristics of the
conduit, the fluid flowrate and its properties:
Re =
ρVsD
µ
=
VsD
ν
[−] (5.1)
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Figure 5.3.: Osborne Reynolds 1842-1912 (source: [24]).
where: ρ = density [kg/m3]
Vs = fluid velocity [m/s]
D = characteristic length (equal to diam-
eter if a cross-section is circular)
[m]
µ = (dynamic) viscosity [Ns/m2]
ν = kinematic viscosity [m2/s]
The Reynolds number is used to determine whether a flow will be lami-
nar or turbulent: laminar flow occurs at low Reynolds numbers where vis-
cous forces are dominant whereas turbulent flow occurs at large Reynolds
numbers where viscous effects are small relatively to the inertial effects.
Laminar flows are characterized by smooth, constant fluid motion whereas
turbulent flows show an unsteady character which takes the form of eddies.
The laminar and turbulent regimes are separated by an intermediate
regime: the transition regime where the flow is neither fully laminar nor
fully turbulent. This regime occurs not at a specific Reynolds number but
in a range which depends on the conduit configuration and must, in some
case, be determined experimentally.
For example, it is generally accepted that a flow in a round pipe is
laminar whenever the Reynolds number is below 2000 whereas it is usually
turbulent at values greater than 4000. In the case of a horizontal pipe, the
pressure gradient is directly proportional to the flowrate Q in the laminar
regime and proportional to the square of the flowrate in the turbulent
regime3 [84]. This is summarized in Tab. 5.1.
3the exponent on Q depends on the roughness of the pipe (see Tab. 5.2).
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Reynolds number Flow regime Pressure gradient ∆p
Re proportional to
< 2000 laminar Q
2000 - 4000 transition variable
> 4000 turbulent Q1.8 to Q2
Table 5.1.: Dependence of pipe flow regime and pressure gradient on
Reynolds number [84]. Note that the proportionality between the pressure
gradient and the flowrate is only applicable in the case of a horizontal pipe,
in other case, the effect of gravity has to be taken into account.
5.3.2. Bernoulli’s Principle
Bernoulli’s principle, named in honour of the Swiss mathematician Daniel
Bernoulli, applies to a steady and laminar flow, where the fluid is incom-
pressible and inviscid, i.e. the viscosity is small enough to be ignored. In
essence, this principle states that where the velocity of a fluid is high, the
pressure is low, and where the velocity is low, the pressure is high [85].
Figure 5.4.: Daniel Bernoulli 1700 - 1782 (source: [24]).
This leads to Bernoulli’s equation, which is an expression of the law of
energy conservation:
V 2s
2
+
p
ρ
+ gz = constant

m2/s2

(5.2)
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where: g = gravitational acceleration [m/s2]
z = height [m]
p = pressure [Pa]
Thus, in a general case where a fluid is flowing in a tube, as illustrated
in Fig. 5.5, the velocities and pressures at both ends are related by:
V 2s,1
2
+
p1
ρ
+ gz1 =
V 2s,2
2
+
p2
ρ
+ gz2

m2/s2

(5.3)
Vs1
Vs2
x
z
yz1
z2
P1
P2
Figure 5.5.: General case of a fluid flowing in a tube.
5.3.3. The First Law of Thermodynamics
The first law of thermodynamics is an expression of the law of conservation
of energy and states that the change in internal energy of a closed system
∆Eint is equal to the energy added to the system by heating minus the
work done by the system. In its extended expression, it becomes for a
system that has kinetic energy K and potential energy Uen [85]:
∆K +∆Uen +∆Eint = Qheat +W [J ] (5.4)
where: ∆K = change in kinetic energy [J ]
∆Uen = change in potential energy [J ]
Qheat = heat added to the system [J ]
W = work done to the system [J ]
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In the case of an open system in steady state, for example the general
case of Fig. 5.5, the first law can be expressed as [94]:
H2−H1+K2−K1+Uen,2−Uen,1 = ∆H+∆K+∆Uen = Qheat+W [J ]
(5.5)
where ∆H is the change in enthalpy. Then the kinetic energy K, potential
energy Uen and enthalpy H are given by:
K =
1
2
mV 2s , Uen = mgz, H = Eint + pV [J ] (5.6)
where V is the volume. It is interesting to express these values per mass
unit, the same unit as the Bernoulli equation (5.3):
k =
1
2
V 2s , uen = gz, h = eint +
p
ρ

m2/s2

(5.7)
Here, the internal energy refers to the thermal energy; in fact, the fric-
tion is a source of change in the internal energy. We can express the in-
ternal energy per mass unit eint as a function of the specific heat capacity
c and the temperature T :
eint = cT

m2/s2

(5.8)
5.3.4. The Extended Bernoulli’s Equation
Often in practice, the viscosity is not negligible and creates friction loss
Ef in the conduit; therefore, we should extend the Bernoulli equation
(5.3) to include this loss. Furthermore, we should also include the minor
losses Em which occur in the bends and elbows or when the conduit is
suddenly contracted or expanded, and the theoretical work done on the
system Wth to impose the desired velocity and pressure [94]. We will
discuss the friction loss Ef in the next section 5.3.5 and the minor losses
Em in section 5.3.6. Hence, we derive the extended Bernoulli equation
from the Bernoulli equation (5.3) which becomes:
V 2s,1
2
+
p1
ρ
+ gz1 − V
2
s,2
2
− p2
ρ
− gz2 = ef + em − wth

m2/s2

(5.9)
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where: ef = friction loss per mass unit [m2/s2]
em = minor loss per mass unit [m2/s2]
wth = theoretical work done on the system
per mass unit
[m2/s2]
When we reformulate the expression of the first law of thermodynamics
(5.5) and introduce (5.7) into it to express it per mass unit, we obtain:
∆eint +
∆p
ρ
+
∆V 2s
2
+ g∆z = qheat + wreal

m2/s2

(5.10)
where: wreal = real work done on the system per
mass unit
[m2/s2]
qheat = heat transfer per mass unit [m2/s2]
Since the efficiency of the pump is often around 80 to 90% [94], the
real work Wreal done on the system is always larger than the theoretical
work Wth necessary to maintain the desired velocity and/or pressure; the
difference in work Wreal −Wth is transformed into heat. The rise of tem-
perature ∆T in the conduit is found by combining (5.9) and (5.10) with
(5.8):
∆T =
∆eint
c
=
wreal − wth + qheat + ef + em
c
[K] (5.11)
In fluid dynamics, the hydraulic head is an important notion that defines
either the energy dissipated through friction and turbulences or the energy
brought to the system by the pump. These energies are expressed per
weight unit; we can define three heads: the head losses due to friction hf ,
the minor loss hm and the work done on the system by the pump hw,th.
They are obtained when (5.9) is divided by the gravitational acceleration
g:
V 2s,1
2g
+
p1
γ
+ z1 − V
2
s,2
2g
− p2
γ
− z2 = hf + hm − hw,th

m2/s2

(5.12)
where γ is the specific weight. Finally, in the general example of Fig. 5.5,
the pressure drop ∆p across the conduit is obtained by rearranging (5.12):
∆p = p2 − p1 = γ

hw,th − ∆V
2
s
2g
−∆z − hf − hm

[Pa] (5.13)
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5.3.5. Head Loss Due to Friction
The overall head loss for a hydraulic circuit consists of the head loss hf due
to viscous effect in the straight pipes and the head loss hm in the various
pipe components, often termed the minor loss [87]. We will introduce the
head loss hf due to friction in this section; we will see how it depends on
the friction factor f which varies with the flowrate and depends on the
flow regime: laminar or turbulent. The minor losses will be discussed in
the next section.
The head loss due to friction hf depends on the wall shear stress between
the fluid and the conduit surface; it is obtained from the Darcy-Weisbach
equation that determines its value hf,i within a given segment of pipe:
hf,i = fi
Li
Di
V 2s,i
2g
[m] (5.14)
where: L = length of the conduit [m]
D = diameter of the conduit [m]
f = friction factor [−]
The total head loss due to the friction hf in a hydraulic circuit (an
example of hydraulic circuit is given in Fig. B.1) is the sum of each given
segment of pipe hf,i:
hf =
X
hf,i [m] (5.15)
The Friction Factor
The friction factor is a dimensionless coefficient; Darcy and Nikuradse [94]
have shown from experimental data that this factor depends mainly on
the Reynolds number Re and on the relative roughness of the pipe wall
/D:
f = F (Re, /D) [−] (5.16)
This factor can be evaluated from various empirical or theoretical rela-
tions that depend on the given geometry and on the conditions of the flow.
Tab. 5.2 gives the value of the equivalent roughness  of some common
new pipes.
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pipe surface  [mm]
Plastic, glass, copper, lead 0
Commercial steel, wrought iron 0.05
Galvanized iron 0.15
Cast iron 0.25
Concrete 0.3-3
Table 5.2.: Equivalent roughness for new and clean pipes [84, 95].
Laminar Flow
For a laminar flow (Re < 2000), the friction factor is derived from the
Poiseuille law [94] and does not vary with the roughness . It is simply
given by the following relation:
fi =
64
Rei
[−] (5.17)
Turbulent Flow
For a turbulent flow in a smooth pipe ( = 0), the friction factor fi is
obtained from the two following relations that depend on the Reynolds
number Re. The Blasius equation is valid for Reynolds numbers in the
4000 - 10000 range:
fi = 0.316Re
−1/4
i [−] for 4000 < Rei < 10000 (5.18)
and the Von Karman and Nikuradze relation is applicable to Reynolds
numbers greater than 10000:
1√
fi
= 2 log(
p
fiRei)− 0.8 [−] for 10000 < Rei (5.19)
In the case of turbulent flow in a rough pipe ( 6= 0), the friction factor
is given by the Colebrook equation that depends on the Reynolds number
Re and on the relative roughness /D:
1√
fi
= −2 log

i
3.7Di
+
2.51
Rei
√
fi

[−] (5.20)
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Finally, the friction factor for turbulent flow can also be obtained graph-
ically from the Moody chart (Fig. 5.6).
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Figure 5.6.: Friction factor as a function of Reynolds number and relative
roughness also known as the Moody chart [95].
5.3.6. Minor Losses
After the head losses hf due to the viscous effects, the minor losses hm are
an important source of losses4; in the previous section, we have seen how
the Darcy-Weisbach equation (5.14) enables the calculation of the head
loss hf in the straight sections of pipes as a function of the friction factor
f and the flowrate Q. Here, we will see how to determine the minor losses
hm; these losses occur in the components that connect the straight sections
of pipe together: they might have the form of a bend, an elbow or a valve.
4The term minor loss is not always a wisely chosen name as it might become the
largest source of loss when the system contains a large number of components and
a relative short length of pipe.
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But they also occur when the fluid flows from (or into) a reservoir into
(from) a pipe or when the diameter of the pipe changes. We will discuss
all of these cases in the following parts of this section. The total head loss
hm due to these various components is simply the sum of their individual
contributions hm,i [87, 94]:
hm =
X
hm,i [m] (5.21)
The minor losses hm,i are described by a relation similar to the Darcy-
Weisbach equation (5.14) where a loss coefficient kL has been introduced
to replace the friction factor f ; its value depends upon the geometry of
the component. Hence the head loss hm,i is given by:
hm,i = kL,i
V 2s,i
2g
[m] (5.22)
Bends, Elbows and Tees
The most common components in the electrolyte circuit of a battery are
the pipe fittings elements such as the elbows, the bends and the tees.
Whenever the flow changes its direction, losses occur; their magnitude
depends on the specific geometry of the component5. Some values of loss
coefficients kL are given in Tab. 5.3 for typical components; their values
depend strongly on their shape. For example, kL depends on whether the
pipe joints are threaded or flanged. Practically, the loss coefficients kL
for such components are fairly independent of the pipe diameter D, the
flowrate Q or the fluid properties [87].
Valves
The valves are also important elements of a flow battery; a minimal number
is required for maintenance and security reasons, more sophisticate designs
might include more valves to control precisely the flow. For example in
a storage system composed of many stacks in parallel, an efficient control
strategy might be to switch on only the minimal number of stacks required
to satisfy the power need.
5Often, they are designed more for the ease of manufacturing and costs than to
minimize the head loss [87].
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Component kL (flanged) kL (threaded)
Regular 90◦ elbow 0.3 1.5
Long radius 90◦ elbow 0.2 0.7
Long radius 45◦ elbow 0.2
Regular 45◦ elbow 0.4
180◦ return bend 0.2 1.5
Line flow tee 0.2 0.9
Branch flow tee 1 2
Table 5.3.: Loss coefficient kL for diverse bends and elbows [87].
Similarly to the bends and elbows, the loss coefficient kL of a valve
depends on its geometry; typical loss coefficients are given in Tab. 5.4.
Although the valves might control the flowrate Q by providing a means to
adjust the overall system loss coefficient to the desired coefficient, we only
consider here the fully open valve. Indeed, since we want to enhance the
battery performance, it is not acceptable to control the flowrate with the
system loss; hence the valves are only employed to open or close a section
of pipe.
Component kL
Globe valve, fully open 10
Gate valve, fully open 0.15
Table 5.4.: Loss coefficient kL for diverse valves [87].
Sudden Expansion
The minor losses are not only caused by components introduced in between
the straight section of pipe, they might also be due to changes in the
pipe dimension. These changes are categorized in two parts: the sudden
expansion and the sudden contraction. We will also examine the particular
case where the flow either enters or exits the tank.
In sudden expansion, the fluid leaves the smaller pipe and initially forms
a jet-type structure as it enters the larger pipe as illustrated in Fig. 5.7.
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Within a few diameters downstream of the expansion, the jet becomes
dispersed across the pipe, and fully developed flow becomes established
again. In this process, a portion of the kinetic energy of the fluid is dis-
sipated as a result of viscous effects [87]. In that case, the loss coefficient
kL can be obtained analytically [94]:
kL =

1− A1
A2
2
[−] (5.23)
A 1 A 2 A 1 A 2 
Figure 5.7.: Sudden contraction (left) and sudden expansion (right).
The dissipation of kinetic energy might be traced to the inefficient decel-
eration of the fluid; this phenomenon might be mitigated with a carefully
designed expansion. Indeed, the losses are quite different if the expansion
is gradual; for example, a diffuser6 reduces the kinetic loss.
Sudden Contraction
The sudden contraction is the complementary change in flow condition to
the sudden expansion (see Fig. 5.7). As it was the case above, the dissi-
pation of kinetic energy might be mitigated if the contraction is gradual.
The loss coefficient kL is a function of the area ratio A2/A1; some values
are given in Tab. 5.5 for diverse ratios.
From a Reservoir into a Pipe
A fluid may flow from a reservoir into a pipe through any number of
differently shaped entrance regions as sketched in Fig. 5.8. The majority
of the loss is due to inertia effects that are dissipated by the shear stresses
6A device shaped to decelerate a fluid.
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A2/A1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
kL 0.37 0.35 0.32 0.27 0.22 0.17 0.1 0.06 0.02 0
Table 5.5.: Loss coefficient kL for a sudden contraction [94].
within the fluid; only a small portion of the loss is due to the wall shear
stress within the entrance region [87, 94]. Each geometry has an associated
loss coefficient kL; these coefficients are given in Tab. 5.6. We remark in
this table that an obvious way to reduce the head loss is to round the
entrance region.
A B
C D
E
Entrance flow conditions Exit flow 
conditions
Figure 5.8.: Entrance flow conditions: A: reentrant, B: sharp-edged,
C: slightly rounded and D: well-rounded. Exit flow conditions: E: the
loss coefficient kL equals 1 independently from the geometry.
From a Pipe into a Reservoir
When a fluid flows from a pipe into a tank (see Fig. 5.8), a head loss (or
exit loss) is also produced. In fact, this is a particular case of the sudden
expansion, where A2 is very large compared to A1; therefore, we consider
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Type kL
A Reentrant 0.8-0.9
B sharp-edged 0.5
C slightly rounded 0.2
D well-rounded 0.04
Table 5.6.: Loss coefficient kL for diverse entrance flow conditions [87, 94].
that the loss coefficient is equal to 1 according to (5.23). In that case, the
entire kinetic energy of the fluid is dissipated through viscous effects as
the stream of fluid mixes with the fluid in the tank and eventually comes
to rest [87].
5.3.7. Pump Power
We know from the previous sections how to determine the pressure drop
∆p that occurs in the pipes and others circuit elements; note that we will
discuss in the specific section 5.5 the pressure drop in the stack: an element
with a geometry too complex to be described by analytical relations. To
conclude this section about the general notions of fluids mechanics, we
need to introduce a relation that links the pressure drop ∆p to the pump
power Ppump.
In general, the pump family is divided in two main groups: the recip-
rocating positive displacement pumps and the centrifugal pumps; their
main characteristic is to add energy to the fluid. In fact, they deliver a
pressure across the hydraulic circuit that accelerates the fluid until the
pressure drop ∆p equals it. In this work, we are particularly interested by
the pump power Ppump, a determinant variable that influences the battery
performance. Unsurprisingly, the pump power is related to the head rise
hp supplied by the pump, to the fluid density γ and to the flowrate Q; we
can also relate it to the pressure drop ∆p [84]:
Ppump = γhpQ = ∆p Q [W ] (5.24)
The nominal efficiency of the pump is often around 80-90% [94]; but
the efficiency is not constant and decreases around its nominal flowrate as
it is illustrated in Fig. 5.9. The actual performance of a pump can not
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be accurately predicted analytically and is therefore determined experi-
mentally; the results are presented as pump performance curves [87]. The
overall efficiency ηpump is affected by three types of losses: the hydraulic
losses in the pump, the mechanical losses in the bearings and seals and the
volumetric losses due to leakages inside the pump. Therefore, the effective
power required by the pump Pmech is given by:
Pmech =
Ppump
ηpump
[W ] (5.25)
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Figure 5.9.: Typical pump efficiency [87].
5.4. Analytical Model of the Hydraulic Circuit
In this section, we propose to establish the analytical model of the hy-
draulic circuit, with the exception of the stack circuit; indeed, the geom-
etry of the stack is too complex to be analytically described and is the
subject of section 5.5. This model summarizes the relations introduced
in the previous sections; it determines the pressure drop ∆ppipes in the
pipes and tanks, and the mechanical power Pmech required to flow the
electrolyte in the pipes. An illustration of the hydraulic circuit is given in
the appendix B.
First the model calculates the Reynolds number Re with (5.1) to de-
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h m
ρ
µ
Reynolds
number
Q
Head loss due
to friction
Minor loss
Q
Re
Q
hydraulic circuit 
characteristics
Pressure drop
 & power
Q
h f
Δp pipes
Pmech,pipes
Figure 5.10.: Flowchart of the analytical model of the hydraulic circuit.
Note that the model does not take into account the stack hydraulic circuit.
termine if the flow is laminar or turbulent7. With this information, the
friction factor is determined with (5.17) for a laminar flow, and with ei-
ther (5.18), (5.19) or (5.20) for a turbulent flow. Then, the head loss hf
due to friction is calculated with the Darcy-Weisbach equation (5.14) and
(5.15); the minor head loss hm is determined with (5.21), (5.22) and the
loss coefficients kL,i introduced in section 5.3.6. Finally, the pressure drop
∆ppipes is determined with the extended Bernoulli equation (5.13) and the
corresponding mechanical power Pmech,pipes is calculated with (5.25).
Most of these relations depend directly on the geometrical dimension
of the hydraulic circuit, Di and/or Li; the extended Bernoulli equation
(5.13) also depends on the difference in elevation ∆z, but in most case,
this difference should be zero. Furthermore, the head loss due to friction hf
depends on the pipe surface ; all these parameters are summarized in the
term battery construction in Tab. 5.7 where the dependence of the model
variables on the operating conditions and on the battery construction is
shown.
5.5. Stack Hydraulic Model
In the section 5.3, we have introduced the relations necessary to build the
analytical model of the hydraulic circuit proposed in section 5.4; unfortu-
nately, this model is not able to describe the hydraulic circuit of the stack
7In the case of a hydraulic circuit with different pipe diameters D and/or different
flowrate Q, Re must be calculated for each sections of the circuit. Indeed, the flow
might be laminar in some parts and turbulent in others.
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Variable f(?) Q ρ µ Battery
construction
Re • • • •
hf Re • ◦ ◦ •
hm • •
∆ppipes hf and hm ◦ • ◦ •
Pmech,pipes ∆ppipes • ◦ ◦ ◦
Table 5.7.: Variables dependency on the operating conditions. • denotes
a direct dependence and ◦ denotes an indirect dependence.
which is geometrically too complex. Therefore, we dedicate this section
to the modeling of the stack circuit; once this task is completed, we will
be able to model the overall VRB hydraulic circuit which is composed of
three main parts: the tanks, the pipes and the stack.
There are two options to determine the mechanical power Pmech,stack
required to flow the electrolyte in the stack: either build a VRB stack
and experimentally measure the pressure drop ∆p for a wide range of
electrolyte flowrate Q, or use a numerical model of the stack. Practically,
we have decided to use a finite element modeling tool since they are today
widely available: we believe they are an adequate mean to create the
numerical model of the stack circuit. The aim of this model is to determine
the pressure drop ∆pstack as a function of the flowrate with the final
purpose to determine the mechanical power Pmech,stack.
Quickly, we have discovered that the finite element method (FEM) is
often a time and resources consuming method; in practice, the simulations
of large stacks last a couple of weeks or even months on a dedicated server.
Furthermore, we will see that the accuracy of the results depends on the
mesh quality: a fine mesh add a supplemental burden on our limited re-
sources. Therefore, we will introduce an original method that decomposes
the stack into smaller parts, the basic parts, that are afterwards reassem-
bled to form a stack of any dimensions. This method uses an analogy
with Ohm’s law to determine an equivalent hydraulic resistance eR; with
this resistance, the model gives instantly the pressure drop ∆pstack and
the mechanical power Pmech,stack as a function of the flowrate Q and the
electrolyte properties ρ and µ.
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The Hydraulic Circuit in the Stack
We have seen in section 5.2 how to build a stack from a set of basic compo-
nents: the end plates, the bipolar plates, the membranes and the carbon
felt electrodes (see Fig. 5.2). In fact, the VRB contains two hydraulic cir-
cuits: one for the catholyte and one for the anolyte. There are a multitude
of possible designs to distribute the electrolyte from the manifolds to the
surface of electrodes; in any case, this is done by some sort of distribut-
ing channels that are connected to the input and the output manifolds.
Hence, the input manifolds are fed from an input pipe and the electrolyte
is evacuated through the output pipe. The structure of a simple two cells
stack is illustrated in Fig. 5.11; note that the electrodes, the membranes
and the flow frames are not represented: the coloured segments represent
the liquid electrolytes.
Figure 5.11.: Hydraulic circuit of a 2 cells stack. Note that the flow
frames are not represented and that the coloured segments represent the
electrolytes (liquid).
In the rest of this chapter, we will use the structure of Fig. 5.11 as
an example to illustrate the principles governing the modeling of the stack
hydraulic circuit. Of course, many more designs are possible that optimize
either the cost, the ease of construction and/or the performance of the
battery. We believe that the method introduced in the next sections is
adaptable to any structure, although this might be more challenging in
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some cases. Finally, a remarkable property of this structure is observed
in Fig. 5.11 : the perfect identity between the anodic and the cathodic
circuits.
5.5.1. The Flow Resistance, an Analogy with the Ohm’s Law
The aim of the mechanical model developed in this chapter is to quickly
assess the mechanical power Pmech,stack as a function of the operating
conditions: in particular the flowrate Q and the electrolyte properties ρ
and µ. In order to quantify the effect of different control strategies on
the VRB performance, the operating conditions need to be changed often.
Unfortunately, it is unthinkable to run a new FEM simulation every time a
parameter changes; indeed, FEM takes too much time and resources to be
directly inserted into the VRB model. Therefore, a simple relation must
be introduced to link the pressure drop ∆pstack and the mechanical power
Pmech,stack to the operating conditions.
In fact, we can make an analogy between the flow of electrolyte in the
stack and the flow of electrons in an electrical circuit. Indeed, there is an
equivalence with Ohm’s law (U = RI) and fluid mechanics: a balance can
be found in a fluid circuit between the pressure drop ∆p, the flowrate Q
and a flow resistance, or hydraulic resistance eR:
∆p = Q eR [Pa] (5.26)
Figure 5.12.: Georg Ohm 1789 - 1854 (source: [24]).
But because it is very difficult to simulate turbulent flow, in particular in
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such a complex structure as a VRB stack, we must assume or demonstrate
that the flow stays laminar in the stack. For example, we will discuss in
chapter 6 the operations of the battery introduced during the simulation
of the stand alone system in section 3.9 under various conditions; in that
case, we can demonstrate that the flow stays laminar in the distributing
channels even at maximal flowrate Qmax. Although the flow is turbulent
in the pipes at this velocity, it should quickly become laminar due to the
effect of the viscosity inside the manifolds. Finally, the fluid properties, ρ
and µ are introduced into (5.26) through the hydraulic resistance eR; we
will see in sections 5.5.5 and 5.5.6 how they influence the pressure drop
∆p.
A Simple Method to Determine the Hydraulic Resistance
We have just seen that the pressure drop∆p is related to the flow resistanceeR with (5.26), but how do we determine this resistance? In fact, there is
a simple method: first the geometrical characteristics of the conduit are
introduced into the FEM software and then a series of FEM analysis is
performed at either various pressures or flowrates8.
For example, the pressure drop ∆p is illustrated in Fig. 5.13 as a func-
tion of the flowrate Q for some of the basic components introduced in the
next section. Immediately, we observe that there is a linear relationship
and that the flow resistance eR is simply given by the slopes. Hence, eR is
quickly determined with any curve fitting method and (5.26).
5.5.2. Hydraulic Resistance of a Stack
We are now ready to determine the flow resistance of the stack eR with the
method introduced in the previous section. But often, the geometry of
the stack becomes so large and complex that quickly the limited comput-
ing resources impose a very long simulation. This simulation time might
be reduced with a coarser mesh, but this method is seldom satisfactory
because it also reduces the accuracy of the solution. We have illustrated
this phenomenon with a simple example in appendix A; in that case, the
analytical and numerical model can be compared and the effects of the
mesh size on the accuracy can be observed.
8We have observed that FEM simulation converges faster and more often when a
pressure is applied across the conduit rather than when a flowrate is imposed.
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Figure 5.13.: Results of the FEM simulations for the different manifolds.
Note that we have cut the manifolds in two parts to take advantage of
their symmetry.
Therefore, we propose to develop a little further the analogy with the
electrical circuits and to fractionate the stack into smaller parts that form
a set of basic components; this set includes the manifolds and the flow
plates. Their flow resistances eRi are quickly and accurately determined
thanks to their small size and fine mesh. Then, we can assemble them in
parallel and/or in series to form a stack of any number of cells. We have
illustrated in Fig. 5.14 a method to construct a two cells stack from the
basic components.
Then the second analogy with the electrical circuits is introduced: the
flow resistance of the stack eR can be determined from the Kirchhoff’s
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=
=
x2
+ +manifold
flow plate+
adding the different components to form 
a transversal flow plate
x2
stacking two transversal flow plates 
to create a half stack
using the symmetry to create 
a two cells stack
Figure 5.14.: Construction of a two cells stack using basic parts and the
longitudinal symmetry of the design.
circuit laws. Indeed, the pressure P replaces the voltage U and the flowrate
Q replaces the current I; thus an equivalent hydraulic circuit is built with
the flow resistance of the basic components eRi (see Fig. 5.16). Finally,
the flow resistance eR is expressed in the form of a matrix (5.28) with
Kirchhoff’s laws; then the scalar flow resistance eR is obtained by solving
(5.27) which is derived from (5.26).0BBBBBBB@
p
0
0
...
0
0
1CCCCCCCA
= eR ·
0BBBBBBB@
Q1
Q2
Q3
...
QN−1
QN
1CCCCCCCA
[Pa] (5.27)
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Figure 5.15.: Gustav Kirchhoff 1824 - 1887 (source: [24]).
where the matrix eR is:eR =0BBBBBBBBBB@
eRME + eRFP eRME eRME . . . eRME eRME
− eRFP eRM + eRFP eRM . . . eRM eRM
0 − eRFP eRM + eRFP . . . eRM eRM
...
. . .
. . .
. . .
...
...
0 0 0
. . . eRM + eRFP eRM
0 0 0 . . . − eRFP eRMT + eRFP
1CCCCCCCCCCA
(5.28)
where: eRME = Equivalent hydraulic resistance of the
entry and exit manifolds
[Pa · s/m3]
eRM = Equivalent hydraulic resistance of the
two regular manifolds
[Pa · s/m3]
eRMT = Equivalent hydraulic resistance of the
two terminal manifolds
[Pa · s/m3]
eRFP = Equivalent hydraulic resistance of the
two flow plates
[Pa · s/m3]
With this method, the FEM analysis is reduced to the basic components
that can be quickly and precisely simulated in order to determine the
flow resistance of a Ncell cells stack; we will assess the accuracy of this
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Figure 5.16.: Equivalent hydraulic circuit of a Ncell cells stack.
method in section 5.5.4. Furthermore, we can reduce the size of the basic
components by taking advantage of their axis of symmetry to reduce the
simulation time and/or refine the resolution of the mesh. For example, in
Fig. 5.14, we have taken advantage of the longitudinal symmetry of the
stack to divide its size by two.
The Resistance of the Basic Components
In order to determine the stack resistance eR with the method introduced
in the previous section, we must determine the flow resistances of the
basic parts to solve (5.27) and (5.28). In this section, these basic parts
will be identified and characterised. Practically, they were divided in two
parts along their axis of symmetry to reduce their size; this smaller size
speeds up the simulation while preserving the accuracy. Nevertheless, the
resulting flow plates were still large and have therefore been divided in two
more parts.
This section is dedicated to the characterization of the basic elements
that compose the stack (see Fig. 5.11); in that structure, the electrolyte
flows in parallel through the cells from a single input pipe. Therefore, two
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types of manifolds were identified: the terminal manifolds that are on the
top of the stack and have only one way out for the flow and the regular
terminals with two ways out (one into the next manifold and one into
the flow plate). These components are represented in Fig. 5.17 with the
direction of the flow; we remark that the input and output components
are geometrically identical, the only difference is the direction of the flow.
Furthermore, we remark in Tab. 5.8 that it introduced a slight difference
in the hydraulic resistances eRi.
INPUT OUTPUT
terminal terminal
M
an
ifo
ld
Fl
o
w
 p
la
t
Figure 5.17.: Basic parts with the direction of the flow.
Then a series of FEM analysis was performed on these components;
different pressures were applied and the corresponding fluid velocities were
recorded. The data obtained were already represented in Fig. 5.13 to
illustrate the method used to determine the flow resistance eR (see section
5.5.1). Since we have simulated one half of the components, the slope
of the pressure represents the flow resistance of only one half componenteRhalf ; the total resistance eRtotal is equivalent to two half components in
parallel. Therefore, eRtotal is given by:
eRtotal = eRhalf
2

Pa · s/m3 (5.29)
So, the hydraulic resistances eRi were determined from the FEM analysis
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Name max. mesh element eR
size [mm] [Pa · s/m3]
input manifold 1 142’644
output manifold 1 115’770
terminal input manifold 1 620’027
terminal output manifold 1 576’055
input flow plate 1 33’670’584
output flow plate 1 34’098’014
Table 5.8.: The hydraulic resistance eR and the max. element size of the
basic parts.
with (5.29) and the results are represented in Tab. 5.8 with the maximal
element size of the mesh used for the simulations. There is a criterion to
assess the quality of the solution: if the resistance does not change when
the mesh is refined, this can be interpreted as a sign of confidence in the
accuracy of the solution [87]. In the case of the manifolds, the resulting
resistances only change by 0.01% (around 1.3% for the flow plates) when
the maximal element size is reduced from 1 mm to 0.5 mm. Therefore, we
have a good confidence in the results of Tab. 5.8.
5.5.3. The Peclet Number and its Effects
We have seen in the previous sections that FEM analyses are a powerful
tool when the geometry is too complex for an analytical description. Nev-
ertheless, FEM analyses are also subject to instabilities that might prevent
the solution from converging. We will see in the rest of this section why
these instabilities occur and how to avoid them.
To understand this phenomenon, we should first look at what happens
at the microscopic level of the fluid; for example, when the electrolyte
flows through the VRB, the fluid experiences the effects of convection and
diffusion. In a diffusive phenomenon, a change at one location affects
in more or less equal measure in all directions around it; a convective
phenomenon has an influence exclusively in the direction of the flow (see
Fig. 5.18). A good image is the transport of colorant added to a river:
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if the water is flowing quickly, the predominant form of transport will be
convective and when the water is still, the colorant would simply disperse
from its source in a diffusive manner.
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Figure 5.18.: Convection and diffusion.
Then we must know how the FEM solvers work; obviously FEM simu-
lations require numerical solutions based on some kind of discretization.
Unfortunately, the discretization of convection-dominated transport prob-
lems can introduce instabilities in the solution. These instabilities can
take the form of oscillations that can be large enough to prevent the solu-
tion from converging. The details are beyond the scope of this work, the
interested readers are referred to [96, 97].
But there is a method to circumvent this limitation in the form of the
Peclet number Pe: a dimensionless number that describes the relationship
between the convective and diffusive terms in a convection and diffusion
equation. In fluid mechanics applications, the diffusive terms are intro-
duced through the viscosity:
Pe =
hmeshρ |Vs|
µ
[−] (5.30)
where hmesh is the local mesh diameter. In fact, oscillations can occur
when the Peclet number is greater than two; these problems result from
the poor discretization, but there is, at least in theory, a mesh resolution
beyond which the discretization is stable. But in reality, the mesh size
is often limited by the available memory of the computer. So, for given
values of density ρ and viscosity µ, there are only two variables to maintain
the Peclet number below two (Pe < 2): the velocity Vs and the mesh size
h. Often, the sole solution is to reduce the velocity.
To illustrate this phenomenon, we have performed a FEM analysis of
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Figure 5.19.: Effect of the Peclet number Pe in the case of the input
manifold. The Peclet numbers are respectively: 0.0072, 0.0725, 0.7047,
4.1768 and 19.1393 starting from case 1 to case 5. Note that the solid
lines are extrapolations from the FEM points in the respective pressure
ranges and that model 1 and 2 are superposed.
the input manifold with a fixed mesh size of 1 mm; in each case, we
have changed the pressure applied to modify the fluid velocity and thus
the Peclet number. We have shown in Fig. 5.19 the results of the FEM
analysis where the Peclet numbers range from 0.0072 to 19.13. We clearly
see a large difference between the curves with Peclet number below two
and the curves above this value. The numerical results are summarized
in Tab. 5.9 where we observe that the difference between the smallest Pe
and the largest is well above 400%; in fact, the difference is already above
124% for a Peclet number equal to 4. We conclude that the accuracy of
the solution is not acceptable when the conditions of the FEM analyses
are ill-defined; therefore, the accuracy not only depends on the quality of
the mesh (see the finite element analysis in appendix A), but also on the
definition of the simulation conditions.
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Case Pressure Max. Peclet eR Difference
range [Pa] number [-] [Pa · s/m3] [%]
1 0.0002-0.0004 0.0072 285’400 0
2 0.002-0.004 0.0725 283’800 0.59
3 0.02-0.04 0.7047 302’200 5.89
4 0.2-0.4 4.1768 639’500 124.04
5 2-4 19.1393 1’480’200 418.60
Table 5.9.: Numerical values of the Peclet number Pe and the hydraulic
resistance eR for various pressure ranges. These numbers apply to the input
manifold, the mesh size is 1 mm.
5.5.4. Validation of the Stack Decomposition
In this section, we will examine the validity of the stack decomposition
method proposed in the section 5.5.2; this method determines the stack
flow resistance eRmodel. Of course, the best way would have been to in-
troduce eRmodel into (5.26) and to compare the result with experimental
data; unfortunately, no experimental setup was available. Therefore, we
have decided to simulate the whole stack on a powerful dedicated server;
even with this large computational capacity, the simulations have taken
many weeks, even months for the larger stack.
In order to perform the FEM analysis under the best conditions, we
have taken advantage of the longitudinal symmetry to reduce the size of
the stack; thus it was possible to improve the resolution of the mesh and in
consequence increase the accuracy. The flow resistance eRFEM of stacks of
different sizes were then determined with the method presented in section
5.5.1; the results are given in Tab. 5.10. As an illustration, the graphical
result of the FEM analysis of a two elements stack is shown in Fig. 5.20.
Then the flow resistance eRmodel of a stack of Ncell elements was deter-
mined with the method proposed in section 5.5: the flow resistances eRi of
the basic parts (given in Tab. 5.8) were introduced into (5.28) in order to
determine eRmodel by solving (5.27). The results are given in Tab. 5.10 and
shown in Fig. 5.21 where we can observe that the flow resistance decreases
hyperbolically with the number of cells.
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Figure 5.20.: Fluid velocities in the top cell of a two elements stack. In
the corner, a view from above of the input manifold.
We can now compare the flow resistance eRmodel obtained with the
method introduced in section 5.5.2 and the flow resistance eRFEM obtained
from the FEM analysis of whole stacks. The maximal difference is around
2% (see Fig. 5.21 or Tab. 5.10), this give us a very good confidence in the
accuracy of the method.
Note that we have carefully designed the distribution channels to main-
tain the flow laminar at the maximal flowrate Qmax. Although the flow
might be turbulent in the pipe at these high velocities, the consequence
should be negligible because the flow quickly becomes laminar in the man-
ifolds. If the flow is turbulent in the major part of another type of stack,
this method is not valid and the only option is to build a stack and exper-
imentally determine the pressure drop ∆p as a function of the flowrate Q.
Furthermore, we have neglected in this section the effect of the structure
of the carbon felt and considered its surface smooth.
5.5.5. The Effect of the Density on the Flow Resistance
In chapter 4, the properties of the electrolytes were investigated; in par-
ticular, we have seen that they are not constant and depend on the com-
position of the electrolyte. Hence the viscosity µ and the density ρ depend
on the state of charge SoC; their influence on the flow resistance eR will
be discussed here and in the next section.
Since the shear stress τ (4.8) is independent of the density in the case of
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Figure 5.21.: Comparison between the flow resistance eRmodel obtained
with (5.27) and the basic parts flow resistances eRi, and the flow resistanceeRFEM obtained from the FEM analysis of whole stack.
a laminar flow, the flow resistance eR should also be independent as long as
the flow remains laminar. A series of FEM analysis of a two elements stack
was performed to verify this independence; the simulations were made at
different pressures (1, 5, 10 and 20 Pa) and different densities ranging from
1 to 1.6 g/cm3 which correspond to possible densities of the electrolyte.
The flow resistances eR corresponding to each density were then calculated;
the results are shown in Fig. 5.22.
Although it seems in Fig. 5.22 that the flow resistance eR changes with
the density, this is not the case; in fact this impression is due to the scale of
the y-axis. In this example, the variation of the flowrate Q as a function
of the density always stays below 0.1% and the difference between the
flow resistances is also negligible: it is below 0.05%. Therefore, the flow
resistance is clearly independent of the density. Nevertheless, the density ρ
is important in fluid mechanics; indeed, the Reynolds numberRe is directly
proportional to ρ. Furthermore, the density also appears in the extended
Bernoulli equation (5.13) where it becomes important whenever there is
a change in elevation ∆z between the two extremities of the conduit (see
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Number of max. element eRmodel eRFEM Difference
half cells size hmesh [mm] [Pa · s/m3] [Pa · s/m3] [%]
2 1 34’439’119 33’945’552 1.43
4 1 17’482’305 17’320’120 0.93
8 1 9’297’406 9’110’837 2.01
12 1 6’783’584 6’752’628 0.46
16 1 5’666’633 5’643’070 0.41
Table 5.10.: Mesh size and hydraulic resistance of the simulated stacks.
These values are for a density ρ of 1620 kg/m3 and a viscosity µ of
0.008 Pa/s.
Fig. 5.5); although in most cases, the contributions of ∆z cancel each
other in the VRB hydraulic circuit.
5.5.6. The Effect of the Viscosity on the Flow Resistance
We have seen in section 5.3.5 that the friction factor f depends on the
Reynolds number Re (5.16); we also know from section 5.3.1 that Re is
inversely proportional to the dynamic viscosity µ (5.1). Therefore the
flow resistances must somehow be proportional to the viscosity; we can
demonstrate this analytically with the Darcy-Weisbach equation (5.14) for
a simple geometry or numerically through a FEM analysis of a complex
structure.
The results of a FEM analysis of a two elements stack are shown in
Fig. 5.23 with viscosities ranging from 2 to 20 cP; these values corre-
spond to possible VRB electrolyte viscosities. The FEM analysis have
been performed at three pressures (0.1, 0.5, 1 mPa) and the correspond-
ing flowrates have been recorded; then the flow resistances eR have been
calculated at each viscosities. We observe in Fig. 5.23 that, according to
our expectation, the flow resistance is proportional to µ.
In the FEM analysis performed previously to determine the flow resis-
tance eR, the electrolyte properties were constant. Although we have seen
in the previous section that the density ρ does not influence eR, this is not
the case for the viscosity µ. Indeed the viscosity changes as the battery
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Figure 5.22.: Effect of the density on the flow resistance of a 2 elements
stack. On top: the flowrate for a set of pressure as a function of the
density. Below: the flow resistance as a function of the density.
is operating; therefore, a relation that links the viscosity µ to the flow
resistance is required. This relation is derived from the proportionality
between the flow resistance and the viscosity observed in Fig. 5.23; hence,
the flow resistance eR at a given viscosity µ is a function of the simulated
resistance eRsimulation at a fixed viscosity µsimulation:
eR = µ
µsimulation
eRsimulation Pa · s/m3 (5.31)
5.6. Mechanical model of the VRB
We conclude this chapter with the presentation of the mechanical model
of the VRB; this model is important to determine the mechanical power
Pmech required to flow the electrolyte throughout the stack and is illus-
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Figure 5.23.: Effect of the viscosity on the flow resistance of a 2 elements
stack. On top: the flowrate for a set of pressure as a function of the
viscosity. Below: the flow resistance as a function of the viscosity. In
these examples, the density ρ is 1620 kg/m3.
trated in Fig. 5.24. This model results from the combination of the an-
alytical model proposed in section 5.4 and the principles and relations
introduced in the previous section that describe the stack hydraulic cir-
cuit. Hence, we will be able to assess the battery performance with the
electrochemical model (section 3.6) in the next chapter.
The analytical model was already described in section 5.4; therefore,
it is not detailed here and is represented as a single block in Fig. 5.24.
This analytical model determines the mechanical power Pmech,pipes as a
function of the flowrate Q and the electrolyte properties.
The stack flow resistance eR is determined with (5.28) and the equiv-
alent resistances eRME , eRM , eRMT and eRFP ; these equivalent resistances
represent basic components that are assembled to form the hydraulic cir-
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Figure 5.24.: Flowchart of the VRB mechanical model. The analytical
model of the pipes, bends, valve and tank is described in more detail in
Fig. 5.10.
cuit of the stack. They are obtained from a series of FEM analysis. The
effect of the viscosity µ is taken into account with (5.31). The pressure
drop ∆pstack in the stack depends on the flowrate Q and the equivalent
resistance of the stack eR; this relation is given by (5.26). Finally, the
mechanical power of the stack Pmech,stack is found from (5.25).
Then, the overall mechanical power Pmech is simply obtained from the
sum of the mechanical power of the stack Pmech,stack and the mechanical
power of the pipes Pmech,pipes:
Pmech = Pmech,stack + Pmech,pipes [W ] (5.32)
We have already shown the dependence of the analytical model vari-
ables on the operating conditions in Tab. 5.7; again, the term battery con-
struction encompasses the geometrical dimensions of the overall hydraulic
circuit. In conclusion, we show here the dependence of the numerical and
overall models variables in Tab. 5.11.
5.7. Summary and Outlook
In the first part of this chapter, we have discussed the construction of
a stack; we have seen that there are two ways to flow the electrolytes
through the cells: the serial and the parallel flows. We believe that the
parallel flow has more advantages, although the serial flow has minimal
leakage current. We have also illustrated how to build a stack from basic
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Variable f(?) Q ρ µ Battery
constructioneR • • •
∆pstack eR • ◦ ◦ ◦
Pmech,stack ∆pstack • ◦ ◦ ◦
Pmech,pipes ∆ppipes • ◦ ◦ ◦
Pmech Pmech.,stack and Pmech.,pipes ◦ ◦ ◦ ◦
Table 5.11.: Variables dependency on the operating conditions. • denotes
a direct dependence and ◦ denotes an indirect dependence.
elements: the bipolar plates, the end plates, the membranes and the carbon
felt electrodes.
The second part is dedicated to the principles of fluid mechanics that
lead to the mechanical model of the hydraulic circuit in the pipes and
tanks. This sections starts with some important generalities about fluid
mechanics such as the Reynolds number that determines the flow regime,
Bernoulli’s principle and the first law of thermodynamics that lead to the
extended Bernoulli’s equation, an expression of the law of conservation of
energy. Yet, we have defined an expression (5.13) that relates the pressure
drop ∆p across a conduit as a function of the fluid velocity Vs, the fluid
specific weight γ, the geometry, the head losses due to friction hf , the
minor head losses hm and the work done on the system hw.
The head losses hm are due to the viscous effects; they are defined by the
Darcy-Weisbach equation (5.14) which depends on the conduit geometry,
the fluid velocity Vs and the friction factor f . We have seen that the
friction factor depends on the flow regime. If the flow is laminar: f is
derived from the Poiseuille law and depends only on the Reynolds number9
Re (5.17), otherwise f is determined from the Colebrook equation (5.20).
In that case, the friction factor depends on Re but also on the diameter
of the pipe D and on its roughness .
The minor losses occur in the components that connect the straight
sections of pipes together: they have the form of a bend, an elbow or
9Remember that Re is the ratio of inertial forces to viscous forces and is obtained
from a combination of the geometrical characteristic of the conduit, the fluid
flowrate and its properties.
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a valve. Minor losses also occur when the fluid flows from (or into) a
reservoir into (from) the pipe. The minor head losses hm are determined
by a relation (5.22) similar to the Darcy-Weisbach equation and depend on
a loss coefficient kL. We have discussed in section 5.3.6 the causes of these
losses; we have also given tables (Tab. 5.3, 5.4, 5.5 and 5.6) from which the
loss coefficients kL might be retrieved. In the case of a sudden expansion,
kL is given by an analytical relation (5.23) from which the particular case
of a fluid exiting a tank is derived.
In fact, we are particularly interested by the mechanical power Pmech
required to flow the electrolyte; it depends on the flowrate Q and on
the corresponding pressure drop ∆p (5.24). Although the nominal pump
efficiency is often around 80-90%, it is not constant and decreases around
its nominal flowrate (see Fig. 5.9).
Then, we have summarized the principles and relations introduced in the
section 5.3 into an analytical model that describes the hydraulic circuit of
the pipes and tanks. This model represented in Fig. 5.10 determines the
pressure drop ∆ppipes and the mechanical power Pmech,pipesin the pipes
as a function of the flowrate Q and the electrolyte properties.
The fourth part of this chapter is dedicated to the modeling of the
stack hydraulic circuit; indeed, the stack geometry is too complex to be
described by the analytical relations of section 5.3. Therefore, we have
proposed to make a FEM analysis; the other possibility would have been to
build a stack and experimentally determine the pressure drop at different
flowrates. Quickly, we have found out that FEM analyses are often a
large consumer of time and resources; practically, it would not have been
possible to run a FEM analysis in real time, even calculating a table of
the pressure drops as a function of the flowrates did not seem reasonable.
Therefore, we have introduced an analogy with the Ohm’s law; in that
case, the flowrate Q replaces the electrical current I, the pressure drop
∆p replaces the voltage U and the flow resistance eR replaces the electrical
resistance R. In consequence, a direct relation between ∆p and Q is es-
tablished (5.26). Then, we have proposed in section 5.5.1 a simple method
to determine the flow resistance through a series of FEM analysis.
Because the FEM analysis of a stack is often very long, an original
method to decompose the stack into smaller basic parts was proposed in
section 5.5.2; these basic parts are then assembled to form a stack of any
dimension (see Fig. 5.14). Indeed, the FEM analysis of the basic parts
is fast and accurate. Another analogy with electrical circuits was made
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to determine the equivalent hydraulic circuit with Kirchhoff’s laws: this
equivalent circuit is obtained by connecting the basic parts in parallel
and/or series. Hence, it is possible to determine the stack resistance eR
with (5.27).
Then we have discussed the Peclet number, a dimensionless number that
describes the relationship between the convective and diffusive terms. This
number is important to avoid instabilities in the FEM solver that might
prevent the solution from converging. The instabilities often take the form
of oscillations caused by the discretization of convection-dominated trans-
port problems. The instabilities might be avoided if the Peclet number is
maintained below two; there are two available parameters to reduce Pe:
the mesh size hmesh and the fluid velocities Vs.
The flow resistance eRmodel determined from the stack decomposition
method of section 5.5.2 and the flow resistance eRFEM obtained from the
FEM analysis of a complete stack were then compared. We have observed
very good concordance between these two methods: the maximal difference
being around 2%. Note that these methods are only valid if the flow
stays laminar in the stack; otherwise, the sole solution is to experimentally
determine the relation between the flowrate Q and the pressure drop ∆p.
This fourth part was concluded with a discussion about the effects of
the density ρ and the viscosity µ on the flow resistance eR. Since the
shear stress τ is independent of the density in a laminar flow, the flow
resistance is also independent; we have verified this statement through a
series of FEM analysis at different densities: the results have shown thateR is constant.
Furthermore, the linear relationship between the flow resistance eR and
the viscosity µ was highlighted in section 5.5.6. This relation is demon-
strated analytically through the Darcy-Weisbach equation (5.14), the fric-
tion factor f (see section 5.3.5) and the Reynolds number Re (5.1) for a
simple geometry or numerically through a FEM analysis of a more com-
plex structure (see Fig. 5.23). Then a relation was proposed to determine
the flow resistance at any viscosity (5.31).
In the last part, a mechanical model that encompasses the principles and
relations introduced in this chapter was proposed; this model determines
the mechanical power Pmech as a function of the electrolyte properties and
the fluid flowrate Q. It is based on the analytical model already discussed
in section 5.4 and on flow resistance of the stack discussed in section 5.5.
The mechanical power in the stack depends on the actual viscosity µ and
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on the flowrate Q.
In the future, it would be very interesting to complete this steady-state
model with a dynamical model. Indeed, in order to implement sophisticate
control strategies for the VRB storage system, it will be necessary to
identify the time constant of the hydraulic circuit. In some applications
such as an UPS, it is important to know the start up time of the battery:
it represents the time required to establish the electrolyte flowrate.
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Chapter 6
The Multiphysics Model and
Energetic Considerations
6.1. Introduction
We have developed an electrochemical model of the VRB stack in chap-
ter 3 and a mechanical model of the electrolyte circuit in chapter 5; in
this last chapter, we will combine these two models into an overall multi-
physics model of the VRB storage system. This final model summarizes
the principles and relations previously introduced into a powerful means
to understand the behaviour of the battery; furthermore, this knowledge
will enable us to enhance the battery performance.
Of course, the battery never operates alone; it always links together
a power source such as an array of photovoltaic panels, a wind turbine
or simply the grid, and either a load or the grid (see Fig. 6.1). Power
converters are required to adapt the voltages and currents; and thus ensure
the power flows between these entities. In addition, a control system is
necessary to supervise the battery operation and its interaction with the
other system elements.
After the presentation of the multiphysics model in the first part of
this chapter, we will discuss the battery performance at constant current
Istack,ref with a strong focus on the battery power PV RB , the stack power
Pstack and the mechanical power Pmech required to flow the electrolyte.
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Figure 6.1.: Principles schematic of the VRB storage system.
First, we will examine the battery operation at a constant flowrate Qmax
that supplies enough electroactive species under any operating conditions;
in particular, the instantaneous battery efficiency ηbattery will be deter-
mined and discussed.
Then, a second method that minimizes the mechanical power Pmech is
introduced; in fact, this method finds the minimal flowrate Qmin required
by the actual operating point. The relations necessary to determine Qmin
are based on principles introduced in chapter 3. Although the minimal
flowrateQmin has a beneficial effect on the mechanical power Pmech, it also
changes the vanadium concentrations within the stack. In consequence,
the equilibrium stack voltage Estack also changes and so does the stack
voltage Ustack and the stack power Pstack. We will discuss in detail the
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cause of this phenomenon.
In fact, we will see that the stack power Pstack decreases during the dis-
charge when the battery is operated at minimal flowrate Qmin; moreover,
Pstack increases during the charge. At constant stack current Istack,ref ,
the quantity of electrons e− stored (or release) in (or from) the electrolyte
does not depend on the stack power Pstack. Therefore, it is always better
to charge the battery at minimal stack power Pstack and discharge it at
maximal Pstack.
Intuitively, we feel that there should be an optimal flowrate Qopt that
optimizes the battery performance. Therefore, we will propose a method
that finds this optimal flowrate Qopt at any operating point. In these
circumstances, the power delivered to the battery is minimized during the
charge and the power supplied by the battery is maximized during the
discharge. Then, we will assess the benefits of this new method compared
to the two previous methods.
Then, we will perform the same series of charge and discharge at con-
stant current as in chapter 3; but we will include this time the mechanical
loss Pmech. So, the battery performances at the different flowrates Qmax,
Qmin and Qopt can be compared with the voltage efficiencies ηvoltage and
the energy efficiencies ηenergy. The importance of the internal loss Uloss,
the stack voltage Ustack, the stack power Pstack, and the mechanical power
Pmech will be discussed in this section; we will see that their importance
depends on the operating conditions.
In the last section of this chapter, we will discuss the battery operation at
constant stack power Pstack,ref and at constant battery power PV RB,ref ; in
these cases, there is a new control variable in supplement to the flowrate Q:
the stack current Istack. The optimal operating points, Qopt and Istack,opt
will be determined and discussed for both operating conditions.
6.2. Multiphysics System Model
The combination of the electrochemical model described in section 3.6, the
mechanical model described in section 5.6, and the electrolyte properties
discussed in chapter 4 leads to the multiphysics VRB system model. The
functions that determine the vanadium concentrations in the tank ctank
and the state of charge SoC have been separated from the electrochemi-
cal model in order to be incorporated into a new model named reservoir
and electrolyte model ; this model encompasses the electrolyte properties
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and concentrations. A system control has also been added to supervise
the battery operation; this system controls the flowrate Q and the stack
current Istack. This multiphysics system model, illustrated in Fig. 6.2, is
a powerful means to understand the behaviour of the VRB, identify and
quantify the sources of losses in this storage system; thus this multiphysics
model is a good means to enhance the overall VRB efficiency.
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C tank 
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electrolyte 
model 
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VRB control 
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Figure 6.2.: Structured diagram of the multiphysics VRB system model.
This multiphysics model is composed of three main models and a control
system:
• The VRB control system supervises the operation of the battery
to meet the requirements set by the user or the application, and en-
hances the overall battery performance whenever possible. In basic
operation, the user either sets the reference current Iref or the ref-
erence power Pref that the battery must provide or store; in more
sophisticate applications which are not discussed in this work, the
VRB control system might include other functions such as frequency
control, power quality, peak shaving, load leveling, UPS etc. Fur-
thermore, the control system also senses the internal variables and
determines from these informations the appropriate current Istack
and flowrate Q adapted to the actual operating conditions1: the
1Note that some variables are redundant as they might be determined from the
others.
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state of charge SoC, the stack voltage Ustack, the stack power Pstack
and the mechanical power Pmech.
• The reservoir and electrolyte model is fundamental to the elec-
trochemical model because it determines the vanadium concentra-
tions in the tank ctank which are also the input concentrations of
the stack cin: in fact, cin is the cornerstone of the equilibrium volt-
age Estack. Besides, this model also determines the battery state of
charge SoC and the actual electrolyte properties; the viscosity and
the density are important variables in the mechanical model. The
functions that determine the tank concentrations ctank and the state
of charge SoC were separated from the electrochemical model (sec-
tion 3.6) and are respectively introduced in sections 3.2.2 and 2.3.4.
The electrolyte properties are discussed in chapter 4.
• The electrochemical stack model is an important part of the over-
all model; it is based on the electrochemical principles and relations
introduced in chapters 2 and 3 that were summarized into the aug-
mented and simplified VRB stack model of section 3.6. Primar-
ily, this electrochemical model determines the stack voltage Ustack
as a function of the operating conditions: the flowrate Q and the
current Istack set by the control system, and the vanadium con-
centrations that depend on the actual battery state of charge. In
addition, the electrochemical model also determines other internal
variables useful to the control system or to determine the battery
performance. These internal variables include: the stack equilibrium
voltage Estack, the stack internal losses Ploss and its corresponding
voltage Uloss, and the stack power Pstack.
• Themechanical model is the last part of the multiphysics model; it
is based on the fluid mechanical principles and relations introduced
in chapter 5 that were summarized into the mechanical model of
section 5.6. Its main purpose is to determine the mechanical power
Pmech required to flow the electrolyte from the tanks to the stack.
This value depends on the flowrate Q, the electrolyte properties and
the structure of the hydraulic circuit that includes the pipes, the
tanks and the stack.
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6.3. Energetic Considerations at Constant Current
This section is dedicated to the performance of the VRB at constant cur-
rent Istack,ref 2; the influences of different operating conditions will be dis-
cussed in detail. We will examine in particular the effects of the flowrate
Q at different state of charge SoC and electrical current Istack. First, the
battery will be operated at constant flowrate Qmax: this constant flowrate
carries enough electroactive species to fuel the electrochemical reactions
at any operating point. An operating point is defined as the combination
of a particular current Istack with a given state of charge SoC .
Then, we will determine the minimal flowrate Qmin required at each
operating point to sustain the battery operation: this flowrate depends
only on Istack and on SoC. From the comparison of the performances of
these two methods, we will realize that there is an optimal flowrate Qopt
in between that maximizes the power performance of the battery; this
optimal flowrate will be discussed in detail in section 6.3.3.
The power flows within the VRB storage system and with the external
load and/or source are illustrated in Fig. 6.3. The power converters are
necessary to adapt the stack voltage Ustack to the power source Ugrid or to
the load voltage Uload, and to supply the mechanical power Pmech required
to operate the pumps; for simplicity reasons, they are considered lossless
(ηconverter = 1).
It is important to remember that the stack voltage Ustack already in-
cludes the loss overpotential Uloss that is added to the equilibrium stack
voltage Estack during the charge, and subtracted during the discharge.
This internal loss Uloss are discussed in detail in section 3.4; Uloss is di-
rectly proportional to the current Istack and its sign depends on the op-
erating mode of the battery. Furthermore, the equilibrium voltage Estack
depends solely on the vanadium concentrations within the stack ccell and
is determined from the Nernst equation (2.29). Hence, the electrochem-
ical losses are already included in the stack power Pstack which is easily
obtained from Istack and Ustack:
Pstack = UstackIstack = (Estack ± Uloss) Istack [W ] (6.1)
The mechanical power Pmech is determined from the mechanical model
proposed in section 5.6, and depends on the flowrate Q, the construction
2In fact, we consider that the current Istack,ref is set by the user or by the applica-
tion; therefore it might vary in time, but is a given value at each instant.
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Figure 6.3.: Power flow in the VRB storage system. In this example, the
power converters only adapt the currents and voltages, and are lossless.
of the hydraulic circuit and the electrolyte properties. Although these
properties are not constant during the battery operation (see chapter 4),
it was decided to maintain them constant in the rest of this work to simplify
the discussion. Clearly, the mechanical power Pmech always flows in the
direction of the pumps; Pmech is supplied by the stack during the discharge
and from the grid during the charge.
In most stand-alone electricity storage system, the auxiliaries power
Pauxiliaries includes the power converters loss and the power required to
operate the control system that supervises the battery and measures the
internal variables. In the VRB case, the mechanical power Pmech must
be added to the auxiliaries power; in fact, Pmech is the only considered
auxiliaries power in the rest of this work as the power converters are ideal
and the power of the control system is neglected. Hence, the auxiliaries
power is equal to Pmech and influences the power exchanged with the VRB
PV RB . This influence depends on the battery operating mode: during the
charge, the mechanical power Pmech is provided from the external power
source, and must therefore be added to the stack power Pstack:
|PV RB,charge| = |Pstack|+ Pmech [W ] (6.2)
and during the discharge, the mechanical power Pmech is provided by the
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stack and must this time be subtracted from the power furnished by the
stack Pstack:
PV RB,discharge = Pstack − Pmech [W ] (6.3)
By convention, the battery power Pbattery and the stack power Pstack
are positive during the discharge and negative during the charge; the me-
chanical power is always positive. Therefore, (6.2) and (6.3) might be
combined into:
PV RB = Pstack − Pmech [W ] (6.4)
VRB Characteristics
In order to discuss the performance of the battery, we should first describe
its characteristics; we will continue to use the 2.5 kW, 15 kWh VRB intro-
duced in the sections 3.9 and 3.10. Its electrochemical characteristics are
summarized in Tab. 3.3.
The description of the hydraulic circuit is given in appendix B; the
analytical model of the hydraulic circuit (see section 5.4) requires the di-
mensions of the pipes and tanks which are given in Tab. B.1 and B.2 for
two possible tank sizes: 83 and 200 l. Of course, the energetic capacity
of the battery depends on the tank size: the rating 2.5 kW, 15 kWh is
for the 200 l tank. In addition, the hydraulic circuit of the stack has the
form of the structure illustrated in Fig. 5.11; its flow resistance eR is deter-
mined according to the method introduced in section 5.5.2 with the flow
resistances eRi of the basic parts given in Tab. B.3. The flow resistanceeR of this 19 elements stack is then extracted from Fig. B.2; its value is
1’4186’843 Pa s/m3. As it was said before, the electrolyte properties are
maintained constant for simplicity reasons.
6.3.1. Maximal Flowrate
An efficient control strategy must optimize the power electrochemically
exchanged with the stack Pstack while minimizing the losses: there is no
point to have a battery that consumes more power than necessary. In
this section, we will determine the maximal flowrate Qmax required to
operate the stack under the worst operating conditions: low state of charge
SoC during the discharge and high SoC during the charge. For both
operating modes, the worst case occurs at high electrical current Istack;
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at these moments, the electrochemical reaction rates are maximal whereas
some electroactive species are scarce. Indeed, this high flowrate Qmax
is required to provide enough electroactive vanadium ions to sustain the
reaction rates.
Operating the battery constantly at this maximal flowrate Qmax is a
very simple control strategy but its performance might not be optimal
because of the constantly large mechanical power Pmech. In order to as-
sess the battery performance at Qmax, we define an instantaneous battery
efficiency ηbattery:
ηbattery =
|Pstack|
|Pstack|+ Pmech [−] (6.5)
Practically, the maximal flowrate Qmax of the 2.5 kW, 15 kWh VRB is
around 1.97 l/s; this value depends on the maximal current Istack,Qmax and
on the SoC operating range. In fact, Qmax is proportional to Istack,Qmax
and depends exponentially on the maximal and minimal authorized SoC.
At this flowrate, the mechanical power Pmech,Qmax required to flow both
electrolytes is around 1720 W. The battery performance was then de-
termined with (6.5) for every operating point; the results are shown in
Fig. 6.4 as a function of Istack and SoC; note that the stack power Pstack
was already illustrated in Fig. 3.22.
Clearly, we observe that the battery performance is poor at constant
flowrate Qmax; therefore we come to the conclusion that constantly op-
erating the battery at Qmax is not a wise strategy: the battery often
consumes more power than necessary. Nevertheless, there is a method to
improve this poor efficiency: Qmax might be reduced along with the corre-
sponding mechanical power Pmech,Qmax simply by limiting the operating
range of the battery: smaller current Istack,Qmax and/or narrower SoC
operating range. But this method also reduces the power rating and/or
the energetic capacity of the battery while it increases the overall cost. In
the next sections, we will discuss two different methods to enhance the
battery performance.
6.3.2. Minimal Flowrate
We have just seen that operating the battery at constant flowrate Qmax is
not efficient; therefore, we propose in this section another approach. This
new method proposes to operate the battery at a minimal flowrate Qmin
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Figure 6.4.: The battery efficiency ηbattery at constant flowrate Qmax as a
function of the state of charge SoC and current I.
that is constantly adapted to the instantaneous operating point (SoC and
Istack) in order to supply just enough electroactive materials to fuel the
electrochemical reactions.
The vanadium concentrations cvanadium are bounded between a minimal
concentration cmin that is never less than zero, and a maximal concentra-
tion cmax that can not be larger than the total vanadium concentration ctot
in the electrolyte. Usually, the vanadium concentrations never reach these
extreme limits; the boundaries are defined by design to let the battery
operate in good conditions, and include safety margins as it is illustrated
in Fig. 6.5.
Furthermore, the vanadium concentrations cvanadium change within the
stack proportionally to the electrical current Istack (see chapter 3). There-
fore, there are critical operating points where cvanadium is close to its
boundary; and in some cases, the variation of vanadium concentrations
tends toward the limit values of the concentrations. These critical operat-
ing points are highlighted in Fig. 6.6 and depend on the operating mode of
the battery. For example, when the SoC is close to zero (battery almost
discharged) and the battery is still being discharged, the V 2+ and V 5+
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concentrations, which are already low, approach the minimal concentra-
tion cmin. At the same time, the V 3+ and V 4+ concentrations, which are
already high, increase toward the maximal concentration cmax.
In these critical regions, the electrolyte flowrate Q must be larger to pal-
liate the scarcity of electroactive vanadium ions; in fact, we can generalize
this principle and determine a minimal flowrate Qmin for each operat-
ing point that supplies just enough active species to sustain the redox
reactions. The necessary amount of active species is proportional to the
reaction rate (see section 3.2.1); and in consequence, to the current Istack
according to (3.7). Of course, the minimal flowrate Qmin also depends on
the input vanadium concentration cin; a value proportional to the state of
charge SoC.
Minimal Flowrate Determined by the Output Concentrations
In fact, there are two possibilities to define the boundaries of the vanadium
concentrations: they can either be limited by the output concentration
cout or by the concentrations within the cells ccell. In both cases, the
maximal concentrations cout,max or ccell,max and minimal concentrations
cout,min or ccell,min must be defined. In this section, we will determine the
minimal flowrate Qmin from the output concentrations, and in the next,
the concentrations within the cell ccell will determine Qmin.
Rigorously, there are two cases that must be considered to determine
Qmin: in the first case, the minimal flowrate Qmin,↓ depends on the vana-
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dium species with decreasing concentrations cin,↓, and in the other, the
minimal flowrate Qmin,↑ depends on the species with increasing concen-
trations cin,↑. Of course, Qmin,↓ and Qmin,↑ depend on the current Istack
and on the state of charge SoC. Their values are obtained by rearranging
(3.10):
Qmin,↓(t) =
bNcelli(t)
F (cout,min − cin,↓(t)) [l/s] (6.6)
Qmin,↑(t) =
bNcelli(t)
F (cout,max − cin,↑(t)) [l/s] (6.7)
where b is the sign factor obtained from (3.9). In the case of well balanced
vanadium concentrations, and equilibrated operating boundaries (cout,min
and cout,max), these two values are equal. Otherwise, the minimal flowrate
Qmin is given by the greatest value of (6.6) and (6.7):
Qmin(t) = max (Qmin,↓(t), Qmin,↑(t)) [l/s] (6.8)
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Minimal Flowrate Determined by the Cell Concentrations
Similarly, in the case where the limiting conditions are expressed with
the vanadium concentrations within the cells ccell,max and ccell,min, the
minimal flowrate Qmin,av is determined by introducing (3.10) into (3.11);
after some rearrangements, the minimal flowrate Qmin,av,↓ for the species
with decreasing concentrations cin,↓ and the minimal flowrate Qmin,av,↑
for the species with increasing concentrations cin,↑ are obtained from:
Qmin,av,↓(t) =
bNcelli(t)
2F (ccell,min − cin,↓(t)) [l/s] (6.9)
Qmin,av,↑(t) =
bNcelli(t)
2F (ccell,max − cin,↑(t)) [l/s] (6.10)
Again, these flowrates, Qmin,av,↓ and Qmin,av,↑, should be equal if the
vanadium concentrations are well balanced and the operating boundaries
(ccell,min and ccell,max) are equilibrate; otherwise the minimal flowrate
Qmin,av is the largest value of (6.9) and (6.10):
Qmin,av(t) = max (Qmin,av,↓(t), Qmin,av,↑(t)) [l/s] (6.11)
Illustration of the minimal flowrate
The minimal flowrate Qmin is illustrated in Fig. 6.7 for a large number of
operating points. We observe that the maximal values of Qmin occur in
the critical regions that were highlighted in Fig. 6.6: low state of charge
SoC and high current Istack during the discharge, and high SoC and high
Istack during the charge. Moreover, the flowrate Qmin is, in comparison,
very small in every other operating region; therefore, there must be a
large benefit to operate the battery at Qmin. Finally, we remark that
Qmin depends proportionally on Istack and exponentially on SoC.
In addition, the corresponding mechanical power Pmech,Qmin required
by a single pump to flow the electrolyte at Qmin is also illustrated in
Fig. 6.7; we observe that Pmech,Qmin is very sensible to the state of charge
SoC in the two critical regions and that it depends exponentially on the
current Istack and on the state of charge SoC.
Finally, we can retrieve in Fig. 6.7 the maximal flowrate Qmax and
its corresponding maximal mechanical power Pmech,Qmax introduced in
the previous section; these maximal values appear in both critical regions.
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Figure 6.7.: Minimal flowrate Qmin and pump power Pmech,Qmin at min-
imal flowrate as a function of the SoC and the current I. Note that
Pmech,Qmin represents here the mechanical power of a single pump.
Moreover, we can clearly imagine the effect that a limited operating range
(smaller current Istack and/or narrower SoC range) has on the maximal
flowrate Qmax and its corresponding mechanical power Pmech,Qmax.
Considerations on the Stack Power and on the Battery Power
We have just seen that the minimal flowrate Qmin has a beneficial in-
fluence on the mechanical power Pmech; but we should also know that a
change in flowrate Q does not only modify Pmech but also the stack voltage
Ustack, and in consequence the stack power Pstack. Indeed, the vanadium
concentrations within the stack ccell determine the equilibrium stack volt-
age Estack (see section 2.3.1); these concentrations are not constant and
change as the battery operates (see section 3.2). In fact, the change in
vanadium concentrations within the stack depends on the current Istack
and is inversely proportional to the flowrate Q (see (3.10)); therefore, the
stack voltage Ustack becomes a function of the flowrate Q.
In fact, the change in concentrations within the stack is maximal at
Qmin; in consequence, we should also expect a variation of the stack equi-
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librium voltage Estack, the stack voltage Ustack and the stack power Pstack
between the operations at Qmin and at Qmax. This phenomenon is illus-
trated in Fig. 6.8 where the cell equilibrium voltage E is shown at minimal
flowrate Qmin and at maximal flowrate Qmax for both the charge and the
discharge. The equivalent state of charge SoCeq represents the SoC of
the electrolyte within the stack, and is also illustrated in Fig. 6.8 as a
function of the flowrate Q and of the battery operating mode. We remark
that the equivalent SoCeq tends toward the battery SoC at high flowrate
Q. Of course, the situations are different for each operating point, but the
tendency is always the same.
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Figure 6.8.: Effect of the flowrate Q on the equilibrium voltage E. On the
right, the variation of the equivalent state of charge SoC as a function of
Q during the discharge and the charge. In this example, the battery SoC
is 0.5, i.e. the input concentrations are 1 M for each vanadium species.
In addition, we observe that an increase of the flowrate Q has a ben-
eficial effect on the equilibrium voltage E; the direction of the change
depends on the operating mode and its amplitude depends on the battery
SoC. This phenomenon is important because the battery is operated at
constant current Istack,ref ; therefore the internal losses Uloss and Ploss are
constant since they are only proportional to Istack,ref (see section 3.4). In
consequence, the stack power Pstack depends directly on the equilibrium
stack voltage Estack (see (6.1)).
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Therefore, the stack power Pstack becomes larger when the flowrate Q
is increased during the discharge; it reaches its maximal value at maximal
flowrate Qmax: this value depends on the actual state of charge SoC.
During the charge, Pstack is minimal at Qmax; thus, from the strict point
of view of Pstack, it is more interesting to operate the battery at maximal
flowrate Qmax. Indeed, for the same amount of electrons e− consumed
(or stored) from (or in) the electrolyte, the stack power is maximal during
the discharge and minimal during the charge. The difference between the
stack power |Pstack,Qmax| at Qmax and the stack power |Pstack,Qmin| at
Qmin is shown in Fig. 6.9.
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Figure 6.9.: Left: The difference between the stack power |Pstack,Qmax| at
Qmax and the stack power |Pstack,Qmin| at Qmin. Right: the difference
between the battery power Pbattery,Qmin at Qmin and the battery power
Pbattery,Qmax at Qmax.
We observe in Fig. 6.9 that the difference is minimal in the critical
regions defined previously in Fig. 6.6 where the minimal flowrate Qmin is
close to Qmax; logically, the difference is larger where the difference be-
tween the flowrates is also larger. In fact, the stack delivers more power
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Pstack for the same current Istack during the discharge at maximal flowrate
Qmax and consumes less power Pstack during the charge also at Qmax.
Nevertheless, the stack power Pstack is not the only variable affecting the
battery performance; indeed, the mechanical power Pmech greatly deteri-
orates its performance at maximal flowrate Qmax.
In fact, operating the battery at minimal flowrate Qmin has always an
overall positive influence on the battery performance when compared to
operations at Qmax. The gain in power exchanged with the battery PV RB
is shown in Fig. 6.9 where the gain during the discharge corresponds
to a supplement of power delivered to the load and the gain during the
charge corresponds to the power spared by the source. In this example,
the average gain is around 1575 W; this is not negligible for a 2.5 kW,
15 kWh VRB!
Finally, the instantaneous battery efficiency ηbattery (6.5) at minimal
flowrate Qmin is illustrated in Fig. 6.10. Clearly, we observe again a
large gain of performance when compared to the battery operations at
constant flowrate Qmax. We conclude that operating the battery at mini-
mal flowrate Qmin is always a better control strategy than operating it at
constant flowrate Qmax. In section 6.3.3, we will introduce a method to
find the optimal flowrate Qopt.
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Figure 6.10.: The battery efficiency ηbattery at minimal flowrate Qmin as
a function of SoC and Istack.
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6.3.3. Optimal Flowrate
We have seen in the previous sections the advantages and disadvantages to
operate the battery at either maximal flowrate Qmax or minimal flowrate
Qmin. At Qmax, the stack power Pstack has the highest possible value
but the mechanical power Pmech required to flow the electrolytes is also
very large and thus deteriorates the battery performance. At minimal
flowrateQmin, Pmech is reduced to the minimum, but Pstack is also reduced
to a minimal value. Therefore, it should exist an optimal flowrate Qopt
somewhere between Qmin and Qmax that increases the stack power Pstack
while maintaining the mechanical power Pmech at a small value. The
method proposed in this section to determine the optimal flowrate at any
operating point, whereas similar in many aspects, differs a little between
the charge and the discharge.
Optimal Flowrate during the Discharge
This first section focuses on the method to determine the optimal flowrate
Qopt during the discharge: this flowrate should maximize the power de-
livered by the stack Pstack while minimizing the mechanical power Pmech;
when these conditions are met together, the power delivered by the bat-
tery PV RB is optimized. We can express these conditions by the following
relation:
max( PV RB| {z }
f(Ustack,IVRB)
) = max( Pstack| {z }
f(Istack,Q,SoC)
− Pmech| {z }
f(Q,µ,ρ)
) [W ] (6.12)
First, we must remember that we consider the stack current Istack,ref
constant in this section; therefore, the only control variable available to
modify the battery performance is the flowrate Q. The case where the
battery power PV RB,ref is set by the user, and thus considered constant,
is quite different and is discussed in section 6.4. The stack power Pstack
is composed of two parts: the internal losses Ploss (see section 3.4) that
depend only on the stack current Istack and the equilibrium stack voltage
Estack that depends on the vanadium concentrations within the cells (see
the Nernst equation (2.29)), on the flowrate Q and on the current Istack.
In consequence, the stack power Pstack is a function of Istack, Q and SoC;
but the only control variable able to modify Pstack in this case is the
flowrate Q.
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The mechanical power Pmech is determined from the mechanical model
introduced in section 5.6; Pmech depends only on the flowrate Q and on the
electrolyte properties µ and ρ. Although these two properties depend on
the state of charge, they are considered constant in this chapter. Therefore,
the flowrate is also the only variable that influences the mechanical power
Pmech. Therefore, the battery power PV RB is also a function of Q and is
determined by (6.4).
The battery power PV RB is illustrated in Fig. 6.11 for a discharge
current Istack of 100 A as a function of the flowrate Q and of the state of
charge SoC; some curves at other discharge currents are given in appendix
C. As it was expected, there is, in most cases, an optimal flowrate Qopt
in between Qmin and Qmax that maximizes the battery power PV RB . At
very low SoC, the optimal flowrate Qopt is equal to Qmin; this is due to the
very small amount of electroactive species in the electrolyte. Furthermore,
other curves such as the stack voltage Ustack, the equilibrium stack voltage
Estack, the stack voltage Pstack, the vanadium concentration ccell within
the cells, the equivalent SoCeq and the mechanical power of a single pump
are given in Fig. C.2 at a stack current Istack of 100 A.
The shape of the curves of Fig. 6.11 can be generalized to other discharge
currents Istack > 0 (see Fig. C.4 and C.5); although in some cases where
the current Istack is low, the battery power PV RB might become negative
at inappropriately high flowrate Q. Furthermore, there is a transition
flowrate Qtransition between the laminar and the turbulent regimes; this
flowrate is determined from the Reynolds equation (5.1) and is equal, for
the 2.5 kW, 15 kWh VRB to 0.1551 l/s. In reality, there is an intermediate
regime where the flow is neither laminar nor turbulent; in this model, this
regime is neglected. Hence, there is a small discontinuity in the mechanical
power Pmech at this flowrate Qtransition; indeed, Pmech is larger for a
turbulent regime than for a laminar regime. In consequence, this change of
flow regime influences the optimal flowrate Qopt in some operating points
as it can be observed in Fig. C.5.
Optimal Flowrate during the Charge
In many aspects, the method to determine the optimal flowrate Qopt dur-
ing the charge is similar to the method introduced in the previous section.
The main difference is that the power furnished to the battery PV RB
should be minimized in that case. Indeed, at constant current Istack,ref ,
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Figure 6.11.: Optimal flowrate Qopt as a function of the flowrate Q and
the state of charge SoC. Note that when SoC is low, Qopt is equal to the
minimal flowrate Q, and the discharge current is equal to 100 A.
the quantity of electrons e− stored in the electrolyte does not depend on
the stack power Pstack but solely on the stack current Istack; therefore,
there is no reason to have a high Pstack. Hence, the optimal flowrate
Qopt is found when the sum of Pstack and the mechanical power Pmech
are simultaneously minimal. This condition is expressed by the following
relation3:
min( |PV RB || {z }
f(Ustack,IVRB)
) = min( |Pstack|| {z }
f(Istack,Q,SoC)
+ Pmech| {z }
f(Q,µ,ρ)
) [W ] (6.13)
3A close look at this relation reveals that it is the same as (6.12), although we believe
that (6.13) is more intuitive for the charge.
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The battery power PV RB is illustrated in Fig. 6.12 for a charge current
Istack of -100 A as a function of the flowrate Q and the state of charge
SoC; more curves at different charge currents are given in appendix C.
Again, we remark that, in most cases, there is an optimal flowrate Qopt
between Qmin and Qmax that minimizes the battery power PV RB . At
very high SoC, Qopt is equal to Qmin; this is due to the small amount
of electroactive vanadium ions carried by the electrolyte. Furthermore,
other curves such as the stack voltage Ustack, the equilibrium stack voltage
Estack, the stack voltage Pstack, the vanadium concentration ccell within
the cells, the equivalent SoCeq and the mechanical power of a single pump
are given in Fig. C.3 at a charge current Istack of -100 A.
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Figure 6.12.: Optimal flowrate Qopt as a function of the flowrate Q and
the state of charge SoC. Note that when SoC is high, Qopt is equal to the
minimal flowrate Q, and that the charge current Istack is equal to -100 A.
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The shape of the curves of Fig. 6.12 can be generalized to other charge
currents Istack < 0 (see Fig. C.4 and C.5). Similarly to the discharge
case, there is a small discontinuity in the mechanical power Pmech at the
transition flowrate Qtransition. In consequence, the change of flow regime
influences the optimal flowrate Qopt in some operating points as it can be
observed in Fig. C.5.
The optimal flowrate Qopt is illustrated in Fig. C.1 and 6.13 as a func-
tion of the current Istack and the state of charge SoC; we observe that
Qopt is close to the minimal flowrate Qmin in the critical regions where
there is a scarcity of electroactive species; moreover Qopt tends to increase
at both extremities of the SoC operating range. Furthermore, the optimal
flowrate Qopt is compared to Qmin in Fig. 6.13 at three different SoC;
we observe that Qopt is always larger than Qmin, and grows exponentially
with the stack current Istack whereas the minimal flowrate Qmin increases
linearly with Istack. Clearly, the optimal flowrate Qopt reaches a plateau
when the flow regime becomes turbulent.
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Figure 6.13.: Optimal flowrate Qopt and minimal flowrate Qmin as a func-
tion of the current Istack at SoC equal to respectively 0.05, 0.5 and 0.95.
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Assessment of the Benefits of the Optimal Flowrate
To conclude this section dedicated to the optimal flowrate Qopt, we will
assess the benefits of operating the battery at Qopt in comparison with
the previous operation at minimal flowrate Qmin. The difference between
the battery power at optimal flowrate PV RB,Qopt and the battery power
at minimal flowrate PV RB,Qmin is illustrated in Fig. 6.14; this difference
is not so impressive as the difference between PV RB,Qmax and PV RB,Qmin
(see Fig. 6.9), but there is still a benefit to operate the battery at Qopt
during the charge and during the discharge. The average value of the
difference is 57 W; furthermore, the energetic efficiency ηenergy during a
charge and discharge will be discussed in section 6.3.4.
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Figure 6.14.: Difference between the battery power PV RB,opt at optimal
flowrate Qopt and the battery power PV RB,Qmin at minimal flowrate Qmin.
In the critical regions, the difference is very small since the optimal
flowrate Qopt is equal or very close to the minimal flowrate Qmin whereas
it becomes larger as the operating point is moved away from these regions.
The instantaneous battery efficiency ηbattery,Qopt at optimal flowrate Qopt
is also shown in Fig. 6.14; although the difference with this metric be-
tween Qopt and Qmin is very small, ηbattery,Qopt is always larger than
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ηbattery,Qmin. Finally, note that the battery power PV RB at optimal
flowrate Qopt is illustrated in Fig. C.1.
6.3.4. Charge and Discharge Cycle at Constant Current
It is always difficult to assess the performance of a battery because it often
depends on the operating conditions; in section 3.10, we have proposed a
good method to assess the electrochemical performance of the stack that
performs a series of charge and discharge cycles at constant current or
at constant power. The energy efficiency ηenergy, the voltage efficiency
ηvoltage and the coulombic efficiency ηcoulombic, were defined in section 3.8
to compare the battery performances under different operating conditions.
We have seen in this chapter that the operating conditions, in particular
the flowrate Q, influence the overall battery performance; indeed, even
the stack voltage Ustack and the stack power Pstack are a function of the
flowrate Q (see section 6.3.3). Hence, the efficiencies found in sections
3.10.1 and 3.10.2 are valid only at their respective electrolyte flowrate4.
So, a new series of charge and discharge cycles at constant stack current
Istack has been performed to determine the overall VRB efficiency at the
maximal flowrate Qmax, at the minimal flowrate Qmin and at the optimal
flowrate Qopt.
The energy efficiency was defined in section 3.8 as the ratio of the energy
furnished by the battery during the discharge to the energy supplied during
the charge (3.25); hence, the overall VRB energy efficiency ηenergy which
includes the mechanical loss Pmech, is given by:
ηenergy =
R
PV RB,discharge(t)dtR |PV RB,charge| (t)dt
=
R
Pstack(t)− Pmech(t)dtR |Pstack(t)|+ Pmech(t)dt [−]
(6.14)
The coulombic efficiency ηcoulombic is a measure of the ratio of the charge
withdrawn from the battery during the discharge to the charge supplied
during the charge; it indicates the proportion of charges lost by side re-
actions such as oxygen or hydrogen evolution, or by cross mixing of the
electrolyte. Since the multiphysics model developed in this work does not
4The flowrate Q was 2 l/s.
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Current ηvoltage,Qmax ηvoltage,Qmin ηvoltage,Qopt
[A] [%] [%] [%]
10 97.02 87.74 96.69
20 94.13 85.11 93.70
40 88.58 80.09 88.03
60 83.33 75.31 82.69
80 78.37 70.78 77.68
100 73.65 66.46 72.94
Table 6.1.: Stack voltage efficiency ηvoltage at constant maximal flowrate
Qmax, at minimal flowrate Qmin and at optimal flowrate Qopt.
take these losses into account, ηcoulombic is always equal to 100% and will
not be discussed further.
The voltage efficiency ηvoltage is a measure of the ohmic and polarisation
losses during the cycles; it is defined as the ratio of the integral of the
battery voltage during the discharge to that of the voltage during the
charge. In fact, the voltage efficiency is a metric of the electrochemical
performance of the battery; therefore, only the stack voltage Ustack should
be considered. Hence, the voltage efficiency ηvoltage derived from (3.27)
becomes:
ηvoltage =
R
Ustack,discharge(t)dtR
Ustack,charge(t)dt
6= ηenergy
ηcoulombic
[−] (6.15)
Because the energy efficiency ηenergy includes the mechanical loss Pmech,
the voltage efficiency ηvoltage is not equal anymore to the ratio of the en-
ergy efficiency ηenergy to the coulombic efficiency ηcoulombic. And since the
considered battery has the same electrochemical characteristics as the bat-
tery discussed in section 3.10, we should find the same voltage efficiencies
ηvoltage at maximal flowrate Qmax. The voltage efficiencies at maximal
flowrate ηvoltage,Qmax, at minimal flowrate ηvoltage,Qmin and at optimal
flowrate ηvoltage,Qopt are given in Tab. 6.1.
First, we observe that the voltage efficiencies ηvoltage decrease when the
current Istack increases; this phenomenon was already observed in Tab. 3.4
and is caused by the internal losses Uloss that are proportional to Istack
(see section 3.4). Moreover, the highest voltage efficiencies occur at max-
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imal flowrate Qmax; indeed, we have seen that a high flowrate always
has a positive effect on the stack equilibrium voltage Estack and conse-
quently on the stack voltage Ustack independently of the battery operating
mode (see Fig. 6.8 and (6.15)). Therefore, the worst voltage efficiencies
ηvoltage,Qmin occur at minimal flowrate Qmin; furthermore, the voltage
efficiencies ηvoltage,Qopt at optimal flowrate is very close to the maximal
possible efficiencies ηvoltage,Qmax. In fact, the stack voltage Ustack,Qmax
and Ustack,Qopt are also very close as it can be observed in Fig. 6.15, C.6
and C.7; but their difference with the stack voltage Ustack,Qmin at minimal
flowrate Qmin is large.
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Figure 6.15.: Stack voltage Ustack, stack power Pstack and battery power
PV RB during a charge and discharge cycle at 100 A.
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Current Time ηenergy,Qmax ηenergy,Qmin ηenergy,Qopt
[A] [h] [%] [%] [%]
10 44.49 -73.42 87.73 96.54
20 22.24 -53.34 85.10 93.51
40 11.12 -25.65 80.04 87.77
60 7.41 -8.17 75.31 82.34
80 5.56 3.24 70.78 77.26
100 4.45 10.81 66.24 72.43
Table 6.2.: Overall VRB energy efficiencies ηenergy at constant maximal
flowrate Qmax, at minimal flowrate Qmin and at optimal flowrate Qopt.
Then, we have also determined the overall VRB energy efficiencies with
(6.14) at constant maximal flowrate ηenergy,Qmax, at minimal flowrate
ηenergy,Qmin and at optimal flowrate ηenergy,Qopt; the results are summa-
rized in Tab. 6.2. Obviously, operating the battery at maximal flowrate
Qmax is a terrible strategy: at some currents, the energy efficiencies
ηenergy,Qmax become negative. In fact, the battery does not deliver power
to the load during the discharge at small currents but consumes more
power to operate the pumps than the stack is furnishing (see Fig. C.6 and
C.7). Of course, these efficiencies ηenergy,Qmax might be improved if the
flowrate Qmax is reduced; but this also limits the battery power rating
and/or its energetic capacities.
The energy efficiencies ηenergy,Qmin at minimal flowrate and ηenergy,Qopt
at optimal flowrate are both reduced when the current Istack increases;
again, this is due to the internal losses Uloss. Although the relation (3.27)
between the voltage efficiency ηvoltage and the energy efficiency ηenergy is
clearly not applicable to the overall VRB storage system, their difference
is small at both the minimal Qmin and optimal Qopt flowrates. Therefore,
the mechanical power Pmech at these two flowrates has only a limited
influence on the energy efficiency ηenergy.
But, the flowrate has a non-negligible effect on the stack power Pstack as
it can be seen in Fig. 6.15, C.6 and C.7; in consequence, the battery power
PV RB is also influenced according to (6.2) and (6.3). Indeed, the difference
between the energy efficiency ηenergy,Qmin at minimal flowrate Qmin and
the energy efficiency ηenergy,Qopt at optimal flowrate Qopt is explained by
219
6.4. ENERGETIC CONSIDERATIONS AT CONSTANT POWER
the difference in the stack powers Pstack,Qmin and Pstack,Qopt.
In conclusion, we can state that the best strategy to operate the battery
at constant current Istack,ref is to find the optimal flowrate Qopt at every
operating point. During the charge and discharge cycles, the energy effi-
ciency ηenergy is increased by almost 10% between the minimal Qmin and
optimal Qopt flowrates; moreover, this difference tends to increase when
the current Istack is reduced.
6.4. Energetic Considerations at Constant Power
In the previous sections, we have discussed in detail the battery operation
at constant current Istack,ref ; we have introduced many principles that
will also be useful in this last section dedicated to the battery operation
at constant stack power Pstack,ref or constant battery power PV RB,ref .
In the previous sections, the only control variable was the flowrate Q; a
second control variable is available at constant power: the stack current
Istack.
Therefore, we will see how to determine the optimal operating point:
this point is the combination of the optimal flowrate Qopt and its corre-
sponding stack current Istack,opt. First, we will discuss the battery opera-
tion at constant stack power Pstack,ref and then at constant battery power
PV RB,ref .
6.4.1. Constant Stack Power
In this section, the battery is operated at constant stack power Pstack,ref ;
similarly as in section 6.3.3 and from a power point of view, the optimal
operating conditions should maximize the battery power PV RB during the
discharge:
max(PV RB) = max(Pstack| {z }
constant
− Pmech| {z }
f(Q,µ,ρ)
) [W ] (6.16)
and it should minimize the battery power |PV RB | during the charge:
min(|PV RB |) = min(|Pstack|| {z }
constant
+ Pmech| {z }
f(Q,µ,ρ)
) [W ] (6.17)
In these cases, there are two control variables that modify the operating
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conditions: the flowrate Q and the current Istack. Indeed, the mechanical
power Pmech is a function of the flowrate Q and the electrolyte properties,
although these properties are constant in this chapter; the stack power
Pstack is the product of the current Istack and the stack voltage Ustack
that is a function of the flowrate Q, the state of charge SoC and Istack.
Hence, there are many control couples flowrate Q and current Istack that
produce the desired stack power Pstack as it can be observed in Fig. 6.16.
The metric ratio used in Fig. 6.16 to assess the battery performance is
defined as:
ratio =
|Pstack|
Pmech
[−] (6.18)
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Figure 6.16.: Efficiency ratio at various stack powers Pstack as a function
of the flowrate Q and the current Istack during the discharge.
Since the stack power Pstack is constant, it is clear that the condi-
tions (6.16) and (6.17) are met when the flowrate Q is minimal (see also
Fig. 6.16). But at this minimal flowrate Qmin, the current Istack is max-
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imal because it must compensate the lower stack voltage Ustack. In con-
sequence, more electrons e− are necessary to sustain the larger reaction
rates; and thus, the battery is discharged faster. Therefore, the battery
performance must somehow be reduced; the optimal operating point is
very difficult to find because there is no way to give a power or energetic
value to an electron. Indeed, the power delivered depends on the dis-
charge conditions: the electron energy is higher when the stack voltage is
higher. The analysis of the charge at constant stack power Pstack,ref leads
to similar conclusions.
6.4.2. Constant Battery Power
This last section focuses on the most probable operating conditions: the
constant battery power PV RB,ref . Indeed, most applications consume a
more or less constant power.
PV RB| {z }
constant
= Pstack| {z }
f(Istack,Q,SoC)
− Pmech| {z }
f(Q,µ,ρ)
[W ] (6.19)
In that case, there are also two control variables: the flowrate Q and
the current Istack. The stack power Pstack is a function of the stack cur-
rent Istack, the electrolyte flowrate Q and the state of charge SoC and the
mechanical power Pmech depends on the flowrate Q and the electrolyte
properties. The optimal operating point should store as many electrons
e− as possible during the charge and should consume as few e− as pos-
sible during the discharge. Hence, these conditions are expressed by the
following relations:
during the charge: max(|Istack|) [A]
during the discharge: min(Istack) [A]
(6.20)
Optimal Operating Point during the Discharge
The battery power PV RB during the discharge is illustrated in Fig. 6.17
as a function of the current Istack and the flowrate Q at a state of charge
SoC equal to 0.5. We observe that there is an optimal flowrate Qopt that
minimizes the discharge current Istack; at this optimal flowrate Qopt the
battery delivers the same power PV RB but consumes less active vanadium
ions and therefore the battery will operate longer and deliver more power.
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The optimal flowrate Qopt increases with the battery power PV RB until
it reaches a plateau due to the transition between the laminar and the
turbulent regime; the transition flowrate is equal to 0.1551 l/s for the
battery considered in this chapter.
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Figure 6.17.: Battery power PV RB as a function of the discharge current
Istack and the electrolyte flowrate Q at a state of charge SoC equal to 0.5.
The optimal operating points occurs when the current Istack is minimal
for a given battery power PV RB .
In fact, the current Istack above the optimal flowrate Qopt increases to
compensate the higher mechanical loss Pmech, i.e. the stack delivers more
power Pstack. And the current Istack also increases below Qopt, this time to
compensate the lower stack voltage Ustack due to the lower concentrations
of active species (see Fig. 6.8). Furthermore, the shape of the curves
shown in Fig. 6.17 might be generalized for other states of charge SoC;
some curves at different states of charge are given in Fig. C.8 and C.9. In
some cases, there is no plateau because the optimal flowrate is above the
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transition region.
Optimal Operating Point during the Charge
The optimal operating points during the charge are illustrated in Fig. 6.18
where the battery power PV RB is shown as a function of the current Istack
and the flowrate Q at a state of charge of 0.5. The optimal operating
point maximizes the current |Istack| delivered to the stack in order to store
the maximum amount of electroactive species at a given power PV RB,ref ;
again, the optimal flowrate Qopt increases with the battery power PV RB
until it reaches the plateau due to the flow regime transition.
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Figure 6.18.: Battery power PV RB as a function of the charge current
Istack and the electrolyte flowrate Q at a state of charge SoC equal to 0.5.
The optimal operating points occurs when the current |Istack| is maximal
for a given battery power PV RB .
Interestingly, we observe in Fig. 6.18 that the stack current Istack
changes its sign at high flowrate Q; in these unacceptable conditions, the
stack is discharged while the battery is being charged. During the charge,
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Power ηenergy,Qmin ηenergy,Qopt
[W] [%] [%]
500 87.07 93.59
1000 81.04 87.78
1500 75.47 82.09
2000 69.91 76.39
2500 63.97 70.48
Table 6.3.: Overall VRB energy efficiencies ηenergy for a charge and dis-
charge cycle at constant power at either optimal flowrate Qopt and minimal
flowrate Qmin.
the stack current |Istack| decreases above the optimal flowrate Qopt to com-
pensate the higher mechanical loss Pmech; in consequence, less power is
available to charge the stack (see (6.19)). Below the optimal flowrate Qopt,
the stack current |Istack| also decreases because the stack voltage Ustack
increases due the change in electroactive species concentrations within the
cells ccell; note that the mechanical power Pmech is also reduced below
Qopt. Furthermore, the shape of the curves in Fig 6.18 might be general-
ized to other states of charge SoC; some curves at different SoC are given
in Fig. C.10 and C.11.
Charge and Discharge Cycles at Constant Power
A new series of charge and discharge cycles at constant power has been per-
formed to determine the energy efficiency at minimal flowrate ηenergy,Qmin
and at the optimal operating point ηenergy,Qopt: this optimal operating
point is constantly determined as a function of the actual state of charge.
This optimal point is the combination of the optimal current Iopt and the
optimal flowrate Qopt. The efficiencies are given in Tab. 6.3.
We observe in Tab. 6.3 that the energy efficiencies at optimal flowrate
ηenergy,Qopt is always larger than the energy efficiencies at minimal flowrate
ηenergy,Qmin; the gain in efficiency is 10% at 2500 W. Moreover, the ef-
ficiencies at optimal flowrate ηenergy,Qopt are very close to the energy ef-
ficiencies ηenergy,stack obtained in section 3.10.2 and summarized in Tab.
3.6. Note that these electrochemical efficiencies ηenergy,stack do not take
into account the mechanical losses Pmech; therefore, the efficiencies ob-
225
6.5. SUMMARY
tained at optimal operating points are very close to the maximal electro-
chemical efficiencies of the stack.
6.5. Summary
In the first part of this chapter, the multiphysics model of the overall VRB
storage system was assembled from the electrochemical model introduced
in chapter 3, the mechanical model of chapter 5 and the electrolyte prop-
erties discussed in chapter 4. This overall model is composed of four main
parts: the VRB control system, the reservoir and electrolyte model, the
electrochemical stack model and the mechanical model.
It is important to define the power flows within the battery in order to
determine its performance; these power flows are the stack power Pstack,
the mechanical power Pmech and the power exchanged PV RB with the ex-
ternal load or source. In fact, there are two types of losses in the VRB: the
mechanical losses Pmech required to flow the electrolytes and the electro-
chemical losses Ploss occurring within the stack. Actually, Ploss are already
accounted for in the stack power Pstack. The losses are represented in
Fig. 6.19 during a charge and discharge cycle; both the mechanical losses
Pmech and the internal losses Ploss occur during the charge and during the
discharge. In addition, a small storage loss might also occur, although the
overall VRB model does not take this loss into account. This loss might
be due to the auxiliaries power, to the cross-mixing of electrolytes, to the
leakage current and to side reactions.
A large part of this chapter was dedicated to the battery operation at
constant current Istack,ref ; in that case, there is only one control vari-
able: the electrolyte flowrate Q. First, the simplest control strategy was
discussed in detail and its performance was determined. This strategy
operates the battery at a constant flowrate Qmax that supplies enough
electroactive species to fuel the electrochemical reactions under any op-
erating conditions. We have found that the performance of this control
strategy was poor due to the high mechanical power.
Therefore, we have proposed a new control strategy that operates the
VRB at minimal flowrate Qmin; so, the mechanical loss Pmech is reduced
to the minimum in order to improve the efficiency. In that case, the mini-
mal flowrate Qmin carries just enough active vanadium ions to sustain the
redox reactions. Unfortunately, the vanadium concentrations ccell within
the cells depend on the flowrate, and at Qmin, the concentrations of elec-
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Figure 6.19.: Flowchart of the power during a charge and discharge cycle.
troactive species are reduced. In consequence, the stack power Pstack is
lower during the discharge and larger during the charge.
We have then proposed a third control strategy that determines an opti-
mal flowrate Qopt; at this flowrate, the battery power PV RB is maximized
during the discharge and minimized during the charge. The performance
of this strategy was discussed in details and is always better than the two
previous control strategies.
In order to determine and compare the battery efficiencies, we have
then performed a series of charge and discharge cycles at constant cur-
rent. The voltage efficiencies ηvoltage and the energy efficiencies ηenergy of
the three control strategies were accurately determined. The highest volt-
age efficiency occurs at maximal flowrate Qmax because the electroactive
vanadium ion concentrations within the cells are maximal; thus the stack
voltage Ustack is high during the discharge and low during the charge. In
fact, the voltage efficiency at optimal flowrate is very close to this value;
but this is not the case for the minimal flowrate where the active species
concentrations are low.
But, we have demonstrated that the energy efficiency ηenergy at maximal
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flowrate Qmax is unacceptable: often, the battery does not deliver power
during the discharge because the mechanical losses are too large. The
energy efficiency is always maximal at optimal flowrate Qopt and decreases
when the current Istack increases. Finally, we have found that the energy
efficiency ηenergy,Qopt at Qopt is almost 10% higher than ηenergy,Qmin at
minimal flowrate Qmin.
In the last section of this work, we have discussed the battery operation
at constant power; in fact, we have distinguished two cases, the constant
stack power Pstack,ref and the constant battery power PV RB,ref . In both
cases, a new control variable was available in complement to the flowrate:
the stack current Istack. At constant stack power, it is difficult to find an
optimal operating point because the energy associated with an electron
depends on the operating conditions at the moment where it is consumed.
But we have demonstrated that operating the battery at minimal flowrate
Qmin is always a better strategy rather than operating it at maximal
flowrate Qmax.
We have then proposed a method to determine the optimal operating
point at constant battery power PV RB,ref ; this method determines the op-
timal operating point that maximizes the quantity of electroactive species
stored in the electrolyte during the charge at a given power PV RB and
minimizes this quantity during the discharge. Therefore, the battery can
operate longer during the discharge and deliver more power. Finally, the
energy efficiency ηenergy at constant power were also established: the op-
timal operating point is 10% more efficient than the efficiency at minimal
flowrate at nominal power.
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Chapter 7
Epilogue
7.1. Overview and Contributions
Today, the electricity industries are facing new challenges as the market
is being liberalized and deregulated in many countries. Unquestionably,
electricity storage will play, in the near future, a major role in the fast
developing distributed generations network as it has many advantages to
offer: management of the supply and demand of electricity, power quality,
integration of renewable sources, improvement of the level of use of the
transport and distribution network, etc. Over the years, many storage
technologies have been investigated and developed, some have reached the
demonstrator level and only a few have become commercially available.
The pumped hydro facilities have been successfully storing electricity for
more than a century; but today, appropriate locations are seldom found.
Electrochemical storage is also an effective means to accumulate electrical
energy; among the emerging technologies, the flow batteries are excellent
candidates for large stationary storage applications where the vanadium
redox flow battery (VRB) distinguishes itself thanks to its competitive
cost and simplicity.
But a successful electricity storage technology must combine at least
three characteristics to have a chance to be widely accepted by the electri-
cal industry: low cost, high reliability and good efficiency. A lot of works
have already been done to improve the electrochemistry of the VRB and
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to reduce its overall manufacturing cost. This thesis addresses primarily
the battery performance and indirectly its cost; indeed, a good efficiency
enhances the profitability and consequently reduces the operating cost.
In this ambitious work that encompasses the domains of electricity, elec-
trochemistry and fluid mechanics, we have proposed a novel multiphysics
model of the VRB. This model describes the principles and relations that
govern the behaviour of the VRB under any set of operating conditions.
Furthermore, this multiphysics model is a powerful means to identify and
quantify the sources of losses within the VRB storage system; indeed,
one of the purposes of this study is to propose strategies of control and
operation for a greater effectiveness of the overall storage system.
Another important feature of this multiphysics model is to facilitate
the integration of the VRB into the electrical networks. Indeed, power
converters, whose properties and characteristics are known and efficient,
are required in practice to interface the VRB with the network; the overall
performance might improve if their control strategy takes into account the
VRB characteristics.
Electrochemical Stack Model
A good knowledge of the VRB chemistry is necessary to understand the
principles that govern its behaviour. Through the detailed study of the
VRB redox reactions and their associated overpotentials, we are able to
determine the stack voltage under any operating conditions; furthermore,
we also understand the factors and mechanisms that deteriorate and limit
this voltage.
Then we have proposed an original model that constantly determines
the vanadium concentrations, either in the reservoirs or within the cells;
in addition, we have also developed a simplified model of the internal loss.
Together with the electrochemical principles introduced in the first part,
they form the electrochemical stack model.
We have also shown that this first model is already able to predict
the behaviour of a VRB integrated into a stand-alone system. It has
determined the stack voltage and current, the vanadium concentrations
and the internal loss during a 24 hours period. Furthermore, the model was
successfully compared with experimental data through a series of charge
and discharge cycles at constant currents. We have also shown that the
stack efficiency depends either on the current or on the power.
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Electrolyte Properties
The density and the viscosity are important characteristics of the elec-
trolyte that were investigated in this work; in fact, they are both related
to the attraction forces between the particles dissolved in the electrolyte
and therefore they depend upon the electrolyte composition. Hence, we
have discussed the effects of the temperature, the vanadium concentrations
and the sulphuric acid concentration.
Mechanical Model
In order to analyse the battery performance, it is necessary to know the
mechanical power required to flow the electrolytes; therefore, we have
developed a mechanical model from fluid mechanics principles. We have
introduced the general principles that describe the pressure drops in the
pipes and tanks and form the analytical part of the mechanical model.
Then, we have proposed an original method to determine the mechanical
loss within the stack; this numerical method is based on the finite element
method (FEM). From a small set of basic parts, it is able to determine the
flow resistance of a stack of any number of cells. Hence, the mechanical
model predicts instantly the mechanical power from the actual flowrate
and electrolyte properties.
Overall Multiphysics VRB Model
The essential contribution of this thesis work is the original overall mul-
tiphysics model of the VRB; this model results from the combination of
the electrochemical model and the mechanical model, it also integrates the
electrolyte properties. This model provides a good insight of the battery
operation and has highlighted some surprising phenomena.
Furthermore, we were able to analyse the battery operation at constant
current and at constant power. In both cases, we have demonstrated that
there exists an optimal operating point that maximizes the efficiency. For
example, during a charge and discharge cycle, operating the battery at
optimal flowrate rather than at minimal flowrate enhances the efficiency
by 10%; moreover, this value increases when the stack current is reduced.
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7.2. Perspectives and Future Developments
Although a lot of efforts have been devoted to the realization of this com-
prehensible model, there are still some opportunities to improve its per-
formance with some additional features. For example, it would be very
interesting to determine experimentally the limitations of the electrochem-
ical model at extreme state of charge: it is probable that the concentra-
tion overpotentials are not negligible at these concentrations. Moreover,
the study of the distribution of the vanadium ions and the reaction sites
within the cells is another challenging field of investigation.
Furthermore, the analysis of the dynamical response of the electrolyte
circuit will greatly enhance the mechanical model; indeed, this will open
new perspectives in the definition of efficient control algorithms and strate-
gies of the battery/network interface. In addition, the study of the vari-
ation of the electrolyte viscosity and density as a function of the battery
state of charge will nicely complement the proposed mechanical model.
Another aspect that was not treated in this work is the thermal model of
the VRB; indeed, heat is produced within the cells by the internal losses,
and evacuated by the electrolyte flow. In addition, heat is also produced
in the hydraulic circuit by the friction loss. This study might be done by
a multifunction analysis of the flow: charge transport, heat transport and
by-pass current.
Finally, the study of less conventional properties such as the simulta-
neous charge and discharge of elements operating in the same stack is
an original theme for a future work. A special applications DC-DC trans-
former, or voltage adapter, might be an interesting option for an optimized
photovoltaic conversion.
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Finite Element Analysis
A.1. Simulation of a Channel
Since it is impossible to determine analytically the power required to flow
the electrolyte through the stack, a finite element analysis was necessary.
Quickly, the limited resources of the computer have imposed limits on
the size of the mesh. The aims of this section are to assess the effects
of the mesh size on the quality of the final result and to observe the
limitations introduced by Peclet number. Two solutions are then proposed
to circumvent these limitations.
In order to do so, an easily analysed and well known rectangular struc-
ture (Fig. A.1) has been simulated. The accuracy of the finite element
model is obtained by comparing these results to the analytical ones.
a
b
l
Figure A.1.: rectangular channel (2 mm x 2 mm x 10 cm).
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A.1.1. Analytical Model
The characteristics of the rectangular channel correspond to the ones that
can be encountered in a small VRB. The velocity Vs is set at 1 m/s
which corresponds to a flowrate Q of 4 cm3/s. The fluid is the VRB
electrolyte and its properties are set to ρ = 1620 kg/m3 for the density
and µ = 0.008 Pa/s for the dynamic viscosity. The pressure drop across
the channel will be calculated with the formulas presented in the chapter
5.
In the case of a noncircular conduit, an equivalent hydraulic diameter
Dh can be defined as four times the ratio of the cross-sectional flow area A
divided by the perimeter P [87]. And for a rectangular pipe, it becomes:
Dh = 4
A
P
=
2ab
a+ b
[m] (A.1)
where: a = height of the channel (2 mm) [m]
b = width of the channel (2 mm) [m]
The flow stays laminar as long as the Reynolds number Re stays below
2000, remembering (5.1):
2000 > Re =
ρVs
µ
Dh = 405Vs → Vs < 4.93 [m/s] (A.2)
Therefore, the flow is laminar in the channel as long as the velocity stays
below 4.93 m/s.
The friction factor f for a non-circular pipe is given by the following
equation where the constant C depends on the particular shape of the
pipe (see table A.1) [87]:
f =
C
Re
=
Cµ
ρVsDh
[−] (A.3)
Now that all the necessary variables are defined, the head loss hl can be
calculated using the Darcy-Weisbach equation (5.14):
hl =
1
2
flV 2s
gDh
[m] (A.4)
And from (5.13), assuming a horizontal channel (z1 = z2), no minor head
(hm = 0), a constant fluid velocity (because the section of the conduit is
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a/b C [-]
0.05 89.9
0.1 84.7
0.25 72.9
0.5 62.2
0.75 57.9
1 56.9
Table A.1.: The constant C for a rectangular pipe. Data are from [87].
constant V1 = V2) and no pump nor turbine (hw,th = 0), the pressure drop
∆p across the channel becomes:
∆p = hlgρ =
CµlVs
2D2h
= 5690 [Pa] (A.5)
One can observe from (A.5) that the pressure drop is proportional to the
velocity of the fluid for a given geometry of the pipe.
A.1.2. Finite Element Model
The same channel is then simulated with a finite element software (Com-
sol). Since the analytical model assumes a fully developed flow, the pres-
sure drop obtained analytically is applied across the channel. This method
also eases the task of the solver.
Four resolutions of the mesh have been simulated and are defined by the
maximum element size (respectively 0.5, 1, 1.5 and 2 mm). The accuracy
of the solution depends on the quality of the mesh which is always a
tradeoff between the complexity of the geometry and the limited resources
of the computer. Simulation time is also affected exponentially by the
resolutions.
The effects of the mesh resolution are illustrated in Fig. A.2. The
quality of the resulting velocity field at a transverse section is increasing
with the finesse of the mesh.
Table A.2 shows the number of elements of the mesh and the degrees
of freedom for the four mesh sizes. The solution time and memory re-
quirements are strongly related to the number of degrees of freedom in the
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0.5 mm
2 mm
1 mm
Figure A.2.: Effect of the mesh size: on the left, the mesh of a 2 mm x
2 mm x 10 cm canal with three max. element size of 0.5 mm, 1 mm and
2 mm and on the right the distribution of the velocity inside the channel.
The fluid properties are ρ = 1620 kg/m3 and µ = 0.008 Pa/s.
model. And unfortunately, this number increases very quickly when the
mesh resolution is improved. The finest mesh size of Table A.2 (0.1 mm)
is demanding an unsustainable amount of time and resources, and is there-
fore impracticable.
Peclet Number Limitations
For the proposed operating conditions in the rectangular channel, in par-
ticular the 1 m/s velocity Vs, the Peclet number (5.30) is always greater
than two, even with the finest mesh size (0.5 mm):
Pe =
hρ |Vs|
µ
=
0.0005 · 1620 · 1
0.008
= 101.25 > 2 [−] (A.6)
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Max. element Number of Degrees of
size [mm] elements freedom
0.1 1207169 5984466
0.5 30294 166555
1 4026 25435
1.5 1656 11022
2 1200 7994
Table A.2.: Number of elements and degrees of freedom for the geometry of
the channel (2 mm x 2 mm x 10 cm) for different mesh sizes with Comsol.
With such a high Peclet number, the simulation fails to converge and
no solution is found. To comply with the Peclet rule (Pe < 2), the mesh
size should be smaller than 10−5 m. These values are unfeasible with
the available computer (this value is ten times smaller than the finest
resolution presented in Tab. A.2). Therefore, because the density ρ and
the viscosity µ are given by the electrolyte composition, the only solution
left is to change the velocity Vs by either:
• Reduce the maximal velocity Vs,max in the analytical model to com-
ply with the Peclet rule, which is greatly smaller than the maximal
laminar velocity (A.2), Vs,max = 0.0049 << 4.93 [m/s].
• Determine the hydraulic resistance eR (see section 5.5) of the channel
at smaller velocities and then calculate the pressure drop with (5.26)
and the relation Vs = Q/A.
With Comsol, the stationary solver automatically determines if the
equation system is linear or not, and calls the linear or nonlinear solver.
Fluid dynamics model are based on the Navier-Stokes equations which are
nonlinear partial differential equations (PDE). Forcing the linear solver
will yield the wrong result. But surprisingly in the channel example, this
is not the case. The simulation results presented in Tab. A.3 show good
correspondence with the analytical results found previously. This method
was not used for other geometry due to the lack of confidence in the qual-
ity of the results, even if it also seems to give good results in the case of a
stack.
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Max. element Velocity Difference
size [mm] [m/s] [%]
0.5 0.998 0.18
1 0.958 4.18
1.5 0.939 6.08
2 0.950 5.03
Table A.3.: Simulated velocity in the channel (2mm x 2mm x 10cm) for
different mesh sizes with the linear solver of Comsol. The fluid charac-
teristics are ρ = 1620 kg/m3 and µ = 0.008 Pa/s. The input pressure is
5690 Pa and the theoretical velocity is 1 m/s.
Reduced Velocity Method
To comply with the Peclet rule, the velocity Vs has to stay below the
critical velocity Vcrit:
Pe =
hρ |Vs|
µ
≤ 2→ Vcrit = 0.0049 [m/s] (A.7)
The critical pressure drop ∆pcrit is obtained by inserting Vcrit in (A.5)
and yields to ∆pcrit = 27.88 Pa. Tab. A.4 presents the simulated velocity
in the channel for different mesh sizes obtained with the nonlinear solver.
The input pressure used is 25 Pa and the theoretical velocity obtained
from (A.5) is 0.0044 m/s.
Depending on the mesh resolution, the velocity varies from 4.39 to
4.13 mm/s and the maximal observed difference is around 6 %, it is clear
that the numerical and analytical results agree quite well. Such a dif-
ference is acceptable to assess the power needed to flow the electrolyte
through the channel whenever the velocity is below its critical value.
The quality of the results is almost the same with either the linear solver
or the nonlinear solver.
The Hydraulic Resistance Method
The hydraulic resistance method uses the principles introduced in section
5.5.1. First, the hydraulic resistance eR is determined from a set of sim-
ulations and then the pressure drop ∆p or the velocity Vs is determined
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A.1. SIMULATION OF A CHANNEL
Max. element Velocity Difference
size [mm] [m/s] [%]
0.5 0.00439 0.34
1 0.00421 4.33
1.5 0.00413 6.21
2 0.00417 5.17
Table A.4.: Simulated velocity in the channel (2mm x 2mm x 10cm) for
different mesh sizes with the nonlinear solver of Comsol. The fluid char-
acteristics are ρ = 1620 kg/m3 and µ = 0.008 Pa/s. The input pressure is
25 Pa and the theoretical velocity is 0.0044 m/s.
from (5.26). This method is valid as long as the flow stays laminar.
In the case of the rectangular channel with a mesh size of 0.5 mm, the
critical pressure drop is ∆pcrit = 112.75 Pa to comply with the Peclet rule.
Above this pressure, the accuracy starts to deteriorate until the nonlinear
solver fails to find a solution (around 500 Pa).
Simulations have been made with the nonlinear and linear solver, the
results are presented in Fig. A.3. With the nonlinear solver, the pressure
drop has been limited to 100 Pa to respect the condition Pe < 2. The
hydraulic resistances eR are given by the slopes. Both the linear and non-
linear solvers give the same value presented in Tab. A.5, the difference
being less than 0.1 %.
Under the conditions given in the section A.1.1 , in particular Vs = 1 m/s,
the pressure drop is obtained from (5.26):
∆p = Q eR = VsA eR [Pa] (A.8)
The pressure drop found with the nonlinear and linear hydraulic resis-
tances are given in Tab. A.5. The differences with the analytical solution
are very small (< 0.3%).
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Figure A.3.: Simulation results of the rectangular channel for the nonlinear
solver (left) and the linear solver (right). The fluid characteristics are
ρ = 1620 kg/m3 and µ = 0.008 Pa/s.
solver eR Pe,max Pressure at Difference
[Pa · s/m3] [-] 1 m/s [Pa] [%]
nonlinear 1426463762 1.77 5705.84 0.28
linear 1425113465 177 5700.45 0.18
Table A.5.: Hydraulic resistance eR, max. value of the Peclet number
Pe,max and the pressure drop ∆p at 1 m/s for the channel with the linear
and nonlinear solver. The difference with the analytical pressure drop is
also given.
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Appendix B
Vanadium Redox Flow Auxiliaries
Hydraulic Circuit
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Figure B.1.: Schematic of the hydraulic circuit.
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Name Value [m]
L1 1
L2 0.5
L3 0.5
L4 0.25
L5 1.02
L6 1.19
Lpump 0.1
Lstack 0.1
Htank 1
Dpipe 0.02
Dtank 0.5
Table B.1.: Dimension of the hydraulic circuit with a reservoir of 200 l.
Name Value [m]
L1 1
L2 0.5
L3 0.5
L4 0.25
L5 1.02
L6 1.19
Lpump 0.1
Lstack 0.1
Htank 1
Dpipe 0.02
Dtank 0.326
Table B.2.: Dimension of the hydraulic circuit with a reservoir of 83 l.
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Name eR
[Pa · s/m3]
input manifold 3321
output manifold 2901
terminal input manifold 772’134
terminal output manifold 987’790
flow plate 268’650’179
Table B.3.: The flow resistances eR of the basic parts forming the stack of
chapter 6.
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Figure B.2.: Flow resistances eR for the stack of chapter 6. The flow
resistance eR for the 19 elements stack is 1’4186’843 Pa s/m3.
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Appendix C
Miscellaneous Graphs
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Figure C.1.: Optimal flowrate Q and battery power PV RB as a function
of the state of charge SoC and the current Istack.
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Figure C.2.: Stack voltage Ustack, stack equilibrium voltage Estack, stack
power Pstack, vanadium concentrations in the cells cav, equivalent state
of charge SoCeq and mechanical power of a single pump Pmech,pump at a
discharge current Istack of 100 A as a function of the flowrate Q.
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Figure C.3.: Stack voltage Ustack, stack equilibrium voltage Estack, stack
power Pstack, vanadium concentrations in the cells cav, equivalent state
of charge SoCeq and mechanical power of a single pump Pmech,pump at a
charge current Istack of -100 A as a function of the flowrate Q.
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Figure C.4.: Optimal flowrate Qopt as a function of the flowrate Q and the
state of charge SoC. On the left, Qopt for discharge current of 5 A. On
the right, Qopt for a charge current of -5 A. Note that the bottom graphs
are a zoom of the top ones.
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Figure C.5.: Optimal flowrate Qopt as a function of the flowrate Q and
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graphs are a zoom of the top ones.
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Figure C.6.: Stack voltage Ustack, stack power Pstack and battery power
PV RB during a charge and discharge cycle at 20 A.
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Figure C.7.: Stack voltage Ustack, stack power Pstack and battery power
PV RB during a charge and discharge cycle at 60 A.
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Figure C.8.: Battery power PV RB as a function of the discharge current
Istack and the electrolyte flowrate Q at a state of charge SoC equal to 0.05.
The optimal operating points occurs when the current Istack is minimal
for a given battery power PV RB .
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Figure C.9.: Battery power PV RB as a function of the discharge current
Istack and the electrolyte flowrate Q at a state of charge SoC equal to 0.95.
The optimal operating points occurs when the current Istack is minimal
for a given battery power PV RB .
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Figure C.10.: Battery power PV RB as a function of the charge current
Istack and the electrolyte flowrate Q at a state of charge SoC equal to
0.05. The optimal operating points occurs when the current |Istack| is
maximal for a given battery power PV RB .
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Figure C.11.: Battery power PV RB as a function of the charge current
Istack and the electrolyte flowrate Q at a state of charge SoC equal to
0.95. The optimal operating points occurs when the current |Istack| is
maximal for a given battery power PV RB .
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