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Introduction
A user model (UM) has been traditionally defined as a set of information structures designed to represent user preferences [1] . Inherently, the definition of user model does not imply a given granularity of the model (i.e., how much information is used to construct the model and how it is represented in the model). In terms of granularity, three main types of user models can be differentiated [2] : (1) a canonical user model, where the model is the same for all users; (2) stereotypical, which classifies users into clusters and creates a model for all users within each cluster, and (3) individual, in which a model is constructed per user. The individual UM has the highest granularity, while the canonical has the lowest.
Traditionally, adaptive (i.e. automatic) UMs are created using the same granularity for all users. This approach, extensively used in the literature [3] , does not capture the fact that the more that a user has utilized a system, the better service the user expects [4] . A possible solution is to create UMs whose granularity is adapted to the level of usage of the system. In Bibsonomy [5] , the social bookmark and publication sharing system used in this paper, the previous idea implies that the more the user has participated in tagging resources, the better the prediction rate should be.
In this paper we empirically demonstrate that a match between the level of usage and the granularity of the user model increases prediction rates (if there is a match the accuracy increases, and if there is a mismatch accuracy decreases).
Related Work. The problem of UM granularity has been raised in the area of information retrieval, and the general agreement is that different tasks require user models of different granularity [6] . However, tag prediction mechanisms similar to the one used in this paper [7] [8], have not specifically studied the impact of matching usage and UM granularity levels on tag prediction accuracy. Studies in web interaction have focused on implementing specialized services according to different levels of usage [9] , but in most cases the levels were explicitly stated by experts. In contrast, in our approach, the level of usage is given by the amount of information available for a particular user, i.e., the process of determining the level of usage is also adaptive.
Bibsonomy Tagging Behavior
Bibsonomy [5] is a social bookmarking system in which users describe the resources added to their shared personal library using tags. The data considered for this study is freely available at [10] .
We use the TAS file from [10] which contains 816,197 entries. Each entry consists of a user ID, one tag, and a resource (bookmark or publication) tagged by that user. The file was manually filtered in order to include only non-spammers.
We define the level of usage as the total number of tags introduced by a particular user, and a tagging session as the set of tags that a particular user has used to describe a given resource. 
UM Granularity for Tag Prediction
This section describes the implementation of three prediction mechanisms, one for each granularity level considered. All three prediction mechanisms have been tested using 3-fold cross validation (67%-33% for training and testing).
Tag Prediction Architecture
We use association rules (AR) to construct user models. Association Rules are obtained using the Apriori algorithm [13] . The prediction architecture is independent of the granularity of the UM and consists of an off-line and an on-line component. The off-line component generates, from a training set, a UM used for prediction. UMs are defined by the set of rules that predict a tag (consequent of the rule) given the set of the previous tags used (antecedent of the rule). Each AR has a confidence and a support value associated. The support (θ) of a rule is defined as the fraction of strings in the set of transactions of where the rule successfully applies and the confidence (σ) of a rule is defined as the fraction of times for which if the antecedent X is satisfied, the consequent Y is also true. In the terminology of a tagging community, the set of "items" is the set of tags used, and the set of "transactions" is the set of tagging sessions. ARs were obtained using the Association Rule Induction Tool [14] .
The on-line component of the architecture, for each one of the tagging sessions of the testing set, considers each individual tag, and uses that tag to fire the association rules. From all the ARs fired, the consequents of the three rules with the highest confidence form the predicted set of tags. If one of those predicted tags is included in the rest of the tagging session the prediction is considered correct. Figure 2 presents this generic architecture.
The results of the evaluation of the prediction mechanisms are expressed in terms of CP (number of Correct Tags predicted), RF (total number of rules fired), and T (total number of tags of the testing set), where CP/RF expresses the percentage of the total number of correctly predicted tags with respect to the total number of rules fired, CP/T the percentage of the correct predictions per tag (similar to recall, but here we divide by the total number of tags in order to evaluate the impact of the prediction system in the final user), and RF/T the number of rules fired per tag, which indicates the computational load. 
Canonical User Modeling
We generated four different canonical UMs for different values of support (θ=1%, 0.1%) and confidence (σ=50%, σ=80%). The results obtained from 3-fold cross-validation are presented in Table 1 .
Canonical UMs can be used for any user of the tagging community but only capture knowledge that is common to the entire community (i.e., all of the users whose tags are included in the training set, with the rules defined by θ and σ). Our hypothesis is that canonical UMs perform well at predicting tags for users with a low level of participation in the tagging community (new users or users with a low level of usage), but higher granularity models (i.e., It is important to note that in the canonical user model few rules fire per tag-this is to be expected because, since the majority of users participate with a small number of tags, relatively "few" of the tags will lead to rules and those ARs constructed are not likely to fire.
Stereotypical User Modeling
This level of granularity constructs UMs from clusters of users. Ideally, such clusters should correspond to groups of users that share common tagging interests. First, we identify the tagging interests of every user by building a "tagging interest model". Next, we find clusters of users with similar interests, and finally, we build UMs for each of the clusters found.
We defined the tagging interests of each user as the set of tags that the user has assigned at least 20 times. This eliminates from consideration any users that have not used any tags 20 times or more, reducing the candidate users to 355 (out of the original 2,467 unique users), each one with a different number of tags in their user model. The next step consists in finding clusters of users using the tagging interest model (i.e., clustering the 355 users based on the tags they have used more than 19 times). The first option is to represent the tagging interest model as a vector in which each dimension corresponds to one of the tags used more than 19 times. Given the large number of tags, however, this approach produces a sparse matrix which implies, from a clustering algorithm perspective, the curse of dimensionality problem. In order to avoid this problem, each user is represented by a vector containing the number of tags that the user has in common with each one of the remaining 354 users. Users were clustered using agglomerative hierarchical clustering using Euclidean distance. Based on the clustering obtained (Figure 3) , we manually identified 4 clusters for the construction of stereotypical UMs.
It is interesting to note that the clusters correspond not only to similar interests but also coincide with the level of usage (see Table 2 ): while cluster 2 groups 314 users where the average number of tags introduced in the system amounts to 1,843, cluster 4 groups only 7 users but where each one is responsible, in average, for introducing more than 44,000 tags. The fact that there is a kernel of users that are responsible for the majority of the interaction was already shown in Figure 1 . A stereotypical UM has been generated for each one of the 4 clusters. We have generated association rules for θ=1% and σ=80%. Table 3 presents the CP/RF, CP/T and RF/T rates for each one of the set of association rules generated for each cluster (C1, C2, C3, C4). Table 3 shows that if the level of usage matches the granularity of the user model there is an increase in the correct prediction rate. Clusters C1, C3 and C4 group users that, when compared to C2, have a higher level of usage which causes an increase in the CP/RF and CP/T ratios.
Individual User Modeling
Individual UMs can be constructed for any user of the tagging system. However, for new users or users with very little activity, there will usually not be enough information to construct a useful UM (the cold start problem). Individual UMs can be very powerful, however, because in tagging communities tags tend to be very individual and unique for each user [11] , especially for individuals with a high level of participation. Because C4 users have the highest participation in the community they are the best candidates to implement individual UMs. We selected, from C4, the first five users with the highest participation in the community, and for each one of these users an individual UM was constructed (θ=1% and σ=80%). Table 4 presents the results for each one of the users selected. All five users have CP/RF ratios higher than 52% and CP/T values of at least 19%. 
Comparative Analysis
The results presented verify the hypothesis presented in this paper: matching granularity in UM with level of usage is a key factor in providing good predictions. For comparison purposes, Table 5 presents the results for the canonical, stereotypical and individual models, where the canonical model presents the results for θ-σ=1%-80%, and the stereotypical and individual models the average values for the cases considered in Table 3 and Table 4 . By observing the CP/RF ratio, the results show that the higher the level of usage the higher the level of granularity should be. For a new user, or for a user that has a low participation in the tagging community, the canonical UM can be used. For users that have an intermediate level of usage, a stereotypical UM should be used. In this case, if a canonical model is used the mismatch will imply a reduction in the correct prediction rate. Finally, for users with a high level of usage, an individual UM should be constructed.
Conclusions
The hypothesis that this paper tested was that the matching between the level of usage with the correct granularity of the UM improves the prediction rate, i.e., that the level of granularity should not be the same for all users but has to be adapted to the level of usage of each individual user.
The hypothesis was tested with a tagging prediction mechanism based on Association Rules. The results showed that in order to increase the prediction rate, the higher the level of usage the higher the level of granularity of the UM should be.
Future work includes investigating the following: (1) how to identify the scope of information used in the construction of the models (i.e., size and shape of clusters in the stereotypical case), and (2) how and when UMs evolve from one granularity to the next. Also it would be interesting to study the relation between level of usage and level of expertise in order to extend the conclusions of the study.
