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ABSTRACT 
Results concerning the antitonicity of generalized inverses of nonnegative definite 
Hennitian matrices with respect to the Lijwner partial ordering are generalized to 
arbitrary Hermitian matrices. Moreover, some properties of the inertia of a Hermitian 
matrix are established as preliminary results. 
1. INTRODUCTION 
Let cnl,ll denote the set of m x n complex matrices, let 0-U n denote the 
subset of C “, n consisting of Hermitian matrices, let lHl,Z denote the subset of 
W n consisting of nonnegative definite matrices, and let 0-I ,’ denote the subset 
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Penrose inverses. For A,B c HI:, GAE A{1,2,W}, and GnE B{1,2,W}, they 
showed that if any two of the conditions (i) A < B, (ii) G, < G,, (iii) 
AG, = BG, hold, then all three hold; see also Ouellette (1981, Theorem 4.13) 
and Styan (1985, Theorem 1.1). Certain alternative versions of this result 
have recently been given by Baksalary, Pukelsheim, and Styan (1989, Theo- 
rems 4.4 and 4.5) and Liski and Puntanen (1989, Theorem and Corollary 2). 
See also Wu (1980, Theorem 5) for results concerned with the existence of 
nonnegative definite Hermitian generalized inverses G, and G, of A E W 2 
andBEW,“, respectively, for which G, < G, when A < B. 
The purpose of the present paper is to extend the result (1.2) and its 
generalization due to Styan and Pukelsheim (1978) on the Lowner-ordering 
antitonicity to the case of arbitrary Hermitian (not necessarily nonnegative 
definite) matrices. Certain properties of the inertia of a Hermitian matrix are 
established as auxiliary results, but seem to be also of independent interest. 
2. PRELIMINARY RESULTS 
Given A E W ,,, the inertia of A is defined as the ordered triple In(A) = 
(T(A), v(A), {(A)), where n(A), v(A), and {(A) denote the number of positive, 
negative, and zero eigenvalues of A, respectively. 
Notice that if A E I-0 n, then 
r(A) = a(A) + v(A). (2.1) 
Hence it is clear, in particular, that if A, B E W x, then 
In(A) = In(B) e r(A) = r(B). 
The following lemma shows that such an equivalence is valid also when A is 
not necessarily nonnegative definite, but B is a modification of A. 
LEMMA 1. Let AEW,, nnd let LEC,,,. Then the following state- 
ments are equivalent: 
(a) In(LAL*) = In(A), 
(b) r&AL*) = r(A), 
(c) ?Z(A)n h’-(L) = (0). 
Proof. The part (a) a(b) is clear from (2.1) and the part (b) * (a) is 
given in Lancaster and Tismenetsky (1985, Theorem 5.5.3). The part o>) = (c) 
follows by noting that, in view of Corollary 6.2 in Marsaglia and Styan (1974) 
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[see also Rae (1973, p. 28; 1st ed., 1965, p. 27) and Zyskind and Martin 
(1969, Lemma l)], 
and 
r&W*) = r(LA) - dim .%?(AL*) n N(L) 
r(AL*) = r(A) - dim g(A) n N(L), 
so that 
r(LAL*) = r(A) - dim %‘(A) n N(L) - dim .%‘(AL*) n N(L). 
Now let A,BEW,, and observe that applying Theorem 2 of Carlson, 
Haynsworth, and Markham (1974) [ see also Ouellette (1981, Theorem 4.7) 
and Styan (1985, p. 46)] to the unitarily equivalent matrices 
yields 
In(A) + In(B - BAB) = In(B) + In(A - ABA). (2.2) 
Hence it is clear that 
In(A) = In(B) = In(A - ABA) = In(B - BAB). (2.3) 
Immediate consequences of (2.2) and (2.3) are some characterizations of 
inner and outer inverses of a Hermitian matrix in terms of inert& These 
characterizations will be useful in establishing further results of this paper, 
and seem to be also of independent interest. 
LEMMA 2. Let AEW,,. I~G,EW” and F,6Wnr then 
GAB A(W) e In(G, - G,AG,) = In(G,) - In(A), 
and 
FAN A{24} = In(A - AF,A) = In(A) - In(F,). 
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Further, if G, E A{ 1, W }, then 
G,,E A{U,W} = In(G,) = In(A), (2.4) 
and if F*E A{2,W}, then 
FAG A{L%f4} - In(F,) = In(A). (2.5) 
Another useful relationship between properties of generalized inverses 
and inertias is given in the following. 
LEMMAS. LetA,BEW”, andlet G,~A{1,2,0-!} and G~EB{~,~,~} 
be such that 
Then 
W(B - A) n X(G,) = g(G, - GB) n &“(A) = (0). (2.6) 
In(G, - GB) = In(B - A) - [In(B) - In(A)]. (2.7) 
Proof. Replacing B by G, in (2.2) and utilizing (2.4) or (2.5) yields 
In(A) +In[G,(B - A)G,] = In(B) +In[A(G, - G,)A]. (2.8) 
But Lemma 1 asserts that the conditions (2.6) are sufficient for simplifying 
(2.8) to the form (2.7), which concludes the proof. n 
Lemma 3 strengthens a result, inherent in Styan (1985, p. 46), stating that 
(2.7) holds when G*E A{1,2,W} and G, E B{1,2,W} satisfy 
From the relation 
AG, = BG,. (2 *g) 
AG,=BG, = 9(A) =.9?(B) and .%‘(G,) = .%‘(G,) (2.10) 
it is clear that, if (2.9) holds, then 
.%‘(B - A) n J’“(G.) c .9(B) n N(G,) = {0}, 
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and, similarly, .%?(G, - Ge) n N(A) = {0}, thus showing that (2.9) 3 (2.6). 
This implication is in general not reversible, as may be seen by taking 
A=,,=(; ;), B=(; ;), Grr=(; ;). (2.11) 
Also notice that an immediate consequence of Lemma 3 is the equality 
In(A-‘- B-‘) = In(B - A) - [In(B) - In(A)], 
which was derived by Styan (1985, p. 42) using slightly different arguments. 
The last preliminary result of this paper is an extension, to the case of 
arbitrary Hermitian matrices, of the implication 
A <B and r(A) = r(B) *.%‘(A) = S(B), 
holding for A, B E W z. 
LEMMA 4. MA,BEW.. Then 
A < B and In(A) = In(B) * g(A) = .%‘(B). (2.12) 
Proof. Decomposing A and B as A = A, - A, and B = B, - B,, where 
A,,A,,B,,B, E I-I g are such that A,A, = 0 and B,Be = 0 [cf., e.g., Graybill 
(1983, Theorem 12.2.7)], it follows that the two conditions on the left-hand 
side of (2.12) are expressible as 
A, +B, Q A, +B, (2.13) 
and 
r(Ai) = r(Bi), i = 1,2. (2.14) 
Since A i + B, E W 2 and A, + B, E It! ,” , it follows from (2.13) that 
R(A,+B,) c B(A,+B,), 
or, in terms of partitioned matrices, 
%‘(A,:B,) c %?(A,:B,). (2.15) 
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Replacing (2.15) by 
.%?(A,:A,:Bi:B,) = .4?(A,:Bi) (2.16) 
and applying Marsaglia and Styan’s (1974) formulae (2.35) and (2.17) to the 
left- and right-hand side of (2.16), respectively, yields 
where Q(A, : A,) is the orthogonal projector onto the orthocomplement of 
%‘(Ai:A,). But r(A,:As) = r(A,)+r(A,), and thus (2.14) with i = 1 implies 
that 
which is possible only when 
g(Bi:Bs) c .%‘(A,:As) (2.17) 
and W(A,)n .%‘(B,) = (0). C om b ining (2.17) with (2.14) shows that %‘(A) = 
g(Ar:A,) = .%‘(B,:Bs) = g(B). n 
3. RESULTS 
As mentioned, the results of paper provide to 
the of the of generalized with respect the 
Lijwner ordering when matrices considered be arbitrary 
(not necessarily definite). 
THEOREM 1. LetA,BEW,, G,~A{1,2,iHl}, and G,~B{1,2,ltU}, and 
consider the following conditions: 
(a) A < B, 
(b) G,<G,,, 
(cl) AG, = BG, and V(A) = V(B), 
(cs) W(B - A) n N(GB) = .9(GA - G,)n X(A) = (0) and v(A) = v(B). 
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and 
b>hd x(b) ad - (4. (3.2) 
Proof, Let h,(A) > . . . a x,(A) and x,(B) > . . . a be (real) 
v(B). (3.3) 
Similarly, (b) implies that 
+,A d 4G,) and v(G,) >, v(GA), 
and thus, in view of Lemma 2, 
m(B) < a(A) and v(B) > v(A). (3.4) 
Combining (3.4) with (3.3) yields 
In(A) = In(B). (3.5) 
On account of Lemma 4, the conditions (a) and (3.5) lead to .%‘(A) = S%‘(B). 
Similarly, in view of (2.4) or (2.5), the conditions (b) and (3.5) lead to 
g(G,) = %‘(G,). Consequently, the proof of the first part of (3.1) is com- 
pleted by referring to (2.10) whereas the second part is a direct consequence 
of the relation (2.9) * (2.6), pointed out in Section 2. Finally, observe that, in 
view of Lemma 3, if (cs) holds, then 
v(G, - GB) = v(B - A), 
thus establishing the two implications in (3.2). n 
The example (2.11) shows that the part (cr) j (cs) of (3.1) is not in 
general reversible. Also notice that if A,B E W ,” [i.e., if V(A) = v(B) = 01, 
then an immediate consequence of Theorem 1 is the following. 
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COROLLARY 1. Let A,BEW~, G,~A{1,2,tHt}, and G,EB{L~,W}, 
and consider the following conditions: 
(a) A < B, 
(b) G, < G,, 
(cl) AG, = BG,, 
(c~) .%‘(B - A) n .N(G,) = 9(G, - GB) n N(A) = (0). 
Then 
and 
(aIT 3 (b) ad (b),(cd -(a). (3.6) 
Theorem 1.1 of Styan (1985), given as an extension of the result due to 
Styan and Pukelsheim (1978), asserts that if any two from among the 
conditions (a), (b), and (ci) above hold, then ail three hold. Corollary 1 
strengthens this assertion by adopting in (3.6) the condition (cs) instead of 
(c,), the former being substantially weaker as shown by the example (2.11). 
See also Theorems 4.4 and 4.5 in Baksalary, Pukelsheim, and Styan (1989) for 
related results. 
THEOREM 2. Let A, B E II-I n, and consider the following conditions: 
(a) A < B, 
(b) B+ < A+, 
(cr ) In(A) = In(B), 
(cz) .%(B - A) n X(B) = g(A+ - B+ ) n N(A) = (0) and V(A) = v(B). 
Then any two of the conditions (a), (b), and (ci) imply the third condition, 
i = 1.2. 
Proof. Since N(B+ ) = X(B), Theorem 2 for i = 2 follows directly from 
Theorem 1 by setting G, = A+ and G, = B +. For the proof in the case of 
i = 1 first observe that the former condition in (cr) of Theorem 1 entails 
r(A) = r(B), and that combining this equality with V(A) = v(B) yields In(A) = 
In(B); cf. (2.1). Consequently, the part (a),(b) =$ (cr) is clear from (3.1). 
Further, from Lemma 4 it follows that the pair (a),(c,) implies %‘(A) = a(B), 
and hence AA+ = BB+. Then, on account of (3.1), we get (a),(c,) * (a),(c,), 
and the desired relation (a),(~,) * (b) is obtained by the part of this theorem 
corresponding to i = 2. The proof that o>), (cr) j (a) is similar. n 
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It is seen from the proof that Theorem 2 is not a direct consequence of 
Theorem 1. Actually, in the particular case of G, = A+ and G, = B +, the 
latter was strengthened by replacing (ci) in Theorem 1 by In(A) = In(B). The 
matrices 
and B = 
show that the condition In(A) = In(B) is substantially weaker than AA+ = 
BB+ and v(A) = v(B). They also show that the relation (ci) * (cs) is not 
valid in Theorem 2. whereas the matrices 
and B = 
disprove the validity of the reverse implication. On the other hand, the 
matrices 
and G,= 
show that it is not possible to relax the condition (ci) of Theorem 1 to (ci) of 
Theorem 2 in the case of any G*E A{1,2,W} and G, E B{1,2,W}. 
For nonnegative definite matrices A and B, the conditions (ci) and (cs) of 
Theorem 2 may be slightly simplified. 
COROLLARY 2. Let A,BEW~, and consider the following conditions: 
(a) A G B, 
(b) B+<A+, 
(ci) r(A) = r(B), 
(cs) g(B - A) n N(B) = .%‘(A+ - B+ ) n N(A) = (0). 
Then any two of the conditions (a), (b), and (cl) imply the third condition, 
i = 1,2. 
The part of Corollary 2 referring to the condition (ci) is due to Milliken 
and Akdeniz (1977, Theorem 3.1) [see also Andrews and Phillips (1986, 
Theorem 2)] and Werner (1979, Theorem 1). It may be pointed out that some 
authors, e.g. Hartwig (1978, Theorem 1) and Giovagnoli and Wynn (1985, p. 
129), replace the condition r(A) = r(B) by .%‘(A) = g(B). Clearly, the latter 
entails both (ci) and (c,), but not the other way around. 
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The last comment on Theorem 2 deals with the case when A and B are 
both nonsingular. Notice that the condition (cz) reduces then to v(A) = V(B), 
and since r(A) = r(B), it is equivalent to In(A) = In(B). From Theorem 2 it 
follows that, without this additional condition, the relation A < B - B-’ < 
A- ’ is not in general valid, a counterexample being 
and B= (3.7) 
It may be observed that the matrices (3.7) invalidate also Theorem 12.2.14(2) 
in Graybill (1983). 
This joint work was begun when the first and second authors visited 
McGill University in Mont&al, and was stimulated by the earlier work of the 
second author presented at the Third SIAM Conference on Applied Linear 
Algebra held at Madison, Wis., in May 1988. The research of the first author 
was partially supported by the Government of Poland Grant No. CPBP 
01.02.Iv.10. 
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