We introduce in this paper a moduli space parametrizing extensions of holomorphic bundles on Kahler manifolds. A notion of stability for extensions is given generalizing the definition for bundles, and an existence theorem for special metrics on stable extensions giving solutions to an extended Hermitian-Einstein equation is proven. We describe the construction of the moduli space of solutions to these equations via gauge theory techniques and, in the case of algebraic manifolds, we alternatively construct the moduli via geometric invariant theory.
Introduction.
In this paper we introduce a moduli space parametrizing extensions of holomorphic bundles on Kahler manifolds. The equations describing the moduli space are closely related to the harmonic map equations from Kahler manifolds to Grassmannians and flag varieties and were studied, in the case of Riemann surfaces, by the second author in connection with harmonic maps into Lie groups and coadjoint orbits (cf. , [Hi] for further details).
D" D"
For holomorphic bundles E 1 1 , JE^ 2 on a Kahler manifold X and a harmonic (0,1) form <p with values in Hom(I?25£i) we form the equations (see §1.1 for details) (0.1) V^IA [Fjy, H2 -cp* A ip for hermitian metrics Hi, H2 on Ei,E2. In the above, TI, T2 are real parameters. The purpose of this paper is to describe the space of equivalence Supported in part by NSF Grant DMS-9504297 Supported in part by NSF Grant DMS-9503635 479 classes of solutions to (0.1). By using </? as a second fundamental form for the split holomorphic structure on E = Ei © E2 we obtain a holomorphic structure D" -\iHi,H2 satisfy (0.1), then the induced hermitian metric H on E satisfies / n9 x / V-IAFD^H =TiirH + T2 (I-7rH) (U^ \ (I -ic H )D"nH = 0 .
Here, TTH is the projection onto Ei with respect to the metric H. In §1 we prove that (0.1) and (0.2) are equivalent (see Proposition 1.5). The advantage of (0.2) is that it can interpreted as a moment map for the action of the full group of gauge transformations of E. In order to achieve a direct moment map interpretation for (0.1) it is necessary to restrict to a subgroup of the gauge group. This causes difficulty in the application of the infinite dimensional version of the Kempf-Ness theorem due to a lack of convexity. These problems are circumvented by reformulating the equations as (0.2).
In §2 we describe the stability condition for holomorphic "extension" pairs (Ei,E) which is associated to solutions of (0.2). We formulate the stability for a torsion-free sheaf E and a subsheaf Ei. Equivalently, we describe the stability for quotients E -> F -> 0 (see Proposition 2.8). An important point is that for algebraic manifolds we have two notions of stability: Mumford-Takemoto or slope stability, and Gieseker stability. Both depend on a choice of real parameter r which is linearly related to the TI and T2 parameters appearing in (0.2) (see (1.8) and (1.9)). It is interesting that Mumford and Gieseker stability are different notions, even in the case of Riemann surfaces.
In §3 we prove the Hitchin-Kobayashi correspondence between Mumford stable extension pairs (Ei^E) and solutions to the equations (0.2) (see Theorem 3.1). Our proof is a combination of the arguments of Simpson [SI] and standard properties of the Grassmannian. One interesting aspect is the particular choice of Sobolev spaces which describe the "weak-subbundles" of [UY] . This permits a proof of the correspondence theorem for arbitrary saturated subsheaves Ei rather than for only smooth subbundles.
In §4 we give a gauge-theoretic construction of the moduli space of extension pairs. We prove that generically it has the structure of a Kahler manifold (see Theorem 4.1). In §5 the moduli space is constructed via geometric invariant theory (or "GIT") for the case where X is algebraic. From the point of view of algebraic geometry, it is more natural to work with quotient pairs. We prove that the moduli space of Gieseker stable quotients E -> F -> 0 where E is torsion-free is a quasi-projective variety with a compactification given by adding in equivalence classes of Gieseker semistable quotients. The method closely follows that of Simpson [S2] .
To conclude this introduction we would like to mention some questions related to our construction. One problem is to describe an analytic compactification of the moduli space of extension pairs in the case of complex dimension 1 and 2. Unfortunately, there is no natural candidate. One possibility is to relate such a compactification to the algebraic one in §5 in a manner similar to [Li] and [BDW] .
A second problem is to study the behavior of the moduli spaces with respect to the parameter r. The picture should be similar to that found in [Th] ; however, there is an extra complication coming from the non-compactness of the moduli spaces in the cp direction. One motivation for this is the following: For certain values of r the moduli spaces correspond to compactifications of the space of holomorphic maps from X to a Grassmannian, at least when X is simply connected. A concrete description of these birational equivalences may yield specific cohomological information about the space of holomorphic maps. Another application may be towards understanding the existence and structure of harmonic maps to Grassmannians (cf. , [Hi] ). This follows from the observation that the equations (0.1) make sense and are elliptic on Riemannian (possibly non-complex) four manifolds. These issues will be treated elsewhere.
After this paper was completed, we became aware of the article [T] where equations (1.1) are written for the case TI = T2 = /i, and we received the preprint [BrGP] where Theorem 3.1 is similarly proved.
recall that the a;-degree of a complex vector bundle E is defined by 
T7r#
Notice that when r = 0, the first of these equations is just (1.3). Henceforth, we shall omit the notation H when the metric is understood.
1.2. Review of Kempf-Ness for Grassmannians.
denote the Pliicker embedding of the Grassmannian of JRI dimensional subspaces of C^ into projective space (cf. [GH], p. 193 ). This endows G(i?i,i?) with the structure of a Kahler manifold. The image of the Grassmannian is invariant with respect to the action of SL(R) on P. Let p : 5L(i?) -» PGL((x)) denote the induced representation. Let 7 be the pullback of the anti-tautological line bundle on projective space via the Pliicker embedding. The action of SL(R) via p lifts to 7, and we may assume that 7 has an invariant hermitian metric and connection. Since everything is pulled back from P, the curvature of 7 is the Kahler form on G(i?i,i?). It follows that the unique Ad-equivariant moment map p, for the action of SU(R) on G(Ri, R) is given by the composition
where p, is the moment map for the action of PGL(( Ri )) on P. for £ij the matrix entries of £ E 5u(i?) with respect to {ej}, and where the second sum is over all permutations a. The moment map for the action on projective space may be found in [Ki] : Up to a normalization of the Pubini-Study metric, we have (See [KN] ; also, regarding the normalizations in the first equation of (1.12), we refer to [GS, 5.5] Using Lemma 1.11, we reinterpret equations (1.10) in the setting of infinite dimensional sympectic geometry. Let E be a vector of rank R = R1+R2 with a fixed background hermitian metric K, P the frame bundle associated to E, and G(Ri, R) the Grassmannian as in the previous section. Let
be the Grassmann bundle associated to P, and let O 0 (G(i2i ? E)) be the space of global smooth sections. It is well-known (cf. [DU] Recall that given a coherent analytic sheaf F, we can define the LJdegree as for bundles. In case rkF ^ 0, we also define the a;-slope /i(.F) = deg(F)/rk(F). Definition 2.2. Let (Ei,E) be an extension pair with rkE ^ 0 and r G M. We define A torsion-free extension pair (Ei,E) is called r-slope stable (resp. r-slope semistable) if for any proper subpair (E'^E') of (Ei,E) we have fiiEf^KfiiEuE) (resp. <) .
A pair is called r-slope poly stable if we have a holomorphic splitting
Prom the point of view of algebraic geometry, it is more natural to consider the dual situation. Thus Definition 2.3. A quotient pair q : E -> F -> 0 consists of a coherent sheaf E and a quotient F. A subquotient q : E' -> F 1 is a subsheaf E' and its image F' C F by q. A subquotient is proper if E' is neither zero nor E. We shall call a quotient torsion-free if E is a torsion-free sheaf.
For a quotient q : E -> F -> 0, where ikE ^ 0, we define the r-slope:
Definition 2.4. We say a torsion-free quotient q : E -> F -> 0 is r-slope semistable (resp. r-slope stable) if for all proper subsheaves 0 ^ E' C E with image F' C F under g, we have
^(E',F')<f,?(E,F)
(resp. <)
The following is clear from the definitions:
Proposition 2.5. Ifq:E-> F -± 0 is a r-(semi)stable quotient pair, then (Ei,E), where Ei = kerq is a r-(semi)stable extension pair. Conversely, if (Ei,E) is a r-(semi)stable extension pair, then q : E -> F -> 0, where F = E/Ei and q is the projection, is a r-(semi)stable quotient pair.
We also introduce the notion of Gieseker stability in case the Kahler manifold X is actually projective. This is a refinement of slope semistability, even in the case of Riemann surfaces. So suppose X is now a projective algebraic manifold with an ample line bundle A. We shall assume the Kahler form uo represents ci(A). Recall that the Hilbert polynomial of a coherent sheaf E on X with respect to the ample line bundle A is given by
Definition 2.6. Let q : E -> F -> 0 be a, torsion-free quotient pair. If rkF = 0, then we shall call the pair r-Gieseker semistable (resp. stable) if E is Gieseker semistable (resp. stable) in the usual sense. If rkF ^ 0, then the pair is r-Gieseker semistable (resp. stable) if for all proper subsheaves E' C E the following conditions hold:
The following is straightforward:
Lemma 2.7. In Definitions 2.2, 2.4, and 2.6, it suffices to consider only those E f with torsion-free quotients E/E 1 .
We also note that as in the case of semistability for sheaves, we have r-slope stable =^ r-Gieseker stable => r-Gieseker semistable => r-slope semistable .
To make contact with the existence of special metrics, we would like to associate to an arbitrary quotient pair E -> F -> 0, where E is locallyfree, a locally free, saturated extension pair (Ei,E). However, we shall see that the stability condition alone may not ensure that F be torsion-free. Nevertheless, we do have the following:
Proposition 2.8. Suppose E -> F -> 0 is a torsion-free quotient pair, and let T denote the torsion subsheaf of F. Then E -> F -)> 0 is rGieseker semistable (resp. stable) if and only if the quotient E ->> F/T -> 0 is r-Gieseker semistable (resp. stable). The same is true for slope (semi) stability.
Proof. Consider conditions (i) and (ii) in Definition 2.6. These hold for E -^ F -> 0 if and only if they hold for E ->► F/T -^ 0, since only the ranks of F and F/T are involved, and they are equal. This proves the last remark. For the other conditions, we need the following
Lemma 2.9. Suppose E -> F -> 0 is a quotient for which conditions (i) and (ii) of Definition 2.6 hold, and suppose that E' C E is a proper subsheaf giving equality in (ii). Then the torsion T of F is contained in the image
and let E" C E be the kernel of E -> F/F , -> (X Then E' C E" : and the quotient E" jE' is isomorphic to the torsion sheaf F'/F'. But by assumption, we must have p(E", n) = p(E, n) for all n, so the Hilbert polynomial of F r /F is zero. Hence, F' = F', and T(F/F f ) = 0. This proves the claim. □
Continuing with the proof of Proposition 2.8, by the previous remark we may assume E -> F -» 0 is as in Lemma 2.9. If E' C E is a subsheaf for which equality holds in Definition 2.6 (i) and (ii), then by the lemma, p(F, k) < p{F', k) (resp. <) for large k if and only iip{F/T, k) < p{F'/T, k) (resp. <) for large k. This completes the proof. □
Simplicity.
A homomorphism of quotient pairs q : E -> F -> 0 and </ : E' -> F r -> 0 is a pair of sheaf homomorphisms (j) : E -> E , and ip : F -» F f making the following diagram commute:
We say q is isomorphic to q' if both 0 and ij) are isomorphisms. Clearly, the condition on a homomorphism (/): E -± E f to give rise to a quotient homomorphism is 0(kerg) C keiq'. Notice that ip is then completely determined by 0.
Similarly, for extension pairs (Ei,E) and (E^^E'), a homomorphism of pairs is a homomorphism 0 :
Definition 2.10. An extension pair (Ei,E) or a quotient pair E -> F -> 0 is called simple if the only endomorphisms are scalar multiples of the identity.
Proposition 2.11. For any r > 0, any r-Gieseker stable quotient pair is simple.
Proof. Let q : E -> F ->► 0 be r-Gieseker stable suppose that (/) : E ->> E is an endomorphism with 0(ker g) C ker q. As in the case of semistable sheaves (cf. [Nw] ) we may assume without loss of generality that E' = keicf) is a proper subsheaf of E. If E" denotes the image of 0, we have the induced
For k large, we also have
But stability contradicts at least one of the three equalities above.
By Proposition 2.5, or a similar direct argument, we also have For the purpose of constructing a Hausdorff moduli space, we shall have to deal with Seshadri equivalence.
Proposition 2.13. Let E -> F -> 0 be a r-Gieseker semistable torsion-free quotient pair. Then there is a filtration
such that Ei-i is saturated in Ei, and the induced quotients
are r-Gieseker stable. Moreover, the sum of quotients
is unique up to isomorphism.
Proof. By induction on the rank of E. Suppose E -► F ->• 0 is as in the statement of the proposition. By definition, there exists a saturated E' C E and induced quotient E' -> F' -> 0 such that
for all &, and £7' is maximal with respect to all such subsheaves of E.
Clearly, E' -> F' ->► 0 is itself r-semistable. Consider JE?
,/ -> F" ->• 0, where E" = E/E' and F" = F/F'. Then a simple computation shows (i), (ii), and (iii) above hold with E' and F' replaced by E" and F". By induction, we need only show that E" -> F" -> 0 is r-Gieseker semistable. Suppose to the contrary. Thus, let E C E" be a proper subsheaf with torsion-free quotient, and let E -> F -> 0 be the induced quotient pair. We first assume
IJL?(E,F) > i$(E",F") = ii?(E,F).
Let & be the preimage of E, i.e. the kernel of the induced map E -> E"/E -> 0. Then
contradicting semistability. The other conditions in the definition of rGieseker semistability are easy to check. □
The Hitchin-Kobayashi Correspondence.
The main goal of this section is to prove the correspondence between locally-free, saturated r-stable extension pairs (Ei,E) and solutions to equations (1.10). To fix notation, let p > 2n, n = dim<c X and let Met^ denote the space of hermitian metrics on E of class L 1^. Given x a smooth hermitian metric on /\ E = det E, we let Met^ix) denote the space of hermitian metrics in Mei^ of determinant x-We now formulate our main theorem: 
Necessary conditions.
We begin with the easy direction:
Proposition 3.2. (Necessary conditions) Suppose that (D'^H^TTH) is a solution to equations (1.10) with H
Proof. Let (E'^E 1 ) be a subpair of (Ei,E). Let 7r f ff denote the weak projection corresponding to E r (and H). We may assume that TT^ defines a subbundle of E outside a set E of complex codimension > 2. Let 0 = (_^ #± denote a local frame in X\S of the hermitian connection on E corresponding to (D",H). In the above notation, i?' is the connection form on E' and tf 1 that on {E') 1 . By the assumption that (D",H,nH) satisfies (1.10) we have
Since AF € Z^ and 7i# 6 L 00 , we may integrate the first equation over X (recall the normalization Vol(X) = 2n/(n -1)!) to obtain
By setting i?' = rkE', iJ^ = rkE^, we obtain degi?' < (/, -^^r) J?i + (M + §T) (i?' -#0 , which is equivalent to ^{E'^E') < IJL^(EI^E). If we have equality, then CA = 0. Hence, A = 0, and by an argument as in [Br, 2.6 ], E' is locally-free and there is a splitting E = E' 0 JB-1 . But then the equations (1.10) also split, so by induction on the rank, (Ei,E) is polystable. □ Before going on to prove the converse statement, it will be useful to reformulate our equations after we fix the determinant of E. More precisely, given A an endomorphism of JS, let The proof of Proposition 3.3 will occupy the next two subsections.
The modified Donaldson Lagrangian.
Let Ei^E be as before, and let &(Ri,E) be the associated Grassmann bundle on X as in §1.3. Over G(i?i, E) there is the relative anti-tautological line bundle 7 -> G(Ri^E). A hermitian metric on E endows 7 with a hermitian metric as well. Proposition 3.7. Set
Then the following hold:
E) is simple, then -^M T (K,Ke ts ) = 0 if and only is s -0; (iv) M T (K,H) + M T (H, J) = M T {K, J) .
Proof, (i N(K,H) + N(H,J) = N(K,J) . The rest follows as in [Do, Proposition 6] . □
Proof of the theorem.
Given B > 0, we set [SI, 6 .3] we can choose a sequence of constants Ci -> 00, s^ G S, such that ||si|| L i ->> 00 and INIL* > CiM r (Ke Si ) . Set U = \\si\\ L i, ui = ^lSi, so that ||iZi|| L i = 1, and sup \ui\ < C. We have the following: [SI, 6.3.3 
M T {K,Ht) = i\ t=0 I x tTsm T (H t ) = J x tv S -L(s) = -J x tvsm T (H) = -|| t=0 M T (K,H t ) , hence,

dt M T (K,Ht)<0 t=o
This contradicts the assumption that H minimizes M r (-, K) and the proposition will follow provided we can solve L(s) = -m T (H).
Lemma 3.10. After passing to a subsequence, ui -t UQQ weakly in Li(S). Moreover, ifF : MxE -tlRLisa positive, smooth function such that F(x, y) < l/(x -y) whenever x > y, then with the notation as in
Jx
Jx Jx
Proof. We first claim that
Indeed, by combining the inequalities in [SI, 6.3.3] with Lemma 1.13, +2£ir J x tiUi7rK , which proves the claim. The rest is as in [SI, 6.3.3] . □ Now we conclude the proof of Proposition 3.9 by showing that (Ei^E) is not stable. First, as in [SI, Lemma 6.3.4] , the eigenvalues of u^ are constant. Let Ai,... ,A r denote the distinct eigenvalues of Woo, listed in ascending order, and as in [SI, 6.4 .2] let pj : R -» R, j = 1,... ,r -1 be smooth, positive functions with Pj{x) = 1 if x < Xj and Pj{x) = 0 if x > Aj-j-i. Set TTJ = Pjiuoo) be the Lf-subbundle of E. By the UhlenbeckYau regularity result (cf. [UY] ), TTJ represents a saturated subsheaf of E. Set otj = Xj -Aj_i, and write 
+
This contradicts Lemma 3.10, and concludes the proof of Proposition 3.3 (the uniqueness of H follows as in [SI] by the convexity of M T ). This also concludes the proof of Theorem 3.1. □
Bogomolov inequality.
As an application of Theorem 3.1 we have the following version of the Bogomolov inequality for stable vector bundles:
Theorem 3.11. Suppose that (Ei^E) is a locally-free, saturated, r-stable extension pair on Kdhler manifold with Kdhler form w. Then c 2 (E)
Proof By Theorem 3.1 there is a hermitian metric H on E such that the compatible connection gives a solution to equations (1.10). Since the curvature is in L 2 and the connection is gauge equivalent to a smooth connection, we may use the Chern-Weil theory to compute ci and C2. Almost everywhere, we can choose a local orthonormal trivialization {ei,... , e^, e^1 + i,... , CR} for E compatible with 7r#. Then from (1.10),
= fli ((f r + n) -r)
2 + (R-ifc) (f r + rf
or,
R I^AiV,^2 = tr (y/=lAF D , lyH ) 2 + T 2^( R -ifc) . R 502 Georgios Daskalopoulos, Karen Uhlenbeck and Richard Wentworth
The result then follows as in [Ko, p. 114] .
Moduli Space Construction.
The purpose of this section is prove the following In §4.1 we will discuss the deformation theory. In §4.2 we will put the complex structure on the moduli space, and in §4.3 we will define a compatible symplectic structure. For the rest of this section, let E denote a smooth vector bundle on X and Ei a subbundle of E. By r-stable, in this section, we shall mean r-slope stable. Also, while we will deal with spaces of smooth sections of bundles, to justify the use of the inverse and implicit function theorems used repeatedly in §4.2 and §4.3, one must consider appropriate Sobolev completions. Since this is fairly standard (see [Ko] , for example) we will suppress this point and leave the reader to fill in the analytic details.
4.1. The deformation complex.
Fix a smooth pair (E\,E).
Let D" denote the holomorphic structure on E and TT the projection operator onto Ei with respect to the background hermitian metric K. In other words, TT = TT* = TT 2 , TT^D^TT = 0, 7r(E) = Ei. Set n^iE) = E2. Consider the following complex:
The differentials above are defined as follows:
where D^D^ are the induced holomorphic structures on Ei,E2. Equivalently, if we denote also by 77 the extension of 77 by 0 as an endomorphism of
Finally, a third description of di will be useful later:
The verification of the equivalence of (4.3) and (4.4) is a direct calculation. We now prove the following
Proposition 4.5. (i) CD"^ is an elliptic complex, (ii) if (D",%) is simple, then H 0 (CD",*) -C
Proof, (i) We first check that it is a complex. 
Complex analytic structure.
We use the deformation complex described in the previous subsection to put a complex structure on the moduli space of simple, smooth pairs. Let .A 1 * 1 be the space of integrable complex structures in A. Under the assumption if 2 (X,Endo^D ) = 0, an argument as in [Ko, Theorem 3.2.3] shows that A 1,1 is smooth at D". Indeed, the Kuranishi map (cf. [Ko, VII, 3.10 (G(RijE) ) 1 and by (4.3) and (4.4), V is transversal to the zero section 0s of £. It follows (but see the warning at the beginning of this section) that V-t-fie) is a smooth manifold, and thus D" 1^) D H* = VP is also a smooth manifold. □
Now fix {D"^) e H*. Set Ei = 7r(E), E2 = ^(E). Let exp^ : n 0 (Rom(E u E2)) --> G(R U E)
be the exponential map defined in a neighborhood of 0 E fi 0 (Hom(i?i, E2)) generalizing the pointwise exponential map for G(i?i,i?). Let Then under the identification TQ^SDH^ ~ kerdi, the map d.H(o,o) i s ^o-Since H®(CDII^) = C, it follows that dp is onto, and the inverse function theorem for the map H completes the proof. □ Now fix (D", TT) as before and define the Kuranishi map
where G is the Green's function for CB"^-By the Hodge decomposition for CD",7r ^ follows that
We claim Lemma 4.11. Assume (.D",7r) G %*. T/ien tte map
is a local homeomorphism of a neighborhood of (0,0) G Sp"^ onto a neighborhood 0/[£>",7r] eH*/(S c .
Proof (cf. [Ko, VII, Theorem 3 .17]) We prove surjectivity first. It suffices to show that given
sufficiently close to (0,0), there is a g G <5 C such that (D" + a,expiry) = (/(JO" + P^expn u) satisfies dl(a,r]) = 0 and /(a,TJ) = 0. The second equation is automatically satisfied because H* is gauge invariant. For the first equation, let V be as in the proof of Lemma 4.9 and consider the map
The map P is well-defined in a neighborhood of (0,0,0), and dP -(0,0,0)=d*do:7>->V is invertible. Hence, by the implicit function theorem (again, note the warning) there is a function (w,{j3,v) ) >-> u -u{w,(J5,vy) defined in a neighborhood of (0,0) € « 0 '*(EndS) x ^(Hom^i,^)) such that P (u(w, (t3,v) ), (/?, ^)) = w. By setting p = e u , (a, 77) =
To show that p is injective around (0,0) it suffices to prove that if g(D" + aijexp^T/i) = (Z?' 7 + a^exp^Tte) with (ai,f/i), (0^2,772) G 5^// j7 r sufficiently close to (0,0), then (ai,77i) = (0^2,772). But we can ignore the second factors and apply [Ko, Theorem VII, 3 .17] to D" + ai and D" + 012 to show g is close to the identity. The rest then follows by the implicit function theorem for the map
P. □
We are ready to prove 
Proof (cf. [Ko, VII, 3.23, 3.31, and 3.32] ) Since the derivative of the Kuranishi map k at (0,0) is the identity map, k defines according to (4.10) an injective, holomorphic map
defined in a neighborhood of (0,0). The first statement in the proposition follows as in [Ko, VII, 3.32] . The second part follows by Lemmas 4.9 and 4.11, and the fact that (4.13) is an injective local immersion. □
Kahler structure.
We now turn to the issue of describing a Kahler structure on the moduli space of extension pairs and providing a proof of Theorem 4.1. 
Jj. r = ^T + V-i [-^-T + A I,
where // T is the moment map defined in (1.18). T (D",7r) = 0, the result follows from (1.18).
Lemma 4.16. (i) J1 T is an Ad-equivariant moment map for the (3-action, (ii) Zero is a regular value of ji T . (Hi) Given
(ii) This follows from general considerations about moment maps (cf. [GS, §2] ) and the fact that (3 acts freely on T/JL (hi) Fix (.£>", TT) E fi^i®) an( i consider the complex (Cx>", 7r) 0->ft
In the above, Ei = 7r(E), E2 = ^^(E), and
It is easily checked (cf. proof of Proposition 4.5) that CD"^ is an elliptic complex. Let 
Geometric Invariant Theory.
We shall now present a construction of a moduli space parametrizing equivalence classes of r-Gieseker semistable torsion-free quotient pairs on an algebraic manifold X. Since the method used will be geometric invariant theory applied to the action of a reductive algebraic group on a projective scheme, the moduli space will inherit a projective scheme structure. In particular, this gives a compactification of the moduli of smooth extension pairs constructed in the previous section.
The arguments that follow very closely parallel those of Simpson, and we refer the reader to [S2] for more details. Throughout this section, X will denote a smooth projective variety of complex dimension n.
Embedding into the Quot scheme.
Notation 5.1. Let IIE and hp be polynomials of degree n. We denote by /i r (/i J B, hp) the set of all r-slope-semistable quotients E -► F -> 0, where E is a torsion-free sheaf with Hilbert polynomial hp and F is a coherent sheaf with Hilbert polynomial hp-Similarly, we denote by SV(^JEO^F) the set of r-Gieseker semistable quotients.
The first step in the GIT construction is a boundedness result:
Proposition 5.2. The set /irl^Eo^F) (and hence also Sr^E^hp)) is bounded, i. e. parametrized by a scheme of finite type over C.
Proof. Slope-semistability implies that for every subsheaf E 1 C E we have
so by [Ma] we have that the set of such E is bounded. Then for fixed JE7, the set of all quotients F with Hilbert polynomial hp is bounded by [Gr] . The result follows. □
We now wish to embed all the quotients q G S T (hE,hF) into a product of Quot schemes. Recall that we have fixed an ample line bundle A on X. By the boundedness result above, there exists an integer KQ such that for all k > KQ and q G S T (hE^ hp), we can write Of,hE,k) and Quot{pf ^hpjk) denote the Grothendieck Quot schemes parametrizing quotients of Of with Hilbert polynomials hE,k(j) -hsik + j) and hp^U) = hp{k + j), respectively. Furthermore, we let Qk denote the closed subscheme of (5.4) Quot(Of, HEJZ) x Quot (Of, hp^) defined by the condition ker^i C kerg2-Let Qk C Qk be the subscheme where E is torsion-free, and denote its closure by Qk ^ Qk-Let TT^, TTF denote the projections onto the first and second factors of (5.4). We have universal quotients: We have shown that to every point E -> F -> 0 in Sr^E^hp) there corresponds a closed point q G Qfc C QA; C Qk such that the universal quotient (5.5) restricted to X x {q} is isomorphic to E ® A k -> F ® A k -> 0. By tensoring with a further high power of A we can embed Q^ into a product of Grassmannians Here, M is an integer which we shall fix presently. Our goal then is to show that the GIT-semistable points in Q k with respect to the linearization (5.8) correspond to r-Gieseker semistable quotients. The main result is Theorem 5.18 below. Before carrying this out, we consider two preliminary details:
First, the choice of M. Among the quotients E -> F -► 0 in S T (hE, hp) consider those for which there exists a subsheaf E' C E with /v {E 1 , F') = HT{E, F). We may assume that E ! has torsion-free quotient. Then the set of such E' is bounded. In particular, the set of Hilbert polynomials of such E is finite. Let C be the maximum over the absolute values of the coefficients of k n~2 /(n -2)! in the polynomials p(E',k) -p(E, k) as E f runs over the family described above. We then choose the integer M such that Second, we need a criterion for semistability in Grassmannians:
Lemma 5.10. Consider the action of SL(V) on the product 
where TTI and ^2 denote the projections onto the first and second factors of (5.11).
Proof. See [GIT] or [KgNw] . □
Comparison of stability conditions.
We now prove a sequence of lemmas necessary to establish the correspondence between r-Gieseker semistable quotients and GIT semistable points. 
are bounded. Therefore, we may choose J such that for j > J,
Since EH ^ 0, the first of these is non-zero for large j. Hence, we have
where F" is defined so as to make the following diagram commute:
Proof. ') , because the point is in Qk-In particular, dim.Tri(H ® W) ^ 0. Since H is arbitrary, we obtain the desired injectivity. Now suppose to the contrary that
Then for n large,
Since H runs over a bounded family, we can choose J such that for all j > J the above inequality holds, and moreover such that 
Moreover, if equality holds, we have
(ii) rkFVrktf^rkF/rktf;
Proof Since the set of S is bounded, fix one. If E' is a subsheaf of J5, let JR' = rkl?', and let Qi {Ri = rkQ^, fii = /j(Qt)) denote the terms in its A-Harder-Narasimhan filtration. On the other hand, the set of saturations E r of E' with ^ > fJ>(E) -C is bounded, and the set of Hilbert polynomials of such is therefore finite. For each of them, we have (5.15)
tf(E',F')<tf(E,F).
We may choose K such that for k > K, 
p(F,K + j) <p(F',K + j),
which is condition (iv) in Lemma 5.14. Now consider the (=>) direction. First, a slight modification of the argument in [S2] shows that, with K taken sufficiently large, E is torsion-free and V -► H 0 (E ® A K ) is an isomorphism. We now show that E -» F -* 0 is r-Gieseker semistable. Suppose not. There are several cases to consider, and we shall choose J accordingly: Case 1. Suppose E -> F -> 0 is r-slope-semistable, but that there exists a subsheaf E' C E with p(E'J) = p(EJ) for all j, and p(F'J) < p(FJ) for j sufficiently large. The set of all such E is bounded by Proposition 5. Case 2. Suppose E -> F -> 0 is r-slope-semistable, but that there exists a quotient E" with ikF"/ikE" = ikF/ikE, i${E",F") = i$(E,F), and p(E f, ,j) < p(E,j) for large j. The set of all such quotients may be taken to be bounded, so we may assume K has been chosen such that p(E", K) < p(E,K) and h 0 (E"®A K ) = x(F"®A K ). But this now contradicts Lemma 5.13. -(n-l)^C(in|^^+ 0 (*-).
The coefficient of k n 1 /(n -1)! in the last three terms is:
f/,, rkF .A / rkF rkF"\ , . ,_ /W .rkE' , |
