Loewner driving functions encode simple curves in 2-dimensional simply connected domains by real-valued functions. We prove that the Loewner driving function of a C 1,β curve (differentiable parametrization with β−Hölder continuous derivative) is in the class C 1,β−1/2 if 1/2 < β ≤ 1, and in the class C 0,β+1/2 if 0 ≤ β ≤ 1/2. This is the converse of a result of Carto Wong [26] and is optimal. We also introduce the Loewner energy of a rooted planar loop and use our regularity result to show the independence of this energy from the basepoint.
Introduction
Loewner [18] introduced a conformally natural way to encode a simple curve η joining two boundary points of a simply connected plane domain D by a continuous one dimensional real function W . This Loewner transform η → W was instrumental in resolving the Bieberbach conjecture [2] , and is the analytic backbone of the Schramm-Loewner evolution SLE [22] .
We review the (chordal) Loewner transform in Section 2. In brief, after replacing D by the upper half-plane H via conformal mapping such that η joins the boundary points 0 and ∞, we have W t = g t (η(t)) if η is parametrized by half-plane capacity and g t is the hydrodynamically normalized conformal map from H \ η[0, t] onto H.
Recently, in [6] and [23] the chordal Loewner energy ∞ 0Ẇ (t) 2 /2 dt of η was introduced independently, and basic properties (such as rectifiability) of curves with finite energy were obtained. The chordal Loewner energy apriori depends on the orientation of η, namely viewed as a curve from 0 to ∞ or from ∞ to 0. However, the second author [23] proved the striking direction-independence (or reversibility).
In this paper, we generalize the definition of Loewner energy to simple loops on the Riemann sphere γ : R →Ĉ where γ is continuous, 1-periodic and injective on [0, 1) : We just observe that the limit when ε → 0 of the chordal energy of γ [ε, 1] in the simply connected domainĈ\γ[0, ε] exists in [0, ∞], and define it as the loop Loewner energy of γ rooted at γ(0). Note that circles have loop energy 0. Intuitively, the loop energy measures how much the Jordan curve γ[0, 1] differs from a circle seen from the root γ(0), in a conformally invariant fashion. The loop Loewner energy generalizes the chordal Loewner energy: Indeed, if we apply z → z 2 to a chord η from 0 to ∞ in H, the positive real line together with the image of η forms a loop γ through ∞. It is clear that its loop energy rooted at ∞ (i.e. we parametrize the loop such that γ(0) = ∞) equals the chordal energy of η.
Note also that the loop energy neither depends on any increasing reparametrization of γ, nor on the direction of parametrization. The latter fact basically comes from the chordal reversibility, which can be used to show thatγ(t) = γ(1 − t) has the same energy as γ (see Section 2.2 for details). But it depends a priori on the root γ(0) where the limit is taken, not only on the Jordan curve γ[0, 1]. However, our first main result states: Theorem 1.1. The loop Loewner energy is root-invariant.
In particular, this result shows that the loop Loewner energy is a conformal invariant on the set of unrooted loops on the Riemann sphere, which attains its minimum 0 only on circles.
In our proof of the root-invariance, we approximate the curve by well-chosen smooth curves and are led to the following question:
What can we say about the relation between the regularity of the driving function and the regularity of the curve? Prior to this work, only one direction was well understood. Slightly imprecisely, the following results state that C α driving functions generate C α+1/2 curves for α > 1/2. More precisely:
Theorem A. ([26] ) If α ∈ (0, 1/2] and W ∈ C 0,1/2+α , then the Loewner chain generated by W is a simple curve of class C 1,α . If W ∈ C 1,α , the Loewner chain is in C 1,α+1/2 (weakly C 1,1 when α = 1/2). Theorem B ([26] and [17] ). If α > 3/2 and W ∈ C α , then the Loewner chain generated by W is a simple curve of class C α+1/2 if α + 1/2 / ∈ N, and in the Zygmund class Λ α−1/2 * otherwise.
The Zygmund class Λ α−1/2 * contains the class C α+1/2 . In the other direction, one can ask about the regularity of the driving function given the regularity of the curve. Here Earle and Epstein proved the following result using a local quasiconformal variation near the tip of the curve: Theorem C ( [5] ). If n ∈ Z, n ≥ 2 and η ∈ C n , then its driving function is C n−1 on the half-open interval (0, T ].
They stated the result in the radial setting, but using a change of coordinate it is not hard to see that the regularity of the driving function remains the same in the chordal case. Their result precedes the work of Wong, Lind and Tran, which in turn supported the natural conjecture that C α curves should have C α−1/2 driving functions when α > 1.
The second main result of this paper is a proof of this conjecture in the case 1 < α ≤ 2. It is the converse of Theorem A when neither α nor α − 1/2 is an integer. Theorem 1.2. Let 0 < β ≤ 1, and γ be a C 1,β curve tangentially attached to R + . The driving function W of √ γ has the following regularity on the closed interval [0, T ]:
Their respective norm is bounded by a function of both the local regularity γ 1,β and constants associated with the global geometry of γ.
The weak regularity stands for a logarithmic correction term in the modulus of continuity (see Section 3.1). Examples of curves with bottle-necks easily show that the C α norm of the driving function cannot be bounded solely in terms of the local behavior of γ. The sharpness of the Theorem is addressed in Section 4.1.
Our proof employs straightforward but careful estimates of the variation of the driving function. Note that unlike the result of Earle-Epstein, we need to study the regularity of the curve on the closed interval [0, T ], which requires some regularity of the curve at 0. This is the reason why we work with curves in the complement of R + rather than in H.
The Loop Loewner energy
2.1. Chordal Loewner energy. Let D be a simply connected domain in C, and a, b be two boundary points of D. By a simple curve in (D, a, b) we mean the image of a continuous injective map γ from [0, 1] to D, such that γ(0) = a and γ(0, 1) ⊂ D. If γ(1) ∈ ∂D, then we also require that γ(1) = b. Two curves are considered as the same if they differ only by an increasing reparametrization.
Let us briefly recall the chordal Loewner transformation of a continuous simple curve η in (H, 0, ∞). It is associated to its driving function W in the following way:
(1) We parameterize the curve in such a way that the conformal map g t from H\η[0, t] onto H with g t (z) = z+o(1) as z → ∞ satisfies g t (z) = z+2t/z+o(1/z) (which is the same as saying that the half-plane capacity of η[0, t] is 2t, or that η is capacity-parametrized.) It is easy to see that it is always possible to reparameterize a continuous curve in such a way.
(2) One can extend g t continuously to the boundary point η(t) and defines W t to be g t (η(t)).
It is not hard to see that the function W is continuous and W 0 = 0. The map g t is referred to as the mapping-out function of η[0, t], and the family (g t ) t≥0 as the Loewner flow of η. The function W fully characterizes the curve through Loewner's differential equation and W is called the driving function of η. In fact, consider for every z ∈ H the Loewner differential equation (LDE) in the upper half-plane:
with the initial condition g 0 (z) = z. The increasing family of the closure of K t = {z ∈ H, τ (z) ≤ t} coincides with the family of η[0, t], where τ (z) is the maximum survival time of the solution. And we have also that g t : H\K t → H is the mapping-out function of η[0, t].
where W is the driving function of the image curve φ(γ) under a conformal map φ : D → H with φ(a) = 0 and φ(b) = ∞, and T is the half-plane capacity of φ(γ) seen from ∞. The energy is defined to be ∞ if W is not absolutely continuous.
Notice that T = ∞ if and only if γ(1) = b. The choice of the uniformizing map φ in the above definition is not unique, but they all give the same energy. The energy is actually well defined for any chordal Loewner chain, which is the increasing family (K t ) t≥0 generated by continuous driving function W as above. However, it is not hard to see that if the energy is finite and the Loewner chain has infinite capacity, then it is actually a simple curve connecting a to b (see e.g. [23] Prop. 2.1). Hence we restrict ourselves to simple curves. It is an immediate consequence of our absolute continuity assumption that I D,a,b (γ) = 0 if and only if γ is contained in the hyperbolic geodesic in D between a and b. We list some properties of the chordal Loewner energy:
• Conformal invariance. This follows from the invariance of the Dirichlet energy under Brownian scaling, I H,0,∞ (γ) = I H,0,∞ (aγ) for all a > 0, and allows for the above definition to be independent of the uniformizing map. • Additivity. Namely
where 0 < δ < 1 and we consider γ[0, δ] as a simple curve in (D, a, b) after increasing reparametrization by [0, 1], and γ[δ, 1] as a simple curve in (D, γ(δ), b) in the same way. We will not explicitly mention such reparametrizations in the sequel, as there is no danger of confusion. • Finite energy curves are rectifiable. This is proven in [6] Thm. 2.iv.
• Corners have infinite energy. The reason is that finite energy curves in (H, 0, ∞) have a vertical tangent at 0 (see [23] Prop. 3.1), while a corner with an opening angle different from π generates a curve with non-vertical tangent at 0 when we map out the portion of the curve up to the corner. More generally, it is not hard to see that finite energy curves are asymptotically conformal (see [21] , Chapter 11.2), using the fact that small energy implies small quasiconformal constant. • Reversibility. The chordal Loewner energy is defined in a very directional way, but using an interpretation via SLE 0+ and the reversibility of SLE ( [27] ), the second author proved that the chordal Loewner energy is in fact reversible:
Theorem D ([23] Thm. 1.1). For any simple curve γ ⊂ D connecting a and b,
Thus when there is no ambiguity of which boundary points we are dealing with, we simplify the notation to I D (γ), and view γ as an unoriented curve. For more background on quasiconformal maps, readers may consult [1] , [13] and [14] , and [11] , [9] , [25] for background on SLE (introduced by Oded Schramm [22] ). The following corollary is an immediate consequence of the reversibility of Loewner energy, and its counterpart in the Schramm Loewner Evolution setting is known as the commutation relation [3] . The second equality below can also be proved without using reversibility, from explicit computation of the change of driving function, see Proposition 2.4. Corollary 2.1 (Two-slit Loewner energy). If γ is a simple curve in (D, a, b) and η is a simple curve in (D, b, a) such that γ[0, 1] ∩ η[0, 1] = ∅, let ξ be the hyperbolic geodesic in D\γ ∪ η connecting γ(1) and η (1) . We then have
and write this value as I D (γ ∪ η) without ambiguity.
Combined with the additivity of the energy, the energy of two non-intersecting slits γ[0, 1] and η[0, 1] can be computed by summing up the energies of different pieces that are consecutively attached to previous ones, for instance
It is not surprising that the Loewner energy strongly depends on the domain. But if we fix the curve, the change of domain entails a change of energy in an explicit way: For subsets A and B of a domain D, denote m l (D; A, B) the measure of Brownian loops (see [12] ) in D intersecting both A and B. Write H(D; x, y) for the Poisson excursion kernel relative to local coordinates in the neighborhoods of x and y as defined in [3] , Section 3.2 (see also [10] Sec. 2.1), namely the normal derivative of the Green's function G D using local coordinates. Note that this number depends on the local coordinates, but the quotients on excursion kernels considered below don't depend on the local coordinates if the same neighborhood and the same local analytic coordinates are used for the same boundary point (they all appear once on the denominator and numerator and the excursion kernel changes like a 1-form at the boundary points when local coordinates change).
Let H K be a subdomain of H and assume that they coincide in a neighborhood of 0 and ∞. Let γ be a simple curve in H K . [23] Prop. 4.2). The energies of γ in (H, 0, ∞) and in (H K , 0, ∞) differ by
Proposition 2.2 (Conformal restriction
By the conformal invariance of both sides of the above equality, we easily deduce the change of Loewner energy in two general domains which coincide in a neighborhood of the marked boundary points. 
From a similar calculation, we also get the difference of the energy of γ in a slitted domain D \ η, where η grows from the target point of γ. 
where T is the capacity ofγ := ϕ(γ) seen from ∞, and ϕ uniformizes (D, a, b) to (H, 0, ∞). Let g t be the mapping-out function of the curveγ[0, t] parametrized by capacity. The imageη t := g t (ϕ(η)) is a slit attached to ∞ in H, and U t ∈ R is the image of the tip of 1/η t under its mapping-out function.
From the third equality we get again the second equality in the Corollary 2.1. From now on, we will consider simply connected domains that are complements of simple curves on the Riemann sphere. If γ : [0, 1] →Ĉ is a simple arc, the domain C\γ[0, 1] has two distinguished boundary points, γ(0) and γ (1) . We will use the shorthand notation I γ for IĈ \γ[0,1],γ(0),γ(1) .
Loop Loewner energy.
In this section, we introduce the rooted loop Loewner energy. As we explained in the introduction, it is a natural generalization of the Loewner energy for chords. In order to distinguish the different types of energy that we are dealing with, we use the superscript C for chords (i.e. I = I C ), L for loops and A for arcs.
Definition 2.
A simple loop is a continuous 1-periodic function γ : R →Ĉ, such that γ(s) = γ(t), for 0 ≤ s < t < 1. We consider two loops as the same if they differ by an increasing reparametrization. Proposition 2.5. Both limits below exist and are equal:
We define the rooted loop Loewner energy of a simple loop γ at γ(0) to be this limit, denoted as I L (γ, γ(0)). It is clear that the definition does not depend on the increasing reparametrization fixing γ(0). Similarly, the energy of γ rooted at γ(s) is
whereγ is γ "re-rooted at γ(s)", defined asγ(t) = γ(t + s).
Proof. The existence follows from
The limit is then an increasing limit as ε → 0. The proof is the same for δ → 0.
For the equality, it suffices to show
The above expressions are two-slit Loewner energies defined in Corollary 2.1. In fact, it follows from the reversibility and the additivity of chordal Loewner energy that
≤ A for all ε > 0, and it follows from the definition of chordal Loewner energy that
It follows that
≤A.
We conclude that lim δ 0 I C γ[−δ,0] (γ[−1/3, −δ] ∪ γ[0, 1/3]) ≤ A, and obtain the equality by symmetry.
Similarly, we define the Loewner energy of a simple arc (continuous injective) η : [0, 1] →Ĉ rooted at η(s) as follows:
As the definitions suggests, the loop-and arc energies a priori depend strongly on the root, but we will prove that they are actually independent of it. We first deal with sufficiently regular loops (for instance in the class C 1.5+ε , ε > 0). This does not cover all finite energy loops, since there exist such loops which are not even C 1 , see the last section for a construction of an example. We will now show that finite energy loops are quasicircles (images of S 1 by quasiconformal homeomorphisms ofĈ). On the other hand, notice that quasicircles do not necessarily have finite energy. We do not know of an analytic or geometric characterization of finite energy loops. Proposition 2.6. If γ is a finite energy loop when rooted at γ(0), then γ is a Kquasicircle, where K depends on I L (γ, γ(0)). [23] implies that both inequalities in [23] Lemma C hold on the interval [y, x]. As we can choose x as large as we want, the inequalities hold on R and it follows that φ is quasisymmetric. Next, consider the homeomorphism ψ of R that sends the symmetric pair of points
It is easy to see, again using both inequalities in [23] Lemma C, that ψ is quasisymmetric (again with constant depending only on I L (γ, γ(0))). Any quasisymmetric function that fixes 0 can be extended to a quasiconformal map in H that fixes iR + (for instance via the Jerison-Kenig extension, [1] Theorem 5.8.1). Denote such an extension again by ψ.
Now let η = f −1 (γ[1/2, 1]) and note that I H (η) ≤ I L (γ, γ(0)) so that η is a K-quasislit, again by Proposition 2.1 in [23] . In other words, there exists a K-quasiconformal selfmap ϕ of H fixing 0 and ∞ such that ϕ(iR + ) = η, where K depends only on the chordal energy of η. The restriction of ϕ to R is a quasisymmetric function. Thus by precomposing ϕ with a K-quasiconformal extension of ϕ −1 that fixes iR + , we can choose ϕ such that ϕ(x) = x for x ∈ R.
Finally, define a quasiconformal homeomorphism of the Riemann sphere that maps the real line to the loop γ as follows: Denote √ . the branch of the square-root that maps the slit plane C \ [0, ∞) to H and consider the function Notice that if I L (γ, γ(0)) = 0, the above proof can be easily modified to prove that γ is a circle (1-quasicircle).
Root-invariance for smooth loops.
We first give a sufficient regularity condition for a loop to have finite energy. Essentially, it is a consequence of Theorem 1.2. In this subsection, β > 1/2 and γ is a C 1,β simple loop.
Notice that the regularity does not depend on the choice of root.
Proof. We first prove that I A (η, η(0)) < ∞ if η : [0, 1] →Ĉ is a C 1,β simple arc. To this end, we extend η by attaching a small piece of straight segment tangentially at η(0), denote the new arc η[−1, 1], and note that it is again a C 1,β arc. From the property of Loewner energy on regular chords that we discussed in Subsection 2.1, we know that
In particular,
). Since we are now dealing with an infinite capacity chord, the mere regularity of the driving function is not sufficient to guarantee the finiteness of the energy. Instead, we apply Corollary 2.3 with a domain obtained from a carefully chosen modification of γ: From the first part,
Similarly
Letγ be the simple loop by completing γ[−1/2, 1/4] with the hyperbolic geodesic connecting γ(−1/2) and γ (1/4) in the complement of Figure 2 ). From the reversibility of the chordal Loewner energy,
Sinceγ differs from γ only on the part of the loop parametrized by [1/4, 1/2], the domain C\γ[0, 3/4] coincides withĈ\γ[0, 3/4] in a neighborhood of the two marked boundary points γ(0) and γ (3/4) . We can apply Corollary 2.3 to show
the Brownian loop measure term is finite, and the excursion kernel term is always finite.
Hence
In particular, any loop formed by concatenating finitely many circular arcs has finite energy if and only if any two adjacent arcs have the same tangent at their common point: Indeed, it is easy to check that such a loop is C 1,1 and any corner with angle different from π has infinite energy (see Section 2.1). Proof. Two distinct points x, y ∈ γ separate γ into two arcs which we denote by γ 1 and γ 2 . The additivity gives
Since I L (γ, x) and I L (γ, y) are finite, it suffices to prove the equality of the arc Loewner energy on the right hand side. We complete γ 1 by another arc γ 3 to form a finite energy loop using Proposition 2.7 (see Figure 2 ), where γ 3 [0, 1] is a finite concatenation of circular arcs: there exists a sequence 0 =
] is an circular arc for every i. This is possible since tangentially concatenated circular arcs form a C 1,1 arc. The above energy decomposition tells us
We know that for every circular arc η[0, 1], the arc energy
, which concludes the proof.
Root-invariance for finite energy loops.
We are now ready to prove the general root-invariance of the loop Loewner energy. We start with the lower-semicontinuity of the loop Loewner energy. Lemma 2.9. Let (γ n : [0, 1] →Ĉ) n≥0 be a family of simple loops such that γ n (k/2) = γ 0 (k/2) for k = 0, 1. If there exists a simple loop γ such that γ n converges uniformly to γ, then lim inf
Proof. Without loss of generality, we assume that
and sup n≥0 I L (γ n , γ n (0)) = B < ∞. For every 0 < ε < 1/4, consider the family of uniformizing conformal maps (ψ n ) n≥0 , where ψ n mapsĈ\γ n [0, ε] to H, sending the two boundary points γ n (ε) and γ n (0) to 0 and ∞, respectively, and the interior point γ n (1/2) = γ(1/2) to a point of modulus 1. Let η n (s) denote the image in H of γ n (s) under ψ n . The curve η n is a chord in H connecting 0 and ∞, parametrized by [ε, 1] . Similarly, we define ψ and η corresponding to γ.
By the definition of loop Loewner energy,
, so that all η n are quasiconformal curves with a fixed constant K depending only on B.
By Carathéodory's theorem, ψ −1 n converges uniformly on compacts of H to ψ −1 . In fact, since the γ n are uniformly locally connected, the convergence of ψ −1 n is uniform (with respect to the spherical metric), by [21] , Cor. II.2.4. It follows that η n , viewed as [ε, 1] parametrized curves, converge uniformly to η on every interval [ε, r] with r < 1. Let W n be the capacity-parametrized driving function of η n . We claim that W n converges uniformly on compacts to the driving function of η. To see this, notice that by [19] the W n are uniformly Hölder-1/2, with constant only depending on B. By Theorem 4.1 and Lemma 4.2 of [16] , every subsequential limit of W n is the driving function of a limit of η n , and the only such limit is the capacity parametrization of η.
From the lower semicontinuity of the Dirichlet energy on driving functions we get lim inf
Next, we will introduce the curves that we will use to approximate a given finite energy loop. They are minimizers of loop energy among all curves that pass through a given collection of points. In Section 4.3 below, we will discuss a generalization to the setting of isotopy classes of curves. Let z = (z 0 , z 1 , z 2 , · · · , z n ) be a finite collection of points inĈ, L (z) be the set of Jordan curves passing through z 0 , z 1 , · · · , z n , z 0 in order. We say that curves in L (z) are compatible with z. Define
In fact, one can easily construct a loop which is a small circular arc in a neighborhood of z 0 , has finite chordal energy, and passes through the other points in order. We will now show that minimizers exist and are weakly C 1,1 . Proof. We first prove the existence. When z has no more than 3 points, a circle passing through all points is a minimizer of the energy. Now assume that z has more than 3 points. Let (γ n ) be a sequence of finite energy loops compatible with z whose energy rooted at z 0 converges to I L (z 0 , {z}). Let A be the supremum of their energies. Then all γ n are K(A)-quasicircles for some constant K ≥ 1 due to Proposition 2.6. Let ϕ n be a K(A)-quasiconformal map such that ϕ n (S 1 ) = γ n and ϕ n (e 2iπk/3 ) = z k for k = 0, 1, 2. We obtain a normal family of quasiconformal maps which converges uniformly on a subsequence to some ϕ. In particular, along this subsequence, γ n converges uniformly to γ = ϕ(S 1 ) viewed as a curve parametrized by S 1 . From Lemma 2.9, we have
To obtain the regularity of γ, notice that γ has the following remarkable property: For i ∈ {0, 1, · · · , n}, z i and z i+1 split γ into two arcs a i,1 and a i,2 , where a i,1 does not contain other points than z i and z i+1 (we set z n+1 = z 0 ). It is not hard to see that a i,1 is the hyperbolic geodesic in the complement of a i,2 : Otherwise we could replace a i,1 by the hyperbolic geodesic, since I L (γ, z 0 ) = I A (a i,2 , z 0 ) + I C a i,2 (a i,1 ) by Corollary 2.1. Thus a i,1 ∪ a i+1,1 is a geodesic pair in the simply connected domain D =Ĉ\(a i,2 ∩ a i+1,2 ) between the two marked boundary points z i and z i+2 and passing through z i+1 , namely a i,1 is the hyperbolic geodesic in D\a i+1,1 between z i and z i+1 , and a i+1,1 is the hyperbolic geodesic in D\a i,1 between z i+1 and z i+2 . Such geodesic pairs have been characterized in [20] , and we know that either a i,1 ∪ a i+1,1 form a logarithmic spiral at z i+1 , or it is the energy minimizing chord in (D, z i , z i+2 ) passing through z i+1 . In [23] , minimizers are identified and by explicit computation, it is not hard to see that their driving function is C 1,1/2 which implies weak C 1,1 trace (see [26] Thm. 5.2). Only the latter case is possible for a minimizing loop γ with constraint z, as the logarithmic spirals have infinite energy as can be seen by using their self-similarity.
To keep this paper self-contained, we outline a proof of the classification of geodesic pairs, and refer to [20] for details: Assume that η 1 and η 2 are two curves in a simply connected domain D, forming a geodesic pair through a point A ∈ D. Let B be the boundary point of D on η 2 . The pair separates D into two domains H + and H − . Let 
is the welding map of η 1 . Indeed, denoting by ϕ + resp. ϕ − the restrictions of ϕ to H + resp. H − , we have
Since the welding determines the curve (up to conformal change of coordinates), it is then not hard to see that we have the following dichotomy:
(1) a = 1 corresponds to the minimal energy curve in D passing through A. See The following corollary is an immediate consequence of Propositions 2.8 and 2.10: Corollary 2.11. If γ minimizes the energy rooted at z 0 among all loops in L (z), then its energy is root-invariant. Therefore it also minimizes the energy rooted at z k for k ∈ {1, · · · , n}, and I L (z k , {z}) = I L (z 0 , {z}). Proof. Let A denote the supremum of such I L (z 0 , {z}). It is obvious that A ≤ I L (γ, γ(0) ). Now we assume that A < ∞.
Let (z n ) n∈N be a sequence of increasing (n + 3)-tuples of points (i.e. a point in z n is also in z n+1 ), such that the union of points in the sequence is a dense subset of γ, z 0 = (γ(0), γ(1/3), γ(2/3)), and the increasing sequence I L (z 0 , {z n }) converges to A.
Let γ n be a minimizer of the energy (independent of the root due to Corollary 2.11) in L (z n ), all of them pass through γ(0), γ(1/3) and γ(2/3). Proposition 2.6 tells us that γ n are all K-quasicircle, where K is independent of n. Let ϕ n be a K-quasiconformal map ofĈ such that γ n = ϕ n (S 1 ) as subsets ofĈ. By pre-composing with a Möbius map, we assume that ϕ n (exp(2iπk/3)) = γ(k/3) for all n ≥ 0 and k = 0, 1, 2. Hence (ϕ n ) n≥0 is a normal family (see e.g. [13] Thm. 2.1), and a subsequence of ϕ n converges uniformly to a K-quasiconformal map ϕ with respect to the spherical metric. The limiting curve γ passes through all points in z n for every n. From the density of points in the union of z n , ϕ(S 1 ) = γ.
From Lemma 2.9, I L (γ, γ(0)) ≤ lim inf n→∞ I L (γ n , γ(0)) = A which concludes the proof.
Proof of Theorem 1.2
In this section we prove Theorem 1.2, which was an important tool in our proof of the root-invariance of the Loewner energy. It also is of independent interest, since it gives the optimal regularity of the driving function of an C 1,β curve in most of the cases, see We denote f n,β the smallest such C. When β = 0, the class C n,0 corresponds to continuous f (n) .
A function f is said to be weakly C n,β if there is C > 0 such that for all δ ≤ 1/2, ω(δ; f (n) ) ≤ Cδ β log(1/δ).
Sometimes we also write C α when α > 1, as in Theorem B above. This stands for C n,β , where n is the largest integer less than or equal to α, and β = α − n. Throughout Section 3, γ is a C 1,β arclength-parametrized simple curve tangentially attached to R + for some β ∈ (0, 1], that is an injective C 1,β function γ : [0, S] → C\R * + , such that γ(0) = 0, γ (0) = −1 and |γ (s)| = 1 for all s ∈ [0, S]. We abbreviate ω(δ, γ ) to ω(δ).
Maps and domains that we use frequently are illustrated in Figure 4 , where 
where t = t(s). Indeed, it suffices to check that f t (η(t)) = 0, and f t (z) = z + O(1) as z → ∞ which is straightforward.
Regarding the global geometry of γ, we assume that there exists R > 0 such that for all s ∈ [0, S] and for all r ≤ R, the intersection of the disc of radius r centered at γ(s) with γ(−∞, S] is connected ( Figure 5 ). Intuitively, this rules out bottle-necks of scale less than R. By taking perhaps a smaller R, we assume that ω(R) ≤ 1/5 and R ≤ 1/2 (so that our bound for ω(δ) applies for all δ ≤ R). Using the compactness of γ[0, S], such R can always be found if γ is C 1 , and we say that γ is R-regular. One of our main tools is the Kellog-Warschawski theorem. Roughly speaking, it states that the conformal parametrization of a smooth Jordan curve (that is, the boundary extension of a conformal map of the disc onto the interior of the curve) has the same regularity as the arc-length parametrization of the curve, see for instance [21] or [7] . We also need to keep track of the C 1,β -norm of the extension, and this norm depends not only on the local regularity of the curve, but also on a global property (roughly speaking, the absence of bottle-necks, which can be quantified for instance by the quasidisc-constant).
To give a precise statement, define the chord-arc constant of a Jordan curve γ as
where denotes length and γ(z, w) is the subarc of γ from z to w (in case of a closed Jordan curve, γ(z, w) is the shorter of the two arcs). Note that the chord-arc constant c 1 (γ(−∞, S]) is bounded in terms of R, S and γ 1,β : If |z − w| is small and (γ(z, w))/|z − w| large, then γ(z, w) ∩ D r (z) cannot be connected for suitable r.
The following quantitative version is a combination of results from [24] ("Zusatz 1 zum Satze 10", inequality (10,16), p. 440, and "Zusatz zu Satz 11", p. 451).
Theorem E. If f is a conformal map of the unit disc D onto the interior domain of a Jordan curve γ, if D, , c 1 , K, ρ and 0 < α < 1 are such that diam γ ≤ D, (γ) ≥ , the chord-arc constant c 1 (γ) ≤ c 1 , dist(f (0), γ) ≥ ρ, and ω(δ, arg γ ) ≤ Kδ α for its arc-length parametrization, then there are constants µ 1 , µ 2 and L depending only on D, , c 1 , K, ρ and α such that
Let us explain the argument in this subsection. The sphere mapping-out function h s is closely related to the conformal map ϕ s , as h s (z) = Ψ • ϕ −1 s ( z − γ(s)). Lemma 3.1 studies the boundary regularity of H s , then Lemma 3.2 applies Theorem E to H s which allows us to compute the angular derivatives of ϕ s at 0 in Proposition 3.3. Since the curve γ is contained in a cone at 0, knowing the angular derivatives is enough to compute the regularity of η which in turn gives us the regularity ofγ (Corollary 3.4 and Corollary 3.5).
We start with some trivial but useful estimates on γ. For every s ∈ [0, S], h > 0,
In particular, if 0 ≤ h ≤ R, then 
where Γ(0) = 0.
Proof. DefineΓ 
is bounded above and away from zero. Since Γ is the arc-length parametrization ofΓ, it easily follows that the modulus of continuity of Γ is bounded in terms of the modulus of continuity ofΓ, ω Γ (r) ≤ CωΓ(Cr). Hence it suffices to prove the claims of the proposition forΓ instead of Γ. If ε > 0 and r > 0,
where f (r) = r/ γ(s − r 2 ) − γ(s). By (2) and the aforementioned comparability of |γ(s − r 2 ) − γ(s)| and r 2 , we obtain
Since γ is a C 1,β curve and δ ≤ 1/2, we have ω(δ) ≤ γ 1,β δ β so that f (r) ≤ C 1 γ 1,β r 2β−1 for r ≤ 1/2.
It follows that
Letting r → 0 we obtain
while for r < 2S and ε < 1/2 we get
Direct computation shows that for r > 2S we have Γ (r + ε) −Γ (r) ≤ C 5 ε, and we deduce that Γ is a C 1,β curve. Proof. The points z 0 := 3i √ S ∈ H s and −z 0 have distance at least √ S from the boundary Γ of H s . The Möbius transformation T 1 (z) = (z − z 0 )/(z + z 0 ) maps Γ to a (closed) Jordan curve σ = T 1 (Γ). We will first show that σ satisfies the assumptions of Theorem E, with constants depending only on R, S and γ 1,β . Since σ is contained in the image under T 1 of the circle of radius √ S centered at −z 0 , a simple calculation shows that the diameter of σ is bounded above by 12. Similarly, the distance dist(0, σ) is bounded below by the inradius 1/5 of the image of the circle of radius √ S centered at z 0 . The length of σ is bounded below since T 1 (∞) = 1 and T 1 (0) = −1 are in σ. We already noted that the chord-arc constant c 1 (γ) is bounded in terms of R, S and γ 1,β . It is an exercise to show that the image under the square-root map of a chord-arc curve from 0 to ∞ is chord-arc with comparable constant, so that c 1 (Γ) is uniformly bounded. It easily follows that c 1 (σ) is bounded as well. Finally, from Lemma 3.1 we know that the regularity of σ is C 1,β away from T 1 (∞) = 1. But from a straightforward computation, we see that σ is also at least C 1,β near 1. Thus T 1 (H s ) is bounded by a C 1,β Jordan curve.
Consider the conformal map f : D → T 1 (H s ) that is normalized by f (0) = 0 and f (1) = 1, and denote p = f −1 (−1). By Theorem E, the derivative of f is bounded above, so that |p−1| is bounded away from zero. Denote T 2 : H → D the Möbius transformation that sends ∞ to 1, 0 to p, and is furthermore normalized by
or −ϕ s is the conformal map from H to H s with the desired normalization, and the regularity claims about ϕ s follow from Theorem E. Now we are ready to compute the angular derivatives of ϕ s at 0. It is not surprising that the highest order that we need to consider is related to the value of β. Heuristically, since the boundary of Γ behaves like a C 1+2β curve at 0 thanks to Lemma 3.1, one expects that ϕ s has angular derivatives up to the order 1 + 2β. The precise statement is the following: Proposition 3.3. There exist L s > 0 and C 1 = C 1 (β, R, S, γ 1,β ), such that for all 0 ≤ |x| ≤ y ≤ 1/2,
where ϕ s is defined in Lemma 3.2. Moreover, if v(r) := Im log(ϕ s (r)) for r ∈ R \ {0}, then we have the explicit expression
Proof. We denote the harmonic extension of v to H also by v. More precisely, for x ∈ R and y > 0, Since ϕ s (r) is bounded away from 0 and ∞, the conformal parametrization of ∂H s is comparable to the arclength parametrization. By Lemma 3.1 and Lemma 3.2, there exists C depending on S, R and γ 1,β , such that
• For β < 1/2, we use the bound of w(r) in the above expressions and obtain for (x, y) with 0 ≤ x ≤ y ≤ 1/2,
where C 1 does not depend on s. Similarly, for the imaginary part,
• In the case β = 1/2, we need to estimate more carefully, since some of the above integrals diverge. Again, for 0 ≤ x ≤ y ≤ 1/2,
For ∂ y u(x + iy), the same bound obtained for β < 1/2 also holds for β < 1, namely
Hence there exists C 1 such that for 0 ≤ x ≤ y ≤ 1/2,
A similar calculation also holds for v, i.e.
|v(x + iy) − v(0)| ≤ C 1 y log(1/y).
• For 1/2 < β < 1, 0 ≤ x ≤ y ≤ 1/2, we have already seen in the above computation that
We define
and obtain
where P is a polynomial of degree 3 with coefficients in R[x, y]. After the usual change of variable r = ty + x, we get
where C 5 and C 6 are universal constants. BothP andQ have degree 6 in the second variable, and degree 3 and 6 respectively in the first variable. Since x/y ∈ [−1, 1], andP (t, r)/Q(t, r)(|t| + 1) 2β can be uniformly bounded for r ∈ [−1, 1] by an integrable function (∝ (1 + t) 2β−3 ), we know that there exists
We have thus obtained the bound (6) . 
is also a C 1,β curve (weak C 1,β curve if β = 1/2). More precisely, its behavior near 0 under arclength parametrization is
Proof. It is obvious that the image of γ[s + ε, S] under h s is a C 1,β curve. We only need to check that the limit of ∂ r h s (γ(s + r)) as r → 0 is in R − , with convergence rate r β or r β log(1/r) if β = 1/2. We use the same notation
as before. Set ψ := ϕ −1 s , we have ψ (z) = 1/ϕ s (ψ(z)). Thus
• For 0 < β < 1/2 and z ∈ ϕ s (∇), from (4) and the boundedness of |ϕ s | we have
By the definition of R 0 , we have Γ r := γ(s + r) − γ(s) ∈ ϕ s (∇) for all r ≤ R 0 with s + r ≤ S. For such r, the estimate (4) yields
since ψ is uniformly bounded. In particular, ∂ r (h s (γ(s + r)))| r=0 = − |ψ (0)| 2 and r → h s (γ(s + r) ) is a C 1,β function. It is easy to see that ∂ r (h s (γ(s + r) )) is bounded away from 0 and ∞, the above estimate suffices to conclude thatγ = h s (γ[s, S]) is also C 1,β when parametrized by arclength. • In the case β = 1/2, the argument for the behavior at h s (γ(s)) is the same by using the bounds
in the above computation of ∂ r (h s (γ(s + r))) − ψ (0) 2 γ (s) . The latter of the two inequalities is obtained from an integration.
We now turn to the case 1/2 < β ≤ 1. Let µ s be the Möbius transform H → H with µ s (0) = 0, µ s (0) = 1 and µ s (0) = L s . 
where R 0 and C 2 depend only on β, R, S and γ 1,β (in particular do not depend on s).
For 1/2 < β < 1 and z ∈ ϕ s (∇),
where |R 1 (z)/z| is uniformly bounded on ϕ s (∇), s ∈ [0, S]; R 2 (z)/z 2β−1 → 0 uniformly as z → 0 in ϕ s (∇), and C > 0 does not depend on s. It yields the angular limit 0 with convergence rate as in Proposition 3.3.
The analysis of the behavior of |γ (r) −γ (0)| near 0 is the same as in Corollary 3.4. But unlike Corollary 3.4, we need to bound in addition the modulus of continuity ofγ on a small neighborhood of 0. To this end, we first estimate the Lipschitz constant of
Now the analysis ofγ is straightforward: write Γ r := γ(s + r) − γ(s) for simplicity,
If 0 < r < r < R,
since Γ r ≥ 4r/5 (see (3)). Now we choose furthermore 0 < R 0 ≤ R such that for all s, the convex hull of {Γ r ; r ≤ R 0 } is contained in ϕ s (∇). Thus for every r, r ≤ R 0 , t ∈ [0, 1], the segment [tΓ r , tΓ r ] is in ϕ s (∇). Hence
where all constants do not depend on s. We also used the fact that |r − r | ≤ |r|, and r β−1 ≤ |r − r | β−1 since 1/2 < β < 1.
The case β = 1 is similar.
3.3. The driving function of the initial bit of the curve. In this subsection we study the driving function of η in a neighborhood of 0. By comparing to an affine line (Corollary 3.7, Lemma 3.8), we deduce that W t is comparable to the real part of η(t) that is again comparable to Im(η(t)) √ t 2β ≈ t β+1/2 (Lemma 3.10). √ t, and the capacity parametrized line (η(t)) t≥0 satisfies
where |B(k)| ≥ 2 and |B(k)| → 2 as θ → 0.
Proof. From the explicit computations in [8] , we have that the Loewner chain η generated by t → k √ t is the ray with argument π/2 − θ(k), where
The capacity parametrization of η is also explicit:
where
exp (i(π/2 − θ(k))) = (2 + O(k 2 )) exp (i(π/2 − θ(k))) .
We see that |B(k)| ≥ 2 and the claimed convergence as k → 0. For every 0 ≤ θ ≤ π/4, we have Proof. Without loss of generality, assume that x ≥ 0. Let l = x 2 + y 2 , T = cap(η), θ = arctan(x/y) and k = k(θ). We know that
and therefore T = l 2 / |B(k)| 2 ≤ l 2 /4. By definition of the driving function,
where we have used θ ≤ π/4. Proof. Recall that the mapping-out function g of η satisfies g(z) = z + o (1) . The hyperbolic geodesic Γ in H\η between z 0 and ∞ is the image of g(z 0 ) + iR under g −1 .
Hence Γ has the vertical asymptote g(z 0 ) + iR. In other words, we can read off g(z 0 ) from the geodesic. Let ∂ − (η) (resp. ∂ + (η)) be the boundary of H\η between z 0 and −∞ (resp. between z 0 and +∞). The complement of Γ ∪ η in H has two connected components, H − (η) and H + (η), whose boundaries contain ∂ − (η) and ∂ + (η) respectively. For z ∈ H, let B z be a Brownian motion starting from z. By the conformal invariance of Brownian motion, z ∈ H − if and only if B z has larger probability of first hitting ∂ − than ∂ + . And z ∈ Γ if and only if these probabilities are equal. It is then not hard to see that for all z ∈Γ \ K, we have z ∈ H − (η), whereΓ is the geodesic in H\η. In fact, the Brownian motion starting from z has equal probability to hit first ∂ − (η) or to hit ∂ + (η). Besides, every sample path hitting ∂ − (η) hits already ∂ − (η), but not ∂ + (η). Hence, if we stop the Brownian motion when it hits η ∪ R, it has probability bigger than 1/2 to hit ∂ − (η).
By comparing asymptotes for Γ andΓ, we haveg(z 0 ) ≤ g(z 0 ). Proof. For every s ∈ [0, S],
To see the other inequality, set (X r , Y r ) = (Re g r (η(t)), Im g r (η(t))) for r ∈ [0, t). By the Loewner differential equation,
We also know that Y t(s) = 0, hence
We conclude that
and t ≥ s/5 follows.
We maintain the notation t = t(s) of Lemma 3.9 for the capacity parametrization of η = √ γ, and γ is a R-regular curve. In terms of the modulus of continuity ω of γ , for all t ≤ R/5, Im η(t) ). Consider the straight line segmentη that passes through η(t) and makes an angle of θ with the vertical line, as shown in Figure 6 . 
The upper bound is similar, and we have |W t | ≤ Cy tan(θ) ≤ (4C/π)θ √ s with C = 16/( √ 3π), where in the last inequality we have used t = t(s), y ≤ √ s and tan(θ) ≤ 4θ/π.
In terms of ω, we first compute the difference between arg(η ) and π/2: arg(η (t)) = Im log(γ (s)/2 γ(s)) = Im log(γ (s)) − Im(log γ(s))/2 = arg(γ (s)) − arg(γ(s))/2.
Hence from (2), |arg(η (t)) − π/2| = |arg(γ (s)) − π − (arg(γ(s)) − π)/2| ≤ 2ω(s).
Since 2ω(R) ≤ 2/5 < π/4, we can apply the above estimate of W to the interval [0, t] with s ≤ R, θ = 2ω(s), and obtain that the driving function W of η satisfies
It suffices to replace c by the maximum of c and c .
3.4. Proof of Theorem 1.2. Now we proceed to the proof of Theorem 1.2. We assume that γ is a C 1,β curve tangentially attached to the positive real line. Without loss of generality, γ is also assumed to be R-regular.
• For 0 < β ≤ 1/2: We would like to compare |W t+r −W t | to r β+1/2 for every t ∈ [0, T ] and every r in a small but uniform neighborhood [0, R 0 ] (as far as it is defined). The constant R 0 is chosen as in Corollary 3.4.
The case t = 0 is already given by the inequality (10) . Fix s ∈ (0, S], t := t(s). The centered mapping out function f s , defined as
maps the curve η[t, T ] to a curveη whose driving function isW r = W t+r − W t , see Figure 4 . Since f s (z) = h s (z 2 ), by Corollary 3.4,γ =η 2 , reparametrized by arclength, is a C 1,β curve: thus for r ≤ R 0 ,
Here R 0 and C 2 depend on β, M, S, γ 1,β , but are uniform in s ∈ [0, S]. By taking a perhaps smaller R 0 , such that the modulus of continuity ofγ at R 0 is less than 1/5, inequality (10) in Lemma 3.10 applies again toW . For r ≤ R 0 /5,
where C depends only on the global parameters of γ and on γ 1,β .
• For β > 1/2: Since we expect that the curve has C 1 driving function, it is natural to compute directly the derivative of W . Actually it is a multiple of L s (defined in Proposition 3.3) which equals to the second derivative at 0 of the uniformizing map µ s (Corollary 3.12). A similar result has been observed in [17] Lemma 6.1 (19) in a more general setting, with higher order of derivatives of W . Here we reproduce a simple proof for the first derivative for the readers' convenience. We first prove a lemma, to see how the driving function changes under a conformal transformation. The proof is standard, the same computation appears also in the study of the conformal restriction property [12] Sec. 5. ν(η(t) ), has driving functionW satisfying
Proof. Let g t andg t denote the mapping-out function of η[0, t] and ν(η[0, t]) respectively, and φ t =g t • ν • g −1 t denote the function that factorizes the diagram (Figure 7 ),]. Note that φ 0 = ν, and defineW t = φ t (W t ). Notice thatη(t) is not capacity-parametrized. In fact, let 2a(t) denote the capacity ofη[0, t]. We have then a (t) = [φ t (W t )] 2 .
It is not hard to see that for any continuous driving function W , the map t → φ (n) t (z) is at least C 1 for all n ≥ 0 and all z ∈ H for which φ t (z) is well-defined (when z ∈ R, this follows from the Schwarz reflection principle). We deduce that r → φ r (W r ) and Figure 7 . The conformal map φ t factorizes the diagram.
r → φ r (W r ) are both continuous as well as any higher order derivatives of φ r evaluated at W r (and differentiable if W is so). From that, it is not hard to see that there exists t 0 , δ > 0, and C > 0, such that for all t ≤ t 0 and |z| ≤ δ, we have |R(z)| ≤ C |z| 3 and |R (z)| ≤ C |z| 2 , where R is defined as
For z ∈ H,
where we have used
For simplicity of notation, we will omit the argument W t in the following computation.
Since W t /t is bounded, the first integral divided by t converges to 0 as t → 0. The second integral divided by t converges to 0 since the integrand converges uniformly to 0 as t → 0, which concludes the proof.
In particular, if W is differentiable at 0, then the derivative with respect to the capacity ofη also exists at 0, and (11) ∂ aW | a=0 = lim Proof. (See Figure 4) We use the notation as in Corollary 3.5 and let ν = µ −1 s . From Corollary 3.5, ν maps a Loewner chain driven by a certain function V toη. This Loewner chain is the square root of a C 1,β curve. By inequality (10) and the same proof as for the case β ≤ 1/2, we have |V t | ≤ Ct β+1/2 for small t, in particularV (0) = 0 as β > 1/2. Recall that the driving function ofη is W h = W t+h − W t . By Lemma 3.11 and equation (11), we have ∂ t+ W t =V (0) − 3ν (0) = 3µ s (0) = 3L s , where we have used ν (0) = 1.
In particularẆ 0 = 0. Notice that the above corollary only deals with the right derivatives of W . In the following lemma, we will see that L is continuous. By elementary analysis, continuous right-derivative implies that W is C 1 , with the actual derivative 3L. See for example [9] Lemma 4.2 for a proof. Notice also that 3L s depends only on γ[0, s], it is then not surprising that it also gives the left derivative of W . Proof. We use the explicit expression for L s . From equation (8) [26] , Theorem 1.2 is sharp in the range β ∈ (0, 1/2) ∪ (1/2, 1). The example in Section 7.2 of [17] shows that the driving function of a C 1,1/2 -curve need not be in C 1 but may only be in C 0,1 . Thus in the case β = 1/2, our theorem is sharp up to the logarithmic term. Similarly, Section 7.2 of [17] provides an example of a C 1,1 − curve whose driving function is C 1,1/2 . We do not know if our result can be improved by removing the term "weakly" in the cases β = 1/2 and β = 1.
The case of higher regularity requires the consideration of higher angular derivatives of the uniformizing map ϕ s at 0. Nevertheless, we believe that the proof of the natural generalization of Theorem 1.2 should be in the same spirit. Since the focus of this paper is on the Loewner energy, we refrain from discussing the converse of Theorem B in full generality.
Finite energy and slow spirals.
Finite energy curves are rectifiable and therefore have tangents on a set of full length and full harmonic measure. However, we sketch an example showing that finite energy loops need not have tangents everywhere: Pick a sequence ε k such that k ε k diverges but k ε 2 k converges, and consider a sequence r k → 0 of scales. By [23] , the chordal energy minimizing curve γ k from 0 to z k = r k e i(π/2+ε k ) in H has energy I k = −8 ln sin(π/2 + ε k ) ∼ 4ε 2 k so that the conformal concatenation Γ k (whose mapping-out function is G k = g k • g k−1 • ... • g 1 and g i is the mapping-out function of γ i ) has uniformly bounded energy. Denote α k the tangent angle of the tip of Γ k . Since G k behaves like the square-root map near the tip of Γ k , given r 1 , r 2 , ..., r k we have α k+1 = α k + 2ε k + o(1) as r k+1 → 0. Thus the sequence r n can be chosen inductively in such a way that α n ≥ α 1 + n−1 1 ε k for all n. Consequently, the limiting curve Γ = ∪ k Γ k has an infinite spiral at its tip and does not possess a tangent there. 4.3. Consequences of Theorem 1.1. Proposition 2.10 and Corollary 2.11 can be generalized as follows: As before, fix a collection of distinct points z = (z 0 , z 1 , z 2 , · · · , z n ) and consider curves γ visiting these points in order. Figure 8 shows two such curves, visiting the same points in the same order, that cannot be continuously deformed into each other while fixing the points and keeping the curves simple. For three distinct points (the case n = 2) there is only one isotopy class, and the minimal energy is 0. For four or more points, there are always countably infinite many classes. The proof of Proposition 2.10 can easily be modified to show that each of these isotopy classes of curves contain at least one loop energy minimizer. More precisely, fix a Jordan curve γ 0 compatible with z, denote L (z, γ 0 ) the set of all Jordan curves γ 1 for which there is a homotopy γ t relative z through homeomorphisms (that is, in addition to the joint continuity of γ t (s), we require that each γ t is a Jordan curve, and that γ t (γ −1 0 (z j )) = z j for all j = 0, 1, ..., n and all 0 ≤ t ≤ 1) and set It seems reasonable to believe that the minimizer in each class is unique. In any case, every minimizer has the property that the arc between consecutive points is a hyperbolic geodesic in the complement of the rest of the loop as in the proof of Proposition 2.10.
