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Abstract. We introduce and analyze two-level and multi-level preconditioners for a family
of Interior Penalty (IP) discontinuous Galerkin (DG) discretizations of second order elliptic
problems with large jumps in the diffusion coefficient. Our approach to IPDG-type methods is
based on a splitting of the DG space into two components that are orthogonal in the energy
inner product naturally induced by the methods. As a result, the methods and their analysis
depend in a crucial way on the diffusion coefficient of the problem. The analysis of the pro-
posed preconditioners is presented for both symmetric and non-symmetric IP schemes; dealing
simultaneously with the jump in the diffusion coefficient and the non-nested character of the
relevant discrete spaces presents extra difficulties in the analysis which precludes a simple ex-
tension of existing results. However, we are able to establish robustness (with respect to the
diffusion coefficient) and nearly-optimality (up to a logarithmic term depending on the mesh
size) for both two-level and BPX-type preconditioners. Following the analysis, we present a
sequence of detailed numerical results which verify the theory and illustrate the performance of
the methods. The paper includes an Appendix with a collection of proofs of several technical
results required for the analysis.
1. Introduction
Let Ω ⊂ IRd be a bounded polygon (for d = 2) or polyhedron (for d = 3) and f ∈ L2(Ω). We
consider the following second order elliptic equation with strongly discontinuous coefficients:{ −∇ · (κ∇u) = f in Ω,
u = 0 on ∂Ω.
(1.1)
The scalar function κ = κ(x) denotes the diffusion coefficient which is assumed to be piecewise
constant with respect to an initial non-overlapping (open) subdomain partition of the domain
Ω, denoted TS = {Ωm}Mm=1, with ∪Mm=1Ωm = Ω and Ωm ∩ Ωn = ∅ for n 6= m. Although the
(polygonal or polyhedral) regions Ωm ,m = 1 . . .M, might have complicated geometry, we will
always assume that there is an initial shape-regular triangulation T0 such that κT = κ(x)|T
is a constant for all T ∈ T0. Problem (1.1) belongs to the class of interface or transmission
problems, which are relevant to many applications such as groundwater flow, electromagnetics
and semiconductor device modeling. The coefficients in these applications might have large
discontinuities across the interfaces between different regions with different material properties.
Finite element discretizations of (1.1) lead to linear systems with badly conditioned stiffness
matrices. The condition numbers of these matrices depend not only on the mesh size, but also
on the largest jump in the coefficients.
Much research has been devoted to developing efficient and robust preconditioners for con-
forming finite element discretizations of (1.1). Nonoverlapping domain decomposition precondi-
tioners, such as Balancing Neumann-Neumann [48], FETI-DP [45] and Bramble-Pasciak-Schatz
Preconditioners [12] have been shown to be robust with respect to coefficient variations and
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mesh size (up to a logarithmic factor), in theory and in practice, but only if special exotic
coarse solvers (such as those based on discrete harmonic extensions [37, 48, 38]) are used (see
also [60]). The construction and use of such exotic coarse spaces is avoided in other multilevel
methods, such as the Bramble-Pasciak-Xu (BPX) or multigrid preconditioners, for which it has
always been observed that when used with conjugate gradient (CG) iteration, result in robust
and efficient algorithms with respect to jumps in the coefficients, independently of the problem
dimension. However, their analysis (based on the standard CG theory) predict a deterioration
in the rate of convergence with respect to both the coefficients and the mesh size, By resorting
to more sophisticated CG theory (see [6, Section 13.2], [7]) which accounts for and exploits
the particular spectral structure of the preconditioned systems1, the authors in [58, 61] show
that standard multilevel and overlapping domain decomposition methods lead to nearly optimal
preconditioners for CG algorithms. (See also [26]). Much less attention has been devoted to non-
conforming approximations. Overlapping preconditioners for the lowest order Crouzeix-Raviart
approximation of (1.1) are found in [52, 51], where the analysis depends on the assumption that
the coefficient κ is quasi-monotone.
In this article, we consider the construction and analysis of preconditioners for the Interior
Penalty (IP) Discontinuous Galerkin (DG) approximation of (1.1). Based on discontinuous finite
element spaces, DG methods can deal robustly with partial differential equations of almost any
kind, as well as with equations whose type changes within the computational domain. They are
naturally suited for multi-physics applications, and for problems with highly varying material
properties, such as (1.1). The design of efficient solvers for DG discretizations has been pursued
only in the last ten years; and, while classical approaches have been successfully extended to
second order elliptic problems, the discontinuous nature of the underlying finite element spaces
has motivated the creation of new techniques to develop solvers. Additive Schwarz methods
(of overlapping and non-overlapping type) are considered and analyzed in [39, 34, 2, 3, 4, 11].
Multigrid methods are studied in [41, 20, 18, 17, 50, 29]. Two-level methods are presented
in [31, 22, 23]. More general multi-level methods based on algebraic techniques are considered
in [47, 46]. However, all the analysis in these works consider only the case of a smoothly or slowly
varying diffusivity coefficient. For problem (1.1), only in [34, 35, 36] have the authors introduced
and analyzed non-overlapping BBDC and FETI-DP domain decomposition preconditioners for
a Nitsche type method where a Symmetric Interior Penalty DG discretization is used (only) on
the skeleton of the subdomain partition, while a standard conforming approximation is used
in the interior of the subdomains. Robustness and quasi-optimality is shown in d = 2 for the
Additive and Hybrid BBDC [35] and FETI-DP [36] preconditioners, even for the case of non-
matching grids. As it happens for conforming discretizations, the construction and analysis of
these preconditioners rely on the use of exotic coarse solvers, which might complicate the actual
implementation of the method.
The goal of this article is to design, and provide a rigorous analysis of, a simple multilevel
solver for the lowest order (i.e. piecewise linear discontinuous) approximation of a family of
Interior Penalty (IPDG) methods. To ease the presentation, we focus on a minor variant of the
classical IP methods, penalizing only the mean value of the jumps: the “weakly penalized” or
IPDG-0 methods (called Type-0 in [10]). Our approach follows the ideas in [10], and it is based
on a splitting of the DG space into two components that are orthogonal in the energy inner
product naturally induced by the IPDG-0 methods.
Roughly speaking, the construction amounts to identifying a “low frequency” space (the
Crouzeix-Raviart elements) and then defining a complementary space. However, a notable
difference takes place in the DG space decomposition introduced for the Laplace equation [24,
1Namely, that there are a few small eigenvalues due to the jump coefficient distribution that have no influence
in the (observed) overall convergence of the iteration
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10]. For problem (1.1), the subspaces depend on the coefficient κ, and this is certainly related
to the splittings used in algebraic multigrid (AMG [15]). With the orthogonal splitting of
the DG space at hand, the solution of problem (1.1) reduces to solving two sub-problems: a
non-conforming approximation to (1.1), and a problem in the complementary space containing
high oscillatory error components. We show the latter subproblem is easy to solve, since it is
spectrally equivalent to its diagonal form, and so CG with a diagonal preconditioner is a uniform
and robust solver.
For the former subproblem, following [58, 61], we develop and analyze (in the standard and
asymptotic convergence regimes) a two-level method and a BPX preconditioner. Nevertheless,
dealing simultaneously with the jump in the coefficient κ and the non-nested character of the
Crouziex-Raviart (CR) spaces presents extra difficulties in the analysis which precludes a simple
extension of [58, 61]. We are able to establish nearly optimal convergence and robustness
(with respect to both the mesh size and the coefficient κ) for the two-level method and for
the BPX preconditioner (up to a logarithmic term depending on the mesh size). The resulting
algorithms involve the use of a solver in the CR space that is reduced to a smoothing step
followed by a conforming solver. Therefore, in particular one can argue that any of the robust
and efficient solvers designed for conforming approximations of problem (1.1) could be used as a
preconditioner here. Finally we mention that, although the two-level and multilevel methods we
propose are based on the piecewise linear IP-0 methods, they could be used as preconditioners
for the solution of the linear systems arising from high order DG methods.
Outline of the paper. The rest of the paper is organized as follows. We introduce the
IPDG-1 and IPDG-0 methods for approximating (1.1) in §2 and revise some of their properties.
The space decomposition of DG finite element space is introduced in §3. Consequences of the
space splitting are described in §4. The two-level and multi-level methods for the Crouzeix-
Raviart approximation of (1.1) are constructed and analyzed in §5. Numerical experiments are
included in §6, to verify the theory and assess the performance and robustness of the proposed
preconditioners. In §7 we briefly comment on how the developed solvers and theory can be
extended for the classical IPDG-1 family. The paper is completed with an Appendix where we
have collected proofs of several technical results required in our analysis.
Throughout the paper we shall use the standard notation for Sobolev spaces and their norms.
We will use the notation x1 . y1, and x2 & y2, whenever there exist constants C1, C2 indepen-
dent of the mesh size h and the coefficient κ or other parameters that x1, x2, y1 and y2 may
depend on, and such that x1 ≤ C1y1 and x2 ≥ C2y2, respectively. We also use the notation
x ' y for C1x ≤ y ≤ C2x.
2. Discontinuous Galerkin Methods
In this section, we introduce the basic notation and describe the DG methods we consider
for approximating the problem (1.1).
Let Th be a shape-regular family of partitions of Ω into d-simplices T (triangles in d = 2
or tetrahedra in d = 3). We denote by hT the diameter of T and we set h = maxT∈Th hT .
We also assume that the decomposition Th is conforming in the sense that it does not contain
hanging nodes and that Th ⊂ T0, with T0 being quasi-uniform initial triangulation that resolves
the coefficient κ. We denote by Eh the set of all edges/faces and by Eoh and E∂h the collection of
all interior and boundary edges/faces, respectively. The space H1(Th) is the set of element-wise
H1 functions, and L2(Eh) refers to the set of functions whose traces on the elements of Eh are
square integrable.
Following [5], we recall the usual DG analysis tools. Let T+ and T− be two neighboring
elements, and let n+, n− be their outward normal unit vectors, respectively (n± = nT±). Let
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ζ± and τ± be the restriction of ζ and τ to T±. We set:
2{{ζ}} = (ζ+ + ζ−), [[ζ]] = ζ+n+ + ζ−n− on e ∈ Eoh,
2{{τ}} = (τ+ + τ−), [[τ ]] = τ+ · n+ + τ− · n− on e ∈ Eoh.
We also define the weighted average, {{·} δ, for any δ = {δe}e∈Eoh with δe ∈ [0, 1] ∀ e:
{{ζ}}δe = δeζ+ + (1− δe)ζ− , {{τ}}δe = δeτ+ + (1− δe)τ− , on e ∈ Eoh . (2.1)
For e ∈ E∂h , we set
[[ζ]] = ζn, {{τ}} = {{τ}}δe = τ on e ∈ E∂h . (2.2)
We will also use the notation
(u,w)Th =
∑
T∈Th
∫
T
uwdx ∀ u,w ∈ L2(Ω), 〈u,w〉Eh =
∑
e∈Eh
∫
e
uwds ∀u,w,∈ L2(Eh).
The DG approximation to the model problem (1.1) can be written as
Find uDGh ∈ V DGh such that ADG(uDGh , w) = (f, w)Th , ∀w ∈ V DGh ,
where V DGh is the piecewise linear discontinuous finite element space, andADG(·, ·) is the bilinear
form defining the method.
In this paper, we focus on a family of weighted Interior Penalty methods (see [54]), with special
attention given to a variant (weakly penalized) of them. The bilinear form defining the classical
family of weighted IP methods [54], here called IP(β)-1 methods, is given by ADG(·, ·) = A(·, ·),
with
A(v, w) = (κ∇hv,∇w)Th − 〈{{κ∇v}}βe , [[w]]〉Eh + θ〈[[v]], {{κ∇w}}βe〉Eh
+ 〈αh−1e κe[[v]], [[w]]〉Eh , ∀ v, w ∈ V DGh .
(2.3)
where θ = −1 gives the SIPG(β)-1 methods; θ = 1 leads to NIPG(β)-1 methods; and θ = 0
gives the IIPG(β)-1 methods. Here, he denotes the (d − 1) dimensional Lebesgue measure of
e ∈ Eh.The penalty parameter α > 0 is set to be a positive constant; and it has to be taken large
enough to ensure coercivity of the corresponding bilinear forms when θ 6= 1. The symmetric
method was first considered in [54] and later in [33, Section 4] for jump coefficient problems
(although there it was written using a slightly different notation and DG was only used in the
skeleton of the partition). It was later extended to advection-diffusion problems in [25] and [30].
We also introduce the corresponding family of IP(β)-0 methods, which use the mid-point
quadrature rule for computing the integrals in the last term in (2.3) above. That is, we set
ADG(·, ·) = A0(·, ·) with
A0(v, w) = (κ∇v,∇w)Th − 〈{{κ∇v}}βe , [[w]]〉Eh + θ〈[[v]], {{κ∇w}}βe〉Eh
+ 〈αh−1e κeP0e ([[v]]), [[w]]〉Eh , ∀ v, w ∈ V DGh ,
(2.4)
where P0e : L2(Eh) 7→ P0(Eh) is the L2-projection onto the piecewise constants on Eh. We
note that this projection satisfies ‖P0e ‖L2(Eh) = 1. In (2.3) and (2.4), for any e ∈ Eoh with
e = ∂T+ ∩ ∂T−, the coefficient κT and the weight βe are defined as follows:
κT = κ|T , βe = κ
−
κ+ + κ−
, where κ± = κ|T± , (2.5)
The coefficient κe as the harmonic mean of κ
+ and κ−:
κe :=
2κ+κ−
κ+ + κ−
. (2.6)
The weight β = {βe}e∈Eoh depends on the coefficient κ and therefore it might vary over all
interior edges/faces (of the subdomain partition T0 resolving the coefficient κ).
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Remark 2.1. We note that one could take κe as min{κ+, κ−}, since both are equivalent:
min {κ+, κ−} ≤ κe = 2κ
+κ−
κ+ + κ−
≤ 2 min {κ+, κ−} ≤ 2κ± . (2.7)
The equivalence relations in (2.7) show that the results on spectral equivalence and uniform
preconditioning given later for (2.3) with κe defined in (2.6) (the harmonic mean) will auto-
matically hold for method (2.3) with κe := min {κ+, κ−}. To fix the notation and simplify the
presentation, we stick to definition (2.6) for κe.
Weighted Residual Formulation. Following [21] we can rewrite the two families of IP meth-
ods in the weighted residual framework: For all v, w ∈ V DGh ,
A(v, w) = (−∇ · (κ∇v), w)Th + 〈[[κ∇v]], {{w}}1−βe〉Eoh + 〈[[v]],B1(w)〉Eh , (2.8)
A0(v, w) = (−∇ · (κ∇v), w)Th + 〈[[κ∇v]], {{w}}1−βe〉Eoh + 〈[[v]],P0e (B1(w))〉Eh , (2.9)
where B1 is defined as:
B1(w) = θ{{κ∇w}}βe + αh−1e κe[[w]], ∀ e ∈ Eh. (2.10)
Throughout the paper both the weighted residual formulation (2.8)-(2.9) and the standard one
(2.3)-(2.4) will be used interchangeably.
We now establish a result that guarantees the spectral equivalence between A(·, ·) and A0(·, ·).
Lemma 2.2. Let A(·, ·) be a bilinear form corresponding to a IP(β)-1 method (2.3) and let
A0(·, ·) be the corresponding IP(β)-0 bilinear form as defined in (2.4). Then there exists a
positive constant c0 = c0(α), depending only on the shape regularity of the mesh and the penalty
parameter α (but independent of the coefficient κ and the mesh size h) such that,
A0(v, v) ≤ A(v, v) ≤ c0(α)A0(v, v) ∀v ∈ V DGh . (2.11)
Proof. The lower bound follows immediately from the fact that the projection P0e is an L2(Eh)-
orthogonal projection and therefore has unit norm. The upper bound would follow if we show∑
e∈Eh
αh−1e κe‖[[v]]‖20,e ≤ C(
∑
T∈Th
κT ‖∇v‖20,T +
∑
e∈Eh
αh−1e κe‖P0e [[v]]‖20,e) ,
which can be proved by arguing exactly as in [10, 19, 8] and taking into account (2.7). 
By virtue of Lemma 2.2, it will be enough throughout the rest of the paper to focus on
the design and analysis of multilevel preconditioners for the IP(β)-0 methods. At least in the
symmetric case, the preconditioners proposed for SIPG(β)-0 will exhibit the same convergence
(asymptotically) when applied to SIPG(β)-1.
Continuity and Coercivity of IP(β)-0 methods. The family of methods (2.4) can be shown
to provide an accurate and robust approximation to the solution of (1.1). We define the energy
norm:
|||v|||2DG0 :=
∑
T∈Th
κT ‖∇v‖20,T +
∑
e∈Eh
κeh
−1
e ‖P0e ([[v]])‖20,e. (2.12)
Then, A0(·, ·) is continuous and coercive in the above norm, with constants independent of the
mesh size h and the coefficient κ:
Continuity: |A0(v, w)| . |||v|||DG0 |||w|||DG0 , ∀ v , w ∈ V DGh , (2.13)
Coercivity: A0(v, v) & |||v|||2DG0 , ∀v ∈ V DG0h . (2.14)
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Although the proof of (2.14) and (2.13) is standard, we sketch it here for completeness. Note
first that for each e ∈ Eoh such that e = ∂T+ ∩ ∂T−, the weighted average {{κ∇v}}βe can be
rewritten as:
{{κ∇v}}βe = βe(κ+(∇v)+) + (1− βe)(κ−(∇v)−)
=
κ−
κ+ + κ−
κ+(∇v)+ + κ
+
κ+ + κ−
κ−(∇v)−
=
κ+κ−
κ+ + κ−
[(∇v)+ + (∇v)−] = κe{{∇v}} . (2.15)
Trace inequality [1], inverse inequality [28] and (2.7) imply the following bounds
he‖{{κ∇v}}βe‖20,e ≤ Ct(κe)2
(
‖∇v‖20,T+∪T− + h2|∇v|21,T+∪T−
)
≤ 2(κe)Ct(1 + C2inv)
(
κ+‖∇v‖20,T+ + κ−‖∇v‖20,T−
)
.
This inequality, combined with Cauchy-Schwarz inequality and (2.7), gives
|〈{{κ∇v}}βe , [[w]]〉Eh | =
∣∣∣∣∣∣
∑
e∈Eh
∫
e
κe{{∇v}}P0e ([[w]])ds
∣∣∣∣∣∣
≤
∑
e∈Eh
1
α
heκe‖{{∇v}}‖20,e
1/2∑
e∈Eh
αh−1e κe‖P0e ([[w]])‖20,e
1/2
≤ 8Ct(1 + C
2
inv)
α
∑
T∈Th
κT ‖∇v‖20,T +
1
4
∑
e∈Eh
αh−1e κe‖P0e ([[w]])‖20,e.
Now (2.13) follows from Cauchy-Schwarz inequality. The inequality (2.14) is proved by setting
w = v in (2.3) and taking into account the above estimate. We have then
A0(v, v) =
∑
T∈Th
κT ‖∇v‖20,T + α
∑
e∈Eh
κeh
−1
e ‖P0e ([[v]])‖20,e − (1− θ)〈{{κ∇v}}βe , [[v]]〉Eh
≥ |||v|||2DG − |1− θ|
∣∣〈{{κ∇u}}βe ,P0e ([[v]])〉Eh∣∣
≥
(
1− 8Ct(1 + C
2
inv)
α
) ∑
T∈Th
κT ‖∇v‖20,T +
4− |1− θ|
4
α
∑
e∈Eh
κeh
−1
e ‖P0e ([[v]])‖20,e ,
and (2.14) follows immediately by taking α ≥ 1 large enough (if θ 6= 1). Moreover, notice that
both constants in (2.13) and (2.14) depend on the shape regularity of the mesh partition but
are independent of the coefficient κ.
Obviously, continuity and coercivity also hold for the IP(β)-1 methods (2.3) if the norm (2.12)
is replaced by
|||v|||2DG :=
∑
T∈Th
κT ‖∇v‖20,T +
∑
e∈Eh
κeh
−1
e ‖[[v]]‖20,e. (2.16)
See [33] or [9] for a detailed proof. For both families of methods, optimal error estimates in
the energy norms (2.12) and (2.16) can be shown, arguing as in [5]. See also [8] for further
discussion on the L2-error analysis of these methods.
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3. Space decomposition of the V DGh space
In this section, we introduce a decomposition of the V DGh -space that will play a key role in
the design of the solvers for the DG discretizations (2.3) and (2.4). In [10, 24], it is shown
that the discontinuous piecewise linear finite element space V DGh admits the decomposition:
V DGh = V
CR
h ⊕Z, where V CRh denotes the standard Crouzeix-Raviart space defined as
V CRh =
{
v ∈ L2(Ω) : v|T ∈ P1(T ) ∀T ∈ Th and P0e ([[v]] · n) = 0 ∀ e ∈ Eoh
}
, (3.1)
and the complementary space Z is a space of piece-wise linear functions with average zero at
the mass centers of the internal edges/faces:
Z = {z ∈ L2(Ω) : z|T ∈ P1(T ) ∀T ∈ Th and P0e ({{v}}) = 0, ∀ e ∈ Eoh} .
In [10], it was shown that this decomposition satisfies A0(v, z) = 0 when κ ≡ 1, for all v ∈ V CRh
and z ∈ Z. We now modify the definition of Z above in order to account for the presence of a
coefficient in the problem (1.1). Let
Zβ =
{
z ∈ L2(Ω) : z|T ∈ P1(T ) ∀T ∈ Th and P0e ({{z}}1−βe) = 0, ∀ e ∈ Eoh
}
, (3.2)
where the weight βe was defined earlier in (2.5). Note that the weight βe depends on the coef-
ficient κ, and, as a consequence, the space Zβ is also coefficient dependent. In what follows, we
shall show that Zβ is a space complementary to V CRh in V DGh and the corresponding decompo-
sition has properties analogous to the properties of the decomposition V DGh = V
CR
h ⊕ Z given
in [10] for the Poisson problem.
For any e ∈ Eh with e ⊂ T ∈ Th, let ϕe,T be the canonical Crouzeix-Raviart basis function on
T , which is defined by
ϕe,T |T ∈ P1(T ), ϕe,T (me′) = δe,e′ ∀e′ ∈ Eh(T ), and ϕe,T (x) = 0 ∀x 6∈ T,
where me is the mass center of e. We will denote by nT and nE the number of simplices and
faces (or edges when d = 2) respectively. We also denote by nBE the number of boundary faces.
Proposition 3.1. For any u ∈ V DGh there exists a unique v ∈ V CRh and a unique zβ ∈ Zβ such
that u = v + zβ , that is
V DGh = V
CR
h ⊕Zβ. (3.3)
Proof. For simplicity, throughout the proof we will set β+ = βe, β
− = (1−βe), and ϕ±e = ϕe,T±
for any e ∈ Eoh with e = ∂T+∩∂T−. We also denote ϕe = ϕe,T for any e ∈ E∂h with e = ∂T ∩∂Ω.
Since the mesh is made of d-simplices
dimV DGh = (d+ 1)nT = 2nE − nBE ,
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and it is also obvious that {ϕ±e }e∈Eoh ∪{ϕe}e∈E∂h form a basis for V
DG
h . Notice that β
+ +β− = 1,
we can therefore express any u ∈ V DGh as
u(x) =
∑
e∈Eoh
u+(me)ϕ
+
e (x) +
∑
e∈Eoh
u−(me)ϕ−e (x) +
∑
e∈E∂h
u(me)ϕe(x)
=
∑
e∈Eoh
(β−u+(me) + β+u−(me))(ϕ+e (x) + ϕ
−
e (x))
+
∑
e∈Eoh
(u+(me)− u−(me))(β+ϕ+e (x)− β−ϕ−e (x)) +
∑
e∈E∂h
u(me)ϕe(x)
=
∑
e∈Eoh
(
1
|e|
∫
e
{{u}}1−βeds
)
(ϕ+e (x) + ϕ
−
e (x))
+
∑
e∈Eoh
(
1
|e|
∫
e
[[u]]n+ds
)
(β+ϕ+e (x)− β−ϕ−e (x)) +
∑
e∈E∂h
(
1
|e|
∫
e
[[u]]nds
)
ϕe(x)
= v(x) + zβ(x).
Then for each e ∈ Eoh, we set
ϕCRe (x) := ϕ
+
e (x) + ϕ
−
e (x), (3.4)
ψze(x) := β
+ϕ+e (x)− β−ϕ−e (x) =
{
β+ϕ+e (x), x ∈ T+
−β−ϕ−e (x), x ∈ T− , (3.5)
and ψze(x) := 0 for all x 6∈ T+∪T−. In the definition (3.5) of ψze(x), we have used ϕ−e (x) = 0 for
x ∈ T+ and ϕ+e (x) = 0 for x ∈ T−. Finally, when e ∈ E∂h with e = ∂T ∩ ∂Ω for some T , we set
ψze(x) = ϕe(x), ∀x ∈ T. (3.6)
It is then straightforward to check that
V CRh = span{ϕCRe }e∈Eoh , and Zβ = span{ψze}e∈Eh .
Hence, for all u ∈ V DGh there exist unique v ∈ V CRh and zβ ∈ Zβ defined by
v =
∑
e∈Eoh
(
1
|e|
∫
e
{{u}}1−βeds
)
ϕCRe (x) ∈ V CRh ,
zβ =
∑
e∈Eh
(
1
|e|
∫
e
[[u]]n+ds
)
ψze(x) ∈ Zβ,
such that u = v + zβ. This shows (3.3) and concludes the proof. 
Remark 3.2. As we pointed out in the introduction, the definition of the subspace Zβ clearly
depends on the coefficient κ, since β depends on κ. Such dependence is often also seen in
algebraic multigrid analysis, where the coarse spaces depend on the operator at hand. They are
in fact explicitly constructed in this way, the aim being to increase robustness of the methods.
In the proof of Proposition 3.1 above, we have introduced the basis in both V CRh and Zβ.
The canonical Crouzeix-Raviart basis functions {ϕCRe }e∈Eoh are continuous at the mass centers
me of the faces e ∈ Eoh. The basis {ψze}e∈Eh in Zβ consists of piecewise P1 functions, which are
discontinuous across the faces in Eh. In fact, for any z ∈ Zβ such that z =
∑
e∈Eh zeψ
z
e with
ze ∈ IR, we have
([[z]]n+)(me′) = ze′ , ∀e′ ∈ Eh.
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To see this, evaluating the jump of z at me′ gives
([[z]]n+)(me′) =
∑
e∈Eh
ze([[ψ
z
e ]]n
+)(me′) = ze′([[ψ
z
e′ ]]n
+)(me′)
=
{
ze′(βe′ − (βe′ − 1)) = ze′ , e′ ∈ Eoh,
ze′ , e
′ ∈ E∂h .
This relation will also be used later to obtain uniform diagonal preconditioners for the restric-
tions of A(·, ·) and A0(·, ·) on Zβ.
Remark 3.3. For mixed boundary value problems, that is, ∂Ω contains both Neumann boundary
ΓN 6= ∅ and Dirichlet boundary ΓD with ∂Ω = ΓD ∪ΓN , the definition of the basis functions on
the boundary faces [see (3.6)] needs to be changed as:
φCRe (x) = ϕe,T (x), e = ∂T ∩ ΓN , for all x ∈ T,
ψze(x) = ϕe,T (x), e = ∂T ∩ ΓD, for all x ∈ T. (3.7)
Thus, in case ΓN 6= ∅ the dimension of V CRh is increased (by adding to it functions that
correspond to degrees of freedom on ΓN ) and the dimension of Zβ is decreased accordingly.
Clearly things balance out correctly: the identity V DGh = V
CR
h ⊕Zβ holds, and also the analysis
carries over with very little modification.
Next lemma is a simple but key observation used in the design of efficient solvers.
Lemma 3.4. Let A0(·, ·) be the bilinear form defined in (2.4). Then,
A0(v, z) = 0 ∀ v ∈ V CRh , ∀ z ∈ Zβ. (3.8)
Furthermore if A0(·, ·) is symmetric (and positive definite) then the decomposition (3.3) is A0-
orthogonal, namely, V CRh ⊥A0 Zβ.
Proof. From the weighted-residual form of A0(·, ·) given in (2.9), for all v ∈ V CRh , and all z ∈ Zβ
we easily obtain
A0(v, z) = (−∇ · (κ∇v), z)Th + 〈[[κ∇v]], {{z}}1−βe〉Eoh + 〈[[v]],P0e (B1(z))〉Eh = 0.
In the equation above, the first term is zero due to the fact that v ∈ V CRh , so v is linear in
each T , and the coefficient κ ∈ P0(T ). Last term vanishes (independently of the choice of θ,
or equivalently the choice of B1(v)), because 〈[[v]],P0e (B1(z))〉Eh = 0, thanks to the definition
(3.1) of V CRh . The second term vanishes from the definition of Zβ (since [[κ∇v]] is constant on
each e ∈ Eoh). Moreover, in the case when A0(·, ·) is symmetric and positive definite we have
that A0(v, z) = A0(z, v), for all v ∈ V CRh and for all z ∈ Zβ. Thus, for the symmetric method
A0(·, ·), the spaces V CRh and Zβ are indeed A0-orthogonal. The proof is complete. 
4. Solvers for IP(β)-0 methods
In this section we show how Proposition 3.1 and Lemma 3.4 can be used in the design and
analysis of uniformly convergent iterative methods for the IP(β)-0 methods. We follow the ideas
and analysis introduced in [10] and point out the differences. We first consider the approximation
to problem (1.1) with ADG(·, ·) = A0(·, ·). To begin, let A0 be the discrete operator defined by
(A0u,w) = A0(u,w) and let A0 be its matrix representation in the new basis (3.4) and (3.5).
We denote by u = [z,v]T , f = [fz, fv]
T the vector representation of the unknown function u and
of the right hand side f , respectively, in this new basis. A simple consequence of Lemma 3.4 is
that the matrix A0 (in this basis) has block lower triangular structure:
A0 =
[
Azz0 0
Avz0 Avv0
]
, (4.1)
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where Azz0 ,Avv0 are the matrix representation of A0 restricted to the subspaces Zβ and V CRh ,
respectively, and Avz0 is the matrix representation of the term that accounts for the coupling
(or non-symmetry) A0(ψz, ϕCR). As remarked earlier, for SIPG(β)-0, the stiffness matrix A0 is
block-diagonal.
Figure 4.1 gives a 2D example, with two squares Ω1 = [−0.5, 0]2 and Ω2 = [0, 0.5]2 inside the
domain Ω = [−1, 1]2. We set the coefficients κ(x) = 1 for all x ∈ Ω1 ∪ Ω2 and κ(x) = 10−3 for
x ∈ Ω \ (Ω1 ∪ Ω2). Figures 4.2 and 4.3 show the sparsity patterns of the IP(β)-0 methods with
Figure 4.1. Computational domain and unstructured mesh.
standard nodal basis and the basis (3.4)-(3.5), respectively.
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Figure 4.2. Non-zero pattern of the matrix representation in the standard
nodal basis of the operators associated with IP(β)-0 methods. From left to
right: SIPG, NIPG and IIPG methods.
Clearly, as in the constant coefficient case, a simple algorithm based on a block version
of forward substitution provides an exact solver for the solution of the linear systems with
coefficient matrix A0. A formal description of this block forward substitution is given as the
next Algorithm.
Algorithm 4.1 (Block Forward Substitution).
1. Find z ∈ Zβ such that A0(z, ψ) = (f, ψ)Th for all ψ ∈ Zβ
2. Find v ∈ V CRh such that A0(v, ϕ) = (f, ϕ)Th −A0(z, ϕ) for all ϕ ∈ V CRh
3. Set u = z + v
The above algorithm requires the solution of A0(·, ·) on Zβ (Step 1. of the algorithm) and
the solution of A0(·, ·) on V CRh (Step 2. of the algorithm). Unlike the situation in [10], due to
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Figure 4.3. Non-zero pattern of the matrix representations according to the
basis splitting (3.3) of the operator associated with IP(β)-0 methods, i.e., A0.
From left to right: SIPG, NIPG and IIPG methods.
the jump coefficient in (1.1), the solution on V CRh is more involved, and therefore we postpone
its discussion and analysis until Section 5. We next discuss the solution on Zβ.
4.1. Solution on Zβ. In this section we describe the main properties of the IP(β)-0 methods
when restricted to the Zβ, which will in turn indicate how the solution of Step 1. of Algorithm
4.1 can be efficiently done.
The first result in this subsection establishes the symmetry of the restrictions of the bilinear
forms of the IP(β)-0 methods to Zβ.
Lemma 4.2. Let A0(·, ·) be the bilinear form of a IP(β)-0 method as defined in (2.4). Then,
the restriction to Zβ of A0(·, ·) is symmetric. Namely, for θ = −1, 0, 1, we have
A0(z, ψ) = A0(ψ, z) ∀ z, ψ ∈ Zβ .
Proof. If θ = −1 there is nothing to prove, since in this case both bilinear forms are symmetric.
Hence we only consider the cases θ = 0 or θ = −1. Integrating by parts and using the fact that
z ∈ Zβ and ψ ∈ Zβ are linear on each element T shows that
0 = (−∇ · (κ∇ψ),∇z)Th = (κ∇ψ,∇z)Th − 〈{{κ∇ψ}}βe , [[z]]〉Eh − 〈[[κ∇ψ]], {{z}}1−βe〉Eoh .
Hence, from the definition (3.2) of the Zβ space, it follows that
(κ∇ψ,∇z)Th = 〈{{κ∇ψ}}βe , [[z]]〉Eh = 〈{{κ∇z}}βe , [[ψ]]〉Eh , ∀ z, ψ ∈ Zβ. (4.2)
Substituting the above identity in the definition of the bilinear form (2.4) then leads to
A0(z, ψ) = θ〈[[z]], {{κ∇ψ}}βe〉Eh + 〈P0e ([[z]]), κe[[ψ]]〉Eh
= θ(κ∇ψ,∇z)Th + 〈P0e ([[ψ]]), κe[[z]]〉Eh = A0(ψ, z).
This shows the symmetry of A0(·, ·) on Zβ, regardless the value of θ. 
We now study the conditioning of the bilinear form A0(·, ·) on Zβ. For all z ∈ Zβ, and for all
φ ∈ Zβ with
z =
∑
e∈Eh
zeψ
z
e ∈ Zβ, and φ =
∑
e∈Eh
φeψ
z
e ∈ Zβ.
we introduce a weighted scalar product (·, ·)∗ : Zβ×Zβ 7→ IR and the corresponding norm ‖ · ‖∗,
defined as follows
(z, φ)∗ :=
∑
e∈Eh
|e|
he
κezeφe , ‖z‖2∗ := (z, z)∗. (4.3)
Observe that the matrix representation (in the basis given in (3.5)) of the above weighted scalar
product is in fact a diagonal matrix. The next result shows that the restriction of A0(·, ·) to Zβ
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is spectrally equivalent to the weighted scalar product (·, ·)∗ defined in (4.3) and therefore its
matrix representation Azz0 is spectrally equivalent to a diagonal matrix.
Lemma 4.3. Let Zβ be the space defined in (3.2). Then, the following estimates hold
‖z‖2∗ . A0(z, z) . ‖z‖2∗ ∀ z ∈ Zβ . (4.4)
Proof. Let us fix z ∈ Zβ, z =
∑
e∈Eh zeψ
z
e . From the definition of P0e ([[z]]), it is immediate to
see that
‖P0e ([[z]])‖20,e = |e|z2e .
Thus, we have that ∑
e∈Eh
κeh
−1
e ‖P0e ([[z]])‖20,e =
∑
e∈Eh
κe
|e|
he
z2e = ‖z‖∗. (4.5)
To show the upper bound in (4.4), we notice that (4.2) together with (2.7) and the standard
trace and inverse inequalities gives∑
T∈Th
κT ‖∇z‖20,T = (κ∇z,∇z)Th = 〈{{κ∇z}}βe , [[z]]〉Eh = 〈κe{{∇z}},P0e ([[z]])〉Eh
.
∑
T∈Th
κT ‖∇z‖20,T
1/2∑
e∈Eh
κe‖h−1/2e P0e ([[z]])‖20,e
1/2 ,
and therefore by (4.5),∑
T∈Th
κT ‖∇z‖20,T .
∑
e∈Eh
κe‖h−1/2e P0e ([[z]])‖20,e = ‖z‖2∗. (4.6)
Since z ∈ Zβ was arbitrary, we have that A0(z, z) . ‖z‖2∗ for all z ∈ Zβ. This proves the upper
bound in (4.4).
To prove the lower bound, we use the coercivity estimate (2.14) for the bilinear form A0(·, ·)
in the energy norm |||·|||2DG0 [see (2.12)]. For all z ∈ Zβ we have
A0(z, z) & |||z|||2DG0 =
∑
T∈Th
κT ‖∇z‖20,T +
∑
e∈Eh
κe‖h−1/2e P0e ([[z]])‖20,e
&
∑
e∈Eh
κe‖h−1/2e P0e ([[z]])‖20,e = ‖z‖2∗ ,
which is the desired bound and gives (4.4). 
Last result guarantees that the linear systems on Zβ can be efficiently solved by preconditioned
CG (PCG) with a diagonal preconditioner. As a corollary of the result in Lemma 4.3, the
number of PCG iterations will be independent of both the mesh size and the variations in the
PDE coefficient.
We end this section by showing that in the particular case of the IIPG(β)-0 method, the
matrix representation of A0(·, ·) restricted to Zβ is in fact a diagonal matrix. (See the rightmost
figure in Fig. 4.3).
Lemma 4.4. Let A0(·, ·) be the bilinear form of the non-symmetric IIPG(β)-0 method (2.4)
with θ = 0. Let {ψze}e∈Eh be the basis for the space Zβ as defined in (3.5). Let Azz0 be the matrix
representation in this basis of the restriction to the subspace Zβ of the operator associated to
A0(·, ·). Then, Azz0 is diagonal.
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Proof. Note that from the definition (2.4) of the method (θ = 0) together with (4.2) we have
A0(z, ψ) = (κ∇z,∇ψ)Th − 〈{{∇z}}βe , [[ψ]]〉Eh + 〈αh−1e κeP0e ([[z]]),P0e ([[ψ]])〉Eh
= 〈αh−1e κeP0e ([[z]]),P0e ([[ψ]])〉Eh , ∀ z, ψ ∈ Zβ . (4.7)
Let {ψze}e∈Eh be the basis functions (3.5). To prove that Azz0 is diagonal it is enough to show
that for the basis functions (3.5), the following relation holds:
A0(ψze , ψze′) = ceδe,e′ , ce 6= 0, ∀ e ∈ Eh , (4.8)
where δe,e′ is the delta function associated with the edge/face e. We now show (4.8). Observe
that the supports of ψze and ψ
z
e′ have empty intersection unless e, e
′ ⊂ T for some T ∈ Th. Let
T ∩ ∂Ω = ∅ be an interior element, then from (4.7) and the mid-point integration rule, we have
A0(ψze , ψze′) = αh−1e
∫
e
κeP0e ([[ψze ]])P0e ([[ψze′ ]])ds = αh−1e κe[2ψze(me)][2ψze′(me)]
= 4αh−1e κeδe,e′ , e, e
′ ⊂ ∂T, e, e′ ∈ Eoh ,
which shows (4.8) for interior edges with ce = 4αh
−1
e κe. For boundary edges/faces the con-
siderations are essentially the same and therefore omitted. The proof is complete since the
relation (4.8) readily implies that the off-diagonal terms of Azz0 are zero. 
5. Robust Preconditioner on V CRh
In this section, we develop efficient and robust (additive) two-level and multilevel precondi-
tioners for the solution of the IP(β)-0 methods in the CR space (cf. Step 2 of algorithm 4.1). We
first review a few preliminaries and tools that will be needed for the convergence analysis. We
then define the two-level preconditioner and provide the convergence analysis. The last part of
the section contains the construction and convergence analysis of the multilevel preconditioner.
From the definition (3.1) of the V CRh space, it follows that the restriction of A0(·, ·) to V CRh
reduces to the classical P1-nonconforming finite element discretization of (1.1):
Find u ∈ V CRh : A0(u,w) = (κ∇u,∇w)Th = (f, w), ∀w ∈ V CRh . (5.1)
We denote ACR0 as the operator induced by (5.1). For the analysis in this section, we will need
the following semi-norms and norms for any v ∈ V CRh :
|v|21,h,κ :=
∑
T∈Th
κT ‖∇v‖20,T , |v|21,h,Ωi :=
∑
T∈Th , T⊆Ωi
‖∇v‖20,T , (5.2)
‖v‖20,κ : =
M∑
i=1
κ
∣∣
Ωi
‖v‖20,Ωi , ‖v‖21,h,κ := ‖v‖20,κ + |v|21,h,κ . (5.3)
Since (5.1) is a symmetric and coercive problem, from the classical theory of PCG we know
that the convergence rates of the iterative method for ACR0 with preconditioner, say B, are
fully determined, in the worst case scenario, by the condition number of the preconditioned
system: K(BACR0 ). However, if the spectrum of BACR0 , σ(BACR0 ) happens to be divided in
two sets: σ(BACR0 ) = σ0(BA
CR
0 ) ∪ σ1(BACR0 ), where σ0(BACR0 ) = {λ1, . . . , λm} contains all of
the very small (often referred to as “bad”) eigenvalues, and the remaining eigenvalues (bounded
above and below) are contained in σ1(BA
CR
0 ) = {λm+1, . . . , λnCR}, that is, λj ∈ [a, b] for
j = m+ 1, . . . , nCR, with nCR = dim(V
CR
h ) = nE −nBE , i.e. the number of interior edges, then
the error at the k-th iteration of the PCG algorithm is bounded by (see e.g. [6, 44, 7]):
‖u− uk‖1,h,κ
‖u− u0‖1,h,κ ≤ 2(K(BA
CR
0 )− 1)m
(√
b/a− 1√
b/a+ 1
)k−m
. (5.4)
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The above estimate indicates that if m is not large (there are only a few very small eigenvalues)
then the asymptotic convergence rate of the resulting PCG method will be dominated by the
factor
√
b/a−1√
b/a+1
, i.e. by
√
b/a where b = λN (BA
CR
0 ) and a = λm+1(BA
CR
0 ). The quantity (b/a)
which determines the asymptotic convergence rate is often called effective condition number.
This is precisely the situation in the case of problems with large jumps in the coefficient κ.
In fact, for a conforming FE approximation to (1.1) it has been observed in [42, 58] that the
spectrum σ(BACR0 ) might contain a few very small eigenvalues, which result in an extremely
large value of K(BACR0 ). Nevertheless, they seem to have very little influence on the efficiency
and overall performance of the PCG method. Therefore, it is natural to study the asymptotic
convergence in this case, which as mentioned above is determined by the effective condition
number :
Definition 5.1. Let V be a real N -dimensional Hilbert space, and A : V → V be a symmetric
positive definite linear operator, with eigenvalues 0 < λ1 ≤ · · · ≤ λN . The m-th effective
condition number of A is defined by
Km(A) := λN (A)
λm+1(A)
.
Below, we will introduce the two-level and multilevel preconditioners, and study in detail
the spectrum of the preconditioned systems. In particular, we gave estimates on both condition
numbers and the effective condition numbers, which indicates the pre-asymptotic and asymptotic
convergence rates in (5.4) of the PCG algorithms.
5.1. Two-level preconditioner for A0(·, ·) on V CRh . In this subsection, we construct a two-
level additive preconditioner, which consists of a standard pointwise smoother (Jacobi, or Gauss-
Seidel) on the nonconforming space V CRh plus a coarse solver on a (possibly coarser) conforming
space V conf
h˜
:= {v ∈ H10 (Ω) : v|T ∈ P1(T ), ∀T ∈ Th˜}. Here, Th˜ refers to a possibly coarser
partition such that T
h˜
⊆ Th; that is for h˜ = h, Th˜ is the same as Th, while for h˜ = H > h
the partitions are nested and Th could be regarded as a refinement of Th˜. Observe that V confh˜
is a proper subspace of V CRh . To define the two-level preconditioner, we consider the following
(overlapping) space decomposition of V CRh :
V CRh = V
CR
h + V
conf
h˜
. (5.5)
On V conf
h˜
we consider the standard conforming P1-approximation to (1.1): Find χ ∈ V conf
h˜
such that
A0(χ, η) = a(χ, η) =
∫
Ω
κ∇χ · ∇ηdx = (f, η), ∀ η ∈ V conf
h˜
. (5.6)
The bilinear form in (5.6) defines a natural “energy” inner product, and induces the following
weighted energy norm:
|χ|21,κ,D :=
∫
D
κ|∇χ|2dx , ∀χ ∈ H1(D), D ⊂ Ω. (5.7)
For simplicity, we write |χ|1,κ = |χ|1,κ,Ω and denote by AC the operator associated to (5.6). We
define the two level preconditioner as:
B : V CRh 7→ V CRh , B := R−1 + (AC)−1QC , (5.8)
where R−1 is the operator corresponding to a Jacobi or symmetric Gauss-Seidel smoother on
V CRh , and Q
C : V CRh 7→ V confh˜ is the standard L
2-projection. We refer to [9] for further details
on the matrix representation of the above preconditioner.
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Next Theorem is the main result of this section, which establishes the convergence for the
two-level preconditioner (5.8).
Theorem 5.2. Let B be the multilevel preconditioner defined in (5.8), and $ = h˜/h be the
ratio of the mesh sizes of T
h˜
and Th. Then, the condition number K(BACR0 ) satisfies:
K(BACR0 ) ≤ C0J (κ)$2 log(2$) , (5.9)
where J (κ) := maxT∈Th κT /minT∈Th κT is what we refer as the jump of the coefficient and
C0 > 0 is a constant independent of the coefficient κ and the mesh size. Moreover, there exists
an integer m0 depending only on the distribution of the coefficient κ such that the m0-th effective
condition number Km0(BACR0 ) satisfies:
Km0(BACR0 ) ≤ C1$2 log(2$) ,
where C1 > 0 is a constant independent of the coefficient and mesh size. Hence, the convergence
rate of the PCG algorithm can be bounded as
|u− uk|1,h,κ
|u− u0|1,h,κ ≤ 2
(
C0J (κ)$2 log(2$)− 1
)m0 (√C1$ log1/2(2$)− 1√
C1$ log
1/2(2$) + 1
)k−m0
. (5.10)
Remark 5.3. We emphasize that for two-level preconditioners, since the ratio $ = h˜/h is a fixed
constant, the effective condition number Km0(BACR0 ) is bounded uniformly with respect to the
coefficient variation and mesh size. Clearly, according to estimate (5.10), the number of (pre-
asymptotic) PCG iterations will depend on the constant m0 (the number of floating subdomains;
see (5.19)). While such a bound could be a large overestimate (depending on the coefficient
distribution), it is sufficient for our purposes. Since m0 is fixed, the asymptotic convergence
rate in (5.10) is bounded uniformly with respect to coefficient variation and mesh size. In short,
while the estimates given here might not be sharp with regard to the pre-asymptotic PCG
convergence, they are asymptotically uniform with respect to the parameters of interest.
We recall the following well known identity [59, Lemma 2.4]:
(B−1v, v) = inf
χ∈V conf
h˜
[R(v − χ, v − χ) + a(χ, χ)] ∀v ∈ V CRh , (5.11)
where R(·, ·) is the bilinear form associated with the smoother defined by R(v, w) := (Rv,w)
for any w, v ∈ V CRh . The proof of Theorem 5.2 amounts to showing a smoothing property for
R(·, ·) and the stability of the decomposition given in (5.5). Next Lemma establishes the former;
the latter is contained in next subsection.
Lemma 5.4. Let R(·, ·) be the bilinear form associated to Jacobi, or symmetric Gauss-Seidel
smoother. Then we have the following estimates
A0(v, v) . R(v, v) and R(v, v) ' h−2‖v‖20,κ , ∀ v ∈ V CRh . (5.12)
Proof. We only need to show this inequality for Jacobi smoother, since the Jacobi and the sym-
metric Gauss-Seidel methods are equivalent for any SPD matrix, see for example [56, Proposi-
tion 6.12] or [63, Lemma 3.3].
For any v ∈ V CRh , we write v =
∑
e∈Eoh veϕ
CR
e where ϕ
CR
e is the basis function with respect
to e ∈ Eoh. Note that for Jacobi smoother, we have
R(v, v) =
∑
e∈Eoh
v2eA0(ϕCRe , ϕCRe ).
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For any e ∈ Eoh, let E(e) := {e′ ∈ Eoh : e′ ⊂ ∂T, T ∈ Th ∂T ⊃ e }. Then, Cauchy-Schwarz
and the arithmetic-geometric inequalities give
A0(v, v) =
∑
e∈Eoh
∑
e′∈E(e)
A0(ϕCRe , ϕCRe′ )veve′
≤
∑
e∈Eoh
∑
e′∈E(e)
√
A0(ϕCRe , ϕCRe )
√
A0(ϕCRe′ , ϕCRe′ )veve′
≤ 1
2
∑
e∈Eoh
∑
e′∈E(e)
[A0(ϕCRe , ϕCRe )v2e +A0(ϕCRe′ , ϕCRe′ )v2e′]
=
∑
e∈Eoh
A0(ϕCRe , ϕCRe )v2e ≤ cs
∑
e∈Eoh
A0(ϕCRe , ϕCRe )v2e = csR(v, v).
The constant cs above only depends on the cardinality #E(e), which is bounded by 5 in 2D and
7 in 3D. This proves the first inequality in (5.12).
Since the mesh is quasi-uniform, for any v =
∑
e veϕ
CR
e ∈ V CRh and T ∈ Th, we have
‖v‖20,κ,T '
∑
e⊂∂T
v2e‖ϕCRe ‖20,κ,T . (5.13)
Now by direct calculation, for any basis function ϕCRe we have
h−2‖ϕCRe ‖20,κ,T ' ‖∇ϕCRe ‖20,κ,T . (5.14)
Therefore, by the equivalence relations (5.13) and (5.14), we get
R(v, v) =
∑
e∈Eoh
v2e‖∇ϕCRe ‖20,κ =
∑
e∈Eoh
v2e‖∇ϕCRe ‖20,κ,T+∪T−
=
∑
T∈Th
∑
e⊂∂T
v2e‖∇ϕCRe ‖20,κ,T '
∑
T∈Th
∑
e⊂∂T
h−2v2e‖ϕCRe ‖20,κ,T
' h−2
∑
T∈Th
‖v‖20,κ,T = h−2‖v‖20,κ ,
which concludes the proof. 
5.2. A stable Decomposition. In this subsection we give a detailed discussion of the sta-
ble decomposition. The main tool is an operator P h˜h : V
CR
h → V confh˜ that satisfies certain
approximation and stability properties, as stated in the next Lemma.
Lemma 5.5. There exists an interpolation operator P h˜h : V
CR
h → V confh˜ that satisfies the fol-
lowing approximation and stability properties:
Approximation: ‖(I − P h˜h )v‖0,κ ≤ Cah˜| log 2h˜/h|1/2‖v‖1,h,κ, ∀ v ∈ V CRh , (5.15)
Stability: |P h˜h v|1,κ ≤ Cs| log 2h˜/h|1/2‖v‖1,h,κ ∀ v ∈ V CRh , (5.16)
with constants Ca and Cs independent of the coefficient κ and mesh size.
A construction of such an operator P h˜h , and proof of the above results, are given in the Appen-
dix A. We would like to point out that the operator P h˜h is not used in the actual implementation
of the preconditioner B, as it is plainly seen from (5.8). However, the operator P h˜h and its
approximation and stability properties play a crucial role in the analysis.
Observe that on the right hand side of (5.15) and (5.16), the bounds are given in terms of the
weighted full H1-norm ‖v‖1,h,κ. In general, one cannot replace the norm ‖v‖1,h,κ by the energy
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norm |v|1,h,κ induced by the bilinear form ah(·, ·). To replace the full norm by the semi-norm,
one might use the Poincare´-Friedrichs inequality for the nonconforming finite element space (cf.
[32, 16]) to get:
‖v‖20,κ ≤
(
max
T∈Th
κT
)∫
Ω
|v|2dx .
(
max
T∈Th
κT
)
|v|21,h .
maxT∈Th κT
minT∈Th κT
|v|21,h,κ.
From the above inequality, we have:
Corollary 5.6. There exists an interpolation operator P h˜h : V
CR
h → V confh˜ satisfying the follow-
ing approximation and stability properties:
‖(I − P h˜h )v‖0,κ . J 1/2(κ)h˜| log(2h˜/h)|1/2|v|1,h,κ , ∀ v ∈ V CRh , (5.17)
|P h˜h v|1,κ . J 1/2(κ)| log(2h˜/h)|1/2|v|1,h,κ , ∀ v ∈ V CRh , (5.18)
where J (κ) = maxT∈Th κT /minT∈Th κT is the jump of the coefficient.
The approximation and stability properties given in Corollary 5.6 depend on the coefficient
variation J (κ). However, by imposing some constraints on the finite element space V CRh , it is
possible to get rid of this dependence obtaining a robust result. Following [55, Definition 4.1]
we introduce the index set of floating subdomains (the subdomains not touching the Dirichlet
boundary):
I := { i : measd−1(∂Ω ∩ ∂Ωi) = 0 } . (5.19)
We then introduce the subspace V˜ CRh ⊂ V CRh :
V˜ CRh :=
{
v ∈ V CRh :
∫
Ωi
vdx = 0 ∀i ∈ I
}
. (5.20)
The key feature of the above subspace is the fact that the Poincare´-Friedrichs inequality for
nonconforming finite elements space (cf. [32, 16]) now holds on each subdomain, which allows
us to replace the full norm ‖v‖1,h,κ by the semi-norm |v|1,h,κ, for any v ∈ V˜ CRh .
We remark that the condition on the zero-average in (5.20), is not essential; other conditions
could be used (see [55]) as long as they allow for the application of a Poincare´-type inequality.
At this point, we would like to emphasize that the dimension of V˜ CRh is related to the number
of floating subdomains and in fact: dim(V˜ CRh ) = dim(V
CR
h ) − m0, where m0 = #I is the
cardinality of I.
By restricting now the action of the operator P h˜h to functions in V˜
CR
h , we have the following
result, as an easy corollary from Lemma 5.5. Its proof follows (as mentioned above) by applying
Poincare´-Friederichs inequality (for nonconforming) on each subdomain.
Corollary 5.7. Let V˜ CRh ⊂ V CRh be the subspace defined in (5.20). Then, there exist an operator
P h˜h : V
CR
h → V confh˜ satisfying
‖(I − P h˜h )v‖0,κ . h˜| log(2h˜/h)|1/2|v|1,h,κ , ∀ v ∈ V CRh , (5.21)
|P h˜h v|1,κ . | log(2h˜/h)|1/2|v|1,h,κ , ∀ v ∈ V CRh . (5.22)
With the aid of the results from Corollary 5.6 and Corollary 5.7, we can finally show the
stability of the decomposition (5.5).
Lemma 5.8. For any v ∈ V CRh , let χ = P h˜h (v) ∈ V confh˜ , then the following stable decomposition
property holds:
R(v − χ, v − χ) + a(χ, χ) . J (κ)(h˜/h)2| log 2h˜/h||v|21,h,κ . (5.23)
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In particular, for any v ∈ V˜ CRh we have
R(v − χ, v − χ) + a(χ, χ) . (h˜/h)2| log 2h˜/h||v|21,h,κ . (5.24)
Proof. Below, we give a proof (5.24). Given any v ∈ V˜ CRh , let χ ∈ V confh˜ be defined as χ := P
h˜
h v.
By the approximation property (5.21) of P h˜h given in Corollary 5.7, we have
R(v − χ, v − χ) . h−2‖v − χ‖20,κ = h−2‖v − P h˜h v‖20,κ . (h˜/h)2| log 2h˜/h||v|21,h,κ,
where in the first inequality, we have used (5.12) from Lemma 5.4. For the second term, the
stability (5.22) of P h˜h from Corollary 5.7 gives,
a(χ, χ) = |P h˜h v|21,κ . | log 2h˜/h||v|21,h,κ.
The proof of (5.24) is complete. The proof of (5.23) is essentially the same but using Corol-
lary 5.6 instead of Corollary 5.7. 
We have now all ingredients to complete the proof of Theorem 5.2.
Proof of Theorem 5.2. To estimate the maximum eigenvalue of BACR0 , let χ ∈ V confh˜ and v ∈
V CRh be arbitrary. We set v0 = (v−χ), and so v = v0 +χ. The Cauchy-Schwarz inequality and
Lemma 5.4 yield
A0(v, v) = A0(v0 + χ, v0 + χ) ≤ 2(A0(v0, v0) +A0(χ, χ)) ≤ c1 (R(v0, v0) + a(χ, χ)) ,
where c1 = 2 max{cs, 1}, with cs (defined in the proof of Lemma 5.4), is a constant independent
of κ and mesh size. Using the identity (5.11) and the fact that χ ∈ V conf
h˜
is arbitrary, we have
A0(v, v) ≤ c1(B−1v, v), ∀v ∈ V CRh .
Hence,
λmax(BA
CR
0 ) = max
v∈V CRh
A0(v, v)
(B−1v, v)
= max
v∈V CRh
(B−1BACR0 v, v)
(B−1v, v)
≤ c1,
which is uniformly bounded, independently of the coefficient and the mesh size.
Let $ = h˜/h be the ratio of the mesh sizes. For the lower bounds of λmin and λm0+1,
Lemma 5.8 with χ = P h˜h v together with (5.11) give
(B−1v, v) ≤ R(v − χ, v − χ) + |χ|21,κ . J (κ)$2| log 2$|A0(v, v), ∀v ∈ V CRh ,
(B−1v, v) ≤ R(v − χ, v − χ) + |χ|21,κ . $2| log 2$|A0(v, v), ∀v ∈ V˜ CRh .
The first inequality implies that
λmin(BA
CR
0 ) = min
v∈V CRh
A0(v, v)
(B−1v, v)
& 1J (κ)$2| log 2$| .
The second inequality, together with the fact that dim(V˜ CRh ) = dim(V
CR
h ) − m0 and the
minimax principle [40, Theorem 8.1.2]) gives
λm0+1(BA
CR
0 ) ≥ min
v∈V˜ CRh
A0(v, v)
(B−1v, v)
& 1
$2| log 2$| .
Therefore, the condition number K(BACR0 ) and the effective condition Km0(BACR0 ) can be
respectively bounded by
K(BACR0 ) ≤ C0J (κ)$2| log 2$|, and Km0(BACR0 ) ≤ C1$2| log 2$|,
with C0 and C1, constants independent of the coefficient and mesh size. The inequality (5.10)
then follows directly from (5.4). 
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5.3. Multilevel Preconditioner for A0(·, ·) on V CRh . We now introduce a multilevel pre-
conditioner, using the two-level theory developed before. The idea is to replace [AC ]−1 in (5.8)
with a spectrally equivalent operator BC : V conf
h˜
7→ V conf
h˜
, which corresponds to the additive
BPX preconditioner (see e.g. [13, 57]).
Given a sequence of quasi-uniform triangulations Tj for j = 0, 1, · · · , J , we denote by Wj =
V confhj (j = 0, 1, · · · , J) and consider the family of nested conforming spaces (defined w.r.t. the
family of partitions {Tj}Jj=0):
W0 ⊂W1 ⊂ · · · ⊂WJ .
Here, we assume that the coarsest triangulation T0 resolves the jump in the coefficient, and
without loss of generality, we also assume that hj ' 2−j (j = 0, · · · , J) and h = hJ . The space
decomposition that we use to define the multilevel BPX preconditioner is:
V CRh = V
CR
h +
J∑
j=0
Wj =
J+1∑
j=0
Wj , (5.25)
where we have denoted WJ+1 = V
CR
h . For j = 0, · · · , J we denote by ACj the operator corre-
sponding to the restriction of a(·, ·) to Wj , namely
(ACj vj , wj) = a(vj , wj), ∀vj ∈Wj , ∀wj ∈Wj .
The operator form of the multilevel preconditioner then reads:
BML : V
CR
h 7→ V CRh , BML := [AC0 ]−1QC0 +
J+1∑
j=1
R−1j Qj . (5.26)
Here, Qj : V
CR
h 7→ Wj is the L2-orthogonal projection on Wj for j = 0, . . . , J and we set
QJ+1 = I. We use an exact solver on the coarsest grid. With this notation in hand, one can
prove that
(B−1MLv, v) = inf∑J+1
j=0 wj=v
a(w0, w0) + J+1∑
j=1
Rj(wj , wj)
 . (5.27)
Here Rj(·, ·), j = 1, . . . , (J+1) correspond to Jacobi or symmetric Gauss-Seidel smoothers, and
the proof of (5.27) is similar to (5.11) for the two-level case.
Next two results will be used in our convergence analysis.
Lemma 5.9 ([58, Lemma 4.2]). Let Rj(·, ·) be the Jacobi or the symmetric Gauss-Siedel
smoother for the solution of the discretization (5.6) on Wj space (∀j = 1, · · · , J). Then,
a(w,w) . Rj(w,w) . h−2j ‖w‖20,κ ∀w ∈Wj .
We also need the following strengthened Cauchy Schwarz inequality.
Lemma 5.10 (Strengthened Cauchy Schwarz, cf. [57, Lemma 6.2]). For j = 1, · · · , J − 1 and
j < l ≤ J , there exists a constant γ ∈ (0, 1) such that
a(wl, wj) . γl−j(h−1l ‖wl‖0,κ)(h−1j ‖wj‖0,κ), ∀wl ∈Wl, wj ∈Wj . (5.28)
The main result of this section is the following:
Theorem 5.11. Let BML be the multilevel preconditioner defined in (5.26). Then, the condition
number K(BMLACR0 ) satisfies:
K(BMLACR0 ) ≤ C0J (κ)J2 ,
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where J is the number of levels, and J (κ) := maxT∈Th κT /minT∈Th κT is the jump of the
coefficient. Moreover, there exists an integer m0 depending only on the distribution of the
coefficient κ such that the m0-th effective condition number Km0(BMLACR0 ) satisfies:
Km0(BMLACR0 ) ≤ C1J2 ,
where the constants C0, C1 > 0 are independent of the coefficients and mesh size. Hence, the
convergence rate of the PCG algorithm can be bounded as
|u− uk|1,h,κ
|u− u0|1,h,κ ≤ 2(C0J (κ)J
2 − 1)m0
(√
C1J − 1√
C1J + 1
)k−m0
. (5.29)
Proof. We first give a bound on λmax(BMLA
CR
0 ). Let v ∈ WJ+1 = V CRh be arbitrary, and let
{wj}J+1j=0 be any decomposition of v, namely v =
∑J+1
j=0 wj , with wj ∈ Wj . By the Cauchy-
Schwarz inequality, we have
A0(v, v) = A0
J+1∑
j=0
wj ,
J+1∑
j=0
wj
 ≤ 3
a(w0, w0) + J∑
i=1
J∑
j=1
a (wi, wj) +A0(wJ+1, wJ+1)
 .
By Lemma 5.9, the strengthened Cauchy-Schwarz inequality (Lemma 5.10), and the smoothing
property of RJ+1(·, ·) (5.12), we get:
A0(v, v) . a(w0, w0) +
J∑
i=1
J∑
j=1
γ|i−j|
(
h−1i ‖wi‖0,κ
) (
h−1j ‖wj‖0,κ
)
+RJ+1(wJ+1, wJ+1)
.
a(w0, w0) + J∑
j=1
Rj(wj , wj) +R(wJ+1, wJ+1)
 ,
where in the second inequality, we used the fact that the spectral radius of the matrix (γ|i−j|)J×J
is uniformly bounded by (1 − γ)−1. Since the decomposition of v was arbitrary, taking the
infimum above over all such decompositions and using the identity (5.27) then gives
A0(v, v) . (B−1MLv, v), ∀v ∈ V CRh ,
which shows that λmax(BMLA
CR
0 ) . 1.
Similar to the proof of Theorem 5.2, the estimates on the lower bound for λmin and λm0
rely on the stability of the decomposition. For this purpose, we make use of the interpolation
operator and its properties introduced in §5.2. To simplify the notation, we set Pj := P hjh :
V˜ CRh −→ Wj , for j = 0, . . . , J , and set PJ+1 = I and P−1 = 0. Given any v ∈ V CRh , we define
the decomposition of v as
v = PJ+1v =
J+1∑
j=0
(Pj − Pj−1)v =
J+1∑
j=0
wj , where wj = (Pj − Pj−1)v.
Clearly, wj ∈ Wj for j = 1, · · · , (J + 1) and w0 = P0v ∈ W0. Triangle inequality and the
smoothing properties of Rj (j = 1, · · · , J + 1) from Lemma 5.9 and Lemma 5.4, give
a(w0, w0) +
J+1∑
j=1
Rj(wj , wj) . |P0v|21,κ +
J+1∑
j=1
h−2j ‖(Pj − Pj−1)v‖20,κ
. |P0v|21,κ +
J∑
j=0
h−2j ‖v − Pjv‖20,κ. (5.30)
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Using in (5.30), the approximation property (5.17) of Pj (j = 0, · · · , J) and the stability property
(5.18) of P0 given in Corollary 5.6, we obtain
(B−1MLv, v) ≤ a(w0, w0) +
J+1∑
j=1
Rj(wj , wj)
. J (κ)
 J∑
j=0
| log hj |
 |v|21,h,κ . J (κ)J2A0(v, v), ∀v ∈ V CRh .
This gives the estimate on minimal eigenvalue of BMLA
CR
0 as
λmin(BMLA
CR
0 ) & 1/
(J (κ)J2) .
Similarly, if we use Corollary 5.7 in (5.30), we obtain
(B−1MLv, v) . J2A0(v, v), ∀v ∈ V˜ CRh .
Therefore, λm0+1(B
−1
MLA
CR
0 ) & 1/J2 by the minimax principle and the result follows. 
Remark 5.12. Similar results hold also for the multiplicative multilevel methods such as the
V -cycle. These results can be derived from estimates comparing multiplicative and additive
preconditioners given in [43, Theorem 4] or [27, Theorem 4.2]. We refer to [62] for a detailed
analysis and numerical justification.
6. Numerical Experiments
We consider the model problem (1.1) in the square Ω = [−1, 1]2 with coefficients:
κ(x) =
{
1.0, ∀x ∈ [−0.5, 0]2 ∪ [0, 0.5]2,
, elsewhere.
In all of the following experiments,  varies from 10−5 up to 105, covering a wide range of
variations of the coefficients. The set of experiments is carried out on a family of structured
triangulations; we consider uniform refinement with a structured initial triangulation on level 0
with 32 elements and mesh size h = 2−1. This initial mesh resolves the jump in the coefficients.
Each refined triangulation is then obtained by subdividing each element of the previous level
into four congruent elements. The number of degrees of freedom N` in the DG discretizations
on each level satisfies N` = 4
`N0 for ` = 0, 1, 2, 3, 4 with N0 = 96. We consider the IP(β)-0
method (2.4) with penalty parameter α = 8.
We use the basis (3.4)-(3.5) for the computations. To solve the resulting linear systems we
use Algorithm 4.1. Due to the block structure(4.1) of A0 (matrix representation of A0 in the
basis (3.4)-(3.5)) we only need to numerically verify the effectiveness of the solvers for each
block; Avv0 and Azz0 . Recall that for any choice of θ = 0,±1, the block Avv0 is the same (since
it is the stiffness matrix of the Crouzeix-Raviart discretization (5.1)), while the block Azz0 is
different for different values of θ, but it is always an SPD matrix. To solve each of these smaller
systems we use the preconditioned CG, for which we have set the tolerance to TOL=10−7 for the
stopping criteria based on the residual; namely, if r0 is the initial residual and r
k is the residual
at iteration k, the PCG iteration process is terminated at iteration k if ‖rk‖`2/‖r0‖`2 < 10−7.
The experiments were carried out on an IMAC (OS X) with 2.93 GHz Intel Core i7, and 8 GB
1333 MHz DDR3.
The systems corresponding to Azz0 are solved by a PCG algorithm using its diagonal Dz as
a preconditioner. The estimated condition numbers of D−1z Azz0 for SIPG(β)-0 are reported in
Table 6.1. Observe that the condition numbers of D−1z Azz0 are uniformly bounded and close to
1, which confirms the result established in Lemma 4.3; i.e., that Azz0 is spectrally equivalent to
its diagonal. Similar results, although not reported here, were found for the NIPG(β)-0 and
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
levels h 10−5 10−3 10−1 1 101 103 105
0 2−1 1.73 (14) 1.73 (12) 1.73 1.73 (9) 1.72 (10) 1.73 (12) 1.73 (13)
1 2−2 1.72 (15) 1.72 (13) 1.72 1.72 (10) 1.72 (10) 1.72 (12) 1.72 (14)
2 2−3 1.72 (15) 1.72 (13) 1.72 1.71 (10) 1.7 (10) 1.71 (12) 1.72 (15)
3 2−4 1.72 (15) 1.72 (12) 1.71 1.71 (10) 1.69 (10) 1.69 (12) 1.69 (16)
Table 6.1. Estimated condition numbers K(D−1z Azz0 ) (number of PCG itera-
tions) for the block Azz0 in SIPG(β)-0 discretization.
IIPG(β)-0 methods. The system Avv0 arising from the restriction of A0(·, ·) to the Crouzeix-
Raviart space is solved by a PCG algorithm with the two-level preconditioners defined in (5.8),
for which we use 5 symmetric Gauss-Seidel iterations as smoother.
Figure 6.1 shows the spectrum of the preconditioned system for  = 10−5 and the mesh size
h = 2−5. In this example, we have taken h˜ = h, so T
h˜
= Th. Note that there is only one (very
0 5 10 15 20 25 30
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Figure 6.1. Eigenvalue distribution of BAvv0 for  = 10−5 and h = 2−5.
small) eigenvalue close to zero (which may be related to the fact that there are only 2 different
values for the coefficients). In Table 6.2 we report the estimated condition number K(BAvv0 ) and
the effective condition number (denoted by K1(BAvv0 )). Observe that the estimated condition
number K(BAvv0 ) deteriorates with respect to the magnitude of the jump in the coefficient. In
contrast, the effective condition number K1(BAvv0 ) is uniformly bounded with respect to both
the mesh size and the jump of coefficient, as predicted by Theorem 5.2.
For comparison, we also present the results obtained with different choices of coarse grid
h˜ = 2h, 4h, reported in Tables 6.3 -6.4. As we can see from these two tables, the effective
condition number is uniformly bounded with respect to the coefficient and mesh size. However,
comparing to the results in Table 6.2, it seems that the effective condition numbers get larger
when we use a coarser grid. These observations coincide with the conclusion in Theorem 5.2.
We now present the results corresponding to the multilevel preconditioners as defined in
(5.26). In Table 6.5 we report the estimated condition number K(BAvv0 ) and the effective
condition number (denoted by K1(BAvv0 )) for the BPX. Also for the BPX, we use 5 symmetric
Gauss-Siedel iterations as a smoother. Observe that the estimated condition number K(BAvv0 )
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
levels 0 1 2 3 4
h 2−1 2−2 2−3 2−4 2−5
10−5 K(BA
vv
0 ) 3e+4 (12) 3.31e+4 (19) 2.77e+4 (22) 2.37e+4 (21) 2.08e+4 (21)
K1(BAvv0 ) 4.52 3.37 2.95 2.78 2.71
10−3 K(BA
vv
0 ) 301 (11) 333 (15) 280 (18) 240 (18) 211 (18)
K1(BAvv0 ) 4.48 3.36 2.95 2.77 2.71
10−1 K(BA
vv
0 ) 4.42 (10) 5.22 (13) 4.91 (14) 4.7 (14) 4.59 (14)
K1(BAvv0 ) 2.97 2.89 2.69 2.6 2.57
1
K(BAvv0 ) 2.16 (8) 2.25 (11) 2.29 (12) 2.3 (12) 2.33 (12)
K1(BAvv0 ) 2.06 2.16 2.21 2.19 2.18
101
K(BAvv0 ) 2.33 (9) 3.16 (12) 3.58 (13) 3.8 (14) 3.95 (14)
K1(BAvv0 ) 2.3 2.63 2.66 2.62 2.61
103
K(BAvv0 ) 2.54 (9) 4.12 (13) 5.37 (14) 6.56 (15) 7.79 (16)
K1(BAvv0 ) 2.4 2.82 2.85 2.8 2.78
105
K(BAvv0 ) 2.55 (9) 4.13 (13) 5.41 (15) 6.62 (16) 7.89 (17)
K1(BAvv0 ) 2.4 2.83 2.85 2.8 2.78
Table 6.2. Two level preconditioner for Avv0 on V CRh with h˜ = h.

levels 0 1 2 3 4
h 2−1 2−2 2−3 2−4 2−5
10−5 K(BA
vv
0 ) X 4.92e+4 (18) 4.28e+4 (24) 3.66e+4 (26) 3.21e+4 (27)
K1(BAvv0 ) X 4.27 3.61 3.38 3.33
10−3 K(BA
vv
0 ) X 494 (16) 431 (21) 370 (21) 325 (21)
K1(BAvv0 ) X 4.26 3.61 3.38 3.34
10−1 K(BA
vv
0 ) X 7.14 (14) 6.69 (16) 6.35 (16) 6.19 (16)
K1(BAvv0 ) X 3.46 3.27 3.2 3.19
1
K(BAvv0 ) X 2.63 (11) 2.75 (13) 2.91 (14) 2.97 (14)
K1(BAvv0 ) X 2.32 2.61 2.63 2.61
101
K(BAvv0 ) X 3.74 (13) 4.3 (15) 4.48 (16) 4.67 (16)
K1(BAvv0 ) X 3.33 3.38 3.32 3.29
103
K(BAvv0 ) X 4.93 (14) 6.59 (16) 8.02 (18) 9.55 (18)
K1(BAvv0 ) X 3.64 3.65 3.56 3.49
105
K(BAvv0 ) X 4.95 (14) 6.63 (16) 8.02 (18) 9.66 (19)
K1(BAvv0 ) X 3.65 3.65 3.53 3.49
Table 6.3. Two level preconditioner for Avv0 on V CRh with h˜ = 2h.
deteriorates with respect to the magnitude of the jump in coefficient. On the other hand, the
effective condition number K1(BAvv0 ) is nearly uniformly bounded with respect to both the mesh
size and the jump of the coefficient, as predicted by Theorem 5.11. Moreover, we also observe
that the effective condition numbers grow linearly with respect to the number of levels, which
is better than the quadratic growth in Theorem 5.11. This issue will be further investigated in
the future.
7. Solvers for IP(β)-1 Methods
We now briefly discuss how the preconditioners developed here for the IP(β)-0 can be used
or extended for preconditioning the IP(β)-1 methods (2.3). We follow [10].
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
levels 0 1 2 3 4
h 2−1 2−2 2−3 2−4 2−5
10−5 K(BA
vv
0 ) X X 7.89e+4 (31) 7.29e+4 (34) 6.41e+4 (35)
K1(BAvv0 ) X X 6.58 5.99 5.97
10−3 K(BA
vv
0 ) X X 793 (25) 733 (28) 646 (29)
K1(BAvv0 ) X X 6.57 5.99 5.97
10−1 K(BA
vv
0 ) X X 12.2 (20) 11.6 (22) 11.4 (22)
K1(BAvv0 ) X X 5.58 5.69 5.76
1
K(BAvv0 ) X X 4.73 (17) 5.22 (19) 5.32 (19)
K1(BAvv0 ) X X 3.99 4.75 4.8
101
K(BAvv0 ) X X 7.55 (19) 6.84 (21) 6.97 (22)
K1(BAvv0 ) X X 6.34 5.63 5.95
103
K(BAvv0 ) X X 11.2 (20) 12.2 (23) 14.6 (25)
K1(BAvv0 ) X X 6.99 6.11 6.39
105
K(BAvv0 ) X X 11.3 (20) 12.3 (23) 14.9 (26)
K1(BAvv0 ) X X 7 6.12 6.4
Table 6.4. Two level preconditioner for Avv0 on V CRh with h˜ = 4h.

levels 0 1 2 3 4
h 2−1 2−2 2−3 2−4 2−5
10−5 K(BA
vv
0 ) 3e+4 (12) 5.03e+4 (27) 6.77e+4 (33) 8.64e+4 (37) 1.06e+5 (42)
K1(BAvv0 ) 4.52 5.69 6.81 7.9 9.03
10−3 K(BA
vv
0 ) 301 (11) 506 (22) 680 (27) 868 (31) 1.06e+03 (35)
K1(BAvv0 ) 4.49 5.65 6.78 7.86 8.98
10−1 K(BA
vv
0 ) 4.42 (10) 7.5 (16) 9.92 (20) 12.5 (24) 15.1 (26)
K1(BAvv0 ) 2.97 4.22 5.28 6.3 7.41
1
K(BAvv0 ) 2.16 (8) 3.32 (13) 4.45 (17) 5.61 (20) 6.67 (22)
K1(BAvv0 ) 2.07 3.17 4.25 5.23 6.24
101
K(BAvv0 ) 2.33 (9) 4.58 (14) 6.69 (19) 8.75 (22) 11 (26)
K1(BAvv0 ) 2.3 3.84 5.06 6.19 7.31
103
K(BAvv0 ) 2.54 (9) 5.92 (16) 10.1 (21) 15.6 (25) 23 (29)
K1(BAvv0 ) 2.4 4.11 5.42 6.62 7.81
105
K(BAvv0 ) 2.55 (9) 5.94 (16) 10.2 (21) 15.7 (25) 23.3 (29)
K1(BAvv0 ) 2.4 4.11 5.43 6.62 7.81
Table 6.5. PCG with BPX (additive) preconditioner for solving on V CRh .
7.1. Solvers for the SIPG(β)-1 method. From the spectral equivalence given in Lemma
2.2, it follows that any of the preconditioners designed for A0(·, ·) result in an efficient solver for
A(·, ·). Motivated by the block diagonal form of A0 (cf. (4.1)), we use the decomposition (3.3)
and define the following block-Jacobi preconditioner:
Block-Jacobi: BDG1 := [R
z]−1 + B˜QCR , (7.1)
where Rz denotes the operator corresponding to the diagonal of A(·, ·) restricted to Zβ and
B˜ refers to the corresponding multilevel preconditioner for the symmetric SIPG(β)-1 method
(i.e., including the jump-jump term). The next result is a simple consequence of Theorem 5.11
(focusing only on the asymptotic result) together with Lemma 2.2.
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Theorem 7.1. Let BDG be the preconditioner defined through (7.1). Let m0 be the number of
floating subdomains. Then, the following estimate holds for the effective condition Km0(BDGA):
Km0(BDGA) ≤ CJ2 .
The constant C > 0 above is independent of the variation in the coefficients and mesh size.
In Table 7.1 are given the estimated condition numbers of K(BDG1 A) together with the es-
timated effective condition numbers K1(BDG1 A), and the number of PCG iterations required
for convergence. As can be seen from these two tables, K(BDG1 A) deteriorate rapidly when 

levels 0 1 2 3
h 2−1 2−2 2−3 2−4
10−5 K(B
DG
1 A) 2.85e+4 (44) 3.37e+4 (44) 3.1e+4 (46) 2.85e+4 (46)
K1(BDG1 A) 6.27 6.33 6.45 6.49
10−3 K(B
DG
1 A) 288 (33) 340 (34) 313 (34) 289 (32)
K1(BDG1 A) 6.24 6.3 6.42 6.46
10−1 K(B
DG
1 A) 7.25 (22) 7.33 (22) 7.21 (22) 7.13 (22)
K1(BDG1 A) 5.62 5.6 5.71 5.73
1
K(BDG1 A) 5.53 (19) 5.76 (20) 5.8 (20) 5.83 (20)
K1(BDG1 A) 5.17 5.45 5.46 5.46
101
K(BDG1 A) 6.66 (22) 7.16 (23) 7.16 (23) 7.43 (23)
K1(BDG1 A) 5.91 6.2 6.25 6.27
103
K(BDG1 A) 6.38 (27) 8.98 (30) 11.1 (31) 13.5 (32)
K1(BDG1 A) 5.51 6.53 6.59 6.59
105
K(BDG1 A) 6.91 (33) 9.02 (36) 11.3 (39) 13.8 (40)
K1(BDG1 A) 6.38 6.54 6.6 6.59
Table 7.1. Estimated condition number K(BDG1 A) (number of PCG iterations)
and the effective condition number K1(BDG1 A).
becomes smaller, but K1(BDG1 A) are nearly uniformly bounded with respect to the coefficients
and mesh size. These results confirm the theory predicted by Theorem 7.1.
7.2. Solvers for the non-symmetric IIPG(β)-1 and NIPG(β)-1 methods. We consider
the following linear iteration:
Algorithm 7.2. Given initial guess u0, for k = 0, 1 . . . until convergence:
1. Set ek = B
DG(f −Auk);
2. Update uk+1 = uk + ek .
Here, A : V DGh 7→ V DGh is the operator associated with the bilinear form of either the
NIPG(β)-1 or IIPG(β)-1 methods ((2.3) with θ = 1 and θ = 0, respectively):
(Av,w) := A(v, w), ∀v, w ∈ V DGh . (7.2)
Following [10] we consider as preconditioner BDG the symmetric part of A, defined by:
BDG := A−1S , where (ASv, w) :=
1
2
[A(v, w) +A(w, v)], ∀v ∈ V DGh , ∀w ∈ V DGh . (7.3)
We note that from this definition and (2.14), we immediately have that AS is symmetric and
positive definite. The next result guarantees uniform convergence of the linear iteration in
Algorithm 7.2 with preconditioner BDG given by (7.3). The proof follows [10, Theorem 5.1] and
it is omitted.
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Theorem 7.3. Let α∗ be a fixed value of the penalty parameter for which the IIPG(β)-0 bilinear
form (2.4) A0(·, ·) is coercive. Let A(·, ·) be the bilinear form of the IIPG(β)-1 method (2.3)
with penalty parameter α ≥ 4α∗. Let BDG = A−1S be the iterator in the linear iteration 7.2,
and let uk and uk+1 be two consecutive iterates obtained via this algorithm. Then there exists a
positive constant Λ < 1 such that
|||u− uk+1|||DG ≤ Λ |||u− uk|||DG . (7.4)
To verify Theorem 7.3 we have computed the A-norm (which is obviously equivalent in V DGh
to the |||·|||DG) of the error propagation operator: E = I − BDGA = I − A−1S A, for different
meshes and values of . This norm gives us the contraction number of the linear iteration in
Algorithm 7.2, and so an estimate for the constant Λ in Theorem 7.3. The results are reported
in Table 7.2.

levels h 10−5 10−4 10−3 10−2 10−1 1 101 102 103 104 105
0 2−1 0.20 0.20 0.20 0.20 0.20 0.20 0.19 0.19 0.19 0.19 0.19
1 2−2 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
2 2−3 0.16 0.16 0.16 0.16 0.16 0.15 0.15 0.16 0.16 0.16 0.16
3 2−4 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16
Table 7.2. Norm of the error propagator E = (I−A−1S A) for A corresponding
to IIPG discretization with α = 4α∗.
More experiments for the IP(β)-1 methods can be found in [9].
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Appendix A. Construction of an Interpolation Operator
We now construct an interpolation operator which satisfies the approximation and stability
properties (5.15)-(5.16) in Lemma 5.5. To begin with, let us introduce some notation. Given a
conforming triangulation Th, recall that Eh is the set of edges/faces of Th. Let Sh ⊂ H1(Ω) be
the conforming Pd(Th)∩C0(Ω) Lagrange finite element space (quadratics in d = 2 and cubics for
d = 3). We split the set of DOFs of Sh into two subsets C(Th) and N (Th), where C(Th) contains
the DOFs of V CRh corresponding to the barycenters of the edges/faces in Eh and N (Th) contains
all the remaining DOFs of Sh. We also denote the restriction of Th, Eh, V CRh or Sh on a given
subdomain G by Th(G), Eh(G), V CRh (G) or Sh(G), respectively.
Let T
h˜
be a coarser mesh, i.e., Th is either the same as Th˜ or a refinement of it with h ≤ h˜. We
now start building the operator P h˜h : V
CR
h → V confh˜ , where we recall that V
conf
h˜
is the piecewise P1
conforming finite element space defined on T
h˜
. The basic idea is to, in each subdomain Ωi, embed
V CRh (Ωi) into Sh(Ωi). Then we interpolate the result in V
conf
h˜
on T
h˜
using a quasi-interpolation
operator.
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To embed V CRh into Sh, we modify the inclusion operator introduced in [16], and define it at
the subdomain level as follows. For any v ∈ V CRh we define Ei : V CRh (Ωi) → Sh(Ωi) on each
subdomain Ωi as:
(Eiv)(p) =

v(p), if p ∈ C (Th) ∩ Ωi
1
#Mp
∑
T∈Mp vT (p), if p ∈ N (Th) ∩ Ωi
1
#M∂p
∑
e∈M∂p ve(p), if p ∈ N (Th) ∩ ∂Ωi,
(A.1)
where Mp := {T ∈ Th(Ωi) : p ∈ ∂T} is the set of elements sharing p and M∂p := {e ∈ Eh(Ωi) :
e ⊂ ∂Ωi s.t. p ∈ ∂e} is the set of edges on ∂Ωi sharing the DOF p. Here #Mp and #M∂p
are the cardinality of these sets respectively, and vT , ve are the restriction of v on T and e
respectively.
Observe that, this construction differs from the one in [16, Equation (3.1)] in the treatment of
the DOFs on ∂Ωi. From (A.1), for each DOF p ∈ ∂Ωi, (Eiv)(p) contains only the contributions
of v from the boundary of Ωi, not from the interior. Therefore, it is obvious that (Eiv)(p) ≡
(Ejv)(p) for any DOF p in the interior of the interface Γ = ∂Ωi ∩ ∂Ωj (i 6= j) between the
subdomains Ωi and Ωj . This special treatment at boundary points guarantees that the global
function η|Ωi := Eiv is continuous for the points in the interior of each interface. However, this
global function η will generally be multi-valued at the points on ∂Γ.
Although the construction of Ei in (A.1) is different from [16], the same analysis in [16] can
be carried out here. We summarize the the properties of Ei below, and omit the detailed proof.
Lemma A.1. The linear operator Ei : V
CR
h (Ωi)→ Sh(Ωi) defined in (A.1) satisfies that
|Eiv|1,Ωi ' |v|1,h,Ωi , and ‖v − Eiv‖0,Ωi . h |v|1,h,Ωi , ∀v ∈ V CRh .
Let Qi : H1(Ωi) → V conf
h˜
(Ωi) and QΓ : H1(Γ) → V confh˜ (Γ) be the Scott-Zhang quasi-
interpolation operators on Ωi and on the interface Γ ⊂ Ωi, respectively. We now recall the
definition and main properties of these operators. In the sequel, we should denote a generic
vertex of T
h˜
by p. Let ωp :=
⋃{
T ∈ T
h˜
(Ωi) : p ∈ ∂T
} ⊂ Ωi be the local patch containing
p, and ωT :=
⋃ {ωp : p ∈ ∂T} for each T ∈ Th˜(Ωi). Similarly, on the interface Γ, we defineOp := ⋃{e ∈ Eh˜ : e ⊂ Γ and p ∈ ∂e} ⊂ Γ and Oe := ⋃{Op : p ∈ ∂e} for each e ∈ Eh˜(Γ). For any
vertex p, let φp ∈ V conf
h˜
be the nodal basis function, and define the dual basis θp ∈ V conf
h˜
(ωp)
such that ∫
ωp
θpvdx = v(p), ∀v ∈ V confh˜ .
To define Qi, let us choose some2 T ⊂ ωp for each vertex p ∈ Th˜(Ωi). Then, the Scott-Zhang
quasi-interpolation operator is defined by
Qiη =
∑
p∈T
h˜
(Ωi)
(∫
T
θpηdx
)
φp , η ∈ H1(Ωi).
The operator QΓ is defined similarly, but restricted on the interface Γ. Both operators enjoy
the following approximation and stability properties (see [49, 53] for a proof):
Lemma A.2. For any η ∈ H1(Ωi), the operator Qi : H1(Ωi)→ V conf
h˜
(Ωi) satisfies:
‖Qiη‖0,T . ‖η‖0,ωT , ‖Qiη‖1,T . ‖η‖1,ωT , ‖(I −Qi)η‖0,T . h˜‖η‖1,ωT , ∀T ∈ Th˜(Ωi). (A.2)
For any ξ ∈ H1(Γ), the operator QΓ : H1(Γ)→ V confh˜ (Γ) satisfies the following properties:
‖QΓξ‖0,e . ‖ξ‖0,Oe , ‖(I −QΓ)ξ)‖0,e . h˜‖ξ‖1,Oe ∀e ∈ Eh˜(Γ) . (A.3)
2Note that the choice of T may not be unique.
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Furthermore, both operators are linear preserving; i.e. Qiη ≡ η for any η ∈ V conf
h˜
(Ωi), and
similarly QΓξ ≡ ξ for any ξ ∈ V confh˜ (Γ).
Now we are ready to define the interpolation operator P h˜h : V
CR
h → V confh˜ :
(
P h˜h v
)
|Ωi(p) =
 (QiEiv) (p), if p ∈ Ωi(QΓEiv) (p), if p ∈ int(Γ) for each side Γ ⊂ ∂Ωi
0, elsewhere
, (A.4)
where int(Γ) is the interior of Γ. From the definition of Ei in (A.1), if p is a vertex of Th˜ in the
interior of the interface Γ = Ωi ∩Ωj , we have (Eiv)(p) = (Ejv)(p), which implies (QΓEiv) (p) ≡
(QΓEjv) (p). The special treatment for the interface in (A.4) guarantees the global continuity
of P h˜h v. Thus, P
h˜
h v ∈ V confh˜ is well-defined. Now, we show that the operator P
h˜
h defined in (A.4)
does satisfy the approximation and stability properties (5.15)-(5.16):
Lemma A.3. For any v ∈ V CRh , the operator P h˜h : V CRh → V confh˜ satisfies
‖(I − P h˜h )v‖0,κ . h˜| log(2h˜/h)|1/2‖v‖1,h,κ, (A.5)
|P h˜h v|1,κ . | log(2h˜/h)|1/2‖v‖1,h,κ . (A.6)
Proof. The proof follows the ideas from [14, Lemma 4.6], adapted to the present situation. We
start by showing (A.5). Using triangle inequality, Lemma A.1, together with the approximation
result (A.2) of the Qi from Lemma A.2, we have
‖v − P h˜h v‖0,Ωi ≤ ‖v −QiEiv‖0,Ωi + ‖QiEiv − P h˜h v‖0,Ωi
≤ ‖v − Eiv‖0,Ωi + ‖(I −Qi)Eiv‖0,Ωi + ‖QiEiv − P h˜h v‖0,Ωi
. h|v|1,h,Ωi + h˜‖Eiv‖1,Ωi + ‖QiEiv − P h˜h v‖0,Ωi
. h|v|1,h,Ωi + h˜‖v‖1,h,Ωi + ‖QiEiv − P h˜h v‖0,Ωi . (A.7)
Hence, to show the inequality (A.5) we only need to estimate ‖QiEiv − P h˜h v‖0,Ωi .
To simplify the notation, throughout the proof we set χ = P h
h˜
v ∈ V conf
h˜
as defined in (A.4),
and denote χi := QiEiv. From the definition of P h˜h in (A.4), χ(p) ≡ χi(p) when p is a vertex
of T
h˜
in the interior of Ωi, and they are different only on the boundary vertices. So by using
discrete L2 norm, we have
‖QiEiv − P h˜h v‖0,Ωi = ‖χ− χi‖20,Ωi .
∑
Γ⊂∂Ωi
∑
p∈Γ
h˜d(χ− χi)2(p)
=
∑
Γ⊂∂Ωi
 ∑
p∈int(Γ)
h˜d (QΓEiv − χi)2 (p) +
∑
p∈∂Γ
h˜dχ2i (p)

.
∑
Γ⊂∂Ωi
 ∑
e∈E
h˜
(Γ)
h˜‖QΓEiv − χi‖20,e + h˜2‖χi‖20,∂Γ
 . (A.8)
Below, we try to bound those two terms appearing in the last expression of (A.8).
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For the first term in (A.8), we observe that χi ≡ QΓχi by Lemma A.2. Then by the L2-
stability property (A.3) of QΓ, we obtain
h˜‖QΓEiv − χi‖20,e = h˜‖QΓEiv −QΓχi‖20,e . h˜‖Eiv − χi‖20,Oe
. h˜(h˜)−1‖(I −Qi)Eiv‖20,ωe + h˜2|Eiv −QiEiv|21,ωe
. h˜2‖Eiv‖21,ωe ,
where in the second inequality, we used the standard trace inequality (cf. [14, Lemma 2.1]), and
in the last step we used the properties (A.2) of Qi. Here ωe := ∪{T ∈ Th˜(Ωi) : ∂T ∩ Oe 6= ∅}.
Summing up the above inequality for all edges/faces on ∂Ωi, we obtain that∑
Γ⊂∂Ωi
∑
e∈E
h˜
(Γ)
h˜‖QΓEiv − χi‖20,e . h˜2‖Eiv‖21,Ωi . h˜2‖v‖21,h,Ωi . (A.9)
To bound the second term in (A.8) we have to distinguish between the 2D and 3D cases. In
the 2D case, Γ is a one-dimensional edge of Ωi, so ∂Γ reduces to its two endpoints, say {p, q}.
Hence,
‖χi‖20,∂Γ = (|χi(p)|2 + |χi(q)|2) ≤ ‖χi‖20,∞,ωp + ‖χi‖20,∞,ωq , ∂Γ = {p, q} .
To bound each of the above two terms on the right side, we use the two-dimensional discrete
Sobolev inequality [14, Lemma 2.3];
‖χi‖0,∞,ωp ≤ C
(
log
diam(ωp)
h
)1/2
‖χi‖1,ωp . (A.10)
So summing over all Γ ⊂ ∂Ωi the resulting estimate, we finally get∑
Γ⊂∂Ωi
‖χi‖20,∂Γ .
∑
Γ⊂∂Ωi
∑
p∈∂Γ
log
(
diam(ωp)
h
)
‖χi‖21,ωp . log
(
2h˜
h
)
‖χi‖21,Ωi
= log
(
2h˜
h
)
‖QiEiv‖21,Ωi . log
(
2h˜
h
)
‖v‖21,h,Ωi , (A.11)
where in the second inequality we used the fact diam(ωp) ' 2h˜, and in the last step we used
the inequality (A.2) of Qi and the properties of Ei in Lemma A.1.
In 3D, Γ ⊂ ∂Ωi is a two-dimensional face of Ωi. So ∂Γ is a union of edges in the triangulation
{e ∈ E
h˜
: e ⊂ ∂Γ}. In this case, we use the following the discrete Sobolev inequality [14, Lemma
2.4] (instead of (A.10) in 2D case):
‖χi‖20,∂Γ =
∑
e⊂∂Γ
‖χi‖20,e .
∑
e⊂∂Γ
log
(
diam(ωe)
h
)
‖χi‖21,ωe .
Summing the above estimate over all Γ ⊂ ∂Ωi and using, as before, the inequality (A.2) of Qi
together with the properties of Ei given in Lemma A.1, we find∑
Γ⊂∂Ωi
‖χi‖20,∂Γ .
∑
Γ⊂∂Ωi
∑
e⊂∂Γ
log
(
diam(ωe)
h
)
‖χi‖21,ωe . log
(
2h˜
h
) ∑
Γ⊂∂Ωi
∑
e⊂∂Γ
‖χi‖21,ωe
. log
(
2h˜
h
)
‖χi‖21,Ωi . log
(
2h˜
h
)
‖v‖21,h,Ωi . (A.12)
Now, substituting (A.12) (or (A.11) when d = 2) and (A.9) into (A.8), we finally get
‖QiEiv − P h˜h v‖20,Ωi = ‖χ− χi‖20,Ωi . h˜2‖v‖21,h,Ωi + h˜2 log
(
2h˜
h
)
‖v‖21,h,Ωi .
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The inequality (A.5) then follows by inserting the above estimate in (A.7).
Finally we show the stability of P h˜h (A.6). Note that P
h˜
h v ∈ V confh˜ and v ∈ V
CR
h . To deal
with possibly different mesh sizes we consider the local L2-projection PT : L2(T ) −→ P1(T ) for
any T ∈ T
h˜
. For h˜ > h, such an element is the union of other subelements in the partition Th.
Then, adding and subtracting PT v, triangle inequality together with inverse inequality and the
approximation property (A.5), gives
|P h˜h v|1,T ≤ |P h˜h v − PT v|1,T + |PT v|1,T ≤ C(h˜)−1‖P h˜h v − PT v‖0,T + |PT v|1,T
≤ C(h˜)−1
(
‖P h˜h v − v‖0,T + ‖v − PT v‖0,T
)
+ C|v|1,T
≤ C(h˜)−1‖P h˜h v − v‖0,T + C‖v‖1,T .
The Stability now follows immediately, by summing over all elements T ⊂ Ωi, using the definition
of the weighted H1-semi-norm and the weighted L2-norm together with the approximation result
already shown:
|P h˜h v|1,κ,Ω ≤ Ch˜−1‖P h˜h v − v‖0,κ,Ω + ‖v‖1,h,κ,Ω
≤ Ch˜−1h˜
(
log
(
2h˜
h
))1/2
‖v‖1,h,κ,Ω + ‖v‖1,h,κ,Ω
.
(
log
(
2h˜
h
))1/2
‖v‖1,h,κ,Ω ,
and the proof is complete. 
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