In this paper, we address the problem of how to account for second-order statistics of turbulent flows using low-complexity stochastic dynamical models based on the linearized Navier-Stokes equations. The complexity is quantified by the number of degrees of freedom in the linearized evolution model that are directly influenced by stochastic excitation sources. For the case where only a subset of velocity correlations are known, we develop a framework to complete unavailable second-order statistics in a way that is consistent with linearization around turbulent mean velocity. In general, white-in-time stochastic forcing is not sufficient to explain turbulent flow statistics. We develop models for colored-intime forcing using a maximum entropy formulation together with a regularization that serves as a proxy for rank minimization. We show that colored-in-time excitation of the Navier-Stokes equations can also be interpreted as a low-rank modification to the generator of the linearized dynamics. Our method provides a data-driven refinement of models that originate from first principles and captures complex dynamics of turbulent flows in a way that is tractable for analysis, optimization, and control design.
Introduction
The advent of advanced measurement techniques and the availability of parallel computing have played a pivotal role in improving our understanding of turbulent flows. Experimentally and numerically generated data sets are becoming increasingly available for a wide range of flow configurations and Reynolds numbers. An accurate statistical description of turbulent flows may provide insights into flow physics and will be instrumental in model-based control design for suppressing or promoting turbulence. Thus, it is increasingly important to understand how structural and statistical features of turbulent flows can be embedded in models of low-complexity that are suitable for analysis, optimization, and control design.
Nonlinear dynamical models of wall-bounded shear flows that are based on the NavierStokes (NS) equations typically have a large number of degrees of freedom. This makes them unsuitable for analysis and control synthesis. The existence of coherent structures in turbulent wall-bounded shear flows (Robinson 1991; Adrian 2007; Smits, McKeon & Marusic 2011) has inspired the development of data-driven techniques for reduced-order modeling of the NS equations. However, control actuation and sensing may significantly alter the identified modes in nonlinear reduced-order modeling schemes. This introduces nontrivial challenges for model-based control design (Noack, Morzyński & Tadmor 2011; . In contrast, linearization of the NS equations around meanvelocity gives rise to models that are well-suited for analysis and synthesis using tools of modern robust control. Further, such linearized models, subject to white-in-time stochastic excitation, have been shown to qualitatively replicate structural features of transitional (Farrell & Ioannou 1993d ; Bamieh & Dahleh 2001; Jovanović & Bamieh 2005) and turbulent (Hwang & Cossu 2010a,b; Moarref & Jovanović 2012) wall-bounded shear flows. However, it has also been recognized that white-in-time stochastic excitation is insufficient to accurately reproduce statistics of the fluctuating velocity field (Jovanović & Bamieh 2001; Jovanović & Georgiou 2010) .
In this paper, we introduce colored-in-time stochastic excitation to the linearized NS equations and develop an optimization framework to identify low-complexity models for such excitation sources. We show that these models are suitable to replicate available second-order statistics of wall-bounded shear flows. Our models contain the same number of degrees of freedom as the finite-dimensional approximation of the NS equations and, moreover, they can be interpreted as low-rank perturbations of the linearized dynamics.
Linear analysis of transitional and turbulent shear flows
The linearized NS equations have been effectively used to capture the early stages of transition in wall-bounded shear flows and to identify key mechanisms for subcritical transition. It has been demonstrated that velocity fluctuations around a laminar base flow exhibit high sensitivity to different sources of perturbations. This has provided reconciliation with experimental observations (Klebanoff et al. 1962; Klebanoff 1971; Klingmann 1992; Westin et al. 1994; Matsubara & Alfredsson 2001) that, even in the absence of modal instability, bypass transition can be triggered by large transient growth (Gustavsson 1991; Butler & Farrell 1992; Henningson & Reddy 1994; Schmid & Henningson 1994) or large amplification of deterministic and stochastic disturbances (Trefethen et al. 1993; Farrell & Ioannou 1993b; Bamieh & Dahleh 2001; Jovanović 2004; Jovanović & Bamieh 2005) . The non-normality of the linearized dynamical generator introduces interactions of exponentially decaying normal modes (Trefethen et al. 1993; Schmid 2007 ), which in turn result in high flow sensitivity. In the presence of mean shear and spanwise-varying fluctuations, vortex tilting induces high sensitivity of the laminar flow and provides a mechanism for the appearance of streamwise streaks and oblique modes (Landahl 1975) .
Linear mechanisms also play an important role in the formation and maintenance of streamwise streaks in turbulent shear flows. Lee, Kim & Moin (1990) used numerical simulations to show that, even in the absence of a solid boundary, streaky structures appear in homogeneous turbulence subject to large mean shear. The formation of such structures has been attributed to the linear amplification of eddies that interact with background shear. These authors also demonstrated the ability of linear rapid distortion theory (Pope 2000) to predict the long time anisotropic behavior as well as the qualitative features of the instantaneous velocity field in homogeneous turbulence. Kim & Lim (2000) highlighted the importance of linear mechanisms in maintaining near-wall streamwise vortices in wall-bounded shear flows. Furthermore, Chernyshenko & Baig (2005) used the linearized NS equations to predict the spacing of near-wall streaks and relate their formation to a combination of lift-up due to the mean profile, mean shear, and viscous dissipation. The linearized NS equations also reveal large transient growth of fluctuations around turbulent mean velocity (Butler & Farrell 1993; Farrell & Ioannou 1993a) and a high amplification of stochastic disturbances (Farrell & Ioannou 1998) . Schoppa & Hussain (2002) ; Hoepffner, Brandt & Henningson (2005a) further identified a secondary growth (of the streaks) which may produce much larger transient responses than a secondary instability. All of these studies support the relevance of linear mechanisms in the self-sustaining regeneration cycle (Hamilton et al. 1995; Waleffe 1997) and motivate low-complexity dynamical modeling of turbulent shear flows.
Other classes of linear models have also been utilized to study the spatial structure of the most energetic fluctuations in turbulent flows. In particular, augmentation of molecular viscosity with turbulent eddy-viscosity yields the turbulent mean flow as the exact steady-state solution of the modified NS equations (Reynolds & Tiederman 1967; Reynolds & Hussain 1972) . The analysis of the resulting eddy-viscosity-enhanced linearized model reliably predicts the length scales of near-wall structures in turbulent wall-bounded shear flows (DelÁlamo & Jiménez 2006; Cossu et al. 2009; Pujals et al. 2009 ). This model was also used to study the optimal response to initial conditions and body forcing fluctuations in turbulent channel (Hwang & Cossu 2010b) and Couette flows (Hwang & Cossu 2010a) , and served as the basis for model-based control design in turbulent channel flow (Moarref & Jovanović 2012) .
Recently, a gain-based decomposition of fluctuations around turbulent mean velocity has been used to characterize energetic structures in terms of their wavelengths and convection speeds (McKeon & Sharma 2010; McKeon et al. 2013; Moarref et al. 2013) . For turbulent pipe flow, McKeon & Sharma (2010) used resolvent analysis to explain the extraction of energy from the mean flow. Resolvent analysis provides further insight into linear amplification mechanisms associated with critical-layers. Moarref et al. (2013) extended this approach to turbulent channel flow and studied the Reynolds number scaling and geometric self-similarity of the dominant resolvent modes. In addition, they showed that decomposition of the resolvent operator can be used to provide a low-order description of the energy intensity of streamwise velocity fluctuations. Finally, Moarref et al. (2014) used a weighted sum of a few resolvent modes to approximate the velocity spectra in turbulent channel flow.
Stochastic forcing and flow statistics
The nonlinear terms in the NS equations are conservative and, as such, they do not contribute to the transfer of energy between the mean flow and velocity fluctuations; they only transfer energy between different Fourier modes (McComb 1991; Durbin & Reif 2000) . This observation has inspired researchers to model the effect of nonlinearity via an additive stochastic forcing to the equations that govern the dynamics of fluctuations. Early efforts focused on homogeneous isotropic turbulence (Kraichnan 1959 (Kraichnan , 1971 Orszag 1970; Monin & Yaglom 1975) . In these studies, the conservative nature of the equations was maintained via a balanced combination of dynamical damping and stochastic forcing terms. However, imposing similar dynamical constraints in anisotropic and inhomogeneous flows is challenging and requires significant increase in computational complexity.
The NS equations linearized around the mean velocity capture the interactions between the background flow and velocity fluctuations. In the absence of body forcing and neutrally stable modes, linearized models predict either asymptotic decay or unbounded growth of fluctuations. Thus, without a stochastic source of excitation linearized models around stationary mean profiles cannot generate the statistical responses that are ubiquitous in turbulent flows. For quasi-geostrophic turbulence, linearization around the time-averaged mean profile was used to model heat and momentum fluxes as well as spatio-temporal spectra (Farrell & Ioannou 1993c DelSole & Farrell 1995 , 1996 . In these studies, the linearized model was driven with white-in-time stochastic forcing and the dynamical generator was augmented with a source of constant dissipation. DelSole (1996) examined the ability of Markov models (of different orders) subject to white forcing to explain time-lagged covariances of quasi-geostrophic turbulence. Majda, Timofeyev & Eijnden (1999 ) employed singular perturbation methods in an attempt to justify the use of stochastic models for climate prediction. Their analysis suggests that more sophisticated models, which involve not only additive but also multiplicative noise sources, may be required. All of these studies demonstrate encouraging agreement between predictions resulting from stochastically driven linearized models and available data and highlight the challenges that arise in modeling dissipation and the statistics of forcing (DelSole 2000 (DelSole , 2004 . Farrell & Ioannou (1998) examined the statistics of the NS equations linearized around the Reynolds-Tiederman velocity profile subject to white stochastic forcing. It was demonstrated that velocity correlations over a finite interval determined by the eddy turnover time qualitatively agree with second-order statistics of turbulent channel flow. Jovanović & Bamieh (2001) studied the NS equations linearized around turbulent mean velocity and examined the influence of second-order spatial statistics of white-in-time stochastic disturbances on velocity correlations. It was shown that portions of one-point correlations in turbulent channel flow can be approximated by the appropriate choice of forcing covariance. This was done in an ad hoc fashion by computing the steady-state velocity statistics for a variety of spatial forcing correlations. This line of work has inspired the development of optimization algorithms for approximation of full covariance matrices using stochastically-forced linearized NS equations (Hoepffner 2005; Lin & Jovanović 2009 ). Moreover, Moarref & Jovanović (2012) demonstrated that the energy spectrum of turbulent channel flow can be exactly reproduced using the linearized NS equations driven by white-in-time stochastic forcing with variance proportional to the turbulent energy spectrum. This choice was motivated by the observation that the second-order statistics of homogeneous isotropic turbulence can be exactly matched by such forcing spectra (Jovanović & Georgiou 2010; Moarref 2012) .
Stochastically forced models were also utilized in the context of stochastic structural stability theory to study jet formation and equilibration in barotropic beta-plane turbulence (Farrell & Ioannou 2003 Bakas & Ioannou 2011; Constantinou et al. 2014a; Bakas & Ioannou 2014) . Recently, it was demonstrated that a feedback interconnection of the streamwise-constant NS equations with a stochastically-driven streamwisevarying linearized model can generate self-sustained turbulence in Couette and Poiseuille flows (Farrell & Ioannou 2012; Thomas et al. 2014; Constantinou et al. 2014b) . Turbulence was triggered by the stochastic forcing and was maintained even after the forcing had been turned off. Even in the absence of stochastic forcing, certain measures of turbulence, e.g., the correct mean velocity profile, are maintained through interactions between the mean flow and a small subset of streamwise varying modes. Even though turbulence can be triggered with white-in-time stochastic forcing, correct statistics cannot be obtained without accounting for the dynamics of the streamwise averaged mean flow or without manipulation of the underlying dynamical modes (Bretheim et al. 2015; Thomas et al. 2015) .
Preview of modeling and optimization framework
As already noted, the linearized NS equations with white-in-time stochastic forcing have been used to predict coherent structures in transitional and turbulent shear flows and to yield statistics that are in qualitative agreement with experiments and simulations. For homogeneous isotropic turbulence, this model can completely recover second-order statistics of the velocity field (Jovanović & Georgiou 2010; Moarref 2012) . For turbulent channel flow, however, we demonstrate that the linearized NS equations with white-in-time stochastic excitation cannot reproduce second-order statistics that originate from direct numerical simulations (DNS). This observation exposes the limitations of the white-intime forcing model.
In the present paper, we show that colored-in-time stochastic forcing provides sufficient flexibility to account for statistical signatures of turbulent channel flow. We develop a systematic method for identifying the spectral content of colored-in-time forcing to the linearized NS equations that allows us to capture second-order statistics of fully-developed turbulence. Most of our discussion focuses on channel flow, yet the methodology and theoretical framework are applicable to more complex flow configurations. We are interested in completing partially available second-order statistics of velocity fluctuations in a way that is consistent with the known dynamics. The statistics of forcing to the linearized equations around turbulent mean velocity are unknown and sought to match the available velocity correlations and to complete any missing data. Our approach utilizes an algebraic relation that characterizes steady-state covariances of linear systems subject to colored-in-time excitation sources (Georgiou 2002a,b) . This relation extends the standard algebraic Lyapunov equation, which maps white-in-time forcing correlations to state statistics, and it imposes a structural constraint on admissible covariances. We follow a maximum entropy formalism to obtain positive definite velocity covariance matrices and use suitable regularization to identify forcing correlation structures of low rank. This restricts the number of degrees of freedom that are directly influenced by the stochastic forcing and, thus, the complexity of the colored-in-time forcing model (Chen et al. 2013; Zare et al. 2016a) .
Minimizing the rank, in general, leads to difficult non-convex optimization problems. Thus, instead, we employ nuclear norm regularization as a surrogate for rank minimization (Fazel 2002; Candès & Recht 2009; Candès & Plan 2010; Recht, Fazel & Parrilo 2010) . The nuclear norm of a matrix is determined by the sum of its singular values and it provides a means for controlling the complexity of the model for stochastic forcing to the linearized NS equations. The covariance completion problem that we formulate is convex and its globally optimal solution can be efficiently computed using customized algorithms that we recently developed (Zare et al. 2015 (Zare et al. , 2016a .
We use the solution to the covariance completion problem to develop a dynamical model for colored-in-time stochastic forcing to the linearized NS equations (see figure 1 ) and provide a state-space realization for spatio-temporal filters that generate the appropriate forcing. These filters are generically minimal in the sense that their state dimension coincides with the number of degrees of freedom in the finite-dimensional approximation of the NS equations. We also show that colored-in-time stochastic forcing can be equivalently interpreted as a low-rank modification to the dynamics of the NS equations linearized around turbulent mean velocity. This dynamical perturbation provides a datadriven refinement of a physics-based model (i.e., the linearized NS equations) and it guarantees statistical consistency with fully-developed turbulent channel flow. This should be compared and contrasted to alternative modifications proposed in the literature, e.g., the eddy-viscosity-enhanced linearization (Reynolds & Hussain 1972; DelÁlamo & Jiménez 2006; Cossu et al. 2009; Pujals et al. 2009; Hwang & Cossu 2010a,b) or the addition of a dissipation operator (DelSole 2004); see § 6.1 for additional details.
We consider the mean velocity profile and one-point velocity correlations in the wallnormal direction at various wavenumbers as available data for our optimization problem. These are obtained using DNS of turbulent channel flow (Kim, Moin & Moser 1987; Moser, Kim & Mansour 1999; DelÁlamo & Jiménez 2003; DelÁlamo, Jiménez, Zandon-ade & Moser 2004; Hoyas & Jiménez 2006) . We show that stochastically-forced linearized NS equations can be used to exactly reproduce all one-point correlations (including onedimensional energy spectra) and to provide good completion of unavailable two-point correlations of the turbulent velocity field. The resulting modified dynamics have the same number of degrees of freedom as the finite-dimensional approximation of the linearized NS equations. Thus, they are convenient for conducting linear stochastic simulations. The ability of our model to account for the statistical signatures of turbulent channel flow is verified using these simulations. We also demonstrate that our approach captures velocity correlations at higher Reynolds numbers. We close the paper by employing tools from linear systems theory to analyze the spatio-temporal features of our model in the presence of stochastic and deterministic excitation sources.
Paper outline
The rest of our presentation is organized as follows. In § 2, we introduce the stochasticallyforced linearized NS equations and describe the algebraic relation that linear dynamics impose on admissible state and forcing correlations. In § 3, we formulate the covariance completion problem, provide a state-space realization for spatio-temporal filters, and show that the linearized NS equations with colored-in-time forcing can be equivalently represented as a low-rank modification to the original linearized dynamics. In § 4, we apply our framework to turbulent channel flow and verify our results using linear stochastic simulations. In § 5, we examine spatio-temporal frequency responses of the identified model, visualize dominant flow structures, and compute two-point temporal correlations. In § 6, we discuss features of our framework and offer perspective on future research directions. We conclude with a summary of our contributions in § 7.
Linearized Navier-Stokes equations and flow statistics
In this section, we present background material on stochastically-forced linearized NS equations and second-order statistics of velocity fluctuations. Specifically, we provide an algebraic relation that is dictated by the linearized dynamics and that connects the steady-state covariance of the state in the linearized evolution model to the spectral content of the forcing. We focus on colored-in-time forcing inputs and extend the standard algebraic Lyapunov equation, which maps white-in-time disturbances to state statistics, to this more general case. Even though most of our discussion focuses on turbulent channel flow, the methodology and theoretical framework presented herein are applicable to other flow configurations.
The Navier-Stokes equations and second-order statistics
The dynamics of incompressible Newtonian fluids are governed by the NS and continuity equations,
where u is the velocity vector, P is the pressure, ∇ is the gradient, and ∆ = ∇ · ∇ is the Laplacian. In channel flow with geometry shown in figure 2 , the friction Reynolds number is R τ = u τ h/ν, where h is the channel half-height, u τ = τ w /ρ is friction velocity, ν is kinematic viscosity, τ w is wall-shear stress (averaged over wall-parallel directions and time), ρ is the fluid density, and t is time. In this formulation, spatial coordinates are non-dimensionalized by h, velocity by u τ , time by h/u τ , and pressure by ρu The velocity field in (2.1) can be decomposed into the sum of mean,ū, and fluctuating
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The components of the velocity fluctuation vector in the streamwise, x, wall-normal, y, and spanwise, z, directions are u, v, and w, and · is the temporal expectation operator. For turbulent flows, the mean velocity field satisfies the Reynolds-averaged NS equations (McComb 1991; Durbin & Reif 2000; Pope 2000) ,
where vv T is the Reynolds stress tensor that arises from the second-order statistics of velocity fluctuations. Such statistics quantify the transport of momentum and they have profound influence on the mean velocity, and thereby on the resistance to flow motion (McComb 1991) . The difficulty in determining statistics of fluctuations comes from the nonlinearity in the NS equations which makes the nth velocity moment depend on the (n+1)th moment (McComb 1991) . Statistical theory of turbulence combines physical intuition and empirical observations with rigorous approximation of the flow equations to express the higher-order moments in terms of the lower-order moments (McComb 1991; Durbin & Reif 2000; Pope 2000) . For example, the turbulent viscosity hypothesis (Pope 2000) relates turbulent fluxes to mean velocity gradients, thereby allowing approximate solutions of (2.3) to be computed.
Stochastically-forced linearized NS equations
Linearization around the turbulent mean velocity,ū, yields the equations that govern the dynamics of velocity and pressure fluctuations,
where d is an additive zero-mean stochastic body forcing. The presence of stochastic forcing can be justified in different ways and there is a rich literature on the subject (Farrell & Ioannou 1993d ; Bamieh & Dahleh 2001; Jovanović 2004; Jovanović & Bamieh 2005) . For our purposes, turbulent flows have a well-recognized statistical signature which we want to reproduce, using perturbations around turbulent mean velocity, by postulating the stochastic model given by (2.4). A standard conversion yields an evolution form of the linearized equations (Schmid & Henningson 2001) , with the state variable,
T , determined by the wall-normal velocity, v, and vorticity, η = ∂ z u − ∂ x w. In turbulent channels the mean flow takes the formū = [ U (y) 0 0 ] T , thereby implying translational invariance of (2.4) in the x and z directions. Application of the Fourier transform in the wall-parallel directions yields the evolution model,
which is parameterized by the spatial wavenumber pair k = (k x , k z ). The operators A and C in (2.5) are given by
where prime denotes differentiation with respect to the wall-normal coordinate, i is the
In addition, no-slip and no-penetration boundary conditions imply v(±1, k, t) = v (±1, k, t) = η(±1, k, t) = 0. Here, A 11 , A 22 , and A 21 are the Orr-Sommerfeld, Squire, and coupling operators (Schmid & Henningson 2001) , and the operator C(k), establishes a kinematic relationship between the components of ϕ and the components of v. The operator B specifies the way the external excitation d affects the dynamics; see Jovanović & Bamieh (2005) for examples of B in the case of channel-wide and near-wall excitations.
Finite-dimensional approximations of the operators in (2.5) are obtained using a pseudospectral scheme with N Chebyshev collocation points in the wall-normal direction (Weideman & Reddy 2000) . In addition, we use a change of coordinates to obtain a state-space representation in which the kinetic energy is determined by the Euclidean norm of the state vector; see appendix A. The resulting state-space model is given bẏ
where ψ(k, t) and v(k, t) are vectors with complex-valued entries and 2N and 3N components, respectively, and state-space matrices A(k), B(k), and C(k) are discretized versions of the corresponding operators that incorporate the aforementioned change of coordinates.
In statistical steady-state, the covariance matrix
of the velocity fluctuation vector, and the covariance matrix
of the state in (2.7), are related as follows:
where * denotes complex-conjugate-transpose. The matrix Φ(k) contains information about all second-order statistics of the fluctuating velocity field, including the Reynolds stresses (Moin & Moser 1989) . The matrix X(k) contains equivalent information and one can be computed from the other. Our interest in X(k) stems from the fact that, as we explain next, the entries of X(k) satisfy tractable algebraic relations that are dictated by the linearized dynamics (2.7) and the spectral content of the forcing d(k, t).
Second-order statistics of the linearized Navier-Stokes equations
For the case where the stochastic forcing is zero-mean and white-in-time with covariance
where δ is the Dirac delta function, the steady-state covariance of the state in (2.7) can be determined as the solution to the linear equation,
(2.12) Equation (2.12) is standard and it is known as the algebraic Lyapunov equation (Kwakernaak & Sivan 1972, section 1.11.3) . It relates the statistics of the white-in-time forcing W (k) to the covariance of the state X(k) via the system matrices A(k) and B(k).
For the more general case, where the stochastic forcing is colored-in-time, a corresponding algebraic relation was more recently developed by Georgiou (2002a,b) . The new form is
where H(k) is a matrix that contains spectral information about the colored-in-time stochastic forcing and is related to the cross-correlation between the forcing and the state in (2.7); see section 3.2 and appendix B for details. For the special case where the forcing is white-in-time, H(k) = (1/2)B(k)W (k) and (2.13) reduces to the standard Lyapunov equation (2.12). It should be noted that the right-hand-side of (2.12) is signdefinite, i.e., all eigenvalues of the matrix B(k) W (k) B * (k) are nonnegative. In contrast, the right-hand-side of (2.13) is in general sign-indefinite. In fact, except for the case when the input is white noise, the matrix Z(k) defined by
may have both positive and negative eigenvalues. Both equations, (2.12) and (2.13), in the respective cases, are typically used to compute the state covariance X(k) from the system matrices and forcing correlations. However, these same equations can be seen as linear algebraic constraints that restrict the values of the admissible covariances. It is in this sense that these algebraic constraints are used in the current paper. More precisely, while a state-covariance X(k) is positive definite, not all positive-definite matrices can arise as state-covariances for the specific dynamical model (2.7). As shown by Georgiou (2002a,b) , the structure of state-covariances is an inherent property of the linearized dynamics. Indeed, (2.13) provides necessary and sufficient conditions for a positive definite matrix X(k) to be a state-covariance of (2.7). Thus, given X(k), (2.13) has to be solvable for H(k). Equivalently, given X(k), solvability of (2.13) amounts to the following rank condition:
This implies that any positive-definite matrix X is admissible as a covariance of a linear time-invariant system if the input matrix B is full row rank.
In the next section, we utilize this framework to depart from white-in-time restriction on stochastic forcing and present a convex optimization framework for identifying coloredin-time excitations that account for partially available turbulent flow statistics. We also outline a procedure for designing a class of linear filters which generate the appropriate colored-in-time forcing.
Completion of partially known turbulent flow statistics
In high-Reynolds-number flows, only a finite set of correlations is available due to experimental or numerical limitations. Ideally, one is interested in a more complete set of such correlations that provides insights into flow physics. This brings us to investigate the completion of the partially known correlations in a way that is consistent with perturbations of the flow field around turbulent mean velocity. The velocity fluctuations can be accounted for by stochastic forcing to the linearized equations. To this end, we seek stochastic forcing models of low complexity where complexity is quantified by the number of degrees of freedom that are directly influenced by stochastic forcing (Chen et al. 2013; Zare et al. 2016a ). Such models arise as solutions to an inverse problem that we address using a regularized maximum entropy formulation. Interestingly, the models we obtain can alternatively be interpreted as a low-rank perturbation to the original linearized dynamics.
Covariance completion problem
We begin with the Navier-Stokes equations linearized about the turbulent mean velocity profile (2.7). As explained in § 2.3, the covariance matrix X of the state ψ in (2.7), in statistical steady-state, satisfies the Lyapunov-like linear equation
where A is the generator of the linearized dynamics and Z is the contribution of the stochastic excitation. For notational convenience, we omit the dependence on the wavenumber vector in this section. A subset of entries of the covariance matrix Φ of velocity fluctuations, namely Φ ij for a selection of indices (i, j) ∈ I, is assumed available. This yields an additional set of linear constraints for the matrix X,
For instance, these known entries of Φ may represent one-point correlations in the wallnormal direction; see figure 3 for an illustration. Thus, our objective is to identify suitable choices of X and Z that satisfy the above constraints.
It is important to note that X is a covariance matrix, and hence positive definite, while Z is allowed to be sign indefinite. Herein, we follow a maximum entropy formalism and minimize − log det(X) subject to the given constraints (Goodwin & Payne 1977) . Minimization of this logarithmic barrier function guarantees positive definiteness of the matrix X (Boyd & Vandenberghe 2004) .
The contribution of the stochastic excitation enters through the matrix Z, cf. (2.14), which is of the form
where color of the time-correlations and directionality of the forcing are reflected by the choices of B and H. The matrix B specifies the preferred structure by which stochastic excitation enters into the linearized evolution model while H contains spectral information about the colored-in-time stochastic forcing. Trivially, when B is taken to be the full rank, all degrees of freedom are excited and a forcing model that cancels the original linearized dynamics becomes a viable choice; see remark 2. Without additional restriction on the Figure 3 . Structure of the matrix Φ in optimization problem (CC). At each pair of wavenumbers k = (kx, kz), available second-order statistics are given by one-point correlations in the wall-normal direction, i.e., the diagonal entries of the blocks in the velocity covariance matrix Φ. The data is obtained from http://torroja.dmt.upm.es/channels/data/ forcing model, minimization of − log det(X) subject to the problem constraints yields a solution where the forcing excites all degrees of freedom in the linearized model. Such an approach may yield a solution that obscures important aspects of the underlying physics; see remark 2. It is thus important to minimize the number of degrees of freedom that can be directly influenced by forcing. This can be accomplished by a suitable regularization, e.g., by minimizing the rank of the matrix Z (Chen et al. 2013; Zare et al. 2016a) .
Minimizing the rank, in general, leads to difficult non-convex optimization problems. Instead, the nuclear norm, i.e., the sum of singular values of a matrix,
can be used as a convex proxy for rank minimization (Fazel 2002; Recht et al. 2010) . This leads to the following convex optimization problem
where the matrices A and C as well as the available entries Φ ij of the velocity covariance matrix represent problem data, the Hermitian matrices X, Z ∈ C n×n are the optimization variables, and the regularization parameter γ > 0 reflects the relative weight specified for the nuclear norm objective. While minimizing − log det(X) results in the maximum entropy solution, we also confine the complexity of the forcing model via nuclear norm minimization. The objective function in problem (CC) thus provides a trade-off between the solution to the maximum entropy problem and the complexity of the forcing model.
Convexity of optimization problem (CC) follows from the convexity of the objective function (which contains entropy and nuclear norm terms) and the linearity of the constraint set. Convexity is important because it guarantees a unique globally optimal solution. In turn, this solution provides a choice for the completed covariance matrix X and forcing contribution Z that are consistent with the constraints.
Although optimization problem (CC) is convex, it is challenging to solve via conventional solvers for large-scale problems that arise in fluid dynamics. To this end, we have developed a scalable customized algorithm (Zare et al. 2015 (Zare et al. , 2016a .
Filter design: dynamics of stochastic forcing
We now describe how the solution of optimization problem (CC) can be translated into a dynamical model for the colored-in-time stochastic forcing that is applied to the linearized NS equations. We recall that, due to translational invariance in the channel flow geometry, optimization problem (CC) is fully-decoupled for different wavenumbers k = (k x , k z ). For each such pair, the solution matrices X(k) and Z(k) provide information about the temporal and wall-normal correlations of the stochastic forcing. We next provide the explicit construction of a linear dynamical model (filter) that generates the appropriate forcing.
The class of linear filters that we consider is generically minimal in the sense that the state dimension of the filter coincides with the number of degrees of freedom in the finite-dimensional approximation of the linearized NS equations (2.7). The input to the filter represents a white-in-time excitation vector w(k, t) with covariance Ω(k) 0. At each k the filter dynamics are of the forṁ
The generated output d(k, t) provides a suitable colored-in-time stochastic forcing to the linearized NS equations that reproduces the observed statistical signature of turbulent flow. As noted earlier, it is important to point out that white-in-time forcing to the linearized NS equations is often insufficient to explain the observed statistics. The parameters of the filter are computed as follows
where the matrices B(k) and H(k) correspond to the factorization of Chen et al. (2013) ; Zare et al. (2016a) for details. The spectral content of the excitation d(k, t) is determined by the matrix-valued power spectral density
where T f (k, ω) is the frequency response of the filter, namely, 8) and I is the identity matrix. As illustrated in figure 25(a), the output d(k, t) of the linear filter (3.5) is the input to the linearized NS equations (2.7). This cascade connection can be represented via the evolution model Figure 4 . (a) Spatio-temporal filter (3.5) is designed to provide colored stochastic input to the linearized NS equations (2.7) in order to reproduce partially available second-order statistics of turbulent channel flow. The dynamics of this cascade connection are governed by the evolution model (3.9); (b) An equivalent reduced-order representation of (3.9) is given by (3.12).
lable modes in (3.9), the coordinate transformation
can be used to bring system (3.9) into the following form
(3.11) Clearly, the input w(k, t) does not enter into the equation that governs the evolution of χ(k, t). Thus, the reduced-order representatioṅ 12) which has the same number of degrees of freedom as (2.7), completely captures the influence of w(k, t) on ψ(k, t); see figure 25(b) for an illustration. Furthermore, stability of A(k)+B(k)C f (k) (see remark 3) implies that the initial conditions ψ(k, 0) and φ(k, 0) only influence the transient response and do not have any impact on the steady-state statistics. The corresponding algebraic Lyapunov equation in conjunction with (3.6b) 13) which shows that (3.5) generates a stochastic process d(k, t) that is consistent with X(k).
In what follows, without loss of generality, we choose the covariance matrix of the white noise w(k, t) to be the identity matrix, Ω = I.
Remark 1. The compact representation (3.12) allows for alternative interpretations of colored-in-time forcing and, at the same time, offers advantages from a computational standpoint. First, the structure of (3.12) suggests that the colored-in-time forcing real- ized by (3.5) can be equivalently interpreted as a modification of the dynamical generator of the linearized NS equations due to state-feedback interactions; see figure 5 . This interpretation allows seeking suitable "feedback gains" C f (k) that may now be optimal with respect to alternative design criteria (Zare, Jovanović & Georgiou 2016b) . Moreover, the term B(k)C f (k) can be seen as a low-rank modification of the dynamical generator A(k) of the linearized NS equations. Finally, time-domain simulations require numerical integration of system (3.12) which has half the number of states as compared to system (3.9), thereby offering computational speedup.
Remark 2. Important aspects of the underlying physics may be obscured when the forcing is allowed to excite all degrees of freedom in the linearized model. As discussed above, if the nuclear norm of Z = BH * + HB * is not accounted for in (CC), the resulting input matrix B will be of full rank. In this case, without loss of generality, we can choose B = I which simplifies equation (2.13),
(3.14)
Clearly, this equation is satisfied with H * (k) = −A(k) X(k). With this choice of H(k), the reduced-order representation (3.12) is given bẏ
This demonstrates that colored-in-time forcing of the linearized NS equations which excites all degrees of freedom can lead to the complete cancelation of the linearized dynamical generator A(k). It is thus crucial to restrict the number of input channels via the nuclear norm penalty in the objective function of optimization problem (CC).
Remark 3. It is known that the linearized NS equations around the turbulent mean velocity profile are stable (Malkus 1956; Reynolds & Tiederman 1967) . Interestingly and independently of this fact, the modified dynamical generator, A(k)+B(k)C f (k) in (3.12), can be shown to be stable by standard Lyapunov theory. More specifically, substituting the expression for the matrix H(k) from (3.6b) into equation (2.13) yields
This is a standard Lyapunov equation. Since (A, B) is a controllable pair, so is (A + B C f , B), and therefore (A + B C f , B Ω 1/2 ) is controllable as well. Standard Lyapunov theory implies that the positive semi-definiteness of B(k)Ω(k)B * (k) is sufficient to guarantee that all eigenvalues of A(k) + B(k)C f (k) are in the left-half of the complex plane.
Application to turbulent channel flow
In this section, we utilize the modeling and optimization framework developed in § 3 to account for partially observed second-order statistics of turbulent channel flow. In our setup, the mean velocity profile and one-point velocity correlations in the wall-normal direction at various wavenumber pairs k are obtained from DNS with R τ = 186 (Kim et al. 1987; Moser et al. 1999; DelÁlamo & Jiménez 2003; DelÁlamo et al. 2004 ); see figure 3 for an illustration. We show that stochastically-forced linearized NS equations can be used to exactly reproduce the available statistics and to complete unavailable twopoint correlations of the turbulent velocity field. The colored-in-time forcing with the identified power spectral density is generated by linear filters that introduce low-rank perturbations to the linearization around turbulent mean velocity; cf. (3.12). As a result of this modification to the linearized NS equations, all one-point correlations are perfectly matched and the one-dimensional energy spectra is completely reconstructed . In addition, we show that two-point velocity correlations compare favorably with the result of DNS. As aforementioned, the modified dynamics that result from our modeling framework have the same number of degrees of freedom as the finite-dimensional approximation of the linearized NS dynamics and are thus convenient for the purpose of conducting linear stochastic simulations. We utilize these simulations to verify the ability of our model to account for the statistical signatures of turbulent channel flow. Finally, we close this section by showing that our framework can be also used to capture the velocity correlations at higher Reynolds numbers.
Necessity for the colored-in-time forcing
For homogeneous isotropic turbulence, Jovanović & Georgiou (2010) showed that the steady-state velocity correlation matrices can be exactly reproduced by the linearized NS equations. This can be achieved with white-in-time solenoidal forcing whose secondorder statistics are proportional to the turbulent energy spectrum (for additional details see Moarref 2012, Appendix C). For turbulent channel flow, however, we next show that the matrix A(k)X dns (k) + X dns (k)A * (k) can fail to be negative semi-definite for numerically-generated covariances X dns (k) of the state ψ. Here, A(k) is the generator of the linearized dynamics around the turbulent mean velocity profile and X dns (k) is the steady-state covariance matrix resulting from DNS of turbulent channel flow. Figure 6 shows the eigenvalues of the matrix A(k)X dns (k) + X dns (k)A * (k) for channel flow with R τ = 186 and k = (2.5, 7). The presence of both positive and negative eigenvalues indicates that the second-order statistics of turbulent channel flow cannot be exactly reproduced by the linearized NS equations with white-in-time stochastic excitation. As we show in the next subsection, this limitation can be overcome by departing from the white-in-time restriction.
Reproducing available and completing unavailable velocity correlations
We next employ the optimization framework of § 3 to account for second-order statistics of turbulent channel flow with R τ = 186 via a low-complexity model. We use N = 127 collocation points in the wall-normal direction and show that all one-point velocity correlations can be exactly reproduced using the linearized NS equations with colored-intime forcing. Grid convergence is ensured by doubling the number of collocation points.
In addition, we demonstrate that an appropriate choice of the regularization parameter γ provides good completion of two-point correlations that are not used as problem data in optimization problem (CC). Appendix C offers additional insight into the influence of this parameter on the quality of completion. Figures 7 and 8 show that the solution to optimization problem (CC) exactly reproduces available one-point velocity correlations resulting from DNS at various wavenumbers. At each k, the constraint (3.2) restricts all feasible solutions of problem (CC) to match available one-point correlations. Our computational experiments demonstrate feasibility of optimization problem (CC) at each k. Thus, regardless of the value of the regularization parameter γ, all available one-point correlations of turbulent flow can be recovered by a stochastically-forced linearized model.
Figures 7(a) and 7(b) display perfect matching of all one-point velocity correlations that result from integration over wall-parallel wavenumbers. Since problem (CC) is not feasible for Z 0, this cannot be achieved with white-in-time stochastic forcing; see § 4.1. In contrast, colored-in-time forcing enables recovery of the one dimensional energy spectra of velocity fluctuations resulting from DNS; in figure 8, pre-multiplied spectra are displayed as a function of the wall-normal coordinate, streamwise (left plots), and spanwise (right plots) wavelengths. All of these are given in inner (viscous) units with y + = R τ (1 + y), λ + x = 2πR τ /k x , and λ
Our results should be compared and contrasted to Moarref et al. (2014) , where a gainbased low-order decomposition was used to approximate the velocity spectra of turbulent channel flow. Twelve optimally-weighted resolvent modes approximated the Reynolds shear stress, streamwise, wall-normal, and spanwise intensities with 25%, 20%, 17%, and 6% error, respectively. While the results presented here are at a lower Reynolds number (R τ = 186 vs. R τ = 2003), our computational experiments demonstrate feasibility of optimization problem (CC) at all wavenumber pairs. Thus, all one-point correlations can be perfectly matched with colored-in-time stochastic forcing. As we show in § 4.4, this holds even at higher Reynolds numbers.
We next demonstrate that the solution to optimization problem (CC) also provides good recovery of two-point velocity correlations. We examine the wavenumber pair k = (2.5, 7) at which the premultiplied energy spectrum at R τ = 186 peaks. The left column in figure 9 displays the streamwise Φ uu , wall-normal Φ vv , spanwise Φ ww , and the streamwise/wall-normal Φ uv covariance matrices resulting from DNS. The right column in figure 9 shows the same covariance matrices that are obtained from the solution to optimization problem (CC). Although only diagonal elements of these matrices (marked by black lines in figure 9 ) were used as data in (CC), we have good recovery of the off-diagonal entries as well. In particular, for γ = 300, we observe approximately 60% recovery of the DNS-generated two-point correlation matrix Φ dns (k). The quality of approximation is assesed using (see appendix C),
where · F denotes the Frobenius norm of a given matrix and Φ(k) = C(k)X(k)C * (k) represents the two-point correlation matrix of the velocity fluctuations resulting from our optimization framework.
We note that the solution of optimization problem (CC) also captures the presence of negative correlations in the covariance matrix of spanwise velocity; cf. figures 9(e) and 9(f). Figures 10(a) and 10(b) show the second quadrants of the covariance matrices Φ ww,dns and Φ ww . In addition to matching the diagonal entries, i.e., one-point correlations of the spanwise velocity, the essential trends of two-point correlations resulting from DNS are also recovered. Figure 10 It is worth noting that such high-quality recovery of two-point correlations would not have been possible without incorporating the physics of the linearized NS equations as the structural constraint (3.1) into optimization problem (CC).
Remark 4. In optimization problem (CC), the regularization parameter γ determines the importance of the nuclear norm relative to the logarithmic barrier function. Larger values of γ yield Z(k) of lower rank, but may compromise quality of completion of two-point correlations; see appendix C. For turbulent channel flow with R τ = 186 and Figure 8 . Pre-multiplied one-dimensional energy spectrum of streamwise (a,b), wall-normal (c,d), spanwise (e,f) velocity fluctuations, and the Reynolds stress co-spectrum (g,h) in terms of streamwise (left) and spanwise (right) wavelengths and the wall-normal coordinate (all in inner units). Color plots: DNS-generated spectra of turbulent channel flow with Rτ = 186. Contour lines: spectra resulting from the solution to (CC). k = (2.5, 7), figure 11 shows the singular values of Z for two values of γ, γ = 300 and 10 4 . Clearly, the higher value of γ results in a much lower rank of the matrix Z, with 6 positive and 2 negative eigenvalues. Chen et al. (2013) showed that the maximum number of positive or negative eigenvalues of the matrix Z bounds the number of inputs into the linearized NS model (2.7). This implies that partially available statistics can be reproduced with 6 colored-in-time inputs. However, as discussed in appendix C, the quality of completion is best for γ = 300. In this case, the matrix Z has 225 non-zero eigenvalues, 221 positive and 4 negative. Thus, for γ = 300 and a spatial discretization with N = 127 collocation points in y, 221 colored-in-time inputs are required to account for partially available statistics.
Verification in stochastic linear simulations
We next conduct stochastic simulations of the linearized flow equations and compare the resulting statistics with DNS at R τ = 186. Filter (3.5) that generates colored-in-time forcing d(k, t) is obtained from the solution to (CC) with k = (2.5, 7) and γ = 10
4 . This filter in conjunction with the linearized dynamics (2.7) yields representation (3.12) which is driven by white-in-time Gaussian process w(k, t) with zero mean and unit variance. We recall that this reduced-order representation is equivalent to the original NS equations subject to the colored-in-time stochastic forcing d(k, t) with properly identified power spectrum. As shown in § 3.2, system (3.9) can be equivalently represented by a low-kinetic energy t Figure 12 . Time evolution of fluctuation's kinetic energy for twenty realizations of the forcing to the modified linearized dynamics (3.12) with Rτ = 186 and k = (2.5, 7); the energy averaged over all simulations is marked by the thick black line.
rank modification to the linearized NS dynamics (3.12), which has the same number of degrees of freedom as the finite-dimensional approximation of the original linearized NS dynamics. Here, we consider a spatial discretization with N = 127 collocation points in the wall-normal direction. Thus, at each wavenumber pair, linear system (3.12) that results from our modeling framework has 254 degrees of freedom.
Stochastic linear simulations that we present next confirm that one-point correlations can indeed be recovered by stochastically-forced linearized dynamics. Since the proper comparison with DNS or experiments requires ensemble-averaging, rather than comparison at the level of individual stochastic simulations, we have conducted twenty simulations of system (3.12). The total simulation time was set to 400 viscous time units. Figure 12 shows the time evolution of the energy (variance) of velocity fluctuations, for twenty realizations of white-in-time forcing w(k, t) to system (3.12). The variance averaged over all simulations is marked by the thick black line. Even though the responses of individual simulations differ from each other, the average of twenty sample sets asymptotically approaches the correct value of turbulent kinetic energy in the statistical steady-state, trace (Φ(k)). Figure 13 displays the normal and shear stress profiles resulting from DNS and from stochastic linear simulations. We see that the averaged output of twenty simulations of the linearized dynamics agrees well with DNS results. This close agreement can be further improved by running additional linear simulations and by increasing the total simulation times.
Reproducing statistics at higher Reynolds numbers
We next apply our optimization framework to channel flows with higher Reynolds numbers (DelÁlamo & Jiménez 2003; DelÁlamo et al. 2004; Hoyas & Jiménez 2006) . We use N = 201 collocation points to discretize differential operators for turbulent flows with R τ = 549, 934, and 2003. We focus on a pair of wavelengths that are relevant to the study of near-wall structures, i.e., λ + x = 1000 and λ + z = 100. This wavelength pair is associated with the near-wall system of quasi-streamwise streaks and counter-rotating vortices which is responsible for large production of turbulent kinetic energy (Kline et al. 1967; Smith & Metzler 1983) . For all Reynolds numbers, optimization problem (CC) is solved with γ = 300 and up to the same accuracy. Figure 14 shows the normal and shear stress profiles for the aforementioned Reynolds numbers and selected wavelength pair. For illustration, these profiles have been normalized by their largest values and are presented in inner units. We see that the solution to optimization problem (CC) achieves perfect recovery of all one-point velocity correlations. Figure 15 shows the singular values of the matrix Z resulting from the solution to (CC). At this pair of wall-parallel wavelengths, we observe that higher Reynolds numbers result in matrices Z of similar rank. For R τ = 547, 934, and 2003, matrix Z has 84, 80, and 76 significant positive and 2, 5, and 8 significant negative eigenvalues, respectively. We thus conclude that, at higher Reynolds numbers, a similar number of inputs can be utilized to recover turbulent statistics by the linearized NS equations with colored-in-time stochastic forcing. Equivalently, the modification to the dynamical generator of the linearized NS equations which is required to capture partially available second-order statistics at higher Reynolds numbers is of similar rank.
Spatio-temporal analysis of linear model
System (3.12) provides a linear model that captures second-order statistics of turbulent channel flow in statistical steady-state. As illustrated in § 4.3, this model can be advanced in time by conducting linear stochastic simulations. More importantly, it can be analyzed using tools from linear systems theory. For example, dominant spatiotemporal flow structures can be easily identified and two-point correlations in time can be readily computed. These tools have provided useful insight into the dynamics of both laminar (Butler & Farrell 1992; Farrell & Ioannou 1993d ; Trefethen et al. 1993; Bamieh & Dahleh 2001; Jovanović 2004; Jovanović & Bamieh 2005) Application of the temporal Fourier transform on system (3.12) yields
where ω is the temporal frequency and T vw (k, ω) is the spatio-temporal frequency response, Here, A f (k) is the generator of linear dynamics (3.12) which result from the modeling and optimization framework of § 3. Equation (5.1) facilitates decomposition of the fluctuating velocity field v(k, ω) into the sum of spatio-temporal Fourier modes which correspond to physical structures with streamwise and spanwise wavelengths λ x = 2π/k x and λ z = 2π/k z . These structures convect at speed c = ω/k x in the streamwise direction. 
where
is the jth left singular vector of T vw (k, ω), and a j (k, ω) is the projection of the forcing w(k, ω) onto the jth right singular vector. The left and right singular vectors provide insight into coherent structures of velocity and forcing fluctuations (Schmid 2007) . In particular, symmetries in the wall-parallel directions can be used to express velocity components as
Here, Re and Im denote real and imaginary parts, andũ j (k, ω),ṽ j (k, ω), andw j (k, ω) are the streamwise, wall-normal, and spanwise components of the jth left singular vector
The power spectral density (PSD) of v(k, ω) quantifies amplification of white-in-time stochastic forcing w(k, t), across temporal frequencies ω and spatial wavenumbers k,
The integration of Π v (k, ω) over temporal frequency yields the H 2 norm or, equivalently, the energy spectrum as a function of wavenumbers k (Jovanović & Bamieh 2005) . While the PSD is given by the sum of squares of the singular values, the maximum singular value of T vw (k, ω) quantifies the worst-case amplification of finite energy disturbances,
Here, · 2 is the standard energy norm and the largest amplification over temporal frequencies determines the H ∞ norm (Zhou et al. 1996) , sup ω σ max (T vw (k, ω)). For any k, the H ∞ norm quantifies the worst-case amplification of purely harmonic (in x, z, and t) deterministic (in y) disturbances (Jovanović 2004) .
Temporal two-point correlations of linear model (3.12) can be also computed without running stochastic simulations. For example, the autocovariance of streamwise velocity fluctuations is given by
where u(k, t + τ ) is computed from (3.12),
Since the state ψ(k, t) and the white-in-time input w(k, t) are not correlated, we have
where X(k) is the steady-state covariance matrix of ψ. Correlations between other velocity components can be obtained in a similar way. Note that, at any k and τ , the diagonal entries of the matrix Φ uu (k, τ ) provide information about two-point temporal correlations at various wall-normal locations.
Spatio-temporal frequency responses
Figure 16(a) compares the power spectral densities of three linear approximations of the NS equations in turbulent flow with R τ = 186 and k = (2.5, 7). These are respectively given by the linearized NS equations (2.7), an eddy-viscosity-enhanced linearized NS equations, and the low-rank modification of the linearized dynamics (3.12). For the standard and eddy-viscosity-enhanced linearizations, the input matrix B(k) excites all degrees of freedom in the evolution model (Jovanović & Bamieh 2005) ; for the modified dynamics (3.12), the input matrix B(k) comes from the framework of § 3. While the temporal frequency at which the PSD peaks is similar for the linearized NS equations and the modified dynamics (ω = 45), it is smaller for the eddy-viscosity-enhanced model (ω = 27). Compared to the linearization around turbulent mean profile, both the eddy-viscosity-enhanced model and our model attenuate amplification of disturbances at all temporal frequencies. Thus, the low-rank modification of the linearized NS equation introduces eddy-viscosity-like features and provides additional damping across temporal frequencies. ) illustrates similar trends for the worst-case amplification to harmonic forcing, G v (k, ω). We recall that the PSD quantifies the total energy amplification, i σ 2 i , and that the worst case amplification is determined by the largest singular value of the frequency response, σ 2 max . Clearly, in both cases, the low-rank modification reduces amplification of disturbances relative to the linearization around turbulent mean velocity but does not modify the temporal frequency at which the energy amplification peaks. Figure 17 shows the one-dimensional energy density E vv as a function of propagation speed c = ω/k x and y + for turbulent channel flow with R τ = 186. This quantity is obtained by integrating diag (T vw (k, ω) T * vw (k, ω)) over 50 × 51 logarithmically spaced wavenumbers with 0 < k x < k x,max and 0 < k z < k z,max , and for a range of wave speeds 0 < c < U c , where U c is the mean centerline velocity. Here, k x,max = 42.5 and k z,max = 84.5 are the largest wavenumbers used in the DNS of DelÁlamo & Jiménez (2003) and DelÁlamo et al. (2004) ; they capture the energetically significant portion of the premultiplied turbulent energy spectrum of channel flow with R τ = 186. In contrast to the PSD, E vv provides insight into the wall-normal variation of the energy amplification in stochastically-forced flows. For a fixed value of c, the energy density is localized in a narrow wall-normal region; see figures 17(a-c). To highlight this localization, we normalize the energy density by its maximum value over y for fixed values of c. As shown in figures 17(d-f), the normalized energy density peaks in the vicinity of the wall-normal location where the turbulent mean velocity, marked by the thick black lines, equals the wave speed; McKeon & Sharma (2010) argued that the emergence of critical layers is because the resolvent norm peaks for c ≈ U (y). Our observations are in agreement with Moarref et al. (2013) where the contribution of the principal resolvent mode to the streamwise energy density was studied for the NS equations linearized around turbulent mean velocity in channel flow with R τ = 2003. Figure 17 shows that at each wall-normal location y the modes that convect at the critical speed c = U (y) are most amplified. This observation holds in almost the entire channel and, with slight disparity, is valid for all three models. Based on Taylor's frozen turbulence hypothesis (Taylor 1938) , flow structures in turbulent flows propagate downstream at a speed that is close to the local mean velocity. For a large extent of the channel height our observation is in agreement with this hypothesis. However, for all three models, the scatter in the energy density increases as the wall is approached. In addition, near-wall modes peak at y + ≈ 10 and they travel at speeds that are smaller than the local mean velocity. Similar observations were made in analytical (Moarref et al. 2013) , experimental LeHew et al. 2011) and numerical studies (Kim & Hussain 1993; DelÁlamo & Jiménez 2009) , thereby suggesting that application of Taylor's hypothesis can yield inaccurate energy spectra close to the wall.
From figure 17(b) it is evident that while eddy-viscosity enhancement reduces the scatter close to the wall, the energy density resulting from this model is less concentrated away from the wall. Even though the low-rank modification does not significantly alter the general trend in the energy density, figure 17(f) illustrates that, for y + < 15, the scatter in the normalized energy density increases. Namely, the highest energy amplification no longer occurs at velocities that are close to the local mean velocity near the wall.
Principal output and forcing directions
We now utilize the singular value decomposition to analyze the principal output and forcing directions for flow with R τ = 2003 and k = (1, 6). This wavenumber pair is associated with the energetic length scale of VLSMs in canonical flows (Monty et al. 2007; Hutchins & Marusic 2007a; ) and it has been previously considered in the study of coherent structures in turbulent pipes .
For N = 201 wall-normal collocation points, the matrix Z(k) that results from optimization problem (CC) with γ = 10 3 has 7 positive and 5 negative eigenvalues. Therefore, the input matrix B(k), which introduces colored-in-time forcing into the linearized NS dynamics, has 7 columns. This choice of γ provides a balance between the number of colored-in-time inputs and quality of completion of the two-point correlations. We examine temporal frequencies ω = 21.4 and 26.5 which correspond to the streamwise propagation speed c = ω/k x of structures that reside in the middle of the logarithmic region (Marusic et al. 2013 ) and the peak of PSD (not shown here), respectively. Figure 18 shows the contribution of each output directionξ j in (5.3) to the energy 
is a tall matrix with 7 columns, the frequency response T vw (k, ω) has only 7 non-zero singular values. For ω = 21.4, the principal output direction, which corresponds to the largest singular value σ max , approximately contains 58% of the total energy. The second largest singular value contributes an additional 34%. Thus, the two most amplified output directions account for 92% of the total energy. For ω = 26.5, the largest singular value contains more than 95% of the total energy. This further supports the finding that the turbulent velocity spectra and the Reynolds stress co-spectrum can be approximated with a few resolvent modes (Moarref et al. 2013 (Moarref et al. , 2014 .
Relations (5.4) can be used to visualize the spatial structure of each output directionξ j . Figures 19(a,b) show the spatial structure of the streamwise component of the principal output response in turbulent channel flow at t = 0 and for ω = 21.4. These streamwise elongated structures are sandwiched between counter-rotating vortical motions in the cross-stream plane (cf. figure 19(b) ) and they contain alternating regions of fast-and slow-moving fluid (which are slightly inclined to the wall). We see that they reside in the logarithmic region with their largest values roughly taking place in the middle of this region. Even though these structures do not capture the full complexity of turbulent flows, they are reminiscent of VLSMs that form at large Reynolds numbers. Figures 19(c,d) show the spatial structure of the principal output response for the temporal frequency ω = 26.5. Compared to ω = 21.4, these streamwise elongated structures are longer and reside in the outer region of the channel with no protrusion to the logarithmic layer.
A similar approach can be used to study the spatial structure of colored-in-time forcing to the linearized NS equations. This is accomplished by passing the output of filter (3.8) through the input matrix B(k) and examining the resulting frequency response, B(k)T f (k, ω). For ω = 21.4 and 26.5, the principal output directions respectively contain 62% and 88% of the total energy of the forcing to the linearized NS equations. Figures 20(a,b) show the spatial structure of the principal wall-normal forcing component at t = 0 and ω = 21.4. We see that the forcing to the Orr-Sommerfeld equation affects regions of the channel that begin in the logarithmic layer and extend to the middle of the channel. The color plot in figure 20(b) shows that the largest value of the normal forcing component is in the outer layer. This suggests that the turbulent flow structures that reside in the logarithmic layer are induced by a forcing which is not limited to the logarithmic layer. Similarly, for ω = 26. 5, figures 20(c,d) illustrate that the most energetic component of the wall-normal forcing begins in the logarithmic layer and extends to the outer region of the channel. Compared to ω = 21.4, these structures are shorter and do not influence the middle of the channel.
Temporal two-point correlations
Figure 21(a) shows the dependence of the main diagonal of the steady-state autocovariance of streamwise velocity Φ uu on the wall-normal coordinate y and the time lag τ in flow with R τ = 186 and k = (2.5, 7). Furthermore, figure 21(b) illustrates changes with τ at y + = 15. We observe attenuated oscillatory τ -dependence where the period of oscillations increases as the wall is approached. For any wall-normal location y, the fundamental frequency f 0 of the corresponding diagonal entry of Φ uu (k, τ ) can be used to estimate the streamwise convection velocity, where U is the mean velocity and W is a Gaussian convolution window that accounts for the wall-normal structure of eddies with wavelength λ x = 2π/k x and λ z = 2π/k z . The convolution window is tuned so that the resulting approximation agrees well with measurements of the convection velocity over a range of two-dimensional wavelengths, wall-normal distances, and Reynolds numbers (DelÁlamo & Jiménez 2009). The convection velocity resulting from temporal correlations of the linear dynamics (3.12) is within 12% of c u (k, y) computed from (5.11). Even though optimization problem (CC) constrains our model to only match one-point steady-state correlations, the modified dynamics (3.12) reproduce the essential features of the convection velocity of the most energetic modes. In particular, the deviation from Taylor's frozen turbulence hypothesis as the wall is approached is captured. This is a consequence of retaining the physics of the NS equations in our modeling and optimization framework.
Discussion
In this section, we provide insight and discuss broader implications of the framework.
6.1. The role of the colored-in-time forcing
As noted earlier, the colored-in-time forcing introduces a low-rank modification to the dynamics of the linearized NS equations around turbulent mean velocity. This should be compared and contrasted to alternative modifications proposed in the literature. For instance, one such modification is obtained by augmenting molecular viscosity with turbulent eddy viscosity (Reynolds & Hussain 1972; DelÁlamo & Jiménez 2006; Cossu et al. 2009; Pujals et al. 2009; Hwang & Cossu 2010a,b) . Another modification adds a source of constant (Farrell & Ioannou 1993c; DelSole & Farrell 1995 , 1996 DelSole 2004) or dynamical (Kraichnan 1959 (Kraichnan , 1971 ) dissipation. The colored-in-time forcing similarly alters the dynamics but rather than postulating relations between Reynolds stresses and mean velocity gradients, it generates perturbations in a data-driven manner. More specifically, in the linearized NS model, the generator A(k) is lower block triangular. This means that wall-normal vorticity does not influence the dynamics of wallnormal velocity (Schmid & Henningson 2001) . In the context of channel flow, standard eddy-viscosity and dissipation models do not alter this structural feature. In contrast, Figure 23 . Partitioning the state in (3.12) as ψ = (v, η), and conformably the forcing Bw as (fv, fη), the term BC f in (3.12) modifies the Orr-Sommerfeld, Squire, and coupling operators intoÃ11,Ã22, andÃ21, respectively. It also introduces an additional feedback termÃ12.
the low-rank term B(k)C f (k) not only modifies the structure of the Orr-Sommerfeld, Squire, and coupling operators but it also introduces an additional feedback termÃ 12 as illustrated in figure 23 . Thereby, besides an interpretation of colored-in-time forcing as a data-driven generalized eddy-viscosity refinement, the new framework points to potentially missing dynamical interactions in the linearized model. The nature and physical basis for such interactions calls for additional in-depth examination.
Closure in mean flow equations
It is well known that the nonlinear nature of the NS equations makes the nth velocity moment depend on the (n + 1)th. Colored-in-time forcing provides an alternative mechanism for developing a new class of data-driven turbulence closure models. More specifically, as shown in figure 24 , the turbulent mean velocity enters as a coefficient into the linearized flow equations. In turn these equations are used to compute second-order statistics which feed back into the mean flow equations. A contribution of this paper is to identify power spectra of forcing to the linearized NS equations that yield velocity fluctuation statistics that are consistent with the DNS data in statistical steady state. The output of our model can be used to drive the mean flow equations in time-dependent simulations. Thus, a correction to the mean velocity profile can be sought which perturbs the linearized NS dynamics. This completes the loop by incorporating a two-way interaction between the mean flow and second-order statistics of the fluctuating velocity field. It is an important topic to identify conditions under which the feedback connection of mean flow equations with stochastically-forced linearized equations, shown in figure 24, converges.
Our methodology is conceptually related to recent work where streamwise-constant NS equations are combined with linearized flow equations driven by white-in-time forcing (Farrell & Ioannou 2012; Thomas et al. 2014; Constantinou et al. 2014b ). It was demonstrated that self-sustained turbulence can indeed be maintained with such a model, although, correct statistics are not necessarily obtained. In this context, our approach offers a systematic framework for embedding data into physics-based models in order to capture correct turbulent statistics.
Kinematic simulation of turbulent flow and the turbulent inflow generation
Kinematic simulations of fully developed turbulence have been extensively used to generate synthetic flow fields. These typically involve the superposition of randomized Fourier modes that obey prescribed one-and two-point correlations (Fung et al. 1992; Elliott & Majda 1996; Malik & Vassilicos 1999; Fung & Vassilicos 1998; Cambon et al. 2004; Clark & Vassilicos 2011) . Likewise, generating statistically consistent turbulent inflow condi- tions for numerical simulations of transitional/turbulent flows as well as flow control has been a topic of great interest (Keating et al. 2004; Hoepffner et al. 2011) . A common theme in these studies is that, in contrast to direct simulations, prescribed spatial and temporal correlations are used to generate statistically consistent flow fields. Our approach is in line with this general theme in that it provides a data-driven method to generate statistically consistent velocity fluctuations using stochastically-driven linearized NS equations. The output of our modeling framework is a velocity field which can be calculated via inexpensive stochastic linear simulations. While we only use onepoint correlations as problem data, we have demonstrated that two-point spatial and temporal features are reasonably recovered. This can be attributed to two elements of our framework. First, the underlying physics are intrinsic in the problem formulation and, second, the sought modifications of the linearized NS equations around turbulent mean velocity are of low rank .
Model-based flow control
Despite initial successes of model-based feedback (Joshi et al. 1997; Cortelezzi & Speyer 1998; Bewley & Liu 1998; Lee et al. 2001; Högberg et al. 2003a,b; Kim & Bewley 2007) and sensor-free (Fransson et al. 2006; Jovanović 2008; Lieu et al. 2010; Moarref & Jovanović 2012) control at low-Reynolds-numbers in wall-bounded flows many important challenges remain. One source of the problem is that, typically, sensing and actuation of the flow field is restricted to the surface of the domain. Thus, this limited actuation needs to rely on estimation of the flow field based on available noisy measurements of wall-shear stresses and pressure. Hoepffner et al. (2005b); Chevalier et al. (2006) recognized the importance of modeling the statistics of flow disturbances to obtain well-behaved estimation gains. However, these initial studies, rely on assumptions on flow disturbances, e.g., whiteness-in-time, which often fail to hold in turbulent flows. In the present work, by departing from the white-in-time restriction, we demonstrate that turbulent flow statistics can be matched by linearized NS equations. Thus, the new methodology fits nicely into a Kalman filter estimation framework for turbulent flows and has the potential to open the door for a successful feedback control design at higher Reynolds numbers. 
Extension to complex geometries
Channel and pipe flows allow Fourier transform techniques to exploit translational invariance in the homogeneous directions and, thereby, simplify computational aspects of the problem. In such cases, the governing equations for fluctuations around mean velocity can be decoupled across spatial wavenumbers. As a result, the optimization step in our theory deals with one pair of wall-parallel wavenumbers at a time; cf. (CC). Non-parallel flows are spatially-developing and flows in more complex geometries may not be homogeneous in even a single spatial direction. One such example is that of boundary layer flows where experiments (Hutchins & Marusic 2007b; Mathis et al. 2009; Guala et al. 2011; Marusic et al. 2013 ) and simulations (Wu & Moin 2009; Schlatter & Orlü 2010; Sillero, Jiménez & Moser 2013 have provided insight into coherent flow structures and statistics. Non-parallel flows and flows in complex geometries require dealing with a much higher number of degrees of freedom. Although our framework is pertinent to refining physicsbased models of low complexity using data-driven methods, our current algorithms require O(n 3 ) computations for an n-state discretized evolution model and fall short of dealing with the added computational overhead. At this point, development of more efficient optimization algorithms appears challenging. Thus, a possible direction is to examine approximations of the governing equations. Examples of such approximations, that have been used for the control and stability analysis of boundary layer flow, can be found in Reed, Saric & Arnal (1996) ; Bertolotti, Herbert & Spalart (1992) ; Herbert (1997) ; Högberg & Henningson (2002) . In general, model reduction techniques (Sirovich 1987; Berkoo et al. 1993; Rowley 2005; Mezić 2005 Mezić , 2013 Lumley 2007; Rowley et al. 2009; Schmid 2010; Chen et al. 2012; Jovanović et al. 2014) can also be used for this purpose.
Concluding remarks
The focus of the paper is on how to account for statistical signatures of turbulent flows using low-complexity linear stochastic models. The complexity is quantified by the number of degrees of freedom in the NS equations that are directly influenced by stochastic forcing. Models for colored-in-time forcing are obtained using a maximum entropy formulation together with a regularization that serves as a penalty for model complexity. We show that colored-in-time excitation of the NS equations can also be interpreted as a low-rank modification to the generator of the linearized dynamics. Schematically, the correspondence between the nonlinear and stochastically-driven linearized NS equations is shown in figure 25 . The modified dynamics are designed to be equivalent, at the level of second-order statistics, with DNS of turbulent channel flow.
Our motivation has been to develop a framework to complete unavailable statistics in a way that is consistent with the linearized dynamics around turbulent mean velocity. The resulting dynamical model can be used for time-dependent linear stochastic simulations and analyzed using tools from linear systems theory. We have verified the ability to match statistics of turbulent channel flow using such simulations. We have also analyzed the spatio-temporal responses to stochastic and deterministic excitation sources. In particular, by examining the power spectral density of velocity fluctuations, we have shown that the dynamical modification attenuates the amplification over all temporal frequencies. A similar effect has been observed in eddy-viscosity-enhanced linearization of the NS equations. Although our models are based on one-point correlations in statistical steady-state, we have computed two-point temporal correlations to demonstrate that the essential features of the convection velocities of individual modes are reproduced.
Full scale physics-based models are often prohibitively complex. A value in our method is that it provides a data-driven refinement of models that originate from first principles. The method captures complex dynamics in a way that is tractable for analysis, optimization and control design. We have focused on a canonical flow configuration to demonstrate the ability to generate statistically consistent velocity fluctuations. The framework opens up the possibility to guide experimental data collection in an economic manner that, at the same time, allows faithful representation of structural and statistical flow features. γ γ Figure 26 . The γ-dependence of (a) the relative error (C 1); and (b) the rank of the matrix Z resulting from (CC) for turbulent channel flow with Rτ = 186 and k = (2.5, 7).
