Direct numerical method for an inverse problem of a parabolic partial differential equation  by Liao, Wenyuan et al.
Journal of Computational and Applied Mathematics 232 (2009) 351–360
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Direct numerical method for an inverse problem of a parabolic partial
differential equation
Wenyuan Liao a,∗, Mehdi Dehghan b, Akbar Mohebbi b
a Department of Mathematics & Statistics, University of Calgary, Calgary, Alberta, T2N 1N4, Canada
b Department of Applied Mathematics, Faculty of Mathematics and Computer Science, Amirkabir University of Technology, Tehran, Iran
a r t i c l e i n f o
Article history:
Received 3 September 2008
Keywords:
High-order method
Finite difference scheme
Coefficient determination
Inverse problem
a b s t r a c t
A coefficient inverse problem of the one-dimensional parabolic equation is solved by a
high-order compact finite difference method in this paper. The problem of recovering
a time-dependent coefficient in a parabolic partial differential equation has attracted
considerable attention recently. While many theoretical results regarding the existence
and uniqueness of the solution are obtained, the development of efficient and accurate
numerical methods is still far from satisfactory. In this paper a fourth-order efficient
numericalmethod is proposed to calculate the function u(x, t) and the unknown coefficient
a(t) in a parabolic partial differential equation. Several numerical examples are presented
to demonstrate the efficiency and accuracy of the numerical method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The parameter determination in a parabolic partial differential equation from the over-specified data plays a crucial
role in applied mathematics and physics. This technique has been widely used to determine the unknown properties of a
region by measuring only data on its boundary or a specified location in the domain. These unknown properties such as
the conductivity medium are important to the physical process but usually cannot be measured directly, or very expensive
to be measured. The classical example is that one needs to find the temperature distribution u(x, t) as well as the thermal
coefficient a(t) that simultaneously satisfy
∂u
∂t
= a(t) ∂
2u
∂x2
, 0 < x < 1, 0 < t ≤ T , (1)
u(x, 0) = f (x), 0 ≤ x ≤ 1, (2)
u(0, t) = g0(t), 0 < t ≤ T , (3)
u(1, t) = g1(t), 0 < t ≤ T , (4)
subject to an extra measurement
u(x∗, t) = E(t), 0 ≤ t ≤ T , x∗ ∈ (0, 1), (5)
where f , g0, g1 and E are known functions, while u(x, t) and a(t) are to be determined. Eqs. (1)–(5) can be used to model
several types of physical problems. For more details, readers are refereed to [1–5]. One important but difficult case is when
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the unknown coefficient function is also a function of space variable x and the solution u. Here in this paper we assume that
the unknown coefficient depends on time variable only.
Without the extra measurement (5), the problem (1)–(4) is under-determined, and may have infinitely many solutions.
On the other hand, if too many additional conditions are imposed, the solution may not exist. The existence and uniqueness
of the solution to this problem and more applications are discussed in [6–11].
In the past several decades, various numerical methods had been developed to solve (1)–(5) or similar problems.
Cannon [6] and Jones [2] reduced the problem to a nonlinear integral equation for the coefficient a(t). This approach works
well for parabolic equation in one space variable but does not easily extend to higher-dimensional problems because it
depends on the explicit form of the fundamental solution of the heat operator. In [12], a backward Euler finite difference
scheme was developed and discussed. It is shown that this scheme is stable in the maximum norm and an error estimation
was obtained. In [9] this problem was studied from a different point of view. The authors first transformed a large class of
parabolic inverse problems into a non-classical parabolic equation whose coefficients consist of trace type functional on
the solution and its derivatives subject to some initial and boundary conditions. For the resulted non-classical problem,
they introduced a variational form by defining a new function, then both continuous and discrete Galerkin procedures are
employed to the non-classical problem. In [13] several first- and second-order finite difference numerical schemes have
been developed to solve the non-classical problem which are obtained by applying the transformation technique in [9] to
problem (1)–(5). These schemes are efficient and easy to implement but the convergence order is low. Another disadvantage
of thesemethods is that they are only conditionally stable. In [14], an efficient pseudospectral Legendremethod is developed
to solve problem (1)–(5). Based on these results, and the idea of Padé approximation for solving reaction–diffusion equation
in [15,16], an unconditionally stable fourth-order finite difference scheme is developed to solve the non-classical problem.
Aswewill show later, the newhigh-ordermethod thatwill be developed is applicable to amore general reaction diffusion
equation. Therefore here and throughout this paper, Eq. (6) will be used as the model for algorithm development.
The rest of this paper is organized as follows. In Section 2, we introduce the reaction diffusion equation subject to an extra
measurement and transform it into a non-classical problem. In Section 3, some low-order numerical schemes are reviewed
and an efficient higher-order scheme is developed. In Section 4, several numerical examples are presented to confirm the
accuracy and efficiency of the newmethod, and finally some conclusions and possible futurework are addressed in Section 5.
2. Statement of the problem
Consider the reaction diffusion equation
∂u
∂t
= a(t) ∂
2u
∂x2
+ λ(t)u+ φ(x, t), x ∈ (0, 1), t ∈ (0, T ], (6)
with initial condition
u(x, 0) = f (x), x ∈ [0, 1], (7)
and boundary conditions
u(0, t) = g0(t), t ∈ [0, T ], (8)
u(1, t) = g1(t), t ∈ [0, T ], (9)
subject to an extra measurement
u(x∗, t) = E(t), t ∈ [0, T ], x∗ ∈ (0, 1), (10)
where λ(t) is a known function of t , φ(x, t) is a known function of x and t , f , g0, g1 and E are known functions, while u(x, t)
and a(t) are unknown functions to be determined.
Apparently, Eq. (1) is a special case of Eq. (6) when φ(x, t) = 0 and λ(t) = 0, so the method developed for the problem
(6)–(10) can be used to solve problem (1)–(5).
First, using (6)–(9) and (10), we obtain
E ′(t) = ut(x∗, t) = a(t)uxx(x∗, t)+ λ(t)E(t)+ φ(x∗, t), t ∈ (0, T ]. (11)
Assume that uxx(x∗, t) 6= 0, we have
a(t) = E
′(t)− λ(t)E(t)− φ(x∗, t)
uxx(x∗, t)
, t ∈ (0, T ]. (12)
Therefore the inverse problem (6)–(10) is equivalent to the following problem:
ut = E
′(t)− λ(t)E(t)− φ(x∗, t)
uxx(x∗, t)
uxx + λ(t)u+ φ(x, t), (x, t) ∈ (0, 1)× [0, T ], (13)
u(x, 0) = f (x), x ∈ (0, 1), (14)
u(0, t) = g0(t), t ∈ (0, T ], (15)
u(1, t) = g1(t), t ∈ (0, T ]. (16)
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Applying ∂
2
∂x2
to both sides of (13) and letting v(x, t) = uxx(x, t) lead to
vt = E
′(t)− λ(t)E(t)− φ(x∗, t)
v(x∗, t)
vxx + λ(t)v + φxx(x, t), x ∈ (0, 1), t ∈ (0, T ], (17)
v(x, 0) = f ′′(x), x ∈ (0, 1) (18)
v(0, t) = (g
′
0(t)− λ(t)g0(t)− φ(0, t))v(x∗, t)
E ′(t)− λ(t)E(t)− φ(x∗, t) , t ∈ (0, T ], (19)
v(1, t) = (g
′
1(t)− λ(t)g1(t)− φ(1, t))v(x∗, t)
E ′(t)− λ(t)E(t)− φ(x∗, t) , t ∈ (0, T ]. (20)
3. Numerical method
In this section an efficient fourth-order numerical scheme is developed to solve the problem (17)–(20). The domain
[0, 1] × [0, T ] is divided into anM × N mesh with the spatial step size h = 1M in x direction and the time step size∆t = TN ,
respectively.
Grid points (xi, tj) are defined by
xi = i ∗ h, i = 0, 1, 2, . . . ,M, (21)
tn = n ∗∆t, n = 0, 1, 2, . . . ,N, (22)
in which M and N are integers. The notations uni and a
n are used to denote the finite difference approximations of
u(i ∗ h, n ∗∆t) and a(n ∗∆t), respectively.
Several numerical schemes have been developed to solve the problem (17)–(20), such as the 3-point second-order
forward-time centered-space explicit formula [17], backward-time centered-space implicit finite difference scheme,
Crank–Nicolson algorithm [18,13,19], Saulyev’s first and second kind finite difference schemes [18,13,20]. A brief description
of these algorithms is given below, which is followed by the development of the fourth-order method.
3.1. Review of existing finite difference schemes
Apply forward-time centered-space to (17) we obtain
vn+1i − vni
∆t
= E
′(tn)− λ(tn)E(tn)− φ(x∗, tn)
h2v(x∗, tn)
δ2xv
n
i + λ(tn)vni + φxx(xi, tn), (23)
which has a truncation error of O(h2 +∆t). This algorithm is efficient but it is only conditionally stable.
One way to improve the stability is replacing the forward-time discretization by backward-time discretization, which
leads to the following backward-time centered-space scheme
vn+1i − vni
∆t
= E
′(tn+1)− λ(tn+1)E(tn+1)− φ(x∗, tn+1)
h2v(x∗, tn+1)
δ2xv
n+1
i + λ(tn+1)vn+1i + φxx(xi, tn+1), (24)
which also has a truncation error of O(h2 + ∆t). This algorithm is unconditionally stable but is not efficient since a system
of nonlinear algebraic equations has to be solved at each time step.
Another widely used scheme is Crank–Nicolson algorithm, which is defined as the following
vn+1i − vni
∆t
= 1
2
[
E ′(tn+1)− λ(tn+1)E(tn+1)− φ(x∗, tn+1)
h2v(x∗, tn+1)
δ2xv
n+1
i
+ E
′(tn)− λ(tn)E(tn)− φ(x∗, tn)
h2v(x∗, tn)
δ2xv
n
i +λ(tn+1)vn+1i + λ(tn)vni + φxx(xi, tn+1)+ φxx(xi, tn)
]
. (25)
We can see that this algorithm is second-order accurate in both temporal and spatial dimensions, and unconditionally
stable. This algorithm again is not very efficient since a system of nonlinear algebraic equations has to be solved at each time
step.
Applying Saulyev’s first kind finite difference procedure [20] to (17) yields
vn+1i − vni
∆t
= 1
2
[
Q n
h2v(x∗, tn)
(vn+1i−1 − vn+1i )+ λ(tn+1)vn+1i
+φxx(xi, tn+1)+ Q
n
h2v(x∗, tn)
(vni+1 − vni )+ λ(tn)vni + φxx(xi, tn)
]
. (26)
This scheme will be explicit if the calculation proceeds from the left to right.
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It is worth noting that applying Saulyev’s second kind finite difference technique [21] to (17) gives the following scheme
vn+1i − vni
∆t
= 1
2
[
Q n+1
h2v(x∗, tn+1)
(vn+1i+1 − vn+1i )+ λ(tn+1)vn+1i
+φxx(xi, tn+1)+ Q
n
h2v(x∗, tn)
(vni−1 − vni )+ λ(tn)vni + φxx(xi, tn)
]
. (27)
We can see that the scheme will be explicit if the calculation proceeds from the right to left. Here in both (26) and (27),
Q n = E ′(tn)− λ(tn)E(tn)− φ(x∗, tn). (28)
Apparently, the truncation errors for Saulyev’s first and second kind finite difference schemes are O(h+∆t).
For all of these schemes, the following second-order approximation
v(x∗, t) = xi0+1 − x
∗
h
v(xi0 , t)+
x∗ − xi0
h
v(xi0+1, t)+ O(h2), (29)
is used, where x∗ ∈ (xi0 , xi0+1).
3.2. High-order finite difference scheme
We start by applying Crank–Nicolson algorithm to (17). As mentioned early, Crank–Nicolson algorithm is second-order
accurate with a truncation error of O(∆t2 + h2). If the fourth-order Padé approximation is used to approximate vxx in (17),
then we obtain the following algorithm
vn+1i − vni
∆t
= 1
2
[
Q n+1
h2v(x∗, tn+1)
δ2x
1+ δ2x12
vn+1i +
Q n
h2v(x∗, tn)
δ2x
1+ δ2x12
vni
+ λ(tn+1)vn+1i + λ(tn)vni + φxx(xi, tn+1)+ φxx(xi, tn)
]
, (30)
which is second-order accurate in time but fourth-order accurate in space. Here the finite difference operator δ2x is defined
as: δ2xui = ui+1 − 2ui + ui−1.
Applying 1+ δ2x12 to both sides of (30), we obtain the following scheme[(
1− λ(tn+1)∆t
2
)(
1+ δ
2
x
12
)
− ∆tQ
n+1
2h2v(x∗, tn+1)
δ2x
]
vn+1i
=
[(
1+ λ(tn)∆t
2
)(
1+ δ
2
x
12
)
+ ∆tQ
n
2h2v(x∗, tn)
δ2x
]
vni +
∆t
2
(
1+ δ
2
x
12
)
[φxx(xi, tn+1)+ φxx(xi, tn)], (31)
where
Q n+1 = E ′(tn+1)− λ(tn+1)E(tn+1)− φ(x∗, tn+1). (32)
Algorithm (31) is fourth order in space, however the term v(x∗, t) is not explicitly defined. To maintain an overall fourth-
order accuracy, a fourth-order linear approximation to v(x∗, t) is developed. Depending on the location of x∗, there are four
different cases,
• Case 1: x∗ = xi for some 1 ≤ i ≤ M − 1, i.e., x∗ is a grid point, v(x∗, tn+1) = vn+1i and v(x∗, tn) = vni .
• Case 2: If x∗ ∈ (x0, x1), then x∗ = x0 + αh for some α ∈ (0, 1). We approximate v(x∗, t) as
v(x∗, t) = c1v(x0, t)+ c2v(x1, t)+ c3v(x2, t)+ c4v(x3, t), (33)
where c1, c2, c3 and c4 are coefficients to be determined. First, we can see that xi (i = 1, 2, 3, 4) can be written as
x0 = x∗ − αh,
x1 = x∗ + (1− α)h,
x2 = x∗ + (2− α)h,
x3 = x∗ + (3− α)h.
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Then we expand v(xi, t) at x∗ by Taylor series:
v(x0, t) = v(x∗, t)− αhvx(x∗, t)+ α
2h2
2
vxx(x∗, t)− α
3h3
6
vxxx(x∗, t)+ O(h4),
v(x1, t) = v(x∗, t)+ (1− α)hvx(x∗, t)+ (1− α)
2h2
2
vxx(x∗, t)+ (1− α)
3h3
6
vxxx(x∗, t)+ O(h4),
v(x2, t) = v(x∗, t)+ (2− α)hvx(x∗, t)+ (2− α)
2h2
2
vxx(x∗, t)+ (2− α)
3h3
6
vxxx(x∗, t)+ O(h4),
v(x3, t) = v(x∗, t)+ (3− α)hvx(x∗, t)+ (3− α)
2h2
2
vxx(x∗, t)+ (3− α)
3h3
6
vxxx(x∗, t)+ O(h4).
Ignore the fourth-order truncation errorO(h4), substitute these Taylor series in (33), match the coefficients of v(x∗, t),
vx(x∗, t), vxx(x∗, t) and vxxx(x∗, t) on both sides of (33), we obtain a linear algebraic system satisfied by the coefficients
c1, c2, c3 and c4:
c1 + c2 + c3 + c4 = 1
−αhc1 + (1− α)hc2 + (2− α)hc3 + (3− α)hc4 = 0
α2h2
2
c1 + (1− α)
2h2
2
c2 + (2− α)
2h2
2
c3 + (3− α)
2h2
2
c4 = 0
−α
3h3
6
c1 + (1− α)
3h3
6
c2 + (2− α)
3h3
6
c3 + (3− α)
3h3
6
c4 = 0.
The solution of the linear system yields the coefficients from c1 to c4, then the fourth-order approximation for v(x∗, t)
is obtained.
• Case 3: If x∗ ∈ (xM−1, xM), the same method as case 2 can be used here.• Case 4: If x1 < x∗ < xM−1, then there exists an integer l such that x∗ ∈ (xl, xl+1) and both xl and xl+1 are interior grid
points, so x∗ = xl + αh for some α ∈ (0, 1), then the linear approximation to v(x∗, t) is given as
v(x∗, t) = c1v(xl−1, t)+ c2v(xl, t)+ c3v(xl+1, t)+ c4v(xl+2, t), (34)
we then expand v(xl−1, t), v(xl, t), v(xl+1, t) and v(xl+2, t) at x = x∗ by Taylor series, similarly we can determine the
four coefficients c1, c2, c3 and c4.
Using the fourth-order approximation for v(x∗, t), the numerical scheme (31) takes the following form (use case 4 as the
example)
(
1− λ(tn+1)∆t
2
)(
1+ δ
2
x
12
)
− ∆tQ
n+1
2h2(
4∑
k=1
ckv(xl+k−2, tn+1))
δ2x
 vn+1i
=

(
1+ λ(tn)∆t
2
)(
1+ δ
2
x
12
)
+ ∆tQ
n
2h2(
4∑
k=1
ckv(xl+k−2, tn))
δ2x
 vni + ∆t2
(
1+ δ
2
x
12
)
[φxx(xi, tn+1)+ φxx(xi, tn)].
(35)
The scheme above is nonlinear, so the following iterative method is used to solve for v(xi, tn+1), for i = 1, 2, . . . ,M
(
1− λ(tn+1)∆t
2
)(
1+ δ
2
x
12
)
− ∆tQ
n+1
2h2(
4∑
k=1
ckvn+1
(m)
l+k−2 )
δ2x
 vn+1(m+1)i
=

(
1+ λ(tn)∆t
2
)(
1+ δ
2
x
12
)
+ ∆tQ
n
2h2(
4∑
k=1
ckvnl+k−2)
δ2x
 vni + ∆t2
(
1+ δ
2
x
12
)
[φxx(xi, tn+1)+ φxx(xi, tn)], (36)
form = 0, 1, 2, . . ., with the initial guess vn+1(0)i = vni . Usually, two or three iterations are enough since the initial guess is
very close to the true solution when∆t is small.
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Algorithm (31) is fourth-order accurate in space variable but second order in time variable. Since the new algorithm
starts from Crank–Nicolson algorithm, it is easy to see that the truncation error in time is in the form of C1∆t2 + C2∆t4,
so Richardson’s extrapolation technique is used to improve the algorithm to fourth order in time variable. Let U∆t =
(u∆t0 , u
∆t
1 , . . . , u
∆t
M ) be the numerical solution of u(xi, t)(i = 0, 1, . . . ,M) obtained by using time step size ∆t , and
U
∆t
2 = (u∆t20 , u
∆t
2
1 , . . . , u
∆t
2
M ) be the numerical solution of u(xi, t)(i = 0, 1, . . . ,M) obtained by using time step size ∆t2 ,
we define the new numerical solution to u(xi, t) as U = 4U
∆t
2 −U∆t
3 , then the numerical method is fourth-order accurate in
both time and space variables.
3.3. Solve u(x, t) from v(x, t)
In order to solve u(x, t) from v(x, t) for a given t , we need to solve the following boundary value problem:
uxx(x, t) = v(x, t), x ∈ (0, 1) (37)
u(0, t) = g0(t), (38)
u(1, t) = g1(t). (39)
The simple way to solve (37)–(39) is the following finite difference scheme
δ2xu
n
i
h2
= vni , 1 ≤ i ≤ M − 1, n ≥ 1, (40)
un0 = g0(tn), n ≥ 1, (41)
unM = g1(tn), n ≥ 1 (42)
where vni is the numerical solution of (31).
It is easy to see that the numerical scheme (40) is only second-order accurate. In order to obtain fourth-order accuracy,
we apply Padé approximation to uxx in (37), then we have
δ2x
h2(1+ δ2x12 )
uni = vni . (43)
Applying 1+ δ2x12 to both sides of (43) leads to the following fourth-order scheme for solving (37)–(39)
uni−1 − 2uni + uni+1 = h2(vni−1 + 10vni + vni+1), 1 ≤ i ≤ M − 1, n ≥ 1, (44)
with boundary conditions un0 = g0(tn) and unM = g1(tn).
4. Numerical experiments
Three numerical examples are presented to demonstrate the efficiency and accuracy of the method. For all of the three
examples, the true solutions are available.
4.1. Example 1
In this example, wewant to compare the fourth-ordermethodwith other existing schemes introduced in Section 3.1.We
solve the problem (6)–(10) with λ(t) = 0 and φ(x, t) = 0, and with the following initial, boundary and extra measurement
conditions:
f (x) = e x2 ,
g0(t) = 1+ 2t
3
1+ t3 + sin
(
t
2
)
,
g1(t) =
√
e
(
1+ 2t3
1+ t3 + sin
(
t
2
))
,
E(t) = e 18
(
1+ 2t3
1+ t3 + sin
(
t
2
))
and x∗ = 14 , for which the true solution is
u(x, t) = e x2
(
1+ 2t3
1+ t3 + sin
(
t
2
))
(45)
W. Liao et al. / Journal of Computational and Applied Mathematics 232 (2009) 351–360 357
Table 1
Numerical errors for uwith T = 1, h = 150 , x∗ = 14 and∆t = 0.0001.
x Exact u Numerical errors
FTCS Crank–Nicolson BTCS 4th order
0.1 2.08091285616314 1.1e−03 1.9e−03 1.3e−03 1.0e−012
0.2 2.18760353976159 1.2e−03 1.9e−03 1.7e−03 1.8e−012
0.3 2.29976437168124 1.3e−03 1.5e−03 1.8e−03 2.4e−012
0.4 2.41767581242385 1.4e−03 1.8e−03 1.9e−03 2.8e−012
0.5 2.54163270200862 1.2e−03 1.4e−03 2.0e−03 3.0e−012
0.6 2.67194499722576 1.0e−03 1.2e−03 2.0e−03 2.9e−012
0.7 2.80893854668995 1.1e−03 1.6e−03 1.6e−03 2.6e−012
0.8 2.95295590563162 1.3e−03 1.6e−03 1.7e−03 2.0e−012
0.9 3.10435719246341 1.7e−03 1.5e−03 2.0e−03 1.1e−012
Table 2
Numerical errors for a(t)with h = 150 , x∗ = 14 and∆t = 0.0001.
t Exact a(t) Numerical errors
FTCS Crank–Nicolson BTCS 4th order
0.1 2.01456218616534 3.2e−03 3.0e−03 3.4e−03 8.0e−013
0.2 2.22286186202351 3.3e−03 2.9e−03 3.4e−03 1.6e−013
0.3 2.55288732103210 3.3e−03 2.8e−03 3.5e−03 1.5e−012
0.4 2.90438923266454 3.4e−03 2.9e−03 3.7e−03 3.2e−012
0.5 3.17125316293484 3.5e−03 3.0e−03 3.6e−03 5.3e−012
0.6 3.28020849420835 3.6e−03 3.2e−03 3.5e−03 7.3e−012
0.7 3.21517584120942 3.9e−03 3.3e−03 3.8e−03 8.8e−012
0.8 3.01004742772380 3.8e−03 3.4e−03 3.7e−03 9.7e−012
0.9 2.72129033388079 3.8e−03 3.5e−03 3.6e−03 9.9e−012
1.0 2.40229553021422 3.8e−03 3.4e−03 3.5e−03 9.6e−012
and the coefficient is
a(t) = 2(6t
2 + (1+ t3)2 cos( t2 ))
(1+ t3)(1+ 2t3 + (1+ t3) sin( t2 ))
. (46)
It is easy to see that
uxx(x, t) = e
x
2 (1+ 2t3)
4(1+ t3) +
e
x
2 sin( t2 )
4
6= 0 for any x > 0, t ≥ 0. (47)
According to Eqs. (17)–(20) and the initial and boundary conditions, the following can be derived:
a(t) =
e
1
8 ( 3t
2
(1+t3)2 + 12 cos( t2 ))
v(x∗, t)
, (48)
f ′′(x) = e
x
2
4
, (49)
v(0, t) =
3t2
(1+t3)2 + 12 cos( t2 )
e1/8( 3t
2
(1+t3)2 + 12 cos( t2 ))
v(x∗, t), (50)
v(1, t) =
√
e( 3t
2
(1+t3)2 + 12 cos( t2 ))
e1/8( 3t
2
(1+t3)2 + 12 cos( t2 ))
v(x∗, t). (51)
The errors of the numerical solutions for u(x, t) and a(t) from the first example are listed in Tables 1 and 2 respectively.
The data in Table 1 shows the error of the numerical solutions to u(x, t) obtained by using various numerical schemes at
different grid points. As we can see, the fourth-order method is muchmore accurate than other schemes. With the same∆t
and h, the error by the fourth-order method is at the level of 10−12 while others are at the level of 10−3.
Similarly, the data in Table 2 shows the error of the numerical solution to a(t) obtained by using various numerical
schemes at different time levels. Again it confirmed that the fourth-ordermethod ismuchmore accurate than other schemes.
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Fig. 1. Numerical error of u(x, t) at final time level with various∆t .
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Fig. 2. Numerical errors of a(t)with various h.
4.2. Example 2
Find a(t) in (6)–(10) with
λ(t) = 0, φ(x, t) = (3+ cos(t))et cos(x), (x, t) ∈ (0, 1)× (0, T ]
E(t) = u(x∗, t) =
(
1+ t + t
2
2
)
e−t , (x, t) ∈ (0, 1)× (0, T ],
g0(t) = et , g1(t) = cos(1)et , t ∈ (0, T ],
f (x) = cos(x), x ∈ [0, 1],
where x∗ = 49 . The true solution is u(x, t) = et cos(x)while a(t) = 2+ cos(t). We use the fourth-order method to compute
the numerical solution to u(x, t) at t = 1with various∆t . The errors are plotted in Fig. 1.We can see that the error decreases
rapidly when∆t gets smaller. It is worth pointing out that on both sides of the domain, the error is almost zero because the
boundary conditions on both sides are available, so there is no error on the boundary points.
The numerical errors for a(t) at different time levels are plotted in Fig. 2. If ∆t is fixed as ∆t = 0.0001, the error for
a(t) decreases rapidly when h gets smaller. It is also worth pointing out that the error is almost zero when t → 0. This is
reasonable because the initial condition is analytically available so there is no error when t = 0.
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Table 3
Maximum error between calculated and exact solutions of u at t = 1.0, maximum error between calculated and exact solutions of a(t) and the order of
convergence in space with∆t = 0.0001.
h 0.1 0.05 0.025 0.0125 0.00625
eu 9.58e−006 5.97e−007 3.40e−008 2.22e−009 1.38e−010
eu(h)
eu( h2 )
– 16.0581 17.5329 15.3138 16.0552
Log2(
eu(h)
eu( h2 )
) – 4.005 4.1319 3.9368 4.0050
ea 2.38e−007 1.27e−008 1.65e−009 3.20e−011 2.10e−012
ea(h)
ea( h2 )
– 18.6470 7.7211 51.5443 15.2261
Log2(
ea(h)
ea( h2 )
) – 4.2209 2.9488 5.6877 3.9288
Table 4
Maximum error between calculated and exact solutions of u at t = 1, maximum error between calculated and exact solutions of a(t) and order of
convergence in time with h = 0.001.
∆t 0.1 0.05 0.025 0.0125 0.00625
eu 2.03e−005 1.28e−006 8.05e−008 5.04e−009 3.19e−010
eu(∆t)
eu( ∆t2 )
– 15.8067 15.9512 15.9748 15.7821
Log2(
eu(∆t)
eu( ∆t2 )
) – 3.9825 3.9956 3.9977 3.9802
ea 5.15e−006 3.28e−007 2.06e−008 1.29e−009 8.21e−011
ea(∆t)
ea( ∆t2 )
– 15.7187 15.9540 15.9582 15.6920
Log2(
ea(∆t)
ea( ∆t2 )
) – 3.9744 3.9958 3.9962 3.9720
4.3. Example 3
For this example, we solve the problem (6)–(10) with
λ(t) = −2t2 − 1, f (x) = ex,
φ(x, t) = 2t(x+ t)e(t2+1)x,
g0(t) = 1, g1(t) = et2+1,
E(t) = u(x∗, t) = e 2(t
2+1)
7 ,
and x∗ = 27 . The true solution is u(x, t) = e(t
2+1)x while a(t) = 1
(1+t2)2 .
We can see that
uxx(x, t) = 1
(1+ t2)2 e
(t2+1)x 6= 0 for any x > 0, dt > 0. (52)
The purpose of this example is to show that the method is indeed fourth-order accurate in both temporal and spatial
dimensions.
For this example, we have E ′(t) = 4t7 e
2(t2+1)
7 , g ′0(t) = 0 and g ′1(t) = 2tet2+1, so
a(t) =
4t
7 e
2(t2+1)
7 + (1+ 2t2)e 2(t
2+1)
7 − 2t( 27 + t)e
2(t2+1)
7
v(x∗, t)
. (53)
Based on (53), the boundary conditions for v are derived as
v(0, t) = e−2(1+t
2)
7 v(x∗, t), (54)
v(1, t) = e 5(1+t
2)
7 v(x∗, t). (55)
The data in Table 3 shows themaximum errors between the calculated and exact solutions of u(x, t) at t = 1 andmaximum
error between calculated and exact solutions of a(t). eu is the maximum error for uwhile ea is the maximum error for a(t).
Here a fixed time step size (∆t = 0.0001) is used. It shows that when h is reduced by a factor of 2, eu and ea are reduced by
a factor about 24, i.e., the algorithm is fourth order in time variable.
The data in Table 4 shows the maximum errors between the calculated and exact solutions of u at t = 1 and maximum
error between the calculated and exact solutions of a(t). eu is the maximum error for u while ea is the maximum error for
a(t). For this test case, (h = 0.001) is fixed. It shows that when∆t is reduced by a factor of 2, both eu and ea are reduced by
a factor about 24, i.e., the algorithm is fourth order in temporal dimension.
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Table 5
Maximum error between calculated and exact solutions of u at t = 1, maximum error between calculated and exact solutions of a(t) and order of
convergence in both time and space variables.
h 0.1 0.05 0.025 0.0125 0.00625
eu 2.99e−005 1.88e−006 1.14e−007 7.25e−009 4.53e−010
eu(h,∆t)
eu( h2 ,
∆t
2 )
– 15.8871 16.4323 15.7758 15.9977
Log2(
eu(h,∆t)
eu( h2 ,
∆t
2 )
) – 3.9898 4.0385 3.9796 3.9999
ea 5.23e−006 3.32e−007 1.96e−008 1.26e−009 7.89e−011
ea(h,∆t)
ea( h2 ,
∆t
2 )
– 15.7417 16.9316 15.5398 15.9954
Log2(
ea(h,∆t)
ea( h2 ,
∆t
2 )
) – 3.9765 4.0816 3.9579 3.9996
Finally we show that the new method has an overall fourth-order accuracy. The data in Table 5 shows the maximum
error of u and a(t). For this test, we set h = ∆t . We can see that when h and ∆t are reduced by a factor of 2, the errors for
both u and a(t) are reduced by a factor about 24, which confirmed that the new method is fourth-order accurate in both
temporal and spatial dimensions.
5. Conclusions
An unconditionally stable efficient fourth-order numerical algorithm based on the functional transformation, the Padé
approximation and the Richardson extrapolation is presented in this article. The algorithm can be used to recover a time-
dependent unknown diffusion coefficient in a one-dimensional reaction–diffusion equation. Compared with other finite
difference methods such as FTCS explicit scheme, Crank–Nicolson algorithm and Backward-time central space scheme, the
fourth-order method developed in the current research work is well-balanced in stability, efficiency and accuracy. In future,
we plan to extend this algorithm to solve higher-dimensional problems and problems with more general reaction terms.
Also it would be interesting to extend themethod to solvemodels withmore complicated extrameasurement E(t) andwith
other types of nonclassical boundary specifications.
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