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It is shown that a self-orthogonal code over GF(5) which is generated by words 
of weight 4 has a decomposition into components belonging to three infinite 
families: d, (n = 4,5, 6,7,8, 10, 12 ,... ), e, (n = 6,8, 10 ,...) and F,, (n = 6, 8, 10 ,... ). 
All maximal self-orthogonal (and self-dual) codes of length ( 12 are classified. and 
a number of interesting codes of greater length are constructed. 
I. INTRODUCTION 
Self-dual codes of modest length over GF(2), GF(3) and GF(4) have been 
classified in a series of papers (see [6, 7, 28, 32, 37-39, 411 and the 
references given there). GF(4) had seemed like a good place to terminate the 
enumeration, since self-dual codes over these three fields enjoy special 
properties not shared by other codes (notably the presence of gaps in their 
weight distributions-see the Gleason-Pierce theorem [ 4 1, Theorem 6.1.1 I). 
However, recent work on the construction of even unimodular lattices [ 8-10, 
421 has called for the classification of self-dual codes over other alphabets, 
for example, the cyclic group of order n. In particular the case II = 5 leads to 
self-dual codes over GF(5), the subject of the present paper. Such codes have 
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also been studied by Gleason and Pierce (cf. [29, Section 5.3.2]), and 
furthermore arise in studying certain designs (compare [ 171). For example, if 
there is a projective plane of order 10 the GF(5) span of its incidence matrix 
extends to a self-dual code [ 181. 
We will show that self-dual codes over GF(5) of minimum weight 2 or 4 
have a satisfactory decomposition theory (see Theorems 2 and 3). The total 
number of codes of a given length is known, and leads to a “mass formula” 
(Theorem 1). From this we are able to obtain a complete enumeration of the 
codes of length not exceeding 12-see Theorems 4, 5 and Tables II, III. The 
enumeration is made easier by our having available a computer program 
([27]; see also [24-261) for finding the automorphism group of a code. 
The weight enumerator of any one of the codes (the most useful weight 
distribution to use being the “Lee weight” distribution) is strongly 
constrained: it must be invariant under a three-dimensional representation of 
the icosahedral group. These invariants were already known to Felix Klein 
[22,23], and the consequences for coding theory were discovered by 
Gleason and Pierce (and independently by the third author). The result is 
given in [29, Section 5.3.21 and [30, p. 6211, and in a slightly more 
convenient form in Theorem 6 below. The corresponding result for Hamming 
weight enumerators is given in Theorem 7. (It is worth mentioning that 
precisely the same invariants have recently been studied by Hirzebruch in 
connection with cusps of the Hilbert modular surface associated with 
Q(fi)---see [19, p. 306). However, there does not appear to be any 
connection between this work and ours.) 
From Theorem 6 we may obtain an upper bound on the minimum weight 
of these codes. We also describe a number of good codes of length greater 
than 12, some of which meet these bounds-see Section III and Table IV. 
II. PROPERTIES OF CODES 
From now on a code in this paper means a linear code over GF(5). An 
[n, k, d] code C has length n, dimension k and minimum nonzero weight d. 
(For any undefined terms from coding theory see [30].) A code is self- 
orthogonal if Cc CL and self-dual if C = Cl. Self-dual codes (over GF(5)) 
exist if and only if the length is even. If a codeword u in a self-orthogonal 
code C contains i O’s, j f l’s and k f 2’s (so that the weight of u is j + k), 
then u e u = 0 implies 
j-k (mod 5). (1) 
So although (by the Gleason-Pierce theorem) we cannot constrain the 
weights in a self-dual code to be multiples of any constant greater than one, 
nevertheless Eq. (1) reduces the number of types of codewords that can 
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occur by a factor of 5. Equation (1) also implies that a codeword in a self- 
orthogonal code cannot have weight 1 or 3, although all other weights can 
occur. The Lee weight enumerator of C is 
L(x, y, z) = c X$JZk, (2) 
UEC 
and the Hamming weight enumerator is 
W(x, Y) = w, Y, Y). 
The number of codewords of weight I in C, the coefficient of y’ in W(x, y), 
will be denoted by A,. 
The monomial group Aut(C) of C consists of all n x n monomial matrices 
K (with exactly one entry f 1 in each row and column and all other entries 
zero) such that ux E C for all u E C. Two codes C, C’ are equivalent if there 
is a monomial matrix n such that Crr = C’. If C is self-orthogonal (or self- 
dual), so is C’ (this would not be true in general if n were allowed to contain 
f l’s and f 2’s). Equivalent codes have the same weight enumerators. Our 
aim is to classify the inequivalent self-dual codes of even length and the 
maximal self-orthogonal codes of odd length. A complete classification is 
only possible for modest lengths, and otherwise we are primarily interested in 
those codes with the highest possible minimum weight for a given length. 
It is known [36, 371 that the total number of self-dual codes of even length 
n is 
n/2 - 1 
n (5’+ 1) 
i=O 
and the number of maximal self-orthogonal codes of odd length n is 
(n-I)/2 
!z’ 
5’ + 1). 
These results are most conveniently expressed as follows. 
THEOREM 1 (The mass formula). For n even 
1 
$iqq= 
n;y(5’ + 1) 
2”.n! ’ 
where the sum is over all inequivalent self-dual codes of length n, and for n 
odd 
1 
&qF)= 
rjj”=;““(Si + 1) 
2” . n! (4) 
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TABLE1 
Mass of Self-Dual Codes of 
Length n 
II Mass 
2 
1 
4 
1 
4 - 
32 
6 
13 
1920 
8 
39 
10240 
10 
4069 
6 14400 
12 
2119949 
54067200 
when the sum is over all inequivalent maximal self-orthogonal codes of 
length n. 
The first few values of the mass (3) are given in Table I. 
III. A LIST OF CODES 
This section contains a list of the most interesting codes we have found. 
Those described by upper case letters are self-dual, the others self- 
orthogonal. The subscript gives the length, and the codes are arranged 
alphabetically. Minus signs are indicated by bars, so the elements of GF(5) 
are { 0, 1,2,2, i }. The order of the monomial group of a code is denoted by 
g, and where individual monomials are specified we assume the coordinate 
positions have been labeled 1,2,..., n, and if there is an obvious division of 
the coordinates into blocks they are labeled Z, ZZ, III... . A typical monomial 
is (2354) . 34, which means that first the permutation (2354) is applied to 
the coordinates and then coordinates 3 and 4 are negated. As usual in this 
work we will decompose codes into “components” held together by “glue.” 
This “glueing theory” has been adequately described in earlier papers-see 
16 71. 
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C, is the [ 2, 1,2] code consisting of the codewords (00, 12,2& 2 1, fl}. It 
has generator matrix [ 121, weight enumerator 
(x=x* +4yz, (5) 
and its monomial group has order g = 4. 
d, (for n = 4, 6, 8,...) is the [n, (n - 2)/2,4] code with generator matrix 
shown in Fig. la. For this code A,, = 2n - 4, and Aut(d,) is generated by the 
monomials 
(2i - 1, 29 * 2if 2i t 3..., for i = 1, 2 ,..., n/2, 
--- 
(1, n)(2, n - 1)(3, n - 2)... . 246 . . . . 
and of course the overall multiplication by - 1: 
__-_ 
1234... 
which in the future we shall take for granted. Thus g = 2’“““*. There is a 
two-dimensional glue space spanned by a = (1 lOO...O) and b = (OO...Ol i). 
d, is the [5,2,4] code with generator matrix 
[ 
02112 
I 20211 . 
For this code A, = 20, and Aut(d,) is generated by (12345) f i and 
(a) 
(bl i 
1 2 1 2 
1 2 1 2 
en: 1 2 1 2 (n=6, 8, 10;..) 
. . . 
1 2 I 2 
1 
Cc) 
i 
1 T22 
Ii22 
IT22 
F,: (flZ6. 8. to....) 
. . . 
lT22 
2 2 t i 
FIG. 1. Generator matrices for the codes d,, e, and F, . 
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(2354) - 35, and has order g = 40. There is one dimension of glue, generated 
by a = (00121). 
d, is the [7,3,4] code with generator matrix 
A, = 24, g = 48, and the glue is generated by a = (00001 i 2). 
e, (for n = 6, 8, IO,...) is the [n, (n - 2)/2,4] code with generator matrix 
shown in Fig. lb. Here A, = n(n - 2)/2, Aut(e,) is generated by (12)(34)... . 
??a .. . . (Z, ZZ) . rfi, etc., and g = 4(n/2)! The glue space is spanned by a = 
(OlOiOlOi...) and b = (IZOOO...). 
F, (for n = 6,8, lo,...) is the [n, n/2,4] code with generator matrix shown 
in Fig. Ic. For n > 10, A, = 2n and Aut(F,) is generated by (12)(34) f 34, 
(34)(56) . 3 6, etc., (I, ZZ, ZZZ ,...) and (1, n)(2, n - l)... . 246 . . . . and g = n2”12. 
The codes F6 and F, are exceptional. For F, it is more convenient to use the 
generator matrix 
- - 
[‘oll”l iloiii . iiloii 
If we label the coordinates co, 0, 1,2,3,4 then Aut(F,) is generated by z -+ 
z + 1; z -+ -l/z followed by i,j; and z + 22 followed by Co. Thus 
Aut(F,) g 2 . PGL,(S), of order g = 240. Also A, = 60. This is the “glue 
code” associated with the Niemeier lattice of type A:--see [8-10,421. The 
weight enumerator of F6 is 
/I?’ =x6 + 12x($ + z’) + 60x2y2z2 + 40y3z3, 
although the polynomial 
/3=&2-p) 
(6) 
= x”yz - x*y*z2 - x( y5 + z’) + 2y3z3 
(7) 
is easier to work with (see Theorem 6 below). 
For F, it is convenient to use the generator matrix [Z4, H4], where I,, 
denotes an n x n identity matrix and 
H, = (8) 
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is a Hadamard matrix. Then Aut(F,) has order 2’ . 3, being generated by 
(I, il) . n and the automorphism group of H, itself, which has order 2’ . 3 
(cf. [ 15, 16, 2 11). The Lee weight enumerator of F, is 
6 = x8 + 48x4y2z2 + 16x3(ys + z”) + 288x2y3z3 
+ 64x( y’z + yz”) + 1 28y4z4. 
K,, is a [ 12, 6, 51 code with generator matrix 
co 0 1 2 3 4 co’ 0’1’2’3’4’ 
- 
0 
- 
0 
- 
1 
1 
1 
0 
- 
11 11’1 
00000 
oiooi 
ioioo 
oioio 
001io 
- 
0 
- 
0 
0 
0 
0 
1 
- 
00000 
1 1 1 1 1 
ooiio 
oooii 
ioooi 
010oi 
(9) 
; 
and A, = 48, g = 480. The 12 projectively distinct codewords of weight 5 
may be regarded as the circuits around each of the 12 vertices of an 
icosahedron. K12 is the first code we have encountered which has minimum 
weight 5 and is generated by vectors of weight 5. The smallest code of this 
type is the trivial code 
k,: [ll 111. 
There are infinitely many others, and we have not attempted to classify them. 
However, it is amusing to note that any two of the generators of such a code 
overlap in 0 or 2 coordinates, and therefore when regarded as binary vectors 
form an orthonormal set of vectors in GF(2)“. 
The next three families of codes, L, , Q, and QA, are generated by various 
matrices related to Hadamard matrices. 
The Hadamard codes L,. There are three obvious classes of self-dual 
codes that can be obtained from Hadamard matrices. Let H, denote an 
arbitrary Hadamard matrix of order t. (i) For n = 0 (mod 20) let L, be the 
code generated by the rows of I-Z,. (ii) For n 5 8 (mod 40) let L, be the code 
with generator matrix [In,*, H,,,]. (iii) For n z 32 (mod 40) let L, have 
generator matrix [ 2I,,, , Hn,*]. For example, there is a unique code L,, 
which is equivalent to F,. 
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An upper bound on the minimum weight of any of these codes is obtained 
from the observation that the sum of any two rows of H, has weight t/2. 
Furthermore if either the row or column character [20] of H, exceeds one 
then there are four rows or columns whose sum has weight t/4. Let us 
consider the codes L,, that are obtained from the 59 inequivalent Hadamard 
matrices of order 24 (see [20]). All these Hadamard matrices except the 
Paley matrix have either row or column character greater than one, so the 
corresponding codes have d < 10. In fact one can show by a straightforward 
analysis that d= 10 for these 58 codes. The upper bound for the code 
obtained from the Paley matrix is d < 14, and we found by computer that 
d= 14. Thus there is a single code L4* with parameters [48,24, 141. There 
are many codes of type Lzo, Lj2, L4,,,... (see [ 12-141). 
The quadratic residue codes Q, and Q; differ from the Hadamard codes 
only in that the diagonal entries of the Hadamard matrices have been 
changed. (i) When n - 0 or 12 (mod 20) and n - 1 = q is a prime power, let 
Q, be the code with generator matrix (m,,), where the rows and columns are 
labeled co, 0, l,..., q - 1, and mii = fi for all i, M,~ = 1 and mirn = -1 for 
i>O,mij=l ifj-iis asquarein GF(q), and m,=-1 ifj-iisanons- 
quare (i, j> 0, i# j). Then Q, is the usual self-dual extended quadratic 
residue code (cf. [2,30]). The first four of these codes are Q,, = [ 12,6,6], 
&, = [20, 10,8], Qjz = [32, 16, lo] and Qso = [60,30, d ,< 181 (these 
minimum weights were found by Newhart [35]). We computed the weight 
enumerators of Qrz and QZO, which are given in Eqs. (15) and (17) in 
Section V. Q,* is the smallest self-dual code of minimum weight 6. Assuming 
the classification of finite simple groups, Aut(Q,) g 2 . PSL,(q) (see [ 1; 5; 
30, p. 494; 401). 
(ii) A conference matrix B, is a real n x n matrix with diagonal entries 
0 and other entries f 1 which satisfies B,Bf: = (n - 1) I,,-see [ 111. For 
n = 6 (mod 10) let Q, be the self-dual code generated by the rows of a 
conference matrix B,, if one exists. For example, Q6 g F6. A more 
interesting example is obtained from Williamson’s construction [43] of a 
B16, which gives a [ 16,8,7] code Q,6 with generator matrix 
B, H, 4 H, 1 H4 B, H, fi, ’ 
where H4 is given in (8) and 
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d:Y4: 
ti22 
1122 
1 1 olii 
t 
t i 1011 
1 1 if01 
lTTTl0 
FIG. 2. Generator matrix for the code d: y4. 
(iii) For n G 12 (mod 20) let Q; be the code generated by the rows of 
B, + 21,, where B, is a skew-symmetric conference matrix. (iv) For n E 0 
(mod 20) let QA be generated by [In,*, B,,,*], where B,,, is any conference 
matrix. For example, we found by computer that the Paley matrix B,, 
produces a [40,20, 13 ] code Q;,. (v) For n= 32 (mod 40) let Q; be 
generated by [1#,*, B,,, + 21,,,], where Bnlz is skew-symmetric. (vi) For 
n E 4 (mod 20) let Q, be generated by [2I,,,?, B,,z], where B,,, is any 
conference matrix. For example, we found by computer that the Paley matrix 
B,, produces a [24, 12,9] code Qz4. (vii) Finally for n z 16 (mod 40) let QA 
be generated by [2Zn,2, B,,, + 21,,,], where Bn,2 is skew-symmetric. 
R,, is a [ 14,7,6] code with generator matrix 
-i2iiiiiooooooo 
iiiooooiiiiiil 
ZZ20i2iiiiiiii 
- - - 
ooii2iiriiii1i 
ZZ2i2oiiiiiiii 
ooiiii2iiiiiii 
ZZ222i22iiiiii 
and A, = 252. 
Finally y, denotes the “empty component” of length n. An example is 
given in Fig. 2 (see [6, 71 for more details). 
IV. CLASSIFICATION 
The codes with minimum weight 2 can be easily disposed of. 
THEOREM 2. If C is self-orthogonal of length > 2 and has minimum 
weight 2 then C = C, @ C’ for some self-orthogonal code C’. 
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Proof. Without loss of generality C contains the vector u = 1200...0. 
Any vector orthogonal to u must begin 12... or OO..., and the result follows. 
Q.E.D. 
Suppose now that C has minimum weight 4. Let C’ be the subcode of C 
generated by words of weight 4. Then C’ is described by the following 
theorem. 
THEOREM 3. A self-orthogonal code of minimum weight 4 which is 
generated by words of weight 4 is a direct sum of components taken from the 
liStd4,d5,ds,d,,ds,d,o,d,2,...,e6,e,,e,,,...,F,,F,,F,,,.... 
The proof is postponed until the end of this section. We now examine how 
these codes can be combined to produce self-dual codes. 
THEOREM 4. The only self-dual codes of length < 12 are those shown in 
Tables II and III. 
In these tables the letters i and d indicate whether the code is indecom- 
posable or decomposable. The fourth column gives the minimum weight, and 
the fifth column either the weight enumerator or the number of words of 
minimum weight. The glue vectors are described in the notation of 
Section III. For example, the glue vector for the code d,d, is 
(a, 2a) = (00121,0000221). 
The glue for the code d: y, is given in Fig. 2. 
TABLE II 
Self-Dual Codes of Length < 10 
Length Components Type d Wt. Dbn. Glue Group 
2 
4 
6 
6 
8 
8 
8 
10 
10 
10 
10 
10 
10 
G 
c: 
c: 
F6 
c: 
CT, 
F* 
c: 
C:F, 
GF, 
F,O 
eIo 
d* 5 
li 
d 
Li 
d 
A 
d 
d 
i 
i 
i 
2 
2 
4 2
2 
4 2 
2 
2 
4 
4 
4 
,” 
a3 
P’ a4 
4’ 
,4 
a’fi’ 
a6 
a’ - 20a2/? 
a’ - 20a’b - 4y 
a' - 20a'P - 4y 
- 4 
- 2 42 . 
- 3! .43 
- 2 . PGL,(S) 
- 4! 44 . 
- 4. 240 
- 2’ 3 . 
- 5! ’ 4J 
- 32 . 240 
- 4. 384 
- 26 5 . 
a 2’.3.5 
(a, 2a) 26 . 52 
582a/32/2-5 
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TABLE III 
Self-Dual Codes of Length 12 
Length Components Type d Wt. Dbn. Glue 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
C! 
C:F, 
W, 
CJ,, 
Gel0 
C,d: 
6 
e12 
44 
F,* 2 e6 
0, 
d: 
d: ~4 
K,, 
Q,* 
d 2 a6 
d 2 a3/l’ 
d 2 a*6 
d 2 A,=4 
d 2 A,=4 
d 2 A,=4 
d 4 Go’)’ 
i 4 A,=60 
i 4 A,=44 
i 4 A,=24 
i 4 A,=24 
i 4 A,=20 
i 4 A,= 12 
i 4 A,=8 
i 5 A,=48 
i 6 JG. (15) 
(03 a) 
(0, a, 2a) 
a+6 
(a, 2a) 
(a, 2a), (2&26 + 6) 
(a + 26, b),(b, 26 + 26) 
to,26 + 26, a t b),,,,, 
See Fig. 2 
- 
- 
Group 
6!. 46 
3!4j 240 
32 . 384 
4 320 
4 . 480 
4.1600 
2 . 2402 
26. 3* .5 
2”.3.5 
ZR . 3 
2”. 3’ 
25 . 3 
2’. 3 
2” 
2’.3.5 
2 . PSL,(ll) 
Proof of Theorem 4. There are three steps in the proof. First we 
determine the group of each code, using the computer [27] where necessary. 
Second, we check that all the codes shown are inequivalent. Third, we verify 
that the sum of the reciprocals of the group orders for the codes of each 
length is equal to the mass given in Table I. Q.E.D. 
Remark. Although the list of codes is self-explanatory, it is worth 
mentioning that some of these codes were initially found by applying a 
transvection to a known code C. We choose a vector a G C and define the 
transvection 
5,:x-+x-(x * a)a. 
Then, provided a s a = 2, the new code 
C’ = (t,(x), x E C} 
is a self-dual code which intersects C in a subcode of codimension 1. Two of 
the codes of length 12 were initially found by applying this technique with 
C= Q,,, and R,, was obtained similarly from C, @ Q,,. 
Using Theorem 4 we can classify the maximal self-orthogonal codes of 
odd length, having parameters [n, (n - 1)/2, d] for some d, for all lengths 
< I 1. These occur as “children” of the self-dual codes of length n + 1, as 
described in [6,39]. For example, the d,d, code has two self-orthogonal 
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children of length 11. If one of the first five coordinates is set to zero a d,d, 
code is obtained, while setting one of the last seven coordinates to zero 
produces a dSds. The number of children that a code C possesses is the 
number of orbits of Am(C) on the coordinates. For all but one of the codes 
of Tables II and III this number is easily found. The surprise is d,e,, for 
which the group has three orbits, { 1,2,5,6}, (3,4), (7,8 ,..., 12}, giving rise 
to the three children d4 e, y, , e, k, and d4 d6 y, . A second (and inequivalent) 
d,e, y, code arises as a child of e,. ’ In the following theorem only the 
components of the children are given, as the glue vectors can be easily 
recovered from the parents. One new component is needed for this theorem: 
zr is the zero code of length l-a code containing a component zr has a 
coordinate position in which every codeword is zero. 
THEOREM 5. The following list gives all maximal self-orthogonal codes 
of lengths 1, 3,..., 11: 
length 1: z,. 
length 3: C,z,. 
length 5: C:z,,d,. 
length 7: C:z,, C,d,, FG~, 4. 
length 9: C:z,, C:d,, C2FSz,, C,d,, Fez,, d,y,, %yl, 44. 
length 11: C:z,, Cid,, C:F,z,, C:d,, C,F,z,, C24y,9 C2e,y,, 
C,d,d,, Floz,, elozl, d:z,, F64, e,,y,~ 44, 44, 
d,, y, , d,e, y, (two inequivalent codes), e, k, , d, d, yI , 
d: yj (two inequivalent codes), d, y,, K,,, Q,, , 
where K,, = [ 11, 5,5] and Q,, = [ 11,5,6] are obtained by setting any coor- 
dinate of K,, and Q12, respectively, to zero. 
Proof of Theorem 3. Let C be an indecomposable self-orthogonal 
[n, k, 4) code which is spanned by vectors of weight 4. The proof is by 
induction on k. If k = 1 there is a unique code which we may take to be d4. 
Two codewords in C of weight 4 may overlap only in 0, 2 or 3 coordinates. 
If k = 2 there are three possibilities for C, 
( 
ii220 
1 ( 
ii2200 
) ( 
121200 
01122 ’ ooli22 ’ ) 001212 ’ 
which are equivalent to d,, d6 and e6, respectively (d, and e6 have different 
values of A, so they are inequivalent). If k = 3 it is clear that 6 < n < 8. If C 
is an [8,3,4] code there cannot be much overlap among the generators, and 
we find there are just two possibilities, d, and e, . If C is a [ 7,3,4] code then 
C z d, from Theorem 5. If C is a [6,3,4] code then C z F, from Theorem 4. 
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Finally suppose k 2 4 and let C’ be an [n, k - 1,4] subcode of C. We obtain 
C from C’ by adjoining a glue vector of C’ (see Section III) which is a self- 
orthogonal vector of weight 4. There are only three ways in which this can 
be done, leading to the codes d,, e, and F, (for n even 266). Q.E.D. 
V. WEIGHT DISTRIBUTIONS 
Let C be a self-dual code of length n with Lee weight enumerator L(x, y, z) 
and Hamming weight enumerator W(x, y) = L(x, y, y). Then it is known (see 
[29, Section 5.3.21) that L(x, y, z) is invariant under the icosahedral group of 
order 120 (the group [3,5] in Coxeter’s notation), and therefore that the 
following theorem holds (cf. [22, 23, 291). 
THEOREM 6 (Klein, Gleason and Pierce). The Lee weight enumerator of 
a self-dual code is a polynomial in a, 8, and y, where a and /I are defined in 
(5) and (7), and 
y = 5x6yZ.?2 - 4 x5( y5 + z’) - lOx4y3z3 
+ 10x3( y6z + yz6) + 5x2y4z4 - 10x( y’z2 + y2z’) 
t 6y5z5 t y” t 2”. (10) 
For example, the weight enumerators of C, and F6 are, respectively, a and 
p’ = a3 - 12/I (see also Table II). The polynomials a, /3 and y are 
algebraically independent. But when we set y = z, a, /3 and y become 
E=x2+4y2, (11) 
p= x4y2 - x2y4 - 2xy5 + 2y6 
= y2(x - y>‘(x’ + 2xy t 2y2), 
(12) 
7= y”(x - Y)~(~x~ t 12xy t 8~‘) 
= 5x6y4 - 8x5y5 - 10x4y6 t 20x3y7 
t 5xzy* - 2Oxy’ t 8y”, (13) 
respectively, which are no longer independent but are related by the syzygy 
16T3 + (a’ - 400) a2jj2 - 10(a3 - 36& & 
+ /?(25d3 - 864fl) = 0. (14) 
From this we deduce the following theorem. 
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THEOREM 7. The Hamming weight enumerator of a self-dual code is an 
element of the ring 
(The history of Theorem 7 is uncertain. We heard it from Nick Patterson in 
1980, but it is probably much older.) 
Let us consider the highest minimum weight that is permitted by 
Theorem 6, i.e., the extremal weight enumerator as defined in [3 1,331. For 
example, at length 12 Theorem 6 implies that L(x, y, z) is a linear 
combination of (x6, a’/3, /3’ and ay. The combination with the highest 
minimum weight, the extremal weight enumerator, is 
a6 - 24a3/I - 6/?* + 6ay 
= x1* + 440x6y3z3 + 264x5 ( y6z + yz”) + 2640x4y4z4 
+ 1320x3(y7z2 +y*z’) + 5544x2y5z5 + 1320x( y8z3 + y3z8) 
+ 24( y’iz + yz”) + 1144~~2~. (15) 
This polynomial has nonnegative integer coefficients, and so could be the 
weight enumerator of a code of minimum weight 6. In this case such a code 
does exist, namely, Q,,. A similar calculation can be performed for any 
length n. The number a,, of linearly independent invariants of degree n is the 
coefficient of A” in the Taylor series expansion of 
1 
(1 -A’)(1 -A”)(1 -I’O) ’ 
(16) 
which for small n is given by 
n : 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 
a,: 1 1 1 2 2 3 4 4 5 6 7 8 9 10 11 13 14. 
(It is not difficult to write down an explicit expression for a,, which grows 
like n*/120 for large n.) 
If nothing goes wrong, the extremal weight enumerator has minimum 
weight a, + 2 for n > 6. There are three things that can go wrong: the 
extremal weight enumerator may contain a negative or nonintegral coef- 
ficient, it may not be possible to force all the coefficients of terms of weight 
<a,, + 1 to vanish simultaneously, or all the coefficients of the terms of 
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TABLEIV 
Highest Possible Minimum Weight of a Self-Dual Code 
Length max d Code Length max d Code 
2 2 c* 14 6 RI4 
4 2 c: 16 7 QM 
6 4 F6 18 <8 
8 4 F8 20 8 QL 
10 4 22 <9 ? 
12 6 24 9or 10 ? 
weight a, + 2 may accidentally vanish. The corresponding problem for 
binary self-dual codes has been studied in [ 3 1,331, but since the bound that 
would be obtained here would be so weak (a quadratic in n), and since one 
of the first two things already goes wrong at lengths 10, 20, 22 and 24, we 
have not attempted to prove a general result. At length 20, for example, 
d= 9 is unattainable, and the highest minimum weight we can hope for is 
d = 8. In fact the quadratic residue code &, (see Section III) has minimum 
weight 8, and its weight enumerator is 
a lo-4Oa'/3+ 310a4p2 -270ap3 + IOa'y-50a2@+40y2 
= x2’ + 2280x1*y4z4 + . . . 
t 100,016y’“z10 t 9120(y1’z5 +y’z”) t 40(x2’ ty2’). (17) 
The results obtained by examining the extremal weight enumerators are 
collected in Table IV, which gives for each length n the highest attainable d 
and an example of a code meeting this bound when one is known. For length 
24 the code Q24 has d= 9, and the extremal weight enumerator shows that 
d = 11 is impossible. 
We conclude with some open questions. Do [ 18,9,8], 122, 11,9], 
[24, 12,10],... codes exist (see Table IV)? Find other general constructions 
for self-dual codes. If C is a maximal self-orthogonal code of odd length, 
how are the Lee weight enumerators of C and CL related? 
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