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 i 
Abstract 
Full Waveform Inversion (FWI) is a highly promising but far from robust and stable 
optimisation for computing the subsurface velocity model from seismic data acquired 
with long offsets and low frequencies.  Mathematically, it solves the non-linear problem 
of matching model-predicted data to observed data with an iterative localised 
minimisation of the misfit.  Therefore it is necessarily restricted by the need for an 
accurate starting model.   
In this thesis, we look at being able to relax the constraints on the starting model in FWI, 
obtain lower wavenumber updates from FWI, and in the process distinguish between 
adequate and inadequate starting models.  Our approach here is to precede the 
conventional Born-based iterations with Rytov-based iterations which isolate discrete 
frequency phase.  Here the misfit function being minimised is the norm of the phase 
residual which measures the difference in phase between observed and predicted data.  
Our treatment of the phase residual differs from previous work in two specific ways: 
1. we define the time-weighted phase residual,  
2. we unwrap the residual thereby accounting for errors greater than half a cycle 
or “cycle-skipped”. 
Previous work did (1) using the Laplace-Fourier domain i.e. using an exponential 
function.  Here we use a more versatile time window which prepares the residual for (2). 
Previous work in the context of FWI did not attempt (2) at all.  We find it is the 
combination of (1) and (2) that provides the solution we are looking for.  
In this thesis we formulate the theory for inverting the time-weighted phase residual.  We 
find this mismatch measure meets the requirement of being able to distinguish between 
adequate and inadequate starting models.  Finally, we demonstrate that an “unwrapped” 
solution deals with the latter.  
The unwrapped solution is shown to correctly invert cycle-skipped data and successfully 
update longer wavelengths than possible with conventional inversion when wide-angle 
data is available.  This leads to a multi-scale approach which ends with conventional 
inversion but begins with phase-unwrapped inversion at the lowest useable frequency.  It 
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finds the global minimum solution to the full wavefield inverse problem down to a depth 
governed by the offset range of the survey using only a simple starting model. 
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 1 
1 Introduction 
1.1 Background 
Seismic imaging is a technique that attempts to make detailed three-dimensional 
representations of the interior of the Earth, to depths of several kilometres, by generating 
and recording acoustic waves that are scattered back from geological features deep 
within the subsurface.   
This is an established technology that underpins the capabilities of the petroleum 
industry to find and exploit new and existing reserves of oil and gas.  It is a field that has 
changed rapidly and continuously over the past thirty years, principally as a result of 
increased computational ability and improved engineering and algorithmic prowess.   
The commercial driver behind this continuing rapid change is the industry's ever-
increasing requirement to look with greater resolution and greater fidelity, to greater 
depth, in more difficult and demanding imaging conditions, and to extract more, and 
more-quantitative, information from the resulting seismic data.  Progress will need to 
continue if the hydrocarbon industry is going to meet the increasing energy demands of 
a growing population in an era when most of the “easy oil” has already been produced 
and consumed.  
The challenge is not just to image the interfaces, but to use seismic data to invert for the 
lithological properties between them.  The subject of this thesis, Full Waveform Inversion 
or FWI as it is commonly known, is the unified theory for extracting subsurface 
information from seismic data at all length scales.  However it is not without its 
challenges, as we shall see in this chapter. 
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1.2 Seismic surveying 
During seismic surveying a “source” is deployed to send controlled acoustic waves into 
the ground.  On land this is via explosions or vibrations, and in water this is via an array 
of air-guns towed behind the survey vessel.. Marine recording is most commonly via 
receivers embedded in long “streamers” up to 10 km long that are also towed behind the 
survey vessel.  The receivers consist of hydrophones that measure (compressional) p-
waves.   
The receivers can also be fixed on the sea-floor.  This allows for hydrophones and 
geophones recording p- and s-waves.  Further key advantages of the fixed sea-floor 
acquisition system include (a) significantly increased wide-azimuth and long offset 
coverage and b) improved low frequency signal-noise due to reduced sea-state noise.  
These are the points relevant to FWI and required to tackle the non-linear seismic 
inversion problem. 
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1.3 Seismic imaging 
Seismic data is measured in shot gathers such as that shown in Figure 1-1.  The term 
gather refers to a collection of traces and for a shot gather they have a common shot.  
Typical streamer data fires shots over hundreds of square kilometers with spacing as 
dense as 12.5 metres for high-resolution results. 
The final imaging step that converts all this data into a 3-D subsurface representation is 
known as migration.  It seeks to position reflectors to their true subsurface location, 
which for dipping reflectors is not directly below the source-receiver midpoint.  Figure 1-2 
shows an example migrated volume and a vertical slice depicting a reservoir trap. 
Basic forms of migration are based on the principle that the sum of the travel times from 
a specific point of the interface toward the source and the receiver should coincide with 
the time of large amplitudes in the shot gathers.  All migration approaches share in 
common the need for how the wavespeed varies within the earth volume being 
considered - this is commonly referred to as the “velocity model”.   
Basic approaches treat seismic propagation from source to receiver as rays - this began 
with the ruler and compass method of Hagedoorn (1954).  In fact seismic wave 
propagation through the earth is best described using a partial differential equation 
commonly referred to as the two-way wave equation.  This comes from combining 
Hooke’s law and Newton’s equation of motion for an oscillating particle.  
The elastic wave equation for vector displacement that results can be simplified for a 
first-order approximation.  This uses Hooke’s law for pressure p in an acoustic medium 
and results in a scalar wave equation: 
𝜌∇. !!∇− !!! !!!!! 𝑝 = −𝑠. 
(1) 
Taking Hooke’s law in this form is treating the earth as an ideal acoustic medium - a 
useful realistic approximation which yields much success in seismic imaging where p-
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wave propagation is of primary interest.  There are two independent medium parameters 
are ρ and c, density and velocity. 
In the elastic case – p-wave (compressional) and s-wave (shear) travel.  Here Hooke’s 
law is a tensorial relation between the stress and strain describing the internal forces due 
to deformation. To account for variability due to direction of propagation, known as 
anisotropy, Thomsen (1986) defined four  anisotropic parameters. 
These are two vertical velocities (p-wave and s-wave) and two dimensionless 
parameters δ and ε.  Alkhalifah (1998) showed that for anisotropic p-wave propagation 
one can largely neglect the s-wave velocity.  The wave equation for propagation within 
this medium is given by Equation (13) in Alkhalifah (2000).  This gives the anisotropic 
acoustic wave equation widely regarded as the most simple realistic modelling equation 
for wave-equation seismic processing. 
For migration, best estimates for the medium parameters go into background fields 
referred to as the anisotropic velocity model. Fixing the velocity and solving a linearised 
form of this equation is the principle of reverse-time migration (McMechan, 1983) and 
accounting for the Hessian in this linear solution gives least-squares RTM (Nemeth et 
al., 1999 and Yao and Jakubowicz, 2012).  RTM was prohibitively expensive until recent 
years but is now commonly used in complex geology where ray-based migration often 
proves less than optimal. 
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Figure 1-1 Typical shot gather measured during a marine seismic survey.  Colour is 
used to represent pressure oscillations as a function of time and offset.  Green is zero. 
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Figure 1-2 Typical migration result mapping interfaces in the subsurface interpreted as a 
potential hydrocarbon trap. 
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1.4 Full waveform inversion  
Efforts to solve (1) for velocity as a non-linear inverse problem began in the 1980s.  This 
results in iterative updates to the background velocity model in (1).  This approach has 
since been named Full Waveform Inversion (FWI).  It differs to migration as it utilises the 
full recorded seismic wavefield as opposed to just the primary reflections.   
Solving the non-linear inverse problem in an iterative sense is based on minimising the 
misfit between predicted and observed data by varying the velocity model.  In Figure 1-3 
we see a real data problem and in Figure 1-4 a synthetic problem where the true model 
is known so the inverted model can be compared against it.   
The partial derivatives of the misfit with respect to the model at each point in the model 
(commonly referred to as the “gradient”) gives the model update direction.   The 
important step that had to be taken was to notice that the partial derivatives for each 
model point did not need a separate computation.  This was the breakthrough made by 
Lailly (1983) and Tarantola (1984). It was seen the gradient across the whole model 
could be computed using two propagations using the adjoint state formulation (covered 
in Chapter 2).  This is what makes the procedure feasible for real earth size applications 
where there are many millions of model points. 
The gradient expression consists of two wavefields generated by (1), one is an incident 
wavefield and the other is a “back-propagated” wavefield where the receivers are virtual 
sources and propagation is in the negative time direction.  The wavefields are combined 
at all points in the model with cross-correlation in the time domain (Section 2.5) and 
multiplication in frequency domain (Section 2.3) to form the gradient. 
Sirgue and Pratt (2004) considered the incident and back-propagated wavefields in the 
plane-wave limit and showed wide-angle scattering generates low wavenumber (long 
length scale) updates.  Doing this they crystalised an important point – the need for 
wide-angle data in FWI for sensitivity to a broad and continuous range of length scales.  
Since then the most compelling results have been obtained in 3-D application with wide-
angle OBC data. The example in Figure 1-5 is from the Valhall field in the North Sea 
(Sirgue et al., 2009).  It can be seen by using the wave equation the level of lateral detail 
goes far beyond the tomography result obtained from the same data. Before then, 
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notable applications were in 2-D e.g. Pratt et al., (1996), Shipp and Singh (2002), Wang 
and Rao (2006).  
To proceed acoustically, measures must be taken for elastic effects in the data to be 
mitigated (Warner et al., 2012).  Acoustic and elastic synthetically generated marine shot 
gathers are compared in Figure 1-6.  Although no shear waves are directly recorded by 
hydrophones, doubly-converted waves are present and should be suppressed for a 
robust inversion.  Further amplitudes should also be normalised away, in time as well as 
in offset, to give comparable modeled and observed datasets.  This also reduces the 
influence of attenuation and variable density which is important when they are held fixed 
during the inversion.  Anisotropy is incorporated into the propagator through Thomsen 
parameters δ and ε to fit the kinematics of the short and long offsets.   
For acoustic inversion of land data, high amplitude surface waves must be removed in 
pre-processing (Al-Yaqoobi et al., 2013).  These arrivals are sensitive to the s-wave 
velocity (Virieux and Operto, 2009).  To include s-wave velocity as a model parameter 
requires elastic inversion which is an expensive problem and difficult to constrain but is 
being tackled successfully today especially in the near-surface (Guasch et al., 2012). 
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Figure 1-3 Comparing modeling and observed data to be used for a real data inversion 
where the true model is unknown.  Image credit: Warner et al., 2013. 
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Figure 1-4 Comparing modeling and observed data to be used for a synthetic data 
inversion where the true model is known. 
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Figure 1-5 FWI velocities from 170m and 1050m below the seabed in left and centre.  
Tomography velocities from 1050m shown on right.  Image credit: Barkved et al., 2010. 
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Figure 1-6 Comparing acoustically and elastically generated synthetic shot gathers.  
Image credit: Warner et al., 2012. 
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1.5 The starting model problem 
FWI is a non-linear but iterative localised optimisation for p-wave velocity.  It assumes a 
descent path exists to the global minimum and therefore requires a sufficiently accurate 
starting estimate.  From there it builds the model with low to high wavenumber updates. 
Conventional techniques i.e. tomography and migration only build low and high 
wavenumber models of the earth.  Mora (1988) showed how FWI has tomographic and 
migration elements to it and has the potential to bridge the intermediate wavenumber 
gap with transmitted energy. 
However if FWI is applied to the whole dataset, without pre-conditioning in time and 
frequency, the low and high wavenumbers will enter the model simultaneously and the 
optimisation will misconverge.  To avoid local minima, a multi-scale approach is taken 
where low wavenumber components are updated first with low frequencies and wide-
angle arrivals (Figure 1-7).   
In this thesis we look at obtaining lower wavenumber updates from FWI and in the 
process relaxing the constraints on the starting model.  At each iteration of FWI, it is 
conventional in the model update calculation to solve for a perturbation of the model 
which has a linearised relation with a perturbation of the wavefield.  Here, we additionally 
solve for a perturbation of the model which has a linearised relation with the perturbation 
of the logarithm of the frequency domain wavefield.  This is the Rytov formulation which 
isolates phase and where the objective function being minimised is the phase residual. 
Our treatment of the phase residual differs in two specific ways: 
1. we define the time-weighted phase residual,  
2. we unwrap the residual thereby accounting for errors greater than half a cycle 
or “cycle-skipped”. 
Previous work did (1) using the Laplace Fourier domain i.e. with an exponential function 
(Shin and Cha, 2008).  Here we use a more versatile time window which prepares the 
residual for (2).  Previous work in the context of FWI didn’t attempt (2) at all.  We find it is 
the combination of (1) and (2) that provide the solution we are looking for.  
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We formulate the theory for inverting the time-weighted phase residual in Chapter 2. We 
analyse its ability to distinguish between adequate and inadequate starting models in 
Chapters 3 and 4.  Finally, we demonstrate that an “unwrapped” solution deals with the 
latter case in Chapter 5.  
 
 
Figure 1-7 A schematic showing forward and back-scattered arrivals.  The former is 
used to drive FWI and the latter to drive migration. 
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2 Theory 
2.1  Overview 
The underlying theory of FWI is well established but devising strategies to relax 
constraints on a-priori inputs remains a key research activity.   
The theory was originally formulated by Tarantola (1984) for the time-domain and by 
Pratt and Worthington (1990) for the frequency-domain.  In this section we adopt the 
matrix approach of Pratt to derive the key equations within a general framework that 
connects both the domains.  
Within this framework, we perturb the non-linear data-model relationship to explicitly 
determine linearised forward and adjoint operators in the manner of Washbourne et al., 
(2011).  We demonstrate the role these operators play in setting up and solving the 
linearised inverse problem for conventional and pre-conditioned forms of the full 
wavefield residual.  In particular they allow us to solve the least-squares normal 
equations therefore automatically accounting for the inverse Hessian in the model 
update. 
We operate on the basis that the optimal formulation of multi-scale inversion involves 
employing a full wavefield residual with parameters to simultaneously weight the data 
towards early refracted arrivals and low frequencies. Thus we encompass and extend 
the multi-scale approaches currently in use for enabling the inversion to start as far from 
the global minimum as possible. 
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Table 1 Symbols 
Time domain Quantity Frequency domain 𝒔 Source 𝑺 𝒎 Model 𝒎   𝒎! Starting model   𝒎! 𝐴!!!  (𝐴!!!!) Forward modelling propagator 
(evaluated at  𝒎!) 𝐴!!!  (𝐴!!!!) 𝒑  (𝒑!) Wavefield (evaluated at  𝒎!) 𝑷  (𝑷!) 𝒖  (𝒖!) Modelled data (evaluated at  𝒎!) 𝑼  (𝑼!) 𝒅 Field data 𝑫 
   ∆𝒖 Modelled data perturbation ∆𝑼 ∆𝒎 Model perturbation ∆𝒎 𝐽! Jacobian 𝐽! 𝐽!! Adjoint of Jacobian 𝐽!! ∆𝒖! = 𝒅 −   𝒖! Residual evaluated at   𝒎! ∆𝑼! =   𝑫 −   𝑼! 𝒈! = 𝐽!!∆𝒖! Gradient 𝒈! = ℜ 𝐽!!∆𝑼!  𝐽!!𝐽! (Approximate) Hessian ℜ 𝐽!!𝐽!  
   ℱ Fourier Transform operator  ℱ! FT (j-th frequency)  ℱ! Weighted FT (j-th frequency)  ∆𝜽𝟎 = phase ℱ!𝒅 ℱ!𝒖! ∗  Phase residual ∆𝜽𝟎 = phase 𝑫𝑼!∗  
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2.2  Forward modelling in the time and frequency domains 
In FWI, the true field experiment is simulated by solving the wave equation – equation 1.  
In discretised form, this is written as a matrix-vector equation (Marfut, 1984) as: 
𝐴! 𝒎 𝒑 = 𝒔. 
(2.2.1) 
The vector on the right-hand side is the input source 𝒔, and the vector solved for is the 
wavefield 𝒑.  The size of the system is 𝑁!𝑁!𝑁! where 𝑁!, 𝑁! and  𝑁! are the number of 
shots being modelled, number of grid points in the model, and number of time samples 
within a trace respectively. 
Here we have discretised in space and time and put the full system of equations in one 
large matrix equation for compactness.  Each set of 𝑁!𝑁!  rows corresponds to an 
individual time-step.  The matrix is sparse because each time-step depends explicitly on 
the two before. 
Let the solution be expressed as: 
𝒑 = 𝐴!!! 𝒎 𝒔,	  𝒖 = ℛ!𝒑. 
(2.2.2) 
Here ℛ!  is the detection operator required to extract the subset of the wavefield at 
receiver locations.  It reduces 𝒑  of size 𝑁!𝑁!𝑁!  to 𝒖  of size 𝑁!𝑁!𝑁!  which is the 
modelled data vector that corresponds to field data vector 𝒅. 
For a given 𝒔 and 𝒎, this is an explicit matrix computation where the value of 𝒑 is found 
directly from its value at previous time steps.  However the matrix 𝐴!!! 𝒎  is not 
evaluated - its action on a particular source is what is required.  We note the action of its 
adjoint corresponds to time-reversed propagation or ‘back-propagation’. 
Forward modelling operator 𝐴!!! 𝒎  should capture the physics of seismic wave 
propagation sufficiently accurately and fully to be able to generate model-predicted data 
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𝒖 that explains 𝒅 if the optimum earth model 𝒎 can be found.  It is most common for 𝐴!!! 𝒎  to be acoustic and 𝒎 to be p-wave velocity with other subsurface parameters 
held fixed.  
The time-domain wavefield 𝒑 can be split into discrete frequency components with a 
Fourier Transform.  For each trace this is a linear operation mapping 𝑁! time samples 
into the same number of frequencies.  These are given by 𝑓! = 𝑗 − 1 𝑇 where j is an 
integer between 1 and 𝑁! and T is the trace duration.  
We define a multi-trace Fourier Transform operator ℱ where the output consists of all 𝑁! 
frequencies.  We refer to ℱ!  when the output is suppressed to contain only the j-th 
frequency.  Applied to 𝒑 it gives one complex value for each of the 𝑁!𝑁! traces in the 
system:  
𝑷! = ℱ!𝒑, 
(2.2.3) 
For a given trace this value is given by: 
𝑃! = !! exp   𝑖2𝜋𝑓!𝑡! 𝑝 𝑡!!!!!! , 
(2.2.4) 
where 𝑡! = 𝑖 − 1 𝑇 𝑁! − 1  is discretised time. For real-valued 𝑝 , there are 𝑁!/! 
independent frequencies with 𝑃!!!! = 𝑃!∗. 
We note the adjoint (complex transpose) of ℱ is the inverse Fourier Transform.  This 
means the composite operation ℱ!ℱ maps back onto the original time-domain trace 
whilst operator ℱ!!ℱ! maps to a mono frequency sinusoid.  We note if 𝑃! and 𝑃!!!! = 𝑃!∗ 
are both included in ℱ! then the output of ℱ!!ℱ! is automatically real-valued. 
Let 𝑷 and 𝑺 be Fourier-transformed vectors of 𝒑 and 𝒔 in 2.2.1 at the j-th frequency for 
the 𝑁!𝑁! traces in the system. 
Then 𝑷 and 𝑺 are directly linked by the matrix equation: 
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𝐴! 𝒎 𝑷 = 𝑺. 
(2.2.5) 
where 𝐴! is the frequency-domain wave-equation operator.  Whether computed by direct 
or indirect methods, the solution is written as: 
𝑷 = 𝐴!!! 𝒎 𝑺,	  
𝑼 = ℛ!𝑷. 
(2.2.6) 
where ℛ! reduces column vectors from 𝑁!𝑁! to 𝑁!𝑁!.  The resulting 𝑼 corresponds to 
Fourier-transformed field data 𝑫.  
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2.3  Linearised operators 
Equation (2.2.6) represents the (frequency domain) linear relation between source and 
data but non-linear relation between model and data. 
The problem of FWI is to invert (2.2.6).  That is, make 𝒎 a function of 𝑼 so that best-fit 
model 𝒎 = 𝒎! is given by setting 𝑼 = 𝑫.  However no formal inverse to (2.2.6) in terms 
of the model vector exists.  As a result the path to 𝒎! is via an a-prior model 𝒎! and 
iterative perturbation to reduce the mismatch between the 𝑼 the model predicts and 𝑫.  
Evaluating (2.2.6) at 𝒎! gives quantities:  𝑷! = 𝐴!!!!𝑺,	  
𝑼! = ℛ!𝑷!, 
(2.3.1) 
where subscript 0 is used to denote this.  Perturbing (2.2.6) about 𝒎! gives:  
Δ𝑼 = 𝐽!Δ𝒎 = !𝑼!"! ! Δ𝑚!!!!!! . 
  (2.3.2) 
 
This is the linearised (Born) mapping from model perturbation to data perturbation.  The 
operator 𝐽! is a matrix of size 𝑁!𝑁!×𝑁! referred to as the Jacobian.  Its k-th column is 
the partial derivative of 𝑼 with respect to a model perturbation at 𝑚!.  This is derived 
from (2.2.6) to give: 
!𝑼!"! ! = −ℛ!𝐴!!!! !!!!!!!𝐴!!!!𝑺 = −ℛ!𝐴!!!! !!!!!!!𝑷! , 
(2.3.3) 
making use of the standard formula for taking the derivative of a square matrix inverse. 
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We find that (2.3.3) has exactly the same structure as (2.3.1) with operator 𝐴!!!! acting on 
a vector – here a ‘virtual source’ which is localised at model position k and proportional 
to 𝑷! !.  This development is analogous to that used by Oristaglio & Worthington (1980) 
and Rodi (1976) to compute partial derivatives for the electromagnetic problem.  
Inserting (2.3.3) into (2.3.2) gives: 
Δ𝑼 = 𝐽!Δ𝒎 = −ℛ!𝐴!!!! !!!!!!!𝑷!Δ𝑚!!!!!! . 
(2.3.4) 
At this stage computing Δ𝑼 would require 𝑁! applications of the propagator 𝐴!!!! for 𝑁! 
virtual sources.  However the summation can be brought to the right of the operator as 
follows: 
Δ𝑼 = 𝐽!Δ𝒎 = −ℛ!𝐴!!!! !!!!!!!𝑷!Δ𝑚!!!!!! . 
(2.3.5) 
Now the 𝑁! virtual sources combine into a single term meaning Δ𝑼 can be evaluated 
with a single application of 𝐴!!!!.  
Now we consider the action of the adjoint of 𝐽! on a given Δ𝑼.  The form of 𝐽!! can be 
inferred directly from (2.3.3).  Its action on Δ𝑼 gives a vector in the model domain of 𝑁! 
elements with the k-th element given by: 
𝐽!!∆𝑼 ! = !!!!!!!𝑷! ! 𝐴!!!!∗ℛ!!∆𝑼 . 
(2.3.6) 
This result is a scalar product between the virtual source vector in the round bracket and 
the vector in the square bracket.  This is a propagation of ∆𝑼 with the adjoint of 𝐴!!!!.  
The adjoint corresponds to time-reversed propagation.  The operator is symmetric due to 
source-receiver reciprocity. 
 22 
The scalar product between these two vectors is a summation over 𝑁!𝑁! values.  Given 
the virtual source is localised at model position k this becomes a summation over 𝑁! 
values.  We note (2.3.6) can be re-written as:  
𝐽!!∆𝑼 ! = !!!!!!!𝑷! ! 𝐴!!!!ℛ!!∆𝑼∗ . 
(2.3.7) 
where now the ‘back-propagated’ term is computed directly using 𝐴!!!!.  This forward-
propagates the conjugate of the residual vector. 
As remarked in Pratt et al., 1998, in the time-domain the form (2.3.7) represents a 
convolution, and the form (2.3.6) represents a cross-correlation.  Equation (2.3.7) is 
equivalent to Equation 18 in that publication. 
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2.4  FWI – computing the model update 
Whilst the overarching problem of FWI is to find the model 𝒎 which minimises the data 
misfit: 
𝐸 𝒎 = !! 𝑫 − 𝑼 𝒎 ! = !! 𝑫 − 𝑼 𝒎 ! 𝑫 − 𝑼 𝒎 , 
 (2.4.1) 
at any given stage of the process, FWI is actually attempting to find the model update ∆𝒎 which satisfies (2.3.5) or minimises the perturbation misfit: 
𝐸 ∆𝒎 = !! ∆𝑼 − 𝐽!∆𝒎 ! = !! ∆𝑼 − 𝐽!∆𝒎 ! ∆𝑼 − 𝐽!∆𝒎 , 
(2.4.2) 
with: 
∆𝑼 = ∆𝑼! = 𝑫 − 𝑼 𝒎! . 
(2.4.3) 
the frequency-domain wavefield residual evaluated at 𝒎!.  This shows that FWI seeks to 
solve the non-linear problem with a sequence of linearised steps.  We note the 
perturbation misfit was also explicitly defined in Bube and Langan, 2008.  It gives a 
paraboloid valid in the vicinity of 𝒎! .  It is minimised as a function of ∆𝒎 through 
application of operators 𝐽! and 𝐽!! as we see below.  This provides the model update: 
𝒎! → 𝒎! + ∆𝒎 
(2.4.4) 
The updated model is then used to re-compute ∆𝑼! and 𝐽! using (2.2.6) and the process 
repeats.  As such each iteration of FWI consists of non-linear forward modelling followed 
by linearised inversion. 
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Expanding (2.4.2) gives:  
𝐸 ∆𝒎 = !! ∆𝑼! ! − !!∆𝑼!!𝐽∆𝒎 − !! ∆𝑼!!𝐽 ∗∆𝒎 + !!∆𝒎!𝐽!𝐽∆𝒎.   
(2.4.5) 
Taking the partial derivative with respect to ∆𝒎 gives: 
𝜕𝐸𝜕∆𝒎 ∆𝒎 = −!! 𝐽!∆𝑼! + 𝐽!∆𝑼! ∗ + !! 𝐽!𝐽 + 𝐽!𝐽 ! ∆𝒎, 𝜕𝐸𝜕∆𝒎 ∆𝒎 = −ℜ 𝐽!∆𝑼! + ℜ 𝐽!𝐽 ∆𝒎. 
(2.4.6) 
The gradient (descent) direction computed at 𝒎! is denoted by:  𝒈 = ℜ 𝐽!∆𝑼! . 
(2.4.7) 
It is the real part of (2.3.6) with ∆𝑼 = ∆𝑼!.  Once the direction is set, it can be scaled by 
“step-length” 𝛼.  This is chosen to minimise 𝐸 𝛼𝒈  which as can be seen from (2.4.5) will 
be a quadratic in 𝛼. 
Now ∆𝒎 = 𝛼𝒈 can be inserted in (2.4.4) to update the model.  However instead it can be 
fed back into (2.4.6) to update the steepest-descent direction.  The latter provides a 
sequence of steepest-descent directions to minimise (2.4.2).  This is referred to as 
solving the least-squares normal equations to (2.3.5). 
We note the evaluation of (2.4.6) requires application of 𝐽 followed by 𝐽! to ∆𝒎.  This is 
the action of the (approximate) Hessian matrix, 𝐻!.  At the minimum, where (2.4.6) 
equals zero, 𝐻! will be inverted: 
∆𝒎 = ℜ 𝐽!𝐽 !!𝒈. 
(2.4.8) 
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The steepest-descent route to arriving at (2.4.8) can be pre-conditioned to speed up 
convergence.  This can simply be done using weightings based on the behaviour of the 
diagonal elements of 𝐻!  as in Shin (2001) and in Wang and Rao (2009).  These 
iterations to find the Gauss-Newton solution are conveniently referred to as linear 
iterations.  After some number, or once ∆𝒎 converges, the model is updated by (2.4.4).  
This marks the start of the next non-linear iteration with ∆𝑼! and 𝐽! recomputed at the 
updated model.  Successive local updates are used to approach a minimum of (2.4.1).  
For this to be the global minimum and solve the non-linear problem requires the 
inversion frequency to be sufficiently low.  The alternate way of looking at this is the 
starting model must be sufficiently accurate.  Next we formulate the corresponding 
results with time-domain propagation. 
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2.5  Time domain FWI 
Evaluating the time-domain forward modelling equation (2.2.2) at 𝒎! gives: 𝒑! = 𝐴!!!!𝒔,	  𝒖! = ℛ𝒑!. 
(2.5.1) 
The data-model perturbation about 𝒎! is given by: 
Δ𝒖 = 𝐽!Δ𝒎 = !𝒖!"! ! Δ𝑚!!!!!! . 
(2.5.2)  
 
Jacobian 𝐽! is now a matrix of size 𝑁!𝑁!𝑁!×𝑁!.  Its k-th column is given by: 
!𝒖!"! ! = −ℛ𝐴!!!! !!!!!!!𝒑𝟎 . 
(2.5.3) 
Inserting into (2.5.2): 
Δ𝒖 = 𝐽!Δ𝒎 = −ℛ𝐴!!!! !!!!!!!𝒑!Δ𝑚!!!!!! . 
(2.5.4) 
As before this is found using a single propagation of 𝐴!!!! with a multi-point virtual source 
as given in the square brackets.   We now write down the action of the adjoint of 𝐽! on an 
arbitrary Δ𝒖:  
𝐽!!∆𝒖 ! = !!!!!!!𝒑! ! 𝐴!!!!! ℛ!∆𝒖 . 
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(2.5.5) 
As with the frequency-domain adjoint (2.3.6), this is a scalar product of ‘forward’ and 
‘back-propagated’ vectors.  Here the vectors are in the time-domain so the summation is 
over 𝑁!𝑁!𝑁!  values.  This reduces to 𝑁!𝑁!  given the ‘forward vector’ is localised at 
position k. 
We now solve (2.5.2) for ∆𝒎 by minimising the misfit: 
𝐸 ∆𝒎 = !! ∆𝒖 − 𝐽!∆𝒎 ! = !! ∆𝒖 − 𝐽!∆𝒎 ! ∆𝒖 − 𝐽!∆𝒎 , 
(2.5.6) 
with: 
∆𝒖 = ∆𝒖! = 𝒅 − 𝒖!, 
(2.5.7) 
the time-domain wavefield residual.   
Following the steps of Section 2.4 we can fully minimize (2.5.6) and solve for the model 
update with applications of 𝐽! and 𝐽!!.  Here we note the gradient is given by: 
𝒈! = 𝐽!!∆𝒖!. 
(2.5.8) 
This is the adjoint expression (2.5.5) applied to ∆𝒖 = ∆𝒖!.   
We now investigate the structure of this expression.  We apply Fourier Transform 
operator ℱ to the ‘forward’ and ‘back-propagated’ wavefield as follows: 
𝒈! ! = ℱ!!!!!!!𝒑! ! ℱ𝐴!!!!! ℛ!∆𝒖! . 
(2.5.9) 
The expression is converted to a summation over 𝑁!  frequencies instead of 𝑁!  time 
samples.  Now given ℱ!ℱ  is the identity matrix we see that the Fourier Transform 
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actually leaves the expression unchanged.  This shows how the time-domain gradient is 
composed of contributions from all frequencies that are modelled.   
The fact that as it stands it will contain high frequency as well as low frequency 
components increases the chance of cycle-skipped convergence.  
Low-pass filtering of the source 𝒔 and the field data 𝒅 (Bunks et al., 1995) will prevent 
these high frequency components from being generated in the gradient and provide 
spectral shaping to the gradient.  However not having higher frequencies in the residual 
makes it difficult to time-window, hence neglecting the main value that comes from time-
domain modelling. 
Instead discrete frequency components can be extracted from the time-domain gradient.  
This is done by replacing ℱ with  ℱ! in (2.5.9): 
𝒈! ! 𝑓! = ℱ!!!!!!!!𝒑! ! ℱ!𝐴!!!!! ℛ!∆𝒖! . 
(2.5.10) 
We note (2.5.10) is equivalent to the frequency domain gradient (2.3.6) for the j-th 
frequency.  If we define ℱ! to retain the j-th frequency and its counterpart 𝑁! − 𝑗 -th 
frequency, (2.5.10) is automatically real-valued.  
Expressed in this way, discrete frequency inversion can be performed with a time-
domain propagator.  The Fourier Transform may be applied with a loop over time-steps 
(Sirgue et al., 2008) or by phase-sensitivity detection once the steady-state regime is 
reached (Nihei and Li., 2007). 
In the next section we formulate discrete frequency inversion but derived from time-
weighted residuals. 
 
  
 29 
2.6  Time domain FWI pre-conditioned with a weighted FT operator 
The time-domain residuals in objective function (2.5.6) may be weighted to change the 
characteristics of the gradient they give rise to.  A pre-conditioned objective function is 
given by: 
𝐸 ∆𝒎 = !! ℱ! ∆𝒖! − 𝐽!∆𝒎 !, 
(2.6.1) 
where operator ℱ! is a weighted Fourier Transform.  This extracts discrete frequencies 
following a time-domain weighting.  It is defined by extending the definition of ℱ! given in 
(2.2.4) as follows: 
ℱ!𝑝 = exp 𝑖2𝜋𝑓!𝑡! 𝑤 𝑡! 𝑝 𝑡!!!!!! , 
(2.6.2) 
where 𝑡! = 𝑖 − 1 𝑇 𝑁! − 1  and 𝑤 𝑡!  is the weighting function. 
We first consider the case of an exponential damping weight given by: 
𝑤 𝑡! =   exp −!!𝑡! , 
  (2.6.3) 
where 𝜏  is a real-valued positive time-damping constant.  The lower the value the 
stronger the damping.  Inserting (2.6.3) into (2.6.2): 
ℱ!𝑝 = exp 𝑖2𝜋𝑓!𝑡! exp −!!𝑡! 𝑝 𝑡!!!!!! , 
= exp 𝑖2𝜋 𝑓! + !!!" 𝑡! 𝑝 𝑡!!!!!! . 
(2.6.4) 
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We see the damping is absorbed into the frequency term which gains an imaginary part.  
The consequence of this is that the exponentially damped Fourier Transformed ℱ!𝑝 can 
be computed directly in the frequency domain. This is with the source ℱ!𝑠 propagated 
with a complex frequency 𝐴!!!.  This is known as the Laplace-Fourier domain (Shin and 
Cha, 2008).  Here the field data must be muted prior to the first arrival before taking the 
complex frequency.  This is because the exponential function increases as time reduces 
to zero. 
However being in the time-domain we are in a position for w to be freely chosen, as 
done here with a Gaussian: 
𝑤 𝑡! =   exp − !!!!! 𝑡! − 𝜏! ! . 
(2.6.5) 
This is centred at 𝜏! and has standard deviation 𝜏!.  The full-width-half-maximum of the 
Gaussian is given by 𝜏! = 2 2 ln 2 𝜏!.  The key advantage of applying a Gaussian is the 
field data does not need a mute prior to the first arrival.  This is utilised in Chapter 4. 
The gradient of (2.6.1) is given by: 
𝒈! = 𝐽!! ℱ!!ℱ!∆𝒖! . 
(2.6.6) 
We see that 𝐽!! now acts on ℱ!!ℱ!∆𝒖! as opposed to ∆𝒖!.  In the case of 𝑤 = 1, ℱ!!ℱ! 
reduces to ℱ!!ℱ!  which extracts a mono-frequency sinusoid from ∆𝒖! .  This makes 
(2.6.6) equivalent to the frequency-domain gradient.  If all the frequencies are included, ℱ!!ℱ! = 𝐼. 
In the relevant case 𝑤 ≠ 1, ℱ!!ℱ! is a composite operation with windowing applied before 
and after ℱ!!ℱ!. 
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2.7  Switching to a phase residual 
The residual in section 2.6 is the wavefield (real and imaginary) difference between ℱ! 𝒖  and ℱ! 𝒅 .  Here we change this to the phase difference between ℱ! 𝒖  and ℱ! 𝒅 . 
We initially work in the frequency domain where the residual becomes the phase 
difference between 𝑼 and 𝑫.  This was initially formulated by Shin and Min (2006).  It 
was also the subject of study of Kamei et al., 2011 who note its advantages over the 
conventional residual at the early iterations of FWI. 
We note the phase of 𝑼 is given by expression: 
𝜽 = phase 𝑼 = ℑ ln 𝑼 = −ℜ 𝑖 ln 𝑼 . 
(2.7.1) 
Perturbing the relation about 𝒎!: 
Δ𝜽 = !𝜽!"! ! Δ𝑚!!!!!! . 
 (2.7.2) 
By the chain-rule: 
!!!!"! = −ℜ𝑖 !!!   !!!!"! . 
(2.7.3) 
Inserting into (2.7.2): 
Δ𝜽 = −ℜ𝑖 diag 1𝑼! 𝐽!Δ𝒎. 
(2.7.4) 
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This maps the medium perturbation into a phase perturbation – this is referred to as the 
Rytov linearisation  as described in Beydoun (1987). 
We solve for Δ𝒎 by minimising the L-2 misfit: 
𝐸 ∆𝒎 = !! ∆𝜽 − −ℜ𝑖 diag 1𝑼! 𝐽!∆𝒎 !, 
(2.7.5) 
setting: 
∆𝜽 = ∆𝜽! = phase 𝑫𝑼!∗ . 
(2.7.6) 
This is the principal value of the phase difference.  This is shown in relation to ∆𝑼! on an 
Argand diagram in Figure 2-1. 
 
Figure 2-1 Argand diagram showing amplitude-normalised frequency-domain wavefields 
and their phase difference. 
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The gradient of (2.7.5) is: 
𝒈! = ℜ𝐽!! diag 1𝑼!∗ −𝑖∆𝜽! . 
(2.7.7) 
This has the equivalent structure to conventional frequency domain gradient (2.4.7) with ∆𝑼! replaced with a scaled version of the phase residual ∆𝜽!.  This is the result of 
equation (24) in Shin and Min (2006). 
Here we develop it further by extending to the time-domain where we extract discrete 
frequencies with the weighted Fourier Transform ℱ!.   
The minimisation problem (2.7.5) becomes: 
𝐸 ∆𝒎 = !! ∆𝜽 − −ℜ𝑖 diag 1ℱ!𝒖! ℱ!𝐽!∆𝒎 !. 
(2.7.8) 
Here 𝐽! has been replaced by ℱ!𝐽!.  The gradient expression becomes: 
𝒈! = 𝐽!!ℱ!! diag 1ℱ!𝒖! ∗ −𝑖∆𝜽! . 
(2.7.9) 
This is of the structure of the conventional time-domain gradient (2.5.5).  The time-
domain vector 𝐽!! is acting on is the phase residual term from (2.7.7) inverse Fourier 
Transformed then windowed.  In the case of 𝑤 = 1, this gives an equivalent result to 
(2.7.7).   
Now phase residual ∆𝜽! becomes:  
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∆𝜽! 𝑓! , 𝜏! = phase ℱ!𝒅 ℱ!𝒖! ∗ , 
(2.7.10) 
where both 𝒅 and 𝒖!  have the same Gaussian weight applied before being Fourier 
Transformed.  The Gaussian width 𝜏! changes the properties of the phase residual in 
important ways as seen in Chapter 3.   
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2.8  Summary  
The basic equations in both domains have been derived in terms of the quantities in the 
table below. 
The conventional time and frequency domain residuals are given by ∆𝒖!  and ∆𝑼! .  
These are inverted with operators 𝐽! and 𝐽! and their adjoints 𝐽!! and 𝐽!! in Sections 2.2-
2.4.  The ‘gradient’ directions are given by 𝐽!! and 𝐽!! applied to ∆𝒖! and ∆𝑼!.  
In Appendix 3 we consider the exact relation between data and model perturbation and 
invert it as a series solution. The first term of the series coincides with the updates of this 
chapter. 
The time-domain wavefield residual ∆𝒖! contains all arrivals, all frequencies, phase and 
amplitude.  In this chapter we have extracted discrete frequencies from time-weighted 
data and separated the phase residual from the wavefield residual as follows: 
∆𝒖! → ℱ!∆𝒖! → ∆𝜽! = phase ℱ!𝒅 ℱ!𝒖! ∗  
The operator ℱ!  is a time-weighted Fourier Transform.  The linearised forward and 
adjoint operators to invert these residuals are formed in terms of 𝐽! and 𝐽!! to fit within the 
conventional structure of inverting ∆𝒖!.   
The final form is the time-weighted phase residual.  Its role in FWI is developed through 
this thesis.   
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3 Phase QC 
The material in this chapter and Chapter 4 directly arises from the following publications: 
• GB1121932.6 (Shah N., Guasch L., Warner M., Umpleby A., Lakshminarayanan S., 
Nangoo T., Dec 2011) 
Method of and apparatus for validating a full waveform inversion process 
 
• GB1206073.7 (Shah N., Warner M., Umpleby A., Nangoo T., Guasch L., Apr 2012) 
Method of, and apparatus for, quality assurance in a full waveform inversion 
process 
 
• SEG Expanded Abstract (Shah N., Warner M, Nangoo T., Umpleby A., Stekl I., 
Morgan J., Guasch L., 2012) 
Quality-Assured Full Waveform Inversion: ensuring starting model adequacy 
3.1  Introduction 
In this chapter we specifically target the issue of reliability in FWI.  Due to the band-
limited nature of seismic data, localised inversion or steepest-descent will not 
necessarily lead to the global minimum solution.   
The gradient direction, for a given starting model, depends on the form of the residual 
used.  The conventional time-domain residual is the direct subtraction of the wavefields.  
In the notation of the previous chapter, this is given by:  
∆𝒖! = 𝒅 − 𝒖! 
(3.1) 
To reduce sensitivity to unmodelled effects (elasticity, attenuation), the residual is muted 
and amplitude-normalised.  To reduce the presence of local minima, the residual is 
subsequently band-pass filtered, or discrete frequency components are extracted: 
∆𝒖! 𝑓! = ℱ! 𝒅 − 𝒖!  
(3.2) 
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The gradient is then given by: 
𝒈! 𝑓! = 𝐽!!ℱ!!ℱ!∆𝒖! 
(3.3) 
This may be computed in the time or frequency domain.  The time-domain retains the 
ability to process and window full bandwidth traces before taking the Fourier Transform.  
Minimising (3.2) with gradient (3.3) at a realistic frequency, it is easy to generate a local 
minimum result.  Synthetic observed data is generated from the Marmousi model.  We 
generate time-domain traces from acoustic, isotropic 2-D forward modeling.   
Corresponding predicted data is considered using the same propagation but with a 
simple starting model. 
Vector 𝒅 is filled with “observed” data from the Marmousi model whilst 𝒖! is the starting 
model data.  This is shown in Figure 3-1 (a).  Below a water layer, the velocity increases 
linearly with depth from 1500 m/s to 3500 m/s.   
Figure 3-1 shows that as the model updates, it develops artefacts as well as true 
structure.  Despite this, the norm of (3.2) falls with iteration (to 36% of its initial value 
after 5 iterations).  How could we realise, without knowledge of the true model, the misfit 
is dropping towards a local as opposed to global minimum?  
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Figure 3-1 Local minimum example.  Starting from a 1-D model with a minimum 
frequency of 3 Hz leads to a spurious result. 
  
a) starting model 
b) updated model - 5 iterations at 3Hz 
c) updated model - 40 iterations at 3-6Hz 
d) true model 
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3.2  Assessing the data mismatch with the phase residual 
Let us use the phase residual to assess the mismatch between 𝒖! and 𝒅.  As noted in 
the previous chapter, computing this in the time-domain enables the Fourier Transform 
to be applied within a calculation window.  The time-weighted phase residual is then 
given by: 
∆𝜽! 𝑓! , 𝜏! = phase ℱ!𝒅 ℱ!𝒖! ∗ . 
 (3.4) 
In this expression vectors 𝒖! and 𝒅 are multiplied by the same Gaussian window where 
the width is given by 𝜏!.  To avoid picked arrival times, the centre is computed using 
predicted arrival times from starting model 𝒎!.  This is done with field data in mind 
where the predicted data is still clean and any simple search that loops through in time 
can identify the first break.  We have to assume that the predicted data and the 
observed data first arrivals are not too widely separated. 
Window width 𝜏!  is allowed to vary and the effect on the phase residual is now 
investigated.   To begin by considering the effect on the phase of 𝒅 alone, we take 𝒖! to 
be a delta function with a spike time proportional to offset.  This we choose to have a 
slope of 0.3 s per 1 km offset.  This corresponds to a homogeneous model with a 
velocity of 3.3 km/s.   
The vector (3.4) is then plotted as a function of source position (vertical axis) and 
receiver position (horizontal axis) in Figure 3-2.  The upper plot is for 𝜏! = ∞ (the 
unweighted case).  The leading diagonal corresponds to zero offset, and source-receiver 
reciprocity ensures that the plot is symmetric about the zero-offset diagonal.   
We see the residual varies smoothly and continuously in any given direction through the 
plot except for sudden transitions between positive and negative π.  These ‘wrap-
arounds’ are seen by the sharp boundaries between red and blue traversing the plot.  
We find reducing 𝜏! to 0.4 s has one key effect.  It makes the ±π boundaries fully 
connect through space.  There will be a critical value of 𝜏! which is the maximum width 
this condition holds.  This will vary depending on the dataset.   
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As such they define where ℱ!𝒅 is 0.5, 1.5, 2.5, … cycles late relative to ℱ!𝒖!.  Moving 
from top left to bottom right of the plot we see the gaps between adjacent transitions 
widens.  This is a response to the increase in average velocity going from left to right 
across the Marmousi model.  We note the transitions evolve stable with changes to the 
Gaussian parameters. 
So we see as well as enhancing the early refracted arrivals which the macro-model is 
most sensitive to, windowing makes the 3 Hz phase spatially consistent.  This is a key 
property which we seek to exploit in what follows.   
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Figure 3-2 Marmousi model observed data 3 Hz phase plot with and without time-
domain Gaussian weighting.  In the latter, the ±π  transitions connect and the cycles are 
shown labelled. 
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a) phase of d (τ = ∞) 
b) phase of d (τ = 0.4s) 
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1.5 
2.5 
3.5 
4.5 
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3.3  Identifying cycle-skipped data 
We now set 𝒖! to be the predicted data from 𝒎! in the expression for (4).  Both 𝒖! and 𝒅 
are windowed equivalently and the quantity is plotted in Figure 3-3 (a).  The residual now 
varies gradually away from zero-offset, remaining within the ±π range until longer offsets.  
Where it passes through π, ℱ!𝒅 is exactly 0.5 cycles late relative to ℱ!𝒖!.  Within the 
boundary a positive value corresponds to ℱ!𝒅  being late and a negative value 
corresponds to ℱ!𝒖! being early.  Beyond the boundary ℱ!𝒅 is over half a cycle late.  
The corresponding residual plot after one iteration is shown in Figure 3-3 (b).  The 
average value of ∆𝜽! has decreased in line with the fact the norm of misfit (3.2) has 
decreased.  However the cycle-skipped region has grown not shrunk.  Despite the drop 
in misfit, more of the data is now cycle-skipped.  This is demonstrating a) local 
minimum convergence is occurring and b) this local minimum convergence is 
occurring due to systematic cycle-skipping.  
Figure 3-3 (a) provides an immediate diagnostic suggesting that FWI is unlikely to be 
successful using these data and this model. Figure 3-3 (b) and (c) confirm this.  It is 
particularly significant that this confirmation comes directly from the first iteration. 
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Figure 3-3 3Hz phase residual – the cycle-skipped region grows with iteration which 
according to the methodology of this chapter indicates misconvergence (note: colour bar 
has reversed) 
 
 
a) phase residual - starting 
b) 1 iteration 
c) 5 iterations 
+π 
-π 
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3.4  Misalignment of cycle-skipped wavefields 
We can scrutinise this further by replacing 𝒅 by 𝒖! in (3.4).  This gives the phase change 
caused by the first model update: 
𝛿𝜽!" = phase ℱ!𝒖! ℱ!𝒖! ∗ . 
(3.5)  
Where the sign of 𝛿𝜽!" agrees with that of ∆𝜽! the model update is acting to shift the 
residual towards zero.   
For the case being considered, 𝛿𝜽!" is plotted in Figure 3-4.  Looking to the cycle-
skipped region (beyond the dotted line), we see agreement in sign with ∆𝜽! (Figure 3-3 
(a)).  However in this region, the wavefields are already more than half a cycle apart.  
Hence the shift in the residual towards zero constitutes a shift towards cycle-skipped 
zero.  This misalignment underlies the growth in the cycle-skipped region. 
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Figure 3-4 Phase change in the predicted data.  The dotted line marks the cycle-skip 
boundary from the phase residual.  The data within the cycle-skipped region is shifting 
towards cycle-skipped zero. 
 
  
a) δθ – after 1 iter 
b) δθ – after 5 iters 
+2π -2π 
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3.5  Modified starting model 
As a test, we modify the starting model to linearly increase horizontally as well as 
vertically.  Its values at the bottom left and bottom right are set at 2500 m/s and 3800 
m/s respectively.  The reduction in the cycle-skipped region in ∆𝜽! this gives rise to can 
be seen in Figure 3-5 (a).  Now we find that one iteration of the same 3Hz inversion 
scheme is sufficient to cause the cycle-skipped region to disappear (as opposed to 
grow). 
The change in phase 𝛿𝜽!" for this iteration is plotted in Figure 3-6 (a).  Comparing 𝛿𝜽!" 
to ∆𝜽! we see the long-offset shifts are in the right direction.  This is also the case in the 
cycle-skipped region where ℱ!𝒅 is half a cycle late.   
We also see from 𝛿𝜽!"  that much of the variability in ∆𝜽! is ignored at the first model 
update. This is the effect in the data that the inversion is only building the lowest 
wavenumbers when the mismatch is at its largest.  This is key to avoiding local minimum 
convergence.  We see from 𝛿𝜽!" the detailed fit of ∆𝜽! comes later. 
We note it from Figure 3-7 it takes further iterations to give a highly-resolved result and 
fit the full bandwidth shot gathers.  There are of course limitations in the resolution and 
accuracy of the final model, but these are related directly to limitations in the bandwidth 
and aperture of the original data and do not result from cycle skipping.   
What we get from considering the spatial variation of ∆𝜽𝟎 is a clear indication that 
the inversion is on course for the global minimum solution well before it actually 
gets there.  Given success or failure can be distinguished from the earliest iterations, 
this makes it the optimal choice for a diagnostic variable.  We move directly on to testing 
this on a real data inversion in the next chapter. 
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Figure 3-5 Phase residual for the modified starting model.  It reduces towards zero with 
iteration. 
a) phase residual – starting 
b) after 1 iteration 
c) after 5 iterations 
+π 
-π 
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Figure 3-6 Phase change in predicted data.  The comparison with the initial residual 
shows this is shift direction of the data is correctly orientated. 
a) δθ – after 1 iter 
b) δθ – after 5 iters 
+2π -2π 
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Figure 3-7 Inversion result of modified starting model.  The model has shifted towards 
the global minimum solution. 
a) starting model 
b) updated model - 5 iterations at 3Hz 
c) updated model - 40 iterations at 3-6Hz 
d) true model 
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4 Phase QC – Real Data Example 
4.1  Introduction  
To test the concepts of the previous chapter on real data we use a 3-D OBC field 
dataset (Ratcliffe et al., 2011, Nangoo et al., 2012, and Warner et al., 2013 (Appendix 
1)).  The survey is shot over a low velocity (gas) anomaly at a depth of 1-1.5 km with the 
reservoir below.  It consists of 3 receiver swaths (with 8 cables each) and 3 overlapping 
shot patches, as shown in Figure 4-1(a).  There are 240 receivers per cable with each 
receiver recording shots from a 10x12 km shooting patch.  This gives good fold and 
azimuthal coverage to 7km and a maximum offset of 11km. 
Figure 4-1 (b) shows a raw hydrophone shot record, along one of the cables.  It is 
dominated by wide-angle refracted arrivals at all offsets making the survey well suited to 
acoustic FWI where the inversion parameter is p-wave velocity.  An inversion scheme 
has been devised for such wide-angle datasets and applied to this dataset in particular 
by Warner et al., 2010 and Warner et al., 2013.  Here we assess the results from the 
point of view of the weighted phase residual.   
The main pre-requisite for inversion success is modelling data capable of matching at 
least the kinematics of the full wavefield field data.  The 3-D velocity model has been 
initially estimated for this dataset by reflection travel-time tomography.  This builds the 
velocity by correcting residual reflector moveout on PDSM CIG gathers.  In order for the 
computed velocity to additionally match diving wave travel-times and tie reflector depths 
to well depths, anisotropy is needed.   
In the VTI case, this introduces the Thomsen parameters 𝛿  and 𝜀  into the model 
(Thomsen, 1986).  These act as scaling factors giving moveout and horizontal velocities 
in terms of the vertical velocity.  1-D estimates for 𝛿 and 𝜀 are made at well locations and 
together with the 3-D velocity model (parameterised as vertical velocity) this makes up 
the starting model for FWI.   
A vertical slice through the 3-D velocity model is shown in Figure 4-2.  The model has a 
size of 16.5 x 13.5 x 4.0 km and a grid spacing of 50 m, which provides at least 4.5 grid 
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points per wavelength throughout the model.  The gas cloud appears as the central blue 
region.  
 
 
Figure 4-1 (a) yellow marks shots and black marks receiver cables, (b) shot gather 
shown after trace normalisation.  
a) 3-D OBC acquisition 
b) Shot gather 
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Figure 4-2 Corresponding observed and starting model data.  The data is dominated by 
transmissions. 
The starting model is used to compute a pressure wavefield and predict data that 
compares to the observed data.  A further input parameter is density.  This is taken to be 
a prescribed function of velocity specified by Gardner’s Law.   
The anisotropic acoustic wave equation is given in equation (18) of Alkhalifah (1998) .  It 
is solved with a free-surface boundary condition and de-ghosted source 𝒔.  As such 
ghosts and multiples are retained within the field data 𝒅. 
The wavelet is extracted from short offset traces and low-pass filtered with the filter 
rolling off from 5Hz to 7.5Hz.  In the notation of Chapter 2 this gives: 
𝒑! = 𝐴!!!!𝒔 
𝒖! = ℛ𝒑! 
(4.1) 
16.5 km 
6.0 km 
2.
5 
km
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For 𝒖!  and 𝒅  to be comparable, the same filter is applied to 𝒔  and 𝒅 .  Further 
unmodelled effects must be muted from 𝒅.  This includes short-offset Scholte wave 
arrivals – waves which propagate along the sea-floor. 
Further, rms amplitudes between 𝒖! and 𝒅 are matched.  As well as between traces, this 
is performed within traces using a broad sliding window.  This is necessary to reduce 
sensitivity to all subsurface parameters other than velocity.  This is the parameter that 
most influences the data and is the only parameter updated by the inversion.  The rest 
are held fixed.  Methodologies which update other parameters, in particular 𝛿 and 𝜀, are 
the subject of current research. 
Shot gathers of 𝒖!  and 𝒅  show the transmitted portions of the datasets are well 
matched.  The low-pass filtered residual used by the inversion is given by: 
∆𝒖! 𝑓! = 𝐹! 𝒅 − 𝒖!  
(4.2) 
where 𝑓! is the cut-off frequency.  Initially this is chosen close to the lowest useable 
frequency.  We note that amplitude spectrum of the raw data drops with frequency.  This 
is due chiefly to the source-side ghost.  Using the phase plots of the next section we see 
there is coherent signal at all frequencies down to 3 Hz.  This is despite the power at 3 
Hz being 40 dB down from 10 Hz.  During the inversion, 𝑓! is initially set at 3 Hz and 
progressively increased to 6.5 Hz. 
The gradient arising from (4.2) is given by: 
𝒈! 𝑓! = 𝐽!!𝐹!!𝐹!∆𝒖! 
  (4.3) 
As there are fewer receivers than shots, it is computationally more efficient to evaluate 
(3) with receivers treated as shots and vice-versa by source-receiver reciprocity.  The 
gradient is then formed CRG by CRG.  A total of 1440 CRGs are used by the inversion 
(60 along each cable).  The 1440 CRGs are (randomly) split into 18 sets of 80 as it is 
 54 
found to be most efficient to invert a subset at each iteration.  The computation of each 
80 is parallelised over 40 nodes with 2 CRGs propagated in parallel per node. 
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4.2  Assessing the weighted phase of the observed data 
In Figure 4-2, we see the time-domain observed and starting model data.  Here we 
assess the mismatch with the phase residual in time-weighted form (identical to equation 
(3.4)): 
∆𝜽 𝑓! , 𝜏! = phase ℱ!𝒅 ℱ!𝒖! ∗  
(4.4) 
Vector 𝒅 is set as the raw field data.  A shot line is shown in Figure 4-3 with window 
width 𝜏! = 0.8𝑠.  Just as before the window centre is computed from the starting model, 
not picked. 
As before we start by considering the phase of 𝒅 on its own with 𝒖! simply set as a delta 
function that varies linearly in offset.  A gradient of 0.2 s per kilometre offset is chosen 
which corresponds to a whole space model of 5 km/s.  
For the densest spatial sampling we work in the CRG domain.  The receiver position of 
an example CRG is shown in Figure 4-4 (a).   The gather is plotted at 2 Hz and 3 Hz in 
Figure 4-4 (b) and (c).  Each point on the gather corresponds to a source location.  
Shooting is orthogonal to the cables with shots every 75m cross-track and 75m along-
track (after decimation) over a patch covering 10x12km. 
We see the spatial view of phase distinguishes between signal and noise.  At 2 Hz the 
phase is spatially erratic i.e. the signal is drowned out by noise.  Coherent signal 
appears at 3 Hz.  Here ±π transitions can be tracked spatially through the plot.  They 
tend to form concentric rings encircling the receiver position.  
Tightening the window to 0.8 s in Figure 4-5 (a), we see the rings spatially connect and 
fully enclose the receiver location.  Now we can count the number of cycles in the data.  
Specifically the transitions define where ℱ!𝒅 is 0.5, 1.5, 2.5 … cycles late relative to ℱ!𝒖!.  Notably this property of windowed phase carries directly over from the synthetic 
example.  It is retained with a window tightened down to 0.4 s, as can be seen in Figure 
4-5 (b).  It is remarked this field dataset is suited to this approach as the first-arrival is 
strong and consistent with offset. 
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We note the cycle separation increases with offset due to Vp increasing with depth.  The 
transitions are mainly circular due to the background mainly 1-D trend but are clearly 
pulled inwards in the bottom right where the data is affected by the gas cloud.  Here the 
weighted phase is showing a macro response to the low Vp anomaly.  We note the 
tightening window also brings out coherent structure at 2Hz (Figure 4-6), potentially 
lowering the starting frequency below 3Hz when using a windowed residual for the 
inversion. 
 
Figure 4-3 Shot gather before and after Gaussian windowing with half width 0.8s.  The 
enhancement of the early arrivals is clear to see. 
tim
e 
(s
)  
0.8s 
0 
8.4 
3 9offset (km) 
(a) τw = ∞ 
(b) τw = 0.8 s 
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Figure 4-4 Observed data phase for a CRG at 2Hz and at 3Hz in (b) and (c).  The 
receiver position is marked with a white circle.  The region of the plot is 10 km by 12 km.  
A very gentle Gaussian corresponding to a half-width of 2 s has been applied to the 
time-domain data before extracting the phase.  The 3 Hz phase is far more spatially 
coherent than the 2 Hz phase. 
4(a) CRG 4(c) τw= 2s 4(b) τw= 2s 
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Figure 4-5 The effect of tightening the Gaussian on the 3Hz phase.  We see the ±π 
transitions now form spatially closed contours.  The cycles are labelled in (a). The plot 
dimensions are 10 km by 12 km. 
5(a) τw= 0.8s 
5(b) τw= 0.4s 
0.5 
1.5 
2.5 
3.5 
4.5 
5.5 
6.5 
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Figure 4-6 The effect of tightening the Gaussian on 2Hz phase is to significantly 
enhance spatial coherence. 
 
  
6(a) τw= 0.8s 
6(b) τw= 0.4s 
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4.3  Assessing the weighted phase residual  
Now we set 𝒖! in (4.4) to the actual modelled data from the starting model.  As before 
the same Gaussian function is applied to both 𝒖! and 𝒅.  The residual for two CRGs is 
plotted in Figure 4-7 (a) and (b).  It remains within the – 𝜋,+𝜋  range all the way out to 
the longest offsets.  Here there is a transition from – 𝜋  to +𝜋  denoting where the 
observed data becomes half a cycle early. 
We note there is a clear background structure to the residual which is positive at short 
offsets and negative at longer offsets.  That is, the observed wavefield is late at short 
offsets and early at longer offsets.  This broad structure to the error repeats over all 
CRGs.  It has been pulled out from the time-domain shot gathers where its presence 
was much less prominent. 
The inversion scheme described above is applied to this data.  In particular a subset of 
only 80 CRGs are inverted per iteration.  We see from the phase residual after one 
iteration, the inversion is immediately counteracting the cycle-skipped mismatch.  The 
cycle-skip boundary is pushed back and within this, the positive and negative intervals of 
the residual are both reduced towards zero (Figure 4-7 (c) and (d)). 
As a result, we anticipate the given inversion scheme will lead the given starting model 
towards the global minimum solution.  In particular we expect to see the solution build 
from long wavelengths with a bulk velocity decrease to correct the short offset and 
increase to correct the long offset residuals. 
The model after 108 iterations is shown in Figure 4-8.  We see these corrections have 
occurred and have led to short wavelength structure being built.  The shallow decrease 
has carved out high velocity channels (Figure 4-8 (b)) and the deeper increase has 
tightened the gas cloud (Figure 4-8 (c)).  A number of factors confirm the validity of these 
features and the final model.  These are covered in Warner et al., 2013.  Here we list 
them: 
• The inversion reveals geological features (absent from the starting model) that 
structurally conform to the independently generated PSDM.  This is significant 
because PSDM and FWI are driven by different parts of the data.   
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• The updated velocity gives a more continuous and consistent PSDM image at the 
deeper reservoir level. 
• The updated model gives a closer trace-by-trace match with the field data.  We 
note that as well as the transmissions, the inversion has gone as far as matching 
the deeper penetrating post-critical reflection that undershoots the gas cloud.  
• The updated model improves the well ties. 
Here we observe the movement of the phase residual gives extra validation to the final 
result.  In particular the validation is pre-emptive as it occurs well before the highly 
resolved features are recovered and the full bandwidth shot gathers are fit.   
We see from Figure 4-7 (e) and (f) that the residual has been largely reduced towards 
zero after 18 iterations.   Isolated points of random stand out in the gathers as they have 
been ignored by the inversion.  However, there is an average negative value to the 
residual that remains in the gathers.  This directly corresponds to the systematic 
lateness of the predicted wavefield reported in Warner et al., 2013.  In addition to this, 
the positive sign in the bottom right of Figure 4-7 (e) implies there has been an 
overshoot caused by the inversion in that particular area.  The phase residual is able to 
localise areas that may be in need of further attention i.e. exclusion from the inversion at 
initial iterations. 
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Figure 4-7 The 3Hz phase residual plotted for two CRGs.  Initially the predicted data is 
over half a cycle late at the longest offsets.  The decrease towards zero across all offsets 
indicates global minimum convergence. 
(a) Starting 
 
(c) After 1 iteration 
 
(e) After 18 iterations 
 
(b) Starting 
 
(d) After 1 iteration 
 
(f) After 18 iterations 
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Figure 4-8 Inversion result using the original starting model.  The model increases in 
resolution with geological structure coming into focus.  The horizontal slices are 12 km 
by 12 km. 
  
a) vertical slice 
c) horizontal slice (1.15km) 
b) horizontal slice (200m) 
1450%
2350%
2000%
1700%
1700%
2300%
STARTING MODEL AFTER 108 ITERATIONS 
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4.4  Perturbed starting model inversions 
Now we apply a perturbation to the starting model with a 4% increase in the velocity 
down to a depth of 800m.  This is sufficient to cause a widening in the positive interval of 
the residual (Figure 4-9 (a)) and create an interior cycle-skipped region where the 
observed wavefield is half a cycle late.  
Plotting the phase residual after 1 iteration (Figure 4-9 (b)), we find it grows as opposed 
to shrinks.  We use this as an indicator that the misfit is dropping towards a local as 
opposed to global minimum.  After 18 iterations (Figure 4-9 (c)), the cycle-skip boundary 
has evolved to enclose the receiver position. 
This can be taken further by tracking the phase of modelled data alone (Figure 4-10).  
Here we see the 4th ring and 5th ring come together with iteration and subsequently 
combine.  The 4th ring is attempting to match the 5th ring of the observed data (Figure 
4-10 (d)).  As such, the model data ends up with one less cycle than the observed data. 
Looking at the model in Figure 4-11 we can see the effect of the short offsets moving in 
the wrong direction.  The shallow velocity which starts high has increased further.  
Interestingly, the geological structures are still found the inversion.  The channels are 
faintly visible (Figure 4-11 (e)).  The same gas cloud structure as before is recovered 
with only subtle artefacts apparent (Figure 4-11 (f)).  The phase residual confirms the 
difference between the two models is caused specifically by cycle-skipping. 
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Figure 4-9 3Hz phase residual in the perturbed starting model showing an interior cycle-
skipped region which grows with iteration.  According to the QC methodology this 
anticipates the misfit is dropping towards a local minimum. 
a) starting model 
b) after 1 iteration 
c) after 18 iterations 
+π 
-π 
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Figure 4-10 (a)-(c) Modelled data 3Hz phase over the first block of iterations.  4th and 5th 
transitions come together and combine.  The phase is (c) has one cycle missing. 
a) starting model 
4th 5th 
b) after 1 iteration 
c) after 18 iterations 
d) observed 
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Figure 4-11 Inversion result for perturbed starting model.  Despite the geological 
structure recovered this is demonstrated to be a local minimum result. 
 
a) vertical slice 
c) horizontal slice (1.15km) 
b) horizontal slice (200m) 
1450%
2350%
2000%
1700%
1700%
2300%
STARTING MODEL AFTER 108 ITERATIONS 
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The next example further demonstrates the predictive power provided by the cycle skip 
boundaries.   The original starting model is perturbed below 800 m with a 4% decrease 
in velocity.  As can be seen from the two CRGs shown in Figure 4-12 (a), this draws the 
cycle-skip boundaries in towards the receiver location.   
We see from Figure 4-12 (b), the boundary is correctly pushed back out by the inversion 
on the right gather.  However on the left gather, at the top left, the boundary moves in 
further and the cycle-skipped region grows.  Looking at the model in depth slices (Figure 
4-13), this is exactly where the main cycle-skip artifact sets in from. 
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Figure 4-12 3Hz phase residual for two CRGs with a second perturbed starting model.  
On the left gather, the cycle-skipped region grows from the top-left. 
a) starting model 
b) after 3 iterations 
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Figure 4-13 Horizontal slices through the inversion result for the second perturbed 
starting model. We see large-scale major artifacts due to cycle-skipping setting in from 
the top left as pre-empted by the movement of the phase residual. 
 
1700$ 2300$
a) horizontal slice – 0.75km 
STARTING MODEL FWI MODEL 
b) horizontal slice – 0.95km 
c) horizontal slice – 1.15km 
velocity 
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4.5  Conclusion 
In this chapter we have applied the starting model test to a real dataset.  The time-
weighted 3 Hz phase residual computed between the field data and starting model data 
revealed a spatially continuous structure to the mismatch with cycle-skipped regions at 
the long offsets.   
The data was inverted with a filtered time-domain residual and the correction of the 3 Hz 
residual occurred from the first iteration.  This included the counteraction of the cycle-
skipped region.  This showed the starting model was adequate for the given inversion 
scheme.   
By perturbing the starting model and re-running the inversion, we confirmed we have a 
robust test for distinguishing between global and local minima cases.  The cycle-skipped 
region showed systematic growth and meant we could anticipate a local minimum result 
directly from the starting model, and from the data alone.   
The key conclusion for actually proceeding with a poor starting model is that the phase 
residual can be unwrapped.  This is the subject of the next chapter.  
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5 Phase-unwrapped FWI 
The material in this chapter directly arises from the following publications: 
• US20120316844 (Shah N., Washbourne J., Bube K., Jun 2011) – Appendix 2 
System and method for data inversion with phase unwrapping 
 
• US20120316790 (Washbourne J., Shah N., Bube K., Jun 2011)  
System and method for data inversion with phase extrapolation 
 
• GB1121934.2 (Shah N., Guasch L., Warner M., Umpleby A., Lakshminarayanan S., 
Yao G., Dec 2011) 
Method of, and apparatus for, windowed full waveform inversion 
 
5.1  Introduction 
Ideally in FWI we would be able to apply gradient descent optimisation to a simple 
starting model and still reach the global minimum solution.   
The gradient directions for inverting the phase residual and conventional wavefield 
residual were derived in Chapter 2.  The result for the phase residual was originally 
derived in Shin and Min (2006).  They found it convenient to assume it was not 
necessary to unwrap and take into account errors greater than half a cycle. 
The difficulty they faced was that they were not modelling at full bandwidth and 
considering time-domain 𝒖 and 𝒅.  We on the other hand do so in order to Gaussian 
weight 𝒖 and 𝒅 before extracting discrete frequency components.   
As well as emphasising the key arrivals, a well-chosen Gaussian window was shown in 
the previous chapter to give spatial continuity to the phase residual.  This meant that 
cycle-skipped data could be identified by spatial variation.   In this chapter we use the 
same property to unwrap the phase. 
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5.2  Unwrapping the phase residual  
We start with the expression for the phase residual in time-weighted form: 
∆𝜽! 𝑓! , 𝜏! = phase ℱ!𝒅 ℱ!𝒖! ∗ . 
(5.1) 
Returning to Chapter 3’s local minimum example, vector 𝒅 is filled with  “observed” data 
from the Marmousi model and 𝒖! with predicted data from the 1-D starting model. Figure 
5-1 shows a single shot line of 𝒅 and 𝒖! with ∆𝜽! evaluated at 𝑓! = 3𝐻𝑧 and 𝜏! = ∞. 
The residual is close to zero at zero-offset, indicating the short offsets are well matched.  
It varies continuously away from the source location and consists of two ±π transitions at 
longer offsets.  Considering this shot alone, the long offsets are doubly cycle-skipped.   
These transitions can be undone or “unwrapped” by adding multiples of 2𝜋 as shown in 
Figure 5-2.  The unwrapped residual is referred to by ∆𝜽!! .  To automate the unwrapping 
we set up a system of equations for ∆𝜽!!  to satisfy.  First we denote the spatial difference 
between receivers k and k+1 by: 
𝝋 ! = ∆𝜽! !!! − ∆𝜽! ! , 
(5.2) 
where k is an integer between 1 and 𝑁! − 1.  Now we compute the principal value of 𝒈 !: 𝝋! ! = phase exp 𝑖 𝝋 ! , 
(5.3) 
and let: 
∆𝜽!! !!! = ∆𝜽!! ! + 𝝋! ! . 
(5.4) 
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This gives a set of explicit difference equations to solve for ∆𝜽!!  along a line of receivers. 
Figure 5-3 shows how taking the principle value of 𝝋  means the computation 
automatically accounts for a ±π transition when it occurs.  This process automatically 
gives the result provided in Figure 5-2.  The zero-offset condition ∆𝜽!! = ∆𝜽! fixes the 
arbitrary constant. 
Now in compact notation, 𝝋  can be written as: 
𝝋 = 𝐷 ∆𝜽! . 
(5.5) 
There are 𝑁! − 1 differences for each shot line meaning the operator 𝐷 has 𝑁! 𝑁! − 1  
rows and 𝑁!𝑁! columns.  We note the same operator applied to the unwrapped solution ∆𝜽!!  should give 𝒈!:  𝐷 ∆𝜽!! = 𝝋!. 
(5.6) 
Figure 5-4 (a) shows ∆𝜽! for all shots.  Computing ∆𝜽!!  gives us the result in Figure 5-4 
(b).  There are inconsistencies between adjacent shots.  If instead we let 𝐷 compute 
differences between adjacent shots we get the solution in Figure 5-4 (c).  This has 
inconsistencies between adjacent receivers.  So we see the unwrapped solution is only 
smooth in the unwrapping direction. 
As can be seen from Figure 5-4, this non-uniqueness directly arises from the ±2π 
transitions not fully connecting in space.  The terminating points of these transitions are 
marked.  The mathematical property that defines them is now considered. 
We observe that summing 𝝋! around such a point along a closed contour will give a 
value of positive or negative 2π instead of zero.  As such let us define 𝝋! to encompass 
both directions and therefore be a two-component vector field. 
A vector field not integrating path-independently is a consequence of it having a 
rotational or non-zero curl component.  In the case of 𝝋! shrinking the contour localises 
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the non-zero curl property to individual points.  These are marked white or black for 
positive or negative curl. 
The case of 𝜏! = 0.4𝑠 is shown in Figure 5-5.  We see 𝝋! is curl-free.  The unwrapped 
solution is now unique.  The use of windowing in this way is the subject of patent 
application GB1121934.2 (Shah et al., 2011).  Notably field data behaves accordingly.  
The spatial continuity of CRG plots in Figure 4-7, Figure 4-9, Figure 4-12 all uniquely 
identify the cycle-skipped portion of the data.  Unwrapping would simply add or subtract 
2π in these regions.   
To do this automatically we propose solving (5.6) for ∆𝜽!!  as an inverse problem.  In 
particular to eliminate the effects of isolated points of noise, operator 𝐷 could be set to 
compute differences in spatial two directions rather than one.  For a CRG, this consists 
of both in-line and cross-line source differences.  This sets up a twice-over determined 
inverse problem to solve for the best-fit unwrapped phase.  Pre-conditioning such a 
system to de-influence large values in the differences is the subject of US20120316844 
(Shah et al., 2011). 
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Figure 5-1 Shot line showing the 3Hz phase residual between observed and modelled 
data.  It contains two cycle-skips. 
1-D 
starting 
model 
3Hz phase residual 
True model 
n=1 n=2 
Receiver number 
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Figure 5-2 Unwrapping the shot line.  The unwrapped phase residual is continuous and 
extends beyond π in magnitude. 
Receiver number 
-pi 
+pi 
unwrapped 
wrapped 
n=1 n=2 
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Figure 5-3 Unwrapping procedure along a line of receivers close to a ±π transition.  The 
original wrapped phases are in blue, the spatial phase differences in red and the 
unwrapped phase solution in green. 
+/- 180°  
TRANSITION 
φ, wr pped phase 
g, change in phase 
φ', unwrapped phase 
-170° 170° -120° 130°  
+50° +20° +40° 
240°  190°  170°  130° 
k k+1 k+2 k+3 
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Figure 5-4 Unwrapping in the source-receiver plane.  Circles refer to points of non-zero 
curl of vector field 𝝋 .  These cause inconsistencies whichever way the phase is 
unwrapped. 
 
+3π 
-3π 
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e 
x 
Receiver x 
(a) phase residual (b) unwrapped in receiver direction 
(c) unwrapped in source direction 
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Figure 5-5 Unwrapping the time-weighted 3Hz phase residual.  This contains no points 
of non-zero curl. 
  
+3π -3π 
(a) wrapped 
(b) unwrapped 
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5.3  Inverting the unwrapped phase 
In Chapter 2 the gradient for the phase residual was derived in the time domain:  
𝒈! = 𝐽!!ℱ!! diag 1ℱ!𝒖! ∗ −𝑖∆𝜽! , 
 (5.7) 
and the frequency domain: 
𝒈! = ℜ𝐽!! 𝑑𝑖𝑎𝑔 1𝑼!∗ −𝑖∆𝜽! . 
(5.8) 
 
For an initial test, unwrapped ∆𝜽! is inserted into the latter.  The model after 3 phase-
unwrapped updates is shown in Figure 5-6.  Now we have a model that according to the 
test of Chapter 3 and 4 is adequate for conventional FWI.  We note it was not necessary 
to compute (5.7) even though a time-weighted ∆𝜽! has been used. 
In the following example un-weighted ∆𝜽! is used.  It is unwrapped as described above 
by solving an inverse problem (5.6) to give the best-fit solution for both source and 
receiver differences.   
As a further enhancement, 3 Hz unwrapped ∆𝜽!  is linearly extrapolated down in 
frequency and used to start the inversion sub 1 Hz.  This is the subject of 
US20120316790 (Washbourne et al., 2011).  Applied in Figure 5-7, initial gradients are 
computed at frequencies from 0.1-0.5 Hz using unwrapped ∆𝜽! extrapolated from 3 Hz 
until the model is adequate for conventional 3 Hz inversion.  As a result we have been 
able to apply steepest descent all the way from a whole-space starting model to the 
global minimum solution. 
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Figure 5-6 3Hz phase-unwrapped FWI applied to a simple starting model.   
 
a) 1D Starting model 
b) Updated by 3Hz phase-unwrapped FWI 
c) Updated by 3Hz conventional FWI 
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Figure 5-7 Extrapolated 3Hz phase-unwrapped FWI applied to a whole space starting 
model   
  
Extended 
frequency 
 
Observed 
frequency 
STARTING 0.1Hz 0.2Hz 
0.3Hz 0.4Hz 0.5Hz 
4.5Hz 6.5Hz 
8.5Hz 10.5Hz TRUE 
3.0Hz 
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6 Conclusion 
6.1  Wrapped and Unwrapped FWI 
In this thesis, the FWI optimisation for early iterations has been re-cast from employing 
the wavefield residual (as used by conventional Born inversion) in the objective function 
to isolating phase and using the phase residual (Rytov inversion).   
Two specific elements are proposed which differ from previous studies which use this 
norm – firstly, phase is computed using a Gaussian-weighted Fourier Transform, and 
secondly as a consequence of the first point the residual is suitable for unwrapping 
thereby accounting for errors greater than half a cycle or “cycle-skipped”.  This latter 
property makes time-weighted phase-only inversion an important extension of 
conventional phase-only inversion.  As such we have investigated the properties of the 
time-weighted phase residual in particular using a Gaussian function with varying width.  
We firstly derived the inversion gradient expressions for the time-weighted phase case 
based on the forward and adjoint linearised operators.  The solutions in Chapter 2 can 
be extended into series solutions using the approach of Appendix 3.   We then went on 
to find the explicit condition that determines when the residual unwraps uniquely.  
Narrowing the Gaussian until the ±π contours close is shown to be equivalent to the 
points of non-zero curl in the spatial gradient of the phase being removed.  The lower the 
frequency the less narrow the Gaussian necessary.  This technique is mainly applicable 
to datasets with low frequencies and where the early wide-angle arrivals carry significant 
information.  The larger the critical value of the Gaussian width, the more suitable the 
dataset is for unwrapping. 
We further showed simply tracking the time-weighted phase residual with iteration (a) 
explicitly demonstrates cycle-skipping as the root cause of local minimum convergence 
in FWI, and (b) provides a clear-cut and elegant way of distinguishing between global 
and local minimum models.  This specifically tackles the issue of reliability in FWI and 
provides a mechanism for rapid and accurate quality assurance and quality control, at a 
level not currently practiced.  
Unwrapping the phase residual for the Marmousi model means we can start the 
inversion at 3 Hz using a simple starting model.  Tracking the phase or the phase 
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residual with iteration shows when the inversion can switch to using the Born gradient, 
as needed for the final high resolution result.  This is depicted in the flow chart in Figure 
6-1. 
 
Figure 6-1 Applying phase-unwrapped FWI prior to the conventional Born-based 
optimisation. 
 
In the field data inversion of Chapter 4 the Born gradient was used throughout, starting 
from a tomography initial model.  Phase was used to monitor convergence.  4 Hz is 
shown below in Figure 6-2.  The ±π transitions are seen sharp boundaries that are 
spatially coherent across the data.  They are seen to be converge on the observed data 
(Figure 6-2 (c)).  
Clearly Figure 6-2 (a) demonstrates the starting model was erroneous and could have 
easily guided the inversion to a local minimum.  In general it is advantageous to be able 
to use as simple a starting model as possible.  Therefore to progress we would repeat 
this inversion in the frequency domain and avoid using the tomography starting model.  
This would use the Rytov phase adjoint until it was possible to switch to the conventional 
Born adjoint.   
The frequency domain inversion could start at 2.3 Hz, shown below in Figure 6-3 (a).  
The phase uniquely unwraps as can be seen in Figure 6-3 (b).  We would invert the 
unwrapped phase field to avoid being constrained by the half-cycle condition (Figure 6-3 
(c)).   
Starting model 
Adequate? 
Phase-unwrapped FWI 
Conventional FWI 
Final model 
Data 
NO#
YES 
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A distinct problem is to be able to increase the penetration depth of FWI using a 
reflection scheme.  This would be based on extracting the tomographic component of 
the FWI update from reflection data e.g. Sneider et al., 1989 and Hicks and Pratt, 2001. 
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Figure 6-2 Common receiver gather 4 Hz phase for (a) the starting model, (b) the FWI 
model, and (c) the observed data. 
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Figure 6-3 a) 2.3 Hz phase of a common receiver gather, b) Unwrapped phase marked, 
c) Predicted data may start more than half a cycle away in terms of unwrapped phase.
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Appendix 1 – field data application of Chapter 4 
 
 
Anisotropic 3D full-waveform inversion
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ABSTRACT
We have developed and implemented a robust and practical
scheme for anisotropic 3D acoustic full-waveform inversion
(FWI). We demonstrate this scheme on a field data set, applying
it to a 4C ocean-bottom survey over the Tommeliten Alpha field
in the North Sea. This shallow-water data set provides good azi-
muthal coverage to offsets of 7 km, with reduced coverage to a
maximum offset of about 11 km. The reservoir lies at the crest of
a high-velocity antiformal chalk section, overlain by about
3000 m of clastics within which a low-velocity gas cloud pro-
duces a seismic obscured area. We inverted only the hydrophone
data, and we retained free-surface multiples and ghosts within
the field data. We invert in six narrow frequency bands, in the
range 3 to 6.5 Hz. At each iteration, we selected only a subset of
sources, using a different subset at each iteration; this strategy is
more efficient than inverting all the data every iteration. Our
starting velocity model was obtained using standard PSDM
model building including anisotropic reflection tomography,
and contained epsilon values as high as 20%. The final FWI
velocity model shows a network of shallow high-velocity chan-
nels that match similar features in the reflection data. Deeper in
the section, the FWI velocity model reveals a sharper and more-
intense low-velocity region associated with the gas cloud in
which low-velocity fingers match the location of gas-filled
faults visible in the reflection data. The resulting velocity model
provides a better match to well logs, and better flattens com-
mon-image gathers, than does the starting model. Reverse-time
migration, using the FWI velocity model, provides significant
uplift to the migrated image, simplifying the planform of the
reservoir section at depth. The workflows, inversion strategy,
and algorithms that we have used have broad application to in-
vert a wide-range of analogous data sets.
INTRODUCTION
Full-waveform inversion (FWI) is a technique that seeks to find a
high-resolution high-fidelity model of the subsurface that is capable
of matching individual seismic waveforms, within an original raw
field data set, trace by trace. The method begins from a best-guess
starting model which is then iteratively improved using a sequence
of linearized local inversions to solve a fully nonlinear problem. In
principle, FWI can be used to recover any physical property that has
an influence upon the seismic wavefield, but in practice the tech-
nique has been used predominantly to recover P-wave velocity.
The underlying theory is well established, but its practical appli-
cation to 3D field data sets in a form that is simultaneously efficient,
effective, and robust, is still a subject of intense research. Virieux
and Operto (2009) present a recent review of waveform inversion
with an extensive bibliography, and Pratt et al. (1998) and Pratt
(1999) provide an overview of the development of the underlying
theory using a formulation similar to that presented here. Pratt
and Shipp (1999) presented an early application on crosshole
field data in 2D with modeling and inversion carried out in the fre-
quency domain, and Shipp and Singh (2002) presented an applica-
tion to surface data in 2D implemented in the time domain.
Parts of this paper were first presented at: 81st Annual International Meeting, SEG, as “Full Waveform Inversion: A North Sea OBC case study.”
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Ben-Hadj-Ali et al. (2008), Sirgue et al. (2008), and Warner et al.
(2008) demonstrated the first practical applications of FWI in 3D,
and Sirgue et al. (2010) and Plessix and Perkins (2010) have pre-
sented recent applications of FWI to 3D field data sets.
Because FWI honors the physics of finite-frequency wave pro-
pagation, its spatial resolution is limited only by the source and
receiver distribution, the noise level, and the local seismic wave-
length. In contrast, methods that are based upon traveltimes and
therefore implicitly upon simplified wave propagation have a spatial
resolution that is limited also by the size of the local Fresnel zone
(Williamson, 1991). In practice, this means that FWI models are
almost always better spatially resolved than are equivalent models
generated by more-conventional methods.
In a commercial context, 3D FWI is most commonly used to re-
cover high-resolution P-wave velocity models within heterogeneous
overburden above deeper reservoirs. These shallow velocity models
are then combined with conventional prestack depth migration
(PSDM) to improve the imaging of the underlying reservoir using
subcritical reflection data. Often, the spatial resolution and com-
plexity of the FWI-recovered velocity model require that a high-
fidelity PSDM scheme is used for the migration — typically this
will be a reverse-time migration (RTM) scheme based upon the full
two-way wave equation. Unlike conventional reflection imaging,
FWI typically uses wide-angle refracted arrivals to build its velocity
model (Pratt et al., 1996). Because FWI uses a purely local and
not a global inversion scheme, low frequencies in the field
data are normally essential for robust and effective inversion
(Sirgue, 2006).
Because FWI seeks to match the observed data in detail, it must,
as a minimum, be capable of generating models that can match the
observed kinematics of the major seismic arrivals. In many petro-
leum-related data sets, some form of anisotropy is required to match
the kinematics exactly, especially when the field data include near-
normal-incidence reflections and wide-angle refracted arrivals, and
when a wide range of azimuths and offsets are contained within the
data set. Prieux et al. (2011), and Plessix and Cao (2011), discuss
some of the difficulties associated with anisotropic FWI.
Here, we demonstrate the application of FWI to a 3D, high-
density, full-azimuth, long-offset, field data set that displays signif-
icant P-wave anisotropy (Ratcliffe et al., 2011). We show that the
resulting anisotropic FWI velocity model successfully predicts the
raw field data, improves the match to available wells, improves
the flatness of common image gathers, and successfully migrates
the field data leading to improved continuity and significantly sim-
plified images at reservoir depths.
Within this paper, we explain our workflow and inversion strat-
egy, we describe how we have preprocessed and selected the field
data, and we demonstrate how to design the starting model and the
source wavelet. We also explain how we are able to speed up the
computation without compromising the quality of the inversion, and
we discuss some of the pitfalls that can arise during the application
of 3D FWI to field data. Elsewhere, in related publications, we
discuss the technical implementation of the anisotropic modeling
and inversion code that we have used (Umpleby et al., 2010),
we demonstrate the methodology that we used to provide quality
assurance during FWI (Shah et al., 2012), we show how FWI
can be extended so that it is able to provide velocity models directly
at reservoir depths from this data set (Nangoo et al., 2012), and we
use FWI over an extended frequency range to improve the velocity
model used for PS reflection imaging within a seismic obscured
area (Vinje et al., 2012).
FULL-WAVEFORM INVERSION
Theory
The theory that underpins FWI has been derived many times
using a variety of formulations. We present here only the results
that are required to understand how our computer codes operate
and to demonstrate the approximations that we have made. For a
more complete development of the theory, the reader is referred
to Pratt et al. (1998) and Virieux and Operto (2009), and references
therein.
FWI begins from the assumption that we can solve a numerical
wave equation of the form
GðmÞ ¼ p; (1)
where m is a column vector that contains the set of parameters that
describe the subsurface model, p is a column vector that contains the
predicted seismic wavefield at all points within the model, and G is
a function that describes how to calculate the seismic data given the
model. For the data set described in this paper, m contains about
seven million slowness values that define the velocity model on
a regular Cartesian grid, p represents about 50 GB of data for each
source, or about 70 TB for the full data set after decimation, andG is
a time-domain finite-difference computer program that implements
the 3D anisotropic acoustic wave equation, and that also contains a
definition of the acquisition geometry and the source wavefield.
FWI is an algorithmic approach that uses the repeated application
of the forward problem expressed in equation 1 to solve the non-
linear inverse problem that can be expressed as
G−1ðdÞ ¼ m 0; (2)
where now d contains the observed field data and m 0 is the model
that we are trying to discover. The inverse of G in equation 2 ex-
presses the idea that, if the resulting model m 0 is placed back into
equation 1, then the data set p 0 that equation 1 predicts at the re-
ceivers will be the original observed data set d. In practice, although
computer codes can be written to provide accurate and explicit so-
lutions to equation 1, it is not possible to write an explicit solver for
equation 2. In part, this is becauseG is not a matrix; it is a nonlinear
function for which there is no formal inverse. Instead, we proceed
by using an approximate solution to equation 2, and then seek to
improve upon this solution by iteration.
We begin from a starting model m0, and assume that this is
reasonably close to the true model. We define the residual data
set δd to be the difference between the predicted and observed data,
that is δd ¼ p 0 − d; clearly the residual data set will be a function of
the starting model. The problem is now to find a correction δm to
the starting model, to generate a new model m ¼ m0 þ δm, which
reduces the size of the residual data set δd toward zero.
We define a scalar quantity f, variously called the “misfit,”
“objective function,” or “functional,” which is equal to the sum
of the squares of the residual data set δd. The inversion problem
then is to find the δm that minimizes the value of f. If the problem
is linearized by assuming a linear relationship between small
changes in the model and corresponding changes in the data resi-
duals, then the solution for δm, that is the change that must be made
to the starting model, is well known to be
R60 Warner et al.
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δm ¼ −H−1 ∂f
∂m
. (3)
In equation 3,H is the square symmetric Hessian matrix contain-
ing all the second-order differentials of the functional f with respect
to all combinations of the model parameters, and ∂f∕∂m is the gra-
dient of the functional with respect to each of the model parameters,
commonly just called the “gradient.”
The gradient is a vector of the same size as the model m, so for
this study it has about seven million elements. Using the adjoint
method first introduced in this context by Tarantola (1984), the
gradient is straightforward to compute using code that can solve
equation 1. The Hessian, however, is much larger; for this study
it contains about 5 × 1013 elements, and although it might be within
computational reach to calculate these, it is not normally feasible
to find the inverse which is what is required to solve equation 3
directly. Consequently, here we retain only an approximation to
the diagonal elements of H which then becomes trivial to invert.
It is straightforward to calculate the approximate relative magni-
tude of the diagonal elements of H using spatial preconditioning.
This leads to a final expression for the update that must be applied to
each of the model parameters mi
δmi ¼ − αhii
∂f
∂mi
. (4)
Here, α is a global scaling factor, commonly called the “step
length,” hii is the approximate relative magnitude of the diagonal
element of the Hessian that corresponds to the model parameter
mi, and ∂f∕∂mi is the corresponding component of the gradient
for that model parameter.
To apply equation 4 to a real data set, we need a starting model, a
source wavelet, and a computational implementation of equation 1.
We use the method of Tarantola (1984) to calculate the gradient.
This involves the forward propagation of the source wavefield
for each source within the starting model to produce a predicted
data set, the formation of the residual data by subtracting the pre-
dicted and observed data sets sample-by-sample at each receiver,
the back propagation of this residual wavefield from the receivers,
and the crosscorrelation of these forward and backward wavefields
in time at each point within the interior of the model to form the
gradient for each source. These individual gradients are then
stacked together to form the global gradient required in equation 4.
Those familiar with RTM will recognize similarities between this
portion of FWI and RTM. The key differences are that it is the re-
sidual wavefield and not the entire wavefield that is back propagated
in FWI, and that the crosscorrelation imaging condition is different
in detail between the two methods — in FWI the imaging is
typically into velocity space (or more correctly in our case into
slowness), whereas RTM is designed to generate a reflectiv-
ity image.
We use the method of Pratt et al. (1998, equation 12) to compute
the step length α. This involves perturbing the starting model by a
small amount in the appropriate direction, and observing the effect
that this perturbation has upon the residual wavefield. By assuming
a linear relationship between the model and data perturbations, we
can then calculate the optimal amount by which to perturb the mod-
el to minimize the residual data set.
We use spatial preconditioning to approximate the diagonal ele-
ments hii of the Hessian matrix using the pseudo-Hessian following
the approach of Shin et al. (2001). The observed seismic data are
typically more strongly influenced by some parameters within a
model than by others. That is, the magnitudes of ∂d∕∂mi tend to
be much larger for model parameters that, for example, represent
parts of the model that are close to sources and receivers or where
the incident wavefield is large, than for parameters that represent
regions of the model that are far from sources and receivers or where
the incident wavefield is small. The diagonal of the Hessian com-
pensates for these effects; we approximate it using the sum of the
squares of the amplitude of the forward wavefield suitably stabi-
lized to avoid dividing by small values. Spatial preconditioning then
acts to boost the gradient where the incident wavefield is small, and
reduce it where the wavefield is large.
Use of equation 4 involves some approximations. We therefore
iterate the process, seeking to make a series of stepwise linearized
updates to the starting model which move ever closer to the true
model. Although we make use of a linearized relationship in the
inversion, because the full nonlinear forward modeling expressed
by equation 1 is used throughout, the iterated inversion scheme
is able to solve the full nonlinear inversion problem correctly.
In practice, various enhancements are additionally incorporated
into the basic inversion scheme described above. These include pro-
cessing, selection, and weighting of the field data, processing of the
predicted data, processing of the residual data, processing of the
gradient, modification of the functional, and varying the approxi-
mation to the Hessian. Various steps must also be taken to stabilize,
regularize, and otherwise make the inversion scheme more robust.
Where such modifications have important implications for the qual-
ity of the FWI result, we outline them in later sections.
In the far-field, that is, at distances of more than a wavelength or
two from sources and receivers, the maximum spatial resolution that
can be obtained is locally around half the shortest seismic wave-
length. This maximum is achievable in practice in FWI provided
that the model is locally well sampled by the wavefield in three
dimensions. For the data analyzed below, the maximum frequency
used during FWI is 6.5 Hz, so that we should be able to resolve the
velocity model locally to a resolution of about 115 m when the
background velocity is around 1500 m∕s, and proportionately less
well as the velocity rises. In the near-field however, where evanes-
cent waves become important, the resolution can be better than this.
Here, the resolution depends not upon the wavelength directly, but
upon the distance to the nearest source or receiver, a property that is
used in high-resolution optical microscopy (Betzig et al., 1991). In
the present context, this means that resolution may improve close to
the seafloor where it will be controlled by the acquisition geometry
rather than the local seismic wavelength.
At all stages, FWI only solves a local inversion problem. Its
successful application therefore requires that the starting model
is sufficiently close to the true model that the nearest minimum
in the objective function is the global minimum rather than some
local minimum. An inversion that leads to a local minimum will
result in a model that will often be no better, and may be worse,
than the starting model, but it will nevertheless lead to a reduction
in the objective function and it will generate synthetic data
that match the field data more closely than did the starting model.
Effective and robust FWI therefore requires a means to ensure that
the starting model is adequate given the data that are available, and
that inversion does indeed proceed toward the global minimum. We
have applied a robust quality-assurance process during this study
Anisotropic 3D full-waveform inversion R61
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which is described more fully in Shah et al. (2012). We do this by
extracting the wrapped phase of the amplitude-normalized residual
wavefield, trace by trace, windowed in time on the dominant arri-
vals, for the lowest usable frequency in the field data. The spatial
variation of this phase residual in common-receiver gathers is
diagnostic of the existence of cycle skipping in the starting model,
and its evolution between iterations is directly diagnostic of the
detrimental effects of cycle skipping during the inversion.
Implementation
At the heart of any FWI code lies the efficient solution of equa-
tion 1; that is, given a model and a source, calculate the resultant
seismic wavefield everywhere within the model. We have developed
3D finite-difference codes, and associated FWI infrastructure, that
can solve equation 1 in the time domain or the frequency domain
(Umpleby et al., 2010), using the acoustic or elastic wave equation
(Guasch et al., 2012), with or without anisotropy (Štekl et al., 2010),
with or without attenuation, although we cannot yet combine all
these aspects into the same calculation.
In this study, we have used an explicit time-domain finite-
difference time-stepping algorithm to solve the 3D anisotropic
acoustic wave equation on a regular cubic mesh. The code allows
for spatially variable, tilted transversely isotropic (TTI) anisotropy.
To do this, we solve two coupled second-order differential equa-
tions; these differ in their exact details, but are similar in principle
to the equations derived by Alkhalifah (2000) and Duveneck et al.
(2008). The equations describe two wavefields — one defines the
observable acoustic pressure, and the other defines a nonphysical
wavefield that acts to allow TTI kinematics within the pressure
wavefield to be simulated correctly. Note that acoustic TTI media
are a nonphysical abstraction, and so there is no dynamically correct
formulation for them. Because we solve two scalar wave equations,
the CPU and memory requirements of the TTI anisotropic code are
about twice that of a simple isotropic acoustic FWI code.
Within this scheme, anisotropy is parameterized using five
parameters. These are: the P-wave velocity parallel to the local
symmetry axis, the two angles that define the local orientation
of the symmetry axis in space, and the two Thomsen parameters
(Thomsen, 1986), delta and epsilon, that control the variation of
P-wave velocity away from the symmetry axis. Provided that the
last four anisotropy parameters do not vary significantly over small
distances, and provided that sources and receivers are located only
within isotropic (or strictly only within elliptically anisotropic)
regions, the code is robust, stable, and accurate.
The code is nominally second-order in time and fourth-order in
space, but it uses an optimized 53-point finite-difference stencil
within a 5 × 5 × 5 cube that uses all face-centered, edge-centered,
and corner grid cells to give a performance that is approximately
equivalent to fourth-order in time and sixth-order in space. The code
is accurate at five grid points per wavelength and above, and its
maximum phase-velocity errors remain below 0.5% in all directions
at four grid points per wavelength. In practical applications for
FWI, we run the code such that the coverage is at least five grid
points per wavelength over most of the model, but may be reduced
to 4.5 grid points per wavelength in localized low-velocity regions;
for example, in a shallow water layer or within the local intense
center of a gas cloud.
Sources and receivers can be located at their true locations any-
where within the model, not only at grid cells. We use a 3D version
of the 2D interpolation scheme from Hicks (2002) to do this. We
used a free-surface boundary condition on the top of the model in
this study, and absorbing boundaries elsewhere. For 3D FWI, the
principal requirement of absorbing boundary conditions is that they
should be computationally efficient, and especially that they should
not require significant extension of the computational domain out-
side the area of direct interest. In this code, therefore, we use a non-
reflective boundary condition that is only two cells wide. This
boundary condition applies a simplified one-way wave equation
to predict the wavefield beyond the boundary, using this predicted
wavefield to populate a conventional two-way finite-difference
stencil at the boundary. FWI is robust against back-scattering from
less-than-perfect boundaries. At worst, such imperfections lead only
to a modest increase in incoherent noise within the interior of the
model and to spurious structure close to the boundary itself where
the inversion should in any case be regarded as unreliable because
of poor data coverage.
The inversion code is designed to run in parallel on a large cluster
of networked multicore compute nodes under the control of a single
master node. In the simplest configuration, one source runs on each
compute node, and P-threads are used to spread the computation
across all available local cores. Parallelization on the cluster is
across sources — that is, different sources run on different nodes
— and we do not distribute the model as subdomains across nodes.
If there are too few nodes available, then several sources can be run
in parallel on a single node. When this is also insufficient because of
limited memory or limited numbers of cores per node, then the in-
dividual nodes can be reused to compute multiple sources sequen-
tially, although the latter will necessarily lead to increased disk or
network traffic.
So far as is possible, everything is held in memory during FWI,
and where that is not possible, intermediate results are either written
to local disk on each node, or recomputed when required depending
upon which is most efficient. Typically, a node will hold the
field data for one source in local memory; it will compute, com-
press, and store the forward wavefield, then compute, store, and
back-propagate the residual wavefield, crosscorrelating this with
the regenerated forward field to form the local gradient as it does
so. The wavefields are discarded as the crosscorrelation proceeds.
During forward propagation, the diagonal of the approximate Hes-
sian is also calculated using spatial preconditioning.
Once the gradient has been computed for a single source on a
compute node, that gradient and the spatial preconditioner are sent
via the network to the master node. Here, the local gradients from all
sources from all nodes are stacked together to form a global gra-
dient. The local preconditioners are also stacked to form a global
preconditioner which is used to scale the global gradient. The pre-
conditioned global gradient is then sent back to each of the compute
nodes. The compute nodes use this to calculate an optimal step
length for their respective sources, and they pass these values back
to the master node which combines them to form a global step
length. The global step length is then sent back to the compute
nodes, which use this to scale the global gradient and update the
local model; each node then moves to the next iteration. In this
way, once the initial data and model have been distributed, the only
significant information that needs to be passed across the cluster is
the gradient and the preconditioner, which for the data set inverted
here represent only about 60 MB. When there is sufficient hardware
available then, the FWI code involves little network communication
R62 Warner et al.
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beyond that required for the definition of the problem and the initial
distribution of the field data to be inverted.
Some enhancements help to speed up the code. The computa-
tional domain grows and shrinks during the modeling so that wave-
fields are only computed within those regions in which they are
required. We do not require all nodes to complete their computa-
tions to move forward, so that one or two tardy nodes will not
compromise the efficiency of the whole cluster. We have found that
the time taken to access local memory, rather than the number
of floating-point operations, is often the key factor that controls
compute efficiency within these memory-intensive codes.
Consequently, we access and store data so far as is possible in a
way that maps efficiently onto the local memory cache. We also
find that it is often faster to recompute earlier results than it is
to store them and recover them from memory — this applies
to the density model and to the finite-difference stencil, both of
which we recompute as we need them.
TOMMELITEN FIELD DATA SET
Acquisition
The field data set for this study was taken from the Tommeliten
Alpha field in the North Sea. Tommeliten Alpha is a gas condensate
discovery located 25 km southwest of the Ekofisk field in the
Norwegian North Sea, Block 1/9. The reservoir consists of two
fractured chalk formations, Ekofisk and Tor, situated at the crest
of a broad anticline, approximately 3000 m below the surface. A
large part of the reservoir is located in a seismic-obscured area,
caused by the presence of gas in the overlying section of inter-
bedded silt and sandstone within the 1000–2000 m depth range
(Granli et al., 1999).
A high-density, full-azimuth, 3D, 4C, ocean-bottom-cable survey
was acquired in 2005 with the aim of improving images of the re-
servoir beneath the gas cloud. The data were acquired using three
swaths, each composed of eight parallel cables, in water depths of
around 75 m (Figure 1). The cables were 6 km in length; the inline
receiver spacing was 25 m, and the crossline spacing between
cables was 300 m (Figure 2). Flip-flop shooting using two air-
gun arrays, each of 3930 cubic inches towed at 6 m depth, was
orthogonal to the cables, and used a 75 m cross-track and 25 m
along-track separation (Figure 2). For each receiver swath, the
shooting patch measured 10 × 12 km, and together the three
patches covered a survey area of about 180 km2. In total, the survey
employed 5760 4C receivers and about 96,000 sources.
This survey provides high fold and good azimuthal coverage to
offsets of about 7000 m. The maximum offset available in the data
set is in excess of 11,000 m, but there is reduced fold, reduced
azimuth, and only partial spatial coverage available as the offset in-
creases beyond 7000 m. The gas cloud and corresponding seismic
obscured area lies close to the center of the survey area, Figure 1.
Four wells lie within the survey area; of these, one lies entirely out-
side the gas cloud, two lie on its periphery, and one lies within it.
PSDM reflection sections
The reflection portion of the OBC data set was processed by the
original contractor to generate the P-wave PSDM reflection images
shown in Figure 3. Line locations are indicated in Figure 1.
In this conventional reflection processing, the hydrophone and
vertical-geophone were matched and summed to remove the down-
going receiver ghost. Wide-angle refracted arrivals, wide-angle
postcritical reflections, and surface-related multiples were removed
from these PZ-summed data as far as possible, and the source
wavelet was debubbled, shaped, and filtered to provide a final
broadband zero-phase wavelet. The data were imaged using 3D pre-
stack Kirchhoff depth migration, and the final section was stacked,
band-pass filtered, and balanced. The lowest frequencies available
in the hydrophone data were not retained through this sequence. As
we will see, this reflection-processing sequence is almost exactly
the opposite of that which will subsequently be required for FWI.
Figure 3a shows the structure where it is not obscured by the gas.
Bright reflectors at about 3000 m depth indicate the chalk section;
the reservoir is located near the top of this section within a broad
anticline. There are almost no bright reflectors in the clastic section
within the upper 3000 m of the section. On a large scale, the section
Figure 1. Experimental geometry for the OBC survey across the
Tommeliten Alpha field. Black lines show the eight ocean-bottom
cables that form the central swath; these receivers recorded sources
located throughout the central yellow rectangle. A similar source-
receiver geometry was used to acquire an additional swath to either
side of the central swath; their cables are indicated by grey lines,
and their additional source coverage is indicated in pale yellow. The
outer box shows the limits of the FWI velocity model. The white
area shows the approximate location of the gas cloud and the seis-
mic obscured region. Numbers refer to the locations of data shown
in later figures. Well locations are shown in blue; the circled well
corresponds to that shown in Figure 15.
Figure 2. Detail of the source and receiver geometry. Circles show
the nominal location of sources and receivers in the original data set.
Solid circles show the subset of data that was used during FWI.
Anisotropic 3D full-waveform inversion R63
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is not structurally complicated, and at this scale it is broadly 1D. On
a finer scale, not readily visible at the resolution of Figure 3, there
are shallow channels within the upper 300 m, and many subvertical,
small-offset faults disturb the clastic section.
Figure 3b shows the same structure on a line that passes through
the periphery of the gas cloud. The seismic-obscured area is now
beginning to appear, and bright reflections are now visible within
the middle of the previously less-reflective clastic section. This
brightening is presumably caused by gas preferentially occupying
the more-sandy layers, and consequently significantly increasing
the seismic contrast between the sand and silt. Two small vertical
fingers of brightening reflectivity also extend upward from the main
reflective gas cloud, and there is some indication of localized bright-
ening above 1000 m. These fingers presumably represent faults or
fractures up which the gas has percolated.
Figure 3c shows a line through the center of the gas cloud. This
shows the seismic obscured area at its maximum extent. It shows
strong reflections in the clastic section starting at about 1000 m
depth, with deeper moderately bright reflectors extending laterally
away from the gas cloud at about 2000 m depth. These latter reflec-
tions suggest that the gas is able to penetrate the clastic section
partly by moving sideways along the stratigraphy as well as pene-
trating upward along faults and fractures.
Although the central portion of Figure 3c is significantly
obscured, the effect is not complete. There are low-amplitude,
low-frequency, coherent events visible within the obscured area,
and these appear to represent the same events that are visible outside
this area within the reservoir section and above. However, there is
no meaningful depth control on these weak events, and so they do
not help to define the geometry of the reservoir. A better velocity
model through and beneath the gas cloud potentially could provide
sensible depth control for the reservoir, even if it remained difficult
to improve the quality of the reflection image in the central obscured
area because of the irreversible effects of attenuation within the gas
cloud. Nangoo et al. (2012) demonstrate the applicability of FWI
using such an approach, and Vinje et al. (2012) demonstrate the
utility of using an FWI velocity model for PS reflection imaging
beneath the gas cloud.
Shot records
Figure 4a shows a raw hydrophone shot record acquired along a
single cable, and Figure 4b shows the same record after it has been
preprocessed for FWI — the details and rationale for the latter are
explained later in the paper. Figure 5a shows the same record after
low-pass filtering; Figure 1 shows the location of the source and
cable. This record is not significantly affected by the presence of
the gas cloud; it lies along the section shown in Figure 3a.
In Figures 4a and 5a, the data are shown with no additional pro-
cessing and no temporal gain. They are trace equalized to show near
and far traces sensibly at the same scale. It can be seen immediately
that the raw data are dominated by wide-angle refracted arrivals at all
offsets. These arrivals are a mixture of turning and head waves, and
postcritical reflections, together with their ghosts and surface multi-
ples. It is principally these events that we will use to drive FWI.
There are also subcritical reflections visible in Figure 4a. At a
traveltime of about 2000 ms, at the shortest offsets, high-frequency
reflections from the clastic section are visible. At about 3000 ms and
below, brighter more-continuous reflections from the chalk section
can be seen.
Figure 5b shows a second shot record, also low-pass filtered; it is
located on Figure 1, and lies along the section shown in Figure 3c.
This record is strongly affected by the gas cloud. Comparing
Figure 5a and 5b should reveal how the gas cloud manifests in
the prestack data. It produces some variations in arrival times,
relative amplitudes, and waveforms within the main package of
refracted arrivals, but these are subtle and are not obvious without
detailed analysis of the records. These subtle changes are nonetheless
sufficient to drive FWI, and in most regions of the model they are
responsible for the features that we will see in later figures.
However, the dramatic difference between Figure 5a and 5b is pro-
vided by the bright subhorizontal arrival that appears in Figure 5b at
offsets beyond about 4500 m and times after about 4300 ms. This
event is also associated with weak diffractions that extend it to
shorter offsets and later times, and with a disruption and delay to
the shorter-offset top-chalk reflections. The anomalous bright arrival
in Figure 5b is a postcritical reflection from the top of the chalk. Out-
side the gas cloud, this arrival normally appears at longer offsets and
Figure 3. Prestack depth migrated sections across the Tommeliten
Alpha structure: (a) outside the gas cloud, (b) on the periphery of the
gas cloud, and (c) within the central region of the gas cloud. Bright
reflections below about 3000 m represent the chalk section; the
reservoir is located near the top of chalk. Migration bandwidth
is approximately 7–56 Hz.
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earlier times, where it is partly obscured by the slower shallower re-
fracted arrivals. However, beneath the gas cloud, low velocities with-
in the cloud change the ray paths such that the critical distance for the
top chalk reflector/refractor is reduced. These bright, wide-angle,
postcritical arrivals then become visible at shorter offsets.
Because the gas cloud is limited in lateral extent, the anomalous
postcritical arrivals are also limited in their spatial extent. Where
these arrivals become truncated, they produce the weak diffractions
seen in Figure 5b. Traveltimes associated with wide-angle reflections
and refractions from the chalk are also anomalous where they have
passed through the low-velocity gas cloud. These wide-angle post-
critical arrivals are sensitive to the detailed geometry and velocity
structure within the gas cloud. They provide a means for FWI to
image within and beneath the cloud that is not available to conven-
tional subcritical reflection-based velocity analysis such as reflection
tomography, nor to early arrival inversion schemes that use travel-
times or that undertake FWI based upon only the earliest arrivals.
It is interesting to note that these anomalous arrivals have traveled
through the nominally obscuring gas cloud, and that they reflect
strongly from the reservoir section immediately beneath the gas
cloud. Using an FWI velocity model, together with a full two-
way RTM algorithm that can deal correctly with postcritical arri-
vals, it is possible to image the section below the seismic obscured
area. That approach is explored in Nangoo et al. (2012), and it is
complementary to more-commonly employed PS imaging (Granli
et al., 1999; Vinje et al., 2012).
FWI WORKFLOW
Workflow summary
The workflow that we have applied to this data set is largely gen-
eric, and with minor modifications it is applicable to a wide-range of
data sets where FWI is applied to long-offset data to obtain a high-
resolution velocity model for subsequent PSDM. We have inverted
the Tommeliten data set many times, exploring a wide range of ex-
perimental parameter settings and strategies. The workflow outlined
here represents a synthesis of our conclusions from that testing, and
is the final workflow that we used to derive the results shown in the
figures.
Our workflow takes the following steps:
1) Choose an appropriate problem: FWI is not a panacea — as
we use it here, it is a means to obtain a high-resolution velocity
model. It uses principally transmitted arrivals to perform
tomography of the target region. It can only resolve the model
to about half the seismic wavelength, and it needs an accurate
starting model. It works well for shallow targets, that are
Figure 4. Shot record lying outside the zone of influence of the gas
cloud. (a) Raw record, trace equalized, no gain recovery. (b) The
same record preprocessed immediately prior to FWI. During pre-
processing, the data have been low-pass filtered using an Ormsby
filter rolling off from 5.0 to 7.5 Hz, three in four receivers have been
removed, and short-offsets containing low-frequency Scholte waves
have been muted.
Figure 5. Low-pass filtered shot records: (a) outside the gas cloud
— this the same record as shown in Figure 4 — and (b) inside
the gas cloud. The low-pass filter here rolls off over the interval of
6–9 Hz, which is less harsh than that applied prior to FWI. Arrows
mark the main train of Scholte waves that is just visible at this band-
width but which dominates the inner traces at 3 Hz. Note the anom-
alous postcritical reflection/refraction from the chalk that appears
inside the gas cloud.
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adequately covered by refracted arrivals, using long-offset
data, containing (very) low frequencies, and ideally many azi-
muths. Most affordable 3D algorithms do not deal properly
with elastic effects, attenuation, or complicated velocity-
density models, and so will not deal well with problems
and data sets where such effects are dominant.
2) Obtain an appropriate field data set: transmission FWI is not
normally possible without low-frequency, long-offset, turning
arrivals that penetrate to target depths. If these data have not
been acquired, or have been lost during subsequent proces-
sing, then FWI will not be able to modify significantly the
macrovelocity model. In this case, FWI will become little
more than an iterated least-squares RTM algorithm — this
may provide a sensible outcome, but it will not normally be
able to provide the uplift to the macrovelocity model and sub-
sequent PSDM that we illustrate here.
3) Determine the starting frequency: discussed below.
4) Build the starting model, including anisotropy if required: dis-
cussed below.
5) Build the source wavelet: discussed below.
6) Check the adequacy of the starting model, source wavelet, and
starting frequency: This is potentially the most important stage
required to ensure a favorable outcome. The requirement here
is that the initial predicted synthetic data must match the field
data to within better than half a cycle at the starting frequency.
In large or complicated data sets, it can be difficult to assess
this effectively by manual examination of the data in the time
domain, especially when pushing the inversion into regions of
marginal signal-to-noise ratio (S/N) at the lowest frequencies.
We have developed a rigorous means to determine whether the
starting model is adequate, which is explained fully in Shah
et al. (2012). We have applied that approach to this data set,
but do not discuss it further in this paper.
7) Preprocess and reduce the field data volume: discussed below.
8) Devise modeling strategy: discussed below.
9) Devise inversion strategy: discussed below.
10) Invert the data with continued quality assurance: The inverted
data are discussed below; quality assurance is discussed in
Shah et al. (2012).
11) Check the accuracy of the final synthetic data against the field
data: discussed below.
12) Check for consistency with reflection geometry, wells, and
other a priori information, and check migrated image gathers:
discussed below.
13) Use the recovered FWI velocity model for RTM of broad-
bandwidth reflection data: discussed below.
At the current stage of development, quality assurance before,
during, and after FWI is normally essential for a successful and
validated outcome. FWI is not yet a particularly robust procedure,
and it does not normally fail elegantly. Without careful and rigorous
quality assurance at all stages, it can lead the unwary practitioner,
sometimes with undue confidence, in an entirely spurious direction.
Choosing the starting frequency
A key requirement for successful wide-angle FWI is the presence
of low frequencies within the field data. Because FWI is a local
inversion scheme, it can only reach the vicinity of the global mini-
mum of the objective function if the starting model predicts data that
differ by no more than half a cycle from the field data, at least for the
vast majority of dominant arrivals within the data set. The condition
that the starting data should not be cycle skipped with respect to the
field data is clearly more easy to meet the lower is the dominant
frequency present in the field data.
Consequently, for successful FWI, we require low, and ideally
very low, frequencies in the field data, and we begin the inversion
using only the lowest frequencies present, following the strategy
first suggested by Bunks et al. (1995), and developed by Sirgue
and Pratt (2004). In time-domain implementations, which we are
using here, this means low-pass filtering the data to preserve only
the very lowest frequencies. The question then arises for a particular
data set as to how low in frequency can we go? If we begin too
low in frequency, then we will introduce unnecessary noise into
the results, and if we begin too high, then parts of the data may
be cycle skipped and the inversion will likely head to entirely
the wrong model.
Notwithstanding source and receiver ghosts, many marine hydro-
phone data sets have significantly lower frequencies present than
might otherwise be suspected, provided that these have not been
removed in the field by unnecessary analog or digital filters. These
low frequencies are often not easy to identify on time-domain
displays, and Fourier amplitude spectra cannot easily distinguish
between signal and noise. Indeed, it is not the absolute amplitude
of low-frequency data that is of interest, instead it is the signal-
to-noise ratio at low frequencies that matters even if the absolute
amplitudes are much lower than at higher frequencies.
Consequently, we use plots of the form shown in Figure 6 to
chose the starting frequency. These show data from a single com-
mon-receiver gather. The raw data have been Fourier transformed,
and their phase extracted at a single frequency for every source. The
figure shows these phase data plotted for three frequencies at the
location of each source. Where such plots contain coherent struc-
ture, this indicates source-generated signal.
In Figure 6, at 3.6 Hz, there is clearly good S/N as evidenced by
the concentric circular structure in the phase plot. At 3.0 Hz, the
data are becoming noisier, but there is still clear source-generated
coherent signal at the longer offsets in the outer portions of the
receiver gather. At shorter offsets, the phase data at 3.0 Hz are still
coherent, but they have a different appearance. The horizontal
wavelength is much reduced, and the phase appears to have a four-
fold symmetry forming a cross-like pattern centered on the receiver.
The short offsets at 3 Hz are dominated by Scholte waves; these are
surface waves, or more correctly boundary waves, that are localized
near the seafloor, and that couple strongly to the source in shallow
water at very low frequencies.
These Scholte waves are not visible in the raw data in Figure 4,
but they are visible in Figure 5, which has been low-pass filtered
at about 7 Hz, as the low-velocity wave-trains appearing at
short-offset. Although these boundary waves are quite weak at
7 Hz, they are dominant at the lowest frequencies, and they dom-
inate the phase plot at 3 Hz at the shorter offsets. The fourfold sym-
metry visible in Figure 6 results from the azimuthally variable
affects of source and receiver arrays. Although the Scholte waves
are low frequency, their low velocities mean that the source and
receiver arrays are partially effective in suppressing them at
3 Hz. These source and receiver arrays are mutually perpendicular
and have approximately the same dimensions. Consequently, their
combined 3D response has a fourfold symmetry in a horizontal
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plane, and so the suppression of the Scholte waves varies azimuth-
ally, giving the appearance seen in Figure 6.
At 2.4 Hz, the Scholte waves are still in evidence at the shortest
offsets; at longer offsets the S/N is poor, and there is only weakly
coherent energy visible. The raw field data were acquired using a
low-cut acquisition filter set to roll off at 18 dB per octave below
3 Hz, so it is not surprising that the data at 2.4 Hz are limited.
Figure 6 therefore suggests that FWI can sensibly start at
about 3.0 Hz provided that the Scholte waves are suppressed at
the shortest offsets where they dominate the records at these low
frequencies.
This is not the conclusion that would have been reached by ex-
amining only filtered time-domain data or amplitude spectra. Even
at 3.6 Hz, the coherent energy clearly visible in Figure 6 is not read-
ily apparent on filtered traces. In the raw data, at 3 Hz, the power
level is about 40 dB down on the power at 10 Hz. Nonetheless, these
low frequencies are coherent, they have good signal to noise ratio,
and they can be used to drive FWI if they are processed appropri-
ately. We speculate that even lower frequencies would have been
usable in this data set had a field filter not been applied to remove
them. The useful low-frequency limit for OBC hydrophones is ulti-
mately likely to be controlled by pressure changes associated with
changing water depth as swell passes over the receivers at around
1 Hz, and not by the characteristics of the air-gun source and
its ghost.
Starting velocity and anisotropy model
Obtaining an adequate starting velocity model is a necessary re-
quirement for successful wavefield tomography. Using the simple
inversion scheme that we apply here, all major arrivals in the syn-
thetic data, generated using the starting model, must match the real
data to better than half a cycle at the lowest inversion frequency to
avoid cycle-skipped local minimums. In this survey, we used an
anisotropic starting model that was originally generated for PSDM
by the original processing contractor. We were not involved in gen-
erating this model, but the process is a familiar one.
An initial stacking velocity model was used as the starting point,
taken from an earlier surface-streamer data set. This model was
further refined by picking residual moveout, over a 600 m grid,
on the prestack time-migrated PZ-summed reflection volume. Fol-
lowing this, the time-migrated data were stacked and matched to the
four wells to obtain an initial estimate of anisotropy. The velocity
and anisotropy model was then further refined by reflection travel-
time tomography with the anisotropy model constrained to follow
stratigraphy. The tomography was applied using residual moveout
picked on depth-migrated common image gathers, and the scheme
was run in a layer-stripping mode with reference made to the well
ties at each iteration to constrain depth correctly via adjustments
to the anisotropy model. In the absence of strong evidence to
the contrary, a vertical axis of symmetry was assumed, and no
azimuthal anisotropy and no lateral changes in anisotropy other than
tracking stratigraphy were introduced — in particular, the aniso-
tropy inside and outside the gas cloud were kept the same.
For this data set, it is not possible to fit accurately and simulta-
neously the short-offset and long-offset reflection travel times, nor
to fit near-normal-incidence reflections and horizontally traveling
refractions, without incorporating some form of anisotropy into
the velocity model. The surface data, however, do not completely
define the anisotropy, and a match to wells is essential to define the
problem fully. If we apply isotropic FWI to these data, we invariably
find that we are unable to match the arrival times accurately, and we
also often find that spurious horizontal layering is introduced into
the velocity model by the inversion as it attempts to fit anisotropy
using heterogeneity.
Within and beneath the gas cloud, there is limited reflection cov-
erage. Here, the tomography model was constrained manually to
match generic velocities from the wells, with the geometry and in-
tensity of the low-velocity gas cloud estimated using its apparent
effect in obscuring underlying reflectivity and in producing the en-
hanced shallow reflectivity that is seen in Figure 3. Such interpre-
tative velocity model building is common for PSDM when
reflection tomography proves otherwise inadequate; its limitations
are clear, and it is one of the approaches on which FWI seeks to
improve and ultimately to supplant.
Vertical slices through the resultant velocity model are shown in
Figure 7; all velocity sections shown in this paper show vertical
velocity. The corresponding anisotropy model is shown in Figure 8.
This is the model that was used to depth migrate the data shown in
Figure 3, modified in three ways for FWI. We have added a sharp
seafloor at the top, we have extrapolated the model laterally to cover
the full extent of the survey, and we have smoothed the model with a
horizontal wavelength of about 300 m in both horizontal directions.
This smoothing had limited effect over most of the model, but in a
few areas the original contractor’s model had relatively sharp inter-
nal boundaries that would have been likely to compromise the early
iterations of FWI.
Using a smooth starting model is important. The starting velocity
model in general should not normally contain any structure that is
sharper than about half a wavelength at the starting frequency unless
the location, in depth, in three dimensions, of that structure is
certain. In practice, when inversion begins, the only structure of
which we can normally be certain is the seafloor. In the section here,
top chalk is in reality likely to be a sharp interface at which velocity
increases rapidly. However, even though we know its location
in depth at a few points where there are wells, its true
3D shape in depth is not known accurately prior to FWI, and so
it should not appear as a sharp interface in the initial model. Similar
considerations apply to salt, to basalts, and to other layers with
Figure 6. Phase variation within a common receiver gather at 2.4,
3.0, and 3.6 Hz. Data are shown for all sources recorded on a single
hydrophone located at the centre of the circles; the graininess of the
plots represents the true graininess of the source distribution. The
raw field data have been Fourier transformed, and the resultant
phase for a single frequency is plotted at the physical location of
the corresponding source. Spatial coherence indicates source-
generated signal.
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strong sharp contrasts — these should not normally be present as
sharp interfaces in a starting model for FWI.
The resulting starting model contains a rather 1D clastic section
overlying a broad antiformal high-velocity chalk section. Within the
clastics, a rather poorly constrained low-velocity gas cloud appears
with a somewhat blocky structure. This is an artifact of how the
velocity model had been built. We note that the velocity structure
below the gas is not strongly constrained by the subcritical reflec-
tion data.
Anisotropy is high in this model; below the top few hundred
meters, epsilon values are consistently above 10%, and in parts
of the section have values of 20%. Delta values are also quite high,
but are generally only half or less of those of epsilon. The aniso-
tropy model would not be well-approximated by elliptical anisotro-
py. There is no strong evidence for a tilted symmetry axis, for lateral
changes in anisotropy, or for significant azimuthal P-wave anisotro-
py. Given the lack of constraint upon the anisotropy model, the
inversions were performed using the single 1D anisotropy profile
shown in Figure 8.
The original contractor’s model maintained high epsilon and
moderate delta values into the chalk section as shown by the dashed
lines in Figure 8. We think that such high anisotropy values are
unlikely to be correct within a chalk section. Consequently, we
arbitrarily reduced delta and epsilon values to zero within the chalk
as shown. This has minimal effect upon the inversion above 3000 m,
and it does not change the qualitative structure below 3000 m. How-
ever, it does affect the match to the wells below 3000 m. Although
during FWI we used the 1D model of anisotropy shown in Figure 8,
all the migrations presented here, including those that used the FWI
velocity model, were performed using the original contractor’s an-
isotropy model; this follows stratigraphy and retains the high values
of delta and epsilon within the chalk.
Source wavefield
Obtaining an accurate source wavelet is important for FWI. For
conventional reflection processing, obtaining a wavelet is also
important, but there are some significant differences. For FWI,
we require a wavelet that is accurate at the lowest frequencies,
and we care not at all about the wavelet at moderate and high fre-
quencies. In conventional processing, if the wavelet estimation is
poor, then this will compromise the accuracy of the final result,
but it will not normally be catastrophic — well ties will be less
good, velocity picks will be a little wrong, multiple suppression
may be a little less accurate, and so forth. However, in FWI, if
Figure 7. Vertical slices through the starting velocity model:
(a) through the periphery of the gas cloud, and (b) through the
central portion of the gas cloud. The gas cloud is represented by
the central low-velocity feature. The antiformal yellow-red layer to-
ward the bottom of the model represents the chalk.
Figure 8. Anisotropy parameters used for FWI. We used a 1D mod-
el of delta and epsilon with a vertical axis of symmetry. The dashed
profiles represent the anisotropy model used in the original PSDM;
the solid line, which drops to zero within the chalk, represents the
anisotropy model used during FWI.
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the wavelet is significantly incorrect, then this may be sufficient to
push the inversion toward a local minimum, severely compromising
the inversion, and leading potentially to significant artifacts in the
resultant velocity model.
There are many ways to estimate the source wavelet; Figure 9a
shows the basis for two of these. Here, the left trace shows the ac-
quisition contractor’s estimate of the source wavelet including
the source ghost. It has been derived using an heuristic mixture
of numerical simulation of the appropriate physics, matched to di-
rect observation using deep-towed hydrophones in deep water, and
controlled by near-field hydrophone measurements made among
the air guns. Such estimates are well-established, and generally
work well over the normal bandwidth of reflection seismic data;
however, as we will see, they can be less effective at the lowest
frequencies.
The right trace in Figure 9a shows the direct arrival as recorded
on an ocean-bottom hydrophone at a lateral offset of about 25 m in
75 m of water, shifted to zero time. In addition to the genuine direct
arrival and its source ghost, this trace contains the effects of shallow
subseabed reflectivity and of free-surface multiples. It is also af-
fected by spherical divergence in that the source ghost originates
effectively further away than does the direct arrival. In principle,
if we could deghost, demultiple, and deconvolve the shallow reflec-
tions, then we could build a source wavelet from this trace.
Figure 9b shows the same two traces after low-pass filtering.
Note that the time axes in Figure 9a and 9b differ so that the latter
is even lower frequency than it might otherwise appear. Figure 9b
shows that there is a significant phase shift between the contractor’s
wavelet and the observed direct arrival. This shift is not explained
by multiples, by subseafloor reflectivity, or by other obvious signals
contaminating the direct arrival. It is consistent throughout the data
set, over which there are variations in seafloor and subseafloor re-
flectivity. It indicates that the contactor’s wavelet is not accurate for
this data set at the lowest frequencies. We speculate that this may be
because there are phase shifts within the acquisition system at low
frequency that are not properly accounted for in the contractor’s
modeling. Whatever the reason, the contractor’s wavelet was not
considered to be sufficiently accurate for FWI at low frequency.
We note that it is likely, as FWI grows in importance, that conven-
tional low-frequency wavelet estimates generated by contractors
will correspondingly improve.
We consequently did not use the contractor’s wavelet for the in-
versions shown below. Rather, we used the direct arrival, and de-
convolved from this the source ghost and the first and second
seafloor multiples, correctly taking into account the finite offset
and the effects of divergence. We did not attempt to remove the
effects of subseafloor reflectivity, but we do not see any variation
in waveforms at low frequency when we apply this process at
different receivers around the survey, so we do not believe that this
is likely to be a significant omission. We require a deghosted source
wavelet for FWI because we use an explicit free surface in the mod-
eling, and this will reapply the source ghost into the modeled data.
Finally, having obtained an estimate of the source wavelet, we low-
pass filtered it using the same filter that we applied to the field data.
This step is essential, and it is important that no additional or alter-
native filters are applied to the raw source estimate that may change
either its phase or amplitude spectra.
Another approach to source estimation during FWI is to allow the
inversion itself to estimate the source (Pratt, 1999). Although there
are advantages to this, especially if the source varies from shot to
shot, there is necessarily a trade-off between model and source, with
the potential that systematic errors in the velocity model may map
into consistent time shifts in the source. We therefore did not use
that approach here.
Preprocessing
We have tried inverting pure hydrophone and PZ-summed data.
We have tried inverting field data that contain surface multiples and
ghosts by including the free surface in the modeling, inverting field
data from which the multiples but not the ghosts had been removed
while using an absorbing upper boundary and explicit ghost sources
and receivers in the modeling, and inverting field data from which
all multiples and ghosts had been nominally removed. It is clear, for
this data set, that leaving the multiples and ghosts in the data, and
inverting the pure hydrophones, while using a free surface in the
modeling, gave the most reliable and stable results.
The hydrophones consistently record lower frequencies than
do the geophones, and these low frequencies are lost during PZ
summation. The summation is designed to suppress the receiver
ghost for near-normal-incidence arrivals, and it performs less
than adequately for wide-angle arrivals. The summation leads to
a nonphysical data set in which the free surface is partially sup-
pressed for receivers, but present for sources, and it is not straight-
forward to simulate such a system with a forward modeling code.
The only really successful way to model and invert PZ-summed
data, is to model hydrophone and geophone responses, and to match
and sum these for the synthetic data as was done for the field data.
This is not straightforward, and we do not recommend it.
Although it is relatively easy to suppress surface-related
multiples in these data for near-normal-incidence reflections, it is
not at all easy for wide-angle turning rays. Typical surface-
related-multiple elimination algorithms, parabolic radon filters,
and deconvolutional approaches do not deal adequately with
multiples in turning-wave data, and the best that can normally
Figure 9. Source signatures. (a) Full-bandwidth waveforms.
(b) The same waveforms low-pass filtered using an Ormsby filter
rolling off from 5.0 to 7.5 Hz — note the different time scale. On
each figure, the leftmost waveform shows the contractor-supplied
source estimate, and the rightmost signature shows the direct arrival
recorded by a near-source ocean-bottom hydrophone. At low fre-
quency, the phase of the two waveforms is significantly different.
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be achieved for refracted arrivals in shallow water is to produce an
admixture of remnant multiple energy and damaged primaries.
As a consequence, in the results presented below, we use the hy-
drophone data only, and we leave the source ghost, receiver ghost,
and all multiples in the field data. We use a free surface in the mod-
eling, we place sources and receivers at their correct depth below the
free surface, and we use a deghosted source wavelet. With this ap-
proach, we are able to match the field data accurately during FWI,
and we see no evidence of multiple or ghost contamination of our
resulting velocity models.
Figure 4b shows the preprocessed data prior to FWI; Figure 4a
shows the corresponding original data. We have applied only mini-
mal processing to these data — we have applied a short-offset
bottom mute as shown in Figure 4b to remove the Scholte waves,
we have applied a top mute ahead of the first arrivals, we have se-
lected only every fourth receiver and every third source, we have
deleted bad traces, we have low-pass filtered the data using an
Ormsby filter that rolls off from 5.0 to 7.5 Hz, and we have trun-
cated the record length to 7000 ms. We have done nothing else. We
do not shape, debubble, change the phase, or otherwise alter the
wavelet, we do not apply any multidimensional or data adaptive
filtering, we do not apply any form of multiple suppression,
PZ-summation, or deghosting, and we do not apply any form of
time-variant or data-dependant gain. We are especially careful
not to apply any process that may damage the lowest frequencies,
or the wide-angle arrivals — note that almost everything that is
done conventionally to process reflection data will have one or both
of these as an undesirable consequence for FWI. It is therefore
almost always necessary to return to the raw, unadulterated field
data to apply FWI to a previously processed data set.
The rationale behind our approach is to do as little as possible to
the field data, and to put all the resulting phenomena into the for-
ward modeling and inversion code. We remove only those aspects
of the field data that our forward code is not intended to simulate —
in this case, our forward code will not simulate Scholte waves, and
so we remove them from the field data. We could remove these
using a multichannel filter, but we prefer here to use a simple mute
because that allows us to be certain that we apply identical pro-
cesses to field and synthetic data. Many practical multichannel fil-
ters have an element of data adaptivity — for example, an AGC
that is applied and removed after the filter — which will not
perform identically for field and synthetic data. As FWI proceeds,
additional filtering, spectral shaping, and amplitude normalization
is undertaken, changing through successive iterations; here, we
regard these as part of the inversion strategy rather than as a form
of preprocessing, and we discuss them in that context below.
Modeling strategy
FWI can be computationally expensive. For a 3D model with a
linear dimension of n grid cells, the runtime for FWI scales as ∼n4
because the total number of cells is ∼n3, and ∼n time steps are re-
quired to cross the model. For a time-domain algorithm such as we
use here, the runtime also scales in proportion to the number of
sources. To reduce the computational cost, we therefore want to
minimize the number of grid cells; that is, to maximize the cell spa-
cing, to minimize the number of sources used per iteration, and to
minimize the number of iterations.
For this data set, we have to include within our model a water
layer with a depth of around 75 m, principally so that water-bottom
multiples are correctly modeled. We therefore chose an initial grid
spacing of 50 m because this is about the coarsest that we can use to
capture the water layer effectively. Our modeling code is accurate at
five grid points per wavelength, and the errors remain small down to
four cells per wavelength. We inverted these data using a starting
frequency of 3 Hz, increasing this frequency by stages as the model
improved, to a maximum of 6.5 Hz. At this maximum frequency, a
50 m grid spacing provides more than 4.5 grid points per wave-
length in the thin water layer, and provides more than five grid
points per wavelength everywhere that the velocity is above
1625 m∕s. For the modeling code that we used here, this generates
minimal numerical dispersion, and the code is stable everywhere in
the model with a time-step of 4 ms. A finer grid than this would
allow higher frequencies to be modeled, but at a cost proportional
to n4; a coarser grid than this would be possible using a higher-order
finite-difference stencil, but it would not easily allow the shallow
water layer to be properly incorporated. Allowing for boundaries,
and for room to distribute sources and receivers that are not located
at integer positions, we arrived at a final model size of
16 × 13 × 4 km, or 321 × 261 × 81 cells.
During preprocessing, we selected every third source and every
fourth receiver for FWI, generating the geometry shown by solid
circles in Figure 2. This provided inline and crossline receiver se-
parations of 100 m and 300 m, respectively, and sources sampled on
a square mesh rotated by 45° with a spacing of about 106 m. We are
therefore sampling the wavefield horizontally at a density that is
similar to the expected far-field resolution except in the crossline
direction where we are constrained by the original acquisition. Pro-
vided that the subsurface is properly spatially sampled in at least
one domain, sparsity in the acquisition will not normally compro-
mise FWI. In addition, FWI is rather robust against most sources of
noise, and so we do not require high fold to aid noise suppression.
Including additional sources and receivers in the inversion will not
therefore improve the resolution except close to the seafloor, and
they will increase run times and data volumes.
Following subsampling, we applied source-receiver reciprocity,
labeling sources as receivers and receivers as sources. We do this
to reduce the total number of effective sources that we must model.
This is a step that is normally appropriate for OBC and some land
data sets, but it is not normally required for towed-streamers where
it confers no advantage. After data selection and reciprocity, we
have a data set that contains 1440 (reciprocal) sources, each re-
corded on about 10,000 (reciprocal) single-component receivers.
This represents around 100 Gbytes of field data which it is straight-
forward to hold permanently in memory during FWI when distrib-
uted source-by-source across a cluster.
Inversion strategy
It is possible to invert these data using all 1440 sources at every
iteration. However, for a given compute cost, this is not an efficient
strategy. Because we have good coverage in the receiver domain, we
can obtain a reasonably good velocity update with only sparse
coverage in the source domain. A sparse iteration will generate
an improved velocity model such that a second sparse iteration,
using a different subset of sources, is able to generate a further im-
provement that is better than would have been arrived at by using
both subsets together in one iteration. Consequently, for a fixed
compute effort, it is normally better, indeed much better, to use
more iterations and fewer sources per iteration than it is to use
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all the sources together in few iterations (van Leeuwen and
Herrmann, 2012).
For this data set, we used just 80 sources per iteration, chosen
randomly so as not to produce a regular interference pattern (Díaz
and Guitton, 2011) with 18 iterations per frequency band, so that
each of the 1440 sources is used just once per frequency band. This
ratio was chosen partly to map the problem neatly onto 40 compute
nodes running two sources per node, and partly because extensive
testing with similar problems has shown that such a ratio is close to
optimal for dense full-azimuth data sets. If we instead use every
source at every iteration, we find that we require around 5–10 itera-
tions per frequency to obtain an equivalent model, a strategy that
requires 5–10 times the computer resources. Our approach is similar
in purpose to the use of composite sources with phase encoding, and
similar techniques, that have been used successfully in RTM and
FWI (Ben-Hadj-Ali et al., 2011; Schuster et al., 2011), but our ap-
proach is more simple; it does not require large volumes of data to
be accessed to build the composite shots, it does not suffer problems
when there are missing or moving receivers, and it does not produce
cross-talk noise in the final result.
In total we used six frequency bands, at 3.0, 3.5, 4.1, 4.8, 5.6, and
6.5 Hz, where these are the cut-off frequencies of a low-pass filter
that is applied to field data and source wavelet during FWI. This
filter is in addition to that applied to all data during preprocessing.
The filter rolls off rapidly above the cut off. We also apply a more
gradual low-cut filter that reduces amplitudes below this frequency.
The filters are data-adaptive such that they ensure that the peak fre-
quency in the data being inverted is close to the nominal frequency
even if the source or data amplitude spectra have reduced amplitude
at the nominal frequency; identical filters are applied to field and
model data.
Our lowest frequency is a function of the field data. Our highest
frequency is partly a function of the computing cost that we are
willing to spend, and is partly a recognition that, at least for sub-
sequent depth migration of the full-bandwidth data, additional re-
solution of the velocity model is unlikely to be of significant
practical benefit much beyond that which we can expect to achieve
at 6.5 Hz. Conventional RTM separates the earth-model into a
macrovelocity model and a reflectivity model, with the implicit
assumption that it is the reflectivity model and not the macrovelo-
city model that produces reflections. The lowest effective frequency
in the PZ-summed reflection data that we use in the final RTM is
around 7 Hz. Terminating FWI at about this frequency therefore
ensures that the resolutions of the macrovelocity and reflectivity
models approximately coincide, and this provides an optimal start-
ing point for broad-band RTM.
Running FWI to higher frequencies will therefore significantly
increase the cost for minimal additional benefit. Higher frequencies
also increase the risk of introducing and magnifying an acquisition
footprint as the seismic wavelength becomes shorter than the cable
separation. Running FWI to higher frequencies can, of course, be
beneficial if the intention is to interpret the FWI image directly, but
at these higher frequencies, FWI comes to resemble iterated least-
squares migration although the former properly deals with multiple
scattering while, at least as it is typically implemented, the latter
generally does not.
We use six frequencies because past experience suggests that
around 100 sparse iterations in total provides a good balance be-
tween cost and effectiveness — at 18 iterations per frequency,
we are using 108 iterations in total. If we instead use around
1000 iterations in total, we obtain only a modest additional im-
provement in our fit to the field data, with little objective improve-
ment in the velocity model. This is presumably because there are
aspects of the data that our forward model is unable to match even in
principle, for example more complicated anisotropy, attenuation,
elastic, and density effects. We note that this behavior is quite dif-
ferent from that which is seen in synthetic tests when an identical
algorithm is used for forward and inverse modeling without realistic
source-generated noise. In this unreal situation, huge numbers of
iterations will often continue to improve the model and the fit to
the data, almost without limit; however, they provide no realistic
guide to performance on noisy and inadequately modeled field data
sets which we have always to contend with in reality.
Our modeling is acoustic rather than elastic, it takes no account of
anelastic attenuation, it maintains a deterministic relationship be-
tween velocity and density as the inversion proceeds, it matches
only the kinematics of TTI anisotropy correctly not its dynamics,
and our model of anisotropy is smoothly varying. Our modeling
therefore will not correctly predict the absolute amplitude behavior
of the field data. Typically it is attenuation rather than elastic effects
that dominate the amplitude mismatch, with unmodeled density
complications providing an additional source of amplitude mis-
match that can be similar in magnitude to that produced by elastic
effects.
Although it is possible in principle to invert for a full elastic mod-
el, with attenuation, with density as an independent parameter, and
with dynamically correct elastic and anelastic anisotropy, it is not
often productive to do so for field data sets. For most field data, such
an approach generates too many unknown parameters that are ill-
constrained by the too-few available data. Although we are experi-
menting with 3D codes that are able to deal with each of the effects
listed above (Guasch et al., 2012), these are not yet routinely effec-
tive on conventional seismic field data sets. We consequently pro-
ceed here using an anisotropic acoustic algorithm, we hold the
anisotropy fixed during the inversion, and we normalize amplitudes
so that the inversion fits amplitude only locally.
For this data set, the inversion first equalizes the band-pass-
filtered field data so that the rms value of every trace is the same.
During the modeling, we normalize the amplitude of the modeled
data, trace by trace, such that the resultant residual data are mini-
mized. This normalization uses a broad sliding time-window, so that
different phases that are widely separated in time are normalized
somewhat independently. The net effect of this approach, validated
on synthetic anelastic data, is that we are successful in minimizing
the influence of attenuation, elasticity and unknown density upon
the inversion at the cost of some marginal loss of resolution in
regions where the data coverage is poor (Warner et al., 2012).
This approach to amplitude normalization retains and uses in the
inversion the decay of amplitude within a single waveform — pro-
duced, for example, by short-period free-surface and interbed multi-
ples. It also retains the amplitude effects of the direct interference of
coexistent phases, and it retains and uses the gross amplitude var-
iation between different arrivals within the same trace. It does not
directly use the AVO response for single phases, but if AVO effects
cause one phase to change amplitude relative to another within the
same trace, then that effect will be at least partially retained during
the inversion. We have found this to be a robust and accurate ap-
proach for synthetic data (Warner et al., 2012) — it effectively tries
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to use all those aspects of the data that our modeling is able to re-
produce, and it largely normalizes away those amplitude effects that
require a more complete description of the physics and a more com-
plete description of the subsurface.
We also use the following parameterizations. We invert for slow-
ness rather than velocity because we have found in synthetic tests
that this marginally improves resolution and convergence rate. We
do not invert separately for density; we use Gardner’s law (Gardner
et al., 1974) to calculate density from velocity, modified to match
the density of sea water below a velocity of 1510 m∕s. Within the
gas cloud, Gardner’s law is unlikely to be adequate, but we
impose it anyway. We keep anisotropy fixed throughout the inver-
sion. We invert using the same 50-m cubic mesh on which we
model. We use conjugate gradients rather than simple steepest des-
cent. We do not attempt any form of quasi-Newton inversion, in part
because we are using a different subset of the field data at every
iteration.
We approximate the diagonal of the Hessian matrix using spatial
preconditioning, effectively dividing the gradient by a (stabilized)
measure of the local total energy within the ambient wavefield,
source by source. It is possible in principle to apply a global Hessian
to the global gradient, or to apply a local Hessian to the local
gradient determined using only a single source. Here, we adopt
both approaches, applying a strongly stabilized portion of the local
Hessian locally, with the remainder of the Hessian, less strongly
stabilized, applied globally. We find that this hybrid approach helps
to minimize the acquisition footprint without introducing additional
artifacts or slowing the rate of convergence.
We use a straightforward least-squares functional, and we have
not here applied any explicit regularization, for example by pena-
lizing model roughness using a modified functional. The latter is
perhaps surprising, but we find that the raw gradient is normally
sufficiently smooth on scale lengths of less than half a seismic
wavelength, at least away from the vicinity of sources and receivers.
FWI is effectively self-regularizing because the means by which the
gradient is generated is necessarily smooth over most of the model
at scale lengths below half a seismic wavelength, and with
appropriately stabilized spatial preconditioning it will not tend
to invent spurious structure where the wavefield amplitudes are tiny.
For the results presented here, we ran the inversion on a cluster of
Intel Xeon 2.67 GHz Westmere-based nodes, each with 12 cores.
The cluster was composed of a master node and 40 compute nodes,
each with 24 Gbytes of RAM. The network between the nodes was
simple gigabit Ethernet. FWI inversion ran in about 62 hours
elapsed time, of which the majority was absorbed by computing
and memory access rather than by disk or network traffic.
RESULTS AND DISCUSSION
Shallow section
Figure 10 shows a horizontal slice through the final FWI velocity
model, at a depth below sea-surface of 250 m; the location of this
slice is indicated in Figure 1. The starting model at this depth was a
single constant velocity. Note that only the central region of this
figure is covered by the cables, and that much of the region is
covered only by sources.
The most obvious features in Figure 10 are the high-velocity
channels that meander across the section. Figure 11 shows the
same depth slice, extracted from the original PSDM volume; note
that Figure 11 occupies only the central region of Figure 10. The
PSDM section was migrated with the original contractor’s velocity
model which did not contain channels. At this shallow depth,
the PSDM coverage is low fold, restricted only to the region where
there are sources and receivers, and contains a strong acquisition
footprint. For this study, we did not have access to the original
PSDM volume covering the four westernmost ocean-bottom
cables.
Although the PSDM image at 250 m is incomplete, it shows the
same channel system as does the FWI velocity model. The gross
features match, but so too do many of the fine details. In the bottom
right corner, the channel is divided into two segments with matching
geometries in the two figures. At bottom left, the larger channel
widens to the south and forks marginally, and the same structure
is evident in the PSDM slice. The channel on the PSDM volume
also forks, though this can be seen most clearly on slices that
are about 20 m deeper than the one shown.
On the velocity model in Figure 10, within the region covered by
the PSDM, the left channel shows, to its right and above it in the
orientation of this figure, what at first sight might appear to be sha-
dows of the main channel produced perhaps as a result of the finite
bandwidth of the FWI modeling, misplaced multiple scattering, or
some similar artifact. However, comparing this to Figure 11, which
is a broad-bandwidth migration, we can see similar features with
similar geometry in similar locations. The separation of the features
is less than the cable separation, so that they are only poorly cap-
tured by the PSDM image, but they can nonetheless be seen. There
is no reason to believe that these are artifacts in the PSDM image
which was migrated using a simple velocity model, and we there-
fore conclude that they are real within the FWI velocity model.
Presumably these are levees or perhaps positions where the main
channel was previously located. At their closest, these small
features are about 200 m apart; at 6.5 Hz, we expect to be able
to resolve features that are separated by about 150 m here, so they
should be resolvable by FWI.
Figure 10. Shallow channels shown on a horizontal slice through
the FWI final velocity model. The location of the slice is indicated
in Figure 1; the dashed line shows the location of Figure 11.
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It is worth noting that the two methods — PSDM of subcritical
reflections and FWI applied to all the data but dominated by
transmitted energy — are imaging these channels largely indepen-
dently. In particular, the FWI image is not constructed predomi-
nately using reflections from the channels. This can be seen in
that the channels continue to be imaged outside the region where
there are local receivers, and where there are therefore no recorded
near-normal-incidence reflections from the channels. Instead,
the FWI imaging of the channels comes principally from a mixture
of shallow turning and deeper transmitted arrivals probably supple-
mented by interbed and/or free-surface multiples and back scatter-
ing of these wide-angle arrivals. It is therefore particularly
significant that the PSDM and FWI images agree in structure
because they are largely independent images.
As well as containing geologically meaningful channels,
Figure 10 shows various acquisition footprints, as indeed does
the PSDM image. Some vertical striping is visible within the central
region; this is a residual acquisition footprint produced by the cable
separation which is here larger than the model depth. Also visible is
some horizontal banding toward the left and right edges of the im-
age. This is an acquisition footprint produced by missing source
lines; it does not generally affect the central region where multiple
source lines were acquired into the three swaths. The short horizon-
tal line seen bottom left is also visible as missing data in the bottom
left of Figure 6 — a shot line here was not acquired at its left end
for the left swath. Finally, there are four long lines visible that are
vertical in the orientation of Figure 10, seen most clearly toward top
right. These are produced by the edges of each of the three patches
of sources used in the acquisition. Below about 350 m depth, these
acquisition artifacts are no longer visible in the resultant velocity
models.
In addition to this footprint, FWI has edge effects that are not
readily visible within Figure 10. These occur beyond the boundary
of Figure 10; they are produced predominantly by the finite aperture
of the acquisition system, and they are similar in cause and appear-
ance to the artifacts that appear in migrated images at the edge of the
acquisition. As is the case for migration, these edge effects extend
further into the interior of the model with increasing depth. They
can be suppressed during FWI, but only at the necessary cost of
incompletely capturing the velocity model toward its edges. If
the edges of the model are important, then the proper solution
is to acquire data that is better capable of imaging the edges by ex-
tending the acquisition area.
Although the acquisition footprint in FWI is not intense, it can be
important to remove it before an FWI velocity model is used to
depth migrate or depth convert reflection data. This is true of
the weak shallow footprint seen in Figure 10, and the more signif-
icant effects that can occur at the edges of the acquisition region. If
these are not removed, they can introduce an undesirable footprint
into the migrated reflection section. In practice, the footprint in the
velocity model is relatively easy to remove post-FWI using the array
of heuristic tools that contractors already commonly deploy to solve
similar problems in conventional velocity models and PSDM
images.
Deep section
Figure 12 shows vertical depth slices through the FWI velocity
model; these are the same slices as those shown for the starting
model in Figure 7. Figure 12 has been truncated laterally and
vertically so that edge effects from the finite extent of the acquisi-
tion do not impinge significantly into the region shown, and the
model degrades beyond the extent of Figure 12.
The resulting model is broadly similar to the starting model, as
indeed it must be, but there are many differences of detail, particu-
larly associated with the gas cloud where the original model was
poor. The background velocity in parts of the model has changed,
so that the depth to particular reflection horizons will also change.
In principle, this should then be used to adjust the anisotropy model
which has been designed in part to ensure that the depth-migrated
reflection data tie accurately to the wells. In this study, we have not
done that — we keep anisotropy fixed throughout the analysis.
The inversion and update of anisotropy during FWI is an important
topic, but we have not explored it in this study.
The inverted gas cloud is now much less blocky in its structure.
It can be seen that the gas appears to have migrated laterally along
particular stratigraphic intervals, and that, toward the top of
Figure 12a, it appears to have moved vertically within a narrow
zone, presumably a faulted or fractured region. In Figure 12a,
the lateral extent of the gas-charged layer is significantly extended
in the depth range 1500–2000 m, but vertically it is confined prin-
cipally to just two layers. In Figure 12b, which runs through the
heart of the gas cloud, low velocities extend deeper into the section
than for the start model.
In Figure 12b, a region at the top of the chalk has lower than
normal velocities, and this may have implications for the reservoir.
We explore this further in Nangoo et al. (2012), but we note here
that similar behavior is seen within the wells. Referring to Figure 1,
for the well furthest outside the gas-charged zone, top-chalk appears
as an abrupt increase in velocity over an interval of about 120 m
from 2700 to 4600 m∕s; in the well, this increase occurs as two
simple steps, with no significant intervening decrease. For the well
that is closest to the center of the gas, the same velocity increase
occurs over a 520-m interval, and it does so as a sequence of four
Figure 11. Shallow horizontal slice through the PSDM reflection
image coincident with the central region of Figure 10. The fold
of the reflection coverage is low at this depth. Color represents re-
lative reflection amplitude on a conventional red-white-blue scale.
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local increases each of which is followed by a significant subse-
quent decrease. In addition, although the central well lies closer
to the crest of the anticline, the depth at which velocity first in-
creases above 4600 m∕s lies 400 m deeper in this central well than
it does in the nominally deeper outermost well. The FWI results
therefore show qualitative agreement with the wells at top chalk;
their direct quantitative comparison requires further refinement
of the anisotropy model at depth.
Figure 13a shows a horizontal depth slice through the upper
gas cloud at a depth of 1200 m for the starting velocity model.
Figure 13b shows the same slice through the FWI-recovered model.
Figure 14 shows the corresponding depth slice through the original
PSDM volume — note that this was migrated with the starting
model. All three figures show the four wells that are present in
Figure 1.
Comparing Figure 13a and 13b, we see that the inversion has
tightened the boundaries of the gas cloud, it has intensified the mag-
nitude of the lowest velocities within it which now drop to below
1600 m∕s, and it has introduced several sharp prominences where
previously the outline of the gas cloud was smooth. The well at top
right has moved from within to outside the main region of the
gas cloud at this level as the boundary has sharpened; we compare
velocities within this well below. We note that Figure 12a passes
through the southernmost low-velocity prominence seen in
Figure 13b, and this coincides with the narrow vertical low-velocity
feature seen in Figure 12a.
Comparing Figures 13b and 14, we see that the geometry of the
two are clearly related, and especially that three of the four promi-
nences that appear in Figure 13b coincide with similar geometric
features in Figure 14. This coincidence occurs not only at this level,
but is consistent at the full depth range over which these promi-
nences are seen. We note that the PSDM image and the FWI ve-
locity model are generated predominantly by different subsets of
the field data; the former employs only back-scattered reflected
energy, while the latter relies most heavily upon forward-scattered
transmitted energy. The close agreement between Figure 13b and
Figure 14 is therefore particularly significant.
We conclude that the FWI velocity model is re-
vealing genuine structure around the gas cloud
— on the reflection data, these prominences
are seen to be fault zones, and the gas is clearly
invading the faults.
Figure 15 shows a comparison of the starting
and FWI velocity models with wire-line sonic
measurements made within the well circled on
Figure 1, spanning the depth interval of Figures 13
and 14. The sonic velocity is shown in gray, the
starting model in red, and the FWI model in blue.
When interpreting Figure 15, it should be remem-
bered that the minimum seismic wavelength used
for FWI at this depth is about 300m, so that we do
not expect to resolve velocity structure below
about 150 m; the velocity models are themselves
only defined at 50-m grid spacing. All three traces
show vertical velocity.
It is clear from Figure 15 that both models
follow the long-wavelength trend of the well ex-
cept in the depth interval around 1200 m. Here,
the starting model is significantly in error — it is
Figure 12. Vertical slices through the final FWI velocity models
coincident with those shown in Figure 7. The low velocities recov-
ered by FWI within the top of the chalk anticline are also seen in the
central well.
Figure 13. Horizontal slice through velocity model at 1200 m depth: (a) starting model;
(b) FWI-recovered model. Circles show well locations from Figure 1.
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clear that the manual model building used to insert the gas cloud
into the tomographic velocity model was not accurate at this point.
FWI has correctly removed this erroneous region of low velocity,
and provides a much closer match to the well. Figure 15 therefore
provides further support for the hypothesis that the FWI model bet-
ter represents the subsurface than does the starting model. There are
no wells that penetrate the heart of the gas cloud, and so we cannot
confirm directly that the very-low velocities seen there are quanti-
tatively correct.
Match of synthetic to field data
In addition to the match to the geometry of the depth migrated
reflection data and to the absolute velocities in wells, the match of
synthetic data calculated using the final velocity model to the raw
field data is an important tool for quality assurance. Figure 16 shows
a shot record acquired on a single cable that passes through the
central region of the gas cloud. Figure 16a shows the field data,
Figure 16b shows the equivalent shot record generated using the
starting model, and Figure 16c shows the equivalent record obtained
using the final FWI velocity model. The dashed line delineates the
region within which the field data were muted prior to FWI.
There are two key regions of these figures that are relevant to
assessing the performance of FWI. The most obvious of these is
the bright postcritical reflection from the top of the chalk, seen
at late times and longer offsets. As discussed earlier, the amplitude,
timing, and appearance of this event is strongly influenced by the
low-velocity gas cloud. This event is apparent in the starting model,
but its location, absolute amplitude, and spatial variation are not
correct, and it does not reproduce the weak diffracted event seen
in the field data that slopes toward shorter offsets. After FWI,
the agreement between the synthetic and field data is much im-
proved — the event is correctly located, it reproduces the high
associated amplitudes, it reproduces their decay in time and broadly
their variation laterally, and it reproduces the diffracted event.
Although it is hard to judge from a single printed figure alone,
the quantitative match of traveltimes is also close.
The second feature that is significant in Figure 16 is the detailed
structure of the early refracted arrivals and their ghosts and multi-
ples that form the major suite of arrivals. These look superficially
similar in all three figures. Careful inspection, however, shows that
many of the fine details that are produced by the interference of
coexistent phases are properly reproduced in the FWI record but
not the starting model. These are easiest to see in the printed figure
where there are local drops in amplitude, or jumps in local phase
velocity, visible in the field data. Most of these detailed features are
reproduced accurately by the FWI model. These features mostly
represent small changes to the macrovelocity model that are re-
quired to match the arrival times of particular phases that are hidden
within the larger suite of arrivals.
In Figure 16, it is difficult to judge the match quantitatively.
Figure 17 shows the same shot record displayed in a format that
makes this easier. Here, the data are plotted every 250 m, with a
trace from the field data plotted (left) next to an equivalent trace
from the synthetic FWI model (plotted right). The traces have been
normalized — that is, the absolute values of amplitude are
not meaningful, but the relative amplitude within each trace is
preserved. Unlike Figure 16, Figure 17 has had the FWI bottom
mute applied.
Examining Figure 17 trace by trace, we see that the quantitative
match between field and model data is close. We match the travel-
times of every phase, we match their waveforms, we match their
Figure 15. Comparison between well data, and starting and FWI
velocity models. The well is shown circled in Figure 1, and lies
on the periphery of the gas cloud. The FWI model more closely
matches the well. Note that the minimum seismic wavelength used
during FWI was about 300 m, and that the starting and FWI velocity
models are defined on a grid with a spacing of 50 m.
Figure 14. Horizontal slice through the PSDM reflection image co-
incident with Figure 13. Circles show well locations from Figure 1.
Color represents relative reflection amplitude on a conventional red-
white-blue scale.
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relative amplitudes within individual traces, and we match the decay
of their coda which is different for different phases. It is interesting
to note that, as explained above, although we do not pay undue
attention to the amplitudes of the field data, our FWI model does
reproduce with quite a high degree of accuracy the amplitudes of all
the main phases in the field data. In particular, it can reproduce the
high amplitudes of the postcritical reflection from top chalk where
these are affected by the gas cloud; fitting these high amplitudes,
even though they have been partially suppressed by normalization,
is clearly helping to drive the inversion in the right direction.
Close examination of Figure 17 does reveal a systematic mis-
match between model and data. In all cases, the data predicted
by the FWI model is delayed slightly with respect to the field data.
Careful examination of large numbers of traces also reveals that this
delay is not obviously a function of offset, azimuth, or position
within the model. It also reveals that the delay is slightly longer
later within a long wave-train, which suggests that it may be related
to the accuracy with which water-bottom multiples are reproduced
because it is these that dominate the coda. The effects are not large,
but they are consistent throughout the model. For the earlier portion
of the wave-train, the mismatch averages about 12 ms, equivalent to
about 30° of phase at the maximum frequency of 6.5 Hz.
At first glance, it is not clear how such a systematic mismatch
could arise because FWI is designed specifically to remove such
effects. It is possible that the mismatch originates because we have
used an inappropriate source wavelet. We note that if we use the
contractor’s wavelet to generate the synthetics, then the mismatch
becomes larger. We also note that our wavelet does match the ab-
solute time of the first arrival at short offset when this is modeled
using only a water layer, a free-surface, and the source and receiver
in their correct positions. We therefore think that it is unlikely that
the explanation lies with the source wavelet, though that remains a
possibility. We note that, if we invert for the source wavelet as part
of the inversion, or arbitrarily change it, then this reduces the effect
on the final synthetics, but this does not imply that modification of
the source is necessarily the correct explanation.
We suspect that the explanation is related to the problem of prop-
erly capturing the water depth when using a coarse mesh. We model
and invert on a 50 m cubic mesh. The water layer is about 75 m
deep. We do not allow the inversion to alter the velocity or the den-
sity in the water layer which are held at their physical values of
1480 m∕s and 1000 kgm−3. We do allow the inversion to change
the velocity at the first grid point below the seabed, and this also
changes the density here via Gardner’s law. Changing the velocity
below the seabed also implicitly affects the water depth which is not
otherwise specified explicitly, and it changes the seafloor reflection
coefficient.
The finite-difference codes are running on this coarse mesh, and
they implicitly assume that velocity and density vary smoothly (and
minimally) between nodes. At the seabed, and wherever there is
rapid change in velocity and density, there is implicitly then a ques-
tion of how to upscale correctly from a fine-scale model that prop-
erly describes the sharp sea floor, to the coarser model that most
closely reproduces the wavefield that a finer model would have gen-
erated. This is not a trivial problem — it depends upon propagation
Figure 16. A single shot record in the region affected by the gas
cloud: (a) original field data; (b) synthetics generated using the start-
ing model; (c) synthetics generated using the FWI model. The
dashed line marks the position of the bottom mute applied prior
to FWI.
Figure 17. Trace-by-trace comparison between the original field
data and the final FWI synthetics for a shot passing beneath the
gas cloud.
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angle and frequency, it depends upon the specific details of the nu-
merical method that is being used to solve the wave equation, it is
different for velocity and density, and it affects transmitted and
reflected waves differently.
Consequently, there is no single coarse model that can properly
describe the response of the water layer and the sea floor, at least not
one that maintains physically meaningful values of velocity and
density immediately above and below the seabed. We therefore
think that the residual mismatch that we see may represent the best
least-squares compromise that the inversion can find between fitting
the absolute traveltimes, the water-multiple periodicity, and the sea-
floor reflectivity which in turn controls multiple amplitudes and
hence the temporal decay of the wave-train. We are investigating
this further, and we surmise that it may be possible to deal with
it by introducing nonphysical velocities and densities into the cells
immediately adjacent to the seafloor. These velocities would be
those that most accurately upscale the sharp seafloor onto a coarser
mesh. If we are correct in this explanation, then we note that the
effect will not be seen in synthetic studies that use the same mesh
for initial data generation and FWI, and indeed we do not see it in
our own such studies. It will also likely be a common problem for
FWI schemes on coarse meshes applied to marine field data, though
we have not seen it previously reported.
Migration
The final test for an FWI model is to use it to depth migrate the
reflection data. The migrated images that we show below were gen-
erated using the original 3D contractor’s model of anisotropy in-
cluding high values of delta and epsilon within the chalk rather
than the 1D version that we employed during FWI; this change
makes minimal qualitative difference to the migrations. In addition,
prior to migration, the final velocity model was processed to remove
the edge effects that are introduced during FWI. This processing
ramped the FWI velocity model smoothly back into the starting
model, in depth over the range 3250–3750 m, and laterally around
the periphery of the model. For these migrations, we did not apply
any smoothing to the FWI model to remove the minor shallow ac-
quisition footprint.
Figure 18 shows common-image gathers from a Kirchhoff depth
migration using the starting model and the FWI model, centered on
the top chalk, and passing through the periphery of the gas cloud —
in the center of the gas cloud, there are no deep reflections to mi-
grate. A good model should flatten these gathers. There is residual
multiple energy within the gathers, which complicates their analy-
sis. It is clear, however, that the FWI model does a significantly
better job at flattening the image gathers than does the starting mod-
el. We note that the starting model was generated using traveltime
tomography, and that process is designed to produce flattened
gathers using ray-based traveltime corrections; these are evidently
not adequate to deal with this data set close to the gas cloud.
Figure 19a shows a vertical depth slice through the PSDM
volume, that has been migrated using the starting model, and
Figure 19b shows the same slice migrated using the FWI model.
Both sections were migrated using a high-fidelity RTM algorithm
because the velocity model produced by FWI is of greater resolution
than can be properly accommodated by ray-based migration meth-
ods. Note that Figure 19a is not the same processing and migration
as was shown in Figure 3 — it is a new version designed to be
directly comparable with the FWI-migrated version.
Within the clastic section in Figure 19, above about 2000 m, there
are few significant differences between the two migrations although
there are some differences of detail within the gas-affected central
region. In the depth range 2000–2400 m, reflector continuity is
similar in the two migrations, but their geometry is different. On
the FWI section, subhorizontal events here remain approximately
subhorizontal as they approach the gas-charged region, whereas
on the original migration there is significant pull up beneath the
gas cloud; the latter is presumably spurious overcorrection for
the low-velocity cloud. The most significant differences between
the two migrations though appear within the deeper target reservoir
section below about 2800 m. Here there are many differences, with
the FWI section being superior in all respects. The FWI-migrated
section is less complicated, it removes conflicting cross-dips, it im-
proves continuity on a large and a fine scale, and it is clearly better
focused as events are brighter, sharper and less noisy. It is worth
noting that the migration uplift seen between Figure 19a and
19b is produced almost entirely by improving the shallow velocity
Figure 18. Kirchhoff-migrated common-image gathers: (a) mi-
grated using the starting model; (b) migrated using the final FWI
model. The maximum offset shown is 5000 m.
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model down to about 2000 m, and that the improvement in migra-
tion is seen predominantly below this depth.
Figure 20 shows an even more dramatic example of the uplift
obtained by using FWI-based migration. This shows a horizontal
slice at a depth of 3600 m, within the chalk section. Figure 20a
shows the RTM using the starting model, and Figure 20b using
the FWI model. In the former, the structure shown represents an
elongate dome, with significant deformation, and a moderately
complicated planform. In contrast, the FWI migration in Figure 20b
shows a much simpler elongate dome, with minimal apparent de-
formation, and a simple elliptical planform.
The velocity model used to migrate Figure 20b was significantly
more complicated than that used to migrate Figure 20a. The result
of this more complicated migration, however, is a much-simplified
final structure. There is only one way realistically that a more-
complicated velocity model can produce a simpler outcome, and
that is if the structure at depth is simple and if the more-complicated
velocity model is more correct. Figure 20 therefore provides strong
Figure 19. Reverse-time migrated vertical sections: (a) using the starting model; (b) using the final FWI model. The section lies approximately
along the line shown in Figure 7a. There is no amplitude equalization; both sections are displayed at the same gain. Use of the FWI velocity
model provides a significant uplift in final image quality below about 2800 m depth.
Figure 20. Reverse-time migrated horizontal
depth slices at 3600 m depth. (a) Using the starting
model. (b) Using the final FWI model. Both sec-
tions are displayed at the same gain. Use of the
FWI velocity model removes major structural ar-
tifacts from the migrated image revealing a more-
regular broad dome. These changes significantly
influence predicted reservoir geometry.
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support for the veracity of the FWI velocity model, and for its utility
for deeper depth migration. The outcome of the improved migration
in Figure 20 is to change the geometry of the reservoir section, and
in principle there will be consequent implications for the evaluation
of the resource.
CONCLUSION
We have successfully applied acoustic full-waveform seismic
inversion to a 3D anisotropic field data set. We have demonstrated
an algorithmic approach, a strategy, and a workflow that moves
from the original raw field data to a final inverted high-resolution
high-fidelity velocity model. We have shown that this model depth
migrates the reflected portion of the data set better than does a con-
ventional model. We have shown that the model better matches well
data, generates synthetic data that match the field data at all offsets
trace-by-trace, matches geometric features seen in the reflection
data at high resolution, and better flattens common-image gathers.
We have explained our parameterization and rationale in detail, both
of which are based upon extensive prior testing, and we have pro-
vided a work flow that is largely generic and that others can follow
to process and invert analogous data sets.
Two elements are particularly important: (1) ensuring that the
combination of starting model, source wavelet and preprocessed
field data are not cycle skipped at the lowest frequencies used to
begin the inversion, and (2) processing and inverting the data in
a way such that maximum information is retained and used by
the inversion while suppressing the effect of those elements of
the data that a particular algorithm will not in principle be able
to model — in this case, these are principally the effects of attenua-
tion, elasticity, and anomalous density.
We have demonstrated the utility of using few sources per itera-
tion, and shown that this leads to a more than fivefold reduction in
compute time. We have outlined some of the principal pitfalls that
may be encountered in applying practical FWI on real data, and
explained how to identify and circumvent these. We stress the dif-
ferences that may be encountered between inverting real data and
inverting synthetic data especially when the latter have been gen-
erated using simplifying assumptions that match those that are also
used in the inversion.
It is our intention that this paper will help to move FWI from an
experimental and specialist technique, that can on occasion be
difficult, expensive, and unreliable, into a practical and routine
process that is straightforward, robust, cost-ffective, and properly
quality-assured.
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Appendix 2 – relates to phase-unwrapped solution of Chapter 5 
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FIELD OF THE INVENTION 
[0001] The present invention relates generally to methods 
and systems for inverting data to compute physical properties 
of the earth, and in particular methods and systems for per 
forming phase-only full Waveform inversion to compute 
velocity models from seismic data. 
BACKGROUND OF THE INVENTION 
[0002] Subsurface exploration, and in particular explora 
tion for hydrocarbon reservoirs, typically uses methods such 
as migration of seismic data to produce interpretable images 
of the earth’s subsurface. In areas Where the subsurface is 
complex due to faulting, salt bodies and the like, traditional 
migration methods often fail to produce adequate images. 
Additionally, traditional migration methods require a reason 
ably accurate velocity model of the subsurface; such velocity 
models may also be determined from the seismic data but may 
be very expensive in both expertise and computational cost. 
[0003] There are many conventional methods for comput 
ing velocity models from seismic data, including NMO 
velocity analysis, migration velocity analysis, tomography, 
and full Waveform inversion. Some methods, such as full 
Waveform inversion, are very computationally expensive and 
have only recently become practical as computing poWer has 
increased. Conventional full Waveform inversion is done in 
the time domain or in a transform domain such as the tempo 
ral Fourier transform domain or the Laplace transform 
domain. These methods often fail due to the lack of loW 
frequencies, typically less than 3 Hertz, in seismic data. As 
one skilled in the art Will appreciate, a velocity model is a loW 
frequency model so it is dif?cult to invert for it from the 
seismic data that lacks the loW frequency information. 
[0004] Traditional methods of determining velocity models 
and using them for migration to produce images of the earth’s 
subsurface are expensive and fraught With dif?culties, espe 
cially in complex areas. As the search for hydrocarbons 
moves to these complex areas, it is necessary to ?nd better 
Ways to process the seismic data and improve velocity mod 
els. 
SUMMARY OF THE INVENTION 
[0005] According to one implementation of the present 
invention, a computer-implemented method of inverting data 
from an area of interest to determine physical properties of the 
area of interest is disclosed. The method includes transform 
ing the data into a Fourier frequency domain to obtain fre 
quency domain data Wherein the frequency domain data 
includes an amplitude portion and a phase portion, perform 
ing phase unWrapping of the phase portion of the frequency 
domain data to generate an unWrapped phase portion, and 
inverting the unWrapped phase portion to determine the 
physical properties of the area of interest. The method may 
also extrapolate the phase. The phase unWrapping may 
include taking the gradient of a phase portion of the frequency 
domain data, adjusting the gradient to lie in a principal [—J'l§,+ 
at] range to create an adjusted gradient, setting the adjusted 
gradient equal to a discretiZation of the gradient applied to the 
unWrapped phase portion, and solving for the unWrapped 
phase portion by applying a preconditioner to a set of linear 
equations. 
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[0006] In an embodiment, a system for inverting data from 
an area of interest to determine physical properties of the area 
of interest is disclosed. The system includes a data source, a 
user interface, and a processor con?gured to execute com 
puter modules designed to execute the method. 
[0007] In another embodiment, an article of manufacture 
for inverting data from an area of interest to determine physi 
cal properties of the area of interest is disclosed. The article of 
manufacture may be a computer readable medium having a 
computer readable code embodied therein, the computer 
readable program code adapted to be executed to implement 
the method. 
[0008] The above summary section is provided to introduce 
a selection of concepts in a simpli?ed form that are further 
described beloW in the detailed description section. The sum 
mary is not intended to identify key features or essential 
features of the claimed subject matter, nor is it intended to be 
used to limit the scope of the claimed subject matter. Further 
more, the claimed subject matter is not limited to implemen 
tations that solve any or all disadvantages noted in any part of 
this disclosure. 
BRIEF DESCRIPTION OF THE DRAWINGS 
[0009] These and other features of the present invention 
Will become better understood With regard to the folloWing 
description, pending claims and accompanying draWings 
Where: 
[0010] FIG. 1 is a ?owchart illustrating a method of full 
Waveform inversion; 
[0011] FIG. 2 illustrates gradient bandWidths at various 
frequencies; 
[0012] FIG. 3 illustrates a conventional full Waveform 
inversion process beginning from a good initial earth proper 
ties model; 
[0013] FIG. 4 illustrates a conventional full Waveform 
inversion process beginning from a poor initial earth proper 
ties model; 
[0014] FIG. 5 is a ?owchart illustrating a method in accor 
dance With an embodiment of the invention; 
[0015] FIG. 6 illustrates a method of phase unWrapping 
With and Without a preconditioner at a very loW frequency; 
[0016] FIG. 7 illustrates a method of phase unWrapping 
With and Without a preconditioner at a moderately loW fre 
quency; 
[0017] FIG. 8 illustrates a result of an embodiment of 
phase-only full Waveform inversion; 
[0018] FIG. 9 illustrates a result of another embodiment of 
phase-only full Waveform inversion folloWed by conventional 
full Waveform inversion; 
[0019] FIG. 10 is a How chart illustrating another embodi 
ment of the present invention using phase extrapolation; 
[0020] FIG. 11 illustrates a result of an embodiment using 
phase extrapolation; and 
[0021] FIG. 12 schematically illustrates a system for per 
forming a method in accordance With an embodiment of the 
invention. 
DETAILED DESCRIPTION OF THE INVENTION 
[0022] The present invention may be described and imple 
mented in the general context of a system and computer 
methods to be executed by a computer. Such computer-ex 
ecutable instructions may include programs, routines, 
objects, components, data structures, and computer softWare 
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technologies that can be used to perform particular tasks and 
process abstract data types. Software implementations of the 
present invention may be coded in different languages for 
application in a variety of computing platforms and environ 
ments. It will be appreciated that the scope and underlying 
principles of the present invention are not limited to any 
particular computer software technology. 
[0023] Moreover, those skilled in the art will appreciate that 
the present invention may be practiced using any one or 
combination of hardware and software con?gurations, 
including but not limited to a system having single and/or 
multiple computer processors, hand-held devices, program 
mable consumer electronics, mini-computers, mainframe 
computers, and the like. The invention may also be practiced 
in distributed computing environments where tasks are per 
formed by servers or other processing devices that are linked 
through a one or more data communications network. In a 
distributed computing environment, program modules may 
be located in both local and remote computer storage media 
including memory storage devices. 
[0024] Also, an article of manufacture for use with a com 
puter processor, such as a CD, pre-recorded disk or other 
equivalent devices, may include a computer program storage 
medium and program means recorded thereon for directing 
the computer processor to facilitate the implementation and 
practice of the present invention. Such devices and articles of 
manufacture also fall within the spirit and scope of the present 
invention. 
[0025] Referring now to the drawings, embodiments of the 
present invention will be described. The invention can be 
implemented in numerous ways, including for example as a 
system (including a computer processing system), a method 
(including a computer implemented method), an apparatus, a 
computer readable medium, a computer program product, a 
graphical user interface, a web portal, or a data structure 
tangibly ?xed in a computer readable memory. Several 
embodiments of the present invention are discussed below. 
The appended drawings illustrate only typical embodiments 
of the present invention and therefore are not to be considered 
limiting of its scope and breadth. 
[0026] The present invention relates to computing physical 
properties of the earth’s subsurface and, by way of example 
and not limitation, can compute a velocity model using phase 
only full waveform inversion. 
[0027] To begin the explanation of the present invention, 
?rst consider the basic full waveform inversion method 100 
illustrated in the ?owchart of FIG. 1. At step 10, we obtain an 
initial model of earth properties, by way of example and not 
limitation, velocity. Full waveform inversion is a local opti 
miZation method and therefore depends strongly on where the 
optimiZation starts. For conventional full waveform inver 
sion, there is a strict condition on the initial model in terms of 
what is required for the nonlinear evolution to converge to a 
true solution: the initial model must generate data that is 
within half a wave-cycle of the observed data at the lowest 
usable temporal frequency. It is important to note that with the 
conventional approach there is no easy way to determine if the 
initial model meets this condition, and the optimiZation can 
easily fail with a poor initial model. 
[0028] In step 12, the initial model of earth properties is 
used by a seismic modeling engine to generate modeled seis 
mic data. In general modeling can be performed in either the 
time domain or the frequency domain (temporal Fourier 
transform) with no penalty, depending on various factors like 
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the siZe/extent of the modeling domain and the amount of 
memory available. Large 3D surveys typically require time 
domain modeling because frequency domain modeling is 
extremely memory intensive for large numbers of model 
parameters. One signi?cant advantage of frequency domain 
modeling is that one directly has access to both amplitude and 
phase, and this allows the use of “phase only” approaches that 
can be geared to be dominated by kinematics instead of 
amplitudes. 
[0029] In step 14, we compute an objective function that 
will measure the mis?t between the recorded seismic data and 
the modeled seismic data. The most widely used objective 
function for conventional full waveform inversion is simple 
least squares: the sum of the squares of the differences 
between the observed data and the modeled data for all 
sources, receivers and recorded time samples. However, this 
is not meant to be limiting; other objective functions can be 
used, including correlation, the L1 norm, and hybrid or long 
tailed norms. The objective function may be constructed in 
the time domain or in a transform domain such as the fre 
quency domain. 
[0030] In the time domain, the least squares objective func 
tion may take the form: 
where E is the objective function, s are the sources, r are the 
receivers, t is time, 1])0 bs is the recorded data, and 1pm d is the 
modeled data. This objective function suffers from the critical 
?aw that seismic data is bandlimited. Differencing of band 
limited signals introduces the possibility of “cycle skipping”, 
where the wave shapes of the modeled and ob served data are 
similar enough to cause a small difference, but are misaligned 
in an absolute sense by (at least) one wave cycle. This, 
together with the local nature of full waveform inversion, 
leads to the likely possibility that the nonlinear optimization 
will fail and converge to a local minima rather than the global 
solution. 
[0031] One way to change the characteristics of the prob 
lem is to change the objective function. If we transform to the 
frequency domain we can consider objective functions at one 
or more frequency components individually (monochromati 
cally). In the time domain, we cannot consider a single time 
sample because of dependence on earlier times. In the fre 
quency domain, the response at different frequencies is 
uncoupled: the solution at one frequency does not depend on 
the solution at any other frequency. We can also, importantly, 
treat amplitude and phase differently. Taking the temporal 
Fourier transform of Eqn. 1, the objective function becomes: 
gong/22.2.IAa...(wweMw-Amoxwmeitmd W ‘ Eqn. 2 
where Aobs(u),r,s) is the amplitude of the observed data at 
receiver r, from source s, at temporal frequency 00, (1)0 bs(u),r,s) 
is the phase of the observed data, Am0d(u),r,s) is the amplitude 
of the modeled data, and ¢m0d(u),r,s) is the phase of the mod 
eled data. 
[0032] In the frequency domain, we can consider the phase 
portion independently of the amplitude portion. For the 
phase-only case of full waveform inversion, by way of 
example and not limitation, the least squares objective func 
The modeled data in Eqns. 1-3 may be generated in the time 
or the frequency domain. The objective functions of Eqns. 1-3 
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measure the mismatch between the observed and modeled 
data and are decreased at each iteration. The inversion may be 
done as a phase-only inversion in either the time or frequency 
domain, as long as the mismatch can be measured directly or 
indirectly in terms of the phase of one or more frequency 
components. 
[0033] Once the objective function is computed in step 14 
of FIG. 1, a search direction is computed in step 16. In order 
to update the earth properties model and reduce the mis?t 
betWeen the observed and modeled data, the gradient of the 
objective function is used to generate a search direction for 
improving the model. The earth properties model is then 
iteratively perturbed along successive search directions until 
some satisfaction criteria are reached. 
[0034] The calculation of the search direction becomes 
more clear if We treat the modeled data as the action of a 
nonlinear seismic modeling operator on the earth property 
model. Using the example of velocity (v) as the earth prop 
erty, the operator being nonlinear means that a linear change 
in velocity does not necessarily result in a linear change in the 
modeled data. 
[0035] Using the symbol N to represent the nonlinear seis 
mic modeling operator that maps velocity models into seis 
mic data, and the action of this operator on the current veloc 
ity model as N(v), We can rewrite Eqn. 1: 
so the derivative With respect to velocity becomes: 
Eqn. 5 
[0036] Eqn. 5 shoWs that the derivatives used to update the 
earth property model depend very importantly on the model 
ing operator, the derivatives of the modeling operator With 
respect to velocity, and the current seismic data residual. 
[0037] The nonlinear problem of full Waveform inversion is 
solved by successive linearization. For the example of invert 
ing for velocity, at iteration k, this is done by linearizing 
around the velocity vk, and seeking an update to the velocity 
6v, such that the updated model is: v H 1% k+6v. We need the 
linearization in order to compute the search direction. Given 
the general linear least squares system: 
EIHy-AxHZ Eqn. 6 
The gradient or search direction can be Written: 
6 Eqn. 7 
_ I f _ axE A [y Ax]. 
[0038] Where Af is the adjoint (conjugate transpose) of the 
linear operatorA. For our nonlinear problem of full Waveform 
inversion, We have the nonlinear operator N, and We need the 
adjoint of the linearized operator in order to compute a gra 
dient. We use L for the linearized operator, and Lf for the 
adjoint of the linearized operator. The operator L maps a 
vector of velocity perturbations into a vector of Wave?eld 
perturbations, and the adjoint operator Lf maps a vector of 
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Wave?eld perturbations into a vector of velocity perturbations 
(Eqn. 8). 
Once the search direction is computed, We need to determine 
hoW large a step to take in that direction, Which is hoW the 
earth properties model is updated in step 18 of FIG. 1. At least 
tWo alternatives exist: a nonlinear line search, or solving the 
linear problem using, by Way of example and not limitation, a 
Gauss-Newton methodology. 
[0039] The majority of published conventional approaches 
employ steepest descent or preconditioned steepest descent 
for nonlinear optimization. Once the search direction is esti 
mated, these approaches forget about the current linear prob 
lem and use a nonlinear line search to estimate the best “step 
size” to take in the search direction. If We use 6v for the search 
direction (usually the gradient of the objective function With 
respect to the velocity parameters), and 0t for the step size, We 
can express the nonlinear line search as: 
One serious shortcoming of a nonlinear line search is taking 
such a large step that the modeled data becomes cycle skipped 
With respect to the observed data. This could result in a 
smaller residual and lead to convergence to a local minimum 
rather than the true global solution. 
[0040] An alternative to using a nonlinear line search is to 
solve the linear problem at each successive linearization of 
the nonlinear evolution. Solving the linear problem obviates 
the need for a line search as the step size selection is implicit 
in the machinery of linear optimization, as in for example the 
conjugate gradient method. Solving the linear problem 
requires accurate machinery of the linearization: forWard and 
adjoint linearized operators that pass the adjoint test. This 
often requires signi?cant Work, but can result in signi?cant 
improvements in convergence. Using the linearized operators 
L and Lf described above, We can solve the linear system 
using, by Way of example and not limitation, conjugate gra 
dient on the normal equations. The linear system We Want to 
solve is: 
Where 611) is the current residual 61pqp0bS—N(\/k). 
[0041] After the earth property model has been updated, the 
process loops back to step 12 Where the updated model is used 
to generate modeled seismic data. Step 14 is performed and, 
if the difference betWeen the modeled seismic data and the 
recorded seismic data is large, steps 16 and 18 are also per 
formed and looped back to step 12, until the difference at step 
14 is suf?ciently small or the number of loops or iterations 
reaches a prede?ned number. 
[0042] When attempting a conventional full Waveform 
inversion, method 100 of FIG. 1 has serious limitations. First, 
full Waveform inversion is a local optimization method, 
Which means it is sensitive to Where the nonlinear evolution 
starts. If the initial model is far from the true model, local 
approaches fail. This problem impacts all local methods, 
including NeWton and quasi-NeWton methods. For conven 
tional full Waveform inversion, it is absolutely critical to 
obtain a good starting model. In general, there are no obvious 
Ways to determine quantitatively if a given starting model Will 
converge to the true global minimum. 
Eqn. 10 
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measure the mismatch between the observed and modeled 
data and are decreased at each iteration. The inversion may be 
done as a phase-only inversion in either the time or frequency 
domain, as long as the mismatch can be measured directly or 
indirectly in terms of the phase of one or more frequency 
components. 
[0033] Once the objective function is computed in step 14 
of FIG. 1, a search direction is computed in step 16. In order 
to update the earth properties model and reduce the mis?t 
betWeen the observed and modeled data, the gradient of the 
objective function is used to generate a search direction for 
improving the model. The earth properties model is then 
iteratively perturbed along successive search directions until 
some satisfaction criteria are reached. 
[0034] The calculation of the search direction becomes 
more clear if We treat the modeled data as the action of a 
nonlinear seismic modeling operator on the earth property 
model. Using the example of velocity (v) as the earth prop 
erty, the operator being nonlinear means that a linear change 
in velocity does not necessarily result in a linear change in the 
modeled data. 
[0035] Using the symbol N to represent the nonlinear seis 
mic modeling operator that maps velocity models into seis 
mic data, and the action of this operator on the current veloc 
ity model as N(v), We can rewrite Eqn. 1: 
so the derivative With respect to velocity becomes: 
Eqn. 5 
[0036] Eqn. 5 shoWs that the derivatives used to update the 
earth property model depend very importantly on the model 
ing operator, the derivatives of the modeling operator With 
respect to velocity, and the current seismic data residual. 
[0037] The nonlinear problem of full Waveform inversion is 
solved by successive linearization. For the example of invert 
ing for velocity, at iteration k, this is done by linearizing 
around the velocity vk, and seeking an update to the velocity 
6v, such that the updated model is: v H 1% k+6v. We need the 
linearization in order to compute the search direction. Given 
the general linear least squares system: 
EIHy-AxHZ Eqn. 6 
The gradient or search direction can be Written: 
6 Eqn. 7 
_ I f _ axE A [y Ax]. 
[0038] Where Af is the adjoint (conjugate transpose) of the 
linear operatorA. For our nonlinear problem of full Waveform 
inversion, We have the nonlinear operator N, and We need the 
adjoint of the linearized operator in order to compute a gra 
dient. We use L for the linearized operator, and Lf for the 
adjoint of the linearized operator. The operator L maps a 
vector of velocity perturbations into a vector of Wave?eld 
perturbations, and the adjoint operator Lf maps a vector of 
Dec. 13, 2012 
Wave?eld perturbations into a vector of velocity perturbations 
(Eqn. 8). 
Once the search direction is computed, We need to determine 
hoW large a step to take in that direction, Which is hoW the 
earth properties model is updated in step 18 of FIG. 1. At least 
tWo alternatives exist: a nonlinear line search, or solving the 
linear problem using, by Way of example and not limitation, a 
Gauss-Newton methodology. 
[0039] The majority of published conventional approaches 
employ steepest descent or preconditioned steepest descent 
for nonlinear optimization. Once the search direction is esti 
mated, these approaches forget about the current linear prob 
lem and use a nonlinear line search to estimate the best “step 
size” to take in the search direction. If We use 6v for the search 
direction (usually the gradient of the objective function With 
respect to the velocity parameters), and 0t for the step size, We 
can express the nonlinear line search as: 
One serious shortcoming of a nonlinear line search is taking 
such a large step that the modeled data becomes cycle skipped 
With respect to the observed data. This could result in a 
smaller residual and lead to convergence to a local minimum 
rather than the true global solution. 
[0040] An alternative to using a nonlinear line search is to 
solve the linear problem at each successive linearization of 
the nonlinear evolution. Solving the linear problem obviates 
the need for a line search as the step size selection is implicit 
in the machinery of linear optimization, as in for example the 
conjugate gradient method. Solving the linear problem 
requires accurate machinery of the linearization: forWard and 
adjoint linearized operators that pass the adjoint test. This 
often requires signi?cant Work, but can result in signi?cant 
improvements in convergence. Using the linearized operators 
L and Lf described above, We can solve the linear system 
using, by Way of example and not limitation, conjugate gra 
dient on the normal equations. The linear system We Want to 
solve is: 
Where 611) is the current residual 61pqp0bS—N(\/k). 
[0041] After the earth property model has been updated, the 
process loops back to step 12 Where the updated model is used 
to generate modeled seismic data. Step 14 is performed and, 
if the difference betWeen the modeled seismic data and the 
recorded seismic data is large, steps 16 and 18 are also per 
formed and looped back to step 12, until the difference at step 
14 is suf?ciently small or the number of loops or iterations 
reaches a prede?ned number. 
[0042] When attempting a conventional full Waveform 
inversion, method 100 of FIG. 1 has serious limitations. First, 
full Waveform inversion is a local optimization method, 
Which means it is sensitive to Where the nonlinear evolution 
starts. If the initial model is far from the true model, local 
approaches fail. This problem impacts all local methods, 
including NeWton and quasi-NeWton methods. For conven 
tional full Waveform inversion, it is absolutely critical to 
obtain a good starting model. In general, there are no obvious 
Ways to determine quantitatively if a given starting model Will 
converge to the true global minimum. 
Eqn. 10 
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[0043] Another serious limitation of conventional full 
Waveform inversion is the bandwidth limitation. There is a 
direct relationship betWeen the temporal bandWidth of data 
used to generate a gradient (search direction) and the spatial 
bandWidth of the gradient obtained by evaluation of Eqn. 5. 
LoW temporal frequencies in the data produce long spatial 
Wavelengths in the gradient. Consider FIG. 2, Which demon 
strates this by plotting gradients in spatial X and Z coordi 
nates computed at four frequencies. Note that at the loWest 
frequency of 0.5 Hz (panel 20) the calculated gradient is much 
more spatially smooth.At 1 Hz (panel 21), 1.5 Hz (panel 22), 
and 2 Hz (panel 23), the gradient becomes progressively less 
smooth. The bandWidth of seismic data is limited, and if 
correct long spatial Wavelengths of velocity do not exist in the 
initial model, conventional full Waveform cannot recover 
them and in general Will fail and converge to a local minimum 
rather than the true global solution. This directly implies We 
should invert seismic data at the loWest usable frequency, in 
order to employ gradients that modify the long spatial Wave 
lengths of velocity. HoWever, the loWest usable frequency is 
seismic data is often not loW enough to recover the longest 
spatial Wavelengths and leads to a global minimumithis is a 
key limiting factor of the prior art Which the present invention 
addresses. 
[0044] Examples of the importance of the initial earth prop 
erties model for a conventional full Waveform inversion can 
be seen in FIGS. 3 and 4. In FIG. 3, the initial velocity model 
can be seen in panel 30. It is a smoothed version of the true 
velocity model Which is in panel 38. Panels 31-37 shoW the 
result of conventional full Waveform inversion at 8 successive 
frequencies: 1, 3, 5, 7, 9, 11, and 13 Hz. The ?nal result in 
panel 37 is quite accurate When compared With the true veloc 
ity model in panel 38. 
[0045] In FIG. 4, the initial velocity model in panel 40 is 
constant and is set to be Water velocity. This is far from the 
true velocity model in panel 48. Panels 41-47 shoW the result 
of conventional full Waveform inversion at 8 successive fre 
quencies: 1,3, 5,7, 9, 11, and 13 Hz. While the uppermost part 
of the model is accurately recovered, the deeper parts have 
converged to a local minimum that is very far from the true 
solution. We can conclude from FIGS. 3 and 4 that conven 
tional full Waveform inversion must have a good initial earth 
properties model to converge to the correct solution. 
[0046] Based on method 100 of FIG. 1, the bandWidth of 
gradients of FIG. 2, and the initial model requirements of the 
conventional full Waveform inversion demonstrated in FIGS. 
3 and 4, the inventors have determined that a neW method for 
full Waveform inversion is needed. The present invention 
overcomes the bandWidth and initial model limitations of the 
conventional method. 
[0047] An embodiment of the present invention is 
described by method 500 in FIG. 5. Many of the steps of 
method 500 are similar to the steps of method 100 in FIG. 1 
but method 500 does not suffer from the limitations of the 
conventional full Waveform inversion. To begin, at step 50, 
the present invention sets an arbitrary initial earth model such 
as, by Way of example and not limitation, setting the entire 
initial model to be Water velocity of 1500 m/ s. This initial 
model is used to generate modeled seismic data at step 51. 
The forWard modeling of the modeled seismic data may be 
done in the time domain or in the frequency domain by any of 
the many knoWn forWard modeling algorithms, such as ?nite 
difference modeling. If the forWard modeling is done in the 
time domain, it may then be transformed to the frequency 
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domain. In step 52, recorded seismic data is obtained and in 
step 53 it is transformed into the frequency domain. When 
both the modeled seismic data and the recorded seismic data 
are in the frequency domain, a residual phase may be com 
puted at step 54, Which is the difference betWeen the phase 
portions of the modeled and recorded seismic data. At step 55, 
the residual phase is phase unWrapped. It is also possible to 
unWrap the phase of the modeled seismic data and the 
recorded seismic data separately. The unWrapped phases may 
then be used to compute an unWrapped residual phase. 
[0048] Phase unWrapping ensures that all appropriate mul 
tiples of 275 have been included in the phase portion of the 
data, meaning that the phase is continuous rather than jump 
ing by 275. There are methods for phase unWrapping but many 
fail for even moderate frequencies such as those greater than 
2 Hz. Due to this, the inventors have developed a neW method 
for phase unWrapping to prepare frequency domain data for 
inversion. The neW method uses a particular type of left 
preconditioning that de-Weights the in?uence of large phase 
jumps. Either the observed phase and modeled phase may be 
unWrapped individually or their difference, the residual 
phase, may be unWrapped. The latter is preferred since the 
phase differences betWeen adjacent data points Will be 
smaller. 
[0049] The procedure We use for phase unWrapping is 
inspired by a fundamental theorem of vector calculus, also 
called the Helmholtz Decomposition. The Helmholtz 
Decomposition can be used to decompose a vector ?eld into 
a curl-free component and a divergence-free component. We 
are interested in the curl-free component only, so We do not 
require a precise Helmholtz decomposition. The curl-free 
component is the gradient of a scalar potential, and is a 
conservative ?eld. A conservative ?eld is a vector ?eld for 
Which line integrals betWeen arbitrary points are path inde 
pendent. We identify unWrapped residual phase With the sca 
lar potential Whose gradient is the conservative ?eld of a 
Helmholtz decomposition. 
[0050] We start by taking the gradient of the input Wrapped 
phase, and adjusting by adding or subtracting 275 so that the 
result lies in the range [—J'|§,+J'l§]. This “adjusted phase” is also 
knoWn as the “principal value” of the phase. Here “gradient” 
means the numerical derivative along the directions of source 
and receiver, respectively. We can Write the projection of the 
adjusted gradient of phase onto a conservative ?eld as fol 
loWs: 
Whig 
Where (pm is the unWrapped residual phase and g is the 
adjusted gradient of the Wrapped phase, as explained above. 
[0051] To calculate unWrapped phase, We discretize the 
gradient operator With respect to source and receiver coordi 
nates and solve the overdetermined system shoWn in Eqn. 12 
by least squares. In one embodiment, We ?nd that a sparse QR 
factorization is a particularly effective method for solving this 
system of equations. 
Eqn. 11 
minllwreswlf Eqn- 12 
This approach of projection onto a conservative ?eld for 
phase unWrapping has dif?culty at moderate frequencies 
much greater than 1 Hz. For nS sources and n, receivers, the 
system of equation 12 Will have nS*n, roWs for the adjusted 
gradient With respect to source coordinates, and nS*n, roWs 
for the adjusted gradient With respect to receiver coordinates. 
It is therefore tWice overdetermined. 
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[0052] We found that failures of the system are related to 
large magnitudes of the entries of the adjusted gradient, and 
by Weighting these large magnitude entries doWn, Which has 
the effect of de-emphasiZing their importance in the system of 
equations, We can signi?cantly improve robustness. In an 
embodiment, the application of a diagonal left preconditioner 
Whose entries are inversely proportional to the magnitude of 
the adjusted gradient greatly improves the performance of 
phase unWrapping at higher frequencies. Other types of pre 
conditioners may also be used and fall Within the scope of the 
present invention. 
[0053] The neW system is shoWn in equation 13, Where the 
kth element of the left preconditioner W is inversely propor 
tional to the magnitude of the components of the kth element 
of the adjusted gradient raised to the poWer 0t. 
minll WWW-£7112 
Wigs: 181ml TO‘ 
WIN: lgkwrlic‘ Eqn. 13 
[0054] In one embodiment, this user-de?ned positive 
poWer a may be set to 2.5. Using this embodiment, examples 
of phase unWrapping With and Without the preconditioner can 
be seen for data at 0.5 HZ in FIG. 6 and at 1.5 HZ in FIG. 7. 
Both FIG. 6 and FIG. 7 shoW the Wrapped phase in panel A, 
the unWrapped phase Without use of a preconditioner in panel 
B, and the unWrapped phase With a left diagonal precondi 
tioner in panel C. In the loW frequency case in FIG. 6, there is 
little difference in the results of unWrapping With and Without 
the preconditioner. In FIG. 7, hoWever, the result Without the 
preconditioner has erroneously changed the phase in the areas 
indicated by D and E, indicating that as the frequency gets 
higher, the preconditioning is necessary to obtain a good 
result. 
[0055] We note that this phase unWrapping approach does 
not require integration or the speci?cation of boundary con 
ditions in order to obtain unWrapped phase from the principal 
value of the gradient of Wrapped phase. 
[0056] In another embodiment, phase unWrapping may be 
used in a nonlinear line search Where the search direction for 
velocity update has been pre-determined. There are at least 
tWo alternatives. In one alternative, a conventional objective 
function is used, but data Whose residual phase magnitude 
exceeds at is excluded. This implies that the line search is only 
sensitive to data that is not cycle skipped. In another alterna 
tive, the objective function for the nonlinear line search is 
replaced With the least squares sum of the unWrapped residual 
phase. This means that the line search Will correctly handle 
cycle skipped data. This results in an objective function very 
similar to that shoWn in equation 3, but With unWrapped 
residual phase (4),“) as shoWn in equation 14. We further note 
that unWrapped residual phase could be res, used as an obj ec 
tive function for stochastic or Bayesian inversion in order to 
correctly handle cycle skipped data. 
Although the present method of phase unWrapping With a 
preconditioner has been explained in terms of preparing seis 
mic data for inversion, this is not meant to be limiting. One 
skilled in the art Will appreciate that unWrapped seismic data 
may be useful in other processing ?oWs such as horiZon 
?attening, homomorphic deconvolution, refraction statics, 
and residual alignment; and that other types of data, such as 
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synthetic aperture radar, could bene?t from this method of 
phase unWrapping With a preconditioner. 
[0057] Referring again to FIG. 5, once the unWrapped 
residual phase is available, step 55 computes an objective 
function measuring the mis?t betWeen the phases of the 
recorded data and the modeled seismic data. In an embodi 
ment, this objective function might be Eqn. 3. In this case, We 
perform phase-only full Waveform inversion. To do so, We 
compute a search direction in step 56, update the earth prop 
er‘ty model in step 58, and iterate over steps 51, 54, 55, 56, 57 
and 58 until the objective function is suf?ciently small or a 
predetermine number of iterations has been reach. 
[0058] In an embodiment, as We iterate through the phase 
only full Waveform inversion, We can improve our ability to 
recover long spatial Wavelengths, such as those for velocity, 
by using a continuation approach to regulariZe successive 
iterations and constrain them to loW Wavenumber updates. 
The continuation approach is application of homotopy to 
smoothing regularization for nonlinear optimiZation. Homo 
topy here means starting With large magnitude for smoothing 
regulariZation and gradually decreasing the magnitude of the 
smoothing regulariZation over the course of the nonlinear 
evolution. 
[0059] Smoothing regularization can implemented by add 
ing roWs to the linear system to penaliZe roughness in the 
model that is optimiZed. There are numerous other Ways to 
implement roughness penalties. In one embodiment, the con 
tinuation approach may use analytic derivatives of polynomi 
als representing sloWness. A change of basis to smooth func 
tions, for example radial basis functions, also Works. Other 
possibilities include but are not limited to the spatial Fourier 
basis With a right “preconditioner that scales With Wavenum 
her, and 1“ or 2” numerical derivatives, either centered or 
not. In yet another embodiment, roughness penalties may be 
applied by application of 1“ forward numerical differences to 
pixeliZed models. These examples are not meant to be limit 
ing; one skilled in the art Will appreciate that there are many 
more possible regulariZation operators that may be used in the 
context of the continuation approach Which fall Within the 
scope of the present invention. 
[0060] Expanding on the idea of smoothing regulariZation 
by the use of derivative penalties using 1“ order numerical 
differences, let us begin With a simple 3x3 pixeliZed velocity 
model. In tWo-dimensional space, the 9 velocities (vm) 
Would appear as: 
TABLE 1 
3 x 3 velocity model 
Writing this velocity model as a column vector, We get: 
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We can apply horizontal derivative penalties (a roughness 
penalty in the X direction) by penalizing the difference of 
adjacent velocities, e. g. (VIA-V13). Note that the formal for 
Ward numerical derivative is Written 
6 _ f(x+A) —f(x) 
5m) - T. 
but We can clear the denominator. This results in the matrix of 
horizontal derivative penalties shoWn: 
Vl,l 
V1,2 +1 0 0 -1 0 0 0 0 0 0 
0 +1 0 0 -1 0 0 0 0 “'3 0 
0 0 +1 0 0 -1 0 0 0 V2" 0 
v21 : 0 0 0 +1 0 0 -1 0 0 0 
0 0 0 0 +1 0 0 -1 0 V2'3 0 
0 0 0 0 0 +1 0 0 -1 V3" 0 
V12 
V33 
and a similarly constructed matrix of vertical derivative pen 
alties: 
V1,1 
V1,2 +1-10000000 0 
0+1-1000000v1'30 
V 000+1-100002'10 
v22: 0000+1-1000 0 
000000+1-10v2'30 
0000000+1-1v3'10 
V12 
V33 
Note there are feWer roWs than columns because the deriva 
tives only involve horizontally or vertically adjacent pixels. 
[0061] These horizontal and vertical derivative matrices 
can also be Written as: 
AZDZvIO Eqn. 15 
Where v is the column vector of velocities, D,C is the matrix of 
horizontal derivatives, DZ is the matrix of vertical derivatives, 
and Xx and 7+2 are Lagrange multipliers. 
[0062] The continuation approach starts With the Lagrange 
multipliers Xx and 7+2 large, and therefore initial solutions in 
the ?rst “continuation step” are very smooth. Clearly this can 
aid in recovering the long spatial Wavelengths of velocity. As 
the nonlinear evolution proceeds, We take additional continu 
ation steps and the magnitudes of Xx and 7+2 are decreased. As 
the magnitude of the penalties is decreased, successively 
shorter spatial Wavelengths are alloWed in the velocity model. 
[0063] There are many possible options for setting the ini 
tial Xx and 7+2 values. If chosen suf?ciently large, only very 
long spatial Wavelengths are alloWed in the model, and the 
nonlinear evolution effectively becomes independent of the 
initial model. If chosen too small, the problem Will not be 
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regularized enough and independence from the starting 
model is lost. One embodiment for the initial values of these 
parameters is to normalize them by the operator norm of the 
linearized operator at each successive linearization. If, at the 
beginning of the nonlinear problem in the ?rst linearization, 
We have the linear system Axw, We set Xx and 7+2 to be scaled 
by the operator norm can be obtained, for example, 
using the poWer method. 
[0064] The phase-only full Waveform inversion performed 
in the present invention may also include more accurately 
solving the linear problems at each iteration. If, at each suc 
cessive linearization, We solve the Gauss-Newton problem to 
obtain the model update, rather than employ the combination 
of steepest descent and a line search, We get an improved 
result. 
[0065] For the nonlinear problem of full Waveform inver 
sion, We linearize around the velocity at iteration k (vk), and 
seek to obtain an update to the velocity 6v such that the 
updated model is: v(k+1):v(k)+6v. This is successive linear 
ization. The application of derivative penalties to the linear 
problem implies that We Want the update to the model to be 
smooth, as shoWn here: 
vZDZFWIO Eqn. 16 
A more desirable approach is to regularize the nonlinear 
problem. This implies We Want the updated model to be 
smooth: 
This requires a non-zero right hand side, but the right hand 
side is easily obtained by application of the derivative opera 
tors D X and DZ to the current velocity: 
HEW:- AXDXVIE 
750290’ :- AZDZVIE 
FIG. 8 shoWs the result of an embodiment of the present 
invention, a phase-only full Waveform inversion using phase 
unWrapping With a left preconditioner, continuation 
approach, and solving the successive linear problems. Panel 
80 is the initial model, Which is a constant 1500 m/ s (Water 
velocity). This is the same initial model that Was shoWn in 
FIG. 4 panel 40. Panel 88 in FIG. 8 shoWs the true velocity 
model. Panels 81-87 shoW successive nonlinear iterations at 1 
Hz, beginning from the initial model. Panel 81 shoWs that, 
after one iteration, accurate long spatial Wavelengths are 
present in the inverted model and they are re?ned as the 
iterations progress through panels 82-87. Seven nonlinear 
iterations alloW the recovery of the missing long spatial Wave 
lengths of velocity not possible using the conventional 
approach, as seen in FIG. 4. 
[0066] In another embodiment of the present invention, the 
model generated by the phase-only full Waveform inversion 
may be used as an initial model for conventional full Wave 
form inversion. This is demonstrated in FIG. 9, Where the 
initial model for the conventional full Waveform inversion in 
panel 90 is the model generated by 7 iterations of phase-only 
full Waveform inversion in FIG. 8, panel 87. Performing 5 
iterations of conventional full Waveform inversion (panels 
91-95) at 2.5 Hz results in an inverted model (panel 95) that is 
very comparable to the true velocity model in panel 96. 
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[0067] FIG. 10 illustrates yet another embodiment of the 
present invention. In this embodiment, the phase-only full 
Waveform inversion How is shoWn as method 1000. The steps 
are the same as those of method 500 in FIG. 5 With the 
addition of step 1007, phase extrapolation, after the phase 
unwrapping step 1006. Steps 1001, 1002, 1003, 1004, 1005, 
1006, 1008, 1009, and 1010 are performed in the same man 
ner as steps 50, 51,52, 53, 54, 55, 56, 57,and 58, respectively. 
Step 1007 is a phase extrapolation step Which may be used to 
extrapolate the unWrapped phase to loWer frequencies than 
exist in the recorded seismic data. This very loW frequency 
phase information can then be used in steps 1008, 1009, and 
1010 to aid the recovery of the very long spatial Wavelengths 
that make up the velocity model. 
[0068] The present method of phase extrapolation uses the 
relationship betWeen linear phase shift and traveltime: 
Where (pf, is the phase at frequency f 1 andt is the traveltime. To 
extrapolate the phase to another frequency f2 and assuming 
that the traveltime does not change, We solve for t and sub 
stitute it: 
In this embodiment, the phase is extrapolated to loWer fre 
quencies than those observed and conventionally usable. 
Conventionally usable frequencies are typically greater than 
2 HZ. This is done by lineariZation of the unWrapped phase as 
a function of frequency and may be applied to the observed 
phase, the modeled phase, or the residual phase. The extrapo 
lated data is then inverted using some objective function 
de?ned to measure phase mismatch. The method is applicable 
for any case When the phase is linear in frequency. 
[0069] FIG. 11 illustrates the result of one embodiment of a 
phase extrapolation method. Panel 110 is the initial model, in 
this case constant Water velocity of 1500 m/ s and panel 121 is 
the true velocity model. Panels 111-115 are phase extrapola 
tion inversion from 2.5 HZ to 0.1, 0.2, 0.3, 0.4, and 0.5 HZ, 
respectively. Panels 116-120 are conventional inversion at 
frequencies 2.5, 4.5, 6.5, 8.5, and 10.5 HZ continuing from the 
phase extrapolation result in panel 115. 
[0070] One skilled in the art Will appreciate that there are 
many other possible uses of phase extrapolated data. By Way 
of example and not limitation, synthetic aperture radar (SAR) 
data may be obtained, phase unWrapped using a precondi 
tioner, and phase extrapolated prior to SAR imaging methods. 
Additionally, data that has been phase unWrapped using a 
preconditioner and phase extrapolated may then be used to 
evaluate a cost function. One example is the use of unWrapped 
phase to compute an objective function for stochastic or 
Bayesian optimization, With the advantage that the cost func 
tion Would correctly handle cycle-skipped data. 
[0071] Although the embodiments above have been 
explained in terms of tWo dimensional models, the methods 
are easily extended into three dimensions and multi-param 
eter earth models. The methods for phase unWrapping, phase 
extrapolation, and phase-only full Waveform inversion dis 
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closed in the present invention may be extended into multiple 
dimensions and remain Within the scope of the present inven 
tion. 
[0072] A system 1200 for performing the method is sche 
matically illustrated in FIG. 12. The system includes a data 
storage device or memory 130. The data storage device 130 
contains recorded data and may contain an initial model. The 
recorded data may be made available to a processor 131, such 
as a programmable general purpose computer. The processor 
131 is con?gured to execute an initial model module 132 to 
create an initial model if necessary or to receive the initial 
model from the data storage 130. The processor 131 is also 
con?gured to execute the domain transform module 133 for 
transforming recorded and optionally modeled data into the 
frequency domain, the data modeling module 134 for forWard 
modeling data based on the initial and updated models, the 
phase preparation module 135 for phase unWrapping With a 
preconditioner and optionally phase extrapolating the 
recorded data, the objective function module 136 for comput 
ing the objective function that compares the modeled data 
With the phase unWrapped recorded data, the search direction 
module 137 for determining the search direction, and the 
model update module 138 for updating the model. The pro 
cessor 131 is also con?gured to execute modules 134, 135, 
136, 137, and 138 repeatedly until the result from the objec 
tive function module 136 meets user requirements or a maxi 
mum number of iterations is reached. The processor 131 may 
include interface components such as a user interface 139, 
Which may include both a display and user input devices, and 
is used to implement the above-described transforms in 
accordance With embodiments of the invention. The user 
interface may be used both to display data and processed data 
products and to alloW the user to select among options for 
implementing aspects of the method. 
[0073] While in the foregoing speci?cation this invention 
has been described in relation to certain preferred embodi 
ments thereof, and many details have been set forth for pur 
pose of illustration, it Will be apparent to those skilled in the 
art that the invention is susceptible to alteration and that 
certain other details described herein can vary considerably 
Without departing from the basic principles of the invention. 
In addition, it should be appreciated that structural features or 
method steps shoWn or described in any one embodiment 
herein can be used in other embodiments as Well. 
What is claimed is: 
1. A computer-implemented method for inverting data 
from an area of interest to determine physical properties of the 
area of interest comprising: 
a. transforming the data into a Fourier frequency domain to 
obtain frequency domain data Wherein the frequency 
domain data includes an amplitude portion and a phase 
portion; 
b. performing phase unWrapping of the phase portion of the 
frequency domain data to generate an unWrapped phase 
portion Wherein the phase unWrapping comprises 
taking a gradient of the phase portion, 
adjusting the gradient to lie in a principal [—J'|§,+J'l§] range 
to create an adjusted gradient, 
setting the adjusted gradient equal to a discretiZation of 
the gradient applied to the unWrapped phase portion, 
and 
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Appendix 3 – Series solution extension to Chapter 2 
Here we consider inverting the exact relation between data and model perturbation 
instead of the linearised relation (2.3.5). This leads to a series solution for the model 
perturbation as shown by Weglein (2003).  
Here we show the first term  of the series coincides with (2.4.8) and can be computed 
with the defined adjoint pair between linearised model and data perturbation.  Further, 
we show each subsequent term in the series can be computed by application of these 
same operators. 
We speculate the use of a finite number of terms in the Born series and in the Rytov 
series solutions would provide a valuable extension to the methodology developed in 
Chapter 2. 
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(57) ABSTRACT 
A system and computer-implemented method for determin 
ing properties of a subsurface region of interest from seismic 
data is disclosed. An embodiment of the method performs full 
Waveform inversion by non-linear model update to compute a 
velocity model. The method includes obtaining actual seis 
mic data representative of the subsurface region and an initial 
earth property model for the subsurface region, performing 
forWard modeling using the initial earth property model to 
create modeled seismic data With similar acquisition speci? 
cations as the actual seismic data, calculating a residual 
between the actual seismic data and the modeled seismic data 
in a time or transform domain, and inverting the residual to 
generate a model produced by non-linear model update com 
ponents. The system includes a data source, user interface, 
and processor con?gured to execute computer modules that 
implement the method. 
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SYSTEM AND METHOD FOR SEISMIC DATA 
INVERSION BY NON-LINEAR MODEL 
UPDATE 
FIELD OF THE INVENTION 
[0001] The present invention relates generally to methods 
and systems for inverting seismic data to compute physical 
properties of the earth’s sub surface, and in particular methods 
and systems for performing full Waveform inversion by non 
linear model update to compute velocity models from seismic 
data. 
BACKGROUND OF THE INVENTION 
[0002] Subsurface exploration, and in particular explora 
tion for hydrocarbon reservoirs, typically uses methods such 
as migration of seismic data to produce interpretable images 
of the earth’s subsurface. In areas Where the subsurface is 
complex due to faulting, salt bodies and the like, traditional 
migration methods often fail to produce adequate images. 
Additionally, traditional migration methods require a reason 
ably accurate velocity model of the subsurface; such velocity 
models may also be determined from the seismic data but may 
be very expensive in both expertise and computational cost. 
[0003] There are many conventional methods for comput 
ing velocity models from seismic data, including NMO 
velocity analysis, migration velocity analysis, tomography, 
and full Waveform inversion. Some methods, such as full 
Waveform inversion, are very computationally expensive and 
have only recently become practical as computing poWer has 
increased. Conventional full Waveform inversion is done in 
the time domain or in a transform domain such as the tempo 
ral Fourier transform domain or the Laplace transform 
domain. These methods often fail due to the lack of loW 
frequencies, typically less than 3 Hertz, in seismic data. As 
one skilled in the art Will appreciate, a velocity model is a loW 
frequency model so it is dif?cult to invert for it from the 
seismic data that lacks the loW frequency information. 
[0004] Traditional methods of determining velocity models 
and using them for migration to produce images of the earth’s 
subsurface are expensive and fraught With dif?culties, espe 
cially in complex areas. As the search for hydrocarbons 
moves to these complex areas, it is necessary to ?nd better 
Ways to process the seismic data and improve velocity mod 
els. 
SUMMARY OF THE INVENTION 
[0005] According to one implementation of the present 
invention, a computer-implemented method for determining 
properties of a subsurface region of interest, the method 
includes obtaining actual seismic data representative of the 
subsurface region and an initial earth property model for the 
subsurface region, performing forWard modeling using the 
initial earth property model to create modeled seismic data 
With similar acquisition speci?cations as the actual seismic 
data, calculating a residual betWeen the actual seismic data 
and the modeled seismic data in a time or transform domain, 
and inverting the residual to generate a model produced by 
non-linear model update components. 
[0006] The method may also be implemented such that the 
non-linear model update components are derived from an 
inverse scattering series of a forWard modeling equation. 
Additionally, the residual may be expressed in terms of an 
unWrapped phase. 
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[0007] In an embodiment, a system for performing the 
method includes a data source, user interface, and processor 
con?gured to execute computer modules that implement the 
method. 
[0008] In another embodiment, an article of manufacture 
comprising a computer readable medium having a computer 
readable code embodied therein, the computer readable pro 
gram code adapted to be executed to implement the method is 
disclosed. 
[0009] The above summary section is provided to introduce 
a selection of concepts in a simpli?ed form that are further 
described beloW in the detailed description section. The sum 
mary is not intended to identify key features or essential 
features of the claimed subject matter, nor is it intended to be 
used to limit the scope of the claimed subject matter. Further 
more, the claimed subject matter is not limited to implemen 
tations that solve any or all disadvantages noted in any part of 
this disclosure. 
BRIEF DESCRIPTION OF THE DRAWINGS 
[0010] These and other features of the present invention 
Will become better understood With regard to the folloWing 
description, pending claims and accompanying draWings 
Where: 
[0011] FIG. 1 is a ?owchart illustrating a method of full 
Waveform inversion; 
[0012] FIG. 2 illustrates gradient bandWidths at various 
frequencies; 
[0013] FIG. 3 illustrates a conventional full Waveform 
inversion process beginning from a good initial earth proper 
ties model; 
[0014] FIG. 4 illustrates a conventional full Waveform 
inversion process beginning from a poor initial earth proper 
ties model; 
[0015] FIG. 5 is a ?owchart illustrating a method in accor 
dance With an embodiment of the invention; and 
[0016] FIG. 6 schematically illustrates a system for per 
forming a method in accordance With an embodiment of the 
invention. 
DETAILED DESCRIPTION OF THE INVENTION 
[0017] The present invention may be described and imple 
mented in the general context of a system and computer 
methods to be executed by a computer. Such computer-ex 
ecutable instructions may include programs, routines, 
objects, components, data structures, and computer softWare 
technologies that can be used to perform particular tasks and 
process abstract data types. SoftWare implementations of the 
present invention may be coded in different languages for 
application in a variety of computing platforms and environ 
ments. It Will be appreciated that the scope and underlying 
principles of the present invention are not limited to any 
particular computer softWare technology. 
[0018] Moreover, those skilled in the art Will appreciate that 
the present invention may be practiced using any one or 
combination of hardWare and softWare con?gurations, 
including but not limited to a system having single and/or 
multiple computer processors, hand-held devices, program 
mable consumer electronics, mini-computers, mainframe 
computers, and the like. The invention may also be practiced 
in distributed computing environments Where tasks are per 
formed by servers or other processing devices that are linked 
through a one or more data communications netWork. In a 
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distributed computing environment, program modules may 
be located in both local and remote computer storage media 
including memory storage devices. 
[0019] Also, an article of manufacture for use With a com 
puter processor, such as a CD, pre-recorded disk or other 
equivalent devices, may include a computer program storage 
medium and program means recorded thereon for directing 
the computer processor to facilitate the implementation and 
practice of the present invention. Such devices and articles of 
manufacture also fall Within the spirit and scope of the present 
invention. 
[0020] Referring noW to the draWings, embodiments of the 
present invention Will be described. The invention can be 
implemented in numerous Ways, including for example as a 
system (including a computer processing system), a method 
(including a computer implemented method), an apparatus, a 
computer readable medium, a computer program product, a 
graphical user interface, a Web portal, or a data structure 
tangibly ?xed in a computer readable memory. Several 
embodiments of the present invention are discussed beloW. 
The appended draWings illustrate only typical embodiments 
of the present invention and therefore are not to be considered 
limiting of its scope and breadth. 
[0021] The present invention relates to computing physical 
properties of the earth’s subsurface and, by Way of example 
and not limitation, can compute a velocity model using full 
Waveform inversion based on applying model updates With 
components that are non-linear in the data. 
[0022] To begin the explanation of the present invention, 
?rst consider the basic, prior art full Waveform inversion 
method 100 illustrated in the ?owchart of FIG. 1. At step 10, 
an initial model of earth properties is obtained such as, by Way 
of example and not limitation, velocity. Full Waveform inver 
sion is a local optimization method and therefore depends 
strongly on Where the optimiZation starts. For conventional 
full Waveform inversion, there is a strict condition on the 
initial model in terms of What is required for the nonlinear 
evolution to converge to a true solution: the initial model must 
generate data that is Within half a Wave-cycle of the observed 
data at the loWest usable temporal frequency. It is important to 
note that With this conventional approach there is no easy Way 
to determine if the initial model meets this condition and the 
optimiZation can easily fail With a poor initial model. 
[0023] In step 12, the initial model of earth properties is 
used by a seismic modeling engine to generate modeled seis 
mic data. In general modeling can be performed in either the 
time domain or the frequency domain (temporal Fourier 
transform) With no penalty, depending on various factors like 
the siZe/extent of the modeling domain and the amount of 
memory available. Large 3D surveys typically require time 
domain modeling because frequency domain modeling is 
extremely memory intensive for large numbers of model 
parameters. One signi?cant advantage of frequency domain 
modeling is that one directly has access to both amplitude and 
phase, and this alloWs the use of “phase only” approaches that 
can be geared to be dominated by kinematics instead of 
amplitudes. 
[0024] In step 14, We compute an objective function that 
Will measure the mis?t betWeen the recorded seismic data and 
the modeled seismic data. The most Widely used objective 
function for conventional full Waveform inversion is simple 
least squares: the sum of the squares of the differences 
betWeen the observed data and the modeled data for all 
sources, receivers and recorded time samples. HoWever, this 
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is not meant to be limiting; other objective functions can be 
used including correlation, the L1 norm, and hybrid or long 
tailed norms. The objective function may be constructed in 
the time domain or in a transform domain such as the fre 
quency domain. 
[0025] In the time domain, the least squares objective func 
tion may take the form: 
Where E is the objective function, s are the sources, r are the 
receivers, t is time, 1])0 bs is the recorded data, and 1pm d is the 
modeled data. This objective function suffers from the critical 
?aW that seismic data is bandlimited. Differencing of band 
limited signals introduces the possibility of “cycle skipping”, 
Where the Wave shapes of the modeled and ob served data are 
similar enough to cause a small difference, but are misaligned 
in an absolute sense by (at least) one Wave cycle. This, 
together With the local nature of full Waveform inversion, 
leads to the likely possibility that the nonlinear optimization 
Will fail and converge to a local minima rather than the global 
solution. 
[0026] One Way to change the characteristics of the prob 
lem is to change the objective function. If We transform to the 
frequency domain We can consider objective functions at one 
or more frequency components individually (monochromati 
cally). In the time domain, We cannot consider a single time 
sample because of dependence on earlier times. In the fre 
quency domain, the response at different frequencies is 
uncoupled: the solution at one frequency does not depend on 
the solution at any other frequency. We can also, importantly, 
treat amplitude and phase differently. Taking the temporal 
Fourier transform of Eqn. 1, the objective function becomes: 
Where Aobs(u),r,s) is the amplitude of the observed data at 
receiver r, from source s, at temporal frequency 00, (1)0 bs(u),r,s) 
is the phase of the observed data, Am0d(u),r,s) is the amplitude 
of the modeled data, and ¢m0d(u),r,s) is the phase of the mod 
eled data. 
[0027] In the frequency domain, We can consider the phase 
portion independently of the amplitude portion. For the 
phase-only case of full Waveform inversion, by Way of 
example and not limitation, the least squares objective func 
tion becomes: 
1 Eqn. 3 
E0») = 52 Z lwobaw. r. s) — 50mm r. S)? 
[0028] The modeled data in Eqns. 1-3 may be generated in 
the time or the frequency domain. The objective functions of 
Eqns. 1-3 measure the mismatch betWeen the observed and 
modeled data and are decreased at each iteration. The inver 
sion may be done as a phase-only inversion in either the time 
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or frequency domain, as long as the mismatch can be mea 
sured directly or indirectly in terms of the phase of one or 
more frequency components. 
[0029] Once the objective function is computed in step 14 
of FIG. 1, a search direction is computed in step 16. In order 
to update the earth properties model and reduce the mis?t 
betWeen the observed and modeled data, the gradient of the 
objective function is used to generate a search direction for 
improving the model. The earth properties model is then 
iteratively perturbed along successive search directions until 
some satisfaction criteria are reached. 
[0030] The calculation of the search direction becomes 
more understandable if We treat the modeled data as the action 
of a nonlinear seismic modeling operator on the earth prop 
erty model. Using the example of velocity (v) as the earth 
property, the operator being nonlinear means that a linear 
change in velocity does not necessarily result in a linear 
change in the modeled data. 
[0031] Using the symbol N to represent the nonlinear seis 
mic modeling operator that maps velocity models into seis 
mic data, and the action of this operator on the current veloc 
ity model as N(v), We can reWrite Eqn. 1: 
Eqn. 4 
E I Z Z [wobsm r, s) — N(V)l2 
s r 
so the derivative With respect to velocity becomes: 
Eqn. 5 
[0032] Eqn. 5 shoWs that the derivatives used to update the 
earth property model depend very importantly on the model 
ing operator, the derivatives of the modeling operator With 
respect to velocity, and the current seismic data residual. Such 
a model update is linear in the data. 
[0033] The nonlinear problem of full Waveform inversion is 
solved by successive lineariZation. For the example of invert 
ing for velocity, at iteration k, this is done by lineariZing 
around the velocity V(k), and seeking an update to the velocity 
6v, such that the updated model is: v(k+l)q/(k)+6v. We need 
the lineariZation in order to compute the search direction. 
Given the general linear least squares system: 
[0034] The gradient or search direction can be Written: 
[0035] Where A] is the adjoint (conjugate transpose) of the 
linear operatorA. For our nonlinear problem of full Waveform 
inversion, We have the nonlinear modeling operator N, and We 
need the adjoint of the lineariZed modeling operator in order 
to compute a gradient. We use L for the lineariZed modeling 
operator, and L1 for the adj oint of the lineariZed operator. The 
operator L maps a vector of velocity perturbations into a 
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vector of Wave?eld perturbations, and the adjoint operator Ll 
maps a vector of Wave?eld perturbations into a vector of 
velocity perturbations (Eqn. 8). 
Lovforlpl 
LTWZ :6v2 Eqn. 8 
[0036] Once the search direction is computed, We need to 
determine hoW large a step to take in that direction, Which is 
hoW the earth properties model is updated in step 18 of FIG. 
1. At least tWo alternatives exist: a nonlinear line search or 
solving the linear problem using, by Way of example and not 
limitation, a Gauss-Newton methodology. 
[0037] The majority of published conventional approaches 
employ steepest descent or preconditioned steepest descent 
for nonlinear optimiZation. Once the search direction is esti 
mated, these approaches forget about the current linear prob 
lem and use a nonlinear line search to estimate the best “step 
siZe” to take in the search direction. If We use (xv for the search 
direction (usually the gradient of the objective function With 
respect to the velocity parameters), and 0t for the step siZe, We 
can express the nonlinear line search as: 
Eqn. 9 
[0038] One serious shortcoming of a nonlinear line search 
is taking such a large step that the modeled data becomes 
cycle skipped With respect to the observed data. This could 
result in a smaller residual and lead to convergence to a local 
minimum rather than the true global solution. 
[0039] An alternative to using a nonlinear line search is to 
solve the linear problem at each successive lineariZation of 
the nonlinear evolution. Solving the linear problem obviates 
the need for a line search as the step siZe selection is implicit 
in the implementation of linear optimiZation, as in for 
example the conjugate gradient method. Solving the linear 
problem requires accurate machinery of the lineariZation: 
forWard and adjoint lineariZed operators that pass the adjoint 
test. This often requires signi?cant Work, but can result in 
signi?cant improvements in convergence. Using the linear 
iZed operators L and L1 described above, We can solve the 
linear system using, by Way of example and not limitation, 
conjugate gradient on the normal equations. The linear sys 
tem We Want to solve is: 
Where 611) is the current residual 61pqp0bS—N(vk). 
[0040] Referring again to FIG. 1, after the earth property 
model has been updated, the process loops back to step 12 
Where the updated model is used to generate modeled seismic 
data. Step 14 is performed and, if the difference betWeen the 
modeled seismic data and the recorded seismic data is large, 
steps 16 and 18 are also performed andlooped back to step 12, 
until the difference at step 14 is suf?ciently small or the 
number of loops or iterations reaches a prede?ned number. 
[0041] When attempting this conventional full Waveform 
inversion, method 100 of FIG. 1 has serious limitations. First, 
full Waveform inversion is a local optimiZation method, 
Which means it is sensitive to Where the nonlinear evolution 
starts. If the initial model is far from the true model, local 
approaches fail. This problem impacts all local methods, 
including NeWton and quasi-NeWton methods. For conven 
Eqn. 10 
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tional full Waveform inversion, it is absolutely critical to 
obtain a good starting model. In general, there are no obvious 
Ways to determine quantitatively if a given starting model Will 
converge to the true global minimum. 
[0042] Another serious limitation of conventional full 
Waveform inversion is the bandWidth limitation. There is a 
direct relationship betWeen the temporal bandWidth of data 
used to generate a gradient (search direction) and the spatial 
bandWidth of the gradient obtained by evaluation of Eqn. 5. 
LoW temporal frequencies in the data produce long spatial 
Wavelengths in the gradient. Consider FIG. 2, Which demon 
strates this by plotting gradients in spatial X and Z coordi 
nates computed at four frequencies. Note that at the loWest 
frequency of 0.5 HZ (panel 20) the calculated gradient is much 
less spatially oscillatory. At 1 HZ (panel 21), 1.5 HZ (panel 
22), and 2 HZ (panel 23), the gradient becomes progressively 
more oscillatory. The bandWidth of seismic data is limited, 
and if correct long spatial Wavelengths of velocity do not exist 
in the initial model, conventional full Waveform cannot 
recover them and in general Will fail and converge to a local 
minimum rather than the true global solution. This directly 
implies We should invert seismic data at the loWest usable 
frequency, in order to employ gradients that modify the long 
spatial Wavelengths of velocity. HoWever, the loWest usable 
frequency is seismic data is often not loW enough to recover 
the longest spatial Wavelengths and leads to a global mini 
mumithis is a key limiting factor of the prior art Which the 
present invention addresses. 
[0043] Examples of the importance of the initial earth prop 
erties model for a conventional full Waveform inversion can 
be seen in FIGS. 3 and 4. In FIG. 3, the initial velocity model 
can be seen in panel 30. It is a smoothed version of the true 
velocity model Which is in panel 38. Panels 31-37 shoW the 
result of conventional full Waveform inversion at 8 successive 
frequencies: 1, 3, 5, 7, 9, 11, and 13 HZ. The ?nal result in 
panel 37 is quite accurate When compared With the true veloc 
ity model in panel 38. 
[0044] In FIG. 4, the initial velocity model in panel 40 is 
constant and is set to be Water velocity. This is far from the 
true velocity model in panel 48. Panels 41-47 shoW the result 
of conventional full Waveform inversion at 8 successive fre 
quencies: 1,3, 5,7, 9, 11, and 13 HZ. While the uppermost part 
of the model is accurately recovered, the deeper parts have 
converged to a local minimum that is very far from the true 
solution. We can conclude from FIGS. 3 and 4 that conven 
tional full Waveform inversion must have a good initial earth 
properties model to converge to the correct solution. 
[0045] As shoWn in FIG. 5, the present invention (method 
500) uses non-linear model updates to lessen this restriction 
on a good starting model. Conventional iterative full Wave 
form inversion uses only the ?rst order equation of Eqn. 10: it 
solves for 6v, updates the reference model, re-lineariZes, and 
solves the ?rst order equation again. In the present invention, 
We solve for a model update With higher-order components: 
6v:6vl+6v2+6v3+ . . . +6vn (step 55). Here, 6v,- is dependent 
on the i-th poWer of the residual (step 52 and incremented at 
step 54) (in conventional FWI the model update is the ?rst 
term of such a series). In one formulation, We derive model 
update components from multiple equations that take the 
form of equation 10: 
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Where L is lineariZed form of forWard modeling operator N 
and 61]),- are inputs into the system calculated from the data 
residual (step 53). One Way to calculate these inputs 61]),- is 
through scattering theory. This process is noW described as 
applied to the case Where N is the Helmholtz Wave equation 
operator shoWn in Eqn 12: 
[ 2 m2 ] Eqn. 12 
V + — Wx, w) : S(x, w) 
Where V2 is the Laplacian operator Which in tWo dimensions 
is 
u) is circular frequency, v is the velocity model, 11) is the 
Wave?eld in space X and frequency, and S is the source in 
space and frequency. This equation governs the generation of 
the true and reference Wave?elds 1p and 1% by Wave propaga 
tion in the true and reference velocity models v and v0 at 
angular temporal frequency 00, due to an impulsive source 6 (a 
more speci?c S). 
[0046] Using the symbols s for a source location, r for a 
receiver location, and X for a general subsurface coordinate, 
the Green’s function notation 1[)(X,s) describes propagation 
from the source location s to the subsurface point X. Similarly, 
1[)(r,X) describes propagation from the subsurface location X 
to the receiver location r. 6(X-X') is a dirac delta function at 
subsurface point X'. This then leads us to the Helmholtz equa 
tions for our true and reference Wave?elds: 
[0047] We noW introduce a spatially varying velocity per 
turbation Av(X) that de?nes the difference betWeen the true 
model v and the reference model v0: 
Eqn. 14 
W : V0002 V006) V0002 _ WP 
[0048] Subtracting Eqn. 13b from Eqn. 13a and de?ning 
the scattered Wave?eld as the difference betWeen the true 
Wave?eld and the reference Wave?eld: tpmt(x,s)qp (X,S)—1[)O 
(X,s); We get: 
V0 (103 
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and the exact expression for the scattered Wave?eld is: 
[0049] If We noW expand Eqn 16 as a sum over subsurface 
locations x', We can Write: 
_ [v2 + ("2 [its / , MAM’) Eqn- 17 
WWAX, 5) - V0 (x), (x — x W . 5) VOW), 
and from Eqn. 13 We recognize the term 
2 ‘"2 Tl [V + V0002] 6(x —x) 
as the Wave?eld in the reference media 1pO(x, x'): 
Eqn. 18 
[0050] This is the Lipmann-SchWinger equation for the 
scattered Wave?eld Which can be expanded as a series in Av 
and 1%. 
term is quadratic and so on and so forth. For a given residual 
611), We invert this data-model relationship to obtain the model 
correction. The model correction is Written as 6v:6vl+6v2+ 
6v3+ . . . Where the i-th model update component 6v,- is i-th 
order in the residual and is obtained by equating terms of 
equal order in equation 19. 
1“ order: 
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-continued 
[0052] With the nonlinear modeling operator Written as N, 
the nonlinear system to be solved is 1p0bS(x,s):Nv(x). The ?rst 
order part of Eqn. 20 is the linearization of this nonlinear 
system and is equivalent to the model update of one iteration 
of conventional full Waveform inversion. The ?rst tWo com 
ponents of the non-linear model update can be Written as: 
[0053] This means that We can perform the linearization 
once in the reference medium, then re-use it to successively 
compute increasing orders (components) of the model update 
ovk. If We use a constant velocity reference medium, We have 
an analytic solution for the Wave equation, meaning that We 
do not require forWard modeling for the model update calcu 
lation. If the reference medium is non-constant, We can build 
the linearization matrix rather than just the ability to apply the 
matrix or adjoint to a vector. This Would be advantageous 
When many orders are desired. We build the matrix one col 
umn at a time using the action of the linearization operator on 
a succession of delta functions, one for each subsurface loca 
tion in the model. The model update may be obtained from a 
residual in the time or frequency domain to enable a split 
betWeen phase and amplitude. 
[0054] In the present invention, it may also be desirable to 
unWrap the ?rst order residual phase. Phase unWrapping 
ensures that all appropriate multiples of 275 have been 
included in the phase portion of the data, meaning that the 
phase is continuous rather than jumping by 275. There are 
methods for phase unWrapping but many fail for even mod 
erate frequencies such as those greater than 2 Hz. Due to this, 
the inventors have developed a neW method for phase 
unWrapping to prepare frequency domain data for inversion. 
The neW method uses a particular type of left preconditioning 
that de-Weights the in?uence of large phase jumps. Either the 
observed phase and modeled phase may be unWrapped indi 
vidually or just their difference, the residual phase, may be 
unWrapped. The latter is preferred since the phase differences 
betWeen adjacent data points Will be smaller. 
[0055] The procedure We use for phase unWrapping is 
inspired by a fundamental theorem of vector calculus, also 
called the Helmholtz Decomposition. The Helmholtz 
Decomposition can be used to decompose a vector ?eld into 
a curl-free component and a divergence-free component. We 
are interested in the curl-free component only, so We do not 
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require a precise Helmholtz decomposition. The curl-free 
component is the gradient of a scalar potential, and is a 
conservative ?eld. A conservative ?eld is a vector ?eld for 
Which line integrals betWeen arbitrary points are path inde 
pendent. We identify unWrapped residual phase With the sca 
lar potential Whose gradient is the conservative ?eld of a 
Helmholtz decomposition. 
[0056] We start by taking the gradient of the input Wrapped 
phase, and adjusting by adding or subtracting 275 so that the 
result lies in the range [—J'|§,+J'l§]. This “adjusted phase” is also 
knoWn as the “principal value” of the phase. Here “gradient” 
means the numerical derivative along the directions of source 
(up to 3 directions) and receiver (up to 3 directions), respec 
tively. We can Write the projection of the adjusted gradient of 
phase onto a conservative ?eld as folloWs: 
Whig 
Where (pm is the unWrapped residual phase and g is the 
adjusted gradient of the Wrapped phase, as explained above. 
[0057] To calculate unWrapped phase, We discretize the 
gradient operator With respect to source and receiver coordi 
nates and solve the overdetermined system shoWn in Eqn. 23 
by least squares. In one embodiment, We ?nd that a sparse QR 
factorization is a particularly effective method for solving this 
system of equations. 
Eqn. 22 
[0058] This approach of projection onto a conservative 
?eld for phase unWrapping has dif?culty at moderate frequen 
cies much greater than 1 Hz. For ns sources and n, receivers, 
the system of equation 23 Will have nS*n, roWs for the 
adjusted gradient With respect to source coordinates, and 
nS*n, roWs for the adjusted gradient With respect to receiver 
coordinates. It is therefore tWice overdetermined. 
[0059] We found that shortcomings in phase unWrapping 
are related to large magnitudes of the entries of the adjusted 
gradient, and by Weighting these large magnitude entries 
doWn, Which has the effect of de-emphasizing their impor 
tance in the system of equations, We can signi?cantly improve 
robustness. In an embodiment, the application of a diagonal 
left preconditioner Whose entries are inversely proportional to 
the magnitude of the adjusted gradient greatly improves the 
performance of phase unWrapping at higher frequencies. 
Other types of preconditioners may also be used and fall 
Within the scope of the present invention. 
[0060] The neW system of equations is shoWn in equation 
24, Where the kth element of the left preconditioner W is 
inversely proportional to the magnitude of the components of 
the kth element of the adjusted gradient raised to the poWer 0t. 
Eqn. 23 
[0061] In one embodiment, 0t may be set to 2.5. 
[0062] We note that this phase unWrapping approach does 
not require integration or the speci?cation of boundary con 
ditions in order to obtain unWrapped phase from the principal 
value of the gradient of Wrapped phase. 
[0063] A system 700 for performing the method is sche 
matically illustrated in FIG. 6. The system includes a data 
storage device or memory 70. The data storage device 70 
contains recorded data and may contain an initial model. The 
recorded data may be made available to a processor 71, such 
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as a programmable general purpose computer. The processor 
71 is con?gured to execute an initial model module 72 to 
create an initial model if necessary or to receive the initial 
model from the data storage 70. The processor 71 is also 
con?gured to execute the domain transform module 73 for 
transforming recorded data into the frequency domain, the 
data modeling module 74 for forWard modeling data based on 
the initial model, the phase preparation module 75 for phase 
unWrapping With a preconditioner, the residual calculation 
module 76 for performing step 52 or 65, the linear solver 
module 77 for performing step 53 or 66, and the model update 
module 78 for updating the model. The processor 71 may 
include interface components such as a user interface 79, 
Which may include both a display and user input devices, and 
is used to implement the above-described transforms in 
accordance With embodiments of the invention. The user 
interface may be used both to display data and processed data 
products and to alloW the user to select among options for 
implementing aspects of the method. 
[0064] While in the foregoing speci?cation this invention 
has been described in relation to certain preferred embodi 
ments thereof, and many details have been set forth for pur 
pose of illustration, it Will be apparent to those skilled in the 
art that the invention is susceptible to alteration and that 
certain other details described herein can vary considerably 
Without departing from the basic principles of the invention. 
In addition, it should be appreciated that structural features or 
method steps shoWn or described in any one embodiment 
herein can be used in other embodiments as Well. 
What is claimed is: 
1. A computer-implemented method for determining prop 
er‘ties of a subsurface region of interest from seismic data 
comprising: 
a. obtaining actual seismic data representative of the sub 
surface region and an initial earth property model for the 
subsurface region; 
b. performing forWard modeling, using the initial earth 
property model, to create modeled seismic data With 
similar acquisition speci?cations as the actual seismic 
data; 
c. calculating a residual betWeen the actual seismic data 
and the modeled seismic data in a time or transform 
domain; and 
d. inverting the residual to generate a model produced by 
non-linear model update components, Wherein the per 
forming forWard modeling, calculating, and inverting 
steps are performed by a computer processor. 
2. The method of claim 1 Wherein the non-linear model 
update components are derived from an inverse scattering 
series of a forWard modeling equation. 
3. The method of claim 1 Where the residual is expressed in 
terms of an unWrapped phase. 
4. The method of claim 4 Wherein the phase unWrapping 
comprises 
a. taking a gradient of the phase portion, 
b. adjusting the gradient to lie in the a principal [—J'|§,+J'l§] 
range to create an adjusted gradient, 
c. setting the adjusted gradient equal to a discretization of 
the gradient applied to of the unWrapped phase portion, 
and 
d. solving for the unWrapped phase portion by applying a 
preconditioner to the linear equations. 
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5. A system for determining properties of a subsurface vii. a model update module to update the initial model 
region of interest from seismic data comprising: based on the perturbation; and 
a. a data source containing actual seismic data; C~ a user _lmerface- _ _ 
b. a processor con?gured to execute computer-readable 6' An amcle of manufacture compnsmg a Computer re?‘d' able medium having a computer readable code embodied code from computer modules, the computer modules . Com rising therein, the computer readable program code adapted to be 
_ _ _ ' _ _ _ _ executed to implement a method for inverting actual data 
1~ an lnltlal model module Con?gured to recelve an lnltlal from an area of interest to determine physical properties of the 
model from the data source or generate the initial area ofinteresta the method Comprising; 
model; a. obtaining actual seismic data representative of the sub 
ii. a domain transformation module to transform the surface region and an initial earth property model forthe 
actual seismic data into a frequency domain to gener- Subsurface reglOn; 
ate frequency domain Seismic data; b. performing forWard modeling, using the ‘initial earth 
iii. a data modeling module to generate modeled seismic PFOPIBITY mqdélf to Creel}; modeled s?lsmlc (1m? wllh data from the initial model; (sigrrai'ar acquisition spec1 cat1ons as t e actua se1sm1c 
“7'; phase péepamnon. mqigle F0 phase unwrap the c. calculating a residual betWeen the actual seismic data 
reqllency omaln_selsmlc am’ _ and the modeled seismic data in a time or transform 
V. a residual calculation module to calculate a residual domain; and 
Wave?eld; d. inverting the residual to generate a model produced by 
vi. a linear solver module to solve the linear system for a non-linear model update components, 
perturbation in the properties of the subsurface 
region; and * * * * * 
