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Abstract
Differential games, in particular two-player sequential games (a.k.a. minimax optimization), have been
an important modelling tool in applied science and received renewed interest in machine learning due to
many recent applications. To account for the sequential and nonconvex nature, new solution concepts
and algorithms have been developed. In this work, we provide a detailed analysis of existing algorithms
and relate them to two novel Newton-type algorithms. We argue that our Newton-type algorithms nicely
complement existing ones in that (a) they converge faster to (strict) local minimax points; (b) they are
much more effective when the problem is ill-conditioned; (c) their computational complexity remains
similar. We verify our theoretical results by conducting experiments on training GANs.
1 Introduction
Differential games have always played an important role in applied science, from its early applications in
economics [1] to the Lagrangian reformulation in optimization theory and algorithms, and to the recent
resurgence in machine learning (ML). Two-player sequential games, a.k.a. minimax optimization, have been
the key piece in recent models such as generative adversarial networks (GAN) [2,3], adversarial training [4,5],
reinforcement learning [6, 7], federated learning [8] and algorithmic fairness [9]. Solution concepts, most
notably Nash equilibrium [10], have been invented, for which numerous (in particular first-order stochastic)
algorithms such as gradient-descent-ascent (GDA) [11], extra-gradient (EG) [12–15], mirror-prox [16] have
been designed. They largely rely on the utility function to be convex-concave, which modern ML applications
do not necessarily satisfy. Complexity lower bounds of first-order algorithms have been obtained for special
classes of convex-concave functions [17–19].
Motivated by recent applications in ML, we study non-convex-concave minimax optimization. The non-
convexity brings two immediate difficulties: (a) global solution concepts no longer apply and we are forced to
consider their localized versions; (b) the order of which player moves first becomes consequential, due to the
lack of strong duality. How to theoretically and algorithmically cope with these new challenges has become
a hot research topic, of which we mention the differential Stackelberg equilibrium [20], the local minimax-
imality [21–23] and the proximal equilibrium [24]. Many algorithms, old and new, have been thoroughly
tested, especially by researchers interested in training GANs. Our main goal in this work is to provide an
informative comparison of popular algorithms for solving non-convex-concave minimax problems, point out
their connections to two novel Newton-type algorithms, and offer insights on their respective convergence
properties.
In some sense, algorithms aiming to solve non-convex-concave minimax problems are based on a classic
idea that goes back to (at least) Uzawa [11]: iteratively we fix the player that moves first (a.k.a. leader) and
call some algorithm F to find a solution for the other player (a.k.a. follower), and then we fix the follower
and call some algorithm L to update the leader’s solution. Many existing algorithms can be treated as an
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Table 1: GD/GA: gradient descent/ascent; SN: Newton update wrt function f ; EN: Newton update wrt the
envelope function f¯. TGD: total gradient descent. See also Appendix E for these acronyms.
Algorithm leader follower Comment
2TS-GDA(αL, αF) [21,25,26] GD(x, αL) GA(y, αF) GDA: αL = αF
UGDA(α, k) (e.g. [27]) GD(x, α) GA(y, α)k repeating for k times in GA
TGDA(αL, αF) [20] TGD(x, αL) GA(y, αF) 2nd order info; linear rate
FR(αL, αF) [22] GD(x, αL) FR(x, αF) 2nd order info; linear rate
GDN(αL) GD(x, αL) SN(y) 2nd order info; linear rate
CN EN(x) SN(y) 2nd order info; superlinear rate
inexact implementation of Uzawa’s approach, where F need not find an optimal follower solution (i.e. best
response), particularly so for our nonconvex setting (e.g. [20, 21]). The key is to allow F to adapt quickly to
the update in L, and some (non-exhaustive) possibilities include:
• Use a larger step size for F and a smaller step size for L, known as two-time-scale [21,25,26];
• Perform k steps of F after every step of L, known (in the GAN literature) as unrolling [27];
• Use a faster algorithm (e.g . Newton) for F and a slower algorithm (e.g . gradient) for L.
Surprisingly, the last scheme above has not been thoroughly studied for non-convex-concave minimax prob-
lems, especially for the new solution concepts such as differential Stackelberg equilibrium [20] and local
minimaximality [21]. In Section 3 we fill this gap and propose a novel algorithm, GDN, where L and F
perform gradient and Newton update, respectively. GDN is (locally) as good as unrolling gradient updates
even infinitely many times (essentially reducing to Uzawa’s original exact approach), and recent algorithms
such as total gradient descent ascent (TGDA) [20] and follow-the-ridge (FR) [22] can be derived as first-order
approximations of GDN and are “transpose” of each other, although the three algorithms share completely
similar complexity and all rely on second-order information. We prove the local linear convergence of GDN to
(strict) local minimax solutions [20,21] and demonstrate that for ill-conditioned follower problem, GDN con-
verges much faster, much like how Newton’s algorithm evades ill-conditioning in conventional minimization
problems.
Methods such as TGDA, FR and GDN, are still first-order algorithms due to the (slower) gradient update,
even though they all use second-order information. These algorithms achieve (local) linear convergence and
suffer from the ill-conditioning of the leader problem (and possibly the follower problem too). Fortunately,
in Section 4 we show that the Hessian for the leader is also well-defined and we propose a complete Newton
(CN) algorithm that performs Newton updates for both the leader and follower. CN enjoys super-linear
local convergence and evades the ill-conditioning of both leader and follower problems. To the best of our
knowledge, this is the first genuine second-order algorithm for non-convex-concave minimax optimization
that (locally) converges super-linearly to (strict) local minimax solutions. Rather surprisingly, we show that
CN, being a second-order algorithm, can be implemented in similar complexity as the first-order alternatives
such as TGDA, FR, and GDN. In Section 5 we verify our theoretical results and the pros and cons of the
proposed Newton-type algorithms by conducting experiments on training GANs. We do not include other
first-order algorithms such as CO [28], LOLA [29] and SGA [30] in our study since they may not converge
to local minimax solutions.
Contributions We summarize the algorithms we study in Table 1. Near a (strict) local minimax solution,
the convergence rates can be symbolically summarized as follows (larger indicates faster):
CN GDN =∞-UGDA ≥ FR = TGDA ≥ 2TS-GDA. (1)
• We systematically compare existing algorithms for solving non-convex-concave minimax problems and
provide some revealing connections;
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• We propose two Newton-type algorithms (GDN and CN) that share similar complexity as existing alter-
natives but locally converge (much) faster, especially for ill-conditioned problems;
• We perform experiments on training GANs to complement our theoretical results and to offer some em-
pirical insights on the pros and cons of the aforementioned algorithms.
2 Problem setup
Our main interest is the following non-convex-concave minimax optimization problem:
min
x∈Rn
max
y∈Rm
f(x,y), (2)
where f : Rn+m → R is non-convex-concave and is assumed to be twice continuously differentiable through-
out. We use ∂xf and ∂yf to denote the partial derivatives of f w.r.t. x and y, respectively, and similarly
we use ∂xxf, ∂xyf, ∂yxf, ∂yyf for the second order partial derivatives. When ∂yyf is invertible, we use the
shorthand ∂−1yy f := (∂yyf)
−1, and we define the total derivatives (whose meaning will become apparent
below):
Dxf := ∂xf − ∂xyf · ∂−1yy f · ∂yf =: (∂x − ∂xy · ∂−1yy · ∂y)f (3)
Dxxf := ∂xxf − ∂xyf · ∂−1yy f · ∂yxf =: (∂xx − ∂xy · ∂−1yy · ∂yx)f, (4)
where we note that Dxx = ∂xDx at a point where ∂yf = 0 (see Lemma A.1). We remind that the symbol ·
above means the usual matrix multiplication (not composition).
To define a meaningful solution concept for (2), let us recall the following envelope function [23]:
f¯(x) = f¯,y∗(x) := max
y∈N(y∗)
f(x,y), where N(y∗) := {y ∈ Rm : ‖y − y∗‖ ≤ }, (5)
and y∗ is a fixed candidate point. Apparently, (2) is equivalent to minimizing the global envelope function
f¯∞(x), which, in our non-convex-concave setting, may be difficult to minimize or even evaluate. Instead, we
turn to the localized minimax point:
Definition 2.1 (local minimax [21]). We call (x∗,y∗) a local minimax point of problem (2) if
• Fixing x∗, y∗ is a local maximizer of f(x∗, ·);
• There exists 0 > 0 such that for any 0 <  < 0, x∗ is a local minimizer of f¯,y∗(x).
It is known that any local minimax point (x∗,y∗) is necessarily stationary [21], i.e., ∂xf(x∗,y∗) = 0 and
∂yf(x
∗,y∗) = 0. Moreover, any local Nash equilibrium, when it exists, is local minimax [21, 23] while the
converse is not true even for a bilinear (hence bona fide convex-concave) function f . From its definition,
local minimaximality respects the ordering in our problem (2): the condition on the leader x is stricter than
that on the follower y, hence it is very suitable for studying algorithms in the non-convex-concave setting,
as shown in recent works [20–23].
Below, we mainly focus on strict local minimax points to avoid degeneracy and to improve interpretability:
Definition 2.2 (strict local minimax (SLmM) [20, 21]). We call a stationary point (x∗,y∗) strictly local
minimax (SLmM) iff ∂yyf(x
∗,y∗) ≺ 0 and Dxxf(x∗,y∗)  0.
Needless to say, SLmM is indeed local minimax [20,21,23]. Its analogy in familiar minimization problems
is a non-degenerate minimizer at which the Hessian is strictly positive definite. Indeed, as we show below,
at a SLmM (x∗,y∗), x∗ is a non-degenerate minimizer of the envelope function f¯,y∗(x) for all small  while
y∗ is obviously a non-degenerate maximizer of f(x∗, ·). It is clear from the definition of the total derivative
Dxx in (4) that around a SLmM, the function f is strictly concave in y (follower) but need not be convex in
x (leader).
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Lemma 2.3 (e.g. [20]). Let (x∗,y∗) be a SLmM of f . There exists a unique continuously differentiable
function r such that r(x∗) = y∗ and for any x around x∗, r(x) is a local maximizer of f(x, ·) around y∗.
Moreover, r′(x) = −(∂−1yy · ∂yx)f(x, r(x)).
Thus, when ∂yyf(x
∗,y∗) is strictly negative definite, y∗ is a local maximizer of f(x∗, ·) iff ∂yf(x∗,y∗) = 0,
and the envelope function f¯,y∗(x) simplifies to f(x, r(x)) around x
∗ (for small ) hence x∗ is a local minimizer
of f¯ if f¯
′
(x
∗) = Dxf(x∗,y∗) = 0 and f¯ ′′ (x
∗) = Dxxf(x∗,y∗)  0.
The practical relevance of SLmM is evidenced in the following example from the GAN literature:
Example 2.4 ( [31, p. 7]). Consider the following non-convex-concave GAN training problem, where we
minimize over some generator network G with parameter θ and maximize over some discriminator network
D with parameter φ:
min
θ
max
φ
`(θ,φ), where `(θ,φ) = Ex∼px [f(Dφ(x))] + Ez∼pz [f(−Dφ(Gθ(z)))]. (6)
Under some assumption, at a stationary point the Hessian satisfies:
∂θθ = 0, ∂φφ = 2f
′′(0)Ex∼px [∂φDφ(x) · ∂φD>φ (x)], ∂θφ = −f ′(0) · ∂θEx∼Gθ#pz [∂φDφ(x)].
Typically, f ′(0) 6= 0 and f ′′(0) < 0. For example, for vanilla GAN [2], f(x) = − log(1 + e−x), giving
f ′(0) = 12 and f
′′(0) = − 14 . Therefore, under reasonable assumption on the data and latent distributions,
∂φφ ≺ 0, Dθθ = ∂θθ − ∂θφ · ∂−1φφ · ∂>θφ  0, i.e. the stationary point is a SLmM. As pointed out in [31], the
loss ` is typically not a convex function of the generator parameter θ.
We define the local convergence rate of an iterative algorithm g around a candidate solution z∗ as
ρ := lim sup
t→∞
‖zt+1 − z∗‖
‖zt − z∗‖ , where zt+1 = g(zt), (7)
and we say the algorithm converges linearly if ρ < 1 and super-linearly if ρ = 0. It is well-known that
for a linearly convergent algorithm, its local convergence rate around z∗ coincides with the spectral radius
(i.e. maximum modulus of eigenvalues) of g′(z∗) (e.g. [32]). Thus, by performing a spectral analysis on the
Jacobian of different algorithms we can compare their local convergence rates.
3 First Newton-based algorithm: Gradient-Descent-Newton (GDN)
In this section we propose our first Newton-based algorithm (GDN) for solving the non-convex-concave
minimax problem (2), and make some connections and comparisons to existing algorithms.
As discussed in §1, many existing algorithms, including GDN, are based on a classic idea that goes (at
least) back to Uzawa [11]: we employ iterative algorithms F and L for the follower y and leader x, respectively.
The key is to allow F to adapt quickly to the update in L. Naturally, we propose to apply gradient descent
as L and Newton update as F:
xt+1 = xt − αL · ∂xf(xt,yt), yt+1 = yt − (∂−1yy · ∂y)f(x˜t+1,yt), (8)
where the updates are simultaneous if x˜t+1 = xt and alternating if x˜t+1 = xt+1. In the following we will
focus on the alternating version while a similar treatment of the simultaneous one can be easily done using
for instance [33, Theorem 2.3] (see also Appendix C.3 for comparison).
It is well-known that Newton’s method is affine invariant (e.g. [34, Section 9.5.1]): under any invertible
affine transformation v = Ty, Newton’s update remains essentially the same while gradient updates can
behave dramatically differently. Thus, for ill-conditioned follower problems (where the largest and smallest
eigenvalues of ∂yyf(x
∗,y∗) differ significantly), we expect Newton’s algorithm to behave well while gradient
algorithms will largely depend on the pre-conditioner that they use. We remark that Newton’s algorithm
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has been actively explored in deep learning since [35] and we note that the product ∂−1yy · ∂y can be effi-
ciently computed using for instance conjugate gradient equipped with Hessian-vector product computed by
autograd (using, e.g., the recent PyTorch second-order autograd API). We can further stabilize Newton’s
algorithm by employing a damping factor or suitable regularization and approximation [35] (see also Ap-
pendix B.7). Finally, to accelerate GDN, we can add momentum and replace the partial derivative ∂x with
the total derivative Dx, as discussed in Appendix C. Generalization to general sum games can be found in
Appendix C.2.3.
We can now present the local linear convergence rate of GDN to SLmM:
Theorem 3.1. Near a SLmM (x∗,y∗), GDN achieves linear convergence rate ρ = |1− αLλ1| ∨ |1− αLλn|,
where λ1 and λn are the largest and smallest eigenvalue of Dxxf(x
∗,y∗). Choosing the step size αL = 2λ1+λn
we obtain the optimal rate κL−1κL+1 where the condition number κL := λ1/λn.
As expected, the condition number of the follower problem ∂yyf(x
∗,y∗) has no effect on the local
convergence rate of GDN thanks to the Newton update on the follower y. On the other hand, the condition
number κL of the leader problem does appear, since GDN employed a gradient update for the leader x. We
will see how to remove the latter dependence in §4 below. In the following we make comparisons between
GDN and existing alternative algorithms and reveal interesting connections.
3.1 Total gradient descent ascent and Follow-the-ridge
Total gradient descent ascent (TGDA) Fiez et al . [20] proposed TGDA with F being gradient descent
for the follower and L being total gradient ascent for the leader (with αL = αF):
xt+1 = xt − αL · Dxf(xt,yt), yt+1 = yt + αF · ∂yf(xt,yt), (9)
where we use the total gradient D instead of the partial derivative ∂x for the update on the leader x.
Interestingly, we now show that TGD can be derived as a first-order approximation of GDN. Indeed,
suppose in GDN we perform the Newton update on the follower first: yt+1 = yt − (∂−1yy · ∂y)f(xt,yt), and
then we perform the (usual) gradient update on the leader x:
xt+1 = xt − αL · ∂xf(xt,yt+1) = xt − αL · ∂xf
(
xt,yt − (∂−1yy · ∂y)f(xt,yt)
)
(10)
≈ xt − αL ·
(
∂x − ∂xy · ∂−1yy · ∂y
)
f(xt,yt) = xt − αL · Dxf(xt,yt), (11)
where we performed first-order expansion of ∂xf w.r.t. y. Thus, TGDA approximates GDN in two aspects:
(1) it performed a first-order approximation of the update on the leader x; (2) it replaced the Newton update
on the follower y with a gradient update in (9).
Follow the ridge (FR) Wang et al . [22] proposed FR with F being a pre-conditioned gradient update for
the follower and L being the usual gradient update for the leader:
xt+1 = xt − αL · ∂xf(xt,yt), yt+1 = yt + (αF · ∂y + αL · ∂−1yy · ∂yx · ∂x)f(xt,yt). (12)
Similarly as TGDA, FR can also be derived as an approximation of GDN. Indeed, suppose in GDN we
perform the usual gradient update on the follower first, and then we perform the Newton update on the
follower y using the newly updated xt+1 (in ∂yf):
yt+1 = yt − ∂−1yy · ∂yf(xt+1,yt) = yt − ∂−1yy · ∂yf
(
xt − αL · ∂xf(xt,yt),yt
)
(13)
≈ yt − (∂−1yy · ∂y)f(xt,yt) + αL · (∂−1yy · ∂yx · ∂x)f(xt,yt), (14)
where in the last line we performed first-order expansion of ∂y w.r.t. x. Thus, FR also approximates GDN
in two aspects: (1) it performed a first-order approximation of the update on the follower y; (2) it replaced
the Newton part on the resulting approximation with a gradient update in (12).
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In fact, it is not a coincidence that both TGDA and FR can be derived as first-order approximations of
GDN—the two are in some sense “transpose” of each other. Indeed, denote
P =
[−αLI αL(∂xy · ∂−1yy )f
0 αFI
]
, z =
[
x
y
]
, ∂zf =
[
∂xf
∂yf
]
. (15)
Then, we can equivalently rewrite TGDA and FR respectively as:
TGDA : zt+1 = zt + P · ∂zf(zt), FR : zt+1 = zt + P> · ∂zf(zt). (16)
In other words, the two algorithms amount to performing some pre-conditioning on GDA, and their pre-
conditioning operators are simply transpose of each other. Since the preconditioning operator P is (block)
triangular, it follows that TGDA and FR have the same Jacobian spectrum around a SLmM:
Theorem 3.2. Near a SLmM (x∗,y∗), TGDA and FR achieve the same linear convergence rate ρ = ρL∨ρF,
where ρL = |1 − αLλ1| ∨ |1 − αLλn| and ρF = |1 − αFµ1| ∨ |1 − αFµm|, with λ1 and λn (resp. µ1 and µm)
being the largest and smallest eigenvalue of Dxxf(x
∗,y∗) (resp. of −∂yyf(x∗,y∗)). In particular, choosing
αL = 2/(λ1+λn) and αF = 2/(µ1+µm) we obtain the optimal convergence rate
κL−1
κL+1
∨κF−1κF+1 , where κL := λ1/λn
and κF := µ1/µm.
A slightly weaker result for FR, using only eigenvalues of the Hessian, has appeared in [22]. Compared
to Theorem 3.1, GDN is locally always faster, especially when the follower problem is ill-conditioned (i.e.
when κF is large compared to κL), a point that we will verify in our experiments.
3.2 Two-time-scale algorithms
Perhaps one of the first algorithms for solving the minimax problem (2) is gradient-descent-ascent (GDA) [11],
where we adopt gradient descent as L for updating the leader while we use gradient ascent as F for updating
the follower:
xt+1 = xt − αL · ∂xf(xt,yt), yt+1 = yt + αF · ∂yf(xt,yt). (17)
For our non-convex-concave setting, it seems necessary to use two different scales of the step sizes [21,26],
i.e. αL = o(αF), as is typical in stochastic approximation [25], to converge linearly near a SLmM (see also [23]).
However, in practice 2TS-GDA is hard to tune, especially when the follower problem is ill-conditioned, as
we will verify in our experiments below. While it seems difficult to derive the optimal convergence rate for
2TS-GDA, we note that 2TS-GDA (locally) converges more slowly than TGDA and FR, hence also GDN
(see Appendix D).
3.3 Unrolled gradient descent ascent
Lastly, we make some comparison to unrolled gradient descent ascent (UGDA), which has been used to train
GANs in [27]. After each gradient descent update on the leader, UGDA performs k gradient ascent updates
on the follower (two-time-scale modification can be found in the proof of Theorem 3.3 in Appendix A):
xt+1 = xt − α · ∂xf(xt,yt), yt+1 = g(k)(yt) with g(y) = y + α · ∂yf(xt+1,y), (18)
where g(k) means “composition for k times.” Intuitively, letting k → ∞ amounts to solving the follower
problem exactly by gradient ascent, i.e.,
xt+1 = xt − α · ∂xf(xt,yt), yt+1 = r(xt+1), (19)
where recall from Lemma 2.3 that r is the best response function. The update (19) is essentially the original
proposal by Uzawa [11]. Interestingly, GDN and Uzawa’s approach share the same Jacobian at a SLmM,
confirming the conventional wisdom that when sufficiently close to the optimum, a single Newton step is as
good as solving the problem exactly. Continuing with the notation in Theorem 3.2, we derive the following
“asymptotic” result for UGDA:
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Theorem 3.3. Near a SLmM (x∗,y∗), UGDA achieves linear convergence rate ρ = |1 − αλ1| ∨ |1 − αλn|
when k → ∞ and α < 2/µ1. If µ1 < λ1 + λn, choosing α = 2/(λ1 + λn) we obtain the optimal rate κL−1κL+1 ,
otherwise with α approaching 2/µ1 we obtain a suboptimal rate 1− 2λn/µ1.
For this theorem, two-time-scale modification of UGDA yields a slightly stronger result (see the proof
of Theorem 3.3 in Appendix A) since there is no need for the constraint µ1 < λ1 + λn. When µ1 is large
(meaning the follower problem has a sharp curvature), we have to use a small step size α for updating the
follower, and the resulting rate can be slower than GDN. Similar to 2TS-GDA, in practice it is hard to
gauge how many unrolling steps we need to approximate the exact algorithm (19) sufficiently well. When
the follower problem is ill-conditioned, the number of unrolling steps may grow excessively large and we have
to use a small step size α to ensure convergence.
4 Second Newton algorithm: complete Newton (CN)
Our first Newton-based algorithm, GDN, although evades possible ill-conditioning of the follower problem,
may still converge slowly if the leader problem is also ill-conditioned. In this section we propose a complete
Newton algorithm that locally converges super-linearly to a SLmM and evades ill-conditioning of both leader
and follower problems.
Recall from Definition 2.1 that at a SLmM the leader solution x∗ is a local minimizer of the envelope func-
tion f¯ (for all small ). The following result confirms that the envelop function is indeed twice differentiable
and derives its gradient and Hessian:
Theorem 4.1. Consider any (x∗,y∗) where ∂yf(x∗,y∗) = 0 and ∂yyf(x∗,y∗) ≺ 0. Then, there exists
0 > 0 such that for any  ∈ (0, 0], f¯(x) is twice differentiable on a neighborhood N (x∗) of x∗, such that
for any x ∈ N (x∗),
f¯ ′(x) = ∂xf(x,y), f¯
′′
 (x) = Dxxf(x,y), (20)
where y is uniquely (and implicitly) determined by ∂yf(x,y) = 0.
Thus, it is natural to replace the gradient update of the leader in GDN to the following envelope Newton
update, which we call the complete newton (CN) method:
xt+1 = xt − (D−1xx · ∂x)f(xt,yt), yt+1 = yt − (∂−1yy · ∂y)f(xt+1,yt). (21)
To our best knowledge, CN is the first genuine second-order method that (we prove below) achieves super-
linear rate. We remark that the envelope Newton update D−1xx ·∂x can be implemented as solving the following
linear system: [
∂xx ∂xy
∂yx ∂yy
] [
∆x
∆v
]
=
[
∂x
0
]
⇐⇒ ∆x = [I 0] [∂xx ∂xy
∂yx ∂yy
]−1 [
∂x
0
]
= D−1xx∂x. (22)
As a result, when m ≈ n, CN has similar complexity as TGDA, FR and GDN, which all use second order
information, although only CN enjoys the following super-linear local convergence:
Theorem 4.2. Suppose the Hessian of f is locally Lipschitz continuous. Then, CN (locally) converges
super-linearly to a SLmM z∗ = (x∗,y∗). More precisely, there exists a constant M > 0 such that
lim sup
t→∞
‖zt+1 − z∗‖
‖zt−1 − z∗‖2 ≤M <∞. (23)
Note that the super-linear convergence of CN is not affected by the ill-conditioning of either the leader
or the follower problem. We end this section by pointing out the sensitivity to initialization of our Newton-
based algorithms: CN and GDN require the initialization to be close to the solution we desire, similar to
the conventional Newton algorithm for minimization. Fortunately, we can employ a hybrid approach. For
instance, we may run TGDA or FR or damped Newton (c.f. Appendix B.7) for the initial phases and then
switch to CN or GDN to converge quickly and to evade ill-conditioning.
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Figure 1: Convergence on learning Gaussian distributions. (left) identity covariance. (right) ill-conditioned
covariance diag(1, 0.05). Step sizes: αL = 0.05 and αF = 0.5. CN quickly reaches the precision limit of double
precision floating points.
(a) synthetic (b) covariance: generator (c) covariance: discriminator
Figure 2: (left) Comparison on a synthetic example. “ugda-k” means taking k unrolling steps; (middle
and right) Learning the covariance of a Gaussian. For GDN we use the same step size 0.02 (except 2TS-
GDA). We add a squared regularization with coefficient 1e-5. For UGDA we choose unrolled step 20 and for
2TS-GDA, FR and TGDA we choose αF = 0.2 and αL = 0.02.
5 Experiments
In this section we conduct numerical experiments to compare the algorithms that we studied above. Our re-
sults confirm the fast convergence of Newton-type methods and their advantage in dealing with ill-conditioned
problems. Some experiments are deferred to the appendix due to a lack of space.
Synthetic example. Consider minimax optimization for the following synthetic example:
f(x,y)=−2.5x21−0.025x22−0.5y21−0.05y22+x1y2+x2y1−0.01(y41 + y42)+0.3x41+0.2x42−x31y2.
It has a SLmM at (0,0) which is not a Nash equilibrium. At this point, ∂yy is ill-conditioned. Figure 2a
shows that Newton-type methods can cope with the ill-conditioning well. It can be seen from Figure 2a
that 2TS-GDA diverges, showing its instability and difficulty to tune. TGDA/FR converge at a similar rate
as expected from Theorem 3.2, both slower than GDN. Specifically, CN achieves the SLmM in very few
steps. We also compare UGDA with GDN. It can be seen from Figure 2a that UGDA does not suffice to
approximate GDN with 50 unrolling steps but can only approximate GDN when we take many unrolling
steps, say 100, since this problem is ill-conditioned. For fair comparison we choose αL = 0.08 and αF = 0.5
for all algorithms. More synthetic examples can be found in Appendix B.3.
Estimating the mean and covariance of a Gaussian. Consider learning a Gaussian distribution
x ∼ N (µ,Σ) using JS-GAN [2], where the latent variable z follows standard Gaussian N (0, I). First,
we estimate the mean µ with two fixed covariance matrices, Σ = I and also an ill-conditioned covariance
Σ = diag(1, 0.05). We use discriminator D(x) = σ
(
ω>x
)
and generator G(z) = z + η. Second, we estimate
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Figure 3: Convergence on a mixture of 8 Gaussians. Top: samples from generator. Bottom: discriminator
prediction. Last column: gradient norms during training.
an ill-conditioned covariance Σ = diag(1, 0.04) with a fixed mean µ = 0. We use D(x) = σ
(
x>Wx
)
and
G(z) = Vz. The corresponding GAN training problems are not convex-concave, yet the optimal solutions
are SLmM (see Appendix B).
Comparison among algorithms are presented in Figures 1, 2b and 2c. When learning the mean, the
Hessian of the discriminator ∂ωω = − 12Σ. Thus the condition number of the discriminator depends on
the condition number of the covariance. For the identity covariance in Figure 1a, all algorithms, except
complete Newton, converge at a similar linear rate, as in this case Dηη = −∂ωω = 12I so they all have the
same spectrum. On the other hand, CN converges at a super-linear rate, quickly reaching the precision
limit of double precision floating points. In sharp contrast, all existing methods severely slow down on the
ill-conditioned covariance matrices (Figures 1b, 2b and 2c), while only Newton-type methods are able to
maintain their fast convergence, confirming our theory that Newton-type methods can better cope with
ill-conditioned problems.
On the well-conditioned problem in Figure 1a, TGDA and FR almost overlap with each other, confirming
that they share the same convergence rate, as they can be viewed as using preconditioning operators that
are transpose of each other (see (16)). On ill-conditioned problems in Figures 1b, 2b and 2c, they still
converge at a similar rate in terms of the norms of the discriminator and generator. However, when it
comes to the convergence behaviour on the leader and the follower separately, it is slightly different: TGDA
converges faster on the generator; while FR converges faster on the discriminator, confirming the different
approximations they make w.r.t. GDN.
Mixture of Gaussians. Finally, we study learning a mixture of Gaussians using JS-GAN in Figure 3
(see detail in Appendix B). In order to inspect local convergence, we first run GDA and use its output as
initialization. We plot the distribution learned by the generator, the discriminator prediction, and gradient
norms during training. The discriminator trained by GDN is totally fooled by the generator, predicting
constant 12 almost everywhere, and the gradient norms vanish quickly after a few epochs. In contrast,
gradient norms of TGDA and FR decrease slowly. We also compare the per epoch running time of different
algorithms (Table 2). TGDA, FR and GDN have similar running time as they solve a linear system of
similar size in their updates, while CN is roughly twice slower than GDN due to solving two linear systems.
Although this is a two dimensional example, the minimax optimization problem has several hundred thousand
of variables, demonstrating the scalability of Newton-type algorithms to medium-sized problems.
6 Conclusions
In this work we systematically compared existing algorithms for solving non-convex-concave minimax prob-
lems and provided some revealing connections. We developed two Newton-based algorithms that share similar
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Table 2: Running time per epoch of different algorithms on learning mixture of Gaussians.
method GDA TGDA FR GDN CN
time (in sec) 0.09 9.35 9.66 9.67 22.78
computational complexity as existing alternatives (that explore second-order information) but locally con-
verge (much) faster near strict local minimax points, especially for ill-conditioned problems. Experiments on
training GANs confirmed our theoretical results. One future direction is to explore quasi-Newton variations
such as L-BFGS [36] to scale to much larger problems. It would also be interesting to extend our methods
to smooth n-player games (e.g. [30]).
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A Proofs
In the following algorithms we assume the invertibility of ∂yyf and f is twice continuously differentiable
around a stationary point (x∗,y∗). We always denote (x∗,y∗) as a stationary point and z = (x,y). We
also sometimes omit the operand in the second-order derivatives when the underlying function is clear from
context (most often f). For example, ∂yy also represents ∂yyf . Our proofs will rely on the following lemma,
especially for methods that use second-order information:
Lemma A.1. Given f : Rd → Rn×m and g : Rd → Rm, assume g is Fre´chet differentiable at z and
g(z) = 0, and f is continuous at z. Then, the product function h = fg is Fre´chet differentiable at z with
h′(z) = f(z)g′(z).
Proof. It suffices to prove that ‖h(z + δ)− h(z)− f(z)g′(z)>δ‖ = o(‖δ‖). This is because:
‖h(z + δ)− h(z)− f(z)g′(z)>δ‖ ≤ ‖(f(z + δ)− f(z))g(z + δ)‖ +
+ ‖f(z)(g(z + δ)− g(z)− g′(z)>δ)‖ (A.1)
≤ o(1) · ‖g(z + δ)− g(z)‖+ o(‖δ‖) (A.2)
= o(‖δ‖), (A.3)
using the continuity of f and Fre´chet differentiability of g.
Now let us give the proofs in this paper.
Theorem 3.1. Near a SLmM (x∗,y∗), GDN achieves linear convergence rate ρ = |1− αLλ1| ∨ |1− αLλn|,
where λ1 and λn are the largest and smallest eigenvalue of Dxxf(x
∗,y∗). Choosing the step size αL = 2λ1+λn
we obtain the optimal rate κL−1κL+1 where the condition number κL := λ1/λn.
Proof. With Lemma A.1, one can compute the Jacobian at (x∗,y∗):
JNewton =
[
I− αL∂xx −αL∂xy
−∂−1yy ∂yx 0
]
. (A.4)
The characteristic equation is:
det(λ((λ− 1)I + αL∂xx)− αL∂xy∂−1yy ∂yx) = 0. (A.5)
For alternating updates, using [33, Theorem 2.3], we take ∂−1yy ∂yx → λ∂−1yy ∂yx in (A.4), and the characteristic
equation becomes:
det(λ((λ− 1)I + αL∂xx)− λαL∂xy∂−1yy ∂yx) = 0, (A.6)
which reduces to λ = 0 or
det((λ− 1)I + αL(∂xx − ∂xy∂−1yy ∂yx)) = 0. (A.7)
So, for any strict local minimax point, alternating GD-Newton converges for small enough αL, and the
convergence rate of ‖zt − z∗‖ is:
ρ(JNewton) = max
i
|1− αLλi|, (A.8)
From (A.8) it suffices to solve the following minimization problem:
min
αL>0
max
i
|1− αLλi|. (A.9)
maxi |1− αLλi| is a piece-wise linear function and it is minimized at the point where αLλ1 − 1 = 1− αLλn.
Solving it gives αL = 2/(λ1 + λn) and the local convergence rate 1− 2/(κL + 1), with κL := λ1/λn.
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Theorem 3.2. Near a SLmM (x∗,y∗), TGDA and FR achieve the same linear convergence rate ρ = ρL∨ρF,
where ρL = |1 − αLλ1| ∨ |1 − αLλn| and ρF = |1 − αFµ1| ∨ |1 − αFµm|, with λ1 and λn (resp. µ1 and µm)
being the largest and smallest eigenvalue of Dxxf(x
∗,y∗) (resp. of −∂yyf(x∗,y∗)). In particular, choosing
αL = 2/(λ1+λn) and αF = 2/(µ1+µm) we obtain the optimal convergence rate
κL−1
κL+1
∨κF−1κF+1 , where κL := λ1/λn
and κF := µ1/µm.
Proof. With Lemma A.1 we compute the Jacobian at (x∗,y∗):
JTGDA =
[
I− αL(∂xx − ∂xy∂−1yy ∂yx) 0
αF∂yx I + αF∂yy
]
(A.10)
The spectral radius can be easily computed as:
ρ(JTGDA) = max
i
|1− αLλi| ∨max
j
|1− αFµj |. (A.11)
From [33, Theorem 2.3], alternating TGDA has the same convergence rate as simultaneous TGDA. Now
let us show that the Jacobian of FR has the same spectrum as TGDA. From (15) and the comment below
we know that
JTGDA = I + PHf(x
∗,y∗), JFR = I + P>Hf(x∗,y∗), (A.12)
which H is the Hessian of f(x,y). For simplicity we ignore the argument f and (x∗,y∗). With the similarity
transformation P−1PHP = HP, we know that PH has the same spectrum as HP, and also its transpose
(HP)> = P>H.
The optimal convergence rate is achieved by optimizing maxi |1−αLλi| and maxi |1−αFµi| respectively,
which is achieved at αL = 2/(λ1 + λn) and αF = 2/(µ1 + µm).
Theorem 3.3. Near a SLmM (x∗,y∗), UGDA achieves linear convergence rate ρ = |1 − αλ1| ∨ |1 − αλn|
when k → ∞ and α < 2/µ1. If µ1 < λ1 + λn, choosing α = 2/(λ1 + λn) we obtain the optimal rate κL−1κL+1 ,
otherwise with α approaching 2/µ1 we obtain a suboptimal rate 1− 2λn/µ1.
Proof. For simplicity we denote this algorithm as UGDA(α, n). The Jacobian matrix of the simultaneous
version update at (x∗,y∗) is:
Jn =
[
I− α∂xx −α∂xy
α
∑n−1
i=0 (I + α∂yy)
i∂yx (I + α∂yy)
n
]
. (A.13)
This is because g(n)(y), the update in UGDA(α, n), can be written iteratively:
g(1) = g(xt,y), . . . , g
(n) = g(xt, g
(n−1)), (A.14)
where g(xt,y) is the update in UGDA(α, 1). We verify that Dxg
(n) = ∂xg + ∂yg · Dxg(n−1) and prove the
derivative over xt by induction.
∞∑
i=0
(I + α∂yy)
i = (−α∂yy)−1, and (I + α∂yy)n → 0. (A.15)
Note that the series converges iff |1 − αµj | < 1 for all µj ∈ Sp(−∂yyf) (e.g. [37, Chapter 7]), i.e. α <
2/maxj µj = 2/µ1. Under this condition,
J∞ =
[
I− α∂xx −α∂xy
−∂−1yy ∂yx 0
]
. (A.16)
Using [33, Theorem 2.3], the characteristic polynomial of ∞-UGDA is:
det
[
(λ− 1)I + α∂xx α∂xy
λ∂−1yy ∂yx λI
]
= 0. (A.17)
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Solving the eigenvalues yields 1− αλi with λi ∈ Sp(Dxxf).
The optimal convergence rate is achieved by optimizing maxi |1−αλi|, which is achieved at α = 2/(λ1 +
λn). However, we also impose α < 2/µ1, which yields the assumption that µ1 < λ1 + λn. Otherwise, a
suboptimal rae is obtained via taking α→ 2/µ1.
We note that it is possible to modify UGDA to be two-time-scale as well, i.e.,
xt+1 = xt − αL · ∂xf(xt,yt), yt+1 = g(k)(yt) with g(y) = y + αF · ∂yf(xt+1,y). (A.18)
With this modification, it suffices that αF < 2/µ1 and the optimal rate is 1−2/(κL+1) with αL = 2/(λ1+λn).
We do not need the constraint that µ1 < λ1 + λn and there is no suboptimal rate. However, when ∂yy is
ill-conditioned the number of follower steps might be very large to approximate ∞-UGDA.
Theorem 4.1. Consider any (x∗,y∗) where ∂yf(x∗,y∗) = 0 and ∂yyf(x∗,y∗) ≺ 0. Then, there exists
0 > 0 such that for any  ∈ (0, 0], f¯(x) is twice differentiable on a neighborhood N (x∗) of x∗, such that
for any x ∈ N (x∗),
f¯ ′(x) = ∂xf(x,y), f¯
′′
 (x) = Dxxf(x,y), (20)
where y is uniquely (and implicitly) determined by ∂yf(x,y) = 0.
Proof. Since f ∈ C2, we know that near (x∗,y∗) the partial Hessian ∂yy remains negative definite. Applying
the implicit function theorem we know
(x,y) ∈ Z and ∂yf(x,y) = 0 ⇐⇒ x ∈ X and y = r(x), (A.19)
where Z and X are neighborhoods of (x∗,y∗) and x∗, respectively, and r is some function in C1. Shrinking
the neighborhood X if necessary so that r(X ) ⊆ N (y∗, 9/10) and ∂yy remains negative definite. Thus, for
x ∈ X , we know the function f(x, ·) is strictly concave. Applying the equivalence in (A.19):
∀x ∈ X , f¯(x) = f(x, r(x)), (A.20)
where we used the fact that any strictly concave function is uniquely maximized at the point with vanishing
gradient. Taking derivative wrt x we have:
f¯ ′(x) = ∂xf(x, r(x)) + r
′(x) · ∂yf(x, r(x)) = ∂xf(x, r(x)), (A.21)
where we applied again (A.19) in the last equality. Since f ∈ C2, we can take the derivative wrt x again
using Lemma A.1:
f¯ ′′ (x) = ∂xxf(x, r(x)) + r
′(x) · ∂yxf(x, r(x)). (A.22)
From (A.19) we have
∂xyf(x, r(x)) + r
′(x) · ∂yyf(x, r(x)) = 0, (A.23)
which, when plugged into (A.22), yields the claimed formula (20).
Theorem 4.2. Suppose the Hessian of f is locally Lipschitz continuous. Then, CN (locally) converges
super-linearly to a SLmM z∗ = (x∗,y∗). More precisely, there exists a constant M > 0 such that
lim sup
t→∞
‖zt+1 − z∗‖
‖zt−1 − z∗‖2 ≤M <∞. (23)
Proof. We first compute the Jacobian of the simultaneous version of Complete Newton:
xt+1 = xt − D−1xx∂xf(xt,yt), yt+1 = yt − ∂−1yy ∂yf(xt,yt). (A.24)
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Denote Dxx = ∂xx − ∂xy∂−1yy ∂yx, its Jacobian is:[−D−1xx∂xy∂−1yy ∂yx −D−1xx∂xy
−∂−1yy ∂yx 0
]
. (A.25)
For alternating updates, using [33, Theorem 2.3], we take ∂−1yy ∂yx → λ∂−1yy ∂yx in (A.25), and the characteristic
polynomial for alternating Newton is λ2 = 0, which gives λ = 0. So, the convergence rate is super-linear.
Now let us study the exact convergence rate. We first prove
‖yt+1 − y∗‖ ≤ L1‖yt − y∗‖2 + L′1‖xt+1 − x∗‖, (A.26)
and then
‖xt+1 − x∗‖ ≤ L2‖xt − x∗‖2 + L′2‖yt−1 − y∗‖2. (A.27)
With these two inequalities, we can prove:
‖zt+1 − z∗‖ = O(‖zt − z∗‖2 + ‖zt−1 − z∗‖2). (A.28)
Part I To prove (A.26), note that
‖yt+1 − y∗‖ = ‖yt − y∗ − ∂−1yy ∂yf(x∗,yt) + ∂−1yy ∂yf(x∗,yt)− ∂−1yy ∂yf(xt+1,yt)‖ (A.29)
≤ ‖∂−1yy f(x∗,yt)(∂yyf(x∗,yt)(yt − y∗)− ∂yf(x∗,y))‖+ (A.30)
+ ‖∂−1yy ∂yf(x∗,yt)− ∂−1yy ∂yf(xt+1,yt)‖. (A.31)
From the local Lipschitzness of ∂−1yy ∂y, we know that the second term is at most L
′
1‖xt+1 − x∗‖, with L′1 an
absolute constant. The first term can be upper bounded as:
‖∂−1yy f(x∗,yt)(∂yyf(x∗,yt)(yt − y∗)− ∂yf(x∗,yt))‖ ≤ ‖∂−1yy f(x∗,yt)‖ ×
× ‖(∂yyf(x∗,yt)(yt − y∗)− ∂yf(x∗,yt) + ∂yf(x∗,y∗)‖ ≤ L1‖yt − y∗‖2, (A.32)
from the local Lipschitzness of the second-order derivatives, with L1 an absolute constant. Therefore we
have proved (A.26).
Part II To prove (A.27), we use the shorthand notation Dxx for ∂xx − ∂xy∂−1yy ∂yx, and Lemma 2.3:
‖xt+1 − x∗‖ = ‖xt − x∗ − D−1xx∂xf(xt, r(xt)) + D−1xx∂xf(xt, r(xt))− D−1xx∂xf(xt,yt)‖
≤ ‖D−1xx (Dxxf(x, r(xt))(xt − x∗)− ∂xf(xt, r(xt)))‖+ L3‖r(xt)− yt‖,
(A.33)
with L3 an absolute constant. Note that we assumed (xt,yt) to be in a neighborhood of (x
∗,y∗) such that
Lemma 2.3 holds. The first term can be upper bounded as:
‖D−1xxf(xt, r(xt)‖ · ‖Dxxf(xt, r(xt))(xt − x∗)− Dxf(xt, r(xt)) + Dxf(x∗,y∗)‖
≤ L4‖xt − x∗‖2, (A.34)
using the local Lipschitz continuity of Dxx, with L4 an absolute constant. To upper bound the second term,
note that:
∂yf(xt, r(xt)) = 0, (A.35)
and
‖∂yf(xt, r(xt))− ∂yf(xt,yt)‖ = ‖∂yf(xt,yt)‖ = ‖∂yf(xt,yt−1 −∆y)‖, (A.36)
16
with ∆y = ∂−1yy ∂yf(xt,yt−1). Therefore,
‖∂yf(xt,yt−1 −∆y)‖ = ‖∂yf(xt,yt−1 −∆y)− ∂yf(xt,yt−1)− ∂−1yy f(xt,yt−1)(−∆y)‖
≤ L′3‖∂yf(xt,yt−1)− ∂yf(x∗,y∗)‖2
≤ L′4(‖xt − x∗‖2 + ‖yt−1 − y∗‖2), (A.37)
from the Lipschitz continuity of ∂yy, where L
′
3 and L
′
4 are absolute constants. On the other hand, since the
eigenvalues of ∂yy have a lower bound on the neighborhood of (x
∗,y∗), we obtain:
‖∂yf(xt, r(xt))− ∂yf(xt,yt)‖ ≥ µ‖r(xt)− yt‖, (A.38)
with µ > 0. Combining the inequalities above we have:
‖r(xt)− yt‖ = O(‖xt − x∗‖2 + ‖yt−1 − y∗‖2), (A.39)
and thus (A.27) and (A.28). In fact, we can always shrink the neighborhood in Lemma 2.3 when necessary
so that with (A.28) the updated iterate (xt+1,yt+1) is still in the neighborhood.
Part III Denote ut = ‖zt+1 − z∗‖, we have:
ut+1 ≤ L(u2t + u2t−1), (A.40)
for some absolute constant L. Use the bounding sequence {vn} such that v1 = u1, v2 = u2 and vt+1 =
L(v2t + v
2
t−1). {ut} is upper bounded by {vt}. We have vt+1 = L(v2t + v2t−1) ≥ Lv2t , and thus
vt+1 ≤ L(v2t + v2t−1) ≤ Lv2t + vt ≤ Cvt, (A.41)
for some absolute constant C. So
vt+1 ≤ L(C2 + 1)v2t−1, (A.42)
and thus we have (23).
B Experimental details
In this section, we report experimental details.
B.1 Compute second-order derivatives
In our implementation, all hessian-vector products are computed via auto-differentiation. For example, the
product between ∂yyf(x,y) and any vector u can be computed by the following trick:
∂yyf(x,y) · u = ∂
∂y
(
∂yf(x,y)
>u
)
,
which allows us to compute any hessian-vector product in linear time (w.r.t. neural network size). Hessian-
vector-product for ∂xx, ∂xy and ∂yx can be computed in a similar way.
B.2 Computing matrix inverses
To efficiently implement Newton’s methods, all matrix inverses are computed by least squares via the con-
jugate gradient method. However, addition effort is necessary for complete Newton. Recall the complete
Newton’s update rule on x:
xt+1 = xt −
(
∂xx − ∂xy∂−1yy ∂yx
)−1
∂xf(xt,yt) (B.1)
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Figure 4: (left:) Comparison of the convergence among 2TS-GDA, UGDA, TGDA, FR, GDN and CN. We
use log ‖zt‖ to measure the closeness to the local minimax point. For fair comparison we use the same step
sizes. For 2TS-GDA, TGDA and FR we take αL = 0.001 and αF = 0.1; for UGDA we take α = 0.001 and
k = 50; for GDN we take α = 0.001. For CN, we take γt = 0.2 for the first 150 epochs and γt = 1 after
that. (right:) Algorithms that do not respect the order of x and y will not converge, such as 1TS-GDA =
GD(x, 0.001) + GA(y, 0.001), Newton-Newton = SN(x) + SN(y) and Newton-GD = SN(x) + GA(y, 0.001)
(see Appendix E for detailed definitions).
Inverting ∂yy and then inverting ∂xx − ∂xy∂−1yy ∂yx is not only time consuming (which involves two loops of
conjugate gradient), but also numerically unstable. In practice, there is a better way to compute the inverse
of the Schur complement.
Lemma B.1. If D and S := A−BD−1C are invertible, then the matrix [A B; C D] is invertible, with:[
A B
C D
]−1
=
[
S−1 −S−1BD−1
−D−1CS−1 D−1 + D−1CS−1BD−1
]
. (B.2)
Proof. Straightforward by multiplying [A,B; C,D] with the right hand side of (B.2).
With Lemma B.1, we directly inverse a larger matrix
[
∂xx ∂xy
∂yx ∂yy
]
. The upper left block of its inverse is
exactly the inverse of the Schur complement.
B.3 Synthetic examples
We use synthetic examples to further demonstrate the fast convergence of Newton-type methods.
Example B.2. We study the following synthetic minimax problem, which is non-convex-strongly-concave:
min
x
max
y
f(x, y) :=
x4
4
− x
2
2
+ 2xy − y
2
100
− y
4
4
. (B.3)
f(x, y) has a SLmM at (0, 0) which is also global minimax (f¯(x) ≥ f(x, x)). The left of Figure 4 shows the
convergence of the methods to a local minimax point. Our new methods, GDN and CN converge much faster
than existing algorithms. Specifically, for complete Newton, as long as we are close to the local minimax
point, the convergence is super-linear.
We also try algorithms that do not respect the order of x and y, such as 1TS-GDA and Newton-Newton
(see Figure 4). From the right of Figure 4, it can be seen that they do not converge. We can also see the
intrinsic order by showing that if we switch the role of x and y in GDN, the algorithm will diverge as well.
Example B.3. Our next example considers a high dimensional quadratic case:
f(x,y) = x>
[−2.5 0
0 −0.025
]
x + y>
[−0.5 0
0 −0.05
]
y + x>
[
0 1
1 0
]
y. (B.4)
It has a SLmM at (0,0) which is not a Nash equilibrium. From this example, we can also see that GD-Newton
behaves better than GD, Follow-the-ridge and TGDA, as shown in Figure 5. Moreover, CN converges at a
superlinear rate.
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Figure 5: Comparison of the convergence among 2TS-GDA, UGDA, TGDA, FR, GDN and CN. The y-axis
shows the distance to the SLmM. (left) For 2TS-GDA, FR and TGDA we take αL = 0.2 and αF = 0.5; for
GDN we take αL = 0.2. It can be seen that 2TS-GDA diverges; for UGDA we take α = 0.2 and unrolled
step 50; GDN is much faster than both FR and TGDA. CN converges to the local minimax within only 3
steps. The initialization is x0 = (0.2, 0.4) and y0 = (0.3, 0.5). (right) The initialization is x0 = (0.02, 0.04)
and y0 = (0.03, 0.05). For 2TS-GDA, TGDA and FR we choose αL = 0.08 and αF = 0.5; for UGDA we
choose α = 0.08 and unrolled step 50; for GDN we choose αL = 0.08.
Example B.4. We also try the non-quadratic variant of Example B.3, as presented in Section 5:
f(x,y) = x>
[−2.5 0
0 −0.025
]
x + y>
[−0.5 0
0 −0.05
]
y + x>
[
0 1
1 0
]
y
− 0.01(y41 + y42) + 0.3x41 + 0.2x42 − x31y2. (B.5)
It has a SLmM at (0,0) which is not a Nash equilibrium. The experimental comparison can be seen on the
right of Figure 5. We obtain similar results as in Example B.3.
The two examples above show the fast convergence of GDN compared to TGDA and FR, and the
superlinear convergence of CN. It is not surprising that TGDA and FR have similar performance from our
analysis in Section 3.1. Unrolled GDA can achieve similar performance as GDN, but only when the number
of unrolled steps is large. On the other hand, two-time-scale GDA would diverge even with the same step
sizes as TGDA/FR.
B.4 Learning the mean of a single Gaussian
We consider a simple special case of GAN training:
min
η
max
ω
Ex∼N (0,Σ) log σ(ω>x) + Ez∼N (0,Σ) log
(
1− σ(ω>(z + η))) , (B.6)
where the discriminator is a linear classifier:
D(x) = σ
(
ω>x
)
, (B.7)
and the generator is a translation:
G(z) = z + η. (B.8)
The problem is concave-concave. It is easy to check that (η,ω) = (0,0) is a global minimax point. We have
the gradients:
∂ηf(η,ω) = −Ez∼N (0,Σ)σ(ω>(z + η))ω (B.9)
∂ωf(η,ω) = Ex∼N (0,Σ)(1− σ(ω>x))x− Ez∼N (0,Σ)σ(ω>(z + η))(z + η) (B.10)
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and hessian
∂ηηf(η,ω) = −Ez∼N (0,Σ)σ(ω>(z + η))(1− σ(ω>(z + η)))ωω> (B.11)
∂ωωf(η,ω) = −Ex∼N (0,Σ)σ(ω>x)(1− σ(ω>x))xx>, (B.12)
− Ez∼N (0,Σ)σ(ω>(z + η))(1− σ(ω>(z + η)))(z + η)(z + η)>, (B.13)
∂ηωf(η,ω) = −Ez∼N (0,Σ)(σ(ω>(z + η))I + σ′(ω>(z + η))(z + η)ω>). (B.14)
At the minimax point, we have
∂ηη = 0, ∂ωω = −1
2
Σ, ∂ηω = −1
2
I. (B.15)
This point is a SLmM. In particular, the covariance of data distribution determines the condition of ω. We
compare convergence speed in two cases: a well-conditioned covariance
Σ = I (B.16)
and an ill-conditioned covariance
Σ =
[
1 0
0 0.05
]
. (B.17)
We set αL = 0.05, αF = 0.5 and α = 0.05. We run conjugate gradient for up to 8 iterations and terminate it
whenever the norm of residual is smaller than 10−20. The size of training data is 10000.
B.5 Learning the covariance of a single Gaussian
Now let us consider learning the covariance of a Gaussian, with G(z) = Vz and D(x) = σ
(
x>Wx
)
with
µ = 0. We also assume x, z have the same dimension. The optimal solution is VV> = Σ and W = 0, which
we can show is a SLmM. One could repeat the same derivation as in Appendix B.4, but we can also easily
borrow the results from [31, Appendix D]. Using the same notation, we can write that near the optimal
solution,
∂WW ≺ 0, ∂VV = 0, and ∂WV is invertible, (B.18)
and thus the Schur complement is positive definite. In fact, the loss function is not convex in V as well by
computing, e.g., ∂VV`(I,V) and showing it has negative eigenvalues.
B.6 Mixture of Gaussians
Both discriminator and the generator are 4-layer ReLU network where each hidden layer has 256 neurons.
Latent variable z is sample from a 100 dimensional Gaussian. The size of training data is 20000.
We first use GDA (αL = αF = 0.01) with batch size 256 to find the initialization for other methods.
TGDA, FR and GD-Newton use αL = αF = 0.01. We run conjugate gradient for 20 iterations to solve linear
systems.
B.7 Damping and regularization
It is well-known that Newton-type methods only work in a neighborhood of the optimal solution. Therefore,
for convergence to a SLmM, we can use gradient descent-ascent to converge to a neighborhood of a local
minimax point, and then use Newton-type methods such as GDN or CN. Another modification might be to
add damping and regularization. For example, for the Newton step in GDN, we can instead apply:
y′ ← y − γ(∂yy − λI)−1∂yf(x,y), (B.19)
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Figure 6: (left) Landscape of f(x, y) = (x2 + 1)(2 + sin y). (0, pi2 ) is a strict local minimax point and (0,−pi2 )
is a local minimum. (right) The distance to the local minimax point for different algorithms with two
initializations: near the local minimax point and near the local minimum. In the second case, Newton-type
methods are attracted to the local minimum thus the distances stay constant.
where λ > 0 and 0 < γ ≤ 1. We call γ the damping coefficient and λ the regularization coefficient. If λ = 0
and γ = 1, then it is the pure Newton phase. If λ → ∞ while γ/λ stay fixed then the algorithm is simply
gradient ascent. We could modify GDN by taking an adaptive scheme of γ and λ to stabilize this method.
In a similar way, the Newton step of x in CN could be modified as:
x′ ← x− γ(Dxx + λI)−1∂xf(x,y), (B.20)
We could also choose an adaptive scheme of γ and λ, by choosing two sequences {γn} and {λn} s.t. γn → 1
and λn → 0 as the iteration step goes to infinity.
B.8 Newton-type methods are sensitive to initialization
We give a simple example to demonstrate that the stable fixed points of Newton-type methods that we study
may not always be local minimax points. Consider the following objective:
f(x, y) = (x2 + 1)(2 + sin y). (B.21)
WLOG, we can restrict −pi ≤ y ≤ pi due to periodicity. There are two types of stationary points: the local
minimax point (0, pi2 ) and the local minimum (0,−pi2 ). If initialized close enough to the local minimum, then
GDN/CN will converge to the local minimum rather than the local minimax point. In contrast, first-order
methods seem more robust to initialization in this case and always converges to the local minimax points.
See Figure 6 for an illustration.
In fact, in nonlinear optimization, it is well-known that Newton’s method is sensitive to initialization
(e.g. [38, p. 92]) due to its affine equivariance and how to resolve this issue (if possible) is beyond the scope
of our paper.
C Algorithmic modifications
We also propose two ways to accelerate our new algorithms. Notice that in GDN (8), the minimizer still takes
a gradient descent step. Therefore, we can accelerate it using Polyak’s momentum [39]. Our Theorem C.1
shows that after adding momentum, one can accelerate the convergence rate of GDN in Theorem 3.1 to
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1 − 2/(√κ + 1). Our second modification considers replacing the partial derivative of ∂x with the total
derivative Dx as in (3). For GDN and CN, this modification is equivalent to changing the alternating update
to a simultaneous one (see Appendix C.2 for detail).
C.1 GDN with momentum
We call the following algorithm as GD-Newton with (Polyak’s) momentum:
xt+1 = xt − α∂xf(xt,yt) + β(xt − xt−1), (C.1)
yt+1 = yt − ∂−1yy ∂yf(xt+1,yt). (C.2)
Theorem C.1. At a SLmM, denote λ1 and λn as the largest and the smallest eigenvalues of ∂xx−∂xy∂−1yy ∂yx.
Given α = 4/(
√
λ1 +
√
λn)
2 and β = ((
√
κ − 1)/(√κ + 1))2, alternating GD-Newton with momentum can
achieve a local convergence rate 1− 2/(√κ+ 1), with κ := λ1/λn.
Proof. In this proof we use ∂xx, ∂xy, ∂yx, ∂yy to denote second-order derivatives at the local minimax point
(x∗,y∗). For alternating GD-Newton with momentum, we use state augmentation (xt,yt)→ (xt,yt,xt−1,yt−1)
and compute the corresponding Jacobian as:
(β + 1)I− α∂xx −α∂xy −βI 0
−∂−1yy ∂yx 0 0 0
I 0 0 0
0 I 0 0
 . (C.3)
Computing the characteristic polynomial and with [33, Theorem 2.3] we have:
µ2 − (β + 1)µ+ αµλi + β = 0, (C.4)
with λi ∈ Sp(∂xx − ∂xy∂−1yy ∂yx). This is equivalent to the characteristic polynomial of the process:
wt+1 = wt − α(∂xx − ∂xy∂−1yy ∂yx)wt + β(wt −wt−1). (C.5)
From [32, Theorem 1, p. 65] we can obtain the fastest convergence rate among all choices of α, β.
C.2 The effect of total derivative
In this subsection we discuss the effect of using the total derivative instead of the partial derivative in the
update of x, in Newton-type methods. The effect of using the total derivative is to keep the same convergence
rate while we can replace the alternating updates with simultaneous ones. Also, for general sum games it is
necessary to use the total derivative in the update of x.
C.2.1 GD-Newton
It is also possible to combine TGD with Newton:
xt+1 = xt − Dxf(xt,yt), yt+1 = yt − [(∂−1yy ∂y)f ](xt,yt). (C.6)
JNewton =
[
I− αDxx 0
−∂−1yy ∂yx 0
]
. (C.7)
The convergence rate is the same as GD-Newton, with simultaneous or alternating updates.
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C.2.2 Complete Newton
If we replace the partial derivative with total derivative in (21), we obtain:
xt+1 = xt − [(D−1xxDx)f ](xt,yt), yt+1 = yt − [(∂−1yy ∂y)f ](xt,yt). (C.8)
The Jacobian can be evaluated as: [
0 0
−∂−1yy ∂yx 0
]
, (C.9)
which implies super-linear convergence. Combining with Appendix C.2.1 and Section 3 we can see that if
the update of y is Newton, the usage of the total derivative with simultaneous updates is equivalent to using
the partial derivative with alternating updates.
C.2.3 General sum games
GD-Newton could naturally be generalized to two-player general sum games [20], by which we mean to
minimize:
f¯(x) = max
y∈Y∗(x)
f(x,y), where Y∗(x) = argmin
y∈Y
g(x,y). (C.10)
We use ∂yg(x,y) = 0 as an implicit function that determines the best response r(x). It is unique when
∂yyg(x,y)  0. It leads to the definition of a strict local Stackelberg equilibrium (x,y) := (x, r(x)) ( [20]):
∂yg(x,y) = 0, Dxf(x, r(x)) = 0, (C.11)
∂yyg(x,y)  0, Dxxf(x, r(x))  0. (C.12)
Using implicit function theorem we obtain that:
Dxf := ∂xf − (∂xy∂−1yy )g · ∂yf, (C.13)
and ( [22]),
Dxxf = ∂xxf − (∂xy∂−1yy )g · ∂yxf − ∂x[(∂xy∂−1yy )g · ∂yf ] +
+ ∂y[(∂xy∂
−1
yy )g · ∂yf ](∂−1yy ∂yx)g, (C.14)
where both sides in (C.13) and (C.14) are applied on (x, r(x)). In the zero-sum case, g = −f . Hence (C.13)
and (C.14) reduce to (3) and (4) respectively. These functions induce GD-Newton for general sum games
naturally:
GDN(α) : xt+1 = xt − αDxf(xt,yt), yt+1 = yt − [(∂−1yy ∂y)g](xt+1,yt). (C.15)
Let us first compute the Jacobian of the simultaneous version of GDN near a strict local Stackelberg equi-
librium, where yt+1 = yt − [(∂−1yy ∂y)g](xt,yt):
JGDN =
[
I− α(∂xxf − ∂x[(∂xy∂−1yy )g · ∂yf ]) −α∂xyf + α∂y[(∂xy∂−1yy )g · ∂yf ]
−(∂−1yy ∂yx)g 0
]
. (C.16)
Computing the spectrum and using [33, Theorem 2.3] we have:
Theorem C.2. Near a strict local Stackelberg equilibrium, GDN can achieve linear convergence maxi |1−αλi|
with λi ∈ Sp(Dxxf). With α = 2/(λ1 + λn), GDN can achieve a local convergence rate 1 − 2/(κ + 1), with
κ := λ1/λn, and λ1 (λn) the largest (smallest) eigenvalue of Dxxf .
Proof. The proof is analogous to the proof of Theorem 3.1.
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C.3 Alternating vs. simultaneous GDN
In this subsection, we compare simultaneous GDN with alternating GDN in cases where α is small, as often
required in experiments due to stochastic noise. In fact, simultaneous GD-Newton can converge even faster
than alternating GD-Newton.
Let us make clear of the definitions first. In fact, the algorithm we proposed in (8) is using alternating
update, whereas its simultaneous version is:
xt+1 = xt − α∂xf(xt,yt), yt+1 = yt − ∂−1yy ∂yf(xt,yt). (C.17)
More detailed discussion can be found in e.g. [33].
Theorem C.3. Suppose at a strict local minimax point (x∗,y∗), [∂xx, ∂xy∂−1yy ∂yx] = 0.
1 Then there exists
an orthogonal matrix Q s.t. ∂xx = Q diag{u1, . . . , un}Q> and −∂xy∂−1yy ∂yx = Q diag{v1, . . . , vn}Q>. If for
any i, 0 < αvi < 1 and αui < 1− αvi −√αvi, then simultaneous GD-Newton always converges faster than
alternating GD-Newton near the local minimax point (x∗,y∗).
Proof. The two characteristic polynomials for simultaneous and alternating methods are separately:
λ2 − (1− αui)λ+ αvi = 0, λ(λ− 1 + αui + αvi) = 0, ∀ i. (C.18)
We require that αvi + αui < 1 for all i. In order for the simultaneous method to converge faster, suffices to
have: ∣∣∣∣12(1− αui ±√(1− αui)2 − 4αvi)
∣∣∣∣ < 1− αui − αvi, (C.19)
if (1− αui)2 ≥ 4αvi and
√
αvi < 1− αui − αvi, (C.20)
if (1− αui)2 < 4αvi. Solving the two cases above gives
0 < αvi < 1, αui < 1− αvi −√αvi. (C.21)
When α is small enough, the condition for α is always satisfied. Specifically, if ∂xx = 0, ui = 0 for all i,
and we have:
Corollary C.4. Suppose at a strict local minimax point (x∗,y∗), ∂xx = 0, ∂yy ≺ 0 and 0 < αv1 < (3−
√
5)/2
for vmax = λ1(−∂xy∂−1yy ∂yx), then simultaneous GD-Newton always converges faster than alternating GD-
Newton near (x∗,y∗).
Proof. Solving 1− αvi −√αvi > 0 and 0 < αvi < 1 gives 0 < αvi < (3−
√
5)/2.
The condition ∂xx = 0, ∂yy ≺ 0 is often satisfied in GANs, see Example 2.4.
D Two-time-scale GDA
Using results from [21] and similar notations as in Theorem 3.2, we derive the following result for 2TS-GDA:
Theorem D.1. Around a SLmM (x∗,y∗), for any δ > 0, ∃ γ0 > 0 such that for any γ > γ0, αF > 0 and
αL = αF/γ, 2TS-GDA converges linearly with rate ρ = ρL∨ρF, where ρL := (|1−αLλ1|+αLδ)∨(|1−αLλn|+αLδ)
and ρF := (|1− αFµ1|+ αFδ) ∨ (|1− αFµm|+ αFδ).
1The commutator of two matrices A,B is defined such that [A,B] := AB −BA.
24
Proof. The Jacobian of 2TS-GDA (17) at (x∗,y∗) is:
I + αF
[−γ−1∂xx −γ−1∂xy
∂yx ∂yy
]
=: I + αFH. (D.1)
Using [21, Lemma 36], for any δ > 0, there exist γ > 0 large enough, s.t. the eigenvalues of H, ν1, . . . , νn, νn+1, . . . , νm+n
satisfy:
|νi + λi/γ| < δ/γ, ∀i = 1, . . . , n, |νj+n + µj | < δ, ∀j = 1, . . . ,m, (D.2)
where λi ∈ Sp(∂xx − ∂xy∂−1yy ∂yx) and µj ∈ Sp(−∂yy). The spectral radius is then:
max
k∈[n+m]
|1 + αFνk| = max
i∈[n]
|1 + αFνi| ∨ max
j∈[m]
|1 + αFνj+n|. (D.3)
We can use triangle inequality and (D.2) to obtain that for any γ ≥ γ0:
|1 + αFνi| ≤ |1− αFµi/γ|+ αFδ/γ = |1− αLµi|+ αLδ, ∀i ∈ [n]. (D.4)
Similarly, |1 + αFνj+n| ≤ |1− αFµj |+ αFδ.
E Basic ingredients of minimization (maximization) steps
In this subsection we introduce the basic ingredients of minimax algorithms. We assume (x,y) to be close
enough to a SLmM such that the local best response function (Lemma 2.3) is well defined.
Gradient descent (ascent) Take a step size α, we do a minimization step for x: xt+1 = xt−α∂xf(xt,yt),
and we denote this update as GD(x, α), or simply GD. Similarly, we denote GA(y, α), or simply GA, as the
update yt+1 = yt + α∂yf(xt,yt).
Total gradient descent (TGD) A variant of GD is using the total derivative as the update (e.g. [20]):
xt+1 = xt − αDxf(xt, r(xt)) = xt − α[(∂x − ∂xy∂−1yy ∂y)f ](xt, r(xt)). (E.1)
Since we cannot obtain r(xt), we use yt as a surrogate, and therefore:
xt+1 = xt − α[(∂x − ∂xy∂−1yy ∂y)f ](xt,yt). (E.2)
We will use TGD(x, α) to denote this update for x. We also defined the total derivative operator:
Dx := ∂x − ∂xy∂−1yy ∂y. (E.3)
Follow the ridge In [22], the authors proposed a method that approximate
yt+1 ≈ r(xt+1) ≈ r(xt) + r′(xt)(xt+1 − xt). (E.4)
If we use yt+α∂yf(xt,yt) to approximate r(xt) and note that from Lemma 2.3, r
′(xt) = −[(∂−1yy ∂yx)f ](xt, r(xt)) ≈
−[(∂−1yy ∂yx)f ](xt,yt), then we have:
yt+1 = yt + α∂yf(xt,yt)− [(∂−1yy ∂yx)f ](xt,yt)(xt+1 − xt). (E.5)
We denote the update above for y as FR(y, α).
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Simple Newton Assuming ∂xx or ∂yy is invertible, the simple Newton method simply treats f(x,y) as a
function with only one variable with the other variable fixed as a constant. For example, at (xt,yt) we fix
yt and apply a Newton step on xt: xt+1 = xt − [(∂−1xx ∂x)f ](xt,yt), which we denote as SN(x). Similarly,
we denote yt+1 = yt − [(∂−1yy ∂y)f ](xt,yt), as SN(y). Due to affine invariance, simple Newton does not care
whether we are minimizing or maximizing, or even converging to a saddle point.
Envelope Newton The method above does not reflect the intrinsic order of minimax problems. To
overcome this problem, we need to use the second order derivative of the envelope function f¯(x), from the
definition of local minimax points. From Theorem 4.1, the update of x is:
xt+1 = xt − (f¯ ′′ (xt))−1f¯ ′(xt) = xt − [(D−1xx∂x)f)](xt, r(xt)), (E.6)
for xt close enough to x
∗. Replacing r(xt) with yt, we call this update as Envelope Newton, with the
notation EN(x). Similarly we can define the update for y near local max-min points (or GLPs [23]).
With the ingredients above, we are able to cook algorithms, as already shown in Table 1. There are two
ways to combine the updates of x and y. We call the update is alternating if yt+1 relies on xt+1 and yt,
and simultaneous if yt+1 only relies on xt and yt. A more general definition is in e.g. [33].
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