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Abstract
In this review article, we discuss the current status and future prospects of
perturbation theory as a means of studying the equilibrium thermodynamic
and near-equilibrium transport properties of deconfined QCD matter. We be-
gin with a brief introduction to the general topic, after which we review in
some detail the foundations and modern techniques of the real- and imaginary-
time formalisms of thermal field theory, covering e.g. the different bases used in
the real-time formalism and the resummations required to deal with soft and
collinear contributions. After this, we discuss the current status of applications
of these techniques, including topics such as electromagnetic rates, transport
coefficients, jet quenching, heavy quarks and quarkonia, and the Equations of
State of hot quark-gluon plasma as well as cold and dense quark matter. Finally,
we conclude with our view of the future directions of the field, i.e. how we an-
ticipate perturbative calculations to contribute to our collective understanding
of strongly interacting matter in the coming years.
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1. Introduction
The need to quantitatively understand extended quantum field theory sys-
tems is abundant in particle and nuclear physics as well as in cosmology. De-
pending on the details of the system under consideration, a number of different
computational methods, including nonperturbative ones, may be applicable.
However, there is only one theoretical framework that is both based on first
principles and maximally versatile in the sense that it is applicable even to real-
time quantities and can accommodate nonzero densities. This is perturbation
theory, or more generally a class of weak-coupling methods based on expanding
the functional integrals that define different physical quantities in powers (and
logarithms) of a coupling constant. The purpose of the review article at hand is
to introduce the most important aspects of modern thermal perturbation theory,
including its theoretical foundations and recent milestone results, within Quan-
tum Chromodynamics or QCD. For compactness, we limit our discussion to
thermal equilibrium, but consider a variety of different quantities and settings.
In particular, we discuss both bulk thermodynamic and real-time observables,
and cover both the realms of high temperatures, relevant for heavy-ion physics,
and high densities, needed in the description of cold quark matter, possibly
present inside (some) neutron star cores.
A recurrent issue in perturbative calculations is the need to perform resum-
mations of diagrams of all loop orders to reach a result valid to a given power of
the strong coupling constant g. Also, additional resummations are often neces-
sary to remedy poorly converging results. These issues are typically related to
contributions from soft collective excitations, associated with momentum scales
such as gT , g2T , or gµ, or with almost collinear (small-angle) scatterings. Such
contributions often lead to infrared (IR) divergences in naive, or unresummed,
perturbation theory, making their first appearance at different orders depending
on the quantity in question. What all these excitations have in common is that
their consistent inclusion in a weak coupling calculation requires first a proper
identification of the IR sensitive degrees of freedom, and then the development
of some type of an effective description for them. How such identifications are
made and the effective theories or resummations constructed in practical calcu-
lations is one of the leading themes of this article.
There exist two largely complementary formulations of perturbative thermal
field theory, dubbed the ‘real time’ and ‘imaginary time’ formalisms. Despite
their seemingly different starting points, they are equivalent and share many of
the same features regarding, e.g. IR sensitivity. Which one is the more prac-
tical tool of the two depends on the observable. As explained in some detail
in section 2, the real-time formalism is amenable to describing systems even
outside thermal equilibrium, and is well-suited for the determination of inher-
ently Minkowskian quantities, such as spectral functions and particle production
rates. The basics of this formalism, the resummations of soft and collinear modes
within it, and a selection of its most prominent recent applications are discussed
in sections 3, 4 and 5, respectively. We note that due to the technically rather
involved nature of this formalism and the unavailability of modern textbooks
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on the subject, section 4 is likely the most involved one in our review.
In comparison, the imaginary-time formalism, which is formulated assum-
ing thermal equilibrium from the outset, is considerably more straightforward
to follow. Its development relies on a formal analogy between the definition
of the Boltzmann operator e−Hˆ/T appearing in thermal expectation values and
the time-evolution operator of zero-temperature quantum field theory. This for-
malism is particularly well suited for the determination of bulk thermodynamic
quantities which are time independent and thus inherently ”Euclidean” in na-
ture, though an analytic continuation often allows one to address Minkowskian
quantities as well. The imaginary time formalism is covered in sections 6 and
7 of our review, beginning again from the basic formalism and subsequently
moving on to recent highlight results. In both parts, particular emphasis will
be given to a comparison of the two leading schemes used for resumming IR
contributions to physical quantities, dubbed Hard Thermal Loops perturbation
theory (HTLpt) and Dimensional Reduction (DR).
Before commencing with the article, we note that our discussion naturally
owes a lot to a number of existing textbooks and review articles on thermal field
theory. From textbooks, we should mention the the three classics by Joseph
Kapusta [1], Kapusta and Charles Gale [2], and Michel Le Bellac [3], applying
respectively the imaginary [1, 2] and real time [3] formalisms, as well as a more
recent book by Mikko Laine and Aleksi Vuorinen, concentrating on practical
perturbative computations mostly in the imaginary time formalism [4]. Among
review articles, we owe gratitude to both [5] and [6], which respectively con-
centrate on the Hard Thermal Loop framework and perturbative thermal field
theory in general. While both of these excellent articles have significant overlap
with our review, we feel that an update has been due for some time. The reason
for this is related to recent advances on one hand in high-order perturbative
calculations both within the real and imaginary time formalisms, and on the
other hand to conceptual advances in how to optimally handle the IR sensitive
degrees of freedom.
Our notational choices will be specified in detail when necessary, but we
list the most important elements here. Euclidean momenta are denoted by
K = (ωn,k), while Minkowskian ones read K = (k0,k), with the Minkowskian
metric following the − + ++ convention. Finally, throughout our review, we
will be working in natural units, in which both the reduced Planck constant ~
and the speed of light c are set to unity.
2. Thermal quantum field theory as initial value problem
In ordinary zero-temperature quantum field theory, one is typically inter-
ested in S-matrix elements related through the Lehmann-Symanzik-Zimmer-
mann (LSZ) reduction (see e.g. [7]) to vacuum expectation values of a set of
time-ordered operators T[Oˆ]. These operators Oˆ act on the vacuum state |Ω〉
to create the asymptotic states that correspond to particles infinitely far away
in the past or future.
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When developing the formalism of statistical field theory, two differences
arise. First, one needs to account for statistical fluctuations. From the quantum-
mechanical point of view, the vacuum state is a pure state. As such, a simple
expectation value constructed from pure states accounts only for quantum-
mechanical fluctuations. However in a medium, there may be also statistical
fluctuations arising from having only limited, macroscopic information of the
state of the system at some specified moment t0 (in a suitable frame). If the
medium is described by states |i〉 with probabilities pi(t0) at t0, an expectation
value combining both statistical and quantum fluctuations is given by
〈Oˆ(t0)〉 ≡
∑
i
pi(t0)〈i|Oˆ|i〉, (1)
or equivalently
〈Oˆ(t0)〉 = Tr ρˆ(t0)Oˆ(t0), ρˆ(t0) ≡
∑
i
pi(t0)|i〉〈i|, (2)
where ρˆ is the density operator. The states |i〉 may be any complete set of states
and do not need to form an orthonormal basis.
In order to evaluate the expectation value at a later time t1, the density
operator needs to be evolved to the later time by the application of the time-
translation operator, ρˆ(t1) = U(t1, t0)ρˆ(t0)U(t0, t1). Then the expectation
value of the operator Oˆ at the later time t1 reads
〈Oˆ(t1)〉 = Tr ρˆ(t1)Oˆ(t1) = TrU(t1, t0)ρˆ(t0)U(t0, t1)Oˆ(t1) . (3)
Writing the expression in the field basis, we obtain1
〈Oˆ(t1)〉 =
∑
i,j,k,l
〈φi|U(t1, t0)|φj〉 ρjk 〈φk|U(t0, t1)|φl〉Oli , (4)
where ρjk ≡ 〈φj |ρˆ|φk〉 and similarly for Oli. The matrix elements of the evolu-
tion operator can be given in terms of the path integral representation
〈φi|U(t1, t0)|φj〉 = 〈φi|e−iHˆ(t1−t0)|φj〉 =
∫ φ1(t1)=φi
φ1(t0)=φj
Dφ1(t)eiS(φ1), (5)
〈φk|U(t0, t1)|φl〉 = 〈φk|e−iHˆ(t0−t1)|φl〉 =
∫ φ2(t1)=φl
φ2(t0)=φk
Dφ2(t)e−iS(φ2), (6)
where Hˆ is the Hamiltonian of the system and the second equation follows from
unitarity. Hence Eq. (4) becomes
〈Oˆ(t1)〉 =
∑
i,j,k,l
∫ φ1(t1)=φi
φ1(t0)=φj
Dφ1(t)
∫ φ2(t1)=φl
φ2(t0)=φk
Dφ2(t)eiS(φ1)−iS(φ2)ρjkOli . (7)
1In this section, we consider a generic bosonic field φ. This field can be thought of as a
single component of the Aµ gauge field, as the discussion does not depend explicitly on the
spin of the field.
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The labels 1 and 2 should not be confused with the ijkl ones. While the latter
refer to the field configurations of the corresponding states |i〉, . . ., the former
are only used to label the time evolution of the ket (1) and bra (2), which by
the unitarity of the evolution operator lead to the relative minus sign in the
exponent of the action. This labeling is oftentimes called doubling of the degrees
of freedom. It represents a crucial point of time-dependent statistical field theory
and we will explore its details and physical implications in Sec. 3.
In the special case of thermal equilibrium in the grand canonical ensemble,
the density operator takes the form
ρˆeq =
1
Z
e−β(Hˆ−µiNˆi), Z = Tr e−β(Hˆ−µiNˆi), (8)
where µi and Nˆi correspond to the chemical potentials and associated number
operators for possible conserved charges that commute with each other and with
the Hamiltonian. In the case of QCD, these are, e.g., quark numbers of flavor f
Nˆf =
∫
d3x q¯f (x)γ
0qf (x). (9)
The normalization constant Z, the partition function, enforces 〈1〉 = 1.
As can be readily verified, the equilibrium form of the density matrix resem-
bles that of an evolution operator with a time argument of −iβ. This allows
one to write also the density matrix in the path integral form
(ρeq)jk ≡ 〈φj |ρˆeq|φk〉 = 1
Z
∫ φE(t0−iβ)=±φj
φE(t0)=φk
DφE e−SE(φE) , (10)
where SE is the Euclidean action, SE =
∫ β
0
dτ LE , or in the presence of nonzero
chemical potentials SE =
∫ β
0
dτ (LE − µfNf ). The field at t = t0 − iβ is equal
to ±φj , with the upper sign enforcing a periodic boundary condition for bosons
and the lower one an antiperiodic boundary condition for fermions (see e.g. [2]
for a careful derivation of both boundary conditions).
It is clear that the equilibrium density operator commutes with the Hamilto-
nian, [ρˆeq, Hˆ] = 0, and is thus time-translation invariant. Therefore, in equilib-
rium, the initial time t0 is completely arbitrary, and for an operator local in time
we may simply choose t0 = t1. In this case, the Dφ1(t) and Dφ2(t) integrals
disappear and we are left with only the Euclidean branch of the path integral.
This purely Euclidean path integral will be the starting point of our discussion
in Sec. 6. On the other hand, in case of operators separated in (real) time, such
as Oˆ = Oˆi(t1)Oˆj(t2) with t1 < t2, the action of the first operator Oi(t1) on the
density operator creates a non-equilibrium state characterized by a new density
matrix ρˆ(t1) = ρˆeqOˆi(t1). This new density operator no longer commutes with
the Hamiltonian and therefore the integrals over the real branches no longer
trivialize. The contour formed by the two real branches and the imaginary one
is called the Schwinger–Keldysh contour [8, 9], and is depicted in Fig. 1 (see
also [3] for a more pedagogical introduction).
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Figure 1: The Schwinger–Keldysh contour on the complex t-plane.
The second important difference with ordinary T = 0 QFT is that a ther-
mal medium induces random interactions which, in turn, do not preserve any
state. Therefore, one cannot separate a` la LSZ the far-away asymptotics from
the space-time region where the interactions take place. Hence the observables
of interest are not the S-matrix elements or the associated time-ordered expec-
tation values, which, as we remarked previously, are the ones relevant in vacuum
perturbation theory. In a medium, on the other hand, operator ordering plays
a much more enhanced role: at nonzero temperatures and/or densities, most
observables of interest depend either on the forward or backward Wightman
functions, describing physical correlations in the medium, or on retarded and
advanced functions, describing causation in medium. For bosons,2 the Wight-
man functions read
D>(t1, t0) = 〈φ(t1)φ(t0)〉, (11)
D<(t1, t0) = 〈φ(t0)φ(t1)〉, (12)
2Note that we do not display the spatial coordinates or possible color, Lorentz or spin
indices of the fields in these definitions. It is understood that the indices correspond
to those of the fields at the given time arguments; for example, D<abµν(t0, t1;x0,x1) =
〈Abν(t1,x1)Aaµ(t0,x0)〉.
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whereas the retarded and advanced correlators are
DR(t1, t0) = θ(t1 − t0)ρB(t1, t0), (13)
DA(t1, t0) = −θ(t0 − t1)ρB(t1, t0), (14)
which are written in terms of the spectral function
ρB(t1, t0) = 〈[φ(t1), φ(t0)]〉. (15)
For a fermionic field ψ, the corresponding expressions on the other hand read
S>(t1, t0) = 〈ψ(t1)ψ(t0)〉, (16)
S<(t1, t0) = −〈ψ(t0)ψ(t1)〉, (17)
ρF (t1, t0) = 〈{ψ(t1), ψ(t0)}〉, (18)
SR(t1, t0) = θ(t1 − t0)ρF (t1, t0), (19)
SA(t1, t0) = −θ(t0 − t1)ρF (t1, t0). (20)
Our definitions of the different correlation functions are chosen in such a way
that we may write
ρB(t1, t0) = D
R(t1, t0)−DA(t1, t0) = D>(t1, t0)−D<(t1, t0), (21)
ρF (t1, t0) = S
R(t1, t0)− SA(t1, t0) = S>(t1, t0)− S<(t1, t0). (22)
In simple terms, the significance of the different correlators defined above
can be summarized as follows: the Wightman function measures correlation,
whereas the retarded function measures causation. That is, the Wightman
function between firetrucks and fires is non-zero, whereas the retarded function
between them vanishes, as firetrucks are often found around fires but the trucks
do not cause them.
With a generic density operator ρˆ, three of the above five correlators are
independent.3 However, in equilibrium even these functions are related to each
other through the fluctuation-dissipation theorem, known in this context as the
Kubo-Martin-Schwinger (KMS) relation [10, 11]. As discussed above, in thermal
equilibrium the functions depend on the difference of the two times, t ≡ t1− t0.
The Wightman functions D>(t) and D<(t) are strictly analytic inside the bands
−β < Im(t) < 0 and 0 < Im(t) < β, respectively (see for instance [3, 4]). This
is seen particularly clearly by writing the forward Wightman function in its
(normal-ordered) spectral representation
D>(t1, t0) =
1
Z
∑
m,n
e−βEne−iEn(t1−t0)eiEm(t0−t1)|〈n|φˆ(0)|m〉|2. (23)
3As is clearly seen in position space from Eqs. (13) and (14), knowledge of ρ determines
the retarded and advanced correlators.
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Now, assuming that the convergence of the sum is governed by the exponentials,
it is clear that the sum is absolutely convergent, and therefore the resulting
function analytic, for −β < Im(t) < 0.4
Using the cyclicity of the trace, the exponential form of the thermal den-
sity operator, and the commutation relations of the conserved charge, the two
Wightman functions can be related to each other via
D>(t) = D<(t+ iβ), (24)
S>(t) = −e−βµS<(t+ iβ) , (25)
where, due to our interest in QCD, we have omitted the possibility of assigning
a chemical potential to bosons.
In momentum space5 the above relations take a particularly useful form,
D>(ω) ≡
∫
dteiωtD>(t) = eβωD<(ω), (26)
S>(ω) ≡
∫
dteiωtS>(t) = −eβ(ω−µ)S<(ω), (27)
or equivalently in terms of the Wightman and spectral functions
nB(ω)ρB(ω) = D
<(ω), (28)
(1 + nB(ω))ρB(ω) = D
>(ω), (29)
nF (ω − µ)ρF (ω) = −S<(ω), (30)
where nB(ω) = (e
βω−1)−1 and nF (ω) = (eβω+1)−1 are the Bose–Einstein and
Fermi–Dirac distributions, respectively.
3. Real time formalism
In this section, we go on to explore in detail the implications of the Schwinger–
Keldysh contour on thermal expectation values, illustrating general methods
without a specific focus on QCD. In Sec. 3.1, we review the most commonly
used bases for the fields on that contour. while in Sec. 3.2 we explain how one
of the most important objects in perturbation theory, the self energy, behaves
under such bases. This is of particular relevance for the resummations that will
be introduced in Sec. 4. Sec. 3.3 is then dedicated to expounding the structure
of cutting rules at finite T and µ, which are of great relevance e.g. for calcula-
tions of thermal production rates, as we will again show later in Sec. 4. After
this, we contrast the finite temperature and density theory with the behavior
4The zero-temperature limit of this statement is equivalent with the well known vacuum
field theory result that the forward (backward) Wightman function has support only for
positive (negative) frequencies.
5According to our conventions, the retarded function is related to the spectral function via
ρB(ω) = 2ReD
R(ω), and ρF (ω) = 2ReS
R(ω)
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encountered at T = µ = 0, showing how it arises as a limiting case in Sec. 3.4. In
Sec. 3.5 we finally explore a different limiting case of high occupation numbers,
where the quantum thermal field theory approaches a classical field theory.
3.1. Field bases for the Schwinger–Keldysh contour
Our introduction of the Schwinger–Keldysh contour in Sec. 2 mentioned the
“standard” basis for the so-called “doubling of degrees of freedom”. These are
the “1” and “2” fields of the “1/2” basis, which we shall cover below in Sec. 3.1.1.
However, this is neither the only possible basis nor an optimal one, depending
on the problem at hand. Indeed, in Sec. 3.1.2 we will introduce a second basis,
the “r/a” basis, which has two advantages. From the physical standpoint, it
makes the connection to the causal structure of amplitudes more explicit, as
we show in Sec. 3.1.3. From the computational standpoint, the vertices and
the matrix structure of the propagators become simpler than in the 1/2 basis.
Finally, it is possible to derive rules for the effective Hard Thermal Loop theory
within this basis that are again physically connected to causality and well-suited
for computations, as we will show in Sec. 4.1.1.
In summary, we feel that the practitioner of real-time perturbative calcula-
tions should have both bases firmly in her toolbox and be ready to apply the
better suited one to the problem at hand; for instance, in Sec. 5.3 we will display
an example where one is interested in a time-ordered correlator, so that the 1/2
basis is superior, while in Sec. 4.1.1 we will see how the fermionic Hard Thermal
Loop is derived rather easily in the r/a basis.
3.1.1. The 1/2 basis
In the previous Section, we introduced the Schwinger–Keldysh integral in
Eq. (7) and drew the corresponding contour in Fig. 1. We now set on developing
its perturbative expansion. To this end, a generating functional is commonly
introduced by generalizing the field-doubled path integrals introduced in the
previous Section,
Z[J1, J2] =
∫
DφEe−SE(φE)
∫
Dφ1Dφ2eiS(φ1)−iS(φ2)−
∫
d4x(J1(x)φ1(x)−J2(x)φ2(x)).
(31)
Generic operators Oˆ can be introduced in the usual way, by taking appropriate
derivatives of the generating functional with respect to the sources Ji. The
complications introduced by gauge fields and fermions, i.e. gauge fixing and
Grassmann variables, are thoroughly covered in textbooks such as [3], so we
will not consider these subtleties further here.
The perturbative series is constructed by separating the free part of the
action, quadratic in fields,
Dij =
δ
δJi
δ
δJj
Z[J1, J2]
∣∣∣∣
J=0
, (32)
from the interaction part SI . In this expansion, both the propagators and
the vertices are matrices in Schwinger–Keldysh indices. From the form of the
10
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Figure 2: The two vertices appearing in the example featuring the 1/2 basis.The vertex with
type 2 fields comes with a relative minus sign because of the different signs of the actions in
Eq. 31.
generating functional, it should not come as a surprise that the diagonal entries
of the propagators are the time- and anti-time-ordered Feynman propagators,
DF (t1, t0) = θ(t1 − t0)〈φ(t1)φ(t0)〉+ θ(t0 − t1)〈φ(t0)φ(t1)〉, (33)
DF¯ (t1, t0) = θ(t0 − t1)〈φ(t1)φ(t0)〉+ θ(t1 − t0)〈φ(t0)φ(t1)〉, (34)
whereas the off-diagonal terms are the forward and backward Wightman func-
tions6
D =
( 〈φ1φ1〉 〈φ1φ2〉
〈φ2φ1〉 〈φ2φ2〉
)
=
(
DF D<
D> DF¯
)
. (35)
Through the definition of (anti-)time-ordering and the Wightman and retarded
correlators together with their relation to the spectral function, Eqs. (28) and
(29), the momentum-space forms of Eqs. (33) and (34) become
DF (ω, k) =
1
2
[
DR(ω, k) +DA(ω, k)
]
+
(
1
2
+ nB(ω)
)
ρ(ω, k), (36)
DF¯ (ω, k) = −1
2
[
DR(ω, k) +DA(ω, k)
]
+
(
1
2
+ nB(ω)
)
ρ(ω, k). (37)
As the actions S(φ1) and S(φ2) do not mix fields with indices 1 and 2, the
vertices have their usual vacuum field theory form with the minor modification
that all the lines in the vertex carry the Schwinger–Keldysh index 1 or 2, and
that the vertices with index 2 come with an extra minus sign, as shown in Fig. 2.
3.1.2. The r/a basis
Instead of using the basis of 1 and 2 fields, as we have done so far, it is
oftentimes convenient to introduce a second basis. To this end, we define [9, 12]
φr ≡ 1
2
(φ1 + φ2) φa ≡ φ1 − φ2, (38)
6We use boldface letters to identify the propagator matrix, but drop the spacetime or
four-momentum dependence, as these equations are valid both in position and momentum
space.
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DR(P) =
DA(P) =
P
P
P
Drr(P) =
Figure 3: Graphical representation of the propagators in the r/a basis. The large arrows mark
the direction of causation, whereas the small arrows on top indicate the flow of momentum. For
the symmetric propagator Drr the direction of the momentum does not matter for bosons.
When drawing diagrams for gluons, we will use wiggly lines instead of straight lines. For
fermions, the fermionic flow must be aligned with momentum flow (not with causation).
which we call the r/a basis. In this basis, the propagator matrix reads
D =
( 〈φrφr〉 〈φrφa〉
〈φaφr〉 〈φaφa〉
)
=
(
Drr DR
DA 0
)
in r/a basis, (39)
where we have for convenience defined the symmetric rr-propagator
Drr =
1
2
(D> +D<). (40)
The propagator between two a fields is identically zero to all orders, in and out of
equilibrium, due to the θ-functions in the definitions of the different correlation
functions.
In this basis, the vertices have an odd number of a indices. This is so because
in the 1/2 basis the vertex with index 1 and the vertex with index 2 come with
opposite signs. For the interaction part SI of the action this gives
SI(φ1)− SI(φ2) = SI
(
φr +
1
2
φa
)
− SI
(
φr − 1
2
φa
)
. (41)
If there are no occurrences of φa in the two contributions, they cancel exactly.
This is also the case if there is an even number of a fields. For example, consider
a quartic term 14!φ
4; the combined actions of fields 1 and 2 are proportional to
SI(φ1)− SI(φ2) ∝ 1
4!
(
φ41 − φ42
)
=
1
22
1
3!
φ3aφr +
1
3!
φ3rφa. (42)
As can be seen from the above example, we have chosen the normalization of
the φr and φa to be such that for vertices with exactly one a-field, the symmetry
factor (3!) is reproduced correctly. For vertices with more than one a-field, there
is an extra factor of 1/2 for each additional external a line.
The r/a basis lends itself to a diagrammatic representation that is partic-
ularly intuitive [13]. Recall from response theory that the retarded propaga-
tor DR(t1, t0) measures the response of a field 〈φ(t1,x)〉 caused by a current
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Figure 4: Graphical representation of the vertices appearing in the example discussed in the
r/a basis.
J(t0,x
′), so that
δ〈φ(t1,x)〉 = −i
∫
d4x′DR(t1,x; t0,x′)J(t0,x′), (43)
where δ〈φ(t1,x)〉 is the difference between the expectation value in the presence
and in the absence of the source J . Therefore, we will use the notation of
[13], where retarded propagators are drawn as arrows that depict the flow of
causation from t0 to t1; see Fig. 3. Similarly, we draw the advanced propagator
as an arrow from t1 to t0. In vertices we draw arrows pointing out for a fields
and arrows pointing in for r fields; see Fig. 4.
The symmetric functions measure instead the correlation between two fields.
This correlation may be either due to quantum fluctuations or to statistical
fluctuations in the past, but either way these fluctuations trace back to the
density matrix at the time the system was initialized as ρˆ(t0), i.e. both lines in
the propagator are sourced by ρˆ(t0) and therefore we draw them as “cut” lines,
where the cut is to be thought of as tracing back to ρˆ(t0).
Before continuing our illustration of the advantages of this basis, we note
that we shall present a detailed, pedagogical calculation of the quark self energy
in Sec. 4.1.1.
3.1.3. The r/a basis and causality
One major advantage of the r/a basis is its straightforward relation to causal-
ity, which dictates that there can be no closed loops formed from advanced or
retarded propagators only. This is most simply observed in the time domain:
should we have a closed loop of causation as shown in Figure 5, we must have
both a (product of) retarded and advanced propagators connecting the vertices
at t0 and t1. However, because of the step functions in the definitions of the
advanced and retarded propagators, these have support only for t0 − t1 > 0
(for advanced) or t0 − t1 < 0 (for retarded) and one of them is necessarily zero.
Thus, any diagram with a closed loop of flow of causality is necessarily zero, as
depicted in Fig. 5. As the figure makes clear, these loops are clearly identified in
the r/a formalism as a succession of simple arrows in the same direction. They
are then easily discarded when drawing all possible r/a assignments.
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Figure 5: An example of a diagram that is identically zero because it contains a closed loop
of causation.
3.2. Self-energies and amputated diagrams in the r/a formalism
It is oftentimes useful to consider diagrams which have had the propagators
of the external legs amputated, including in particular the case of the amputated
two-point function, the self energy. We denote the amputated diagrams by Π. In
the r/a formalism, the amputated diagrams carry indices as well. By convention
we choose the indices so that the amputated diagram carries those indices that
appear on the near side of the bare propagator D(0) which is removed.
The amputated diagrams are related to expectation values of the currents
conjugate to the amputated fields. In particular,
Πaa(t1, t0) = −i1
2
〈{J(t1), J(t0)}〉 (44)
Πra(t1, t0) ≡ ΠA(t1, t0) = iθ(t0 − t1)〈[J(t1), J(t0)]〉 (45)
Πar(t1, t0) ≡ ΠR(t1, t0) = −iθ(t1 − t0)〈[J(t1), J(t0)]〉 (46)
Πrr(t1, t0) = 0 (47)
and similarly
Π>(t1, t0) = −Π21 = −i〈J(t1)J(t0)〉 (48)
Π<(t1, t0) = −Π12 = −i〈J(t0)J(t1)〉 (49)
That the propagator between two a-fields vanishes identically translates di-
rectly to the vanishing of the rr self energy Πrr(P) = 0. This leads to a partic-
ularly simple form for the Dyson-Schwinger equation relating the retarded and
advanced self energies to the corresponding propagators (see fig. 6)
DR/A(P) = 1
[D
R/A
(0) (P)]−1 + iΠR/A(P)
. (50)
The expression for the remaining Drr is non-trivial, as the cut that changes
the causality flow may either appear in the self energy or in the propagator
connecting two self energies, as depicted in Fig. 7. Thus,
Drr(P) =−Dra(P) iΠaa(P)Dar(P)
+
[
Dra(P)(Dra(0)(P))−1
]
Drr(0)(P)
[
(Dar(0)(P))−1Dar(P)
]
. (51)
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Figure 6: Resummation for the retarded propagator. All self energies and bare propagators
between the self energies are retarded. This is so because, on one hand, if one or more of the
bare propagators were to be an rr propagator Drr, at least one of the self energies would need
to be Πrr, which vanishes identically. On the other hand, if one or more of the self energies
were Πaa, at least one of the propagators would need to be a vanishing Daa.
It can be easily shown that a similar relation holds also for the forward and
backward Wightman self energies,
D>,<(P) =−Dra(P) iΠ>,<(P)Dar(P)
+
[
Dra(P)(Dra(0)(P))−1
]
D>,<(0) (P)
[
(Dar(0)(P))−1Dar(P)
]
. (52)
Finally, we recall that the KMS conditions that we introduced for the connected
two-point functions (the propagators) in Eqs. (28)-(30) apply in equilibrium to
the amputated function as well. One then has, for instance
Πaa(P) =
(
1
2
± n(p0)
)(
ΠR(P)−ΠA(P)) , (53)
and similarly for Π> and Π<.
For higher n-point correlation functions, the assignments with only one r
index and rest a’s (i.e. 〈φrφaφa . . .〉) correspond to fully retarded functions (see
e.g. [5, 12, 13])
δ〈φ(y0)〉 =
∞∑
n=1
(−i)n
n!
∫
d4y1d
4y2 . . . d
4ynD
raa...(y0; y1, y2, . . . , yn)
× J(y1)J(y2) . . . J(yn). (54)
corresponding to a linear response of an operator φ(y0) to multiple currents J(yi)
in analogy with Eq. (43). It can be shown that all retarded/advanced n-point
functions can be obtained by analytical continuation from Euclidean correlation
functions. This continuation is, however, non-trivial because of the presence of
multiple frequencies, leading to multiple ways for how the continuation from
Euclidean to real frequencies can be performed, depending on the signs of the
frequencies of the individual lines [14].
3.3. In-medium generalization of the Cutkosky rules
Similarly to the vacuum Cutkosky rules, there is an in-medium expression
for the imaginary part of the time-ordered self energy in terms of a sum over
squared amplitudes [15, 16]. However, as argued earlier, the time-ordered prop-
agator is of limited use in medium and does not have a straightforward physical
interpretation. Hence, it is not surprising that the cutting rule written in terms
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Figure 7: Resummation for the rr propagator. The cut self energy stands for Πaa. In order
to arrive to an rr propagator, the flow of causation needs to be flipped exactly once by
either Drr or Πaa. The first and second diagrams corresponds to the first and second terms
in Eq. (51), respectively. That is, the correlation in the fields can be induced either by a
statistical fluctuation in the currents (Πaa) or in the fields themselves (Drr) at an earlier
time.
of the time ordered self energy becomes rather baroque and often cumbersome to
use. There are several reformulations of the rule in different Schwinger–Keldysh
bases (see [12, 17, 18]), but the version by Caron-Huot [19] in the r/a basis
simplifies it significantly and provides a straightforward physical interpretation.
According to it, we have
Π>(P) =
∑
n
1
n!
(∏
n
∫
d4Qn
(2pi)4
)
(2pi)4δ4(Q1 + . . .+Qn − P)
×Mar...r(P;Q1, . . . ,Qn)Mar...r(−P;−Q1, . . . ,−Qn)
×D>(Q1) . . . D>(Qn), (55)
where the sum runs over all possible cuts, and the cut lines are replaced by
the D>(Qi) propagators, with momenta assigned from left to right. We have
not shown explicitly any internal indices on the cut lines (color, spin, etc.),
which are assumed to be summed over. All cut propagators are furthermore
to be considered to be attached to neighboring vertices as r fields and the
external lines as a fields. Hence, one transparently sees the physical picture:
a sum over all fully retarded squared amplitudes which are the appropriate
finite-temperature generalization of “matrix elements”, multiplying the forward
Wightman propagators.7 To fix conventions, we define iM as the fully retarded
amputated Feynman diagrams with outgoing momentum P at the a vertex and
incoming momenta Qi at the r vertices. An example cut is depicted in Fig. 8,
and a pedagogic application of the rules to thermal photon production will be
presented in Sec. 4.
7 The argument just seen in Sec. 3.2 refers to the correlators — see in particular Eq. (54)
and the discussion preceding it — for which it is true that those with a single r field are fully
retarded/advanced. For amputated amplitudes, it then follows that those with a single a leg
are fully retarded/advanced, hence the fully retarded label for Mar...r.
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Figure 8: Graphical representation of a possible cut in the evaluation of the cutting rule in
Eq. (55). The blobs represent the fully retarded amplitudes and the cut lines are replaced by
the Wightman propagators D>(Qi).
3.4. From the 1/2 basis to vacuum field theory
One might wonder, how is it that in zero-temperature field theory one man-
ages with only a single set of fields, whereas in the statistical theory a field
doubling is necessary. While the reason for this has been already explained
in Sec. 2, it is amusing the see how this happens diagrammatically. If we are
satisfied with computing only time-ordered correlation functions, as one usually
is in vacuum field theory, then the only correlation functions we need are those
between any number of φ1 fields. Then we may separate the diagram to parts
where there are only vertices with fields φ1 and to parts that contain only fields
φ2, that arise from the loops within the diagram. This is depicted in figure 9.
Now, these two parts of the diagrams are connected with a number of 〈φ2φ1〉
propagators. In the frequency domain, as there are no external φ2 lines in the di-
agram, the sum of the frequencies appearing in the Wightman functions D>(ωi)
must add up to zero,
∑
i ωi = 0. In vacuum, the forward Wightman function
has support only for positive frequencies (see Footnote 4). Therefore, at least
one of the lines must have a negative frequency running through it, causing the
diagrams containing type 2 fields to give a vanishing contribution when comput-
ing time-ordered correlation functions. In the presence of a medium, however,
there is no reason for the forward Wightman functions to be zero for negative
frequencies. Indeed, even when computing time-ordered correlation functions,
the type-2 fields contribute to the diagrams.
3.5. Relation to classical field theory
We conclude this section by reviewing how classical field theory arises as
a limit of the full quantum theory in the limit where the fields are strong, or
equivalently the occupation numbers large. In equilibrium this corresponds to
the infrared bosonic modes for which ω  T . Following the discussion in [20]
(see also e.g. [21–26]), we rewrite the “horizontal” part of the Schwinger–Keldysh
generating functional in Eq. 31 in the r/a basis, i.e.∫
Dφr
∫
DφaeiS(φr+ 12φa)−iS(φr− 12φa) . (56)
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Figure 9: A generic diagram with with only type 1 fields as external lines. The diagram is
organized such that all the vertices and propagators with index 1 are in the upper ellipse, while
the type 2 vertices and propagators live in the lower ellipse. The two regions are connected
by Wightman functions D>(ωi) (the direction of momentum flow is indicated by the small
arrow). Conservation of energy implies that the frequencies ωi that flow between the two
regions must sum up to zero,
∑
i ωi = 0, and therefore some of them must be negative.
In vacuum, the Wightman function D>(ωi) has support only for positive frequencies, and
therefore such diagrams containing type 2 fields vanish.
As discussed earlier, the difference of the two actions contains only terms with
an odd number of φa-fields. If it is the case that there is a scale hierarchy
between the φa-fields and the φr-fields, then the leading-order term in the ex-
pansion in φa fields is a linear function of φa, and the integral over φa can
be explicitly performed. To quantify when the condition is fulfilled, consider
that in equilibrium 〈φr(−ω)φr(ω)〉 ∼ (1/2 + nB(ω))ρB(ω). For ω  T , the
bosonic distribution function nB(ω) ≈ T/ω is parametrically larger than the
constant 1/2, and the φr fields are then O(n1/2B (ω)). Whenever ω  T and
thus nB(ω)  1 we speak of Bose enhancement. To estimate instead the size
of φa consider then 〈φr(−ω)φa(ω)〉, which is the retarded correlator. Since it
does not depend on nB(ω), the ra correlator is O(n0B(ω)). Therefore φa(ω) is
of order n
−1/2
B (ω). Hence the approximation becomes accurate in the limit of
large occupation numbers nB(ω), which in thermal equilibrium corresponds to
ω  T . In the case of non-equilibrium systems, nB(ω) is replaced with the
non-equilibrium occupation number f(ω).
For example, in λφ4 theory with the Lagrangian of Eq. (42), the leading
term in the expansion in φa reads
S = −
∫
d4xφa
[
(−∂µ∂µ +m2)φr + 1
3!
λ(φr)3
]
, (57)
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Figure 10: The zeroth-order graph for Π< on the left. Its cut correspond to the squared
amplitude for the process on the right, which vanishes for real photon emission. Figure taken
from [32].
or more generally
S =
∫
d4x
[
φa
δL(φr)
δφr
− ∂µφa δL(φ
r)
δ∂µφr
]
. (58)
The integral over Dφa reduces the path integral into a delta function at all
space-time points constraining the fields to be solutions to classical equations
of motion, ∏
x,t
2piδ
[
δL(φr)
δφr
− ∂µ δL(φ
r)
δ∂µφr
]
. (59)
To extend this discussion by combining the classical fields with hard quantum
fields, we refer to [27]. Unlike in the full quantum theory, the real-time evolution
of the classical approximation can be numerically solved on the lattice. For some
recent numerical examples see e.g. [28–31].
4. Soft and collinear physics in QCD
In the previous Section, we have introduced three different methods for com-
puting real-time correlation functions: the 1/2 basis in Sec. 3.1.1, the r/a basis
in Sec. 3.1.2, and the cutting rules in Sec. 3.3. Hence, performing a real-time
computation might seem to boil down to finding the most convenient among
these techniques for the problem at hand and then proceeding to its applica-
tion. However, the naive application of the Feynman rules would in most cases
result in infrared divergences. As we have mentioned in the introduction, these
in turn signal sensitivity to soft and/or collinear regions of the phase space,
where naive perturbation theory breaks down. This breakdown corresponds to
the emergence of collective effects, arising from the dynamics of the thermal
medium. The next two subsections, 4.1 and 4.2, will be dedicated to intro-
ducing the subtleties of soft and collinear physics, respectively. However, to
guide the reader with a physical problem where both feature extensively, we
now introduce a hands-on example: thermal photon production.
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Figure 11: The first-order graphs for Π<. Figure taken from [34].
A thermal QCD medium can be considered weakly coupled to photons, so
that the latter are not in equilibrium and their production is a rare event. Under
these assumptions, a classic derivation [33] finds that the photon emission rate
per unit volume is, at first order in αem = e
2/(4pi),
dNγ
d4Xd3k ≡
dΓγ
d3k
=
Π<(K)
(2pi)32k
, Π<(K) =
∫
d4X e−iK·X 〈Jµ(0) Jµ(X )〉 , (60)
where K = (k, 0, 0, k) is the photon’s lightlike momentum—we assume k ∼ T—
and the electromagnetic current reads Jµ ≡ ∑nfi eQiψiγµψi for nf quarks—
assumed to be massless in what follows—with electric charges Qi.
Eq. (60) requires the computation of a Wightman function, Π<(K). As such,
the optimal technique for its evaluation lies in the cutting rules of Sec. 3.3, where
the “<” version of Eq. (55) is easily obtained by changing all occurrences of >
to <. At zeroth order in g, we would then have the simple one-loop diagram
shown in Fig. 10.
As shown there, the cut of that diagram corresponds to the square of the
tree-level photon emission, which is well known to vanish kinematically for real
photons, which cannot be emitted from on-shell quarks. Indeed, the straight-
forward application of Eq. (55) to that diagram results in
Π<g0(K) = −
∫
d4P
(2pi)4
Tr
[
(eQγµ)S<(P +K)(eQγµ)S<(−P)
]
, (61)
where the retarded and advanced amplitudes in Eq. (55) are Marr(K;P +
K,−P) = eQγµ. As Eq. (30) shows, the S< propagators are proportional
to the fermion spectral density ρF (P), S<(P) = −nF(p0)ρF (P), which in the
bare limit used in ordinary perturbation theory in the interaction representation
reads ρF (P) = −/P(p0)2piδ(P2).8 It is then straightforward to verify that the
d4P integration vanishes over the product of the two δ-functions putting the
two quarks on shell, as anticipated.
8 Our convention for the Dirac algebra is slightly nonstandard, in that we choose {γµ, γν} =
−2gµν . Normally (see the extensive discussion in App. E of [35]) the mostly-plus metric is
associated with a factor of i to the γ matrices, so that the anticommutator maintains a plus
sign, as in the case of the mostly-minus metric.
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Figure 12: The non-vanishing cut of the first diagram in Fig. 11. The crossing, i.e. the
Compton process, is not shown explicitly. The cuts of the third diagram in Fig. 11 represent
the interference between the two diagrams on the right.
The first contribution to photon production then needs an extra gluon to
be kinematically allowed, and thus happens at O(g2), where one encounters the
diagrams of Fig. 11. The cutting rules can now be applied to these; the class of
cuts where the gluon is not cut reproduces the δ-function structure seen before
and vanishes again. In other words, they represent the interference between
the Born process of Fig. 10 and its virtual correction. On the other hand, the
cuts passing through the gluon are kinematically allowed and correspond to the
processes shown in Fig. 12, i.e. the Compton and pair annihilation processes of
QCD and QED.
A tedious but straightforward application of the cutting and Feynman rules
leads to [36–38]
Π<g2 naive(K) ≡Π<(K)Compton + Π<(K)annih, (62)
Π<(K)Compton =e2
nf∑
i=1
Q2i
∫
d3p d3p′ d3k′
(2pi)9 8 p p′ k′
(2pi)4δ(4)(P + P ′ −K −K′)
×16dFCF g2
[−s
t
+
−t
s
]
nF(p)nB(p
′)(1− nF(k′)) , (63)
Π<(K)annih =e2
nf∑
i=1
Q2i
∫
d3p d3p′ d3k′
(2pi)9 8 p p′ k′
(2pi)4δ(4)(P + P ′ −K −K′)
×8dFCF g2
[
u
t
+
t
u
]
nF(p)nF(p
′)(1 + nB(k′)) , (64)
where, s, t, and u stand for the usual Mandelstam variables. Upon taking the
cuts, the momenta have been shifted into those of Fig. 12. This makes partic-
ularly transparent the connection to kinetic theory: noting how the terms in
square brackets are nothing but the matrix elements squared for these processes,
we see that we have recovered the gain term of a Boltzmann equation for photon
production in the case where the photon’s distribution fk is negligible, which is
precisely the approximation underlying the derivation of Eq. (60). Under this
approximation, the loss term vanishes entirely.
We refer to [38] for technical details of the evaluation of Eqs. (63) and (64).
What we wish to emphasize here is instead that the phase space integrations for
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Figure 13: A higher-order process that can be collinearly enhanced, with its cut process shown
on the right. The crossing into the annihilation diagram is not shown explicitly. Figure taken
from [32].
both processes span the regions t → 0 and u → 0, giving rise to a logarithmic
IR divergence, which is precisely what we anticipated. It signals the breakdown
of this naive perturbative expansion and the need for a proper handling of
the region of soft momenta, t = −(P − K)2 ∼ g2T 2, where Hard Thermal
Loop resummation describes the emergence of collective effects. We will devote
Sec. 4.1 to its illustration, where we derive in detail the HTL-resummed soft
contribution in Eq. (101).
This sensitivity to soft exchanges does not represent the only breakdown of
the naive expansion for thermal photon production. Indeed, it turns out there
is another leading order contribution; this stems from a proper handling of
collinear physics. To see this, let us look at the contribution depicted in Fig. 13:
naively, it is suppressed by g2 with respect to Fig. 11. However, it was realized in
[39] that a collinear enhancement boosts a slice of the phase space region in these
types of diagrams to leading order. This happens when the gluon momentum is
small, so that the virtual quark coupling to the gluon on one side and the photon
on the other is only slightly off-shell, P2 ∼ g2T 2, enhancing its propagator by
the inverse of that. Furthermore, kinematics constrain the outgoing photon and
quark to be collinear, P · K ∼ g2T 2. This small opening angle between k and
p implies a long formation time τform ≈ p/(2P · K). This is nothing but the
time it takes the wave packets of the outgoing photon and quark to separate.
As we shall see in great detail in the next sections, the interactions of the
quarks with soft gluons are so frequent that many such scatterings will overlap
during a single formation time, so that their quantum-mechanical interference
needs to be accounted for, in what is called Landau-Pomeranchuk-Migdal (LPM)
resummation. It will be the core of Sec. 4.2.
We conclude this introduction by graphically summarizing the momentum
regions contributing to the leading-order photon rate in Fig. 14. Mathematically,
this corresponds to
Π<g2(K) = Π<g2 naive(K) + Π<g2 soft(K) + Π<g2 coll(K) , (65)
where Π<g2 naive(K) is given by Eq. (62), Π<g2 soft(K) will be presented in Eq. (101)
and Π<g2 coll(K) in Eq. (136).
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Figure 14: The momentum regions contributing to the leading-order photon rate in a (p+, p⊥)
plane, where P labels the momenta indicated in Fig. 11 (recalling that k = kz , p+ is defined as
p+ ≡ (p0−pz)/2). The p− ≡ p0−pz component follows from momentum conservation. “Hard”
denotes here the region where the exchanged momentum is large, and naive perturbation
theory, as in Eqs. (63) and Eq. (64) is valid. In the “soft” region, all components of P are
small, O(gT ), and HTL resummation becomes necessary. A cutoff µLO⊥ separates these first
two regions. In the “collinear” region the light-cone momentum is large, but the transverse
momentum is soft, so that LPM resummation becomes necessary. As the yellow blobs show,
the collinear and hard+soft contributions are separated at leading order. Figure taken from
[34].
4.1. Soft physics: Hard Thermal Loop resummation
The emergence of collective effects at frequencies and/or momenta of order
gT is a well known fact in plasma physics: indeed, we have just seen how it comes
about in thermal photon production. In Thermal Field Theory these effects find
a consistent, modern and gauge-invariant definition in the Hard Thermal Loop
(HTL) effective theory. This was originally introduced by Braaten and Pisarski
[40, 41], by Frenkel and Taylor [42, 43] and by Taylor and Wong [44]. Their con-
nection to a kinetic picture for the underlying hard modes has been illustrated
in great detail in the review of Blaizot and Iancu [5]. Here we will briefly cover
all these aspects, referring to textbooks such as [2, 3] and to the review [5] for
more detailed expositions on the diagrammatic derivation/effective action and
the kinetic connection, respectively. Finally, the role of Hard Thermal Loops in
imaginary-time calculations will be reviewed later on in Sec. 6.3.2.
4.1.1. Heuristic introduction
To introduce HTLs and their connection to the kinetic picture in a simple,
pedagogic way, let us start from the diagrammatic derivation of the fermionic
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Figure 15: The two r/a assignments for the retarded fermion self energy. We recall that the
momenta of fermions need to be aligned with the direction of fermion flow (not indicated by
the arrows, which instead indicate causation).
HTL in the r/a formalism. This computation will also serve as an example of
a real-time calculation in said formalism.
The extension of the discussion of Sec. 3.1.2 to QCD is straightforward.
For what concerns the quark-gluon vertex, only rra and aaa assignments are
possible, with the latter again suppressed by a factor of 1/4. Furthermore,
the aaa vertex cannot contribute to the retarded self energy, since neither an aa
propagator nor an rrr vertex are available. There are then only two assignments
of the r/a indices contributing to the retarded self energy ΣR(P), shown in
Fig. 15. This further highlights the advantages of this basis: the retarded self
energy, from which all other self energies can be derived using Eq. (53) and
the other relations discussed in Sec. 3.2, is obtained from two assignments only,
with a transparent connection to causality and statistics.
A straightforward application of the Feynman rules of Sec. 3.1.2 yields
− iΣR(Q) = (−ig)2CF
∫
d4P
(2pi)4
γµ
[
SR(P+Q)Grrµν(P) +Srr(P+Q)GAµν(P)
]
γν ,
(66)
where the integration has been kept in exactly 4 dimensions because we only
want to extract the HTL, which is finite. As we have mentioned before, the
Hard Thermal Loop amplitudes are gauge invariant. A complete field-theoretical
proof of this property was given in [45]. We exploit this invariance and continue
the computation in Feynman gauge, which slightly simplifies the intermediate
expressions. Using the propagators listed in Appendix A, we find
ΣR(Q) = g2CF
∫
d4P
(2pi)4
γµ(/P + /Q)γµ
[
nB(|p0|)2piδ(P2)
(P +Q)2 − i(p0 + q0)
−nF(|p
0 + q0|)2piδ((P +Q)2)
P2 + ip0
]
, (67)
where we have only kept the thermal (statistical) part of the symmetric propa-
gators, i.e. 1/2± n(|p0|)→ ±n(|p0|). Since all integrals are finite, we can easily
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shift P → −P −Q on the second line, obtaining
ΣR(Q) = g2CF
∫
d4P
(2pi)4
4piδ(P2)
(P +Q)2 − i(p0+q0)
[
(/P + /Q)nB(|p0|) + /P nF(|p0|)
]
.
(68)
Up to now we have not taken any hierarchical approximations: the full thermal
part of the Feynman-gauge quark self energy can be obtained from Eq. (68) by
first performing the frequency integration over the δ function and then perform-
ing the angular integrations. To this end, it is convenient to project the Dirac
structure on the two vectors /Q and /u, with uµ = (1, 0, 0, 0) the plasma frame.
The resulting p integration can then only be carried out numerically. We refer
to [46] for the expression of the integrand.
On the other hand, since we are interested in extracting the HTL contribu-
tion, we can now take the assumptions underlying that theory, which requires
the extraction of the leading term for a soft external quark interacting with a
hard loop. We thus have to expand for Q ∼ gT  P ∼ T and take the leading
term, leading to
ΣR(Q) = g2CF
∫
d4P
(2pi)4
2piδ(P2) (nB(|p0|) + nF(|p0|)) /PP · Q − ip0 . (69)
Upon defining v ≡ P/p0 = (1,p/p0) we see that the angular part factors out,
yielding
ΣR(Q) = g2CF
∫
d4P
(2pi)4
2piδ(P2) (nB(|p0|) + nF(|p0|)) /v
v · Q − i . (70)
Performing here the p0 and p integrations, we obtain
ΣR(Q) = m
2
∞
2
∫
dΩv
4pi
/v
v · Q − i , (71)
where m2∞ ≡ g2CFT 2/4 is the asymptotic mass of the quarks, as we shall il-
lustrate later on.9 Here we wish to further elaborate on the structure that has
emerged from our calculation: an angular integration over the eikonal propa-
gator /v/v · Q resulting from integrating out the off-shell hard leg of the Hard
Thermal Loop. It is here that the connection to the kinetic picture appears:
/v/v ·Q is nothing but the (retarded) propagator of the induced fermionic source,
in the language of [5]: the quark-gluon loop in the HTL approximation has re-
duced to this structure, which shares the same color-triplet nature of the original
quark. This consideration, combined with gauge invariance, suggests that /v/v·Q
is just the first term in the (Fourier-transformed) expansion of /v/v ·D, with D
the covariant derivative, which is indeed borne out by explicit computations of
higher-point functions. More generally, it has been shown [41, 44] that HTL
9We write the fermionic asymptotic mass with a lowercase m∞ and the gluonic one with
an uppercase M∞.
25
amplitudes with two external quark lines can be generated by adding an ex-
tra, effective term to the QCD Lagrangian. This term reads, in Minkowskian
signature
δLf = im
2
∞
2
ψ
∫
dΩv
4pi
/v
v ·D ψ, (72)
which generates all fermionic HTLs with two external, soft quark lines and an
arbitrary number of soft external gluons. All these retarded amplitudes are
gauge-invariant and proportional to g2T 2. It can be shown that there are no
HTLs, i.e. no amplitudes proportional to g2T 2, with more than two external
fermion lines, so Eq. (72) generates all fermionic HTLs. Furthermore, once the
v ·D denominator is taken into account, the two-quark function scales like gT
and the qqg amplitude scales like g. Hence the former scales exactly like the
denominator of a fermion propagator for soft Q and the latter like the bare qqg
vertex of QCD. In both cases, this signals a breakdown of the loop expansion
of the bare theory and a need for HTL resummation, whose consequences for
propagators and vertices we shall explain later.
For HTLs with external gluons only, a similar procedure applies, with the
added complication that the retarded two-point gluon HTL requires the next
order in the expansion for Q  P of the full one-loop amplitude. This fact,
together with extra intricacies relating to gauge fixing, has brought us to our
previous illustration using the fermionic HTL. The retarded gluonic HTL turns
out to read
ΠµνR (Q) = m2D
∫
dΩv
4pi
(
δµ0 δ
ν
0 + v
µvν
q0
v · Q − i
)
, (73)
wheremD is the leading-order Debye mass, which readsm
2
D = (Nc+TFnf )g
2T 2/3,
with TF = 1/2. Eq. (73) shows a similar structure to Eq. (71). The main dif-
ferences arise in the different numerator structure for the eikonal propagator of
the gluonic source, and in the presence of the extra term for temporal gluons.
The corresponding Lagrangian term generating all n ≥ 2-point gluonic functions
reads [41]
δLg = m
2
D
2
Tr
∫
dΩv
4pi
Fµα
vαvβ
(v ·D)2 F
β
µ. (74)
Also in the gluonic case, the retarded two-point function, Eq. (73), is of
order g2T 2, and so are all retarded n>2 point functions generated by Eq. (74).
However, in the ra formalism, different orderings have different power countings.
Let us consider the aa two-point function. The KMS condition in Eq. (53) leads
to, in the boson case
Πµνaa(Q) =
T
q0
(ΠµνR (Q)−ΠµνA (Q)) = iTm2D
∫
dΩv
4pi
vµvν 2piδ(v · Q) , (75)
which can be obtained from the leading-order term in the Q  P expansion,
differently to the retarded self energy. We present such a derivation (for the
gauge contribution only) in Appendix A, showing explicitly its gauge invariance
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Figure 16: Effective Feynman rules introduced in [13] for the gluonic HTL theory in the
r/a formalism. The arrows follow the graphical notation for r/a diagrams introduced in
Sec. 3.1.2. The identity in color space, δab, is not explicitly shown for the two-point functions.
The double line, e.g. in (e), is the hard current; a factor (m2D/T )
∫ dΩv
4pi
must be assigned to
every such disjoint double line appearing in a diagram. The application of these rules yields
the amputated amplitude iΓ. Figure taken and adapted from [13].
as well. We also remark that, due to the factor of 1/g from the Bose-enhanced
soft thermal distribution nB(q
0) ≈ T/q0, it is of order gT 2. Why then consider
the retarded HTL at all, if the aa is larger? The answer lies in the power-
counting rules worked out by Caron-Huot [13] for the gluonic HTLs in the r/a
formalism. In this two-point example, the 1/g-enhanced aa self energy has
to connect to the other pieces of the considered amplitude by retarded and
advanced propagators, since there is no aa propagator. These propagators scale
like 1/g2T 2. The retarded and advanced self energies, which have an r index,
can connect with an rr propagator. This, in turn, is related to the retarded and
advanced ones by the KMS condition, Eq. (40), which enhances it by 1/g with
respect to them, making the two cases to be of equivalent order.
Extending these arguments beyond the two-point function, Caron-Huot found
that the gluonic HTL theory in the r/a formalism requires all n-point functions
with one or two external a lines, the former case being, as we have mentioned
in Sec. 3.2 (see also footnote 7), the fully retarded/advanced functions, which
are also those obtained by analytical continuation from Euclidean functions.
Gluonic HTLs with more than two external a lines do not exist, meaning that
gluonic amplitudes with more than two a external lines represent corrections
beyond the HTL theory.
Besides these very important power-counting arguments, Caron-Huot also
presented a set of Feynman rules to generate these gluonic HTLs with one or
two a indices. They are presented in Fig. 16 and are based on the propagation of
the hard induced current, which is represented as a double line. These rules thus
allow to generate the required HTLs in a simple way, while at the same time
preserving a manifest link with the kinetic picture through this hard current
propagator, which represents an effective two-particle state. Intuitively, we can
go back from these effective rules to the (sum of) the original one-loop graphs in
QCD by “opening up” these double lines to recreate the hard loop they describe.
As an example, let us derive the retarded HTL from these rules. We have
iΓµν = im2Dδ
µ
0 δ
ν
0 +
m2D
T
∫
dΩv
4pi
(iTvµ)
−i
v · Q − i (iq
0vν) (76)
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where the first term comes from term (a), while the second from the succession
of (c), (e) and (b) which in turn create, propagate and annihilate the hard
current. As expected, this agrees with Eq. (73). Similarly, the aa self-energy
can be obtained by dropping the contribution from (a) and having a succession
of (b), (f) and (b), reproducing Eq. (75).
Finally, we remark that this discussion implies the existence, in the HTL-
resummed theory, of raa and rraa vertices, which, as we have argued in Sec.3.1.2,
do not exist in the bare theory. Furthermore, while the rra vertex (either bare
or resummed) scales like g2T for soft external gluons, this raa vertex, by the
arguments we have just presented, scales like gT , that is, is enhanced, the en-
hancement being compensated by the need to connect to the other sections of
the graph via one less enhanced rr propagator.
A similar analysis for the HTLs with external quark lines does not exist
in the literature. Clearly, the same power-counting rules do not apply there,
because the fermionic KMS condition Σaa(Q) = (1/2−nF(q0))(ΣR(Q)−ΣA(Q))
implies that the aa self energy is suppressed by a factor of g with respect to
the retarded/advanced ones, since 1/2 − nF(q0) ≈ q0/(4T ) ∼ g. It would be
interesting to work out in detail the rules and power counting for the fermionic
HTLs as well, along the lines of [13]. A partial analysis has been presented in
App. E of [34].
As we have mentioned, the HTL theory resums the leading thermal be-
haviour for soft external lines of momenta Pi. Corrections in Pi/T and in g
are of course expected; recently, an EFT approach to systematically tackle the
former has been proposed in [47–50] under the name of On-Shell Effective Field
Theory (OSEFT) and has been developed to study the subleading contribu-
tions to the QED HTLs. The interplay between the Pi/T and g corrections was
analyzed in [51].
4.1.2. Collective modes
We now turn to the analysis of the main features of the two-point functions.
In the gluonic case, Πµν(Q) is still transverse to Q, but there exist two separate
functions, ΠL and ΠT , which are respectively longitudinal and transverse with
respect to q. In the standard convention ΠL(Q) = (Q2/q2)Π00(Q) and ΠT (Q) =
(δij − qˆiqˆj)Πij(Q)/2. One can perform the angular integrations of the retarded
function given in Eq. (73) to obtain
Π00R (Q) = m2D
(
1− q
0
2q
ln
q0 + q + i
q0 − q + i
)
, ΠRT (Q) =
m2D
2
− Q
2
2q2
Π00R (Q) . (77)
The resummed retarded propagators then follow from Eq. (50) and from the
bare ones in Appendix A. In Coulomb gauge we define G00R (Q) ≡ GRL(Q) and
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Figure 17: The longitudinal structure of the HTL propagator. The light-cone bisector is drawn
in dashed white. In the time-like region above we plot the dispersion relation (location of the
pole), and in the space-like Landau cut below we plot the contours of the spectral density
there in units of m2D. In Fig. 19 we plot the longitudinal and transverse spectral functions
along the vertical line at q = 0.5mD.
GijR(Q) ≡ (δij − qˆiqˆj)GRT (Q). They read
G00R (Q) =
i
q2 +m2D
(
1− q
0
2q
ln
q0 + q + i
q0 − q + i
) , (78)
GijR(Q) =
−i(δij − qˆiqˆj)
Q2 + m
2
D
2
(
q20
q2
−
(
q20
q2
− 1
)
q0
2q
ln
q0+q
q0−q
)
∣∣∣∣∣∣∣∣
q0=q0+i
.
(79)
We can now summarize the main features of these propagators. In the time-
like region both the longitudinal and transverse ones feature plasmon poles:
collective plasma oscillations at the scale gT . At vanishing three-momentum,
the distinction between longitudinal and transverse modes vanishes and the
plasmon dispersion relation reduces to the well-known plasma frequency ωL(q =
0) = ωT (q = 0) = ±mD/
√
3. At asymptotically large momenta q  mD, on
the other hand, the longitudinal pole approaches the light cone, but its residue
vanishes exponentially [52]. The two transverse modes instead survive, with
unitary residue and asymptotic mass M∞, i.e. ωT (q  mD) =
√
q2 +M2∞,
M∞ = mD/
√
2 [53, 54]. It is also important to note that, in this region, the
HTL result agrees with the full one-loop result: hard gluons with q0 ∼ q ∼ T
and q0 − q  T do acquire a mass given by M∞. At generic momenta q ∼ mD,
the poles have to be found numerically: they are shown in Figs. 17 and 18 in
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Figure 18: The transverse structure of the HTL propagators. The graphical notation is as in
Fig. 17. The white area in the contour plot represents values above the maximum of the color
scale.
the time-like region above the red light-cone bisector.
Let us now look at the space-like region: here, the logarithms in Eqs. (78) and
(79) clearly acquire an imaginary part, which in turn induces a non-vanishing
spectral function at Q2 > 0. This is called Landau damping from its QED
analogue, and corresponds to the scattering of virtual gluons off the hard con-
stituents of the plasma with P ∼ T . The contours of the spectral functions in
the Landau cut (from the branch cut of the logarithm) are shown under the red
bisector in Figs. 17 and 18.
Another feature of the HTL propagator in the space-like region is Debye
screening : if we consider the propagators in the static limit q0 → 0, appropri-
ate for studying time-independent chromoelectric and magnetic fields at large
distances r ∼ 1/gT , we find
GRL(0, q) =
i
q2 +m2D
, GRT (0, q) =
−i
q2
. (80)
Hence, static chromoelectric fields are screened: at distances larger than the
Debye radius rD = 1/mD they vanish exponentially. Static chromomagnetic
fields are not screened in the HTL effective theory. At even larger distances,
the non-perturbative physics arising at the scale g2T , which will be discussed
in more detail in Sec. 6.3.1, will eventually screen these fields. In the static
domain, the Euclidean techniques described later in this review are applicable.
To describe the dynamics of the chromomagnetic modes at that scale one can
use the effective Hamiltonian derived by Bo¨deker [55, 56].
In Fig. 19 we plot the gluon HTL spectral functions at a fixed value of
momentum, that is, following the vertical lines in Figs. 17 and 18 . These plots
clearly show the structure of the spectral function in the Landau cut, while the
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Figure 19: The longitudinal and transverse HTL spectral functions on the left and right
respectively. In both plots the three-momentum is fixed at q = 0.5mD. We show the space-
like Landau cut in solid black and the Dirac δ-function at the time-like plasmon pole in dashed
red.
plasmon pole is a Dirac δ-function. Indeed, in the propagators (78) and (79),
plasmons have zero width. This is just a leading-order effect: the more precise
statement is that the position of the plasmon pole, determined by the real part
of the self energy, is of order gT , while the width of the plasmon, also called
gluon damping rate, is of order g2T . This means that the first arises from a
one-loop diagram in the HTL limit, i.e. with hard momenta running through it,
while the latter requires soft momenta through the loop and thus a consistent
HTL resummation, including both resummed propagators and vertices. Indeed,
the determination of the gluon damping rate at vanishing momentum within the
HTL theory and the proof of its gauge invariance represented one of the first
successes of the HTL approach [57, 58], as well as one of the first computational
tours de force within the theory. With a similar approach, theO(g2T ) correction
to the plasma frequency was computed in [59].
For what concerns the discussion of the collective modes of fermions, there
exist many parallels with what we have just illustrated for gluons. While we
refer to reviews such as [5] or textbooks such as [3] for more details, we give
a brief summary of the differences and similarities. Rather than longitudinal
and transverse modes, the retarded self energy ΣR given in Eq. (71) can be
decomposed in modes with positive or negative chirality-to-helicity ratios. In
detail, one finds that
SR(Q) = h+q S+R (Q) + h−q S−R (Q) , (81)
where h±q ≡ (γ0 ∓ γiqˆi)/2 and
S±R (Q) =
i
q0 ∓ (q + Σ±R(q0/q))
=
i
q0 ∓
[
q +
m2∞
2q
(
1− q
0 ∓ q
2q
ln
(
q0 + q
q0 − q
))] ,
(82)
where q0 is understood to be q0 + i. At positive (negative) frequencies the
massless bare theory only has a positive (negative) chirality-to-helicity mode,
with ω+(q) = q (ω−(q) = −q) . In the HTL theory, both modes develop
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Figure 20: The positive (top) and negative (bottom) chirality-to-helicity fermion modes in the
HTL theory. In both figures, we show the position of the time-like pole above the light-cone
bisector and the contours of the spectral function in the Landau cut below the bisector, in
units of m∞. Note that each spectral function is not odd in ω, as the self energies obey
Σ±R(−ω, q) = −Σ∓A(ω, q).
time-like poles. At vanishing momentum ω+(q = 0) = ω−(q = 0) = m2∞/
√
2
is the fermionic analogue of the plasma frequency. At asymptotic momenta,
ω+(q  m2∞) = q + m2∞/(2q) on the other hand clearly develops an asymp-
totic mass m2∞, while ω
−(q  m2∞) = q, with exponentially vanishing residue
[60]. Also in this case, the asymptotic limit agrees with the full one-loop
result for hard fermions. At intermediate momenta the negative chirality-to-
helicity mode, called the plasmino, displays non-monotonic behavior, as shown
in Fig. 20. Such a mode can be understood as a collective excitation where
the positive frequency fermion mixes with the negative frequency anti-fermion.
Indeed, for small q the behavior of ω−(q) is that of a negative energy state:
it decreases as q increases. These time-like modes, whose pole position is of
order gT , are long-lived: their width is of order g2T , as in the case of gluonic
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excitations. The quark damping rate thus requires a similar HTL-resummed
calculation, which was presented, for vanishing momentum, in [61] (see also [62]
for a discussion of gauge invariance).
In the space-like region Landau damping manifests itself also for soft quarks,
corresponding physically to scatterings of the soft, virtual, space-like quark with
the hard constituents of the medium. The contours of the quark HTL spectral
functions in the Landau cut are shown in Fig. 20.
4.1.3. Sum rules
We now turn to an illustration of sum rules that can be obtained from the
analytical properties of the amplitudes, owing to causality. These sum rules also
provide insights into the physical picture behind the HTL amplitudes. We start
by illustrating the classic sum rules, which can be found in textbooks such as
[3]. In the chromoelectric case we have
IE ≡ 1
dA
∫
d3x e−iq·x〈Ei a(t = 0,x)Ei a(0,0)〉
=
∫
dω
2pi
T
ω
[
2ω2ρT (ω, q) + q
2ρL(ω, q)
]
= T
(
2 +
m2D
q2 +m2D
)
, (83)
with dA = N
2
c − 1 standing for the dimension of the adjoint representation of
SU(Nc). We only consider the field-based definition on the first line at leading-
order, so we omit the Wilson line connecting the two fields and ensuring gauge
invariance. The result on the second line can be easily obtained from the ana-
lytical properties of the spectral function, which is the difference of the retarded
and advanced propagators. These are in turn analytic on the upper and lower
half-planes in ω, as dictated by causality. The retarded (advanced) integration
can then be closed above (below) the real axis without encountering any non-
analytic structures from the propagators themselves. The pole at ω = 0 from
the Bose–Einstein distribution contributes to the longitudinal integration only.
The longitudinal and transverse propagators in Eqs. (78) and (79) decay as 1/ω
at large ω, so both generate a contribution when closing the contours away from
the real axis. The sum of these contributions yields Eq. (83) [52, 63, 64].
With the same methods we can also look at the magnetic correlator, which
reads
IB ≡ 1
dA
∫
d3x e−iq·x〈Bi a(t = 0,x)Bi a(0,0)〉 =
∫
dω
2pi
T
ω
2q2ρT (ω, q) = 2T .
(84)
As anticipated, the contour sum rules not only lead us to the simple closed form
results of Eqs. (83) and (84), but they furthermore make the underlying physical
picture more transparent. At large q, we expect to see only the two transverse
degrees of freedom, equally distributed by equipartitioning, which is indeed the
case in both the electric and the magnetic condensates, which both become
2T . At vanishing q, we on the other hand expect to see the three degenerate
polarizations of plasmons in the electric case, i.e. chromoelectric fields, which
is again borne out by Eq. (83) that reduces to 3T at vanishing q. On the
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Figure 21: Contributions to IE in Eq. (83). On the left we plot, for ω > q, the position
of the transverse (solid black) and longitudinal (dashed red) plasmon poles. Under the ω =
q bisector, for q > ω, we plot the contours of the Landau cut contribution to Eq. (83),
divided by Tm2D. On the right, we plot in dashed blue and dot-dashed red the contributions
from the transverse and longitudinal poles, respectively. The transverse and longitudinal cut
contributions are drawn in dotted blue and red. The overall total is plotted in solid black.
other hand, as we will discuss in Sec. 6.2, the gauge invariance of MQCD—the
effective, static theory of chromomagnetic modes at the scale g2T which shall
be illustrated later in Sec. 6.3.1—prevents from generating a third degree of
freedom for chromomagnetic fields in the IR, which is why IB is constant as
a function of q. These considerations are reflected not just in the integrated
results, but in the integrands as well: in the limit of small q, the integral of
ρT appearing in IE is dominated by its pole (ω
2 ≥ q2) part, whereas IB is
dominated by its cut (q2 > ω2) part. This reflects the fact that at small q, the
plasmon contains only electric fields oscillating with the hard particles, while
the magnetic fields are unscreened. In Figs. 21 and 22 we plot separately the
pole and cut contributions to these integrals.
Similar sum rules, motivated again by causality, can be derived in the fermion
case as well and can be found in textbooks [3].
As we have remarked, causality is responsible for the sum rules we have just
illustrated. In a way, this is a textbook application of causality, as it relies on
the basic property of analyticity of the retarded propagator on the upper half of
the complex ω plane. However, causality allows for stronger statements, which
can be used to derive sum rules that apply on the light cone. To this end, let
us consider the light-cone causality of retarded propagators, which implies
DR(q+, q−, q⊥) =
∫
dx+dx−d2x⊥ ei(q
+x−+q−x+−q⊥·x⊥)DR(x+, x−,x⊥) (85)
is an analytic function of q+ ≡ (q0 + qz)/2 on the upper half-plane at fixed
q− ≡ q0 − qz and q⊥. This is because the retarded response function is only
non-zero in the forward light cone 2x+x− ≥ x2⊥. Thus the integral in Eq. (85)
has support only for x− > 0, and the Fourier integral provides an analytic
continuation in the upper half q+ plane, due to the decreasing exponential
eiq
+x− [65]. In other words, retarded functions are analytical on the upper half-
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Figure 22: Contributions to IB in Eq. (84). As in Fig. 21, on the left we plot, for ω > q,
the position of the transverse plasmon pole in solid black and, for q > ω, the contours of
the Landau cut contribution to Eq. (84), divided by Tm2D. The white area in the contour
plot represents values above the maximum of the color scale. On the right, we plot in dashed
blue the contribution from the transverse pole and in dotted red the contribution from the
transverse cut. The overall total is plotted in solid black.
plane in any time-like variable. With some caveats, this applies also for soft
light-like variables, up to corrections that are beyond the scope of this review.
We refer the interested reader to [65] for the original derivation for bosons and
for a discussion of these caveats and to [66] for a more pedagogical review.
To see a first application of the above property, let us consider the correlator
F⊥ ≡ 1
dA
∫ +∞
−∞
dx+
∫
d2x⊥e−iq⊥·x⊥〈F−⊥ a(x+, x− = 0,x⊥)F− a⊥ (0, 0,0)〉 ,
(86)
where the repeated ⊥ index implies a summation over the two transverse di-
rections. As in Eqs. (83) and (84) before, we have omitted the Wilson lines
necessary for gauge invariance beyond leading order. Physically, F−⊥ can be
viewed as the transverse component of the Lorentz force for an eikonal source
propagating at v = c in the zˆ direction. Indeed, the expression above is related
to the transverse momentum broadening coefficient qˆ, which we shall further
describe later on in Sec. 4.2.
Let us now turn to the evaluation of Eq. (86). As the separation between the
two field-strength tensors is, at non-zero x⊥, space-like, the analytical properties
mentioned above apply for the retarded propagator. Eq. (86), however, describes
a Wightman correlator, which in momentum space is related to the retarded one
as
F⊥ =
∫
dq+
(2pi)
T
q+
q2⊥
[
ρL(q
+, q− = 0, q⊥) +
q2⊥
q2
ρT (q
+, q− = 0, q⊥)
]
, (87)
where we have further assumed q⊥ ∼ gT and used the Coulomb gauge prop-
agators in Eqs. (78) and (79). The retarded (advanced) propagators entering
the spectral functions above are then analytical above (below) the real q+ axis.
The only non-analytical features are a branch cut all along the real axis and
the zero-frequency pole of the soft limit of the Bose–Einstein distribution. As
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the spectral functions are actually O(q+) at the origin, this pole can be treated
with a principal value prescription, yielding [65, 67]
F⊥ = i
T
2
q2⊥
[
GRL(0, 0, q⊥) +G
A
L(0, 0, q⊥) +G
R
T (0, 0, q⊥) +G
A
T (0, 0, q⊥)
]
,
= T q2⊥
[
1
q2⊥
− 1
q2⊥ +m
2
D
]
. (88)
This shows how the soft contribution to this light-cone operator has become
much more straightforward: it has reduced to the Euclidean zero mode, which
is three-dimensional and can be dealt with using EQCD, which is much simpler
than the HTL theory, as Sec. 6.3.1 will elucidate. Indeed, Eq. (88) is just the
difference between the propagators of the massless, spatial gauge bosons and
the massive A0 scalar arising from dimensional reduction of the temporal gauge
field. In summary, the soft contribution to Euclidean operators, that is operators
whose soft contribution is dominated by the Euclidean zero mode, is time-
independent at spacelike and lightlike separations. We refer to the derivations
in [65] and [66] for the details of a more formal connection to the Euclidean
formalism and for the reduction to the zero mode at soft momenta. In a nutshell,
[65] shows how the mapping to EQCD can be seen as arising from a complex
boost. Take the two-point Wightman function of a scalar field φ at equal times,
D>(0,x) ≡ 〈φ(0,x)φ(0)〉. As Sec. 2 showed, D>(t) = DE(it), with DE the
Euclidean correlator. The Matsubara formalism, which shall be discussed at
length in Sec. 6, then yields
D>(0,x) = T
∑
n
∫
d3p
(2pi)3
eip·xDE(ωn, p), (89)
where the sum runs over the Matsubara frequencies ωn = 2pinT . But any space-
like separated two-point function is at equal times in a suitable frame, so that
D>(t,x), with t/xz ≤ 1, which would naively read
D>(t,x) = T
∑
n
∫
d3p
(2pi)3
e−itiωn+ip·xDE(ωn, p), (90)
can be “boosted” to an equal-time form by the change pz → pz+iωnt/xz, which
is allowed by the analyticity arguments mentioned before as long as t/xz ≤ 1,
yielding
D>(t,x) = T
∑
n
∫
d3p
(2pi)3
eip·xDE(ωn, px, py, pz + iωnt/xz). (91)
Whenever this sum is dominated by the zero-mode, ωn = 0, as in the case of
Eq. (88), then Eq. (91) shows clearly how the soft contribution becomes time-
independent and three-dimensional, i.e.
D>(t,x)soft = T
∫
d3p
(2pi)3
eip·xDE(0, px, py, pz). (92)
36
However, not all operators are dominated by the zero mode. Let us consider
the longitudinal analogue of Eq. (86), i.e.
FL ≡ 1
dA
∫ +∞
−∞
dx+
∫
d2x⊥e−iq⊥·x⊥〈F−z a(x+, x− = 0,x⊥)F−z a(0, 0,0)〉 ,
(93)
which is quite clearly related to the longitudinal component of the Lorentz force
for the same eikonal source. At LO for soft momenta this becomes
FL = T
∫
dq+
(2pi)
q+
[
ρL(q
+, q− = 0, q⊥) +
q2⊥
q2
ρT (q
+, q− = 0, q⊥)
]
, (94)
which evidently is not sensitive to the zero mode. In this case a different type
of light-cone sum rule applies, based on the same analyticity properties rooted
in causality. When dealing with the retarded (advanced) contribution to the
spectral function we are then free to deform the integration contour away from
the real axis in the upper (lower) half plane, on an arc at fixed, large |q+|. On
this arc, |q+|  mD, q⊥ and the structures in Eq. (78) and (79) reduce to their
asymptotic, light-like limit, which can only depend on the asymptotic thermal
mass of transverse excitations. Indeed we find [66, 68, 69]
FL = T
[
1− q
2
⊥
q2⊥ +M2∞
]
, (95)
where the first term in brackets arises from the longitudinal modes and the
second from the transverse ones: as expected, the result depends on M∞.
For what concerns fermions, which have odd Matsubara frequencies, no
equivalent of Eq. (88) can exist. There exists however an equivalent of Eqs. (93)
and (95) [34, 70], which depend on m∞ and are of relevance for thermal photon
production [34] and for right-handed neutrino production in the Early Universe
[70]. In the former case the sum rule permits a simple, analytical evaluation of
the leading-order contribution to the photon rate from soft quark momentum;
let us briefly see how it comes about, to tie back to our discussion at the begin-
ning of Sec. 4. While Eq. (61) vanishes when both quark propagators are bare,
which is appropriate when they are both hard, P − K ∼ T and P ∼ T , this is
no longer the case when one of these two is soft, P ∼ gT , which, as we have
argued, is where a logarithmic IR divergence appears in the naive treatment of
Eqs. (63) and (64).
To properly deal with the P ∼ gT region we must perform HTL resumma-
tion, as shown diagrammatically in Fig. 23. This gives
Π<g2 soft(K) = −2
∑
i
∫
d4P
(2pi)4
Tr
[
(eQiγ
µ)S<hard(P+K)(eQiγµ)S<soft(−P)
]
, (96)
with a factor of 2 accounting for the P − K ∼ gT region. Using the explicit
37
Π<g2 soft(K) =
= + + + . . .
Figure 23: The diagram contributing to the soft region at leading order, Eq. (96). The double
lines are hard quarks, such as S(P +K) in the diagram above, whereas the dotted single line
represents the bare soft propagator S(P). The single plain line is the HTL-resummed soft
quark propagator and curly lines with an extra line running through them are hard gluons.
Figure taken from [32, 34].
forms of the propagators (see Appendix A), we find
Π<g2 soft(K) =2e2
∑
i
Q2i
∫
d4P
(2pi)4
Tr
[
γµ(−/P − /K)γµ(SR(P)− SA(P))
]
× (θ(−p0 − k0)− nF(|k0 + p0|))2piδ((P +K)2)(1− nF(p0)),
(97)
where we used S<(−P) = −S>(P) = −(1− nF(p0))(SR(P)− SA(P)). We can
now make use of the fact that K  P, so that δ((P + K)2) ≈ δ(2kp−), with
the previously defined light-cone coordinates. Futhermore, for soft momenta
nF(p
0 ∼ gT ) = 12 . Hence
Π<g2 soft(K) =− e2
∑
i
Q2i
nF(k)
k
∫
d4P
(2pi)4
Tr
[
/K(SR(P)− SA(P))
]
2piδ(p−). (98)
Using the explicit form in Eq. (81) to take the trace, we find
Π<g2 soft(K) =2e2
∑
i
Q2inF(k)
∫
d4P
(2pi)4
[(
1− p
z
p
)
(S+R (P)− S+A (P))
+
(
1 +
pz
p
)
(S−R (P)− S−A (P))
]
2piδ(p−),
(99)
where the δ function puts the hard quark on shell, resulting in
Π<g2 soft(K) =2e2
∑
i
Q2inF(k)
∫
dp+d2p⊥
(2pi)3
[(
1− p
+
p
)
ρ+(p+, p− = 0, p⊥)
+
(
1 +
p+
p
)
ρ−(p+, p− = 0, p⊥)
]
. (100)
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In the above result, we recognize the fermionic analogue of Eq. (94): the
ρ± ≡ S±R − S±A fermionic spectral function play the role of those of longitudinal
and transverse gluons. The analyticity in the upper (lower) half of the complex
p+ plane of the retarded (advanced) functions allow us to deform the integration
away from the real axis to the arcs at large, complex p+, where the propagators
again greatly simplify, becoming sensitive only to the shift in the dispersion
relation at the light cone. Indeed we find [34]
Π<g2 soft(K) = 2e2
∑
i
Q2inF(k)
∫
d2p⊥
(2pi)2
[
1− p
2
⊥
p2⊥ +m2∞
]
, (101)
where at large positive p+ the constant term in square brackets comes from the
S− contribution and the other term from the S+ contribution.
As expected, Eq. (101) is UV log-divergent. The divergence can be regular-
ized with a cutoff µLO⊥ on p⊥, as shown graphically in Fig. 14; when regularizing
Eqs. (63) and (64) in the same scheme (see [38] and footnote 7 of [34] for de-
tails) one recovers a finite, cutoff-independent result. We recall that a complete
leading-order photon rate necessitates also the evaluation of the collinear con-
tribution, which is the subject of the next section.
4.2. Collinear physics: LPM resummation
So far we have been talking about the complications that arise from soft
kinematics, where (one of) the particles in the discussion has all four-momentum
components that are soft, i.e. O(gT ). As we mentioned in the introduction to
Sec. 4, there is another kinematic region where intricacies arise, as noticed by
Aurenche et al. [39, 71–73] in the context of thermal photon production: the
collinear region. There the particles are hard with momenta of order T , their
virtualities are of order g2T 2 and their angular separations are of order g, as
we showed in Figs. 13 and 14. Where the physics is sensitive to this kinematic
region, it is necessary to perform a further resummation, different from HTL, in
order to correctly describe the physics. Such resummation scheme traces back
to the works of Landau, Pomeranchuk [74, 75], and Migdal [76] (LPM) in the
context of bremsstrahlung in QED, later generalised to the physics of QCD by
Baier, Dokshitzer, Mueller, Peigne´, and Schiff [77, 78] and Zakharov [79, 80].
In the context of Thermal Field Theory, this was introduced by Arnold, Moore,
and Yaffe [81, 82], whose formalism we will follow in this review, in its position-
space formulation. We are in particular indebted to the heuristic derivation in
[83] and to the extended and detailed derivation in [84]. A useful Rosetta stone
between the many different formalisms and associated notations can be found
in App. A of [85].
4.2.1. Introduction and physical picture
The physical origin of the complication is related to the quantum mechan-
ical formation times of scatterings in medium. Consider for concreteness the
splitting of a hard parton (the parent) to two softer partons (the children);
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for simplicity, we start by considering a “democratic” splitting where the two
offspring particles both carry an O(1) fraction of their parent’s momentum.
For massless particles such a splitting is kinematically disallowed in vac-
uum,10 but if the particle is pushed off shell by an interaction, the splitting
becomes possible. The splitting process of a massless hard particle with fre-
quency E and virtuality Q2 is associated with a quantum mechanical formation
time, which is the time it takes to separate the wave functions of the children
partons such that they can be identified as two independent on-shell particles.
For a hard particle with frequency E and virtuality Q2 the formation time is
given by τform ∼ E/Q2, i.e. the closer the particle is to its mass shell, the longer
the quantum mechanical formation time of the process. This is so because the
closer the particle is to the mass shell, the more collinear the splitting process
needs to be to satisfy the kinematical constraints.
When the hard particle traverses the medium, it undergoes collisions that
exchange momentum with it. If the interactions with the medium are indepen-
dent, the momentum transfer can be described with a (transverse) momentum
broadening coefficient qˆ which gives the mean transverse momentum squared
acquired by the hard particle per unit time, qˆ ∼ 〈k2⊥〉/t. These interactions
do not need to keep the particle on shell, and the hard particle will acquire
parametrically the same amount of virtuality, Q2 ∼ qˆt.
During the formation time of a splitting, the hard particle has time to acquire
Q2 ∼ qˆτform of virtuality. Because of the acquired virtuality, the particle will
be able to split in a time τform ∼ E/Q2. The longer the particle moves in the
medium, the farther off shell it goes and the faster it can split. The formation
time can be solved self-consistently giving
τform ∼ EQ2 ∼
E
qˆτform
∼
√
E
qˆ
. (102)
This is the quantum mechanical minimum time it takes to form an in-medium
splitting of on-shell particles. Of course, in a weakly coupled theory, not every-
thing that can happen happens, and only an αs fraction of all possible splittings
will take place. To this end, the in-medium splitting rate is parametrically of
order Γ ∼ αsτform ∼
αs
√
qˆ√
E
.
If there are multiple interactions with the medium during τform, it is quantum-
mechanically indistinguishable which one of the interactions was responsible for
10This is true for QCD, as no channel exists where the parent could spontaneously decay
into the children or vice versa, since gluons are massless in vacuum. This remains true also
when thermal masses are included, as we will do later, since the gluon and quark asymptotic
thermal masses obey M2∞ < 4m2∞. However, when considering the emission of virtual photons
with virtuality −K2 > 4m2∞, the direct (Born) annihilation of a quark-antiquark pair into a
virtual photon becomes possible. As long as −K2 . g2T 2, the formalism we are describing
remains valid with minor modifications [86, 87]. The same formalism has also been applied
to the collinear production of right-handed neutrinos [70, 88], where parents and children are
three distinct particles (Higgs scalars, left-handed leptons and right-handed neutrinos), with
different Born channels available depending on the mass hierarchy.
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the splitting, and therefore there will be interference between processes where
the splitting happens, say, at t = 0 and at t = τform. As the formation time
sets an upper bound on the splitting rate and the resulting rate is suppressed
compared to the “naive” rate set by the scattering rate of the medium, this in-
terference is destructive. This suppression is the Landau-Pomeranchuk-Migdal
(LPM) effect.
Let us now try to be slightly more quantitative in discussing this soft scatter-
ing. In the previous Sec. 4.1, we have in Eqs. (86)-(88) introduced and computed
F⊥, the (soft contribution to) the correlator of two field strength tensors in the
transverse channel. As we mentioned there, that correlator is related to qˆ, as
proven formally in [89, 90]. The soft contribution to qˆ then reads
qˆsoft = g
2CR
∫ µ d2q⊥
(2pi)2
F⊥ = g2CRT
∫ µ d2q⊥
(2pi)2
m2D
q2⊥ +m
2
D
=
g2CRTm
2
D
2pi
ln
µ
mD
,
(103)
where gT  µ  T is a cutoff used to restrict ourselves to the soft region and
CR is the quadratic Casimir in the representation of the source. But qˆ can also
naturally be seen as the second moment of the (differential) soft scattering rate
dΓ/d2q⊥, oftentimes called C(q⊥) in the literature,
qˆsoft =
∫ µ d2q⊥
(2pi)2
q2⊥
dΓ
d2q⊥
, (104)
which brings us to the identification [67]
dΓ
d2q⊥
=
g2CRTm
2
D
q2⊥(q
2
⊥ +m
2
D)
. (105)
From the above considerations, we see a power counting emerge: qˆ ∼ g4T 3,
Γ ∼ g2T (recall that d2q⊥ ∼ g2T 2 for soft q⊥).11 We remark that these are
estimates for an infinite, static and equilibrated medium, in keeping with the
spirit of this review. The formalism we are introducing is also well suited for
media that are inhomogeneous along the longitudinal direction; we refer to
[83, 85] for details regarding this issue. Hence, the power counting above implies
that the equilibrium inverse soft scattering rate is τscat = 1/Γ ∼ 1/g2T and is
parametrically independent of the frequency of the propagating particles. The
formation time of the splitting, τform ∼
√
E/qˆ, increases with the energy of the
parent particle for E & T . LPM interference happens when τform & τscat and
thus E & T . In the following, we will discuss at some length the derivation of the
11 Eq. (105) implies in principle an IR divergent Γ, arising from the unscreened magneto-
static gluons. As we have mentioned in the previous Section, a non-perturbative formulation
is required to deal with that physics. However, as we explained, it enters at the scale g2T
where, as we shall show, a cancellation will happen, rendering precise knowledge of the form
of the scattering kernel there irrelevant for a leading- or next-to-leading order discussion of
LPM resummation. Hence, Eq. (105) will suffice for our derivation of the leading-order rate
for LPM-resummed collinear radiation.
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Figure 24: The three regions discussed in the text in the context of gluon emission. The
horizontal line across the figure represents the cut between the amplitude M above and the
conjugate amplitudeM∗ below. Time flows monotonically from left to right, as a consequence
of the eikonal approximation. The gluonic “ladders” connecting the three collinear particles
a,b,c through the blobs, as well as the self energies of a,b,c, are intended to be HTL rr
propagators, with the blobs the HTLs themselves. Intuitively, the assignments for these
propagators have to be rr, so that the statistical fluctuations of the medium are sampled.
An exhaustive diagrammatic power counting and derivation arriving to this conclusion can be
found in [81]. Figure taken from [83].
radiation rate, without assuming any hierarchy between E and T . The formulae
we obtain will thus be valid either when E  T , as is most often the case when
studying jet modification in the quark-gluon plasma [91–97], or when E ∼ T , as
is the case when computing the collinear contribution to the photon production
rate from the Quark-Gluon Plasma (QGP) [81] or when solving for transport
coefficients [98], which get a contribution from collinear processes between the
thermal (P ∼ T ) constituents of the plasma.
4.2.2. Heuristic derivation of LPM resummation
Having explained the rationale for the LPM resummation as well as its rele-
vance for the physics of the QGP, we now turn to the derivation of the radiation
rate. A strict diagrammatic derivation of collinear photon radiation from the
QGP was introduced in [81]. While undoubtedly exhaustive, it may leave the
underlying physical picture encumbered by the intricacies of technical detail,
which is why we present a slightly more heuristic derivation following [83, 84].
To move forward, we first examine Fig. 24. It shows a typical diagram en-
tering LPM resummation, where the horizontal cut separates the amplitudeM
from the conjugate amplitude M∗ and time flows from left to right. Under the
two assumptions of eikonal propagation for the hard particles, justified by the
separation of scales between T and gT , and of instantaneous soft collisions (com-
pared to the formation time), justified by the duration of the collision O(1/gT )
being much smaller than the time between collisions, O(1/g2T ), the diagram is
naturally divided in three regions by the two times t1 and t2 (tx and tx¯ in the
equations to follow). The key point is that soft scatterings happening in region
A, that is before any emission has taken place either inM or inM∗, or in region
C, after the emission has taken place in both amplitudes, do not contribute to
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LPM interference and thus need not be resummed. Intuitively, as explained in
[83], scatterings in region A modify by small amounts the transverse momentum
and energy of the emitter, and can be reabsorbed in a (slight) change of the jet
axis, a freedom which we will also exploit later on. Scatterings in region C, on
the other hand, modify by small amounts the transverse momenta and energy
of the emitted particles. But we are not interested in a rate that is differential
in transverse momentum, and the small energy changes are negligible compared
to the much larger ones deriving from collinear radiation. Under these approxi-
mations, the transverse-momentum integration is time-independent after t2 (tx¯)
[83], hence the irrelevance of region C. However, if one wants to remain differ-
ential in transverse momentum, a more complicated formalism [99] is necessary
to account for regions A and C as well.
Based on the above argument, we introduce the following expression for the
differential probability dI/dx to radiate a photon (K) with momentum fraction x
from a quark with energy E, i.e. x = k/E—a result that we will later generalize
to gluon radiation. We follow the notation, derivation and exposition of [84], to
which we are greatly indebted. The probability dI/dx then reads
dI
dx
= 2Re
{
E
2piV⊥
∫
tx<tx¯
dtx dtx¯
∑
pol.
∫
pf ,kf
∫
px,p¯x¯
(106)
〈〈(
〈pfkf , tx¯|pxkf , tx〉〈pxkf |−i δH|pi〉
)(
〈pi, tx|p¯x¯, tx¯〉〈p¯x¯|i δH|pfkf〉
)〉〉}
,
where the pi stand for the transverse momenta of the quark at different points
in the amplitude and conjugate amplitude, and the ki for those of the radiated
photon (we drop the ⊥ label to avoid overloading our notation). We assume
that the quarks and the radiated photon have most of their momenta along z
(pz ∼ kz ∼ T , p ∼ k ∼ gT ), but we have not picked a frame where k is zero:
while it is clearly an obvious choice in the case of photon radiation, it is not in
the case of gluon radiation. We shall comment more extensively on this later.
The hard quarks propagate through the background of (soft) medium gauge
fields, with the double brackets 〈〈. . .〉〉 defining a thermal average over this back-
ground. The factors within the first round bracket on the second line describe
the amplitude: from ket to bra, one has first the (collinear) splitting matrix
element 〈pxkf |−i δH|pi〉, where δH is the part of the Hamiltonian containing
the vertices for the hard particles. It is followed by the Propagation Under the
Influence of the medium (PUI) 〈pfkf , tx¯|pxkf , tx〉 from tx to tx¯, with the photon
as a spectator, hence k is unchanged there. The second round bracket contains
similarly the conjugate amplitude. We take (twice) the real part to combine
the interference term we are explicitly considering with its complex conjugate,
where emission happens first in the conjugate amplitude. The sum is over the
final-state polarization of the quark and photon, and V⊥ represents the trans-
verse volume, which will, as expected, drop out from the final results. Finally,
the time integration is restricted to region B in Fig. 24. In equilibrium, the in-
tegrand can only depend on ∆t ≡ tx¯− tx: we will make use of this simplification
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later, but for now we find the formulation above slightly more instructive.
Our goal is now to (briefly) show how the two-particle, four-dimensional
in-medium QFT evolution of the amplitude can be reduced to a simpler one-
particle, two-dimensional quantum mechanics problem (note that this holds
also in the three-particle case of gluon radiation). Let us rewrite our PUI time-
evolution in the amplitude as
〈pfkf , tx¯|pxkf , tx〉 = 〈pfkf |e−iH(2)(tx¯−tx)|pxkf〉, (107)
where H(2) is the PUI Hamiltonian for two hard particles through the medium:
the quark and the photon. All H(i) conserve the number of hard particles and
are thus distinct from δH.12 The PUI in the conjugate amplitude is similarly
given by
〈pi, tx|p¯x¯, tx¯〉 = 〈pi|e+iH(1)(tx¯−tx)|p¯x¯〉. (108)
Since the medium enters only in H(1) and H(2), the medium average in Eq. (106)
can be restricted to〈〈
e−iH(2)(tx¯−tx)|pxkf〉〈pi|e+iH(1)(tx¯−tx)
〉〉
, (109)
that is, the time evolution of an initial |pxkf〉〈pi| starting from time tx.
The object |pxkf〉〈pi| lives in
H¯q ⊗Hq,γ = H¯q ⊗Hq ⊗Hγ , (110)
where Hq is the Hilbert space of states of a hard quark, and Hq,γ is the Hilbert
space of states with a collinear quark-photon pair. A central point of Zakharov’s
pioneering approach [79, 80] is to rethink this product as a single Hilbert space
of three particles: one quark, one photon, and one conjugated quark. Corre-
spondingly, we rewrite (109) in the form of a 3-particle evolution〈〈
e−iH(1¯+2)(tx¯−tx)|p1,p2,p3〉
〉〉
, (111)
where H(1¯+2) = H(2)−H(1). The minus sign stems from the fact that H(2) acts
on the two particles associated with the amplitude and H(1) on the one associ-
ated with the conjugate amplitude, in a way that is analogous to the relative
minus sign in the Schwinger–Keldysh formalism in Eq. (7). For convenience we
assign a minus sign to the momenta in the conjugate amplitude, so that (109)
may be recast in the form (111) with
(p1,p2,p3) = (−pi,px,k) at t = tx. (112)
With this sign convention for the pi, momentum conservation pi = px + kf
implies that
p1 + p2 + p3 = 0. (113)
12Formally, we find that the best way to obtain such a separation would be through Soft
Collinear Effective Theory [100–105] (see [106] for a textbook).
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The medium average in Eq. (111) only affects the PUI evolution operator.
We can thus rewrite (111) as
e−iH(tx¯−tx)|p1,p2,p3〉 ≡
〈〈
e−iH(1¯+2)(tx¯−tx)
〉〉
|p1,p2,p3〉, (114)
where H is going to be the Hamiltonian of our effective 3-particle quantum
mechanics problem. Note that H need not be Hermitian, even though H(1¯+2)
is.
The above effective Hamiltonian takes the form of a kinetic term and a
potential, with medium effects in both. In detail
H = p
2
1 +m
2
∞ 1
2p+1
+
p22 +m
2
∞ 2
2p+2
+
p23 +m
2
∞ 3
2p+3
+ V (b1, b2, b3). (115)
In thermal equilibrium, H is time independent. We note that the large p+i
components act as non-relativistic “masses” for the two-dimensional, transverse
kinetic part above. We have used a similar minus sign convention for defining
the light-cone momenta p+i as we did above for defining transverse momenta pi.
In our case here, p+1 is negative, i.e.
(p+1 , p
+
2 , p
+
3 ) = E(−1, 1−x, x). (116)
The kinetic terms in Eq. (115) contain the first effect arising from the
medium: the asymptotic masses. As we have explained in Sec. 4.1, the dis-
persion relations of hard, P ∼ T particles read εpi =
√
p2i +m
2
∞ i. Includ-
ing this term in the kinetic Hamiltionian and expanding for large p+i , with
pi ∼ m∞ i ∼ gT and p− ∼ g2T 2/p+, as required by P2 ∼ g2T 2, one finds
Hkin(2) −Hkin(1) = (εp2 +εp3)−εp1 ≈
p22 +m
2
∞ 2
2p+2
+
p23 +m
2
∞ 3
2p+3
+
p21 +m
2
∞ 1
2p+1
. (117)
If particle i is a quark, m∞ i = m∞, if a gluon, m∞ i = M∞, and if a photon,
m∞ i = 0. When E  T , these masses become negligible.
The second effect of interactions with the medium is to add an imaginary
part (ReV = 0) to H, related to the soft scattering rate dΓ/d2q⊥. For the case
of a weakly-coupled QCD plasma radiating a photon this becomes
V (b1, b2, b3) = −ig2CF∆Γ¯(b2−b1) (118)
where
∆Γ¯(b) ≡ Γ¯(0)− Γ¯(b) =
∫
d2q⊥
dΓ¯
d2q⊥
(1− eib·q⊥). (119)
Here, g2CF is the effective coupling of the medium to the hard quark, while b3
corresponds to the photon, Above, Γ¯(0) ≡ Γ/g2CF is the coupling- and Casimir-
stripped rate of elastic scattering from the medium and can be obtained from
Eq. (105). Its generalization Γ(b) is defined as the Fourier transform of the
differential rate of scattering dΓ/d2q⊥ with respect to the transverse momen-
tum transfer q⊥. The second term in (119) corresponds to background field
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correlations between the amplitude and conjugate amplitude in Fig. 24. The
first term corresponds to the self energies of charged particle lines arising from
correlations between the amplitude and itself, or between the conjugate ampli-
tude and itself. These latter terms are clearly also those responsible, through
their real parts and at hard momentum, for the asymptotic masses in Eq. (115).
The relative sign in (119) arises because the second term corresponds, in the
language of H, to the interaction of a quark and a conjugated quark. As we re-
marked in footnote 11, Γ¯(0) is not IR-finite in perturbation theory. ∆Γ¯(b2−b1)
in Eq. (118), on the other hand, is, as the leading IR behavior cancels with
the subtracted Γ¯(b2−b1). The contribution of the non-perturbative scale g2T
is then suppressed by a relative factor of g2.
It is also important to remark that the potential V may be related to the
value of real-time Wilson loops which contain two long, parallel, light-like lines
separated by b = b2−b1 and closed by transverse gauge links, as it first emerged
from the position-space, path-integral approach of [79, 80], later formalized
through SCET in [89, 90].
In the case of gluon radiation, Eq. (118) turns into
V (b1, b2, b3) = −ig2
[
1
2 (C1+C2−C3) ∆Γ¯(b2−b1)
+ 12 (C2+C3−C1) ∆Γ¯(b3−b2) + 12 (C3+C1−C2) ∆Γ¯(b1−b3)
]
, (120)
where Ci is the quadratic Casimir for particle i. In the q → qγ case we were
considering previously, C1 = C2 = CF and C3 = 0, whereby Eq. (118) is
recovered.
The next critical step in the reduction to the one-particle quantum-mechanical
problem is the observation that we can choose our z axis to point at a slightly
different direction while maintaining the collinear approximations we have made.
Indeed, in the photon radiation case the most sensibile choice is, as we men-
tioned before, to choose the z axis along the photon direction. In the more
general gluon case, this rotation under the collinear approximation implies that
the rate should be invariant for (pi, piz)→ (pi+pizξ, piz). Since piz ≈ p+i = xiE
and because of the zero sum of the pi and xi, this invariance implies the exis-
tence of a single independent combination,
P ≡ x2p1 − x1p2 = x3p2 − x2p3 = x1p3 − x3p1. (121)
Indeed, the 3-particle kinetic energy term in H, Eq. (115), can be rewritten in
terms of P in the form of a 1-particle kinetic energy:
p21 +m
2
∞ 1
2p+1
+
p22 +m
2
∞ 2
2p+2
+
p23 +m
2
∞ 3
2p+3
= − P
2
2x1x2x3E
+
∑
i
m2∞ i
2p+i
. (122)
From (116) we recall that x1x2x3 is negative since our x1 is negative. The
corresponding position variable is
B ≡ b1 − b2
(x1 + x2)
=
b2 − b3
(x2 + x3)
=
b3 − b1
(x3 + x1)
, (123)
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so that Eq. (115) becomes in the most general gluon radiation case
H = − P
2
2x1x2x3E
+
∑
i
m2∞ i
2p+i
− ig2
[
1
2 (C1+C2−C3) ∆Γ¯(−x3B)
+ 12 (C2+C3−C1) ∆Γ¯(−x1B) + 12 (C3+C1−C2) ∆Γ¯(−x2B)
]
. (124)
We now have all the ingredients to get to the final formulae. The time
evolution given by Eq. (114), with the PUI Hamiltonian given above in Eq. (124),
evolves the momentum states in medium as a one-particle quantum-mechanics
problem. Hence, the radiation probability can be shown to become
dI
dx
=
αsP1→2(x)
[x(1− x)E]2 Re
∫
tx<tx¯
dtx¯ dtx∇Bx¯ ·∇Bx〈Bx¯, tx¯|Bx, tx〉
∣∣∣
Bx¯=Bx=0
, (125)
where 〈Bx¯, tx¯|Bx, tx〉 is the propagator of the one-particle state described by
the PUI Hamiltonian, Eq. (124). In more detail, it is a Green’s function of this
Schro¨dinger equation
i∂tψ(B, t) = Hψ(B, t), (126)
with initial condition
〈Bx¯, tx|Bx, tx〉 = δ2(Bx¯ −Bx). (127)
The matrix elements of the splitting Hamiltonian δH, originally present in
Eq. (106), are responsible for the two factors of P (∇B in position space) and
for αsP1→2(x), where P1→2(x) are the standard spin-averaged DGLAP splitting
functions. They read
Pq→gq(x) = CF
1 + (1− x)2
x
, Pg→gg(x) = CA
1 + x4 + (1− x)4
x(1− x) (128)
Although we have not written the gluon analogue of Eq. (106), Eq. (125) holds
both for photon and gluon radiation. In the photon case, H contains Eq. (118),
and the DGLAP splitting function is easily obtained from Eq. (128),
Pq→γq(x) =
1 + (1− x)2
x
. (129)
Finally, in equilibrium one usually works with the differential rate rather
than the probability. The former is obtained by differentiating in time the
latter, yielding
dΓ
dx
=
αsP1→2(x)
[x(1− x)E]2 Re
∫ ∞
0
d(∆t)∇Bx¯ ·∇Bx〈Bx¯,∆t|Bx, 0〉
∣∣∣
Bx¯=Bx=0
. (130)
To make a further simplification, let us define [85]
f(Bx¯, t) ≡ 2i
[∇Bx〈Bx¯, t|Bx, 0〉]Bx=0. (131)
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It also solves Eq. (126), with an analogous initial condition. If we now introduce
the time-integrated
f(B) ≡
∫ ∞
0
dtf(B, t), (132)
where we dropped the x¯ label, and integrate both sides of the Schro¨dinger
equation, Eq. (126), noting that f(B, t) vanishes at large times because of the
imaginary part of H, we obtain
− 2∇Bδ2(B) = H f(B), (133)
and thus, in a time-integrated form,
dΓ
dx
=
αsP1→2(x)
[x(1− x)E]2 Re
[
(2i)−1∇B · f(B)
]
B=0
, (134)
which is the (Fourier transform of) the form originally obtained by Arnold,
Moore and Yaffe [81, 82]. Further details on the equivalence of the two formula-
tions can be found in [85], whose derivation we have followed for these last steps.
We also refer to [84] for details on the handling of the t → 0 divergence in the
integration of Eq. (130), which is related to the (vanishing) vacuum contribution
to the splitting rate.
We now have all the ingredients to write the collinear contribution to the
leading-order photon rate. Eq. (134) with the splitting kernel of Eq. (129) for
E = p and k = xp gives the rate for a quark p to emit a photon with momen-
tum k. We then have to integrate over the momenta p, with the appropriate
statistical functions, to find the photon rate,
dΓq→γq
d3k
=
1
(2pi)3
∫ ∞
k
dp nF(p)(1− nF(p− k))k
2
p3
2Nc
dΓq→γq
dx
=
αNc
∑
iQ
2
i
(2pi)32k
∫ ∞
k
dp nF(p)(1− nF(p− k))p
2 + (p−k)2
p2(p−k)2 Im
[
2∇B · f(B)
]
B=0
,
(135)
where on the first line 2Nc accounts for the spin and color multiplicity of the
quark and k2/p3 translates from the p-based phase space to the k-based phase
space and accounts for dx = dk/p.
The integration above accounts only for the q → γq process. At vanishing
chemical potentials, the q¯ → γq¯ process is identical,13 while the qq¯ → γ process
can be obtained from a simple crossing of the above, leading to
dΓcoll
d3k
=
Π<g2 coll(K)
(2pi)32k
=
αNc
∑
iQ
2
i
(2pi)32k
∫ +∞
−∞
dp nF(p)(1− nF(p− k))
× p
2+(p−k)2
p2(p−k)2 Im
[
2∇B · f(B)
]
B=0
, (136)
13 The case of non-zero chemical potentials is considered in [107] for thermal photon produc-
tion. For the analogous case of right-handed neutrino production in the electroweak plasma,
the dependence on the chemical potentials has been derived in [108, 109].
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where the integration encompasses the q¯ → γq¯ process in the −∞ < p < 0
range, the qq¯ → γ one in the 0 < p < k range, and the q → γq one for p > k.
This is the standard form featured in papers on thermal photon production,
see e.g. Eq. (2.1) of [38], where Im
[
2∇B · f(B)
]
B=0
is written as its Fourier
transform integrated over all momenta, or Eq. (2) of [110], which is directly in
this form. We refer to [32, 86, 111] for methods for the numerical solution of
Eq. (133). A code is available in the arXiv package of [32].
5. Applications of the real-time formalism
After dedicating Secs. 3 and 4 to a review of the methods of real-time pertur-
bation theory at finite temperature and to the resummations that are oftentimes
necessary when tackling calculations in thermal QCD where real times and/or
Minkowski space play an important role, it is time to show how these methods
are applied to a series of topics in hot QCD, of relevance for heavy ion physics.
We shall keep a focus on the methodological state of the art, rather than a
historical perspective or a phenomenological one, but refer to reviews covering
the latter point whenever possible.
5.1. Electromagnetic radiation
As our discussion of soft and collinear dynamics in the previous section
was narrated around the leading-order determination of the thermal photon
production rate, it seems only natural to start our discussion of the state of the
art of real-time applications with it. As we already remarked there, the complete
determination of the rate proved to be a challenging endeavor, requiring the
proper handling of both soft [36, 37] and collinear [81] modes, with the complete
LO results published in [38].
The first higher-order correction to this leading-order result has been deter-
mined in [34]. Contrary to what happens in ordinary perturbation theory in
vacuum, at finite temperature the loop expansion parameter is not necessarily
αs. As we will see in many examples throughout this review, soft gluon loops
are penalized by g only, rather than g2, because of the 1/g Bose enhancement we
discussed previously. As the soft modes contribute to the leading-order photon
rate, it is no surprise that the NLO corrections computed in [34] contribute a
relative order g correction, i.e. an order αg3 contribution to the photon rate.
The computation performed in [34] required studying all kinematic regions
where soft gluon loops could be added to the LO graphs. In Fig. 14, these would
be the soft and the collinear regions. Furthermore, the leading-order rate was
obtained by integrating Eqs. (63), (64) and (136) over the entire phase space.
This includes small, O(g) regions of the phase space where the approximations
underlying these equations fail, introducing an O(g) ambiguity in the LO rate
that needs to be handled properly at NLO. The region where this happens was
termed semi-collinear in [34] and sits in Fig. 14 in the empty area between the
hard, soft and collinear regions.
The evaluation of all these regions in [34] relied heavily on the causality-based
sum rules on the light cone. In the soft region, the top diagram in Fig. 23 would
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Figure 25: The thermal photon production rate at LO [38] and NLO [34], with C(k) ≡
Π<(K)/(4α∑iQ2inF(k)m2∞). CLO is the LO rate, δCcoll is the collinear correction only,
δCsoft+sc is the soft and semi-collinear correction only and CLO+NLO is the full NLO result.
Figure taken from [34].
in principle need to be complemented (and complicated) by the addition of an
extra soft gluon attaching to the soft quark via HTL-resummed vertices. This
apparently nightmarish brute-force HTL computation—see the coming Sec. 5.3
for an example of comparable intricacy—was however avoided through the ex-
tension to NLO of the sum rule discussed in the equations leading to Eq. (101),
yielding a compact, closed-form result for the NLO soft contribution.
In the collinear sector, the NLO corrections only affect the PUI Hamilto-
nian discussed in Eq. (115) in Sec. 4.2, owing to the factorization between soft
medium effects and the hard splittings we described there. What is needed are
thus the NLO corrections to the asymptotic mass and to the soft scattering
kernel dΓd2q⊥ . Both were computed by Caron-Huot using the mapping to the
three-dimensional Euclidean theory discussed around Eq. (88); the results can
be found in [112] and [65], respectively, and we will return to the case of of dΓd2q⊥
in Sec. 5.2. The perturbation to Eq. (136) from these corrections was finally de-
termined in [34]. Finally, the semi-collinear region was again proven to factorize
into a DGLAP splitting kernel times a soft operator, which was also determined
using the Euclidean mapping discussed above.
Assembling together the different contributions, the results of [34] are sum-
marized in Fig. 25, which shows how the contribution from the NLO collinear
modes are large and positive, while those from the soft and semi-collinear modes
are of similar magnitude but opposite sign. They thus largely cancel, leaving
only a 20% to 30% increase in the photon rate at αs = 0.3.
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Figure 26: One of the virtual cuts representing the interference between the Born process and
its first virtual correction. Figure adapted from [113].
Photons are only a part of the broader concept of electromagnetic radiation
emitted thermally from a quark-gluon plasma; dileptons, i.e. lepton-antilepton
pairs, represent the other significant emission. Their production is given by [33]
dNl+l−
d4Xd4K ≡
dΓl+l−
d4K =
−2α
3(2pi)4K2 Π
<(K) , (137)
where Π<(K) is to be evaluated for any −K2 > 4m2l and we are assuming to
be far from any mass threshold. The connection to Eq. (60), the photon rate,
is straightforward: Π<(K) tells us about the production of a photon, be it real,
k0 = k, or virtual, k0 > k. In the latter case the prefactor of −2α/(3K2)
describes its propagation and conversion to the l+l− pair.
From a theorist’s perspective, the task remains the same: the determination
of the Wightman function Π< in thermal QCD. However, with respect to the
photon case, which only depends on the frequency, the dilepton rate depends on
two kinematical variables, to be picked among the frequency k0, the momentum
k and the virtuality −K2, which is oftentimes termed the dilepton mass M2 =
−K2. Depending on the interplay of these parameters, different scales and
techniques play a role in the determination of Π<(K2).
Historically, the first region to be covered was that of vanishing momentum,
k = 0. For k0 = M & T the first orders in perturbation theory are dominated by
the hard modes, so that the expansion resembles the familiar zero-temperature
case. The leading order, O(αg0), is given by the Born term [33], as shown
in Fig. 10, which is non-zero at positive M (we neglect the lepton mass in
the following). The NLO corrections come at order αg2 from the diagrams in
Fig. 11. In the photon case, only the cut going through the gluon, shown in
Fig. 12, was non-vanishing. In this case, we are kinematically allowed to avoid
cutting the gluon, yielding cuts such as the one shown in Fig. 26. As discussed
in the previous section, these cuts describe the interference between the Born
process and its first virtual correction. In the literature, the cuts through the
gluon are oftentimes termed real cuts or processes, while the others are the
virtual ones. At vanishing momentum, these NLO corrections were evaluated
in [114–116]. The main challenge lies in the fact that, taken separately, the real
and virtual processes present soft and collinear divergences when intermediate
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propagators approach the mass shell. Their sum is IR safe, so care must be
taken in consistently regularizing them (see also [117] for an early application
of these methods to neutron decays in the Early Universe).
At zero momentum and small frequency, k0 ∼ gT , Braaten, Pisarski and
Yuan [118] determined the dilepton rate through one of the first brute-force
HTL-resummed computations: they argued that the leading-order contribution
comes from the one-loop graph in Fig. 10 where both quarks are soft and the
vertices are HTL-resummed, too. It was, however, realized later [39, 71, 119]
that other processes, not captured by HTL resummation, contribute at LO as
well. Finally, the determination of the rate down to k0 ∼ g4T was performed
in [119], requiring techniques that shall be described later when illustrating
transport coefficients, as the rate at zero momentum and vanishing frequency
is related to the electric conductivity of the plasma.
At nonzero momenta, the region M & T was evaluated at NLO in [120].
Conceptually one encounters the same issue of intermediate regularization as in
the zero-frequency case, but the technical details are much more intricate. The
Euclidean techniques employed in [120], as well as those based on the Operator
Product Expansion for M  T , will be discussed in more detail in Sec. 7.4.
If instead k ∼ k0 ∼ T and the mass is small, M ∼ gT , the dilepton calcu-
lation does not differ dramatically from the photon one. At leading order, one
only needs to modify the collinear part of the rate—as shown in [86, 87]—to
account for the dependence on the non-vanishing mass. This small-M rate was
extended to NLO, employing the techniques of the NLO photon rate discussed
above, in [32]. A procedure to smoothly connect the rate at M ∼ gT to the one
in [121] at M ∼ T was on the other hand devised in [32, 111]. It is based on
the observation that as M grows in the low M calculation, the collinear part of
the rate becomes dominated by the Born term in the collinear limit. One then
needs to add to the high-M calculation the collinear part of the low-M one,
with the first terms of this high-M expansion subtracted off to avoid double
countings. Through this procedure, one can obtain the electromagnetic rate at
NLO for k & T at any k0 ≥ 0.
In Fig. 27 we show the state of the art of this procedure, as obtained in [122].
What is plotted here is the electromagnetic spectral function ρ; we recall that
the KMS relation, Eq. (28), relates it to Π<. In this figure, the spectral function
is plotted also for k0 < k. While pointless for the electromagnetic rates, this
region is important for comparisons with the lattice data: due to its strictly
Euclidean formulation, lattice QCD can only determine
GE(τ, k) ≡
∫
d3xe−ik·x
〈
J i(τ,x)J i(0)− J0(τ,x)J0(0)〉 . (138)
As we explained in Sec. 2 when discussing the analyticity bands of the Wightman
functions, G<(t) = GE(−it). Combining this with the KMS relation, Eq. (28),
we find
GE(τ, k) = G
<(iτ, k) =
∫
dω
2pi
eωτnB(ω)ρ(ω, k) , (139)
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Figure 27: The electromagnetic spectral function ρV of quenched QCD at leading- and next-
to-leading order over the entire kinematical range, as presented in [122]. Please note that the
definition of the spectral function in [122] is one half of our definition in Eqs. (15) and (21).
The gauge coupling is obtained from 5-loop running, with the MS scale set to (multiples of)
µopt ≡
√
(piT )2 + ω2 − k2. The “NLO+LPMLO” curves do not include the NLO corrections
of [32] at small M , while the “NLO+LPMNLO” do. Figure taken from [122].
that is, the Euclidean correlator corresponds to a convolution integral of the
spectral function with a finite-temperature kernel.14
As such, the extraction of ρ from a discrete set of datapoints obtained from
lattice QCD is an ill-posed numerical problem, the detailed discussion of which
is beyond the scope of this report; instead, we refer to [123] for a review of the
topic. On the other hand, once the perturbative spectral function is known at
all values of ω, it becomes possible to compare the perturbative GE with the
lattice-determined one. Fig. 27 plots then the most advanced determination of
the spectral function, where the methods of [120, 121, 124] have been applied to
determine the spectral function also in the space-like domain at large K2 [125].
The aforementioned subtraction procedure was applied to connect the results to
14In the literature, the odd nature of ρ(ω) is employed to recast the r.h.s of Eq. (139) as
GE(τ, k) =
∫ ∞
0
dω
2pi
cosh(ω(τ − 1/(2T )))
sinh(ω/(2T ))
ρ(ω, k) . (140)
We prefer the form in Eq. (139), as the connection to the underlying TFT correlators is explicit
there.
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the limit of small K2. As the plot shows, the structure around the light-cone is
quite rich, with visible effects from the inclusion of the NLO small-K2 corrections
of [32] (LPMNLO curves). At growing M , one sees instead a sharp rise which
is largely dominated by vacuum physics (in vacuum the spectral function at
time-like frequencies grows like M2, as dictated by Lorentz invariance). The
rather low temperature in Fig. 27 was chosen so as to compare with lattice data
[126]. This reference also presents a method to fit the low-frequency part of
the spectral function to the lattice data. A different type of spectral function,
better suited for the extraction of the real photon rate, was proposed in [127–
129], together with lattice data for QCD with two light flavors and a different
recipe for the fitting of the spectral function at the photon point. These first
studies seem to suggest that perturbative and non-perturbative determinations
of the photon rate might differ at the 50% level at these low temperatures, which
would be a rather interesting conclusion from the standpoint of phenomenology,
which traditionally uses the perturbative rates (see [130] for a recent overview).
Finally, we conclude our discussion of electromagnetic radiation by noting
that, slightly outside the scope of our review, methods to extend the equilib-
rium determinations to systems slightly off-equilibrium (of relevance for the
phenomenology of heavy ion collisions) have been introduced in [131, 132]. In
the latter reference, the derivation of the collinear rate we presented in Sec. 4.2
was generalized to an arbitrary density matrix for the plasma. We will return
later to similar issues when discussing transport coefficients and thermalization.
5.2. Transport coefficients
In the previous discussion of electromagnetic radiation, we have mentioned
the emergence of electric conductivity in the zero-frequency limit of the zero-
momentum dilepton rate. This is an example of a transport coefficient : it mea-
sures the relaxation of a conserved quantity (in this case the electromagnetic
charge) back to equilibrium following a perturbation. In other words, these
coefficients describe the small-frequency behaviour of long-wavelength excita-
tions of the medium, which are in turn related to conserved (or near-conserved)
currents, such as the energy-momentum tensor, quark number currents and the
electromagnetic current. The latter currents are directly related, as only quarks
carry electromagnetic charge in QCD.
Within this picture, transport coefficients are nothing but matching coeffi-
cients of an effective description for these long-wavelength modes; they encode
the physics of the UV modes that have been integrated out to obtain this IR
effective theory. If we consider for instance the case of the energy-momentum
tensor, the theory in question is hydrodynamics. In this theory, whenever there
is a perturbation in flow velocity, the stress-energy tensor (which defines the
flux of momentum density) departs from its perfect-fluid form. In the local
(Landau–Lifshitz) fluid rest frame at a point x, the stress tensor, to first order
in the velocity gradient, has the form
〈Tij(x)〉 = δij 〈p〉−ησij − ζ δij ∇l ul , σij ≡ ∇i uj +∇j ui− 23 δij ∇l ul , (141)
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where p is the equilibrium pressure associated with the energy density 〈T00(x)〉 =
e, and the coefficients η and ζ are known as the shear and bulk viscosities, re-
spectively. The flow velocity u equals the momentum density divided by the
enthalpy density e+p = sT at vanishing chemical potentials. The two viscosities
are the transport coefficients appearing at the first order in the gradients of u;
indeed, hydrodynamics is a gradient expansion in the flow velocity. Hydrody-
namics, and the shear viscosity in particular, play a very important role in the
phenomenology of heavy ion collisions, as they are central to the description of
the bulk properties of the produced particles. We refer to [133–135] for reviews
on the subject.
For what concerns the conserved quark numbers of QCD, the associated
charge densities ni ≡ j0i and current density ji satisfy a diffusion equation (see
e.g. the discussion in [136])
〈ji〉 = −Dqiqa ∇〈na〉 , (142)
in the local rest frame of the medium. The coefficient Dqiqa is called the quark
number diffusion constant. In general it has a matrix structure in flavor, as
shown by our notation, though in practice in the case of QCD the leading-order
and next-to-leading order light-quark diffusion matrix takes the much simpler
form Dqδia.
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Quark number is in turn tied to the electric conductivity, as quarks are
the charge carries: the diffusion matrix for these charged species determine the
electric conductivity σ through an Einstein relation (see Refs. [98, 136]). We
thus have
σ =
∑
ij
e2QiQj Dqiqj
∂ni
∂µj
, (143)
where the sum runs over flavors with Qi denoting the corresponding electric
charges.
From the field-theoretical point of view, transport coefficients are extracted,
up to overall prefactors, from the small-frequency limit of the spectral function
ρ of the spatial part of the corresponding conserved current,
lim
ω→0+
ρ(ω, 0)
ω
. (144)
Note that we have set the spatial momentum to zero before the frequency here.
Even though partly just a convention—the same transport coefficients can for
instance be obtained for k = ω → 0 with a different numerical prefactor—we
may think of this as a way of making sure that the system under consideration
is “large” with respect to the underlying microscopic dynamics. These relations
linking transport coefficients to the slope at the origin of appropriate spectral
functions are termed Kubo formulae [10, 137].
15We thank Guy Moore for the observation that deviations from this simple structure are
to be observed starting at relative order αs.
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Determining transport coefficients perturbatively might seem to require meth-
ods not unlike those discussed in Sec. 5.1 for the determination of the elec-
tromagnetic spectral function at non-zero frequencies and possibly momenta.
However, when taking the zero-frequency limit of Eq. (144), we experience yet-
another breakdown of the loop expansion. What is happening in this case is
that, as the frequency approaches zero, it becomes comparable with the rates
of elementary processes in QCD. As we have discussed in Sec. 4.2.1, the rate of
soft scatterings is Γsoft ∼ g2T . When the exchanged momentum is of order T
the rate is instead Γhard ∼ g4T , which is also the rate for the collinear splitting
processes derived in Sec. 4.2, Γcoll ∼ g4T . While soft scatterings are more fre-
quent, they are less effective in diffusing momentum over large angles, which is
of critical importance for transport coefficients. Similarly to what happens for
qˆ, they receive an extra g2 suppression and thus contribute at the same order
g4T , with a logarithm of the coupling emerging from the combined hard and
soft scatterings, Γ2↔2 ∼ g4T ln(T/mD) ∼ g4T ln(1/g).
These hard, soft and collinear processes would then need to be resummed,
leading to the expectation that, at leading order, transport coefficients should
be inversely proportional to g4 ln(1/g). As shown in [138–142], setting out to
resum all these processes in a diagrammatic way is not very practical in a gauge
theory. It turns out that the best way to determine the QCD transport coeffi-
cients is through a linearized kinetic theory. An effective kinetic theory arises by
integrating out the off-shell quantum fluctuations, so as to retain a Boltzmann
equation that describes the evolution of the single-particle distributions of long-
lived quasiparticles. In other words, this requires the assumption that the dura-
tion of an individual collision is much shorter than the mean free time between
these. In our case, hard (soft) collisions have a duration of 1/T (1/(gT )), the
inverse of the exchanged momentum, and a mean free time of 1/Γhard (1/Γsoft),
so the criterion is satisfied in both cases, though more stringently so in terms
of g for soft scatterings. Collinear processes last for τform ∼ 1/(g2T ) and occur
every 1/Γcoll ∼ 1/(g4T ), so they also satisfy this criterion. In other words,
weakly-coupled QCD has well-defined quasiparticles.
The leading order effective kinetic theory incorporating rigorously these pro-
cesses in the collision operator was derived in [143]. As the transport coefficients
describe the response of the medium to a perturbation, they are obtained by
linearizing the kinetic theory, that is, taking the first-order term away from
equilibrium in the specific direction being considered: for the electric conduc-
tivity, that would be a small local charge density gradient. In a scalar theory
[144] and in an abelian gauge theory [138–142] it is possible to prove that a
direct diagrammatic evaluation of ρ(ω)/ω involves the derivation of a resumma-
tion scheme that turns out to be equivalent to what is realized by solving the
linearized kinetic theory.
Within this framework, complete leading-order results for the shear viscosity,
light-quark number diffusion, and the related electric conductivity were obtained
in [98] at finite temperature and vanishing density. Per our previous discussion,
the leading behaviour for these transport coefficients is 1/(g4 ln(1/g)) times the
appropriate power of T , e.g. T 3 for η. However, differently from the case of
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a scalar theory, where the logarithm is absent and one needs only determine
the number in front of 1/λ2, in the case of QCD one has to determine the func-
tional dependence of the transport coefficients on g. In principle, one could treat
ln(1/g) as a large parameter and perform an expansion in inverse logs, i.e. a first
“leading-log” term, followed by a “next-to-leading log” one. Truncating here,
one has e.g. ηNLL = T
3η1/(g
4 ln(µ∗/mD)) [98], with η1 the leading-log coef-
ficient, determined in [136], and µ∗ the next-to-leading-log one, determined in
[98]. A comparison of this approximate form with the full functional dependence
on g, determined numerically in [98] as well, shows that the NLL approximation
diverges from the numerical leading order for mD/T & 1.
As shown in [98], there is a significant ambiguity in the definition of leading-
order transport coefficients. For instance, one might resum Hard Thermal Loops
in the 2 ↔ 2 processes for all values of the exchanged momentum, or for soft
exchanges only. The difference between these prescriptions is parametrically of
higher order, but can be numerically sizeable as soon as the coupling becomes
of order one, mD/T ∼ 1, as shown in [98]. One would thus conservatively
assign large theory uncertainties to these perturbative estimates in the region
of phenomenologically interesting couplings.
Next-to-leading order determinations of these transport coefficients are thus
necessary to better ascertain these uncertainties. The “light-cone” theoretical
developments we mentioned previously, that is, the mapping to the 3D Eu-
clidean theory for some soft amplitudes [65] and the sum-rule mapping to arcs
at large |q+| discussed around Eq. (95) have made this possible. Similarly to
what happened in the photon production case, the former mapping can be used
to determine gluon-mediated transverse momentum exchange processes at NLO,
as well as the inputs to the PUI Hamiltonian and the semi-collinear splitting
rate, which also enters here. The latter mapping is used to handle soft-fermion
exchange processes and gluon-mediated longitudinal momentum exchange pro-
cesses at NLO. With these advancements, a NLO collision operator for the
effective kinetic theory discussed previously was derived in [66, 69] under the
approximation that at least one of the partons entering the collision has an
energy much larger than the temperature, as is the case when studying the
evolution and energy loss of the leading partons in a jet traversing the QCD
medium. We refer to [66] in particular for a more pedagogic review to the
application of the aforementioned advancements in the derivation of the NLO
collision operator.
Based on this work, an “almost NLO” determination of the shear viscosity
and light-quark diffusion was completed in [145]. The word “almost” was used
because light-cone methods typically keep track of the incoming and outgoing
momentum of a particle in a collision, but lose track of the momentum which
it transfers to the other participants. This momentum transfer also affects the
departure from equilibrium of the other particle or particles which receive the
momentum; an effect which was not accounted for in these NLO determinations,
hence the “almost” NLO. The importance of this effect was however computed
in the leading-order case and used to make an estimate for this incomplete
treatment. The associated errors turned out to be small, much smaller than
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Figure 28: In both plots, we display the shear viscosity over the (Stephan–Boltzmann) entropy
density at leading- [98] and next-to-leading [145] order. On the left, the horizontal axis is the
temperature and the bands come from different definitions of the coupling, as explained in the
main text. On the right we plot the result as a function of coupling, mD/T ∼ g below and
αs above. The green band corresponds to an estimation of the effect of the terms that were
not computed in [145], while the dashed green line is obtained by adding to the LO collision
operator the contribution from NLO transverse momentum broadening only. Figures taken
from [145].
the difference between LO and NLO. In Fig. 28, we display the results of [98]
and [145] for the shear viscosity. These LO and NLO determinations are still
insensitive to genuine vacuum UV divergences and the associated charge renor-
malization; in other words, these calculations determine η(g). To plot η(T ) one
needs to fix g(T ), with no guidance from the calculation on how to perform
scale setting. The procedure in [145] was to take either a standard MS prescrip-
tion with the renormalization scale set to multiples of the Matsubara frequency,
giving the large bands shown in the figure, or to choose instead the effective
coupling of EQCD, as computed in [146] and discussed in more detail later on
in Sec. 6.3.1. This latter coupling has no leading-logarithmic dependence on the
temperature.
As the plot on the left shows, the ratio between the NLO and LO results
varies from 1/2 at very large temperatures down to 1/5 at the QCD transition,
where the uncertainty from the coupling becomes large. In this region, η/s is of
a size compatible with strong-coupling determinations in holographic theories,
to be discussed later in Sec. 5.4. The plot on the right shows how the LO and
NLO results start to differ significantly at mD/T & 0.5. Also shown is the small
uncertainty band from the estimate of the missing terms and a curve obtained
by adding only the contribution from transverse momentum exchange, encoded
in NLO qˆ [65], to the LO collision operator, showing how it is the dominant
NLO contribution. We will return to this later in this subsection. We refer to
[145] for the results on light flavor diffusion, which show a similar pattern to
those of η.
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For what concerns the bulk viscosity, its parametric size is much smaller,
as the quantity vanishes in a conformal theory: ζ describes the response to a
uniform compression or rarefaction, which is equivalent to a dilatation. As a
conformal theory is invariant under dilatations, it will not depart from equi-
librium following such perturbations. Furthermore, it can be shown that ζ
depends quadratically on the departure from conformality [147]. If we con-
sider QCD at temperatures where the light quarks can be considered massless
and the heavy quarks are absent from thermal equilibrium, which is indeed the
case at the temperatures probed by current heavy-ion collision experiments, the
main contribution to the trace anomaly is thus the β function of QCD, β ∼ α2s .
This should multiply the previous estimates for transport coefficients, so that
ζ ∼ β2/g4 ln(1/g) ∼ α2s/ ln(1/g), as shown in [147], which then went on to deter-
mine its leading-order value by extending the effective kinetic theory techniques
to this case. The contribution from the explicit conformal symmetry breaking
caused by the charm quark mass was computed in [148].
We have so far discussed results at vanishing density here. The region where
µ is much larger than T and mD—we anticipate from Sec. 6 that at finite density
and small T m2D ∼ g2µ2—has been explored instead in the pioneering study
of Heiselberg and Pethick [149]. In this case there are no collinear splitting
processes to be considered, since the soft scattering rate is not IR enhanced
at finite density. They found η ∼ nµm2/3D /(α2sT 5/3) for µ  mD  T and
η ∼ nµ/(α2sT ln(T/mD)) for µ T  mD.
As we remarked earlier, the large NLO corrections to the shear viscosity and
quark number diffusion coefficient arise mainly from the O(g) corrections to qˆ,
which we feel deserve more discussion. They were derived in [65], in what was
the first application of the mapping to the three-dimensional Euclidean the-
ory we have previously discussed—a mapping that was presented in that same
paper. Through that mapping, the NLO contribution to dΓ/d2q⊥ was deter-
mined analytically in closed form in a relatively straightforward computation,
to be contrasted with the intricate brute-force HTL-resummed calculation that
would be necessary in the absence of such a mapping (an explicit example of
such a computation will be presented in the coming subsection).
In Fig. 29 we show the results of [65]: one clearly sees how the NLO curves
overtake the LO ones already at αs = 0.1. It is then not surprising that qˆ,
directly proportional to the area under these curves, receives a large O(g) cor-
rection, which in turn drives the corrections to transport coefficients. We note
that the photon production rate is not directly sensitive to qˆ, which might ex-
plain why in that case the perturbative series seems to converge much better.
Finally, we note that the Euclidean mapping makes the lattice determination
of the soft (and ultrasoft) contributions to qˆ possible by simulating the Wilson
loop mentioned in Sec. 4.2 within lattice EQCD, without encountering the issues
related with analytical continuation we have discussed. EQCD determinations
of dΓ/d2q⊥ (in Fourier space) have been presented in [151] and more recently in
[152], with better control on the UV specifics. See also [153] for a determination
in classical lattice gauge theory and [66] for a review touching these aspects.
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Figure 29: dΓ/d2q⊥ (called C(q⊥) here and elsewhere in the literature) at NLO. The ver-
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normalization of the NLO curves. Figure taken from [65].
These lattice calculations open up the possibility of using perturbative methods
for the modes at the scale T and non-perturbative ones for the softer modes,
though more work is required both on the lattice side and on the matching and
factorization sides.
5.3. Real-time thermal QCD for heavy flavors and quarkonia
Heavy quarks and their bound states have been a key hard probe of the
hot QCD medium since the inception of the ultrarelativistic heavy-ion collision
program, starting from the seminal paper of Matsui and Satz [154]. This is
a vast topic; to even try to summarise it here would be outside the scope of
this report and would represent a disservice to both the field and the existing
reviews, to which we refer the interested reader for more details. [155, 156] focus
on heavy quarkonia, while for heavy quarks or a comprehensive perspective on
both we refer to [157, 158]. That being said, we think there are some aspects
that link directly to the methods described in Sec. 3 and the physics reviewed
in Sec. 4 that merit further discussion here.
We start by discussing an observable that is of relevance both for the en-
ergy loss of heavy quarks in the QCD medium [159–161] and for the fate of
quarkonia in a non-relativistic Effective Field Theory description [162, 163]. It
is the heavy quark momentum diffusion coefficient κ, which can be thought of
as the non-relativistic counterpart of qˆ, i.e. κ = 〈k2〉/t, the squared momentum
picked up by a non-relativistic heavy quark per unit time. It was defined in a
field-theoretical way in [164] as the insertion of two chromoelectric fields on a
temporal Wilson line, similarly to qˆ, whose field-theoretical definition is essen-
tially a boosted version of that for κ (see [165] for the connection to Euclidean
space for κ). At leading order, O(g4T 3), κ receives contributions from both
hard and soft modes, similarly to qˆ. Hence, O(g5T 3) corrections from the soft
scale are to be expected. But differently from qˆ, the A0 fields on the Wilson line
and the E fields sit at the same spatial point and at different times: they are
thus time-like separated and there is no hope of using the enormous simplifica-
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Figure 30: The heavy quark diffusion coefficient at NLO, as computed in [166, 167]. The
“strict” and “resummed” LO curves differ in that the second resums the Debye mass in the
propagator for all exchanged momenta. It thus resums a subset of higher order corrections.
tion introduced by the sum rule leading to Eq. (88), i.e. the mapping to the 3D
Euclidean theory. The computation of these O(g) corrections, as presented in
[166, 167], is thus a daunting brute-force calculation in the Hard Thermal Loop
theory. It required firstly the development of the effective rules described in
Sec. 4.1.1, secondly their application and the generation of all diagrams, assign-
ments and amplitudes, and finally the numerical evaluation of 4-dimensional
loop integrations over these HTL-resummed amplitudes.
The results of this impressive computational tour de force are shown in
Fig. 30. The two different LO definitions differ in how the matching between
the soft and hard sectors is performed. Irrespective of this aspect, whose details
are to be found in the original works, the figure shows how the NLO corrections
rapidly (g & 0.5) overtake the LO results, thus showing again a pattern of bad
convergence similar to what we discussed before in the cases of qˆ and transport
coefficients. Understanding precisely the physics responsible for these large
corrections in these observables and finding suitable ways of re-arranging the
perturbative expansion remains an important open issue, to which we will come
back in Sec. 8. Finally, we remark that the Euclidean definition in [165] does
not allow direct lattice determinations; analytical continuations of the Euclidean
results, of the kind discussed in Sec. 5.1, are necessary, albeit possibly easier due
to the lack of a narrow transport peak [165]. Results obtained in [168–171]—see
also [172] for an extraction from reconstructed quarkonium spectral functions—
show a κ that is larger than the NLO perturbative results; recent results [173]
point towards a better agreement at very high temperatures.
For what concerns heavy quark bound states, we wish to discuss an issue
where the application of real-time perturbation theory shows its advantages in
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Figure 31: Leading-order diagrams for the rectangular Wilson loop in a gauge where G0i = 0.
The dashed lines are HTL-resummed temporal gluons and the curly lines spatial gluons.
Hence, the horizontal side of the Wilson loop is the temporal one, of extent t, and the vertical
one is the spatial one, of extent r.
comparison with the Euclidean approach: the determination of the potential
governing the evolution of the bound state. At T = 0, this potential can be
defined rigorously in a non-relativistic EFT framework, where one integrates out
first the heavy quark mass m, obtaining non-relativistic QCD (NRQCD) [174,
175], and then the momentum transfer scale mv—with v the relative velocity—
obtaining potential non-relativistic QCD (pNRQCD) [176, 177]. In this latter
theory, a Schro¨dinger picture appears naturally at the zeroth order of a multipole
expansion—pNRQCD in the weak-coupling limit, mv  ΛQCD, is organised
as a double expansion in 1/m (inherited from NRQCD) and r, the relative
coordinate. Within this picture, the potential is just a matching coefficient of
the theory. We refer to [178] for a review of this approach.
Taking this approach to finite temperature requires extra assumptions on the
hierarchy between the non-relativistic scales m, mv and mv2 and the thermal
scales. Let us look at what happens in the screening regime, i.e. when the
typical separation is of the order of the electric screening length of the medium,
mv ∼ mD. Determining the potential requires the evaluation of a rectangular
Wilson loop of time extent t and separation r ∼ 1/mD. In order to single out
the potential dynamics at the scale mv2, a t → ∞ limit has to be taken. This
was first done in [179], in the Euclidean formalism. There, one studies a Wilson
loop of Euclidean time extent τ < 1/T , evaluating the diagrams in Fig. 31.
As r ∼ 1/mD, HTL resummation is necessary. Only after the gauge-invariant
leading-order amplitude has been evaluated, one can analytically continue τ →
it and take the large time limit. The resulting potential, as found in [179], is
complex, reading
V (r ∼ m−1D ) = −CFαs
[
e−mDr
r
+mD + 2iT
∫ ∞
0
dz z
(z2 + 1)2
(
1− sin(mDrz)
mDrz
)]
.
(145)
Before we discuss the significance of the above result, let us show how it
is obtained using real-time techniques, as in [180, 181]. The major advantage
of this method is that the analytical continuation is performed already at the
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level of the time evolution operator through the introduction of the Schwinger–
Keldysh contour, as we remarked in Sec. 2. Hence, the infinite-time limit can
be taken early on, making the diagrams on the second line of Fig. 31 irrelevant
in any non-singular gauge. In these gauges, which include the Feynman and
Coulomb ones, the potential is easily obtained as the Fourier-transform of the
time-ordered temporal propagator at zero frequency, i.e.
V (r ∼ m−1D ) = ig2CF
∫
d3k
(2pi)3
(
eik·r − 1)G1100(0, k). (146)
The time-ordered HTL propagator G1100(0, k) = G
F
00(0, k) can be obtained from
the retarded HTL propagator, Eq. (78), and from the equation relating it to the
time-ordered propagator, Eq. (36), i.e.
G1100(0, k) =
i
k2 +m2D
+
piTm2D
k(k2 +m2D)
2
, (147)
where the first term comes from the average of the retarded and advanced
propagators in Eq. (36) and the second from the statistical correlator in Eq. (36)
in the zero-frequency limit. It is then easy to see how Eq. (145) is obtained.
This derivation is not only more straightforward, due to the early analytical
continuation, but it also makes the physical picture clearer: the real part of the
potential, arising from the average of the retarded and advanced propagators,
describes screening. The imaginary part on the other hand arises from the rr
component of G11—recall that G11(ω) = (GR(ω) + GA(ω))/2 + Grr(ω)—and
is thus Bose-enhanced by T/mD with respect to the real part. It describes the
effect of collisional Landau damping, encoded in the HTL spectral function at
space-like momenta; physically, it describes collisions between the heavy quarks
and medium constituents. The relation between these imaginary parts and
previous approaches based on collisional cross sections integrated over thermal
distributions for the incoming scatterers, e.g. [182, 183], was studied in detail
in [184, 185]. We refer to [155] for a review on the implications of the complex
potential and for the intricacies of its non-perturbative determination, due again
to the need of analytic continuations of Euclidean lattice data.
Finally, we reiterate that the potential in Eq. (145) is valid for rmD ∼ 1.
The EFT framework can be used to derive it systematically in other regimes,
such as rT  1, which is of relevance for the ground states of bottomonium in
current heavy-ion collision experiments. In this regime, the potential, as well as
the spectrum and width for the Υ(1S), were derived in [186].
5.4. Applications beyond QCD
The methods presented in Sections 3 and 4 have wide applicability, going be-
yond the wealth of results in hot and dense QCD we have just reviewed. We dedi-
cate this subsection to a brief overview of select results outside of the realm of hot
QCD. We start by considering an area in close contact with the latter: N = 4
supersymmetric Yang–Mills (SYM) theory. Due to the celebrated AdS/CFT
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correspondence [187–189], the theory’s strong coupling regime (λ ≡ g2Nc →∞,
Nc → ∞, with λ the ’t Hooft coupling) is accessible through computations in
5-dimensional gravity on an AdS background. From this foothold in the strong-
coupling regime of a non-abelian theory, one can learn useful lessons about the
strong coupling regime of hot QCD, either through qualitative comparisons with
the SYM theory or by studying the gravity duals of theories closer to QCD. For
further details, the interested reader is directed to the comprehensive review of
Ref. [190].
To facilitate the extrapolation of these lessons towards N = 0, Nc = 3 QCD
with fundamental Dirac fermions and with a finite, neither-too-small-nor-too-
large coupling, it is clearly very interesting to investigate the weak-coupling
regime of N = 4 SYM, so as to have a handle of how the transition from strong
to weak coupling takes place within the same theory, and to understand the
dependence of the results on the type and number of degrees of freedom in
the weak-coupling regimes of QCD and SYM, so as to guide extrapolations at
stronger couplings.
To these ends, the methods we reviewed have been applied to the determi-
nation of the thermal photon and dilepton rate in N = 4 SYM in [191]. As this
theory does not contain photons, a U(1) subgroup of the R current was gauged,
giving “electromagnetic” charge to two of the six adjoint, real scalars and two
of the 4 adjoint Weyl fermions of the theory. The paper presented both weak
and strong coupling results, finding the evolution between the two regimes to
be a rather smooth function of λ. The dependence on the details of the theory
was also analyzed in detail, finding that if the normalization of the U(1) charge
is set so that the QCD and SYM dilepton rates agree in the free limit at large
M , then the SYM photon rate is much larger than the QCD one at equal λ, due
to the much larger scattering rates of SYM, coming from the the larger number
of matter fields. If instead the theories are compared at equal mD or m∞, the
rates become comparable.
A similar analysis was performed for the transport coefficients. Ref. [192]
studied the shear viscosity at leading order in N = 4 SYM, finding it to be much
smaller than in QCD at equal λ. Again, this is to be understood as coming from
the larger scattering rates in the supersymmetric theory. Comparing at equal
Debye masses, and accounting for the different Casimir factors, the two theories
are again in good agreement. For what concerns the extrapolation between
weak and strong coupling, we show in Fig. 32 the findings of [192], which show
how the naive extrapolation of the weak-coupling result approaches the strong
coupling limit already at λ ≈ 10 (αs ≈ 0.3), where however the leading-order
perturbative curve is out of its region of validity, as denoted graphically by
the dotting. As discussed in Sec. 5.2, NLO results for η/s in QCD show large
deviations from the LO curve. It would be nice to have NLO corrections on
the left-hand side of Fig. 32, so as to better gauge the uncertainties in the
extrapolation to intermediate couplings. A first step in this direction has been
completed in [150], where the soft scattering rate dΓ/d2q⊥, qˆ and the collinear
radiation rate have been determined to NLO in N = 4 SYM, showing how the
contribution of scalars, absent in QCD, can have large effects on the collinear
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Figure 32: The η/s ratio in N = 4 SYM at weak [192] and strong coupling. In the latter
case the leading result is from [193, 194], while the “subleading” one includes the part of
the O(1/λ3/2) corrections available in 2006. The full O(1/λ3/2) corrections can be found in
[195, 196]. Figure taken from [192].
rate. Finally, the LO heavy quark diffusion coefficient has been determined in
N = 4 SYM in [197].
Another area where the methods we have reviewed have found wide appli-
cability is cosmology. We have already hinted about their relevance for the
rate of right-handed neutrino production in the early universe. We refer to
[198, 199] for recent reviews which put the calculations in the physical context
of this extension of the Standard Model. In general, a useful Rosetta stone
between thermal photon production and right-handed neutrino production is
the following: the photon corresponds to the right-handed neutrino, as they are
both singlets under the gauge groups of the plasma. The quarks correspond to
the Higgs doublet and left-handed leptons, which couple to the right-handed
neutrino via a Yukawa coupling. Finally, gluons correspond to the electroweak
gauge bosons, which interact with the active leptons and scalars. We then wish
to highlight some significant applications of the techniques: as we mentioned,
the leading-order collinear production rate was determined in the symmetric
phase in [70, 88], with the latter paper also obtaining the fermionic sum rule
derived in Eq. (101), which also enters the production rate for ultrarelativistic
right-handed neutrinos. The collinear rate in the broken phase was derived in
[200]—which also derived the vector boson HTLs of the SM in that phase—at
zero chemical potential; chemical potentials were considered in both phases in
[108, 109]. These derivations relied heavily on the mapping to the Euclidean
theory, which was also exploited recently in [201] to compute a part the active
neutrino soft scattering rate dΓ/d2q⊥ at NLO in the broken phase. The map-
ping to the dispersion relation on the arcs introduced around Eq. (95) was used
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to determine another part (a projection on a different Dirac structure) to leading
order in [109]. For what concerns the dependence on the sterile neutrino mass,
which is the analogue of the dilepton mass in QCD, the procedure of [111] to
merge the small and large M results was extended to this model in [202], merg-
ing the low-mass ultrarelativistic results of [70, 88] with the relativistic M ∼ T
ones of [121], which in turn smoothly extended into the non-relativistic regime
M  T , first studied in [203–205].
The above references are meant to convey the effective two-way exchange of
methods taking place between early-universe cosmology and hot QCD. Other
examples of relevant results include thermal production rates of axions [206–
208], gravitinos [209–211] and gravitational waves [212]. In all these cases, the
collinear, LPM-resummed contribution is absent, as the coupling between the
“photon” and the “quarks” contains extra derivatives which suppress collinear
emission [208].
6. Imaginary-time formalism
We now turn back to the discussion of Sec. 2 and the realization after Eq. (10)
that in thermal equilibrium, corresponding to the density matrix
ρˆeq =
1
Z
e−β(Hˆ−µiNˆi), (148)
only the Euclidean part of the temporal integrals appearing in different expec-
tation values survives, when no operators with unequal real time arguments are
inserted. This leads to important simplifications in the determination of phys-
ical quantities, which are efficiently captured in the so-called imaginary-time
formalism. The development of this formalism is the topic of this section of our
article.
As will become clear in the following, the basics of the imaginary time for-
malism are considerably more straightforward to absorb than those of its real
time counterpart, while the more challenging parts are related to how IR diver-
gences are handled and the convergence of weak coupling expansions improved
through resummations or effective theory setups. This fact is reflected in the
structure of Secs. 6 and 7, where particular attention is devoted to the devel-
opment of effective descriptions for high-temperature and -density QCD matter
as well as applications of these techniques to different bulk thermodynamical
observables.
6.1. Introduction
In the imaginary-time formalism, all Green’s functions, and hence the fields
themselves, become either periodic or anti-periodic functions of the imaginary
time direction as discussed already in Sec. 2. Looking at one time argument in
a generic n-point Green’s function G for a bosonic field, we obtain the relation
Gbosonic(ti) = Gbosonic(ti − iβ) (bosons) , (149)
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where, for simplicity, we have suppressed all other arguments of G. Such a
relation can be shown to hold for all field time arguments involved in the def-
inition of the Green’s function. In the case of a fermionic field, due to the
anti-commuting nature of the fields one finds instead
Gfermionic(ti) = −Gfermionic(ti − iβ) (fermions) , (150)
which implies that a general Green’s function for a fermionic field is an anti-
periodic function in the imaginary-time direction. To proceed, we transform
to imaginary time τ = −it. In this imaginary time τ , all bosonic (fermionic)
fields are uniquely defined in the region 0 ≤ τ ≤ β with all other values of τ
obtainable using the periodicity (anti-periodicity) of the fields. This suffices to
describe physics in thermal equilibrium, where the system does not depend on
the real time t, which we are indeed free to set to zero.
Since, in thermal equilibrium, all Green’s functions are (anti-)periodic func-
tions of imaginary time, the fields themselves must be (anti-)periodic functions
of the imaginary time. As a result, when one performs a Fourier decomposition
of the fields, the Fourier-integral associated with the time direction becomes
a discrete Fourier sum. If the fields are bosonic, then the allowed frequencies
conjugate to the imaginary-time direction are P0 = ωn = 2pinT with n ∈ Z
where P0 = −ip0 is the zero-component of the Euclidean (imaginary-time) four-
momentum, P = (ωn,p). If the fields are fermionic, then the allowed frequencies
are P0 = ωn = (2n+ 1)piT with n ∈ Z. The discrete frequencies that result for
both bosons and fermions are called Matsubara frequencies. The mode expan-
sions then become
φ(τ,x) =
∑∫
P
φ(ωn,p) e
−i(ωnτ−p·x) (bosonic field) , (151)
where ∑∫
P
≡ T
∑
P0=2pinT
∫
d3p
(2pi)3
, (152)
and
φ(τ,x) =
∑∫
{P}
φ(ωn,p) e
−i(ωnτ−p·x) (fermionic field) , (153)
where ∑∫
{P}
≡ T
∑
P0=(2n+1)piT
∫
d3p
(2pi)3
. (154)
If the fields in addition carry a conserved charge Q, then in a grand canonical
description the Matsubara frequencies are shifted by −iµQ, where µQ is the
chemical potential associated with the conserved charge. In QCD, baryon num-
ber — and more generally flavor — is a conserved quantity, and hence one can
introduce quark chemical potentials, µf , f = 1, 2, ..., Nf , obtaining∑∫
{P}
≡ T
∑
P0=(2n+1)piT−iµf
∫
d3p
(2pi)3
. (155)
67
The quark flavor in question is typically not indicated in this shorthand notation,
but must be kept track of carefully in practical calculations.
We note that a more heuristic way to understand the emergence of discrete
Matsubara frequencies is to consider the analytic structure of the zero-chemical-
potential equilibrium distribution function neq(ω) = (e
βω±1)−1, where the pos-
itive sign gives the Fermi-Dirac and the negative one the Bose-Einstein distri-
bution function. The distribution functions have singularities when eβω = ∓1.
For bosons, this gives eβω = +1 which is satisfied by ω = ωn = 2pinT with
n ∈ Z, and for fermions eβω = −1 which is satisfied by ω = ωn = (2n + 1)piT
with n ∈ Z. As a result, in integrals involving the equilibrium distribution func-
tion times a holomorphic function, one can use Cauchy’s theorem to transform
the continuous integral into a sum over the corresponding Matsubara frequen-
cies. If the function itself contains poles, care should be taken when deforming
the necessary complex contours; however, the basic idea of deforming complex
contours remains in play. These statements can be made precise, and nonzero
chemical potentials included, in a straightforward way: for details, the reader is
encouraged to consult textbooks, such as [2, 4].
Finally, we close the subsection by mentioning that in the imaginary time
formalism the path integrals defining various physical quantities are expressed
in terms of the so-called Euclidean action SE [φ] =
∫ β
0
dτ
∫
d3xLE[φ], where LE
in turn reads LE = −LM(t → −iτ). In this case, the contribution of, say, a
bosonic field to the partition function is of the form (see e.g. [4] for the cases of
fermionic and gauge fields)
Z =
∫ φ(τ=β)
φ(τ=0)
Dφ e−SE [φ] . (156)
The convergence properties of these types of Euclidean integrals are naturally
superior to Minkowskian ones, which makes their evaluation with lattice Monte-
Carlo techniques possible, at least in the absence of sizable chemical potentials.
This interesting topic, and the problems associated with the infamous Sign
Problem of lattice QCD (see e.g. [213]), will, however, not be discussed further
in this review.
6.2. Imaginary-time Feynman rules
As mentioned above, when working in the imaginary time formalism it is
convenient to switch from Minkowski space to the Euclidean one. As a result,
we replace gµν → δµν , whereby the anti-commutation relation of the gamma
matrices becomes {γEµ , γEν } = −2δµν with γE0 ≡ iγ0. From here on, the label
‘E’ indicating Euclidean gamma matrices will be implicit when working in the
imaginary-time formalism.
With the above definitions, the free quark propagator takes the form
Sij0 = −δij
/P −m
ω2n + p
2 +m2
, (157)
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a) ≡ V + M b) V M c)
M
M
M
d) Πµν(P ) = + + +
Figure 3.4: a) The fermionic part of the one-loop gluon polarization tensor divided into its
vacuum (T = µ = 0) and matter (vacuum-subtracted) parts.
b) An IR safe diagram contributing to the pressure at T = 0.
c) The generic form of the zero-temperature ring diagrams.
d) The whole one-loop gluon polarization tensor.
the fact that apart from the scale parameter, the only dimensionful numbers appearing in the
diagrams at T = 0 are the chemical potentials, which enter exclusively through the fermionic
propagators. When the temperature is zero, the scale-free gluon (are ghost) diagrams simply
vanish under dimensional regularization.
Following the treatment of Ref. [2], the zero-temperature pressure can up to order g4 be
observed to receive contributions from three classes of diagrams. These include the infrared safe
fermionic one-, two- and three-loop graphs of Fig. 3.1, the single IR safe diagram of Fig. 3.4 b. as
well as the ring sum of Fig. 3.4 c, where the grey circle denotes the vacuum-subtracted part of the
fermionic one-loop gluon polarization tensor. The values obtained for the IR safe diagrams at
arbitrary T and µ in Ref. [2] can be straightforwardly continued to the limit of zero temperature,
while the ring sum must be separately computed at T = 0 [2, 4]. Adding the different parts
together, we then obtain as the final result of the T = 0 pressure in the MS scheme
pQCD(T = 0) =
1
4π2
(∑
f
µ4
{
N
3
− dA
(
g
4π
)2
− dA
(
g
4π
)4[2
3
(11N − 2nf ) lnΛ¯
µ
+
16
3
ln 2
+
17
4
1
N
+
1
36
(415− 264 ln 2)N − 4
3
(
11
6
− ln 2
)
nf
]}
− dA
(
g
4π
)4{(
4 ln
g
4π
− 22
3
+
16
3
ln 2 (1− ln 2) + δ + 2π
2
3
)
(µ2)2 + F (µ)
})
+ O(g6ln g), (3.27)
where the function F is defined by
F (µ) = −2µ2
∑
f
µ2 ln
µ2
µ2
+
2
3
∑
f>g
{
(µf − µg)2ln
|µ2f − µ2g|
µfµg
+ 4µfµg(µ
2
f + µ
2
g)ln
(µf + µg)
2
µfµg
− (µ4f − µ4g)ln
µf
µg
}
(3.28)
and the constant δ has the approximative value δ ≈ −0.85638320933... This constant possesses
a simple one-dimensional integral respresentation [2], the analytic value of which we however
have not been able to obtain even using the PSLQ algorithm [58].
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Figure 33: The on -loop glu polariza ion. In this figure, wavy lines represent gluons, solid
lines with arrows represent quarks and anti-quarks, and dotted lines with arrows represent
the ghost field.
with i and j fundamental representation color indices, while the free gluon
propagator in a general covariant gauge reads
(G0)
ab
µν =
δab
P 2
[
δµν − (1− ξ)PµPν
P 2
]
, (158)
with P 2 = ω2n+p
2, and a and b adjoint color indices. Finally, we note that, aside
from transforming to imaginary time and using the Euclidean-space gamma
matric s, the QCD vertex functions remain the same in the imaginary time
formalism (see Appendix B of [214] for a comprehensive collection of conventions
used in different textbooks and reviews). At the same time, all integrals over
internal momentum become either bosonic or fermionic sum-integrals as defined
in the previous section.
Example: One-loop gluon polarization t or
As an example of the application of the imaginary time formalism, consider
the behavior of the one-loop correction to the gluon propagator, dubbed the
gluon polarization tensor Πµν(P ), at finite temperature and zero chemical po-
tential. In the Feynman gauge, ξ = 1, this quantity is defined by the expression(
G−1
)ab
µν
(P ) = P 2δabδµν + Π
ab
µν(P ), (159)
and can be seen to consist of the four one-loop graphs shown in Fig. 33 and take
the algebraic form
Πabµν(P ) = g
2δab
{
CA
[
(D − 2)I01δµν + 2
(
PµPν − P 2δµν
)
Π(P )
−D − 2
2
∑∫
Q
(2Q− P )µ(2Q− P )ν
Q2(Q− P )2
]
(160)
−2TFNf
[
2I˜01δµν +
(
PµPν − P 2δµν
)
Πf(P )−
∑∫
{Q}
(2Q− P )µ(2Q− P )ν
Q2(Q− P )2
]}
,
where we have defined
I01 ≡
∑∫
Q
1
Q2
, I˜01 ≡
∑∫
{Q}
1
Q2
,
Π(P ) ≡ ∑∫
Q
1
Q2(Q− P ) , Πf(P ) ≡
∑∫
{Q}
1
Q2(Q− P )2 . (161)
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We will now inspect, in detail, how this function behaves in its infrared limit,
setting first p0 = 0 and then letting p → 0. The result of this exercise will be
seen to have important implications for the infrared properties of the theory
and in particular for the convergence of high-order perturbative calculations.
Setting P = 0 everywhere, we clearly obtain from the above
Πabµν(p0 = 0, p→ 0) = g2δab
{
(D − 2)CA
[
I01δµν − 2
∑∫
Q
QµQν
Q4
]
− 4TFNf
[
I˜01δµν − 2
∑∫
{Q}
QµQν
Q4
]}
, (162)
indicating that the most nontrivial object to study is
Aµν ≡
∑∫
Q
QµQν
Q4
, (163)
as well as its fermionic counterpart A˜µν . It is useful to note here that, due
to rotational and translational invariance, the result for Aµν must be a linear
combination of the tensors δµν and nµnν , where nµ = δµ0 defines the rest frame
of the heat bath. This enables us to write
Aµν ≡ A1δµν +A2nµnν , (164)
from which it is straightforward to obtain
A1 =
Aµµ −A00
D − 1 , A2 =
−Aµµ +DA00
D − 1 , (165)
by contracting both sides of Eq. (165) respectively with the two tensors.
Using additionally the fact that Aµµ = I01 and that a differentiation of I01
with respect to the temperature produces the relation
A00 = −1
2
I01 , (166)
we obtain the simple result (valid for D = 4)
Aµν = −1
2
I01nµnν +
1
2
I01δij , (167)
where we have for simplicity denoted δµν − nµnν ≡ δij . A straightforward
generalization of this calculation to the fermionic integral A˜µν finally gives
A˜µν = −1
2
I˜01nµnν +
1
2
I˜01δij . (168)
Plugging the above results into Eq. (162), we get for the IR limit of the gluon
polarization tensor
Πabµν(p0 = 0, p→ 0) = 4g2δabnµnν
(
CAI01 − 2TFNf I˜01
)
, (169)
70
where the two remaining sum-integrals can be straightforwardly computed and
TF = 1/2 is the Dynkin index of the generators in the fundamental represen-
tation. Considering for illustration the fermionic case in detail, we obtain after
performing the 3− 2 -dimensional momentum integral
I˜01 =
Γ(−1/2 + )Λ2T
(4pi)3/2−
∞∑
k=−∞
1[(
(2k + 1)piT − iµ
)2]−1/2+
=
Γ(−1/2 + )T 2
2
√
pi
(
Λ2
piT 2
)
Re
[
ζ(−1 + 2, 1/2− iµ¯)
]
= −T
2
24
− µ
2
8pi2
+O(), (170)
where we have used the definition of the generalized (Hurwitz) zeta function.
The result obtained has direct physical implications. It means that the
zeroth Matsubara mode of the temporal (electrostatic) gluon field A0 obtains a
thermal mass at one-loop order and, furthermore, that this leading-order Debye
mass takes the value
m2D =
g2
3Nf
∑
f
{
(CA + TFNf )T
2 +
3µ2f
pi2
TFNf
}
. (171)
The magnetostatic fields (p0 = 0 component of Ai) on the other hand stay
unscreened at this order, and in fact only obtain a (non-perturbative) screening
mass of order g2T . This fact is related to the gauge transformation properties
of the fields: Upon the breaking of Lorentz invariance into mere rotational
invariance by the heat bath, four-dimensional gauge invariance is broken to a
three-dimensional one. In this process, the electrostatic field becomes an adjoint
scalar field and may therefore obtain a nonzero mass, while the magnetostatic
fields continue to transform as three-dimensional gauge fields and must therefore
remain massless to all orders in perturbation theory.
Next, we move on to discussing in detail the consequences of the observed
energy scales in thermal QCD: the scale piT , associated with the nonzero Mat-
subara modes of different fields, as well as gT and g2T , associated with the
screening of static gluons, i.e. their n = 0 modes.
6.3. High-temperature limit
As noted above, the imaginary-time formalism is frequently used to study
the behavior of bulk thermodynamic quantities at high temperature, meaning
in practice the regime where piT & µ. There, it often turns out that a naive
loop expansion of physical quantities is only well-defined for the first few orders
of perturbation theory. For example, a closer inspection shows that uncancelled
IR divergences enter the expansion of the partition function at three-loop order,
and that they can be attributed to long-distance interactions mediated by static
gluon fields. A simple way to understand at which perturbative orders terms
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non-analytic in αs appear in the weak-coupling expansion of the pressure is
to start from the contribution of non-interacting (but possibly screened) static
gluons to the quantity. This takes the schematic form pgluons ∼
∫
d3p p nB(Ep),
with nB denoting the Bose-Einstein distribution function and Ep the dispersion
relation of the (electrostatic or magnetostatic) gluons. Inspecting in turn con-
tributions from momenta of orders piT , gT and g2T , we see the emergence of
the following pattern:
pp∼piTgluons ∼ T 4nB(piT ) ∼ T 4 +O(g2), (172)
pp∼gTgluons ∼ (gT )4nB(gT ) ∼ g3T 4 +O(g4), (173)
pp∼g
2T
gluons ∼ (g2T )4nB(g2T ) ∼ g6T 4, (174)
where we have taken into account that nB(E) ∼ T/E if E  T . It is worth
pointing out explicitly that the expansion parameters in the three different terms
are of order g2nB(piT ) ∼ g2, g2nB(gT ) ∼ g, and g2nB(g2T ) ∼ 1, implying in
particular that the contribution of magnetostatic gluons to the pressure is fun-
damentally nonperturbative in nature, which is why we have not included an
O(gn) term in Eq. (174) at all. This complete breakdown of the loop expansion
at the scale g2T is called the Linde problem [215]. In this context, it should
be noted that the order at which the nonperturbative contributions make their
first appearance in the weak-coupling expansion of a given physical quantity is
not universal, but differs from one quantity to the next. An extreme case was
presented in Sec. 4.2, where we saw how the scattering rate Γ is affected by
ultrasoft contributions already at the leading order, as noted in Footnote 11.
We also point to [216], which shows how a certain second-order transport coef-
ficient, λ1, receives a leading-order contribution from that scale. Later in the
present section, we will on the other hand observe that for bulk thermodynamic
quantities, such as the pressure, the g2T scale only begins to contribute at the
four-loop, or N3LO, order.
In perturbative calculations aimed at reaching high loop orders, resumma-
tions of some kind are clearly required to take full account of the contributions of
the problematic field modes and thereby cure unphysical IR divergences. In the
limit of high temperatures — including the case of nonzero density — there exist
several physically motivated schemes for carrying out such resummations, see
e.g. [217–226] and references therein. Most importantly, these include dimen-
sionally reduced effective theories, which take advantage of the scale hierarchies
present in the system in the language of effective field theory, and Hard Ther-
mal Loop perturbation theory (HTLpt), which applies the already discussed
HTL effective action to the problem. In the following two subsections, we re-
view the associated formalisms and explain, how practical calculations are most
efficiently carried out within them.
6.3.1. Dimensional reduction
The method of dimensional reduction is based on the simple observation
that in the weak-coupling limit (requiring in practice T  ΛQCD), there ex-
72
ists a scale hierarchy between the three energy scales that contribute to bulk
thermodynamic observables. Namely, if g  1, we clearly have
mmag ∼ g2T  melec ∼ gT  mhard ∼ piT, (175)
where we denote scales of magnetostatic and electrostatic screening by mmag and
melec, respectively, and the thermal one — the non-zero Matsubara frequency
— by mhard. Of the first two scales, the electrostatic screening mass can (to
leading order) be obtained from the computation carried out in the previous
subsection, i.e. the IR limit of the one-loop self energy of the A0 field, while
the scale of magnetostatic screening appears nonperturbatively. Neglecting the
T = 0 energy scales of different quark masses and the QCD scale ΛQCD, the
above three scales are the only ones appearing in the problem, and two of them
are furthermore connected with the n = 0 field modes. It is thus natural to
attempt integrating out the largest one, i.e. mhard, from the system, amounting
to the construction of a three-dimensional effective theory valid for the long-
distance static field modes. Such an effective description can be expected to be
valid in the limit of high temperatures, the precise meaning of which will be
specified later.
Historically, the construction of dimensionally reduced effective theories for
high-temperature QCD dates back to the works of Ginsparg [227] as well as Ap-
pelquist and Pisarski [228] in the early 1980s, but the wider use of the methods
began only in mid-1990s, when Kajantie et al. applied the formalism first to
the study of the Electroweak phase transition [229] and later to the context of
thermal QCD [217]. Simultaneously to the latter developments, Braaten and
Nieto popularized the use of the terms Electrostatic QCD (EQCD) and Magne-
tostatic QCD (MQCD) to denote the two levels of effective theories obtained by
successively integrating out the scales piT and gT from full QCD [219], thereby
casting the formalism into its modern form.
As usual in the construction of effective theories, the Lagrangian densities
of the two theories can be obtained most straightforwardly by writing down the
most general local Lagrangians respecting all necessary symmetries (most im-
portantly three-dimensional gauge invariance), ordering the operators in terms
of their dimensionality, and truncating the result at the desired order. The
result of this procedure reads for the case of EQCD [218, 219]
LE = 1
2
TrF 2ij + Tr[Di, A0]
2 +m2ETrA
2
0 + λ
(1)
E (TrA
2
0)
2 + λ
(2)
E TrA
4
0
+ iλ
(3)
E TrA
3
0 + · · · , (176)
where the fields Ai ≡ Aai T a, A0 ≡ Aa0T a now live in three dimensions, we have
denoted
F aij = ∂iA
a
j − ∂jAai + gEfabcAbiAcj , (177)
Di = ∂i − igEAi, (178)
and operators of dimensionality higher than 4 have been suppressed. Further
integrating out the temporal gauge field, we similarly obtain the effective theory
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MQCD
LM = 1
2
TrF 2ij + · · · , (179)
where this time
F aij = ∂iA
a
j − ∂jAai + gMfabcAbiAcj . (180)
At leading order in weak coupling, the degrees of freedom in the above effec-
tive theories correspond to the n = 0 Matsubara modes of the four-dimensional
Ai and A0 fields, of which the first transforms as a three-dimensional gauge field
and the latter as a scalar in the adjoint representation of SU(N). It is worth
noting that, for MQCD, the only dimensionful scale appearing in the theory
is g2M = g
2T + O(g3). This implies that, barring effects from higher-order op-
erators, the MQCD contribution to any physical quantity must necessarily be
of the form of some dimensionless number times an appropriate power of this
scale, determinable through the dimension of the quantity in question.
Returning momentarily to the symmetries of the original theory, it is interest-
ing to note that the term cubic in A0 in Eq. (176) has a coefficient proportional
to the sum of the quark chemical potentials [230],
λ
(3)
E =
ig3
3pi2
∑
f
µf +O(g5). (181)
This reflects the charge conjugation invariance of the original theory, which is
broken by a nonzero quark number density. Similarly, one may note that the
discrete Z(N) center symmetry of four-dimensional pure Yang-Mills theory is
broken in EQCD even in the limit Nf = 0, although there has been claimed to
be some evidence of its partial dynamical restoration [231]. This is due to the
fact that in any perturbative calculation (such as the derivation of the EQCD
Lagrangian) one needs to arbitrarily pick one of the N equivalent deconfined
vacua of the original theory as the expansion point. The situation can be reme-
died by generalizing the A0 field of EQCD into a Wilson line type variable, as
has been proposed in [232, 233]; as the focus of the present review is in pertur-
bative calculations, this subtle issue will, however, not be discussed any further
here.
The parameters of the effective theories can be determined by matching a
set of physical quantities, in practice various Green’s functions, in EQCD and
MQCD to the full theory. This is done by requiring that the effective theories
reproduce the long-distance physics of the original one, with “long distances”
referring to x & 1/(gT ) and x & 1/(g2T ) for EQCD and MQCD, respectively.
An important simplification in these calculations comes from the fact that they
can be performed within a strict loop expansion in the full theory, i.e. without
invoking any kind of a resummation and using dimensional regularization to
regulate both IR and UV divergences.
By now, the EQCD and MQCD parameters, i.e. the operator coefficients
visible in the above Lagrangians, have been determined to a high order in per-
turbation theory, with the current results reaching up to:
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Figure 1. The 1-loop, 2-loop and some 3-loop self-energy diagrams in the background field gauge.
Wavy lines represent gauge fields, dotted lines ghosts, and solid lines fermions.
2.2 Relation for g2E
In order to relate the effective 3d gauge coupling g2E to the parameters of the full theory, we
can choose whether to go through a 3-point or a 4-point function, in addition to a 2-point
function. However, it is further possible to simplify this task to a single 2-point calculation
using the background field gauge method (see e.g. Ref. [6]). Let us give the main argument
here, closely following Ref. [7].
The effective Lagrangian Eq. (2.4) follows from integrating out the hard (p ∼ T ) scales
which, symbolically, produces an expression of the form
Leff ∼ c2(∂B)
2 + c3g(∂B)B
2 + c4g
2B4 + . . . , (2.10)
whereB denotes the background field potential and the coefficients ci = 1+O
(
g2
)
. Redefining
now the effective field as B2eff ≡ c2B
2, from Leff ∼ (∂Beff)
2+c3c
−3/2
2 g(∂Beff)B
2
eff+c4c
−2
2 g
2B4eff+
. . . we can read off the effective gauge coupling (considering the gauge invariant structure
F 2) geff = c3c
−3/2
2 g = c
1/2
4 c
−1
2 g. Furthermore, since the effective action is gauge invariant
with respect to both Beff as well as B [6], we have c2 = c3 = c4. Finally transforming to 3d
notation, scaling the fields B→T 1/2B2 and comparing
∫ 1/T
0 dτ LQCD with LEQCD, it follows
that
gE = T
1/2 c
−1/2
2 g . (2.11)
Now we proceed in the same way with the effective gauge coupling gE as for the screening
mass mE. From Eq. (2.11) we thus obtain
– 4 –
Figure 34: The one-, two-, and three-loop graphs contributing to the EQCD parameters g2E
and mE. The figure is taken from [239].
• O(g6) for g2E [146]
• O(g6) for m2E [234]
• O(g6) for λ(1)E and λ(2)E [217]
• O(g3) for λ(3)E [230]
• O(g6) for g2M [146]
In addition, some impressive progress has been achieved in recent years in at-
tempts to proceed to even high r ord rs; see e.g. [235, 236] and references th r in
for a summary. The success of these very demanding calculations relies in a
large part on the development of integration by parts and tensor reduction
techniques at finite temperature, pioneered by York Schro¨der and collaborators
(cf. e.g. [237, 238]). See also fig. 34 for a list of the full theory gluon self energy
graphs that contribute to the determination of g2E and mE at three-loop order
[239].
Out of all applications of the dimensional reduction machinery in the context
of QCD, arguably the most important one concerns the determination of the
Equation of State (EoS) of a hot QGP, or the computation of the weak coupling
expansion for the pressure of QCD. As explained in some length in [219], the
partition function of the full theory can be written as a sum of three parts,
pQCD = pE + pM + pG, (182)
where each of the terms on the right hand side has a distinct physical meaning
as the contribution of a specific energy (or length) scale to the pressure:
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• pE stands for the contribution of the hard energy scale piT , and is obtained
via a strict loop expansion of the full theory pressure, which means it has
the form of an expansion in powers of g2 (up to arbitrarily high orders
in principle). This function has been determined to full three-loop order
both at µ = 0 [240] and at nonzero density [241], in addition to which the
leading large-Nf term of the four-loop contribution has been computed in
[242] at vanishing chemical potentials.
• pM stands for the pressure of EQCD and can be evaluated in a weak cou-
pling expansion within this three-dimensional theory, with an expansion
parameter of order g. This function has been determined to order g6 in
[243] (cf. also [241] for the contribution of the operator cubic in A0) in
an impressive calculation that included the evaluation of all graphs dis-
played in fig. 35. The effective theory has in addition been subjected to
non-perturbative lattice studies; see e.g. [244].
• pG stands for the nonperturbatively determinable pressure of MQCD. It
can be expressed in the form of a dimensionless number times T (g2MT )
3,
with no further perturbative corrections emerging (except for corrections
to the parameter gM , determinable within EQCD). The determination
of the dimensionless coefficient was completed using a combination of
three-dimensional lattice simulations and stochastic perturbation theory
[245, 246], which is needed to convert the lattice results to continuum
regularization.
As expected, the sum of the three contributions is completely IR finite and yields
a well-defined result for the full theory pressure accurate in principle to the full
g6 order, although some of the hard contributions are still lacking at the moment.
It is worth mentioning already at this point that the convergence properties
and renormalization scale dependence of this expression can be dramatically
improved by not expanding the effective theory contributions pM and pG in
powers of the full theory gauge coupling g [247, 248] — an issue we shall return in
some length in the following section. In this context, we also point out in passing
that ref. [248] presents a low-loop-order generalization of the determination of
basic thermodynamic observables to the case of nonzero quark masses (see also
ref. [236] for the latest developments on this front).
6.3.2. Hard Thermal Loops
An alternative method for performing a high-temperature resummation is
based on the Hard Thermal Loop (HTL) effective theory, discussed in some
length already in Sec. 4 of this review. As discussed there, the HTL descrip-
tion contains resummed gluon and quark propagators, in addition to which
resummed vertices which are necessary in order to maintain gauge invariance.
As it turns out, all of these can be collected into a compact HTL effective
action which is manifestly gauge invariant. Before presenting this effective ac-
tion, we first discuss explicit expressions for the low order n-point functions.
The Feynman rules are presented in Minkowski space, after which we provide
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Figure 1: The skeleton diagrams contributing in Eq. (1.3), after subtraction of those which
obviously vanish because of colour contractions or specific properties of dimensional regulari-
sation. Solid lines represent the adjoint scalar A0, wavy lines the gauge boson Ai, and dotted
lines the ghosts. The complete sets of skeleton diagrams have been enumerated and written
down in ref. [14], whose overall sign conventions we also follow.
2. Outline of the general procedure
The first step of the perturbative computation is the generation of the Feynman diagrams.
At 4-loop level, this is no longer a completely trivial task. In order to make the procedure
tractable, we employ an algorithm whereby the graphs are generated in two sets: two-particle-
irreducible “skeleton” graphs, as well as various types of “ring” diagrams, containing all
possible self-energy insertions. The resulting sets, with the relevant symmetry factors, were
provided explicitly in [14].
It actually turns out that some of the generic graphs shown in [14] do not contribute in
the present computation. There are two reasons for this. First, once the Feynman rules
for the interactions of gauge bosons and adjoint scalars are taken into account, some of the
graphs vanish at the point of colour contractions. This concerns particularly the “non-planar”
topologies [15]. Second, all vacuum graphs which do not contain at least one massive (adjoint
scalar) line, vanish in strict dimensional regularisation. In some cases such a vanishing may
be due to an unphysical cancellation between ultraviolet and infrared divergences, as we will
recall in Sec. 7, but for the moment we accept the vanishing literally. The remaining skeleton
graphs are then as shown in Fig. 1. For the ring diagrams, which by far outnumber the
skeleton graphs, we find it simpler to treat the full sets as shown in [14], letting the two
types of cancellations mentioned above come out automatically in the actual computation.
For completeness, the ring diagrams are reproduced in Fig. 2.
The Feynman rules for the vertices and propagators appearing are the standard ones. We
2
Figure 35: The two-, three-, and four-loop two-particle irreducible vacuum graphs contributing
to the partition function of EQCD. The figure is taken from [243].
a set of simple rules that can be used to obtain the Euclidean imaginary-time
expressions. Additionally, for generality we present expressions valid in d + 1
space-time dimensions since these are necessary when performing calculations
in dimensional regularization.
Finally, we note that many parallels exist between this section and its real-
time counterpart 4.1.1, including several essentially duplicate relations. We
have, however, found it worthwhile to keep both the real- and imaginary-time
sections of the review self-consistent for the benefit of readers wishing to con-
centrate on only one of the two parts.
Minkowski-space HTL gluon propagator. Based on the results presented in Sec. 4,
one finds that the HTL inverse gluon propagator in a general covariant gauge
can be expressed in the form
∆−1(P)µν = ∆−1∞ (P)µν −
1
ξ
PµPν , (183)
where ξ is the gauge-fixing parameter and
∆−1∞ (P)µν ≡ −P2gµν + PµPν + Πµν(P) , (184)
with Πµν being the HTL r summed gluon polarization tensor. The HTL gluon
polarization tensor reads in turn
Πµν(P) = m2D [N µN ν − T µν(P,−P)] , (185)
where N µ is again the heat-bath four-velocity which satisfies N · N = −1 and
is given by N µ = (1,0) in the local rest frame. The tensor T µν(P,Q), which is
defined only for momenta that satisfy P +Q = 0, is
T µν(P,−P) =
〈
YµYν P·NP·Y
〉
yˆ
, (186)
77
where the angular brackets indicate averaging over the d spatial directions of the
light-like vector Y = (1, yˆ), with yˆ denoting a unit three-vector. The tensor T µν
is symmetric in µ and ν and satisfies the identity PµT µν(P,−P) = (P ·N )N ν .
The polarization tensor Πµν is therefore also symmetric in µ and ν, is transverse
PµΠµν(P) = 0, and satisfies gµνΠµν(P) = m2D.
Just as its full theory counterpart, the HTL gluon polarization tensor can
be expressed in terms of two scalar functions, the transverse and longitudinal
polarization functions ΠT and ΠL (note a slight difference in notation compared
to the rest of the review here; elsewhere the definition of ΠL includes a factor
of P2/p2)
ΠT (P) = 1
d− 1
(
δij − pˆipˆj)Πij(P) , (187)
ΠL(P) = Π00(P) , (188)
where pˆ is the unit vector in the direction of p. In terms of these functions, the
polarization tensor reads
Πµν(P) = ΠT (P)Tµνp +
1
n2p
ΠL(P)Lµνp , (189)
where the transverse and longitudinal projectors Tp and Lp are
Tµνp = g
µν − P
µPν
P2 −
N µp N νp
N 2p
, (190)
Lµνp =
N µp N νp
N 2p
. (191)
The four-vector N µp is defined via N µp = N µ − (N · P)Pµ/P2 and satisfies
P ·Np = 0 and N 2p = −1 − (N · P)2/P2. In the local rest frame of the heat
bath, one has N 2p = −p2/P2. Note that the identity PµΠµν(P) = 0 reduces
to (d − 1)ΠT (P) + ΠL(P)/N 2p = m2D which implies that there is only one
independent polarization function.
Interestingly, we can express both gluon polarization functions in terms of
the function T 00 defined in Eq. (186):
ΠT (P) = m
2
D
(d− 1)N 2p
[T 00(P,−P)− 1−N 2p ] , (192)
ΠL(P) = m2D
[
1− T 00(P,−P)] , (193)
For consistency of higher order radiative corrections, it is essential to take the
angular average in the definition of T µν(P,−P) in d = 3 − 2 dimensions and
analytically continue to d = 3 only after all poles in  have been cancelled.
Expressing the angular average as an integral over the cosine of an angle, the
expression for the 00 component of the tensor becomes
T 00(P,−P) = w()
2
∫ 1
−1
dc (1− c2)− p
0
p0 − |p|c , (194)
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where the weight function reads w() = Γ(32 − )/(Γ( 32 )Γ(1− )).
The integral in Eq. (194) must be defined so that it remains analytic as
p0 →∞. It then has a branch cut running from p0 = −|p| to p0 = +|p|, and if
we take the limit → 0, the result reduces to
T 00(P,−P) = p
0
2|p| ln
p0 + |p|
p0 − |p| , (195)
i.e. the function appearing in the usual d = 3 HTL polarization functions.
Working in d = 3 and in the rest frame of the heat bath, we hereby obtain
ΠT (P) = m
2
D
2
[
1 +
p2
p20 − p2
− p
0
2|p|
p20 − p2
p2
ln
p0 + |p|
p0 − |p|
]
, (196)
ΠL(P) = m2D
[
1− p
0
2|p| ln
p0 + |p|
p0 − |p|
]
, (197)
which in the static limit (p0 → 0) produce limp0→0 ΠT = 0 and limp0→0 ΠL =
−m2D. As discussed in the previous subsection, the vanishing of the static limit
of the transverse polarization function means that chromomagnetic fields are
not screened, while the finiteness of the static ΠL corresponds to the Debye
screening of the chromoelectric interaction.
Returning to the HTL gluon propagator, Eq. (184) can also be written as
∆−1∞ (P)µν = −
1
∆T (P)T
µν
p +
1
N 2p∆L(P)
Lµνp , (198)
where ∆T and ∆L are the transverse and longitudinal propagators:
∆T (P) = 1P2 + ΠT (P) , (199)
∆L(P) = 1−N 2pP2 + ΠL(P)
. (200)
Note that for d = 3 and in the heat bath rest frame the second relation reduces to
∆−1L = p
2 +ΠL, which, furthermore, becomes in the static limit limp0→0 ∆−1L =
p2 +m2D.
Finally, we mention that the general covariant gauge HTL gluon propagator
can be obtained by inverting Eq. (183) to obtain
∆µν(P) = −∆T (P)Tµνp + ∆L(P)N µp N νp − ξ
PµPν
P4 (201)
Minkowski-space HTL quark propagator. One can also extract the HTL re-
summed quark propagator using a similar procedure as we outlined for the
gluon propagator. The result reads
S(P) = 1
/p+ Σ(P) , (202)
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where the quark self energy is given by
Σ(P) = m2q /T (P) . (203)
Here, we have defined
T µ(P) = −
〈 Yµ
P · Y
〉
yˆ
, (204)
while for d = 3 one furthermore obtains
m2q =
CF
8
g2T 2 . (205)
Expressing the angular average as an integral over the cosine of an angle,
the expression for T µ(p) reads
T µ(P) = w()
2
∫ 1
−1
dc (1− c2)− Y
µ
p0 − |p|c . (206)
As before, the integral in Eq. (206) must be defined so that it is analytic as
p0 → ∞. It then has a branch cut running from p0 = −|p| to p0 = +|p|. For
d = 3 and in the heat bath rest frame, the fermion self energy reduces to
Σ(P) = m
2
q
2|p|γ
0 ln
p0 + |p|
p0 − |p|
+
m2q
|p| γ · pˆ
(
1− p
0
2|p| ln
p0 + |p|
p0 − |p|
)
. (207)
Three-gluon vertex. The three-gluon vertex for gluons with outgoing four-momenta
P, Q, and R, Lorentz indices µ, ν, and λ, and color indices a, b, and c reads
iΓµνλabc (P,Q,R) = −gfabcΓµνλ(P,Q,R) , (208)
where the three-gluon vertex tensor is
Γµνλ(P,Q,R) = gµν(P−Q)λ+gνλ(Q−R)µ+gλµ(R−P)ν−m2DT µνλ(P,Q,R) .
(209)
The tensor T µνλ in the HTL correction term is defined only for P +Q+R = 0:
T µνλ(P,Q,R) =
〈
YµYνYλ
( P·N
P·Y Q·Y −
R·N
R ·Y Q·Y
)〉
. (210)
This tensor is totally symmetric in its three indices and traceless in any pair of
indices: gµνT µνλ = 0. It is odd (even) under odd (even) permutations of the
momenta P, Q, and R, and it satisfies the identity
qµT µνλ(P,Q,R) = T νλ(P +Q,R)− T νλ(P,R+Q) . (211)
The three-gluon vertex tensor therefore also obeys the Ward-Takahashi identity
pµΓ
µνλ(P,Q,R) = ∆−1∞ (Q)νλ −∆−1∞ (R)νλ . (212)
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Four-gluon vertex. The four-gluon vertex for gluons with outgoing momenta P,
Q, R, and S, Lorentz indices µ, ν, λ, and σ, and color indices a, b, c, and d
reads
iΓµνλσabcd (P,Q,R,S) = −ig2
{
fabxfxcd
(
gµλgνσ − gµσgνλ)
+2m2Dtr
[
T a
(
T bT cT d + T dT cT b
)] T µνλσ(P,Q,R,S)}
+ 2 cyclic permutations , (213)
where the cyclic permutations are of (Q, ν, b), (R, λ, c), and (S, σ, d). The ma-
trices T a are the generators of the fundamental representation of the SU(3)
group with the standard normalization tr(T aT b) = 12δ
ab. The tensor T µνλσ in
the HTL correction term is defined only for P +Q+R+ S = 0, and reads
T µνλσ(P,Q,R,S) =
〈
yµyνyλyσ
( P·n
P·y Q·y (Q+R)·y
+
(P +Q)·n
Q·y R·y (R+ S)·y +
(P +Q+R)·n
R·y S·y (S + P)·y
)〉
. (214)
This tensor is totally symmetric in its four indices and traceless in any pair of
indices: gµνT µνλσ = 0. It is even under cyclic or anti-cyclic permutations of
the momenta P, Q, R, and S, and satisfies the identity
QµT µνλσ(P,Q,R,S) = T νλσ(P +Q,R,S)− T νλσ(P,R+Q,S) . (215)
When the color indices are traced in pairs, the four-gluon vertex becomes
much simpler
δabδcdiΓµνλσabcd (P,Q,R,S) = −ig2Nc(N2c − 1)Γµν,λσ(P,Q,R,S) , (216)
where the color-traced four-gluon vertex tensor is
Γµν,λσ(P,Q,R,S) = 2gµνgλσ − gµλgνσ − gµσgνλ −m2DT µνλσ(P,S,Q,R) .
(217)
The tensor (217) is symmetric under the interchange of µ and ν, under the
interchange of λ and σ, and under the interchange of (µ, ν) and (λ, σ). It is
also symmetric under the interchange of P and Q, under the interchange of R
and S, and under the interchange of (P,Q) and (R,S). Finally, it satisfies the
Ward-Takahashi identity
PµΓµν,λσ(P,Q,R,S) = Γνλσ(Q,R+ P,S)− Γνλσ(Q,R,S + P) . (218)
Quark-gluon three-vertex. The HTL resummed quark-gluon vertex with outgo-
ing gluon momentum P, incoming quark momentum Q, and outgoing quark
momentum R, Lorentz index µ, and color index a reads
Γµa(P,Q,R) = gta
(
γµ −m2q T˜ µ(P,Q,R)
)
. (219)
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The tensor in the HTL correction term is only defined for P −Q+R = 0 and
is given by
T˜ µ(P,Q,R) = −
〈
Yµ
( Y/
Q·Y R·Y
)〉
Yˆ
. (220)
This tensor is even under the permutation of Q and R. It satisfies the identity
PµT˜ µ(P,Q,R) = T˜ µ(R)− T˜ µ(Q) , (221)
and the quark-gluon vertex therefore satisfies the Ward-Takahashi identity
PµΓµ(P,Q,R) = S−1(Q)− S−1(R) . (222)
Quark-gluon four-vertex. We define the quark-gluon four-point vertex with out-
going gluon momenta P and Q, incoming fermion momentum R, and outgoing
fermion momentum S. Generally this vertex has both adjoint and fundamen-
tal indices; however, for our presentation we will only need the quark-gluon
four-point vertex traced over the adjoint color indices,
δabΓµνabij(P,Q,R,S) = −g2m2qCF δij T˜ µν(P,Q,R,S)
≡ g2CF δijΓµν . (223)
The tensor T˜ µν is only defined for P +Q−R+ S = 0
T˜ µν(P,Q,R,S) =
〈
YµYν
(
1
R·Y +
1
S·Y
) Y/
[(R−P)·Y] [(S + P)·Y]
〉
.
(224)
It is is traceless and symmetric in µ and ν, and satisfies the Ward-Takahashi
identity
PµΓµν(P,Q,R,S) = Γν(Q,R−P,S)− Γν(Q,R,S + P) . (225)
Hard thermal loop effective Lagrangian. The HTL effective Lagrangian can be
written compactly as [41]
L = LQCD + LHTL , (226)
where LQCD is the usual vacuum QCD Lagrangian. The HTL contribution to
the effective Lagrangian reads
LHTL = −1
2
m2DTr
(
Gµα
〈 YαYβ
(Y ·D)2
〉
Y
Gµβ
)
+ im2qψ¯γ
µ
〈 Yµ
Y ·D
〉
y
ψ , (227)
where Gµν is the gluon field strength tensor (denoted Fµν elsewhere), D stands
for the covariant derivative in the appropriate representation, Yµ = (1, yˆ) is a
light-like vector, and 〈· · · 〉 is the already familiar average over all possible di-
rections of yˆ. The HTL effective action is gauge invariant and can generate all
HTL n-point functions [41], which satisfy the necessary Ward-Takahashi iden-
tities by construction. This includes all of the n-point functions we have listed
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thus far. For example, when the HTL contribution to the effective Lagrangian
is expanded in powers of the quark and gluon fields, there will be a term of the
form ∫
y
∫
z
ψ¯(x) Γµ(x, y, z) ψ(y)Aµ(z) ,
where Γµ(x, y, z) is the quark-gluon vertex function. To obtain this vertex
function, we only need to expand the HTL effective Lagrangian to leading order
in the gluon field strength
L(ψ¯Aψ)HTL (x) = im2q ψ¯(x)
〈
/Y
Y ·D
〉
Y
ψ(x)
= im2q ψ¯(x)γ
µ
〈
/Y
Y · ∂
∞∑
n=0
(
i g Y ·A(x)
Y · ∂
)n〉
y
ψ(x) . (228)
After a Fourier transformation, the O(g3) contribution gives
Γµa(P,Q,R) = igta (2pi)4δ(4)(P +Q+R) Γµ(P,Q,R) , (229)
with
Γµ(P,Q,R) = m2q
〈
Yµ
( Y/
Q·Y R·Y
)〉
yˆ
, (230)
where Q and R are the incoming and outgoing quark momenta and P is the
outgoing gluon momentum. This corresponds precisely to the HTL correction
to the bare QCD vertex presented earlier.
Euclidean space HTL effective Lagrangian and vertex functions. The HTL effec-
tive Lagrangian and vertex functions listed above were specified for Minkowski
space. As mentioned earlier, in the imaginary-time formalism one has discrete
imaginary energies, i.e. the Matsubara frequencies p0 = i2pinT . Continuing to
use a capital letter for Euclidean momenta, e.g. P = (P0,p), the inner product
of two Euclidean vectors reads P · Q = P0Q0 + p · q, while the vector that
specifies the thermal rest frame remains n = (1,0). The Feynman rules for
Minkowski space given in the prior subsections can then be easily adapted to
Euclidean space. The Euclidean tensor corresponding to a given Feynman rule
is obtained from the corresponding Minkowski tensor with all indices raised by
replacing each Minkowski energy p0 by iP0 and multiplying for every 0 index
by −i. This prescription transforms P = (p0,p) into P = (P0,p), gµν into δµν ,
and P·Q into P ·Q.
Hard Thermal Loop perturbation theory. A widely used method for computing
QCD thermodynamics which solves the related IR problems via a reorganization
of finite temperature perturbation theory and the HTL formalism is called Hard
Thermal Loop perturbation theory (HTLpt) [220–222, 249–262]. The HTLpt
framework allows for a systematic analytic reorganization of perturbative series
based on the HTL effective Lagrangian. Additionally, it is manifestly gauge
83
invariant and applicable to calculating both static and dynamical quantities.
The HTLpt approach is an extension of the simpler screened perturbation theory
which has been applied to scalar field theories [263–267].
In HTLpt the Lagrangian density is written in the form
L =
[
LQCD + (1− δ)LHTL
]
g→√δg
+ ∆LHTL , (231)
where LHTL is the HTL contribution to the HTL effective Lagrangian given
in Eq. (227) and ∆LHTL collects any additional counterterms necessary for
renormalization. The first term is the usual QCD Lagrangian
LQCD = −1
2
Tr (GµνG
µν) + Lgf + Lghost + ∆LQCD, (232)
where Gµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ] is the gluon field strength and Aµ is
the gluon field expressed as a Nc × Nc matrix in the SU(Nc) algebra. The
ghost term Lghost depends on the choice of the gauge-fixing term Lgf . The final
term, ∆LQCD, collects all vacuum counterterms necessary for renormalization
at T = 0.
The coefficient δ appearing in Eq. (231) serves as the expansion parameter in
HTLpt. If δ = 1, then there is no modification of the vacuum QCD Lagrangian.
To proceed we Taylor expand the generating functional around δ = 0. To
order δ0 one has freely propagating HTL quasiparticles and higher orders in
δ include higher and higher order quasiparticle interactions. If we were able
to expand the result to all orders in δ there would be no dependence on the
mass parameters mD and mq appearing in Eq. (227); however, at any finite
order of expansion, one needs a prescription for choosing the mass parameters.
In higher order calculations, one usually fixes the parameters mD and mq by
employing a variational prescription which requires that the first derivative of
the pressure with respect to both mD and mq vanishes such that the free energy
is minimized; however, at high loop orders the variational prescription has been
shown to break down in the sense that the resulting solutions are no longer real
valued. In practice, the solution has been to use the highest-order perturbative
expressions for the mass scales available from EQCD [260, 261]. Finally, we note
that, in practice, the integrals resulting from the diagrams shown in Fig. 36 are
expanded in a power series in mD and mq in order to evaluate them. Terms
which would naively contribute to order g5 if mD ∼ mq ∼ g are kept in the final
result.
Equation (231) provides a systematic way to resum HTLs in a gauge-invariant
manner. At each order in the HTLpt δ-expansion, results are infinite-order
power series in the strong coupling constant. One can Taylor expand the results
obtained at each order in δ to make contact with naive perturbation theory cal-
culations. At order δ0 (LO), the resulting series only reproduces the O(g3) term
correctly, but the results are automatically free from electric-scale infrared diver-
gences. At order δ1 (NLO), the Taylor-expanded result correctly reproduces the
order O(g2) and O(g3) contributions and, at order δ2, one reproduces all known
perturbative coefficients through O(g5). As with the LO HTLpt calculation,
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Figure 36: Diagrams that contribute to the NNLO thermodynamic potential using the HTLpt
reorganization.
both the NLO and NNLO calculations are automatically free of electric-scale
infrared divergences.
6.4. Low temperatures and high densities
In this section, we have so far implicitly assumed the temperature in the
system to be high enough, so that it resides in the deconfined phase. In this
case, the phase is called quark-gluon plasma, which is relevant for the description
of the early universe and ultrarelativistic heavy ion collisions. At high enough
baryon densities, deconfined matter, however, exists all the way to the zero-
temperature limit, and may in particular be realized in the cores of the most
massive neutron stars [268, 269]. Recalling the severe limitations of lattice QCD
in the description of physics at nonzero density, one clearly needs to develop
machinery for perturbative thermal field theory calculations also at small or
vanishing temperatures.
There are two main differences between perturbative computations carried
out at high and low temperatures. The first one is largely technical and has to do
with the fact that the evaluation of multi-loop Feynman integrals at T = 0 and
finite chemical potentials is most easily carried out with methods that resemble
zero-temperature pQCD techniques more than those used at finite temperature.
The second difference, on the other hand, has to do with the properties of
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Figure 37: An illustration of how bosonic Matsubara modes i2pinT become more densely
spaced on the complex frequency plane as the temperature is decreased towards and below
the scale of the low-temperature Debye screening mass mD ∼ gµ. The frequencies located
inside the circle of radius mD should be treated in a nonperturbative way, while their number
diverges the strict T → 0 limit.
the IR sector of the theory, and is summarized in Fig. 37. Whereas at high
temperatures, it suffices to single out the bosonic zero Matsubara modes and
develop a dimensionally reduced effective theory framework for them, at small
or zero temperature there are vastly more three-dimensional modes in need of
a nonperturbative treatment. In the strict T → 0 limit, the IR-sensitive sector
of the theory in fact becomes four-dimensional, which is reflected in the fact
that there are an infinite number of Matsubara modes that fit inside the red
circle of radius mD in Fig. 37 (right). On the other hand, the famous Linde
problem, related to the nonperturbative contributions from the scale g2T at
high temperatures, is however absent at T = 0, so that e.g. the weak-coupling
expansion of the pressure is in principle well-defined to arbitrary orders in the
coupling g.
Below, we first cover the strict T = 0 limit, touching both the techniques
used in recent multi-loop calculations and the description of the IR sector in
this particular case. After this, we proceed to the limit of small but nonzero
temperatures, explaining how one can very efficiently combine the HTLpt and
EQCD frameworks to provide a result for the QCD pressure that is valid to
order g5 at all values of T/µ.
6.4.1. The strict zero-temperature limit
With neutron star matter applications in mind, it is a meaningful starting
point to first set the temperature strictly to zero: for all neutron stars older
than a few seconds, the temperature scale is vastly smaller than the baryon
chemical potential due to cooling via neutrino emission. At very high density,
the ground state of QCD is known to be a Color-Flavor-Locked (CFL) color
superconductor, as has been shown through a consistent weak-coupling calcula-
tion [270]. In our presentation, we will, however, not concentrate on the physics
of quark pairing, but simply refer the interested reader to the review article
[271]. Apart from simplicity, the reason for this is that from the viewpoint of
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most bulk thermodynamic quantities evaluated at perturbatively large densities,
pairing is of subleading importance: it contributes to the energy density or pres-
sure of the system at the parametric order ∆2µ2B , where the non-perturbative
parameter ∆ stands for the superconducting gap, while the much larger non-
superconducting contribution is proportional to µ4B . Note, however, that for
some other Euclidean quantities, such as specific heats, the situation may be
different.
With the above considerations in mind, we are led to inspect the thermo-
dynamics of QCD in its deconfined but unpaired phase at T = 0 and nonzero
quark chemical potentials. In this case, the sum-integrations reduce to ordinary
four-dimensional integrals,
∫
d4P
(2pi)4 , with the quark chemical potentials present
in the fermionic propagators through the shift P0 → P0 − iµq. Otherwise the
Feynman rules stay unaltered, i.e. they are simply the T = 0 limits of the
finite-temperature Feynman rules of the imaginary time formalism.
The methods used in the evaluation of Feynman graphs at zero temperature
and nonzero chemical potentials differ qualitatively from those typically encoun-
tered in thermal field theory. Assuming we have first ‘scalarized’ the diagrams,
i.e. taken care of the Lorentz and color algebra, the next task becomes to per-
form the integrals over the 0-components of all (both fermionic and bosonic)
momenta. Here, so-called “cutting rules” have turned out to be a very efficient
book-keeping tool [272]: for each n between 0 and the number of loops in the
graph, we
1. Remove n internal scalarized fermionic propagators from the graph in
question,
2. Place the corresponding momenta on shell, i.e. set P0 → iE(p) with
E(p) ≡
√
p2 +m2, and
3. Integrate the thus generated amplitude with respect to the three-momenta
p with the measure
−
∫
d3p
(2pi)3
θ(µ− E(p))
2E(p)
(233)
while setting µ = 0 inside the amplitude.
Finally, we sum over all the terms generated, both at every fixed value of n
and over the index n itself. In this context, it should be noted that in [272] the
chemical potential was assumed to appear in the fermionic momenta in the form
P0 + iµ, differing from our convention by the sign of the imaginary part. It is
easy to verify that this does not affect the evaluation of scalarized vacuum-type
Feynman integrals, but in the case of external fermion lines or an odd number of
zero components of momenta appearing in the numerator of the integrand, an
extra minus sign may appear. The easiest course of action then is to explicitly
redefine all integration momenta via P0 → −P0 prior to the application of the
cutting rules.
Following the above procedure, we see that an N -loop vacuum graph, rele-
vant for the determination of the EoS, gets reduced into N + 1 distinct parts:
an N -loop vacuum diagram with µ = 0, a sum of on-shell two-point amplitudes
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CONF12
−→ − 2
∫
p
θ(µ− Ep)
2Ep
∣∣∣∣∣
p0 →iEp
+
∫
p
θ(µ− Ep)
2Ep
∫
q
θ(µ− Eq)
2Eq
∣∣∣∣∣
p0 →iEp,q0→iEq
Figure 5. An illustration of the cutting procedure of [38] being applied to a two-loop vacuum graph. Here,
the solid line denotes a scalarized fermion propagator containing a chemical potential, the dotted line a boson
propagator, and the dashed line a fermion propagator evaluated at µ = 0. We have abbreviated here Ep ≡√
p2 + m2, with m being the mass of the corresponding line, and note that the amplitudes are to be evaluated
assuming the external momenta to be real-valued.
2. Perform all q0 momentum integrations with the help of the cutting rules.
3. Use Integration by Parts and other well-established tools of perturbative quantum field theory
to simplify the on-shell amplitudes produced by the application of the cutting rules.
4. Evaluate the remaining amplitudes analytically and use a combination of analytical and numer-
ical techniques to tackle the phase space integrations.
While the steps 1-3 here are in principle straightforward (albeit somewhat lengthy), the main challenge
is clearly the last step, which will likely require extensive efforts to be carried out.
5 Conclusions
In this conference proceedings contribution, we have briefly reviewed two recent results in the field of
perturbative finite-density QCD [27, 38]. The former generalized an existing three-loop EoS of zero-
temperature quark matter to nonzero temperatures, while the latter provided a novel computational
aid for perturbative calculations carried out at T = 0 and µ , 0. In the future, we plan to apply
this computational tool, dubbed cutting rules, to the determination of the four-loop, or O(g6), EoS
of zero-temperature quark matter. In this context, we discussed the general outline of the required
computations and in particular explained the procedure needed for accounting for the contributions of
the IR sensitive soft degrees of freedom to the pressure.
Even if successful, obtaining the four-loop EoS of quark matter is not guaranteed to dramatically
improve the precision of the neutron star matter EoS. Firstly, it is nontrivial to quantitatively estimate
in advance, how much obtaining the O(g6) contribution will decrease the uncertainty of the quark
matter EoS. Secondly, if the answer to this question is positive, we encounter the need to obtain a
better estimate for the pairing contributions to the EoS, which become sizable below µB ≈ 2 GeV
and are challenging to determine. And finally, even when equipped with an accurate quark matter
EoS, dramatically shrinking the magnitude of the green region in fig. 1, where an interpolating EoS
is needed, clearly requires advances also on the low-density side. Despite these potential problems,
we nevertheless strongly feel that the importance of the challenge being faced — obtaining an accu-
rate theoretical understanding of the bulk properties of neutron star matter using only first principles
machinery — is enough to warrant extensive efforts on the pQCD front.
Figure 38: An illustration of the cutting procedure amenable to zero-temperature, finite-µ
Feynman graphs, described in the main text. The solid lines stand for scalarized fermionic
propagators, and the dashed lines for massless bosonic ones. On the right hand side of the
relation, all µ-dependence resides inside the θ-functions, i.e. µ has been set to zero in the
amplitudes, where the momentum p flows along the upper and q along the lower cut lines.
integrated with the above measure, a sum of on-shell 4-point amplitudes with
two associated integrations, tc. — all t way t 2N -point amplitudes in e-
grated over N 3-momenta. For an explicit illustration his procedure in the
case of a simple two-loop graph, see fig. 38 and Ref. [272]. As explained in detail
in this reference, a crucial simplification in computations utilizing the cutting
rules originates from the fact that the required amplitudes can be evaluated
at vanishing chemical potential, implying that one may take full advantage of
zero-temperature QFT results and tools, such as integration-by-part relations
(see e.g. the Mathematica package FIRE [273] and references [274, 275]).
J t as at high temperatures, an issue complicating perturbative calcula-
tions at T = 0 is the emergence of IR divergences in a strict loop expansion.
As alluded to above, the main difference is that unlike at high T , we can no
longer single out just one (static) Matsubara mode as the IR sensitive one, but
all modes satisfying P 2 = P 20 + p
2 . g2µ2 need to be treated in a nonpertur-
bative way. The higher dimensionality of the soft sector in principle somewhat
alleviates the IR problems, and e.g. the leading non-analytic contribution to
the T = 0 partition function is of or er g4 ln g instead of the odd power g3
encountered at high temperatures. Unfo tunately, this does not imply that the
implementation of a nonp rturbative treatment for he sof sector would be sim-
pler than at high T ; on the contrary, in the absence f a dimensio ally reduced
effective theory, the traditional approach i zero-temperature calculations has
been to resort to technically complicated explicit resummations of full theory
diagrams (see e.g. [276]). In recent years, such tour de force calculations have,
however, been significantly streamlined in computations such as those presented
in [277, 278], whose logic we shall follow below.
There are a few key insights that greatly simplify the determination of ther-
modynamic observables at high density and zero (or small) temperature. First,
the IR problems discussed above all originate from gluon fields, so to remove
them it suffices to resum gluon propagators and vertices in diagrammatic ex-
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pansions. If one adds and subtracts from this “resummed” pressure the same
quantity evaluated in a naive loop expansion,
presummedQCD = (p
resummed
QCD − pnaiveQCD) + pnaiveQCD , (234)
we observe that the quantity inside parentheses contains all the terms in the
weak-coupling expansion of the pressure non-analytic in αs. Note that here the
term “resummation” should be understood as summing together unspecified
(infinite) classes of full-theory diagrams.
Our second observation is the following: whenever a gluonic momentum is
hard, i.e. of order µ, in a resummed Feynman diagram, the corresponding prop-
agator may be expanded in powers of the self energy, because no IR problems
can by definition occur at large momenta. This implies on one hand that at
least one gluonic line in the resummed diagrams must be soft, or of order gµ,
in order for there to be a nonzero contribution from the two terms inside the
parentheses in Eq. (234), and on the other hand that whenever a gluonic line
remains resummed, the self energy appearing in the said propagator may be
replaced by the corresponding HTL version. A simple corollary of this is that
the terms inside the parentheses start contributing to the pressure only at order
g4 ln gµ4: their leading effect comes in the form of the well-known one-loop “ring
sum”, i.e. the pressure of non-interacting but HTL-dressed gluons,
pringHTL = −
(d− 1)dA
2
∫
P
ln
[
1 +
ΠT (P )
P 2
]
− dA
2
∫
P
ln
[
1 +
ΠL(P )
P 2
]
, (235)
which for p ∼ gµ clearly produces a result of parametric order g4µ4. Due to
the fact that this is a one-loop integral, only one logarithm can arise from the
integration. It is interesting to compare these observations to the emergence of
soft contributions both in the case of thermal photon production, discussed in
Sec. 4, and bulk thermodynamic quantities at high temperature, cf. Sec. 6.3.
Clearly, the order at which IR sensitive field modes produce the first non-analytic
term in the weak-coupling expansion of a given quantity depends sensitively on
both the nature of the observable in question and the values of T and µ in the
system under inspection.
Finally, an important simplification occurs if we are only after the coefficients
of the logarithms arising from the above resummed diagrams. The appearance of
these logs can namely be traced back to so-called “semisoft” momenta, satisfying
gµ P  µ [278], which allow for particularly useful approximations.16 In this
kinematic regime, we may continue to use the HTL limit for the self energies
but simultaneously expand the propagators in powers of the HTL self energy.
Finally, as noted in [278], at least the leading logarithms g4 ln g and g6 ln2 g
can be obtained utilizing one further simplification, namely replacing the HTL
16This statement originates from the simple observation that logarithms of αs necessarily
originate from integrals where a logarithmic IR divergence is cured by dynamics at the scale
gµ, i.e. from contributions to the pressure proportional to
∫ µ
gµ
dp
p
∼ ln g.
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self energies by their on-shell limits, whereby they reduce to the simple forms
ΠT (iP0 = p, p) = M
2
∞, ΠL(iP0 = p, p) = 0. In the case of Eq. (235) above,
this makes the determination of the coefficient of the O(g4 ln g) term downright
trivial. First, expanding the logarithms, replacing the self energies by their on-
shell limits, and noting that logarithmically divergent massive integrals are the
only ones capable of producing logs, one obtains
pringHTL = −
(d− 1)dA
2
∫
P
(
M2∞
P 2
− M
4
∞
2(P 2)2
+ · · ·
)
=
(d− 1)dAM4∞
4
∫
P
1
(P 2)2
+O(g4) . (236)
Next, we may concentrate on the part of the P -integral running between Λ1 ∼ gµ
and Λ2 ∼ µ, which produces upon setting d = 3
pringHTL =
dAM
4
∞
2
∫
P
1
(P 2)2
+O(g4) = dAM
4
∞
(4pi)2
∫ Λ2
Λ1
dP
P
+O(g4)
= −dAM
4
∞
(4pi)2
ln g +O(g4) . (237)
This can easily be verified to coincide with the known O(g4 ln g) term in the
weak-coupling expansion of the pressure, originally derived in a considerably
more cumbersome fashion [279].
The current state-of-the-art pressure calculation of order g6 ln2 g, performed
in [278], utilizes the two-loop pressure of the HTL effective theory, derived in
[249], and the above observation of all logarithms originating from the semisoft
momentum scale. Even the next order g6 ln g in the weak-coupling expansion
can be obtained with closely related methods, and it is only at the full order
g6 that one needs to e.g. perform the daunting task of evaluating all full theory
four-loop vacuum diagrams (albeit with no resummations). Completing this
order in the expansion will be a task qualitatively harder than figuring out the
coefficients of the logarithms discussed above.
6.4.2. Small but nonzero temperatures
Although the history of perturbative computations in both the limits of high
temperatures and T = 0 is extensive, the case of small but nonzero temperatures
received far less attention until the early 2000’s. At that point, it was first dis-
covered that both in QED and QCD, the low-temperature specific heats display
an anomalous “non-Fermi-liquid” behavior in the T = 0 limit [280, 281], shortly
after which a proof-of-principle calculation was completed for the QCD pres-
sure that covered all values of the temperature [276]. All these computations,
however, utilized machinery that is somewhat outdated by modern standards,
and we shall therefore not discuss them further here.
The state-of-the-art framework designed for evaluating bulk thermodynamic
quantities in QCD at arbitrary values of T/µ was introduced in [277] and largely
follows the ideas laid out in the previous subsection. The key observation made
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in this work — which actually predates the T = 0 calculation of [278] by more
than two years — was to note that at low orders in perturbation theory one can
replace the two terms inside the parentheses in Eq. (234) by their counterparts
determined in a (yet unspecified) effective description for the IR sensitive degrees
of freedom of QCD. This leads to the result
presummedQCD = p
resummed
IR − pnaiveIR + pnaiveQCD , (238)
where “IR” refers to the soft effective theory. The justification for this is simple:
those parts of presummedQCD −pnaiveQCD that are not correctly reproduced by the effective
IR theory exactly cancel in the difference of the two terms. Similarly, when using
Eq. (238) one needs not worry excessively about the identity of the field modes
for which the IR theory is built, as long as all modes in need of resummation
are included. Should some modes of the IR theory be hard and contribute to
the pressure only perturbatively, the subtraction of the “naive” term will make
sure that they are not double counted in the final result.
To optimally exploit the above insights in the determination of the QCD
pressure at small but nonzero temperatures, one may use a mixture of the
EQCD and HTL effective descriptions for the different Matsubara modes. In-
deed, in the treatment of [277], the bosonic zero mode sector of the theory was
described via EQCD, leaving the HTL effective theory to resum all other soft
contributions that contribute in particular at small temperatures. This lead one
to the decomposition, valid to order g5,
pQCD = p
naive
QCD + p
res
DR − pnaiveDR︸ ︷︷ ︸
pcorrDR
+ presHTL − pnaiveHTL︸ ︷︷ ︸
pcorrHTL
, (239)
where pDR stands for the EQCD pressure and pHTL for the HTL ring sum, with
the zero Matsubara mode contribution excluded. For further details of this
result, we refer the interested reader to the original reference [277].
7. Applications of the imaginary time formalism
The most important applications of the imaginary time formalism in ther-
mal QCD concern the determination of various bulk thermodynamic quantities,
typically performed in the grand canonical ensemble. The most fundamental of
these quantities is the grand potential itself, giving the pressure as a function of
temperature and quark chemical potentials, from which several other quantities
can be derived using simple thermodynamic relations. Noteworthy examples are
e.g. the trace anomaly −3p that measures the deviation of the system from the
conformal limit, as well as quark number susceptibilities that probe the effects of
finite density while being measurable using nonperturbative lattice simulations.
The Equation of State, or the functional relationship between the pressure and
energy density, can also be determined from the grand potential as soon as the
values of the quark chemical potentials are fixed through e.g. requirements of
charge neutrality and beta equilibrium.
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As discussed in some length above, the history of thermal perturbation the-
ory is plagued by problems related to the contributions of infrared sensitive
soft field modes to physical quantities, ultimately leading to the breakdown of
naive, and sometimes even resummed, weak coupling expansions [215]. Already
at relatively low loop orders, these issues lead to a poor convergence of pertur-
bative results when presented in terms of (generalized) power series in the gauge
coupling of the full theory, g. Until roughly the turn of the millennium, these
problems were thought to completely invalidate the use of perturbation theory
in thermal QCD, but several advances since then have improved the situation
considerably.
In this section, we demonstrate that systematic efforts to build an effec-
tive description for the IR degrees of freedom in thermal QCD have lead to a
qualitative improvement in the status of weak coupling calculations. At high
temperatures, two popular frameworks have been introduced for this purpose:
Dimensional Reduction, building on the effective theory EQCD [217–219], and
Hard Thermal Loop perturbation theory, or HTLpt [220], which were the subject
of Sections 6.3.1 and 6.3.2 respectively. Both of these setups offer systematically
improvable schemes for resumming weak coupling expansions of bulk thermo-
dynamic quantities, which will be seen to significantly improve the convergence
of perturbative expansions and extend the applicability of the weak coupling
method to moderately low energy densities. It should be stressed, though, that
perturbative weak coupling calculations always miss some nonperturbative con-
tributions that become increasingly important at low energies. For this reason,
their use is restricted to the description of the deconfined phase of QCD, and in
particular cannot be used to directly probe the phase structure of the theory,
such as the existence of a possible tricritical point.
When discussing bulk thermodynamic quantities, it is important to distin-
guish between the regions of small (or vanishing) and sizable baryon densities.
In the former, lattice QCD remains applicable, and as a first-principles non-
perturbative method provides reliable results for quantities such as the EoS,
trace anomaly, and quark number susceptibilities. At the same time, it serves
as an efficient test bed for the predictions of perturbation theory, whose true
value becomes apparent in particular at larger baryon densities. Nonzero quark
chemical potentials namely provide no obstacle for weak coupling calculations,
whereas they are known to invalidate lattice simulations due to the infamous
Sign Problem [213]. At the moment, the results of lattice QCD can be extended
at most to chemical potentials µB ≈ piT , where the most useful tool has turned
out to be the so-called Taylor expansion method (see e.g. [282, 283] and ref-
erences therein). At higher densities, perturbation theory on the other hand
remains the only first principles computational method available.
In the following, we shall explore in detail the predictions of modern thermal
perturbation theory for the most important bulk thermodynamic quantities de-
scribing deconfined QCD matter, comparing the DR and HTLpt results to each
other and to those of lattice QCD whenever the latter are available. The results
are divided into two subsections: First, we cover the EoS and trace anomaly at
zero density and then explore the effects of small but nonzero density by consid-
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ering quark number susceptibilities as well as the pressure and trace anomaly at
moderate values of µB . After these topics, we move on to the thermodynamics
of cold and dense quark matter, where the DR and HTLpt resummations are
no longer valid in their standard form, but one needs to find fundamentally new
ways to deal with IR physics. Finally, to close our discussion, in Sec. 7.4 we
briefly comment on observables beyond bulk thermodynamic quantities, such
as different Euclidean correlators, that have been determined within the imagi-
nary time formalism. In this section, we also extend our discussion to theories
other than QCD, covering similar calculations in the weakly interacting part of
the Standard Model, various Beyond the Standard Model theories, as well as
e.g. N = 4 Super Yang-Mills theory.
In all results discussed in this section, we consider the case of three colors,
Nc = 3, and three massless dynamical quark flavors, i.e. set Nf = 3. This choice
is natural considering that in most physical applications the up and down quark
masses are clearly negligible and even the strange quark mass of O(100 MeV)
can be considered small, while the three heavier quarks have not been excited.
The order of the running gauge coupling is always chosen to be consistent with
the loop order of the perturbative result. This means that in the DR result,
containing all perturbative contributions up to and including order g5,17 we
employ the two-loop running coupling, while in the three-loop HTLpt result
we use the one-loop αs. In both cases, the QCD scale ΛMS is fixed such that
αs = 0.326 at the energy scale of 1.5 GeV [284]. For the two-loop running, this
results in ΛMS = 313 MeV, and for one-loop running in ΛMS = 176 MeV. In all
cases, the renormalization scale Λ¯ is varied by a factor of 2 around a midpoint
value, which is chosen as 2piT at zero density and 2µB/3 at zero temperature;
between these two extremes, it is natural to choose the parameter to be the root
sum square of the µ = 0 and T = 0 values.
Finally, we note that while we aim to provide a rather comprehensive look
at topical applications of the imaginary time formalism, the list of references we
provide is by no means exhaustive. For one thing, we concentrate on perturba-
tive field theory, and thus only refer to lattice works when comparing to specific
nonperturbative results, and secondly, we give emphasis on recent state-of-the-
art works, and only cite the most important historical references. For a more
comprehensive list of references, we refer the reader to ref. [285].
7.1. Bulk thermodynamics at vanishing density
We begin from the bulk thermodynamic properties of hot QGP at vanishing
quark chemical potentials, i.e. at zero baryon (and isospin) density. On the
HTLpt side, the state-of-the-art three-loop pressure and trace anomaly can be
found from ref. [261], which followed a series of earlier works, including most
importantly [249, 250, 253, 255]. The DR results we use are on the other hand
based on the O(g5) work of [286] (see also the earlier works of [287–291]), but a
17The justification for not including the partially known O(g6) term in the DR pressure
will be presented shortly.
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Figure 39: The QCD pressure and trace anomaly at µB = 0. In both panels we compare the
perturbative results with lattice data from the Wuppertal-Budapest (WB) collaboration [293].
crucial extra ingredient is the resummation proposed in [247, 248]. This resum-
mation amounts to presenting the result as a function of the EQCD parameters,
and not expanding it in powers of the full-theory coupling, which has been seen
to significantly improve its convergence properties.
In connection with the QCD pressure, we note that the g6 ln g term in the
weak coupling expansion of the quantity has been determined in [240], and even
certain parts of the full four-loop result of O(g6) are known by now [242, 243,
246]. We have, however, decided to not use these terms in our results, owing
to the ambiguity related to choosing the “constant inside the log” within the
g6 ln g term that has a sizable impact on the result. It has been demonstrated
in [248] that fitting this single parameter to lattice results at low temperatures
leads to excellent agreement with lattice data over a wide temperature range,
and to this end, the DR results we display may be rightfully considered to not
represent the current state of the art. The upshot of our convention is, however,
that no optimization of the result is required — or even possible — and that
no complications arise when proceeding to nonzero density or quark number
susceptibilities. In this respect, our results differ from those presented in [292],
and are in fact presented here for the first time.
In fig. 39, we display the two most important quantities characterizing the
bulk thermodynamic properties of zero-density QGP: the pressure and trace
anomaly as functions of temperature. We observe that the HTLpt and DR pre-
dictions are in remarkably good agreement with each other, and furthermore
that they correctly capture the behavior of the lattice results of [293] down to
temperatures of the order of 200 MeV. The midpoint values of the renormaliza-
tion scale even turn out to reside extremely close to the datapoints for a wide
temperature range, but this is likely a fortuitous coincidence and should not be
given too much weight.
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Figure 40: Left: the 2nd order light quark (and baryon) number susceptibilities. Right: The
4th baryon number susceptibility. In both panels we compare with lattice data from the
Wuppertal-Budapest (WB) [294, 295] and BNLB collaborations [296].
7.2. Probing nonzero densities
Next, we move on to quantities that probe the finite-density part of the
QCD phase diagram, yet are directly measurable on the lattice, i.e. various
susceptibilities. These quantities are defined as derivatives of the pressure with
respect to different chemical potentials dual to conserved charges. A commonly
studied subclass are the diagonal and off-diagonal quark number susceptibilities
(QNSs)
χijk (T ) ≡ ∂
i+j+k p (T, µu, µd, µs)
∂µiu ∂µ
j
d ∂µ
k
s
∣∣∣∣
µ=0
, (240)
where the indices u, d, s refer to the three lightest quark flavors. Alternatively,
we may consider derivatives with respect to chemical potentials corresponding
to the baryon number B, electric charge Q, and strangeness S, related to the
quark chemical potentials via
µu =
1
3
µB +
2
3
µQ, (241)
µd =
1
3
µB − 1
3
µQ, (242)
µs =
1
3
µB − 1
3
µQ − µS . (243)
From these results, it is trivial to derive linear relations between susceptibilities
in the {u, d, s} and {B,Q, S} bases.
Different susceptibilities have been considered up to the full two- and three-
loop orders within the HTLpt framework in [259, 260, 292], respectively, and up
to O(g6 ln g) using the DR resummation [292, 297] (see also refs. [226, 298] for
related work). In fig. 40 (left), we first look at the second order diagonal QNS
χ2 ≡ χuu, which coincides with the corresponding baryon number susceptibility
up to a rescaling. We observe a good agreement of both the HTLpt and DR
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Figure 41: Left: The 4th order diagonal light QNS. Right: The 4th order off-diagonal light
QNS. In both panels we compare with lattice data from the Wuppertal-Budapest (WB) [294,
295] and BNLB collaborations [299].
bands with lattice data, although the midpoint of the DR one happens to lie
somewhat closer to the lattice results. This is, however, clearly coincidental, as
for the fourth order baryon and quark number susceptibilities, shown in figs. 40
(right) and 41 (left), the situation is much less clear. In all three cases, we
conclude that lattice data are well described by our perturbative predictions
from temperatures of ca. 300 MeV onwards, with the latter missing only the
dramatic rise of the lattice results for the fourth order susceptibilities at low T .
Finally, in fig. 41 (right) we display the fourth order off-diagonal suscepti-
bility χuudd4 , which has the interesting feature that its weak coupling expansion
begins only at order g3. In this case, we see that it is the HTLpt result that
appears to provide a better description of the lattice data, with the possible
exception of the very highest temperatures. This time, the increasing trend
of the lattice data at decreasing temperature is at least partially reflected in
the perturbative results. The lattice data used in our four figures are from
[294–296, 299].
While the susceptibilities are typically determined at zero chemical poten-
tials and are therefore computable on the lattice, they also allow predicting the
behavior of the Equation of State at small but nonvanishing densities via a Tay-
lor expansion of the quantity in powers of µ/T . This facilitates a comparison
of our analytic results for the finite-density EoS with lattice data at small and
moderate values of µB , which we choose to fix to 400 MeV in fig. 42. The qual-
itative features seen in these plots for the pressure and trace anomaly remain
similar to the case of vanishing density, and the perturbative regime again ap-
pears to begin at temperatures around 200 MeV. It should, however, be noted
that despite these successes the details of the QCD phase diagram, such as the
existence and location of a possible tricritical point, are outside the scope of
such perturbative studies.
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Figure 42: The pressure and trace anomaly in three-flavor QCD at µB = 400 MeV. In
both panels, we compare our results with lattice data from the Wuppertal-Budapest (WB)
collaboration [300].
7.3. Cold and cool quark matter
The value of perturbative methods in the description of bulk thermodynamic
quantities becomes most pronounced in the limit where (some) chemical poten-
tials become larger than roughly piT . In this region, the cornerstone method
of modern lattice QCD at nonzero density, Taylor expansions, run into serious
problems and can no longer be used to reliably estimate the behavior of ther-
modynamic quantities. This is a severe restriction in particular for the study
of cold quark matter, relevant for the physics of neutron star cores, and implies
that the only first principles quantum field theory method available to tackle
the problem is perturbative QCD.
Recalling that thermal perturbation theory does not suffer from a Sign Prob-
lem of any kind, it should not come as a surprise that the perturbative results
discussed in the above subsections remain valid all the way to very small tem-
peratures. It is in fact only in the limit where the electric screening scale mD,
proportional to gµ at small T , becomes of the same order as the temperature
that the treatment of infrared physics via the dimensionally reduced theory
EQCD becomes problematic [276]. This issue is related to the fact that while
at high and moderate temperatures the IR sensitive field modes are all static,
i.e. three-dimensional, this is no longer the case at zero or very small T , where
the discrete Matsubara frequencies merge into a continuous momentum variable
p0, as explained in fig. 37 of the previous section. As briefly discussed there, the
problem of constructing an optimal effective description for the soft modes at
any temperature was resolved in [277], where a novel resummation scheme was
introduced by combining an EQCD treatment for the static sector of the theory
with an HTL resummation of the nonstatic modes. The new scheme was used
in [277] to derive an O(g5) result for the QCD pressure, valid at all ratios of µ
and T .
Before moving on to practical results, let us briefly discuss one subtlety
inherent in all applications of thermal perturbation theory to the context of
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FIG. 5: The total quark number density evaluated to O(α2s) for locally charge neutral systems of
2 and 3 massless quark flavors, as well as for the two light and one massive flavor case (’2+1’).
All results are normalized to the density of three free massless flavors 3µ3/pi2, and assume the
values Λ
MS
= 0.378 GeV, m(2GeV) = 0.1 GeV, while the renormalization scale takes the values
3Λ¯/(µu + µd + µs) = 1, 2, 4 (for Nf = 2, 2Λ¯/(µu + µd) = 1, 2, 4). As expected, the 2+1 flavor
result matches the three flavor result at large µ and approaches the two flavor result at small µ.
convergence for µ > 1 GeV, in analogy with the massless case. Somewhat visible in Fig. 5
are kinks at the critical chemical potentials at which the strange quark density drops to
zero, and below which the quark matter is net strange quark free. We suspect that this
is simply a consequence of not having enough energy to produce strange quarks with a
non-vanishing in-medium mass: The chemical potential is required to satisfy the condition
µ > mmedium(µs), where the parameter mmedium(µ) can be evaluated by studying the effects
of the finite chemical potential on the poles of a massive quark propagator. A study of
the one-loop quark self energy at finite temperature was recently performed in Ref. [57] (cf.
[58]), and a simple generalization of these results to finite µ shows that for gµ ≪ M ≪ µ,
the mass can be approximated by the formula
mmedium(Λ¯, µ) ∼
√
m2 +
8αs
3π
µ2 +O(α2s) > m . (69)
This leads us to argue that the chemical potential at which the strange quark density vanishes
does not need to receive large non-perturbative corrections, as instead of confinement physics
only energy conservation is involved in the mechanism. As a consequence, we can expect
perturbative results to give quantitatively reasonable estimates for this critical chemical
potential, at least if Λ¯ > 1 GeV at this point (cf. the discussion in Section IIB).
Moving up on the chemical potential axis, we note that for µ >∼ 1 GeV, the strange quark
mass becomes unimportant and one recovers the result of three massless flavors, discussed
in Section IVB. Interestingly, studying the O(α0s) and O(αs) quark number densities, one
observes the trend that the effects of the strange quark mass become less important with
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Figur 43: Left: the baryon number densi y a T = 0 as a function of quark chemical potential,
with the limits of beta equilibrium and charge neutrality implemented. The figure has been
taken from [301], i.e. a three-loop calculation featuring nonzero strange quark mass. Right:
The effect of the leading four-loop l gari hm of order g6 ln2 g on the T = 0 pressure of massless
three-flavor QCD, obtained by fixing the renormalization scale to its mid value (cf. the left
figure) and displayi g the pressure at three successive orders: NLO or O(g2), NNLO or O(g4),
and partial NNNLO or O(g6 ln2 g).
ut n stars, where — unlike in applications motivated by heavy-ion physics
— weak interactions can typically not be ignored. This implies that different
quark numbers are no longer conserved quantities, but nontrivial relations exist
betwe n their resp ctive chemical pot ntial . In quiescent neutron stars, matter
is typically taken to be locally charge neutr l and in chemical (beta) equilibrium.
The former of thes r quirements can be represented as the simple condition
2
3
nu − 1
3
nd − 1
3
ns − ne = 0, (244)
where the four functions stand for the number densities of the up, down and
strange quarks as well as electrons. Chemical equilibrium on the other hand
relies on the processes
d→ u+ e+ ν¯e, u+ e→ d+ νe , (245)
s→ u+ e+ ν¯e, u+ e→ s+ νe ,
s+ u ↔ d+ u,
which imply the conditions
µs = µd ≡ µ , µu = µ− µe (246)
that remain valid assuming neutrinos escape the system quickly and need not
be taken into account. These altogether three conditions for the four variables
µu, µd, µs, and µe suffice to reduce the number of free parameters to one, which
is typically taken to be the down quark chemical potential, also dubbed simply
quark chemical potential µ. This means that to obtain the needed EoS from a
perturbative calculation, one needs to first evaluate various derivatives of the
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Figure 44: The QCD pressure at small fixed values of T . The figure is taken from [277].
pressure with respect to the quark chemical potentials, and then (numerically)
solve Eq. (244) above.
In the limit of exactly zero temperature, the weak coupling expansion of the
QCD EoS has been worked out up to and including the full three-loop order,
i.e. O(g4) in the gauge coupling, as well as the leading logarithmic term at four
loops, of O(g6 ln2 g) [278]. The three-loop result was first derived already in the
late 1970s in a calculation that relied heavily on (rather inaccurate) numerics
and was performed in the on-shell scheme with zero quark masses [279]. The
result was subsequently converted to an analytic form in the MS scheme nearly
30 years later [241], followed by the inclusion of quark masses in [301] (see
also ref. [302]). These results are depicted in fig. 43 (left), but unfortunately
cannot be directly compared to any other first principles calculation due to
the Sign Problem of lattice QCD discussed above. Nevertheless, these results
have found very important uses in the phenomenology of neutron stars; see
e.g. refs. [269, 303–309] and references therein. In the right panel of fig. 43,
we finally display for comparison a figure taken from [278] that displays the
numerical effect of the leading four-loop logarithm on the QCD pressure; as can
be seen from the plot, this new term plays a minuscule role at practically all
densities.
At small but nonzero temperatures, the physically most interesting question
is related to the manner, in which the bulk thermodynamic properties of the
system transition from a high-temperature behavior towards their T = 0 limits.
Within the past two decades, this problem has been addressed in many differ-
ent ways, ranging from Hard Dense Loop computations of the low-temperature
specific heat [280, 281, 310, 311], revealing so-called non-Fermi-Liquid behavior,
to explicit resummations of the pressure within full QCD [276]. As proposed
in these references, and later confirmed in [277], the relevant parameter char-
acterizing the transition between the two regimes is T/mD ∼ T/(gµB), while
the leading corrections to the zero-temperature pressure come in the form of
logarithms and non-integer powers of this parameter. In fig. 44, we display the
behavior of the EoS as a function of the baryochemical potential for four fixed
values of the temperature [277]. These results are of direct relevance e.g. to
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simulations of neutron-star mergers.
7.4. Beyond bulk thermodynamics and QCD
In addition to the bulk thermodynamic quantities discussed above, the imag-
inary time formalism has been applied to the determination of a wide range of
complementary observables in QCD and other quantum field theories. Many
of these quantities are derivable from Euclidean two-point functions, with ex-
amples ranging from different screening masses to spectral functions, available
through an analytic continuation of the correlator to Minkowskian signature.
Below, we briefly review some example computations in the context of thermal
QCD, and thereafter list a number of key references concerning similar exercises
in other relevant QFTs. The list of references provided is, however, by no means
exhaustive, and interested readers are referred to more extensive reviews and
textbooks in the field, including e.g. [2, 4, 6, 285].
Examples of purely Euclidean calculations in QCD include the determina-
tion of various screening masses [312, 313] — also in relation to real-time rates
[314]— as well as spatial and imaginary time correlators [315–323]. Besides
their intrinsic physical value e.g. for the study of thermal modifications of heavy
quark-antiquark bound states in the QCD medium (see [156, 285] for reviews),
such results can be used to test holographic models of QCD as well as to ver-
ify lattice results (see e.g. [324, 325]) and known sum rules (see e.g. [326] and
references therein) or to extract αs from lattice data [327].
On the Minkowskian side, spectral functions can be determined as imaginary
parts of retarded Green’s functions that in turn are obtained either directly in
the real time formalism, cf. Sec. 3, or via a Euclidean correlator by means of an
analytic continuation. As explained in some detail e.g. in [120] (see also [109]
for the case of finite chemical potentials), the latter procedure amounts to the
replacement of the discrete Matsubara frequency pn of the external momentum
of the correlator by the combination −i(ω + i), where ω is a continuous real-
valued frequency. This procedure yields the spectral function ρ in the form
ρ(ω,p) = 2Im
[
ΠE(P )
]
P→(−i[ω+i],p) , (247)
where ΠE stands for the Euclidean self energy. If the imaginary part is not
taken, this replacement simply maps the Euclidean Green’s functions to retarded
correlators, up to convention-dependent factors of i and 2.
Spectral functions corresponding to many different operators have been de-
termined using the imaginary time formalism, with the physical quantities of
interest being often various production or decay rates. In the realm of QCD,
examples include e.g. heavy quark observables [328, 329], dilepton production
rates [120], as well as correlators of the bulk and shear components of the en-
ergy momentum tensor [330–332]. In these studies, one is typically particularly
interested in the IR (ω → 0) structure of the spectral functions, which, as we
have seen in Sec. 5.2, is related to different transport coefficients via the Kubo
formulae. As we saw, one runs into a technical problem in this region: ob-
taining information about the IR limit usually requires extremely complicated
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resummations in lieu of standard loop expansions. To this end, in most existing
calculations the frequency is assumed to be of the order of the hard scale in the
problem (typically T ) or at least ω ∼ gT , for which a simple HTL resummation
typically suffices. In the opposite extreme, ω  T , it was shown in ref. [333] that
standard Operator Product Expansion techniques, which are defined in the Eu-
clidean regime Q2  T 2 (or equivalently the deep space-like regime Q2  T 2),
become applicable also in the deep time-like regime −Q2  T 2. From a clever
application of analytical continuation and cutting rules it then becomes possible
to extract the ω  T asymptotics of spectral functions. In the case of QCD, the
results of [333] have been used to study the thermal width of the Higgs boson
in [334].
Concerning somewhat more formal developments in high-temperature effec-
tive theories, there have been extensive efforts to go beyond the HTL effective
Lagrangian in the description of soft excitations in QED and QCD as already
discussed in Sec. 4, see e.g. [48–51]. Within the dimensional reduction approach,
high-order results for the weak-coupling expansion of the pressure have on the
other hand been derived in theories somewhat simpler than QCD, such as mass-
less scalar φ4 theory [335, 336]. Finally, the solvability of QCD in the limit of
a large number of quark flavors has lead to a series of interesting works on the
large-Nf thermodynamics of the theory [337–341], and similar methods have
recently been applied to the study of lower-dimensional exactly solvable QFTs
by Romatschke and collaborators [342–344].
Finally, we note that the methods of imaginary-time perturbation theory
have been frequently applied to the study of the Electroweak sector of the Stan-
dard Model as well as to different Beyond the Standard Model (BSM) theo-
ries. Bulk thermodynamic quantities in the Standard Model, in particular the
EoS, have been determined to the full three-loop order in [345–347], while in
N = 4 Super Yang-Mills theory, the entropy density has been determined in
an HTLpt-related approach [348], EQCD frameworks [349], and using explicit
resummations [350, 351]. In the latter theory, thermal correlators for heavy
fundamental particles have also been considered in [352].
Dimensionally reduced effective theories akin to EQCD have in addition been
derived not only for the weakly interacting part of the Standard Model [229]
(where they in fact preceded the application of the same methods to QCD),
but also in many BSM models [353–355], with motivation stemming from a
desire to nonperturbatively study the Electroweak phase transition using three-
dimensional lattice simulations. Finally, the Euclidean methods developed for
determining spectral functions in QCD (see also [124]) have found applications
in the evaluation of the production rate of right-handed neutrinos in the early
universe as well as in determining the sterile neutrino dark matter spectrum
[109, 121, 204, 356, 357].
8. Conclusions and future directions
In a quantum field theory characterized by sizable couplings in most phe-
nomenologically interesting settings, the machinery of perturbative field theory
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is often considered a last resort — to be used in situations, where no other
first principles method is available. This is to some extent the case also in
thermal QCD, where nonperturbative lattice simulations are the commonly ac-
cepted method of choice whenever applicable. In practice, the availability of
this method is, however, restricted to the limits of thermal equilibrium, Eu-
clidean quantities, and small baryon densities, leaving considerable room for
applications of thermal perturbation theory, the principal theme of the present
review article. Thankfully, somewhat contrary to the traditional common lore
in the field, a creative application of perturbative methods and results has of-
tentimes led to advances also outside the realm of very small couplings and
correspondingly ultrahigh energies.
The goals of our review have been twofold. First, we wanted to provide a
pedagogical, yet sufficiently detailed introduction to the methods used in mod-
ern perturbative calculations, so that the interested reader may use the review
for self-study, naturally complemented by more extensive textbooks, such as [1–
4]. In this respect, we note that our sections 3–4 on the real-time formalism offer
the first detailed and self-consistent account of the modern real-time methods,
marking the first extensive treatise on the subject since the classic textbook
of Le Bellac from 1996 [3]. Second, we have sought to review recent research
in the field in a way that gives a fair overview of the most important modern
applications of perturbative QCD in the contexts of deconfined hot quark-gluon
plasma and dense quark matter. Here, we have tried to highlight problems
that have actively preoccupied the community in recent years, summarizing the
current state of affairs in the form of a collection of up-to-date results. The
choice of results covered has been guided by a conscious choice to stick to first-
principles perturbative calculations, thereby entirely excluding many important
complementary approaches, such as lattice QCD, holographic and Functional
Renormalization Group (FRG) techniques. For a comprehensive account of re-
cent developments in these closely related fields, we refer the interested reader
instead to Ref. [285].
At the moment of writing the review, it is safe to say that some of the
topics we have discussed represent nearly closed chapters of research in the
sense that a consensus has been reached in the field and the most important
questions satisfactorily answered. A prominent example of this is the bulk
thermodynamics of QCD at high temperatures and small or vanishing density,
which was for a long time the most pressing question in lattice and pQCD
calculations at high T (for just a few highlight papers, see [258, 260, 293, 294,
358]). At the same time, new challenges have arisen or become highlighted by
recent experimental advances, including perhaps most importantly the study of
transport in deconfined QCD matter in and out of equilibrium and the desire
to quantitatively address the bulk thermodynamic properties of dense Quark
Matter (QM) possibly present inside neutron stars. To close the discussion,
we will next briefly comment on our view of the prospects of significant future
progress on these two topics.
How QCD behaves when pushed away from thermal equilibrium is a fron-
tier with many currently unanswered questions. While there has been a lot
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of progress in recent years in following the time evolution of simple out-of-
equilibrium settings [359–363], several open questions exist related to the dy-
namics of, in particular, anisotropic systems. In systems that exhibit momen-
tum space anisotropies, one encounters the rich physics of non-abelian plasma-
instabilities whose complex dynamics in the non-linear regime remains poorly
understood [359, 364–380] (see Ref. [381] for a recent review). In the context of
real-time quantities, such as transport coefficients, the non-equilibrium photon
production rate, and the heavy-quark potential out of equilibrium, we note that
as one pushes the calculations to higher orders, one eventually runs into funda-
mental issues related to the existence of these instabilities. For example, already
at leading order in g one faces issues related to presence of unstable modes in the
calculation of the imaginary part of the heavy-quark potential in an anisotropic
quark-gluon plasma [382–384]. In this case, the unstable modes result in pinch
singularities, which cause the imaginary part of the heavy-quark potential to di-
verge [384]. A similar issue has been recently highlighted in the computation of
photon production from a viscous (anisotropic) QGP [132], where it was shown
that holding the momentum anisotropy fixed while taking g → 0 results in a
divergent result. In fact, most non-equilibrium observables will be affected by
this issue at some order in g. It seems that to go forward in a systematic manner
will require the development of new methods for treating plasma instabilities
and their effects on non-equilibrium transport and interactions. Promising ad-
vancements have recently been presented in [385].
As we have seen in our discussions of real-time observables and bulk ther-
modynamics alike, a rather generic unsolved issue of crucial importance is the
need for a better understanding of the dynamics of soft field modes. As we
have seen e.g. in the discussion of transport coefficients in Sec. 5 and of the
EoS of dense quark matter in Sec. 7, such modes are typically responsible for
the poor convergence properties of perturbative expansions. In both cases, one
hopes to be able to systematically identify and understand the physics respon-
sible for the large corrections affecting convergence, so that the corresponding
perturbative expansions might be rearranged in ways that lead to dramatically
improved convergence properties, much like what has happened in the case of
bulk thermodynamic quantities at high temperatures during the past 20 years,
cf. Secs. 6 and 7.
Finally, in the past five years or so there has been considerable progress in the
perturbative study of the bulk thermodynamic properties of unpaired cold QM
[277, 278], and it is even not out of the question that the full order g6 pressure
of T = 0 QM will be completed before its high-temperature counterpart. As
noted above, recent progress in our quantitative understanding of the IR sector
of cold and dense QCD has in addition opened up the possibility to dramatically
improve the convergence properties of the T = 0 expansion using a rearrange-
ment of the weak coupling series. Should such a line of work prove fruitful
and the region of applicability of the pQCD EoS become successfully continued
towards lower densities, our understanding of the thermodynamic properties of
NS matter will likely be dramatically improved. At the same time, new and
very interesting challenges will, however, inevitably present themselves. So far,
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all applications of the pQCD EoS to NS physics (see e.g. [269] and references
therein) have namely applied the perturbative result at such high densities that
it has been possible to argue that quark pairing is parametrically negligible.
Extending these results to lower densities, the physics of pairing may, however,
begin to play a significantly more important role. Taking a fresh look at the
first-principles machinery, with which the color-superconducting phases of QCD
are tackled, may therefore become necessary in the not-so-distant future.
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Appendix A. Real-time Feynman rules
With the conventions listed in Secs. 2 and 3, the fermion propagators in the
r/a basis read
SR,A(P) = i
/P
P2 ∓ ip0 , Srr(P) = −/P
(
1
2
− nF(|p0|)
)
2piδ(P2). (A.1)
We remind of our nonstandard convention for the Dirac matrices, as noted in
footnote 8.
In the case of gluons, we list both Coulomb and Feynman gauge results. In
the former case, the bare propagators read
G00R,A(Q) =
i
q2
, G00rr(Q) = 0, GijR,A(Q) =
(
δij − qˆiqˆj) −iQ2 ∓ iq0 ,
Gijrr(Q) =
(
δij − qˆiqˆj)(1
2
+ nB(|q0|)
)
2piδ(Q2), (A.2)
while in Feynman gauge they instead take the forms
GµνR,A(Q) =
−igµν
Q2 ∓ iq0 , G
µν
rr (Q) = gµν
(
1
2
+ nB(|q0|)
)
2piδ(Q2). (A.3)
In this case one also needs to include ghosts in loops, which propagate with
G˜R,A(Q) = −iQ2 ∓ iq0 , G˜rr(Q) =
(
1
2
+ nB(|q0|)
)
2piδ(Q2), (A.4)
where G˜ labels the ghost propagator. We remark that it is also possible to
suppress the thermal part of the ghost propagator (nB(|q0|) → 0 in Eq. (A.4))
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by only including the thermal part for the two transverse, physical degrees of
freedom [386, 387].
As an example, let us derive the gluonic contribution to Π00aa in the Hard
Thermal Loop approximation. In Coulomb gauge, we have, including a symme-
try factor of 1/2 and neglecting the contribution from the aaa vertex, purely of
vacuum nature, [13]
iΠ00aa(P) = −
1
2
g2CA
∫
d4Q
(2pi)4
4q20G
ij
rr(Q)Gijrr(P +Q) (A.5)
Upon dropping the vacuum part from this, we find
iΠ00aa(P) = −4g2CA
∫
d4Q
(2pi)4
q20nB(|q0|)(1 + nB(|q0|))(2pi)2δ(Q2)δ((P +Q)2),
(A.6)
where we are consistently taking the HTL approximation Q  P. The energy
integration can be performed as in Sec. 4.1.1, leading to
iΠ00aa(P) = 2g2CA
∫
d3q
(2pi)3
nB(q)(1+nB(q))2piδ(v·P) = g
2CAT
3
3
∫
dΩv
4pi
2piδ(v·P).
(A.7)
This agrees with the gluonic part of Eq. (75).
In Feynman gauge, the same procedure, i.e. the HTL approximation for the
thermal part only, leads to
iΠ00aa(P) = −
1
2
g2CA
∫
d4Q
(2pi)4
10q20nB(|q0|)(1 + nB(|q0|))(2pi)2δ(Q2)δ((P +Q)2).
(A.8)
The ghost contribution on the other hand has opposite sign and reads
iΠ00aa(P) = g2CA
∫
d4Q
(2pi)4
q20nB(|q0|)(1+nB(|q0|))(2pi)2δ(Q2)δ((P+Q)2), (A.9)
so that when the two are summed, agreement with Coulomb gauge is restored.
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