The main objective of this study is to investigate the potential application of GIS-based Support Vector Machines (SVM) with four kernel functions, i.e., radial basis function (RBF), polynomial (PL), sigmoid (SIG), and linear (LN) for landslide susceptibility mapping at Luxi city in Jiangxi province, China. At the first stage of the study, a landslide inventory map with 282 landslide locations was identified using aerial photographs, satellite images, and field surveys. Of this, 70 % of the landslides (196 landslide locations) are used as a training dataset and the rest (86 landslide locations) were used as the validation dataset. Then, 15 landslide conditioning factors were prepared, i.e., altitude, aspect, slope, stream power index (SPI), topographic wetness index (TWI), sediment transport index (STI), plan curvature, profile curvature, distance from river, distance from road, distance from fault, lithology, land use, NDVI, and rainfall. Using these conditioning factors, landslide susceptibility indexes were calculated using SVM with the four kernel functions. Subsequently, the results were exported and plotted in ArcGIS and four landslide susceptibility maps were produced. The four susceptibility maps were validated and compared using the landslide locations and the success rate and prediction rate methods. The validation results showed that success rates for the four SVM models are 82.0 % (RBF), 83.0 % (PL), 45.0 % (SIG), and 70.0 % (LN). The prediction rates for the four SVM models are 81.0 % (RBF), 71.0 % (PL), 40.0 % (SIG), and LN 63.0 % (SIG). The result shows that the RBF-SVM model has the highest overall performance. The produced susceptibility maps may be useful for general land-use planning in landslides.
Introduction
Landslides are defined as mass movements of rock, debris, or soil on the land surface, under the influence of gravity on the land surface (Cruden and Varnes 1996) . According to Petley (2012) , the recorded non-seismic fatal landslides in the world for the period from 2004 to 2010 are 2620 events with a total of 32,322 recorded deaths. The spatial distribution of the landslide occurrences is strongly concentrated in Asia, particularly along the Himalayan Arc and in China.
In the case of China, this country is recognized as prone to high frequency of catastrophic events due to its complexity of geography and climate. In the year 2011 itself, approximately 219 million people were affected by natural disasters with the estimated damages of $125 billion USD . Recently, with the development of the economy and urbanization in China, the changes in topography due to removal of vegetation and topsoil, expansions of infrastructures and settlement are leading to increased frequency and magnitude of natural hazards (Wang et al. 2008) , including landslides. Landslide fatalities in China are predicted to increase due to serious environmental degradation (Yang et al. 2013) . Therefore, understanding landslides and predicting landslide prone areas are urgent tasks that can help to reduce social and economic losses by means of appropriate planning and management.
Landslide susceptibility is defined as the probability that a landslide will occur in a specific area and under a set of geo-environmental conditions (Guzzetti et al. 2005) . Although landslide susceptibility does not include information on''when'' and how frequently a landslide will occur, it widely is accepted as a final product that may be considered for land-use zoning and environmental planning (Manzo et al. 2012) .
Spatial prediction landslides is considered to be the most difficult task because landslides are complex and relate to various factors, i.e., topography, geology, land use, vegetation, rainfall, etc. Landslide susceptibility in regional scale can be assessed by analyzing the relationships among existing landslides and various conditioning factors that are responsible for the occurrence of landslides (Guzzetti et al. 2006) . In pixel-based approaches, susceptibility index was calculated for each pixel in the study area. Quantitative susceptibility assessment at regional scale can be accomplished using various methods and techniques such as logistic regression (Bai et al. 2010; Greco and SorrisoValvo 2013; Manzo et al. 2012; Mathew et al. 2007; Pradhan 2010; Suzen and Kaya 2012; Tien Bui et al. 2011) , multivariate regression (Akgun and Turk 2011; Chung et al. 1995; Suzen and Doyuran 2004) , artificial neural network (Choi et al. 2012; Li et al. 2014; Pavel et al. 2011; Polykretis et al. 2014; Tien Bui et al. 2012c; Were et al. 2015; Zare et al. 2013) , neuro-fuzzy Sezer et al. 2011; Tein Bui et al. 2014) , decision tree (Nefeslioglu et al. 2010; Tien Bui et al. 2013a; Tien Bui et al. 2012a; Yeon et al. 2010) , support vector machines (Ballabio and Sterlacchini 2012; Micheletti et al. 2014; Pradhan 2013; Tien Bui et al. 2012a , b, 2013c Yao et al. 2008) . Although the prediction capability of landslide models produced by the aforementioned methods and techniques is still debated, support vector machines are reported to have outperformed the conventional methods Pradhan 2013; Tien Bui et al. 2012a) .
The main objective of this study is to investigate the potential application of GIS-based Support Vector Machines (SVM) with four kernel functions, i.e., radial basis function (RBF), polynomial (PL), sigmoid (SIG), and linear (LN) for landslide susceptibility mapping at Luxi city of Jiangxi province, China. The SVM is considered a particularly attractive method with robustness to noise, non-linear decision boundaries, and ability to process high dimension data (Ballabio and Sterlacchini 2012) . The difference between this study and the aforementioned literature is that four kernel functions, i.e., radial basis function (RBF), polynomial (PL), sigmoid (SIG), and linear (LN) were used. The computation process was carried out using ArcGIS 10, MATLAB 7.11, and LIBSVM (Chang and Lin 2011) . Finally, the evaluation and comparison of the four susceptibility maps were carried out to choose the best one. The results of these study maps are a valuable help to local authorities in land use planning and environmental management in the Luxi area.
Study area
The study area is located in the upper reaches of the Yuanshui River and the west of Jiangxi Province. The main part of the study area is rather hilly and mountainous, covered either by the coniferous forest or bare soil. The study area lies between latitudes 27°24 0 21 00 N and 27°46 0 24 00 N, and longitudes 113°49 0 48 00 E and 114°16 0 8 00 E. It covers an area of about 960 km 2 (Fig. 1) . The topography is hilly with some mountains areas. The highest altitude is 1916.5 m above sea level. The lowest point is 95.5 m above sea level. The topographic inclination follows the WE direction. Areas with a slope [15°cover about 57.4 % of the total area while areas with slopes between 15°and 30°account for 43.2 %, and areas with slope over 30°cover 14.1 % of the total study area. Areas with a slope \5°cover for only 16.7 % of the total study area.
The study area belongs to the subtropical hilly mountain with a humid monsoon climate. The highest temperature is 40.1°C, the average minimum temperature is 13.5°C, and extreme minimum temperature of -10.2°C. The average annual rainfall is 1653.0 mm; the annual water evaporation is 1319 mm; the annual average frost free period 270 days with an average annual sunshine time is 1720.3 h; and the annual average relative humidity is around 82 % (http:// www.weather.org.cn).
In the study area, rainfall is the main triggering factor. Rainfalls are concentrated in the period of MarchSeptember with high frequency and intensity that induced natural disaster such as floods and landslides. The study area is rich in natural resources such as mineral deposits, porcelain clay, limestone, coal, quartz sand, granite, iron, tungsten, gold, lead, talc and a total of 10 kinds of minerals (http://www.luxi.gov.cn). With the development of the economy and the city expansion, the demand for natural resources has increased. As a result, surface and mountaintop mining have influenced the change of land-use change and degradation, causing landslides. According to statistics of the http://www.jxgtt.gov.cn/, a total of 1773 people were affected by landslides, and the estimated damages to the properties are around 300 million USD.
Data used Landslide inventory map
The spatial prediction of landslide susceptibility with the SVM model assumes that landslides occur in the future under the same conditions that produced them in the past and the present; therefore, a landslide inventory map for the study area is considered to be the most important data for prediction of future landslides.
In this study, the landslide inventory map for the Luxi area with a total of 282 landslide locations was obtained from the Department of Land and Resources, the Meteorological Bureau, the Jiangxi Province, China. The size of the smallest landslide is 15 m 2 , the largest is 280,000 m 2 and the average is 5,754.6 m 2 . The distribution of the landslide locations is shown in Fig. 1 .
As the dates of landside occurrence are almost unknown, the landslide inventory map was randomly partitioned 70/30 into two subsets. The first one is the training dataset with 196 landslide locations used for training the SVM models, whereas the remaining with 86 landslide locations are used for the model validation.
Landslide conditioning factors
Selection of landslide conditioning factors is important and influences the quality of the resulting models. In this study, 15 conditioning factors were selected to use based on an analysis of the landslide inventory map. They are altitude, aspect, slope, stream power index (SPI), topographic wetness index (TWI), sediment transport index (STI), plan curvature, profile curvature, distance from river, distance from road, distance from fault, lithology, land use, NDVI, and rainfall.
Digital elevation model and derivatives
A digital elevation model (DEM) for the study area was generated from the topographic maps at scale of 1:50,000, the resolution of the DEM is 25 9 25 m. Altitude, slope, aspect, TWI, STI, SPI, plan curvature, and profile curvature were extracted from the DEM (Tien using the SAGA software. For the altitude map, six classes were constructed \200, 200-400, 400-600,600-800, and [800 m (Fig. 2a) (Fig. 2b ). In the aspect map, nine aspect classes were determined (Fig. 2c) .
The TWI measures the degree of accumulation of water at a site and thus influences the occurrence of landslide (Pourghasemi et al. 2012) . In this study, the TWI map is constructed into three classes: \8, 8-12, and [12 (Fig. 2d) . The SPI is also considered as a factor contributing to the occurrence of landslide because the SPI measures the erosion power of the stream (Devkota et al. 2013 ). The SPI map was constructed with five classes: and [80 (Fig. 2e ). In the case of the STI map, three categories were constructed: \10, 10-20, and [20 (Fig. 2f) . In the cases of the plan curvature map (Fig. 2g ) and profile curvature map (Fig. 2h) , three classes were constructed.
Distance to river and distance to road
Rivers may influence the occurrence of landslides by eroding slopes and saturating the slope material (Dai et al. 2001 ) and were selected to use in this study. The distance to rivers map ( Fig. 2i ) was constructed into five classes \100, 100-300, 300-500, 500-700, [700 m. The roads that that undercut slopes may influence landslide. The distance to roads map was constructed with five buffer categories (Fig. 2k ).
Lithology and distance to fault
The lithology map (Fig. 2l ) in the study area was constructed with 10 groups (Table 1) based on the criteria of clay composition, degree of weathering, and estimated strength and density (Arıkan et al. 2007; . The lithology data were provided by the China Geology Organization (http://gsd.cgs.cn/download.asp). The distance to fault was included in the landslide analysis because the degree of fracturing and shearing has widely accepted as a factor that may influence slope instability (Tien Bui et al. 2012d; Varnes 1984) . The distance to faults map ( Fig. 2m ) was constructed with five categories.
Landuse, NDVI, and rainfall
Land use is known as an anthropogenic factor that reflects the relationship between humans and the environment; therefore, it indirectly influences the occurrence of landslides (Tien Bui et al. 2012e ). The landuse map in the study area ( Fig. 2n ) was extracted using Landsat 7 ETM ? images with 30 m resolution that acquired on November 7, 2002. A total of with six classes (water bodies, forest, grass lands, bare lands, residential, and farmlands) was constructed using the maximum likelihood classification with overall accuracy of 87.3 %, and Kappa is 0.815. The NDVI map with five classes (Fig. 2p) was also extracted from the aforementioned Landsat images.
In the case of rainfall, the mean annual rainfall data of 52 years (Petrucci and Pasqua 2009 ) was used to construct the rainfall map (Fig. 2q) using the Inverse Distance Weighted method (Tien Bui et al. 2012c . The rainfall data were extracted from a database from the Meteorological Bureau of the Jiangxi Province (http://www.weather.org.cn/).
Landslide susceptibility mapping using support vector machines
The overall methodology flow chart of this study is shown in Fig. 3 .
Support vector machines
Support vector machines (SVMs) are known as a maximum-margin method that is based on the structural risk minimization principle from statistical learning theory (Vapnik 1998) . The SVM works by implicitly mapping the original input space to a feature space and then it finds the optimal hyper plane by maximizing the margins of class boundaries. In general, the larger the margin, the better of the model will be.
Assuming a landslide training data D has a set of samples (x i ; y i ), where i = 1, 2 …, n, x i is an input vector that includes 15 landslide conditioning factors, y i " (-1,1) is its corresponding two output classes, i.e., landslide and nonlandslide, n is the number of training samples. The aim of the SVM training process is to find an optimal hyper plane that separating the training data to the two output classes. The determination of the optimal hyper plane could be done by solving of the following optimization:
Subject to
Here W is the weight vector that determines the orientation of the hyper-plane, b is the bias, n i is the positive slack variables for the data points that allows for penalized constraint violation, C is the penalty parameter that controls the trade-off between the complexity of the decision function and the number of training examples misclassified.
Using Lagrange multiplier (a i ), under constraints P i a i y i ¼ 0 and 0 a i C, the optimization problem is: 
The above problem can be solved by using the Quadratic programming algorithm (Abe 2010 The decision function of the SVM model which is used for the classification of new data can be written as:
Here KðX i ; X j Þ ¼ /ðX i Þ T /ðX j Þ is the kernel function.
As the feature space of a SVM model is influenced by the kernel function used, therefore, the selection of the kernel function is a crucial role for successful SVM training and classification accuracy (Tien Bui et al. 2012a ).
In this study, four types of kernel function were selected such as linear kernel (LN-SVM), polynomial kernel (PL-SVM), radial basis function (RBF-SVM) kernel, and sigmoid kernel (SIG-SVM). The formulas of the four kernels are shown in Table 1 .
As the choice of the kernel parameters will influence the performance of the SVM model, therefore, the process of picking up the best parameters is considered to be an important task in data mining (Ali and Smith 2003) . Various methods and techniques could be used for the selection of these kernel parameters, i.e., the gradient descent algorithm (Chapelle et al. 2002) , the LevenbergMarquardt method (Platt 2000) , the cross validation method (Cherkassky and Mulier 2007) , and the grid search method (Hsu et al. 2003) . In this study, the grid search method that has been considered to be the most reliable optimization method (Zhuang and Dai 2006) was used. Fig. 3 The overall methodology flow chart of this study 
Analysis of relationship between landslide occurrence and conditioning factors
To explore the correlation between landslide location and 15 landslide conditioning factors in this study, frequency ratios for each of the factor classes were estimated (Table 2) . Landslides were most abundant in the class 5 o -15 o indicating a high probability of landslide occurrence in these groups, followed by slope categories 15 o -30 o . In the case of the altitude factor, the frequency rate is highest on the altitudes 200-600 m which indicates a high probability of landslide occurrence. The frequency ratio of landslides is lowest on altitudes larger than 800 m. For factors such as aspect, SPI, STI, plan curvature, profile curvature, distance to faults, and NVDI, there was not much distinct relationship between landslide occurrence and these factors' categories. The relationship between TWI and landslides shows that the highest probability of landslide is for the class [12, followed by the class 8-12 and the class \8. In the case of distance to rivers and distance to roads, the more the distance increases, the landslide frequency ratio is generally decreased. In the case of rainfall, the highest frequency ratio is for the class (356.6-669.3) which indicates the highest probability of landslide occurrence. The lowest frequency ratio is for the class (803.9-926.7) which indicates the lowest probability of landslide occurrence. The relationship between landslides and landuse is that grassland has the highest probability of landslide, followed by forest land, bare land, farmland, and residence area. The relationship between landslides and lithology is that group C has the highest probability of 3.94. It is followed by groups G, F, E, A, I, H, and J (Table 3) .
Training SVM models and generation of landslide susceptibility indexes
The process of training SVM model was started first by finding the best kernel parameter for the four kernel functions using the grid-search method. In the case of the LN-SVM, the penalty parameter (C) needs to be determined whereas for the RBF-SVM, C and the kernel width (c) also needs to be determined. In the case of the PL-SVM, three parameters C, c and the degree of polynomial kernel (d) are needed. For the case of the SIG-SVM, two parameters C, c need to be determined. The result is shown in Table 4 . Using the best kernel parameters, the four SVM models were trained and then used to calculate the landslide susceptibility indexes for all the pixels in the study area. The results were then exported into the ARCGIS 10 software for visualization. The landslide susceptibility indexes were reclassified into five classes (very low, low, moderate, high, very high) using on the percentage of area method (Pradhan 2013; Pradhan and Lee 2010; Tien Bui et al. 2012c) . Description of the five susceptibility classes of the four SVM models is shown in Table 5 and the four landslide susceptibility maps are shown in Fig. 4 .
Validation and comparison
In order to evaluate the overall performance of the four landslide susceptibility models the receiver operating characteristics (ROC) curve is used (Gorsevski et al. 2006; Tien Bui et al. 2011; Van Den Eeckhaut et al. 2006) . As the landslide susceptibility mapping is considered as a binary classification where the susceptibility indexes are classified into two classes, i.e., non-landslide and landslide, the ROC is used as an analysis of the success rate of the binary classification.
The ROC curve graphs are built by plots of the ratio between the true positive against the false positive with the various cut-off thresholds in a two dimension plane. The summary of the ROC analysis is quantitatively represented as an area under the ROC curve (AUC). A perfect model will be if an AUC value is equal to 1; whereas when AUC is equal to 0 it indicates a non-informative model.
Using the landslide locations in the training dataset (196 landslides), the success rate results for the four landslide susceptibility models were obtained (Fig. 5a ). It could be seen that the success rates of the RBF-SVM model and the PL-SVM model are 82 and 83 %, respectively. These indicate that the degree-of-fit of the RBF-SVM model and the PL-SVM model with the training data are 82 and 83 %. They are followed by the LN-SVM model (70 %). The lowest one is for the SIG-SVM model (45 %).
The prediction capability of the four landslide susceptibility modes was obtained using the landslide locations in the validation dataset (86 landslides). The result is shown in Fig. 5b . It could be observed that the highest prediction capability was the RBF-SVM model (81 %), followed by 
Discussions and conclusion
The SVM method has been used in landslide modelling and reportedly outperformed conventional methods in terms of model fit and prediction capability (Marjanovic et al. 2011; Tien Bui et al. 2013b; Yao et al. 2008) . However, the exploration of the application of the four kernel functions SVMs (radial basis function, polynomial, sigmoid, and linear) for landslide susceptibility mapping is still rare. This paper attempted to address this issue with a case study of landslide susceptibility mapping for the Luxi area (China). At first stage, the landslide inventory map with 282 landslide locations was prepared; subsequently, 15 conditioning factors were constructed and used (altitude, aspect, slope, SPI, TWI, STI, plan curvature, profile curvature, distance from river, distance from road, distance from fault, lithology, land use, NDVI, and rainfall). Using the SVM with the four kernel types, the four landslide susceptibility maps were constructed. Using the ROC curve method, the performance of the SVM models was assessed and in general the RBF-SVM model yielded significantly higher results than the other SVM models.
Although the degree-of-fit of the RBF-SVM model and the PL-SVM model is almost equal (Fig. 5) , the prediction power of the RBF-SVM is 10 % higher than the PL-SVM model. This is due to the nature of the function of the RBF that has better interpolation abilities than the PL function. The overall performance of the LN-SVM model is far lower than the RBF-SVM model (Fig. 5) . In fact, the LN-SVM model was considered as being a specific case of the RBF-SVM model (Song et al. 2011; Tien Bui et al. 2012a) . Therefore, one could suggest that if the RBF-SVM is used for landslide susceptibility mapping, the LN-SVM may not need to be used. In the case of the SIG-SVM model, although the SIG has been reported to behave as the RBF for certain parameters in other fields Wu and Wang 2009) , the result from this study shows a worst performance for both on the degree-of-fit and the prediction capability.
The construction of the SVM models requires determining the optimal values for the four kernel parameters. In this study the grid search method was used. This is a data-driven method; therefore, it is safe to consider that these are the optimal parameter values. However, the SVM models are mathematical models and they do not provide a transparent structure as other models such as logistic regression models or decision tree models.
Overall, the results obtained from the study showed that the RBF-SVM model performed satisfactorily. The SVM modelling is a useful tool for the mapping of landslide susceptibility mapping at the regional scale in the Luxi area (China). As a final conclusion, the results from this study may be useful for decision making and landuse planning in landslide prone areas. Fig. 5 a Success rate and b prediction rate for the RBF-SVM, the PL-SVM, the SIGand the LN-SVM models
