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Resolvent expansion for the Schro¨dinger operator
on a graph with infinite rays
Kenichi Ito∗ & Arne Jensen†
Abstract
We consider the Schro¨dinger operator on a combinatorial graph consist-
ing of a finite graph and a finite number of discrete half-lines, all jointed
together, and compute an asymptotic expansion of its resolvent around the
threshold 0. Precise expressions are obtained for the first few coefficients
of the expansion in terms of the generalized eigenfunctions. This result
justifies the classification of threshold types solely by growth properties of
the generalized eigenfunctions. By choosing an appropriate free operator a
priori possessing no zero eigenvalue or zero resonance we can simplify the
expansion procedure as much as that on the single discrete half-line.
Keywords : Schro¨dinger operator; Threshold; Resonance; Generalized eigenfunc-
tion; Resolvent expansion; Combinatorial graph
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1 Introduction
The purpose of this paper is to compute an asymptotic expansion of the resolvent
around the threshold 0 for the discrete Schro¨dinger operator
H = −∆G + V (1.1)
on an infinite, undirected and simple graph. Here we denote the set of vertices by
G, and the set of edges by EG, hence we are considering the graph (G,EG). We
sometimes call it simply the graph G. For any function u : G → C the Laplacian
−∆G is defined as
(−∆Gu)[x] =
∑
y∼x
(u[x]− u[y]), (1.2)
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where for any two vertices x, y ∈ G we say x ∼ y if {x, y} ∈ EG. We assume that
the graph G consists of a finite graph K and a finite number of discrete half-lines
Lα, α = 1, . . . , N , jointed together. Special cases are the discrete full line Z and the
discrete half-line N, considered in [IJ1] and [IJ2], respectively. The perturbation
V can be a general non-local operator, which is assumed to decay at infinity in an
appropriate sense.
The main results in this paper give a complete description in terms of growth
properties of the generalized eigenfunctions for the first few coefficients of the
resolvent expansion:
(H + κ2)−1 = κ−2G−2 + κ
−1G−1 +G0 + κG1 + · · · .
More precisely, we prove that G−2 is the bound projection or the projection onto the
bound eigenspace, and that G−1 is the resonance projection or the projection onto
the resonance eigenspace. Explicit expressions for G0 and G1 are also computed.
It is well known that the coefficients G−2 and G−1 directly affect the local decay
rate of the Schro¨dinger propagator e−itH as t→ ±∞, see [JK]. Hence our results
reveal a relationship between the growth rates of the generalized eigenfunctions
in space and the local decay rate of e−itH in time, justifying a classification of
threshold types solely by the structure of the generalized eigenspace.
There exists a large literature on threshold resolvent expansions for Schro¨dinger
operators. However, a complete analysis taking into account all possible general-
ized threshold eigenfunctions has been obtained only recently. The first one is in
[IJ1] on the discrete full line Z and more recently on the discrete half-line N in
[IJ2]. In these papers the authors implement the expansion scheme of [JN1, JN2]
in its full generality.
This paper is a generalization of [IJ1, IJ2] to a graph with infinite rays. The
strategy is essentially the same as before. However, in this paper, based on ideas
from [CJN] and [IJ2], we set up a free operator a priori possessing no zero eigen-
value or zero resonance, and this effectively simplifies the expansion procedure
to the one in [IJ2]. Actually, with simpler arguments, we obtain a more precise
description for the coefficients than in [IJ1].
There is a large literature on spectral theory for graphs, both combinatorial
graphs and metric graphs. Most of the literature on spectral theory for combina-
torial graphs focuses on finite graphs, see for example [CdV, BH]. Combinatorial
graphs with infinite rays have been studied in [Go, LN]. Here one-dimensional
methods for discrete Schro¨dinger operators can be applied. For analogous metric
graphs, i.e. differential operators on the edges with appropriate boundary condi-
tions at the vertices, the direct and inverse spectral problems have been studied
by many authors. Early work includes [GP1, GP2]. See [ES] for a physically mo-
tivated introduction. There are extensive references in the recent monograph [BK]
on metric graphs, also called quantum graphs.
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The first author is directly inspired by the papers [MT, FI] to work on the
structures considered here. See the references therein for recent development in
this topic.
This paper is organized as follows: In Section 2 we introduce and study a free
operator. Since the free operator chosen here does not have a zero eigenvalue or
a zero resonance, its resolvent expansion is free of singular parts. In Section 3 we
formulate threshold types for a perturbed operator using only the structure of the
generalized eigenspace, and the main results of the paper are presented. Section 4
is devoted to a detailed analysis of generalized eigenfunctions. In particular, char-
acterizations of eigenfunctions are given as well as their precise asymptotics. We
will prove the main theorems in Section 5, separating cases according to threshold
types. In Appendix A we exhibit examples of particular interest. We compute G0
and G1 in Appendix B. The results in Appendix B are to be considered as part
of the main results of the paper, however, their proofs are extremely long, hence
we separate them from Section 3. Appendix C presents a modified version of [IJ1,
Lemma 4.6], which is needed in Section 5 but does not fit the context there.
2 The free operator
In this section we define a graph (G,EG) with a finite number of infinite rays,
and fix a free operator H0 on it. We actually have a freedom of choice for a free
operator, as long as its has a simple structure, see Remarks 2.1 and 2.3. The free
operator of the paper is chosen to be as close as possible to the graph Laplacian
−∆G given by (1.2). We also provide its resolvent expansion explicitly. The result
of this section can be seen as a preliminary to, or a prototype of, more general
main results of the paper presented in Section 3.
2.1 Graph with rays
Let (K,E0) be a connected, finite, undirected and simple graph, without loops
or multiple edges, and let (Lα, Eα), α = 1, . . . , N , be N copies of the discrete
half-line, i.e.
Lα = N = {1, 2, . . .}, Eα =
{
{n, n+ 1}; n ∈ Lα
}
.
We construct the graph (G,EG) by jointing (Lα, Eα) to (K,E0) at a vertex xα ∈ K
for α = 1, . . . , N :
G = K ∪ L1 ∪ · · · ∪ LN ,
EG = E0 ∪ E1 ∪ . . . EN ∪
{
{x1, 1
(1)}, . . . , {xN , 1
(N)}
}
.
(2.1)
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Here we distinguished 1 of Lα by a superscript: 1
(α) ∈ Lα. Note that two different
half-lines (Lα, Eα) and (Lβ, Eβ), α 6= β, could be jointed to the same vertex
xα = xβ ∈ K.
Let h0 be the free Dirichlet Schro¨dinger operators on K: For any function
u : K → C we define
(h0u)[x] =
∑
y∼x
(u[x]− u[y]) +
N∑
α=1
sα[x]u[x] for x ∈ K,
where sα[x] = 1 if x = xα and sα[x] = 0 otherwise. Note that the Dirichlet
boundary condition is considered being set on the boundaries 1(α) ∈ Lα outside
K. Similarly, for α = 1, . . . , N let hα be the free Dirichlet Schro¨dinger operators
on Lα: For any function u : Lα → C we define
(hαu)[n] =
{
2u[1]− u[2] for n = 1,
2u[n]− u[n+ 1]− u[n− 1] for n ≥ 2.
Then we define the free operator H0 on G as a direct sum
H0 = h0 ⊕ h1 ⊕ · · · ⊕ hN , (2.2)
according to a direct sum decomposition
F (G) = F (K)⊕ F (L1)⊕ · · · ⊕ F (LN ), (2.3)
where F (X) = {u : X → C} denotes the set of all the functions on a space X .
In the definition (2.2) interactions between K and Lα are not considered, and the
free operator H0 does not coincide with −∆G defined by (1.2). In fact, we can
write
−∆G = H0 + J, J = −
N∑
α=1
(
|sα〉〈fα|+ |fα〉〈sα|
)
, (2.4)
where fα[x] = 1 if x = 1
(α) and fα[x] = 0 otherwise. However, the operator H0
is simpler and more useful than −∆G, since it does not have a zero eigenvalue
or a zero resonance, and the asymptotic expansion of its resolvent around 0 does
not have a singular part, which we will verify soon below. The interaction J can
be treated as a special case of general perturbations considered in this paper, see
Assumption 3.1 and Appendix A. Hence this paper covers the Laplacian −∆G on
G as a perturbation of the free operator H0.
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Remark 2.1. We will not use an explicit expression for the free operator h0 on
K, and we may change it as long as it does not have a zero eigenvalue. Another
simple choice could be, for example,
h0 = 2 idF (K) . (2.5)
If we adopt (2.5) as a free operator, the difference J = −∆G − H0 will be differ-
ent from (2.4). However, we can still treat it as a special case of perturbations
considered in Assumption 3.1, see also Proposition A.1.
2.2 Expansion of the free resolvent
The restriction of H0 to the Hilbert space H = ℓ
2(G), denoted by H0 again, is
obviously bounded, self-adjoint and non-negative. The free resolvent is
R0(κ) = (H0 + κ
2)−1 ∈ B(H) for Reκ > 0.
According to the decomposition
H = h0 ⊕ h1 ⊕ · · · ⊕ hN ; h0 = ℓ
2(K), hα = ℓ
2(Lα) for α = 1, . . . , N,
the free resolvent R0(κ) will split into a direct sum
R0(κ) = r0(κ)⊕ r1(κ)⊕ · · · ⊕ rN(κ), (2.6)
where rα(κ) = (hα + κ
2)−1 ∈ B(hα) for α = 0, 1, . . . , N . Hence the expansion of
R0(κ) reduces to those of rα(κ).
We first let α = 0. Since K is a finite set, we have h0 ∼= C
k with k = #K, and
the operator h0 has a k × k matrix representation. By standard arguments from
linear algebra we can deduce the following result.
Proposition 2.2. There exist positive real numbers 0 < λ1 ≤ λ2 ≤ · · · ≤ λk,
k = #K, such that
σpp(h0) = {λ1, . . . , λk}, σac(h0) = σsc(h0) = ∅. (2.7)
In particular, h0 is invertible, and, for |κ| < λ
1/2
1 , the resolvent r0(κ) has the
Taylor expansion:
r0(κ) =
∞∑
j=0
κ2jg0,2j in B(h0); g0,2j = (−1)
jh−j−10 ∈ B(h0).
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Proof. Since k = #K = dim h0 is finite and the operator h0 is self-adjoint, there
exist real eigenvalues λ1 ≤ · · · ≤ λk such that (2.7) holds. It is well-known that
for any u ∈ h0 we can write
〈u, h0u〉 =
∑
{x,y}∈E0
∣∣u[x]− u[y]∣∣2 + N∑
α=1
∣∣u[xα]∣∣2.
Then we have λ1 ≥ 0, but, moreover, we can deduce λ1 > 0. In fact, if we assume
λ1 = 0, then the corresponding eigenfunction u1 ∈ h0 has to satisfy
∑
{x,y}∈E0
∣∣u1[x]− u1[y]∣∣2 + N∑
α=1
∣∣u1[xα]∣∣2 = 0.
This and the connectedness of K imply that u1 is identically 0 on K, which is
a contradiction. Hence we have λ1 > 0, and in particular h0 is invertible. The
asserted Taylor expansion follows by the Neumann series.
Remark 2.3. Even if we adopt (2.5) as a free operator, Proposition 2.2 is still valid.
In this paper we will use only the properties of h0 listed in Proposition 2.2, and
an explicit expression is not needed. It is clear that Proposition 2.2 holds true for
any (positive) operator h0 without zero eigenvalue.
Next we consider the case α = 1, . . . , N . The operators hα are identical with
the free Laplacian on the discrete half-line investigate in [IJ2]. Hence we can just
quote the results from there. Let us set for s ∈ R
lsα = ℓ
1,s(Lα) =
{
x : Lα → C;
∑
n∈Lα
(1 + n2)s/2|x[n]| <∞
}
,
(lsα)
∗ = ℓ∞,−s(Lα) =
{
x : Lα → C; sup
n∈Lα
(1 + n2)−s/2|x[n]| <∞
}
,
(2.8)
and
bsα = B
(
lsα, (l
s
α)
∗
)
.
We also set
n ∧m = min{n,m}, n ∨m = max{n,m}.
Proposition 2.4. Let α ∈ {1, . . . , N}. Then the operator hα has the spectrum:
σac(hα) = [0, 4], σpp(hα) = σsc(hα) = ∅.
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In addition, for any integer ν ≥ 0, as κ → 0 with Reκ > 0, the resolvent rα(κ)
has an asymptotic expansion:
rα(κ) =
ν∑
j=0
κjgα,j +O(κ
ν+1) in bν+2α
with gα,j ∈ b
j+1
α for j even, and gα,j ∈ b
j
α for j odd, satisfying
hαgα,0 = gα,0hα = I,
hαgα,1 = gα,1hα = 0,
hαgα,j = gα,jhα = −gα,j−2 for j ≥ 2.
(2.9)
The coefficients gα,j have explicit kernels, and the first few are given by
gα,0[n,m] = n ∧m, (2.10)
gα,1[n,m] = −n ·m, (2.11)
gα,2[n,m] = −
1
6
(n ∧m) + 1
6
(n ∧m)3 + 1
2
n ·m · (n ∨m), (2.12)
gα,3[n,m] =
5
24
n ·m− 1
6
n3 ·m− 1
6
n ·m3. (2.13)
Proof. See [IJ2, Section II].
Now, due to (2.6) and Propositions 2.2 and 2.4, we can expand the free resolvent
R0(κ). In addition to (2.8), let us set l0 = ℓ
1(K), (l0)
∗ = ℓ∞(K), and write for
s ∈ R
Ls = ℓ1,s(G) = l0 ⊕ l
s
1 ⊕ · · · ⊕ l
s
N ,
(Ls)∗ = ℓ∞,−s(G) = (l0)
∗ ⊕ (ls1)
∗ ⊕ · · · ⊕ (lsN)
∗,
and
Bs = B
(
Ls, (Ls)∗
)
.
Corollary 2.5. The operator H0 has the spectrum:
σac(H0) = [0, 4], σsc(H0) = ∅, σpp(H0) = {λ1, . . . , λk}.
In addition, for any integer ν ≥ 0, as κ → 0 with Reκ > 0, the resolvent R0(κ)
has an asymptotic expansion:
R0(κ) =
ν∑
j=0
κjG0,j +O(κ
ν+1) in Bν+2 (2.14)
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with G0,j ∈ B
j+1 for j even, and G0,j ∈ B
j for j odd, given by
G0,j =
{
g0,j ⊕ g1,j ⊕ · · · ⊕ gN,j for j even,
0⊕ g1,j ⊕ · · · ⊕ gN,j for j odd.
(2.15)
The coefficients satisfy
H0G0,0 = G0,0H0 = I,
H0G0,1 = G0,1H0 = 0,
H0G0,j = G0,jH0 = −G0,j−2 for j ≥ 2.
(2.16)
Proof. The assertions are obvious by (2.2), (2.6) and Propositions 2.2 and 2.4.
3 The perturbed operator
In this section we introduce our class of perturbations, formulate threshold types
in terms of the generalized eigenfunctions, and then state the main theorems of
the paper.
3.1 Generalized eigenspace and threshold types
We consider the following class of perturbations, cf. [JN1, IJ1, IJ2].
Assumption 3.1. Assume that V ∈ B(H) is self-adjoint, and that there exist an
injective operator v ∈ B(K,Lβ) with β ≥ 1 and a self-adjoint unitary operator
U ∈ B(K), both defined on some Hilbert space K, such that
V = vUv∗ ∈ B
(
(Lβ)∗,Lβ
)
.
We note that the conditions in the assumption imply that V is compact onH. A
self-adjoint operator V ∈ B(H) satisfies Assumption 3.1, if it extends to a bounded
operator ℓ2,−β−1/2−ǫ(G)→ ℓ2,β+1/2+ǫ(G) for some ǫ > 0, where ℓ2,s(G) denotes the
standard weighted ℓ2-space on G, see Proposition A.1. For other examples of
perturbations satisfying Assumption 3.1 we refer to [IJ1, Appendix B]. See also
Appendix A.2.
Under Assumption 3.1 we let
H = H0 + V,
and for −κ2 /∈ σ(H)
R(κ) = (H + κ2)−1.
9
As we can see in Appendix A, the interaction operator J from (2.4) satisfies As-
sumption 3.1, hence the above H includes −∆G as a special case. We know a priori
that H0 does not have a zero eigenvalue or a zero resonance, and its resolvent has a
simpler expansion than that of −∆G. This fact effectively simplifies the expansion
procedure for the perturbed resolvent R(κ), and enables us to obtain more precise
expressions for the coefficients than those in [IJ1].
Let us consider the solutions to the zero eigen-equation HΨ = 0 in the largest
space where it can be defined. Define the generalized zero eigenspace E˜ as
E˜ =
{
Ψ ∈ (Lβ)∗; HΨ = 0
}
.
We will analyze this space in detail in Section 4. Here let us just quote some of
the remarkable consequences shown there. Let n(α) ∈ (L1)∗ and 1(α) ∈ (L0)∗ be
the functions defined as
n(α)[x] =
{
m for x = m ∈ Lα,
0 for x ∈ G \ Lα,
and
1(α)[x] =
{
1 for x ∈ Lα,
0 for x ∈ G \ Lα,
respectively. We abbreviate the spaces spanned by these functions as
Cn = Cn(1) ⊕ · · · ⊕ Cn(N), C1 = C1(1) ⊕ · · · ⊕ C1(N).
Note that n(α) and 1(α) are defined not only on Lα but actually on the whole G by
the zero-extension. Hence the above direct sums mean that summands are linearly
independent, which are understood slightly differently from those so far based on
the decomposition (2.3). In Proposition 4.1 we will see that under Assumption 3.1
with β ≥ 1 the generalized eigenfunctions have specific asymptotics:
E˜ ⊂ Cn⊕ C1⊕ Lβ−2, (3.1)
cf. (4.6) and (4.11). With this asymptotics it makes sense to consider the following
subspaces:
E = E˜ ∩ (C1⊕ Lβ−2), E = E˜ ∩ Lβ−2. (3.2)
To be precise, a function in E˜ \ E should be called a non-resonance eigenfunction,
one in E \ E a resonance eigenfunction, and one in E a bound eigenfunction, but
we shall often call them generalized eigenfunctions or simply eigenfunctions.
Let us introduce the same classification of threshold as in [IJ1, Definition 1.6].
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Definition 3.2. The threshold z = 0 is said to be
1. a regular point, if E = E = {0};
2. an exceptional point of the first kind, if E ) E = {0};
3. an exceptional point of the second kind, if E = E ) {0};
4. an exceptional point of the third kind, if E ) E ) {0}.
In Proposition 4.1 we will have more detailed expressions for the generalized
eigenfunctions. It should be noted here that there is a dimensional relation:
dim(E˜/E) + dim(E/E) = N, 0 ≤ dimE <∞. (3.3)
The former identity reflects a certain topological stability of the non-decaying
eigenspace under small perturbations. In addition, we will see in Theorems B.3
and B.7 in Appendix B that for any Ψ1 ∈ E˜ and Ψ2 ∈ E , if we let
Ψ1 −
N∑
α=1
c(1)α n
(α) ∈ C1⊕ Lβ−2, Ψ2 −
N∑
α=1
c(2)α 1
(α) ∈ Lβ−2,
then
N∑
α=1
c(2)α c
(1)
α = 0. (3.4)
Hence it would be natural to consider orthogonality in E˜ in terms of the asymp-
totics, in addition to the one with respect to the standard ℓ2-inner product. Let
us define the generalized orthogonal projections onto the eigenspaces. We use 〈·, ·〉
to denote the duality between Ls and (Ls)∗. If β ≥ 2 then 〈Φ,Ψ〉 is defined for
Φ ∈ E and Ψ ∈ E . If we only assume β ≥ 1 then we must assume Φ · Ψ ∈ L0 to
justify the notation 〈Φ,Ψ〉. Here (Φ ·Ψ)[n] = Ψ[n]Φ[n], n ∈ G, is the elementwise
product of two sequences.
Definition 3.3. We call a subset {Ψγ}γ ⊂ E a resonance basis, if the set {[Ψγ]}γ
of representatives forms a basis in E/E. It is said to be orthonormal, if
1. for any γ and Ψ ∈ E one has Ψ ·Ψγ ∈ L
0 and〈Ψ,Ψγ〉 = 0;
2. there exists an orthonormal system {c(γ)}γ ⊂ C
N such that for any γ
Ψγ −
N∑
α=1
c(γ)α 1
(α) ∈ Lβ−2.
11
The orthogonal resonance projection P is defined as
P =
∑
γ
|Ψγ〉〈Ψγ|.
Definition 3.4. We call a basis {Ψγ}γ ⊂ E a bound basis to distinguish it from
a resonance basis. It is said to be orthonormal, if for any γ and γ′ one has
Ψγ′ ·Ψγ ∈ L
0 and
〈Ψγ′,Ψγ〉 = δγγ′ .
The orthogonal bound projection P is defined as
P =
∑
γ
|Ψγ〉〈Ψγ|.
We remark that the above orthogonal projections P and P are independent of
choice of orthonormal bases.
3.2 Main results: Expansion of perturbed resolvent
We now present the resolvent expansion for each threshold type given in Defini-
tion 3.2. We have to impose different assumptions on the parameter β depending
on threshold types. For simplicity we state the results only for integer values of β,
but an extension to general β is straightforward.
Theorem 3.5. Assume that the threshold 0 is a regular point, and that Assump-
tion 3.1 is fulfilled for some integer β ≥ 2. Then
R(κ) =
β−2∑
j=0
κjGj +O(κ
β−1) in Bβ−2 (3.5)
with Gj ∈ B
j+1 for j even, and Gj ∈ B
j for j odd. The coefficients Gj can be
computed explicitly. In particular,
G−2 = P = 0, G−1 = P = 0. (3.6)
Theorem 3.6. Assume that the threshold 0 is an exceptional point of the first
kind, and that Assumption 3.1 is fulfilled for some integer β ≥ 3. Then
R(κ) =
β−4∑
j=−1
κjGj +O(κ
β−3) in Bβ−1 (3.7)
with Gj ∈ B
j+3 for j even, and Gj ∈ B
j+2 for j odd. The coefficients Gj can be
computed explicitly. In particular,
G−2 = P = 0, G−1 = P 6= 0. (3.8)
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Theorem 3.7. Assume that the threshold 0 is an exceptional point of the second
kind, and that Assumption 3.1 is fulfilled for some integer β ≥ 4. Then
R(κ) =
β−6∑
j=−2
κjGj +O(κ
β−5) in Bβ−2 (3.9)
with Gj ∈ B
j+3 for j even, and Gj ∈ B
j+2 for j odd. The coefficients Gj can be
computed explicitly. In particular,
G−2 = P 6= 0, G−1 = P = 0. (3.10)
Theorem 3.8. Assume that the threshold 0 is an exceptional point of the third
kind, and that Assumption 3.1 is fulfilled for some integer β ≥ 4. Then
R(κ) =
β−6∑
j=−2
κjGj +O(κ
β−5) in Bβ−2 (3.11)
with Gj ∈ B
j+3 for j even, and Gj ∈ B
j+2 for j odd. The coefficients Gj can be
computed explicitly. In particular,
G−2 = P 6= 0, G−1 = P 6= 0. (3.12)
Theorems 3.5–3.8 justify the classification of threshold types only by the growth
properties of eigenfunctions:
Corollary 3.9. The threshold type determines and is determined by the coefficients
G−2 and G−1 from Theorems 3.5–3.8.
Proof. The assertion is obvious by Theorems 3.5–3.8.
The higher order coefficients G0, G1, . . . are much more complicated. We post-
pone the expressions for G0 and G1 to Appendix B, since their proofs are also very
long. Here let us only note some well-known relations that once the existence of
an expansion is guaranteed, follow easily from the general theory.
Corollary 3.10. The coefficients Gj from Theorems 3.5–3.8 satisfy
HGj = GjH = 0 for j = −2,−1,
HG0 = G0H = I − P,
HGj = GjH = −Gj−2 for j ≥ 1.
Proof. See [IJ2, Corollary III.8].
We shall prove Theorems 3.5–3.8 in Sections 4 and 5, following the arguments
of [IJ1, IJ2].
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4 Analysis of eigenfunctions
In this section we investigate the eigenspaces E˜ , E and E in detail. The main results
of this section are stated in Proposition 4.1 and Corollary 4.2. In Proposition 4.1 we
provide K-space characterizations of the eigenspaces, and also precise asymptotics
of eigenfunctions. Corollary 4.2 rephrases a part of Proposition 4.1 in terms of the
intermediate operators in the terminology of [IJ1], which more directly connects
the threshold types to coefficients of the resolvent expansion. In later sections these
results will be employed as effective tools in both implementing and analyzing the
resolvent expansions.
4.1 K-space characterization and asymptotics
Let us inductively define Ψ(α) ∈ (L1)∗, α = 1, . . . , N , as Ψ˜(1) = n(1) and
Ψ(α) = ‖v∗Ψ˜(α)‖†Ψ˜(α), Ψ˜(α) = n(α) −
α−1∑
γ=1
〈
v∗Ψ(γ), v∗n(α)
〉
Ψ(γ), (4.1)
where a† denotes the pseudo-inverse of a ∈ C, see e.g. [IJ2, Appendix], and set
P =
N∑
α=1
|Φ(α)〉〈Φ(α)|, Φ(α) = v∗Ψ(α) ∈ K. (4.2)
Obviously P ∈ B(K) is the orthogonal projection onto the subspace
Cv∗n(1) + · · ·+ Cv∗n(N) ⊂ K,
cf. the Gram–Schmidt process. Note that the above summands may be linearly
dependent. Let M0 ∈ B(K) be the operator defined as
M0 = U + v
∗G0,0v ∈ B(K), (4.3)
and Q ∈ B(K) the orthogonal projection onto KerM0. We denote the pseudo-
inverse ofM0 byM
†
0 , see e.g. [IJ2, Appendix]. In addition, we define the operators
w = Uv∗, z =
N∑
α=1
|Ψ(α)〉〈Φ(α)|M0 −G0,0v (4.4)
initially as w ∈ B
(
(Lβ)∗,K
)
, z ∈ B
(
K, (L1)∗
)
, respectively. We actually define
the operators w and z by the restrictions given in Proposition 4.1 below, and will
denote the restrictions by the same notation w and z, respectively.
We now state the main results of this section.
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Proposition 4.1. Suppose that β ≥ 1 in Assumption 3.1. Then the operator z
gives a well-defined injection
z : QK ⊕M †0
[
PK ∩ (QK)⊥
]
→ E˜ , (4.5)
and the eigenspaces are expressed as
E˜ = z
(
QK ⊕M †0
[
PK ∩ (QK)⊥
])
⊕
(
Cn ∩KerV
)
, (4.6)
E = z(QK), (4.7)
E = z
(
QK ∩ (PK)⊥
)
. (4.8)
In addition, the operator w also gives a well-defined surjection
w : E˜ → QK ⊕M †0
[
PK ∩ (QK)⊥
]
, (4.9)
and the compositions zw and wz are expressed as
wz = I, zw = Π, (4.10)
where I is the identity map on QK ⊕ M †0 [PK ∩ (QK)
⊥], and Π: E˜ → z
(
QK ⊕
M †0
[
PK ∩ (QK)⊥
])
is the projection associated with the decomposition (4.6). In
particular, the dimensional relation (3.3) holds, and any projected eigenfunction
Ψ ∈ Π(E˜) has the asymptotics
Ψ−
N∑
α=1
[〈
v∗Ψ(α), v∗(1 +G0,0V )Ψ
〉
Ψ(α) −
〈
n(α), VΨ
〉
1(α)
]
∈ Lβ−2. (4.11)
As a corollary, we have a more direct correspondence between the threshold
types and the invertibility of the intermediate operators M0 and m0. Let us define
m0 = −
N∑
α=1
∣∣Qv∗n(α)〉〈Qv∗n(α)∣∣. (4.12)
We note that m0 is defined as an operator in B(K), but it may also be considered
as an operator in B(QK) naturally since m0 = 0 on (QK)
⊥. The phrasing “(not)
invertible in B(QK)” below is meant in the latter sense.
Corollary 4.2. Suppose that β ≥ 1 in Assumption 3.1.
1. The threshold 0 is a regular point if and only if M0 is invertible in B(K).
2. The threshold 0 is an exceptional point of the first kind if and only if M0 is
not invertible in B(K) and m0 is invertible in B(QK).
3. The threshold 0 is an exceptional point of the second kind if and only if M0
is not invertible in B(K) and m0 = 0.
4. The threshold 0 is an exceptional point of the third kind if and only if M0
and m0 are not invertible in B(K) and B(QK), respectively, and m0 6= 0.
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4.2 Proofs
In the remainder of this section we prove Proposition 4.1 and Corollary 4.2.
Lemma 4.3. For any u ∈ Ls, s ≥ 1, the function G0,0u ∈ (L
1)∗ is expressed on
Lα as
(G0,0u)[n] = 〈n
(α), u〉 −
∑
m∈Lα, m≥n
(m− n)u[m] for n ∈ Lα. (4.13)
In particular, G0,0 is bounded as L
1 → (L0)∗. In addition, G0,0u ∈ L
s−2 holds if
and only if 〈n(α), u〉 = 0 for all α = 1, . . . , N .
Proof. Due to the decomposition (2.15) we can consider each half-line Lα sepa-
rately. Then the assertion reduces to [IJ2, Lemma V.4], and we omit the proof.
Lemma 4.4. The compositions H0G0,0 and G0,0H0, defined on L
1 and Cn⊕C1⊕
L1, respectively, are expressed as
H0G0,0 = IL1, G0,0H0 = Π0,
where Π0 : Cn⊕ C1⊕ L
1 → C1⊕ L1 is the projection.
Proof. Due to the decomposition (2.15) we can consider separately the finite part
K and each of the half-line Lα. Then the assertion reduces to [IJ2, Lemma V.5],
and we omit the detail.
Proof of Proposition 4.1. Step 1. We first show the well-definedness of z as (4.5).
Note that, since M0 is self-adjoint on K, and QK = KerM0, it is clear that
QK ∩M †0
[
PK ∩ (QK)⊥
]
= {0}.
For any Φ1 ∈ QK and Φ2 ∈ PK ∩ (QK)
⊥ we can write
z
(
Φ1 +M
†
0Φ2
)
= −G0,0vΦ1 +
N∑
α=1
〈
Φ(α),Φ2
〉
Ψ(α) −G0,0vM
†
0Φ2. (4.14)
Then it follows by Lemma 4.3 that z(Φ1+M
†
0Φ2) ∈ (L
β)∗, and by H = H0+vUv
∗,
Lemma 4.4 and v∗G0,0v =M0 − U that
Hz
(
Φ1 +M
†
0Φ2
)
= −vΦ1 − vM
†
0Φ2 − vU(M0 − U)Φ1 + vUPΦ2
− vU(M0 − U)M
†
0Φ2
= 0.
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This verifies z(Φ1 +M
†
0Φ2) ∈ E˜ , and hence the operator z is well-defined as (4.5).
The injectivity of z will be discussed in Step 4.
Step 2. Next we show the well-definedness of w as (4.9). Let Ψ ∈ E˜ and compute
M0wΨ = (U + v
∗G0,0v)Uv
∗Ψ = v∗(I +G0,0V )Ψ.
Since
H0(I +G0,0V )Ψ = (H0 + V )Ψ = 0,
we can deduce that (I +G0,0V )Ψ ∈ Cn, and hence that
M0wΨ ∈ PK ∩ (QK)
⊥.
This implies that wΨ ∈ QK ⊕M †0
[
PK ∩ (QK)⊥
]
. Hence the operator w is well-
defined as (4.9). The surjectivity of w will be discussed in Step 4.
Step 3. Here we prove (4.6). For any Φ1 ∈ QK and Φ2 ∈ PK ∩ (QK)
⊥ we can
compute by using (4.14), V = vUv∗ and v∗G0,0v =M0 − U :
V z(Φ1 +M
†
0Φ2) = v
[
−U(M0 − U)Φ1 + UPΦ2 − U(M0 − U)M
†
0Φ2
]
= v
[
Φ1 +M
†
0Φ2
]
.
(4.15)
This and the injectivity of v show that
z
(
QK ⊕M †0
[
PK ∩ (QK)⊥
])
∩
(
Cn ∩Ker V
)
= {0}.
Now by the result of Step 1 we have
E˜ ⊃ z
(
QK ⊕M †0
[
PK ∩ (QK)⊥
])
⊕
(
Cn ∩KerV
)
,
and let us show the inverse inclusion. For any Ψ ∈ E˜ we can write
zwΨ =
N∑
α=1
〈
Φ(α),M0Uv
∗Ψ
〉
Ψ(α) −G0,0VΨ,
from which we can easily deduce that
H0(Ψ− zwΨ) = V (Ψ− zwΨ) = 0.
Hence we have
Ψ− zwΨ ∈ Cn ∩Ker V. (4.16)
17
Since wΨ ∈ QK ⊕M †0
[
PK ∩ (QK)⊥
]
by the result of Step 2, we obtain
E˜ ⊂ z
(
QK ⊕M †0
[
PK ∩ (QK)⊥
])
⊕
(
Cn ∩KerV
)
,
verifying (4.6).
Step 4. Let us prove (4.10). Similarly to (4.15), we have that for any Φ1 ∈ QK
and Φ2 ∈ PK ∩ (QK)
⊥
wz(Φ1 +M
†
0Φ2) = Φ1 +M
†
0Φ2.
Hence the first identity of (4.10) follows, and this in particular implies that z is
injective as (4.5), and that w is surjective as (4.9). The second identity of (4.10)
follows by (4.6) and (4.16).
Step 5. Let us show (4.7) and (4.8). By (4.6) it is clear that
E ⊂ E ⊂ z
(
QK ⊕M †0
[
PK ∩ (QK)⊥
])
.
Then recall the expression (4.14) for any Φ1 ∈ QK and Φ2 ∈ PK ∩ (QK)
⊥. By
Lemma 4.3 the right-hand side of (4.14) belongs to C1⊕Lβ−2 if and only if Φ2 = 0,
from which (4.7) follows. Similarly, by Lemma 4.3 the right-hand side of (4.14)
belongs to Lβ−2 if and only if Φ2 = 0 and PΦ1 = 0. This verifies (4.8).
Step 6. Finally we prove the last assertions of the proposition. We first note that
by Lemma 4.3 and compactness of the embedding (L0)∗ → (L1)∗ the operator
Uv∗G0,0v ∈ B(K) is in fact compact, and hence
dimQK = dimKerM0 = dimKer(1 + Uv
∗G0,0v) <∞.
This and (4.8) in particular imply the last inequality of (3.3). As for the first
identity of (3.3), note (4.6)–(4.8) and
dim
(
Cn ∩Ker V
)
= N − dimPK,
and then it suffices to show that
dim
(
QK
/[
QK ∩ (PK)⊥
])
+ dim
(
M †0
[
PK ∩ (QK)⊥
])
= dimPK. (4.17)
By the rank–nullity theorem applied to the restrictions Q : PK → QPK and
P : QK → PQK we have
dimQPK + dim
(
PK ∩ (QK)⊥
)
= dimPK,
dimPQK + dim
(
QK ∩ (PK)⊥
)
= dimQK.
(4.18)
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By the expressions
QPK = CQΦ1 + · · ·+ CQΦN ,
PQK =
{
〈QΦ1,Φ〉Φ1 + · · ·+ 〈QΦN ,Φ〉ΦN ; Φ ∈ K
}
we can deduce dimQPK = dimPQK, and then by (4.18) it follows that
dim
(
PK ∩ (QK)⊥
)
+ dimQK − dim
(
QK ∩ (PK)⊥
)
= dimPK.
Then, since the restriction of M †0 to (QK)
⊥ is invertible, we obtain (4.17).
The asymptotics (4.11) for Ψ ∈ Π(E˜) can be verified by computing Ψ = zwΨ
and applying Lemma 4.3. We omit the detailed computations.
Proof of Corollary 4.2. The arguments below are based on Definition 3.2 and the
expressions (4.6)–(4.8).
1. The threshold 0 is a regular point if and only if QK = {0}, which is obviously
equivalent to the invertibility of M0 in B(K).
2. The threshold 0 be an exceptional point of the first kind if and only if QK 6=
{0} and QK ∩ (PK)⊥ = {0}. The former condition QK 6= {0} is equivalent to
non-invertibility ofM0 in B(K). The latter can be rewritten as QK = QPK, which
is the case if and only if m0 is invertible in B(QK).
3. The threshold 0 be an exceptional point of the second kind if and only if
QK 6= {0}, which again is equivalent to non-invertibility of M0 in B(K), and
QK = QK ∩ (PK)⊥. The latter condition is equivalent to QK ⊂ (PK)⊥ or
PK ⊂ (QK)⊥, which in turn is equivalent to m0 = 0.
4. This case is treated as a complement of the above 1–3. We may also discuss
it directly as above, but let us omit it.
5 Implementation of resolvent expansion
In this section we prove Theorems 3.5–3.8, employing the expansion scheme of
Jensen–Nenciu [JN1]. Due to our choice of the free operator many parts of the
proofs are identical with those in [IJ2], but we will repeat most of them for read-
ability. On the other hand we will often refer to [IJ2, Appendix] for a form of the
expansion scheme adapted to the problem at hand.
5.1 The first step in the expansion
Here we present the first step of the expansion common to all the threshold types.
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Define the operator M(κ) ∈ B(K) for Reκ > 0 by
M(κ) = U + v∗R0(κ)v. (5.1)
Fix κ0 > 0 such that z = −κ
2 belongs to the resolvent set of H for any Reκ ∈
(0, κ0). This is possible due to the decay assumptions on V .
Lemma 5.1. Let the operator M(κ) be defined as above.
1. Let Assumption 3.1 hold for some integer β ≥ 2. Then
M(κ) =
β−2∑
j=0
κjMj +O(κ
β−1) in B(K) (5.2)
with Mj ∈ B(K) given by
M0 = U + v
∗G0,0v, Mj = v
∗G0,jv for j ≥ 1. (5.3)
2. Let Assumption 3.1 hold with β ≥ 1. For any 0 < Reκ < κ0 the operator
M(κ) is invertible in B(K), and
M(κ)−1 = U − Uv∗R(κ)vU.
Moreover,
R(κ) = R0(κ)− R0(κ)vM(κ)
−1v∗R0(κ). (5.4)
Proof. See [IJ2, Lemma VI.1].
Note that the above M0 coincides with (4.3). By Lemma 5.1 and Proposi-
tion 2.4 in order to expand R(κ) it suffices to expand the inverse M(κ)−1. If
the leading operator M0 of M(κ) is invertible in B(K), we can employ the Neu-
mann series to compute the expansion of M(κ)−1. Otherwise, we are to apply the
inversion formula [IJ2, Proposition A.2].
5.2 Regular threshold
We start with the proof of Theorem 3.5. The inversion formula [IJ2, Proposi-
tion A.2] is not needed here.
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Proof of Theorem 3.5. By the assumption and Corollary 4.2 the operator M0 is
invertible in B(K). Hence we can use the Neumann series to invert (5.2). Let us
write it as
M(κ)−1 =
β−2∑
j=0
κjAj +O(κ
β−1), Aj ∈ B(K). (5.5)
The coefficients Aj are written explicitly in terms of the Mj . For example, the
first two are given by
A0 =M
−1
0 , A1 = −M
−1
0 M1M
−1
0 . (5.6)
We insert the expansions (2.14) with N = β − 2 and (5.5) into (5.4), and then
obtain the expansion
R(κ) =
β−2∑
j=0
κjGj +O(κ
β−1); Gj = G0,j −
∑
j1≥0,j2≥0,j3≥0
j1+j2+j3=j
G0,j1vAj2v
∗G0,j3. (5.7)
This verifies (3.5) and (3.6).
5.3 Exceptional threshold of the first kind
Next, we prove Theorem 3.6.
Proof of Theorem 3.6. By the assumption and Corollary 4.2 the leading operator
M0 from (5.2) is not invertible in B(K), and we are going to apply the inversion
formula [IJ2, Proposition A.2] to invert the expansion (5.2). Let us write the
expansion (5.2) as
M(κ) =
β−2∑
j=0
κjMj +O(κ
β−1) =M0 + κM˜1(κ). (5.8)
Let Q be the orthogonal projection onto KerM0 as in Section 4, and define
m(κ) =
∞∑
j=0
(−1)jκjQM˜1(κ)
[
(M †0 +Q)M˜1(κ)
]j
Q. (5.9)
Then by [IJ2, Proposition A.2] we have
M(κ)−1 = (M(κ) +Q)−1 + κ−1(M(κ) +Q)−1m(κ)†(M(κ) +Q)−1. (5.10)
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Note that by using (5.8) we can rewrite (5.9) in the form
m(κ) =
β−3∑
j=0
κjmj +O(κ
β−2); mj ∈ B(QK). (5.11)
For later use we write down the first five coefficients:
m0 = QM1Q, (5.12)
m1 = Q
(
M2 −M1(M
†
0 +Q)M1
)
Q, (5.13)
m2 = Q
(
M3 −M1(M
†
0 +Q)M2 −M2(M
†
0 +Q)M1
+M1(M
†
0 +Q)M1(M
†
0 +Q)M1
)
Q,
(5.14)
m3 = Q
(
M4 −M1(M
†
0 +Q)M3 −M2(M
†
0 +Q)M2 −M3(M
†
0 +Q)M1
+M1(M
†
0 +Q)M1(M
†
0 +Q)M2
+M1(M
†
0 +Q)M2(M
†
0 +Q)M1
+M2(M
†
0 +Q)M1(M
†
0 +Q)M1
−M1(M
†
0 +Q)M1(M
†
0 +Q)M1(M
†
0 +Q)M1
)
Q,
(5.15)
m4 = Q
(
M5
−M1(M
†
0 +Q)M4 −M2(M
†
0 +Q)M3
−M3(M
†
0 +Q)M2 −M4(M
†
0 +Q)M1
+M1(M
†
0 +Q)M1(M
†
0 +Q)M3 +M1(M
†
0 +Q)M2(M
†
0 +Q)M2
+M2(M
†
0 +Q)M2(M
†
0 +Q)M1 +M2(M
†
0 +Q)M1(M
†
0 +Q)M2
+M1(M
†
0 +Q)M3(M
†
0 +Q)M1 +M3(M
†
0 +Q)M1(M
†
0 +Q)M1
−M1(M
†
0 +Q)M1(M
†
0 +Q)M1(M
†
0 +Q)M2
−M1(M
†
0 +Q)M1(M
†
0 +Q)M2(M
†
0 +Q)M1
−M1(M
†
0 +Q)M2(M
†
0 +Q)M1(M
†
0 +Q)M1
−M2(M
†
0 +Q)M1(M
†
0 +Q)M1(M
†
0 +Q)M1
+M1(M
†
0 +Q)M1(M
†
0 +Q)M1(M
†
0 +Q)M1(M
†
0 +Q)M1
)
Q.
(5.16)
Note that by (5.3), (2.15) and (2.11) the above coefficient m0 certainly coincides
with (4.12). Then by the assumption and Corollary 4.2 the coefficient m0 is in-
vertible in B(QK). Thus the Neumann series provides the expansion of the inverse
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m(κ)†. Let us write it as
m(κ)† =
β−3∑
j=0
κjAj +O(κ
β−2); Aj ∈ B(QK) (5.17)
with
A0 = m
†
0, A1 = −m
†
0m1m
†
0, A2 = m
†
0
(
−m2 +m1m
†
0m1
)
m†0. (5.18)
The Neumann series also provide an expansion of (M(κ) +Q)−1, which we write
(M(κ) +Q)−1 =
β−2∑
j=0
κjBj +O(κ
β−1); Bj ∈ B(K). (5.19)
The first four coefficients can be written as follows:
B0 =M
†
0 +Q,
B1 = −(M
†
0 +Q)M1(M
†
0 +Q),
B2 = (M
†
0 +Q)
(
−M2 +M1(M
†
0 +Q)M1
)
(M †0 +Q),
B3 = (M
†
0 +Q)
(
−M3 +M1(M
†
0 +Q)M2 +M2(M
†
0 +Q)M1
−M1(M
†
0 +Q)M1(M
†
0 +Q)M1
)
(M †0 +Q).
(5.20)
Now we insert the expansions (5.17) and (5.19) into the formula (5.10), and then
M(κ)−1 =
β−4∑
j=−1
κjCj +O(κ
β−3); Cj = Bj +
∑
j1≥0,j2≥0,j3≥0
j1+j2+j3=j+1
Bj1Aj2Bj3 (5.21)
with B−1 = 0. Next we insert the expansions (2.14) with N = β − 3 and (5.21)
into the formula (5.4). Then we obtain the expansion
R(κ) =
β−4∑
j=−1
κjGj +O(κ
β−3); Gj = G0,j −
∑
j1≥0,j2≥−1,j3≥0
j1+j2+j3=j
G0,j1vCj2v
∗G0,j3 (5.22)
with G0,−1 = 0. This verifies (3.7) and G−2 = 0.
Let us next compute G−1. By the above expressions we can write
G−1 = −G0,0vC−1v
∗G0,0 = −G0,0vm
†
0v
∗G0,0.
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The expression (4.12) implies thatm0 is of finite rank, self-adjoint and non-positive
on QK. Since m0 is invertible in B(QK), it is in fact strictly negative on QK, and
we can find an orthogonal basis {Φγ} ⊂ QK such that
m†0 = −
∑
γ
|Φγ〉〈Φγ |. (5.23)
Then we can write
G−1 =
∑
γ
|Ψγ〉〈Ψγ|,
where Ψγ = zΦγ ∈ E certainly form a resonance basis due to Proposition 4.1. The
orthonormality of {Ψγ} ⊂ E follows by
δγγ′ = ‖Φγ‖
−2
〈
Φγ′ , m0m
†
0Φγ
〉
=
N∑
α=1
〈
VΨγ′ ,n
(α)
〉〈
n(α), VΨγ
〉
(5.24)
and Lemma 4.3, since E = {0}. Hence we obtain the latter identity of (3.8).
5.4 Exceptional threshold of the second kind
Here we prove Theorem 3.7. We begin with the following lemma.
Lemma 5.2. Let u1, u2 ∈ L
4. Assume that
〈n(α), u1〉 = 0, α = 1, . . . , N. (5.25)
Then one has that G0,0u1 ∈ L
2 and that
〈u2, G0,2u1〉 = −〈G0,0u2, G0,0u1〉. (5.26)
Proof. Due to the decomposition (2.15) we can discuss separately on K and Lα,
α = 1, . . . , N . The assertion on K is obvious by (2.15). As for each Lα, we
can discuss along the same lines as [IJ2, Lemma IX.1]. However, since our as-
sumption here is slightly relaxed, we can not directly use [IJ1, Lemma 4.16] as
in [IJ2, Lemma IX.1], and we need to accordingly modify the assumption of [IJ1,
Lemma 4.16]. To avoid notational confusion, we will provide this modification
later in Lemma C.1. With this modification we can prove the assertion similarly
to [IJ2, Lemma IX.1]. We omit the rest of the proof.
Remark. The above relaxed version is necessary not in the proof of Theorem 3.7
but in the proof of Theorem 3.8 when we prove (5.50). This is also the case in
[IJ2]; This is a small error in [IJ2], but can be corrected by using Lemma C.1.
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Proof of Theorem 3.7. We repeat the former part of the proof of Theorem 3.6. By
the assumption and Corollary 4.2 the leading operatorM0 from (5.2) is not invert-
ible in B(K). Write the expansion (5.2) in the form (5.8), let Q be the orthogonal
projection onto KerM0, and define m(κ) as (5.9). Then by [IJ2, Proposition A.2]
we have the formula (5.10). The operator m(κ) has the expansion (5.11) with the
coefficients given by (5.12)–(5.15), but in this case we actually have
m0 = 0, m1 = QM2Q, m2 = 0. (5.27)
In fact, by the assumption and Proposition 4.1 we have
Qv∗n(α) = 0 for α = 1, . . . , N, (5.28)
and this leads to, by (5.3), (2.15) and (2.11),
QM1 =M1Q = 0. (5.29)
Hence (5.27) follows by (5.12)–(5.15) and (5.29). Now we note that then the
operator m1 has to be invertible in B(QK). Otherwise, we can apply [IJ2, Propo-
sition A.2] once more, but this leads to a singularity of order κ−j , j ≥ 3, in the
expansion of R(κ), which contradicts the general estimate
‖R(κ)‖B(H) ≤
[
dist(−κ2, σ(H))
]−1
. (5.30)
Hence the Neumann series provides an expansion of m(κ)† of the form
m(κ)† =
β−5∑
j=−1
κjAj +O(κ
β−4), Aj ∈ B(QK), (5.31)
with
A−1 = m
†
1, A0 = −m
†
1m2m
†
1, A1 = m
†
1
(
−m3 +m2m
†
1m2
)
m†1.
These are actually simplified by (5.27) as
A−1 = m
†
1, A0 = 0, A1 = −m
†
1m3m
†
1. (5.32)
The Neumann series provides an expansion of (M(κ) +Q)−1 in the same form as
(5.19) with the same coefficients Bj given there. Now we insert the expansions
(5.31) and (5.19) into the formula (5.10), and then
M(κ)−1 =
β−6∑
j=−2
κjCj +O(κ
β−5); Cj = Bj +
∑
j1≥0,j2≥−1,j3≥0
j1+j2+j3=j+1
Bj1Aj2Bj3 (5.33)
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with B−2 = B−1 = 0. We then insert the expansions (2.14) with N = β − 4 and
(5.33) into the formula (5.4). Finally we obtain the expansion
R(κ) =
β−6∑
j=−2
κjGj +O(κ
β−5); Gj = G0,j −
∑
j1≥0,j2≥−2,j3≥0
j1+j2+j3=j
G0,j1vCj2v
∗G0,j3 (5.34)
with G0,−2 = G0,−1 = 0. Hence we obtain the expansion (3.9).
Let us compute the coefficients G−2 and G−1. We can use the above expressions
of the coefficients to write
G−2 = −G0,0vC−2v
∗G0,0 = −G0,0vm
†
1v
∗G0,0 = −z(Qv
∗G0,2vQ)
†z∗. (5.35)
By the self-adjointness of G−2, (5.35), Proposition 4.1 and the assumptions we can
see that
RanG−2 = (KerG−2)
⊥ ⊂ E = E. (5.36)
In addition, for any Ψ ∈ E we can write Ψ = zΦ = −G0,0vΦ for some Φ ∈ QK by
Proposition 4.1, so that by (5.28) and Lemma 5.2
〈Ψ, G−2Ψ〉 = −
〈
G0,0vΦ, G0,0v(Qv
∗G0,2vQ)
†z∗Ψ
〉
= ‖Ψ‖2H.
This implies that G−2 is unitary on E, and in particular that the inclusion in (5.36)
is in fact an equality. Similarly we can show that G−2G−2 = G−2, and hence G−2
is the orthogonal bound projection P, as asserted in (3.10).
As for G−1, we can first write
G−1 = −G0,0vC−1v
∗G0,0 −G0,0vC−2v
∗G0,1 −G0,1vC−2v
∗G0,0. (5.37)
If we make use of the zero operators in (5.27), (5.29) and (5.32), we can easily see
that G−1 = 0 from (5.37). We obtain the latter assertion of (3.10).
5.5 Exceptional threshold of the third kind
Finally we prove Theorem 3.8. Compared with the proof of Theorem 3.7, this case
needs once more application of the inversion formula [IJ2, Proposition A.2], and
computations get slightly more complicated.
Proof of Theorem 3.8. Let us repeat arguments of the previous proof to some ex-
tent. We write the expansion (5.2) in the form (5.8), let Q be the orthogonal
projection onto KerM0, and define m(κ) as (5.9). Then by [IJ2, Proposition A.2]
we have the formula (5.10), again. The operator m(κ) has the expansion (5.11)
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with coefficients given by (5.12)–(5.16), but without (5.27)–(5.29) by the assump-
tion and Corollary 4.2. Now we apply the inversion formula [IJ2, Proposition A.2]
to the operator m(κ). Write the expansion (5.11) in the form
m(κ) = m0 + κm˜1(κ). (5.38)
The leading operatorm0 is non-zero and not invertible in B(QK) by the assumption
and Corollary 4.2. Let S be the orthogonal projection onto Kerm0 ⊂ QK, and set
q(κ) =
∞∑
j=0
(−1)jκjSm˜1(κ)
[
(m†0 + S)m˜1(κ)
]j
S. (5.39)
Then we have by [IJ2, Proposition A.2] that
m(κ)† = (m(κ) + S)† + κ−1(m(κ) + S)†q(κ)†(m(κ) + S)†. (5.40)
Using (5.11) and (5.38), let us write (5.39) in the form
q(κ) =
β−4∑
j=0
κjqj +O(κ
β−3); qj ∈ B(SK).
The first to fourth coefficients are given as
q0 = Sm1S,
q1 = S
[
m2 −m1(m
†
0 + S)m1
]
S,
q2 = S
[
m3 −m1(m
†
0 + S)m2 −m2(m
†
0 + S)m1
+m1(m
†
0 + S)m1(m
†
0 + S)m1
]
S,
q3 = S
[
m4 −m1(m
†
0 + S)m3 −m2(m
†
0 + S)m2 −m3(m
†
0 + S)m1
+m1(m
†
0 + S)m1(m
†
0 + S)m2
+m1(m
†
0 + S)m2(m
†
0 + S)m1
+m2(m
†
0 + S)m1(m
†
0 + S)m1
−m1(m
†
0 + S)m1(m
†
0 + S)m1(m
†
0 + S)m1
]
S.
(5.41)
Here we note that the leading operator q0 has to be invertible in B(SK). Otherwise,
applying [IJ2, Proposition A.2] once again, we can show that R(κ) has a singularity
of order κ−j , j ≥ 3 in its expansion. This contradicts the general estimate (5.30).
Hence we can use the Neumann series to write q(κ)†, and obtain
q(κ)† =
β−4∑
j=0
κjAj +O(κ
β−3), Aj ∈ B(SK), (5.42)
27
where
A0 = q
†
0,
A1 = −q
†
0q1q
†
0,
A2 = q
†
0
(
−q2 + q1q
†
0q1
)
q†0,
A3 = q
†
0
(
−q3 + q2q
†
0q1 + q1q
†
0q2 − q1q
†
0q1q
†
0q1
)
q†0.
(5.43)
We also write (m(κ) + S)† employing the Neumann series as
(m(κ) + S)† =
β−3∑
j=0
κjCj +O(κ
β−2), Cj ∈ B(QK) (5.44)
with
C0 = m
†
0 + S,
C1 = −(m
†
0 + S)m1(m
†
0 + S),
C2 = (m
†
0 + S)
[
−m2 +m1(m
†
0 + S)m1
]
(m†0 + S),
C3 = (m
†
0 + S)
[
−m3 +m1(m
†
0 + S)m2 +m2(m
†
0 + S)m1
−m1(m
†
0 + S)m1(m
†
0 + S)m1
]
(m†0 + S).
(5.45)
We first insert the expansions (5.42) and (5.44) into (5.40):
m(κ)† =
β−5∑
j=−1
κjDj +O(κ
β−4); Dj = Cj +
∑
j1≥0,j2≥0,j3≥0
j1+j2+j3=j+1
Cj1Aj2Cj3 (5.46)
with C−1 = 0. Next, noting that we have an expansion of (M(κ) + Q)
−1 of the
same form as (5.19), we insert the expansions (5.46) and (5.19) into (5.10):
M(κ)−1 =
β−6∑
j=−2
κjEj +O(κ
β−5); Ej = Bj +
∑
j1≥0,j2≥−1,j3≥0
j1+j2+j3=j+1
Bj1Dj2Bj3 (5.47)
with B−2 = B−1 = 0. We finally insert the expansions (2.14) with N = β − 4 and
(5.47) into (5.4), and then obtain the expansion
R(κ) =
β−6∑
j=−2
κjGj +O(κ
β−5); Gj = G0,j −
∑
j1≥0,j2≥−2,j3≥0
j1+j2+j3=j
G0,j1vEj2v
∗G0,j3 (5.48)
with G0,−2 = G0,−1 = 0. Hence the expansion (3.11) is obtained.
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Next we compute the coefficients G−2 and G−1. Let us start with G−2. Un-
folding the above expressions, we can see with ease that
G−2 = −G0,0vE−2v
∗G0,0
= −G0,0vq
†
0v
∗G0,0
= −G0,0v
(
SM2S − SM1(M
†
0 + S)M1S
)†
v∗G0,0.
By Sm0 = 0 and the expression (4.12) of m0 it follows that
Sv∗n(α) = SQv∗n(α) = 0 for α = 1, . . . , N. (5.49)
Hence we have
G−2 = −G0,0v(Sv
∗G0,2vS)
†v∗G0,0.
Then we can verify G−2 = P in exactly the same manner as in the proof of
Theorem 3.7. We obtain the former identity of (3.12).
As for G−1, it requires a slightly longer computations, and we proceed step by
step. We can first write, using A∗, B∗, C∗, D∗, E∗ only,
G−1 = −G0,0vE−1v
∗G0,0 −G0,0vE−2v
∗G0,1 −G0,1vE−2v
∗G0,0
= −G0,0v
(
B0
(
C0 + C0A1C0 + C0A0C1 + C1A0C0
)
B0
+B0C0A0C0B1 +B1C0A0C0B0
)
v∗G0,0
−G0,0vB0C0A0C0B0v
∗G0,1 −G0,1vB0C0A0C0B0v
∗G0,0.
Next, we implement the identities B0C∗ = C∗B0 = C∗ and C0A∗ = A∗C0 = A∗,
insert expressions (5.43), (5.20), (5.45) of A∗, B∗, C∗, and then use (5.49):
G−1 = −G0,0v
(
C0 + A1 + A0C1 + C1A0 + A0B1 +B1A0
)
v∗G0,0
−G0,0vA0v
∗G0,1 −G0,1vA0v
∗G0,0
= −G0,0v
(
m†0 + S − q
†
0q1q
†
0 − q
†
0m1(m
†
0 + S)− (m
†
0 + S)m1q
†
0
− q†0M1(M
†
0 +Q)− (M
†
0 +Q)M1q
†
0
)
v∗G0,0
−G0,0vq
†
0v
∗G0,1 −G0,1vq
†
0v
∗G0,0
= −G0,0v
(
m†0 + S − q
†
0q1q
†
0 − q
†
0m1(m
†
0 + S)− (m
†
0 + S)m1q
†
0
)
v∗G0,0.
We further unfold q1 and m1 by (5.41) and (5.13), and then use (5.49):
G−1 = −G0,0v
(
m†0 + S + q
†
0M2(m
†
0 + S)M2q
†
0
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− q†0M2(m
†
0 + S)− (m
†
0 + S)M2q
†
0
)
v∗G0,0
= −G0,0v(I − q
†
0M2)m
†
0(I −M2q
†
0)v
∗G0,0
−G0,0v(I − q
†
0M2)S(I −M2q
†
0)v
∗G0,0.
Since SM2S = Sm1S = q0 by (5.49), the last term can actually be removed. We
also use M2 = v
∗G0,2, q
†
0 = −Uv
∗
PvU and Lemma 5.2, and then obtain
G−1 = −(I − P)G0,0vm
†
0v
∗G0,0(I − P). (5.50)
By the assumption and Proposition 4.1 we can find an orthogonal basis {Φγ} ⊂
QK ∩ (SK)⊥ such that
m†0 = −
∑
γ
|Φγ〉〈Φγ |, (5.51)
so that we can write
G−1 =
∑
γ
|Ψγ〉〈Ψγ|; Ψγ = −(I − P)G0,0vΦγ ∈ E .
Let us finally verify that {Ψγ} ⊂ E is an orthonormal resonance basis. Since
{Φγ} ⊂ QK ∩ (SK)
⊥ is a basis, the set {[Ψγ]} = {[zΦγ ]} of representatives forms
a basis in E/E due to Proposition 4.1. It is clear that {Ψγ} is orthogonal to E. In
addition, similarly to (5.24), we have
δγγ′ = ‖Φγ‖
−2
〈
Φγ′ , m0m
†
0Φγ
〉
=
N∑
α=1
〈
VΨγ′,n
(α)
〉〈
n(α), VΨγ
〉
. (5.52)
Then by Lemma 4.3 the resonance basis {Ψγ} ⊂ E is orthonormal. Hence we
obtain the latter assertion of (3.12), and we are done.
A Examples and applications
A.1 Criterion for Assumption 3.1
Here we provide a criterion for Assumption 3.1 in terms of weighted ℓ2-spaces.
One application of this criterion is an abstract verification for J = −∆G −H0 to
satisfy Assumption 3.1 particularly when we change a free operator, e.g., to (2.5).
We also refer to [IJ1, Appendix B] for another criterion for Assumption 3.1.
Here we let (G,EG) be a graph with rays as in Section 2.1, and let us use the
standard weighted space notation such as ℓ2,s(G).
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Proposition A.1. Assume that V ∈ B(H) is self-adjoint, and that it extends to
an operator in B
(
ℓ2,−β−1/2−ǫ(G), ℓ2,β+1/2+ǫ(G)
)
for some β ≥ 1 and ǫ > 0. Then
V satisfies Assumption 3.1 for the same β.
Proof. Let
V˜ = 〈x〉β+1/2+ǫ/2V 〈x〉β+1/2+ǫ/2,
where 〈x〉 = 1 for x ∈ K and 〈x〉 = (1 + n2)1/2 for x = n ∈ Lα. Then V˜ is a
compact self-adjoint operator on H = ℓ2(G), and hence we can find a bounded
and at most countable set {λj} ⊂ R of its eigenvalues, possibly accumulating only
on 0, and an orthonormal system {uj} ⊂ H of the associated eigenfunctions such
that
V˜ =
∑
j
λj|uj〉〈uj|.
Let P denote the orthogonal projection onto K = (Ker V˜ )⊥. We view P as a map
from H to K, and P ∗ as a map from K to H. Set
v = 〈x〉−β−1/2−ǫ/2
(∑
j
|λj|
1/2|uj〉〈uj|
)
P ∗,
U = P
(∑
j
(sgnλj)|uj〉〈uj|
)
P ∗.
Then it follows that v ∈ B(K, ℓ2,β+1/2+ǫ/2(G)) is injective, that U ∈ B(K) is self-
adjoint and unitary, and that
V = vUv∗.
Since ℓ2,β+1/2+ǫ/2(G) can be continuously embedded into ℓ1,β(G), we obtain the
assertion.
A.2 Infinite star graph
Here we consider an infinite star graph, and see how the free Laplacian on it fits
into the setting of this paper.
Under the notation of Section 2.1 let us consider the case where the graph
(K,E0) is a single point without edges: K = {0}, E0 = ∅. Then the graph
G defined by (2.1) with K = {0} is called an infinite star graph. Note that it
coincides with the discrete half-lines N if N = 1, and with the discrete full line Z
if N = 2. The Laplacian −∆G and the free operator H0 on the infinite star graph
G are written as, for any function u : G→ C,
(−∆Gu)[x] =
{
Nu[0]− u[1(1)]− · · · − u[1(N)] for x = 0 ∈ K,
2u[n]− u[n+ 1]− u[n− 1] for x = n ∈ Lα,
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and
(H0u)[x] =

Nu[0] for x = 0 ∈ K,
2u[1]− u[2] for x = 1 ∈ Lα,
2u[n]− u[n+ 1]− u[n− 1] for x = 2, 3, . . . ∈ Lα,
respectively. Then obviously by (2.4) we have
−∆G = H0 + J, J = −
N∑
α=1
(
|s〉〈fα|+ |fα〉〈s|
)
,
where s[x] = 1 if x = 0 and s[x] = 0 otherwise, and fα[x] = 1 if x = 1
(α) and
fα[x] = 0 otherwise.
Let us see that the above jointing operator J actually satisfies Assumption 3.1.
In fact, we can choose K = C2 and, in the corresponding matrix representations,
v =
[
|s〉 |f1〉+ · · ·+ |fN〉
]
, U =
[
0 −1
−1 0
]
.
Note that
v∗ =
[
〈s|
〈f1|+ · · ·+ 〈fN |
]
, (A.1)
and hence we have the factorization
J = vUv∗. (A.2)
Proposition A.2. The Laplacian −∆G on an infinite star graph has eigenspaces
E˜ =
{
u ∈ Cn;
〈
(f1 + · · ·+ fN), u
〉
= 0
}
+ E ,
E = C
(
s + 1(1) + · · ·+ 1(N)
)
,
E = {0}.
In particular, the threshold 0 is an exceptional point of the first kind.
Remark. For N = 1 the above Laplacian −∆G corresponds to the Neumann Lapla-
cian on N, cf. [IJ2, Section IV].
Proof. By the formulas (4.3), (A.1), (A.2), (2.15) and (2.10) we have
M0 =
[
1/N −1
−1 N
]
.
Hence with P from (4.2) we obtain
PK = C
[
0
1
]
, QK = C
[
N
1
]
.
Then by Proposition 4.1 the assertions follow.
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A.3 Analytic family persistently with resonance
Next we present an example of a family of perturbed Schro¨dinger operators that
persistently have a zero resonance.
For simplicity let us discuss on the discrete line Z. Using notation from Ap-
pendix A.2 with N = 2, we consider a two-parameter family of the Schro¨dinger
operators
HE,τ = H0 + VE,τ ; VE,τ = (E − 2)|s〉〈s|+ τJ, E, τ ∈ R.
If (E, τ) = (2, 0), then H2,0 = H0, and we already know that it does not have a
resonance. We may let (E, τ) 6= (2, 0).
Proposition A.3. The operator HE,τ has a zero resonance if and only if 2τ
2−E =
0. In particular, {H2(α+1)2,α+1}|α|<1 is a real analytic family of operators each of
which has a zero resonance.
Proof. Let us first verify that VE,τ satisfies Assumption 3.1. We can write
VE,τ = v˜U˜ v˜
∗
with
K = C2, v˜ =
[
|s〉 |f1〉+ |f2〉
]
, U˜ =
[
E − 2 −τ
−τ 0
]
,
but this decomposition does not satisfy Assumption 3.1, since U˜ is not unitary.
Let us rewrite it as follows: We can find an orthogonal matrix Z such that
Z−1U˜Z =
[
α+ 0
0 α−
]
; α± = E − 2±
√
(E − 2)2 + 4τ 2.
Then we have
U := A−1Z−1U˜ZA−1 =
[
1 0
0 −1
]
; A =
[
α
1/2
+ 0
0 (−α−)
1/2
]
,
so that we can write
VE,τ = vUv
∗; v = v˜ZA.
Hence the perturbation VE,τ certainly satisfies Assumption 3.1.
Now let us investigate M0. Instead of M0 itself, we compute
UM0U = U + Uv
∗G0,0vU
= A−1Z∗U˜
(
I + v˜∗G0,0v˜U˜
)
ZA−1
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= A−1Z∗U˜
[
1
2
E −1
2
τ
−2τ 1
]
ZA−1.
Since U˜ , Z, A, and U are invertible, the operator M0 is non-invertible if and only
if
det
[
1
2
E −1
2
τ
−2τ 1
]
= 1
2
E − τ 2 = 0.
Hence by Proposition 4.1 the resonance eigenspace E is non-trivial if and only if
2τ 2 −E = 0. On the other hand, by solving the difference equation HE,τu = 0 we
can directly show that E = {0}. Hence the assertion follows.
A.4 Resonant dimension for the free Laplacian
Let (G,EG) be a graph with rays, constructed by jointing the discrete half-line
(Lα, Eα) to a finite graph (K,E0) at the vertex xα for α = 1, . . . , N , as in Sec-
tion 2.1. With the same notation there we consider the free Laplacian
H = −∆G = H0 + J, J = −
N∑
α=1
(
|sα〉〈fα|+ |fα〉〈sα|
)
.
Then we can count the dimension of eigenspaces as follows:
Proposition A.4. For the above operator H one has
dim E˜ = N − dim E , (A.3)
dim E = #
{
xα; 〈sα, g0,0sα〉 = [#{β; xβ = xα}]
−1
}
, (A.4)
dimE = 0. (A.5)
Proof. We first note that, similarly to Appendix A.2, we can easily see that the
operator J satisfies Assumption 3.1 for any β ≥ 1. Then, in particular, (A.3)
follows immediately by Proposition 4.1.
Next we let u ∈ E. By solving the second difference equation ∆Gu = 0 on Lα
with u[x]→ 0 as x = n(α) →∞ we can deduce that u[x] = 0 for any x ∈ Lα. This
implies that u|K is a zero eigenfunction for −∆K . Then u[x] has to be 0 for all
x ∈ K, too. Hence we obtain E = {0}, or (A.5).
By Proposition 4.1 and (A.5) we have dim E = dimQK = dimKerM0. The
last dimension can be computed by writing downM0 explicitly as in Appendix A.2.
Then we can see (A.4). We omit the detail.
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A.5 Spider web
The generality of Assumption 3.1 allows us to deal with interactions between rays
that decay but do not vanish at infinity. Here let us consider a graph like “spider
web”, which could be considered as a discretized model of the spherical coordinates.
Let G be the infinite star graph considered in Appendix A.2. We choose a
weight function w : N→ R that satisfies for some β ≥ 1∑
n∈N
(1 + n2)β|w[n]| <∞.
Then we define a operator Hw as, for any function u : G→ C,
(Hwu)[n, α] = 2u[n, α]− u[n+ 1, α]− u[n− 1, α]
+ w[n]
(
2u[n, α]− u[n, α+ 1]− u[n, α− 1]
)
for n ≥ 1, and
(Hwu)[0] = Nu[0]− u[1, 1]− · · · − u[1, N ].
Here we let n(α) = (n, α), and interpret u[0, α] = u[0], u[n, 0] = u[n,N ] and
u[n,N + 1] = u[n, 1].
The operator Hw may be considered as the Laplacian on a graph like “spider
web”, and this actually fits into our setting. To see this we define the spherical
discrete Fourier transform F as
(Fu)[n, k] = N−1/2
N∑
α=1
e−2πiαk/Nu[n, α] for n ≥ 1
and (Fu)[0] = u[0]. Its inverse F∗ is given by
(F∗v)[n, α] = N−1/2
N∑
k=1
e2πiαk/Nv[n, k] for n ≥ 1
and (F∗v)[0] = v[0]. Then we have
(FHwu)[n, k] = 2(Fu)[n, k]− (Fu)[n+ 1, k]− (Fu)[n− 1, k]
+ w[n]
(
2− 2 cos(2πk/N)
)
(Fu)[n, k]
for n ≥ 2,
(FHwu)[1, k] = 2(Fu)[1, k]− (Fu)[2, k] + w[1]
(
2− 2 cos(2πk/N)
)
(Fu)[1, k]
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for k 6= N ,
(FHwu)[1, N ] = 2(Fu)[1, N ]− (Fu)[2, N ]−N
1/2(Fu)[0]
and
(FHwu)[0] = (Fu)[0]−N
1/2(Fu)[1, N ].
This implies that FHwF
∗ splits into a direct sum of a Robin Schro¨dinger and
(N − 1) number of Dirichlet Schro¨dinger operators on N. As for a discrete Robin
Schro¨dinger operator see [IJ2, Section IV]. This obviously satisfies Assumption 3.1.
B Zeroth and first order coefficients
In this appendix we compute the coefficients G0 and G1. It follows from the general
theory that G0 is a Green operator for H , see Corollary 3.10, but here we compute
an explicit expression for it. On the other hand, G1 is intimately related to the
orthogonal non-resonance projection, but they do not exactly coincide. This can
also be seen from Corollary 3.10 particularly when G−1 6= 0.
The main results of this appendix are stated in Theorems B.2, B.3, B.6 and
B.7. They are considered as part of the main results of the paper. However, their
expressions and proofs are quite lengthy, hence are separated from Section 3. We
remark that the coefficients G0 and G1 were missing in [IJ2] for the exceptional
cases of the first and third kinds, but they are completed here in a more general
setting on a graph with rays.
B.1 Orthogonal non-resonance projection
Let us first formulate the orthonormal non-resonance projection, cf. Definition 3.3.
Recall that the notation Ψ ·Ψγ is defined in the paragraph before Definition 3.3.
Definition B.1. We call a subset {Ψγ}γ ⊂ E˜ a non-resonance basis, if the set
{[Ψγ]}γ of representatives forms a basis in E˜/E . It is said to be orthonormal, if
1. for any γ and Ψ ∈ E one has Ψ ·Ψγ ∈ L
0 and 〈Ψ,Ψγ〉 = 0;
2. there exists an orthonormal system {c(γ)}γ ⊂ C
N such that for any γ
Ψγ −
N∑
α=1
c(γ)α n
(α) ∈ C1⊕ Lβ−2.
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The orthogonal non-resonance projection P˜ associated with {Ψγ}γ is defined as
P˜ =
∑
γ
|Ψγ〉〈Ψγ|.
Remarks.
1. We will later see that leading coefficients of orthonormal resonance and
non-resonance bases form an orthonormal basis of CN , cf. (3.4), Theorems B.3
and B.7.
2. In contrast to the orthonormal bound and resonance projections, the or-
thogonal non-resonance projection does depend on choice of an orthonormal non-
resonance basis. We have not formulated orthogonality between resonance and
non-resonance bases, which should not be confused with the above remark. There
is a freedom of choice of coefficients of 1(α) for an orthonormal non-resonance basis.
An appropriate formulation is missing.
B.2 Regular threshold
Theorem B.2. Under the assumptions of Theorem 3.5 one has
G0 = G0,0 −G0,0vM
†
0v
∗G0,0, (B.1)
G1 = −P˜ , (B.2)
where P˜ is uniquely determined due to E = {0}.
Proof. We discuss as continuing from the proof of Theorem 3.5. By (5.7) and (5.6)
we obviously have
G0 = G0,0 −G0,0vM
−1
0 v
∗G0,0,
which verifies (B.1). The coefficient G1 can be computed by (5.7) and (5.6) as
G1 = G0,1 −G0,1vM
−1
0 v
∗G0,0 +G0,0vM
−1
0 M1M
−1
0 v
∗G0,0 −G0,0vM
−1
0 v
∗G0,1
=
(
I −G0,0vM
−1
0 v
∗
)
G0,1
(
I − vM−10 v
∗G0,0
)
.
Then, recalling the expression of G0,1 given by (2.15) and (2.11), we can write
G1 = −
N∑
α=1
|Ψα〉〈Ψα|; Ψα =
(
I −G0,0vM
−1
0 v
∗
)
n(α).
By Lemma 4.3 we have Ψα − n
(α) ∈ C1 ⊕ Lβ−2, so that it suffices to show that
Ψα ∈ E˜ . Let us decompose
Ψα = n
(α) −
N∑
γ=1
〈
Φ(γ), v∗n(α)
〉
Ψ(γ) + zM−10 v
∗n(α).
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Then by Proposition 4.1, since zM−10 v
∗n(α) ∈ E˜ , it suffices to show that
n(α) −
N∑
γ=1
〈
Φ(γ), v∗n(α)
〉
Ψ(γ) ∈ Cn ∩Ker V = Cn ∩Ker v∗,
but this is straightforward, cf. (4.2). Hence the expression (B.2) is obtained.
B.3 Exceptional threshold of the first kind
To state a theorem let us introduce some notation. Let {Ψγ} ⊂ E be an orthogonal
resonance basis. Set c
(γ)
α = −〈n(α), VΨγ〉, and then {c
(γ)} ⊂ CN is an orthonormal
system by Proposition 4.1. We take an orthonormal system {c(γ˜)} ⊂ CN such that
{c(γ)} ∪ {c(γ˜)} ⊂ CN is an orthonormal basis, and denote
1γ =
N∑
α=1
c(γ)α 1
(α), nγ =
N∑
α=1
c(γ)α n
(α), nγ˜ =
N∑
α=1
c(γ˜)α n
(α). (B.3)
Theorem B.3. Under the assumptions of Theorem 3.6 one has
G0 = G0,0 −PV G0,1 −G0,1V P
−
(
G0,0 − PV G0,1
)
vM †0v
∗
(
G0,0 −G0,1V P
)
+ PV G0,2V P,
(B.4)
G1 = −P˜ + PV G0,3V P + PV G0,2V PV G0,2V P
−
[
I −
(
G0,0 − PV G0,1
)
vM †0v
∗
](
I +G0,1V PV
)
G0,2V P
− PV G0,2
(
I + V PV G0,1
)[
I − vM †0v
∗
(
G0,0 −G0,1V P
)]
,
(B.5)
where P˜ is an orthogonal non-resonance projection associated with the orthonormal
non-resonance basis {Ψγ˜}γ˜ consisting of
Ψγ˜ =
[
I −
(
G0,0 −PV G0,1
)
vM †0v
∗
]
nγ˜
with the above notation. This in particular verifies the orthogonality (3.4).
Before the proof of Theorem B.3 let us remark that the above expressions (B.4)
and (B.5) can be computed further if we make use of the following lemma.
Lemma B.4. Under the assumptions of Theorem 3.6 one has
G0,0V P = −P, G0,1V P =
∑
γ
|nγ〉〈Ψγ|, (B.6)
and for j = 2, 3, . . . , β − 4
G0,jV P =
∑
γ
(∣∣G0,j−2(Ψγ − 1γ)〉〈Ψγ| − |G0,jH01γ〉〈Ψγ|), (B.7)
where {Ψα} ⊂ E is an orthonormal resonance basis.
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Proof. The formulas in (B.6) follow by Proposition 4.1 and (B.3). For the proof
of (B.7) it suffices to note that for any u ∈ (Lβ−2)∗
〈u,H0Ψγ〉 =
〈
H0u, (Ψγ − 1γ)
〉
+ 〈u,H01γ〉. (B.8)
We remark that, since Ψγ and u are not decaying at infinity, we may apply a
summation by parts only after we subtract the leading asymptotics of Ψγ as above.
Let us omit the proof of (B.8). Then (B.7) follows immediately by (B.8) and
(2.16).
Remarks B.5.
1. The formulas in (B.6) may be considered as special cases of (B.7).
2. Using Lemma B.4, we can further compute, for example, as
G0 = G0,0 −
∑
γ
(
|Ψγ〉〈nγ|+ |nγ〉〈Ψγ|
)
−
(
G0,0 −
∑
γ
|Ψγ〉〈nγ|
)
vM †0v
∗
(
G0,0 −
∑
γ
|nγ〉〈Ψγ|
)
+
∑
γ,γ′
cγγ′ |Ψγ〉〈Ψγ′|,
where {Ψα} ⊂ E is an orthonormal resonance basis and
cγγ′ =
1
2
δγγ′ −
〈
(Ψγ − 1γ), (Ψγ′ − 1γ′)
〉
−
〈
v∗nγ,M
†
0v
∗nγ′
〉
−
〈
1γ, (Ψγ′ − 1γ′)
〉
−
〈
(Ψγ − 1γ), 1γ′
〉
.
The corresponding expression for G1 would be much more complicated. We have
not found any particular advantage of writing down G1 in this form,
Proof of Theorem B.3. The discussion here is a continuation from the proof of
Theorem 3.6. Using (5.22) and (5.21) we first express G0 in terms of A∗ and B∗,
and then insert expressions for them:
G0 = G0,0 −G0,0vC−1v
∗G0,1 −G0,1vC−1v
∗G0,0 −G0,0vC0v
∗G0,0
= G0,0 −G0,0vA0v
∗G0,1 −G0,1vA0v
∗G0,0
−G0,0v
(
B0 +B0A0B1 +B1A0B0 +B0A1B0
)
v∗G0,0
= G0,0 −G0,0vm
†
0v
∗G0,1 −G0,1vm
†
0v
∗G0,0
−G0,0v
(
M †0 +Q−m
†
0M1(M
†
0 +Q)− (M
†
0 +Q)M1m
†
0 −m
†
0m1m
†
0
)
v∗G0,0.
We expand the parentheses above, and unfold m1 by (5.13), noting m0m
†
0 =
m†0m0 = Q:
G0 = G0,0 −G0,0vM
†
0v
∗G0,0 +G0,0vm
†
0M2m
†
0v
∗G0,0 −G0,0vm
†
0M1M
†
0M1m
†
0v
∗G0,0
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−G0,0vm
†
0v
∗G0,1 +G0,0vm
†
0M1M
†
0v
∗G0,0
−G0,1vm
†
0v
∗G0,0 +G0,0vM
†
0M1m
†
0v
∗G0,0.
Substitute the expressions m†0 = −Uv
∗PvU , which follows from (5.23), and Mj =
v∗G0,jv for j = 1, 2:
G0 = G0,0 −G0,0vM
†
0v
∗G0,0 +G0,0V PV G0,2V PV G0,0
−G0,0V PV G0,1vM
†
0v
∗G0,1V PV G0,0
+G0,0V PV G0,1 −G0,0V PV G0,1vM
†
0v
∗G0,0
+G0,1V PV G0,0 −G0,0vM
†
0v
∗G0,1V PV G0,0.
Now we apply Lemma B.4, and then we obtain (B.4).
Next we compute G1. By (5.22) and (5.21) we first write it in terms only of
A∗ and B∗, noting also B0A∗ = A∗B0 = A∗,
G1 = G0,1 −G0,1vC−1v
∗G0,1 −G0,0vC−1v
∗G0,2 −G0,2vC−1v
∗G0,0
−G0,0vC0v
∗G0,1 −G0,1vC0v
∗G0,0 −G0,0vC1v
∗G0,0
= G0,1 −G0,1vA0v
∗G0,1 −G0,0vA0v
∗G0,2 −G0,2vA0v
∗G0,0
−G0,0v(B0 + A0B1 +B1A0 + A1)v
∗G0,1
−G0,1v(B0 + A0B1 +B1A0 + A1)v
∗G0,0
−G0,0v(B1 +B1A0B1 + A0B2 +B2A0 + A1B1 +B1A1 + A2)v
∗G0,0.
Insert the expressions (5.18) and (5.20) for A∗ and B∗, and then use QM1Q = m0
and m0m
†
0 = m
†
0m0 = Q:
G1 = G0,1 −G0,1vm
†
0v
∗G0,1 −G0,0vm
†
0v
∗G0,2 −G0,2vm
†
0v
∗G0,0
−G0,0v
(
M †0 +Q−m
†
0M1(M
†
0 +Q)− (M
†
0 +Q)M1m
†
0 −m
†
0m1m
†
0
)
v∗G0,1
−G0,1v
(
M †0 +Q−m
†
0M1(M
†
0 +Q)− (M
†
0 +Q)M1m
†
0 −m
†
0m1m
†
0
)
v∗G0,0
−G0,0v
(
−(M †0 +Q)M1(M
†
0 +Q) + (M
†
0 +Q)M1m
†
0M1(M
†
0 +Q)
+m†0
[
−M2(M
†
0 +Q) +M1(M
†
0 +Q)M1(M
†
0 +Q)
]
+
[
−(M †0 +Q)M2 + (M
†
0 +Q)M1(M
†
0 +Q)M1
]
m†0
+m†0m1m
†
0M1(M
†
0 +Q) + (M
†
0 +Q)M1m
†
0m1m
†
0
−m†0m2m
†
0 +m
†
0m1m
†
0m1m
†
0
)
v∗G0,0
= G0,1 −G0,1vm
†
0v
∗G0,1 −G0,0vm
†
0v
∗G0,2 −G0,2vm
†
0v
∗G0,0
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−G0,0v
(
M †0 −Q−m
†
0M1M
†
0 −M
†
0M1m
†
0 −m
†
0m1m
†
0
)
v∗G0,1
−G0,1v
(
M †0 −Q−m
†
0M1M
†
0 −M
†
0M1m
†
0 −m
†
0m1m
†
0
)
v∗G0,0
−G0,0v
(
2m0 −M
†
0M1M
†
0 +M
†
0M1Q +QM1M
†
0 +M
†
0M1m
†
0M1M
†
0
−m†0M2M
†
0 −m
†
0M2Q +m
†
0M1M
†
0M1M
†
0 +m
†
0M1M
†
0M1Q
−M †0M2m
†
0 −QM2m
†
0 +M
†
0M1M
†
0M1m
†
0 +QM1M
†
0M1m
†
0
+m†0m1m
†
0M1M
†
0 +m
†
0m1m
†
0M1Q
+M †0M1m
†
0m1m
†
0 +QM1m
†
0m1m
†
0
−m†0m2m
†
0 +m
†
0m1m
†
0m1m
†
0
)
v∗G0,0.
Next we insert the expressions (5.13) and (5.14) for m1 and m2, and then use
Mj = v
∗G0,jv for j = 1, 2, 3. After some computations we obtain
G1 =
(
I −G0,0vM
†
0v
∗ +G0,0vm
†
0v
∗G0,1vM
†
0v
∗
)
·
(
G0,1 −G0,1vm
†
0v
∗G0,1
)(
I − vM †0v
∗G0,0 + vM
†
0v
∗G0,1vm
†
0v
∗G0,0
)
+G0,0vm
†
0v
∗G0,3vm
†
0v
∗G0,0 −G0,0vm
†
0v
∗G0,2vm
†
0v
∗G0,2vm
†
0v
∗G0,0
−
(
I −G0,0vM
†
0v
∗ +G0,0vm
†
0v
∗G0,1vM
†
0v
∗
)(
I −G0,1vm
†
0v
∗
)
G0,2vm
†
0v
∗G0,0
−G0,0vm
†
0v
∗G0,2
(
I − vm†0v
∗G0,1
)(
I − vM †0v
∗G0,0 + vM
†
0v
∗G0,1vm
†
0v
∗G0,0
)
.
Now we use m†0 = −Uv
∗PvU with Lemma B.4. It follows that
G1 =
(
I −G0,0vM
†
0v
∗ + PV G0,1vM
†
0v
∗
)
·
(
G0,1 +G0,1V PV G0,1
)(
I − vM †0v
∗G0,0 + vM
†
0v
∗G0,1V P
)
+ PV G0,3V P + PV G0,2V PV G0,2V P
−
(
I −G0,0vM
†
0v
∗ + PV G0,1vM
†
0v
∗
)(
I +G0,1V PV
)
G0,2V P
− PV G0,2
(
I + V PV G0,1
)(
I − vM †0v
∗G0,0 + vM
†
0v
∗G0,1V P
)
.
Finally let us set
T =
(
I −G0,0vM
†
0v
∗ + PV G0,1vM
†
0v
∗
)
·
(
G0,1 +G0,1V PV G0,1
)(
I − vM †0v
∗G0,0 + vM
†
0v
∗G0,1V P
)
,
for short. Let {Ψγ} ⊂ E be an orthonormal resonance basis, and define nγ and nγ˜
as in (B.3). By Lemma B.4 we have
G0,1 +G0,1V PV G0,1 = −
N∑
α=1
|n(α)〉〈n(α)|+
∑
γ
|nγ〉〈nγ| = −
∑
γ˜
|nγ˜〉〈nγ˜|,
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so that we can write
T = −
∑
γ˜
|Ψγ˜〉〈Ψγ˜|; Ψγ˜ =
(
I −G0,0vM
†
0v
∗ + PV G0,1vM
†
0v
∗
)
nγ˜ .
Hence it suffices to show that {Ψγ˜} is an orthonormal non-resonance basis. Since
Qv∗
(
G0,1 +G0,1V PV G0,1
)
= Qv∗
(
I −G0,1vm
†
0v
∗
)
G0,1 = 0,
we have Qv∗nγ˜ = 0, and hence
HΨγ˜ =
(
V − vM †0v
∗ − V G0,0vM
†
0v
∗
)
nγ˜ = vUQv
∗nγ˜ = 0.
This implies that Ψγ˜ ∈ E˜ . On the other hand, by Lemma 4.3 we have
Ψγ˜ − nγ˜ ∈ C1⊕ L
β−2.
Since E = {0} under the assumption, it follows that {Ψγ˜} ⊂ E˜ is an orthonormal
non-resonance basis. We are done.
B.4 Exceptional threshold of the second kind
Theorem B.6. Under the assumptions of Theorem 3.7 one has
G0 = (I − P)
(
G0,0 −G0,0vM
†
0v
∗G0,0
)
(1− P), (B.9)
G1 = −P˜ , (B.10)
where P˜ is uniquely determined due to E/E = {0}.
Remark. There is an error in [IJ2, Theorem III.6], which is corrected in the above
statement.
Proof. The discussion here continues from the proof of Theorem 3.7. By (5.34)
and (5.33) we can write, implementing B0A∗ = A∗B0 = A∗,
G0 = G0,0 −G0,0vC0v
∗G0,0 −G0,0vC−1v
∗G0,1 −G0,1vC−1v
∗G0,0
−G0,0vC−2v
∗G0,2 −G0,1vC−2v
∗G0,1 −G0,2vC−2v
∗G0,0
= G0,0
−G0,0v
(
B0 + A1 + A0B1 +B1A0 +B1A−1B1 + A−1B2 +B2A−1
)
v∗G0,0
−G0,0v
(
A0 + A−1B1 +B1A−1
)
v∗G1 −G0,1v
(
A0 + A−1B1 +B1A−1
)
v∗G0,0
−G0,0vA−1v
∗G0,2 −G0,1vA−1v
∗G0,1 −G0,2vA−1v
∗G0,0.
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Let us now use some vanishing relations coming from (5.27), (5.29), and (5.32):
G0 = G0,0 −G0,0v
(
B0 + A1 +B1A−1B1 + A−1B2 +B2A−1
)
v∗G0,0
−G0,0vA−1B1v
∗G0,1 −G0,1vB1A−1v
∗G0,0
−G0,0vA−1v
∗G0,2 −G0,2vA−1v
∗G0,0,
and then insert expressions for A∗ and B∗, using the explicit kernels of operators
and implementing (5.27) and (5.29). We omit some computations, to obtain
G0 = G0,0 −G0,0v
(
M †0 +Q−m
†
1m3m
†
1
−m†1M2(M
†
0 +Q)− (M
†
0 +Q)M2m
†
1
)
v∗G0,0
−G0,0vm
†
1v
∗G0,2 −G0,2vm
†
1v
∗G0,0.
Next we unfold m3. We use the expressions m3 = QM4Q−QM2M
†
0M2Q−m1m1
and QM2Q = m1 which holds under (5.29), and then
G0 = G0,0 −G0,0v(I −m
†
1M2)M
†
0 (I −M2m
†
1)v
∗G0,0
−G0,0v
(
Q+m†1m1m1m
†
1 −m
†
1m1 −m1m
†
1
)
v∗G0,0
−G0,0vm
†
1v
∗G0,2 −G0,2vm
†
1v
∗G0,0 +G0,0vm
†
1M4m
†
1v
∗G0,0.
Now we note that by (5.35) we have
m†1 = −Uv
∗
PvU (B.11)
and this operator is bijective as QK → QK. Hence we have
G0 = G0,0 − (G0,0 + PV G0,2)vM
†
0v
∗(G0,0 +G0,2V P)
+ PV G0,2 +G0,2V P+ PV G0,4V P
Furthermore, we make use of the identities V P = −H0P, PV = −PH0 and
H0G0,j = G0,jH0 = G0,j−2 for j = 2, 4. We can use the last identities directly
unlike in the proof of Lemma B.4, since bound eigenfunctions decay sufficiently
rapidly. Then it follows that
G0 = G0,0 − (G0,0 − PG0,0)vM
†
0v
∗(G0,0 −G0,0P)− PG0,0 −G0,0P+ PG0,0P
= (I − P)
[
G0,0 −G0,0vM
†
0v
∗G0,0
]
(1− P).
This verifies (B.9).
43
The computation of G1 in this case is very long, and we do not present all the
details. We only describe some of important steps. First by (5.34) we can write
G1, using only A∗ and B∗, as
G1 = G0,1
−G0,0vA−1v
∗G0,3 −G0,1vA−1v
∗G0,2 −G0,2vA−1v
∗G0,1 −G0,3vA−1v
∗G0,0
−G0,0v
(
A−1B1 +B1A−1 + A0
)
v∗G0,2
−G0,1v
(
A−1B1 +B1A−1 + A0
)
v∗G0,1
−G0,2v
(
A−1B1 +B1A−1 + A0
)
v∗G0,0
−G0,0v
(
B0 + A−1B2 +B1A−1B1 +B2A−1
)
v∗G0,1
−G0,1v
(
B0 + A−1B2 +B1A−1B1 +B2A−1
)
v∗G0,0
−G0,0v
(
B1 + A−1B3 +B1A−1B2 +B2A−1B1 +B3A−1
+ A0B2 +B1A0B1 +B2A0 + A1B1 +B1A1 + A2
)
v∗G0,0.
Then we insert the expressions of A∗ and B∗. If we implement some of vanishing
relations coming from (5.27), (5.29), and (5.32), we arrive at
G1 = G0,1 −G0,0vm
†
1v
∗G0,3 −G0,3vm
†
1v
∗G0,0
−G0,0v
(
M †0 −m
†
1M2M
†
0
)
v∗G0,1 −G0,1v
(
M †0 −M
†
0M2m
†
1
)
v∗G0,0
−G0,0v
[
−M †0M1M
†
0 +m
†
1(−M3M
†
0 +M2M
†
0M1M
†
0)
+ (−M †0M3 +M
†
0M1M
†
0M2)m
†
1 −m
†
1m4m
†
1
]
v∗G0,0.
If we insert (B.11) and
m4 = Q
[
M5 −M2(M
†
0 +Q)M3 −M3(M
†
0 +Q)M2 +M2M
†
0M1M
†
0M2Q
]
,
which holds especially in this case due to the vanishing relations implemented
above, we come to
G1 = G0,1 +G0,0V PV G0,3 +G0,3V PV G0,0
−G0,0
(
vM †0v
∗ + V PV G0,2vM
†
0v
∗
)
G0,1
−G0,1
(
vM †0v
∗ + vM †0v
∗G0,2V PV
)
G0,0
−G0,0
[
−vM †0v
∗G0,1vM
†
0v
∗ + V PV G0,3vM
†
0v
∗
− V PV G0,2vM
†
0v
∗G0,1vM
†
0v
∗ + vM †0v
∗G0,3V PV
− vM †0v
∗G0,1vM
†
0v
∗G0,2V PV − V PV G0,5V PV
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+ V PV G0,2vM
†
0v
∗G0,3V PV + V PV G0,3vM
†
0v
∗G0,2V PV
− V PV G0,2vM
†
0v
∗G0,1vM
†
0v
∗G0,2V PV
]
G0,0.
Use V P = −H0P, PV = −PH0 and (2.16), and then we obtain
G1 = (I − P)
(
I −G0,0vM
†
0v
∗
)
G0,1
(
I − vM †0v
∗G0,0
)
(I − P).
Let us set
Ψα = (I − P)
(
I −G0,0vM
†
0v
∗
)
n(α).
Then we can show, as in the proof of Theorem B.2, that Ψα − n
(α) ∈ 1 ⊕ Lβ−2,
and that Ψα ∈ E˜ . Hence {Ψα} ⊂ E˜ is an orthonormal non-resonance basis, and
the expression (B.10) is obtained. Hence we are done.
B.5 Exceptional threshold of the third kind
Theorem B.7. Under the assumptions of Theorem 3.8 one has
G0 = (I − P)
[
G0,0 −G0,0vm
†
0v
∗G0,1 −G0,1vm
†
0v
∗G0,0
−G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
(
I −G0,1vm
†
0v
∗
)
G0,0
+G0,0vm
†
0v
∗G0,2vm
†
0v
∗G0,0
+G0,0vm
†
0v
∗G0,0PG0,0vm
†
0v
∗G0,0
](
I − P
)
,
(B.12)
G1 = −P˜ + PV G0,3V P − PV G0,2vm
†
0v
∗G0,2V P
− (I − P)
[
I −G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
I −G0,1vm
†
0v
∗
)
G0,2V P
− PV G0,2
(
I − vm†0v
∗G0,1
)
·
[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)
G0,0
]
(I − P),
(B.13)
where P˜ is an orthogonal non-resonance projection associated with the orthonormal
non-resonance basis {Ψγ˜}γ˜ consisting of
Ψγ˜ = (I − P)
[
I −G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
nγ˜
with the notation from (B.3). This in particular verifies the orthogonality (3.4).
Remarks.
1. If we use (5.51) and (5.52), we can further rewrite the above formulas in
terms of the vectors of the form (B.3), but here we do not elaborate further, cf.
(B.5).
2. The formulas in Theorems B.2, B.3 and B.6 may of course be seen as special
cases of that in Theorem B.7.
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Proof. The discussion here is a continuation from the proof of Theorem 3.8. The
computations are very long, and we present only important steps, skipping details.
By (5.48),(5.47) and (5.46) we first write G0 in terms only of A∗, B∗, C∗, and then
use the identities B0C∗ = C∗B0 = C∗ and C0A∗ = A∗C0 = A∗:
G0 = G0,0 −G0,1vE−2v
∗G0,1 −G0,0vE−2v
∗G0,2 −G0,2vE−2v
∗G0,0
−G0,0vE−1v
∗G0,1 −G0,1vE−1v
∗G0,0 −G0,0vE0v
∗G0,0
= G0,0 −G0,1vA0v
∗G0,1 −G0,0vA0v
∗G0,2 −G0,2vA0v
∗G0,0
−G0,0v
(
C0 + A1 + A0C1 + C1A0 + A0B1 +B1A0
)
v∗G0,1
−G0,1v
(
C0 + A1 + A0C1 + C1A0 + A0B1 +B1A0
)
v∗G0,0
−G0,0v
(
B0 +B1A0B1 + A0B2 +B2A0
+
(
C0 + A1 + A0C1 + C1A0
)
B1 +B1
(
C0 + A1 + A0C1 + C1A0
)
+ C1 + C1A0C1 + A0C2 + C2A0 + A1C1 + C1A1 + A2
)
v∗G0,0.
Then we use (5.43), (5.20) and (5.45). After some computations, particularly
employing m0 = QM1Q, q0 = Sm1S and vanishing relations
Sv∗G0,1 = 0, SM1 = SB1 = Sm0 = Sm2S = 0 (B.14)
essentially due to (5.49), we have
G0 = G0,0 −G0,0vq
†
0v
∗G0,2 −G0,2vq
†
0v
∗G0,0
−G0,0v
(
I − q†0m1
)
m†0v
∗G0,1 −G0,1vm
†
0
(
I −m1q
†
0
)
v∗G0,0
−G0,0v
(
M †0 −Q− q
†
0M2M
†
0 − q
†
0M2Q−M
†
0M2q
†
0 −QM2q
†
0
−m†0M1M
†
0 + q
†
0m1m
†
0M1M
†
0 + q
†
0m1
−M †0M1m
†
0 +M
†
0M1m
†
0m1q
†
0 +m1q
†
0
−m†0m1m
†
0 + 2Sm1S +m
†
0m1q
†
0m1m
†
0 +m
†
0m1S + Sm1m
†
0
− q†0m2m
†
0 + q
†
0m1m
†
0m1m
†
0 + q
†
0m1m
†
0m1S
−m†0m2q
†
0 +m
†
0m1m
†
0m1q
†
0 + Sm1m
†
0m1q
†
0
+ q†0q1q
†
0m1m
†
0 + q
†
0q1 +m
†
0m1q
†
0q1q
†
0 + q1q
†
0
− q†0q2q
†
0 + q
†
0q1q
†
0q1q
†
0
)
v∗G0,0.
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We next use (5.41) and (B.14):
G0 = G0,0 −G0,0vq
†
0v
∗G0,2 −G0,2vq
†
0v
∗G0,0
−G0,0v
(
I − q†0m1
)
m†0v
∗G0,1 −G0,1vm
†
0
(
I −m1q
†
0
)
v∗G0,0
−G0,0v
(
M †0 −Q− q
†
0M2M
†
0 − q
†
0M2Q−M
†
0M2q
†
0 −QM2q
†
0
−m†0M1M
†
0 + q
†
0m1m
†
0M1M
†
0 + q
†
0m1
−M †0M1m
†
0 +M
†
0M1m
†
0m1q
†
0 +m1q
†
0
−m†0m1m
†
0 +m
†
0m1q
†
0m1m
†
0
− q†0m2m
†
0 + q
†
0m1m
†
0m1m
†
0 −m
†
0m2q
†
0 +m
†
0m1m
†
0m1q
†
0
− q†0m1m
†
0m1q
†
0m1m
†
0 −m
†
0m1q
†
0m1m
†
0m1q
†
0
− q†0m3q
†
0 + q
†
0m1m
†
0m2q
†
0 + q
†
0m2m
†
0m1q
†
0 − q
†
0m1m
†
0m1m
†
0m1q
†
0
+ q†0m1m
†
0m1q
†
0m1m
†
0m1q
†
0
)
v∗G0,0.
Insert (5.13)–(5.15) and use (B.14):
G0 = G0,0 −G0,0vq
†
0v
∗G0,2 −G0,2vq
†
0v
∗G0,0
−G0,0v
(
I − q†0M2
)
m†0v
∗G0,1 −G0,1vm
†
0
(
I −M2q
†
0
)
v∗G0,0
−G0,0v
(
M †0 − q
†
0M2M
†
0 −M
†
0M2q
†
0
−m†0M1M
†
0 + q
†
0M2m
†
0M1M
†
0 −M
†
0M1m
†
0 +M
†
0M1m
†
0M2q
†
0
−m†0M2m
†
0 +m
†
0M1M
†
0M1m
†
0 +m
†
0M2q
†
0M2m
†
0
− q†0M3m
†
0 + q
†
0M2M
†
0M1m
†
0 + q
†
0M2m
†
0M2m
†
0
− q†0M2m
†
0M1M
†
0M1m
†
0
−m†0M3q
†
0 +m
†
0M1M
†
0M2q
†
0 +m
†
0M2m
†
0M2q
†
0
−m†0M1M
†
0M1m
†
0M2q
†
0
− q†0M2m
†
0M2q
†
0M2m
†
0 −m
†
0M2q
†
0M2m
†
0M2q
†
0
− q†0M4q
†
0 + q
†
0M2M
†
0M2q
†
0
+ q†0M2m
†
0M3q
†
0 − q
†
0M2m
†
0M1M
†
0M2q
†
0 + q
†
0M3m
†
0M2q
†
0
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− q†0M2M
†
0M1m
†
0M2q
†
0 − q
†
0M2m
†
0M2m
†
0M2q
†
0
+ q†0M2m
†
0M1M
†
0M1m
†
0M2q
†
0 + q
†
0M2m
†
0M2q
†
0M2m
†
0M2q
†
0
)
v∗G0,0
= G0,0 +G0,0vq
†
0M4q
†
0v
∗G0,0 −G0,0vq
†
0v
∗G0,2 −G0,2vq
†
0v
∗G0,0
−G0,0v
(
I − q†0M2
)
M †0
(
I −M2q
†
0
)
v∗G0,0
−G0,0v
(
I − q†0M2
)
m†0M1M
†
0M1m
†
0
(
I −M2q
†
0
)
v∗G0,0
+G0,0v
(
I − q†0M2
)
m†0M2m
†
0
(
I −M2q
†
0
)
v∗G0,0
−G0,0v
(
I − q†0M2
)
m†0M2q
†
0M2m
†
0
(
I −M2q
†
0
)
v∗G0,0
−G0,0v
(
I − q†0M2
)
m†0
(
v∗G0,1 −M3q
†
0v
∗G0,0 −M1M
†
0
(
I −M2q
†
0
)
v∗G0,0
)
−
(
G0,1v −G0,0vq
†
0M3 −G0,0v
(
I − q†0M2
)
M †0M1
)
m†0
(
I −M2q
†
0
)
v∗G0,0.
Now we use Mj = v
∗G0,jv for j = 1, 2, 3, q
†
0 = −Uv
∗
PvU , V P = −H0P and
PV = −PH0:
G1 = (I − P)
(
G0,0 −G0,0vM
†
0v
∗G0,0 +G0,0vm
†
0v
∗G0,2vm
†
0v
∗G0,0
−G0,0vm
†
0v
∗G0,1vM
†
0v
∗G0,1vm
†
0v
∗G0,0
+G0,0vm
†
0v
∗G0,0PG0,0vm
†
0v
∗G0,0
−G0,0vm
†
0v
∗G0,1 −G0,1vm
†
0v
∗G0,0
+G0,0vm
†
0v
∗G0,1vM
†
0v
∗G0,0 +G0,0vM
†
0v
∗G0,1vm
†
0v
∗G0,0
)(
I − P
)
.
Hence we obtain (B.12).
Let us next compute G1. We proceed similarly to G0. By (5.48), (5.47) and
(5.46) we write G0 in terms only of A∗, B∗, C∗, noting B0C∗ = C∗B0 = C∗ and
C0A∗ = A∗C0 = A∗:
G1 = G0,1
−G0,0vE−2v
∗G0,3 −G0,3vE−2v
∗G0,0 −G0,1vE−2v
∗G0,2 −G0,2vE−2v
∗G0,1
−G0,1vE−1v
∗G0,1 −G0,0vE−1v
∗G0,2 −G0,2vE−1v
∗G0,0
−G0,0vE0v
∗G0,1 −G0,1vE0v
∗G0,0 −G0,0vE1v
∗G0,0
= G0,1 −G0,0vA0v
∗G0,3 −G0,3vA0v
∗G0,0 −G0,1vA0v
∗G0,2 −G0,2vA0v
∗G0,1
−G0,1v
(
C0 + A1 + A0C1 + C1A0 + A0B1 +B1A0
)
v∗G0,1
−G0,0v
(
C0 + A1 + A0C1 + C1A0 + A0B1 +B1A0
)
v∗G0,2
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−G0,2v
(
C0 + A1 + A0C1 + C1A0 + A0B1 +B1A0
)
v∗G0,0
−G0,0v
(
B0 +B1A0B1 + A0B2 +B2A0
+
(
C0 + A1 + A0C1 + C1A0
)
B1 +B1
(
C0 + A1 + A0C1 + C1A0
)
+ C1 + C1A0C1 + A0C2 + C2A0 + A1C1 + C1A1 + A2
)
v∗G0,1
−G0,1v
(
B0 +B1A0B1 + A0B2 +B2A0
+
(
C0 + A1 + A0C1 + C1A0
)
B1 +B1
(
C0 + A1 + A0C1 + C1A0
)
+ C1 + C1A0C1 + A0C2 + C2A0 + A1C1 + C1A1 + A2
)
v∗G0,0
−G0,0v
(
B1 + A0B3 +B3A0 +B1A0B2 +B2A0B1
+B1
(
C0 + A1 + A0C1 + C1A0
)
B1
+
(
C0 + A1 + A0C1 + C1A0
)
B2 +B2
(
C0 + A1 + A0C1 + C1A0
)
+
(
C1 + C1A0C1 + A0C2 + C2A0 + A1C1 + C1A1 + A2
)
B1
+B1
(
C1 + C1A0C1 + A0C2 + C2A0 + A1C1 + C1A1 + A2
)
+ C2 + A0C3 + C3A0 + C1A0C2 + C2A0C1 + C1A1C1
+ A1C2 + C2A1 + A2C1 + C1A2 + A3
)
v∗G0,0
We proceed similarly to G0, but formulas for G1 are extremely long, and let omit
most of the computation process. We use (5.43), (5.20), (5.45) for the expressions
of A∗, B∗ and C∗, and then substitute (5.13)–(5.16) and (5.41) for m∗ and q∗,
respectively. We also use (B.14) many times. As a result, we obtain
G1 = G0,1 −G0,0vq
†
0v
∗G0,3 −G0,3vq
†
0v
∗G0,0 −G0,1vm
†
0v
∗G0,1
−G0,0v
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
v∗G0,2
−G0,2v
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
v∗G0,0
−G0,0v
(
−q†0M3m
†
0 +
(
I − q†0M2
)(
I −m†0M1
)
M †0
(
I −M1m
†
0
)
−
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
M2m
†
0
)
v∗G0,1
−G0,1v
(
−m†0M3q
†
0 +
(
I −m†0M1
)
M †0
(
I −M1m
†
0
)(
I −M2q
†
0
)
−m†0M2
(
I − q†0M2
)
m†0
(
I −M2q
†
0
))
v∗G0,0
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−G0,0v
(
−(M †0 +Q)
(
M1 −M1m
†
0M1
)
(M †0 +Q)
+ (M †0 +Q)
(
M1 −M1m
†
0M1
)
(M †0 +Q)
·
(
M1m
†
0 +M2q
†
0 −M1m
†
0M2q
†
0
)
+
(
m†0M1 + q
†
0M2 − q
†
0M2m
†
0M1
)
· (M †0 +Q)
(
M1 −M1m
†
0M1
)
(M †0 +Q)
−
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
M2
(
I −m†0M1
)
(M †0 +Q)
− (M †0 +Q)
(
I −M1m
†
0
)
M2
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
− q†0M3
(
I −m†0M1
)
(M †0 +Q)− (M
†
0 +Q)
(
I −M1m
†
0
)
M3q
†
0
− q†0
(
m4 −m2m
†
0m2
)
q†0
−
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)(
m2 −m1m
†
0m1
)
·
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)
− q†0
(
m3 −m2m
†
0m1
)(
I − q†0m1
)
m†0
(
I −m1q
†
0
)
−
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)(
m3 −m1m
†
0m2
)
q†0
)
v∗G0,0
= G0,1 −G0,0vq
†
0v
∗G0,3 −G0,3vq
†
0v
∗G0,0 −G0,1vm
†
0v
∗G0,1
−G0,0v
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
v∗G0,2
−G0,2v
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
v∗G0,0
−G0,0v
(
−q†0M3m
†
0 +
(
I − q†0M2
)(
I −m†0M1
)
M †0
(
I −M1m
†
0
)
−
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
M2m
†
0
)
v∗G0,1
−G0,1v
(
−m†0M3q
†
0 +
(
I −m†0M1
)
M †0
(
I −M1m
†
0
)(
I −M2q
†
0
)
−m†0M2
(
I − q†0M2
)
m†0
(
I −M2q
†
0
))
v∗G0,0
−G0,0v
(
−M †0
(
M1 −M1m
†
0M1
)
M †0
+M †0
(
M1 −M1m
†
0M1
)
M †0
(
M1m
†
0 +M2q
†
0 −M1m
†
0M2q
†
0
)
+
(
m†0M1 + q
†
0M2 − q
†
0M2m
†
0M1
)
M †0
(
M1 −M1m
†
0M1
)
M †0
−
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
M2
(
I −m†0M1
)
M †0
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−M †0
(
I −M1m
†
0
)
M2
(
I − q†0M2
)
m†0
(
I −M2q
†
0
)
− q†0M3
(
I −m†0M1
)
M †0 −M
†
0
(
I −M1m
†
0
)
M3q
†
0
− q†0
[
M5 −M2M
†
0M3 −M3M
†
0M2 +M2M
†
0
(
M1 −M1m
†
0M1
)
M †0M2
−M3m
†
0M3 +M2M
†
0M1m
†
0M3 +M3m
†
0M1M
†
0M2
]
q†0
−
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)
·
[
M3 +M1M
†
0
(
M1 −M1m
†
0M1
)
M †0M1 −M2m
†
0M2
−M1M
†
0
(
I −M1m
†
0
)
M2 −M2
(
I −m†0M1
)
M †0M1
]
·
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)
− q†0
[
M4 −M2M
†
0
(
I −M1m
†
0
)
M2 −M3
(
I −m†0M1
)
M †0M1
+M2M
†
0
(
I −M1m
†
0
)
M1M
†
0M1 −M3m
†
0M2
]
·
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)
−
(
I − q†0m1
)
m†0
(
I −m1q
†
0
)
·
[
M4 −M1M
†
0
(
I −M1m
†
0
)
M3 −M2
(
I −m†0M1
)
M †0M2
+M1M
†
0M1
(
I −m†0M1
)
M †0M2 −M2m
†
0M3
]
q†0
)
v∗G0,0
We rewrite it in terms of G0,∗, using Mj = v
∗G0,jv for j = 1, . . . , 5:
G1 =
[
I −G0,0
(
I − vq†0v
∗G0,2
)(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
G0,1 −G0,1vm
†
0v
∗G0,1
)[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)(
I −G0,2vq
†
0v
∗
)
G0,0
]
−G0,0
[(
I − vq†0G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
G0,2 + vq
†
0v
∗G0,3
]
· vm†0v
∗
[
G0,2
(
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
+G0,3vq
†
0v
∗
]
G0,0
+G0,0
(
I − vq†0G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
·G0,3
(
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
G0,0
+G0,0vq
†
0v
∗G0,5vq
†
0v
∗G0,0
+G0,0vq
†
0v
∗G0,4
(
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
G0,0
+G0,0
(
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
G0,4vq
†
0v
∗G0,0
−G0,0
(
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
G0,2
(
I − vm†0v
∗G0,1
)
·
[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)(
I −G0,2vq
†
0v
∗
)
G0,0
]
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−
[
I −G0,0
(
I − vq†0v
∗G0,2
)(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
I −G0,1vm
†
0v
∗
)
G0,2
(
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
G0,0
−G0,0vq
†
0v
∗G0,3
(
I − vm†0v
∗G0,1
)
·
[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)(
I −G0,2vq
†
0v
∗
)
G0,0
]
−
[
I −G0,0
(
I −G0,0vq
†
0v
∗G0,2
)(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
I −G0,1vm
†
0v
∗
)
G0,3vq
†
0v
∗G0,0.
Use (
I − vq†0v
∗G0,2
)
vm†0v
∗
(
I −G0,2vq
†
0v
∗
)
= −V PV, vq†0v
∗ = −V PV, (B.15)
and then it follows that
G1 =
[
I −G0,0
(
I + V PV G0,2
)(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
G0,1 −G0,1vm
†
0v
∗G0,1
)[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)(
I +G0,2V PV
)
G0,0
]
−
(
PV G0,2 + PV G0,3
)
vm†0v
∗
(
G0,2V P +G0,3V P
)
+ PV G0,3V P + PV G0,5V P+ PV G0,4V P + PV G0,4V P
−
(
PV G0,2 + PV G0,3
)(
I − vm†0v
∗G0,1
)
·
[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)(
I −G0,2vq
†
0v
∗
)
G0,0
]
−
[
I −G0,0
(
I − vq†0v
∗G0,2
)(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
I −G0,1vm
†
0v
∗
)(
G0,2V P +G0,3V P
)
= (I − P)
[
I −G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
G0,1 −G0,1vm
†
0v
∗G0,1
)[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)
G0,0
]
(I − P)
+ PV G0,3V P − PV G0,2vm
†
0v
∗G0,2V P
− (I − P)
[
I −G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
](
I −G0,1vm
†
0v
∗
)
G0,2V P
− PV G0,2
(
I − vm†0v
∗G0,1
)[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)
G0,0
]
(I − P).
We finally set
T = (I − P)
[
I −G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
·
(
G0,1 −G0,1vm
†
0v
∗G0,1
)[
I − vM †0v
∗
(
I −G0,1vm
†
0v
∗
)
G0,0
]
(I − P).
For that we basically follows the lines of the proof of Theorem B.3. Take an
orthonormal resonance basis {Ψγ} ⊂ E , and let nγ and nγ˜ be defined as in (B.3).
Then, due to (B.15), we have
G0,1 −G0,1vm
†
0v
∗G0,1 = −
n∑
α=1
|n(α)〉〈n(α)|+
∑
γ
|nγ〉〈nγ| = −
∑
γ˜
|nγ˜〉〈nγ˜|,
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so that we can write
T = −
∑
γ˜
|Ψγ˜〉〈Ψγ˜|
with
Ψγ˜ = (I − P)
[
I −G0,0
(
I − vm†0v
∗G0,1
)
vM †0v
∗
]
nγ˜ .
Since
Qv∗
(
G0,1 −G0,1vm
†
0v
∗G0,1
)
= Q
(
I − v∗G0,1vm
†
0
)
v∗G0,1
=
(
Q− (Q− S)
)
v∗G0,1
= 0,
we have Qv∗nγ˜ = 0. We also note that HG0,0vm
†
0 = 0. Then it follows that
HΨγ˜ = vUQv
∗nγ˜ = 0,
and this implies that Ψγ˜ ∈ E˜ . On the other hand, by Lemma 4.3 we have
Ψγ˜ − nγ˜ ∈ C1⊕ L
β−2.
The basis {Ψγ˜} ⊂ E˜ is obviously orthogonal to E. Hence {Ψγ˜} ⊂ E˜ forms an
orthonormal non-resonance basis. We are done.
C Modification of [IJ1, Lemma 4.16]
In this appendix we present a modified version of [IJ1, Lemma 4.16], which was
needed in the proof of Lemma 5.2. Here we discuss only on Z, not on the graph G,
and the notation is independent of the other parts of the paper. We rather follow
the convention of [IJ1].
We define 1 : Z→ C, n : Z→ C and n2 : Z→ C by
1[m] = 1, n[m] = m and n2[m] = m2
for m ∈ Z, respectively. We also define the operators G00 and G
0
2 by the operator
kernels
G00[n,m] = −
1
2
|n−m| and G02[n,m] = −
1
12
|n−m|3 + 1
12
|n−m|,
respectively.
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Lemma C.1. Let u1, u2 ∈ ℓ
1,4(Z) satisfy
〈1, u1〉 = 〈n, u1〉 = 〈n
2, u1〉 = 〈1, u2〉 = 0. (C.1)
Then G00u1 ∈ ℓ
1,2(Z), G00u2 ∈ C1⊕ ℓ
1,2(Z), and
〈u2, G
0
2u1〉 = −〈G
0
0u2, G
0
0u1〉. (C.2)
Proof. We can prove the assertion along the proof of [IJ1, Lemma 4.16]. Instead
of [IJ1, (4.37)], we can make use of the values
uˆ1(0) = uˆ
′
1(0) = uˆ
′′
1(0) = uˆ2(0) = 0.
Then modifications of the proof are not difficult. We omit the detail.
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