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Abstract—Energy statistics was proposed by Sze´kely in the 80’s inspired by Newton’s gravitational potential in classical mechanics,
and it provides a model-free hypothesis test for equality of distributions. In its original form, energy statistics was formulated in
Euclidean spaces. More recently, it was generalized to metric spaces of negative type. In this paper, we consider a formulation for the
clustering problem using a weighted version of energy statistics in spaces of negative type. We show that this approach leads to a
quadratically constrained quadratic program in the associated kernel space, establishing connections with graph partitioning problems
and kernel methods in unsupervised machine learning. To find local solutions of such an optimization problem, we propose an
extension of Hartigan’s method to kernel spaces. Our method has the same computational cost as kernel k-means algorithm, which is
based on Lloyd’s heuristic, but our numerical results show an improved performance, especially in high dimensions.
Index Terms—Clustering, Energy Statistics, Kernel Methods.
F
1 INTRODUCTION
ENERGY STATISTICS [1], [2] is based on a notion of statis-tical potential energy between probability distributions,
in close analogy to Newton’s gravitational potential in clas-
sical mechanics. When probability distributions are differ-
ent, the “statistical potential energy” diverges as sample size
increases, while tends to a nondegenerate limit distribution
when probability distributions are equal. Thus, it provides
a model-free hypothesis test for equality of distributions
which is achieved under minimum energy.
Energy statistics has been applied to several goodness-
of-fit hypothesis tests, multi-sample tests of equality of
distributions, analysis of variance [3], nonlinear depen-
dence tests through distance covariance and distance cor-
relation [4], which generalizes the Pearson correlation co-
efficient, and hierarchical clustering by extending Ward’s
method of minimum variance [5]; see [1], [2] for an overview
of energy statistics and its applications. Moreover, in Eu-
clidean spaces, an application of energy statistics to cluster-
ing was recently proposed [6] and the method was named
k-groups.
In its original formulation, energy statistics has a com-
pact representation in terms of expectations of pairwise
Euclidean distances, providing straightforward empirical
estimates. More recently, the notion of distance covariance
was further generalized from Euclidean spaces to metric
spaces of negative type [7]. Furthermore, the link between
energy distance based tests and kernel based tests has been
recently established [8] through an asymptotic equivalence
between generalized energy distances and maximum mean
discrepancies (MMD), which are distances between embed-
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dings of distributions in reproducing kernel Hilbert spaces
(RKHS). Even more recently, generalized energy distances
and kernel methods have been demonstrated to be exactly
equivalent, for all finite samples [9]. This equivalence imme-
diately relates energy statistics to kernel methods often used
in machine learning and form the basis of our approach in
this paper.
Clustering is an important unsupervised learning prob-
lem and has a long history in statistics and machine learn-
ing, making it impossible to mention all important contri-
butions in a short space. Perhaps, the most used method
is k-means [10]–[12], which is based on Lloyd’s heuristic
[10] of iteratively computing the means of each cluster and
then assigning points to the cluster with closest center. The
only statistical information about each cluster comes from
its mean, making the method sensitive to outliers. Neverthe-
less, k-means works very well when data is linearly separa-
ble in Euclidean space. Gaussian mixture models (GMM) is
another very common approach, providing more flexibility
than k-means; however, it still makes strong assumptions
about the distribution of the data.
To account for nonlinearities, kernel methods were intro-
duced [13], [14]. A Mercer kernel [15] is used to implicitly
map data points to a RKHS, then clustering can be per-
formed in the associated Hilbert space by using its inner
product. However, the kernel choice remains the biggest
challenge since there is no principled theory to construct
a kernel for a given dataset, and usually a kernel introduces
hyperparameters that need to be carefully chosen. A well-
known kernel based clustering method is kernel k-means,
which is precisely k-means formulated in the feature space
[14]. Furthermore, kernel k-means algorithm [16], [17] is still
based on Loyd’s heuristic. We refer the reader to [18] for a
survey of clustering methods.
Besides Lloyd’s approach to clustering there is an old
heuristic due to Hartigan [19], [20] that goes as follows: for
each data point, simply assign it to a cluster in an optimal
way such that a loss function is minimized. While Lloyd’s
method only iterates if some cluster contains a point that
is closer to the mean of another cluster, Hartigan’s method
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2may iterate even if that is not the case, and moreover, it
takes into account the motion of the means resulting from
the reassignments. In this sense, Hartigan’s method may
potentially escape local minima of Lloyd’s method. In the
Euclidean case, this was shown to be the case [21]. Moreover,
the advantages of Hartigan’s over Lloyd’s method was
verified empirically [21], [22]. However, although it was
observed to be as fast as Lloyd’s method, no complexity
analysis was provided.
Contributions
Although k-groups considers clustering from energy statis-
tics in the particular Euclidean case [6], the precise optimiza-
tion problem behind this approach remains obscure, as well
as the connection with other methods in machine learning.
The main theoretical contribution of this paper is to fill
these gaps, which we do in more generality. For instance,
our approach is not limited to the Euclidean case but holds
for general arbitrary spaces of negative type. Moreover,
we also consider a weighted version of energy statistics.
Our approach reveals connections between energy statistics
based clustering and existing methods such as kernel k-
means and graph partitioning problems.
Another contribution of this paper is to extend Harti-
gan’s method to kernel spaces. To the best of our knowledge,
such an extension was not previously considered. Since
this approach was motivated by energy statistics and [6]
considered the Euclidean case, we call the proposed method
kernel k-groups. We show that kernel k-groups has the same
complexity as kernel k-means algorithm, however, our nu-
merical results provide compelling evidence that kernel
k-groups is more accurate and robust, especially in high
dimensions.
Using the standard kernel defined by energy statistics,
our experiments illustrate that kernel k-groups is able to
perform accurately on data coming from very different
distributions, contrary to k-means and GMM, for instance.
More specifically, our method performs closely to k-means
and GMM on normally distributed data, while it is sig-
nificantly better on data that is not normally distributed.
Its superiority in high dimensions is striking, being more
accurate than k-means and GMM even in Gaussian settings.
We also illustrate the advantages of kernel k-groups on real
data.
2 REVIEW OF ENERGY STATISTICS AND RKHS
In this section, we introduce the main concepts from energy
statistics and its relation to RKHS which form the basis of
our work. For more details we refer to [1] and [7], [8].
Consider random variables in RD such that X,X ′ iid∼ P
and Y, Y ′ iid∼ Q, where P and Q are cumulative distribution
functions with finite first moments. The quantity
E(P,Q) ≡ 2E‖X − Y ‖ − E‖X −X ′‖ − E‖Y − Y ′‖, (1)
called energy distance [1], is rotationally invariant and non-
negative, E(P,Q) ≥ 0, where equality to zero holds if
and only if P = Q. Above, ‖ · ‖ denotes the Euclidean
norm in RD. Energy distance provides a characterization of
equality of distributions, and E1/2 is a metric on the space
of distributions.
The energy distance can be generalized as, for instance,
Eα(P,Q) ≡ 2E‖X−Y ‖α−E‖X−X ′‖α−E‖Y −Y ′‖α (2)
where 0 < α ≤ 2. This quantity is also nonnegative,
Eα(P,Q) ≥ 0. Furthermore, for 0 < α < 2 we have that
Eα(P,Q) = 0 if and only if P = Q, while for α = 2
we have E2(P,Q) = 2‖E(X) − E(Y )‖2 which shows that
equality to zero only requires equality of the means, and
thus E2(P,Q) = 0 does not imply equality of distributions.
The energy distance can be even further generalized. Let
X,Y ∈ X where X is an arbitrary space endowed with a
semimetric of negative type ρ : X × X → R, which is required
to satisfy
n∑
i,j=1
cicjρ(Xi, Xj) ≤ 0, (3)
where Xi ∈ X and ci ∈ R such that
∑n
i=1 ci = 0. Then, X is
called a space of negative type. We can thus replace RD by X
and ‖X − Y ‖ by ρ(X,Y ) in the definition (1), obtaining the
generalized energy distance
E(P,Q) ≡ 2Eρ(X,Y )− Eρ(X,X ′)− Eρ(Y, Y ′). (4)
For spaces of negative type, there exists a Hilbert space H
and a map ϕ : X → H such that ρ(X,Y ) = ‖ϕ(X) −
ϕ(Y )‖2H. This allows us to compute quantities related to
probability distributions over X in the associated Hilbert
space H. Even though the semimetric ρ may not satisfy the
triangle inequality, ρ1/2 does since it can be shown to be a
proper metric. Our energy clustering formulation, proposed
in the next section, will be based on the generalized energy
distance (4).
There is an equivalence between energy distance, com-
monly used in statistics, and distances between embeddings
of distributions in RKHS, commonly used in machine learn-
ing. This equivalence was established in [8]. Let us first
recall the definition of RKHS. Let H be a Hilbert space of
real-valued functions over X . A function K : X × X → R
is a reproducing kernel of H if it satisfies the following two
conditions:
1) hx ≡ K(·, x) ∈ H for all x ∈ X ;
2) 〈hx, f〉H = f(x) for all x ∈ X and f ∈ H.
In other words, for any x ∈ X and any function f ∈ H,
there is a unique hx ∈ H that reproduces f(x) through the
inner product of H. If such a kernel function K exists, then
H is called a RKHS. The above two properties immediately
imply that K is symmetric and positive definite. Defining
the Gram matrix G with elements Gij = K(xi, xj), this
is equivalent to G = G> being positive semidefinite, i.e.,
v>Gv ≥ 0 for any vector v ∈ Rn.
The Moore-Aronszajn theorem [23] establishes the con-
verse of the above paragraph. For every symmetric and
positive definite function K : X × X → R, there is an
associated RKHS,HK , with reproducing kernel K . The map
ϕ : x 7→ hx ∈ HK is called the canonical feature map.
Given a kernel K , this theorem enables us to define an
embedding of a probability measure P into the RKHS as
follows: P 7→ hP ∈ HK such that
∫
f(x)dP (x) = 〈f, hP 〉
for all f ∈ HK , or alternatively, hP ≡
∫
K( · , x)dP (x).
3We can now introduce the notion of distance between two
probability measures using the inner product of HK , which
is called the maximum mean discrepancy (MMD) and is
given by
γK(P,Q) ≡ ‖hP − hQ‖HK . (5)
This can also be written as [24]
γ2K(P,Q) = EK(X,X
′) + EK(Y, Y ′)− 2EK(X,Y ) (6)
where X,X ′ iid∼ P and Y, Y ′ iid∼ Q. From the equality
between (5) and (6) we also have 〈hP , hQ〉HK = EK(X,Y ).
The following important result shows that semimetrics
of negative type and symmetric positive definite kernels are
closely related [25]. Let ρ : X × X → R and x0 ∈ X an
arbitrary but fixed point. Define
K(x, y) ≡ 12 [ρ(x, x0) + ρ(y, x0)− ρ(x, y)] . (7)
Then, it can be shown that K is positive definite if and
only if ρ is a semimetric of negative type. We have a family
of kernels, one for each choice of x0. Conversely, if ρ is a
semimetric of negative type and K is a kernel in this family,
then
ρ(x, y) = K(x, x) +K(y, y)− 2K(x, y)
= ‖hx − hy‖2HK
(8)
and the canonical feature map ϕ : x 7→ hx is injective
[8]. When these conditions are satisfied, we say that the
kernel K generates the semimetric ρ. If two different kernels
generate the same ρ, they are said to be equivalent kernels.
Now we can state the equivalence between the gener-
alized energy distance (4) and inner products on RKHS,
which is one of the main results of [8]. If ρ is a semimetric
of negative type and K a kernel that generates ρ, then
replacing (8) into (4), and using (6), yields
E(P,Q) = 2 [EK(X,X ′) + EK(Y, Y ′)− 2EK(X,Y )]
= 2γ2K(P,Q).
(9)
Due to (5), we can compute the energy distance E(P,Q) be-
tween two probability distributions using the inner product
of HK .
Finally, let us recall the main formulas from generalized
energy statistics for the test statistic of equality of distri-
butions [1]. Assume that we have data X = {x1, . . . , xn},
where xi ∈ X , and X is a space of negative type. Consider
a disjoint partition X =
⋃k
j=1 Cj , with Ci ∩ Cj = ∅. Each
expectation in the generalized energy distance (4) can be
computed through the function
g(Ci, Cj) ≡ 1
ninj
∑
x∈Ci
∑
y∈Cj
ρ(x, y), (10)
where ni = |Ci| is the number of elements in partition Ci.
The within energy dispersion is defined by
W ≡
k∑
j=1
nj
2
g(Cj , Cj), (11)
and the between-sample energy statistic is defined by
S ≡
∑
1≤i<j≤k
ninj
2n
[2g(Ci, Cj)− g(Ci, Ci)− g(Cj , Cj)] , (12)
where n =
∑k
j=1 nj . Given a set of distributions {Pj}kj=1,
where x ∈ Cj if and only if x ∼ Pj , the quantity S
provides a test statistic for equality of distributions [1].
When the sample size is large enough, n → ∞, under the
null hypothesis H0 : P1 = P2 = · · · = Pk, we have that
S → 0, and under the alternative hypothesis H1 : Pi 6= Pj
for at least two i 6= j, we have that S →∞.
3 THE CLUSTERING PROBLEM FORMULATION
This section contains our main theoretical results. First, we
generalize the previous formulas from energy statistics by
introducing weights associated to data points. Second, we
formulate an optimization problem for clustering in the
associated RKHS, making connection with kernel methods
in machine learning.
Let w(x) be a weight function associated to point x ∈ X
and define
g(Ci, Cj) ≡ 1
sisj
∑
x∈Ci
∑
y∈Cj
w(x)w(y)ρ(x, y), (13)
where
si ≡
∑
x∈Ci
w(x), s ≡
k∑
j=1
sj . (14)
The weighted version of the within energy dispersion and
between-sample energy statistic are thus given by
W ≡
k∑
j=1
sj
2
g(Cj , Cj), (15)
S ≡
∑
1≤i<j≤k
sisj
2s
[2g(Ci, Cj)− g(Ci, Ci)− g(Cj , Cj)] . (16)
Note that if w(x) = 1 for every x we recover the previous
formulas.
Due to the test statistic for equality of distributions, the
obvious criterion for clustering data is to maximize S in (16),
which makes each cluster as different as possible from the
other ones. In other words, given a set of points coming from
different probability distributions, the test statistic S should
attain a maximum when each point is correctly classified
as belonging to the cluster associated to its probability
distribution. The following result shows that maximizing
S is, however, equivalent to minimizing W in (15).
Lemma 1. Let X = {x1, . . . , xn} where each data point xi lives
in a space X endowed with a semimetric ρ : X × X → R of
negative type. For a fixed integer k, the partition X =
⋃k
j=1 C?j ,
where C?i ∩ C?j = ∅ for all i 6= j, maximizes the between-sample
statistic S, defined in equation (16), if and only if
{C?1 , . . . , C?k} = arg minC1,...,Ck
W (C1, . . . , Ck), (17)
where the within energy dispersion W is defined by (15).
4Proof. From (15) and (16) we have that
S +W
=
1
2s
k∑
i,j=1
i 6=j
sisjg(Ci, Cj) + 1
2s
k∑
i=1
[
s−
k∑
j=1
j 6=i
sj
]
sig(Ci, Ci)
=
1
2s
k∑
i,j=1
sisjg(Ci, Cj)
=
1
2s
∑
x∈X
∑
y∈X
w(x)w(y)ρ(x, y)
=
s
2
g(X,X). (18)
Since g(X,X) is independent of the choice of partition,
max{Ci} S = −max{Ci}W = min{Ci}W , as claimed.
For a given k, the clustering problem amounts to finding
the best partitioning of the data by minimizing W . In the
current form of problem (17), the relationship with other
clustering methods or kernel spaces is totally obscure. In the
following, we demonstrate what is the explicit optimization
problem behind (17) in the corresponding RKHS, which
establishes the connection with kernel methods.
Based on the relationship between kernels and semimet-
rics of negative type, assume that the kernel K : X ×X → R
generates ρ. Define the Gram matrix
G ≡
K(x1, x1) · · · K(x1, xn)... . . . ...
K(xn, x1) · · · K(xn, xn)
 . (19)
Let Z ∈ {0, 1}n×k be the label matrix, with only one nonva-
nishing entry per row, indicating to which cluster (column)
each point (row) belongs to. This matrix satisfies Z>Z = D,
where the diagonal matrix D = diag(n1, . . . , nk) contains
the number of points in each cluster. We also introduce the
rescaled matrix Y below. In component form they are
Zij ≡
{
1 if xi ∈ Cj
0 otherwise
, Yij ≡
{
1√
sj
if xi ∈ Cj
0 otherwise
. (20)
Throughout the paper, we use the notation Mi• to denote
the ith row of a matrix M , and M•j denotes its jth column.
We also define the following:
W ≡ diag(w1, . . . , wn), H ≡ W1/2Y, ω ≡ We, (21)
where wi = w(xi) is the weight associated to point xi, and
e = (1, . . . , 1)> ∈ Rn is the all-ones vector.
Our next result shows that the optimization problem (17)
is NP-hard since it is a quadratically constrained quadratic
program (QCQP) in the associated RKHS.
Theorem 2. The optimization problem (17) is equivalent to
max
H
Tr
[
H>
(
W1/2GW1/2
)
H
]
such that H ≥ 0, H>H = I , HH>ω = ω,
(22)
where G is the Gram matrix (19) and the other quantities are
defined in (21).
Proof. From (8), (13), and (15) we have
W =
k∑
j=1
1
2sj
∑
x,y∈Cj
w(x)w(y)ρ(x, y)
=
k∑
j=1
∑
x∈Cj
[
w(x)K(x, x)− 1
sj
∑
y∈Cj
w(x)w(y)K(x, y)
]
.
(23)
Note that the first term is global so it does not contribute to
the optimization problem. Therefore, problem (17) becomes
max
C1,...,Ck
k∑
j=1
1
sj
∑
x,y∈Cj
w(x)w(y)K(x, y). (24)
Using the definitions (20) and (21), the previous objective
function can be written as
k∑
j=1
1
sj
n∑
p=1
n∑
q=1
wpwqZpjZqjGpq
=
k∑
j=1
n∑
p=1
n∑
q=1
Z>jp
√
wp√
sj
w1/2p Gpqw
1/2
q
√
wqZqj√
sj
=
k∑
j=1
(
H>W1/2GW1/2H
)
jj
= Tr
[
H>W1/2GW1/2H
]
.
(25)
Now it remains to obtain the constraints. Note that
Hij ≥ 0 by definition, and
(H>H)ij =
n∑
`=1
Y`iW``Y`j
=
1√
si
√
sj
n∑
`=1
w`Z`iZ`j
=
δij
si
n∑
`=1
w`Z`i
= δij
(26)
where δij = 1 if i = j and δij = 0 if i 6= j is the Kronecker
delta. Therefore, H>H = I . This is a constraint on the rows
of H . To obtain a constraint on its columns, observe that(
H>H
)
pq
=
√
wpwq
k∑
j=1
ZpjZqj
sj
=

√
wpwq
si
if both xp, xq ∈ Ci,
0 otherwise.
(27)
Therefore, (H>HW1/2)pq = √wp wqs−1i if both points xp
and xq belong to the same cluster, which we denote by Ci
for some i ∈ {1, . . . , k}, and (H>HW1/2)pq = 0 otherwise.
Thus, the pth line of this matrix is nonzero only on entries
corresponding to points that are in the same cluster as
xp. If we sum over the columns of this line we obtain√
wps
−1
i
∑n
q=1 wqZqi =
√
wp, or equivalently
HH>W1/2e =W1/2e. (28)
From (21) this gives HH>ω = ω, finishing the proof.
5The optimization problem (22) is nonconvex, besides
being NP-hard, thus a direct approach is computationally
prohibitive even for small datasets. However, one can find
approximate solutions by relaxing some of the constraints.
For instance, consider the relaxed problem
max
H
Tr
[
H>G˜H
]
such that H>H = I, (29)
where G˜ ≡ W1/2GW1/2. This problem has a well-known
closed form solution H? = UR, where the columns of
U ∈ Rn×k contain the top k eigenvectors of G˜ correspond-
ing to the k largest eigenvalues, λ1 ≥ λ2 ≥ . . . ≥ λk,
and R ∈ Rk×k is an arbitrary orthogonal matrix. The
resulting optimal objective function assumes the value
max Tr
[
H?>G˜H?
]
=
∑k
i=1 λi. Spectral clustering is based
on this approach, where one further normalize the rows of
H?, then cluster the resulting rows as data points using any
clustering method such as k-means. A procedure on these
lines was proposed in the seminal papers [26], [27].
3.1 Connection with Graph Partitioning
We now show how graph partitioning problems are related
to the energy statistics formulation leading to problem (22).
Consider a graph G = (V, E ,A), where V is the set of
vertices, E the set of edges, and A is an affinity matrix
which measures the similarities between pairs of nodes.
Thus, Aij 6= 0 if (i, j) ∈ E , and Aij = 0 otherwise. We
also associate weights to every vertex, wi = w(i) for i ∈ V ,
and let sj =
∑
i∈Cj wi, where Cj ⊆ V is one partition of V .
Let
links(C`, Cm) ≡
∑
i∈C`
j∈Cm
Aij . (30)
Our goal is to partition the set of vertices V into k disjoint
subsets, V = ⋃kj=1 Cj . The generalized ratio association
problem is given by
max
Ci,...,Ck
k∑
j=1
links(Cj , Cj)
sj
(31)
and maximizes the within cluster association. The general-
ized ratio cut problem
min
Ci,...,Ck
k∑
j=1
links(Cj ,V \ Cj)
sj
(32)
minimizes the cut between clusters. Both problems (31) and
(32) are equivalent, in analogous way as minimizing (15)
is equivalent to maximizing (16), as shown in Lemma 1.
Here, this equivalence is a consequence of the equality
links(Cj ,V \Cj) = links(Cj ,V)− links(Cj , Cj). Several graph
partitioning methods [26], [28]–[30] can be seen as a partic-
ular case of problems (31) or (32).
Consider the ratio association problem (31), whose ob-
jective function can be written as
k∑
j=1
1
sj
∑
p∈Cj
∑
q∈Cj
Apq =
k∑
j=1
n∑
p=1
n∑
q=1
Z>jp√
sj
Apq Zqj√
sj
= Tr
[
Y >AY ],
(33)
where we recall that Z is defined in (20) and Y is defined in
(21). Therefore, the ratio association problem can be written
in the form (22), i.e.,
max
H
Tr
[
H>W−1/2AW−1/2H
]
such that H ≥ 0, H>H = I , HH>ω = ω.
(34)
This is exactly the same as (22) with G = W−1AW−1.
Assuming that this matrix is positive semidefinite, this
generates a semimetric (8) for graphs given by
ρ(i, j) =
Aii
w2i
+
Ajj
w2j
− 2Aij
wiwj
(35)
for vertices i, j ∈ V . If we assume the graph has no self-
loops we must replace Aii = 0 above. The weight of node
i ∈ V can be, for instance, its degree wi = w(i) = d(i).
3.2 Connection with Kernel k-Means
We now show that kernel k-means optimization problem
[16], [17] is also related to the previous energy statistics
formulation to clustering. To be precise, we consider a
weighted generalization of kernel k-means.
For a positive semidefinite Gram matrix G, as defined in
(19), there exists a map ϕ : X → HK such that
K(x, y) = 〈ϕ(x), ϕ(y)〉. (36)
Define the weighted mean of cluster Cj as
µj =
1
sj
∑
x∈Cj
w(x)x. (37)
Disregarding the first global term in (23), note that the
second term, − 1sj
∑
x,y∈Cj w(x)w(y)K(x, y), is equal to
1
s2j
∑
x,y,z∈Cj
〈w(y)ϕ(y), w(z)ϕ(z)〉
− 2
sj
∑
x,y∈Cj
〈w(x)ϕ(x), w(y)ϕ(y)〉, (38)
which using (37) becomes∑
x∈Cj
{〈ϕ(µj), ϕ(µj)〉 − 2〈w(x)ϕ(x), ϕ(µj)〉}
=
∑
x∈Cj
{‖w(x)ϕ(x)− ϕ(µj)‖2 − ‖w(x)ϕ(x)‖2}. (39)
Therefore, minimizing W in (23) is equivalent to
min
C1,...,Ck
{
J({Cj}) ≡
k∑
j=1
∑
x∈Cj
‖w(x)ϕ(x)− ϕ(µj)‖2
}
. (40)
Problem (40) is obviously equivalent to problem (22). When
w(x) = 1 for all x, problem (40) corresponds to kernel k-
means problem [16], [17]. Thus, the result (40) shows that
the previous energy statistics formulation to clustering is
equivalent to a weighted modification of kernel k-means1.
One must note, however, that energy statistics fixes the
kernel through (7).
1. One should not confuse kernel k-means optimization problem,
given by (40), with kernel k-means algorithm. We will discuss two
approaches to solve (40), or equivalently (22). One is based on Lloyd’s
method, which leads to kernel k-means algorithm, and the other is
based on Hartigan’s method, which leads to a new algorithm.
64 ITERATIVE ALGORITHMS
In this section, we introduce two iterative algorithms to
solve the optimization problem (22). The first is based on
Lloyd’s method, while the second is based on Hartigan’s
method.
Consider the optimization problem (24) written as
max
{C1,...,Ck}
{
Q =
k∑
j=1
Qj
sj
}
, Qj ≡
∑
x,y∈Cj
w(x)w(y)K(x, y),
(41)
where Qj represents an internal cost of cluster Cj , and Q is
the total cost where each Qj is weighted by the inverse of
the sum of weights of the points in Cj . For a data point xi,
we denote its cost with cluster C` by
Q`(xi) ≡
∑
y∈C`
w(xi)w(y)K(xi, y) = (WGW)i• · Z•`, (42)
where we recall thatMi• (M•i) denotes the ith row (column)
of matrix M .
4.1 Weighted Kernel k-Means Algorithm
Using the definitions (41) and (42), the the optimization
problem (40) can be written as
min
Z
n∑
i=1
k∑
`=1
Zi`J
(`)(xi) (43)
where
J (`)(xi) ≡ 1
s2`
Q` − 2
s`
Q`(xi). (44)
A possible strategy to solve (43) is to assign xi to cluster Cj?
according to
j? = arg min
`=1,...,k
J (`)(xi). (45)
This should be done for every data point xi and repeated
until convergence, i.e., until no new assignments are made.
The entire procedure is described in Algorithm 1. It can be
shown that this algorithm converges when G is positive
semidefinite.
To see that the above procedure is indeed kernel k-means
[16], [17], based on Lloyd’s heuristic [10], note that from (40)
and (44) we have
min
`
J (`)(xi) = min
`
‖w(xi)ϕ(xi)− ϕ(µ`)‖2. (46)
Therefore, we are assigning xi to the cluster with closest
center, in the feature space. When w(x) = 1 for all x, the
above method is exactly kernel k-means algorithm.
To check the complexity of Algorithm 1, note that the
second term in (44) requiresO(n`) operations, and although
the first term requires O(n2`) it only needs to be computed
once outside loop through data points (step 1). Therefore,
the time complexity of Algorithm 1 is O(nkmax` n`) =
O(kn2). For a sparse Gram matrix G, having n˜ nonzero
elements, this can be further reduced to O(kn˜).
Algorithm 1 Weighted version of kernel k-means algorithm
to find local solutions to the optimization problem (22).
input k, G,W , Z ← Z0
output Z
1: q ← (Q1, . . . , Qk)> (see (41))
2: s← (s1, . . . , sk)>
3: repeat
4: for i = 1, . . . , n do
5: let j be such that xi ∈ Cj
6: j? ← arg min`=1,...,k J (`)(xi) (see (44))
7: if j? 6= j then
8: Zij ← 0
9: Zij? ← 1
10: sj ← sj −Wii
11: sj? ← sj? +Wii
12: qj ← qj − 2Qj(xi) (see (42))
13: qj? ← qj? + 2Qj?(xi) (see (42))
14: end if
15: end for
16: until convergence
Algorithm 2 Kernel k-groups algorithm, based on Harti-
gan’s method, to find local solutions to problem (22).
input k, G,W , Z ← Z0
output Z
1: q ← (Q1, . . . , Qk)> (see (41))
2: s← (s1, . . . , sk)>
3: repeat
4: for i = 1, . . . , n do
5: let j be such that xi ∈ Cj
6: j? ← arg max`=1,...,k | ` 6=j ∆Qj→`(xi) (see (50))
7: if ∆Qj→j
?
(xi) > 0 then
8: Zij ← 0
9: Zij? ← 1
10: sj ← sj −Wii
11: sj? ← sj? +Wii
12: qj ← qj − 2Qj(xi) + (WGW)ii (see (42))
13: qj? ← qj? + 2Qj?(xi) + (WGW)ii (see (42))
14: end if
15: end for
16: until convergence
4.2 Kernel k-Groups Algorithm
We now consider Hartigan’s method [19], [20] applied
to the optimization problem in the form (41), which gives a
local solution to (22). The method is based in computing
the maximum change in the total cost function Q when
moving each data point to another cluster. More specifically,
suppose that point xi is currently assigned to cluster Cj
yielding a total cost function denoted by Q(j). Moving xi
to cluster C` yields another total cost function denoted by
Q(`). We are interested in computing the maximum change
∆Q(j→`)(xi) ≡ Q(`) − Q(j), for ` 6= j. From (41), by
explicitly writing the costs related to these two cluster we
obtain
∆Q(j→`)(xi) =
Q+`
s` + wi
+
Q−j
sj − wi −
Q`
s`
− Qj
sj
, (47)
where Q+` denote the cost of the new `th cluster with the
7point xi added to it, and Q−j is the cost of new jth cluster
with xi removed from it. Recall also that wi = w(xi) is the
weight associated to point xi. Noting that
Q+` = Q` + 2Q`(xi) + (WGW)ii, (48)
Q−j = Qj − 2Qj(xi) + (WGW)ii, (49)
we obtain
∆Q(j→`)(xi) =
1
sj − wi
[
wi
sj
Qj − 2Qj(xi) + (WGW)ii
]
− 1
s` + wi
[
wi
s`
Q` − 2Q`(xi)− (WGW)ii
]
. (50)
Therefore, we compute
j? = arg max
`=1,...,k | ` 6=j
∆Q(j→`)(xi) (51)
and if ∆Qj→j
?
(xi) > 0 we move xi to cluster Cj? , otherwise
we keep xi in its original cluster Cj . This process is repeated
until no points are assigned to new clusters. The entire
procedure is described in Algorithm 2, which we call kernel
k-groups. This method is a generalization of the k-groups
with first variations proposed in [6], which only considers
the Euclidean case, and also an extension of Hartigan’s
method to kernel spaces.
Note that Algorithm 2 automatically ensures that the
objective function is monotonically increasing at each iter-
ation, and consequently the algorithm converges in a finite
number of steps.
The complexity analysis of Algorithm 2 is the following.
The computation of each cluster cost Qj has complexity
O(n2j ), and overall to compute q we haveO(n21+· · ·+n2k) =
O(kmaxj n2j ). These operations only need to be performed
a single time. For each point xi we need to compute Qj(xi)
once, which is O(nj), and we need to compute Q`(xi)
for each ` 6= j. The cost of computing Q`(xi) is O(n`),
thus the cost of step 6 in Algorithm 2 is O(kmax` n`) for
` = 1, . . . , k. For the entire dataset this gives a complexity
of O(nkmax` n`) = O(kn2). Note that this is the same cost
as in kernel k-means algorithm. Again, if G is sparse this
can be reduced to O(kn˜) where n˜ is the number of nonzero
entries of G.
5 NUMERICAL EXPERIMENTS
The main goal of this section is twofold. First, to illustrate
that in Euclidean spaces with the standard metric of en-
ergy statistics, as defined by the energy distance (1), the
clustering method implemented by kernel k-groups is more
flexible and in general more accurate than k-means and
GMM. Second, we want to compare kernel k-groups with
kernel k-means and spectral clustering when these methods
operate on the same kernel.
We consider the metrics
ρα(x, y) = ‖x− y‖α, (52)
ρ˜σ(x, y) = 2− 2e−
‖x−y‖
2σ , (53)
ρ̂σ(x, y) = 2− 2e−
‖x−y‖2
2σ2 , (54)
which define the corresponding kernels through (7), where
we always fix x0 = 0. We use ρα by default, unless
otherwise specified. We consider the weights associated to
data points to be w(x) = 1 for all x, so that W = I
in Algorithms 1 and 2. For k-means, GMM and spectral
clustering we use the implementations of scikit-learn library
[31], where k-means is initialized with k-means++ [32], and
GMM is initialized with the output of k-means, making it
more robust and preventing it from breaking in high di-
mensions. The spectral clustering implementation of scikit-
learn is based on [26]. Kernel k-means is implemented
according to Algorithm 1 while kernel k-groups follows
Algorithm 2. Both will also be initialized with k-means++,
unless specified otherwise. We run every algorithms 5 times
with different initializations and then we choose the result
with the best objective function value. We evaluate the
clustering quality by the accuracy defined as
accuracy(Zˆ) ≡ max
pi
1
n
n∑
i=1
k∑
j=1
Zˆipi(j)Zij , (55)
where Zˆ is the predicted label matrix, Z is the ground
truth label matrix, and pi is a permutation of {1, 2, . . . , k}.
Thus, the accuracy corresponds to the fraction of correctly
classified data points, and it is always between [0, 1]. For
each setting, we show the average accuracy over 100 Monte
Carlo trials (we ommit the error bars since they are too small
to be visible in our experiments).
5.1 Synthetic Experiments
We first consider one-dimensional data for a two-class prob-
lem. We compare kernel k-groups with k-means and GMM,
as illustrated in Fig. 1. The left panels show a mixture
of Gaussians, and the right panels show a mixture of log
Gaussians (see caption for details). Notice that in the kernel
density estimation plots for lognormal distribution, only
kernel k-groups was able to distinguish between the two
classes. The accuracy results for both density estimation
cases are in Table 1. We remark that kernel k-groups in this
one-dimensional example performed the same as the exact
deterministic Algorithm 3 introduced in the Appendix.
TABLE 1
Accuracy results for the density estimation of Fig. 1d–e.
Method normal lognormal
kmeans 0.778 0.520
GMM 0.887 0.542
kernel k-groups 0.807 0.846
Next, we analyze how the algorithms degrade as the
number of dimensions increase. Consider data from the
Gaussian mixture
x
iid∼ 12N (µ1,Σ1) + 12N (µ2,Σ2), Σ1 = Σ2 = ID,
µ1 = (0, . . . , 0︸ ︷︷ ︸
×D
)>, µ2 = 0.7(1, . . . , 1︸ ︷︷ ︸
×10
, 0, . . . , 0︸ ︷︷ ︸
×(D−10)
)>. (56)
The Bayes error is fixed as D increases giving an optimal
accuracy of ≈ 0.86. We sample 200 points on each trial. A
scatter plot of the last two dimensions that contains signal
in µ2 is shown in Fig. 2a. The clustering results are shown in
Fig. 3a. We see that kernel k-groups and spectral clustering
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Fig. 1. Clustering one-dimensional data for a two-class problem. (a) Data normally distributed as x iid∼ (1/2)N (0, 1.5) + (1/2)N (1.5, 0.3). (b) Data
following lognormal distributions as x iid∼ (1/2)eN (0,1.5) + (1/2)eN (1.5,0.3). In both cases we plot the average accuracy versus the total number
of points (error bars are too small to be visible). (c) For the same distribution as in item (a), we sample 2000 points, cluster them with the three
methods, then perform a kernel density estimation for kernel k-groups, since this is a model-free method, while for k-means and GMM we show the
estimated Gaussian for each class. The clustering accuracy for each method is in Table 1. (d) Exactly the same experiment but for the distribution
in item (b). Note that only kernel k-groups is able to distinguish between the two classes in this example.
have close performance, being superior to kernel k-means,
k-means, and GMM. The improvement is noticeable in
higher dimensions.
Still for a two-class Gaussian mixture as in (56), we
now choose different numbers for the diagonal covari-
ance Σ2. We have Σ1 = ID, µ1 = (0, . . . , 0)> ∈ RD ,
µ2 = (1, . . . , 1, 0, . . . , 0)
T ∈ RD , with signal in the first 10
dimensions, and
Σ2 =
(
Σ˜10 0
0 ID−10
)
,
Σ˜10 = diag(1.367, 3.175, 3.247, 4.403, 1.249,
1.969, 4.035, 4.237, 2.813, 3.637).
(57)
We simply chose 10 numbers uniformly at random on the
interval [1, 5] and other choice would give analogous results.
Bayes accuracy is fixed at≈ 0.95. In Fig 2b we show a scatter
plot of the 9th and 10th dimension. From Fig. 3b we see that
all the methods are similarly accurate in low dimensions,
but they quickly degenerate as the number of dimensions
increase, except kernel k-groups which is much more stable.
Now, consider x iid∼ 12N (µ1,Σ1) + 12N (µ2,Σ2) with
2Σ1 = Σ2 = I20
µ1 = (0, . . . , 0︸ ︷︷ ︸
×20
)>, µ2 = 12 (1, . . . , 1︸ ︷︷ ︸
5
, 0, . . . , 0︸ ︷︷ ︸
15
)>. (58)
Bayes accuracy is ≈ 0.90. A scatter plot of the 4th and 5th
dimensions is shown in Fig. 2c. We increase the sample size
n ∈ [10, 400] and show the accuracy versus n in Fig. 3c. We
compare kernel k-groups, with different metrics, to k-means
and GMM. We also use the best metric in this example
for spectral clustering. We notice a superior performance
of kernel k-groups compared to the other methods.
To consider non-normal data, we sample from the log-
normal mixture x iid∼ (1/2)eN (µ1,Σ1) + (1/2)eN (µ2,Σ2) with
the same parameters as in (58). The optimal Bayes accuracy
is still ≈ 0.9. A scatter plot is in Fig. 2d and the results are
shown in Fig. 3d. We use exactly the same metrics as in
the normal mixture of Fig. 3c to illustrate that the proposed
method still performs accurately.
Finally, we show a limitation of kernel k-groups, which
is shared between all the other methods except for GMM.
For highly unbalanced clusters, k-means, spectral clustering,
kernel k-means and kernel k-groups all degenerate more
quickly than GMM. A scatter plot of the first two dimen-
sions is shown in Fig. 2e and the clustering results are in
Fig. 3e, where we generate data according to
x
iid∼ n1
2N
N (µ1,Σ1) + n1
2N
N (µ1,Σ1),
µ1 = (0, 0, 0, 0)
>, µ2 = 1.5× (1, 1, 0, 0)>,
Σ1 = I4, Σ2 =
(
1
2I2 0
0 I2
)
,
n1 = N −m, n2 = N +m, N = 300.
(59)
We then increase m ∈ [0, 240] making the clusters progres-
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Fig. 2. Scatter plot of the last two dimensions where µ2 has signal. Each plot has 200 points total. (a) Data distributed as in (56). (b) Data distributed
as in (57). (c) Data distributed as in (58). (d) Parameters as in (58) but for lognormal mixture. (e) Data from (59) with N = 300 and m = 200.
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Fig. 3. Clustering results associated to the data illustrated in Fig. 2. For each experiment we perform 100 Monte Carlo runs and show the average
accuracy. We ommit error bars since they are too small to be visible. (a) High dimensional Gaussian mixture according to (56). The dashed line is
Bayes accuracy ≈ 0.86. We use the metric ρ1 in (52), which is standard in energy statistics. (b) High dimensional Gaussian mixture according to
(57). Bayes accuracy ≈ 0.95. We use ρ1 in (52). (c) Gaussian mixture with parameters (58). We increase the number of sampled points in each
trial. We use different metrics; see (52)–(54). Here, kernel k-groups is more accurate than spectral clustering. (d) Same experiment as in Fig. 3c but
with a lognormal mixture with parameters (58). Again, kernel k-groups is more accurate than alternatives. The plot suggests that neither of these
methods are consistent on this example since Bayes accuracy is ≈ 0.90. (e) Comparison between clustering methods on unbalanced clusters. The
data is normally distributed as (59) where we vary m ∈ [0, 240]. We use the standard metric ρ1 (see (52)) from energy statistics.
sively more unbalanced. For highly unbalanced clusters,
we see that GMM performs better than the other methods,
which have basically similar performance. Based on this
experiment, an interesting problem would be to extend
kernel k-groups to account for unbalanced clusters.
In Fig. 4 we show examples of two-dimensional datasets
whose clustering results are shown in Table 2. For kernel
k-means and kernel k-groups we initialize at random. We
see that both methods perform closely, with higher accuracy
than the other ones.
5.2 Real Data Experiment
We consider the dermatology dataset [33], [34] which has
366 data points, each with 34 attributes where 33 are linear
valued and one is categorical. There are 8 data points
(a) (b)
Fig. 4. (a) Data distributed as x iid∼ (1/2)N (µ1,Σ1) + (1/2)N (µ1,Σ1),
µ1 = (0, 0)>, µ2 = (6.5, 0)> and Σ1 = Σ2 = diag(1, 20). We sample
800 points. (b) Concentric circles with radius r1 = 1 and r2 = 3, with
noise 0.2 · N (0, I2). We sample 800 points with probability 1/2 for each
class.
with missing entries in the “age” column. We complete the
missing entries with the mean of the entire column, and
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TABLE 2
Clustering the data from Fig. 4. For spectral clustering, kernel k-means
and kernel k-groups we use the metric ρ˜2 (see (53)) for the data in
Fig. 4a, while ρ̂1 (see (54)) for the data in Fig. 4b. We have 800 points
on each trial and 30 Monte Carlo runs for both datasets.
Fig. 4a Fig. 4b
Method Accuracy SEM Accuracy SEM
kmeans 0.533 0.005 0.521 0.003
GMM 0.929 0.029 0.533 0.004
spectral clustering 0.577 0.010 0.725 0.003
kernel k-means 1.000 0.000 1.000 0.000
kernel k-groups 1.000 0.000 1.000 0.000
TABLE 3
Clustering the dermatology dataset of [33], [34] with kernel k-groups
using the metric ρ1/2 (see (52)) from energy statistics. The table below
should be compared with Table 2 of [5], for which our results are slightly
more accurate. See also Table 4 below for clustering metrics. The
classes in the vertical indicates the ground truth and the classes in the
horizontal correspond to the classification obtained by kernel k-groups.
We show the estimated number of points for each class.
class 1 2 3 4 5 6 # cases
1 112 0 0 0 0 0 112
2 0 50 0 11 0 0 61
3 0 0 72 0 0 0 72
4 0 2 0 47 0 0 49
5 0 0 0 1 51 0 52
6 0 0 0 0 0 20 20
total 112 52 72 59 51 20 366
then we normalize the entire dataset to zero mean and
unit variance. There are a total of 6 classes, and this is a
challenging clustering problem. We refer the reader to [33],
[34] for a complete description of the dataset, and also to
[5] where this dataset was previously analyzed. In Table 3
we show the results of kernel k-groups using the metric
(52) with α = 1/2. We show the number of points assigned
to each class while indicating the actual class that points
belong to. In Table 4 we show this experiment using several
clustering methods, and we also compare with the results
from [5] and [6] on this same data. Our results provide an
improvement in comparison to all the other methods and
also the analysis of [5].
6 CONCLUSION
We proposed a formulation to clustering based on a
weighted version of energy statistics, valid for arbitrary
spaces of negative type. Our mathematical formulation of
energy clustering reduces to a QCQP in the associated
RKHS, as demonstrated in Proposition 2. We showed that
the optimization problem is equivalent to kernel k-means,
once the kernel is fixed, and also to several graph partition-
ing problems.
We extended Hartigan’s method to kernel spaces and
proposed Algorithm 2, which we called kernel k-groups.
This method was compared to kernel k-means and spectral
clustering, besides k-means and GMM. Our numerical re-
sults show a superior performance of the proposed method,
specially in high dimensions. We stress that kernel k-groups
has the same complexity of kernel k-means2.
2. An implementation of unweighted k-groups is publicly available
in the energy package for R [35].
TABLE 4
For the dataset [33], [34] (see also Table 3) we show the accuracy (55)
and the adjusted Rand index (aRand) of several methods. In [5] the
authors obtained aRand = 0.9195 using an energy statistics based
method, while [6] obtains aRand = 0.9188 where points with missing
entries are removed. Below we complete the missing entries with the
mean. If we remove the points with missing entries, kernel k-groups
provides an improvement of accuracy = 0.9637 and aRand = 0.9396.
Method Accuracy aRand
kmeans 0.713 0.690
GMM 0.877 0.840
spectral clustering 0.954 0.912
kernel k-means 0.751 0.851
kernel k-groups 0.962 0.936
Kernel k-groups suffers a limitation shared by kernel k-
means and spectral clustering which involves highly un-
balanced clusters. An interesting problem that we leave
open is to extend the method to such situations. Finally,
kernel methods can benefit from sparsity and fixed-rank
approximations of the Gram matrix, and there is plenty of
room to make kernel k-groups more scalable.
APPENDIX
TWO-CLASS PROBLEM IN ONE DIMENSION
Here we consider the simplest possible case which is one-
dimensional data and a two-class problem. We propose
an algorithm that does not depend on initialization. We
used this simple scheme to compare with kernel k-groups
given in algorithm 2. Both algorithms have the same clus-
tering performance in the one-dimensional examples that
we tested.
Let us fix ρ(x, y) = |x − y| according to the standard
energy distance. We also fix the weights w(x) = 1 for every
data point x. We can thus compute the function (10) in
O(n log n) and minimize W directly. This is done by noting
that
|x− y| = (x− y)1x≥y − (x− y)1x<y
= x (1x≥y − 1x<y) + y (1y>x − 1y≤x) (60)
where we have the indicator function defined by 1A = 1 if
A is true, and 1A = 0 otherwise. Let C be a partition with n
elements. Using the above distance we have
g (C, C) = 1
n2
∑
x∈C
∑
y∈C
x (1x≥y + 1y>x − 1x≥y − 1x<y) .
(61)
The sum over y can be eliminated since each term in the
parenthesis is simply counting the number of elements
in C that satisfy the condition of the indicator function.
Assuming that we first order the data in C, obtaining
C˜ = [xj ∈ C : x1 ≤ x2 ≤ · · · ≤ xn], we get
g
(C˜, C˜) = 2
n2
n∑
`=1
(2`− 1− n)x`. (62)
Note that the cost of computing g
(C˜, C˜) is O(n) and the cost
of sorting the data is at the most O(n log n). Assuming that
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each partition is ordered, X =
⋃k
j=1 C˜j , the within energy
dispersion can be written explicitly as
W
(C˜1, . . . , C˜k) = k∑
j=1
nj∑
`=1
2`− 1− nj
nj
x`. (63)
For a two-class problem we can use the formula (63) to
cluster the data through a simple algorithm as follows. We
first order the entire dataset, X→ X˜. Then we compute (63)
for each possible split of X˜ and pick the point which gives
the minimum value of W . This procedure is described in
Algorithm 3. Note that this algorithm is deterministic, how-
ever, it only works for one-dimensional data with Euclidean
distance. Its total complexity is O(n log n+ n2) = O(n2).
Algorithm 3 Clustering algorithm to find local solutions to
the optimization problem (17) for a two-class problem in
one dimension.
input data X
output label matrix Z
1: sort X obtaining X˜ = [x1, . . . , xn]
2: for j ∈ [1, . . . , n] do
3: C˜1,j ← [xi : i = 1, . . . , j]
4: C˜2,j ← [xi : i = j + 1, . . . , n]
5: W (j) ←W (C˜1,j , C˜2,j) (see (63))
6: end for
7: j? ← arg minjW (j)
8: for j ∈ [1, . . . , n] do
9: if j ≤ j? then
10: Zj• ← (1, 0)
11: else
12: Zj• ← (0, 1)
13: end if
14: end for
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