We consider a stochastic inventory control problem under censored demands, lost sales, and positive lead times. This is a fundamental problem in inventory management, where in each of T sequential decision making periods, the decision maker takes into account the current on-hand inventory and the pipeline of outstanding orders to decide a new order. There is a fixed delay (i.e., lead time L) between placing an order and receiving it. A random demand is generated from a fixed distribution independently in every period. However, the demand information is censored in the sense that the decision maker observes only the sales, i.e., the minimum of demand and on-hand inventory. Any unmet demand is lost, and incurs a penalty p per-unit, called lost sales penalty. Any leftover inventory at the end of a period incurs a holding cost of h per-unit. The aim is to minimize the total inventory holding cost and lost sales penalty over the T periods.
where C t , t = 1, 2 . . . , is the sequence of costs per period incurred on running the algorithm starting from no inventory and no outstanding orders, λ x is the infinite horizon average cost of the base-stock policy with level x, and [0, U ] is some pre-specified range of base-stock levels to be considered.
Due to demand censoring, an adaptive exploration-exploitation algorithm is required for demand learning and regret minimization in the inventory control MDP. Several recent works have developed explorationexploitation algorithms for finite MDPs, with regret bounds that depend linearly or sublinearly on the size of the state space and the action space (e.g., UCRL2 algorithm [5] ). However, for the inventory control problem considered here, the positive lead time in delivery of an order results in a much enlarged state space (exponential in lead time L), since the state needs to track all the outstanding orders in the pipeline. There is a further issue of discretization, since the state space (inventory position) and action space (orders) is continuous. Discretizing over a grid would give a further enlarged state space and action space. As a result, none of the above-mentioned reinforcement learning techniques can be applied directly to obtain useful regret bounds for the inventory control problem considered here. The main insight in this paper is that even though the state space is large, the convexity of the average cost function under the benchmark policies (here, base-stock policies) can be used to design an efficient learning algorithm for this MDP. We use the relation between bias and infinite horizon average cost of a policy given by Bellman equations, to provide a connection between stochastic convex bandits [1] and the problem of learning and optimization in such MDPs. Our main contribution is a learning algorithm for the inventory control problem with the following regret bound:
Theorem. Given a demand distribution F such that F (0) > 0, and the expected time D to deplete one unit of inventory is finite. Then, there exists an algorithm for the inventory control problem with regret bounded as:
with probability at least 1 − 1 T . HereÕ(·) hides logarithmic factors in h, p, U , L,T , and absolute constants.
Notably, even though the state space of the underlying MDP is continuous and L-dimensional, our regret bounds depend linearly on L. Our results significantly improve the previously best known regret bounds for this problem [3, 7] where the dependence on L was exponential and many further assumptions on demand distribution were required. More importantly, we believe that algorithm design and analysis techniques provided here can be applied in an almost blackbox manner for minimizing regret in other problem settings involving MDPs that have convex cost function under benchmark policies. Such convexity results are available for many other operations management problems, for example, for several formulations of admission control and server allocation problems in queuing theory. 
