ABSTRACT The supervised descent method (SDM) avoids computing inverse of the Hessian matrix and is a potential tool to rapidly solve the nonlinear least squares problem of magnetic dipole localization. However, the magnetic measurements are often noisy, which will cause an error during the update of SDM. To address this issue, we proposed a singular value truncated SDM (TSDM) to seek the descent directions that have the greatest differences in magnetic intensities. The results of the simulations and the experiment show that: 1) TSDM is more robust than SDM and obtains localization errors comparable or lower than LevenbergMarquardt (LM) and 2) TSDM is faster than LM when the number of sensors ≤ 25 and the signal-to-noise ratio (SNR) ≤ 30 dB. Thus, the proposed TSDM may help to build a robust and fast magnetic localization system.
I. INTRODUCTION
Magnetic localization is a technology for estimating the position and orientation of a magnet by measuring its magnetic intensities (or spatial gradients of magnetic intensities) at predetermined locations. If the distances between the sensors and the magnet are greater than 2.5 times the length of the magnet, then the magnet can be considered to be a dipole, and its magnetic intensities can be expressed by Euler's equation [1] . Magnetic dipole localization has been widely used in medical diagnosis and treatment, such as in vivo capsule positioning [2] , [3] , wheelchair control [4] , and speech rehabilitation [5] , [6] , because of its advantages of being free from obstructed vision, safe to use for a long time, highly portable and inexpensive.
To date, many methods have been proposed for magnetic dipole localization. These methods can be classified as linear [7] , [8] , nonlinear [9] , [10] , and hybrid approaches [11] , [12] . Linear approaches derive linear equality constraints from Euler's equation and then perform efficient
The associate editor coordinating the review of this manuscript and approving it for publication was Shaoyong Zheng. matrix and algebraic calculations. Linear approaches have higher speeds, but lower accuracies compared to the other approaches. Nonlinear approaches directly solve the nonlinear least squares (NLS) problem, i.e., minimizing the fitting error between Euler's equation and the measurements by iterative optimizations. Nonlinear approaches have a greater computation burden, but are more accurate, if a good initial estimate is given. Hybrid approaches first use linear methods to compute a good initial estimate quickly, and then they employ nonlinear methods to adjust the estimate. Thus, hybrid approaches not only improve the accuracies of linear methods, but also reduce the computations of nonlinear optimizations. Nevertheless, most of these methods are proposed for stationary systems. Over the past years, wearable realtime magnetic tracking systems have aroused increasingly more interests [13] , [14] . Such tracking systems are facing challenges of stronger noises and less computing resources. Thus, a robust and fast algorithm for magnetic dipole localization is desired.
Here we focus on accelerating the nonlinear optimization in a hybrid approach. It has been reported that compared with the heuristic searches, such as the Nelder-Mead algorithm, DIRECT algorithm and Powell's method, the gradient-based Levenberg-Marquardt (LM) algorithm is a better choice for realizing the nonlinear optimization which has higher speed and satisfactory accuracy [11] . LM adds a damping factor to the pseudo Hessian matrix, and it frequently adjusts this factor to softly switch between gradient descent and the GaussNewton method. This technique improves the robustness, but it reduces the computational speed. Recently, Xiong et al. proposed the supervised descent method (SDM) for the NLS optimization in computer vision, which learns the generic descent map rather than computing the inverse of the Hessian matrix [15] . Therefore, SDM is much faster than the traditional gradient-based optimization approaches, such as the LM algorithm. To date, SDM has been successfully used in face alignment [16] , driver assistance [17] and vision tracking [18] .
In this paper, we employ SDM to achieve fast magnetic dipole localization. In the training phase, SDM randomly generates location samples within the neighbourhood of the initial estimate and computes their theoretical magnetic intensities with Euler's equations, then learns the generic descent map from the differences in magnetic intensity to the differences in solution space between initial estimate and the samples. In the test phase, SDM updates initial estimate by applying the generic descent map on the magnetic intensity difference between initial estimate and the actual measurement. However, initial estimate may not locate nearby the optimal solution of the NLS problem, and actual measurements usually contain noises. Therefore, in the training phase, the location samples generated within the neighbourhood of the initial estimate and their theoretical magnetic intensities are probably biased or noisy estimates of the optimal solution and the actual measurements, which may seriously degrade the generalization of SDM in test phase. To relieve this problem, we proposed a singular value truncated SDM (TSDM). TSDM uses truncated singular value decomposition (TSVD) to calculate the pseudo inverse of magnetic intensity differences between the location samples and initial estimate. Assuming the biases or noises have lower variances, TSVD remains bases with the greatest singular values, which lie in the directions of the greatest data variances. We provide the disturbance analysis of TSDM, and show TSDM is more robust than SDM. However, the training of TSDM still could be biased, if the location samples are far from the optimal solution or the actual measurements contain great noises. To avoid negative effects of the biased training, TSDM will be terminated as soon as an update cannot decrease the fitting error of dipole model. To reduce the computation time wasted by biased training, we set the trigger of TSDM, which requires the fitting error of initial solution smaller than a threshold. If TSDM is not triggered, LM is used as the optimizer.
The remainder of this paper is organized as follows. Section II briefly reviews the model of magnetic dipole localization, discusses LM and SDM, and then proposes TSDM in detail. Section III presents the results of the simulations and the experiment. Section IV concludes the paper.
II. METHODS

A. MODEL OF MAGNETIC DIPOLE LOCALIZATION
Assume that a magnet and a sensor are positioned at a = [a x , a y , a z ] and s = [s x , s y , s z ], respectively. The thickness, diameter, elevation and rotation angles of the magnet are l, d, θ and γ , respectively. If the distance between s and a is greater than 2.5 times l and d, then the magnet can be considered to be a dipole, and its magnetic intensities measured at s can be approximated by Euler's equation as follows [19] :
where m = ρ · h is the magnetic moment, h = [sin θ cos γ , sin θ sin γ , cos θ ] T is the orientation, ρ = πB r d 2 l/4µ 0 is the magnitude, B r is the residual magnetic strength and µ 0 is the magnetic permeability. Given c three-axial sensors at s i , i = 1, 2, . . . , c, the magnetic dipole localization problem can be modeled as an NLS problem:
where x = [a, θ, γ ] ∈ 5 corresponds to the position and orientation angles of the magnetic dipole, B(x, s i ) is computed by (1) , and B m (s i ) ∈ 3 is the magnetic intensity measured by sensor i.
B. LEVENBERG-MARQUARDT (LM) ALGORITHM
Since (2) is differentiable, the gradient-based methods (such as gradient descent and Gauss-Newton) can be used to search for a local minimum. However, gradient descent could be slow in the neighbourhood of a minimum, and the pseudo Hessian matrix of Gauss-Newton may not be positive definite outside the neighbourhood of a minimum. The famous LM algorithm overcomes these defects by adding a damping factor to the pseudo Hessian matrix as follows [20] :
where x k is the update of x at the kth iteration,
is the pseudo Hessian matrix, the error
3c , I is the identity matrix, and µ k > 0 is the damping factor. When µ k is small, LM approximates to the Gauss-Newton; when µ k is large, LM approximates to gradient descent. For a given µ k , if the fitting error E(x) is reduced by applying the update x k , this update will be accepted and µ k will be reduced, and then the next iteration will occur. Conversely, if E(x) increases, then µ k has to be increased, and the update x k is recomputed. This adjustment of µ k will be repeated until the resulting x k decreases E(x). The updates will be repeated until i) E(x) is smaller than a threshold, ii) the maximum number of iterations is exceeded, or iii) the deviation of the solution is smaller than a threshold. Thus, LM combines the second-order convergence rate of Gauss-Newton with the convergence stability of gradient descent. To date, LM has been used to solve NLS problems in many studies of magnetic dipole localizations [12] , [21] , [22] . However, in practice, the noises will i) disturb the inverse of the pseudo Hessian matrix and degrade the localization accuracy of LM and ii) force LM to choose a large damping factor and reduce the convergence rate. Moreover, the frequent adjustment of the damping factor will also increase the computational burden.
, a k indicates the number of adjustments of µ k , and L LM is the number of iterations.
C. SUPERVISED DESCENT METHOD (SDM)
SDM learns the generic gradient by sampling in the solution space, avoiding computations of the Hessian matrix and the Jacobian matrix, and it has high precision and fast convergence [15] . For solving (2) , the update formula of SDM is
where R k ∈ 5×3c is the generic descent map. In the update formula of LM, i.e., (3),
Unlike LM, SDM constructs a sequence of linear regression models to directly estimate
where x j * is the jth sampling point in solution space (i.e., the jth location sample in the neighbourhood of initial estimate), m is the total number of these sampling points, and x j k is the jth column of X k ; then, X k ∈ 5×m and k ∈ 3c×m are sampling sets of x k and k , respectively. At the initial step, X 0 = x 0 1 T , x 0 is the initial estimate of the solution obtained by the linear method [7] . The sampling points are randomly generated around x 0 , obeying a Gaussian distribution. The solution of (5) is
where † k ∈ m×3c represents the pseudo-inverse of k . And then, the estimate is updated as X k+1 = X k + R k k . These training steps will be repeated until X k 2 2 is smaller than a predefined threshold. Subsequently, the learned R k are substituted into (4) to optimize (2) as
, then the update is accepted; otherwise, the optimization is terminated. The computational complex-
where L SDM is the number of iterations. For each iteration, the computational complexity of SDM is probably greater than that of LM, particularly when m or c is large. However, many numerical experiments have shown that SDM will generally converge before 10 steps [15] , L SDM L LM k=1 a k . In Section III, we systematically compare the speeds of LM, SDM and our methods for magnetic dipole localization.
D. SINGULAR VALUE TRUNCATED SDM (TSDM)
The training of SDM is based on the theoretical model, i.e., (1) . However, the actual measurements of magnetic intensities B m often contain additive noises, such as interferences from electrical or magnetic components near the sensors [6] , [23] . Thus, the theoretical magnetic intensities in the training phase can be considered as noisy estimates of actual measurements, k may be disturbed, and the learned generic descent maps R k , k = 0, 1, 2, . . . , are biased. To address this problem, we proposed TSDM, which uses SVD to calculate † k , discards the components of k corresponding to smaller singular values, and then learns R k along the directions of the greatest differences in magnetic intensities. The SVD of k ∈ 3c×m is formulated as
where U ∈ 3c×3c and V ∈ m×m are unitary matrices. Assuming that the number of sample points m 3c and rank( k ) = n, n 3c, then ∈ 3c×m is expressed as
where n×n = diag(λ 1 , λ 2 , . . . , λ n ), and λ 1 ≥ λ 2 ≥ . . . ≥ λ n are nonzero singular values. Consequently, k can be considered to be a combination of n components as
where singular vectors u i and v i are the ith columns of U and V , respectively. The singular value λ i is the scaling factor of the ith component. The singular vectors us corresponding to the largest λs indicate the directions of the greatest variances of k , i.e., the directions of the greatest differences in magnetic intensities, which are stronger to resist the disturbances of additive noises. Therefore, we perform singular value truncation as
where r < n. Choosing a smaller r will improve the robustness, but it will discard more components and then decrease the convergence rate of TSDM. Here, we select r to be as small as possible while achieving (
The generic descent map of TSDM is estimated as Calculate X k and k according to (1) and (5) Calculate R k according to (5) , (7) and (12); 10: Update X k+1 = X k + R k k ;
11: 
III. EVALUATION A. SIMULATION SETTINGS AND EXPERIMENTAL PARADIGM
For the simulations and the experiment: 1) the computing environment was MATLAB R2014b running on Windows 10 64-bit with an Intel Core i7-7500U @ 2.70 GHz CPU; 2) the initial estimates of LM, SDM and TSDM were calculated identically via the linear method (LIN) proposed in [7] ; 3) LM was implemented by function lsqnonlin in the optimization toolbox of Matlab. The termination tolerance on the solution of LM is 10 −5 ; 4) in the training phase, the termination tolerances on the solution of SDM and TSDM were 10 −7 . In the test phase, SDM and TSDM terminated once an update could not reduce the cost function value. If the relative error (defined in (16)) of the initial estimate was less than 0 dB, SDM or TSDM was triggered, otherwise, LM was used as the optimizer; 5) A small magnet with d = 6 mm and l = 1.25 mm was considered as the magnetic dipole; 6) For evaluation, the positions and orientations of the magnet were randomly generated 400 times within the red boxes, obeying even distributions.
Simulation I: Similar to the sensor arrangements presented in [7] , we evenly placed the Fig. 1 ). The Br of the magnet is 1.48 × 10 6 G. Detail ranges of the magnet positions and the sensor positions are listed in Table 1 . The orientation angles θ and γ were generated within [0, π /2].
Simulation II: Using the sensor arrangement of the magnetic tracking system presented in [23] , we placed 24 sensors on the 3-D trapezoid box (see Fig. 2 ). The Br of the magnet is 1.48 × 10 4 G. Detail ranges of the magnet positions and the sensor positions from different views are shown in Fig. 2 . The orientation angles θ and γ were generated within [-π, π ].
Generating magnetic intensities: In the simulations, the theoretical magnetic intensities were computed by Euler's equation, i.e., (1) . To evaluate the robustness of the localization methods, Gaussian noises were added to these theoretical magnetic intensities with different SNRs, i.e., 10 dB, 15 dB, 20 dB, 25 dB and 30 dB. The SNR is computed as SNR = 10log 10 (P s /P n )
where
2 /N is the average signal power (B i ∈ 3c ), P n = P s /10 SNR/10 is the average noise power. The noise added on each test sample is generated as n = r √ P n , where r ∈ 3c is a normalized random vector obeying a normal distribution.
Experiment: We used a robot arm to carry the small magnet, keeping magnet orientation as θ = 0 deg. and γ = 0 deg., and then moved the robot arm along a cube trajectory within the workspace of the magnet tracking system [23] . At the same time, 24 three-axis sensors with 12-bit ADC recorded the magnetic intensity data. The sampling rate was 100 Hz. The number of the samples was 537. We obtained the Earth's magnetic field as well as the sensor parameters (including gains, offsets and angles) by the calibration method proposed in [24] , and then evaluated the localization algorithms with the recorded magnetic intensities and the measured trajectory.
Metrics: Here we use the average errors in position E p and in orientation E o presented in [25] to evaluate the localization VOLUME 7, 2019 FIGURE 1. The sensor arrangements of simulation I. The black dots denote sensor positions on the square planes. The red cubes not only contain the center areas above the sensors, but also include the areas close or beyond the boundaries of the spaces occupied by the sensors. accuracies:
where a t,i and a s,i are the measured and estimated positions of the ith test sample, h t,i and h s,i are the measured and estimated magnetic orientations of the ith test sample.
B. SAMPLING POINT GENERATION OF SDMS
The number of sampling points, i.e., m, affects the training performances and speeds of SDMs. If m is small, the training of SDMs could be biased due to the under-sampling in solution space; If m is large, the training of SDMs is time consuming. Here we randomly sampled m = 3c + 10 points to learn the generic gradient at each step, 1) demanding rank( ) = 3c for the original SDM to avoid the under determined case of (5), and 2) demanding rank( ) ≥ 3c − 5 for TSDM to collect sufficient gradient information. If these requirements of rank( ) were not satisfied, then 10 more sampling points were added. The sampling points are randomly generated around the initial estimate of dipole localization, obeying a Gaussian distribution with standard deviation σ . T . To obtain better localization performances, we chose σ = 1mm for simulation I; chose σ = 0.2mm for simulation II and the experiment, since both of them aimed at the same magnet tracking system.
C. EXAMPLES OF CONVERGENCES AND SEARCH PATHS
To facilitate the comparison, we convert the cost function value represented by (2) to the relative error as follows: 3 shows convergence examples of LM, SDM and TSDM at different noise levels. When SNR≤ 30dB, SDM could not reduce the relative error and stopped at the initial step, since the training of SDM was sensitive to the noises. However, TSDM and LM were more robust than SDM. They consistently converged to low relative errors. Moreover, TSDM converged much more efficiently than LM. Fig. 4 shows examples of the search paths of LM, SDM and TSDM. In Fig. 4(a) -(c), SDM stopped at the initial points when SNR≤ 30dB. In all the cases, TSDM and LM nearly reached the targets. TSDM hit the targets within a few steps, while LM had clear vibrations in some search paths close to the targets, e.g., the search paths in θ − γ planes (see Fig. 4 (a) and (b)), which reflected the gradient-descentstyle optimizations with great damping factors. These results are in accordance with the converge examples shown in Fig. 3 .
D. SIMULATION RESULTS I
As shown in Fig.5, 1 As shown in Fig. 6, 1 ) TSDM had shorter computation times than those of LM, except the case when the number of sensors achieved 36 and SNR = 30dB; 2) the decreases in SNRs rapidly increased the computational times of LM, since LM used a larger damping factor to resist the noises and decelerated the convergence; 3) although SDM and TSDM learned descent maps on the theoretical magnetic intensities, which were irrelevant with noises, the decreases in SNR slightly enlarged the average computational times of SDM and TSDM. This was because SDM and TSDM were less likely triggered at low SNRs (See Table 2 ). When SDM or TSDM were not triggered, LM was used as the optimizer which is more time consuming; 4) the computational times of TSDM were longer than those of SDM, since the singular value truncation discarded small generic gradients and slowed the convergence of trainings.
E. SIMULATION RESULTS II
As shown in Fig. 7, 1 ) compared with LIN and LIN + SDM, LIN + TSDM and LIN + LM were less sensitive to the decrease in SNRs; 2) the average localization errors of LM and TSDM were comparable both in position and in orientation; 3) the computational time of TSDM was shorter than LM; 4) the decreases in SNRs rapidly increased the computational times of LM, since LM used a larger damping factor to resist the noises and decelerated the convergence; 5) the decreases in SNR slightly increased the average computational times of SDM and TSDM. This was because the decreases in SNR reduced the trigger probabilities of SDM and TSDM (See Table 2 ). When SDM or TSDM were not triggered, LM was employed as the optimizer which is slower. those of LIN and LIN + SDM, especially in the boundary area that Y ≥ 5.5cm. From Fig. 2 , we can see this boundary area is out of the space occupied by the sensors. The result indicates that compared with SDM, LM and TSDM are more robust to the rough initial estimates computed by LIN. The triggered probability of SDM and TSDM was 99.81%, which means only one test sample did not trigger SDM or TSDM. Table 3 shows the averaged localization errors and calculation times for different algorithms. LIN + LM and LIN + TSDM obtained comparable localization errors in position (about 1 mm) and in orientation (about 2.5 deg.), which are lower than that of LIN and LIN + SDM in position (above 3 mm) and in orientation (about 14 deg.). The computation time of LIN + TSDM is 39% less than that of LIN + LM. Separately, the computation time of TSDM is 43% less than that of LM. The results indicate the efficiency and effectiveness of TSDM.
IV. CONCLUSION
In this paper, we apply SDM to accelerate the nonlinear optimization in magnetic localization. Unlike the common gradient-based method, such as LM, SDM directly learns the generic descent by sampling in the solution space and avoids computing the inverse of the Hessian matrix. However, SDM is sensitive to the sampling error and the measurement noises, which are unavoidable in practical applications. To address this problem, we proposed the TSDM based on TSVD. When calculating the pseudo inverse of magnetic intensity, TSVD removes bases with the smallest singular values, which lie in the directions of the lowest data variances. The theoretical analyses demonstrate TSVD reduces the condition number, and then improves the robustness of SDM. The simulation results show that: 1) for robustness, LIN+LM≈LIN+TSDM≥LIN+SDM≥LIN; 2) for speed, LIN is the fastest in all the cases, and LIN+TSDM≥LIN+LM when the number of sensors≤25 and the SNR≤30dB; 3) with increases of SNR and the number of sensors, the localization accuracies of LIN, LIN+SDM, LIN+LM and LIN+TSDM gradually converge. If the number of sensors ≥ 16 and the SNR≥30dB, LIN is a good choice with high speed and comparable localization accuracy; if the number of sensors ≤ 25 and the SNR≤25dB, LIN+TSDM is a good choice with high robustness and moderate speed. In addition, the experimental results on a real magnetic localization system using 24 sensors validate the efficiency and effectiveness of TSDM.
APPENDIX A Disturbance Analysis of TSDM
Based on (6), the generic gradient map of SDM, R k , can be computed as
where the superscript k is ignored for simplicity. Then (17) can be rewritten in vector form as
where A = T ∈ 3c×3c is full rank, b = x h , r T h and x T h are the hth rows of R and X , respectively. Because the sampling point could deviate from neighbourhood of the optimal solution, and the theoretical magnetic field computed by Euler's equation is the biased estimation of the measured noisy magnetic field, (18) (24) Combining (23) and (24), we get
where e r h / r h0 , is relative error of the generic gradient. Then, we derive e r h r h0 ≤
(26) indicates that reducing the condition number C can lower the upper bound of e r h / r h0 , if C < 1/(2T A + T b h ), T A and T b h remain constant. TSDM uses TSVD to reduce the condition number C.
Based on (7),we get
In similar manner, we can represent A −1 F as
TSDM removes components corresponding to the small λ s close to zero. This operation drops little gradient information, however significantly decreases A −1 F and reduces C; consequently lower the upper bound of relative error of the generic gradient.
APPENDIX B VALID CONDITIONS OF TSDM
Xiong and Fernando have proven the sufficient conditions for the valid update of SDM without noise [15] . Based on their work, we further derive the sufficient conditions for the valid update of TSDM with noise. Theorem 1. If following conditions hold, then the update of TSDM is valid in the test phase, i.e.,
is a locally monotone operator anchored at the minimum x * ; (b) B(x) is locally Lipschitz continuous anchored at x * ,with K as the Lipschitz constant; (c)
− 1 and
,where j is the index that r j = max{ r 1 ,
, k is the difference between the magnetic field strengths at x * and x k , r T j0 is the jth row of unbiased generic gradient map. Proof: The theorem 8.2 in literature [15] show that if condition (a) and (b) hold, and
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