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Abstract
Semantic realism can be characterised as the idea that scientific the-
ories are truth-bearers, and that they are true or false in virtue of the
world. This notion is often assumed, but rarely discussed in the litera-
ture. I examine how it fares in the context of the semantic view of theories
and in connection with the literature on scientific representation. Making
sense of semantic realism requires specifying the conditions of application
of theoretical models, even for models that are not actually used, which
leads to several difficulties. My conclusion is that semantic realism is far
more demanding than one would expect. Finally, I briefly examine some
pragmatist alternatives.
1 Introduction
Scientific realism is often presented as the combination of three theses: meta-
physical realism, semantic realism and epistemic realism (Psillos, 1999). Epis-
temic realism has by far been the main focus of philosophical discussions in the
recent decades, and semantic realism is generally uncritically assumed, if men-
tioned at all, in the form of vague slogans such as scientific theories should be
interpreted literally, or at face value. The object of this article is to examine
this notion, and in particular how it fares in relation to the so-called semantic
conception of theories, according to which scientific theories are best presented
as collections of models.
Semantic realism can be characterised as the combination of a truth-conditional
semantics and a conception of truth that is not epistemically constrained (Shalkowski,
1995) (or such that truth-conditions are potentially evidence transcendent
(Miller, 2003)). This is generally summarised in the philosophy of science lit-
erature as the idea that scientific theories are truth-bearers and that they are
true or false in virtue of reality. The first aspect distinguishes semantic real-
ism from what Psillos (1999) calls eliminative instrumentalism, which takes
theories to be mere instruments without truth-values, and the second aspect
distinguishes it from reductive empiricism (among other positions, arguably),
which attempts to reinterpret the content of scientific theories in terms of mere
observables.
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For a semantic realist, scientific theories describe a mind-independent reality,
and therefore their content should not be interpreted in terms of notions such as
measurement, observations, intentions, information, social norms or any other
epistemically loaded or anthropocentric term, at least not if these are taken to be
unanalysable, irreducible notions associated with the users of the theory. This
idea seems to be an important desideratum in the metaphysics of science (Bell
(2004)'s disdain of the notion of measurement is often cited to that effect in the
philosophy of physics literature). Not all positions called realism satisfy this
condition. For example, Putnam's internal realism explicitly rejects semantic
realism. Nevertheless, it is generally accepted as an essential component of
scientific realism.
The semantic conception of theories has now become common-place in phi-
losophy of science (Suppe, 1989; Suppes, 1960; van Fraassen, 1980; Ladyman
and Ross, 2007). According to this conception, scientific theories are not sets
of statements about the world. They are best presented as collections of mod-
els. Theoretical models are abstract entities that can be used to represent target
systems. They can be understood either as specific mathematical structures, for
example state-spaces and transitions between states, or, following the Tarskian
tradition, as set-theoretical structures that, once mapped to a vocabulary, sat-
isfy theoretical statements. The general idea of the semantic conception is that
the theoretical statements found in scientific textbooks do not constitute the
theory, but merely describe, in a particular language, the families of theoreti-
cal models that do constitute it (the semantic view construes theories as what
their formulations refer to when the formulations are given a (formal) seman-
tic interpretation (Suppe, 1989, p. 4)). There can be more than one way of
describing these models, and more than one formulation of a theory. The view
was developed in reaction to problems affecting the statement view entertained
by logical empiricists, and purports to be more connected to actual scientific
practice (Lutz, 2015).
There is a straightforward tension between semantic realism and the seman-
tic conception of theories, insofar as one of the main purposes of the latter was
to acknowledge that scientific representation is not linguistic and thus to get
rid of problematic issues falling under the scope of philosophy of language. A
model, contrarily to a linguistic statement, is not generally said to be true or
false: instead it is said to be good or bad, or accurate or inaccurate. How, then,
shall we understand this idea that theories are truth-bearers?
This problem was acknowledged by van Fraassen and Ransanz (1985), Giere
(1991, p. 85) and Suppe (1989), who claimed that a scientific theory should
also be qualified by one or several statements asserting something about how
the models of the theory relate to reality (for Giere, various hypotheses link-
ing those models with systems in the real world, for Suppe, a theoretical
hypothesis claiming that real-world phenomena [. . . ] stand in some mapping
relationship to the theory structure). Presumably, this will hinge on a notion,
call it veridicality, that is the counterpart of truth when applied to models. A
veridical model is a faithful representation of its target. A natural candidate
for veridicality would be the idea that the model corresponds to its target, or
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that there is an isomorphism between the model and the (causal, modal or only
extensional) structure of the target. But introducing a notion of veridicality
can only be the first step. We should also explain the link between this notion,
which applies to models, and truth at the theory level: what kind of statement
do we need to qualify the models of the theory? For instance, do we want all
models to be veridical, or only some of them? This is the question that this
article will address.
My aim is to show that it is much more complex than one could think at
first sight, in light of recent discussions on the topic of scientific representation.
I think that the main conclusion to draw from my analysis is that semantic
realism is a demanding notion, and that we should not assume it uncritically.
Another conclusion is that the weakened versions of scientific realism that have
been proposed in recent decades to accommodate anti-realist arguments, such
as structural realism, are hardly compatible with it: I will argue that these
positions cannot be only about the world if they eschew reference to natural
properties. In conclusion, I briefly examine pragmatist alternatives to semantic
realism.
But let me first say a word about the notion of veridicality.
2 Veridicality
Let me begin by examining how we shall understand the notion of veridicality,
which purports to be the counterpart of truth for theoretical models. We have
two main options at our disposal to define it, but I think they more or less boil
down to the same idea.
The first option is to define veridicality directly as a relation between the
model and what it represents; for example, an isomorphism, a partial isomor-
phism (Bueno and French, 2011; van Fraassen, 1980), or something less formal
like similarity (Giere, 1991).
The second option is to make a detour through language, by considering
models, qua set-theoretical structures, as truth-makers for statements, in the
Tarskian tradition. These statements can include theoretical laws and principles
as well as specific assumptions about the target of representation. Considering
that the targets of models can also act as truth-makers for theoretical state-
ments, we could say that a model is veridical if all the statements it satisfies are
also satisfied by its target.
The first option involving a direct relation between models and their targets
should be qualified, and it is reasonable to assume, as many commentators have
observed, that language must play a mediation role at some point in order to fix
the intended target of representation. For example, someone assuming that the
model-target relationship is some kind of isomorphism should provide a set of
important objects, properties and relations, the structure of which is preserved
by isomorphism, to avoid triviality (Ainsworth, 2009). As for similarity, it
can be argued that making explicit in which respects two objects are similar
also requires linguistic mediation (Chakravartty, 2001). In general, language is
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needed to say what the theory is about (Frigg, 2006; French and Saatsi, 2006;
Thomson-Jones, 2012), and relate the various models of the theory together
(Halvorson, 2012). This means that veridicality only makes sense given a certain
interpretation of the model in terms of the target and that presumably, the way
models are interpreted should be consistent across various uses of a given theory.
If we accept this role for language, the two options mentioned above can be
considered roughly equivalent, given that the notion of truth involved in the
linguistic option is under-specified, and could be specified in such a way that
it corresponds to one's preferred target-model relationship (one might wonder
whether the model-target relationship grounds linguistic truth, or the other way
around, but I won't address this questionsee Chakravartty (2001) for discus-
sion). So the linguistic formulation is more general, and it is the one I will
adopt, although not much hinges on that. Let me remark that this formula-
tion assumes that models are not bare set-theoretical structures, but structures
mapped to a theoretical vocabulary (such that important objects, properties
and relations in the domain of object are given a name). This is required for
models to act as truth-makers. But given the previous remarks on mediation
by language, this assumption seems reasonable.
3 From Model Veridicality to Theoretical Truth
Let us now examine the possible routes from veridicality to truth. What state-
ment should qualify a scientific theory, once we have presented its models?
A first option would be this: a theory is true if and only if all its models are
veridical. Obviously, this will not do for several reasons, the main one being that
it makes no sense to talk about veridicality without specifying which target the
model represents. Another reason is that arguably, some (if not most) models of
any theory do not purport to represent any concrete target, so they cannot really
be veridical. This is true at least considering that all structures that satisfy the
laws and principles of the theory are models of this theory (taking theories to
be presented by means of sets of laws and principles, following the model of
physics), but even considering a different notion of theoretical models, one can
easily come up with examples of scientific models of a theory that do not purport
to have any real target in the world, for example, in thought experiments.
A second option would be: a theory is true if and only if all models that
represent a target in the world are veridical.
At this point, we should say more about what it is to represent. There are
various accounts of representation. It has been argued that models represent
their targets in virtue of a relation of isomorphism or partial isomorphism (van
Fraassen, 1980; French and Ladyman, 1999; C. A. Da Costa and French, 2003)
or similarity (Giere, 1991). If this echoes the discussion about veridicality in the
previous section, this is no coincidence: these naturalistic accounts have been
criticised precisely for not distinguishing between representation and accurate
representation, and not accounting for the possibility of misrepresenting a target
(Suárez, 2003) (but see Bueno and French, 2011).
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The last point about misrepresentation is certainly important for our pur-
pose: the semantic realist needs this distinction between representation and
accurate representation, otherwise the idea that theories are true about the
phenomena they can be used to represent becomes trivial, because represent-
ing and being true would amount to the same thing. We would not want to
say that it is impossible to represent the solar system in Newtonian mechanics,
for example, only because Newtonian models are not perfectly accurate. To be
either true or false in virtue of the world, a theory must be capable of having
non-veridical models that still represent their targets.
The common strategy to account for misrepresentation is to understand
representation as (at least) a three-place predicate between a vehicle, a target
and a user: the user takes the vehicle to stand for, or denote, the target, or
in Suárez (2004)'s terms, it has representational force, and although norms of
representation could be involved in the process, this says nothing about the
model's accuracy. It has now become commonplace in the literature on scientific
representation to assume that the user indeed plays a role (van Fraassen, 2008;
Giere, 2010; Contessa, 2007).
However, assuming this role for the user, it appears that our second option
for defining theoretical truth, which is restricted to the models that represent
a target, is too limited, because we want theoretical truth to extend beyond
actual representational use. For example, we would like to say that Newtonian
mechanics is false if a phenomenon does not respect its predictions, even if no
scientist has ever attempted to model this phenomenon (or that it was already
false before astronomers observed that the trajectory of Mercury did not con-
form to its predictions). This is required for a semantic realist: theoretical truth
must not be tied to particular uses of the theory, since it must not be epistemi-
cally constrained. So we must specify conditions of application even for models
that are not actually used (this problem does not affect naturalistic accounts of
representation that dispense with a user in the same way, but they also need to
specify conditions of application if they want to account for misrepresentation,
so the rest of the discussion will be relevant to them).
In order to circumvent this problem, let me introduce the notion of appli-
cability, which corresponds to the idea that a model could be used to represent
a target. By this, I mean that it respects certain norms of representation im-
posed by the theory. These norms presumably encapsulate Giere and Suppe's
hypotheses that would provide a link or mapping between the theory and
the world, or at least part of them: they tell us what a given model could po-
tentially represent in the world, and how, without implying that the model is
veridical. The modal aspect is important: I do not mean that the model is
actually used to represent the target, only that it would be legitimate to use
it. This makes a distinction between applicability and representational force,
at least for accounts of representation that involve a user and a denotational
aspect.
It could be objected that whether or not a model is legitimate to represent
a target depends on a context of use, on particular users and associated aims,
and on contextually informed practical knowledge. A model could be appro-
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priate to predict a measurement outcome while experimenting on a target, but
inappropriate to explain some aspect of the same target. But the fact that dif-
ferent models are more or less appropriate for different uses is compatible with
the idea that general, a-contextual norms apply to all possible contexts of use,
and we could say that it is enough for a model to satisfy these general norms
to be applicable, and to be either veridical or not. Each legitimate application
would provide an interpretation of the model in terms of the target, from which
veridicality could be assessed. Perhaps this will not do, because other contex-
tual factors are implied in the assessement of veridicality, or perhaps there are
no a-contextual norms of representation. But the semantic realist should deny
this, otherwise theoretical truth will be epistemically constrained, in that it will
depend on what and how we choose to represent. The semantic realist needs an
a-contextual notion of applicability, from which veridicality can be assessed.
Let us say, then, that a model applies to a target if it could legitimately be
used to represent the target, even if it is not actually used, that is, if it respects
a-contextual norms of representation. Note that these norms could be quite
liberal. I noted in the previous section that veridicality can only be assessed if
the model is interpreted in terms of the target. At this point, I do not want
to assume that there is a univocal way of doing this; there might be several
interpretations available for the same model and target, each corresponding to
a potential application of a given model. I will say more on these aspects in the
next section.
With the notion of applicability in hand, we could say that a theory is true if
and only if all applicable models are veridical. But it is easy to find examples of
theories that are not taken to be false, even if some models of the theory are not
taken to be veridical of the target they represent: typically, idealised models do
not represent their targets accurately; they caricature their targets (examples
of this are frictionless planes, infinite gases or point masses). Now this could
be taken to imply that these theories are actually false (Cartwright, 1983). But
this option might not be very satisfying for a semantic realist, at least if she
wants theoretical truth to matter somehow: idealisations are not generally taken
to be a defect of representation, but rather a feature that contributes to the
goodness of a scientific model. Besides, one could argue, contra Cartwright,
that idealised models are mere placeholders for veridical models. The idea
would be that idealisations can be de-idealised in principle, or that they would
foster cognitive virtues, such as simplicity and computability, while retaining a
veridical component concerning the relevant variables (McMullin, 1985; Elgin
and Sober, 2002; Saatsi, 2016; Bokulich, 2016). We could expect these veridical
components to figure in a non-idealised model of the theory.
In any case, idealisations are not the only example to illustrate this problem
with our definition. Another example is when a model proposed to account for
a phenomenon turns out to be inaccurate, and is later replaced by a better one
within the same theory: the first model was not veridical, but the theory cannot
be considered false for this reason, because it can provide a better model. So
we need refinement.
Taking into account the idea that idealised models are placeholders for veridi-
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cal ones, let us propose a final option: a theory is true if and only if for any
potential target in the world, there is at least one model in the theory and one
interpretation for which the model is a veridical representation of the target.
This would be, in the case of idealisations, the de-idealised model (assuming
that the theory is true). The idea is simply that a true theory could represent
anything veridically, while a false theory could not.
For ease of comprehension, let me formalise this definition, taking A(M, t)
to be the set of potential legitimate applications of a model to a target (or
interpretations of the model in terms of the target) and V (M,a, t) the relation
of veridicality given a certain application a. This gives:
Truth(T ) : (∀t)(∃M ∈ T )(∃a ∈ A(M, t))V (M,a, t)
This looks like a good option. We could refine it a bit, so as not to include
potential targets that are not in the domain of application of the theory: we
cannot blame the theory of evolution for not accounting for electrons. This
could be formalised in terms of the existence of at least one model-application
pair for the target. But I will omit this for the sake of simplicity.
There is a first difficulty with this account: the models we would like to be
veridical, that is, the non-idealised models, might well be beyond even potential
use. For example, most theories in physics do not have analytic solutions beyond
very simple cases. This means that the corresponding models cannot be known
by finite means. This does not mean that they could not be used if they could be
known, but it is hard to imagine how we could handle a mathematical structure
that cannot be described by analytic functions, and how we could interpret it
in terms of a target. The notion of applying ends up being quite metaphysical
in spirit if we want it to be extendable to this kind of model, and the notion of
an epistemic user becomes quite idealistic.
But this difficulty is unavoidable for the semantic realist. Refusing this
extension would threaten to render all theories false. So I think this definition
of theoretical truth is the best option at our disposal.
I will address other complications with the notion of applicability in the
next section and talk more about the notion of interpretation. For now, let us
consider one last option for defining theoretical truth, which is van Fraassen's
preferred option (van Fraassen and Ransanz, 1985). In substance, it says that
a theory is true if it has at least one model that is veridical of the universe.
I think this option is problematic for different reasons. For example, it is
not clear that the universe as a whole can be considered a legitimate target
of veridical representation, if only because the users and vehicle of the repre-
sentation are contained in it. It also exacerbates the problem of models that
could only be used with infinite cognitive capacities. Another problem is that
the cognitive content of the theory is reduced to only one of its models, and it
becomes puzzling why theories should be collections of models in the first place.
This idea is rather disconnected from actual scientific practice.
In any case, assuming reasonable principles, van Fraassen's solution does not
have very different implications from the one that has just been discussed. If a
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model of the universe of a given theory can be separated into parts that are also
models of the same theory, we can expect any potential target of representation
for this theory to be represented by one of these parts, and if the model is
veridical, we can expect its parts to be veridical as well. This means that
for any target in the domain of application of the theory, there is a veridical
model of it, and we are back to our former definition. These expectations are
reasonable because they seem required for concrete representational uses: we
need to represent specific, bounded targets; this is the primary use of theories.
And scientists generally know how to split models into parts or how to combine
them into larger models.
So I think it is better to assume the previous option, simply because it is
weaker and more connected to actual representational uses. However, this choice
will not deeply affect the arguments of the next sections.
4 The Problem of Conditions of Application
So far, we have introduced a notion of model veridicality, and we have defined
theoretical truth in terms of the veridicality of at least one applicable model of
the theory for any target. Now come the difficulties I was mentioning. They all
have to do with the notion of applicability.
The main point, with this notion, is that we need something to connect the
various models of a theory to their potential targets for the notion of theoretical
truth to make sense at all. This is the role of applicability. But how to do so is
not obvious.
I defined applicability as potential representational force, which is that by
which a model represents a target in particular uses, so let us examine the lat-
ter notion. (I will restrict my presentation to inferentialist accounts of scientific
representation, assuming that the rest of the discussion applies to more substan-
tial, including naturalistic accounts. There is no reason why the same problems
would not affect them.)
According to Suárez (2004, p. 768), representational force is the capacity of
a source to lead a competent and informed user to a consideration of the target.
This includes having a denotational function (Suárez, 2015a, p. 44). The no-
tion of denotational function is meant to account for representation of fictitious
entities, but in the case of a concrete target, this means simple denotation: the
model points to the target, which can be achieved by mere stipulation. Obvi-
ously, this idea is tied to particular uses and should not appear in the notion of
applicability (at most we could retain the idea that targets must be accessible to
users in principle, so as to be potentially denotedthis will be discussed later).
Beyond denotation, a scientific representation also allows users to make valid
inferences on the target. This is what distinguishes epistemic (including scien-
tific) representation from mere symbolic representation. These inferences need
not be sound, in which case the model misrepresents its target.
According to Suárez, these conditions are not sufficient for being a repre-
sentation. Other conditions might be involved in specific contexts. He claims,
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in particular, that there are norms of valid inferences within some representa-
tional practice: inferences must be licensed by epistemic community (Suárez,
2015b; Boesch, 2017). But according to him, nothing more can be said about
representation in full generality.
Contessa (2007)'s account purports to be more substantial. It is cast in
terms of interpretation. Interpreting a model means taking specific properties,
relations or functions of the model to denote properties, relations and functions
of the target. In brief, this means providing a mapping between relevant parts
of the model and target, which is exactly what we meant by interpretation
so far. This, according to Contessa, is enough to fulfil Suárez's conditions of
representation (because it allows the user to make inferences on the target),
and no more conditions are required. In particular, Contessa assumes that any
mapping will do. His account is therefore more substantial, but also more liberal
than Suàrez's.
For a semantic realist, the idea that no fully general account of represen-
tational force (hence of applicability) can be given is unsatisfactory. There is
again a risk of running into problems of epistemic relativity. There should be, at
least, a general account at the level of theories (maybe each theory or paradigm
has its own). Contessa's solution is interesting for a semantic realist, because it
is substantial, general, and also minimalist. Furthermore, it provides a formali-
sation of our notion of interpretation. So let us assume this account, including
its notion of interpretation, and say that a model is applicable to a target if
there exists an interpretation of the model in terms of the target.
What I wish to discuss now is whether one should assume (contra Contessa)
particular constraints on the interpretations that are legitimate for semantic
realism to make sense: shall we allow any mapping between the objects, prop-
erties, relations and functions of the model and the target to count as a possible
application? To take Contessa's example, can we use Rutherford's model of the
atom to represent a hockey puck sliding on ice, taking the nucleus to denote the
ice and the electron to denote the puck?
Maybe Contessa's liberal attitude is warranted if we are interested in what
representation is in general, but in the context of assessing what it means for
theories to be true or false, we need more constraints. There are at least two
criteria to be met for our definition of theoretical truth to make sense. The
first one is that these constraints shouldn't be too strict, so as not to make
applicability equivalent to veridicality, otherwise any theory will end up being
true, insofar as when its models are non-veridical, it is simply because they do
not apply to the target. The second criterion is that these constraints shouldn't
be too loose, otherwise almost any theory will have a model that is veridical for
any target, even when we would intuitively consider this theory false.
The first problem is related to the idea mentioned above that a good ac-
count of representation should also account for misrepresentation: a model can
represent its target inaccurately. To illustrate this problem, imagine that we
have a theory of water that says that it is composed of H2O molecules. As
semantic realists, we want this theory to have truth-conditions. We want to
say that the theory is true if, for any potential target of the theory, that is,
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any amount of water, there is one model of the theory that will be veridical, a
model with H2O molecules suitably configured. This first problem would occur
if we were to define water (that is, the domain of application of the theory)
circularly, as the kind of substance that is composed of H2O molecules. Then
our theory would be trivially true (note that this problem affects van Fraassen's
version of theoretical truth as well, assuming that a domain of application for
the theory must be specified: this domain would be limited to the phenomena
in the universe for which the theory is accurate).
As for the second problem, we can illustrate it with Contessa's account of
representation. Recall that according to Contessa, any interpretation of the
model in terms of the target is allowed. Going from actual use to potential
use, this means that any model applies to any target whatsoever, and in many
different ways. This liberal conception of representation has been criticised by
Bolinska (2013), who claims that more is required for a vehicle to represent
a target system. In particular, the agent must aim to faithfully represent the
target system using that vehicle, and the vehicle must be informative about
the target. An arbitrary mapping does not satisfy these conditions. Contessa's
liberalism is particularly problematic for a semantic realist attempting to define
theoretical truth. It seems too easy for a theory to be true in this context: can't
we just find a mapping, however contrived, between our target and a model,
however ad-hoc, that will be such that the model is veridical? One can take the
C in CO2 to denote oxygen, and the O to denote hydrogen, and the theory that
water is CO2 will be vindicated. But then truth does not depend on the world
any more. This is reminiscent of Putnam (1980)'s model-theoretical argument
against metaphysical realism, and of Newman's objection against structural
realism (Demopoulos and Friedman, 1985).
So there must be restrictions on which models apply to which targets, and
how: not just any mapping will do.
Intuitively, one could think of these restrictions as conceptual norms govern-
ing the interpretation of theoretical vocabulary, applying across various contexts
of use. The idea would be that the vocabulary involved in the model-target map-
ping should be interpreted consistently in terms of target properties. There is
still room for interpretation given these constraints: specific models can employ
a vocabulary that is not present at the theory level, hence not constrained in
the same way (proper names as opposed to predicates for example). In any
case, such constraints do not necessarily entail a collapse of applicability into
veridicality.
I believe that a semantic realist must assume something along these lines for
her position to make sense. Importantly, the idea cannot be that the vocabulary
involved is interpreted only in terms of the structure of the theory: what is
needed is to fix the denotation of this vocabulary, or its extension in the world,
so as to assess that the structure of the theory gets things right. Assuming
that the vocabulary involved in conditions of application is defined only by the
theoretical structure would amount to saying that the theory applies only when
its structure gets things right, and as we have seen, this is incompatible with
semantic realism.
10
Does this idea of consistently interpreting the vocabulary solve all our wor-
ries? I think we still face a dilemma. Assume that theoretical predicates are
interpreted in such a way that they consistently refer to the same properties or
relations in all uses of the theory. Should we also add that particular objects in
the model must denote particular objects in the target of the right type for the
model to represent its target at all? For example, shall we correctly interpret
the property being an electron, but allow the electron of Rutherford's model
to denote a hockey puck (implying that the model is not veridical, because a
hockey puck is not an electron)? Or shall we require that the electron of the
model be mapped to a real electron?
If we adopt the latter requirement, we encounter problems with theories that
fail to refer. Presumably, we would like to say that phlogiston theory is false,
not that it fails to represent anything (it can represent combustion phenomena
for instance). But if we expect objects in a model to refer to objects of the
right type in the target for the model to represent anything, then a model with
non-existent types of objects such as phlogiston will fail to represent anything.
So maybe we should be liberal and accept that particular objects can be
mapped in any way without restriction. We would only require that properties,
relations and functions be interpreted in the right way. Then phlogiston theory
would misrepresent, because there cannot be a mapping that renders its models
veridical (because phlogiston does not exist), but it would still represent. But if
we adopt this stance, we encounter another problem: theories will generally be
false about everything that is outside of their domain of application. Because of
our permissiveness, we fail to correctly delimit the domain of application of the
theory, that is, the set of targets that it can legitimately represent, and about
which we want the theory to be either true or false. We do not want to say
that a theory of optics misrepresents the behaviour of fluids. We want to say
that it does not represent the behaviour of fluids at all. This is not a problem
for theories with a universal domain of application (the fundamental theories of
physics?), but limiting potential truth to these theories only is problematic.
The solution to this dilemma for the semantic realist must be something
along these lines: there should be a distinction between two kinds of properties.
Some properties are required to correctly identify the domain of application of
the theory, and to say whether a model really represents the target; in our exam-
ples, properties such as water or combustion phenomena. These properties
typically categorise phenomena of interest. Other properties are posited by the
theory to explain these phenomena: in our examples, H2O and phlogiston.
Assuming such a distinction, we should only expect objects of the model that
instantiate the former kind of property to be mapped to real objects of the right
type, for a model to represent its target. That is, models must be applied to
the right types of objects, but only for some properties: the ones that identify
the types of objects that the model is really talking about.
But this solution, which, I think, is the right one, generates troubles for the
semantic realist. Presumably, the distinction between these two kinds of prop-
erties is rooted in the fact that some superficial properties are more directly
accessible to epistemic agents of our community than others, and that these
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are the properties involved in the specification of the domain of application of
the theory. They concern targets that can be potentially denoted by epistemic
agents. So this distinction is epistemically informed. Now the question is: how
can we come up with a notion of theoretical truth that is not epistemically con-
strained if it rests on a distinction between the properties that are epistemically
accessible and those that are not (or are, but less directly)?
This is the problem I will address in the next section.
5 Are Conditions of Application Epistemically
Constrained?
To sum up what has been said so far, if we want to make sense of our notion of
theoretical truth, we need to specify correctly the way the models of a theory are
applied. This means adopting conceptual restrictions on the way models can
be interpreted in terms of their targets. Presumably, these restrictions must
take the form of an interpretation of part of the vocabulary used that fixes
its extension in the world. And importantly, they should concern the correct
identification of objects whose types are epistemically accessible, but not the
hypothetical entities postulated by the theory, if we want to be able to say that
a theory that does not refer is false, but still applicable.
Now here is a question: are these conditions of applicability of the the-
ory supposed to be analysed in epistemic terms? Are these conditions to be
understood in terms of possible measurements, possible observations, possible
intentions or interventions of a member of our epistemic community? Or should
they be expressed in non-epistemic terms, that is, only in terms of the model
and the target?
Assuming that representation is indeed a relation between a vehicle, a target
and a user, it seems sensible to interpret potential representational force in
epistemic terms. After all, the point of representational force is to account
for the possibility of misrepresentation, and by this, we mean that model users
could be wrong. This account is achieved by distinguishing norms of application,
by which the representation relation takes place (representational force) and
conditions of accuracy. But sound norms must be applicable in principle, and
for this, they must concern aspects that are epistemically accessible to the users,
at least in principle. We would naturally expect that a scientist is capable of
knowing that her model represents a target, even if she does not know whether it
represents it accurately. This implies that we make a distinction between aspects
that are more or less directly accessible to epistemic agents and aspects that are
inaccessible or less directly accessible. Only the former should be mentioned in
norms of applicability.
This is not to say that we should come up with correspondence rules or strict
operational definitions that would tell whether a model applies to a target. It
does not even mean that whether and how the model applies must be known
a priori by users of the theory. They could defer this knowledge to experts, or
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the best way to operationalise linguistic terms in concrete applications could
be discovered by experience, as a matter of coherence between the conceptual
structure of the theory and practical constraints. But this means that whether
a model applies must be robustly assertible in principle by members of our
community.
Note that we are not expecting veridicality to be assertible in the same
way, since we are concerned about semantic realism, not epistemic realism.
Theoretical truth might well remain out of reach. But not the fact that a model
is a legitimate (if perhaps bad) representation of its target to start with.
From these considerations, there is a great temptation to simply claim that
the interpretation involved when applying a model to a target is really a mapping
between parts of the model and potential observations, potential measurements
on the target, etc., that is, between the model and aspects that are better de-
scribed in epistemic terms. This is a sure way to ensure epistemic accessibility.
But then the following question arises: can we make sense of a notion of theoret-
ical truth that is not epistemically constrained, even assuming that conditions
of application are epistemically constrained? And if not, how can we pretend
to be semantic realists?
Now the fact that conditions of application depend on our epistemic position
does not mean that they cannot be analysed in ways that are independent of our
epistemic position. So there are other options for the semantic realist, which I
will examine in due course. But let us first examine in more detail what is at
stake if we bite the bullet.
The problem for semantic realism is that the mapping we are talking about,
the one that is involved when applying a model to a target, is what will de-
termine whether the model is veridical or not: a model can only be veridical
relative to a given mapping between model and target properties. Changing the
mapping, or in our case, the epistemically constrained aspects of the target that
the model represents, would alter the veridicality of the model, or the truth-
conditions of its cognitive content: it would change what we are talking about.
This entails that real entities are not the only truth-makers of the theory, but
epistemically constrained aspects are involved as well.
This problem is particularly salient if the model is only interpreted in epis-
temically constrained terms, and if other theoretical properties are interpreted
structurally. This is the case in particular for epistemic structural realism, in
which case the problem reduces to a version of Newman's objection against stuc-
tural realism: if the cognitive content of a model comprising H2O molecules is
only a structure, and if the terms Hydrogen and Oxygen are only structurally
interpreted, then basically, the model is veridical if the epistemically accessible
characteristics of water respect certain relations, which means that veridicality
is exactly what an empiricist would call empirical adequacy. This cannot be
semantic realism.
But the problem is more general, and affects other positions as well. For
example, an ontic structural realist can claim that the kind of relations she is
talking about are modal. However, even if the qualitative term modal were
enough to make a relation count as real so as to avoid Newman's objection
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(but see Ruyant, 2019), the cognitive content of the theory cannot be understood
exclusively in realistic terms, because these are modal relations between entities
that are epistemically identified. And even someone assuming that models posit
real entities, such as molecules or phlogiston, has to assume that the cognitive
content of a theory, what makes the theory true, is really about how these real
entities relate to the epistemic entities that enter into the mapping. The notion
of truth involved is still epistemically constrained, even if not entirely: there is
no way the theory can be interpreted without mentioning epistemically loaded
terms.
Going back to our definition of semantic realism, recall that a theory is
true if for any targets in the domain, there is at least one model and one li-
censed interpretation for which the model is veridical: (∀t)(∃M ∈ T )(∃a ∈
A(M, t))V (M,a, t). The problem is simply that if A is expressed in epistemic
terms, then truth is epistemically constrained. Our theory is not only about
reality, it is also about our observations, measurement results, information, in-
tentions, or whatever epistemic entity is employed.
We could consider that since the conceptual norms that constrain applica-
bility are at a theory level, the definition could be turned into Truth(T,A) :
Φ(T,A), where A stands for an interpretation of the relevant vocabulary. This
is an interesting move, but now the theory we are realist about is not T , but
T + A. All this move does is make explicit the fact that our theory was never
only about reality, but also about the epistemic entities that figure in A.
6 Externalism and Natural Kinds
As I mentioned earlier, there is a way out for the realist, which is to deny that
applicability constraints should be analysed in epistemic terms, even if they are
relative to our epistemic position.
The idea is the following: the fact that some characteristics of targets, the
ones that allow us to identify them, are accessible to us, and that we choose to
map the objects having these properties to objects having the right properties
in our models, should be understood as a contingent fact about us and these
properties from a realist perspective. But the objects and properties that are
mapped are nevertheless real (as opposed to properties such as colours, which,
arguably, are relative to us).
For example, the realist could maintain that water is identified by osten-
tation, by referring directly to the kind of substance that water is (following
Kripke, 1980). Any theory of water is true if this kind is indeed as the the-
ory describes it, for example, if it is composed of hydrogen and oxygen atoms
(however these terms are interpreted). Assuming that water is H2O, a model
of the theory making use of the term water applies to a target only if this
target is composed of H2O molecules, but this does not require that the model
describes the target as being composed of H2O molecules; only that it employs
the term water, which denotes this kind of substance. So the criterion of
possible misrepresentation is fulfilled.
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This is, I think, the only solution for the semantic realist. But this implies
that the weakened versions of realism, such as structural realism, that attempt
to dispense with reference to natural kinds (Ladyman and Ross, 2007; French,
2014), will simply not do: they are not semantic realist positions at all, because
they are unable to express the cognitive content of theories in terms that are
not epistemically constrained, otherwise they end up being trivially true. The
modal structure of the world cannot float freely: it must be anchored to real
properties, at least the ones that enter into conditions of application. The
structural realist could argue that we successfully refer to real patterns, but
arguably, these patterns are identified in relation to us if they are identified at
all, so we cannot dispense with epistemic notions (it's worth noting here that
Ladyman and Ross claim that their version of structural realism is a modal
empiricism).
Note that this problem, although similar to Newman's objection against
structural realism, is distinct: the problem is not that a scientific model would
fail to make any substantial claim about its target (because any structure is
realized if the target has the right cardinality), but that scientific models would
fail to have well-defined targets to start with, unless natural kinds are involved.
The idea that the mapping between our theories and the world should be
expressed in realistic terms is rather puzzling in some respects. It assumes
that we correctly carve nature at its joints when delimiting the domains of
application of our theories. If we didn't, we would fail to represent anything
without even knowing it, even if we constantly apply our theories. But as we
have observed earlier, it is problematic to impose norms on users when they
cannot be followed. So the semantic realist must explain how the fact that we
refer to real entities rather than artefactual ones when applying our theories
can be assertible in principle (arguably, real properties must not be to scarce
for it to be possible). In this context, there seems to be no principled reason
not to assume a natural kind interpretation for all theoretical vocabulary, but
this means that there is no simple way to avoid the arguments that have been
mounted against the idea that theories successfully refer, such as the pessimistic
meta-induction (Laudan, 1981). Furthermore, there are examples of reference
failure at the observational level, for example, in the identification of biological
species, or in the case of nephrite and jadeite. Should we say that a model
of jade does not represent anything, even though we can easily give the set of
objects to which it applies?
The view also entails that we are in no position to make explicit the real
conditions of application of our own theories, nor to express what it really means
for our theories to be true, unless we already have a true theory with regards
to its domain of application. But then truth is quasi-tautological. For example,
the models of a theory of water should be mapped to substances of composition
H2O, and the theory is true if what it says about H2O is truethis, we can say
only because we know that water is H2O. Or so we assume. This looks like
putting the cart before the horse.
On the other hand, if we do not want to assume a priori that we have reached
some kind of truth about the domain of application of our theories, we must
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say that the cognitive content of our own theories is not transparent, but then
it seems that the norms of correct representation cannot really be followed,
which is hard to swallow (this is strongly related to Dummett (1978)'s criti-
cism of semantic realism). We don't really know what our theories are talking
about. All we can do is gesture at it (water is this substance), but saying
more would require using epistemic notions. So our theories might have real
truth-conditions (or not if we fail to refer), but our actual grasp of their content
is still epistemically constrained. This looks like a Pyrrhic victory for semantic
realism: why not simply claim that our theories are about these epistemically
constrained entities?
If this was not enough, remember some of the assumptions we have made
along the way (section 3): that there are well-defined applicability and veridi-
cality conditions for models outside of any context of use, and that these are
well-defined even for de-idealised models that would necessitate infinite cog-
nitive capacities to be manipulated.
In my view, all this constitute good reason to give up semantic realism and
look for alternatives. The resulting positions might still qualify as realist if one
is willing to apply the term in a liberal way (as in: internal realism), as a label
of seriousness, as it were, but this is merely a terminological issue.
7 Pragmatist Alternatives
In conclusion, let me briefly explore some alternatives to semantic realism.
Many authors have defended broadly pragmatist views of science (see Winther,
2015, section 4). The main characteristic of these approaches is an emphasis on
scientific practice and on the contextual use of theories and models, rather than
on formal aspects and abstract relationships between theories and the world.
In light of the discussion above, it might be possible to flesh out this general
stance (or at least one version of it) as a semantic thesis that is distinct from
semantic realism.
There are many more or less radical ways one can depart from semantic
realism. One can deny that scientific theories are truth-bearers at all, and in-
stead claim that they are either good or bad, just as tools can be (eliminative
instrumentalism). Or one can claim that the truth-value of theories is detached
from any notion of model veridicality, and that theories are generally true as a
matter of convention, like grammatical rules (conventionalism). The idea that
scientific models are autonomous agents (Morgan and Morrison, 1999), or that
theories are tools for model construction (Suárez and Cartwright, 2007), devel-
oped in the pragmatist tradition, could support such views. Another possibility
is to deny that theoretical truth goes beyond actual uses of the theory, in the
spirit of verificationism, but this kind of position might be unattractive. In this
section, I wish to explore pragmatist positions that share as much as possible
with semantic realism, and in particular, the idea that theories can be true or
false, and that this has to do with model veridicality, including when it comes
to models that are not actually used, but could be used to represent. So I will
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leave out the other options in what follows.
I think the most direct way to implement the emphasis on context and use
that characterises pragmatism is to take the notion of applicability introduced
in section 3 to be contextual. This idea has intuitive appeal: whether a model is
legitimate or not to represent a given target seems to depend on the context, for
example, on the activity (predicting or explaining), on standards of accuracy and
on objects and properties of interest. The latter aspect is particularly relevant
in the case of idealisations, since we would expect that an idealised model that
neglects some aspects of the target, for example, the friction of a plane, is not
applicable in a context where scientists are interested in these aspects. The
pragmatist approach promises a fine analysis of applicability that the semantic
realist cannot afford. The idea can be formalised by allowing our function A
to take the possible context of use as a parameter (where a possible context
could perhaps be partially formalised in terms of salient objects and properties
and degrees of accuracy, using coarse-grained properties such as intervals for
quantities).
An immediate advantage of this approach is that we do not need to assume
that idealised models have a de-idealised version, one that might be impossible
to handle with finite cognitive capacities, since idealised models can be con-
sidered veridical relative to a context, that is, for relevant variables and stan-
dards on accuracy. Let us assume, following Bokulich (2016), that fictions and
idealisations capture patterns of counterfactual dependence between relevant
variables. This could be taken to be the defining characteristic of veridicality,
once the relevant variables have been specified by the context of use. All we
need to assume, to avoid trivialising truth, is that a true theory would also have
a veridical model in contexts with higher standards of accuracy, and with other
relevant properties.
Defining the range of possible contexts could be problematic. For example,
how high possible standards of accuracy can be? A solution is to make theoreti-
cal truth relative to epistemic communities and to their technical abilities. This
could be a way of understanding the position known as perspectival realism (for
example, Massimi (2018) talks of standards of performance-adequacy being
relative to epistemic communities).
This gives us the following definition for theoretical truth:
Truth(T ) : (∀C, t)(∀M ∈ T )(∀a ∈ A(M,C, t))V (M,a, t)
A theory is true if, whatever the target and context of use, its models that
apply to this target in this context are veridical. This definition captures a
pragmatic notion of truth in terms of ideal success for a theory.
Let us examine how the approach fares with respect to the problems men-
tioned in section 4. There must be constraints on which interpretations are
licensed in a given context, so that theories are not trivially false, but these
constraints must not be as strong as veridicality. These constraints can be ex-
pressed, as was suggested, in terms of a distinction between two types of objects
and properties: the ones that matter for applicability (for which objects in the
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model must be mapped to objects of the right type) and the ones that only
matter for veridicality. But now this distinction can be contextual: the objects
and properties that matter for applicability are those that are salient in a given
context, because they are the objects and properties the users of the theory are
interested in accounting for. This guarantees their principled accessibility. And
of course, the pragmatist need not shy away from interpreting model properties,
in context, in epistemic terms, for example, in terms of stabilised measurement
outcomes (the a-contextual meaning of theoretical terms being captured by a
function from context to interpretation, as given by A) .
Pragmatism so conceived of does not require giving up truth-conditional
semantics for theories, nor the idea that truth somehow depends on what the
world is like, although it also depends on our epistemic perspective. Does it
count as a literal interpretation of scientific discourse? The idea that liter-
alness would be reserved to non-epistemic conceptions of truth is disputable.
After all, as I hope to have shown in this paper, no definition of theoretical
truth can claim to be particularly intuitive and natural in the semantic con-
ception of theories. Scientists are presumably competent interpreters of their
own theories, but at times you can hear physicists claiming that Newtonian
mechanics is true within its domain of validity, which is not clearly compat-
ible with semantic realism. So if the idea is to make good sense of scientific
discourse in general, semantic realism might not be the best option. Also note
that the standard textbook formulation of quantum theory explicitly mentions
measurement, an epistemically loaded notion, while so-called realist interpreta-
tions attempt to complete the standard formulation with additional structure
(particles, collapses or alternative worlds (Maudlin, 1995)). It is far from clear
who, in these matters, is really interpreting the theory literally, and who is
imposing kosher reinterpretations. . .
The main obstacle to adopting a pragmatist stance could be that it ap-
parently clashes with a naturalistic world-view. But who ever claimed that
epistemic or mind-dependent notions are unnatural? Perhaps pragmatism as-
sumes that they are not reducible (that they cannot be reflexively represented,
or not completely). But attempts to reduce them to, say, physical descriptions
are plagued with difficulties. The only world-view that needs to be abandoned
is the idea that there is a view from nowhere, that is, that there can be repre-
sentational content without any tie to an epistemic agent, not even an abstract
one. Abandoning this idea is merely a mark of modesty.
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