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In this work we introduce the contact Heisenberg algebra which is the restriction of the Jacobi
algebra on contact manifolds to the linear and constant functions. We give the exact expression of
its corresponding Baker-Campbell-Hausdorff formula. We argue that this result is relevant to the
quantization of contact systems.
I. INTRODUCTION
The Baker-Campbell-Hausdorff (BCH) formula is an exact result for the calculation of Z(X,Y ) = ln(eXeY ) when-
ever X and Y are elements of a Lie algebra. Explicitly, the BCH formula [1–3] reads
Z(X,Y ) = X + Y −
∫ 1
0
dt
+∞∑
n=1
(
I − eLXetLY
)n
n(n+ 1)
Y , (1)
where LXY := [X,Y ] and the exponential e
LX is defined as
eLXY :=
[
I + LX +
1
2!
LXLX + · · ·
]
Y = Y + [X,Y ] +
1
2!
[X, [X,Y ]] + . . . (2)
In the case of finite dimensional Lie algebras, the expression (1) provides an explicit formula to compute Z(X,Y )
given only the knowledge of the commutators of the Lie algebra. Therefore, it is of interest for several areas of
mathematics and physics. For instance, the theory of Lie groups and Lie algebras, linear partial differential equations,
numerical analysis, control theory, sub-Riemannian geometry, and in quantum and statistical mechanics as well as in
quantum field theory [1, 4, 5].
Although the BCH formula (1) has been known for a long time, only few exact expressions have been found. The
Heisenberg Lie algebra used in Quantum Mechanics is, perhaps, the most known example. In this case, the algebra
is nilpotent [6] and (2) becomes eLXY = Y + [X,Y ]. Consequently (1) reduces to Z(X,Y ) = X + Y + 12 [X,Y ]. For
more general Lie algebras, (2) involves an infinite sum of nested commutators, making it difficult to derive an analytic
expression for Z(X,Y ).
During the last years several new results have been found and have generated a renewal of attention on this subject
[7–10]. In [2] Van-Brunt and Visser obtained an explicit formula for the case [X,Y ] = uX + vY + cI. Later on,
Matone [11, 12] found an algorithm to extend such formula to the case where there are two commutators of the above
form. Recently, Van-Brunt and Visser [13] generalized their previous result to the case where the Lie algebra satisfies
some general requirements.
In this work we introduce a different Lie algebra, named contact Heisenberg Algebra (CHA) and compute the exact
closed form for the BCH formula (see equation (39)). The CHA is the Lie algebra of linear functions over a contact
manifold with the commutator given by the Lagrange bracket [39]. This algebra is the analogue of the Heisenberg Lie
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2algebra [6, 15] of linear functions over a symplectic manifold for the contact case. Moreover, it is a particular case of
a Jacobi (or local Lie) algebra [16].
The motivation for this work comes from the fact that contact manifolds naturally extend symplectic manifolds
and are used in a wide range of physical theories. For example, in mechanics [17–19], statistical mechanics [20, 21]
and thermodynamics [22–27] (see also [28–36] for further applications). Besides, some attempts in order to quantize
contact systems have been proposed within the formalisms of geometric and deformation quantization [14, 37]. Our
calculation of the BCH formula paves the way for a standard quantization program based on linear operators [15].
II. THE CONTACT HEISENBERG ALGEBRA
Contact manifolds are the object of extensive research both in mathematics and physics. Hence, for a detailed
introduction we refer the reader to e.g. references [38–40]. The relevant aspect for our purposes is the following:
using the geometric (contact) structure one can define a natural bracket of functions over a contact manifold. In the
standard (Darboux) coordinates (S, pi, q
i), i = 1, 2, . . . , n, the bracket reads
{g, f} =
(
g
∂f
∂S
−
∂g
∂S
f
)
+ pi
(
∂g
∂S
∂f
∂pi
−
∂g
∂pi
∂f
∂S
)
+
(
∂g
∂qi
∂f
∂pi
−
∂g
∂pi
∂f
∂qi
)
, (3)
where a sum over repeated indices is assumed here and below. The bracket (3) is called the Lagrange bracket [39]. It
differs from the Poisson bracket in some important properties. For instance, while it satisfies the Jacobi identity, it
fails to satisfy the Leibniz rule and thus it is not a derivation.
Let us consider the space S of linear functions on the contact manifold, i.e. the space
S = Span{z1 + aiq
i + bipi + cS}, z, ai, b
i, c ∈ R . (4)
By definition, S is a vector space with the natural sum operation. We can identify a generic linear function f =
z1 + aiq
i + bipi + cS with a vector Xf and define a commutator between vectors in the following way
[Xf , Xg] = X{f,g} . (5)
It follows directly that A = (S,+, [ · ]) is a (local) Lie algebra [16], that we call the contact Heisenberg algebra. Note
that this algebra is the analogue of the Heisenberg Lie algebra for the case of a contact manifold. A natural basis for
this algebra is (X1, Xqi ,−Xpi , XS), where the minus sign in Xpi is chosen for convenience to simplify the calculations.
Using (3) and (5) we find that the only non-vanishing commutators of the elements of the basis are
[X1, XS] = X1, [Xqi , XS ] = Xqi , [Xqi , Xpj ] = δ
i
jX1 . (6)
In the following we assume for simplicity that the contact manifold is 3-dimensional (n = 1) so that the index on q
and p can be omitted. The generalization to the (2n + 1)−dimensional case is straightforward. Furthermore, it will
be convenient to represent any vector Xf as X(z,a,b,c), being (z, a, b, c) its four components with respect to the basis
(X1, Xq,−Xp, XS).
Remarks: First, we remind that the subspace Z(g) of elements X ∈ g such that [X,Y ] = 0, ∀Y ∈ g is called the
center (or centralizer) of the algebra g [6]. It is easy to check that for the contact Heisenberg algebra A, the center
Z(A) is just the null vector X(0,0,0,0), i.e. it is trivial. Notice that this fact establishes a difference with both the
Heisenberg Lie algebra and the generalization considered by Visser in [2]. In such cases the center is a 1-dimensional
vector space.
Secondly, the sub-algebra A˜ ⊂ A defined by A˜ = Span{X(z,a,b,0)} is a (maximal) ideal of A and its center is the
1-dimensional vector space Z(A˜) = Span{X(z,0,0,0)}. It can be checked that the sub-algebra A˜ is isomorphic to the
Heisenberg Lie algebra, that is, the Heisenberg Lie algebra is naturally contained in A.
Finally, we stress that the study of the BCH formula for the CHA does not correspond to any of the cases considered
previously in the literature (see e.g. [11–13]) and therefore it is a completely new problem.
III. BCH FOR THE CONTACT HEISENBERG ALGEBRA
In this section we prove the main result of our work. We use the BCH formula (1) and the commutation relations
(6) to find an exact formula for the element Z(X,Y ). As the CHA does not fall into any of the cases studied in
previous works, we need to compute the infinite sum of nested commutators in (2) explicitly, which amounts to a
rather lengthy calculation. Nevertheless, the final result has a very compact form. To simplify the presentation we
split the calculation into three different steps.
3A. Step 1: calculation of eLX
The goal of this step is to obtain an expression for e
LX(z,a,b,c)X(z¯,a¯,b¯,c¯) using the commutators (6). Let us start with
the calculation of the first commutator, that is
LX(z,a,b,c)X(z¯,a¯,b¯,c¯) = [X(z,a,b,c), X(z¯,a¯,b¯,c¯)] =: X(z1,a1,0,0) , (7)
where we have defined
z1 := zc¯− cz¯ + a¯b− ab¯ , a1 := ac¯− ca¯. (8)
In the same way we can compute the second commutator
LX(z,a,b,c)LX(z,a,b,c)X(z¯,a¯,b¯,c¯) = [X(z,a,b,c), [X(z,a,b,c), X(z¯,a¯,b¯,c¯)]] = [X(z,a,b,c), X(z1,a1,0,0)] =: X(z2,a2,0,0) , (9)
where
z2 := −c z1 + a1b , a2 := −c a1 . (10)
From the above relations, we can infer the higher order commutators. Following the same notation, we write in general
(LX(z,a,b,c))
nX(z¯,a¯,b¯,c¯) = X(zn,an,0,0) , (11)
being
zn := −c zn−1 + an−1b, an := −c an−1 . (12)
Thus we obtain a recursive relation that gives zn and an in terms of zn−1 and an−1. Proceeding by induction one can
show that such relations imply the following
an = (−c)
n−1
a1, zn = (−c)
n−1
z1 + (−c)
n−2
(n− 1)a1 b . (13)
Now we are ready to compute the action of eLX . Let us rewrite explicitly the exponential as
e
LX(z,a,b,c)X(z¯,a¯,b¯,c¯) =
[
I + LX(z,a,b,c) +
1
2!
(LX(z,a,b,c))
2 + · · ·+
1
n!
(LX(z,a,b,c))
n + . . .
]
X(z¯,a¯,b¯,c¯) (14)
= X(z¯,a¯,b¯,c¯) +X(z1,a1,0,0) +
1
2!
X(z2,a2,0,0) + · · ·+
1
n!
X(zn,an,0,0) + . . .
Next, we decompose each operator in the Lie algebra basis (X1, Xq,−Xp, XS) and sum similar terms to obtain
e
LX(z,a,b,c)X(z¯,a¯,b¯,c¯) =
(
z¯ + z1 +
z2
2!
+ · · ·+
zn
n!
+ . . .
)
X1 +
(
a¯+ a1 +
a2
2!
+ · · ·+
an
n!
+ . . .
)
Xq − b¯Xp + c¯ XS , (15)
where ai and zi are as in (13). First, let us consider the Xq component in the above formula. We write it as
a∞ := a¯+ a1 +
a2
2!
+ · · ·+
an
n!
+ · · · = a¯+ a1
[
1 +
1
2!
(−c) + · · ·+
1
n!
(−c)
n−1
+ . . .
]
= a¯−
a1
c
[
(−c) +
1
2!
(−c)
2
+ · · ·+
1
n!
(−c)
n
+ . . .
]
= a¯ e−c +
ac¯
c
(1− e−c) . (16)
For as regards the X1 component, we have
z∞ = z¯ + z1 +
z2
2!
+ · · ·+
zn
n!
+ . . .
= z¯ + z1 +
1
2!
[−c z1 + a1b] +
1
3!
[
(−c)2 z1 − 2ca1b
]
+ · · ·+
1
n!
[
(−c)n−1 z1 + (n− 1) (−c)
n−2
a1b
]
+ . . . (17)
We notice that in the above formula we can collect z¯ and the terms in z1 to obtain
z¯ + z1 +
1
2!
(−c) z1 + · · ·+
1
n!
(−c)n−1 z1 + · · · = z¯ +
z1
c
(1− e−c) . (18)
4Now let us consider the remaining terms in (17), which can be rearranged as
a1b
c2
[
1
2!
(−c)2 +
2
3!
(−c)3 + · · ·+
(n− 1)
n!
(−c)n + . . .
]
=
a1b
c2
[
1− c e−c − e−c
]
, (19)
where we made use of the identity
1
2!
α2 +
2
3!
α3 + · · ·+
(n− 1)
n!
αn + · · · = 1 + α eα − eα . (20)
Using (17), (18) and (19) we finally get the expression for the X1 component, which reads
z∞ = z¯ +
z1
c
(1− e−c) +
a1b
c2
(
1− c e−c − e−c
)
= z¯ e−c + a¯be−c −
ab¯
c
(1− e−c) +
c¯
c
[
z(1− e−c) +
ab
c
(1− ce−c − e−c)
]
, (21)
where the last equality follows by substituting a1 and z1 from (8).
Summing up, we were able to find out an analytic expression for the infinite series appearing in e
LX(z,a,b,c) . As a
result the exponential operator acts as
e
LX(z,a,b,c)X(z¯,a¯,b¯,c¯) = z∞X1 + a∞Xq − b¯Xp + c¯XS = X(z∞,a∞,b¯,c¯) , (22)
with a∞ and z∞ given in equations (16) and (21) respectively.
Since this is a linear operator, we can represent it as a matrix using the basis (X1, Xq,−Xp, XS) as follows
e
LX(z,a,b,c)X(z¯,a¯,b¯,c¯) :=M(z, a, b, c)


z¯
a¯
b¯
c¯

 =


e−c be−c −a
c
(1− e−c) z
c
(1− e−c) + ab
c2
(1− ce−c − e−c)
0 e−c 0 a
c
(1 − e−c)
0 0 1 0
0 0 0 1




z¯
a¯
b¯
c¯

 .
(23)
B. Step 2 : calculation of (I − eLX etLY )n
Taking advantage of the matrix representation (23), we can rewrite the product of the two exponentials involved
in (1) as
e
LX(z,a,b,c) e
tLX
(z¯,a¯,b¯,c¯) = M(z, a, b, c)M(tz¯, ta¯, tb¯, tc¯) =: M . (24)
Using the structure of the matrix in (23), it is easy to check that M (and any of its powers) retains the same form
M =


em M12 M13 M14
0 em 0 M24
0 0 1 0
0 0 0 1

 , (25)
where
m = −c− tc¯ , M12 = e
m(b+ tb¯) , M13 = −
a
c
(1− e−c)−
a¯
c¯
e−c(1− e−tc¯), M24 =
a
c
(1− e−c) +
a¯
c¯
(e−c − em),
M14 =
z¯
c¯
(1− e−tc¯)e−c +
z
c
(1 − e−c) +
a¯b¯
c¯2
(
1− tc¯e−tc¯ − e−tc¯
)
e−c +
a¯b
c¯
(1− e−tc¯)e−c +
ab
c2
(1 − ce−c − e−c). (26)
Now we use these properties of M to write (I − e
LX(z,a,b,c) e
tLX
(z¯,a¯,b¯,c¯) )n in a compact form
(I − e
LX(z,a,b,c) e
tLX
(z¯,a¯,b¯,c¯) )n = (I −M)n =
n∑
k=0
n!(−1)k
(n− k)!k!
Mk , (27)
5from which we observe that we are interested in computing the powers of the matrix M . After some algebra, it can
be shown that
Mk =


ekm ke(k−1)mM12
(
1−ekm
1−em
)
M13
(
Mk
)
14
0 ekm 0
(
1−ekm
1−em
)
M24
0 0 1 0
0 0 0 1

 , (28)
where
(Mk)14 =
(1− ekm)
(1− em)
M14 +
[1− ke(k−1)m + (k − 1)ekm]
(1− em)2
M12M24 . (29)
Finally, (27) and (28) imply that
(I −M)n =


(1 − em)n −n(1− em)n−1M12 −(1− e
m)n−1M13 M
0 (1− em)n 0 −(1− em)n−1M24
0 0 0 0
0 0 0 0

 , (30)
where
M =
n∑
k=0
n!(−1)k
(n− k)! k!
(Mk)14 = −(1− e
m)n−1M14 + (n− 1)(1− e
m)n−2M12M24 . (31)
This result facilitates the calculation of the series inside the integral in the BCH formula, which will be done in the
next step.
C. Step 3: calculation of the BCH formula
This last step is devoted to the calculation of the exact BCH formula for the CHA. Notice that using our notation
we can rewrite (1) as
Z(X(z,a,b,c), X(z¯,a¯,b¯,c¯)) = X(z,a,b,c) +X(z¯,a¯,b¯,c¯) −
∫ 1
0
dt
+∞∑
n=1
(I −M)
n
n(n+ 1)
X(z¯,a¯,b¯,c¯). (32)
By considering (30) and (31) we compute the term inside the integral which takes the form
+∞∑
n=1
(I −M)
n
n(n+ 1)
=


1−em+mem
1−em
M12(1+m−e
m)
(1−em)2 −
M13(1−e
m+mem)
(1−em)2 m14
0 1−e
m+mem
1−em 0 −
M24(1−e
m+mem)
(1−em)2
0 0 0 0
0 0 0 0

 =: M˜ , (33)
where
m14 := −
(1− em +mem)M14
(1− em)2
−
[2(1− em) +m(1 + em)]M12M24
(1− em)3
. (34)
Finally, we integrate (33) and obtain
∫ 1
0
dt M˜X(z¯,a¯,b¯,c¯) =


f(c, c¯)
(
c¯z − z¯c+ c¯
c
ab− c
c¯
a¯b¯
)
+
(
g1(c, c¯)
b
c
− g2(c, c¯)
b¯
c¯
)
(a¯c− c¯a)
f(c, c¯) (c¯a− a¯c)
0
0

 , (35)
6with
f(c, c¯) :=
1
(1− ec+c¯)
[
(1− ec¯)
c¯
−
ec¯ (1− ec)
c
]
, (36)
g1(c, c¯) :=
(1− ec¯)
c¯
[
1
(1 − ec+c¯)
+
(c+ c¯)ec+c¯
(1− ec+c¯)2
]
, (37)
g2(c, c¯) := e
c¯ (1− e
c)
c
[
1
(1− ec+c¯)
+
(c+ c¯)
(1 − ec+c¯)2
]
(38)
Using these relations, we arrive at our main result, the exact expression of the BCH formula (1) for the CHA, which
reads
Z(X(z,a,b,c), X(z¯,a¯,b¯,c¯)) = X(z,a,b,c) +X(z¯,a¯,b¯,c¯) − f(c, c¯)
[
X(z,a,b,c), X(z¯,a¯,b¯,c¯)
]
+
+ (a¯c− ac¯)
[
(f(c, c¯)− g1(c, c¯))
b
c
+ (f(c, c¯) + g2(c, c¯))
b¯
c¯
]
X(1,0,0,0) . (39)
Formula (39) provides the multiplication of the Lie group associated to the CHA. We notice that (39) is similar in
form to the results obtained by Van-Brunt and Visser and by Matone [2, 11–13]. However, in our case there is an
additional term, which is proportional to the generator X(1,0,0,0). Moreover, the functions f(c, c¯) and gi(c, c¯) are
different from those in [2, 11–13].
Recall that the parameters c and c¯ characterize the (contact) component XS of the elements of the CHA (see (4)).
Furthermore, the sub-algebra A˜ of elements of the type X(z,a,b,0) is isomorphic to the Heisenberg Lie algebra (see the
remarks in section II). The same behavior can be expected at the level of the corresponding Lie groups. In fact, in
the limit c, c¯→ 0 the expression (39) reduces to
lim
c,c¯→0
Z(X(z,a,b,c), X(z¯,a¯,b¯,c¯)) = X(z,a,b,c) +X(z¯,a¯,b¯,c¯) +
1
2
[
X(z,a,b,c), X(z¯,a¯,b¯,c¯)
]
=: ZH(X(z,a,b,0), X(z¯,a¯,b¯,0)) , (40)
where ZH is the known BCH formula for the Heisenberg Lie algebra. To first order in c and c¯ we have the correction
to ZH , given as
Z(X(z,a,b,c), X(z¯,a¯,b¯,c¯)) = ZH(X(z,a,b,0), X(z¯,a¯,b¯,0))−
(c− c¯)
12
[
X(z,a,b,c), X(z¯,a¯,b¯,c¯)
]
−
(a¯c− ac¯)(b − b¯)
12
X(1,0,0,0)+. . . (41)
This relation can be used to explore the linear deformation of the Heisenberg group coming from the Lie group
associated to the CHA.
IV. CONCLUSIONS
In this work we provide the exact expression of the BCH formula for the contact Heisenberg algebra (CHA), see
(39), the analogue of the Heisenberg Lie algebra for contact manifolds. This formula gives the multiplication of the
Lie group associated to the CHA.
Similarly to previous works [2, 11–13], our result depends only up to the first commutator. However, there is
an additional term proportional to the constant function X(1,0,0,0). Moreover, the functions f(c, c¯) and gi(c, c¯) are
different from those in [2, 11–13].
Remarkably, in the limit c, c¯ → 0, we recover the BCH formula for the Heisenberg Lie algebra. This result shows
that in the same way as the Heisenberg Lie algebra is contained in the CHA, the Heisenberg group can be seen as a
subgroup of the Lie group associated to the CHA. Additionally, we calculate the linear deformations of the Heisenberg
group (41).
In the standard quantization program [15], the Heisenberg group is promoted to an algebra (the Weyl algebra) and
its elements are represented (via the Gelfand-Naimark-Segal construction) as operators in a Hilbert space. We plan
to follow the same route in the contact case. The present calculation of the BCH formula constitutes the first step in
this direction.
Finally, as the CHA is a particular case of a Jacobi (or local Lie) algebra [16], we believe that our calculations can
be useful to obtain a BCH formula for more general local Lie algebras.
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