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Als ultrabreitbandig wird ein Signal bezeichnet, das entweder eine absolute Band-
breite, die größer als500MHz ist, oder eine relative Bandbreite1, die größer als 0,2
ist, besitzt. Im Englischen spricht man von Ultra Wide Band (UWB) Signalen. Die
UWB Technik wird erfolgreich im Radar und für Sensornetze eing setzt. Seit 2002
dürfen UWB Signale zur Kommunikation im Frequenzbereich zwischen3,1GHz
und10,6GHz verwendet werden. Allerdings ist für UWB Signale die Einhaltung
bestimmter Frequenzmasken, deren spezielle Ausgestaltung von der jeweils natio-
nal zuständigen Regulierungsbehörde festgelegt wird, zwingend vorgeschrieben.
Die UWB Technik soll im Frequenzbereich3,1GHz bis10,6GHz als Underlay-
technik genutzt werden und damit der Erhöhung der Effizienz der Spektrumsnut-
zung dienen, indem der Frequenzbereich doppelt, nämlich durch bereits vorhan-
dene Systeme und zusätzlich durch das Underlaysystem, belegt wird. Die spektra-
le Leistungsdichte von UWB Signalen liegt dabei, vereinfacht ausgedrückt, unter
−41,3dBm/MHz. Die Freigabe des Frequenzbereichs3,1GHz bis10,6GHz für die
UWB Übertragung hat zu mehreren Standardisierungsvorschlägen für UWB Syste-
me geführt. So hat zum Beispiel die IEEE 802.15.3a Arbeitsgruppe die Vorschläge
Multiband - Orthogonal Frequency Division Multiplex (MB-OFDM-) UWB und
Direct Sequence (DS-) UWB bearbeitet. Beide Aktivitäten wurden, wahrschein-
lich wegen des in beiden Fällen notwendigen Einsatzes komplexer (und damit teu-
rer) kohärenter Empfänger, eingestellt. Die vorliegende Dissertation favorisiert das
Multi Band (MB-) UWB System, das inkohärente und damit einfacher zu imple-
mentierende Empfänger einsetzt.
Fragen der gegenseitigen Störungen zwischen bereits vorhandenen Signalen und
UWB Signalen haben natürlich bei der Untersuchung von UWB Systemen von
Anfang an eine wichtige Rolle gespielt. In der einschlägigen Literatur wird da-
zu im Wesentlichen der Einfluss, den UWB Systeme auf die bereits eingeführten
Systeme nehmen, betrachtet. Für den Erfolg der UWB Technik ist jedoch die Be-
antwortung der Fragen, wie sich erstens Störungen durch eingeführte Systeme auf
1Die relative Bandbreite ist das Verhältnis von absoluter Bandbreite zur Mittenfrequenz eines Si-
gnals.
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UWB Systeme und zweitens wechselseitige Störungen von UWB Systemen aus-
wirken, von essentieller Bedeutung. Die vorliegende DissertationInterferenzunter-
suchungen für inkohärente Multiband Ultra-Breitband (UWB) Übertragungvon
Hanns-Ulrich Dehner versucht, Antworten auf diese Fragen zu geben.
Die in der Arbeit enthaltenen Beiträge zum Fortschritt von Wissenschaft und Tech-
nik umfassen
• Eine ausführliche Analyse der Interferenzsituation von MIR-UWB Systemen
• Die statistische Untersuchung der Robustheit der Energiedetektion in MIR-
UWB Systemen gegenüber Interferenzen einschließlich deren Verifizierung
durch Simulationen
• Den Einsatz von Methoden der Bildverarbeitung zur Vermeidung bzw. Ab-
schwächung von Störungen auf MIR-UWB Systeme
• Die Untersuchung des Teager-Kaiser Operators auf seine Brauchb rkeit zur
Unterdrückung schmalbandiger Störungen
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Zusammenfassung
Zukünftige drahtlose Kommunikationssysteme sollen mit ausreichender Leistungs-
fähigkeit einfach und energieeffizient realisiert werden.Gleichzeitig sollen die zur
Verfügung stehenden Frequenzressourcen so flexibel und effizient wie möglich ver-
wendet werden. Um diesen Anforderungen gerecht zu werden, wrden in jüngs-
ter Zeit unter anderem nicht lizenzierte, einfach zu realisierende und kostengüns-
tige ultra-breitbandige (engl. Ultra Wideband, UWB) Systeme untersucht. UWB-
Systeme können aufgrund ihrer geringen Sendeleistung andere lizenzierten Syste-
men über einen großen Frequenzbereich unterlagert werden,ohne diese signifikant
zu stören.
Damit sich nicht lizenzierte UWB-Systeme auf dem Verbrauchermarkt zukünf-
tig etablieren können, müssen viele Herausforderungen wiez.B. die Realisierung
von praktischen, einfachen und energieeffizienten Sender-und Empfängerarchitek-
turen, der Entwurf von Verfahren zur genauen Synchronisation und Kanalschätzung
oder der Umgang mit hohen Abtastraten gelöst werden. Eine weit re Herausforde-
rung betrifft aber auch die effiziente Unterdrückung schmal- oder breitbandiger
Interferenzen.
Um diesen Herausforderungen gerecht zu werden, wird in der vorliegenden Arbeit
ein inkohärentes impulsbasiertes Multiband UWB (MIR-UWB)System betrachtet.
Das MIR-UWB-System soll zur hochdatenratigen energieeffizi nten Nahbereichs-
kommunikation eingesetzt werden. Aufgrund seiner geringen Komplexität stellt es
einen alternativen Ansatz zu den im Rahmen des Standardisierungsprozesses vor-
geschlagenen Systemen Multiband OFDM-UWB und Direct Sequence UWB dar.
Das nicht lizenzierte MIR-UWB-System besitzt keine exklusiven Frequenzberei-
che. Daher besteht ein inhärent erhöhtes Störpotential durch gegenwärtige aber
auch durch zukünftige neu hinzukommende Funksysteme, die innerhalb der MIR-
UWB-Systembandbreite operieren können. Die Leistungsfähigkeit des MIR-UWB-
Systems kann dadurch reduziert werden, so dass eine zuverlässige Kommunikation
innerhalb des MIR-UWB-Systems nicht gewährleistet ist. Esist daher erforderlich,
die Leistungsfähigkeit des MIR-UWB-Systems bei Vorhandensei von schmal-
oder breitbandigen Interferenzen durch eine effiziente Intrferenzunterdrückung
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mit geringer Komplexität sicherzustellen. In dieser Arbeit werden dazu verschie-
dene Möglichkeiten aufgezeigt.
Damit das MIR-UWB-System bereits vor seiner Inbetriebnahme möglichst robust
bezüglich Interferenzen ausgelegt werden kann, erfolgt zunächst eine statistische
Analyse der schmal- und breitbandigen Interferenzrobustheit der im MIR-UWB-
System eingesetzten Energiedetektoren für die beiden Modulationsverfahren On-
Off Keying (OOK) und binäre Pulspositionsmodulation (engl. Binary Pulse-Positi-
on Modulation, BPPM). Zur Identifikation von Abhängigkeiten zwischen system-
und interferenzspezifischen Parametern wird dabei der modulationsspezifische Ver-
arbeitungsgewinn der Energiedetektion herangezogen. Davon usgehend wird auf
die Verbesserung der Interferenzrobustheit einer OOK- undBPPM-spezifischen
Energiedetektion eingegangen, indem die für eine möglicheInterferenzreduktion
geeigneten Systemparameter herangezogen werden.
Ein zweiter Aspekt dieser Arbeit befasst sich mit verschiedenen koexistenzbasier-
ten Ansätzen, die auf eine effiziente Interferenzunterdrückung mit geringer Kom-
plexität abzielen. Ausgehend von einem statischen Koexistenzansatz wird ein ad-
aptiver Detect and Avoid (DAA) Koexistenzansatz für temporäre schmalbandige
Interferenzen vorgestellt, der in die systemspezifische Initialisierungs- und Da-
tenphase integriert werden kann. Ein weiterer einfach zu realisi render adaptiver
Koexistenzansatz basiert auf Methoden der Bildverarbeitung. Anhand eines exem-
plarischen Interferenzszenarios wird dabei unter anderemdas Potential aufgezeigt,
mehrere gleichzeitig operierende Interferenzen unterschiedlicher Störleistung effi-
zient zu unterdrücken.
Da die Unterdrückung schmalbandiger Interferenzen eines der grundlegenden Pro-
bleme von UWB ist, wird schließlich in einem dritten Aspekt dieser Arbeit das
Potential zu deren Unterdrückung mithilfe der nicht linearen Teager-Kaiser (TK)
Energieoperation untersucht. Dabei wird unter anderem gezei t, dass die Kombi-
nation eines Hochpassfilters mit der TK-Operation ein vielversprechender Ansatz
zur Unterdrückung einer schmalbandigen Interferenz ohne Kenntnis der Störposi-
tion sein kann. Die Betrachtung von mehreren schmalbandigeInt rferenzen ver-
deutlicht, dass am Ausgang der TK-Operation zusätzliche Spektralkomponenten
auftreten, die auf die wechselseitigen Einflüsse der Interfer nzen zurückzuführen
sind. Da diese Spektralkomponenten über der gesamten Bandbreite eines Teilban-
des verteilt sein können, ist die Betrachtung der TK-Operation mit einer Filterope-
ration ineffizient, um alle Interferenzen wirksam zu unterdrücken.
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Zukünftige drahtlose Kommunikationssysteme sollen mit ausreichender Leistungs-
fähigkeit einfach und energieeffizient realisiert werden.Gleichzeitig sollen die zur
Verfügung stehenden Frequenzressourcen so flexibel und effizient wie möglich ver-
wendet werden. Um diesen Anforderungen gerecht zu werden, wrden in jüngster
Zeit zwei unterschiedliche Ansätze verfolgt. Auf der einenSeite OFDM-basierte
Overlay-Systeme, bei denen ein primärer Nutzer nicht verwendete Frequenzen ei-
nem oder mehreren Sekundärnutzern dynamisch zur Verfügungstellt [15, 19, 103].
Auf der anderen Seite nicht lizenzierte, einfach zu realisierende und kostengüns-
tige ultra-breitbandige (engl. Ultra Wideband, UWB) Systeme, die aufgrund ih-
rer geringen Sendeleistung anderen lizenzierten Systemenüb r einen großen Fre-
quenzbereich unterlagert werden, ohne diese signifikant zustören [33].
Der Fokus dieser Arbeit ist auf die UWB-Funktechnologie gerichtet. Die Betrach-
tung von UWB kann dabei einerseits durch die Kapazitätsformel von C. E. Shannon
[95]
C = B log2 (1 + SNR) (1.1)
motiviert werden, in der die KanalkapazitätC linear mit der BandbreiteB und lo-
garithmisch mit dem SNR ansteigt. UWB verspricht somit einen energieeffizienten
Einsatz für hochdatenratige Anwendungen wie z.B. HDTV [21]. UWB Systeme
eignen sich andererseits zur genauen Positionsbestimmung. Diese wird durch eine







nach unten abgeschätzt werden kann. UWB hat somit das Potential zu einer im
Vergleich zu GPS [30] viel präziseren Ortung.
Damit sich nicht lizenzierte UWB-Systeme auf dem Verbrauchermarkt zukünf-
tig etablieren können, müssen viele Herausforderungen wiez.B. die Realisierung
von praktischen, einfachen und energieeffizienten Sender-und Empfängerarchitek-
turen, der Entwurf von Verfahren zur genauen Synchronisation und Kanalschätzung
2 Kapitel 1: Einleitung
oder der Umgang mit hohen Abtastraten gelöst werden. Eine weit re Herausforde-
rung betrifft aber auch die effiziente Unterdrückung schmal- oder breitbandiger
Interferenzen [107].
Um diesen Herausforderungen gerecht zu werden, wird im Rahmen dieser Arbeit
ein inkohärentes impulsbasiertes Multiband UWB (MIR-UWB)System betrach-
tet. Das MIR-UWB-System soll zur hochdatenratigen Nahbereichskommunikati-
on eingesetzt werden. Es stellt damit einen alternativen Ansatz zu den im Rahmen
des Standardisierungsprozesses vorgeschlagenen Architekturen Multiband OFDM-
UWB (MB-OFDM-UWB) [11] und Direct Sequence UWB (DS-UWB) [36] dar.
Das nicht lizenzierte MIR-UWB-System besitzt jedoch keineexklusiven Frequenz-
bereiche. Daher besteht ein inhärent erhöhtes Interferenzpotential durch gegen-
wärtige aber auch durch zukünftige neu hinzukommende Funksysteme, die inner-
halb der MIR-UWB-Systembandbreite operieren können. Die Leistungsfähigkeit
des MIR-UWB-Systems kann dadurch reduziert werden, so dasseine zuverlässige
Kommunikation innerhalb des MIR-UWB-Systems nicht gewährleistet ist. Es ist
daher erforderlich, die Leistungsfähigkeit des MIR-UWB-Systems bei Vorhanden-
sein von schmal- oder breitbandigen Interferenzen durch eine effiziente und einfach
zu realisierende Interferenzunterdrückung sicherzustellen. In dieser Arbeit werden
dazu verschiedene Möglichkeiten aufgezeigt.
1.2 Aufbau der Arbeit
Die Arbeit ist wie folgt gegliedert: In Kapitel 2 wird nach einem kurzen geschicht-
lichen Überblick über die ultra-breitbandige Funkkommunikation auf die Defini-
tion von UWB sowie auf den Stand der weltweiten UWB-Regulierng eingegan-
gen. Anschließend wird das in dieser Arbeit verwendete IEEE802.15.3a UWB-
Kanalmodell erläutert. Ein weiterer Aspekt bezieht sich auf die Beschreibung der
hochdatenratigen UWB-Standardisierungsvorschläge DS-UWB und MB-OFDM-
UWB. Am Ende des Kapitels 2 werden die vielfältigen UWB-Anwendungsgebiete
vorgestellt.
In Kapitel 3 wird auf das inkohärente MIR-UWB-System eingegan en, das auf den
beiden Modulationsverfahren On-Off Keying (OOK) und binäre Pulspositionsmo-
dulation (engl. Binary Pulse-Position Modulation, BPPM) basiert. Nach einer Ein-
führung in die Systemarchitektur erfolgt eine Analyse des MIR-UWB-Systems.
Für OOK wird dabei auf die Statistik der Entscheidungsvariablen, auf verschiede-
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ne einfach zu realisierende adaptive Schwellwertapproximationen sowie auf die re-
kursive Nachführung der Entscheidungsschwelle eingegangen. Im Anschluss dar-
an wird die theoretisch erreichbare Fehlerwahrscheinlichkeit von OOK bestimmt
und der von BPPM gegenübergestellt. Mit dem Vergleich der OOK- und BPPM-
spezifischen Kanalkapazität soll anschließend die Frage geklärt werden, welches
der beiden Modulationsverfahren für das hochdatenratige MIR-UWB-System ge-
eigneter ist. Um Aussagen über die Leistungsfähigkeit des MIR-UWB-Systems
treffen zu können, erfolgt des Weiteren eine Link-Budget-Analyse. Das Kapitel
3 endet mit einer Beschreibung der systemeigenen sowie systmfremden Interfe-
renzen, die die Leistungsfähigkeit des MIR-UWB-Systems reduzieren können.
Im folgenden Kapitel 4 wird eine theoretische Analyse der schmal- und breitban-
digen Interferenzrobustheit der im MIR-UWB-System eingesetzten Energiedetek-
toren für OOK und BPPM durchgeführt. Zunächst wird dazu das zur Analyse be-
trachtete Signalmodell für die beiden Modulationsverfahren eingeführt. Mithilfe
eines Gütemaßes erfolgt anschließend eine statistische Analyse des Interferenz-
einflusses einer Inbandstörung auf den in einem MIR-UWB-Teilband operierenden
Energiedetektor. Zur Analyse wird zunächst eine Sinusstörung betrachtet. Im An-
schluss daran erfolgt eine Erweiterung auf eine Interferenz mit beliebiger Band-
breite unter Berücksichtigung von thermischem Rauschen. Am Ende des Kapitels
4 wird auf die Verbesserung der Interferenzrobustheit einer OOK- und BPPM-
spezifischen Energiedetektion eingegangen, wobei die für eine mögliche Interfe-
renzreduktion geeigneten Systemparameter herangezogen werden.
In Kapitel 5 werden verschiedene koexistenzbasierte Möglichkeiten vorgestellt, die
auf eine effiziente Interferenzunterdrückung mit geringerKomplexität abzielen. Zu
Beginn wird dabei ein statischer Koexistenzansatz betrachtet, der sich allerdings
durch eine äußerst geringe Flexibilität bezüglich sich änder en bzw. zukünftigen
Interferenzszenarien auszeichnet. Dies führt zur Untersuchung eines einfach zu rea-
lisierenden adaptiven Detect and Avoid (DAA) Koexistenzansatzes, der temporäre
schmalbandige Interferenzen robust und zuverlässig unterdrücken kann. Am Ende
des Kapitels 5 wird ein weiterer vielversprechender adaptiver Koexistenzansatz un-
tersucht, der auf Methoden der Bildverarbeitung basiert. Dabei wird anhand eines
Interferenzszenarios unter anderem das Potential aufgezeigt, mehrere gleichzeitig
operierende Interferenzen unterschiedlicher Leistung effizi nt zu unterdrücken.
Da die Unterdrückung schmalbandiger Interferenzen eines der grundlegenden Pro-
bleme von UWB ist, wird in Kapitel 6 die nicht lineare Teager-Kaiser (TK) Ener-
gieoperation untersucht. Nach der Definition der TK-Operation sowie einer Be-
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schreibung ihrer wichtigsten Eigenschaften wird zunächstauf eine modifizierte
TK-Operation eingegangen. Davon ausgehend erfolgt eine Analyse des Unterdrü-
ckungspotentials eines TK-basierten Energiedetektors innerhalb eines beliebigen
MIR-UWB-Teilbandes. Um die Wirkungsweise der TK-Operation aufzuzeigen,
wird die Analyse zunächst für ein schmalbandiges Signal im Basisband durchge-
führt. Anschließend wird die Analyse auf den Bandpassbereich rweitert, wobei
eine Verallgemeinerung auf mehrere schmalbandige Signalevorgenommen wird.
Am Ende des Kapitels 6 wird die Integration der TK-Operationin die bestehende
MIR-UWB-Systemarchitektur erläutert.
Die Arbeit endet mit einer Zusammenfassung sowie mit einem Ausblick auf weitere
Forschungsarbeiten.
2 Ultra-Breitband Kommunikation
Die Geschichte der ultra-breitbandigen Funkkommunikation begann bereits gegen
Ende des 19. Jahrhunderts mit dem Aufkommen der drahtlosen Nachrichtenüber-
tragung [6, 85, 96]. Inspiriert von dem im Jahr 1886 von H. Hertz durchgeführ-
ten experimentellen Nachweis der von J. C. Maxwell im Jahr 1862 vorausgesag-
ten elektromagnetischen Wellen, entwickelte der Italiener G. Marconi 1901 einen
Knallfunkensender (Abbildung 2.1), mit dem erstmals eine transatlantische Funk-
übertragungsstrecke aufgebaut werden konnte [13].
1 2
U0 Ca Cb L
R
Abbildung 2.1 Knallfunkensender.
Das Prinzip eines Knallfunkensenders funktioniert wie folgt: Ein KondensatorCa
wird zunächst mitU0 auf eine hohe Spannung aufgeladen, so dass es zwischen den
Punkten 1 und 2 zu einer zeitlich sehr kurzen Funkenzündung kommt. Im Fall einer
Funkenbildung wird der nun parallel geschaltete KondensatorCb von einem starken
Strom durchflossen. Der zusammen mit der SpuleL wirkende Schwingkreis führt
die dabei erzeugte Energie einer Sendeantenne zu, wodurch eine pulsförmige elek-
tromagnetische Welle abgestrahlt wird. Das knallartige Entladen eines erzeugten
Funkens wird durch den WiderstandR verursacht, der den nachfließenden Strom
limitiert.
Das Prinzip des Knallfunkensenders dominierte die drahtlose Funkübertragung bis
gegen Ende der 20er Jahre des 20. Jahrhunderts. Allerdings wurden zu diesem Zeit-
punkt die Vorteile des resultierenden großen zur Verfügungstehenden Spektrums
sowie das Potential zur Realisierung von Mehrnutzersystemen noch nicht erkannt.
Der Knallfunkensender verlor an Bedeutung, da sich dieser beispielsweise zur ana-
logen Übertragung von Sprache und Musik als ungeeignet erwies. Des Weiteren
war der gleichzeitige Betrieb zweier Funkensender problematisch, da es zu uner-
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wünschten Mischprodukten der erzeugten Signale kommen konte. Der aufstre-
bende trägerbasierte Funk stellte sich diesbezüglich als gün tiger dar. So war es
durch geeignete Modulation möglich, Sprache und Musik von verschiedenen Sen-
dern gleichzeitig im gleichen Gebiet zu übertragen. Ein Verbot von Funkensendern
wurde schließlich 1924 für einen Großteil der Anwendungsgebiet ausgesprochen.
Entscheidend dafür war die störende Wirkung der zu diesem Zeitpunkt nicht regu-
lierten Funkabstrahlungen auf die existierenden trägerbasierten Funksysteme.
Zu Beginn der 60er Jahre des 20. Jahrhunderts wurde es möglich, gepulste Signale
und deren Eigenschaften mithilfe des entwickelten Abtastoszill skops der Firma
Hewlett-Packard zu beobachten bzw. messtechnisch zu erfass n [10]. So gelang
es A. Papoulis 1962 und G. F. Ross 1963 ein lineares zeitinvariantes System bei
pulsförmiger Anregung durch seine Impulsantwort zu beschreiben [73, 86]. Un-
ter der Leitung von G. F. Ross wurde dabei das Potential aufgezei t, eine pulsba-
sierte Funkübertragung in Radaranwendungen einzusetzen.Di s führte schließlich
1973 auf das erste erteilte Patent auf dem Gebiet der breitbandigen Signaltechnik
[87]. Zwei Jahre später zeigten A. M. Nicholson und G. F. Rossdie Leistungsfä-
higkeit von pulsbasiertem Nahbereichsfunk zur hochgenaueEntfernungsmessung
und Objekterkennung auf [69]. Ein weiterer Meilenstein wardie 1987 erfolgte Pa-
tentierung von Anwendungen pulsbasierter Systeme, die aufder zeitlichen Modu-
lation von kurzen Pulsen basierte. Treibende Kraft war dabei L. W. Fullerton, der
die Verwendung von pulsbasierten Techniken in der Funkkommunikation durch
zahlreiche Experimente vorantrieb [37]. In der von ihm gegründeten Firma Time
Domain Corporation wurde 1999 der erste ultra-breitbandige Chipsatz entwickelt.
Die Fortschritte auf dem Gebiet der pulsbasierten Systeme führten weltweit zu in-
tensiven Forschungsarbeiten. In der Wissenschaft wies besond rs R. A. Scholtz
1993 auf das enorme Potential der ultra-breitbandigen Funktechnologie hin [93].
Weitere grundlegende Arbeiten folgten durch M. Z. Win, der das Potential der
Mehrnutzerkapazität unter Berücksichtigung eines pulsbasierten Zeitsprungverfah-
rens (engl. Time-Hopping, TH) sowie die Realisierung einerAnalog/Digital (A/D)
Wandlung in pulsbasierten Systemen aufzeigte [104, 105, 106].
Im Zuge der gewonnenen Erkenntnisse der pulsbasierten Funktechnik wurde 1992
erstmals ein Antrag zu deren Genehmigung bei einer Regulierungsbehörde einge-
reicht. Der Antrag wurde jedoch abgelehnt, da seitens der Regulierungsbehörde
erhebliche Bedenken bestanden. So wurde z.B. befürchtet, dass ein pulsförmiger
Funksender ein erhebliches Interferenzpotential für bestehende Systeme darstellen
könnte. Das zunehmende Interesse in der Wissenschaft und inder I dustrie mach-
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ten es jedoch erforderlich, sich über eine Freigabe der Regulierung für diese träger-
lose Übertragungstechnik Gedanken zu machen. Eine Freigabe erfolgte schließlich
2002 durch die amerikanische Regulierungsbehörde FCC (engl. Federal Commu-
nications Commission), die eine kommerzielle Nutzung genehmigte [2].
2.1 Definition
Die Zuordnung eines Signals in die Klasse der ultra-breitbandigen Signale ist mit
der verwendeten Bandbreite verbunden. Die im Jahr 2002 formulierte Definition






sowie andererseits auf der absoluten Bandbreite
Ba = fo − fu. (2.2)
Dabei bezeichnetfu die untere undfo die obere10dB-Grenzfrequenz des Signal-
spektrums. Jeder UWB-Sender stellt demnach einen absichtlichen Strahler dar, falls
Br > 0,2 oderBa ≥ 500MHz ist. In der Definition wird dabei zwischen ab-
sichtlichen Strahlern und den im Haushaltsbereich vorkommenden unbeabsichtigen
Strahlern, wie z.B. Mikrowellenherden oder Fernsehern, unterschieden, die Signale
mit gleichem oder höherem Leistungsdichtespektrum (LDS) aussenden können.
2.2 Stand der Regulierung
Die durch die Gleichung (2.1) und Gleichung (2.2) definierten UWB-Signale kön-
nen z.B. im Frequenzbereich von3,1GHz bis10,6GHz lizenzfrei verwendet wer-
den. Lizenzierte Funksysteme, die innerhalb dieses Funkspektrums operieren, sol-
len dabei jedoch nicht gestört werden (Abbildung 2.2). Aus die em Grund sind für
den Betrieb von UWB-Sendern die von den Regulierungsbehördn vorgegebenen
Richtlinien einzuhalten. Diese berücksichtigen die Anwendungsart eines UWB-
Gerätes, das z.B. innerhalb von Gebäuden (Indoor UWB-Geräte) oder außerhalb
1Die relative Bandbreite ist das Verhältnis von absoluter Bandbreite zur Mittenfrequenz eines Si-
gnals.






























Abbildung 2.2 Lizenzierte Funksysteme und nicht lizenziertes UWB-Spektrum.
von Gebäuden als tragbares oder fest installiertes Gerät (Handheld UWB-Geräte)
zum Einsatz kommen kann. Weitere Punkte beziehen sich auf den zugelassenen
Frequenzbereich sowie die darin einzuhaltenden Grenzwerte d s LDS, auf speziel-
le DAA-basierte Vorkehrungen zur Unterdrückung von Interferenzen und spezifi-
schen Vereinbarungen zur Messung des LDS.
Im Folgenden wird ein kurzer Überblick über den Stand der welt eiten Regulie-
rungen für UWB-Kommunikationsgeräte gegeben. Weitergehende Informationen
dazu finden sich unter anderem in [5, 6, 39, 70, 85, 96, 109].
Die amerikanische Regulierung:In den USA erfolgte die Regulierung durch die
1934 gegründete FCC. Als unabhängige Regierungsbehörde operi rt sie in Abspra-
che mit der NTIA (engl. National Telecommunications and Information Adminis-
tration), die den Spektrumszugriff der US-Regierung reguli rt. Im Februar 2002
gab die FCC die lizenzfreie Verwendung von UWB zusammen mit speziellen ein-
zuhaltenden Emissionsgrenzen bekannt [2].
Um andere lizenzierte Funksysteme nicht zu stören, wird dabei für Anwendun-
gen innerhalb oder außerhalb von Gebäuden ein Frequenzbereich von3,1GHz bis
10,6GHz bei einer maximalen isotrop abgestrahlten Leistungsdichte (LD) (engl.
equivalent isotropically radiated power density, EIRP) von −41,3dBm/MHz fest-
gelegt. Tabelle 2.1 zeigt die zugehörigen EIRP-Werte für Indoor UWB-Geräte und
Handheld UWB-Geräte. Im Frequenzbereich von3,1GHz bis10,6GHz sind die
Werte für Anwendungen im Indoor- und Outdoorbereich identisch. Außerhalb die-
ses Bereiches gelten jedoch strengere Anforderungen für Handheld UWB-Geräte.
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EIRP in dBm/MHz
Frequenz in GHz
Indoor UWB-Geräte Handheld UWB-Geräte
0 - 0,96 -41,3 -41,3
0,96 - 1,61 -75,3 -75,3
1,61 - 1,99 -53,3 -63,3
1,99 - 3,1 -51,3 -61,3
3,1 - 10,6 -41,3 -41,3
> 10,6 -51.3 -61,3
Tabelle 2.1EIRP-Grenzwerte der FCC für Indoor- und Handheld UWB-Geräte.
So ist beispielsweise unterhalb von2GHz eine geringere LD erlaubt, um kritische
Anwendungen wie GPS [30], GSM [32] oder UMTS [97] nicht zu stören (Abbil-
dung 2.2).
Zur messtechnischen Bestimmung des LDS eines UWB-Signals mus die Leistung
über1ms in einem Band der Bandbreite1MHz gemittelt werden. Die gemessene
mittlere Leistung ist dabei durch den Wert−41,3dBm bzw.75 nW pro MHz limi-
tiert. Dieser Grenzwert entspricht einer im Abstand von drei M tern gemessenen
elektrischen Feldstärke von500µV/m in einem1MHz breiten Frequenzband. Eine
weitere Limitierung betrifft die Spitzenleistung, die durch






gegeben ist [85]. Diese hängt von der AuflösungsbandbreiteBrb ab, die im Bereich
von 1MHz bis 50MHz liegen darf. Für den Fall, dassBrb = 50MHz ist, darf so
beispielsweise das maximale EIRP nicht größer als0dBm oder1mW sein.
Die europäische Regulierung:Durch das European Telecommunications Stan-
dards Institute (ETSI) und die European Conference of Postal and Telecommunica-
tions (CEPT) begannen 2001 in Europa die Bemühungen, einen europäischen Stan-
dard für UWB-Systeme zu entwickeln. Nach umfangreichen Analysen der Stör-
wirkung von UWB-Systemen auf existierende Funksysteme wurde schließlich im
März 2006 eine Regulierung für Indoor UWB-Systeme vereinbart [3].
Eine Übertragung mit einer EIRP von−41,3dBm/MHz ist dabei auf zwei Fre-
quenzbänder begrenzt. Im ersten Frequenzband (4,2GHz bis 4,8GHz) sind seit
2011 entsprechende Schutzvorkehrungen in UWB-Sendern wiez.B. DAA erforder-
lich, um Störungen von UWB-Geräten auf lizenzierte Systemezu vermeiden. Der
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Abbildung 2.3 Vergleich der amerikanischen und der europäischen Regulierungsmas-
ke für Indoor UWB-Systeme.
zweite Frequenzbereich (6GHz bis8,5GHz) kann ohne Einschränkung bezüglich
DAA mit −41,3dBm/MHz verwendet werden. Nach weiteren Störuntersuchungen
durch das ETSI erfolgte schließlich im Februar 2008 eine Erweiterung der UWB-
Regulierung auf Zug- und Fahrzeuginstallationen [34]. Abbildung 2.3 verdeutlicht
die viel strengere Regulierungsmaske von Europa im Vergleich zur amerikanischen
Regulierungsmaske für Indoor UWB-Systeme.
Die asiatischen Regulierungen:Nach der Freigabe der FCC-Maske im Jahr 2002
führte Japan im März 2006 eine Regulierung für Indoor UWB-Geräte ein [5].
Im Unterschied zu der allgemein üblichen Definition von UWB-Signalen wer-
den in Japan Signale als UWB-Signale angesehen, falls die absolute Bandbreite
Ba ≥ 450MHz oder die relative BandbreiteBr ≥ 0,2 ist. Die japanische Regu-
lierungsmaske sieht dabei eine Verwendung der beiden Frequenzbereiche3,4GHz
bis 4,8GHz und7,25GHz bis10,25GHz mit einer EIRP von−41,3dBm/MHz
vor. Das untere Frequenzband darf dabei nur im Zusammenspiel mit geeigneten
Störunterdrückungstechniken wie z.B. DAA verwendet werden. Ein Schutz vor In-
terferenzen wie z.B. IEEE 802.11a WLAN [1] oder WiMAX [45] ist omit ge-
währleistet. Wenn kein DAA zum Einsatz kommt, darf das untere Frequenzband
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lediglich mit einer EIRP von−70dBm/MHz betrieben werden.
Im Juli 2006 gab die südkoreanische Regulierungsbehörde die Richtlinien zur Nut-
zung des UWB-Spektrums heraus [5]. Zum Schutz von lizenzierten Funksyste-
men muss dabei der Frequenzbereich von3,1GHz bis 4,8GHz mit einer EIRP
von −70dBm/MHz, mit einem äußerst geringen Aktivitätsgrad (engl.Duty Cy-
cle) oder mit geeigneten DAA-Verfahren betrieben werden. Der Frequenzbereich
von7,2GHz bis10,2GHz darf im Unterschied dazu ohne Einschränkung mit einer
EIRP von−41,3dBm/MHz verwendet werden.
In China wurde im Januar 2009 eine UWB-Regulierung eingeführt [5]. Es wer-
den dabei die beiden Frequenzbänder (4,2GHz bis4,8GHz und6GHz bis9GHz)
zum Betreiben von UWB-Geräten vorgesehen. Sofern das untere Fr quenzband mit
DAA arbeitet, dürfen beide Frequenzbänder mit einer EIRP von −41,3dBm/MHz
betrieben werden; andernfalls ist im unteren Frequenzbandeine EIRP von lediglich
−70dBm/MHz zugelassen. Für Frequenzen unterhalb von3,4GHz bzw. oberhalb
von9GHz muss die EIRP auf−87dBm/MHz abgesenkt werden.
Zusammenfassend ist in Abbildung 2.4 eine Übersicht der UWB-Frequenzzutei-
lung für die USA, Europa, Japan, Südkorea und China dargestellt, b i der ein
UWB-Signal mit einer EIRP von−41,3dBm/MHz absichtlich abgestrahlt werden
darf. Es ist festzustellen, dass keine einheitliche Frequenzzuteilung von UWB exis-
tiert. Als einziges Land genehmigt die Regulierungsbehörde der USA eine nicht
lizenzierte Frequenznutzung von UWB im Bereich von3,1GHz bis10,6GHz. Alle
anderen Regulierungsbehörden schreiben kleinere und fragmentierte Frequenznut-
zungsbereiche für die Verwendung von UWB vor, in denen teilweise zusätzlich
USA








Abbildung 2.4 Übersicht der UWB-Frequenzzuteilung für verschiedene Länder.
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DAA-Methoden eingesetzt werden müssen.
Ein signifikanter Nachteil dieser unterschiedlich definierten UWB-Frequenzzutei-
lung ist der geringe gemeinsam nutzbare Frequenzbereich. Insgesamt stehen ledig-
lich zwei gemeinsame Frequenzbereiche zum lizenzfreien UWB-Betrieb zur Verfü-
gung. Der erste Frequenzbereich von4,2GHz bis4,8GHz darf jedoch in den meis-
ten Ländern nur mit geeigneten DAA-Verfahren verwendet werden. Der zweite ge-
meinsame Frequenzbereich, der ohne zusätzliche Schutzvorkehrungen verwendet
werden darf, ist auf den Bereich von7,25GHz bis8,5GHz beschränkt.
Die geringen Überlappungsbereiche erschweren eine rascheweltweite Kommer-
zialisierung von zukünftigen kostengünstigen UWB-Produkten auf dem Verbrau-
chermarkt. So werden z.B. adaptive UWB-Systeme benötigt, die die einzelnen län-
derspezifischen Regulierungen einhalten und flexibel bezüglich zukünftigen Ände-
rungen einer länderspezifischen Maske sind.
2.3 Das IEEE 802.15.3a UWB-Kanalmodell
Zur Bewertung der relativen Leistungsfähigkeit verschiedener UWB-Systeme un-
ter Berücksichtigung von realen Ausbreitungseigenschaften ist es erforderlich, ein
geeignetes Kanalmodell heranzuziehen. Ein oft verwendetes UWB-Kanalmodell
ist dabei das IEEE 802.15.3a UWB-Kanalmodell [70, 85]. Dieses wurde von ei-
ner Untergruppe der Arbeitsgruppe IEEE 802.15.3a entwickelt und im Dezember
2002 veröffentlicht [4]. Der Modellierungsprozess für dasIEEE 802.15.3a UWB-
Kanalmodell basiert dabei auf Messungen von UWB-Funkkanälen bei ortsfesten
Sender- und Empfängeranordnungen innerhalb von Gebäuden.Ausgehend von die-
sen Messergebnissen werden mit der mittleren Mehrwegeverbreiterungτm, mit der
effektiven Verzögerungsspreizungτrms sowie der Anzahl der zu berücksichtigenden
MehrwegekomponentenNP drei Kennwerte festgelegt, die den zu modellierenden
UWB-Kanal nachbilden.
Das IEEE 802.15.3a UWB-Kanalmodell basiert auf dem Saleh-Valenzuela Mehr-
wegekanalmodell [91], das durch die reellwertige Kanalimpulsantwort





αk,lδ (t− Tl − τk,l) (2.4)
charakterisiert ist. Es berücksichtigt die bei der Übertragung eines UWB-Signals
auftretende hohe Mehrwegeausbreitung sowie das zeitlicheBündeln von Pfaden
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in Gruppen. In Gleichung (2.4) bezeichnetLG die Anzahl der Gruppen undKP
die Anzahl der Pfade innerhalb der Gruppen. Die Dämpfung desk-t n Pfades in
derl-ten Gruppe ist dabei durch den Parameterαk,l gekennzeichnet. Die bezüglich
der GruppenankunftszeitTl relative zeitliche Verzögerung desk-ten Pfades wird
durchτk,l beschrieben (Annahme:τ0,l = 0). Xa bezeichnet schließlich die durch
Abschattungseffekte resultierende Dämpfung, die mit
20 log10 (Xa) ∝ N (0, σ2a) (2.5)
einer Log-Normalverteilung folgt. Die auf die mittlere Gesamtenergie eins nor-
mierten Kanalkoeffizientenαk,l bestehen aus drei Faktoren
αk,l = pk,lξlβk,l. (2.6)
Dabei beschreibtpk,l die in Ausbreitungsrichtung von Reflexionen an Gegenstän-
den und Wänden auftretenden Phasensprünge, die auf einer Gleichverteilung der
beiden Zustände +1 und -1 basiert. Die beiden anderen Faktorenξl bzw.βk,l unter-
liegen einer Log-Normalverteilung. Sie modellieren das Fading derl-ten Gruppe
bzw. das Fading desk-ten Pfades innerhalb derl-ten Gruppe. Unter der Annah-
me von stochastischer Unabhängigkeit kann das log-normalverteilte Produktξlβk,l
durch die beiden Teilfaktoren
20 log10 (ξl) ∝ N (µl, σ21)
20 log10 (βk,l) ∝ N (µk,l, σ22) (2.7)
ausgedrückt werden.
Für das zeitliche Auftreten der Gruppen bzw. der Pfade innerhalb der Gruppen wird
von einem Poissonprozess ausgegangen [74]. Die bedingten Wahrscheinlichkeits-
dichten
f (Tl|Tl−1) = Λ exp[−Λ (Tl − Tl−1)] , l > 0
f (τk,l|τk−1,l) = λ exp[−λ (τk,l − τk−1,l)] , k > 0 (2.8)
der zeitlichen Abstände zwischen den absoluten Gruppenanku ftszeitenTl und
Tl−1 sowie zwischen den relativen Pfadankunftszeitenτk,l und τk−1,l unterliegen
somit einer Exponentialverteilung.Λ bzw.λ beschreiben dabei die Ankunftsraten
der Gruppen bzw. der Pfade. Das mittlere Verzögerungsleistung profil (engl. Power
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Kanalmodell KM 1 KM 2 KM 3 KM 4
Entfernung 0 - 4 m 4 - 10 m
Ausbreitung LOS NLOS extremes NLOS
Zielcharakteristiken
τm in ns 5,05 10,38 14,18
τrms in ns 5,28 8,03 14,28 25
NP > −10 dB 35
NP > 85% 24 36,1 61,54
Modellparameter
Λ in 1/ns 0,0233 0,4 0,0667 0,0667
λ in 1/ns 2,5 0,5 2,1 2,1
Γ in ns 7,1 5,5 14 24
γ in ns 4,3 6,7 7,9 12
σ1 in dB 3,3941 3,3941 3,3941 3,3941
σ2 in dB 3,3941 3,3941 3,3941 3,3941
σX in dB 3 3 3 3
Modellcharakteristiken
τm in ns 5 9,9 15,9 30,1
τrms in ns 5 8 15 25
NP > −10 dB 12,5 15,3 24,9 41,2
NP > 85% 20,8 33,9 64,7 123,3
Mittlere Kanalenergie in dB -0,4 -0,5 0 0,3
Standardabweichung der
Kanalenergie in dB
2,9 3,1 3,1 2,7
Tabelle 2.2Parameter der IEEE 802.15.3a Kanalmodelle [4].
wobeiΓ bzw.γ die Dämpfungsfakoren der Gruppen bzw. der Pfade sind undΩ0 die
mittlere Energie des ersten Pfades in der ersten Gruppe bezeichnet. Das PDP des
UWB-Kanals zeichnet sich durch eine mit zunehmender Verzögerung auftretende
exponentielle Abnahme der Gruppenleistung als auch der Pfadleistung innerhalb
einer Gruppe aus. Der Erwartungswertµl+µk,l des log-normalverteilten Produktes
ξlβk,l ergibt sich zu
µl + µk,l =
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In Tabelle 2.2 ist eine Übersicht der messtechnisch ermittelten Kanalcharakteristi-
ken, der zum Saleh-Valenzuela basierten IEEE 802.15.3a Kanlmodell zugehörigen
Modellparameter sowie der Modellcharakteristiken dargestellt. Es werden dabei
vier Kanalmodelle (KM) betrachtet, um unterschiedliche Ausbreitungsszenarien zu
berücksichtigen. KM 1 bzw. KM 2 beschreiben einen Kanal mit Sichtverbindung
(engl. Line of Sight, LOS) bzw. ohne direkte Sichtverbindung (engl. None Line
of Sight, NLOS) bei einer maximalen auftretenden Sender- und Empfängerdistanz
von vier Metern. Im Rahmen dieser Arbeit werden diese beidenKanalmodelle ver-
wendet, da der Fokus auf einer hochdatenratigen UWB-Kommunikation über sehr
kurze Entfernungen liegt. KM 3 bzw. KM 4 modellieren NLOS-Szenarien bei Ent-
fernungen von vier bis zu zehn Metern, wobei KM 4 eine äußerstschlechte NLOS-
Situation betrachtet.
Die Kanalmodelle KM 1 bis KM 4 sind durch die sieben ModellparameterΛ, λ, Γ,
γ, σ1, σ2 undσx festgelegt. Mit diesen Parametern kann der Kanal durch die mitt-
lere Mehrwegeverbreiterungτm, durch die effektive Verzögerungsspreizungτrms,
Abbildung 2.5 Von der Arbeitsgruppe IEEE 802.15.3a empfohlene Kanalimpulsant-
worten der Kanalmodelle KM 1 bis KM 4.
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durch die Anzahl der berücksichtigten MehrwegepfadeNP sowie durch die mittle-
re Kanalenergie beschrieben werden. Eine Schätzung der Werte der Modellcharak-
teristiken ergibt sich dabei durch Mittelung über viele Kanalrealisierungen. Es ist
festzustellen, dass mit den gewählten Modellparametern eine Kanalmodellierung
möglich ist, die nur gering von den tatsächlich gemessenen Zi lcharakteristiken
abweicht.
Um das zeit- und wertkontinuierliche IEEE 802.15.3a Kanalmodell zu diskreti-
sieren, werden, wie von der IEEE 802.15.3a Arbeitsgruppe vorgeschlagen, die
zeitlichen Verzögerungen der einzelnen Pfade mit einer Auflös ng von100GHz
quantisiert [4]. Pfade, deren zeitliche Verzögerung derselben Quantisierungsstufe
zugeordnet werden, werden dabei aufaddiert. Durch Anti-Aliasing-Filterung so-
wie Dezimation kann schließlich das diskrete Kanalmodell auf eine vorgegebene
Zeitauflösung gebracht werden. Zur Durchführung von Simulationen werden von
der Arbeitsgruppe IEEE 802.15.3a für jedes Kanalmodell 100repräsentative Rea-
lisierungen empfohlen (Abbildung 2.5).
2.4 UWB-Standardisierungsvorschläge für hohe Da-
tenraten
Ein Standardisierungsvorschlag für hochdatenratige UWB-Systeme zur drahtlosen
Nahbereichskommunikation sollte durch die IEEE Arbeitsgruppe 802.15.3a erfol-
gen. Dabei wurden die beiden Vorschläge MB-OFDM-UWB [11] und DS-UWB
[36] favorisiert.
2.4.1 Multiband OFDM-UWB
Der erste Lösungsvorschlag der Arbeitsgruppe IEEE 802.15.3a war MB-OFDM-
UWB [11]. Dieser Standardisierungsvorschlag definiert Teilbänder innerhalb des
durch die FCC freigegebenen UWB-Frequenzbereiches von3,1GHz bis10,6GHz.
Der zur Verfügung stehende Frequenzbereich wird dabei in die in Abbildung 2.6
dargestellten 13 Teilbänder der Bandbreite528MHz unterteilt.2 Wie aus Abbil-
dung 2.6 ersichtlich, werden die Teilbänder vier verschiedenen Teilbandgruppen
zugeordnet. UWB-Geräte der ersten Generation verwenden imsogenannten Modus
2Aufgrund des im5GHz-Bereich operierenden IEEE 802.11a WLAN wird der Frequenzb reich
zwischen dem Teilband vier und fünf vollständig ausgespart.
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Abbildung 2.6 Bandeinteilung bei MB-OFDM-UWB.
1 die Teilbänder der Teilbandgruppe A. UWB-Geräte, die im erweiterten Modus
2 übertragen, nutzen die Teilbänder der beiden Gruppen A undC. Die restlichen
Gruppen sind für zukünftige Systeme mit einer größeren Anzahl an Übertragungs-
modi vorgesehen.
Ein charakteristisches Merkmal des Standardisierungsvorschlags von MB-OFDM-
UWB ist der Umgang mit mehreren sich räumlich überlappendenunkoordinierten
Piconetzen, die gleichzeitig betrieben werden. Um in einemsolchen Fall wech-
selseitige Störungen beim gleichzeitigen Zugriff mehrerer G räte auf das Über-
tragungsmedium zu minimieren, verwendet jedes Piconetz jenach Kanalnummer
einen anderen Zeit-Frequenz-Code (engl. Time-Frequency Code, TF-Code) mit
günstigen Kreuzkorrelationseigenschaften. Der TF-Code gibt dabei vor, in welcher
Abfolge die Teilbänder bei der Übertragung eines OFDM-Symbols elegt werden.
Abbildung 2.7 veranschaulicht beispielhaft den Teilbandwechsel für den Modus 1
















Abbildung 2.7 Teilbandwechsel im Modus 1 bei der Verwendung des TF-Codes
1, 2, 3, 1, 2, 3, . . ..
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serte Leistungsfähigkeit bieten, indem bei einer Übertragung sieben statt drei Teil-
bänder verwendet werden und somit wechselseitige Störungen reduziert werden
können. Eine weitere Verbesserung ist durch die Einführungei er Frequency Divi-
sion Multiple Access (FDMA) Komponente möglich. Sie lässt sich relativ einfach
realisieren, indem einzelnen Piconetzen sich nicht überlappende TF-Codes zuge-
wiesen werden. So kann z.B. einem Piconetz mit dem TF-Code2, 2, 2, 2, 2, 2, . . .
das Teilband zwei vollständig zugeordnet werden, wodurch si wechselseitige
Störungen zwischen Piconetzen reduzieren. Die maximale Anzahl von Piconetzen
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Abbildung 2.8 Senderarchitektur eines MB-OFDM-UWB-Systems.
Eine beispielhafte MB-OFDM-UWB-Senderarchitektur ist inAbbildung 2.8 darge-
stellt. Die zu übertragenden Bits werden zunächst mithilfeein r pseudozufälligen
Binärsequenz verwürfelt, so dass diese am Ausgang einen weißen Charakter be-
sitzen. Der Verwürfler (engl. Scrambler) wird zu Beginn einer Übertragung mit
einem 2 Bit Seed-Wert initialisiert und anschließend durcheinen 2 Bit Ringzäh-
ler sukzessive um den Wert eins erhöht. Zur Faltungscodierung der verwürfelten
Bits wird ein Industrie-Standard-Code mit der Coderate1/3 und der Einflusslänge
sieben eingesetzt. Die im Standardvorschlag verwendeten Coderaten11/32, 1/2,
5/8 und3/4 werden durch Punktierung unter Berücksichtigung von vorgegeb nen
Punktierungsschemata erreicht.
Die codierten Bits werden vor der Modulation unter Berücksihtigung des jeweili-
gen Übertragungsmodus einem zweistufigen Interleaver zugeführt. In einem ers-
ten Schritt werden aus dem Datenstrom mehrere OFDM-Symbolemitt ls eines
Blockinterleavers verarbeitet. Der Blockinterleaver bewirkt eine Vertauschung der
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Bits über die OFDM-Symbole, so dass eine Frequenzdiversität über mehrere Teil-
bänder hinweg erreicht wird. Beim folgenden Trägerinterleaving werden die Bits
innerhalb eines OFDM-Symbols vertauscht. Dadurch wird eine Frequenzdiversi-
tät über die verwendeten Unterträger der OFDM-Modulation erzeugt, das zu einem
inhärenten Schutz vor schmalbandigen Interferenzen führt. Im Anschluss an das In-
terleaving folgt die Symbolzuordnung der einzelnen Unterträger. Als Modulations-
verfahren wird im Standardisierungsvorschlag Quadraturphasenumtastung (engl.
Quadrature Phase Shift Keying, QPSK) empfohlen, um die Anforderungen an die
Genauigkeit des Systems möglichst gering zu halten. Jeweils zwei Bits des Da-
tenstroms werden dabei unter Berücksichtigung des Gray-Codes einem komplexen
Symbol zugeordnet.
Die folgende OFDM-Modulation wird mithilfe einer inversenschnellen Fourier-
Transformation (Inverse Fast Fourier Transform, IFFT) im Basisband durchgeführt.
Zur OFDM-Modulation wird der Symbolstrom zunächst in Abschnitte unterteilt,
deren Länge der verwendeten Unterträgeranzahl entspricht. Ein OFDM-Symbol
besteht dabei aus 128 Unterträgern, von denen 100 Unterträgzur Datenübertra-
gung verwendet werden. Des Weiteren werden zur Korrektur von Frequenzoffsets
und Phasenrauschen auf 12 Unterträgern Pilotsymbole eingefügt. Um unerwünsch-
te Spektrallinien im Frequenzbereich zu vermeiden, werdendi se durch eine Pseu-
dozufallsfolge eines linearen rückgekoppelten Schieberegisters (engl. Linear Feed-
back Shift Register, LFSR) erzeugt. Mit demselben LFSR werden zudem zehn Un-
terträger als Guardträger verwendet, wodurch sich beispielweise die Anforderun-
gen an die eingesetzten Sende- und Empfangsfilter reduzieren lassen. Die verblei-
benden sechs Unterträger werden vom System nicht verwendet.
Nach Durchführung der IFFT der DauerTIFFT = 242,42 ns wird dem Signal ein
zyklisches Präfix (engl. Cyclic Prefix, CP) der DauerTCP = 60,61 ns hinzuge-
fügt, so dass auch in ungünstigen Umgebungen ein ausreichender Schutz vor Inter-
Symbol-Interferenz (ISI) gewährleistet ist. Die zum Bandwechsel benötigte Um-
schaltzeit wird dabei durch ein zusätzliches Schutzintervall (engl. Guard Interval,
GI) der DauerTGI = 9,5 ns berücksichtigt. Ein zu übertragenes OFDM-Symbol
weist somit eine DauerTsym = 312,5 ns auf. Schließlich erfolgt im Inphasen- und
Quadraturzweig eine Digital/Analog (D/A) Wandlung sowie ene Mischung in den
RF-Bereich unter Berücksichtigung des bereits erläuterten TF-Codes.
Mit MB-OFDM-UWB können die skalierbaren Datenraten55Mbit/s, 80Mbit/s,
110Mbit/s, 160Mbit/s, 200Mbit/s, 320Mbit/s und 480Mbit/s realisiert werden.
Bei den Datenraten55Mbit/s und80Mbit/s erfolgt eine Spreizung im Frequenz-
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und Zeitbereich. Die Spreizung im Frequenzbereich um den Faktor zwei geschieht
durch die konjugiert symmetrische Wiederholung des am Eingang der IFFT vorlie-
genden Datenvektors, der in diesem Fall nicht die Länge 100,sondern die Länge
50 besitzt. Die Spreizung im Zeitbereich um den Faktor zwei wird dadurch er-
reicht, dass in zwei aufeinanderfolgenden OFDM-Symbolen di selbe Information
gesendet wird. Da die Symbole auf verschiedenen Teilbändern entsprechend dem
zugrunde liegenden TF-Code gesendet werden, wird eine Frequenzdiversität über
mehrere Teilbänder hinweg erreicht. Bei den Datenraten110Mbit/s, 160Mbit/s
und200Mbit/s erfolgt die Spreizung lediglich in Zeitrichtung um den Faktor zwei.
Für die Datenraten320Mbit/s und480Mbit/s erfolgt dagegen keine Spreizung.
Bezüglich der Senderspezifikation muss das Leistungsdichtespektrum eine vorge-
gebene Frequenzmaske einhalten, um die Störwirkung auf andere Teilbänder des
eigenen Systems sowie auf andere Übertragungssysteme gering zu halten. Die Wer-
te der Leistungsdichte werden hierbei in der PseudoeinheitdBr (dB relativ zum
Maximum) angegeben. So darf das Spektrum bei0 dBr eine Breite von±260MHz
nicht überschreiten. Bei±285MHz muss es auf−12dBr und bei±330MHz auf
−20dBr abgeklungen sein. Die maximale Toleranz der senderspezifischen Träger-
frequenz und des Symboltaktes wird im Standardisierungsvorschlag auf±20ppm
(Parts per Million) festgelegt. Beide Größen sollen vom gleich n Referenzoszillator
abgeleitet werden.
In Abbildung 2.9 ist eine mögliche Empfängerarchitektur des MB-OFDM-UWB-
Systems dargestellt. Das Empfangssignal wird nach der Antenne zunächst band-
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Abbildung 2.9 Empfängerarchitektur eines MB-OFDM-UWB-Systems.
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auf ein höheres Leistungsniveau gebracht und entsprechenddem eingesetzten TF-
Code in den Tiefpassbereich gemischt. Die nachfolgenden Tifpässe im Inphasen-
und Quadraturzweig filtern den Rauschanteil außerhalb des aktuellen Teilbandes
heraus. Vor der mit der Nyquist-Rate durchzuführenden A/D-Wandlung erfolgt ei-
ne amplitudengeregelte Verstärkung durch einen Variable Gain Amplifier (VGA).
Anschließend findet die OFDM-Demodulation statt, wobei dieKernoperation hier
durch die schnelle Fouriertransformation (engl. FFT) gegeb n ist. Zusätzlich wird
das CP verarbeitet und die Pilot- und Schutzträger wieder entfernt. Dieser Verar-
beitungsschritt ist mit der Synchronisation, dem Trackingsowie der Kanalschät-
zung und Entzerrung im Frequenzbereich verknüpft. Die Werte werden anschlie-
ßend wieder zurück in die Bitebene abgebildet, einem Deinterleaver zugeführt und
mit einem Viterbi-Decoder decodiert. Die Verarbeitungskette ndet mit dem Des-
crambling, an dessen Ausgang die mit größter Wahrscheinlichke t gesendeten Bits
vorliegen.
2.4.2 Direct Sequence UWB
Der zweite Lösungsvorschlag der Arbeitsgruppe IEEE 802.15.3a ist DS-UWB [36].
Im Unterschied zu MB-OFDM-UWB basiert DS-UWB auf der Übertragung von
breitbandigen trägermodulierten Root-Raised-Cosine (RRC) Pulsen mit dem Roll-
Off-Faktorα = 0,3. Zur Übertragung der Pulse stehen dabei die beiden in Abbil-
dung 2.10 skizzierten Teilbänder zur Verfügung. Das untereT ilband hat die Band-
breite1,8GHz und reicht von3,1GHz bis4,9GHz. Im Gegensatz dazu ist das obe-
re Teilband von6,2GHz bis9,7GHz durch eine fast doppelt so große Bandbreite
von3,5GHz gekennzeichnet. Wie bei MB-OFDM-UWB wird der Frequenzbereich
um5GHz wegen des dort vorhandenen IEEE 802.11a WLAN ausgespart.
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Abbildung 2.10 Unteres und oberes Teilband bei DS-UWB.
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mehreren sich räumlich überlappenden unkoordinierten Piconetzen. So können je-
weils sechs Piconetze im unteren bzw. im oberen Teilband gleichz itig betrieben
werden. Im Unterschied zu MB-OFDM-UWB wird die Koexistenz mehrerer Pi-
conetze bei DS-UWB durch den Einsatz von speziellen Spreizcodes erreicht. Ver-
schiedene Spreizcodes der Längen 1, 2, 3, 4, 6, 12 und 24 können dabei in Ab-
hängigkeit von dem verwendeten Modulationsverfahren und der geforderten Ziel-
datenrate eingesetzt werden. So können beispielsweise im unteren Frequenzband
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Abbildung 2.11 Senderarchitektur eines DS-UWB-Systems.
In Abbildung 2.11 ist eine mögliche Senderarchitektur für DS-UWB dargestellt.
Die zu übertragenden Bits werden zunächst einem Scrambler zugeführt, um die
Korrelationen zwischen aufeinanderfolgenden Bits zu reduzieren. Der Scrambler
wird zu Beginn einer Übertragung mit einem 2 Bit Seed-Wert initialisiert und an-
schließend durch einen 2 Bit Ringzähler sukzessive um den Wert eins erhöht. An-
schließend werden die verwürfelten Bits mit einem Standardfaltungscode der Ein-
flusslänge sechs oder optional vier und Coderate1/2 codiert. Im Zusammenspiel
mit Punktierung kann die Coderate3/4 erreicht werden.
Die codierten Bits werden im Anschluss daran einem Faltungsinterleaver zuge-
führt, um das Auftreten von bündelartigen Fehlern zu reduzieren. Im Unterschied
zu dem bei MB-OFDM-UWB durchgeführten Blockinterleaving lässt sich ein Fal-
tungsinterleaver einfacher realisieren und zeichnet sichzudem durch eine geringere
Latenzzeit aus. Im Anschluss an das Faltungsinterleaving werden die Bits auf einen
Spreizcode abgebildet. Der eingesetzte Spreizcode hängt dabei von der Spreizfre-
quenz sowie dem zugrunde liegenden Modulationsverfahren ab. Als mögliche Mo-
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dulationsverfahren stehen Binäre Phasenumtastung (engl.Bi ary Phase Shift Key-
ing, BPSK) oder optional 4-BOK (engl. 4-Bi Orthogonal Keying) zur Verfügung.
Bei der Verwendung von BPSK wird lediglich die Polarität desSpreizcodes be-
stimmt. Im Unterschied dazu wird bei 4-BOK in Abhängigkeit von jeweils zwei
Datenbits einer von zwei möglichen orthogonalen Spreizcodes sowie die Polarität
dieses Spreizcodes festgelegt. Das gespreizte und modulierte Signal wird schließ-
lich einem RRC-Filter mit Roll-Off-Faktorα = 0,3 zugeführt und auf die Träger-
frequenzfc gemischt. Anschließend wird es über eine Sendeantenne abgestrahlt.
Abbildung 2.12 Empfängerarchitektur eines DS-UWB-Systems.
Eine mögliche Empfängerarchitektur ist in Abbildung 2.12 dargestellt. Das an der
Empfangsantenne anliegende Signal wird zunächst bandpassgefiltert, um den Ein-
fluss von Außerbandstrahlung zu reduzieren. Nach der rauschrmen Verstärkung
mit einem LNA wird das Signal mithilfe eines Quadraturdemodulators ins Basis-
band gemischt. Der Quadraturdemodulator wird durch einen Lokaloszillator ange-
steuert, der mit dem Sender möglichst synchronisiert sein sollte. Die nachfolgenden
Tiefpässe im Inphasen- und Quadraturzweig filtern den Rauschanteil außerhalb des
betrachteten Frequenzbereiches heraus. Vor der mit der Nyquist-Rate durchzufüh-
renden A/D-Wandlung erfolgt eine amplitudengeregelte Verstärkung durch einen
VGA. Anschließend wird das diskretisierte Signal einem Rake-Empfänger zuge-
führt, um die signifikanten Mehrwegekomponenten zu extrahieren. Dieser Vorgang
erfordert sowohl eine Kanalschätzung als auch eine Synchroisation. Ein darauf
folgender entscheidungsrückgekoppelter Entzerrer (engl. Decision Feedback Equa-
lizer, DFE) soll die bei hohen Datenraten enstehende ISI reduzi ren. Die resul-
tierenden Bits werden schließlich einem Deinterleaver zugeführt und mit einem
Viterbi-Decoder decodiert. Die Verarbeitungskette endetmit dem Descrambling,
an dessen Ausgang die mit größter Wahrscheinlichkeit gesend t Bits vorliegen.
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2.5 Anwendungsgebiete und Marktpotential
Aufgrund seiner speziellen Eigenschaften ergeben sich fürnicht lizenzierte UWB-
Systeme eine Vielzahl an Anwendungsmöglichkeiten, die sich prinzipiell in die drei
Bereiche Kommunikation, Lokalisierung und Bildgebung sowie Sensorik einteilen
lassen.
In der Kommunikation ist UWB ein vielversprechender Kandidat, um den Anforde-
rungen an zukünftige Kommunikationsanwendungen gerecht zu werden. Aufgrund
der großen Signalbandbreite können dabei hohe Datenraten über kurze Entfernun-
gen erreicht werden, die im Bereich von denen alternativer Technologien wie z.B.
IEEE 802.11n [81] liegen. Die eingesetzten Sender- und Empfängerarchitekturen
lassen sich dabei im Allgemeinen mit viel geringerer Komplexität und viel gerin-
gerem Leistungsverbrauch realisieren. Ein enormes Marktpotential betrifft in die-
sem Zusammenhang die Ersetzung zahlreicher kabelgebundener Anwendungen im
Nahbereich. Mit der Bluetooth Technologie wird bereits dieses große Potential der
drahtlosen Nahbereichskommunikation aufgegriffen, indem Anwendungen mit ge-
ringem Datendurchsatz wie z.B. Funktastaturen drahtlos realisi rt werden. Für An-
wendungen, bei denen es zu einem sehr hohen Datendurchsatz kommen kann, er-
weist sich diese Technologie dagegen als ungeeignet. Dies betrifft insbesondere das
Gebiet der Unterhaltungselektronik, in dem große Datenmengen möglichst schnell
und zuverlässig zwischen zwei oder mehr Geräten übertragenwerden sollen. Denk-
bare Anwendungen können dabei z.B. das Herunterladen von Bildern von einer
Digitalkamera auf einen Computer, auf einen Drucker oder auf einen PDA sowie
der Austausch von Musik- oder Bilddaten zwischen Mobilfunkgeräten und Cam-
corder oder DVD-Spieler sein. Solche für den Endverbraucher sehr komfortable
Nutzungsmöglichkeiten erfordern einfache Lösungskonzepte. Im Rahmen dieser
Arbeit ist der Fokus auf eine hochdatenratige UWB-Nahbereichskommunikation
gerichtet.
Im Bereich der Lokalisierung und Bildgebung erweist sich UWB ebenfalls als vor-
teilhaft. Hier wird die sehr genaue Ortsauflösung ausgenutzt, die sich aufgrund der
sehr großen Signalbandbreite und der daraus resultierenden sehr kurzen Signaldau-
er ergibt. Verschiedene Anwendungsfelder wie z.B. die Erkennung von Tumorer-
krankungen aufgrund der Materialbeschaffenheit von Organen, die Verwendung
von Bewegungsmeldern im Sicherheits- und Überwachungsbereich, der Einsatz
von Abstandsmeldern zum Messen von Füllstandspegeln und zur Vorbeugung von
Unfällen in der Industrie, die Erkundung von Bodenschichten oder das Durchleuch-
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ten von Wänden (engl. Through Wall Imaging) sind dabei denkbar.
Im Bereich Sensorik kann UWB innerhalb von Sensornetzwerken eingesetzt wer-
den, indem einzelne Sensoren bestimmte Informationen mit ger n er Datenrate
über möglicherweise große Entfernungen an eine zentrale Instanz senden. Typische
Anwendungsfelder sind hier im Logistikbereich wie z.B. in eem Containerhafen
zu sehen, bei denen kostengünstige und energieeffiziente UWB-Chips eine robus-
te und zuverlässige Übertragung ermöglichen. Aber auch im Medizinbereich sind
sensorbasierte UWB-Anwendungen zur Überwachung lebenswichtiger Funktionen
denkbar.
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3 Inkohärentes Multiband UWB
Die beiden von der IEEE 802.15.3a Arbeitsgruppe favorisierten Standardisierungs-
vorschläge für hohe Datenraten MB-OFDM-UWB und DS-UWB verwnden zur
Demodulation kohärente Empfängerstrukturen. Diese weisen jedoch einige signi-
fikante Nachteile auf [107]. So erfordert ein kohärenter Empfänger im Allgemei-
nen eine genaue Sychronisation, die im Bereich von Nanosekund n liegen kann.
Schon geringe Synchronisationsfehler können dabei zu einer Reduktion der Leis-
tungsfähigkeit führen [33]. Die Durchführung einer genauen Synchronisation ist
jedoch äußerst komplex und erfordert den Einsatz von hochpräzisen Uhren. Des
Weiteren müssen bei kohärenten Empfängerstrukturen sämtliche Signalverzerrun-
gen, die beispielsweise durch Antennen, durch Verstärker od r durch Filter zustan-
de kommen, bereits beim Systementwurf mitberücksichtigt werden. Auch das bei
MB-OFDM-UWB und DS-UWB empfangsseitig erforderliche nicht energieeffizi-
ente Heruntermischen des Empfangssignals mithilfe von aktiven Lokaloszillatoren
und Mischern ist als nachteilig anzusehen.
Weiter ist zu beachten, dass der bei MB-OFDM-UWB eingesetzte Empfänger den
Einsatz von schnellen, hochauflösenden A/D-Wandlern erfordert [54]. Je mehr Bits
dabei verwendet werden, desto größer ist der Leistungsverbrauch auf Kosten einer
verbesserten Performance. Im Gegensatz dazu werden bei DS-UWB keine hoch-
auflösenden A/D-Wandler benötigt. Der bei DS-UWB eingesetzte Rake-Empfänger
weist allerdings Nachteile bezüglich eines effizienten Umgangs mit einer großen
Anzahl an Mehrwegen auf, die bei der Ausbreitung des ultra-breitbandigen Signals
auftreten können. Um mithilfe eines Rake-Empfängers ausreichend Energie ein-
zusammeln, ist es daher erforderlich, eine große Anzahl an Rake-Fingern einzu-
setzen. Da in jedem Finger eine Schätzung der Amplitude sowie der Verzögerung
des Mehrweges durchgeführt werden muss, ist die Verwendungvo vielen Rake-
Fingern mit einem drastischen Anstieg der Komplexität verbunden.
Aufgrund dieser Nachteile und der Tatsache, dass die IEEE 802.15.3a Standardisie-
rungsgruppe im Januar 2006 aufgelöst wurde, erfolgt in Kapitel 3 eine Einführung
in einen alternativen Ansatz. Es wird ein inkohärentes OOK-und BPPM-basiertes
MIR-UWB-System betrachtet, das ein vielversprechender und ei fach zu realisie-
render asynchroner Ansatz für eine hochdatenratige energieeffiz ente Nahbereichs-
kommunikation sein kann [9, 28, 40, 62, 63, 75, 76, 77].
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Das Kapitel ist wie folgt aufgebaut: Zunächst wird in Abschnitt 3.1 die MIR-UWB-
Systemarchitektur vorgestellt, die den impulsbasierten Ansatz des DS-UWB-Sys-
tems mit dem Multiband Gedanken des MB-OFDM-UWB-Systems verknüpft.
Anschließend erfolgt in Abschnitt 3.2 eine Analyse des MIR-UWB-Systems. Für
OOK wird dabei auf die Statistik der Entscheidungsvariablen, auf verschiedene ad-
aptive Schwellwertapproximationen sowie auf deren rekursive Nachführung einge-
gangen. Davon ausgehend wird die theoretisch erreichbare Fehl rwahrscheinlich-
keit von OOK bestimmt und der von BPPM gegenübergestellt. Mit dem Vergleich
der OOK- und BPPM-spezifischen Kanalkapazität soll anschließend die Frage ge-
klärt werden, welches Modulationsverfahren für ein hochdatenratiges MIR-UWB-
System am besten geeignet ist. Um Aussagen über die Leistungsfähi keit des MIR-
UWB-Systems treffen zu können, erfolgt am Ende des Abschnitts 3.2 eine Link-
Budget-Analyse.
Im folgenden Abschnitt 3.3 werden die systemeigenen sowie systemfremden Inter-
ferenzen erläutert, die die Leistungsfähigkeit eines MIR-UWB-Systems reduzieren
können. Zur Unterdrückung breitbandiger Störung wird dabei uf eine nicht ko-
operative Methode eingegangen, die auf modifizierten Wahrscheinlichkeitsdichten
basiert. Das Kapitel endet mit einer kurzen Zusammenfassung.
3.1 Systemarchitektur
Das in dieser Arbeit betrachtete inkohärente MIR-UWB-System ist ein impulsba-
siertes UWB-System, bei dem eine durch die Regulierungsbehörd vorgegebene
Frequenzmaske mit den10dB-Grenzfrequenzenfu undfo inNT gleich große Teil-




sowie eine Trägerfrequenzfci = fu + (i− 1/2)BT, i = 1, . . . , NT.
3.1.1 Sender
Eine mögliche MIR-UWB-Senderarchitektur ist in Abbildung3.1 dargestellt [75].
Sie besteht aus einem Pulsgenerator, der in regelmäßigen AbständenTr zeitlich
sehr kurze Pulsep (t) erzeugt und diese auf den Eingang einer analogen Filterbank
gibt. Die Filterbank setzt sich dabei ausNT Bandpässen (BP) zusammen, die durch
die FilterimpulsantwortenhBP,i (t) , i = 1, . . . , NT, durch die Filterordnung so-
wie durch die3 dB-Grenzfrequenzenfc,i ± (BT −BO) /2, i = 1, . . . , NT gekenn-
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Abbildung 3.1 MIR-UWB-Senderarchitektur 1.
zeichnet sind.BO bezeichnet dabei einen Frequenzoffset, der das Nebensprechen
benachbarter Teilbänder reduziert. Am Ausgang der Filterbank liegen schließlich
die relativ schmalbandigen Teilbandpulsepi (t) = p (t) ∗ hBP,i (t) , i = 1, . . . , NT
der PulsdauerTp vor.
Zur Modulation des zu einem ZeitpunktnTr, n ∈ N gesendeten Multibandsignals
pMB,n (t) werden als gleichverteilt angenommene Bitsbi,n ∈ {0, 1}, i = 1, . . . , NT
einer binären Quelle unter Berücksichtigung eines sende- und empfangsseitig be-
kannten BandplansLn = [l1,n, . . . , lNT,n] seriell-parallel gewandelt. Diese werden
anschließend mit dem zugrunde liegenden Modulationsverfahren OOK oder BPPM
auf die Teilbandpulsepi (t) , i = 1, . . . , NT moduliert. Die Elementeli,n, i =
1, . . . , NT von Ln können dabei die Werte null oder eins annehmen, wobei nicht
verwendete Teilbänder durch eine Null gekennzeichnet sind.
Eine Aktivierung bzw. Deaktivierung von einzelnen Teilbändern mithilfe vonLn
wirkt sich vorteilhaft auf die Skalierbarkeit von Datenraten aus. Des Weiteren ver-
einfacht sich die Anpassung des MIR-UWB-Systems an die weltweit unterschied-
lichen Regulierungsmasken. Die Verwendung eines Bandplans k n aber auch zu
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einer adaptiven Unterdrückung von Interferenzen beitragen.
Bezüglich der Hardwareanforderungen zeichnet sich OOK im Vergleich zu BPPM
durch einen geringeren Aufwand aus, da die relative Pulsposition in Tr unabhängig
von den zu sendenden Daten gleich ist [33]. Im Fall von OOK muss daher lediglich
sichergestellt werden, dass die modulierten Teilbandpulsepi (t) , i = 1, . . . , NT zu
den durchTr vorgegebenen Zeitpunkten aufaddiert werden. Im Unterschied dazu
weist der Einsatz von BPPM eine erhöhte Anforderung an die Hardw re auf, da ei-
ne Pulsverzögerung∆BPPM innerhalb vonTr in Abhängigkeit von den zu sendenden
Daten realisiert werden muss [33].
Nach einer Überlagerung der modulierten Teilbandpulsepi (t) , i = 1, . . . , NT er-




bi,nli,npi (t− nTr) (3.1)




li,npi (t− bi,n∆BPPM− nTr) (3.2)
für BPPM. Das MultibandsignalpMB,n (t) setzt sich dabei aus Teilbandpulsen der
Teilbänder zusammen, die durch den BandplanLn aktiviert sind. Nach einer Leis-
tungsverstärkung (engl. Power Amplifier, PA) wirdpMB,n (t) der Sendeantenne zu-
geführt und unter Einhaltung von vorgegebenen Emissionsgre zwerten abgestrahlt.
In Abbildung 3.2 (a) und (b) ist der Teilbandpulsp1 (t) sowie das zugehörige nor-
mierte rechtsseitige TeilbandpulsspektrumP1 (f) eines ausNT = 24 Teilbän-
dern bestehenden OOK-basierten MIR-UWB-Systems dargestellt. D r Teilband-
puls p1 (t) mit der Trägerfrequenzfc1 = 3,256GHz entspricht dabei der Filter-
impulsantworthBP,1 (t) eines elliptischen BP-Filters der Ordnung vier, das eine
Welligkeit von1 dB im Durchlassbereich sowie eine Sperrbereichsdämpfung von
50 dB besitzt. Die3 dB-Grenzfrequenzen sind dabei durchBT = 312,5MHz und
BO = 150MHz gegeben. Die Verwendung eines elliptischen Filters ist vorteilhaft,
da es eine hohe Flankensteilheit im Übergangsbereich besitzt.
Abbildung 3.2 (c) und (d) verdeutlicht ein mit diesen Filterpa ametern erzeugtes
MultibandsignalpMB,n (t) sowie das zugehörige normierte rechtsseitige Spektrum
PMB,n (f) für ein MIR-UWB-System mit 24 Teilbändern, wenn über jedes Tilband
eine binäre Eins übertragen wird.
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Abbildung 3.2 Mit der MIR-UWB-Senderarchitektur 1 erzeugter Teilbandpuls p1 (t)
(a) und MultibandsignalpMB,n (t) (c) mit zugehörigen normierten
Spektren (b, d).
In Abbildung 3.3 ist eine alternative MIR-UWB-Senderarchitektur dargestellt [60].












, |t| ≤ Tp
2
(3.3)
mit einem Normierungsfaktora und der PulsdauerTp verwendet. In Abbildung 3.4
(a) und (b) ist ein Basisbandpuls der DauerTp = 12,8 ns sowie das zugehörige, mit







dargestellt. Die Hauptkeule ist dabei durch eine Breite vonBT = 4Tp = 312,5MHz
gekennzeichnet, in der99,5% der Energie enthalten ist. Zudem zeichnet sich das
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Abbildung 3.3 MIR-UWB-Senderarchitektur 2.
Maximum der ersten Nebenkeule durch einen Abfall von32 dB zum Maximum
der Hauptkeule aus. Nach der Erzeugung vonpb (t) muss dieser in Abhängigkeit
vonLn mittels der eingeschalteten Oszillatoren auf die Trägerfrequenzenfci , i =
1, . . . , NT der aktivierten Teilbänder gemischt werden, so dass sich die Teilband-
pulse
pi (t) = pb (t) cos (2πfcit) , i = 1, . . . , NT (3.5)
ergeben. Abbildung 3.4 (c) und (d) verdeutlicht die auf die Trägerfrequenzfc1 =
3,256GHz gemischte Pulsformp1 (t) sowie den dazugehörigen rechten Teil des
SpektrumsP1 (f) = Pb (f − fc1) + Pb (f + fc1) eines aus 24 Teilbändern beste-
henden MIR-UWB-Systems.
Die weitere Verarbeitung erfolgt wie bei der MIR-UWB-Senderarchitektur 1: Die
Teilbandpulsepi (t) , i = 1, . . . , NT werden in Abhängigkeit vonLn mit OOK oder
BPPM moduliert und zum MultibandsignalpMB,n (t) aufaddiert. Das Multibandsi-
gnal pMB,n (t) wird anschließend mit einem PA angepasst, auf die Sendeantenne
gegeben und abgestrahlt.
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Abbildung 3.4 Kosinusförmige Pulsform im Zeit- und Frequenzbereich.
3.1.2 Empfänger
Nachdem das MultibandsignalpMB,n (t) abgestrahlt ist, wird dieses über einen
Mehrwegekanal mit der Impulsantworth (t) übertragen. Der Kanal kann dabei
durch das im Kapitel 2 beschriebene IEEE 802.15.3a UWB-Kanalmodell model-
liert werden. Das an der Empfangsantenne vorliegende Multibandsignal
yMB,n (t) = pMB,n (t) ∗ h (t) + n (t) (3.6)
wird mit additivem weißen gaußschen Rauschen (AWGN)n (t) der zweiseitigen
RauschleistungsdichteN0/2 überlagert und im Fall von OOK mit der in Abbildung
3.5 dargestellten inkohärenten MIR-UWB-Empfängerarchitektur weiterverarbeitet.
Das EmpfangssignalyMB,n (t) wird zunächst mit einem LNA rauscharm verstärkt
und auf die bei der MIR-UWB-Senderarchitektur 1 bereits sendeseitig eingesetz-
te analoge BP-Filterbank in Abhängigkeit vonLn gegeben. In jedem aktivierten
Teilband erfolgt anschließend eine Energiedetektion. Diese setzt sich aus einem
Quadrierer und einem Integrator der IntegrationszeitTI zusammen.





























































Abbildung 3.5 Inkohärente MIR-UWB-Empfängerarchitektur für OOK.
Bei der Durchführung der Integration ist dabei im Allgemeinen der Kompromiss
zwischen der eingesammelten Rausch- und Signalenergie zu brücksichtigen. Aus
Komplexitätsgründen wird dabei auf eine aufwändige Synchronisation verzich-
tet, indem stets derselbe Integrationsstartzeitpunkt innerhalb einer Rahmendauer
nTr, n ∈ N gewählt wird. Die Dauer der Integrationszeit ist sowohl vonder be-
trachteten Pulsform als auch vom Szenario (AWGN, KM 1, KM 2) abhängig. Bei
Verwendung der MIR-UWB-Senderarchitektur 1 werden z.B. die Integrationszei-
ten15 ns (AWGN), 25 ns (KM 1) und30 ns (KM 2) eingesetzt [23].
Am Ausgang jedes Energiedetektors liegt ein Energiewertxi,n, i = 1, . . . , NT
vor, der als Zufallsvariable aufgefasst werden muss. Je nachdem ob nur Rauschen
oder ein Teilbandpuls mit Rauschen detektiert wird, könnendabei zwei mögliche
Verteilungen auftreten. Eine detaillierte Analyse der zugrunde liegenden Entschei-
dungsstatistik erfolgt im nächsten Abschnitt. Am Ausgang des Entscheiders kön-
nen weitere Signalverarbeitungsschritte erfolgen, bis schließlich die demodulierten
Bits nach einer parallel-seriell Wandlung vorliegen.
Die vorgestellten Transceiverarchitekturen können sowohl mit OOK als auch mit
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BPPM betrieben werden.1 Ein Unterscheidungspunkt betrifft jedoch die Synchro-
nisation zwischen Sender und Empfänger. Hier erweist sich OOK als nachteilig, da
im Fall von längeren Nullfolgen keine Synchronisation möglich ist. Abhilfe kann
hier beispielsweise durch das in [33] vorgeschlagene Synchro isationsverfahren
geschaffen werden. Im Fall von BPPM ist eine Synchronisation zwischen Sender
und Empfänger einfacher, da Pulse unabhängig von den zu übertrag nden Daten
immer gesendet werden.
Ein weiterer Unterschied bezieht sich auf die Energiedetektion des empfangenen
Signals. Diese ist im Fall von OOK mit einer Schätzung der Signal- und Rausch-
energie sowie einer davon abhängigen Berechnung einer Entscheidungsschwelle
verknüpft (Abschnitt 3.2). Im Unterschied dazu lässt sich die Energiedetektion bei
BPPM ohne Schätzung der Signal- und Rauschenergie bzw. ohnedie B rücksichti-
gung einer Entscheidungsschwelle durchführen, da lediglich d e Energiewerte aus
zwei Zeitintervallen miteinander verglichen werden müssen [9].
Schließlich ist auch das mit dem Modulationsverfahren verbundene LDS des Sen-
designals zu berücksichtigen. So kann gezeigt werden [33],dass bei OOK eine
bessere Dämpfung der diskreten Spektrallinien erreicht wird als bei BPPM. Eine
weitere Verbesserung kann bei OOK dadurch erzielt werden, dass bei einer binären
Eins ein Puls mit zufälliger Polarität gesendet wird [64].
Die MIR-UWB-Sender- und Empfängerarchitektur basierend auf dem Sendermo-
dell 1 lässt sich in Hardware überwiegend durch analoge und passive Bauteile und
damit äußerst energieeffizient realisieren. Zahlreiche Untersuchungen existieren
hierzu [31, 54, 64, 65, 66, 67, 68]. Auf der Grundlage eines Prototypen eines OOK-
basierten MIR-UWB-Systems mit vier Teilbändern wird dabeiaufgezeigt, dass die-
ses System durch einen äußerst geringen Synchronisationsaufwand gekennzeichnet
ist. Aus diesem Grund zeichnet sich das MIR-UWB-System durch eine erhöhte
Robustheit bezüglich Jittereffekten oder anderen Triggerungenauigkeiten aus. Des
Weiteren wird gezeigt, dass systembedingte Phasennichtliearitäten, die durch die
eingesetzten Antennen, die Verstärker oder die analoge Filterbank zustande kom-
men, durch die Energiedetektion nur eine untergeordnete Roll beim Systemdesign
spielen. Insbesondere vereinfacht sich durch die Betrachtung von relativ schmal-
bandigen Teilbändern der Entwurf solcher für das MIR-UWB-System notwendi-
gen Komponenten. Als kritische Komponente erweist sich jedoch der Entwurf und
1Bei der Verwendung von BPPM muss sende- und empfangsseitig eine zusätzliche Verzögerung
∆BPPM realisiert werden. Das Prinzip einer BPPM-spezifischen Energiedetektion wird in Abschnitt
4.1.2 erläutert.
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die Integration der analogen frequenzselektiven BP-Filterbank. Detaillierte Unter-
suchungen dazu wurden in [78, 79, 80] durchgeführt.
3.2 Systemanalyse
Im Folgenden wird das im vorigen Abschnitt eingeführte MIR-UWB-System unter
verschiedenen Aspekten untersucht. Aufgrund der parallelangeordneten Systemar-
chitektur wird die Analyse weitgehend innerhalb eines Teilbandes durchgeführt.
Der Fokus der Analyse ist dabei unter anderem auf das Modulationsverfahren OOK
gerichtet. Dazu erfolgt in Abschnitt 3.2.1 eine Beschreibung der Statistik der am
Ausgang der Energiedetektion vorliegenden Entscheidungsvariablen. Darauf auf-
bauend werden verschiedene einfach zu realisierende Schwellwertapproximatio-
nen, die innerhalb des MIR-UWB-Systems rekursiv nachgeführt werden, vergli-
chen. Dies führt in Abschnitt 3.2.2 zur Beschreibung der theoretisch erreichbaren
Fehlerwahrscheinlichkeiten einer OOK- und BPPM-spezifischen Energiedetektion.
Zur Bewertung des für ein hochdatenratiges MIR-UWB-Systemam besten geeig-
neten Modulationsverfahrens werden im Abschnitt 3.2.3 diemodulationsspezifi-
schen Kanalkapazitäten gegenübergestellt. Abschließenderfolgt in Abschnitt 3.2.4
eine Link-Budget-Analyse innerhalb eines beliebigen MIR-UWB-Teilbandes.
3.2.1 Statistische Analyse der Entscheidungsvariablen
Wie in Abschnitt 3.1 erläutert, wird das in Gleichung (3.6) beschriebene Empfangs-
signalyMB,n (t) in Abhängigkeit vonLn auf eine BP-Filterbank mit den Schutzab-
ständenBO gegeben. Dadurch wird eine Aufteilung in die einzelnen Teilbandsi-
gnaleyi,n (t) = li,n yMB,n (t) ∗ hBP,i (t) , i = 1, . . . , NT erreicht. Bei der Verwen-
dung von OOK wird jedes Teilbandsignal anschließend auf einen Energiedetektor
gegeben, der das quadrierte Teilbandsignal über ein vordefiniertes ZeitintervallTI
integriert.
Um am Ausgang eines Energiedetektors über die mit größter Wahrscheinlichkeit
gesendete Information zu entscheiden, ist es erforderlich, d e Statistik der zugrunde
liegenden Energieverteilung zu beschreiben. Dazu wird innerhalb eines Teilbandes
der NutzbandbreiteBT − BO von einem zeitinvarianten Funkkanalh (t) ausge-
gangen. Für die in einem Teilband gemessene Energiex können dabei die beiden
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Hypothesen




H1 (b = 1) : x =
∫ TI
0
(s (t) + ñ (t))
2
dt (3.7)
auftreten, wobeis (t) = pMB (t) ∗ h (t) ∗ hBP (t) und ñ (t) = n (t) ∗ hBP (t) den
empfangenen deterministischen Signalanteil der EnergieE =
TI∫
0
s2 (t) dt undñ (t)
das gefilterte Rauschsignal bezeichnen.2
Das deterministische Nutzsignals (t) sowie das gefilterte Rauschsignal˜ (t) kön-
nen nun mithilfe einesM -dimensionalen orthonormalen Funktionenraumes, der
aus Basisfunktionenθk (t) , k = 1, . . . , 2M besteht, beschrieben werden. Der Pa-
rameterM = ⌊(BT −BO)TI +0,5⌋ ∈ N bezeichnet die Anzahl der Freiheitsgrade
[40]. Diese beschreiben anschaulich die minimale Anzahl anAbtastwerten, mit der
ein Signal der NutzbandbreiteBT −BO in einem Integrationsintervall der DauerTI
nach dem Abtasttheorem beschrieben werden kann.
Somit kann für den Fall einer binären Null der am Ausgang des Energiedetektors





















































beschrieben werden. Die zum Energiewertx zugehörigen Rauschwertẽnk, k =
1, . . . , 2M unterliegen dabei einer mittelwertfreien Gaußverteilung, so dass durch
Quadrierung und Aufsummierung eine zentraleχ2-Verteilung resultiert. Für deren
2Aufgrund der parallel angeordneten Systemarchitektur wird im Folgenden auf den Teilbandindex
i verzichtet. Unter der Annahme, dass die zugrunde liegende Eergieverteilung unabhängig von der
betrachteten Rahmendauer ist, wird des Weiteren der Indexweggelassen.











N0 , x ≥ 0, (3.9)







































(sk + ñk) (sl + ñl)
∫ TI
0













beschrieben werden. Es kann gezeigt werden, dasssk + ñk, k = 1, . . . , 2M einer
gaußverteilten Zufallsvariable mit dem Mittelwertsk entspricht. Bildet man die
Summe über die Quadrate dieser Zufallsvariablen, so resulti rt daraus eine nicht
zentraleχ2-Verteilung mit2M Freiheitsgraden und dem Nichtzentralitätsparame-

















, x ≥ 0, (3.11)
wobeiIM−1 die modifizierte Besselfunktion der OrdnungM − 1 bezeichnet.
Im Gegensatz zu OOK werden bei BPPM, unabhängig von der zu übertrag nen
Information, stets Energien in zwei Zeitintervallen ausgewertet. Die Statistik der
Energieverteilung ist in Zeitintervallen mit Teilbandsignal durch eine nicht zentrale




Im Unterschied zu BPPM wird im Fall von OOK zur Durchführung der Energiede-
tektion eine EntscheidungsschwellexS in jedem aktivierten Teilband benötigt. Die-
se ergibt sich aus dem Schnittpunkt der beiden in Gleichung (3.9) und Gleichung
(3.11) beschriebenen Wahrscheinlichkeitsdichtenf0 (x) und f1 (x). Das Auffin-
den vonxS ist jedoch äußerst komplex und kann aufgrund der zugrunde lieg nden
Wahrscheinlichkeitsdichten nicht geschlossen lösbar angegeben werden. Zur prak-
tischen Realisierung des Auffindens eines möglichst optimalen SchwellwertesxS
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Abbildung 3.6 Vergleich verschiedener Schwellwertapproximationen.
In Abbildung 3.6 sind die Bitfehlerraten (BER) in Abhängigkeit desEb/N0 für die
exakte Schwellwertlösung sowie für drei unterschiedlicheNäherungslösungen dar-
gestellt. Man erkennt, dass sich eine Näherungslösung basierend auf einer einfach
zu beschreibenden Gaußapproximation als ungeeignet erweist. Die Ursache ist in
der Anzahl der FreiheitsgradeM zu sehen, die z.B. für ein aus 24 Teilbändern
bestehendes MIR-UWB-System der Nutzbandbreite162,5MHz und der Integrati-
onszeitTI = 15ns im Bereich von drei liegt. Um jedoch eine Gaußapproximation
verwenden zu können, müsste die Zahl der Freiheitsgrade sehr viel größer sein.
Bei der in [75] vorgeschlagenen Lösung wird die EntscheidungsschwellexS zu-
nächst auf die RauschenergieN0 normiert (ηS =
xS
N0
), so dass sich durch Gleich-
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setzen der Wahrscheinlichkeitsdichtenf0 (x) undf1 (x)
(ηSLV)
M−1







mit LV = E/N0 ergibt. Unter der Annahme eines großenLV kann die modifizierte







































Zur Lösung dieser Gleichung wird in [75] vorgeschlagen, eine von dem Verhältnis







M − 1φ (LV) (3.15)
beschrieben werden, wobeiφ (x) = 2,1 ·10−6x3−0,00046x2+0.045x+0.032 für
einLV von0 dB bis20 dB ausgelegt ist [76]. Ein Nachteil dieser Approximation ist
der eingeschränkte Dynamikbereich der EntscheidungsschwelleηS. Aus Abbildung
3.6 ist jedoch ersichtlich, dass die mit dieser Näherungslösung resultierende BER
über den dargestelltenEb/N0-Bereich mit der exakten Lösung übereinstimmt.
In [62] wird eine alternative Schwellwertapproximation vorgeschlagen, die auf der
Berechnung des Log-Likelihood-Verhältnisses (engl. Log-ikelihood-Ratio, LLR)
basiert. Unter Berücksichtigung der in Gleichung (3.13) gemachten Approximation




= C1ln (C2C3)− C2 + 2
√
C2C3 + C4, (3.16)
wobeiC1 = 1−2M4 ,C2 =
x
N0
,C3 = EN0 undC4 = ln (Γ (M))− 0,5 ln (4π) ist. In
diesem Fall wird zur Bestimmung des Schwellwertes keine tabll risierte Funktion
benötigt. Die Schwelle ist somit unabhängig vom Wertebereich vonLV. Der Vor-
teil dieser Approximation ist in der sehr einfachen Bestimmung des Schwellwertes
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zu sehen. Eine weitere Reduktion des Berechnungsaufwandeskann durch die Wahl
einer konstanten TeilbandbreiteBT, eines konstanten FrequenzoffsetsBO und ei-
ner konstanten IntegrationszeitTI erreicht werden. Aufgrund der Approximation
der Besselfunktion ist in diesem Fall eine deutliche Verschlec terung der BER-
Performance im Bereich niedrigerEb/N0-Werte zu erkennen (Abbildung 3.6). Im
Bereich mittlerer und hoherEb/N0-Werte tritt jedoch eine Konvergenz der BER
zu der BER des exakten Schwellwertes auf. Die Verwendung dieser Schwelle eig-
net sich, da im Allgemeinen der Bereich mittlerer und hoherEb/N0-Werte von
Interesse ist.
Schätzung von Signal- und Rauschenergie
Zur praktischen Realisierung eines OOK-basierten MIR-UWB-Systems ist es er-
forderlich, die Signal- und Rauschenergie adaptiv in jedemaktivierten Teilband in
Echtzeit zu schätzen. Die Schätzung kann dabei in zwei Phasen eingeteilt werden
[75]. In einer Initialisierungsphase erfolgt eine Anfangsschätzung der Signal- und
Rauschenergie. Darauf aufbauend wird in einer Datenphase eine r kursive Nach-
führung dieser Anfangsschätzwerte durchgeführt.3
Die in [75] beschriebene Anfangsschätzung von Signal- und Rauschenergie wird
in jedem Teilband in regelmäßigen zeitlichen Abständen durchgeführt. Zu Beginn
erfolgt dabei eine Schätzung der Rauschenergie, die auf derMaximum-Likelihood
(ML)-Methode basiert. Dabei werdenm0 binäre Nullen übertragen und die zu-
gehörigen Energiewertex0,j , j = 1, . . . ,m0 am Empfänger gemessen. Diem0
Messwerte können dabei als unabhängige Zufallsvariablen aufgefasst werden, die
zusammen den Zufallsvektorx0 = (x0,1, x0,2, . . . , x0,m0) bilden. Das Ziel der
ML-Methode besteht nun darin, die RauschenergieN0 so zu bestimmen, dass die
Wahrscheinlichkeit, die ermittelten Messwerte zu erhalten, maximiert wird. Unter


















Durch Ableiten des Logarithmus vonLp nachN0 erhält man
dln (Lp)
dN0








3Bei hinreichender Stationarität des Kanals ist eine solcheSchätzung nicht erforderlich.
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Im Anschluss an die Schätzung der Rauschenergie erfolgt dieAnfangsschätzung
der deterministischen SignalenergieE. Dazu werdenm1 binäre Einsen gesendet,
so dass empfangsseitig der Zufallsvektorx1 = (x1,1, x1,2, . . . , x1,m1), bestehend
ausm1 Energiewerten, vorliegt. Basierend auf dem MittelwertMN0 + E der Zu-














gekennzeichnet ist. Zur Durch-
führung der Anfangsschätzung wird in [75] vorgeschlagen,m0 = 740 Nullen und
m1 = 1230 Einsen zu verwenden.
Die beschriebene Anfangsschätzung der Signal- und Rauschenergi hätte in der
Praxis den Nachteil, dass lange Nullfolgen auftreten würden, in denen eine Syn-
chronisation nicht möglich ist. Bei einer langen Folge von bi ären Einsen würde
zudem Inter-Symbol-Interferenz und Inter-Teilband-Interferenz auftreten, wodurch
die Anfangsschätzung beeinflusst werden kann. Aus praktischen Gesichtspunkten
ist es daher vorteilhaft, dem Sender und dem Empfänger bekannte Bitstrukturen
zur Anfangsschätzung einzusetzen. Ein weiterer praxisrelevanter Punkt betrifft den
erreichbaren Datendurchsatz, der durch den zeitlichen Abstand der Durchführung
einer Anfangsschätzung sowie durch die Anzahl der zur Schätzung eingesetzten
Bits beeinflusst wird.
Diese praxisrelevanten Aspekte werden im Rahmen dieser Arbeit durch die in Ab-
bildung 3.7 dargestellte Paketstruktur berücksichtigt. Der Header zu Beginn eines
Paketes dient der Synchronisation zwischen Sender und Empfänger [33]. In der
anschließenden Initialisierungsphase erfolgt die Anfangsschätzung der Signal- und
Rauschenergie, indem in jedem Teilband und zwischen den Teilbändern unterein-
ander alternierende Null-Eins-Folgen gesendet werden. Die Periodizität der Durch-
führung der Anfangsschätzung orientiert sich dabei an der mittleren Kanalkohä-
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[7]. Um dabei den Signalisierungsoverhead gering zu halten, muss die Anzahl der
eingesetzten Bits gering sein. Werden z.B., wie in dieser Arbeit, lediglich 290 Nul-
len und 290 Einsen für jedes Teilband eingesetzt, entspricht d e Anfangsschätzung
für Tr = 50ns einer Dauer von29µs. Dies ist mit einem Signalisierungsoverhead
von nur14,5% verbunden.
In der anschließenden Datenphase werden die zu Anfang geschätzten Signal- und
Rauschenergiewerte aufgrund von möglichen Variationen der empfangenen Signal-
und Rauschenergie rekursiv nachgeführt. Um solche Änderung n adaptiv mitzu-
führen, wird in [75] die in Abbildung 3.8 skizzierte einfachzu realisierende und
echtzeitfähige rekursive Nachführung der Signal- und Rauschenergie vorgeschla-
gen. Entscheidet sich dabei der Energiedetektor eines aktivierten Teilbandes im











Abbildung 3.8 Rekursive Nachführung von Signal- und Rauschenergie.









angepasst. Dieses Ergebnis resultiert aus dem rekursiven ML-Algorithmus, der
durch
















gegeben ist [51]. Die rekursive





nM aus, die für großen gegen null strebt. Mit dem rekursiv
nachgeführten RauschenergiewertN̂0,n+1 wird schließlich ein neuer Schwellwert
berechnet, der dann zur Detektion des nächsten Energiewertes herangezogen wird.
Falls sich der Energiedetektor eines aktivierten Teilbandes für dasn-te übertragene











Erfolgt die Nachführung jedoch in dieser Form, reduziert sich für großen der
Einfluss des aktuellen Energiewertesxn+1 auf die aktuelle SchätzunĝEn+1. Zur
Berücksichtigung von variierenden Energiepegel wird in [75] vorgeschlagen, den
Faktor 1n+1 durch einen konstanten Wert1/u1, u1 > 1 zu ersetzen. Die rekursive















Der aktuelle Schätzwert̂En+1 wird ebenfalls zur adaptiven Berechnung der Ent-
scheidungsschwelle verwendet. Daher muss bei der Wahl des Gewichtungsfak-
torsu1 berücksichtigt werden, wieviel Einfluss ein aktuell gemessener Energiewert
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xn+1 auf die rekursive Nachführung von̂En+1 haben darf. Ist der Einfluss zu ge-
ring, können mögliche Energieschwankungen nicht adäquat nachgeführt werden.
Ist er dagegen zu groß, können zukünftige Bitentscheidungen verfälscht sein. Im
Rahmen dieser Arbeit wird der Gewichtungsfaktor zuu1 = 10 gesetzt, da sich
dieser Wert durch Simulationen als sinnvoll erwiesen hat.
3.2.2 Theoretische Fehlerwahrscheinlichkeiten
Zur Beurteilung der Leistungsfähigkeit der im MIR-UWB-System entwickelten
Konzepte ist es erforderlich, eine untere Schranke der Fehlerwahrscheinlichkeit
anzugeben. Im Folgenden werden daher die theoretischen Fehlerwa rscheinlich-
keiten für die beiden Modulationsverfahren OOK und BPPM unter der Annahme
von AWGN beschrieben. Für beide Modulationsverfahren tritt ein Fehler in der
Energiedetektion genau dann auf, wenn auf eine binäre Eins entschieden wird, ob-
wohl eine binäre Null gesendet wurde (WahrscheinlichkeitP (1|0)) oder umge-
kehrt (WahrscheinlichkeitP (0|1)).
Bei OOK wird lediglich bei einer binären Eins ein Puls gesendet, so dass sich die
bedingten WahrscheinlichkeitenP (1|0) undP (0|1) unterscheiden. Die bedingte
WahrscheinlichkeitP (1|0) lässt sich dabei durch [40]






ausdrücken. Die normierte EntscheidungsschwelleηS ist dabei durch Gleichung
(3.15) gegeben. Im Unterschied dazu ist die bedingte WahrscheinlichkeitP (0|1)
durch [40]















2 Im−1 (ax) dx (3.27)
bezeichnet. Die resultierende FehlerwahrscheinlichkeitPe,OOK von OOK lautet da-


























Betrachtet man dagegen BPPM, so liegt die Information in derzeitlichen Verschie-
bung eines Pulses. Unabhängig von der zu übertragenden Informati n wird dabei
immer ein Puls in einem von zwei möglichen Zeitfenstern gesendet. Die Verteilung
der Energie in dem Zeitfenster, in dem sich der Puls befindet,unterliegt daher einer
nicht zentralenχ2-Verteilung. Eine fehlerhafte Entscheidung tritt genau dann uf,
wenn man sich für das falsche Zeitfenster entscheidet. Unter Berücksichtigung der
dem Modulationsverfahren zugrunde liegenden Symmetrie erg bt sich somit für die
FehlerwahrscheinlichkeitPe,BPPMvon BPPM












Abbildung 3.9 zeigt den Vergleich der theoretisch erreichbaren Fehlerwahrschein-
lichkeiten für OOK und BPPM mitM = 3 unter der Annahme einer konstanten
mittleren BitenergieEb. Es ist ersichtlich, dass die theoretische BER einer OOK-
basierten Übertragung einen Gewinn von3dB mit sich bringt. Die Ursache für
dieses Verhalten ist in der modulationsspezifischen Pulsenergie zu sehen, die im
Abbildung 3.9 Vergleich der theoretischen und simulierten BER in Abhängigkeit vom
Eb
N0
für OOK und BPPM,M = 3.
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Fall von OOK2Eb beträgt. Bei BPPM nimmt die Pulsenergie dagegen den Wert
Eb an, da sowohl bei einer binären Null als auch bei einer binären Eins ein Puls
gesendet wird.
Mit eingezeichnet sind zudem simulierte Kurven für AWGN, KM1 und KM 2
bei der Verwendung von OOK mit der MIR-UWB-Senderarchitektur 1. Der Un-
terschied zwischen der theoretischen BER-Kurve und der simulierten BER-Kurve
für AWGN resultiert unter anderem aus der Tatsache, dass in der Simulation eine
Bank nicht idealer elliptischer Filter der Ordnung vier verw ndet wird, wodurch
keine Orthogonalität zwischen den Teilbändern vorliegt. Eine weitere Ursache ist
in der suboptimalen Verwendung des Integrationsfensters dr DauerTI = 15ns
(AWGN), TI = 25ns (KM 1) undTI = 30ns (KM 2) innerhalb vonTr = 50ns zu
sehen.
3.2.3 Vergleich der Kanalkapazität von OOK und BPPM
Da das inkohärente MIR-UWB-System für eine hochdatenratige Nahbereichskom-
munikation eingesetzt werden soll, ist die Wahl eines dafürgeeigneten Modula-
tionsverfahrens von entscheidender Bedeutung. Wie bereits g zeigt wurde, kom-
men dabei OOK und BPPM als vielversprechende Modulationsverfahren in Frage.
Diese sollen in diesem Abschnitt bezüglich der erreichbaren Datenrate verglichen
werden.
Der Vergleich erfolgt auf Basis von informationstheoretischen Überlegungen. Im
Folgenden wird dazu von einem diskreten gedächtnislosen Binärkanal ausgegan-
gen, der durch das EingangsalphabetX = {x1, x2}, das AusgangsalphabetY =
{y1, y2} sowie den Übergangswahrscheinlichkeiten
P (Y = ym|X = xn) = P (ym|xn) ,m, n ∈ {1, 2}
vollständig beschrieben werden kann. Die KanalkapazitätC eines solchen Übertra-
gungskanals ist durch [43]
C = max
q
I (X,Y ) (3.30)
gegeben, wobei die Maximierung über die AuftretenswahrscheinlichkeitenP (x1)
= q undP (x2) = 1 − q der beiden am Eingang des Kanals möglichen Bits er-
folgt. Die KanalkapazitätC beschreibt die maximale Übertragungsrate, mit der
(bei unendlicher Codewortlänge) eine fehlerfreie Übertragung möglich ist [83].
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Hierbei bezeichnetI (X,Y ) = H (X) − H (X|Y ) ≥ 0 die mittlere Transin-
formation, die ein Maß für die Unsicherheit überX nach der Beobachtung von
Y ist. Die mittlere Transinformation hängt sowohl von der Entropie der Quel-
le H (X) = −∑2n=1 P (xn) log2 P (xn) als auch von der bedingten Entropie
H (X|Y ) =∑2n=1
∑2
m=1 P (xn, ym) log2
1
P (xn|ym) des Kanals ab.
Abbildung 3.10 Asymmetrischer Binärkanal für OOK (a) und symmetrischer Binär-
kanal für BPPM (b).
Betrachtet man das Modulationsverfahren OOK, so liegt der in Abbildung 3.10
(a) dargestellte asymmetrische gedächtnislose Binärkanal vor. Der Kanal wird da-
bei durch die beiden in Gleichung (3.25) und Gleichung (3.26) bereits erläuterten
Übergangswahrscheinlichkeitenp1 = P (1|0) undp2 = P (0|1) vollständig cha-
rakterisiert. Die bedingte Wahrscheinlichkeitp1 bezeichnet den Fall, dass sich der
Energiedetektor für eine binäre Eins entscheidet, obwohl eine binäre Null gesendet
wurde. Entsprechend beschreibt die bedingte Wahrscheinlichke tp2 den Fall, dass
sich der Energiedetektor auf eine binäre Null festlegt, obwhl eine binäre Eins ge-
sendet wurde. Unter Berücksichtigung der bedingten EntropieH (X|Y ) sowie der
Entropie der QuelleH (X) ergibt sich für die TransinformationI (X,Y ):
I (X,Y ) = −q · log2 q − (1− q) · log2 (1− q)
+ (p1 − 1) · q · log2
(1− p1) · q + p2 · (1− q)
(1− p1) · q
− p1 · q · log2
p1 · q + (1− p2) · (1− q)
p1 · q
+ p2 · (q − 1) · log2
(1− p1) · q + p2 · (1− q)
p2 · (1− q)
+ (p2 − 1) · (1− q) · log2
p1 · q + (1− p2) · (1− q)
(1− p1) · (1− q)
. (3.31)
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Im Unterschied zu OOK liegt im Fall von BPPM ein symmetrischer Binärkanal vor
(Abbildung 3.10 (b)), da unabhängig von der zu übertragenden Information ein Puls
gesendet wird. Somit gilt für die, die Transinformation maximierende Auftretens-
wahrscheinlichkeitq = 0,5. Die Entropie der Quelle entspricht somit einem Bit.
Unter Berücksichtigung der den Kanal charakterisierendenÜbergangswahrschein-
lichkeit p2 aus Gleichung (3.29) sowie der bedingten EntropieH (X|Y ) ergibt sich
in diesem Fall für die TransinformationI (X,Y ) [43]:
I (X,Y ) = 1 + p2 · log2 p2 + (1− p2) · log2 (1− p2) .
Abbildung 3.11 Vergleich der Kanalkapazität für OOK und BPPM sowie der Trans-
information von OOK fürq = 1
2
.
Abbildung 3.11 zeigt den Vergleich der mit beiden Modulationsverfahren erreich-
baren theoretischen Kanalkapazitäten in Abhängigkeit desEb/N0.4 Für OOK sind
dabei zwei Kurven eingezeichnet. Die schwarz durchgezogene Kurve betrachtet
dabei die theoretisch maximal erreichbare Transinformation, für die im Allgemei-
nenq 6= 0,5 gilt. Mit der zweiten Kurve wird dagegen der Fall betrachtet, dass
q = 0,5 ist. Dieser Fall berücksichtigt den in der Praxis häufig auftretenden Fall ei-
ner gleichverteilten Binärquelle. Im Unterschied zu BPPM ist ersichtlich, dass mit
4Eine Normierung auf die mittlere Bitenergie und die mittlere Leistung ist für die beiden Modulati-
onsverfahren OOK und BPPM gleichzeitig nicht möglich.
50 Kapitel 3: Inkohärentes Multiband UWB
OOK bis zu einemEb/N0 = 13dB eine deutlich größere Kanalkapazität erreicht
werden kann.
Eine praktischere Abschätzung der mit einem OOK-basiertenMIR-UWB-System
erreichbaren Datenraten kann durch die folgende Überlegung erfolgen. Es wird




ausgegangen. Mithilfe des Zeitdauer-Bandbreiteproduktes ann damit





nach unten abgeschätzt werden [50]. Der Sendepuls wird bei der Übertragung über
einen UWB-Funkkanal aufgrund von Mehrwegeausbreitung zeitlich verbreitert.
Abbildung 3.12 Multibandsignal nach der Übertragung über einen durch das IEEE
802.15.3a Kanalmodell KM 1 modellierten Mehrwegekanal.
Abbildung 3.12 zeigt dazu ein Multibandsignal nach der Übertragung über einen
Mehrwegekanal, der durch das IEEE 802.15.3a Kanalmodell KM1 modelliert
wird. Um dabei den Einfluss von ISI zu reduzieren, muss die RahmendauerTr
ausreichend groß gewählt werden. In der Literatur wird dazudie Abschätzung
Tr ≥ Tp + Td verwendet, die die SendepulsdauerTp sowie die mittlere Kanal-
verzögerungszeit (engl. channel delay spread)Td berücksichtigt [75]. Die mittleren
KanalverzögerungszeitenTd der IEEE 802.15.3a Kanalmodelle liegen dabei im Be-
reich von30 ns (1m) bis 150 ns (10m). Betrachtet man z.B. die kosinusförmigen
Teilbandpulse der MIR-UWB-Senderarchitektur 2, so kann unter der Annahme ei-








nach oben abgeschätzt werden.
Abbildung 3.13 Theoretisch erreichbare Datenraten fürNT = 1, 12, 24 in Abhängig-
keit vonTd für B = 7,5GHz (a) und in Abhängigkeit vonB für
Td = 30ns (b).
Abbildung 3.13 (a) verdeutlicht die mit dieser Abschätzungerreichbaren Datenra-
ten des in einem7,5GHz breiten Frequenzband operierenden MIR-UWB-Systems
in Abhängigkeit vonTd für NT = 1, 12 und24. Mit zunehmendemTd erkennt man
einen von der Anzahl der Teilbänder abhängenden unterschiedlich schnellen Abfall
der DatenrateR. Für großeTd ist dabei der Einsatz von vielen Teilbändern nicht
mehr mit einer signifikanten Steigerung des Datendurchsatze verbunden.
Abbildung 3.13 (b) stellt die erreichbaren Datenraten für das IEEE 802.15.3a Ka-
nalmodell KM 1 fürTd = 30ns in Abhängigkeit vonNT und der zur Verfügung
stehenden SystembandbreiteB dar. Es ist ersichtlich, dass eine Erhöhung der An-
zahl der Teilbänder zu einer enormen Steigerung der DatenrateR führt. Mit zuneh-
mender Systembandbreite kann diese, mit Ausnahme für den Fall NT = 1, weiter
gesteigert werden.
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3.2.4 Link-Budget-Analyse
Um Aussagen über die Leistungsfähigkeit des OOK-basiertenMIR-UWB-Systems
treffen zu können, ist es erforderlich, eine Link-Budget-Analyse durchzuführen. In
[62, 76] wurden solche Analysen für OOK unter Berücksichtigun der FCC-Maske
durchgeführt.
Es wird dazu ein MIR-UWB-System mitNT Teilbändern der BandbreiteBT be-
trachtet, die auf der zur Verfügung stehenden BandbreiteB gleichmäßig verteilt




erfolgen. Unter der Annahme, dass die Regulierungsmaske ideal ausge-
nutzt werden kann, ergibt sich die in einem Teilband maximalvorhandene mittlere
Sendeleistung zu:




wobeiBT die Einheit MHz besitzt. Ein mit dieser Sendeleistung übertragener Teil-
















berücksichtigt wird [4]. Die mittlere empfangene SignalleistungPR wird dabei
durch die Wellenlängeλ des Sendesignals, die Lichtgeschwindigkeitc, den Sender-
und Empfängerabstandd sowie die Frequenzf beeinflusst. Innerhalb des MIR-
UWB-Systems wird es bedingt durchL1 (d,f) zu großen Unterschieden in der
Leistungsfähigkeit der einzelnen Teilbänder kommen. Die Dämpfung innerhalb ei-











(fu + (i− 1)BT) (fu + iBT)
(3.36)
beschrieben werden, wobeifu die von der FCC definierte untere10 dB-Grenzfre-
quenz bezeichnet. Unter der Annahme einer konstanten Signalleistung ergibt sich
damit für das relative Dämpfungsverhältnis∆V = V1Vi zwischen dem ersten und
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einem beliebigen Teilbandi = 2, . . . , NT:
∆V =
(fu + (i− 1)BT) (fu + iBT)
fu (fu +BT)
. (3.37)
Dieses abstandsbedingte Verhältnis offenbart große Dämpfungsunterschiede zwi-
schen den einzelnen Teilbändern. Betrachtet man z.B. ein MIR-UWB-System mit
24 Teilbändern, so beträgt der relative Unterschied zwischen dem ersten und dem
24ten Teilband10,2 dB. Bei einem MIR-UWB-System mit 12 Teilbändern beträgt
dieser Unterschied immer noch9,8 dB.
Das in Gleichung (3.35) eingeführte Pfadverlustmodell berücksichtigt die bei der
Ausbreitung von UWB-Signalen auftretende hohe Mehrwegedivers tät nicht. Da je-
doch im Fall einer Energiedetektion das Empfangssignal innerhalb einer Zeitdauer
TI betrachtet wird, muss der sogenannte MehrwegeintegrationsgewinnL2 bei der
Link-Budget-Analyse mitberücksichtigt werden [76]. Im Rahmen der vorliegenden
















Zur Bestimmung vonL2 wird dabei für eine gegebene IEEE 802.15.3a Kanalim-
pulsantworth (t) ein vordefiniertes Zeitfenster der DauerTM ≫ TI in Z = TMδc ∈
N, δc > 0 Zeitschlitze unterteilt. Damit kann nun das Verhältnis zwischen einer in-
nerhalb vonTM definierten ZeitdauerTI aufgesammelten maximalen Energie und
der maximalen Energie des durchδc festgelegten stärksten Mehrweges berechnet
werden. Der mittlere GewinnL2 wird in [62] für die 100 von der IEEE 802.15.3a
Arbeitsgruppe empfohlenen Kanalimpulsantworten berechnt. Für das Kanalmo-
dell KM 1 ergibt sich der mittlere Gewinn beispielsweise zuL2 ≈ 4 dB.
Auf der Empfangsseite kann somit die mittlere empfangene LeistungPR eines Teil-
bandes durch
PR[dBmW] = PT, max[dBmW] + L1[dB] + L2[dB] + 2GH[dBi] (3.39)
beschrieben werden.GH = 1,76 dBi bezeichnet dabei den sende- und empfangssei-
tig zu berücksichtigenden Antennengewinn eines Hertzschen Dipols [99]. Daraus
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lässt sich mithilfe der DatenrateRT die teilbandspezifische mittlere Bitenergie in
dBmJ durch











bestimmen. Das in einem Teilband vorliegendeEb/N0 ist daher durch
Eb
N0
[dB] = Eb[dBmJ]−N0[dBmW/Hz] = Eb[dBmJ]−(kB + T0 +Nf ) (3.41)
gegeben. Dabei bezeichnenkB = −198,6 dBmW/K/Hz die Boltzmannkonstan-
te, T0 = 24,6 dBK die Raumtemperatur undNf = 11dB die systemspezifische
Rauschzahl [76].
Mit den in dieser Link-Budget-Analyse getroffenen Annahmen ist in Abbildung
3.14 (a) das empfangsseitig vorhandeneEb/N0 in drei verschiedenen Teilbändern
eines 24-bandigen MIR-UWB-Systems in Abhängigkeit des Sender- und Empfän-
gerabstandesd für eine RahmendauerTr = 50ns dargestellt. Es ist ersichtlich,
dass die Leistungsfähigkeit in den einzelnen Teilbändern shr tark variiert. Da das
MIR-UWB-System fürTr = 50ns eine hochdatenratige Kommunikation mit einer
Datenrate von480Mbit/s erzielen soll, ist die Leistungsfähigkeit im Wesentlichen
Abbildung 3.14 Teilbandspezifische Link-Budget-Analyse in einem MIR-UWB-
System mit 24 Teilbändern in Abhängigkeit vom Sender- und Emp-
fängerabstand (a) sowie der DatenrateRT (b).
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durch das 24te Teilband vorgegeben. Eine solche Datenrate kann das MIR-UWB-
System bei einemEb/N0 = 12dB lediglich bis zu einer Reichweite von ca.6,5m
sicherstellen. Höhere Datenraten erfordern eine Reduktion des Sender- und Emp-
fängerabstandesd. Umgekehrt ist eine Datenübertragung über größere Reichweten
bei einemEb/N0 = 12dB mit einer Reduktion der Datenrate verbunden (Abbil-
dung 3.14 (b)).
Es kann gezeigt werden [62], dass sich die Leistungsfähigkeit der einzelnen Teil-
bänder durch eine nicht äquidistante Anordnung der Teilbänder erhöhen lässt. Al-
lerdings ist der damit verbundene Realisierungsaufwand mit einem erheblichen
Komplexitätsanstieg verbunden. Im Rahmen dieser Arbeit werden daher nur äqui-
distante Teilbandanordnungen betrachtet. Zur weiteren Vereinfachung wird im Fol-
genden stets von einer gleichen Leistungsfähigkeit in allen Teilbändern ausgegan-
gen.
3.3 Interferenzklassifikation
Damit das MIR-UWB-System auch bei Vorhandensein von Interfer nzen mit aus-
reichender Leistungsfähigkeit betrieben werden kann, sollten alle in Frage kom-
menden Interferenzen bereits beim Systementwurf mitberücksichtigt werden. Je
nach Art der auftretenden Interferenz unterscheidet man dabei zwischen systemei-
genen und systemfremden Interferenzen.
3.3.1 Systemeigene Interferenzen
Zu den systemeigenen Interferenzen zählen die Inter-Symbol-Interferenz (ISI) und
die Inter-Teilband-Interferenz (ITI).
Inter-Symbol-Interferenz
Bei der Inter-Symbol-Interferenz handelt es sich um eine Störung, bei der es zur
Überlagerung von zeitlich aufeinanderfolgend gesendetenPulsen kommt. Sie kann
insbesondere bei hochdatenratigen Systemen wie dem MIR-UWB-System auftre-
ten. In solchen Systemen ist man bestrebt, die RahmendauerTr zu minimieren.
Wird diese jedoch zu klein gewählt, kann es, bedingt durch die Verzögerung des
Kanals, zu ISI kommen.
Die bezüglich der Systemkomplexität einfachste Lösung zurReduktion von ISI be-
steht darin, einen Kompromiss zwischen der Wahl der RahmendauerTr und dem
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Einfluss von ISI zu erreichen. Dies kann beim Systemdesign durch das Heranzie-
hen der bekannten mittleren IEEE 802.15.3a Kanalverzögerun szeitenTd berück-
sichtigt werden. Für das in dieser Arbeit untersuchte MIR-UWB-System wird eine
RahmendauerTr von 50 ns gewählt, die sich zur LOS- und NLOS-Nahbereichs-
kommunikation von bis zu vier Metern (KM 1, KM 2) eignet.
Zur Erhöhung der Datenrate gibt es in der Literatur zahlreich Vorschläge, um ISI
in impulsbasierten UWB-Systemen zu unterdrücken. In der Regel basieren diese je-
doch auf dem Einsatz von äußerst komplexen Empfängerarchitekturen wie z.B. ei-
nem Rake-Empfänger [52]. Ein vielversprechender Ansatz zur Unterdrückung von
ISI in inkohärenten impulsbasierten UWB-Systemen wird dagegen in [89] unter-
sucht. Basierend auf dem Zusammenspiel eines OOK-spezifischen Energiedetek-
tors und eines entscheidungsrückgekoppelten Entzerrers wird dabei gezeigt, dass
sich die Datenrate ohne signifikante Verschlechterung der Leistungsfähigkeit erhö-
hen lässt. Eine mögliche Integration dieses Ansatzes in dasMIR-UWB-System ist
jedoch mit einem beträchtlichen Anstieg der Systemkomplexität verbunden. Aus
diesem Grund wird der Ansatz in dieser Arbeit nicht weiter verfolgt.
Inter-Teilband-Interferenz
Eine weitere Interferenzart, die die Leistungsfähigkeit ds MIR-UWB-Systems be-
einflussen kann, ist die Inter-Teilband-Interferenz (ITI). Darunter versteht man die
wechselseitige Störung zwischen nicht orthogonalen Teilbändern.
Bei Verwendung der MIR-UWB-Senderarchitektur 1 wird sowohl auf der Sender-
als auch auf der Empfängerseite eine nicht ideale analoge BP-Filterbank eingesetzt.
Eine Reduktion der zwischen den Teilbändern auftretenden ITI kann dabei durch
die Wahl einer Filterbank mit hoher Ordnung erreicht werden. Allerdings ist dabei
der Kompromiss zwischen steilen Filterflanken einerseits und der Vergrößerung der
Pulsdauer andererseits zu berücksichtigen. Um den Einflussvon ITI bei niedriger
Filterordnung dennoch gering zu halten, müssen beim Entwurf des MIR-UWB-
Systems ausreichend große Schutzabstände zwischen den einz ln n Teilbändern
berücksichtigt werden. Die zur Übertragung vorhandene Energie bzw. die maxi-
male erreichbare Reichweite wird dadurch reduziert. Da dasMIR-UWB-System
jedoch im Nahbereich eingesetzt werden soll, spielt das Erreichen großer Reich-
weiten eine untergeordnete Rolle.
Bei der Verwendung der kosinusförmigen Pulsform der MIR-UWB-Senderarchi-
tektur 2 muss die analoge BP-Filterbank mit den entsprechenden Schutzabständen
lediglich auf der Empfangsseite eingesetzt werden. Sendesitig kann eine Reduk-
3.3 Interferenzklassifikation 57
tion der ITI durch eine geeignete Wahl des pulsspezifischen Zeitdauer-Bandbreite-
produktes erreicht werden [60]. So kann z.B. mit einem Zeitdauer-Bandbreitepro-
dukt von vier eine Energiekonzentration von99,95% in der Hauptkeule erreicht
werden, wobei gleichzeitig die erste Nebenkeule um32 dB gedämpft ist.
3.3.2 Systemfremde Interferenzen
Das MIR-UWB-System besitzt keine exklusiven Frequenzbereiche innerhalb der
zur Verfügung stehenden Übertragungsbandbreite. Aus diesem Grund kann neben
den systemeigenen Interferenzen eine möglicherweise große Anzahl an system-
fremden Interferenzen auftreten, denen das MIR-UWB-System ausgesetzt ist. Das
analoge Front-End des MIR-UWB-Empfängers lässt dabei sämtliche Interferenzen
durch, so dass der Ausgang der Energiedetektion verfälschtwerden kann. Der Ein-
fluss systemfremder Interferenzen kann aus diesem Grund dazu führen, dass eine
zuverlässige Kommunikation innerhalb des MIR-UWB-Systems nur noch einge-
schränkt möglich ist [29, 38]. Je nach Art der auftretenden Interferenz unterscheidet
man zwischen breit- und schmalbandigen Interferenzen.
Breitbandige Interferenzen
Als breitbandige Interferenzen werden in dieser Arbeit UWB-Systeme verschied-
ener technischer Realisierungen wie z.B. die in Kapitel 2 erläuterten Standardisie-
rungsvorschläge MB-OFDM-UWB und DS-UWB oder auch gleichartige oder un-
terschiedlich konfigurierte MIR-UWB-Systeme aufgefasst.Ein naheliegender An-
satz zur Reduktion eines breitbandigen Störeinflusses auf das MIR-UWB-System
kann dabei kooperativ mithilfe von Vielfachzugriffsverfahren wie z.B. Time Divisi-
on Multiple Access (TDMA) oder FDMA erfolgen [83]. In diesemFall müsste das
MIR-UWB-System mit der systemfremden Interferenz allerdings kommunizieren,
um sich auf einheitliche Parameter wie z.B. die Verwendung bestimmter Teilbänder
zu verständigen.
Da jedoch im Allgemeinen nicht von solch einer Kooperation ausgegangen werden
kann, werden nicht kooperative Störunterdrückungstechniken favorisiert. In [33]
wird eine Methode für inkohärente UWB-Systeme vorgeschlagen, bei der mehrere
gleichartige Pulse pro Symbol gesendet werden. Die am stärksten abweichenden
Pulse werden dabei empfangsseitig verworfen und nicht zur Detektion herange-
zogen. Für eine wirksame Interferenzunterdrückung werdenin [33] elf Pulse pro
Symbol verwendet. Da jedoch die erreichbare Datenrate proporti nal mit der An-
zahl der eingesetzten Pulse pro Symbol sinkt, wären mit dem MIR-UWB-System
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nur noch geringe Datenraten erreichbar. Der in [33] vorgeschlagene Ansatz kann
daher im MIR-UWB-System nicht verwendet werden.
Eine sehr einfach zu realisierende nicht kooperative Unterdrückung breitbandiger
Interferenzen wird in [38] innerhalb des MIR-UWB-Systems aufgezeigt. Als Inter-
ferenz wird dabei ein zweites, gleich konfiguriertes, jedoch asynchron arbeitendes
MIR-UWB-System betrachtet. Zur Unterdrückung der breitbandigen Interferenz
wird zunächst in jedem Teilband das Integrationsintervallder DauerTI inKT äqui-
distante Teilintervalle unterteilt. Eine solche Unterteilung berücksichtigt die zeit-
liche Verschmierung der inTI aufgesammelten Pulsenergie. Anschließend erfolgt
die Berechnung der in jedem Teilintervall vorliegenden Energie.
Unter der Annahme, dass Rauschen und Interferenz in jedem Teilintervall sta-
tistisch unabhängig sind, kann mit denKT gemessenen Energiewerten eineKT-
dimensionale LLR-basierte Bitentscheidung durchgeführtwerden. Dabei kann ge-
zeigt werden [38], dass eine Bitentscheidung im Wesentlichen durch die LLR-
Werte beeinflusst wird, die entweder sehr viel kleiner oder sehr viel größer als
eins sind. So streben die LLR-Werte für große Energiewerte gegen unendlich, ob-
wohl die beiden Wahrscheinlichkeitsdichten aus Gleichung(3.9) und (3.11) ge-
gen null konvergieren. Aus diesem Grund wird die Bitentscheidung hauptsächlich
durch starke Interferenzen verfälscht.
Zur Reduktion dieses Einflusses werden in [38] die zugrunde lieg nden LLR-Werte
durch eine infinitesimal kleine positive Konstante angepasst. Obgleich durch das
Heranziehen einer Konstanten keine Wahrscheinlichkeitsdichten mehr vorliegen,
kann damit erreicht werden, dass der Entscheidungsprozessdurch gestörte Ener-
giewerte nur noch gering beeinflusst wird. Die LLR-Werte, diurch nicht gestörte
Energiewerte zustande gekommen sind, bleiben dagegen nahezu unverändert, wo-
durch eine zuverlässige Bitentscheidung möglich wird. DieSimulationsergebnis-
se in [38] bestätigen das Potential dieser Interferenzunterdrückung innerhalb des
MIR-UWB-Systems.
Schmalbandige Interferenzen
Neben breitbandigen Interferenzen kann das MIR-UWB-System auch schmalban-
digen Interferenzen ausgesetzt sein. Solche Interferenzen sind beispielsweise draht-
lose lokale Netzwerke wie WLAN (engl. Wireless Local Area Network) nach dem
IEEE 802.11a Standard oder großflächige Netze wie WiMAX (engl. Worldwide
Interoperability for Microwave Access) nach dem IEEE 802.16 Standard. Schmal-
bandige Interferenzen sind dadurch charakterisiert, dassihre Trägerfrequenz sehr
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viel größer als ihre Bandbreite ist. Des Weiteren operierensolche Systeme in der
Regel mit einer sehr hohen Sendeleistung über eine große Reichw ite, wodurch
einzelne Teilbänder des MIR-UWB-Systems gestört sein können.
Im Unterschied zu breitbandigen Interferenzen ist die Unterdrückung schmalban-
diger Interferenzen im Zeitbereich kritisch, da das zur Energiedetektion herange-
zogene Integrationsfenster vollständig gestört sein kann. Aufgrund der geringen
Bandbreite von schmalbandigen Interferenzen ist dagegen ein wirksame Unter-
drückung im Frequenzbereich möglich. Wie in dieser Arbeit gzeigt wird, kann so
z.B. die Unterdrückung schmalbandiger Interferenzen durch ein dynamisches Ein-
und Ausschalten gestörter Teilbänder erfolgen.
Durch die Erhöhung der Anzahl der im MIR-UWB-Empfänger eingsetzten Band-
pässe könnten die Frequenzeigenschaften der zur Energiedetektion herangezoge-
nen Signale zu einer verbesserten Unterdrückung schmalbandiger Interferenzen
beitragen. Allerdings müssen in diesem Zusammenhang die realisierungstechni-
schen Grenzen berücksichtigt werden. So sollen innerhalb des MIR-UWB-Systems
einerseits nur Bandpässe mit niedriger Filterordnung eingesetzt werden, um den
Anforderungen eines kostengünstigen Systems gerecht zu werden. Andererseits
wird bereits eine große Anzahl an Teilbänder im MIR-UWB-System eingesetzt, um
eine hochdatenratige Nahbereichskommunikation zu erzieln. Aus diesem Grund
sind der Frequenzauflösung des MIR-UWB-Systems enge Grenzen gesetzt.
In dieser Arbeit wird als schmalbandige Interferenz IEEE 802.11a WLAN betrach-
tet, das im Unlicensed National Information Infrastructure (UNII) Frequenzband
zwischen5,15GHz und 5,825GHz operiert [1]. Dieser im Jahr 1999 veröffent-
Abbildung 3.15 IEEE 802.11a WLAN: Frequenzzuweisungen und maximal erlaubte
Sendeleistungen.
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lichte WLAN-Standard basiert auf der OFDM-Technologie underreicht Datenraten
von bis zu54Mbit/s über große Reichweiten. Wie Abbildung 3.15 verdeutlicht,
sind dabei die Frequenzzuweisungen sowie die maximal erlaubten Sendeleistungen
innerhalb des UNII-Frequenzbandes vom Regulierungsgebiet a hängig. In dieser
Arbeit wird ein IEEE 802.11a WLAN-Signal betrachtet, das bei fc,W = 5,22GHz
im Kanal 44 operiert.
3.4 Zusammenfassung
Das Kapitel führt in das MIR-UWB-System ein, das in dieser Arbeit betrachtet
wird. Es wird gezeigt, dass das MIR-UWB-System ein vielversprechender und
einfach zu realisierender Ansatz für eine hochdatenratigeenergieeffiziente Nahbe-
reichskommunikation sein kann. Dazu werden zunächst zwei unt rschiedliche Sen-
derarchitekturen vorgestellt, die die Modulationsverfahen OOK und BPPM ver-
wenden. Anschließend wird auf den inkohärenten OOK-spezifischen Empfänger
eingegangen, der auf einer suboptimalen Energiedetektionbasiert. Diese verspricht
einen Kompromiss zwischen Komplexität und Leistungsfähigkeit.
In einer anschließenden Systemanalyse werden verschiedene Aspekte betrachtet.
Zunächst wird auf eine statistische Analyse der für OOK erforderlichen Entschei-
dungsvariablen eingegangen. Da die Bestimmung eines optimalen Schwellwertes
für OOK mit einer hohen Komplexität verbunden ist, werden indiesem Zusammen-
hang drei verschiedene Schwellwertapproximationen verglichen. Dabei zeigt sich,
dass die Verwendung einer einfach zu beschreibenden Gaussapproximation für das
MIR-UWB-System aufgrund der zu geringen Anzahl an Freiheitsgraden ungeeig-
net ist. Die beiden anderen Approximationen verwenden eineNäherungslösung der
Besselfunktion im Zusammenspiel mit einer tabellarisierten Funktion bzw. der Be-
rechnung von LLR-Werten. Das Heranziehen einer tabellarisierten Funktion führt
dabei zu einer BER-Performance, die mit der Performance deroptimalen Schwelle
nahezu übereinstimmt. Die Betrachtung von LLR-Werten führt dagegen lediglich
im mittleren und hohenEb/N0-Bereich zu einer Annäherung an die BER der op-
timalen Schwelle. Da die Entscheidungsschwelle von der Signal- und der Rausch-
energie abhängt, wird davon ausgehend auf die in dieser Arbeit verwendete paket-
basierte Übertragung sowie auf die Durchführung der Schätzung der Signal- und
Rauschenergie eingegangen.
Zur Beurteilung des im MIR-UWB-System einzusetzenden Modulationsverfahrens
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erfolgt anschließend ein Vergleich von OOK und BPPM. Bezüglich der theoretisch
erreichbaren BER zeigt sich, dass mit OOK ein Gewinn von3 dB gegenüber BPPM
erreicht werden kann, da bei OOK ein Puls mit der zweifachen mittleren Bitenergie
gesendet wird. Die Betrachtung der modulationsspezifischen Kanalkapazität zeigt
zudem, dass mit OOK höhere Datenraten erzielt werden können. Unter dem Aspekt
der BER sowie der erreichbaren Datenrate ist OOK somit das geeign tere Modu-
lationsverfahren für das MIR-UWB-System. Ein letzter Aspekt der Systemanalyse
bezieht sich auf eine Link-Budget-Analyse unter Berücksichtigung eines kanalspe-
zifischen Integrationsgewinns.
Am Ende des Kapitels wird schließlich auf die wichtigsten Interferenzen eingegan-
gen, die beim Entwurf eines MIR-UWB-Systems berücksichtigt werden müssen.
Dabei wird zwischen den systemeigenen Interferenzen (ISI,ITI) und den system-
fremden Interferenzen (breitbandige Interferenzen, schmalbandige Interferenzen)
unterschieden. Zur Unterdrückung breitbandiger Interfernzen wird eine einfache
Methode erläutert, die auf modifizierten Wahrscheinlichkeitsdichten basiert. Als
schmalbandige Interferenz wird auf das in dieser Arbeit betrachtete IEEE 802.11a
WLAN eingegangen.
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4 Interferenzrobustheit der
Energiedetektion
Ein grundlegendes Problem der im MIR-UWB-System eingesetzten Energiedetek-
toren ist deren hohe Empfindlichkeit bezüglich breit- oder schmalbandiger Interfe-
renzen, die von der analogen BP-Filterbank durchgelassen werden. Diese können
am Eingang eines Energiedetektors zu einer signifikanten Reduktion des Signal-
zu Stör-und Rauschleistungsverhältnisses (engl. Signal-to-Interference-and-Noise
Ratio, SINR) führen. Der Entscheidungsprozess am Ausgang eines Energiedetek-
tors kann dadurch verfälscht werden, so dass keine zuverlässige Kommunikation
gewährleistet ist [29].
Es ist daher erforderlich, dass das impulsbasierte MIR-UWB-System bei Vorhan-
densein von Interferenzen ein möglichst robustes Verhalten aufweist. In diesem
Kapitel wird dazu der in [24, 26] vorgeschlagene Ansatz vorgestellt. Er basiert
auf einer analytischen Untersuchung der Interferenzrobustheit eines Energiedetek-
tors für die beiden Modulationsverfahren OOK und BPPM, wobei zur Analyse
ein beliebiges aber festes MIR-UWB-Teilband herangezogenwird. Ziel dabei ist,
den Einfluss von Interferenzen auf die Leistungsfähigkeit eines Energiedetektors
unter idealisierten Systemannahmen analytisch zu beschreiben. Hierdurch können
Abhängigkeiten zwischen system- und interferenzspezifischen Parametern gefun-
den werden, die eine Verbesserung der Interferenzrobustheit ermöglicht. Das MIR-
UWB-System kann somit bereits vor seiner Inbetriebnahme relativ robust gegen-
über Interferenzen konfiguriert werden.
Die in diesem Kapitel vorgeschlagene Methode zur Analyse der Int rferenzrobust-
heit der im MIR-UWB-System eingesetzten Energiedetektoren ist allgemein und
kann für beliebige Puls- und Interferenzsignale durchgeführt werden. Sie basiert
einerseits auf [98]. Darin wird die Leistungsfähigkeit eines BPPM-spezifischen
Energiedetektors unter dem Einfluss von Außerbandstrahlung oh e Berücksichti-
gung von thermischem Rauschen analysiert. Andererseits basiert sie auf [110], in
der die Leistungsfähigkeit eines BPPM-spezifischen Korrelationsempfängers unter
Interferenzeinfluss bei vernachlässigbarem thermischen Rauschen untersucht wird.
Kapitel 4 ist wie folgt aufgebaut: Zunächst wird in Abschnitt 4.1 das zur Ana-
lyse betrachtete Signalmodell beschrieben. Im Anschluss daran wird in Abschnitt
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4.2 ein Gütemaß zur Analyse der Interferenzrobustheit eines OOK- und BPPM-
spezifischen Energiedetektors definiert. Eine darauf aufbauende statistische Ana-
lyse für eine Inbandstörung zeigt den Interferenzeinfluss auf den in einem MIR-
UWB-Teilband eingesetzten Energiedetektor in Abhängigkeit von verschiedenen
interferenzspezifischen Parametern auf. Die Analyse betrachtet dabei zunächst eine
Sinusstörung und wird anschließend auf eine Interferenz mit beliebiger Bandbreite
unter Berücksichtigung von thermischem Rauschen erweitert.
Basierend auf dieser Analyse wird in Abschnitt 4.3 auf die Verbesserung der Inter-
ferenzrobustheit der Energiedetektion eingegangen. Die für ine mögliche Reduk-
tion von Interferenzen in Frage kommenden Systemparameterwerden dazu her-
angezogen. Simulative Untersuchungen bezüglich dieser Parameter verdeutlichen
das Potential zur Verbesserung der Interferenzrobustheit. Am Ende des Kapitels 4
erfolgt eine kurze Zusammenfassung.
4.1 Signalmodell
In diesem Abschnitt wird das Signalmodell, das zur Analyse der Interferenzro-
bustheit der Energiedetektion herangezogen wird, erläutert. Aufgrund der analyti-
schen Beschreibbarkeit wird dabei die bereits in Kapitel 3 erläuterte MIR-UWB-
Senderarchitektur 2 betrachtet.
Das Signalmodell basiert auf einer binären Datenübertragung innerhalb eines MIR-
UWB-Teilbandes. Dabei werden rechteck- bzw. kosinusförmige Basisbandpulse
der DauerTp periodisch mit einem Pulsgenerator erzeugt und mittels eines Oszil-
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sind in Abbildung 4.1 (a) fürfc = 6,3125GHz, Tp = 3,2 ns bzw.Tp = 6,4 ns dar-
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Abbildung 4.1 Rechteck- und kosinusförmiger Teilbandpuls der DauerTp = 3,2 ns
undTp = 6,4 ns für fc = 6,3125GHz (a) mit den zugehörigen nor-
mierten Amplitudenspektren (b).
gestellt. Aufgrund eines Zeitdauer-Bandbreiteproduktesvon vier muss die Pulsdau-
erTp des kosinusförmigen Pulsespc (t) 6,4ns betragen, um dieselbe Teilbandbreite
von625MHz zu erreichen.
Abbildung 4.1 (b) zeigt die zugehörigen der auf den Wert einsnormierten Ampli-
tudenspektren der beiden Pulsformen. Das Spektrum des Rechteckpulsespr (t) ist
dabei eine sinc-Funktion, die durch eine Hauptkeule der Bandbreite 2Tp , durch eine
13dB-Dämpfung der ersten Nebenkeule sowie durch eine erste Nullstelle bei± 1Tp
charakterisiert ist. Im Gegensatz dazu zeichnet sich das Spektrum des kosinusför-
migen Pulsespc (t) durch eine Hauptkeulenbreite von4Tp aus. Die Dämpfung der
ersten Nebenkeule beträgt in diesem Fall ungefähr32 dB.













gegen 1 Joule, fallsfc ≫ 1Tp ist. Unter Berücksichtigung des Normierungsfaktors√
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in Gleichung (4.2) gilt diese Approximation ebenfalls für den kosinusförmi-
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Abbildung 4.2 verdeutlicht diese Approximation der Pulsenergien in Abhängigkeit
vonTp für fc = 6,3125GHz. Es ist ersichtlich, dass die Pulsenergie des rechteck-
bzw. des kosinusförmigen Pulses fürTp = 3,2 ns bzw.Tp = 6,4 ns in guter Nähe-
rung eins ist.
Zur Modulation des rechteck- bzw. des kosinusförmigen Teilbandpulses werden
die beiden Modulationsverfahren OOK und BPPM verwendet. Uner Berücksich-







bnpi (t− nTb) (4.5)
Abbildung 4.2 Energie des rechteck- und des kosinusförmigen Teilbandpulses in Ab-
hängigkeit von der PulsdauerTp für fc = 6,3125GHz.
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für BPPM. Dasn-te, aus einer Gleichverteilung stammende Informationsbit bn ∈
{0, 1} ist dabei durch die mittlere BitenergieEb sowie durch die BitdauerTb =
Tp
ds
, ds > 0 gekennzeichnet. Der Parameterds ≤ 12 beschreibt den systemspezifi-
schen Duty Cycle.1 Die modulationsspezifische PulsenergieEip, i ∈ {O, P} unter-
scheidet sich für OOK und BPPM, daEOp = 2E
P
p = 2Eb gilt. Dieser Zusammen-
hang berücksichtigt, dass bei OOK nur im Fall einer binären Eins ein Puls gesendet
wird. Im Gegensatz dazu wird bei BPPM unabhängig von der zu übertragenden
Information stets ein Puls gesendet.
Die Analyse der Interferenzrobustheit der Energiedetektion erfolgt unter der An-
nahme, dass das Sendesignalsi (t) , i ∈ {O, P} über einen AWGN-Kanal übertra-
gen wird. Die durch Mehrwegeausbreitung resultierenden Fadingeinflüsse, die das
Empfangssignal in seiner Form und Dauer verändern können, wrden daher hier
nicht berücksichtigt. Des Weiteren wird auf der Empfangsseite von einer idealen
BP-Filterung sowie einer perfekten Synchronisation zwischen Sender und Emp-
fänger ausgegangen. Schließlich wird vorausgesetzt, dassjede Datensymbol un-
abhängig voneinander untersucht werden kann [42]. Der Index kann daher im
Folgenden ohne Beschränkung der Allgemeinheit auf null gesetzt werden.
Das empfangene Signal
yi (t) = si (t) + n (t) + j (t) (4.7)
besteht aus der Überlagerung des Sendesignalssi (t) , i ∈ {O, P} mit mittelwert-
freiem weißen gaußschen Rauschenn (t) der zweiseitigen Rauschleistungsdichte
N0
2 sowie mit einem breit- oder schmalbandigen Interferenzsignal j (t). Die Inter-
ferenz wird durch einen weißen, bandbegrenzten, stationären, zeitkontinuierlichen
und mittelwertfreien GaußprozessJ (t) modelliert. Dieser kann durch die Autokor-
relationsfunktion (AKF)




1Die Analyse der modulationsspezifischen Interferenzrobustheit der Energiedetektion erfolgt in die-
sem Kapitel auf Basis einer identischen Datenrate.
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beschrieben werden. Die AKF ist dabei nur von der Zeitdifferenz τ = t2 − t1
abhängig.
Anhand von Gleichung (4.8) können die wesentlichen Interfer nzparameter identi-
fiziert werden. Dies ist die mittlere StörleistungPJ, die aus dem Verhältnis der inter-
ferenzspezifischen BitenergieEb,J und der interferenzspezifischen BitdauerTb,J =
lTb, l > 0 resultiert. Weitere Parameter sind die TrägerfrequenzfJ sowie die Band-
breiteBJ. Die daraus resultierende Signaldauer der InterferenzTp,J ≈ 1BJ ≤ Tb,J ist






, l > 0 verbunden.
Gleichung (4.8) gilt, solange sich die Interferenz vollständig innerhalb des MIR-
UWB-Teilbandes der BandbreiteBT befindet (Abbildung 4.3 (a)). Falls jedoch
die Interferenz mit dem Teilbandrand überlappt, ist es erforderlich, die Parame-
ter fJ, BJ, dJ und PJ anzupassen. So ergibt sich z.B. bei einer teilweisen Über-
lappung der Interferenz mit dem unteren Teilbandrand (Abbildung 4.3 (b)) eine








, eine fiktive Bandbreite
vonB⋆J = fc − fJ + 12 (BT +BJ), ein fiktiver Duty Cycle vond⋆J = 1B⋆J Tb,J sowie




Ähnliche Überlegungen können für eine partielle Überlappung der Interferenz mit
dem oberen Teilbandrand sowie bei einer vollständigen Überlappung getroffen wer-
den (Abbildung 4.3 (c) und (d)). Da solche Fälle ebenfalls durch Gleichung (4.8)
beschrieben werden können, wird im Folgenden weitgehend voeiner Interferenz
ausgegangen, die sich vollständig innerhalb eines MIR-UWB-Teilbandes befindet.
Das Empfangssignalyi (t) , i ∈ {O, P} wird zuerst ideal bandpassgefiltert und
anschließend der modulationsspezifischen Energiedetektion zugeführt. Dabei ist
das am Eingang des OOK- bzw. BPPM-spezifischen Energiedetektors vorliegen-
de SINRE durch
SINRE = 10 log10
Eb
Tb (PJ + PN)
(4.9)
gegeben. MitPN wird die mittlere Rauschleistung des sich innerhalb des Teilbandes
befindenden Rauschsignals bezeichnet. Dieses wird, wie dieInterferenz in Glei-
chung (4.8), als weißer bandbegrenzter, stationärer, zeitkont nuierlicher und mittel-
wertfreier GaußprozessN (t) durch die AKF







































Abbildung 4.3 Anpassung des Interferenzmodells.
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zess unterscheidet sich für die beiden Modulationsverfahren OOK und BPPM.
4.1.1 Energiedetektion für OOK
Abbildung 4.4 zeigt das Schema der Energiedetektion im Fallvon OOK. Es setzt
sich aus einem Quadrierer sowie einem Integrator zusammen.Das am Eingang des
( . )
2
Abbildung 4.4 Energiedetektion für OOK.





n (t) + j (t) , b0 = 0
√
EOp pi (t) + n (t) + j (t) , b0 = 1
(4.11)
beschreiben, wobeii ∈ {r, c} ist. Es besteht entweder nur aus Rauschen und Inter-
ferenz (b0 = 0) oder aus dem gesendeten Puls der EnergieEOp , der durch Rauschen
und Interferenz überlagert ist (b0 = 1). Nach dem Quadrieren sowie dem Integrie-





y2O (t) dt =
{





jn , b0 = 1.
(4.12)
Der sich ergebende EnergiewertxO besteht aus dem Energieanteil
xOs =
{
0 , b0 = 0
2Eb , b0 = 1,
(4.13)
der im Fall einer binären Eins aus dem deterministischen Sigalanteil resultiert.
Dieser ist durch den MittelwertEb, durch das zweite Moment2E2b sowie durch die









pi (t) (n (t) + j (t)) dt , b0 = 1
(4.14)
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mit i ∈ {r, c} entsteht fürb0 = 1 durch Mischterme, die sowohl von Signal- und





(n (t) + j (t))
2
dt , b0 = 0, 1 (4.15)
tritt unabhängig von der zu übertragenden Information auf.Er beinhaltet die Bei-
träge, die ausschließlich auf Rauschen und Interferenz zurückzuführen sind.
4.1.2 Energiedetektion für BPPM
Im Gegensatz zu OOK wird bei BPPM fürb0 = 0 und b0 = 1 stets ein Puls der
DauerTp übertragen, der sich entweder im Zeitfenster0 ≤ t ≤ Tb2 oder im Zeitfens-
ter Tb2 ≤ t ≤ Tb befindet.2 Die Bestimmung der am Ausgang der Energiedetektion
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+ n (t) + j (t) , b0 = 1
(4.16)
mit i ∈ {r, c} wird zunächst quadriert und anschließend innerhalb der beiden in
Frage kommenden Zeitintervalle über die BeobachtungszeitTp integriert. Mittels
2Es wird vorausgesetzt, dass der Puls der DauerTp ≤
Tb
2
jeweils am Anfang eines Intervalls der
Dauer Tb
2
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Eb , b0 = 0
−Eb , b0 = 1
(4.18)






















(n (t) + j (t)) dt , b0 = 1
(4.19)
mit i ∈ {r, c} setzt sich aus dem Mischprodukt von Signal und Rauschen bzw.von












(n (t) + j (t))
2
dt, (4.20)
die nur vom Rauschen bzw. von der Interferenz abhängt.
4.2 Statistische Analyse der Interferenzrobustheit
Basierend auf dem im vorigen Abschnitt eingeführten Signalmodell soll nun eine
statistische Analyse der Interferenzrobustheit eines OOK- bzw. BPPM-spezifischen
Energiedetektors für die rechteck- und kosinusförmige Pulsform aus Gleichung
(4.1) und (4.2) erfolgen.
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Zunächst wird ein geeignetes Gütemaß eingeführt, das zur Beurteilung des Einflus-
ses von Interferenz auf die Leistungsfähigkeit eines Energiedetektors herangezogen
werden kann. Davon ausgehend erfolgt eine Analyse der Interferenzrobustheit bei
Vorhandensein einer Sinusstörung unter Vernachlässigungvo thermischem Rau-
schen. Der Abschnitt endet mit einer Verallgemeinerung aufeine Interferenz mit
beliebiger Bandbreite unter Berücksichtigung von thermischem Rauschen.
4.2.1 Definition des Verarbeitungsgewinns
Um Aussagen bezüglich der Interferenzrobustheit einer OOK- bzw. BPPM-spezi-
fischen Energiedetektion treffen zu können, muss ein geeigntes Gütemaß definiert
werden. Ein mögliches Maß kann dabei der Verarbeitungsgewinn eines Energie-
detektors sein, der das vorhandene SINRA an seinem Ausgang auf das bereits in
Gleichung (4.9) beschriebene SINRE an dessen Eingang bezieht. Die Definition
des Verarbeitungsgewinns unterscheidet sich für OOK und BPPM, da bei OOK
lediglich bei einer binären Eins ein Puls gesendet wird.
Für OOK kann der Verarbeitungsgewinn der Energiedetektionwie folgt definiert
werden:







− 10 log10 (SINRE) . (4.21)
Das SINRA am Ausgang des Energiedetektors wird dabei durch das Verhältnis des
mittleren zweiten Momentes des nur vom Signal abhängigen EnergieteilsxOs so-






2 bezeichnen die zweiten
Momente der beiden EnergieanteilexOsjn undx
O
jn, die aufgrund der Stationarität des
betrachteten Interferenz- und Rauschprozesses separat berechn t werden können.
Die Gewichtung vonQO1 mit dem Faktor0,5 berücksichtigt die Tatsache, dassx
O
sjn
nur im Fall einer binären Eins vorhanden ist.
Unabhängig von der betrachteten Pulsformpi (t) , i ∈ {r, c} kann das zweite Mo-












(RJ (τ) +RN (τ)) · pi (t1) · pi (t1 + τ) dt1dτ (4.22)
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beschrieben werden, wobeiτ = t2 − t1 ist. Die ErwartungswerteE (J (t1)J (t2))
undE (N (t1)N (t2)) des Interferenz- und Rauschprozesses entsprechen dabei der
AKF RJ (t2 − t1) bzw.RN (t2 − t1).
Für das zweite MomentQO2 des nur von Rauschen und Interferenz abhängigen




































wobei die Erwartungswerte wiederum durch die entsprechenden AKFs ausgedrückt










für die beiden mittelwertfreien weißen StörprozesseJ (t)












des Interferenz- und Rauschprozesses durch das Theorem vonPrice [74] gegeben,
das in Anhang A erläutert wird.
Im Unterschied zu OOK muss der Verarbeitungsgewinn der BPPM-spezifischen
Energiedetektion wie folgt definiert werden:







− 10 log10 (SINRE) . (4.24)
Wie im Fall von OOK wird dabei das am Eingang des Energiedetektors vorliegende
SINRE aus Gleichung (4.9) auf das BPPM-spezifische SINRA an seinem Ausgang
bezogen. Es ist ersichtlich, dass keine Gewichtung des zweiten Momentes vonxPsjn
mit dem Faktor0,5 erfolgt, da für BPPM unabhängig von der zu übertragenden
Information ein Puls übertragen wird. Das mittlere zweite Moment der nur vom
Signal abhängigen KomponentexPs ist zudem um den Faktor zwei kleiner, da zur
Übertragung nur halb so viel Pulsenergie zur Verfügung steht. Aus dem gleichen
Grund gilt für das zweite MomentQP1 der von Signal und Interferenz bzw. von Si-






1 . Das zweite Moment
QP1 unterscheidet sich also für OOK und BPPM lediglich um einen Fakor zwei.
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Im Gegensatz zuQP1 gibt es jedoch einen signifikanten Unterschied des zweiten
MomentesQP2 der nur von der Interferenz und dem Rauschen abhängigen Kompo-
nentexPjn. Mithilfe des Price-Theorems [74] sowie der rausch- und interferenzspe-












+ 4E (J (t1)N (t1) ·
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Mit den in den Gleichungen (4.21) und (4.24) definierten modulationsspezifischen
Verarbeitungsgewinnen werden im Folgenden Rückschlüsse auf die Interferenzro-
bustheit einer OOK- und BPPM-spezifischen Energiedetektion gezogen. Ein ge-
ringer Verarbeitungsgewinn führt dabei im Allgemeinen zu einer erhöhten Fehler-
wahrscheinlichkeit. Je geringer somit der Einfluss der zweiten MomenteQi1 und
Qi2, i ∈ {O,P} ist, desto geringer wird die modulationsspezifische Fehlerwah -
scheinlichkeit sein. Zur Bestimmung vonQi1 undQ
i
2, i ∈ {O,P} wird im nächsten
Abschnitt zunächst von einer Sinusstörung und einem vernachlässigbaren thermi-
schen Rauschen ausgegangen.
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4.2.2 Sinusstörung
Betrachtet man den Fall einer Sinusstörung, so vereinfachtsi die AKF des durch
Gleichung (4.8) eingeführten Interferenzmodells zu
RJ (τ) = PJcos (2πfJτ) . (4.26)
Dies ermöglicht eine direkte Berechnung vonQi1 undQ
i
2, i ∈ {O,P} für die beiden
Pulsformenpi (t) , i ∈ {r, c}, indem das in den Gleichungen (4.22), (4.23) und
(4.25) auftretende Doppelintegral durch die Substitutionτ = t2 − t1 gelöst wird.
Unter der Annahme eines vernachlässigbaren thermischen Rauschens ergibt sich
für QO1 aus Gleichung (4.22) bei der rechteckförmigen Pulsformpr (t)
QO1 =
EOp PJ










− 2fJ (fJ + fc) cos (2π (fc − fJ)Tp)
− 2fJ (fJ − fc) cos (2π (fc + fJ)Tp)] , (4.27)
das von den SystemparameternEOp , Tp undfc sowie den InterferenzparameternfJ
undPJ abhängt [98].
Das zweite MomentQO2 des von der Interferenz abhängigen Energieterms ergibt








[1− cos (4πfJTp)] . (4.28)
Im Gegensatz zuQO1 wird dieses Moment lediglich durch die drei Systemparameter
Tp, PJ undfJ beeinflusst.
Das zweite Moment des von Signal und Interferenz abhängigenEn rgieanteils be-
trägt im Fall von BPPMQP1 = 0,5Q
O
1 , das durch die um den Faktor zwei geringere
mittlere PulsenergieEPp zustande kommt. Das nur von der Interferenz abhängige





[2− 2 cos (2πfJTb) + cos (2πfJ (Tb − 2Tp))
− 2 cos (4πfJTp) + cos (2πfJ (Tb + 2Tp))] (4.29)
beschrieben werden. Im Gegensatz zuQP1 ist es unabhängig vonfc undE
P
p , wird
jedoch zusätzlich durch die BitdauerTb beeinflusst.
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Betrachtet man dagegen die kosinusförmige Pulsformpc (t), so ergibt sich für das











1− T 2p (fc + fJ)2
)2
+
(1− cos (2π (fc − fJ)Tp))
(fc − fJ)2
(
1− T 2p (fc − fJ)2
)2
− 2 (cos (2πfJTp)− cos (2πfcTp))
(f2J − f2c )
(





das von den SystemparameternEOp , Tp undfc sowie den InterferenzparameternfJ
undPJ abhängt. Unter Berücksichtigung der modulationsspezifischen Pulsenergie
kann daraus unmittelbar das für BPPM um den Faktor zwei kleiner zweite Mo-




2 aus Gleichung (4.28)




2, i ∈ {O,P} kann nun für die beiden Pulsformenpi (t) , i ∈ {r, c}
die Interferenzrobustheit der Energiedetektion analysiert w rden. Für die Analy-
se wird ein MIR-UWB-System betrachtet, das mit der Frequenzmaske der ECC
betrieben werden soll. Der zwischen6GHz und8,5GHz zur Verfügung stehende
Frequenzbereich wird dazu in vier gleich große Teilbänder der BandbreiteBT =
625MHz unterteilt, über die rechteck- bzw. kosinusförmige Pulse der DauerTp =
3,2 ns bzw. Tp = 6,4 ns gesendet werden. Ohne Beschränkung der Allgemein-
heit wird für die folgende Analyse das erste Teilband mit derTrägerfrequenzfc =
6,3125GHz betrachtet. Eine Erweiterung auf andere Teilbänder oder andere MIR-
UWB-Systemkonstellationen, die z.B. auf andere Frequenzmasken ausgelegt sind,
ist möglich.
In Abbildung 4.6 sindQi1 undQ
i
2, i ∈ {O, P} für die beiden Pulsformen in Ab-
hängigkeit vonfJ für ein SIRE = 0dB undTb = 2Tp aufgetragen.3 Im Fall einer
rechteckförmigen Pulsformung (Abbildung 4.6 (a)) zeigt sich, dass der größte In-










bei der Verwendung der rechteckförmigen Pulsform normiert.
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Abbildung 4.6 Qi1 undQ
i
2, i ∈ {O, P} in Abhängigkeit vonfJ für ein SIRE = 0dB
undTb = 2Tp bei rechteckförmiger Pulsform (a) und kosinusförmiger
Pulsform (b).
der Trägerfrequenz der Interferenz übereinstimmt.QO1 = 2Q
P









2T 2p + 4fcπTp sin (4πTpfc)
]
(4.31)
an. Je größer der Unterschied zwischenfJ undfc ist, desto geringer ist der Einfluss
vonQi1, i ∈ {O, P}. Insbesondere kann gezeigt werden, dassQO1 den minimalen
Wert
QO1 =
PJTpEb (1− cos (4πTpfc))
2π2 (Tpfc ± 0.5)2
(4.32)
annimmt, falls sich die Sinusstörung am Teilbandrand (fJ = fc ± 1Tp ) befindet. Die
Ursache für dieses Verhalten ist im sinc-Spektrum des Teilbandpulses zu sehen, das
am Teilbandrand einen Nulldurchgang aufweist.
Abbildung 4.6 (a) zeigt ebenfalls fürQi2, i ∈ {O, P} die Abhängigkeit von der Trä-
gerfrequenzfJ auf. Für BPPM ist dabei ein oszillierendes Verhalten zu erkennen,
das durch
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beschrieben werden kann. Die auftretenden Minima und Maximalternieren mit
1
4Tp




auf, wobeik ∈ N ist. Das oszillierende Verhalten kann auf die Subtrak-
tionsoperation in Gleichung (4.20) zurückgeführt werden.Im Fall eines Minimums
liegt eine gerade Anzahl von schmalbandigen Störperioden innerhalb der beiden
Integrationsbereiche vor, das zu einer Interferenzunterdrückung nach der Subtrak-
tion führt. Der maximale Wert verringert sich quadratisch mit zunehmendemfJ, da
ein größeresfJ mit einer größeren Anzahl an schmalbandigen Störzyklen innerhalb
eines BPPM-Intervalls verbunden ist. Trotz dieses charakte istischen Verhaltens ist
der Einfluss vonQP2 vernachlässigbar, daQ
P
1 ≫ QP2 ist.
Im Fall von OOK istQO2 aus Gleichung (4.28) durch
2P 2J T
2




nach unten bzw. nach oben begrenzt. Es kann gezeigt werden, dassQO2 periodisch




k ∈ N oszilliert. Die auftretenden Oszillationen sind jedoch äußerst gering, da
der Wert des Maximums quadratisch mitfJ abnimmt. Aus diesem Grund kannQO2
durch







approximiert werden. Damit istQO2 näherungsweise unabhängig vonfJ und hängt
lediglich von den Parametern SIRE, Tp, Eb undTb ab. Des Weiteren istQO2 um-
gekehrt proportional zum Quadrat vonTb. Dieser Zusammenhang verspricht daher
eine Unterdrückung vonQO2 durch eine Vergrößerung vonTb.
Im Gegensatz zu BPPM können bei OOK also sowohlQO1 als auchQ
O
2 einen signi-
fikanten Einfluss auf die Interferenzrobustheit der Energiedet ktion haben (Abbil-
dung 4.6 (a)). So istQO2 die bestimmende Einflussgröße, falls sich die schmalban-
dige Interferenz am Teilbandrand befindet. Ist die Interfernz dagegen in der Nähe
der Trägerfrequenz des Teilbandes, so wird die Interferenzrobustheit der Energie-
detektion mehr durchQO1 beeinflusst. Um somit für OOK eine verbesserte Interfe-
renzrobustheit zu erzielen, ist eine Minimierung beider Terme anzustreben.
Bei der kosinusförmigen Pulsform (Abbildung 4.6 (b)) kann für Qi1, i ∈ {O,P}
ein ähnliches Verhalten festgestellt werden. Auch in diesem Fall tritt der größte
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Interferenzeinfluss genau dann auf, wenn die Trägerfrequenz d r Interferenz mit der





















beschrieben werden. Der Einfluss vonQO1 wird zudem geringer, je größer die relati-
ve Frequenzdifferenz|fc−fJ| ist. Der am Teilbandrandfc± 2Tp geringste auftretende






























Ein direkter Vergleich vonQi1, i ∈ {O,P} für die beiden Pulsformen zeigt, dass bei
der Verwendung vonpc (t) eine geringere Interferenzrobustheit über einen großen
Frequenzbereich innerhalb des Teilbandes erreicht werdenkan (Abbildung 4.6).
Befindet sich die Interferenz jedoch in der Nähe des Teilbandrandes, so kann unab-
hängig von der betrachteten Pulsform und vom eingesetzten Modulationsverfahren
eine erhöhte Interferenzrobustheit festgestellt werden.
Des Weiteren ist das nur von der Interferenz abhängige zweite MomentQO2 bei der
Verwendung vonpc (t) größer als das vonpr (t). Die Ursache für dieses Verhalten
ist in der um den Faktor zwei größeren Pulsdauer vonpc (t) zu sehen.QO2 ist zudem
unabhängig von der Interferenzposition innerhalb des Teilbandes.
Für BPPM befindet sichQP2 bei der Verwendung vonpc (t) aufgrund der Subtrak-
tionsoperation in Gleichung (4.20) in derselben Größenordung wie dasQP2 von
pr (t). Es zeichnet sich wiederum durch ein oszillierendes Verhalten aus. Aufgrund
der um den Faktor zwei größeren Pulsdauer alternieren die auftretenden Minima
und Maxima allerdings um den Faktor zwei häufiger. Der Einfluss vonQP2 auf die
Interferenzrobustheit ist wie bei der Verwendung vonpr (t) vernachlässigbar, da
QP1 ≫ QP2 gilt.




2 über dem SIRE für zwei unterschiedli-
che Störfrequenzen bei Verwendung vonpr (t) undpc (t) aufgetragen. Sowohl bei
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Abbildung 4.7 QO1 und Q
O
2 in Abhängigkeit des SIRE für |fc − fJ| = 50MHz
und200MHz bei rechteckförmiger Pulsform (a) und kosinusförmiger
Pulsform (b).
der rechteckförmigen Pulsform (Abbildung 4.7 (a)) als auchder kosinusförmigen
Pulsform (Abbildung 4.7 (b)) ist ersichtlich, dassQO2 für ein geringes SIRE einen
größeren Einfluss auf die Interferenzrobustheit hat. Da sich jedoch der Einfluss von
QO2 mit zunehmendem SIRE reduziert, wird die Leistungsfähigkeit des Energiede-
tektors immer mehr vonQO1 bestimmt.
Abbildung 4.7 verdeutlicht weiter, dassfJ den ParameterQO1 bei rechteck- und ko-
sinusförmiger Pulsformung sehr stark beeinflusst. Falls die Interferenz200MHz
von fc entfernt ist, ist bei rechteckförmiger Pulsformung ein größerer Einfluss von
QO2 bis zu einem SIRE ≈ 4 dB feststellbar. Ist die Interferenz dagegen nur50MHz
von fc entfernt, istQO2 lediglich bis zu einem SIRE ≈ −3 dB größer alsQO1 . Bei
Verwendung der kosinusförmigen Pulsform zeigt sich ebenfalls dieser Zusammen-
hang. Aufgrund der doppelten Pulsdauer tritt jedoch ein gerin er Einfluss vonQO1
auf. So liegt ein größerer Beitrag vonQO2 bis zu einem SIRE ≈ −1 dB vor, falls die
Interferenz50MHz vonfc entfernt ist. Ist dagegen die Interferenz200MHz vonfc
positioniert, istQO2 bis zu einem SIRE ≈ 9 dB größer alsQO1 .
Da jedoch die MIR-UWB-spezifische Signalleistung im Allgeminen sehr viel ge-
ringer ist als die Signalleistung der schmalbandigen Interfer nz, ist vor allem der
Bereich mit geringem SIRE von Interesse. Aus diesem Grund ist insbesondere eine
Minimierung vonQO2 von Bedeutung.
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4.2.3 Erweiterung auf schmal- und breitbandige Störungen
Die Berechnung vonQi1 undQ
i
2, i ∈ {O,P} lässt sich fürpr (t) undpc (t) auf eine
Interferenz mit beliebiger Bandbreite erweitern. Im Folgend n wird diese Erwei-
terung für die rechteckförmige Pulsformpr (t) unter Berücksichtigung von ther-
mischem Rauschen durchgeführt, wobei auf die Berechnung voQi1 undQ
i
2, i ∈
{O,P} im Anhang B eingegangen wird. Eine Erweiterung auf die kosinu förmige
Pulsform ist möglich, wird jedoch aus Darstellungsgründennicht abgehandelt.
Unter der Annahme, dass2 |fc + fJ| ≫ BJ und4fc ≫ BT ist, kannQO1 aus Glei-
chung (4.22) durch Anwendung des Parsevalschen Theorems [84] approximiert
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.
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Es ist ersichtlich, dassQO1 sowohl von den SystemparameternE
O
p , Tp, fc, BT als






. In diesem Fall stimmtQO1 mit dem Ergebnis von Gleichung
(4.27) überein, fallsPN = 0 ist.
Das zweite MomentQO2 aus Gleichung (4.23) kann unter den Annahmen2fc ≫
BT, 2fJ ≫ BJ und|fc+fJ| ≫ (BJ oder(BT −BJ)) mit dem Theorem von Parseval
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festgelegt. Das zweite MomentQO2 wird somit durch die SystemparameterTp, fc,
BT sowie durch die InterferenzparameterPN, PJ, BJ und fJ beeinflusst. Für den
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gilt. In diesem Fall stimmtQO2 mit dem Ergebnis von Gleichung (4.28) überein,
fallsPN = 0 ist.




1 . Der um den
Faktor zwei geringere Einfluss ist dabei auf die reduzierte modulationsspezifische
Pulsenergie zurückzuführen. Im Gegensatz dazu gibt es einen s gnifikanten Unter-
schied des zweiten MomentesQP2 vonx
P
jn. Ausgehend von Gleichung (4.25) kann



































































beschrieben werden.QP2 wird dabei durch die SystemparameterTp, Tb, fc undBT
sowie durch die InterferenzparameterPJ, BJ und fJ beeinflusst. Für den Spezial-
fall BJ → 0 können dabei dieselben Vereinfachungen wie fürQO2 in Gleichung
(4.39) gemacht werden. Des Weiteren kann aus Gleichung (4.40) geschlossen wer-
den, dass der Einfluss vonQP2 auf die Interferenzrobustheit bei Übertragungen mit
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Abbildung 4.8 Qi1 undQ
i
2, i ∈ {O, P} in Abhängigkeit vonfJ für SINRE = 0dB,
SNRE = 10dB, Tb,J = 102,4ns undBJ,1 = 20MHz (a) bzw.BJ,2 =
400MHz (b).
niedrigen Datenraten (Tb → ∞) geringer wird, dagν ≈ 2T νp ist. Im Gegensatz
dazu wird der Einfluss vonQP2 mit zunehmender Datenrate größer. So nimmtgν
beispielsweise fürTb = 2Tp den Wertgν = 4T νp − (2Tp)ν an.
In Abbildung 4.8 istQi1 und Q
i
2, i ∈ {O, P} in Abhängigkeit vonfJ für das
625MHz breite Teilband der Trägerfrequenzfc = 6,3125GHz für SINRE = 0dB,
SNRE = 10dB undTb,J = 102,4 ns aufgetragen. Es wird dabei eine Interferenz
angenommen, die durch eine BandbreiteBJ,1 = 20MHz (Abbildung 4.8 (a)) bzw.
durch eine BandbreiteBJ,2 = 400MHz (Abbildung 4.8 (b)) charakterisiert ist.
Insgesamt zeigt sich unabhängig von der Bandbreite der Inteferenz ein deutlich
größerer Einfluss vonQi1 undQ
i
2, i ∈ {O, P} auf die Interferenzrobustheit einer
OOK- und BPPM-spezifischen Energiedetektion.
Für Qi1, i ∈ {O, P} kann für beide Modulationsverfahren unabhängig von der
Bandbreite der Interferenz ein ähnliches Verhalten wie im Fall der Sinusstörung aus
Abschnitt 4.2.2 beobachtet werden. Der größte Interferenzeinfluss tritt genau dann
auf, wenn die Trägerfrequenz des Teilbandes mit der Trägerfrequenz der Interfe-
renz übereinstimmt. Der Einfluss vonQi1, i ∈ {O, P} ist dabei fürBJ,2 = 400MHz
aufgrund des geringeren Duty Cycles kleiner. Am Teilbandraist der Einfluss da-
gegen am geringsten. Die Ursache für dieses Verhalten liegtzum einen am sinc-
Spektrum des Teilbandpulses, der einen Nulldurchgang am Teilbandrand besitzt.
Wie aus Abbildung 4.8 ersichtlich, wirkt sich diese Eigenschaft insbesondere auf
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Interferenzen mit kleinerer Bandbreite aus. Zum anderen reduzi rt sich in der Nähe
des Teilbandrandes die tatsächlich in das Teilband einfallende StörleistungPJ.
Für das zweite MomentQO2 von x
O
jn zeigt sich bei kleineren Interferenzbandbrei-
ten ein größerer Einfluss auf die Interferenzrobustheit derEnergiedetektion. In der
Nähe des Teilbandrandes ist der Einfluss jedoch im Vergleichzu Interferenzen mit
größerer Bandbreite aufgrund der tatsächlich in das Teilband einfallenden Störleis-
tung geringer.
Betrachtet man dagegen BPPM, so zeigt sich im Unterschied zudem Fall einer Si-
nusstörung (Abschnitt 4.2.2), dass kein oszillierendes Verhalten auftritt. Des Wei-
teren kann für größere Interferenzbandbreiten ein größerer Einfluss vonQP2 festge-
stellt werden. Die Ursache für dieses Verhalten ist dabei inder unterschiedlichen
großen Energiemenge zu sehen, die in den beiden Beobachtungsintervallen einer
BPPM-spezifischen Energiedetektion vorliegen. Die auf derSubtraktionsoperation
basierte Entscheidungsvariable wird dadurch stärker verfälscht.
In Abbildung 4.9 istQi1 undQ
i
2, i ∈ {O, P} in Abhängigkeit des SINRE für eine
OOK- und BPPM-spezifische Energiedetektion dargestellt. Es wird dabei ange-
nommen, dass eine Interferenz der BandbreiteBJ,1 = 20MHz (Abbildung 4.9 (a))
Abbildung 4.9 Qi1 und Q
i
2, i ∈ {O, P} in Abhängigkeit des SINRE für BJ,1 =
20MHz (a) bzw.BJ,2 = 400MHz (b) mit |fc − fJ| = 50MHz,
SNRE = 10dB, dJ (BJ,1) = 0,4883, dJ (BJ,2) = 0,0244 und
Tb,J = 102,4ns.
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bzw.BJ,2 = 400MHz (Abbildung 4.9 (b)) in einem Abstand von50MHz von der
Trägerfrequenz des Teilbandes positioniert ist. Wie im Fall der Sinusstörung (Ab-
schnitt 4.2.2) tritt dabei ein ähnliches Verhalten auf, da sich beide Momente mit
zunehmendem SINRE reduzieren.
Im niedrigen SINRE-Bereich zeigt sich für OOK ein größerer Einfluss auf die In-
terferenzrobustheit der Energiedetektion durchQO2 bis≈ −3 dB (BJ,1 = 20MHz)
bzw. bis≈ −2 dB (BJ,1 = 400MHz). Im mittleren und hohen SINRE-Bereich
wird die Leistungsfähigkeit des Energiedetektors dagegenimmer mehr durchQO1
bestimmt.
Betrachtet man eine BPPM-spezifische Energiedetektion, sohängt der Einfluss von
QP1 undQ
P
2 von der Bandbreite der Interferenz ab. Für kleine Bandbreiten zeigt sich
aufgrund der Subtraktionsoperation in der Energiedetektion e n dominierender Ein-
fluss vonQP1. Der geringere Einfluss vonQ
P
2 ist dabei auf die in beiden Beobach-
tungsintervallen der Energiedetektion auftretenden gleich großen Energiemengen
zurückzuführen. Dieses Verhalten tritt dagegen bei größeren Bandbreiten nicht auf,
was sich insbesondere im niedrigen SINRE-Bereich auswirkt.
4.3 Verbesserung der Interferenzrobustheit
Ausgehend von der im Abschnitt 4.2 durchgeführten Analyse der Interferenzro-
bustheit einer OOK- und BPPM-spezifischen Energiedetektion soll im Folgenden
aufgezeigt werden, wie diese durch geeignete Wahl der SystemparameterTb und
Tp gesteigert werden kann.
Dies erfolgt zunächst für die rechteck- und kosinusförmigePulsform anhand der
in Abschnitt 4.2.2 betrachteten Sinusstörung für eine OOK-spezifische Energie-
detektion. Aussagen bezüglich der Verbesserung der Interferenzrobustheit einer
BPPM-spezifischen Energiedetektion sind dabei ebenfalls möglich, da einerseits
QO1 = 2Q
P
1 ist. Andererseits wurde in Abschnitt 4.2.2 bereits gezeigt, dassQ
P
2 im
Fall einer Sinusstörung vernachlässigbar ist. Am Ende des Abschnitts wird auf die
Verbesserung der Interferenzrobustheit der Energiedetektion bei Interferenzen mit
beliebiger Bandbreite eingegangen.
In Abbildung 4.10 ist der Einfluss vonQO1 undQ
O
2 auf die Interferenzrobustheit
der Energiedetektion in Abhängigkeit vonfJ bei einem SIRE = 0dB dargestellt.
Dabei werden mitds = 0,5, ds = 0,1 undds = 0,02 drei verschiedene Duty Cycles
betrachtet. Es ist ersichtlich, dass sowohl für die rechteckförmige Pulsform (Abbil-
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Abbildung 4.10QO1 undQ
O
2 in Abhängigkeit vonfJ und verschiedener Duty Cycles
für SIRE = 0dB bei rechteckförmiger Pulsform (a) und kosinusför-
mige Pulsform (b).
dung 4.10 (a)) als auch für die kosinusförmige Pulsform (Abbildung 4.10 (b)) eine
Erhöhung der BitdauerTb bei konstanter Signalleistung zu einer Erhöhung der Bit-
energieEb führt. Dies wirkt sich aufQO1 undQ
O
2 aus, die sich z.B. für einen recht-
eckförmigen Puls linear bzw. quadratisch mit dem Duty Cycleverringern. Die in-
terferenzabhängigen Momente am Ausgang des Energiedetektors werden reduziert,
da die Interferenzenergie nur innerhalb der Integrationszeit Tp betrachtet wird. Ei-
ne Erhöhung vonTb führt jedoch hauptsächlich zu einer signifikanten Reduktion
von QO2 . GrößereTb können in einem OOK-spezifischen MIR-UWB-Sender mit
geringer Komplexität realisiert werden. Allerdings besteht hier der Kompromiss in
der Verbesserung der Interferenzrobustheit einerseits und in einer Verringerung der
Datenrate andererseits.
Aus Abbildung 4.10 ist weiter ersichtlich, dass eine Reduktion vonQO1 durch ei-
ne geeignete Pulsformung erreicht werden kann. Je näher sich die Interferenz am
Teilbandrand befindet, desto geringer ist der Einfluss vonQO1 . Die Ursache für die-
ses Verhalten ist in der destruktiven Überlagerung der Sinusstörung mit der ersten
Nullstelle des Spektrums des rechteck- bzw. des kosinusförmigen Teilbandpulses
zu sehen.
Abbildung 4.11 verdeutlicht den Einfluss der PulsdauerTp auf den ParameterQO1
für die rechteckförmige Pulsform (Abbildung 4.11 (a)) und für die kosinusförmige
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Abbildung 4.11QO1 in Abhängigkeit vonTp undfJ für SIRE = 0dB bei rechteckför-
miger Pulsform (a) und kosinusförmiger Pulsform (b).
Pulsform (Abbildung 4.11 (b)). Dazu wird eine Sinusstörungbetrachtet, die sich
200MHz bzw.300MHz vonfc entfernt befindet. Sowohl bei rechteck- als auch bei
kosinusförmiger Pulsformung kann man erkennen, dass eine erhebliche Reduktion
vonQO1 genau dann möglich ist, wenn die Sinusstörung mit der erstenNullstelle
des Spektrums des Teilbandpulses zusammenfällt. Dies kannbei rechteck- bzw.
kosinusförmiger Pulsformung fürTp,opt ≈ 1/|fc − fJ| bzw. fürTp,opt ≈ 2/|fc − fJ|
erreicht werden. Wie aus Abbildung 4.11 ersichtlich ist, ist der Einfluss vonQO1 bei
rechteckförmiger Pulsformung fürTp,opt = 3,3 ns (|fc − fJ| = 300MHz) bzw. für
Tp,opt = 5ns (|fc − fJ| = 200MHz) am geringsten. Es kann gezeigt werden, dass
QO1 bei Verwendung der rechteckförmigen Pulsform durch
0 ≤ QO1 ≤
4EbPJ|fc − fJ|
π2 (fc + fJ)
2 (4.41)
nach unten bzw. nach oben beschränkt ist. Bei kosinusförmiger Pulsformung kann
eine signifikante Reduktion vonQO1 für Tp,opt = 6,6 ns (|fc− fJ| = 300MHz) bzw.
für Tp,opt = 10ns (|fc − fJ| = 200MHz) erreicht werden.
Abbildung 4.12 verdeutlicht den Einfluss vonfJ auf QO1 für Tp = 3,2 ns und
Tp = Tp,opt bei Verwendung der rechteckförmigen Pulsformpr (t). Es fällt auf, dass
eine optimale Pulsdauer zu einer signifikanten Reduktion vonQO1 führt. Der maxi-
male Einfluss vonQO1 wird dabei durch die obere Schranke aus Gleichung (4.41)
beschrieben. Eine Verbesserung der Interferenzrobustheit durch geeignete Pulsfor-
mung führt jedoch zu einer Verringerung der zur Verfügung stehenden Kapazität
der Datenübertragung, da die Bandbreite eines Teilbandes nicht vollständig ausge-
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Abbildung 4.12QO1 in Abhängigkeit vonfJ für Tp = 3,2 ns undTp = Tp,opt.
nutzt wird. Aus diesem Grund wird sich eine Anpassung vonTp auf Interferenzen
beschränken, die in der Nähe des Teilbandrandes auftreten.
Um die Interferenzrobustheit einer OOK- und BPPM-spezifischen Energiedetekti-
on im Fall einer Sinusstörung zu verbessern, kann die Kombinatio vonTp undTb
Abbildung 4.13 PGO in Abhängigkeit vonfJ für Tp = 3,2 ns undTp = Tp,opt für
SIRE = 0dB bei rechteckförmiger Pulsform (a) und kosinusförmi-
ger Pulsform (b).
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betrachtet werden. In Abbildung 4.13 ist dazu der Verarbeitungsgewinn PGO für
Tb = 2Tp, Tb = 10Tp undTb = 50Tp mit Tp = 3,2 ns (rechteckförmiger Puls),
Tp = 6,4 ns (kosinusförmiger Puls) undTp = Tp,opt in Abhängigkeit vonfJ darge-
stellt. Es ist ersichtlich, dass bei der Verwendung der rechteckförmigen Pulsform
(Abbildung 4.13 (a)) als auch der kosinusförmigen Pulsform(Abbildung 4.13 (b))
eine Verbesserung von PGO durch eine Erhöhung vonTb erreicht wird. Bei Verwen-
dung der kosinusförmigen Pulsform kann dabei ein höherer Verarb itungsgewinn
erreicht werden. Eine weitere Verbesserung von PGO auf den PGO-Wert am Teil-
bandrand ist durch eine optimale Pulsformung (Tp = Tp,opt) möglich. In diesem
Fall ist PGO unabhängig vonfJ und für beide Pulsformen nahezu identisch.
Abschließend wird die Verbesserung der Interferenzrobustheit einer OOK- und
BPPM-spezifischen Energiedetektion bei Interferenzen mitbel ebiger Bandbreite
aufgezeigt. In Abbildung 4.14 ist dazu der Verarbeitungsgewinn PGi, i ∈ {O, P}
in Abhängigkeit des SINRE bei Verwendung der rechteckförmigen Pulsformpr (t)
dargestellt. Die betrachtete Interferenz beifJ = fc+50MHz ist dabei durchBJ,1 =
20MHz undBJ,2 = 400MHz, durchTb,J = 102,4 ns sowie durchdJ (BJ,1) =
0,4883 und dJ (BJ,2) = 0,0244 charakterisiert. Bei einem SNRE = 10dB zeigt
sich fürTb = 2Tp (Abbildung 4.14 (a)) als auch fürTb = 4Tp (Abbildung 4.14 (b))
Abbildung 4.14 Verarbeitungsgewinn PGi, i ∈ {O, P} einer OOK- und BPPM-
spezifischen Energiedetektion in Abhängigkeit des SINRE mit
BJ,1 = 20MHz undBJ,2 = 400MHz, fJ = fc+50MHz, SNRE =
10dB, Tb,J = 102,4 ns, dJ (BJ,1) = 0,4883 unddJ (BJ,2) = 0,0244
für Tb = 2Tp (a) undTb = 4Tp (b).
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ein mit dem SINRE zunehmender Anstieg von PG
i, i ∈ {O, P}. Der erreichbare
Verarbeitungsgewinn hängt dabei von der Bandbreite der Intferenz ab.
Im Fall von OOK nimmt PGO mit größerer Interferenzbandbreite zu. Die Ursa-
che für dieses Verhalten ist in dem mit zunehmender Bandbreite v rbundenen klei-
neren Duty Cycle zu sehen, der zu einem geringeren Einfluss der interferenzspe-
zifischen Energieanteile führt. Abbildung 4.14 (a) zeigt, dass ein Verarbeitungs-
gewinn bereits ab einem SINRE = −4 dB bei BJ,1 = 20MHz und ab einem
SINRE = −5,5 dB beiBJ,1 = 400MHz eintritt. Für eine starke Interferenz wird
kein Verarbeitungsgewinn erzielt, da die Entscheidungsvariable des Energiedetek-
tors verfälscht ist.
Im Gegensatz dazu zeigt sich bei BPPM, dass für kleine Interfer nzbandbreiten,
wie z.B. BJ,1 = 20MHz, ein Verarbeitungsgewinn über einen großen SINRE-
Bereich erreicht wird. FürBJ,2 = 400MHz tritt ein Verarbeitungsgewinn erst ab
einem SINRE = −8 dB auf. Die Ursache für dieses Verhalten ist darin zu sehen,
dass mit zunehmender Bandbreite unterschiedlich großer Energiemengen innerhalb
der beiden Beobachtungsintervalle der DauerTp auftreten. Wie aus Abbildung 4.14
(b) ersichtlich ist, führt eine Vergrößerung vonTb zu einer signifikanten Verbes-
serung des modulationsspezifischen VerarbeitungsgewinnsPGi, i ∈ {O, P}. Eine
verbesserte Interferenzrobustheit ist dabei sowohl für OOK als auch für BPPM über
Abbildung 4.15 Verarbeitungsgewinn PGi, i ∈ {O, P} einer OOK- und BPPM-
spezifischen Energiedetektion in Abhängigkeit vonfJ mit SINRE =
0dB, SNR = 10dB, BJ,1 = 20MHz, BJ,2 = 400MHz und
Tb,J = 102,4 ns für Tb = 2Tp (a) sowieTb = 4Tp (b).
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einen großen SINRE-Bereich feststellbar.
In Abbildung 4.15 (a) ist der modulationsspezifische Verarbeitungsgewinn PGi, i ∈
{O, P} für Tb = 2Tp in Abhängigkeit vonfJ für SINRE = 0dB, SNR = 10dB
Tb,J = 102,4 ns, BJ,1 = 20MHz undBJ,2 = 400MHz dargestellt. Solange sich
die Interferenz im Teilband befindet, werden die InterferenzparameterTp,J, dJ und
PJ aus Sicht des MIR-UWB-Teilbandes als konstante Größen angesehen. Es ist
erkennbar, dass der Verarbeitungsgewinn des Energiedetektors an der StellefJ =
fc+50MHz mit dem Verarbeitungsgewinn aus Abbildung 4.14 (a) übereinstimmt.
Beide Modulationsverfahren zeigen einen Anstieg des Verarb itungsgewinns je nä-
her sich die Interferenz am Teilbandrand (fJ = fc± 1Tp ) befindet. Dieser Anstieg ist
mit der ersten Nullstelle des sinc-Spektrums des Teilbandpulses sowie mit der Re-
duktion der tatsächlich auf das Teilband wirkenden Störleistung verbunden. Durch
eine Vergrößerung vonTb auf 4Tp kann eine signifikante Verbesserung der Inter-
ferenzrobustheit der Energiedetektion erzielt werden (Abbildung 4.15 (b)). Ohne
Pulsformung ist die Verbesserung jedoch weiterhin stark von der Position der In-
terferenz im Teilband abhängig.
4.4 Zusammenfassung
In Kapitel 4 erfolgt innerhalb eines MIR-UWB-Teilbandes ein analytische Un-
tersuchung der schmal- und breitbandigen Interferenzrobustheit einer OOK- und
BPPM-spezifischen Energiedetektion.
Zunächst wird in Abschnitt 4.1 auf das Signalmodell eingegangen, das zur Analy-
se der Interferenzrobustheit herangezogen wird. Dies beinhaltet eine Beschreibung
der betrachteten rechteck- und kosinusförmigen Pulsform des Teilbandes sowie des
Interferenz- und Rauschmodells. Anhand des Interferenzmodells können dabei mit
der mittleren Störleistung, der Trägerfrequenz, der Bandbreite sowie dem Duty Cy-
cle die wesentlichen Interferenzparameter identifiziert werden. Eine anschließende
Betrachtung der asymmetrischen und der symmetrischen Entscheidungsvariablen
einer OOK- und BPPM-spezifischen Energiedetektion zeigt die von Pulsform, von
Interferenz und von Rauschen abhängigen Komponenten auf.
Davon ausgehend erfolgt in Abschnitt 4.2 eine statistischeAnalyse der Interfe-
renzrobustheit einer OOK- und BPPM-spezifischen Energiedetektion. Die Analyse
basiert dabei auf der Definition eines modulationsspezifischen Verarbeitungsgewin-
nes, der das SINRA am Ausgang eines Energiedetektors auf das SINRE an dessen
94 Kapitel 4: Interferenzrobustheit der Energiedetektion
Eingang bezieht. Das SINRA kann dabei durch das Verhältnis der zweiten Momen-
te der auftretenden Energieanteile beschrieben werden. Indiesem Zusammenhang
wird eine Unterscheidung des zweiten Momentes der von Pulssignal, Störung und
Rauschen abhängigen Energieanteile sowie des zweiten Momentes der nur von Stö-
rung und Rauschen abhängigen Energieanteile gemacht.
Beide Momente werden zunächst unter der Annahme einer Sinusstör ng bestimmt
und bezüglich der Interferenzrobustheit einer OOK- und BPPM-spezifischen Ener-
giedetektion untersucht. Für das zweite Moment der pulsabhängigen Energieanteile
kann bei der Verwendung der rechteck- und kosinusförmigen Pulsform, unabhängig
vom Modulationsverfahren, die intuitive Tatsache bestätig werden, dass der größte
Störeinfluss genau dann auftritt, wenn die Trägerfrequenz ds Teilbandes mit der
Trägerfrequenz der Interferenz übereinstimmt. Des Weiteren zeigt sich, dass sich
dieser Einfluss reduziert, je näher die Trägerfrequenz der Int ferenz am Teilband-
rand positioniert ist. Der minimale Einfluss liegt aufgrunddes Nulldurchgangs der
rechteck- und kosinusförmigen Pulsspektren dann vor, wenndie Trägerfrequenz
am Teilbandrand ist.
Für das zweite Moment der pulsunabhängigen Energieanteilez igt sich bei der
OOK-spezifischen Energiedetektion im Fall eines Rechteckpulses ein nahezu von
der Frequenz unabhängiger Störeinfluss, der umgekehrt proporti nal zur system-
spezifischen Bitdauer ist. Bei Verwendung der kosinusförmigen Pulsform tritt ein
größerer Einfluss auf, der auf die um den Faktor zwei größere Pulsdauer zurück-
zuführen ist. Der Einfluss des pulsunabhängigen zweiten Moments ist dagegen für
den rechteck- und kosinusförmigen Puls aufgrund der bei derBPPM-spezifischen
Energiedetektion durchgeführten Subtraktionsoperationver achlässigbar.
Basierend auf dieser Analyse erfolgt für die rechteckförmige Pulsform unter der
Annahme einer konstanten interferenzspezifischen Bitdauer sowie unter Berück-
sichtigung von thermischem Rauschen eine Erweiterung auf Interferenzen mit be-
liebiger Bandbreite. Insgesamt zeigt sich ein größerer Störeinfluss der zweiten Mo-
mente der pulsabhängigen und pulsunabhängigen Energieanteil auf die Interfe-
renzrobustheit einer OOK- und BPPM-spezifischen Energiedetektion.
Für das zweite Moment der pulsabhängigen Energieanteile tritt unabhängig vom
Modulationsverfahren ein ähnliches Verhalten wie im Fall der Sinusstörung auf.
Der maximale Einfluss an der Trägerfrequenz des Teilbandes ist dabei für Interfe-
renzen mit großer Bandbreite aufgrund des geringeren Duty Cycles geringer. Des
Weiteren bestätigt sich die Reduktion des Störeinflusses, je näher sich die Interfe-
renz am Teilbandrand befindet. Der am Teilbandrand auftretend geringste Einfluss
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resultiert durch den ersten Nulldurchgang des pulsspezifischen Spektrums sowie
der tatsächlich in das Teilband einfallenden Störleistung. Dabei weisen Interferen-
zen mit kleiner Bandbreite in der Nähe des Teilbandrandes eine geringfügig bessere
Interferenzrobustheit auf.
Für das zweite Moment der pulsunabhängigen Energieanteilez igt sich für Inter-
ferenzen mit kleinerer Bandbreite eine geringere Interfernz obustheit der OOK-
spezifischen Energiedetektion, die auf die größere effektiv auf das Teilband wir-
kende Störleistung zurückzuführen ist. Bei der BPPM-spezifischen Energiedetek-
tion kann dagegen bei größeren Bandbreiten ein größerer Störeinfluss festgestellt
werden. In diesem Fall liegen unterschiedlich große Energiemengen in den beiden
Beobachtungsintervallen der Energiedetektion vor, so dass ie auf der Subtrakti-
onsoperation basierte Entscheidungsvariable verfälschtwird.
Mit den Erkenntnissen aus Abschnitt 4.2 wird schließlich inAbschnitt 4.3 auf die
Verbesserung der systemeigenen Interferenzrobustheit eingegangen. Für eine Si-
nusstörung wird dabei das Potential zur Interferenzunterdrückung durch Variation
der Puls- und Bitdauer aufgezeigt. Eine Kombination beiderParameter verdeut-
licht, dass eine signifikante Verbesserung des modulationsspezifischen Verarbei-
tungsgewinnes möglich ist. Auch für Interferenzen mit beliebiger Bandbreite kann
durch eine Vergrößerung der Bitdauer eine signifikante Verbesserung des Verarbei-
tungsgewinnes erreicht werden.
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5 Koexistenzbasierte Ansätze
Das MIR-UWB-System besitzt keine exklusiven Frequenzbereiche innerhalb der
zur Verfügung stehenden Übertragungsbandbreite. Aus diesem Grund besteht ein
erhöhtes Interferenzpotential durch eine eventuell großeAnzahl von Kommunika-
tionssystemen, die im selben Frequenzbereich operieren [12, 35, 49, 88, 90]. Wie
in [29] gezeigt wurde, kann dabei der Einfluss von schmal- oder br itbandiger In-
terferenz dazu führen, dass eine zuverlässige Kommunikation mithilfe des MIR-
UWB-Systems nur noch eingeschränkt möglich ist. Um die Leistungsfähigkeit des
MIR-UWB-Systems bei Vorhandensein von Interferenzen dennoch sicherzustellen,
ist daher eine effiziente und einfach zu realisierende Interfer nzunterdrückung er-
forderlich.
In diesem Kapitel werden koexistenzbasierte Ansätze untersucht. Koexistenzba-
sierte Ansätze haben das Ziel, Interferenzen, die in der Umgebung des MIR-UWB-
Systems auftreten können, zuverlässig und echtzeitfähig zu unterdrücken. Dies
kann beispielsweise durch einen periodischen Detektionsmechanismus und einer
davon abhängigen adaptiven Störkoexistenz erfolgen. Somit kann in einer beliebi-
gen Interferenzsituation ein Kompromiss zwischen einer maxi len Datenrate und
einer minimalen BER erreicht werden.
Eine entscheidende Anforderung ist hierbei die Einbindungder koexistenzbasier-
ten Ansätze in die bestehende MIR-UWB-Systemarchitektur ohne die Komplexi-
tät wesentlich zu erhöhen. So soll einerseits die MIR-UWB-Systemkonfiguration
bei Vorhandensein von Interferenzen nicht geändert werden; andererseits soll auf
aufwändige Schätzungen von interferenzspezifischen Informationen wie z.B. der
Störleistung, der Bandbreite, der Trägerfrequenz oder derAnzahl der momentan
auf das MIR-UWB-System wirkenden Interferenzen verzichtet w rden.
Der Aufbau des Kapitels 5 ist wie folgt: In Abschnitt 5.1 wirdzunächst ein sta-
tischer Koexistenzansatz betrachtet, der allerdings durch eine äußerst geringe Fle-
xibilität bezüglich sich ändernden Störszenarien gekennzichnet ist. Im folgenden
Abschnitt 5.2 wird daher ein einfach zu realisierender adaptiver DAA-Koexistenz-
ansatz vorgestellt, der es sowohl in der MIR-UWB-spezifischen Initialisierungs-
phase als auch in der anschließenden Datenphase ermöglicht, temporäre schmal-
bandige Interferenzen zu unterdrücken. Ein weiterer adaptiver Koexistenzansatz
wird in Abschnitt 5.3 untersucht. Basierend auf Methoden der Bildverarbeitung
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wird dabei anhand eines Störszenarios unter anderem das Potential aufgezeigt,
mehrere gleichzeitig operierende Interferenzen unterschiedlicher Störleistung ef-
fizient zu unterdrücken. Eine kurze Zusammenfassung erfolgt in Abschnitt 5.4.
5.1 Statischer Koexistenzansatz
Ein Großteil der von den Regulierungsbehörden freigegebenen Frequenzmasken
ist (mit Ausnahme der FCC-Frequenzmaske) dadurch charakterisiert, dass UWB-
Systeme bestimmte Frequenzbereiche zum Schutz anderer lizenzierter Funksyste-
me nicht oder nur eingeschränkt verwenden dürfen. Ein Beispiel hierfür ist der Be-
reich um5GHz, in dem IEEE 802.11a WLAN-Systeme betrieben werden können
[1]. Bei der Aussparung dieses Frequenzbereiches wird dabei keine Unterschei-
dung gemacht, ob ein WLAN-Signal zu einem bestimmten Zeitpunkt an einem
bestimmten Ort vorhanden ist oder nicht. Aufgrund solcher Vorkehrungen wird die
Kapazität von UWB-Systemen vor ihrer eigentlichen Inbetriebnahme begrenzt.
Innerhalb des MIR-UWB-Systems lässt sich ein statischer Koexistenzansatz mit
geringem Aufwand realisieren. Teilbänder, die mit den von de Regulierungsbe-
hörden vorgegebenen nicht nutzbaren Frequenzbereichen überlappen oder mit ho-
her Wahrscheinlichkeit gestört sein können, werden mithilfe des in Kapitel 3 einge-
führten Bandplans deaktiviert. Die betroffenen Teilbänder w rden beim Betrieb des
MIR-UWB-Systems nicht zur Datenübertragung herangezogen. Abbildung 5.1 ver-
deutlicht einen solchen statischen Koexistenzansatz am Beispiel von IEEE 802.11a
WLAN [1] und IEEE 802.15.3a MB-OFDM-UWB [11]. Der Vorteil eines stati-
schen Koexistenzansatzes ist, dass keine Verfahren zur Interferenzunterdrückung
eingesetzt werden müssen. Gleichzeitig kann durch die Aussparung von störanfäl-
ligen Frequenzbereichen eine minimale BER erreicht werden.
Abbildung 5.1 Statischer Koexistenzansatz am Beispiel von IEEE 802.11a WLAN
und IEEE 802.15.3a MB-OFDM-UWB.
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In dynamischen Interferenzsituationen erweist sich ein statischer Koexistenzansatz
jedoch als nachteilig. Dynamische Interferenzsituationen b ziehen sich zum einen
auf Interferenzen, die sich temporär in Reichweite des MIR-UWB-Empfängers be-
finden können. Zum anderen berücksichtigt der statische Koexistenzansatz keine
zukünftigen Technologien, die im relevanten MIR-UWB-Frequ nzbereich operie-
ren könnten. So wären MIR-UWB-Systeme vor gegenwärtigen Funksystemen opti-
mal geschützt. Allerdings würden neu hinzukommende Funksysteme mit dieser Art
von Koexistenz nicht erfasst, wodurch sich die Leistungsfähigkeit der sich bereits
im Betrieb befindenden MIR-UWB-Systeme reduzieren könnte.Eine nachträgli-
che Konfiguration des MIR-UWB-Systems durch eine zusätzliche Aussparung von
Frequenzbereichen wäre zudem sehr aufwändig. Letztlich ist die Unterdrückung
von breitbandigen Interferenzen wie z.B. MB-OFDM-UWB mit ein m statischen
Koexistenzansatz kritisch, da eine große Anzahl an Teilbändern ausgeschaltet wer-
den müsste.
Da das MIR-UWB-System für hochdatenratige Anwendungen über kurze Entfer-
nungen eingesetzt werden soll, sollte der Verlust bezüglich der maximal erreichba-
ren Datenrate so gering wie möglich sein. Mit einem statischen Koexistenzansatz
ist dies jedoch aufgrund fehlender Detektionsmechanismennicht zu jedem Zeit-
punkt sichergestellt. Somit erweist sich dieser Ansatz alsnicht flexibel und als un-
geeignet.
5.2 Detect and Avoid (DAA)
Der statische Koexistenzansatz hat den Nachteil, dass dynamische Interferenzsi-
tuationen nicht berücksichtigt werden. Aus diesem Grund wir im Folgenden ein
einfach zu realisierender DAA-Koexistenzansatz für temporäre schmalbandige In-
terferenzen vorgestellt [23, 61]. Es wird gezeigt, dass sowohl in der MIR-UWB-
spezifischen Initialisierungsphase als auch in der folgenden Datenphase eine zu-
verlässige Detektion von temporären schmalbandigen Interferenzen wie z.B. IEEE
802.11a WLAN [1] möglich ist. Der vorgeschlagene Ansatz betrachtet dabei jedes
Teilband separat. Er trägt somit zu einer effizienten und flexibl n Interferenzunter-
drückung bei, indem nur nicht gestörte Teilbänder zur Datenüb rtragung herange-
zogen werden.
Das im Folgenden betrachtete MIR-UWB-System besteht ausNT = 24 Teilbän-
dern, die zwischen3,1GHz und10,6GHz äquidistant angeordnet sind. Zur Erzeu-
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gung eines Multibandsignals wird die in Abschnitt 3.1 beschriebene MIR-UWB-
Senderarchitektur 1 herangezogen, wobei eine Rahmendauervon Tr = 50ns ver-
wendet wird. Die eingesetzte Filterbank besteht aus elliptischen BP-Filtern der
Ordnung vier, die durch einen Ripple von1 dB im Durchlassbereich sowie durch
eine Dämpfung von50 dB im Sperrbereich charakterisiert ist. Zur Reduktion von
ITI wird ein Schutzabstand vonBO = 150MHz berücksichtigt. Die Teilbandpulse
werden mit OOK moduliert und sollen über einen AWGN-Kanal sowie über einen
durch die Kanalmodelle KM 1 und KM 2 beschriebenen Mehrwegekanal übertra-
gen werden. Die empfangsseitig eingesetzten Energiedetektoren werden mit den
IntegrationszeitenTI = 15ns (AWGN), TI = 25ns (KM 1) und TI = 30ns (KM
2) betrieben. Mit einem derart konfigurierten MIR-UWB-System kann im interfe-
renzfreien Fall eine Datenrate von480Mbit/s erreicht werden.
5.2.1 Initialisierungsphase
Zur Detektion von temporären schmalbandigen Interferenzen wird in [61] ein ad-
aptiver DAA-Koexistenzansatz in einem OOK-basierten MIR-UWB-System vor-
geschlagen. Der Ansatz basiert auf der in Abschnitt 3.2 beschriebenen Initialisie-
rungsphase, bei der in jedem Teilband eine Schätzung der Signal- und Rauschener-
gie Ei undN0,i, i = 1, . . . , NT erfolgt.1 Aufgrund von kanalbedingten Schwan-
kungen der empfangenen Teilbandpulsenergie muss die Initialisierungsphase in re-
gelmäßigen Zeitabständen wiederholt werden. Diese Kanalbeobachtung kann da-
her gleichzeitig zur Detektion von temporären schmalbandigen Interferenzen in den
einzelnen Teilbändern verwendet werden.
Abbildung 5.2 zeigt den Einfluss eines auf der Trägerfrequenz fc,W = 5,22GHz
(Kanal 44) operierenden IEEE 802.11a WLAN-Signals auf den in der Initialisie-
rungsphase ermittelten AnfangsschätzwertÊb/N̂0 = Ê/2N̂0 des Teilbandes sie-
ben. Es wird dabei der ArbeitspunktEb/N0 = 14dB bei Verwendung des IE-
EE 802.15.3a Kanalmodells KM 1 betrachtet. Zur Schätzung werden 290 binäre
Nullen und 290 binäre Einsen verwendet. Es ist ersichtlich,dass trotz unterschied-
licher Dauer der Störpräsenz eine signifikante Reduktion des Anfangsschätzwertes
Êb/N̂0 auftreten kann. Die Reduktion ist dabei umso größer, je länger die Interfe-
renz präsent ist. Des Weiteren ist die Reduktion des Anfangsschätzwertes von der
Interferenzleistung abhängig. So kann festgestellt werden, ass bereits eine kurze
1Aufgrund der parallelen Teilbandanordnung des MIR-UWB-Systems wird im Abschnitt 5.2 nur ein
Teilband betrachtet und auf eine Indizierung der Teilbänder verzichtet.











Abbildung 5.2 Anfangsschätzung vonEb/N0 im Teilband sieben in Abhängigkeit des
SIR fürEb/N0 = 14dB bei Verwendung des IEEE 802.15.3a Kanal-
modells KM 1.
Störpräsenz mit hoher Interferenzleistung zu einer Verringerung des geschätzten
WertesÊb/N̂0 führt.
Nach der Initialisierungsphase werden mithilfe des geschätzten WertesÊb/N̂0 so-
wie einem statischen Schwellwert schmalbandige Interferenzen detektiert. Dieser
Detektionsvorgang berücksichtigt auch die Entscheidung darüber, ob ein bereits zu
einem früheren Zeitpunkt als gestört erkanntes Teilband inder anschließenden Da-
tenphase wieder verwendet werden kann. In Abbildung 5.2 nimmt der Schwellwert
beispielsweise den Wert12 dB an, so dass für das Kanalmodell KM 1 eine BER
von 7 · 10−3 in jedem Teilband sichergestellt ist (Abbildung 5.3). Falls das in ei-
nem Teilband geschätztêEb/N̂0 kleiner ist als der Schwellwert, wird das Teilband
als gestört angesehen und mithilfe des Bandplans deaktiviert. In diesem Fall findet
bis zur nächsten Initialisierungsphase keine Datenübertragung statt. Am Ende der
folgenden Initialisierungsphase wird erneut über die Verwendung der Teilbänder in
der Datenphase entschieden.
Der integrierte DAA-Koexistenzansatz ermöglicht somit die Detektion von gestör-
ten Teilbändern. Einmal erkannte Teilbänder werden deaktiviert und in der folgen-
den Datenphase nicht verwendet. Die Verwendung der aktivierten Teilbänder in der
Datenphase ist gerechtfertigt, solange keine schmalbandige Interferenzen auftre-
ten. Allerdings stellt sich die Frage, ob auch innerhalb derDatenphase das Vor-
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Abbildung 5.3 BER als Funktion desEb/N0 für u1 = 10 und SIR= −10dB unter
AWGN, KM 1 und KM 2.
handensein von schmalbandigen Interferenzen überwacht werden kann. So kann es
in dynamischen Störsituationen vorkommen, dass die in der Initialisierungsphase
detektierte schmalbandige Interferenz in der Datenphase zu einem beliebigen Zeit-
punkt verschwindet oder gar nicht mehr auftritt.2 Umgekehrt muss gewährleistet
sein, dass eine in der Initialisierungsphase nicht erkannte schmalbandige Interfe-
renz in der Datenphase erkannt wird. Im folgenden Abschnittwird auf die Behand-
lung solcher temporärer Schmalbandinterferenzen eingegan [23].
5.2.2 Datenphase
Um den DAA-Koexistenzansatz in der Datenphase so flexibel wimöglich zu ma-
chen, ist es erforderlich, eine zuverlässige Überwachung der in der Initialisierungs-
phase aktivierten Teilbänder zu jedem Zeitpunkt sicherzustellen. So senden bei-
spielsweise IEEE 802.11a WLAN-Systeme im Stand-by-Betrieb p riodisch Bea-
cons aus, um sich mit den in ihrer Reichweite befindenden Clients zu synchroni-
sieren. Abgestrahlte Beacons können dabei eine Dauer von mehreren100µs auf-
2Aufgrund des geringen Signalisierungsoverheads der MIR-UWB-spezifischen Initialisierungsphase
ist dieser Fall jedoch äußerst unwahrscheinlich und wird daher im Folgenden nicht weiter betrachtet.
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weisen. Die zugrunde liegende Periodendauer ist in der Regel auf den Wert100ms
voreingestellt [1]. In dieser Situation ist es möglich, dass Beacons in der Daten-
phase in einem Teilband auftreten, obwohl der nach einer Initialis erungsphase al-
lokierte Bandplan eine Datenübertragung zulässt. Dies trifft insbesondere auf das
MIR-UWB-System zu, in dem der Signalisierungsoverhead äußerst gering ist.
Innerhalb der bereits in Abschnitt 3.2 erläuterten Datenphase eines MIR-UWB-
Paketes (Abbildung 3.7) wird in jedem aktivierten Teilbandeine Entscheidungs-
schwelle benötigt, um die gesendeten Datenbits zu bestimmen. Di im Folgenden
eingesetzte normierte EntscheidungsschwelleηS aus Gleichung (3.15) hängt da-
bei von der Rauschleistungsdichte, von der Pulsenergie sowie von der Anzahl der
Freiheitsgrade ab. Sie erfordert daher in jedem aktivierten Teilband eine echtzeitfä-
hige entscheidungsabhängige Nachführung der geschätztenRauschleistungsdichte
und der geschätzten Pulsenergie. Das rekursive Update der teilbandspezifischen
RauschleistungsdichtêN0,n und der PulsenergiêEn mittels eines aktuell gemes-
senen Energiewertesxn+1 sowie eines Gewichtungsfaktorsu1 ist dabei durch die
Gleichungen (3.21) und (3.24) gegeben.
Um den Einfluss von temporären Schmalbandinterferenzen aufd s MIR-UWB-
System in der Datenphase zu untersuchen, wird folgendes Szenario betrachtet: Ein
IEEE 802.11a WLAN-Signal der Trägerfrequenzfc,W = 5,22GHz (Kanal 44)
soll das nach der Initialisierungsphase aktivierte Teilband sieben temporär für2µs
stören. Abbildung 5.3 zeigt den Einfluss dieser Interferenzauf die BER bei ei-
nem konstanten SIR= −10 dB und u1 = 10 für AWGN sowie für die IEEE
802.15.3a Kanalmodelle KM 1 und KM 2 auf. Es wird dabei angenommen, dass
in der Datenphase jedes MIR-UWB-Paketes der relative Zeitpunkt des Auftretens
der temporären Schmalbandinterferenz gleich ist. Es ist ersichtlich, dass sich für
dieses Szenario eine erhebliche Performanceverschlechterung rgibt, so dass eine
zuverlässige Kommunikation nicht mehr sichergestellt ist.
Die Ursache dieser Performanceverschlechterung zeigt Abbildung 5.4 . Dabei wird
für AWGN bei einemEb/N0 = 14dB sowie einem konstanten SIR= −10 dB
der Einfluss des in der Datenphase temporären WLAN-Signals auf die rekursive
Schwellwertanpassung im Teilband sieben mitu1 = 10 aufgezeigt. Vor dem Auf-
treten der Interferenz basiert die EntscheidungsschwelleηS auf plausiblen Energie-
wertenxn+1. Sobald jedoch die temporäre Schmalbandinterferenz auftritt, werden
hohe Energiewertexn+1 gemessen. Mehrere aufeinanderfolgende Entscheidungen
werden daher auf binäre Einsen fallen, wodurch ein signifikanter Anstieg der re-
kursiv geschätzten PulsenergiêEn+1 sowie der davon abhängigen Entscheidungs-
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Abbildung 5.4 Einfluss des temporären IEEE 802.11a WLAN-Signals auf die re-
kursive Schwellwertanpassung im Teilband sieben für AWGN mit
SIR= −10 dB, Eb/N0 = 14dB undu1 = 10 .
schwelleηS auftritt.
Sobald keine schmalbandige Interferenz mehr vorhanden ist, werden wieder nicht
gestörte Energiewertexn+1 im Teilband sieben gemessen. Aufgrund des durch
die temporäre Schmalbandinterferenz erzwungenen Anstiegs d r Entscheidungs-
schwelleηS werden allerdings aufeinanderfolgende Energiewertexn+1 bei der De-
modulation fälschlicherweise als binäre Nullen aufgefasst, so dass die Rauschener-
gie N̂0,n nachgeführt wird. Die EntscheidungsschwelleηS ist durch diese fehler-
haften Updates von̂En und N̂0,n nicht mehr verwendbar. Die in der Datenphase
übertragenen möglicherweise nicht gestörten Datenbits des Teilbandes sieben wer-
den dadurch fehlerhaft demoduliert.
Durch die Instabilität, die bei der rekursiven Nachführungvon Rausch- und Puls-
energie auftritt, ist es daher erforderlich, eine effiziente und einfach zu realisieren-
de Unterdrückung von temporären Schmalbandinterferenzensicherzustellen. Ver-
schiedene Lösungen sind dabei denkbar. So käme z.B. eine aufeiner DAA-Methode
basierte Teilbanddeaktivierung in Betracht, die bis zur nächsten Initialisierungspha-
se bestehen bleibt. Dieser Ansatz berücksichtigt jedoch nit die Situation tempo-
rärer Interferenz, bei der nach dem Auftreten der Interferenz nicht gestörte Bits
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in der Datenphase vorliegen können. Es wird daher im Folgenden eine effiziente
Methode betrachtet, die einerseits eine flexible Interferenzunterdrückung innerhalb
der Datenphase ermöglicht und andererseits eine ausreichende BER-Performance
in interferenzfreien Situationen sicherstellt.
Im Fall des Auftretens einer temporären schmalbandigen Interferenz werden auf-
einanderfolgende Bitentscheidungen für binäre Einsen getroff n, da die aktuelle
EntscheidungsschwelleηS nicht gestörte Energiewerte erwartet. Aus diesem Grund
wird die geschätzte PulsenergiêEn durch Gleichung (3.24) rekursiv nachgeführt.
Der Parameteru1 kann dabei nicht nur für eine verfeinerte Schätzung vonÊn inner-
halb einer nicht gestörten Datenentscheidung verwendet werden. Er kann zusätzlich
zur Detektion der temporären Schmalbandinterferenz eingesetzt werden, indem der
Einfluss nicht plausibler Energiewertexn+1 auf den rekursiv nachgeführten Wert
Ên+1 gewichtet wird.




















Abbildung 5.5 BER als Funktion vonu1 bei einemEb/N0 = 14dB für AWGN, KM
1 und KM 2.
Zur Beurteilung der Wahl vonu1 ist in Abbildung 5.5 der interferenzfreie Ein-
fluss vonu1 auf die BER bei einemEb/N0 = 14dB für AWGN sowie für die
Kanalmodelle KM 1 und KM 2 dargestellt. Für kleine Werte vonu1 ist dabei ein
verstärkter Einfluss von aktuell gemessenen Energiewertenxn+1 auf Ên+1 fest-
stellbar, wodurch sich die Leistungsfähigkeit des MIR-UWB-Systems verschlech-
tert. Dieses Verhalten ändert sich bei der Betrachtung von größeren Werten vonu1.
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In diesem Fall ist der Einfluss von aktuell gemessenen Energiewertenxn+1 gering,
so dass sich der rekursiv nachgeführte SchätzwertÊn+1 nur minimal ändert.
Um eine gute Leistungsfähigkeit des MIR-UWB-Systems in nicht gestörten Situa-
tionen sicherzustellen, ist es deshalb vorteilhaft, eine parallele rekursive Nachfüh-
rung vonÊn in jedem Teilband durchzuführen. Dazu werden zwei unterschiedliche
Werte vonu1 herangezogen. So wird einerseits mitu
(1)
1 = 1 erreicht, dass eine er-
höhte Robustheit bezüglich einer zuverlässigen Interferenzd tektion besteht; ande-
rerseits kann mitu(2)1 = 10 eine ausreichende BER in interferenzfreien Situationen
sichergestellt werden.
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Abbildung 5.6 Übersicht der Detektion von temporären Schmalbandinterferenzen in
der Datenphase eines Teilbandes.
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In Abbildung 5.6 ist eine Übersicht der in [23] untersuchtenDetektion von tempo-
rären schmalbandigen Interferenzen in der Datenphase eines MIR-UWB-Paketes
dargestellt. Zu Beginn der Datenphase wird für jedes in der Initialisierungspha-
se aktivierte Teilband ein Aktivierungsflag AF mithilfe desBandplans gesetzt. Ein
Aktivierungsflag, das den Wert null hat, markiert dabei ein nicht gestörtes Teilband,
das auf zukünftige in der Datenphase auftretende Schmalbandinterferenzen über-
prüft werden muss. Besitzt ein Aktivierungsflag eines Teilbandes dagegen den Wert
eins, liegt eine detektierte Schmalbandinterferenz vor. In diesem Fall muss in der
Datenphase die Präsenz der Interferenz in dem entsprechenden Teilband überwacht
werden.
Auf der rechten Seite in Abbildung 5.6 ist die Detektion einer Schmalbandin-





n+1/N̂0,n. Die Betrachtung dieses Verhältnisses ist vernünftig, daN̂0,n
im ersten Moment des Auftretens der Interferenz nicht durchgestörte Energiewerte
xn+1 rekursiv nachgeführt wird. Basierend auf dieser Detektionwird ein aktiviertes
Teilband durch AF als gestört oder als nicht gestört markiert, falls
AF =
{
1 , für L̂(1)n+1 > Lref
0 , für L̂(1)n+1 ≤ Lref
(5.1)
gilt. Lref bezeichnet dabei einen gegebenen Referenzwert des Teilbandes. Es wird
dabei angenommen, dass das Verhältnis aus Puls- und Rauschenergie dem maxi-
malen Wert entspricht, der aus einer interferenzfreien Messung unter AWGN, KM
1 oder KM 2 gewonnen wird. Bei einer Interferenzdetektion wird die mitu(2)1 = 10
rekursiv geschätzte PulsenergieÊ(2)n sowie die aktuelle RauschenergiêN0,n in den
ReferenzvariablenEref undNref abgespeichert. Gleichzeitig wird das Aktivierungs-
flag AF auf eins gesetzt, um im weiteren Verlauf zu signalisieren, dass das Teilband
gestört ist. Andernfalls wird das Teilband als nicht gestört interpretiert, so dass das
teilbandspezifische Aktivierungsflag AF durch eine Null gekennzeichnet wird.
Nach einer erfolgten Interferenzdetektion wird es am Ausgang des Energiedetek-
tors durch die Varianz der gestörten Energiewerte auch zu Entscheidungen auf bi-
näre Nullen kommen. Dies führt zu einer Verfälschung der reku siven Nachführung
von N̂0,n. Aus diesem Grund erfolgt nach einer Interferenzdetektione ne Modifi-









,u2 > 0. (5.2)
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Aktuelle Energiewertexn+1 werden dabei mithilfe vonu2 verstärkt.
Eine Anpassung der rekursiven Nachführung kann gemacht werden, da die Ent-
scheidungsschwelleηS eines in der Datenphase gestörten Teilbandes zu diesem
Zeitpunkt bereits verfälscht ist. Um den Einfluss vergangener rekursiv geschätzter
EnergiewerteN̂0,n zu minimieren und gleichzeitig den Einfluss aktueller Energie-
wertexn+1 möglichst groß zu machen, wirdu2 zu eins gesetzt. Dadurch verein-





Die Verstärkung von aktuellen Energiewertenxn+1 durchu2 kann nun ausschließ-
lich dazu verwendet werden, die Abwesenheit einer Interfernz in einem Teilband
zu detektieren.
Falls eine in einem Teilband detektierte Schmalbandinterfer nz nicht mehr vorhan-
den ist, wird der Energiedetektor durch die instabile hohe Entscheidungsschwelle
ηS des Teilbandes zunächst auf binäre Nullen entscheiden. Mithilfe der plausiblen
nicht gestörten Energiewerte wird dadurch mit Gleichung (5.3) die Rauschenergie
aktualisiert. Dieser Vorgang kann dabei durch
AF =
{
1 , für N̂0,n+1 > Nref
0 , für N̂0,n+1 ≤ Nref
(5.4)
detektiert werden. Falls die aktuell bestimmte Rauschenergie N̂0,n+1 größer ist als
der gespeicherte EnergiewertNref, wird das Teilband weiterhin als gestört angese-
hen. Das Aktivierungsflag AF bleibt dabei im Zustand eins. Ander falls wird das
Teilband als nicht gestört interpretiert, wodurch das Aktivierungsflag AF auf den
Zustand null zurückgesetzt wird. In diesem Fall erfolgt eine Ersetzung von̂E(1)n+1,
Ê
(2)
n+1 undN̂0,n+1 durch die gespeicherten ReferenzwerteEref undNref, so dass die
EntscheidungsschwelleηS zurückgesetzt werden kann.
Um die Leistungsfähigkeit der vorgeschlagenen DAA-Methode aufzuzeigen, ist in
Abbildung 5.7 die BER über dem SIR für einEb/N0 = 14dB bei Verwendung
der IEEE Kanalmodelle KM 1 und KM 2 dargestellt. Es ist ersichtl , dass durch
die vorgeschlagene temporäre Interferenzunterdrückung eine signifikante Verbes-
serung über den gesamten SIR-Bereich erzielt wird. Die interfer nzfreie BER kann
dabei erreicht werden. Die geringfügigen Abweichungen lassen sich auf Ungenau-
igkeiten bei der Wahl des ReferenzlevelsLref zurückführen.
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KM 1, mit Störung, ohne DAA
KM 1, mit Störung, mit DAA
KM 2
KM 2, mit Störung, ohne DAA
KM 2, mit Störung, mit DAA
Abbildung 5.7 BER in Abhängigkeit vom SIR fürEb/N0 = 14dB ohne Interferenz,
mit Interferenz ohne DAA und mit Interferenz und DAA für KM 1 und
KM 2.
5.3 Methoden der Bildverarbeitung
Ein vielversprechender adaptiver Koexistenzansatz, der ein effiziente Interferenz-
unterdrückung verspricht, besteht in der Verwendung von Bildverarbeitung. In die-
sem Abschnitt werden dazu anhand eines Störszenarios verschiedene Methoden der
Bildverarbeitung untersucht, die in das bestehende MIR-UWB-System mit gerin-
ger Komplexität integriert werden können. Basierend auf einer erweiterten Band-
planstruktur wird gezeigt, dass der Koexistenzansatz das Potential besitzt, meh-
rere gleichzeitig auftretende Interferenzen unterschiedlicher Störleistung zu unter-
drücken. Im Unterschied zu einem statischen Koexistenzansatz (Abschnitt 5.1) oder
dem in Abschnitt 5.2 erläuterten DAA-Koexistenzansatz fürtemporäre Schmal-
bandinterferenzen erlaubt der im Folgenden untersuchte Koexistenzansatz eine ef-
fizientere Nutzung der Ressource Frequenz, wodurch höhere Dat nraten bei nur
geringen BER-Verlusten erreicht werden können.
5.3.1 Anpassung des Systemmodells
Zur Durchführung des Koexistenzansatzes mit Methoden der Bildverarbeitung wird
von einer blockbasierten Datenübertragung ausgegangen [29]. Zur Datenübertra-
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gung werden binäre DatenblöckeB = (bki) vom TypK × NT verwendet. Die
beiden Indizesk und i beschreiben dabei den Zeit- und Frequenzindex innerhalb
des Datenblocks. Die(k,i)-Komponentebki entspricht somit dem zum Zeitpunkt
(k − 1)Tr, k = 1, . . . ,K über das Teilbandi, i = 1, . . . , NT zu übertragenden Bit.
Die Übertragung vonB erfolgt unter Berücksichtigung einerK×NT Bandplanma-
trix L. Die Betrachtung vonL = (lki) ermöglicht eine Aktivierung und Deaktivie-
rung einzelner Teilbänder sowohl in Zeit- als auch in Frequenzrichtung. Aktivierte
bzw. deaktivierte Komponenten werden mit einer Eins bzw. mit einer Null gekenn-
zeichnet. Die Anzahl der in einerK × NT DatenmatrixB in Abhängigkeit von





gegeben. Die Verwendung einer BandplanmatrixL kann die Flexibilität bezüglich
skalierbaren Datenraten, den Umgang mit den weltweit unterschiedlichen existie-
renden Regulierungsmasken sowie den Umgang mit dynamischen Interferenzsitua-
tionen verbessern.
Davon ausgehend kann ein ausK Multibandsignalen zusammengesetztes Sendesi-
gnal durchs (t) = Bp (t) = [s1 (t) s2 (t) . . . sK (t)]
T beschrieben werden, wobei
p (t) = (p1 (t) p2 (t) . . . pNT (t))





sk (t− (k − 1)Tr) (5.5)
ist dabei durchKTr gegeben.
Das Signals (t) wird empfangsseitig mit AWGNn (t) der zweiseitigen Rauschleis-
tungsdichteN0/2 sowie mitNJ Interferenzen überlagert. Das resultierende Emp-
fangssignal ergibt sich somit zu
y (t) = s (t) + n (t) +
NJ∑
v=1
jv (t) . (5.6)
Es wird in Abhängigkeit vonL der analogen BP-Filterbank zugeführt, an deren
Ausgang die Teilbandsignale der aktivierten Teilbänder vorliegen. Diese werden
anschließend einer Energiedetektion zugeführt. Die gemessen n Energiewerte wer-
den dabei in eineK × NT Matrix X = (xki) geschrieben. Die Energiewerte
von X werden schließlich mit der in Gleichung (3.15) beschriebenn Entschei-
dungschwelle ausgewertet.



































Abbildung 5.8 BER in Abhängigkeit von SIRv, v ∈ {MB1,MB2,W} für Eb/N0 =
12dB (a) und in Abhängigkeit vonEb/N0 für SIRMB1 = 0dB,
SIRMB2 = 5dB und SIRW = −10dB (b).
Basierend auf diesem Systemmodell wird für den Rest des Kapitels 5 ein Störsze-
nario betrachtet, bei dem das MIR-UWB-System durch zwei MB-OFDM-UWB-
Interferenzen sowie einer nach dem IEEE 802.11a Standard arbeitenden WLAN-
Interferenz gestört wird. Das durch die drei Interferenzeng störte Empfangssignal
wird dabei durch
y (t) = s (t) + n (t) + jMB1 (t) + jMB2 (t) + jW (t) (5.7)
beschrieben.
Das MB-OFDM-UWB-SignaljMB1 (t) wird, wie im IEEE 802.15.3a Standardi-
sierungsvorschlag beschrieben, im Modus 1 betrieben. Es werden ausschließlich
die drei Teilbänder aus der Teilbandgruppe A mit einer Bandbreite von jeweils
528MHz zur Datenübertragung verwendet. Innerhalb der zur Verfügung stehenden
Bandbreite von1,584GHz werden dabei OFDM-Symbole der Dauer242,42 ns mit
dem TF-Code1, 2, 3, 1, 2, 3, . . . übertragen.3 Im Unterschied dazu stellt das MB-
OFDM-UWB-SignaljMB2 (t) eine nicht im IEEE 802.15.3a Standardisierungsvor-
schlag spezifizierte Interferenz dar. Das SignaljMB2 (t) besitzt ebenfalls eine Sym-
boldauer von242,42 ns, soll jedoch in den Teilbändern sechs und sieben der Teil-
3Das CP der Dauer60,6 ns sowie das GI der Dauer9,5 ns zum Umschalten zwischen den Teilbän-
dern werden in der folgenden Analyse nicht berücksichtigt.
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bandgruppe C mit dem TF-Code6, 7, 6, 7, 6, 7, . . . betrieben werden. Das durch
den IEEE 802.11a Standard vorgegebene BPSK-modulierte WLAN-SignaljW (t)
wird mit der Symboldauer4µs sowie der Bandbreite20MHz auf dem Kanal 44
(fc,W = 5,22GHz) betrieben.
Abbildung 5.8 (a) verdeutlicht den Einfluss dieses Störszenarios auf das MIR-
UWB-System bei einem AWGN-Arbeitspunkt vonEb/N0 = 12dB [29]. Es zeigt
sich eine hohe Störanfälligkeit des MIR-UWB-Systems, die sich über einen großen
SIR-Bereich erstreckt. In Abbildung 5.8 (b) ist die BER in Abhängigkeit desEb/N0
für SIRMB1 = 0dB, SIRMB2 = 5dB sowie SIRW = −10 dB dargestellt. Es ist
ersichtlich, dass in einem solchen Fall eine zuverlässige Kommunikation nicht ge-
währleistet werden kann. Mit eingezeichnet ist der BER-Verlauf, der unter Berück-
sichtigung einer bezüglich des Szenarios optimal ausgelegten BandplanmatrixL⋆
resultiert.
In Abbildung 5.9 istL⋆ dargestellt. Weiße Bereiche kennzeichnen dabei die Pi-
xel der Zeit- und Frequenzebene, die nicht zur Übertragung herangezogen werden
dürfen. Erfolgt eine Datenübertragung unter Berücksichtigung vonL⋆, kann ei-
ne nahezu fehlerfreie Datenübertragung mit einer hohen Datenr te durchgeführt
werden. Da jedoch im Allgemeinen beliebige Störszenarien auftreten können und
optimal ausgelegte Bandplanmatrizen nicht zur Verfügung stehen, werden im Fol-











Abbildung 5.9 Für das Störszenario optimal ausgelegte BandplanmatrixL⋆. Weiße
Bereiche dürfen zur Übertragung nicht verwendet werden.
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adaptiven Bandplanerstellung untersucht.
5.3.2 Iterative Ansätze
Im Folgenden werden zwei iterative Koexistenzansätze basierend auf der cluster-
basierten globalen Otsu-Methode vorgestellt [27, 29]. Dieses im Jahr 1967 von N.
Otsu entwickelte digitale Bildverarbeitungsverfahren ermöglicht eine sehr einfach
zu realisierende Transformation eines Graustufenbildes in in binäres Bild [71]. Ein
Graustufenbild kann dabei als Matrix aufgefasst werden, inder jedes Pixel durch
einen Grauwert repräsentiert wird, der die Helligkeit beschreibt. Unter der Annah-
me, dass in dem zu transformierenden Bild zwei Pixelklassenvorhanden sind, lie-
fert die Otsu-Methode eine SchwelleǫS, die die Klasse der hellen Pixel von der
Klasse der dunklen Pixel separiert.
Das globale Verfahren von Otsu lässt sich in die bestehende MIR-UWB-System-
architektur sehr einfach integrieren. Dazu werden die in einer Initialisierungspha-
se blockweise übertragenen binären Nullen nicht nur zur teilbandspezifischen An-
fangsschätzung der Rauschenergie herangezogen, sondern auch zur Detektion von
möglichen Interferenzen.4 Zur Stördetektion werden die gemessenen Energiewerte
zunächst in dieK × NT Matrix X = (xki) geschrieben und in die äquidistan-
ten EnergiestufenEmin = ǫ0 < ǫ1 < . . . < ǫU−1 = Emax quantisiert.Emin und
Emax bezeichnen dabei den kleinsten und größten auftretenden Energiewert vonX.
Durch die Zuordnung der Energiewerte zu denU = KNT Quantisierungsstufen
ergibt sich die quantisierte EnergiematrixXQ vom TypK × NT. Die Verteilung




, l = 0, . . . , U − 1 (5.8)
beschrieben werden. Der Parameternl bezeichnet dabei die Anzahl der Energie-
werte, die einer Quantisierungsstufeǫl, l ∈ {0, . . . , U − 1} zugeordnet werden.
Um nun eine Trennung von gestörten und nicht gestörten Energiewerten mittels ei-
ner geeigneten SchwelleǫS = ǫu zu erhalten, werden zwei EnergieklassenC0 =
(ǫ0, . . . , ǫu) undC1 = (ǫu+1, . . . , ǫU−1) betrachtet. Die KlasseC0 beinhaltet da-
bei nicht gestörte quantisierte Energiewerte. Im Unterschied dazu werden gestörte
quantisierte Energiewerte durch die KlasseC1 repräsentiert.
4In der Initialisierungsphase werden im Allgemeinen mehrere Blöcke mit binären Nullen eingesetzt.
Die folgende Beschreibung betrachtet meistens jedoch nur ei en Block.

















































Abbildung 5.10 Bestimmung der StördetektionsschwelleǫS mit der globalen Otsu-
Methode: Festlegung des Startwertes (a), Minimierung der empiri-
schen Energieklassenvarianz (b) und Maximierung der empirischen
Zwischenklassenvarianz (c).
Zum Auffinden vonǫS muss von einem beliebig gewählten Indexu ausgegangen
werden. Im Rahmen dieser Arbeit wird füru der arithmetische Mittelwertu =
⌊(U − 1) /2⌋ als Startwert vorgegeben (Abbildung 5.10 (a)). Um die quantisier en
Energiewerte der richtigen Klasse zuzuordnen, ist es erforderlich, den optimalen
Indexu zu bestimmen. Zwei Optimierungsmöglichkeiten werden hierbet achtet.
Das erste Optimierungskriterium besteht in der Minimierung der empirischen Ener-
gieklassenvarianz, die durch
σ2w (u) = σ
2
C0PC0 (u) + σ
2
C1PC1 (u) (5.9)
gegeben ist. Diese Optimierung zielt auf eine Anpassung desanfangs initialisierten
Indizesu ab und bewirkt eine korrekte Zuordnung von Energieausreißen in die
entsprechende Klasse (Abbildung 5.10 (b)). Die Energieklassenvarianzσ2w (u) ist
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pl, PC1 (u) = 1− PC0 (u) (5.10)
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(5.11)















ǫlpl , z = 1
(5.12)
beschrieben werden.
Als zweites Optimierungskriterium wird die Maximierung der empirischen Varianz
zwischen den beiden Klassen
σ2b (u) = (x̄C0 (u)− x̄tot)2 PC0 (u) + (x̄C1 (u)− x̄tot)2 PC1 (u) (5.13)
betrachtet. Sie beschreibt die gewichtete Varianz der klassenspezifischen Mittel-
wertex̄Cz , z ∈ {0, 1} bezüglich des globalen Mittelwertes̄xtot = x̄C0 + x̄C1 der
EnergiematrixXQ (Abbildung 5.10 (c)). Dieser Optimierungsschritt trägt somit zu
einer weiteren Anpassung des Indexesu bei.
Da beide Optimierungskriterien entgegengesetzte Wirkungen bezüglich der Be-
stimmung eines optimalen Indexesu haben, werden sie zu dem gemeinsamen Op-
timierungskriterium [71]





zusammengefasst. Durch die Minimierung der empirischen Energieklassenvarianz
σ2w (u) wird dabei einerseits eine verbesserte Clusterkonzentration von gestörten
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und nicht gestörten Energiewerten erreicht. Andererseitsträgt die Maximierung
der empirischen Zwischenklassenvarianzσ2b (u) zu einer schärferen Trennbarkeit
der beiden Cluster bei. Die Optimierung vonu mithilfe von Gleichung (5.14) be-
wirkt somit ein optimales Anpassen des anfangs festgelegten Indexesu. Eine kor-
rekte Allokation von Energieausreißern in die entsprechenden Klassen wird somit
möglich.
Basierend auf dem in Gleichung (5.14) bestimmten Indexu⋆ kann schließlich die
SchwelleǫS = ǫu⋆ zur Interferenzdetektion herangezogen werden. Dazu werden
binäre Entscheidungen durch Vergleich der quantisierten EnergiewertexQki, k =
1, . . . ,K, i = 1, . . . , NT ausX
Q mit der SchwelleǫS getroffen. Ein quantisierter
Energiewert wird dabei als gestört angesehen, fallsxQki ≥ ǫS ist. Die erfolgten
binären Entscheidungen werden in der BandplanmatrixL = (lki) aufgezeichnet.
In [27] wird gezeigt, dass mit der beschriebenen globalen Otsu-Methode eine Band-
planerstellung ohne weitere Vorverarbeitung vonXQ bei Vorhandensein einer MB-
OFDM-UWB-Interferenz möglich ist. Zur Bandplanerstellung werden zehn quan-
tisierte EnergiematrizenXQ verwendet. Für jede Energiematrix erfolgt dabei eine
separate Erstellung der Bandplanmatrix mit der globalen Otsu-Methode. Die zur
Übertragung eingesetzte Bandplanmatrix ergibt sich durchÜberlagerung der zehn
einzelnen Bandplanmatrizen, um zufällige Einbrüche der Interferenz zu berück-
sichtigen.
Es stellt sich jedoch heraus, dass eine zuverlässige Erstellung der Bandplanma-
trix mit der globalen Otsu-Methode beim Auftreten mehrererInterferenzen unter-
schiedlicher Störleistung nicht möglich ist. Aus diesem Grund werden im Folgen-
den zwei iterative Koexistenzansätze betrachtet, die die Otsu-Methode verwenden.
Globale iterative Otsu-Methode
Die globale Otsu-Methode lässt sich zu einem globalen iterat v n Koexistenzan-
satz erweitern [29]. Abbildung 5.11 verdeutlicht das Prinzip des globalen iterativen
Koexistenzansatzes für eine EnergiematrixX. Zu Beginn werden dieKNT gemes-
senen Energiewerte der MatrixX der bereits erläuterten globalen Otsu-Methode
zugeführt. Mit der daraus erzeugten Stördetektionsschwelle ǫS können binäre Ent-
scheidungen bezüglich gestörter oder nicht gestörter Energiewerte getroffen wer-
den.
Um eine Terminierung der globalen iterativen Otsu-Methodezu rreichen, muss je-
doch die Plausibilität der aktuell eingesetzten StördetektionsschwelleǫS überprüft
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Abbildung 5.11 Prinzip der globalen iterativen Otsu-Methode.
werden. Aufgrund des zentralen Grenzwertsatzes [44] kann dies unter der Annah-
me einer Gaußverteilung erfolgen. Ein gutes Maß ist daher der Vergleich vonǫS
mit der oberen3σ-Grenze durch
ǫS ≥ µ+ 3σ. (5.15)
Dabei bezeichnenµ undσ den Mittelwert und die Standardabweichung einer emp-
fängerseitig integrierten Rauschquelle, für die eine interfer nzfreie Messung der
Rauschleistungsdichte angenommen wird. Die obere3σ-Grenze stellt im MIR-
UWB-System eine zuverlässige Detektion von nicht gestörten Energiewerten mit
99,25% sicher [29].
Falls ǫS außerhalb der oberen3σ-Grenze liegt, werden die als gestört detektierten
Energiewerte vonXQ in der BandplanmatrixLmit einer Eins gekennzeichnet. Die
detektierten möglicherweise gestörten Energiewerte solln dabei den weiteren Ver-
lauf der Stördetektion nicht beeinflussen. Aus diesem Grunderfolgt eine Ersetzung
der detektierten Energiewerte durch nicht gestörte Rauschwerte, die empfängersei-
tig vorliegen. Diese Modifikation vonX trägt zu einer Verbesserung der Trennung
von gestörten und nicht gestörten Energiewerten in möglichen weiteren Iteratio-
nen bei. Dieses Vorgehen wird iterativ solange wiederholt,bis sichǫS unterhalb der
oberen3σ-Grenze befindet. Im Fall eines Abbruchs liegt die ausXQ resultierende
BandplanmatrixL vor.
Um zufällige Einbrüche der Interferenzen zu berücksichtigen, können mehrere auf-
einanderfolgende EnergiematrizenX verwendet werden. Für jede Energiematrix
erfolgt dabei eine separate Erstellung einer Bandplanmatrix mit der globalen ite-
rativen Otsu-Methode. Die zur Übertragung eingesetzte Bandpl matrix entsteht
schließlich durch Überlagerung der einzelnen Bandplanmatrizen. Die resultierende
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Bandplanmatrix wird zur teilbandspezifischen Anfangsschätzung von Signal- und
Rauschenergie sowie zur Datenübertragung in der folgendenDatenphase verwen-
det. Eine erneute Durchführung der globalen iterativen Otsu-Methode ist in jeder
Initialisierungsphase eines MIR-UWB-Paketes möglich.
Lokale hierarchische iterative Otsu-Methode
Eine weitere Möglichkeit zur Unterdrückung von Interferenz unterschiedlicher
Störleistung ist die lokale hierarchische iterative Otsu-Methode. Der Abblauf dieses
Koexistenzansatzes ist in Abbildung 5.12 für eine EnergiematrixX dargestellt [29].
Im Unterschied zu der bereits vorgestellten globalen iterativen Otsu-Methode zielt
dieser Ansatz auf eine lokale Bestimmung der StördetektionsschwelleǫS ab. Dazu
werden einzelne gestörte Teilbänderi ∈ {1, · · · , NT} separat betrachtet.
Zu Beginn wird der größte Energiewert derK × NT-Matrix X ermittelt. Mit den
Energiewerten des zugehörigen Teilbandes wird anschließend mithilfe der globa-
len Otsu-Methode eine StördetektionsschwelleǫS bestimmt. Um die Zuverlässig-
keit vonǫS zu erhöhen, werden dabei zusätzliche nicht gestörte Energiewerte einer
empfängerseitig integrierten Rauschquelle herangezogen.
Zur Detektion des Abbruchs dieses Koexistenzansatzes wirdwie er die obere3σ-
Grenze aus Gleichung (5.15) verwendet. Falls die StördetektionsschwelleǫS ober-
halb der3σ-Grenze liegt, werden die binären Entscheidungen des betrachteten Teil-
bandes in der BandplanmatrixLmarkiert. Gleichzeitig wird das aktuell betrachtete
Teilband deaktiviert und aus der EnergiematrixX gestrichen. Diese Vorgehens-
weise wird solange wiederholt bis es zum Abbruch kommt. Im Fall eines Abbruchs
nein
jaeS ³ m + s3
Globale Otsu-Methode
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Abbildung 5.12 Prinzip der lokalen hierarchischen iterativen Otsu-Methode.
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liegt die resultierende BandplanmatrixL vor.
Eine bezüglich der Störsituation besser ausgelegte BandplmatrixL kann wie bei
der globalen iterativen Otsu-Methode durch das Heranziehen mehrerer Energiema-
trizen erreicht werden. Die erzeugte BandplanmatrixL wird schließlich zur teil-
bandspezifischen Anfangsschätzung von Signal- und Rauschenergi sowie zur Da-
tenübertragung in der folgenden Datenphase verwendet. Wiedie globale iterative
Otsu-Methode kann auch die lokale hierarchische iterativeOtsu-Methode in jeder
Initialisierungsphase eines MIR-UWB-Paketes durchgeführt werden.
Effizienz der Verfahren
Um die Leistungsfähigkeit der beiden iterativen Koexistenzansätze bei Vorhanden-
sein von Interferenzen zu vergleichen, wird ein MIR-UWB-System mitNT =
24 Teilbändern betrachtet. Basierend auf der MIR-UWB-Senderarchitektur 1 aus
Abschnitt 3.1 werden in jedem Teilband Filterbankpulse mitTr = 50ns OOK-
moduliert und über einen AWGN-Kanal übertragen. Das betrach ete MIR-UWB-
System kann somit eine maximale Datenrate von480Mbit/s erreichen. Die einge-
setzte BP-Filterbank besitzt die Ordnung vier, einen Ripple von1 dB im Durchlass-
bereich, eine Dämpfung von50 dB im Sperrbereich sowie einen Schutzabstand von
BO = 150MHz. Zur Energiedetektion wird eine Integrationszeit vonTI = 15ns
verwendet.
Das so konfigurierte MIR-UWB-System soll unter dem Einfluss von Interferenzen
betrieben werden. Dazu werden die drei in Abschnitt 5.3.1 beschriebenen Interfe-
renzen MB-OFDM-UWB 1, MB-OFDM-UWB 2 und WLAN betrachtet, die das
MIR-UWB-System mit SIRMB1 = 0dB, SIRMB2 = 5dB und SIRW = −10 dB
stören. Für die folgenden Simulationen wird dabei angenommen, dass sich die
Störleistungen nicht ändern und dass die Interferenzen immer vorhanden sind.5
Des Weiteren sollen alle Sendeeinheiten miteinander synchro isiert sein. Um die
auftretenden Periodizitäten der beiden MB-OFDM-UWB-Interferenzen erfassen zu
können, wird zudem von einer blockweisen Übertragung der Multibandsignale mit
K = 29 ausgegangen.
Ein wichtiges Gütemaß zur Beurteilung der Leistungsfähigkeit betrifft die Anzahl
der Energiematrizen, die zur Erstellung einer Bandplanmatrix L eingesetzt wer-
5Ein interferenzfreies Szenario wird in Abschnitt 5.3 nichtbetrachtet. In diesem Fall müsste das
Vorhandensein von Interferenzen vor der Verwendung der eingesetzten Methoden der Bildverarbeitung
durch einen statistischen Test wie z.B. der oberen3σ-Grenze oder dem Kolomogorov-Smirnov-Test
[102] überprüft werden.
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den. Die zur Übertragung herangezogene BandplanmatrixL = (lki) soll dabei mit
der auf das Szenario optimal ausgelegten BandplanmatrixL⋆ = (l⋆ki) aus Abbil-
dung 5.9 möglichst ähnlich sein. Aus diesem Grund wird als Ähnlic keitsmaß der




























Abbildung 5.13 verdeutlicht den erreichbaren Korrelationskoeffizienten zwischen
L und der auf das Störszenario optimal ausgelegten Bandplanmatrix L⋆ bei ei-
nemEb/N0 = 12dB in Abhängigkeit von der Anzahl der eingesetzten Energie-
matrizen. Es werden dabei die globale Otsu-Methode, die globale iterative Otsu-
Methode und die lokale hierarchische iterative Otsu-Methode betrachtet. Es ist er-
sichtlich, dass eine vollständige Korrelation mit der auf das Störszenario ausge-
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L
Abbildung 5.13 Vergleich des Korrelationskoeffizientenρ in Abhängigkeit von der
Anzahl der zur Bandplanerstellung eingesetzten Energiematrizen bei
einemEb/N0 = 12dB für die globale Otsu-Methode, die globale
iterative Otsu-Methode und die lokale hierarchische iterative Otsu-
Methode.
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legten BandplanmatrixL⋆ für keinen der vorgestellten Koexistenzansätze erreicht
werden kann.
Alle Koexistenzansätze weisen jedoch mit zunehmender Anzahl an eingesetzten
Energiematrizen eine Konvergenz vonρ gegen einen festen Wert auf. Mit der glo-
balen Otsu-Methode kann dabei ein Korrelationskoeffizientvo ρ ≈ 0,64 durch die
Berücksichtigung von neun Energiematrizen erreicht werden. D r geringe Korrela-
tionswert ist auf eine fehlerhafte Stördetektion zurückzuführen. So wird lediglich
die WLAN-Interferenz detektiert; die energetisch schwächeren MB-OFDM-UWB-
Interferenzen werden dagegen nicht zuverlässig erkannt. Im Unterschied dazu kann
mit der globalen iterativen Otsu-Methode und mit der lokalen hierarchischen itera-
tiven Otsu-Methode ein größerer Korrelationskoeffizient von ρ ≈ 0,94 durch die
Berücksichtigung von fünf bzw. 15 Energiematrizen erreicht werden.
Um einen Kompromiss zwischen Signalisierungsoverhead undLeistungsfähigkeit
zu erreichen, werden im Folgenden zehn Energiematrizen zurErstellung der Band-
planmatrixL verwendet. Die Anzahl der dazu erforderlichen binären Nullen ent-
Abbildung 5.14 BER in Abhängigkeit vonEb/N0 für SIRW = −10 dB, SIRMB 1 =
0dB, SIRMB 2 = 5dB für AWGN, für die auf das Störszenario aus-
gelegte BandplanmatrixL⋆, für die globale Otsu-Methode, für die
globale iterative Otsu-Methode, für die lokale hierarchise iterative
Otsu-Methode sowie für den Fall keiner Methode.
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spricht somit genau der Anzahl der binären Nullen, die in derInitialisierungsphase
zur Anfangsschätzung der teilbandspezifischen Rauschenergi eingesetzt werden.
In Abbildung 5.14 ist die BER über demEb/N0 für den nicht gestörten AWGN-
Fall, für die auf das Störszenario ausgelegte Bandplanmatrix L⋆, für die globale
Otsu-Methode, für die globale iterative Otsu-Methode, fürdie lokale hierarchische
iterative Otsu-Methode sowie für den Fall keiner Methode dargestellt. Es ist ersicht-
lich, dass die Verwendung einer auf das Störszenario ausgelegten Bandplanma-
trix L⋆ annähernd zu derselben Übertragungsqualität führt wie im interferenzfreien
Fall. Die erreichbare Datenrate reduziert sich in diesem Fall auf ca.300Mbit/s.
Im Unterschied dazu führen alle Koexistenzansätze zu einerVerschlechterung der
BER. Die Verwendung der globalen Otsu-Methode führt zu einer BER, die nur
geringfügig besser ist als der Fall keiner Methode. In diesem Fall wird die erzeug-
te StördetektionsschwelleǫS maßgeblich durch die Energiewerte beeinflusst, die
durch das energetisch starke WLAN-Signal verfälscht wurden. Die beiden energe-
tisch schwächeren MB-OFDM-UWB-Interferenzen können daher nicht zuverlässig
detektiert werden, obwohl sie das MIR-UWB-System beeinflussen. Des Weiteren
ist ersichtlich, dass mit der globalen iterativen Otsu-Methode eine bessere BER
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Abbildung 5.15 Mittlere Anzahl an Iterationen innerhalb einer Energiematrix X für
Eb/N0 = 12dB.
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Die Ursache für dieses Verhalten ist in der Variation der Stöleistung innerhalb der
Teilbänder zu sehen. Innerhalb eines Teilbandes wird dabeibedingt durch einzelne
Energieausreißer eine suboptimale Stördetektionsschwelle ǫS erzeugt, die schwach
gestörte Energiewerte nicht erfassen kann. Der erwartete Performancegewinn einer
teilbandspezifischen Interferenzdetektion tritt daher nicht auf.
Einen weiteren Aspekt zur Beurteilung der Leistungsfähigkeit der beiden iterativen
Koexistenzansätze zeigt Abbildung 5.15. Es wird dabei bei ein mEb/N0 = 12dB
die auf eins normierte StördetektionsschwelleǫS in Abhängigkeit von der mittle-
ren Anzahl der Iterationsschritte innerhalb einer EnergiematrixX dargestellt. Es ist
ersichtlich, dass die obere3σ-Grenze mit der globalen iterativen Otsu-Methode be-
reits nach vier Iterationsschritten erreicht wird. Mit derlokalen hierarchischen ite-
rativen Otsu-Methode kann die obere3σ-Grenze dagegen erst nach elf Iterations-
schritten erreicht werden. Aufgrund der unterschiedlichen Konvergenzgeschwin-
digkeit ist daher die Integration der globalen iterativen Otsu-Methode in das MIR-
UWB-System der lokalen hierarchischen iterativen Otsu-Methode vorzuziehen.
Abschließend wird der Einfluss von unterschiedlicher Störleistung auf die Leis-
tungsfähigkeit der Koexistenzansätze untersucht. In Abbildung 5.16 wird dazu der
Korrelationskoeffizientρ in Abhängigkeit von SIRMB2 für SIRMB1 = 0dB und
















Abbildung 5.16 Korrelationskoeffizientρ in Abhängigkeit von SIRMB2 für SIRMB1 =
0dB undEb/N0 = 12dB.
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Eb/N0 = 12dB aufgetragen. Die WLAN-Interferenz wird für diese Analyse nicht
betrachtet. Man kann erkennen, dass die Verwendung der globalen Otsu-Methode
mit zunehmendem Unterschied der Störleistungen zu einer signifikanten Redukti-
on des Korrelationskoeffizientenρ führt. Die größte Korrelation tritt genau dann
auf, wenn die Störleistungen der beiden MB-OFDM-UWB-Interferenzen in dersel-
ben Größenordnung liegen. In diesem Fall kann eine zuverlässige Trennung von
gestörten und nicht gestörten Energiewerten erfolgen.
Die in der Praxis auftretenden Interferenzen weisen jedochmit oher Wahrschein-
lichkeit unterschiedliche Störleistungen auf. Daher wirddie Verwendung der glo-
balen Otsu-Methode zu einer signifikanten Performanceverschlechterung führen.
Wie aus Abbildung 5.16 ersichtlich, weisen die beiden iterativen Koexistenzansät-
ze diesbezüglich eine erhöhte Robustheit auf. So kann eine größere Korrelation bei
unterschiedlichen Störleistungen erreicht werden, wodurch die Leistungsfähigkeit
des MIR-UWB-Systems erhalten bleibt. Für hohe SIRMB2-Werte können nur noch
Teile des MB-OFDM-UWB-Systems 2 erkannt werden, wodurch siρ verringert.
In weiteren Simulationen werden die SIR-Werte der beiden MB-OFDM-UWB-

















Abbildung 5.17 Korrelationskoeffizientρ bei variierender Störleistung von MB-
OFDM-UWB 1 und MB-OFDM-UWB 2 mit der globalen Otsu-
Methode,Eb/N0 = 12dB.



















Abbildung 5.18 Korrelationskoeffizientρ bei variierender Störleistung von MB-
OFDM-UWB 1 und MB-OFDM-UWB 2 mit der lokalen hierarchi-


















Abbildung 5.19 Korrelationskoeffizientρ bei variierender Störleistung von MB-
OFDM-UWB 1 und MB-OFDM-UWB 2 mit der globalen iterativen
Otsu-Methode,Eb/N0 = 12dB.
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dungen 5.17, 5.18 und 5.19 bestätigen dabei das Verhalten von Abbildung 5.16.
Während die beiden iterativen Koexistenzansätze bei unterschiedlichen Störleistun-
gen beide Interferenzen ausreichend detektieren können, liefert die globale Otsu-
Methode lediglich bei ähnlicher Störleistung der beiden Interferenzen gute Detek-
tionsergebnisse. Weiter ist bei hohen SIR-Werten ein schlechteres Detektionsver-
halten feststellbar.
5.3.3 Nicht iterative Ansätze
Der vorige Abschnitt hat gezeigt, dass in dem betrachteten Störszenario eine große
Dynamik auftreten kann.6 So konnte mit der globalen Otsu-Methode lediglich die
energetisch stärkste WLAN-Interferenz erkannt werden. Die energetisch schwä-
cheren MB-OFDM-UWB-Interferenzen wurden dagegen als Rauschen interpre-
tiert. Zur Lösung dieses Problems wurde daher vorgeschlagen, di globale Otsu-
Methode iterativ zu verwenden.
Da die iterativen Koexistenzansätze mit einem Anstieg der Komplexität verbun-
den sind, wird in diesem Abschnitt eine alternative nicht itera ive Vorgehenswei-
se zur Reduktion der Dynamik vorgestellt. Eine Dynamikreduktion der inX ent-
haltenen Energiewerte (Abbildung 5.20 (a)) kann dabei durch Logarithmieren er-
folgen. Eine Logarithmierung der EnergiematrixX bewirkt dabei einerseits eine
Dämpfung von gestörten Energiewerten. Andererseits werden nicht gestörte Ener-
giewerte nur geringfügig beeinflusst. Abbildung 5.20 (b) verdeutlicht die durch
Logarithmieren resultierende Dynamikreduktion für das betrachtete Störszenario
bei einemEb/N0 = 12dB. Es ist ersichtlich, dass die beiden MB-OFDM-UWB-
Interferenzen nach Durchführung der Logarithmierung deutlich erkennbar sind.
Ein weiterer Unterschied zum vorhergehenden Abschnitt betrifft die Anzahl der
eingesetzten QuantisierungsstufenU . Im vorigen Abschnitt wurden dazuU =
KNT = 696 Quantisierungsstufen betrachtet. Ein Großteil der aus derLit atur
bekannten Bildverarbeitungsalgorithmen sind jedoch auf eine geringere Anzahl an
Quantisierungsstufen ausgerichtet.
Im Folgenden werden exemplarischU = 256 Quantisierungsstufen betrachtet. Um
eine optimale Verwendung der eingesetzten Bildverarbeitungsalgorithmen zu errei-
chen, müssen daher die Energiewerte vonX ach der Dynamikreduktion in einem
weiteren Verarbeitungsschritt angepasst werden. Die Energiewerte vonX werden
6Dynamik bezeichnet das Verhältnis des in der EnergiematrixX größten vorkommenden Energie-
wertes zum kleinsten vorkommenden Energiewert.





















































Abbildung 5.20 Beispielhafte Anpassung der EnergiematrixX (a) durch Logarith-
mierung (b) und Quantisierung (c) sowie dem daraus erstellten Band-
plan (d) bei einemEb/N0 = 12dB.
dazu so normiert, dass der größte auftretende Energiewert dem Wert 255 entspricht.
Diese Normierung bewirkt eine Zuordnung der Energiewerte vonX auf eine der
256 möglichen Quantisierungsstufen0 = ǫ0 < ǫ1 < . . . < ǫ255 = 255. Die
nach dieser Quantisierung resultierende EnergiematrixXQ ist in Abbildung 5.20
(c) dargestellt. Basierend auf der quantisierten EnergiematrixXQ kann nun mittels
eines geeigneten Schwellwertverfahrens wie z.B. der bereits erläuterten globalen
Otsu-Methode eine BandplanmatrixL erzeugt werden, in der weiße Bereiche die
gestörten Bereiche kennzeichnen (Abbildung 5.20 (d)).
Zur Erstellung vonL stehen in der Literatur eine große Anzahl an Schwellwert-
verfahren zur Verfügung. Eine detaillierte Übersicht sowie e n Vergleich von ver-
schiedenen Schwellwertverfahren findet sich z.B. in [92]. Prinzipiell lassen sich die
Schwellwertverfahren in die folgenden sieben Gruppen einteilen:
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• Clusterbasierte Schwellwertverfahren, bei denen die Graustufen in Cluster
eingeteilt werden. Auftretende Bildobjekte werden dabei als Hinter- oder als
Vordergrund klassifiziert.
• Entropiebasierte Schwellwertverfahren, bei denen die Entropien des Hinter-
und Vordergrundes eines Bildes untersucht werden.
• Objektorientierte Schwellwertverfahren, die ein zu maximierendes Ähnlich-
keitsmaß zwischen den Grauwertebildern und den binären Bildern definie-
ren.
• Histogrammbasierte Schwellwertverfahren, bei denen die Kurvenform ei-
nes Histogramms bezüglich charakteristischer Kennwerte wie z.B. Maxi-
ma/Minima oder Wendepunkte analysiert werden.
• Lokale Schwellwertverfahren, bei denen lokale Schwellwerte in Abhängig-
keit der Nachbarpixel bestimmt werden.
• Nicht lineare Schwellwertverfahren, die durch nicht lineare Filterung wie
z.B. die zweidimensionale TK-Operation [16] einen Schwellrt ermitteln.
• Räumlich basierte Schwellwertverfahren, die Korrelationen zwischen den
Bildpixeln sowie Wahrscheinlichkeitsdichten höherer Ordnung untersuchen.
Ohne Beschränkung der Allgemeinheit werden im Folgenden mit der bereits in Ab-
schnitt 5.3.2 vorgestellten globalen Otsu-Methode [71] sowie dem Kittler-Algorith-
mus [41] zwei Algorithmen der clusterbasierten Schwellwertverfahren betrachtet.
Diesen werden die entropiebasierte Kapur-Methode [108], das objektorientierte
Tsai-Verfahren [100] sowie das nicht lineare TK-Schwellwertv rfahren [16] ge-
genübergestellt.7
Kittler-Algorithmus
Der aus dem Jahr 1986 stammende Kittler-Algorithmus ist einclusterbasiertes
Schwellwertverfahren [41]. Der Algorithmus basiert auf der Häufigkeitsverteilung
der in der EnergiematrixXQ enthaltenen EnergiewertexQki, k = 1, . . . ,K, i =
1, . . . , NT. Die Verteilung der Energiewerte kann dabei durchpl, l = 0, . . . , U − 1
aus Gleichung (5.8) beschrieben werden. Abbildung 5.21 (a)zeigt das resultierende
7Räumlich- und lokalbasierte Schwellwertverfahren werdenim Folgenden aus Komplexitätsgründen
nicht betrachtet. Des Weiteren wird auf histogrammbasierte Schwellwertverfahren aufgrund der hohen
Rauschempfindlichkeit nicht eingegangen.
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Abbildung 5.21 Histogrammpl (a) und ZielfunktionJ (u) zum Auffinden der Stör-
detektionsschwelleǫS (b) bei Verwendung des Kittler-Algorithmus
für Eb/N0 = 12dB.
Histogramm fürU = 256 Quantisierungsstufen bei einemEb/N0 = 12dB.
Zum Auffinden einer Stördetektionsschwelle muss das Histogramm mittels eines
Schwellwertesu in zwei KlassenC0 = (ǫ0, . . . , ǫu) = (0, . . . , u) und C1 =
(ǫu+1, . . . , ǫU−1) = (u+ 1, . . . , U − 1) unterteilt werden. Die KlasseC0 soll da-
bei nicht gestörte Energiewerte enthalten. Gestörte Energiewerte sollen entspre-
chend durch die KlasseC1 repräsentiert werden. Beide Klassen sollen des Weite-
ren durch die normalverteilten Komponentenpl|Cz , z ∈ {0, 1} beschrieben werden.
Davon ausgehend versucht der Kittler-Algorithmus, die Histogrammwertepl, l =
0, . . . , U − 1 durchpl|Cz , z ∈ {0, 1} so zu approximieren, dass der Fehler zwi-
schenpl|Cz , z ∈ {0, 1} und den tatsächlichen Histogrammwerten minimal wird.
Der Schnittpunkt vonpl|C0 undpl|C1 liefert schließlich die Stördetektionsschwelle
ǫS = u
⋆.
Das Histogrammpl, l = 0, . . . , U − 1 kann damit durch
pl = PC0 (l) pl|C0 + PC1 (l) pl|C1 (5.17)











beschrieben werden, wobeiz ∈ {0, 1} ist. PCz (l) , z ∈ {0, 1} bezeichnet dabei
die a priori Wahrscheinlichkeiten derl-ten Quantisierungsstufe. Falls die Parame-
ter µz, σz undPCz (l) , z ∈ {0, 1} gegeben sind, existiert eine SchwelleǫS = u⋆
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am Schnittpunkt der beiden bedingten Dichtenpl|Cz , z ∈ {0, 1}, bei der der Ap-
proximationsfehler minimal ist.
Da diese Parameter jedoch im Allgemeinen unbekannt sind, muss z deren Schät-
zung von einem beliebigen Schwellwertu, 0 ≤ u ≤ 255 ausgegangen werden. Die
















(l − µ0 (u))2 pl
PC0 (u)
, σ21 (u) =
255∑
l=u+1
(l − µ1 (u))2 pl
PC1 (u)
, (5.20)
gegeben. Dies ermöglicht die Berechnung der bedingten Wahrscheinlichkeit
P (l|u) = pl|CzPCz (u)
pl
, 0 ≤ l ≤ 255 , z ∈ {0, 1}, (5.21)
dass ein quantisierter EnergiewertxQki, k = 1, . . . ,K, i = 1, . . . , NT der l-ten
Quantisierungsstufe beim Schwellwertu der richtigen Klasse, d.h. der KlasseC0
für l ≤ u oder der KlasseC1 für l > u zugeordnet wird.
Die bedingte WahrscheinlichkeitP (l|u) kann als Gütemaß zur Klassifizierung ei-
nes quantisierten EnergiewertesxQki, k = 1, . . . ,K, i = 1, . . . , NT angesehen wer-
den. Eine Schwelleu kann daher durch Maximierung vonP (l|u) gefunden wer-
den. Bei der Maximierung kannpl vernachlässigt werden, da es sowohl von den
beiden KlassenC0 undC1 als auch vom Schwellwertu unabhängig ist.
Durch Logarithmierung des Zählers und Multiplikation mit dem Faktor−2 ergibt
sich aus Gleichung (5.21):
η (l|u) =
(
l − µz (u)
σz (u)
)2
+ 2 log σz (u)− 2 logPCz (u) , (5.22)
wobei z = 0 für l ≤ u undz = 1 für l > u ist. Summiert manη (l|u) über alle
Quantisierungsstufenl = 0, . . . , U − 1 und gewichtet die Funktion mitpl, ergibt
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= 1 + [PC0 (u) log (σ0 (u)) + PC1 (u) log (σ1 (u))]
− 2 [PC0 (u) log (PC0 (u)) + PC1 (u) log (PC1 (u))] . (5.23)





J (u) . (5.24)
Der Kittler-Algorithmus kann äußerst effizient realisiertwerden. Die Vorgehens-
weise ist dabei wie folgt: Ausgehend von einem beliebig gewählten Schwellwert
u, 0 ≤ u ≤ 255 werden in einem ersten Schritt die klassenspezifischen Parameter
µz (u), σz (u) undPCz (u) mit den Gleichungen (5.10), (5.19) und (5.20) berech-
net. Anschließend wird in einem zweiten Schritt ein verfeinerter Schwellwertu⋆
mit den Gleichungen (5.22), (5.23) und (5.24) bestimmt. Beide Schritte werden
solange wiederholt, bis die Änderung des SchwellwertesǫS unter einer vorgegebe-
nen Abbruchschwelle liegt. Es kann gezeigt werden, dass derKittler-Algorithmus
bereits nach wenigen Schritten terminiert [94].
Kapur-Methode
Die entropiebasierte Kapur-Methode aus dem Jahr 1985 [108]zielt auf eine Maxi-
mierung der Entropie derKNT quantisierten Energiewertex
Q
ki, k = 1, . . . ,K, i =
1, . . . , NT vonX
Q ab. Die Entropie beschreibt dabei den Informationsgehalt eines
Histogramms (Abbildung 5.22 (a)), das durch Gleichung (5.8) gegeben ist.
Zum Auffinden einer StördetektionsschwelleǫS werden die beiden KlassenC0 =
(ǫ0, . . . , ǫu) = (0, . . . , u) und C1 = (ǫu+1, . . . , ǫU−1) = (u+ 1, . . . , U − 1)









, l = u+ 1, . . . , 255 (5.26)




















Abbildung 5.22 Histogrammpl (a) und Zielfunktion zum Auffinden der Stördetekti-
onsschwelleǫS (b) bei Verwendung der Kapur-Methode.
beschrieben. Die KlasseC0 soll dabei nicht gestörte Energiewerte der MatrixX
Q
enthalten. Entsprechend werden gestörte Energiewerte vonXQ durchC1 repräsen-
tiert. Des Weiteren sind die vonu abhängigen klassenspezifischen a priori Wahr-
scheinlichkeitenPCz (u) , z ∈ {0, 1} durch Gleichung (5.10) gegeben.
Davon ausgehend kann die Entropie der beiden Verteilungen durch



















für C1 berechnet werden.8 Die zu maximierende ZielfunktionH (u) = HA (u) +
HB (u) ist durch die Summe der beiden Entropien gegeben (Abbildung5.22 (b)).





für die quantisierten EnergiewertexQki, k = 1, . . . ,K, i = 1, . . . , NT.
8Die berechneten Entropien haben die Einheit nat. Sie untersch iden sich somit von der durch C. E.
Shannon definierten Entropie lediglich um den Faktor1
ln 2
.
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Tsai-Algorithmus
In dem von W. Tsai im Jahr 1985 vorgeschlagenen objektorientierten Algorithmus
[100] werden die Momente der quantisierten EnergiewertexQki, k = 1, . . . ,K, i =
1, . . . , NT vonX
Q betrachtet. Ziel ist, eine zweiwertige MatrixZ = (zki) vom Typ
K ×NT aus der gegebenenK ×NT-EnergiematrixXQ so zu bestimmen, dass die
ersten drei Momente der beiden Matrizen identisch sind. Dieersten drei Momente
mXQ,ν , ν = 1, 2, 3 vonX
Q werden mithilfe des Histogrammspl, l = 0, . . . , 255




pl · lν , ν = 1, 2, 3. (5.30)
Davon ausgehend wird angenommen, dass eine zweiwertige Matrix Z existiert, die
die ideale Version der verzerrten EnergiematrixXQ ist. Die MatrixZ soll dazu aus
den beiden Wertenz0 undz1 bestehen, wobeiz0 < z1 ist. Die(k,i)-Komponenten
zki, k = 1, . . . ,K, i = 1, . . . , NT vonZ sind dabei durch
zki =
{
z0 , falls x
Q
ki ≤ u




gegeben. Die EnergiewertexQki, k = 1, . . . ,K, i = 1, . . . , NT vonX
Q, die kleiner
oder gleichu sind, werden dabei dem Wertz0 zugeordnet.
Ziel ist es nun, den Parameteru sowie die beiden Wertez0 undz1 so zu bestimmen,
dass die ersten drei Momente der beiden MatrizenXQ undZ übereinstimmen. Die
ersten drei Momente der MatrixZ ergeben sich dabei zu:
mZ,ν = PC0 (u) z
ν
0 + PC1 (u) z
ν
1 , ν = 1, 2, 3. (5.32)
Das zu lösende Gleichungssystem ist damit durch die drei Gleichungen
PC0 (u) z
1










0 + PC1 (u) z
3
1 = mXQ,3 (5.33)
gegeben.PC0 (u) undPC0 (u) beschreiben dabei die a priori Wahrscheinlichkeiten
aus Gleichung (5.10). Das Gleichungssystem ist lösbar, daPC0 (u) + PC1 (u) = 1
ist. Die optimale StördetektionsschwelleǫS = u⋆ ist gefunden, falls gilt:
mZ,ν
!
= mXQ,ν , für ν = 1, 2, 3. (5.34)
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Ein Vorschlag zur Lösung des obigen Gleichungssystems ist in [100] zu finden.
Mit dem gefundenenu⋆ kann nun die durch Gleichung (5.31) vorgegebene Zuord-
nung durchgeführt werden. Da die Übertragung auf einer binären Bandplanmatrix
basiert, muss zur Erstellung der Bandplanmatrix in einem weiteren Schrittz0 dem
Wert null zugeordnet werden und entsprechendz1 em Wert eins.
Nicht lineares Teager-Kaiser (TK) Schwellwertverfahren
In [16] wird ein einfach zu realisierendes nicht lineares TK-Schwellwertverfah-
ren vorgeschlagen, das innerhalb des MIR-UWB-Systems eingesetzt werden kann.
Dazu werden die quantisierten EnergiewertexQki, k = 1, . . . ,K, i = 1, . . . , NT
vonXQ einer zweidimensionalen gewichteten diskreten TK-Filterung unterzogen.
Die Verwendung dieser nicht linearen Filteroperation ist vorteilhaft, da es durch
eine geringe Rauschempfindlichkeit gekennzeichnet ist. Des W iteren eignet sich
diese Filterung, da es die lokal auftretende Intensitäten der quantisierten Pixelwerte
erfassen kann.





ser Arbeit sowohl in horizontaler und vertikaler Richtung als uch in diagonaler
Richtung. Die horizontale und vertikale Filteroperationen einer(k,i)-Komponente











































, k = 1, . . . ,K, i = 1, . . . , NT (5.37)
miteinander verglichen [16]. Um die lokale Aktivität einesPixelwertes wiederzu-
geben, wird dabei pixelweise das Maximum bestimmt.
Die resultierendeK × NT Matrix Ξ = (ξki) wird zur Bestimmung der Stördetek-
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wobeiα ∈ {0, 1} ein Gewichtungsparameter ist. Mit dem Parameterα kann der
Einfluss von kleinen Werten kontrolliert werden. In dieser Arbeit wird fürα, wie
in [16] vorgeschlagen, der Wert 0,2 verwendet.
Vergleich der Schwellwertverfahren
In Abbildung 5.23 ist die BER in Abhängigkeit vonEb/N0 für die vorgestellten
Schwellwertverfahren dargestellt. Es ist ersichtlich, dass mit Ausnahme des ob-
jektorientierten Tsai-Verfahrens für alle Schwellwertvefahren eine BER erreicht
werden kann, die nur geringfügig von der BER der auf die Störsituation ausgeleg-
ten BandplanmatrixL⋆ abweicht. Zur Erstellung der zur Übertragung verwende-
ten Bandplanmatrix werden bei allen Verfahren lediglich zen EnergiematrizenX
eingesetzt, um den Signalisierungsoverhead in der Initialis erungsphase möglichst
gering zu halten.























Abbildung 5.23 BER in Abhängigkeit vonEb/N0 für verschiedene Schwellwertver-
fahren.
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Abbildung 5.24 Mittlere Datenrate in Abhängigkeit vonEb/N0 für verschiedene
Schwellwertverfahren.
Die Ursache der Performanceverschlechterung verdeutlicht Abbildung 5.24, in der
die erreichbare mittlere Datenrate der Schwellwertverfahren in Abhängigkeit des
Eb/N0 dargestellt ist. Die betrachteten Algorithmen weisen dabei eine Datenrate
auf, die größer ist als die Datenrate der auf die Störsituation ausgelegten Band-
planmatrixL⋆. Dies ist auf die Nichtdetektion von gestörten Energiewerten inXQ
zurückzuführen, die in der zur Übertragung verwendeten Bandpl matrix nicht
berücksichtigt werden. Die auf der Bandplanmatrix basierte Anfangsschätzungen
von Signal- und Rauschenergie können dadurch verfälscht sein. Die Bandplan-
matrix wird des Weiteren in der Datenphase verwendet, so dass fehlerhafte Bit-
entscheidungen auftreten können. Hierbei wird die rekursive Nachführung von Sig-
nal- und Rauschenergie beeinflusst. Eine Verbesserung kanndurch das Heranziehen
einer größeren Anzahl von Energiematrizen auf Kosten einesgrößeren Signalisie-
rungsoverheads erreicht werden.
5.4 Zusammenfassung
Das Kapitel 5 befasst sich mit einfach zu realisierenden Koexist nzansätzen, die
auf eine Unterdrückung von Interferenzen innerhalb des MIR-UWB-Systems ab-
zielen. In Abschnitt 5.1 wird zunächst ein statischer Koexistenzansatz betrachtet,
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der sich durch eine äußerst geringe Komplexität auszeichnet. Aufgrund fehlender
Detektionsmechanismen stellt sich jedoch heraus, dass dieer Ansatz nicht flexibel
bezüglich dynamischen Interferenzsituationen ist.
In Abschnitt 5.2 wird daher ein echtzeitfähiger DAA-Koexistenzansatz für tempo-
räre schmalbandige Interferenzen vorgestellt. Der Ansatzermöglicht eine adaptive
Interferenzunterdrückung und stellt gleichzeitig eine ausreichende BER in inter-
ferenzfreien Situationen sicher. Anhand eines IEEE 802.11a WLAN-Signals wird
aufgezeigt, dass sowohl in der Initialisierungsphase als auch in der anschließenden
Datenphase eine zuverlässige teilbandspezifische Interferenzdetektion möglich ist.
In der Initialisierungsphase werden schmalbandige Interfer nzen mittels eines sta-
tischen Schwellwertes in jedem Teilband detektiert.
Um in der folgenden Datenphase schmalbandige Interferenzen zu unterdrücken,
werden teilbandspezifische Aktivierungsflags zur adaptiven Überwachung der In-
terferenzsituation eingesetzt. Zur Detektion einer Interfer nz wird die entschei-
dungsabhängige rekursive Nachführung der Pulsenergie modifiziert. Um eine aus-
reichende Leistungsfähigkeit des MIR-UWB-Systems in interfer nzfreien Situatio-
nen sicherzustellen und gleichzeitig eine robuste Interfer nzdetektion zu erreichen,
wird dabei eine parallele rekursive Nachführung mit zwei unterschiedlichen Ge-
wichtungsfaktoren durchgeführt. Der Algorithmus berücksi htigt dabei auch das
Verschwinden schmalbandiger Interferenzen. Dazu wird derEinfluss von aktuel-
len Energiewerten auf die rekursive Nachführung der Rauschenergie maximiert so-
bald ein Teilband als gestört angesehen wird. Falls eine Interferenz nicht mehr vor-
handen ist, wird vorgeschlagen, die verfälschte Entscheidungsschwelle durch eine
plausible Entscheidungsschwelle zu ersetzen. Simulationsergebnisse bestätigen das
Potential dieses adaptiven Koexistenzansatzes.
In Abschnitt 5.3 wird auf einen weiteren adaptiven Koexistenzansatz eingegan-
gen. Anhand eines Interferenzszenarios werden dabei verschi dene Methoden der
Bildverarbeitung untersucht, die in die bestehende Initialisierungsphase des MIR-
UWB-Systems mit geringer Komplexität integriert werden können. Basierend auf
einer zweidimensionalen Bandplanmatrix wird dabei aufgezeigt, dass dieser Ansatz
das Potential besitzt, mehrere gleichzeitig operierende Iterferenzen unterschiedli-
cher Störleistung zu unterdrücken.
Die vorgestellten iterativen Koexistenzansätze verwenden di clusterbasierte Otsu-
Methode global oder lokal hierarchisch. Bei der globalen itrativen Otsu-Methode
erfolgt die Interferenzdetektion unter Berücksichtigungaller gemessenen Energie-
werte. Detektierte Pixel werden dabei in der Bandplanmatrix ls gestört markiert
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und durch empfangsseitig gespeicherte Energiewerte ersetzt. Diese Vorgehenswei-
se terminiert, sobald die automatisch erzeugte Stördetektionsschwelle unterhalb der
oberen3σ-Grenze liegt. Im Unterschied dazu betrachtet die lokale hierarchische
iterative Otsu-Methode einzelne Teilbänder separat.
Ein Vergleich beider Methoden verdeutlicht, dass zuverlässige Detektionsergeb-
nisse bereits mit zehn Energiematrizen erreicht werden könen. Mit der globalen
iterativen Otsu-Methode kann dabei eine bessere BER mit geringerer Komplexi-
tät erzielt werden. Gleichzeitig zeichnen sich beide Verfahren dadurch aus, dass
sie mehrere Interferenzen unterschiedlicher Störleistung über einen großen SIR-
Bereich zuverlässig unterdrücken können.
Weiter werden verschiedene nicht iterative Koexistenzansätze untersucht, die auf
einer Dynamikreduktion durch Logarithmierung sowie auf einer Quantisierung der
Energiematrix basieren. Zur Bestimmung der Stördetektionsschwelle werden nach
dieser Vorverarbeitung mit der globalen Otsu-Methode und dem Kittler-Algorith-
mus zwei clusterbasierte Schwellwertverfahren verglichen. Beiden Verfahren wer-
den die entropiebasierte Kapur-Methode, das objektorientierte Tsai-Verfahren so-
wie das nicht lineare TK-Schwellwertverfahren gegenübergestellt. Die durch Simu-
lationen resultierenden Ergebnisse zeigen für alle Verfahren, dass ein Kompromiss




Eines der grundlegenden Probleme des inkohärenten MIR-UWB-Systems bzw. in-
kohärenter UWB-Kommunikationssysteme allgemein ist die effizi nte Unterdrü-
ckung schmalbandiger Interferenzen [107]. SchmalbandigeInterferenzen können
dabei beliebige Systeme sein, die innerhalb der UWB-Bandbreite operieren oder
zukünftig darin operieren könnten. Diese können trotz der Blegung eines be-
züglich UWB geringen Frequenzbereiches zu einer signifikanten Performancever-
schlechterung eines UWB-Systems führen. Zur Lösung diesesProblems sind in der
Literatur unterschiedliche sende- und empfangsseitige Ansätze bekannt.
Sendeseitig können z.B. Pulsformungsmethoden, Mehrträgemethoden oder Multi-
bandansätze zum Einsatz kommen, bei denen der gestörte Frequenzbereich nicht
verwendet wird [8]. Diese Verfahren haben jedoch den Nachteil, dass zu ihrem
effizienten Einsatz eine genaue Kenntnis der Position und der Bandbreite der Inter-
ferenz erforderlich ist.
Empfangsseitig werden oft digitale Unterdrückungstechnike betrachtet, die mit-
tels adaptiver Filterung schmalbandige Interferenzen unterdrücken sollen. Aller-
dings sind solche Ansätze aufgrund der für UWB erforderlichen ohen Abtastraten
aus praktischen Gesichtspunkten ungeeignet [58]. Die dazueinzusetzenden A/D-
Wandler wären unter anderem durch einen hohen Leistungsverbrauch sowie einen
großen Dynamikbereich zur Auflösung der schmalbandigen Interferenzen gekenn-
zeichnet. Die Verwendung eines analogen Notch-Filters isteine weitere Möglich-
keit, schmalbandige Interferenzen zu unterdrücken. Solche Ansätze setzen jedoch
voraus, dass die schmalbandige Interferenz immer präsent it und eine genaue In-
formation bezüglich der Interferenzparameter (Position der Interferenz, Bandbrei-
te der Interferenz, Interferenzleistung usw.) vorliegt. Zur Unterdrückung schmal-
bandiger Interferenzen werden aber auch Rake-basierte Empfänger vorgeschlagen
[14]. Ein Nachteil solcher Empfängerstrukturen ist die hohe Komplexität bzw. der
rasche Komplexitätsanstieg mit zunehmender Anzahl an Rake-Fingern.
Der in jedem Teilband des inkohärenten MIR-UWB-Systems eing setzte Energie-
detektor zeichnet sich durch eine besonders hohe Anfälligkeit bezüglich schmal-
bandiger Interferenzen aus. Sämtliche Interferenzen, dieim Durchlassbereich des
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analogen Front-Ends liegen, werden bei der Energiedetektion mitberücksichtigt.
Dadurch kann sich die Leistungsfähigkeit des Energiedetektors verschlechtern, wo-
durch die Fehlerwahrscheinlichkeit zunimmt.
Das Kapitel 6 betrachtet mit der Teager-Kaiser (TK) Energieoperation [17, 18, 53,
55] eine sehr einfach zu realisierende Methode zur Unterdrückung schmalbandiger
Interferenzen ohne Kenntnis der interferenzspezifischen Trägerfrequenz, Amplitu-
de oder Bandbreite [72]. Zunächst erfolgt in Abschnitt 6.1 die Definition der TK-
Operation sowie eine Beschreibung der wichtigsten Eigenschaften. Abschnitt 6.2
analysiert anschließend das Unterdrückungspotential desTK-basierten Energiede-
tektors innerhalb eines beliebigen MIR-UWB-Teilbandes. Die Analyse erfolgt für
ein schmalbandiges Signal im Basisband und wird anschließend auf den Bandpass-
bereich erweitert. Dabei wird eine Verallgemeinerung auf mehrere schmalbandige
Signale vorgenommen. In Abschnitt 6.3 wird schließlich dasIntegrationspotenti-
al der TK-Operation in die bestehende MIR-UWB-Systemarchitektur aufgezeigt.
Eine kurze Zusammenfassung rundet das Kapitel 6 ab.
6.1 Teager-Kaiser Energieoperation
Eine erste Beschreibung der TK-Energieoperation erfolgteim Jahr 1990 durch J. F.
Kaiser [46]. Ausgangspunkt ist dabei die aus der Physik bekannte Differentialglei-






x (t) = 0, (6.1)
die einen schwingenden Gegenstand der Massem beschreibt, der durch eine Fe-
der mit der FederkonstantenkF ausgelenkt wurde. Als Lösung dieser Differential-
gleichung ergibt sich eine mit der AmplitudeA, der Schwingungsfrequenzω0 =√
kF/m und mit beliebiger Anfangsphaseφ0 oszillierende Bewegungx (t) =
A cos (ω0t+ φ0).
Wenn der Gegenstand schwingt, werden, je nach Lage des Gegenstandes, kineti-









im Idealfall konstant bleibt. Unter der Annahme einer harmonischen Schwingung
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mA2ω20 ∝ A2ω20 , (6.3)
die nicht nur proportional zum Quadrat der Amplitude sonderauch proportional
zum Quadrat der Schwingungsfrequenz ist.
6.1.1 Definition und Eigenschaften
Zur Schätzung der in Gleichung (6.3) auftretenden Proportional tät kann die nicht
lineare TK-Operation herangezogen werden. In seiner ursprünglichen Definition
für abgetastete Signale wird diese in [46, 47] wie folgt eingführt:
Ψ(x (n)) = x2 (n)− x (n+ 1)x (n− 1) . (6.4)
Betrachtet man z.B. die mit der AbtastzeitTa abgetastete harmonische Schwingung
x (n) = A cos
(
2π nTa + φ0
)
, so liefert die in Gleichung (6.4) definierte diskrete






gezeigt werden, dass dieses Ergebnis für Frequenzen kleiner ein Achtel der Abtast-







Die TK-Operation kann auf kontinuierliche Funktionen erweitert werden, indem
diese durch die Differentialgleichung zweiter Ordnung [47]
Ψ(x (t)) = ẋ2 (t)− x (t) ẍ (t) (6.5)
ausgedrückt wird. Um die Wirkungsweise der kontinuierlichen TK-Operation auf-
zuzeigen, wird wieder eine harmonische Schwingungx (t) = A cos (ω0t+ φ0)
betrachtet. Eingesetzt in Gleichung (6.5) ergibt sich nachDurchführung der TK-
Operation
Ψ(x (t)) = A2ω20
(
sin2 (ω0t+ φ0) + cos
2 (ω0t+ φ0)
)
= A2ω20 . (6.6)
Anschaulich bedeutet dies, dass die TK-Operation für den Spezialfall einer harmo-
nischen Schwingung eine Frequenzverschiebung nach DC bewirkt. Zur Verdeut-
lichung dieses Verhaltens ist in Abbildung 6.1 das Spektrumeiner harmonischen
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Abbildung 6.1 Wirkungsweise der TK-Operation für eine harmonische Schwingung
x (t) = A cos (ω0t).
Schwingung (a) sowie das resultierende Spektrum am Ausgangder TK-Operation
(b) dargestellt.
Eine Interpretation dieses Verhaltens wird in [46] gegeben. Im Fall einer harmoni-
schen Schwingung beschreibt der Ausgang der TK-Operation die Energie, die zur
Erzeugung der Schwingung erforderlich ist. Wie aus Gleichung (6.6) hervorgeht,
ist diese Energie nicht nur von der AmplitudeA sondern auch von der Schwin-
gungsfrequenzω0 abhängig [57]. Deshalb muss beispielsweise bei konstantemA
zur Erzeugung eines10Hz Signals weniger Energie aufgebracht werden als bei
einem1000Hz Signal.
Bei der Verwendung der in Gleichung (6.5) definierten kontinuierlichen TK-Ope-
ration sind im Allgemeinen grundlegende operatorspezifische Rechenregeln zu be-
rücksichtigen. Eine detaillierte Beschreibung findet sichhierzu in [48]. Im Fol-
genden werden ausschließlich die Eigenschaften erläutert, di im Zusammenhang
mit der Unterdrückung schmalbandiger Interferenzen von Bedeutung sein können.
Eine wichtige Eigenschaft beschreibt das Verhalten der TK-Operation bei Vorhan-
densein von mehreren sich überlagernden Signalen. Falls amEingang der TK-Ope-
ration die beiden Signalex1 (t) undx2 (t) vorhanden sind, setzt sich das resultier-
ende Ausgangssignal der TK-Operation
Ψ(x1 (t) + x2 (t)) = Ψ (x1 (t)) + Ψ (x2 (t)) + Ψc (x1 (t) , x2 (t)) (6.7)
aus der Überlagerung von drei Summanden zusammen. Dabei beschreiben die ers-
ten beiden Summanden die TK-Operation der beiden Signalex1 (t) undx2 (t). Es
tritt jedoch die zusätzliche Kreuzkomponente
Ψc (x1 (t) , x2 (t)) = Ψc1 (x1 (t) , x2 (t)) + Ψc2 (x2 (t) , x1 (t))
= 2ẋ1 (t) ẋ2 (t)− x1 (t) ẍ2 (t)− x2 (t) ẍ1 (t) (6.8)
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auf. Diese Komponente berücksichtigt die durch die TK-Operation entstehenden
wechselseitigen Einflüsse der beiden Signalex1 (t) undx2 (t). Sie setzt sich aus
den beiden im Allgemeinen nicht symmetrischen SignalanteilenΨc1 (x1 (t) , x2 (t))
= ẋ1 (t) ẋ2 (t)−x1 (t) ẍ2 (t) undΨc2 (x2 (t) , x1 (t)) = ẋ2 (t) ẋ1 (t)−x2 (t) ẍ1 (t)
zusammen.
Der beschriebene Zusammenhang für zwei Signale kann aufKS sich am Eingang
der TK-Operation überlagernde Signalex1 (t), x2 (t), . . ., xKS (t) verallgemeinert
















Ψc (xj (t) , xi (t)) . (6.9)
Aus der in Gleichung (6.8) eingeführten KreuzkomponenteΨc (x1 (t) , x2 (t)) kön-
nen unmittelbar zwei Spezialfälle abgeleitet werden. So ist die Kreuzkomponente
Ψc (x (t) , x (t)) = 2Ψ (x (t)), falls x (t) mit sich selbst überlagert wird. Des Wei-
teren giltΨc (a, x (t)) = −aẍ (t). Die Kreuzkomponente einer Konstantena und
eines Signalsx (t) kann somit durch das Produkt der zweiten Ableitung vonx (t)
mit der Konstantena ausgedrückt werden. Die Kreuzkomponente verschwindet
vollständig, fallsa = 0 ist.
Des Weiteren wird in [55] die differentielle Energieoperation
Ψc,n
(




ẋ (t)x(n−1) (t)− x (t)x(n) (t)
)
(6.10)
der Ordnungn, n ≥ 2 definiert. Dieses Energiemaß beschreibt die Kreuzenergie
zwischen einem Signalx (t) und den Ableitungenx(n−2) (t) = dn−2x (t) /dtn−2
der Ordnung(n− 2). Fürn = 2 ergibt sich dabei der Zusammenhang mit der TK-
Operation, der durchΨ(x (t)) = 0,5Ψc,2 (x (t) , x (t)) gegeben ist. Von besonde-
rem Interesse ist weiter die differentielle Energieoperation der Ordnungn = 4, die
durch
Ψc,4 (x (t) , ẍ (t)) = 2
(
ẋ (t)x(3) (t)− x (t)x(4) (t)
)
(6.11)
beschrieben werden kann. Da diese Differentialgleichung durch zweimalige Dif-
ferentiation der zweiten Komponente vonΨc,2 (x (t) , x (t)) gewonnen wird, kann
sie als Energiebeschleunigungsoperation aufgefasst werden.
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In [55] wird gezeigt, dass die TK-OperationΨ(x (t)) undΨc,4 (x (t) , ẍ (t)) zur
Bestimmung der AmplitudeA sowie der Schwingungsfrequenzω0 einer harmoni-







x (t) , x(3) (t)








Eine Verallgemeinerung auf mehrere sich überlagernde harmonische Schwingung-
en ist jedoch aufgrund der nicht linearen Eigenschaft der zug unde liegenden Dif-
ferentialgleichungen nicht möglich.
6.1.2 Modifizierte Teager-Kaiser Energieoperation
Die TK-Energieoperation kann mithilfe eines Gewichtungsfaktorsk 6= 0 wie folgt
modifiziert werden [25]:
Ψk (x (t)) = kẋ (t)
2 − x (t) ẍ (t) . (6.13)
Diese Definition beinhaltet die traditionelle TK-Operation, fallsk = 1 ist. Die Fou-
riertransformierte vonΨk (x (t)) ist dabei für ein beliebiges Signalx (t) allgemein
durch
F{Ψk (x (t))} = 4π2
(
X (f) ∗ f2X (f)− kfX (f) ∗ fX (f)
)
(6.14)
gegeben. Für den Spezialfall einer harmonischen Schwingung x (t) = A cos (ω0t)
ergibt sich somit die Fouriertransformierte zu











(1− k) (δ (f + 2f0) + δ (f − 2f0)) . (6.15)
Die Wirkungsweise der modifizierten TK-Operation verdeutlicht Abbildung 6.2.
Im Unterschied zur traditionellen TK-Operation kann festgtellt werden, dass für
k 6= 1 zusätzliche Spektralkomponenten bei der Frequenz2f0 auftreten. Für den
Spezialfallk = −1 wird sogar die gesamte Energie auf diese Frequenz verschoben.
Es kann daher gefolgert werden, dass eine modifizierte TK-Operation nicht mehr
nur als DC-Frequenzverschieber operiert.
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Abbildung 6.2 Wirkungsweise der traditionellen und der modifizierten TK-Operation
am Beispiel einer harmonischen Schwingungx (t) = A cos (ω0t).
Durch diese Modifikation ändert sich die Eigenschaft der TK-Operation im Fall
mehrerer sich überlagernder Signale. Liegen am Eingang dermodifizierten TK-
Operation zwei Signalex1 (t) undx2 (t) vor, so ergibt sich an ihrem Ausgang das
Signal [25]:
Ψk (x1 (t) + x2 (t)) = Ψk (x1 (t)) +Ψk (x2 (t))+Ψ
c
k (x1 (t) , x2 (t)) , (6.16)
wobei
Ψck (x1 (t) , x2 (t)) = 2kẋ1 (t) ẋ2 (t)− x1 (t) ẍ2 (t)− x2 (t) ẍ1 (t) (6.17)
die modifizierte Kreuzkomponente der beiden Signalex1 (t) undx2 (t) bezeichnet.
In Abbildung 6.3 und Abbildung 6.4 wird der Unterschied zwischen der traditio-
nellen und der modifizierten TK-Operation verdeutlicht. InAbbildung 6.3 wird
dabei das auf eins normierte Amplitudenspektrum der am Ausgang der traditio-
nellen TK-Operation auftretenden Einzelkomponenten für einen interferenzfreien
AWGN-Fall bei einemEb/N0 = 12dB dargestellt. Als Pulsform wird der ko-
sinusförmige Pulsp (t) = pc (t) aus Gleichung (4.2) mit einer PulsdauerT =
Tp = 12,8 ns und einer Trägerfrequenzfc = 5,13GHz betrachtet. Es ist ersicht-
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| { ( n(t))}|F Y1 p(t),
c
| { ( n(t))}|F Y1
|F { ( p(t))}|Y1
Abbildung 6.3 Normiertes Amplitudenspektrum am Ausgang der traditionelle TK-
Operation fürk = 1 undEb/N0 = 12dB.



























| { ( n(t))}|F Y1,5 p(t),
c
| { ( n(t))}|F Y1,5
|F { ( p(t))}|Y1,5
Abbildung 6.4 Normiertes Amplitudenspektrum am Ausgang der modifizierten TK-
Operation fürk = 1,5 undEb/N0 = 12dB.
lich, dass nach Durchführung der TK-Operation ein großer Signalanteil in den DC-
Frequenzbereich heruntergemischt wird. Es kann allerdings auch ein geringfügiger
spektraler Beitrag um2fc beobachtet werden. Da dieser Beitrag jedoch sehr viel
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kleiner ist als die spektralen Beiträge vonΨ1 (n (t)) und Ψc1 (p (t) , n (t)), wird
eine mögliche Detektion auf den DC-Bereich beschränkt sein.
Im Gegensatz dazu verdeutlicht Abbildung 6.4, dass eine mitdem Gewichtungs-
faktor k = 1,5 modifizierte TK-Operation im AWGN-Fall das Potential zu einr
verbesserten Detektion besitzt. Auch in diesem Fall tritt zunächst wiederum ein
großer Signalanteil um DC auf. Zusätzlich kann jedoch ein sig ifikanter Anstieg
des PulsamplitudenspektrumsF{Ψ1,5 (p (t))} von ca.30 dB um 2fc beobachtet
werden. Das resultierende Pulsamplitudenspektrum ist dabei sowohl um DC als
auch um2fc größer als die Beiträge vonΨ1.5 (n (t)) undΨc1.5 (p (t) , n (t)). Im
AWGN-Fall kann daher eine verbesserte Detektion erwartet werden, falls sowohl
der DC-Bereich als auch der Frequenzbereich um2fc betrachtet wird.
Die Ursache für diesen Anstieg ist in der modifizierten TK-Operation des Pulses
p (t) zu sehen. Unter der Annahme eines vernachlässigbaren Einflusses der ersten
und zweiten Ableitung vonp (t) an der Stelle|t| = T2 kannp (t) am Ausgang der
modifizierten TK-Operation wie folgt beschrieben werden [25]:










− 0.25 (k − 1) (ωT − ωc)2 cos (2 (ωc − ωT) t)
+ 0.5
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wobeiωT = 2πT undωc = 2πfc ist. Offensichtlich führt eine Modifikation der TK-
Operation an ihrem Ausgang zu zusätzlichen Spektralkomponente . Es ist somit
möglich, die Verteilung der Pulsenergie durch eine Gewichtung der TK-Operation
zu beeinflussen. Weiter zeigt sich, dass die Verwendung sowohl der modifizierten
als auch der traditionellen TK-Operation nicht nur zu einerDC-Frequenzverschie-
bung führt, da in beiden Fällen Spektralkomponenten um2fc auftreten. Für die
traditionelle TK-Operation (k = 1) verschwinden die Spektralkomponenten bei
2 (ωc − ωT) und2 (ωc + ωT) vollständig, so dass die Energiekonzentration um2fc
geringer ist.
148 Kapitel 6: Unterdrückung schmalbandiger Interferenzen
6.2 Unterdrückungspotential der Teager-Kaiser Ener-
gieoperation
In diesem Abschnitt wird das Potential der traditionellen und der modifizierten TK-
Operation zur Unterdrückung von schmalbandigen Interferenzen unter der Annah-
me eines vernachlässigbaren thermischen Rauschens untersucht. Ausgangspunkt
der Analyse ist dabei zunächst die Beschreibung der Wirkungsweise der TK-Opera-
tion im Basisband. Anschließend erfolgt eine Analyse im Bandpassbereich, die den
Fall schmalbandiger Signale betrachtet.
6.2.1 Basisband
Um Aussagen über die Wirkungsweise der TK-Operation auf einschmalbandiges
Signal machen zu können, wird zunächst eine Analyse im Basisb nd durchgeführt.
Zur Modellierung des schmalbandigen Basisbandsignals wird dabei von einem Si-




Ai sin (ωit+ φi) (6.19)
beschrieben wird. Es besteht ausN sich überlagernden Sinusschwingungen der
AmplitudenAi, i = 1, . . . , N , der Phasenφi, i = 1, . . . , N sowie der Schwin-
gungsfrequenzenωi = 2πfi, i = 1, . . . , N . Durch Anwendung der in Gleichung
(6.13) definierten modifizierten TK-Operation aufj (t) ergibt sich unter der An-
nahmeφi = 0, i = 1, . . . , N :1















i [(k + 1) + (k − 1) cos (2ωit)] ,











1Im Allgemeinen besitzt die TK-Operation eine starke Phasenbhängigkeit. Aus Darstellungsgrün-
den wird im Folgenden jedoch ausschließlich der Spezialfall φi = 0, i = 1, . . . , N betrachtet.
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und












Für die traditionelle TK-Operation (k = 1) besteht das resultierende Signal dabei






i . Es treten jedoch beiωi−ωj und beiωi+
ωj weitere Beiträge auf, deren Größe von den Faktorenz
j
i = 0,5AiAj (ωi + ωj)
2
undzij = −0,5AiAj (ωi − ωj)2 abhängen. Eine genaue Betrachtung der auftreten-
den Frequenzkomponenten zeigt, dass eine höhere Energiekonzentration für Bei-
träge bei niedrigen Frequenzen auftritt.
Im Gegensatz dazu treten bei der modifizierten TK-Operation(k 6= 1) neben domi-
nierenden Beiträgen um DC weitere Spektralkomponenten an den Stellen2ωi, i =
1, . . . , N auf. Die die Summen- bzw. Differenzfrequenzenωi + ωj bzw.ωi − ωj
beeinflussenden Faktorenzji undz
i
j treten des Weiteren mit größerer Gewichtung
auf. Bei Anwendung der modifizierten TK-Operation tritt somit weiterhin eine ho-
he Energiekonzentration bei niedrigen Frequenzen auf. Aufgrund neu hinzukom-
mender Spektralkomponenten bei2ωi, i = 1, . . . , N reduziert sich allerdings der
relative Unterschied der Energiekonzentration zwischen den niedrigen und den ho-
hen Frequenzanteilen.
6.2.2 Bandpassbereich
Die auf das MIR-UWB-System wirkenden Schmalbandinterferenzen operieren im
Bandpassbereich. In diesem Abschnitt erfolgt daher mit denErkenntnissen des vo-
rigen Abschnitts eine analytische Beschreibung der Wirkungsweise der traditionel-
len und der modifizierten TK-Operation für den Fall einer bzw. mehrerer schmal-
bandiger Bandpasssignale [22, 25]. Aus Gründen der analytischen Beschreibbarkeit
wird dabei angenommen, dass dasl-te schmalbandige Bandpasssignal durch
jl (t) = 2Al
Nl∑
i=1
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beschrieben werden kann. Das Bandpasssignaljl (t) der Amplitude2Al besteht
dabei aus der Überlagerung vonNl Sinusschwingungen mit den Schwingungsfre-
quenzenωl,1 < ωl,2 < . . . < ωl,Nl , ωl,i = 2πfl,i, i = 1, . . . , Nl, die um die
Trägerfrequenzωcl = 2πfcl mit einer Bandbreite vonBl = 2ωNl angeordnet sind.
Falls am Eingang der TK-OperationKS schmalbandige Bandpasssignalejl (t) , l =
1, . . . ,KS vorhanden sind, muss die TK-Operation auf die Summe der Bandpasssi-
gnale angewendet werden. Das am Ausgang der TK-Operation vorliegende Signal










Ψk (jl (t)) + Ψ
c
k,m (t) (6.22)
beschrieben werden. Es besteht aus den KomponentenΨk (jl (t)) = Ψk (αl (t)) +
Ψk (βl (t))+Ψ
c
k (αl (t) , βl (t)) , l = 1, . . . ,KS, die bei Vorhandensein von mindes-
tens einem Bandpasssignal (KS ≥ 1) immer auftreten. Sie beinhalten die Beiträge,
die auf jedes einzelne Bandpasssignaljl (t) , l = 1, . . . ,KS zurückzuführen sind.
Unter der Annahme, dassωcl ≫ Bl ist, ergibt sich dabei für dasl-te Bandpasssi-
gnaljl (t) , l = 1, . . . ,KS [25]:
Ψk (jl (t)) ≈ A2l ω2cl
Nl∑
u=1
[(k + 1) + 0.5 (k − 1)
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[(k + 1) cos ((ωl,u + ωl,v) t)
− (k − 1) cos ((2ωcl + ωl,u − ωl,v) t)] . (6.23)
Dieses Ergebnis verdeutlicht, dass die Verwendung der traditionellen TK-Operation
(k = 1) auf jedes schmalbandige Bandpasssignaljl (t) , l = 1, . . . ,KS wie ein
DC-Frequenzverschieber wirkt. In diesem Fall reicht die zugehörige spektrale Be-
legung von DC bis zur größten vorkommenden BandbreiteBl, l = 1, . . . ,KS der
KS Bandpasssignale.
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Für die modifizierte TK-Operation ergeben sich dagegen zusät liche Spektralkom-
ponenten, die sich ungefähr um2ωc,l, l = 1, . . . ,KS befinden. Aufgrund dieses
Verhaltens ist eine Unterdrückung schmalbandiger Interfer nzen mithilfe der mo-
difizierten TK-Operation kritisch. Schließlich kann für den Spezialfallk = −1
die gesamte Energie nach2ωc,l, l = 1, . . . ,KS verschoben werden. Dies bestä-
tigt damit die bereits in Kapitel 6.1 getroffene Aussage, dass mit der modifizierten
TK-Operation Energieanteile zwischen bestimmten Frequenzb reichen verschoben
werden können.
Falls am Ausgang einer traditionellen bzw. einer modifizierten TK-Operation nur
Beiträge vonΨk (jl (t)) , l = 1, . . . ,KS vorliegen, könnte aufgrund vonBT ≫
Bl, l = 1, . . . ,KS eine Unterdrückung derKS schmalbandigen Bandpasssignale
durch eine entsprechende Filteroperation erreicht werden. Allerdings liegt am Aus-
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Ψck (αr (t) , βl (t)) (6.24)
eine weitere Signalkomponente vor, die jedoch nur im Fall von mindestens zwei
schmalbandigen Bandpasssignalen (KS ≥ 2) auftritt. Die KomponenteΨck,m (t)
beschreibt die Kreuzkomponenten zwischen den verschiedenen Bandpasssignalen
jl (t) und jr (t) , l 6= r. Unter der Annahme, dassωcl ≫ Bl undωcr ≫ Br gilt,
können dabei die beiden Kreuzkomponenten durch
Ψck (αr (t) , αl (t)) + Ψ
c
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)
beschrieben werden. Die dritte KreuzkomponenteΨck (αr (t) , βl (t)) ist schließlich
mit r 6= l durch
Ψck (αr (t) , βl (t))
= Ψck,r>l (αr (t) , βl (t)) + Ψ
c






−Z1,k [cos ((ωcr − ωcl − ωr,u − ωl,v) t)
+ cos ((ωcr − ωcl + ωr,u + ωl,v) t)]
−Z2,k [cos ((ωcr + ωcl − ωr,u + ωl,v) t)
+ cos ((ωcr + ωcl + ωr,u − ωl,v) t)] (6.26)
gegeben. Bei Vorhandensein von mehr als zwei Bandpasssignalen treten also zu-
sätzliche Spektralkomponenten sowohl um|ωcr − ωcl | als auch umωcr + ωcl auf.
Diese Frequenzregionen hängen somit von den Trägerfrequenzen der einzelnen
Bandpasssignale ab. Die Größe der Spektralkomponenten istdabei von der Wahl
des Gewichtungsfaktorsk abhängig. Bei Verwendung der traditionellen TK-Opera-
tion (k = 1) dominiert die Spektralkomponente um|ωcr −ωcl |. Im Gegensatz dazu
treten bei der modifizierten TK-Operation (k 6= 1) zusätzliche signifikante Spek-
tralkomponenten umωcr + ωcl auf, wodurch eine Unterdrückung schmalbandiger
Interferenzen bei der zweifachen Trägerfrequenz2ωc eines Teilbandes kritisch ist.
Um die auf dieser Analyse gefundenen Ergebnisse simulativ zu verifizieren, wird
ein625MHz breites Teilband mit der Trägerfrequenz5,2GHz für k = 1 betrachet.
Des Weiteren werdenKS = 3 schmalbandige Bandpasssignale mit den Amplituden
A1 = 1, A2 = 1/3 undA3 = 2/3, den BandbreitenB1 = 5MHz, B2 = 10MHz
undB3 = 1MHz sowie den Trägerfrequenzenfc1 = 4,98GHz, fc2 = 5,04GHz
undfc3 = 5,28GHz am Eingang der TK-Operation angenommen.
In Abbildung 6.5 ist der positive Frequenzbereich für das sich ergebende auf eins
normierte Basisbandspektrum am Ausgang der traditionelleTK-Operation darge-
stellt. Sowohl Simulation als auch das analytische Ergebnis ze gen übereinstim-
mend die sich von den drei schmalbandigen Bandpasssignalenerg benden Bei-
träge. Diese treten bei den relativen Frequenzenfc2 − fc1 = 60MHz, fc3 −
fc2 = 240MHz undfc3 − fc1 = 300MHz mit den Bandbreiten30MHz, 22MHz
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Abbildung 6.5 Normiertes Amplitudenspektrum am Ausgang der traditionelle TK-
Operation (k = 1) bei Vorhandensein dreier schmalbandiger Band-
passsignale.
und 12MHz auf. Anhand dieses Beispiels zeigt sich also, dass bei Vorhanden-
sein mehrerer schmalbandiger Bandpasssignale am Ausgang der tra itionellen TK-
Operation eine Streuung der Spektralkomponenten über der gesamten Bandbreite
des Teilbandes auftritt. Aus diesem Grund ist der Einsatz einer der TK-Operation
nachgeschalteten Filteroperation kritisch. So ist insbesondere die in [72] vorge-
schlagene Unterdrückung schmalbandiger Interferenzen mittels einer Hochpass-
Filterung (HP-Filterung) ineffizient, um alle auftretendeInterferenzen wirksam
zu unterdrücken.
Eine Möglichkeit mehrere sich im Frequenzbereich des MIR-UWB-Systems befin-
denden schmalbandigen Interferenzen zu unterdrücken, könte i einer geeigneten
Bandbreitendimensionierung der Teilbänder bestehen. Diese könnten so ausgelegt
werden, dass mögliche schmalbandige Interferenzen nur in den unteren Frequenz-
bereichen der Teilbänder auftreten. Bei einer ausreichendgroßen Bandbreite des
Teilbandes wäre in diesem Fall sichergestellt, dass z.B. die in Abbildung 6.5 dar-
gestellten Kreuzkomponenten nach Durchführung der traditionellen TK-Operation
nur in einem bestimmten Frequenzbereich innerhalb der Bandbreite des Teilbandes
auftreten. Eine wirksame Unterdrückung dieser Komponenten könnte in diesem
Fall durch eine HP-Filterung erreicht werden.
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Zur Dimensionierung der Teilbandanordnung im MIR-UWB-System sind verschie-
dene Möglichkeiten denkbar. Bei einer äquidistanten Einteilung der Teilbänder ist
die Komplexität zwar einfach. Da jedoch eine möglicherweise größere Bandbreite
für jedes Teilband verwendet werden muss, könnte sich die erreichbare Datenrate
des MIR-UWB-Systems signifikant reduzieren. Höhere Datenraten könnten dage-
gen durch eine nicht äquidistante Einteilung der Teilbänder auf Kosten einer höhe-
ren Komplexität erreicht werden.
6.3 Integration der Teager-Kaiser Energieoperation
In diesem Abschnitt wird aufgezeigt, wie die TK-Energieoperation in ein OOK-
basiertes MIR-UWB-System integriert werden kann. Es wird dabei angenommen,
dass in jedem Teilband höchstens eine schmalbandige Interferenz auftritt. Aus die-
sem Grund kann der in [72] vorgeschlagene Interferenzunterdrückungsansatz her-
angezogen werden. Dieser basiert auf dem Zusammenspiel derTK-Operation mit
einer nachgeschalteten HP-Filterung.
Wie Abbildung 6.6 verdeutlicht, können die beiden zusätzlichen analogen Kom-
ponenten mit geringer Komplexität in den Energiedetektor eines MIR-UWB-Teil-
bandes integriert werden. Nach einer rauscharmen Verstärkung durch einen LNA
und einer anschließenden BP-Filterung wird das möglicherweise schmalbandig ge-
störte Empfangssignal der TK-Operation zugeführt. Die TK-Operation wirkt dabei,
wie im vorhergehenden Abschnitt gezeigt wurde, als DC-Frequenzverschieber des
an seinem Eingang vorliegenden Signals.
LNA ( . )
2
ò
³ ®x Hs 1i
< ®x Hs 0i
BP
HPLNA TK ( . )
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ò
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< ®x Hs 0*i
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Abbildung 6.6 Vergleich der Energiedetektion mit der TK-basierten Energiedetekti-
on.
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Das resultierende niederfrequente Signal wird anschließend einer HP-Filterung zu-
geführt, um die von der schmalbandigen Interferenz abhängige Signalanteile oh-
ne Kenntnis der interferenzspezifischen Trägerfrequenz zuunterdrücken. Da die
Bandbreite eines MIR-UWB-Teilbandes viel größer ist als die Bandbreite einer
schmalbandigen Interferenz, ist eine anschließende Energied tektion möglich. Am
Ausgang des Energiedetektors wird über die mit größter Wahrscheinlichkeit gesen-
deten Bits entschieden. Im Unterschied zur traditionellenEnergiedetektion ist die
Statistik der Energieverteilung bei der TK-basierten Energiedetektion jedoch nur
für den Fall einer binären Null bekannt [18]. Aus diesem Grund wird man bei einer
TK-basierten Energiedetektion auf Look-Up-Tabellen zurückgreifen müssen.
Im Folgenden wird die Interferenzunterdrückung durch einen TK-basierten Ener-
giedetektor aufgezeigt. Abbildung 6.7 zeigt dazu das normierte Amplitudenspek-
trum der am Eingang der TK-Operation vorliegenden Signalkomp nenten bei Ver-
wendung der MIR-UWB-Senderarchitekur 1. Es wird das MIR-UWB-Teilband
der Mittenfrequenz5,13GHz und der Nutzbandbreite162,5MHz eines aus 24
Teilbändern bestehenden MIR-UWB-Systems für eine gesendet Eins bei einem
SNR = 11dB betrachtet. Als schmalbandige Interferenz tritt innerhalb des Teil-
bandes ein IEEE 802.11a WLAN-Signal der Bandbreite20MHz und der Mitten-
Abbildung 6.7 Normiertes Amplitudenspektrum am Eingang der TK-Operation bei
einem SNR= 11dB.
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Abbildung 6.8 Normiertes Amplitudenspektrum am Ausgang der TK-Operation bei
einem SNR= 11dB.
frequenz5.14GHz auf, wobei das SIR= −5 dB beträgt.
In Abbildung 6.8 ist das normierte Amplitudenspektrum aller am Ausgang der
TK-Operation auftretenden Signalkomponenten bei einem SNR = 11dB darge-
stellt. Das UWB-Signalspektrum des Teilbandes erstreckt si h dabei von DC bis
162,5MHz, wobei in den unteren Frequenzbereichen eine höhere Energiekonzen-
tration festgestellt werden kann. Ein ähnliches Verhaltentritt bei dem schmalbandi-
gen WLAN-Signal auf. In diesem Fall reicht das zugehörige Amplitudenspektrum
von DC bis20MHz; die Energie ist dabei sehr stark um DC verteilt. Es ist wei-
ter ersichtlich, dass durch die nicht lineare TK-Operationweitere Spektralkompo-
nenten auftreten, die auf die Kreuzkomponenten zwischen Sig al, Rauschen und
Interferenz zurückzuführen sind.
Zur Unterdrückung des durch WLAN resultierenden Signalspektrums wird nach
der TK-Operation eine HP-Filterung durchgeführt. In Abbildung 6.9 ist das nor-
mierte Amplitudenspektrum nach der HP-Filterung bei einemSNR= 11dB darge-
stellt. Das hier eingesetzte HP-Filter der Ordnung sechs ist durch eine Welligkeit
im Durchlassbereich von0,1 dB, einer50 dB-Sperrbereichsdämpfung sowie einen
50MHz breiten Sperrbereich charakterisiert. Man kann erkennen,dass nach der
HP-Filterung die schmalbandige Interferenz nahezu unterdrückt ist. Das Signal des
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Abbildung 6.10 Integration der TK-Operation in die bestehende MIR-UWB-
Empfängerarchitektur.
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MIR-UWB-Teilbandes weist dagegen ein Amplitudenspektrumauf, das sich von
50MHz bis 162,5MHz erstreckt. Es ist ersichtlich, dass dieses Amplitudenspek-
trum größer ist als die Amplitudenspektren der Kreuzkomponenten. Dies ermög-
licht eine auf einem Energiedetektor basierte Signaldetektion.
Die beschriebene Unterdrückung einer schmalbandigen Interferenz mit einem TK-
basierten Energiedetektor kann in jedem Teilband des MIR-UWB-Systems erfol-
gen, so dass die in Abbildung 6.10 skizzierte TK-basierte MIR-UWB-Empfänger-
architektur resultiert. Aufgrund der parallelen Anordnung der Teilbänder muss das
in jedem Teilband eingesetzte HP-Filter nur einmal dimensio iert werden.
6.4 Zusammenfassung
In diesem Kapitel wird das Potential der nicht linearen TK-Energieoperation zur
Unterdrückung schmalbandiger Interferenzen untersucht.Basierend auf der Defi-
nition der TK-Operation sowie der Beschreibung der wichtigsten Eigenschaften
wird gezeigt, dass die TK-Energieoperation als DC-Frequenzv rschieber wirkt.
Davon ausgehend wird eine modifizierte TK-Operation untersucht und der tradi-
tionellen TK-Operation gegenübergestellt. Es zeigt sich,dass die Energievertei-
lung am Ausgang der TK-Operation durch eine einfache Gewichtung der TK-
Operation signifikant beeinflusst werden kann. Dies verdeutlicht ein Vergleich der
am Ausgang einer traditionellen und modifizierten TK-Operation vorliegenden Si-
gnalspektren im AWGN-Fall. Im Unterschied zur traditionellen TK-Operation kann
ein signifikanter Anstieg des Pulsamplitudenspektrums vonca.30 dB bei der dop-
pelten Teilbandmittenfrequenz festgestellt werden. Diesführt zur Schlussfolge-
rung, dass mit der modifizierten TK-Operation ein verbesserte Detektionsverhal-
ten erwartet werden kann.
Der zweite Teil des Kapitels 6 betrachtet das Potential zur Unterdrückung schmal-
bandiger Interferenzen mithilfe der traditionellen und der modifizierten TK-Opera-
tion innerhalb eines beliebigen MIR-UWB-Teilbandes. Die Analyse erfolgt zu-
nächst für ein schmalbandiges Signal im Basisband. Dabei werden die auftretenden
Frequenzkomponenten am Ausgang der TK-Operation betrachtet. Es zeigt sich für
die traditionelle TK-Operation eine erhöhte Energiekonzentrationen im niedrigen
Frequenzbereich. Im Gegensatz dazu treten bei der modifizierten TK-Operation
neben einer dominierenden DC-Frequenzkomponente zusätzliche Frequenzkom-
ponenten bei höheren Frequenzen auf.
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Anschließend erfolgt eine erweiterte Analyse der traditionellen und der modifizier-
ten TK-Operation im Bandpassbereich für eine beliebige Anzahl an Schmalbandin-
terferenzen. Hier zeigt sich, dass die traditionelle TK-Operation bei Vorhandensein
einer Interferenz wie ein DC-Frequenzverschieber wirkt. Dies offenbart das Po-
tential der TK-Operation zur Unterdrückung schmalbandiger Interferenzen ohne
Kenntnis der interferenzspezifischen Mittenfrequenz, Amplitude oder Bandbreite.
Im Fall der modifizierten TK-Operation können zusätzliche Spektralkomponenten
bei der doppelten Mittenfrequenz des Bandpasssignals festgestellt werden.
Bei der Betrachtung mehrerer Bandpasssignale kann zudem gezeigt werden, dass
zusätzliche spektrale Komponenten am Ausgang der TK-Operation uftreten. Die-
se resultieren aus den Kreuzkomponenten zwischen den verschiedenen Bandpasssi-
gnalen. Eine Verifikation der theoretischen Ergebnisse durch Simulation bestätigt,
dass bei Vorhandensein von mehreren schmalbandigen Bandpasssignalen am Aus-
gang der TK-Operation eine Streuung der Spektralkomponente über die gesamte
Bandbreite eines Teilbandes auftreten kann. Dabei wird deutlich, dass eine mögli-
che Unterdrückung mehrerer schmalbandiger Bandpasssignale sehr stark von den
Positionen der schmalbandigen Interferenzen im Teilband abhängt.
Abschließend wird im dritten Teil dieses Kapitels auf die Integration der TK-Opera-
tion in die bestehende MIR-UWB-Systemarchitektur eingegangen. Innerhalb eines
Teilbandes wird dabei insbesondere die Kombination der TK-Operation mit ei-
ner anschließenden HP-Filterung zur Unterdrückung eines IEEE 802.11a WLAN-
Signals aufgezeigt. Dazu wird das Amplitudenspektrum am Eingang und Ausgang
der TK-Operation sowie am Ausgang der anschließenden HP-Filterung betrachtet.
Am Ende des Kapitels wird gezeigt, dass die TK-Operation im Zusammenspiel mit
einer HP-Filterung mit nur geringem Komplexitätsanstieg in die bestehende MIR-
UWB-Empfängerarchitektur integriert werden kann.
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7 Zusammenfassung und Ausblick
Diese Arbeit befasst sich mit einem inkohärenten MIR-UWB-System, das ein viel-
versprechender und einfach zu realisierender Ansatz für eine hochdatenratige ener-
gieeffiziente Nahbereichskommunikation ist. Aufgrund seiner geringen Komplexi-
tät stellt das MIR-UWB-System eine Alternative zu den beiden Standardisierungs-
vorschlägen DS-UWB und MB-OFDM-UWB dar.
Ein grundlegendes Problem des in Kapitel 3 eingeführten MIR-UWB-Systems ist
jedoch die hohe Störempfindlichkeit der eingesetzten Energiedetektoren. Die Leis-
tungsfähigkeit des Systems kann sich dadurch reduzieren, so da s eine zuverläs-
sige Kommunikation nicht gewährleistet ist. Aus diesem Grund werden in dieser
Arbeit verschiedene Möglichkeiten aufgezeigt, die auf eine effiziente Interferenz-
unterdrückung mit geringer Komplexität abzielen.
Damit das MIR-UWB-System bereits vor seiner Inbetriebnahme möglichst robust
bezüglich Interferenzen ausgelegt werden kann, erfolgt inKapitel 4 eine statistische
Analyse einer OOK- und BPPM-spezifischen Energiedetektion. Zur Identifikati-
on von Abhängigkeiten zwischen system- und interferenzspezifischen Parametern
wird dabei der modulationsspezifische Verarbeitungsgewinn der Energiedetektion
herangezogen.
Die Analyse der Interferenzrobustheit der Energiedetektion erfolgt sowohl für eine
Sinusstörung als auch für Interferenzen mit beliebiger Bandbreite. Für OOK und
BPPM kann dabei eine Abhängigkeit der Interferenzrobustheit von der Trägerfre-
quenz der Interferenz und von der systemspezifischen Bitdauer festgestellt werden.
Anhand des modulationsspezifischen Verarbeitungsgewinnes wird gezeigt, dass die
Interferenzrobustheit der Energiedetektion durch eine geeignete Wahl der system-
spezifischen Puls- und Bitdauer verbessert werden kann.
In Kapitel 5 werden verschiedene koexistenzbasierte Ansätze zur effizienten Inter-
ferenzunterdrückung untersucht. Ausgehend von einem statischen Koexistenzan-
satz wird ein echtzeitfähiger DAA-Koexistenzansatz für temporäre schmalbandige
Interferenzen vorgestellt, der in die systemspezifische Initialisierungs- und Daten-
phase mit geringer Komplexität integriert werden kann. Dervorgeschlagene An-
satz ermöglicht eine äußerst zuverlässige adaptive Unterdrückung von temporären
schmalbandigen Interferenzen.
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Ein weiterer einfach zu realisierender adaptiver Koexistenzansatz basiert auf Me-
thoden der Bildverarbeitung. Diese können in die Initialiserungsphase des MIR-
UWB-Systems mit nur geringem Komplexitätsanstieg integriert werden. Anhand
eines Störszenarios wird dabei unter anderem das Potentialaufgezeigt, mehrere
gleichzeitig operierende Interferenzen unterschiedlicher Störleistung effizient zu
unterdrücken. Die Ergebnisse verdeutlichen, dass ein Kompr iss zwischen der
erreichbaren BER und der erreichbaren Datenrate möglich ist.
In Kapitel 6 erfolgt eine Analyse der TK-Energieoperation und einer modifizier-
ten TK-Energieoperation zur Unterdrückung von schmalbandigen Interferenzen.
Für ein schmalbandiges Basisbandsignal zeigt sich, dass der Ausgang der TK-
Operation durch eine höhere Energiekonzentration im niedrig n Frequenzbereich
gekennzeichnet ist. Im Unterschied dazu treten bei der modifizierten TK-Operation
weitere Frequenzkomponenten bei höheren Frequenzen auf.
Eine Analyse im Bandpassbereich zeigt, dass die TK-Operation für eine schmal-
bandige Interferenz wie ein DC-Frequenzverschieber wirkt. Dies offenbart das Po-
tential der TK-Operation zur Unterdrückung einer schmalbandigen Interferenz oh-
ne Kenntnis der interferenzspezifischen Trägerfrequenz, Amplitude oder Bandbrei-
te. Bei der modifizierten TK-Operation treten dagegen zusätzliche Spektralkompo-
nenten bei der zweifachen Trägerfrequenz des Bandpasssignals auf, so dass eine
Interferenzunterdrückung kritisch ist.
Die Betrachtung von mehreren schmalbandigen Interferenzen verdeutlicht, dass
am Ausgang der TK-Operation weitere Spektralkomponenten auftreten, die auf
die wechselseitigen Einflüsse der Interferenzen zurückzuführen sind. Aufgrund der
Streuung der Spektralkomponenten über der gesamten Bandbreite des Teilbandes
ist dabei eine Interferenzunterdrückung von den Störpositionen innerhalb eines
MIR-UWB-Teilbandes abhängig.
Basierend auf dieser Arbeit können weitergehende Untersuchungen erfolgen. Mit
den Erkenntnissen der Analyse der Interferenzrobustheit der OOK- und BPPM-
spezifischen Energiedetektion ist beispielsweise eine Erweiterung auf andere In-
terferenzmodelle und Pulsformen unter Kanaleinfluss denkbar. Eine weitere Frage-
stellung betrifft aber auch die analytische Beschreibung des Zusammenhangs der
BER-Performance mit dem modulationsspezifischen Verarbeitungsgewinn.
Weitere Untersuchungen können zudem für die Koexistenzansätze erfolgen, die auf
Methoden der Bildverarbeitung basieren. Dies betrifft dabei zum einen die effizi-
ente Unterdrückung von asynchron operierenden Interferenz n; zum anderen aber
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auch die Verbesserung der Leistungsfähigkeit sowie die Erhöhung der Flexibili-
tät bezüglich sich ändernden Störszenarien. Eine weitere Vbesserung verspricht
außerdem der Einsatz einer hochdatenratigen Kanalcodierung.
Zur Integration der TK-Operation in das bestehende MIR-UWB-System sind wei-
tere Fragen zu klären. Dies betrifft insbesondere den Vergleich der Leistungsfähig-
keit der TK-basierten Energiedetektion mit der herkömmlichen Energiedetektion.
Für die modifizierte TK-Operation könnte hierbei eine Optimierung des Gewich-
tungsfaktors im Zusammenspiel mit einer geeigneten Filterop ration untersucht
werden.
Es ist aber auch erforderlich, die am Ausgang der TK-Operation vorliegende un-
bekannte Statistik bei Verwendung von OOK zu beschreiben. Bi Kenntnis dieser
Statistik könnte auf den Einsatz von Look-Up-Tabellen verzichtet werden, so dass
die im MIR-UWB-System durchgeführte rekursive Nachführung der Signal- und
Rauschenergie auf eine TK-basierte Energiedetektion erweitert werden könnte.
Zur Verbesserung der Leistungsfähigkeit der TK-Operations llten darüber hinaus
die wechselseitigen Abhängigkeiten von system- und interfer nzspezifischen Para-
metern untersucht werden. Eine mögliche Analyse könnte beispielsweise die Be-
schreibung des Zusammenhangs der Sperrbandbreite des HP-Filters und der Band-
breite eines Teilbandes in Abhängigkeit von der Störpositin bzw. der relativen
Position von zwei oder mehreren Interferenzen in einem MIR-UWB-Teilband bein-
halten. Ein weiterer Aspekt betrifft aber auch die Untersuchung der Phasenabhän-
gigkeit der TK-Operation.
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A Das Price-Theorem







freier gemeinsam normalverteilter ZufallsvariablenX1 = J (t1) undX2 = J (t2)













= R2J (0) + 2R
2
J (t2 − t1) . (A.1)
Das Price-Theorem besagt, dass für die beiden ZufallsvariablenX1 undX2 mit der
Kovarianzc := c (X1,X2) = E (X1X2) − E (X1)E (X2) und der gemeinsamen
Dichtef (x1, x2) der Zusammenhang [56, 74, 82]











f (x1, x2) dx1dx2 (A.2)
besteht. Mitg (X1, X2) wird dabei eine Funktion der Zufallsvariable mit dem Er-
wartungswert





g (x1, x2) f (x1, x2) dx1dx2 (A.3)
bezeichnet, der von der Kovarianzc abhängt. Setzt man für die Zufallsvariable




2 , so kann das erste gemeinsame Moment (n = 1) mit Glei-















f (x1, x2) dx1dx2 = 4E (X1X2) (A.4)
beschrieben werden.






durch Integration nachc be-
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+ 2E2 (J (t1) J (t2))
= R2J (0) + 2R
2






und der AKFRJ (t2 − t1).
B Interferenzrobustheit der
Energiedetektion
Zur Analyse der Interferenzrobustheit der OOK- und BPPM-spezifischen Energie-
detektion werden in Kapitel 4 die zweiten MomenteQi1 undQ
i
2, i ∈ {O, P} heran-
gezogen. Beide Momente werden in Abschnitt 4.2.3 für Interfer nzen mit beliebi-
ger Bandbreite angegeben. Im Folgenden wird auf die Berechnung dieser Momente
eingegangen.
Ausgangspunkt zur Berechnung des zweiten MomentesQO1 des bei einer OOK-
spezifischen Energiedetektion auftretenden signal-, interferenz- und rauschabhän-







pi (t1) · pi (t2) · [E (J (t1)J (t2)) + E (N (t1)N (t2))] dt1dt2
(B.1)








cos (2πfct) , 0 < t < Tp
0 , sonst
(B.2)








[cos (2πfc (t1 + t2)) + cos (2πfc (t1 − t2))] (B.3)
· (RJ (t2 − t1) +RN (t2 − t1)) dt1dt2
ausgedrückt werden.RJ (t2 − t1) undRN (t2 − t1) bezeichnen dabei die AKF ei-
nes weißen, bandbegrenzten, stationären, zeitkontinuierlich n und mittelwertfreien
StörprozessesJ (t) und RauschprozessesN (t).
Das in Gleichung (B.3) auftretende Doppelintegral kann mithilfe des Parsevalschen
Theorems sowie den Annahmen|fJ + fc| ≫ BJ2 und 2fc ≫ BT2 gelöst werden.
















































































wobeia1 (f1) = f1 − fJ + fc, a2 (f1) = f1 − fJ − fc, a3 (f1) = f1 + fJ − fc und
a4 (f1) = f1 + fJ + fc ist. Durch Anwendung von Additionstheoremen sowie der
Reihenentwicklungen fürsin (x) und cos (x) erhält man schließlich das Ergebnis
aus Gleichung (4.38).
Zur Berechnung des zweiten Momentes des bei einer OOK-spezifischen Energie-










































Der erste SummandQO2,a kann dabei unter der Annahme, dass die beiden Zu-
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angegeben werden. Zur Bestimmung des zweiten SummandenQO2,b wird das im
Anhang A erläuterte Price-Theorem herangezogen. Unter derAnnahme, dass2fJ ≫
BJ und2fc ≫ BT ist, ergibt sich daraus mithilfe des Parsevalschen Theorems
QO2,b =
(













































wobei∧ (·) die Dreiecksfunktion bezeichnet. Zur Lösung der beiden Doppelinte-









































Der dritte SummandQO2,c kann unter der Annahme, dass die beiden ProzesseJ (t)























[δ (f1 + fJ) + δ (f1 − fJ)] ej2πf1t2 ∗ [δ (f1 + fc)







ausgedrückt werden. Da die auf das Teilband effektiv wirkende BandbreiteBJ
durchBJ ≤ BT beschränkt ist, kann Gleichung (B.9) unter der Annahme|fc +
fJ| ≫ BJ und|fc + fJ| ≫ BT −BJ gelöst werden. Durch Anwendung der Reihen-
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2 , fm =
BT
2 − BJ2




























































Das zweite MomenteQP1 des bei einer BPPM-spezifischen Energiedetektion auf-





1 gegeben. Es berücksichtigt, dass bei BPPM eine um den Faktorzwei
geringere Pulsenergie zur Verfügung steht.
Die Berechnung des zweiten MomentesQP2 des bei einer BPPM-spezifischen Ener-











































gegeben. Gleichung (B.11) setzt sich aus den beiden BeiträgnQP2,a undQ
P
2,b zu-

























































Die Berechnung vonQP2,b kann unter Berücksichtigung des Vorfaktors sowie der

















wobei die Variablenfp, fm, f1 (k) und f2 (k) in Gleichung (B.10) undg2k+2 in
Gleichung (B.12) definiert sind.




AWGN Additives Weißes Gaußsches Rauschen
BER Bitfehlerrate (engl. Bit Error Rate)
4-BOK 4-Bi Orthogonal Keying
BP Bandpass
BPPM Binary Puls Position Modulation
BPSK Binary Phase Shift Kexing
CEPT European Conference of Postal and Telecommunications
CP Zyklische Präfix (engl. Cyclic Prefix)
D/A Digital/Analog
DAA Detect and Avoid
DC Direct Current
DFE Decision Feedback Equalizer
DS Direct Sequence
DVD Digital Versatile Disc
ECC European Communications Commission
EIRP Equivalent Isotropically Radiated Power Density
ETSI European Telecommunications Standards Institute
FCC Federal Communications Commission
FDMA Frequency Division Multiple Access
FFT Fast Fourier Transformation
GI Guard-Intervall
GPS Global Positioning System
GSM Global System for Mobile Communications
HDTV High Definition Television
HP Hochpass
IEEE Institute of Electrical and Electronic Engineers
IFFT Inverse Fast Fourier Transformation
ISI Inter-Symbol-Interferenz







LNA Low Noise Amplifier
LOS Sichtverbindung (engl. Line of Sight)
MB-OFDM Multiband OFDM
MIR-UWB Multiband Impulse Radio UWB
ML Maximum-Likelihood
NLOS Keine Sichtverbindung (engl. Non Line of Sight)
NTIA National Telecommunications and Information Administration




PDA Personal Digital Assistant
PDP Power Delay Profile
QPSK Quadrature Phase Shift Keying
RRC Root-Raised-Cosine
SIR Signal-zu-Störverhältnis (engl. Signal-to-Interference Ratio)
SINR Signal-zu-Interferenz-und-Störverhältnis (engl. Signal-to-Interference-
and-Noise-Ratio)
SNR Signal-zu-Rauschverhältnis (engl. Signal-to-Noise Ratio)




UMTS Universal Mobile Telecommunications System
UNII Unlicensed National Information Infrastructure
UWB Ultra Wideband
VGA Variable Gain Amplifier
WiMAX Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network
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