A recent analysis by Mark and van Gunsteren has questioned the validity Department of Biochemistry of separating different free energy components in proteins, or indeed in any and Biophysics, University of complex system. The separability of free energy terms is re-examined from Pennsylvania, Philadelphia both a theoretical and a numerical perspective. Using a power series PA 19104-6059, USA expansion of the free energy, it is found that the leading terms are free energy components that arise from individual contributions to the Hamiltonian (''in situ'' free energies). The energetic part of an in situ free energy component is given by the ensemble average of the corresponding Hamiltonian component, while the leading term in the entropic part, which was missing in the analysis of Mark and van Gunsteren, is given by the mean square fluctuation. In addition there are correlations between fluctuations in each Hamiltonian component, which give rise to a coupling, or correlation entropy. A simple system, whose configurational degrees of freedom can be completely sampled, was examined in order to determine the relative sizes of these different contributions to the free energy. Under certain conditions, the change in system free energy observed when a particular component of the Hamiltonian is removed or altered is well approximated by the change in the in situ free energy of that component. In practical terms, this allows one in these cases to separate out different free energy contributions.
Introduction
Is it valid or useful to dissect the free energy, enthalpy or entropy of a complex system such as a macromolecule in solution into components arising from particular groups, or from particular types of interactions? Such energetic dissections are widely used in theoretical studies such as free energy simulations, and in experimental studies which measure the thermodynamic perturbations introduced by defined chemical or mutagenic modifications. In addition many semi-empirical schemes for calculating total free energies decompose the free energy into different contributions, each calculated by the most appropriate method. Following previous discussions on issues of separability and the path dependence of energetic components in free energy perturbation simulations (Boresch et al., 1994; Brooks, 1990; Shi et al., 1993) , Mark & van Gunsteren (1994) have argued that one cannot in general make such a dissection, because the contributions to the free energy from different groups or interactions are inextricably coupled. Their argument is based partly on theoretical grounds, and partly on numerical examples using the free energy perturbation and thermodynamic integration methods (Mark & van Gunsteren, 1994; Smith & van Gunsteren, 1994) . Because of the central importance of free energy decomposition to both theorists and experimentalists, this issue is re-examined here from both theoretical and numerical perspectives. The crucial expression for the coupling between different energetic components used by Mark & van Gunsteren is found to be incomplete, and the correct expression for the decomposition of free energies is given. Inclusion of the missing terms makes it possible to identify entropy and free energy contributions arising from specific groups or interactions. A system is examined that is small enough so that all degrees of freedom can be sampled exhaustively. In this way the theoretical issues can be examined free from Abbreviations used: vdw, van der Waals; DAB, putrescine (1,4-diamino-butane); AVA, 5-amino valeric acid; AB, 1-amino butane; VA, valeric acid; TI, thermodynamic integration. complications caused by incomplete sampling. We consider two common ways that free energy contributions are decomposed: by different types of interactions and by different functional groups.
Theory
We start with the standard expression for the total Helmholtz free energy of a system of N particles at a given temperature, T, and volume, V:
−bH(p, q) dq dp 1
where b = 1/kT, k is Boltzmann's constant, h is Planck 's constant, and H(p, q) is the Hamiltonian of the system, which describes the energy of the system as a function of the momenta, p, and co-ordinates, q, of all the particles. The integration is carried out over all possible positions and momenta. Integration over the momenta just produces a factor of (2pmkT ) 3/2 for each particle, where m is the mass. For the purposes of free energy decomposition, therefore, we need focus only on the configurational part of this expression, which depends on the co-ordinates, q, and which may be written:
where Z is the configurational part of the partition function (McQuarrie, 1976) . If the numerator of equation (2) is factored as:
where the normalization factor fdq = V N is the configurational volume, then the configurational contribution to free energy, equation (2), may be expressed using the ensemble average of e bH(q) (Beveridge & DiCapua, 1989) :
where the brackets denote the ensemble average. The free energy in equation (4) is the excess free energy compared to a reference free energy, bA°= −ln V N , which corresponds to N non-interacting particles confined in the same volume (i.e. the excess free energy over that of an ideal gas; Beveridge & DiCapua, 1989) . While not central to the argument of Mark & van Gunsteren (1994) , we note that they do not distinguish between the total free energy given by equation (2) and the excess free energy given by the ensemble average of e bH(q) (equation (3) of Mark & van Gunsteren (1994) ). Equation (4) can be rewritten as:
where:
The exponential in the entropy term of equation (6) may be expanded in a power series as:
Taking the logarithm of equation (7), using the expansion:
. . ., collecting terms and simplifying yields:
Several points about equation (8) are worth noting. The first is that this expansion is valid for x = e b(H− H ) − 1 <1. Subject to this condition, the accuracy of this expansion decreases with increasing fluctuation in H, but it may be improved by including higher order terms. The second point is that if the probability distribution of H is Gaussian, then terms in b 3 and higher disappear, and equation (8) is exact through order b 2 (see, for example Levy et al., 1991) . The third point is that the form of equation (8) is an example of a standard result in statistical mechanics, in which one can expand the characteristic thermodynamic function (in this case the Helmholtz free energy) in terms of combinations of moments of the Hamiltonian. Furthermore, each term in the expansion may be related to the appropriate susceptibility (in this case the derivative of the mean energy with temperature, or heat capacity), and its higher-order derivatives with respect to temperature (Ma, 1976; McQuarrie, 1976) . Thus the second and third terms of equation (8) are just C v /2k, and T1C v /6k1T + C v /3k, respectively, where C v is the heat capacity. Now consider the case where the total Hamiltonian of the system may be divided into two parts, H = H 1 + H 2 , according to types of interactions, to functional groups or some other useful division. Separating out the terms arising from the two Hamiltonian components in equation (8) gives for the first, second and third order terms, respectively:
Note that these and higher-order terms in the expansion of free energy contain terms involving averages over just a single Hamiltonian component, as well as terms involving two components (coupling terms). The expression for the free energy expansion to order b 2 is thus:
which differs in an important way from that derived by Marks & van Gunsteren, in the appearance of the third and fourth terms containing the mean square fluctuations in H 1 and H 2 respectively. The inclusion of these two terms allows us to write equation (10) as: 
where one can unambiguously associate energy, entropy and free energy terms arising from particular parts of the Hamiltonian. The energy components are given by the mean values of the Hamiltonian components, and the various entropy components arise from the fluctuations:
where equation (12c) describes the covariance in fluctuations between the two components of the Hamiltonian. In general then, the free energy arising from a Hamiltonian:
may be decomposed into various contributions and expressed as:
where the entropies are given (to order b 2 ) by the Hamiltonian covariance matrix, s 2 whose elements are:
The above analysis identifies what may be termed in situ excess free energy contributions which each involve averages over terms containing just one Hamiltonian component, H i :
where only the diagonal elements of s 2 contribute to the in situ free energy. Although the in situ free energies involve averages over just one component of the Hamiltonian, they are not, it should be emphasized, completely independent of the other components, because the average is formed using the Boltzmann weighting factor involving the total Hamiltonian, e −bH . To see what the in situ excess free energy term corresponds to, we first note that equation (15) is just the power expansion of kT ln e bH i , where the average is taken over the ensemble generated with the complete Hamiltonian. This ensemble average may be written as:
where
The in situ free energy is just the change in excess system free energy obtained when that Hamiltonian component H i is switched on in the presence of all the other components, i.e. it defines a free energy difference with respect to a particular reference state for that Hamiltonian component (H = H* i ). The total free energy is then the sum of all these in situ free energies, plus the coupling entropies which come from only the off-diagonal elements of s 2 . However, the expression used by Mark & van Gunsteren for the free energy expansion is missing the diagonal terms of the Hamiltonian covariance matrix, precisely the ones that may be associated with a single component of Hamiltonian. Since the fluctuation in a particular term is always more highly correlated with itself than with any other term, the diagonal terms will be larger than the off diagonal terms (i.e. s 2 ij < zs 2 ii s 2 jj ). Of course equation (13) does show coupling between different energy terms. This occurs at two levels: explicitly in the correlations between fluctuations in different Hamiltonian terms, as given by the off-diagonal terms in the covariance matrix; and implicitly, since both the energy and entropy are formed from ensemble averages, and the probability of the system being in a certain state depends on the total Hamiltonian. The extent of this coupling cannot be derived a priori from equation (13), however, and must be examined numerically in particular systems. Some simple systems are described in the next section.
Once the total Hamiltonian is divided into particular components, the reference state and in situ free energy for each component is uniquely specified. Similarly, if the free energy change between two states is being considered, the change in an in situ free energy component is also uniquely specified as the difference in initial and final in situ values. In contrast, if the free energy change is broken up into two steps as part of a thermodynamic cycle, as is common in free energy perturbation calculations, this may be done in any number of ways, each with a different intermediate state and with different intermediate free energy changes. This is true even if the way the Hamiltonian is divided up is kept constant. This can be a problem if one wishes to identify intermediate free energy changes as the contributions of particular groups or interactions. To be concrete, consider a functional group whose contribution to the Hamiltonian consists of the electrostatic and van der Waals (vdw) contributions, H e and H v , respectively. If this group is removed, the net free energy change is, using the above notation:
where H* contains all other contributions to the Hamiltonian, including any electrostatic and vdw terms from other groups. Common ways of splitting this change up are to switch off the electrostatic and vdw contributions from the group separately. This can be done in either order:
which involves two different, and in some sense arbitrary intermediate states, and two different, and again in some sense arbitrary, definitions of the electrostatic contribution:
or:
and the vdw contribution:
The process of dividing the energy up into different contributions, and the determination of particular components through various intermediate thermodynamic states are therefore different, though related aspects of the problem of decomposing free energies.
Free Energy Calculations
In principle the free energy change between two states can be determined by evaluating the partition function in each state. In most systems, however, one cannot sample the large phase space thoroughly enough to evaluate the partition functions accurately. Instead the change is broken into many smaller steps, and the free energy change for each step is evaluated by perturbation or thermodynamic integration methods (Beveridge & DiCapua, 1989) . Mark & van Gunsteren (1994) examined the size of the coupling between energy terms numerically by considering the example of a single amino acid residue substitution in the protein azurin, using the perturbation method. Even so, in such a complex system with many degrees of freedom it is still difficult to sample adequately, as illustrated by the fact that their thermodynamic cycle had a closure error of 9.2 kJ/mol. The difficulty of adequate sampling is widespread (see e.g. Ewing & Lybrand, 1993) , making it difficult to separate the fundamental theoretical issue of coupling from the numerical problem of sampling. A more suitable system for examining the issue of separability should have only a few degrees of freedom, in order that phase space can be sampled exhaustively, yet it should be complex enough that it can be decomposed into contributions from different interactions or different groups.
We examined a pair of double-ionized molecules, putrescine (1,4-diamino-butane or DAB), and 5-amino-valeric acid (AVA), and the related singly charged compounds 1-amino-butane (AB) and valeric acid (VA), that lack one of the terminal carboxy or amino groups (Figure 1 ). Since the focus here is on the theoretical issue of separability not the accuracy of any particular potential function, a simple Hamiltonian representation of these compounds was used. Bond lengths and angles were fixed at 1.54 Å and 109.4°, respectively. Three torsion angles around the C1-C2, C2-C3, and C3-C4 bonds were defined (Figure 1 ). Parameters With the above Hamiltonian there are three degrees of freedom, the three torsion angles, giving a configurational volume of (2p) 3 . This phase space was exhaustively sampled in 5°increments, and the probability distribution P(f 1 , f 2 , f 3 ) determined using the above Hamiltonian. From this, the partition function was obtained and any required thermodynamic and ensemble averages were calculated. In a number of cases a 2°sampling resolution was used, with virtually identical results. The results are, therefore, thermodynamically exact in the sense that sampling is complete, the only error being a numerical one, which may be made as small as desired by sampling more finely.
Using this method, various contributions to the free energy were obtained for each of the four compounds. The total excess configurational free energy of each compound was obtained using the exact expression (equation (4)) or the power series expansion to O(b 2 ) (equation (13)), and the net free energy differences upon ''mutating'' one compound into another obtained by taking the difference between two compounds. The in situ contribution to the free energy from a particular interaction or group, i, was obtained to O(b 2 ) using equation (15). In addition, the free energy change of a particular chemical transformation was obtained in two steps, either changing the charge first, then the van der Waals term, or vice versa, using equations (19) and (20).
The four compounds examined here thus contain, in miniature, all the features of a more complex system such as a protein: there are different kinds of interactions: bonded (torsional) and non-bonded (charged and van der Waals), between different groups or ''side-chains'' (the terminal NH + 3 and COO − groups), which in turn affect the ''conformation'' of the molecule (the gauche/trans ratio). Also the process of changing or removing a ''side-chain'' is represented.
Results
We examined the free energy change upon transforming 1,4-diamino butane into 1-amino butane, which removes an amino group; transforming 5-amino valeric acid into either valeric acid or 1-amino butane, removing either an amino group or a carboxy group, respectively; and transforming 5-amino valeric acid into 1,4-diamino butane, ''mutating'' a carboxy group into an amino group. The free energy was decomposed into the three types of interaction; torsional, van der Waals and electrostatic. The mean and covariances of these energy contributions for the four compounds are summarized in Table 2 . In all cases the sum of the diagonal covariance terms, which represent contributions to the entropy which arise from single Hamiltonian components, are significant, being at least twice as large as the sum of off diagonal (coupling) terms.
The non-bonded contributions to free energy changes upon chemical transformation are summarfor the torsion potential for tetrahedral carbon atoms were taken directly from the CHARMM-19 force field (Brooks et al., 1983) , namely a threefold symmetric torsion potential, with minima at the gauche+ (60°), gauche− (−60°) and trans (180°) positions, and a torsion constant of 1.6 kcal/mol. Non-bonded van der Waals interactions (modelled with a 12-6 Lennard-Jones potential) and electrostatic interactions were included between atoms separated by three or more bonds. A united atom representation of the methylene and methyl carbon atoms was used. Non-bonded parameters were also taken directly from the CHARMM-19 force field, except that for simplicity the amino and carboxy groups were modelled as united atoms with net charges of +1 and −1, respectively. The size of the carboxy group united atom was chosen to give the same effective volume as the COO − group in the standard CHARMM force field. Electrostatic interactions were calculated using a dielectric constant of 4r, a simple but convenient model for solvent screening. Non-bonded parameters are summarized in Table 1 . The non-bonded energy terms were clipped at 230 kT to prevent numerical overflow for configurations with large atom overlaps. All values expressed in units of kT at 25°C (1kT = 0.59 kcal/mol).
ized in Table 3 . In the first two columns the exact free energy changes computed using equation (4) are compared with the power series expansion. Overall, the accuracy of the expansion is quite reasonable, in most cases within 10%, considering the fact that b=H − H = > 1 in many regions of the configurational space. Further analysis of the energy distributions shows that where agreement is reasonable the probability distribution of energies is approximately Gaussian. In the remaining columns of Table 3 the free energy changes are broken down into electrostatic and van der Waals contributions evaluated through intermediates in a thermodynamic cycle or by the in situ free energy expressions. Columns three and four tabulate the contributions when first the electrostatic interaction and then the van der Waals interaction of the terminal NH + 3 or COO − group is removed (the transformation of AVA into DAB is the difference in two such processes, in which first the COO − group is switched off, then the NH + 3 group is switched on). In columns five and six the same contributions are calculated for the case where the van der Waals interaction is switched off before the electrostatics. In each case the sum of the two contributions gives the total free energy change in column 1.
For the DAB : AB case switching the electrostatic and van der Waals interactions off in a different order gives quite similar results for the free energy of removing an amino group. For AVA : VA or AB there is a larger difference. In AVA the attractive interaction between the oppositely charged groups gives a high weight to configurations where the charges are close together. When the van der Waals interaction is removed first, leaving a bare charge on either the amino or carboxy end, this intermediate has configurations with All energies expressed in units of kT at 25°C (0.59 kcal/mol). DAB, 1,4-diamino butane; AVA, 5-amino valeric acid; AB, 1-amino butane; VA, valeric acid.
a Excess free energy difference calculated by the exact expression (equation (4)), or by power series expansion (equation (13)). b,c,d,e Calculated from the difference in total excess free energy upon changing the electrostatic or van der Waals component using equations (19a), (20b), (19b) , and (20a), respectively.
f Calculated from the difference in the in situ free energy contributions from a particular Hamiltonian component between the two compounds using equation (15). All energies expressed in units of kT at 25°C (0.59 kcal/mol). a Excess free energy difference calculated by the exact expression (equation (4)), or by power series expansion (equation (13)).
b Calculated from the difference in the in situ ensemble averages of a particular Hamiltonian component between the two compounds using equation (15). dynamic intermediates. His analysis of the TI method showed how one could obtain a thermodynamically consistent definition of both free energy and energy components involving, in this case, derivatives of each Hamiltonian component with respect to the thermodynamic integration parameter lambda (l). Interestingly, this form of component analysis cannot be carried out using the free energy perturbation formulism. The component analysis expressions of Brooks (1990) also of course show explicit coupling between components, although within the TI formulism these take a different form from those described here (equation (12c)), again involving derivatives of each Hamiltonian component with lambda. Boresch et al. (1994) also used the TI formalism in their analysis of component contributions to the free energy. They pointed out that while the TI method provides a way to decompose the free energy into different components without using thermodynamic intermediates, it does depend on the path of integration, i.e. on how the Hamiltonian is chosen to vary with lambda. Only in the case where the Hamiltonian components vary linearly with lambda does the contribution depend only on the initial and final states. In addition, Boresch et al. examined the size of the different components and the issue of path dependence using a simple system consisting of an ion in water. Boresch et al. suggest that the path dependence in fact introduces an additional degree of freedom that can be used to analyse free energy changes. However, Smith & van Gunsteren (1994) have argued that path dependence, either from the path of integration in TI or from choice of thermodynamic intermediates, renders component analysis meaningless.
Another example of component analysis is the work of Yu & Karplus (1988) on the thermodynamics of solvation. In this rigorous and general analysis they analysed both entropy and enthalpy contributions, breaking them down into contributions from solute-solvent interactions, and changes in solvent-solvent. Using the TI formalism they showed that there is an energetic contribution from solvent-solvent interactions, but that this is exactly cancelled by a corresponding solventsolvent entropy term. Although their use of the TI formalism would seem to imply a path dependence, subjecting this conclusion to the objections raised by Smith & van Gunsteren (1994) , in fact this cancellation is easily seen to be true for any integration pathway.
A somewhat different approach to the issue of identifying free energy contributions was taken here, to try to distinguish the issue of separability from the properties of the particular numerical method or pathway used. In the theoretical section it was shown, in terms of a power series expansion of the free energy, that one can identify energy, entropy and free energy contributions arising from single components of the Hamiltonian, which we term in situ contributions. The energetic part of an in situ free energy component is given by the closer charge-charge distances (that were previously disfavoured by bad vdw overlaps) which now contribute more to the partition function. This produces a larger change in free energy. Since this change is produced by changing only the vdw part of the Hamiltonian, the logic behind the definition of energy components given by equation (20a) attributes all this change to ''vdw'' interactions, although this is really a result of changes in the electrostatic interaction too. In this case this is clearly a misleading way of labelling such free energy changes. This results from more than just the explicit coupling between the van der Waals and electrostatic contributions in the three compounds, AVA, VA and AB. This can be seen by examining the size of the coupling terms in Table 2 . The total coupling between the vdw and electrostatic terms is 0.64 kT in AVA, and 0 in VA and AB, while the difference in ''vdw'' free energies between removing the vdw interactions first or second upon changing AVA into VA or AB is 1.2 kT and 1.58 kT, respectively (Table 3 ). The additional difference arises not just from explicit coupling in either compound therefore, but from large differences in the conformational distribution of the thermodynamic intermediates.
The in situ electrostatic and vdw contributions to the free energy changes calculated using equation (15) are given in columns seven and eight of Table 3 . In all cases, the sum of the various in situ free energy changes closely approximates the exact free energy differences, mostly to within 0.6 kcal/mol. The same kind of analysis, but in terms of in situ functional group contributions (from NH + 3 or COO − ) is given in Table 4 . The agreement between the in situ and exact results is again very good.
Discussion
Several previous studies have examined the problem of identifying specific contributions to free energy from different interactions or different groups. In reviewing the method by which one can obtain entropies and enthalpies from the thermodynamic integration (TI) free energy simulation method Brooks (1990) pointed out the path dependence of component analysis using thermo-ensemble average of that Hamiltonian component, while the entropic part is given to order b 2 by its mean square fluctuation. In addition there are explicit coupling terms that one might think of as entropies of correlation, which to order b 2 correspond to off-diagonal elements of the energy fluctuation covariance matrix. Higher-order terms in the expansion also contain terms involving just single Hamiltonian contributions, as well as products of Hamiltonian components. The offdiagonal (coupling entropy) terms are smaller than the diagonal (in situ) entropy terms, but the extent of the coupling cannot be derived a priori from the power expansion, however, and must be examined numerically in particular systems.
The relationship between the fluctuational expression for the free energy (equation (15)) and the Gaussian fluctuation expressions given previously by Levy et al. (1991) has already been noted. Comparing now with the general expression for the free energy change upon solute insertion given by Yu & Karplus (1988) , the latter have an energy term involving the average solute-solvent interaction part of the Hamiltonian, the counterpart of the first term in equation (8), and an entropy term involving the covariance of the solute-solvent interaction term with its derivative with respect to the thermodynamic integration parameter. As they point out, in the case where the solute-solvent Hamiltonian component varies linearly with lambda, their entropy term has the form of the integral (over lambda) of fluctuations in the solute-solvent Hamiltonian component, which is the counterpart of the second order and higher fluctuational terms in equation (8) .
For a given partitioning of the Hamiltonian there is a unique definition of the in situ contributions to the free energy from those Hamiltonian contributions. Each in situ free energy contribution is always defined in the context of all the other energy contributions, as given by equation (16), and furthermore is path-independent. If the coupling between a particular Hamiltonian component and others is significant, then the in situ term is not the only contribution to the free energy made by that component. However, it will usually be the largest, because it involves the mean and self correlation term. Even without explicit coupling though, the in situ free energy contributions do not depend solely on a single Hamiltonian component, because of the implicit appearance of the total Hamiltonian in the averaging. In this sense it is impossible to identify any free energy, entropy or even enthalpy term as arising purely from a single Hamiltonian component. Our major point is that, since the single Hamiltonian terms in equation (15) are uniquely defined, since they can in principle always be separated out from other contributions, and since it may turn out in particular cases that the couplings are small, the in situ expression provides a useful definition of a free energy component. We would further stress that the problems of separating out different components to the free energy, and of choosing particular intermediates in a thermodynamic cycle are different problems, since different free energy paths may give different breakdowns of the energetics even when coupling is small. Of course free energy changes evaluated using thermodynamic intermediates are meaningful when the intermediate corresponds to an actual physical state (Boresch et al., 1994) . For example switching the charge of an ionized group off might represent the neutral form of that group.
The energetics of four simple compounds were examined using exhaustive sampling of their conformational space. The difference in excess free energy between the different compounds could be decomposed in a unique (i.e. path independent) way into distinct contributions, either by type of interaction (electrostatic, van der Waals, etc.) or by functional group, with reasonable accuracy. The accuracy of such a decomposition is determined by the size of the coupling between the different energetic terms. Decomposing free energies via intermediates on different thermodynamic pathways can provide quite different free energy breakdowns from the in situ analysis. Such was the case here for one compound, amino-valeric acid, when removing or altering a group by first modifying the electrostatic or the vdw components of the Hamiltonian. Analysis of the results obtained using the power series expansion of free energies shows that path-dependent differences become appreciable not only when there is coupling between energetic components, but also when an intermediate introduced into a thermodynamic step has a significantly different conformational distribution from the initial and final compounds or other intermediates. This was the case, for example, when the vdw interaction of a group was switched off first producing an intermediate with a bare charge which could interact with other charges at very short distances. Apparently quite different partitions of free energy components result in this case because a large change in electrostatic energy is ''assigned'' to the vdw interaction, since the latter is the part of the Hamiltonian that is being varied. This effect contributes over and above the explicit coupling of the energy terms as described by equation (13).
Our analysis of the coupling of free energy contributions in terms of the Hamiltonian covariance matrix is very similar to that described by Smith & van Gunsteren (1994) , with the difference that in the latter free energy differences were examined using the thermodynamic integration methods, whereas here we evaluated the absolute free energies using exhaustive sampling. A measure of the coupling is given by the off-diagonal terms in the energy covariance matrix. Smith & van Gunsteren found significant coupling between vdw and electrostatic terms for the p-cyanophenol to p-methoxyphenol transformation. Similarly, we found this type of coupling to be significant, being the largest coupling term for the compounds described here, but with about half the magnitude found by Smith & van Gunsteren. In addition they found considerable coupling between mass and angle terms in some cases. Since Monte-Carlo simulations were used here, not molecular dynamics, there were of course no mass terms. In this regard, it is interesting to ask whether in the simplified system we have examined, the couplings are artificially small. In particular, the lack of fluctuations from explicit solvent in the model used here may lead to less coupling. The answer to this question depends in part on how the solvent fluctuations are correlated with the solute conformational fluctuations. However, as Smith & van Gunsteren have pointed out, the coupling between vdw and electrostatics terms arises because of their dependence on the same interatomic distances, so significant coupling need not require the presence of solvent. Nevertheless, results presented here with implicit solvent may represent a lower limit in the degree of coupling between different energy terms. Future studies of other more complex systems and with explicit solvent, using Hamiltonian covariance analysis, should provide more information on this point, and we are currently examining coupling in the same four solutes used in this work using explicit solvent.
In summary, the theoretical treatment of Mark & van Gunsteren (1994) is missing leading terms arising from the fluctuation in each Hamiltonian component. These are precisely the terms that allow one to associate entropy and free energy terms with particular parts of the Hamiltonian. The full power series expansion of the free energy used here allows one to define an ''in situ'' free energy associated with each Hamiltonian component, where the energetic part is given by the ensemble average of that component, and the entropic part is given by the mean square fluctuation. Examination of some simple cases whose thermodynamic properties can be calculated exactly shows that this in situ free energy breakdown provides a useful and path-independent way to decompose the free energies. While we agree that there is coupling between different energy components, we regard the conclusions of Mark & van Gunsteren to be overly pessimistic. Nevertheless, it is difficult to generalize about the actual numerical extent of coupling from the limited number of cases that have been examined in detail here and elsewhere (Smith & van Gunstere, 1994) .
