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Abstract
Given a weight matrix W of arbitrary size N × N on the real line and a sequence of matrix valued
orthogonal polynomials (Pn)n with respect to W , we study the algebra D(W ) of difference operators D
with matrix polynomial coefficients such that D(Pn) = Γn Pn , with Γn ∈ CN×N . As a consequence, we
deduce that scalar polynomials orthogonal with respect to a nondegenerate positive measure can satisfy only
difference equations of even order, and prove that the algebra of difference operators associated to any of
the four discrete classical families of Charlier, Meixner, Krawtchouk and Hahn is generated from the second
order difference operator (it is unique up to constants). We also introduce three illustrative matrix examples
showing that the situation in the matrix valued case is much more interesting. These matrix families are
the first non-trivial examples of weight matrices appearing in the literature whose orthogonal polynomials
satisfy second order difference equations.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to bring into the picture the issue of orthogonal matrix polynomials
satisfying finite order difference equations.
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It is well known that the polynomials of Charlier, Meixner, Krawtchouk and Hahn are the only
families orthogonal with respect to a positive measure on the real line which satisfy a second
order difference equation of the form
σ∆∇ pn + τ∇ pn = λn pn, n ≥ 0,
where σ and τ are polynomials of degree at most 2 and 1, respectively (independent of n), and
∆ and ∇ denote the first order difference operators:
∆( f ) = f (x + 1)− f (x), ∇( f ) = f (x)− f (x − 1). (1.1)
For similarity with the families of Hermite, Laguerre and Jacobi, which satisfy second order
differential equations, they are usually called discrete classical polynomials. The adjective
discrete means that each of these families is orthogonal with respect to a discrete measure.
Besides the second order difference equation, the discrete classical families are characterized by
a number of equivalent properties: the discrete Pearson equation for the weight, the Rodrigues’
formula, etc. (see, for instance, [4,22]).
The theory of matrix valued orthogonal polynomials starts with two papers by Kreı˘n in 1949,
see [19,20]. Nevertheless, until recently this theory suffered from a lack of interesting examples.
The situation has dramatically changed in the last eight years, where one can see a growing
number of papers devoted to introduce and study many families of orthogonal matrix polynomials
satisfying second (and higher) order differential equations of the form
P ′′n (t)F2(t)+ P ′n(t)F1(t)+ Pn(t)F0 = Λn Pn(t), n = 0, 1, . . . (1.2)
where F2, F1 and F0 are matrix polynomials (which do not depend on n) of degrees less than or
equal to 2, 1 and 0, respectively. For some of these papers, see [2,5,6,10–12,9,8,13,15,16,24].
This paper adds some more interesting examples by opening the issue of matrix valued
orthogonal polynomials satisfying difference equations. These examples show once again one
of the striking developments in this area: the discovery of many new phenomena that are
absent in the well known scalar theory. One of these phenomena is that the elements of a
family of orthogonal matrix polynomials can satisfy several linearly independent second order
differential equations like (1.2) (while each of the classical families in the scalar case, Hermite,
Laguerre and Jacobi, satisfies only one linearly independent second order differential equation)
(see [3,6,9,14,23]). As this paper shows that situation also happens with orthogonal matrix
polynomials satisfying second order difference equations.
As a consequence of that phenomenon, the algebra D(W ) of differential operators associated
to a weight matrix W has arisen as a major character of this theory. This algebra is formed by all
the differential operators of the form
D =
k
j=0

d
dt
 j
F j ,
where F j , j = 0, . . . , k, are matrix polynomials (which do not depend on n) with dgr(F j ) ≤ j ,
satisfying that D(Pn) = Γn Pn , where (Pn)n is a sequence of orthogonal polynomials with
respect to W and Γn ∈ CN×N (see [17]). In the scalar case, this algebra has only operators of
even order [18]. Moreover, for the classical families, this algebra is generated by the differential
operator of second order [21]. In the matrix case the situation is much more interesting: odd
operators can appeared, the algebra can have more than one generator and an operator D in
D(W ) need not to be symmetric. We say that a differential operator D is symmetric with respect
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to a weight matrix W if it satisfies ⟨D(P), Q⟩ = ⟨P, D(Q)⟩, for all matrix polynomials P and
Q, where
⟨P, Q⟩ =

PdW Q∗. (1.3)
However, the existence of an adjoint operator for each operator D ∈ D(W ) was proved in [17];
more precisely, for all operator D ∈ D(W ) there exists a unique D∗ ∈ D(W ) (of the same order)
such that ⟨D(P), Q⟩ = ⟨P, D∗(Q)⟩, for all matrix polynomials P, Q.
In this paper, we introduce the algebra D(W ) of difference operators associated to a weight
matrix W , study some of its properties and provide some illustrative examples where this algebra
does not reduce to the set formed by the scalar multiples of the identity. As far as the author
knows they are the first non-trivial examples of weight matrices appearing in the literature whose
orthogonal polynomials satisfy second order difference equations. By non-trivial we mean that
the weight matrix is not a diagonal matrix with discrete classical measures on the diagonal and
the difference operator is not a diagonal matrix with the associated difference operators on its
diagonal (or some other examples which can be reduced to that situation).
Given a sequence (Pn)n of orthogonal matrix polynomials with respect to a weight matrix W ,
the algebra D(W ) is formed by all the difference operators of the form
D =
r
l=s
sl Fl , (1.4)
satisfying that D(Pn) = Γn Pn, n ≥ 0, where s, r are integers with s ≤ 0 ≤ r,Γn ∈ CN×N and
sl , l ∈ Z, are the shift operators defined by
sl( f ) = f (x + l). (1.5)
The domain of the difference operators consider in this paper is the linear space of matrix
polynomials. We will show that the coefficients Fl , l = 0, . . . , k, of a difference operator
D ∈ D(W ) are matrix polynomials with dgr(Fl) ≤ r−s, satisfying that dgr
r
l=s lk Fl
 ≤ k for
k = 0, . . . , r − s (the reason why we consider right-hand side difference operators and left-hand
side eigenvalues will be explained in Section 3).
The fact that the shift operators sl , l ∈ Z, have two generators by iteration, the backward and
forward shift operators s−1 and s1, introduces some important differences with respect to which
it happens in the continuous case, where all differential operators are generated by the derivative.
Taking this into account, it will be convenient to consider not only the order of a difference
operator, but also its genre. We say that a finite difference operator D of the form (1.4) with
Fr , Fs ≠ 0 has order r − s and genre (s, r). Notice that difference operators with order less than
a certain positive integer do not form a linear space since the sum of two operators of order k can
be an operator of bigger order (for instance, s−1 and s1 have order 1 but s−1 + s1 has order 2).
The content of this paper is as follows. In Section 3 we will study the basic properties of
the algebra of difference operators associated to a weight matrix W . We will show that a finite
difference operator acting on the linear space of matrix polynomials can also be expressed in
form of a differential operator of infinite order, and that each operator D in D(W ) is determined
by the sequence of its eigenvalues Γn(D).
In Section 4, we establish that each operator D ∈ D(W ) has an adjoint, that is, for each
operator D in D(W ) there exists a unique operator D∗ in D(W ) satisfying ⟨D(P), Q⟩ =
⟨P, D∗(Q)⟩, for all matrix polynomials P, Q (where ⟨·, ·⟩ is defined by (1.3)). The symmetry
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of a difference operator D such that dgr(D(P)) ≤ dgr(P) for all matrix polynomial P is then
equivalent to say that D = D∗. The adjoint of an operator D in D(W ) of genre (s, r) and order
r − s has also order r − s but genre (−r,−s). In particular, if D is symmetric then r = −s and
D has to have even order. This situation is different to the continuous case, where symmetric
differential operators can have odd order. We will see, however, an example of a weight matrix
W whose algebra D(W ) contains operators of odd orders.
In Section 5 we consider the scalar case. As a consequence of the previous result on the
adjoint in the algebraD(W ), we deduce that scalar orthogonal polynomials with respect to a non-
degenerate positive measure (that is, having infinitely many points in its support) can only satisfy
difference equations of even order. We point out that the corresponding result for differential
equations was proved by Krall in 1938 [18]. We also prove that the algebras associated to the
discrete classical families of Charlier, Meixner, Krawtchouk and Hahn are generated by their
second order difference operator.
Section 6 will be devoted to show some illustrative matrix examples. We introduce a trio
of families of weight matrices (size 2 × 2) whose orthogonal polynomials satisfy second order
difference equations. For all these examples, we exhibit the difference operators in the algebra
D(W ) of order up to six and conjecture the generators for the entire algebra. The examples have
been chosen to illustrate the richness of situations one faces in the matrix valued case. In the
first example the algebra seems to be generated by the identity and three linearly independent
operators of order 2. In the second example operators of order 4 are needed to generate the entire
algebra. While these algebras are non commutative, the algebra associated to the third example
seems to be commutative and generated by the identity and a second order operator (there is only
one up to constants).
For the benefit of the reader, we conclude this Introduction displaying one of our examples.
For a > 0 and b ∈ R \ {0}, we consider the discrete weight matrix W with masses W (x) at the
nonnegative integers x ∈ N defined by
W (x) = a
x
x !

1+ x2b2 xb
xb 1

.
Orthogonal polynomials with respect to W can be defined by means of the following Rodrigues’
formula (P0 = I )
Pn(x) = ∆n

ax
(x − n)! Rn(x)

W−1(x), n ≥ 1,
where
Rn(x) =

1 xb
0 1

1+ nab2 0
0 1

1 xb
0 1
∗
,
and ∆ is the difference operator (1.1).
There are four linearly independent second order difference operators in the algebra D(W ).
Some of them but not all are symmetric. One of these symmetric operators with respect to W is
the following
s−1
−x xb
0 −x

+ s0

x + 1 −bx
0 x

+ s1
−a −ab
0 −a

.
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The eigenvalues of the sequence of orthogonal polynomials (Pn)n with respect to this operator
is given by−a + n + 1 −(a + n)b
0 −a + n

, n ≥ 0.
There are also nonsymmetric second order difference operators in D(W ). Here it is one of those
with genre (−2, 0):
s−2
1
a2

0 x(x − 1)
0 0

+ s−1 1
a2b

x −bx(2x + 2a − 1)
0 −x

+ s0 1
a2b2
−b(x + a) b2(x + a)2
−1 b(x + a)

.
The eigenvalues of the sequence of orthogonal polynomials (Pn)n with respect to this operator
is given by
1+ nab2
a2b2
−b(n + a) b2(n + a)2
−1 b(n + a)

, n ≥ 0.
2. Preliminaries
A weight matrix W is an N × N matrix of measures supported in the real line satisfying that
(1) W (A) is positive semidefinite for any Borel set A ∈ R, (2) W has finite moments of
every order, and (3)

P(t)dW (t)P∗(t) is nonsingular if the leading coefficient of the matrix
polynomial P is nonsingular. All the examples considered in this paper are discrete weight
matrices of the form
W =

x∈N
W (x)δx . (2.1)
For a discrete weight matrix W = x∈X W (x)δx , supported in a countable set X of real
numbers, the Hermitian sesquilinear form defined by (1.3) takes the form ⟨P, Q⟩ = x P(x)
W (x)Q∗(x).
If W does not satisfy condition (3) above, we will say that W is degenerate. That happens,
for instance, if W is supported in finitely many points (as is the case of the discrete classical
families of Krawtchouk and Hahn). That condition (3) is necessary and sufficient to guarantee
the existence of a sequence (Pn)n of matrix polynomials orthogonal with respect to W, Pn of
degree n with nonsingular leading coefficient. For a discrete weight matrix as (2.1) Condition (3)
is fulfilled, in particular, when W (x) is positive definite for infinitely many x ∈ N. This will be
the case of all the examples consider in Section 6. The nondegenerateness of a weight matrix W
will be essential to define the adjoint in the algebra D(W ) (see Section 4).
We are interested in weight matrices W which does not reduce to scalar weights. We say
that W reduces to scalar weights if there exists a nonsingular matrix T independent of t and a
diagonal matrix weight D(t) for which
W (t) = T D(t)T ∗.
Diagonal weights (or matrix weights which reduced to scalar weights), as a collection of N scalar
weights, belong to the study of scalar orthogonality more than to the matrix one (this is the case
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of many examples of orthogonal matrix polynomials which can be found in the literature). For
a discrete weight matrix W = x∈X W (x)δx , supported in a countable set X of real numbers,
satisfying that W (a) = I for some a ∈ X , it is easy to see that W reduces to scalar weights if
and only if W (t)W (s) = W (s)W (t) for all t, s ∈ X .
Let us remark here that (Pn)n are orthogonal with respect to W if and only if each Pn is
orthogonal to the powers tk I, k = 0, . . . , n − 1, with respect to W (or to any other basis
of CN×Nn−1 [t]). Since each orthogonal polynomial Pn has degree n with nonsingular leading
coefficient, any matrix polynomial of degree less than or equal to n can be expressed as a
linear combination of Pk, 0 ≤ k ≤ n, with matrix coefficients (multiplying on the left or on
the right). That property, together with the orthogonality, defines the sequence of orthogonal
polynomials uniquely from W up to multiplication on the left by a sequence of nonsingular
matrices (multiplication by unitary matrices for the orthonormal polynomials).
In the next section, we will show that a finite difference operator has also a representation as
a differential operator of infinite order (see Lemma 3.1). We will need the following lemma to
establish the relationship between the coefficients of both representations.
Lemma 2.1. Let r, s and q be integers with s ≤ r and 0 ≤ q. Let Gk, k = 0, . . . , r − s, be
matrix polynomials of degree at most q. Then the linear equations
r
l=s
lk Fl = Gk, k = 0, . . . , r − s, (2.2)
determine the functions Fl , l = s, . . . , r , uniquely from Gk , k = 0, . . . , r − s. Moreover, if
V = V (s, r) is the Vandermonde matrix with entries Vi, j = (i + s−1) j−1, 1 ≤ i, j ≤ r − s+1,
and V [i, j], 1 ≤ i, j ≤ r−s+1, is the minor obtained by removing the i-th row and j-th column
of V , then
Fl = (−1)
l−s
det(V )
r−s
k=0
(−1)k V [l + 1− s, k + 1]Gk, l = s, . . . , r. (2.3)
Hence, Fl are polynomials of degree at most q.
Proof. For 1 ≤ i, j ≤ r − s+ 1 and x ∈ R, consider the row vectors u, f ∈ Cr−s+1 with entries
given by uh = Fh+s−1,i, j (x), h = 1, . . . , r − s + 1, and fh = Gh−1,i, j (x), h = 1, . . . , r − s + 1
(by Xl,i, j we denote the entry (i, j) of the matrix function Xl ). The Eq. (2.2) can then be written
in the form uV = f . Since det V ≠ 0, we deduce u = f V−1 from where the expression (2.3)
for Fl easily follows.
Since Gk are matrix polynomials of degree at most q, Fl are also matrix polynomials of degree
at most q. 
In order to prove the existence of the adjoint for a difference operator in D(W ), we need some
combinatorial identities which we include in the following lemmas.
Lemma 2.2. Let a, b, c be nonnegative integers. Then
a
w=0
(−1)w
 a
w
b + w
c

= (−1)a

b
c − a

. (2.4)
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If, in addition, b ≥ a, we also have
a
w=0
(−1)w
 a
w
b − w
c

=

b − a
b − c

. (2.5)
(As usual we take

i
j

= 0 for i ≥ 0 and j < 0.)
Proof. Both identities can be easily proved from the basic identity

x
y

=

x−1
y

+

x−1
y−1

using
induction on a. 
Lemma 2.3. Let r, s be integers with s ≤ r . For h = 0, . . . , r − s and v = max(1, h), . . . , r −
s + 1, define the numbers
αv,h = (−1)v+h+1

r − s + 1− h
v − h
 
s≤l1<···<lh≤r
l1 · · · lh

(2.6)
(where we take the sum in the right hand side equal to 1 for h = 0). Then, for n ≥ 0,m ≥ r−s+1
and s ≤ l ≤ r we have
(−1) j l j

m
j

=
r−s
h=0
r−s+1
v=max(1,h)
(−1) j−hl j−h

m − v
j − h

αv,h, 0 ≤ j ≤ m. (2.7)
l j

n
j

=
r−s
h=0
r−s+1
v=max(1,h)
l j−h

n + v − h
j − h

αv,h, 0 ≤ j ≤ n (2.8)
(where if l = 0 and j − h < 0, we take l j−h

n+v−h
j−h

= 0).
Proof. We first prove the identity (2.7). To simplify the writing, we define ph =s≤l1<···<lh≤r l1· · · lh, h = 0, . . . , r − s. Let us remind that we take p0 = 1.
We first consider the case l = 0. The terms in the sum in the right hand side of (2.7) are then
different to 0 only when j = h. For j ≥ r − s + 1, since h ≤ r − s, the sum (2.7) is actually
equal to 0. But also the left hand side of (2.7) is equal to 0 for l = 0 and j ≥ r − s + 1 > 0.
For j < r − s + 1, using the definition (2.6) of αv,h we can actually simplify the sum to
(−1) j+1 p j
r−s+1
v=max(1, j)
(−1)v

r − s + 1− j
v − j

. (2.9)
If 0 < j < r − s + 1, we have max(1, j) = j and by writing w = v − j , we get that (2.9) is
equal to
−p j
r−s+1− j
w=0
(−1)w

r − s + 1− j
w

= −p j (1− 1)r−s+1− j = 0.
But again the left hand side of (2.7) is equal to 0 for l = 0 and 0 < j < r − s + 1.
Finally, for j = 0, we have max(1, j) = 1 and we get that (2.9) is equal to
−
r−s+1− j
v=1
(−1)v

r − s + 1
w

= −(1− 1)r−s+1− j + 1 = 1.
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But for l = j = 0 the left hand side of (2.7) is equal to 1. Hence, we have proved the identity
(2.7) for l = 0.
Assume now l ≠ 0. The definition of (2.6) for αv,h gives
r−s
h=0
r−s+1
v=max(1,h)
(−1) j−hl j−h

m − v
j − h

αv,h
= (−1) j
r−s
h=0
l j−h ph

r−s+1
v=max(1,h)
(−1)v+1

r − s + 1− h
v − h

m − v
j − h

. (2.10)
For h > 0, we have max(1, h) = h; writing v = w+h and using (2.5) of the previous lemma,
we get
r−s+1
v=max(1,h)
(−1)v+1

r − s + 1− h
v − h

m − v
j − h

=
r−s+1−h
w=0
(−1)w+h+1

r − s + 1− h
w

m − h − w
j − h

= (−1)h+1

m − (r − s + 1)
m − j

.
For h = 0, we have max(1, h) = 1, and then, using again (2.5) of the previous lemma, we get
r−s+1
v=max(1,h)
(−1)v+1

r − s + 1
v

m − v
j

=
r−s+1
v=0
(−1)v+1

r − s + 1
v

m − v
j

+

m
j

= −

m − (r − s + 1)
m − j

+

m
j

.
We can then write the expression (2.10) in the form
r−s
h=0
r−s+1
v=max(1,h)
(−1) j−hl j−h

m − v
j − h

αv,h
= (−1) j l j

m
j

+ (−1) j

m − (r − s + 1)
m − j

×
r−s
h=0
(−1)hl j−h
 
s≤l1<···<lh≤r
l1 · · · lh

. (2.11)
Consider now the polynomial p(t) =rl=s(t − l). Cardano–Vieta’s formulas give then
p(t) =
r−s
h=0
(−1)h tr−s+1−h
 
s≤l1<···<lh≤r
l1 · · · lh

.
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We then have for l = s, . . . , r
r−s
h=0
(−1)hl j−h
 
s≤l1<···<lh≤r
l1 · · · lh

= l j−(r−s+1) p(l) = 0. (2.12)
Using (2.11), we finally get
r−s
h=0
r−s+1
v=max(1,h)
(−1) j−hl j−h

m − v
j − h

αv,h = (−1) j l j

m
j

.
The proof of (2.8) is similar but using (2.4) instead of (2.5). 
3. The algebra of difference operators
A finite difference operator can be expanded in terms of several basis. We can use powers
of the difference operators ∆ and ∇ defined by (1.1). Cross powers ∆i∇ j are not needed since
they are linear combinations of powers of ∆ and ∇ (it is an easy consequence of the formula
∆∇ = ∆−∇). However, we have found more convenient to use the shift operators sl , l ∈ Z (see
(1.5)). We can change from the basis∆k,∇k, k ≥ 0, to the basis sl , l ∈ Z, by using the formulas
(k ≥ 0)
∆k =
k
l=0
(−1)k−l

k
l

sl , ∇k =
k
l=0
(−1)l

k
l

s−l ,
sk =
k
l=0

k
l

∆l , s−k =
k
l=0
(−1)l

k
l

∇l .
Since s−1 ◦ s1 is the identity operator, all the shift operators are powers (positive or negative)
of s1.
A finite difference operator can also be written as a differential operator of infinite order.
Lemma 3.1. Let D be the finite difference operator D = rl=s sl Fl . Define the functions
Gk, k ≥ 0, by
Gk =
r
l=s
lk Fk .
Then the difference operator D coincides on the space of matrix polynomials with the differential
operator of infinite order given by
+∞
k=0
1
k!

d
dt
k
Gk . (3.1)
(Notice that the previous sum reduces to a finite sum when applied to a matrix polynomial.)
Proof. The proof is a matter of computation. Let P be a matrix polynomial then
D(P) =
r
l=s
P(x + l)Fl =
r
l=s
dgr(P)
i=0
P(i)(0)
i ! (x + l)
i Fl
A.J. Dura´n / Journal of Approximation Theory 164 (2012) 586–610 595
=
r
l=s
dgr(P)
i=0
P(i)(0)
i !
i
j=0

i
j

x i− j l j Fl
=
dgr(P)
j=0
r
l=s
l j

dgr(P)
i= j
P(i)(0)
i !

i
j

x i− j

Fl
=
dgr(P)
j=0
r
l=s
l j

dgr(P)
i= j
P(i)(0)
j ! (x
i )( j)

Fl
=
dgr(P)
j=0
r
l=s
l j
j ! P
( j)(x)Fl =
dgr(P)
j=0
P( j)(x)
j ! G j . 
We are interested in finite difference operators satisfying that dgr(D(P)) ≤ dgr(P) for
all matrix polynomial P . That condition has a number of consequences on the coefficients
Fl , l = s, . . . , r , of the difference operator D.
Lemma 3.2. Let D be a difference operator D =rl=s sl Fl . The following conditions are then
equivalent.
1. For all matrix polynomial P, D(P) is also a matrix polynomial with degree at most the degree
of P.
2. The functions Fl , l = s, . . . , r , are matrix polynomials of degree at most r − s and
dgr
r
l=s lk Fl
 ≤ k for k = 0, . . . , r − s.
Proof. We first prove (1) ⇒ (2). For k = 0, . . . , r − s, write Gk = rl=s lk Fl . Take P(x) =
xm I, 0 ≤ m ≤ r − s, then
D(P) =
r
l=s
(x + l)m Fl =
r
l=s
m
k=0
m
k

xm−klk Fl =
m
k=0
m
k

xm−k Gk . (3.2)
Since D(P) is a polynomial and dgr(D(P)) ≤ dgr(P), using induction on m, it follows easily
that for k = 0, . . . , r − s,Gk is a polynomial of degree at most k. It is now enough to apply
Lemma 2.1.
The proof of (2) ⇒ (1) is as follows. Consider again Gk =rl=s lk Fl but now for all k ≥ 0.
We have that
dgr(Gk) ≤

k, if 0 ≤ k ≤ r − s,
r − s, if k ≥ r − s + 1. (3.3)
Write again P(x) = xm I,m ≥ 0. Condition (3.3) and (3.2) show easily that dgr(D(P)) ≤
dgr(P). 
Given a nondegenerate weight matrix W and a sequence (Pn)n of orthogonal matrix
polynomials with respect to W , the algebra D(W ) of difference operators associated to W is
formed by all the finite difference operators D of the form
D =
r
l=s
sl Fl , (3.4)
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where s, r are integers with s ≤ 0 ≤ r , satisfying that D(Pn) = Γn Pn for certain matrices
Γn, n ≥ 0. Since any two sequences of orthogonal polynomials (Pn)n and (Qn)n with respect to
W are related by Pn(x) = Dn Qn(x), where Dn are nonsingular matrices (independent of x), we
deduce that the definition of the algebra D(W ) does not depend on the sequence of orthogonal
polynomials (Pn)n but only on the weight matrix W .
For any weight matrix W , the algebra D(W ) always contains the scalar multiples of the
identity (difference operators of order 0). The discrete classical scalar weights or the matrix
examples in Section 6 in this paper show however that there are weight matrices W whose
algebras of difference operators contain more that these trivial elements (in other words these
algebras contain difference operators of order bigger than 0).
In the matrix case, we consider right hand side difference operators with left eigenvalues
because of the same reasons that we consider right hand side differential operators with left
eigenvalues (see [5] or [10]). It turns out that right-hand side operators as (3.4) are left linear but
not right linear, that is D(C P) = C D(P) with P a matrix function and C a constant matrix, but,
in general, D(PC) ≠ PC . But when we are dealing with an inner product as (1.3) left linearity
is more interesting than right linearity because multiplication on the right by matrices can have
terrible consequences on orthogonality. Precisely this is the reason because it is better to consider
left eigenvalues: if D satisfies D(Pn) = PnΓn the sequence (D(Pn))n can miss the orthogonality
with respect to W .
Since dgr(Pn) = n, we have for an operator D in D(W ) that dgr(D(P)) ≤ dgr(P) for all
matrix polynomial P . Taking into account the previous lemma, we deduce that the coefficients
Fl , l = 0, . . . , k, of a difference operator D in D(W ) always satisfy that they are matrix
polynomials with dgr(Fl) ≤ r − s and dgr
r
l=s lk Fl
 ≤ k for k = 0, . . . , r − s.
We say that a difference operator D of the form (3.4) with Fs, Fr ≠ 0 has order r − s and
genre (s, r). We denote by Ds,r (W ) the set of difference operators in D(W ) with genre (s′, r ′)
satisfying s ≤ s′ and r ′ ≤ r . It is clear that Ds,r (W ) is a linear space.
The n-th eigenvalue Γˆn of a difference operator D inD(W )with respect to the sequence (Pˆn)n
of monic orthogonal polynomials is a matrix polynomial in n with degree at most the order of D.
Theorem 3.3. Let D =rl=s sl Fl be a difference operator inD(W )with D(Pˆn) = Γˆn Pˆn , where
(Pˆn)n is the sequence of monic orthogonal polynomials with respect to W . If Fl = r−si=0 F li x i ,
then
Γˆn =
r−s
k=0
n
k
 r
l=s
lk Fkl , n ≥ 0.
Hence the matrix Γˆn is a polynomial in n of degree at most the order r − s of D.
Proof. Using the differential expression for D (see Lemma 3.1), we get that
n
k=0
Pˆ(k)n
k! Gk = Γˆn Pˆn, (3.5)
where Gk =rl=s lk Fl , k ≥ 0, satisfy (3.3). Comparing monomials of degree n in (3.5), we get
Γˆn =
r−s
k=0
n
k

Gkk,
where Gkk is the coefficient of x
k in the power expansion of Gk , that is Gkk =
r
l=s lk F lk . 
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If we fix a sequence (Pn)n of orthogonal polynomials with respect to W , each difference
operator D in D(W ) is determined by the sequence of eigenvalues Γn = Γn(D), n ≥ 0, with
respect to (Pn)n .
Theorem 3.4. Let D be a difference operator in D(W ) with D(Pn) = Γn Pn . Then D is
determined by the sequence (Γn)n . Moreover, for each n ≥ 0, the application D → Γn(D)
is a representation of D(W ) in CN×N and the sequence of representations (Γn)n separates the
elements of D(W ).
Proof. Assume that there are two finite difference operators D1 = r1l=s1 sl F1,l and D2 =r2
l=s2 sl F2,l in D(W ) having the same sequence of eigenvalues (Γn)n . Write s = min(s1, s2),
r = max(r1, r2). By defining Fi, j = 0 for s ≤ j < si or ri < j ≤ r and i = 1, 2, we can
write Di = rl=s sl Fi,l , i = 1, 2. Write Gi,k = rl=s lk Fi,l , k ≥ 0. Obviously, for k ≥ 0 and
i = 1, 2,Gi,k are polynomials of degree at most r − s. Taking into account that Di (Pn) = Γn Pn
and using the expression of Di as a infinite differential operator given in Lemma 3.1 we have for
each n ≥ 1 that
Gi,n = Θ−1n

Γn Pn −
n−1
j=0
P( j)n
j ! Gi, j

,
where Θn is the leading coefficient of Pn . And for n = 0
Gi,0 = P−10 Γ0 P0.
That means that G1,0 = G2,0. It follows now easily by induction that also G1,n = G2,n , for
all n ≥ 1. Using Lemma 2.1 we conclude that also F1,l = F2,l for l = s, . . . , r . And hence
D1 = D2. 
4. The adjoint inD(W)
The key concept when we are looking for examples of weight matrices W whose sequence of
orthogonal polynomials (Pn)n satisfies difference equations of the form
r
l=s
Pn(x + l)Fl = Γl Pn(x), n ≥ 0,
is the symmetry of a difference operator. We say that a finite difference operator D =rl=s sl Fl
is symmetric with respect to the weight matrix W if ⟨D(P), Q⟩ = ⟨P, D(Q)⟩ for all matrix
polynomials P, Q.
Symmetric operators D satisfying that for all matrix polynomial P, D(P) is a matrix
polynomial with degree at most the degree of P , are always in D(W ) and can be characterized
in terms of its eigenvalues with respect to a sequence of orthonormal polynomials.
Lemma 4.1. Let D be a symmetric difference operator satisfying that for all matrix polynomial
P, D(P) is a matrix polynomial with degree at most the degree of P. Then D ∈ D(W ).
Moreover, if (Pn)n is a sequence of orthonormal polynomials with respect to W and D(Pn) =
Γn Pn , then D is symmetric if and only the eigenvalues Γn, n ≥ 0, are Hermitian.
Proof. Since D(Pk) is a polynomial of degree at most k, we have for k = 0, . . . , n − 1 that
⟨D(Pn), Pk⟩ = ⟨Pn, D(Pk)⟩ = 0. That is D(Pn) is a polynomial of degree at most n which it is
598 A.J. Dura´n / Journal of Approximation Theory 164 (2012) 586–610
orthogonal to any matrix polynomial of degree at most n − 1. Hence D(Pn) = Γn Pn , and then
D ∈ D(W ). Since (Pn)n are orthonormal, we have
Γn = Γn⟨Pn, Pn⟩ = ⟨Γn Pn, Pn⟩ = ⟨D(Pn), Pn⟩ = ⟨Pn, D(Pn)⟩ = Γ ∗n .
That is Γn is Hermitian.
Assume, on the other hand, that D(Pn) = Γn Pn with Γn, n ≥ 0, Hermitian. Then for n ≠ k
⟨D(Pn), Pk⟩ = ⟨Γn Pn, Pk⟩ = 0,
⟨Pn, D(Pk)⟩ = ⟨Pn, Pk⟩Γ ∗k = 0.
And for k = n
⟨D(Pn), Pn⟩ = ⟨Γn Pn, Pn⟩ = Γn,
⟨Pn, D(Pn)⟩ = ⟨Pn, Pn⟩Γ ∗n = Γn .
From where we conclude that ⟨D(P), Q⟩ = ⟨P, D(Q)⟩. That is D is symmetric. 
Although an operator D in the algebra D(W ) need not to be symmetric, one can always
construct an adjoint for it. We do not need to enter here in the delicate issue of domains (a difficult
one when one is defining adjoint). Actually we will prove that for each operator D ∈ D(W ) there
is a unique operator D∗ ∈ D(W ) satisfying ⟨D(P), Q⟩ = ⟨P, D∗(Q)⟩ for all matrix polynomials
P, Q.
In order to establish the existence of the adjoint we first prove that for operators D and D˜ of
order r − s and genre (s, r) and (−r,−s), respectively, the identity ⟨D(P), Q⟩ = ⟨P, D˜(Q)⟩ for
all matrix polynomials P, Q with dgr(Q) ≤ r − s automatically implies the same identity for all
matrix polynomials P, Q.
Lemma 4.2. Let D and D˜ be two difference operators
D =
r
l=s
sl Fl , D˜ =
−s
l=−r
sl F˜l ,
satisfying that dgr(D(P)), dgr(D˜(P)) ≤ dgr(P), for all matrix polynomial P. Assume that
⟨D(P), Q⟩ = ⟨P, D˜(Q)⟩, for all matrix polynomials P and Q with dgr(Q) ≤ r − s. Then
⟨D(P), Q⟩ = ⟨P, D˜(Q)⟩, for all matrix polynomials P and Q.
Proof. Using the linearity of ⟨·, ·⟩ (see (1.3)) for left multiplication by matrices, the hypothesis is
equivalent to assume that ⟨D(xn), xm⟩ = ⟨xn, D˜(xm)⟩ for all n,m with n ≥ 0 and 0 ≤ m ≤ r−s.
We have then to prove that also for m ≥ r − s + 1, ⟨D(xn), xm⟩ = ⟨xn, D˜(xm)⟩.
Write En,m = ⟨D(xn), xm⟩ and E˜n,m = ⟨xn, D˜(xm)⟩. The result will easily follow by
induction on m if we prove that for m ≥ r − s + 1 both En,m and E˜n,m are, respectively, linear
combinations with equal coefficients of a certain finite set of En′,m′ and E˜n′,m′ , with m′ < m.
More precisely, we will prove that for m ≥ r − s + 1 then
En,m =
r−s
h=0
r−s+1
v=max(1,h)
αv,h En+v−h,m−v, (4.1)
E˜n,m =
r−s
h=0
r−s+1
v=max(1,h)
αv,h E˜n+v−h,m−v, (4.2)
where the numbers αv,h are defined by (2.6).
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To do that, we first find a convenient expression for En,m and E˜n,m . Write, as before, Fl(x) =r−s
i=0 F li x i . Then for n,m ≥ 0, we get
En,m = ⟨D(xn), xm⟩ =
r
l=s

xm(x + l)n Fl(x)dW (x)
=
r
l=s
r−s
i=0
F li

xm+i (x + l)ndW (x)
=
r
l=s
r−s
i=0
F li Mm+i,n,l ,
where
Mm+i,n,l =

xm+i (x + l)ndW (x). (4.3)
In the same way, writing F˜l(x) =r−si=0 F˜ li x i , we get
E˜n,m =
r
l=s
r−s
i=0
Mn+i,m,−l(F˜−li )
∗.
Formulas (4.1) and (4.2) will then follow if we prove
Mm+i,n,l =
r−s
h=0
r−s+1
v=max(1,h)
αv,h Mm+i−v,n+v−h,l , s ≤ l ≤ r, (4.4)
Mn+i,m,−l =
r−s
h=0
r−s+1
v=max(1,h)
αv,h Mn+i+v−h,m−v,−l , s ≤ l ≤ r. (4.5)
We first prove (4.4). From (4.3), we have that
Mm+i,n,l =
n
j=0

n
j

l j

xn+m+i− j dW (x) =
n
j=0

n
j

l j mn+m+i− j ,
where mk, k = 0, 1, . . . , denotes the k-th moment mk =

xkdW (x) of the weight matrix W .
Formula (4.4) can then be written in the form
n
j=0

n
j

l j mn+m+i− j =
r−s
h=0
r−s+1
v=max(1,h)
αv,h
n+v−h
g=0

n + v − h
g

lgmn+m+i−h−g. (4.6)
If we write g = j − h, so that n +m + i − j = n +m + i − h − g, we see that formula (4.6)
is a consequence of the combinatorial identity
l j

n
j

=
r−s
h=0
r−s+1
v=max(1,h)
l j−h

n + v − h
j − h

αv,h, 0 ≤ j ≤ n.
It is now enough to apply (2.8) of Lemma 2.3.
The proof of (4.5) proceed in the same way but using (2.7) of Lemma 2.3. 
We are now ready to prove that each difference operator in D(W ) has an adjoint.
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Theorem 4.3. For any D ∈ D(W ) there is a unique difference operator D∗ ∈ D(W ) such that
⟨D(P), Q⟩ = ⟨P, D∗(Q)⟩ for all matrix polynomials P, Q. We shall refer to D∗ as the adjoint
of D. If D = rl=s sl Fl the adjoint operator D∗ can be defined as follows. Let (Pˆn)n be the
sequence of monic orthogonal polynomials associated to the weight matrix W and write (Γ˜n)n
for the sequence of eigenvalues of D with respect to (Pˆn)n (i.e. D(Pˆn) = Γˆn Pˆn, n ≥ 0). Define
inductively the matrix polynomials G˜k, k = 0, . . . , r − s, by
G˜0 = ⟨Pˆ0, Pˆ0⟩Γˆ ∗0 ⟨Pˆ0, Pˆ0⟩−1, (4.7)
G˜k = ⟨Pˆk, Pˆk⟩Γˆ ∗k ⟨Pˆk, Pˆk⟩−1 Pˆk −
k−1
j=0
Pˆ( j)k
j ! G˜ j , for 1 ≤ k ≤ r − s. (4.8)
Consider now the matrix polynomials F˜l uniquely determined by G˜l , l = 0, . . . , r − s, from the
equations
−s
l=−r lk F˜l = G˜k, k = 0, . . . , r − s (see Lemma 2.1). Then D∗ =
−s
l=−r sl F˜l . If
(Pn)n is a sequence of orthogonal polynomials with respect to W and D(Pn) = Γn Pn then
D∗(Pn) = ⟨Pn, Pn⟩Γ ∗n ⟨Pn, Pn⟩−1 Pn . (4.9)
The map D → D∗ is then a ∗-operation in the algebra D(W ). If the operator D has genre (s, r)
and order r − s, the adjoint D∗ has equal order r − s but genre (−r,−s) (and hence the adjoint
maps Ds,r (W ) into D−r,−s(W ) for any integers s, r with s ≤ 0 ≤ r).
Proof. We first prove that the operator D∗ defined above satisfies that ⟨D(P), Q⟩ = ⟨P, D∗(Q)⟩
for all matrix polynomials P, Q. Indeed, taking into account the definition of the coefficients
F˜l , l = −r, . . . ,−s, of D∗, Lemma 3.1 shows that for all polynomial P, D∗(P) =dgr(P)
j=0
P( j)
j ! G˜ j where G˜k, k = 0, . . . , r − s, are given by (4.7), (4.8) and for k ≥ r − s+1G˜k =−s
l=−r lk F˜l .
Then, for 0 ≤ k ≤ r − s, we have
D∗(Pˆk) =
k
j=0
Pˆ( j)k
j ! G˜ j = G˜k +
k−1
j=0
Pˆ( j)k
j ! G˜ j
= ⟨Pˆk, Pˆk⟩Γ ∗k ⟨Pˆk, Pˆk⟩−1 Pˆk .
Hence, for n ≥ 0, we get
⟨Pˆn, D∗(Pˆk)⟩ = ⟨Pˆn, Pˆk⟩ ⟨Pˆk, Pˆk⟩−1Γk⟨Pˆk, Pˆk⟩.
On the other hand, we have
⟨D(Pˆn), Pˆk⟩ = Γn⟨Pˆn, Pˆk⟩.
This shows that ⟨D(Pˆn), Pˆk⟩ = ⟨Pˆn, D∗(Pˆk)⟩, for 0 ≤ k ≤ r − s and all n ≥ 0. If we
apply Lemma 4.2 we get that actually ⟨D(Pˆn), Pˆk⟩ = ⟨Pˆn, D∗(Pˆk)⟩ for all 0 ≤ k, n. That is
⟨D(P), Q⟩ = ⟨P, D∗(Q)⟩ for all matrix polynomials P, Q.
As a consequence, if (Pn)n is a sequence of orthogonal polynomials with respect to W and
D(Pn) = Γn Pn we straightforwardly have that
⟨Pn, D∗(Pk)⟩ =

0, if n ≠ k,
Γn⟨Pn, Pn⟩, if n = k.
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Since, (Pn)n is a sequence of orthogonal polynomials with respect to W we deduce that D∗(Pn)
are algo orthogonal. Moreover
D∗(Pn) = ⟨Pn, Pn⟩Γ ∗n ⟨Pn, Pn⟩−1 Pn .
So D∗ ∈ D(W ).
Proceeding in the same way, we deduce that if D˜ is other operator in D(W ) satisfying
⟨D(P), Q⟩ = ⟨P, D˜(Q)⟩ for all matrix polynomials P, Q, then
D˜(Pn) = ⟨Pn, Pn⟩Γ ∗n ⟨Pn, Pn⟩−1 Pn, n ≥ 0,
as well. We can apply Theorem 3.4 to deduce that actually D˜ = D∗.
Formula (4.9) also shows that (D∗)∗ = D. The definition of the adjoint D∗ shows that its
genre (s′, r ′) has to satisfy −r ≤ s′ and r ′ ≤ −s. Since (D∗)∗ = D, we deduce that actually
s′ = −r and r ′ = −s. 
As a consequence the (real) linear space of symmetric operators is a real form of the algebra
D(W ):
Corollary 4.4. Let S(W ) be the (real) linear space of symmetric difference operators with
respect to the weight matrix W satisfying that for all polynomial P, D(P) is a matrix polynomial
with degree at most the degree of P. Then
D(W ) = S(W )

iS(W ).
Another consequence of Theorem 4.3 is that symmetric operators have to have an even order.
Corollary 4.5. If D ∈ S(W ) then its genre is (−r, r) and its order is even.
5. Discrete scalar classical families
We first consider non-degenerate positive measures, that is, positive measures ρ satisfying
that

p2(t)dρ(t) ≠ 0, for all polynomial (with real coefficients) p ≠ 0. From this definition it
follows straightforwardly that ρ is non-degenerate if and only if it has infinitely many points in
its support.
Krall proved in 1938 that if a sequence (pn)n of orthogonal polynomials with respect to a
positive measure satisfies differential equations of the form
k
l=0
p(l)n fl = λn pn, n ≥ 0,
then the order k has to be even. As a consequence of the results proved in the previous section
we deduce a similar result for difference equations and orthogonal polynomials with respect to a
non-degenerate positive measure.
Corollary 5.1. Let (pn)n be a sequence of orthogonal polynomials with respect to a non-
degenerate positive measure. If for each n ≥ 0 the polynomial pn satisfies the difference equation
r
l=s
pn(x + l) fl = λn pn(x), (5.1)
then r = −s and the order of the difference equation is even.
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Proof. Since orthonormal polynomials with respect to a positive measure on the real line have
to have real coefficients, we can take the coefficients fl , l = s, . . . , r , of the difference equation
(5.1) to be real polynomials. Hence the eigenvalues (λn)n are also real and, as a consequence of
Lemma 4.1, the difference operator
D =
r
l=s
sl fl
is symmetric. It is now enough to apply Corollary 4.5. 
In the case of a degenerate positive measure ρ the concept of symmetry (and hence that of the
adjoint) does not work properly in the algebra D(ρ). Indeed, let ρ be any degenerate measure ρ
supported in {0, 1, . . . , M − 1}, and consider the difference operator of genre (0, M) and order
M defined by
D = r(x)
M
l=0
(−1)l+1

M
l

sl , (5.2)
where r(x) = M−1l=0 (x − l). It is easy to see that D(p) = 0 for all polynomial p with degree at
most M − 1, and that for dgr(p) ≥ M, D(p) = r(x)qp(x) for certain polynomial qp of degree
at most M − dgr(p). This implies that  D(p)qdρ = 0 for all polynomials p, q. That is, for the
inner product defined by any degenerate measure ρ supported in {0, 1, . . . , M − 1}, the operator
D is the same as the null operator, and hence D is symmetric with respect to ρ.
Since the Krawtchouk and Hahn measures are degenerate, it is better to associated the
algebra of difference operators to the infinite family of polynomials (instead of their degenerate
orthogonalizing measure). Indeed, using the hypergeometric representation for Krawtchouk and
Hahn polynomials [22, 50–51], we get the following expression for Krawtchouk and Hahn
polynomials, respectively, n ≥ 0 (p > 0, M ∈ N, α, β > −1)
kn(x) = (−p)n
n
k=0
(−1)k (−n)k(−x)k(M − n + 1)n−k
k!pk ,
hn(x) = (β + 1)n
(α + β + n + 1)n
n
k=0
(−n)k(−x)k(α + β + n + 1)k(M − n)n−k
(−1)n−k(β + 1)kk! (5.3)
(as usual, (a)k denotes the Pochhammer symbol: (a)0 = 1 and (a)k = a(a + 1) · · · (a + k − 1),
for k ≥ 1). In both cases, they form an infinite sequence of polynomials (pn)n, pn of degree n,
satisfying a second order difference equation of the form
f−1(x)pn(x − 1)− ( f−1(x)+ f1(x))pn(x)+ f1(x)pn(x + 1) = λn pn(x), n ≥ 0
where for the Krawtchouk polynomials
f−1(x) = x, f1(x) = − p1− p (x − M),
λn = − n1− p ,
and for the Hahn polynomials
f−1(x) = x(M + α − x), f1(x) = (x + β + 1)(M − 1− x), (5.4)
λn = −n(n + α + β + 1).
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But only the first M polynomials (pn)
M−1
n=0 are orthogonal with respect to a degenerate positive
measure ρ supported in the finite set of integers {0, 1, 2, . . . , M − 1}. In this case we associate
the algebra to the infinite sequence of polynomials (pn)n≥0 instead to the degenerate measure ρ,
and denote it by D((pn)n). If ρ is nondegenerate we trivially have D((pn)n) = D(ρ), but if ρ is
degenerate we only have D((pn)n≥0)  D(ρ) = D((pn)Mn=0). It is not difficult to check that for
the Krawtchouk and Hahn families the polynomials (pn)n≥M+1 are not, in general, eigenvalues
of the operator D defined by (5.2) and so, although D is symmetric with respect to the degenerate
measure ρ, and hence D ∈ D(ρ), D is not in the algebra associated to the infinite sequence of
polynomials (pn)n .
We now prove that the algebras associated to any of the discrete classical families is generated
by the second order difference operator.
Proposition 5.2. Let (pn)n be any of the classical discrete families of orthogonal polynomials
(Charlier, Meixner, Krawtchouk or Hahn) and write Dp for its associated second order difference
operator. Then
D((pn)n) =

k
l=0
al D
l
p : k ≥ 0, al ∈ R, l = 0, . . . , k

.
Proof. The degenerateness of the Krawtchouk and Hahn families is not a problem here, because
we are going to use Theorems 3.3 and 3.4 which only depend on the difference equations satisfied
by the sequence of polynomials and not on the inner product defined by the measure ρ.
For Charlier, Meixner or Krawtchouk, the proof works as that of Miranian for the algebra of
differential operators for the classical families of Hermite or Laguerre (see [21]).
Indeed, the eigenvalues λn, n ≥ 0, of the second order difference operator for Charlier,
Meixner or Krawtchouk families is a polynomial in n of degree 1. Take now a difference
operator D ∈ D((pn)n) with D(pn) = γn pn . Theorem 3.3 shows that the eigenvalue γn is
then a polynomial in n of degree at most the order k of D. We can then write γn = kl=0 alλln .
Consider now the difference operator D1 = kl=0 al Dlp. It is clear that D1(pn) = γn pn . Since
the eigenvalues of a difference operator D in D((pn)n) characterized the operator D, we can
conclude that D = D1.
For the Hahn polynomials (hα,β,Mn )n we consider the second order difference equation (to
simplify the notation we are removing the dependence of α, β and M)
f−1(x)hn(x − 1)+ f0(x)hn(x)+ f1(x)hn(x + 1) = λnhn(x), n ≥ 0,
where f−1, f0, f1 and λn are given by (5.4). Write Dp for the associated second order difference
operator.
For n ≥ M , we get from (5.3) that
hn(x) = (β + 1)n
(α + β + n + 1)n
n
k=M
(−n)k(−x)k(α + β + n + 1)k(M − n)n−k
(−1)n−k(β + 1)kk! .
And hence, one sees that for n ≥ M, hn(i) = 0, i = 0, . . . , M − 1, and hn(M) ≠ 0. The
difference equation (5.4) can be rewritten in the form (x ≠ −β + 1, M − 1)
hn(x + 1) = (λn − f0(x))hn(x)− f−1(x)hn(x − 1)f1(x) , n ≥ 0. (5.5)
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It is then straightforward to prove by induction on l that for l ≥ 1 there exists a polynomial pl
(independent of n) such that for n ≥ M
hn(M + l) = pl(λn)hn(M). (5.6)
Fixing n ≥ M , Eq. (5.5) implies that if hn(x0−1) = 0, x0 > M−1, then hn(x0) ≠ 0 (otherwise
hn(x0 + l) = 0 for all l ≥ −1). In particular, hn(M + l) ≠ 0 for infinitely many l ≥ 1. Since
hn(M + l) = pl(λn)hn(M), we get that pl ≠ 0 for infinitely many l ≥ 1.
Consider now a difference operator D =rl=s glsl satisfying D(hn) = γnhn . We first prove
that the degree of γn as a function of n is even. Indeed, consider k ≥ 1 such that k ≥ −s + 1 and
pk ≠ 0. By writing x = M + k in the equation D(hn(x)) = γnhn(x), we get
r
l=s
gl(M + k)hn(M + k + l) = γnhn(M + k).
Since k + l ≥ −s + 1+ l ≥ 1 for l = s, . . . , r , using (5.6), we can write (n ≥ M)
r
l=s
gl(M + k)pk+l(λn)hn(M) = γn pk(λn)hn(M).
Dividing by hn(M) ≠ 0, n ≥ M , we get
r
l=s
gl(M + k)pk+l(λn) = γn pk(λn).
Taking into account that λn is a polynomial in n of degree 2, we deduce that both
r
l=s gl(M +
k)pk+l(λn) and pk(λn) are polynomials in n of even degree. Since pk ≠ 0, it follows then that
also γn has to be a polynomial in n of even degree.
We now prove that any difference operator D satisfying D(hn) = γnhn is a polynomial in
Dp. We proceed by induction on the degree of γn . Indeed, assume that if dgrn(γn) ≤ 2k, then
D is a polynomial in Dp. If dgr(γn) = 2k + 2, we can take c ∈ R such that γ˜n = γn − cλk+1n
has degree less than 2k + 2. Since γ˜n are the eigenvalues of the difference operator D − cDk+1p ,
we conclude that γ˜n has even degree, and then dgrn(γ˜n) ≤ 2k. The induction hypothesis gives
then that D − cDk+1p = q(Dp) for certain polynomial q . And hence, also D is a polynomial
in Dp. 
We have recently introduced [7] a large class of examples of orthogonal polynomials satisfy-
ing fourth (and higher) order difference equations. We have extensive (symbolic) computational
evidence showing that the algebras associated to that examples are generated by the correspond-
ing fourth order difference operator (for each family of polynomials, this operator is unique up
to constant).
6. Matrix examples
We now introduce three examples of discrete weight matrices W (size 2×2) whose orthogonal
polynomials satisfy second order difference equations, exhibit the difference operators in the
algebraD(W ) of order up to six and conjecture the generators for the entire algebra. As we wrote
at the Introduction, these families are the first non-trivial examples of weight matrices whose
orthogonal polynomials satisfy second order difference equations appearing in the literature.
Examples of discrete weight matrices of arbitrary size having symmetric second order difference
operators of order 2 will appear in a subsequent paper (see [1]).
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The following examples should give an idea of the richness of the situation in the matrix
valued case. Our discussion of these few examples is far from being exhaustive; each one is
chosen to illustrate a slightly different phenomenon. Some of the statements below should be
considered as conjectures for which we have extensive (symbolic) computational evidence.
Using the commutativity condition explained in the Preliminaries, one can easily check that
the following three examples do not reduce to scalar weights.
6.1. First matrix example
For a > 0 and b ∈ R \ {0}, we consider the discrete weight matrix W with masses W (x) at
the nonnegative integers x ∈ N defined by
W (x) = a
x
x !

1+ x2b2 bx
bx 1

.
Let us notice that the matrix polynomial in the definition of W (x) can be factorized in the form
1+ x2b2 bx
bx 1

=

1 bx
0 1

1 bx
0 1
∗
= eAx eA∗x ,
where A is the nilpotent matrix A =

0 b
0 0

.
It is not difficult to see that a sequence of orthogonal polynomials with respect to W can be
defined by means of the Rodrigues’ formula
Pn(x) = ∆n

ax
(x − n)! Rn(x)

W−1(x), n ≥ 1, (6.1)
where
Rn(x) =

1 bx
0 1

1+ nab2 0
0 1

1 bx
0 1
∗
,
and ∆ is the difference operator (1.1).
Using this Rodrigues’ formula we can easily expand the polynomials Pn, n ≥ 0, in terms of
the Charlier polynomials (can)n (c
a
n =
n
k=0(−1)k
 n
k
  x
k

k!an−k):
Pn(x) = can(x)X1(x, n)+ ancan−1(x)X2(x)+ a2
n
2

can−2(x)X3(x), n ≥ 0,
where
X1(x, n) =

1+ nab2 −b3anx
0 1

, X2(x) = b

bx + b −b2x(x + 1)+ 1
1 −bx

,
X3(x) = 2b2

1 −bx
0 0

.
The polynomial Pn, n ≥ 1, has degree n (note that the entry (1, 2) of Pn is actually a polynomial
of degree n) with nonsingular leading coefficient given by
Ωn = (−1)n

1 ab3n(a + n)
0 1+ ab2n

.
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The norm of the monic polynomials Pˆn = Ω−1n Pn can be computed from (6.1) and it is equal to
⟨Pˆn, Pˆn⟩ = e
aann!
1+ nab2
×

b2n2(a2b2 + 1)+ ab2n(4+ ab2)+ 1+ ab2(1+ a) (n + a)b
(n + a)b 1

. (6.2)
For low values of s and r, s ≤ 0 ≤ r , we now describe the linear space of difference operators
Ds,r (W ) of order at most r − s and genre (s′, r ′) with s ≤ s′ and r ′ ≤ r .
The linear space D0,0(W ) reduces just to scalar multiples of the identity.
There are no difference operators of order 1 in D(W ).
For order 2 the situation is much more interesting. For genre (0, 2) we have that the linear
space D0,2(W ) is generated by the identity and the following operator of order 2:
D1 = s0
−
1
ab
+ xb −b2x2 + 2x
a
− 1
a2b2
1
1
ab
− bx

+ s1
−2b(1+ x)+
1
ab
2b2x(1+ x)− 1+ 2x
a
−2 2bx − 1
ab

+ s2

b(x + 2) −b2x(x + 2)
1 −bx

.
The eigenvalues Γˆ1,n, n ≥ 0, of D1 with respect to the sequence of monic orthogonal
polynomials are given by
Γˆ1,n = −

0 b2n(n + 1)+ 2n + 1
a
+ 1
a2b2
0 0

.
This shows that the operator D1 is nilpotent (D21 = 0). From Corollary 4.5 we deduce that D1 is
not symmetric. We can compute its adjoint using Theorem 4.3 and (6.2) to get
D∗1 = s−2
1
a2

0 x(x − 1)
0 0

+ s−1 1
a2b

x −bx(2x + 2a − 1)
0 −x

+ s0 1
a2b2
−b(x + a) b2(x + a)2
−1 b(x + a)

.
The eigenvalues Γˆn, n ≥ 0, of D∗1 with respect to the sequence of monic orthogonal polynomials
are given by
1
a2b2
−b(n + a) b2(n + a)2
−1 b(n + a)

.
For genre (−1, 1) we have that the linear space D−1,1(W ) is generated by the identity and the
two following symmetric operators of order 2:
D2 = s−1
−x xb
0 −x

+ s0

x + 1 −bx
0 x

+ s1
−a −ab
0 −a

,
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D3 = s−1

x −ab3x(x − 1)
0 −x(−1+ ab2)

+ s0
−ab2(a + x)− x ab(−1+ b2x(a + 2x))
−ab x(2ab2 − 1)

+ s1

a(b2(x + 1)+ 1) −ab(b2(1+ x)(x + a)− 1)
ab −a(b2(x + a)− 1)

.
The eigenvalues Γˆi,n, n ≥ 0, of the operators Di , i = 2, 3, with respect to the sequence of monic
orthogonal polynomials are respectively given by
Γˆ2,n =

1− a + n −b(n + a)
0 n − a

,
Γˆ3,n =

n(ab2 − 1)+ a(1+ b2(1− a)) −ab3(n2 + n(a + 1)+ a)
0 −n + a(1− ab2)

.
The operators D2 and D3 commute, but they do not commute with D1 or D∗1 , neither D1 and
D∗1 commute with each other. There also are a number of relationships satisfied by the second
order operators D1, D∗1 , D2 and D3. For instance [D1, D2] = −D1, [D∗1 , D2] = D∗1 , and if we
consider the polynomials
p1(x, y, z, w) = (1+ a2b2)x + ab2 y + a2z + a2b4w,
p2(x, y) = −x + b4 y,
then p1(I, D2, D1, D∗1)p2(D1, D∗1)p1(I, D2, D1, D∗1) = 0.
There also is other important relationship
D3 = (1+ a
2b2)2 + ab2(1− a2b2)
2ab2
I + ab
2(1+ 2a)
2
D2
+ ab
2
2
D22 −
a3b2
2
(D1 D
∗
1 + D∗1 D1).
This shows that we can get rid D3 from a set of generators of the algebra D(W ).
For order 3 we have that D0,3(W ) = D0,2(W ) and D−1,3(W ) = D−1,1(W )+D0,2(W ).
For order 4, the situation is as follows. For genre (0, 4), we have D0,4(W ) = D0,2(W ). For
genre (−1, 3), the linear space D−1,3(W ) has dimension equal to 5. A basis is form by the
identity and the difference operators D1, D2, D3 and D1 D3. For genre (−2, 2), we have that
the linear space D−2,2(W ) has dimension equal to 7. A basis is formed by the identity and the
difference operators D1, D∗1 , D2, D3, D22 and D1 D∗1 .
As for operators of order 5, we have D0,5(W ) = D0,2(W ),D−1,4(W ) = D−1,3(W ) and
D−2,3(W ) = D−2,2(W )+D−1,3(W ).
For order 6, we get D0,6(W ) = D0,2(W ),D−1,5(W ) = D−1,3(W ). The linear space
D−2,4(W ) has dimension equal to 9 and a basis is formed by the identity and the difference
operators D1, D∗1 , D2, D3, D22 and D1 D∗1 , D2 D1 and D1 D∗1 D1. And finally, the linear space
D−3,3(W ) has dimension equal to 11 and a basis is formed by the identity and the difference
operators D1, D∗1 , D2, D3, D22, D1 D∗1 , D2 D∗1 , D1 D3, D
3
2 and D1 D
∗
1 D2.
These evidences lead us to conjecture that the entire algebra is generated by the identity and
the difference operators D1, D∗1 and D2.
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6.2. Second matrix example
For a, b, c ∈ R, with 0 < a < 1, b ≠ 0 and c > 0, we consider the discrete weight matrix W
with masses W (x) at the nonnegative integers x ∈ N defined by
W (x) = a
xΓ (x + c)
x !

1+ b2x2 bx
bx 1

.
It is not difficult to see that a sequence of orthogonal polynomials with respect to W can be
defined by means of the Rodrigues’ formula
Pn(x) = ∆n

axΓ (x + c)
(x − n)! Rn(x)

W−1(x), n ≥ 1, (6.3)
where
Rn(x) =

1 xb
0 1

a − 1 b(n + c)
−abn a − 1

1 xb
0 1
∗
,
and ∆ is the difference operator (1.1).
The algebra D(W ) behaves in a different manner from the previous example. Here, difference
operators of order bigger than 2 are needed to generate the entire algebra. To simplify the
expressions we only consider the case a = 1/2, b = 1 and c = 1/2.
The linear space D0,0(W ) reduces just to scalar multiples of the identity, and there are no
difference operators of order 1 in D(W ). For order 2, we get that there are no operators of genre
(0, 2). For genre (−1, 1) we have that the linear space D−1,1(W ) is generated by the identity and
the following symmetric operator of order 2:
D1 = s−1

2x −2x
0 2x

+ s0
−3x x
0 −3x + 1

+ s1

x + 1/2 x + 1/2
0 x + 1/2

.
The eigenvalues Γˆ1,n, n ≥ 0, of D1 with respect to the sequence of monic orthogonal
polynomials are given by
Γˆ1,n = 12

1− 2n 1+ 6n
0 3− 2n

.
There are no difference operators of order 3, neither of order 4 and genre (0, 4). For genre
(−1, 3) we have D−1,3(W ) = D−1,1(W ). The linear space D−2,2(W ) has, however, dimensio´n
6 and a basis is formed by the identity, the operators D1 and D21 and three more linearly
independent operators D2, D3 and D4 of genre (−2, 2). The eigenvalues of these three operators
with respect to the monic sequence of orthogonal polynomials are, respectively:
Γˆ2,n = 148

12n2 − 19 1− 36n2
−4 12n2 − 15

,
Γˆ3,n = 14

4n2 + 2n −12n3 − 20n2 − 3n
0 −4n

,
Γˆ4,n = 116
−4n2 − 220n + 83 −16n4 + 32n3 − 40n2 + 692n + 109
4 12n2 − 244n + 315

.
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The difference operators D2 and D4 are not symmetric. The operator D3 is symmetric and it can
be generated from the identity, D1, D2 and D4:
D3 = −114 I +
41
4
D1 + 94 D
2
1 − 6D2 − D4 − [D1, D4].
This shows that we can get rid D3 from a set of generators of the algebra D(W ).
There are no difference operators of order 5, neither of order 6 and genre (0, 6). For genre
(−1, 5) and (−2, 4) we have D−1,5(W ) = D−1,1(W ) and D−2,4(W ) = D−2,2(W ). The linear
space D−3,3(W ) has, however, dimensio´n 10 and a basis is formed by the identity, the operators
D1, D21, D
3
1, D2, D4, D1 D2, D1 D4, D4 D1 and [D1, D4]D1.
These evidences lead us to conjecture that the entire algebra is generated by the identity and
the difference operators D1, D2 and D4. There also are a number of relationships satisfied by
these operators. For instance
[D1, D2] = 16 I −
1
2
D1 − 14 D
2
1 − D2,
from where we deduce [D1, [D1, D2]] = −[D1, D2].
6.3. Third matrix example
For a > 0 and b ∈ R \ {0}, we consider the discrete weight matrix W with masses W (x) at
the nonnegative integers x ∈ N defined by
W (x) = a
x
x !

x2 + b2x2 bx
bx 1

.
Let us notice that the matrix polynomial in the definition of W (x) can be factorized in the form
x2 + b2x2 bx
bx 1

=

1 bx
0 1

x2 0
0 1

1 bx
0 1
∗
.
This weight matrix is very similar to the first one: we have just introduced the diagonal matrix
x2 0
0 1

between

1 bx
0 1

and its transpose. If the reader is tempting to predict that the corre-
sponding algebra of difference operators is going to be similar to the first example, should take
into account that appearances can be very deceiving.
It turns out that this example leads to a commutative algebra with just one generator.
Indeed, the linear space D0,0(W ) reduces just to scalar multiples of the identity, and there
are no difference operators of order 1 in D(W ). For order 2, we get that there are no operators
of genre (0, 2). For genre (−1, 1) we have that the linear space D−1,1(W ) is generated by the
identity and the following symmetric operator of order 2:
D = s−1

(x − 1)b 0
1 0

+ s0

(−b2x + a)/b −a(b2 + 1)x
−b2/(b2 + 1) −ba

+ s1

0 a(b2 + 1)(x + 1)
0 ba

.
There are no difference operators of order 3 or 5 and the only operators of order 4 or 6 are
polynomials of degree 2 and 3, respectively, in the operator D.
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