Abstract--This paper presents capacity dimensioning for a hypothetical distribution network in the Danish municipality of Aalborg. The number of customers in need for a better service level and the continuous increase in network traffic makes it harder for ISPs to deliver high levels of service to their customers. This paper starts by defining three levels of services, together with traffic demands based on research of traffic distribution and generation in networks. Calculations for network dimension are then calculated. The results from the dimensioning are used to compare different network topologies and protection methods against the different levels of service. A protection method for mesh networks called p-cycles was analyzed in more detail than the other methods, since previous research showed promising results for P-cycles. The papers outcome is a recommended topology and protection method for the three levels of service.
I. INTRODUCTION
In later years, the new applications of the internet have led to an increasing need for bandwidth and Quality of Service (QoS), combined with new access network technologies that are able to provide higher bandwidth to the end users. This puts higher pressure on the backbone and distribution networks, which is having a hard time keeping up. In order to be able to deliver satisfactory connections in the future, effective distribution networks that are able to affordably meet the traffic demands while providing sufficient QoS is vital. Figure 1 shows the measured traffic in Western Europe from 2005 and Cisco's predicted traffic for the year 2008 to 2011. Increase in traffic on networks creates congestion and makes it harder to deliver a high level of service [1] . It's important for Internet Service Providers (ISPs) to be able to offer solutions to businesses with demands for a higher service level. Large corporations can lose a lot of money on downtime or system failures, and therefore often want to have deals with ISPs that can offer higher service level through making a custom Service Level Agreement (SLA). These customers are very important for ISPs, as they generate more revenue than regular home users. Because of the demanding SLAs, the infrastructure might need modifications to be able to deliver specified service level. This paper will research the impact different topologies and protection methods have on the network performance, if implemented in a large scale distribution network. This is done in order to find the topology and protection method that is most fit for meeting the increasing bandwidth demands and high levels of service. Three levels of service will be defined and the current set of distribution nodes for the Danish municipality of Aalborg will be used as a hypothetical case to compare different infrastructure setups. The results will be found through calculations of these cases. Finally, suggestions to what type of networks best suited for the different service levels and bandwidth demands will be given.
The paper is divided into four sections. This first section establishes the SLAs used in the report, together with the parameters of which each topology and protection method will be judged by. It also explains the Aalborg distribution network, which is used in this report. The possible network topologies are then discussed, along with some available protection methods finally bandwidth demands of the users and the traffic generation in the distribution network is introduced. The second section explains and presents all the calculations needed to be done in order to be able to measure the topologies and protection methods with regards to the parameters established in section one. Section three presents the actual results from the calculations in section two. The results are weighted and compared against each SLA scenario in order to find the best topology for each SLA scenario. The last section presents the conclusions and future work to be done. Sheet, and an IEEE Copyright Form.
II. NETWORK PLANNING

A. SLA parameters and Scenarios
In order to measure the topologies and the protection methods ability to deliver a given service level, a set of parameters had to be defined. Eight parameters were chosen that can have high impact on network topologies performance and cost. These parameters are described below. In order to see what topology that fits best to each SLA, a simple score system from 1 to 5 was applied. The grade 1 is achieved if the topology scores worst for a given parameter. The grade 5 is achieved if the topology scores best for a given parameter. Depending on the average the rest of the topologies are graded from 2 to 4. Three levels of service will be defined here. The three levels are called gold, silver and bronzescenario. The capacity dimensioning and calculations will determine the most suitable topology, protection method for delivering the service level.
1) Gold Scenario
This scenario is intended for ISPs that want to offer large enterprises high availability and QoS. It is assumed that the customers that want a gold-level SLA are willing to pay large amounts of money for the performance they are purchasing. Cost is therefore not a big limitation in this scenario. In order for the winning topology to have these qualities, the score of the parameters (availability) and (max hop) is given a weight of 2, making these scores more important than the other parameters. These two parameters most highly contribute to a higher QoS in networks.
2) Silver Scenario
This scenario is intended for ISPs that want to offer medium businesses that need high availability and QoS, but may not have the opportunity to pay enough to get a gold-level SLA. In this scenario availability, QoS and cost are therefore equally important. In this scenario the scores for all 12 parameters are therefore weighted with 1. By doing so high cost factors "duct/fiber lengths" and "average node capacity" are equally important as QoS parameters like "availability" and "max hop".
3) Bronze Scenario
This scenario is intended for ISPs that want to offer home users and small businesses that have need for a good QoS and availability. Cost is an important factor in this scenario, as this has to be a cheap solution. Because of these requirements, the scores for the parameters "duct-and fiber lengths", "average link capacity" and "average node capacity" are therefore weighted 2. These parameters all affect the cost of a network.
B. The Aalborg Distribution Network
A Distribution network can be defined as a network of connected nodes over a large geographical area. The size of the area can depend on the distribution of populated areas, landscape, social dependencies and other factors. Distribution network acts as an intermediate between a Backbone network and an Access network. Its purpose is to distribute traffic within the distribution network and provide a connection to other Distribution networks through a Backbone network. On Figure 2 an overview can be seen of how the different networks interconnect. Figure 3 shows the 37 distribution nodes of TDC in the new municipality of Aalborg. It is assumed that there is no infrastructure laid in the ground, and several topologies will therefore be explored. The GIS-data for the Aalborg municipality shows that there are 78 000 NTs in this area. It is assumed that all NTs are connected to one of the DNs. Figure 4 shows how the NTs could be connected to the DNs. This distribution is used as a basis for the calculations later in the paper. The number of NTs connected to each DN varies greatly. Nodes placed in the Aalborg area can each route traffic for up to about 6000 NTs but in rural areas the number of NTs can go down to around 300. Many of the largest nodes are located in or near Aalborg city. The traffic going out of the municipality will leave the distribution network through DNs which are connected to the backbone network. To determine which DNs are connected to the backbone it was assumed that the same setup as a previous project [2] planned for North Jylland, would be available to connect to today. Figure 5 shows this hypothetical backbone of North Jutland. From figure 5 it can be assumed that the DNs in Nibe, Ab5, Abs, Gdh and Gad are connected to the backbone network.
C. Network Topologies
When choosing a topology for a distribution network redundancy is a very important feature. Redundancy is the ability of a network to sustain failure. Disruptions like a digging accident or link failure of some kind may not affect the whole network. Cost is always a factor when choosing a suitable network topology. Furthermore the network also needs to be able to handle traffic without causing heavy delays. The suitable topologies must not be affected by single point of failure as this will shut down the entire network and this would be a major flow in a distribution network. The suitable topology must also be economically feasible if it's implemented on large scale e.g. a topology with a very high number of links will use too much fiber and would therefore be too expensive to implement. The suitable Topologies used in this paper can be seen below.
Mesh topology
N2R ring topology Double ring topology Ring topology
D. Protection Methods
Protection methods are often implemented in networks in order to have a backup route in case of a failure in the network. Since distribution networks are able to deliver very high bitrates, only few seconds of interruption can mean huge loss of data. Therefore it is very important to implement protection in these kinds of networks. This can be done by duplicating any failure component, for example a fiber-cable or a router, or by using other more complex protection methods. This chapter will discuss some of the available protection methods for the suitable topologies. The protection methods used for this paper are shown below.
Path Protection Ring Protection P-cycles Table 1 show a part of the double ring connection matrix. A "1" in the connection matrix symbolizes a connection, while no connection is marked as "Infinity" (A "0" marks a connection to itself). To show how much traffic is generated between all node pairs, an all-to-all matrix is made. It is made by multiplying the total number of NTs for a node with the percentage of the other nodes percentage of NTs. Table 2 shows part of the all-to-all traffic matrix. The binomial distribution is applied to the all-to-all traffic matrix, in order to create a "snapshot" of the network utilization. The snapshot used is supposed to simulate the peak hour traffic, when most users are online. Since the Aalborgnetwork is relatively small, it is assumed that 95 % of the traffic will be external traffic, going in and out of the municipality. This is due to the fact that since most of the traffic is p2p, media-streaming and web-traffic [3] , it is likely that at least 95 % of the peers and servers the users connect to are outside of Aalborg municipality.
III. PARAMETER CALCULATIONS
A. Capacity Dimensioning
1) Link Dimensioning
With all the necessary data available, the capacity of the links in the network can be dimensioned. This is done by routing the traffic in the all-to-all traffic matrix, using the information from the connection matrix together with the shortest path algorithm. The results from this are put in an accumulated traffic matrix, which shows the working capacity on the links. This procedure is done for all the topologies. Table 3 shows part of the accumulated traffic matrix for the ring topology. When the working capacity is found, a protection method normally needs to be implemented in order to achieve better availability. The double ring, n2r and Mesh will be implemented using a 2:1 path protection, providing two protection paths for each working link. The ring will be implemented using BLSR, which switches the direction in case of a node failure and provides one protection path. These protection schemes demands that all links of the protection path is dimensioned so that it can carry the bandwidth of the working link in case of a failure. The links need to be dimensioned according to their working capacity, plus an eventual protection capacity needed to protect the neighboring links. By multiplying the accumulated traffic matrices with the two cases of bandwidth demands, the needed bandwidth of the link is found. If the links were dimensioned with these numbers it would mean that the links will be 100% utilized if the estimated traffic should occur. It is however not possible to achieve 100% utilization in a network, due to the network overhead. Optimal average network utilization is 70% at peak hour [8] . By setting the values in the accumulated traffic matrix to be 70% of the needed bandwidth, the network will be able to handle peaks in utilization without performance degradation [3] .
2) Node Dimensioning
After the links are dimensioned, it is possible to find the necessary dimensions of the nodes. As Figure 6 shows the nodes have three types of traffic that needs to be considered: Local, external and transit. After summing up these traffic flows for each DN, the unscaled node capacity can be found for each of the topologies. By multiplying the un-scaled node capacity-values with the two bandwidth demands, it is possible to find the node capacity needed for each of the bandwidth demand. Figure 7 shows the outcome for the un-scaled ring-topology. The ring creates a pattern with low peaks, and little deviation from the average. The reason for this is that BLSR only provides one backup path, and needs to add the protection capacity to all the nodes on this path. Table 4 . The column "without protection" is the availability that would be if no protection method and rerouting were available. The column "with protection" shows the availability when a protection scheme is provided. In this table ring uses BLSR, while double ring, n2r and mesh (2:1a) re-routes traffic along 2 protection paths using the 2:1 protection. Mesh p-cycles use a combination of 1:1 protection and 2:1 protection.
TABLE 4 AVAILABILITY CALCULATION RESULTS
The availability of these topologies without any protection method would result in a yearly downtime between 8.5 hours and 10 days. A large improvement can be seen when the protection methods is implemented. The ring would have had less than 1 hour of yearly downtime, and the other topologies even less. It is important to note that a 100\% availability is impossible to achieve in reality, and that this result therefore must be interpreted as 6 nines of availability.
C. Duct-and Fiber-length Calculations
Deployment cost is an important factor when designing a network. Studies have shown that laying the fiber is the largest post on the budget [4] . This cost consists of many variables, but two of the largest post is digging cost, and the cost of the actual optical fibers. The cost of the fibers may vary, depending on how many fiber-pairs are needed to deliver the required capacity. The duct-and fiber length needed by each topology is therefore an interesting property as it has high influence on the total deployment cost. The duct-and fiber length is shown in Figure 8 . The ring uses by far the shortest length. The three other topologies all require more than two times the length needed for ring. 
IV. RESULTS
The un-scaled results for un-scaled, low bandwidth demands and High bandwidth demands for all topologies are presented in this section. Table 5 shows a summary of the un-scaled results. The length is measured in meters, and the capacity parameters are all measured in units. By multiplying the un-scaled capacity calculations with the requirements of the low bandwidth requirements, the needed capacity was found. The results are shown in Table 6 , and the needed capacity is shown in Mbit/s. By multiplying the un-scaled capacity calculations with the requirements of the high bandwidth requirements, the needed capacity was found. The results are shown in Table 7 , and the needed capacity is shown in Mbit/s. 
A. SLA Scenario Comparison
To differentiate between the different SLA scenarios it was decided to weight the score of the parameters differently according to how essential they are for providing the SLA. A weight of 1 is given to less important parameters, while a weight of 2 is given to more important parameters. Table 8 shows the outcome for the Gold SLA scenario. Table 9 shows the outcome for the silver SLA scenario calculations. Table 10 shows the outcome for the bronze SLA scenario calculations. Three SLA scenarios (gold, silver and bronze) were introduced, each with focus on different SLA parameters. The ring, double ring, n2r and mesh topologies were selected to be applied to the DNs in the Aalborg network. Traffic generation and distribution in the network were to be investigated. Different protection methods were to be analyzed to find out which ones best helps delivering a high level of service. The calculations were going to result in a selected topology and protection method for each SLA scenario. It was assumed that traffic generation in a distribution network is depending on the last mile technology used in the access network. An increase in available bandwidth for the end users in the access network is assumed to lead to a proportional increase in the bandwidth used in the distribution network. The different traffic types make it hard to estimate an actual traffic pattern for users. Research does however show that almost 70\% of the traffic is p2p, which has a distribution that has little variation over time. It was therefore assumed that a "snapshot" of the network traffic generated, by assuming how many users were online, would give a good indication of the amount of traffic. It was found that these assumptions make the capacity dimensioning linearly proportional to the bandwidth demands. The results from the analysis were used to compare different implementations of topologies with different protection methods, in order to find the best suitable ones for each SLA scenario. It was found that the N2R topology is best suited to provide the gold-level SLA. The gold level requires the highest possible availability and QoS. The topology's good properties like a very low maximal hop count and powerful 2:1 path protection makes this a good choice. N2R should be one of the most expensive topologies to implement due to its long duct and fiber lengths, but the fact that the network is able to offer gold SLA to its subscribers should make it more desirable. The deployment cost may be reduced by implementing the N2R with a N2R tube, which shortens the duct-and fiber length, but sacrifices some availability. The silver-level SLA aims to provide a mixture between good availability and QoS and low cost. Mesh with p-cycles seems to be the best topology for providing this. Its low link and node capacities and low max hops make it an overall winner. [5] suggest that the Mesh with p-cycles might be able to deliver higher availabilities than what is found by the method used in this report. The bronze-level SLA attempts to find a cost-effective way of providing a good service level. This scenario focuses on price, more than availability and QoS. The results from this analysis shows that the topology best suited to provide this again is Mesh with P-cycles. In spite of the long duct and fiber lengths needed, it still comes out as the best choice due to high scores in the capacity parameters. More thorough analysis of the weight for each parameter has to be done to precisely find which topology suits each individual ISP. These cost factors may change from one area to another, since geographical reasons may affect the cost for digging ducts and the focus on QoS made by each ISP may vary so the availability and max hop parameters weighting can differ. Since these factors can vary between ISPs it is not possible to find a one absolute solution that fits all.
A. Further Work
A deeper analysis of network performance with several line failures and/or node failure could be done. In this report the availability for N2R tube was not calculated. It might be interesting to compare how much setting up the tube affects the availability. Finally it might be interesting with a deeper analysis of properties of p-cycles to investigate how it is possible to do a more precise estimation on p-cycles availability.
