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Abstract—In this paper, we introduce two novel upper bounds
on the achievable sum rate of multiple-input multiple-output
(MIMO) systems with Zero-Forcing (ZF) receivers. The pre-
sented bounds are given in tractable closed-form and apply
for different fading models, like uncorrelated/doubly correlated
Rayleigh fading and Ricean fading. In addition, the first bound
establishes an interesting relationship between the sum rate
and the first negative moment of the unordered eigenvalue of
the instantaneous correlation matrix. Based on our analytical
expressions, we are able to explore the impact of the model
parameters, such as number of antennas, spatial correlation and
Ricean-K factor, on the sum rate of MIMO ZF receivers.
I. INTRODUCTION
The capacity of MIMO systems operating with optimal non-
linear receivers, which minimize the error probability, has been
exhaustively studied in the corresponding literature [1]–[5].
The main disadvantage of such schemes, however, is their high
complexity, especially for large number of antennas, which
makes their employment prohibitive in practical applications.
For this reason, we will hereafter consider linear ZF receivers,
which yield lower complexity compared to other receivers
like successive interference cancellation or minimum mean-
squared error (MMSE) [6], [7]. Surprisingly, the performance
of MIMO ZF receivers has not been thoroughly investigated
due to the difficulty in statistically characterizing the inverse
of the instantaneous correlation matrix.
In the context of MIMO ZF receivers, we first note the
work of [7], which derived a closed-form expression for the
post-processing Signal-to-Noise ratio (SNR) of the ZF receiver
operating in semi-correlated Rayleigh fading, with correlation
only on the side with the minimum number of antennas. Later,
[8] extended the analysis to the doubly correlated Rayleigh
fading channels. However, analytical results were derived only
for dual 2 × 2 MIMO configurations. The case of uncorre-
lated and semi-correlated Ricean fading, were respectively
addressed in [9] and [10]. Both studies, however, rely on
a classical statistical result that approximates a non-central
Wishart distribution with a central Wishart distribution, whose
accuracy deteriorates at high Ricean K-factors. In the context
of MIMO MMSE receivers, we recall [11], in which the
authors formulated a generic analytical framework for statisti-
cally characterizing the sum rate. To the best of our knowledge,
a similar analysis for MIMO ZF receivers seems to be missing
from the literature. Very recently, [12] compared the high-SNR
performance of MIMO ZF and MMSE receivers.
For this reason, using some recent results from random
matrix theory, we herein present two novel bounding tech-
niques for the achievable sum rate of MIMO ZF receivers.
The derived bounds apply for arbitrary number of antennas and
remain tight across the entire SNR range. More importantly,
our analysis is generic since it applies for several fading
models of interest, namely independent and identically dis-
tributed (i.i.d.) and doubly correlated Rayleigh fading along
with uncorrelated Ricean fading. We note that the cases of
doubly correlated Rayleigh and uncorrelated Ricean fading
induce some significant difficulties in the statistical description
of the post-processing SNR, and therefore have been rarely
examined so far. Despite these inherent difficulties, all the
presented analytical expressions can be rather easily evaluated
and therefore allow for fast and efficient computation.
Through the first upper bound, we provide a new rela-
tionship between the sum rate and the first negative moment
of the unordered eigenvalue of the instantaneous correlation
matrix. The proposed bounds reveal the impact of the model
parameters on the achievable sum rate. For instance, the effects
of the number of antennas, SNR, spatial correlation and Ricean
K-factor are assessed in detail. In fact, in the high-SNR
regime the effects of transmit correlation, receive correlation
and deterministic LoS component are effectively decoupled.
We also provide the link between the presented results for ZF
receivers and those reported for optimal/MMSE receivers.
Notation: We use upper and lower case boldface to denote
matrices and vectors. The n × n identity matrix reads as In
while a n × m full of zeros matrix as 0n×m. The (i, j)-
th minor of a matrix is given by Aij , while Ai is A with
the i-th column removed. The expectation is given by E [·]
while the matrix determinant and trace by det(·) and tr(·).
The symbols (·)† and (·)H represent the pseudo-inverse and
Hermitian transpose of a matrix, while ⊗ is the Kronecker
product. The symbol ∼ CN (M,Σ) represents a complex
Gaussian matrix with mean M and covariance Σ. The notation
Γ(·) expresses the Gamma function, Ei(x) = − ∫∞−x e−tt dt
the exponential integral function [13, Eq. (8.211.1)], and ψ(x)
denotes the digamma function [13, Eq. (8.360.1)].
II. MIMO SIGNAL MODEL AND ZF RECEPTION
We consider a typical point-to-point MIMO system
equipped with Nr receive antennas and Nt transmit antennas
with Nr ≥ Nt, which is characterized by the fading matrix
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H ∈ CNr×Nt . Note that in the following, the instantaneous
MIMO correlation matrix W  HHH, will be extensively
used. Assuming no channel state information at the transmitter,
the available power, P , is uniformly distributed to all data
streams. The discrete-time input-output relationship reads as
y =
√
P
Nt
Hs + n (1)
where y ∈ CNr×1 is the received signal vector, s ∈ CNt×1
is the vector containing the transmitted symbols which are
drawn from a unit-power constellation; the complex noise
term is Gaussian distributed with zero-mean and covariance
E [nnH] = N0INr , where N0 is the noise power. We now
apply the concept of ZF reception on (1) to obtain the ZF
filter matrix according to G = (P/Nt)−1/2 H† [6]. Using
the simple detection scheme of [7], we consider that each
component of sˆ is independently decoded and the received
signal after detection becomes
sˆ = Gy = s + (P/Nt)
−1/2 H†n (2)
with the instantaneous received SNR at the m-th ZF output
being equal to [6], [7]
γm 
ρ
Nt
[
(HHH)−1
]
mm
, m = 1, . . . , Nt (3)
where ρ = P/N0 is the average SNR and [·]mm returns the
m-th diagonal element of a matrix. The achievable sum rate
is essentially the sum of throughputs contributed from all
subchannels, or
R 
Nt∑
m=1
E [log2(1 + γm)] (4)
where the expectation is taken over all channel realizations
of H and the channel is assumed to be ergodic. A sum rate
analysis of MIMO ZF receivers requires precise knowledge of
the statistics of γm which however are available only for i.i.d
Rayleigh or semi-correlated Rayleigh fading channels [7].
III. GENERIC SUM RATE BOUNDS
We now derive two novel generic bounds on the sum rate of
MIMO ZF receivers that apply for a finite number of antennas
and for arbitrary SNRs. We begin with the following theorem
which returns an upper bound on the sum rate:
Theorem 1: The achievable sum rate of MIMO ZF receivers
is upper bounded by R ≤ Ru,1 with
Ru,1 = Nt log2
(
E [λ−1]+ ρ
Nt
)
+
Nt
ln 2
E [ln (det (HHH))]
− 1
ln 2
Nt∑
m=1
E [ln (det (HHmHm))] (5)
where λ is an unordered eigenvalue of W.
Proof: Starting from (4), we can obtain
R =
Nt∑
m=1
E
[
log2
(
1 +
ρ
Nt
1
[W−1]mm
)]
=
Nt∑
m=1
E
[
log2
(
[W−1]mm +
ρ
Nt
)
− log2
(
[W−1]mm
)]
=
Nt∑
m=1
E
[
log2
(
[W−1]mm +
ρ
Nt
)]
−
Nt∑
m=1
E [log2 ([W−1]mm)] . (6)
The first term in (6) can be successively upper bounded by
1term ≤ NtE
[
log2
(
1
Nt
Nt∑
m=1
(
[W−1]mm +
ρ
Nt
))]
(7)
= NtE
[
log2
(
1
Nt
tr
(
W−1
)
+
ρ
Nt
)]
(8)
≤ Nt log2
(
1
Nt
E [tr (W−1)]+ ρ
Nt
)
(9)
where from (6) to (7) we have used the inequality of arith-
metic and geometric means, while (9) is a result of Jensen’s
inequality. Combining (6) with (9) and with the aid of the
following key matrix property [7], [11],[
W−1
]
mm
=
det (Wmm)
det (W)
=
det
(
HHmHm
)
det (HHH)
(10)
we conclude the proof.
Clearly, the evaluation of (5) requires the existence of the
first negative moment of the unordered eigenvalue and as such
the following lemma will be particularly useful:
Lemma 1 ([14]): For a continuous random variable X with
probability density function fX(x), its first negative moment
does not exist if it has a positive mass at X = 0, i.e. f(0) > 0.
Theorem 2: The achievable sum rate of MIMO ZF receivers
is upper bounded by R ≤ Ru,2 with
Ru,2 =
Nt∑
m=1
log2
(
E [det(HHmHm)]+ ρNt E [det(HHH)]
)
− 1
ln 2
Nt∑
m=1
E [ln (det(HHmHm))] . (11)
Proof: The derivation of the second upper bound is based
on the subsequent methodology
R =
Nt∑
m=1
E
[
log2
(
1 +
ρ
Nt
1
[W−1]mm
)]
(12)
=
Nt∑
m=1
E
[
log2
(
det(Wmm) +
ρ
Nt
det(W)
)
− log2 (det(Wmm))] (13)
where from (12) to (13) we have used (10). Applying Jensen’s
inequality on (13), we can easily obtain (11).
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IV. SUM RATE BOUNDS IN FADING CHANNELS
A. Uncorrelated Rayleigh fading
The uncorrelated Rayleigh model represents a rich scat-
tering environment with no direct path and large antenna
spacings. In this case, the fading matrix can be modeled as
H = Hw (14)
where the entries of Hw entries are i.i.d. complex zero-mean,
unit-variance random variables.
Proposition 1: For i.i.d. Rayleigh fading, the sum rate of
MIMO ZF receivers is upper bounded by
Ru,1 = Nt log2
(
1
Nr −Nt +
ρ
Nt
)
+
Nt
ln 2
ψ (Nr −Nt + 1)
(15)
Ru,2 = Nt log2
(
Nr!
(Nr −Nt + 1)! +
ρ
Nt
Nr!
(Nr −Nt)!
)
− Nt
ln 2
Nt−1∑
k=1
ψ (Nr + 1− k) . (16)
Proof: The proof starts by invoking the following results
for an Nr ×Nt (with Nr ≥ Nt) central Wishart matrix
E [det (H†wHw)] = Nr!(Nr −Nt)! (17)
E [ln (det (H†wHw))] = Nt−1∑
k=0
ψ (Nr − k) (18)
which are respectively obtained from [2, Eq. (A.7.1)] and [2,
Eq. (A.8.1)]. The unordered eigenvalue of H†wHw has the
following distribution [1]
fλ(x) =
1
Nt
Nt−1∑
k=0
k!(LNr−Ntk (x))
2
(Nr −Nt + k)! e
−xxNr−Nt (19)
where Lrk(·) denotes the generalized Laguerre polynomial of
order k [13, Eq. (8.970.1)]. We note that the above distribution
has a zero mass at x = 0 only if Nr−Nt > 0, since L0k(0) = 1;
hence, the first negative moment of λ is [15, Lemma 6]
E
[
1
λ
]
=
1
Nr −Nt , for Nr ≥ Nt + 1. (20)
Substituting (17), (18) and (20) into (5), (11), we can obtain
(15), (16) after noting that
Hm ∼ CN (0Nr×Nt−1, INr ⊗ INt−1) (21)
and some simple simplifications.
Corollary 1: For i.i.d. Rayleigh fading, Ru,1 becomes exact
at high SNRs and equal to
R∞u,1 = Nt log2
(
ρ
Nt
)
+
Nt
ln 2
ψ (Nr −Nt + 1) (22)
≤ Nt log2
(
ρ
Nt
)
+
1
ln 2
Nt−1∑
k=0
ψ (Nr − k) . (23)
Proof: Taking ρ large in (15) and simplifying.
We note that (23) corresponds to the high-SNR ergodic
capacity of an i.i.d. Rayleigh fading MIMO system with
optimal receivers under Nr ≥ Nt [2, Eq. (9)], [4, Eq. (12)]. In
addition, (22), (23) validate the well-known feature of MIMO
systems, that is the asymptotically (in terms of SNR) linear
sum rate (or capacity) scaling with the minimum number
of antennas [1]–[5]. Note also that (22) is strongly related
with [11, Proposition 2] which was derived in the context of
MIMO MMSE receivers; at high-SNRs, both receivers behave
equivalently in terms of sum rate [6]. In Fig. 1, the simulated
achievable sum rate along with the proposed analytical bounds
of (15) and (16) are plotted against the average SNR, ρ. We
consider different MIMO configurations by keeping Nt = 3
and increasing Nr.
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Fig. 1. Simulated sum rate, and upper bounds against the SNR ρ (Nt = 3).
The graph indicates that adding more receive antennas
significantly stabilizes the MIMO link by improving the re-
ceive diversity and reducing the noise enhancement effect.
Clearly, all bounds remain sufficiently tight across the entire
SNR range, while Ru,1 becomes exact even at moderate
SNRs. Regarding Ru,2, its tightness improves with an in-
creasing Nr. In fact, by defining the high-SNR bound offset,
as ΔRu  R∞u,2 − R∞u,1 = Nt log2
(E [det (HHH)]) −
NtE
[
log2
(
det
(
HHH
))]
, we can see that in the limit of high-
SNR and large number of receive antennas, Ru,2 becomes ex-
act, due to the law of large numbers limNr→∞H†wHw/Nr →
INt .
B. Doubly correlated Rayleigh fading
This scenario is suitable when spatial correlation occurs on
both sides of the MIMO link and as such, we get
H = R1/2R HwR
1/2
T (24)
where RT ∈ CNt×Nt , RR ∈ CNr×Nr denote the Hermitian,
positive definite transmit and receive correlation matrices. In
general, this scenario of doubly correlated Rayleigh fading is
not amenable to tractable manipulations due to the random
term det
(
HHw RRHw
)
. However, based on some recent ad-
vances in random matrix theory, we now present the following
result:
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Lemma 2: For semi-correlated Rayleigh fading with corre-
lation on the side with the maximum number of antennas, the
first moment of the generalized variance is equal to
E [det (HHw RRHw)] = Nt! det(X)∏Nr
i<j(γj − γi)
(25)
where γi, i = 1, . . . , Nr are the real, positive eigenvalues of
RR, while X is a Nr ×Nr matrix with entries
{X}i,j =
{
γj−1i , j = 1, . . . , Nr −Nt
γji , j = Nr −Nt + 1, . . . , Nr.
Proof: A detailed proof is given in Appendix I.
We emphasize the fact that the result in (25) is rather
tractable and, at the same time, applies for arbitrary-
dimensional fading matrices H.
Proposition 2: For doubly correlated Rayleigh fading, the
sum rate of MIMO ZF receivers is upper bounded by
Ru,2 =
Nt∑
m=1
log2
⎛⎝ (Nt − 1)!
(
det(X˜) + ρσm det(X)
)
∏Nr
i<j(γj − γi)
⎞⎠
− Nt
ln 2
⎛⎜⎜⎜⎝
Nt−1∑
k=1
ψ (k) +
Nr∑
k=Nr−Nt+2
det (Yk)∏Nr
i<j (γj − γi)
⎞⎟⎟⎟⎠ (26)
where σm is the m-th diagonal entry of R−1T . The matrix X˜
is directly related to X as{
X˜
}
i,j
=
{
γj−1i , j = 1, . . . , Nr −Nt + 1
γji , j = Nr −Nt + 2, . . . , Nr
while Yk is an Nr ×Nr matrix with entries
{Yk}i,j =
{
γj−1i , j = k
γj−1i ln γi, j = k.
(27)
Proof: A detailed proof is relegated in [16].
Regarding the upper bound Ru,1, its evaluation requires
statistical knowledge of the unordered eigenvalue, which,
however, is an extremely challenging problem. For this reason,
we now focus on the still practical case of correlation on the
side with the maximum number of antennas (i.e. RT = INt ):
Corollary 2: For semi-correlated Rayleigh fading with cor-
relation on the side with the maximum number of antennas,
the upper bound Ru,1 does not exist.
Proof: The proof starts by considering the marginal
density of λ, which for the case of correlation on the receive
side reads as [17, Eq. (14)]
fλ(x) =
1
Nt
∏Nt
i<j(γj − γi)
×
Nr∑
=1
Nr∑
k=Nr−Nt+1
xNt−Nr+k−e−x/γγNr−Nt−1
Γ(Nt −Nr + k) Dk
Setting k = Nr −Nt + 1, we can see that fλ(0) = 0.
We note that in (26) the effects of transmit and receive
correlation are decoupled although the overall impact of re-
ceive correlation is not straightforwardly inferred due to the
Vandermonde determinants. For this reason, we consider the
high-SNR regime via the following corollary:
Corollary 3: For doubly correlated Rayleigh fading, the
sum rate at high SNRs becomes
R∞ = Nt log2
(
ρ
Nt
)
+
Nt
ln 2
ψ (Nt)
−
Nt∑
m=1
log2(σm) +
Nt
ln 2
det(YNr−Nt+1)∏Nr
i<j(γj − γi)
(28)
≤ Nt log2
(
ρ
Nt
)
+
1
ln 2
Nt∑
k=1
ψ (k)
+ log2 det(RT) +
Nr∑
k=Nr−Nt+1
det (Yk)
ln 2
∏Nr
i<j (γj − γi)
. (29)
Proof: The proof follows by taking ρ large in (4), using
Theorem 2 and simplifying.
Note that (29) corresponds to the average MIMO mutual
information of a doubly correlated Rayleigh fading MIMO
system with optimal receivers under Nr ≥ Nt. To the best
of our knowledge the expression in (29) is new and does not
require the MIMO matrix to be square, as in [5, Eq. (88)].
What is more, the expression in (28) is in agreement with an
associated result on MIMO MMSE receivers [11, Proposition
6]. In Fig. 2, the analytical high-SNR approximations for ZF
and optimal receivers are compared, based on (28) and (29).
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Fig. 2. Analytical high-SNR approximations for ZF and optimal receivers
against the SNR ρ (Nr = 7, ρt = 0.3, ρr = 0.8).
The entries of the receive correlation matrix (and likewise of
RT) are modeled as {RR}i,j = ρ|i−j|r with ρr ∈ [0, 1) being
the receive correlation coefficient. We can clearly observe that
as Nt increases, the offset between the two expressions in-
creases which demonstrates the increasingly poor interference
cancellation capabilities of ZF receivers.
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C. Uncorrelated Ricean fading
This model is suitable when there is a direct LoS or specular
path between the transmitter and receiver. In order to avoid
the introduction of extra cumbersome notations, we hereafter
focus on the case of rank-1 deterministic component [11], [18],
[19]. Then, the fading matrix H becomes
H =
√
K
K + 1
HL +
√
1
K + 1
Hw (30)
where K stands for the Ricean K-factor. We first analytically
derive the first negative moment of an arbitrary eigenvalue:
Theorem 3: For uncorrelated Ricean fading with a rank-
1 LoS component, the first negative moment of an arbitrary
eigenvalue, λ, of HHH is (for Nr ≥ Nt + 1)
E
[
1
λ
]
=
e−Δ(K + 1)
Nt((Nr −Nt)!Nt)
Nt∑
=1
1
ΔNt−1
∏Nt−1
i=1 Γ(i)
×
(Nt−1∑
k=1
Γ(Nr −Nt +  + k − 2)
(K + 1)(k−1)(Nr −Nt + 1)k−1Ak
+ Γ(Nr −Nt + − 1)
× 1F1(Nr −Nt + − 1;Nr −Nt + 1;Δ)ANt
)
(31)
where Δ = KNtNr, while pFq(·) is the generalized hyperge-
ometric function [13, Eq. (9.14.1)]. The term Ak denotes the
(k, )-th cofactor of the Nt ×Nt matrix A whose entries are
{A}i,j =
{
(Nr−Nt+i+j−2)!
(Nr−Nt+1)i−1 , 1 ≤ i ≤ Nt − 1
1F1(Nr−Nt+j;Nr−Nt+1;Δ)
((Nr−Nt+j−1)!)−1 , i = Nt
while (α)n = Γ(α+n)/Γ(α) is the Pochhammer symbol [13].
Proof: A detailed proof is given in [16].
Proposition 3: For uncorrelated Ricean fading with a rank-
1 LoS component, the sum rate of MIMO ZF receivers is
upper bounded by
Ru,1 = Nt log2
(
G(λ) + ρ
Nt
)
+
Nt
ln 2
(
ψ (Nr −Nt + 1)
+ g(Nr,Δ)− g(Nr,Δ1)− ln(K + 1)
)
(32)
Ru,2 = Nt log2
(
Nr!
(Nr −Nt + 1)!
1 + K(Nt − 1)
(K + 1)Nt−1
+
ρ
Nt
Nr!
(Nr −Nt)!
1 + KNt
(K + 1)Nt
)
− Nt
ln 2
(
g(Nr,Δ1)− (Nt − 1) ln(K + 1)
+
Nt−2∑
k=1
ψ (Nr − k)
)
(33)
where G(λ) = E [ 1λ], Δ1 = K(Nt−1)Nr, while the auxiliary
function g(n, x) is defined according to
g(n, x)  ln(x)− Ei(−x)
+
n−1∑
k=1
(
− 1
x
)k (
e−x(k − 1)!− (n− 1)!
k(n− k − 1)!
)
. (34)
Proof: A detailed proof is given in Appendix II.
Since it is difficult to obtain insights into the implications
of the Ricean K-factor from (32) and (33) we now focus on
the high-SNR regime:
Corollary 4: For uncorrelated Ricean fading with a rank-1
LoS component, Ru,1 becomes exact at high SNRs and equal
to
R∞u,1 = Nt log2
(
ρ
Nt
)
+
Nt
ln 2
ψ (Nr −Nt + 1)
+
Nt
ln 2
(g(Nr,Δ)− g(Nr,Δ1)− ln(K + 1)) (35)
≤ Nt log2
(
ρ
Nt
)
+
1
ln 2
Nt−1∑
k=1
ψ (Nr − k)
+
1
ln 2
g(Nr,Δ)−Nt log2(K + 1). (36)
Proof: Taking ρ large in (32) and simplifying.
From (36), we conjecture the deleterious effects of the rank-
1 deterministic component on the sum rate, since the term
g(Nr,Δ) − g(Nr,Δ1) − ln(K + 1) was numerically found
to be a monotonically decreasing function in K. Note that
(36) corresponds to the high-SNR ergodic capacity of a rank-
1 uncorrelated Ricean fading MIMO system with optimal
receivers under Nr ≥ Nt [19, Eq. (38)]. In Fig. 3, the effects
of Ricean K-factor on the performance of the proposed bounds
are investigated.
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Fig. 3. Simulated sum rate, and upper bounds against the Ricean K-factor
(Nr = 5, Nt = 3, ρ = 10 dB).
It can be observed that a higher K-factor extensively limits
the advantages of MIMO technology for the considered rank-
1 configurations. This observation is in line with [18], [19].
This can be justified by considering the high-SNR/high K-
factor regime, which leads to the following insightful result:
R∞u,1
K→∞≈ Nt log2
(
ρ
KNt
)
+
Nt
ln 2
ψ (Nr −Nt + 1)
where we have taken K large in (35) and used the fact that
g(Nr,Δ) ≈ ln(Δ) for Δ →∞ [19]. We finally note that Ru,1
remains notably tight across the entire K-factor regime, while
Ru,2 becomes tighter with an increasing K-factor.
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V. CONCLUSION
This paper introduced two novel upper bounds on the sum
rate of MIMO receivers, that can be applied for arbitrary
number of antennas and remain sufficiently tight across the
entire SNR range. Both bounds were evaluated for Rayleigh
and Ricean fading models and were shown to admit very
tractable manipulations. Through the analytical expressions,
we gained valuable insights into the implications of the various
system and fading parameters on the performance of ZF
receivers. An interesting relationship between the sum rate
and the first negative moment of the unordered eigenvalue of
the instantaneous correlation matrix was also provided.
APPENDIX I
PROOF OF THEOREM 2
The proof is based on a similar methodology as that in [17,
Appendix I-E]. More specifically, by simple rearrangement of
[17, Eq. (128)] we can get
E [det(HHw RRHw )] =
det(Δ)∏Nt
i=1 Γ (Nt − i + 1)
∏Nr
i<j (γj − γi)
(37)
where Δ is an Nr ×Nr matrix with entries
{Δ}i,j =
⎧⎨⎩
γj−1i , j = 1, . . . , Nr −Nt
γNr−Nt−1i
∫∞
0
λj−Nr+Nte−λ/γidλ,
j = Nr −Nt + 1, . . . , Nr.
The second branch of Δ can be further simplified through [13,
Eq. (3.381.4)], to yield
{Δ}i,j
= γji Γ(j −Nr + Nt + 1), j = Nr −Nt + 1, . . . , Nr.
(38)
The proof concludes after factorizing the common terms
from det(Δ) in (37) and simplifying.
APPENDIX II
PROOF OF PROPOSITION 3
The proof starts by invoking the following results for a Nr×
Nt (with Nr ≥ Nt) noncentral Wishart matrix
E [det (HHH)] = Nr!
(Nr −Nt)!
(1 + KNt)
(K + 1)Nt
(39)
E [ln (det (HHH))] = g(Nr,Δ)−Nt ln(K + 1)
+
Nt−1∑
k=1
ψ (Nr − k) (40)
which are respectively obtained from [19, Theorem 1], [19,
Theorem 2]. We note that g(Nr, 0) = ψ(Nr). For Rayleigh
fading conditions (i.e. K = 0) (39)–(40) coincide with (17)–
(18). In order to evaluate the last term in (5), we have
Hm ∼ CN
(√
K
K + 1
HL,m,
1
K + 1
INr ⊗ INt−1
)
(41)
where HL,m corresponds to HL with the m-th column re-
moved. Clearly, we can apply the results of Theorem 3 and
(40) on (5) to obtain (32). Likewise, the upper bound in (33)
is again obtained through (41) with the aid of (39)–(40).
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