Long time $\mathcal H^s_{\alpha}$ stability of a classical scheme for
  Cahn-Hilliard equation with polynomial nonlinearity by Wang, Wansheng
ar
X
iv
:2
00
3.
14
39
9v
1 
 [m
ath
.N
A]
  2
8 M
ar 
20
20
LONG TIME HSα STABILITY OF A CLASSICAL SCHEME FOR
CAHN-HILLIARD EQUATION WITH POLYNOMIAL
NONLINEARITY ∗
WANSHENG WANG†
Abstract. In this paper we investigate the long time stability of the implicit Euler scheme for
the Cahn-Hilliard equation with polynomial nonlinearity. The uniform estimates in H−1 and Hsα
(s = 1, 2, 3) spaces independent of the initial data and time discrete step-sizes are derived for the
numerical solution produced by this classical scheme with variable time step-sizes. The uniform H3α
bound is obtained on basis of the uniform H1 estimate for the discrete chemical potential which
is derived with the aid of the uniform discrete Gronwall lemma. A comparison with the estimates
for the continuous-in-time dynamical system reveals that the classical implicit Euler method can
completely preserve the long time behaviour of the underlying system. Such a long time behaviour
is also demonstrated by the numerical experiments with the help of Fourier pseudospectral space
approximation.
Key words. Cahn-Hilliard equation, implicit Euler method, dissipative system, long-time sta-
bility, uniform estimates, global attractor, Fourier pseudospectral approximation
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1. Introduction. This paper addresses the long time behavior of the implicit
Euler scheme for the Cahn-Hilliard equation:
∂u
∂t
= ∆(−ε∆u+ f(u)), x ∈ Ω, t > 0, (1.1)
u(x, 0) = u0(x), x ∈ Ω, (1.2)
where Ω is a bounded domain in Rd (d ≤ 3) with a sufficiently smooth boundary
∂Ω, ε > 0 is a phenomenological constant modeling the effect of interfacial energy.
The original 1D Cahn-Hilliard equation has the nonlinear term f(u) = −au+u3 with
constant a > 0. In this paper, we consider more general expressions for f which allows
polynomial of any odd degree with a positive leading coefficient when d ≤ 2. This
will be addressed in the next section.
The differential equation (1.1) was initially introduced by Cahn and Hilliard [3] as
a model equation for describing the dynamics of pattern formation in phase transition,
which was phenomenologically observed in phase separation of a binary solution under
sufficient cooling. This kind of pattern formation has been observed in alloys, glasses,
polymer solutions, and liquid mixtures (see [44] and references therein). Pattern
formation may becomes very complicated in long time behaviour. Understanding
and predicting the asymptotic behaviour of systems is a fundamental issue [75, 45].
It is well known that the continuous dynamical system generated by Cahn-Hilliard
equation is dissipative (in the sense of possessing a compact global attractor) and
posses very complex behavior with various attractors (see, e.g., [56, 13, 15, 40, 47, 52]).
From a numerical point of view, it is important and challenging to study the
potential of numerical methods in capturing the long time behaviour of the underlying
system (see, e.g., [38, 32, 53]). It has been discovered recently that if the dissipativity
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of a dissipative system is preserved appropriately, then the numerical scheme would be
able to capture the long time statistical property of the underlying dissipative system
asymptotically, in the sense that the invariant measures of the scheme would converge
to those of the continuous-in-time system (see, e.g., [4, 65, 67]). The convergence
of exponential attractors also depends on the dissipativity of the scheme [46]. As
a consequence, the long-time stability and dissipativity of numerical schemes have
been discussed for various types of equations such as ODEs (see, e.g., [53]), Volterra
functional differential equations (see, e.g., [69]), neutral delay differential equations
[61, 4, 64], 2D Navier-Stokes equations (see, e.g., [36, 57, 66, 31, 10]), the infinite
Prandtl number model [9, 65], the 2D magnetohydrodynamics equations [58], the 2D
Rayleigh-Benard convection problem [59], generalized Allen-Cahn equation [46], the
2D thermohydraulics equations [24], incompressible two-phase flow model [55], the 2D
double-diffusive convection [60], Stokes-Darcy system [6, 7], Navier-Stokes equations
with delay [63], general semilinear parabolic equations [22], and so on. We note that all
these PDEs studied in the above literature are second-order equations. For the Cahn-
Hilliard equation (1.1), a fourth-order equation, many results on the long time energy
stability or the energy decay property of numerical solutions have been reported in
the literature (see, e.g., [21, 11, 72, 34, 70, 35, 48, 74, 2, 25, 42, 73]). Especially,
the scalar auxiliary variable (SAV) approach has been recently introduced for solving
gradient flows (see, e.g., [49, 50, 43, 51, 1]). To our best knowledge, however, few
studies have been done on the long time Hsα (s = 2, 3) stability or dissipativity.
It is worth emphasizing that solving numerically Cahn-Hilliard equation is an active
research area. Different numerical schemes have been proposed for solving this class of
equation, including finite difference method (see, e.g., [54, 11, 30, 35, 70, 71, 41]), finite
element method (see, e.g., [17, 18, 16, 26]), mixed finite element method (see, e.g.,
[19, 21, 27, 62, 14]), nonconforming element method (see, e.g., [20, 74]), discontinuous
Galerkin method (see, e.g., [12, 68, 28, 37, 72]), spectral method (see, e.g., [34, 48, 5,
42]), surface finite element method (see, e.g., [23]), postprocessing mixed finite element
method (see, e.g., [62, 76]), least squares spectral element method [29], Multigrid
method (see, e.g., [39, 35, 71]). Stabilization or convex splitting schemes are also
investigated in [33, 70, 48, 25, 42, 73, 8].
The purpose of this work is to study the long time stability of numerical methods
for Cahn-Hilliard equation (1.1) and establish uniform estimates, independent of the
initial data u0 and time discrete step-sizes, for the numerical solutions in Hsα (s =
1, 2, 3, see their definition in Section 2). The uniform in Hsα (s = 1, 2, 3) estimates
will guarantee the uniform dissipativity in Hs−1α for boundedness in Hsα implies pre-
compactness in Hs−1α by the Rellich compactness theorem. Since this is the first work
on the long time Hsα (s = 2, 3) stability analysis for such a fourth order equation, the
classical implicit Euler scheme becomes the first object of our research. We also note
that the importance of using fully implicit schemes for solving Cahn-Hilliard equation
has been demonstrated in [73].
To accomplish these we first make some assumptions on the equation and include
some preliminaries on the functional setting in Section 2. Then we review the results
on the uniform a priori estimates for the solution to Cahn-Hilliard equation (1.1) in
the affine space Hsα in Section 3. In Section 4 we first show unconditionally long-
time stability of the classical implicit Euler scheme in space H−1 for any time step
sizes, and establish uniform H−1 estimate independent of the initial data u0 and time
discrete step-sizes for the time semi-discrete solution to Cahn-Hilliard equation. Then
we obtain uniform Hsα (s = 1, 2) estimates for the numerical solution in subsections
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4.3 and 4.4. The uniform H3α estimate is also established for the first time, based
on the uniform H1 estimates for the discrete chemical potential which is obtained
with the aid of the uniform discrete Gronwall lemma in this section. The uniform
estimates in Sobolev spaces of high order are important for fourth order equations;
this is new feature of our work. As a consequence of these estimates, for every time
grid, we build a global attractor of the discrete-in-time dynamical system. With
space discretization by Fourier pseudospectral methods, we present numerical results
in Section 5 that illustrate such a long time stability of this classical scheme. We close
by providing some concluding remarks in Section 6.
2. Preliminaries: Assumption and notations. In this section we will make
some assumptions on the equation and introduce some function spaces.
2.1. The Cahn-Hilliard equation. We consider the equation (1.1) associated
with boundary conditions which could be one of two types:
∂u
∂ν
=
∂
∂ν
(−ε∆u+ f(u)) = 0, x ∈ ∂Ω, t > 0, (2.1)
u(x+ Lei, t) = u(x, t), x ∈ ∂Ω, t > 0, i = 1, · · · , d, (2.2)
where ν is the outward unit normal vector along ∂Ω. The Neumann boundary con-
dition (2.1) is sometimes called a flux boundary condition. In the case of periodic
boundary condition (2.2), we understand Ω to be a cube (0, L)d with e1, · · · , ed being
the canonical basis of Rd. With these two boundary conditions, the conservation of
mass property of a sufficiently smooth solution of (1.1)-(1.2)∫
Ω
u(x, t)dx =
∫
Ω
u0(x)dx, t ≥ 0, (2.3)
follows immediately from
∂
∂t
∫
Ω
u(x, t)dx = 0.
The Cahn-Hilliard equation (1.1) is frequently referred to as the H−1 gradient flow:
ut = −grad0E(u),
where the symbol “grad0” denotes a constrained gradient in a Hilbert space, defined
by
∫
Ω
u dx = constant, and E(u) denotes the Ginzburg-Landau free energy
E(u) =
∫
Ω
(ε
2
|∇u|2 + F (u)
)
dx =
ε
2
|u|21 +
∫
Ω
F (u)dx.
On the derivative f of the potential function F we make following general as-
sumptions:
(i) There exist two constants c0 > 0 and c1 such that
f(v)v ≥ pc0v2p − c1, ∀v ∈ R, (2.4)
where 2 ≤ p <∞ if d ≤ 2, p = 2 if d = 3;
(ii) For every η > 0, there exists a constant c2 = c2(η) such that
|f(v)| ≤ ηc0v2p + c2, ∀v ∈ R; (2.5)
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(iii) The primitive F of f vanishes at v = 0, and there exist two constants c3 and
c > 0 such that
1
2
c0v
2p − c3 ≤ F (v) ≤ 3
2
c0v
2p + c3, ∀v ∈ R; (2.6)
F ′′(v) ≥ −c, ∀v ∈ R. (2.7)
Remark 2.1. It is typical to assume that f is a polynomial function of the degree
2p− 1 with a positive leading coefficient, namely, (see, e.g., [56, 47, 2]),
f(v) =
2p−1∑
j=1
ajv
j , a2p−1 > 0, (2.8)
where 2 ≤ p <∞ if d ≤ 2, p = 2 if d = 3. Obviously, the function f defined by (2.8)
satisfies the assumptions (i) and (ii). Since the primitive F of f vanishes at v = 0,
we have
F (v) =
2p∑
j=2
bjv
j , jbj = aj−1, 2 ≤ j ≤ 2p. (2.9)
with b2p > 0. Then it is easy to verify that the assumption (iii) is satisfied.
2.2. Function spaces. In order to study the long time dynamics of the Cahn-
Hilliard equation, we introduce some function spaces. Let Hs = Hs(Ω), s ≥ 0, be the
standard Sobolev space with the norm ‖ · ‖s, and let ‖ · ‖ and (·, ·) denote the usual
norm and inner product in H = L2 = L2(Ω). In addition, define for s ≥ 0,
H−s = (Hs)∗, H−s0 =
{
v ∈ H−s, 〈v, 1〉 = 0} ,
where 〈·, ·〉 stands for the dual product between Hs and H−s. In view of the conser-
vation of mass property (2.3), we denote by m(ϕ) the average on Ω of a function ϕ
in L2(Ω) (or L1(Ω))
m(ϕ) =
1
|Ω|
∫
Ω
ϕ(x)dx, (2.10)
and we write ϕ = ϕ−m(ϕ). Then for s ≥ 0 we define Hs0 and Hsβ, β ∈ R, by
Hsβ = {ϕ ∈ Hs, m(ϕ) = β} . (2.11)
Notice that the set Hs0 is a closed linear subspace of H
s, and for each β ∈ R with
β 6= 0, Hsβ is a hyperplane in Hs. For any α ≥ 0 and any compact set K in R, we
define Hsα and HsK by
Hsα =
⋃
|β|≤α
Hsβ , HsK =
⋃
β∈K
Hsβ . (2.12)
It is obvious that Hs = Hs
R
.
In order to put the above two initial-boundary value problems in a common
abstract framework, we define the linear operator A = −∆ with domain of definition
D(A) =
{
v ∈ H2 : ∂v
∂ν
= 0 on ∂Ω
}
,
D(A) = {v ∈ H2 : v(x + Lei) = v(x) for x ∈ ∂Ω, i = 1, · · · , d} ,
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for the two sets of boundary conditions, respectively. Since A is a self-adjoint positive
semidefinite and densely defined operator on H , for real s, we can define the spaces
H˙s = D(As/2) with norms |v|s = ‖As/2v‖. It is well known that, for integer s ≥ 0,
H˙s is a subspace of Hs and that the norms | · |s and ‖ ·‖s are equivalent on H˙s. Using
the above notations, we may write (1.1)-(1.2) as an abstract initial value problem
ut + εA
2u+Af(u) = 0, t > 0, (2.13)
u(0) = u0. (2.14)
We define G : H → H˙2 as the inverse of A. It can be easily verified that G is
self-adjoint and positive semidefinite on H . Clearly,
|v|−1 = ‖G 12 v‖ = sup
χ∈H˙1
|〈v, χ〉|
|v|1 , ∀v ∈ H˙
1, (2.15)
and |v|−1 is a continuous norm on L2(Ω); see [56]. As a result, there exists a constant
γ1 > 0 depending only on Ω such that [56]
|v¯|−1 = |v −m(v)|−1 ≤ γ1|v|1, ∀v ∈ H1. (2.16)
Applying G to (2.13), we have
Gut + εAu+ f(u) = 0, t > 0. (2.17)
3. Long-time dynamics of continuous system. For the initial value problem
(2.13)-(2.14), the mapping S(t) : u0 ∈ H → u(t) ∈ H satisfies the semigroup property
S(t)S(s) = S(t+ s), t, s ≥ 0, S(0) = I, and the pair (H,S(t)) is a dynamical system.
We first note that the semigroup S(t) cannot have a global attractor in H = L2,
since the set Q of stationary solutions is unbounded. In deed, the property that the
average of u is conserved excludes the existence of an absorbing set inH . Nevertheless,
this semigroup S(t) possesses a host of attractors with many interesting dynamical
properties.
Following the approach of Elliott and Larsson [21], we can get∫ t
0
|ut|2−1ds+ E(u(t)) = E(u0), t ≥ 0, (3.1)
which implies that the total energy is nonincreasing in time, provided that u0 ∈ H˙1.
E(u) is thus known as a Lyapunov functional for the initial value problem (2.13). The
chemical potential ω is the derivative of E , i.e.,
ω = E ′(u) = f(u)− ε∆u = −Gut.
From (3.1), we also obtain an a priori bound:
|u(t)|1 ≤ C(R1), t ≥ 0, (3.2)
provided that u0 ∈ H˙1 with |u0|1 ≤ R1.
Based on this bound, the following result about the uniform bound in H−1 has
been shown in [56].
Proposition 3.1 (Uniform estimate in H−1, [56]). Assume that (2.4), (2.5),
and (2.6) are fulfilled, and
|u0|−1 ≤ R and |m(u0)| ≤ α. (3.3)
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Let ρ0 be defined by
ρ0 := γ1
(
2C1(α)
ε
) 1
2
with C1(α) = (c1 + c2α+ 2c3)|Ω|. (3.4)
Then there exists a time t0 = t0(R,α, ρ0) such that
|u¯(t)|−1 ≤ ρ′0 := 2ρ0, ∀t ≥ t0. (3.5)
This result shows the existence of an absorbing set for S(t) on the affine space
Hα endowed with the norm | · |−1 (see, e.g., [56]). The existence of an absorbing
set is related to a dissipativity property for the dynamical system. Furthermore, the
following result guarantees the existence of an absorbing set in Hα and in H1α and the
existence of a global attractor Aα.
Proposition 3.2 (Uniform estimates in H1α, [56, 40]). Assume that (2.4), (2.5),
(2.6), (2.7), and (3.3) are fulfilled. Let ρ0 and ρ
′
0 be defined by (3.4) and (3.5),
respectively. Then there exists a time t1 = t0 + r with r > 0 arbitrary such that
|u(t)|1 ≤ ρ1, ∀t ≥ t1, (3.6)
where ρ1 = C
1
2
2 (α) with C2(α) =
2(ρ′0)
2
rε +
2C1(α)
ε . Furthermore, let Hα be defined by
(2.12). Then for every α ≥ 0, the semigroup S(t) associated with (2.13)-(2.14) maps
Hα into itself and possesses in Hα and H1α a maximal attractor Aα that is compact
and connected.
In the original proof of the dissipativity estimates (3.6) in [56], the condition (2.7)
is replaced by
F ′′(v) ≥ c4v2p−2 − c, ∀v ∈ R, (3.7)
with constant c4 > 0.
The following uniform estimates in affine space Hsα, s = 2, 3, have been obtained
in [40] under some slightly weaker conditions than (2.4), (2.5), (2.6) and (2.7).
Proposition 3.3 (Uniform estimates in Hsα, s = 2, 3, [40]). Assume that (2.4),
(2.5), (2.6), (2.7), and (3.3) are fulfilled. For any R,α > 0, there exist positive
continuous function µs(t) defined on (0,∞) and positive constants ρs, ts > 0 such
that
|u(t)|s ≤ µs(t), ∀t > 0, (3.8)
|u(t)|s ≤ ρs, ∀t ≥ ts, (3.9)
where µs and ts depends on R, α, ε and F ; ρs depends only on α, ε and F . Fur-
thermore, let Hsα be defined by (2.12). Then for every α ≥ 0, the semigroup S(t)
associated with (2.13)-(2.14) maps Hsα into itself and possesses in Hsα a maximal
attractor Aα that is bounded and connected in Hsα.
It should be pointed out that the uniform estimate (3.9) in H2α has been obtained
in [56] under the conditions (2.4), (2.5), (2.6), and (3.7).
From the above uniform a priori estimates, we know there exists a global attractor
for continuous-in-time system semigroup S(t). An accurate numerical approximation
of the Cahn-Hilliard equation should mimic its long-term behavior. In the next sec-
tion, we will investigate the uniform bound of the numerical solution produced by the
implicit Euler method.
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4. Time uniform bounds for the semi-discrete scheme. In this section,
we discuss the time discretization of (1.1) by fully implicit Euler method and derive
uniform estimates for the numerical solution in H−1 and Hsα (s = 1, 2, 3). To obtain
the uniform estimate in space H3α, we need estimate the discrete chemical potential
ωn+1 in H1.
Let J : 0 = t0 < t1 < · · · < tn < · · · be a partition of [0,∞), In := [tn, tn+1],
kn := t
n+1 − tn, and k = supn≥0 kn. Then a semi-discrete formulation of (2.13) via
implicit Euler method on the time mesh J reads:
∂¯tu
n+1 + εA2un+1 +Af(un+1) = 0, n ≥ 0, (4.1)
with u0 = u0, where ∂¯tu
n+1 = (un+1−un)/kn. To explicitly approximate the chemical
potential ω, we may equivalently write (4.1) as
∂¯tu
n+1 +Awn+1 = 0, (4.2)
wn+1 = εAun+1 + f(un+1). (4.3)
It is easy to verify that the conservation of mass property is preserved by implicit
Euler scheme (4.1):∫
Ω
∂¯tu
n+1dx = 0,
∫
Ω
un+1dx =
∫
Ω
u0(x)dx, ∀n ≥ 0. (4.4)
We shall study the long time stability of numerical scheme (4.1) and obtain uni-
form bounds necessary for the convergence of the attractor and associated invariant
measures of the discretised system to those of the continuous system. For this purpose,
we view the scheme as a mapping on H˙s:
Sku
n = un+1, n ≥ 0. (4.5)
4.1. Energy decay. In this subsection, we discuss the discrete analogue of the
property of energy decay. It is of some interest to note that there has been a lot of
work studying on energy decay property of numerical schemes in the literature (see,
e.g., [21, 11, 72, 34, 70, 35, 48, 74, 2, 25, 42]). This property of the fully discrete
approximation based on implicit Euler scheme together with finite element methods
has also been established in [21] for ε = 1. Since this property will be used in our
uniform estimates in H1α, we state this property here.
Proposition 4.1. Suppose that (2.7) is satisfied. Then if
k ≤ 8ε
c2
, (4.6)
we have
E(un+1) ≤ E(un), ∀n ≥ 0. (4.7)
In addition, for any ck ∈ (0, 1], if
k ≤ 8ckε
c2
, (4.8)
the solution to (4.2)-(4.3) satisfies
(1 − ck)
n∑
j=0
kj‖G 12 ∂¯tuj+1‖2 + E(un+1) ≤ E(u0), ∀n ≥ 0. (4.9)
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Proof. The proof is similar to that of [21] for full discretization approximation of
(1.1) with ε = 1. Applying the operator G to (4.1) yields
G∂¯tu
n+1 + εAun+1 + f(un+1) = 0, n ≥ 0. (4.10)
Taking the inner product of (4.10) with ∂¯tu
n, we obtain, ∀n ≥ 0,
(G∂¯tu
n+1, ∂¯tu
n+1) + (εAun+1, ∂¯tu
n+1) + (f(un+1), ∂¯tu
n+1) = 0. (4.11)
Using the condition (2.7), we get
f(r)(r − s) ≥ F (r)− F (s)− 1
2
c(r − s)2,
and therefore the relation
(f(un+1), ∂¯tu
n+1) ≥ ∂¯t
∫
Ω
F (un+1)dx− 1
2
ckn‖∂¯tun+1‖2. (4.12)
As a consequence, we have, from (4.11),
‖G 12 ∂¯tun+1‖2 + ε
2
kn|∂¯tun+1|21 + ∂¯tE(un+1)
≤ 1
2
ckn‖∂¯tun+1‖2 ≤ 1
8ε
c2kn‖G 12 ∂¯tun+1‖2 + ε
2
kn|∂¯tun+1|21, (4.13)
where we have used
(Aun+1, ∂¯tu
n+1) =
1
2
∂¯t|un+1|21 +
1
2
kn|∂¯tun+1|21.
Then energy decay inequality (4.7) follows directly from (4.13) if (4.6) holds. If k
satisfies the condition (4.8), summing (4.13) shows that (4.9) holds. This completes
the proof for the energy decay property of the numerical scheme.
As a consequence of (4.7), the a priori bound can be obtained: If u0 ∈ H˙1 with
|u0|1 ≤ R1, then
|un|1 ≤ C(R1), n ≥ 0, (4.14)
which is a discrete counterpart to the a priori bound (3.2).
4.2. Time uniform bound in H−1. In this subsection, we derive a discrete
counterpart to the uniform bound (3.5). Take the inner product of (4.2) with Gun+1
to obtain (
∂¯tun+1, Gun+1
)
+
(
wn+1, un+1
)
= 0. (4.15)
Then we have the following stability estimate in H−1.
Lemma 4.2 (Stability estimate in H−1). Assume that (2.4), (2.5), (2.6), and
(3.3) are fulfilled. Let un+1 be the solution of the numerical scheme (4.1). Then
for any time step sequence {kn} with k = supn≥0 kn, we have the following stability
estimate, for n ≥ 0,
|un+1|2−1 ≤ exp
(
− εt
n+1
γ21 + εk
)
|u0|2−1 + 2C1(α)
γ21 + εk
ε
[
1− exp
(
− εt
n+1
γ21 + εk
)]
,(4.16)
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where C1(α) has been defined in (3.4). Furthermore, define
ρ0k(α) =
(
2C1(α)
γ21 + εk
ε
) 1
2
, (4.17)
and let there be given ρ > ρ0k. Then there exists a positive integer n0k = n0k(R,α, ρ, k)
such that
|un|−1 ≤ ρ, n ≥ n0k. (4.18)
Proof. By using the definition of the chemical potential ωn+1 and the property of
mass conservation, we obtain(
wn+1, un+1
)
= −ε
(
∆un+1, un+1
)
+
(
f(un+1), un+1
)
= ε|un+1|21 + (f(un+1), un+1)− (f(un+1),m(u0)). (4.19)
Notice |m(u0)| ≤ α. Let η = 1α (p− 32 ) in (2.5). The last term on the right hand side
of (4.19) can be bounded as
(f(un+1),m(u0)) =
∫
Ω
f(un+1)m(u0)dx
≤
∫
Ω
[ηc0(u
n+1)2p + c2]αdx
=
∫
Ω
[
1
α
(
p− 3
2
)
c0(u
n+1)2p + c2
]
αdx. (4.20)
Similarly, by (2.4), the second term on the right hand side of (4.19) can be rewritten
as
(f(un+1), un+1) =
∫
Ω
f(un+1)un+1dx
≥
∫
Ω
[
pc0(u
n+1)2p − c1
]
dx. (4.21)
As a consequence of (4.20) and (4.21), we have from (4.19)
(
wn+1, un+1
)
≥
∫
Ω
3
2
c0(u
n+1)2pdx+ ε|un+1|21 − c2α|Ω| − c1|Ω|
≥
∫
Ω
(
3
2
c0(u
n+1)2p + c3
)
dx− c3|Ω|
+ε|un+1|21 − c2α|Ω| − c1|Ω|
≥
∫
Ω
F (un+1)dx+ ε|un+1|21 − C0(α)
≥ E(un+1)− C0(α), (4.22)
where
C0(α) = [c2α+ c1 + c3]|Ω|.
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Using the identity
2(a− b, a) = |a|2 − |b|2 + |a− b|2, (4.23)
and substituting (4.22) into (4.15), we obtain
1
2
(
|un+1|2−1 − |un|2−1 + |un+1 − un|2−1
)
+ knE(un+1) ≤ C0(α)kn. (4.24)
In view of the relation (2.16), we have
ε
2
|un+1|21 ≥
ε
2γ21
|un+1 −m(un+1)|2−1 =
ε
2γ21
|un+1|2−1. (4.25)
Combining (4.24), (4.25) and (2.6) yields
1
2
(
|un+1|2−1 − |un|2−1
)
+
knε
2γ21
|un+1|2−1 ≤ C1(α)kn. (4.26)
Since ki ≤ k, i = 0, 1, · · · , we further have
|un+1|2−1 ≤
n∏
i=0
(
1− εki
γ21 + εk
)
|u0|2−1 + 2C1(α)
n∑
i=0
n∏
j=i
(
1− εkj
γ21 + εk
)
ki
≤
n∏
i=0
exp
(
− εki
γ21 + εk
)
|u0|2−1 + 2C1(α)
n∑
i=0
n∏
j=i
exp
(
− εkj
γ21 + εk
)
ki
= exp
(
− εt
n+1
γ21 + εk
)
|u0|2−1 + 2C1(α)
n∑
i=0
exp
(
−ε(t
n+1 − ti)
γ21 + εk
)
ki
≤ exp
(
− εt
n+1
γ21 + εk
)
|u0|2−1 + 2C1(α)
∫ tn+1
0
exp
(
−ε(t
n+1 − s)
γ21 + εk
)
ds, (4.27)
which implies (4.16). For any u0 satisfying |u0|−1 ≤ R, for any given ρ > ρ0k, there
exists a positive integer n0k with
tn0k ≥ γ
2
1 + εk
ε
[
lnR2 − ln(ρ2 − ρ20k)
]
(4.28)
such that
exp
(
− εt
n+1
γ21 + εk
)
|u0|2−1 + 2C1(α)
γ21 + εk
ε
[
1− exp
(
− εt
n+1
γ21 + εk
)]
≤ ρ2,
∀n ≥ n0k(R,α, ρ, k).
Hence, we have (4.18). Then we complete the proof.
We notice that the stability bounds (4.16) and (4.18) are unconditional estimates,
that is, they hold for any time step sequence {kn}. The stability bound (4.18) leads
to an absorbing set in the affine space Hα for Sk, and hence the mapping Sk generates
a discrete dissipative dynamical system on Hα, for each time mesh J . We wish to
point out that ρ0k → ρ0 as k → 0. This implies that the radius of the absorbing set
of discretise system with vanished step sizes is the same as that of continuous system
and the implicit Euler method can completely preserve the long-term behavior of the
underlying system (1.1) in the affine space Hα with the norm | · |−1.
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With Lemma 4.2, we show the following uniform estimate in H−1, independent
of the initial data and the time step-sizes kn.
Theorem 4.3 (Time uniform bound in H−1). Assume that (2.4), (2.5), (2.6),
and (3.3) are fulfilled. Let un+1 be the solution of the numerical scheme (4.1) and
define
ρˆ0 =
√
2C1(α)
(
γ21
ε
+
8ε
c2
) 1
2
.
If the time step sequence {kn} with k = supn≥0 kn satisfies (4.6), we have
|un|−1 ≤ Eˆ0 := max {R, ρˆ0} , n ≥ 0, (4.29)
and uniform estimate
|un|−1 ≤ ρˆ′0 := 2ρˆ0, n ≥ n0, (4.30)
where n0 = n0(R,α, ρˆ0) will be defined in (4.31).
Proof. Boundedness estimate (4.29) is a direct result of (4.16). For any u0 satis-
fying |u0|−1 ≤ R, there exists a positive integer n0 with
tn0 ≥
(
γ21
ε
+
8ε
c2
)
ln
(
R2/ρˆ20
)
(4.31)
such that (4.30) holds. The proof is complete.
From the inequality (4.24) and uniform estimate (4.30), we also obtain the fol-
lowing H−1 bound on the difference of the solution at adjacent time steps:
n−1∑
j=0
|uj+1 − uj |2−1 ≤ 2C1(α)tn +R2, (4.32)
n+m−1∑
j=n
|uj+1 − uj |2−1 ≤ 2C1(α)(tn+m − tn) + (ρˆ′0)2 , n ≥ n0, m > 0. (4.33)
To infer the inequality (4.33), which will be used in the proof of the uniform estimate
for the discrete chemical potential ωn+1, we have employed the relation |uj−uj−1|−1 =
|uj − uj−1|−1.
4.3. Time uniform bound in H1α . We now establish the uniform a priori
estimate for the numerical solution in H1α.
Theorem 4.4 (Time uniform bound in H1α). Assume that (2.4), (2.5), (2.6),
(2.7), and (3.3) are fulfilled. Let un+1 be the solution of the numerical scheme (4.1).
Then for any r > 0 and any time step sequence {kn} with k = supn≥0 kn satisfying
(4.6), there exists a positive integer n1 = n1(R,α, ρˆ1, k, r) such that
|un|1 ≤ ρˆ1, n ≥ n1, (4.34)
with
ρˆ1 =
(
2
ε
C1(α) +
(ρˆ′0)
2
rε
) 1
2
.
12 W. S. WANG
This leads to an absorbing set in the space H1α of radius ρˆ1 for Sk and implies the
existence of a compact global attractor Ak ⊂ H1α for the scheme for each time grid J
with k ≤ 8εc2 and
sup
u∈A
|u|1 ≤ ρˆ1,
where A is the union of the global attractors for the scheme with different time grids
J .
Proof. Adding up (4.24) with n from n0 to m
1
2
(
|um+1|2−1 − |un0 |2−1 +
m∑
i=n0
|ui+1 − ui|2−1
)
+
m∑
i=n0
kiE(ui+1)
≤ C0(α)
m∑
i=n0
ki, (4.35)
where n0 has been defined in (4.31). The bound in H
−1 is essentially there already.
This implies that
m∑
i=n0
kiE(ui+1) ≤ C0(α)
m∑
i=n0
ki +
(ρˆ′0)
2
2
(4.36)
Since by Proposition 4.1 E(ui+1) decays, we have
E(um+1) ≤ C0(α) + (ρˆ
′
0)
2
2(tm+1 − tn0) . (4.37)
Noticing that the assumption (2.6) implies∫
Ω
F (um+1)dx ≥
∫
Ω
[
1
2
c0(u
m+1)2p − c3
]
dx,
we conclude from (4.37) that
∫
Ω
1
2
c0(u
m+1)2pdx+
ε
2
|um+1|21 ≤ C1(α) +
(ρˆ′0)
2
2(tm+1 − tn0) ,
which implies
|um+1|21 ≤
2
ε
C1(α) +
(ρˆ′0)
2
ε(tm+1 − tn0) . (4.38)
Then for any r > 0 (say r = 1), there exists a positive integer n1 such that t
n1−tn0 > r
and hence when n ≥ n1
|un|21 ≤
2
ε
C1(α) +
(ρˆ′0)
2
rε
. (4.39)
This completes the proof of Theorem 4.4.
Observe that the uniform bound of the numerical solutions obtained in Theorem
4.4 is similar to that of the exact solution. We would like to emphasize the point that
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Theorem 4.4 implies that trajectories starting from BR(Hα) (ball centered at the
origin with radius R in the affine space Hα with the norm | · |−1) enter an absorbing
ball in H1α of radius ρˆ1 with approximately n1 steps.
From (4.37), we deduce that
E(um+1) ≤ C0(α) + (ρˆ
′
0)
2
2r
:= C2(r), ∀r > 0, tm+1 − tn0 ≥ r, (4.40)
which will be used in following analysis.
Remark 4.5 (Alternative proof of uniform estimate in H1α). Adding up (4.24)
with n from 0 to m
1
2
(
|um+1|2−1 − |u0|2−1 +
m∑
i=0
|ui+1 − ui|2−1
)
+
m∑
i=0
kiE(ui+1)
≤ C0(α)
m∑
i=0
ki. (4.41)
Utilising the decay property of E(ui+1) and the assumption (2.6) yields
|um+1|21 ≤
2
ε
C1(α) +
1
εtm+1
|u(0)|2−1. (4.42)
Then when |u(0)|−1 ≤ R, for any given ρ > ρ˜1 =
(
2
εC1(α)
) 1
2 , there exists a positive
integer m such that tm+1 > R
ε(ρ2−ρ˜2
1
)
and hence |um+1|1 ≤ ρ.
4.4. Time uniform bound in H2α. With the H1α uniform bound established
in the previous subsection, we now prove the H2α uniform bound of the scheme (4.1)
and state the following theorem.
Theorem 4.6 (Time uniform bound in H2α). Assume that |u0|2 ≤ R2, and (2.4),
(2.5), (2.6), (2.7), (3.3) are fulfilled. Let un+1 be the solution of the numerical scheme
(4.1). Then for any time step sequence {kn} with k = supn≥0 kn satisfying (4.6), we
have
|un+1|22 ≤ R22 +
γ′2t
n+1
ε
=: Eˆ2(R2, t
n+1), ∀n ≥ 0, (4.43)
where γ′2 will be given in (4.49). Furthermore, for any given ρ > ρˆ2 with
ρˆ2 =
(
γ34ε
3
√
3
ρˆ21 +
γ3
ε
) 1
2
(
8ε
c2
+
2
ε
) 1
2
, (4.44)
where γ3 and γ4 will be given in (4.52) and (4.54), respectively, there exists a positive
integer n2 = n2(R2, α, ρˆ2, k) such that
|un|2 ≤ ρ, n ≥ n2. (4.45)
Proof. We multiply (4.1) by ∆2un+1, integrate by parts using the Green formula
and the boundary conditions. Then we obtain
1
2
(|un+1|22 − |un|22 + |un+1 − un|22)+ εkn‖∆2un+1‖2
= kn
(
∆f(un+1),∆2un+1
)
≤ kn
2ε
|f(un+1)|22 +
εkn
2
‖∆2un+1‖2, (4.46)
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which implies that
|un+1|22 − |un|22 + |un+1 − un|22 + εkn‖∆2un+1‖2 ≤
kn
ε
|f(un+1)|22. (4.47)
To prove (4.43) and (4.45), we need the following inequality (see, for example, [56, 47])
|f(un+1)|22 ≤ γ2
(
1 + ‖∆2un+1‖2σ) , (4.48)
where 0 ≤ σ < 1, the condition p = 2 when d = 3 being precisely necessary to ensure
that σ < 1 in this case.
We first show (4.43), that is, obtain an a priori bound of |ui|2, i ≥ 1. From (4.48),
one gets
|f(un+1)|22 ≤ ε2‖∆2un+1‖2 + γ′2. (4.49)
Substitute (4.49) into (4.47) to obtain
|un+1|22 − |un|22 + |un+1 − un|22 ≤
γ′2kn
ε
. (4.50)
It follows from (4.50) that
|un+1|22 ≤ |un|22 +
γ′2kn
ε
≤ |u0|22 +
γ′2t
n+1
ε
≤ Eˆ2(R2, tn+1), ∀n ≥ 0. (4.51)
We now show the uniform bound (4.45). Using the Young inequality, from (4.48),
we have
|f(un+1)|22 ≤
ε2
2
‖∆2un+1‖2 + γ3. (4.52)
Substitute (4.52) into (4.47) to obtain
|un+1|22 − |un|22 + |un+1 − un|22 +
εkn
2
‖∆2un+1‖2 ≤ γ3kn
ε
. (4.53)
By the Nirenberg-Gagliardo inequality, there exists a positive constant γ4 such that
|u|2 ≤ γ4|u|2/31 ‖∆2u‖1/3. (4.54)
Using the Young inequality, we get
|un+1|22 ≤
2γ34
3
√
3
|un+1|21 + ‖∆2un+1‖2, ∀n ≥ 0.
which implies
εkn
2
‖∆2un+1‖2 ≥ εkn
2
|un+1|22 −
γ34εkn
3
√
3
|un+1|22, ∀n ≥ 0. (4.55)
Substituting this inequality into (4.53) yields(
1 +
εkn
2
)
|un+1|22 ≤ |un|22 +
γ34εkn
3
√
3
|un+1|21 +
γ3kn
ε
, ∀n ≥ 0. (4.56)
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By induction, noticing the time uniform bound of |ui|1, i ≥ n1, we have from
(4.56)
|un+1|22 ≤
n∏
i=n1
2
2 + εki
|un1 |22 +
n∑
i=n1
n∏
j=i
(
2
2 + εkj
)(
γ34εki
3
√
3
|ui+1|21 +
γ3ki
ε
)
≤
n∏
i=n1
exp
(
− εki
2 + εk
)
|un1 |22
+
n∑
i=n1
n∏
j=i
exp
(
− εkj
2 + εk
)(
γ34ε
3
√
3
ρˆ21 +
γ3
ε
)
ki
≤ exp
(
−ε(t
n+1 − tn1)
2 + εk
)
|un1 |22
+
(
γ34ε
3
√
3
ρˆ21 +
γ3
ε
)(
k +
2
ε
)[
1− exp
(
−ε(t
n+1 − tn1)
2 + εk
)]
. (4.57)
Let there be given ρ > ρˆ2. Then there exists a positive integer n2 with
tn2 ≥ tn1 + (2 + εk)[ln Eˆ2(R2, tn1+1)− ln(ρ
2 − ρˆ22)]
ε
(4.58)
such that (4.45) holds. The proof thus is complete.
Theorem 4.6 implies that for any ǫ > 0 there exists constant ρˆ2 + ǫ independent
of the time step-sizes kn such the discrete semigroup Sk possesses an absorbing set
in H2α with radius ρˆ2 + ǫ which attracts all bounded sets in H2α. In particular, this
scheme is uniformly dissipative with
sup
u∈K
|u|2 ≤ ρˆ2 + ǫ, (4.59)
whereK is the union of the global attractors for the scheme with different time meshes
J .
There are two byproducts of the inequality (4.53). Namely, we have
ε
2
n∑
i=0
kn‖∆2ui+1‖2 ≤ R22 +
γ3t
n+1
ε
, ∀n ≥ 0. (4.60)
n∑
i=0
|ui+1 − ui|22 ≤ R22 +
γ3t
n+1
ε
, ∀n ≥ 0. (4.61)
Since ‖∆2 · ‖ is equivalent to ‖ · ‖4, the first inequality is a bound in L2(0, T ∗; H˙4)
for the scheme for any T ∗ > 0. It is easy to see that the second is a bound on the
difference of the solution at adjacent time steps.
For the Neumann boundary condition, we have a much simpler proof for the
uniform H2α estimate.
Remark 4.7 (Alterative proof of the uniform bound in H2α for the Neumann
boundary condition). In the case of the Neumann boundary condition, there exists a
positive constant γ5 such that for any |u0|2 ≤ R2 (see, Lemma 55.5 in [47])
|un+1|22 ≤ γ5‖∆2un+1‖2, n ≥ 0. (4.62)
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Substituting this inequality into (4.53) yields(
1 +
εγ5kn
2
)
|un+1|22 ≤ |un|22 +
γ3kn
ε
, (4.63)
which implies
|un+1|22 ≤
2
2 + εγ5kn
|un|22 +
2γ3kn
ε(2 + εγ5kn)
. (4.64)
By induction, we further have
|un+1|22 ≤
n∏
i=0
2
2 + εγ5ki
|u0|22 +
n∑
i=0
n∏
j=i
(
2
2 + εγ5kj
)
γ3ki
ε
≤
n∏
i=0
(
1− εγ5ki
2 + εγ5k
)
|u0|22 +
n∑
i=0
n∏
j=i
(
1− εγ5kj
2 + εγ5k
)
γ3ki
ε
≤ exp
(
− εγ5t
n+1
2 + εγ5k
)
|u0|22 +
γ3(2 + εγ5k)
ε2γ5
. (4.65)
Define
ρ˜2k =
1
ε
(
γ3(2 + εγ5k)
γ5
) 1
2
, (4.66)
and let there be given ρ > ρ˜2k. Then there exists a positive integer n˜2 with
tn˜2 ≥ (2 + εγ5k)[lnR2 − ln(ρ
2 − ρ˜22k)]
εγ5
such that
|un|2 ≤ ρ, ∀n ≥ n˜2. (4.67)
We want to emphasize that (4.67) holds for any time step sequence {kn}. This
implies that it is an unconditional H2α estimate. When (4.6) is satisfied, we have the
following uniform estimate independent of the initial data and the time step-sizes kn:
there exists a positive integer nˆ2 such that
|un|2 ≤ ρ, ∀n ≥ nˆ2, (4.68)
for any ρ > ρ˜2 with ρ˜2 =
1
ε
(
2γ3
γ5
+ 8γ3ε
2
c2
) 1
2
.
4.5. Time uniform bound for chemical potential in H1. Our goal now is to
obtain uniform bound in H1 for the discrete chemical potential ωn of the scheme (4.1).
This estimate will be used to show the uniform H3α estimate. For this purpose, we
need the following discrete uniform Gronwall lemma with variable step-sizes, slightly
different from Appendix 2 in [22] and Lemma 4.6 in [24].
Lemma 4.8 (Discrete Uniform Gronwall Lemma). Let n∗, N ∈ N, a1, a2, a3,
rˆ > 0, and {kn}, {ξn}, {ζn}, {ηn} be four sequences of nonnegative real numbers
which satisfy
kηn ≤ ϑ ∈ (0, 1), n ≥ n∗, k = sup
n≥n∗
kn, (4.69)
(1− knηn)ξn ≤ ξn−1 + knζn, n ≥ n∗, (4.70)
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and
n∗+N∑
n=n∗
knη
n ≤ a1,
n∗+N∑
n=n∗
knζ
n ≤ a2,
n∗+N∑
n=n∗
knξ
n ≤ a3, (4.71)
for all n∗ ≥ n∗, with rˆ = tn∗+N − tn∗ > 0. Then
ξn ≤
(
a2 +
a3
rˆ
)
exp(cϑa1), ∀n ≥ n∗ +N,
where the constant cϑ > 0 depends on ϑ.
Proof. The proof is similar with that of Appendix 2 in [22] and Lemma 4.6 in
[24]. Let n∗1 and n∗2 be such that n∗ ≤ n∗1 < n∗2 ≤ n∗1 + N . We use recursively
(4.70) to obtain
ξn∗1+N ≤ 1∏n∗1+N
n=n∗2
(1− knηn)
ξn∗2−1 +
n∗1+N∑
n=n∗2
kn∏n∗1+N
j=n (1− kjηj)
ζn.
Since for every ϑn ∈ (0, 1), there exists a constant cϑn such that 11−ϑn ≤ ecϑnϑn ≤
ecϑϑn with cϑ = maxn=n∗2,··· ,n∗1+N{cϑn}, from the assumption (4.71), we obtain
ξn∗1+N ≤ (ξn∗2−1 + a2) ecϑa1 .
Multiplying this inequality by kn∗2−1, summing n∗2 from n∗1+1 to n∗1+N and using
the third inequality in (4.71), we get the desired result.
The following lemma will prove useful.
Lemma 4.9. Assume that (2.7) holds. Let ωn+1 be the discrete chemical potential
obtained by the numerical scheme (4.2)-(4.3). Then
∂¯t|ωn+1|21 + kn|∂¯tωn+1|21 ≤
c2
2ε
|ωn+1|21, n ≥ 0. (4.72)
Proof. We take the inner product of (4.2) with ∂¯tω
n+1 and obtain
(∂¯tu
n+1, ∂¯tω
n+1) +
1
2
[
∂¯t|ωn+1|21 + kn|∂¯tωn+1|21
]
= 0. (4.73)
We note that by (2.7) and the mean value theorem we have, for all v1, v2 ∈ R,
(f(v1)− f(v2))(v1 − v2) = f ′(ξv1,v2)(v1 − v2)2 ≥ −c(v1 − v2)2, ξv1,v2 ∈ R.(4.74)
It follows that
(∂¯tu
n+1, ∂¯tω
n+1) = ε|∂¯tun+1|21 + (∂¯tun+1, ∂¯tf(un+1))
≥ ε|∂¯tun+1|21 − c‖∂¯tun+1‖2. (4.75)
Substituting (4.75) into (4.73) yields
1
2
[
∂¯t|ωn+1|21 + kn|∂¯tωn+1|21
]
+ ε|∂¯tun+1|21 ≤ c‖∂¯tun+1‖2
≤ c
2
4ε
|∂¯tun+1|2−1 + ε‖∂¯tun+1‖21. (4.76)
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From (4.2) we also have
|∂¯tun+1|−1 = |ωn+1|1.
Then (4.72) follows from (4.76).
Theorem 4.10 (Time uniform bound of chemical potential in H1). Assume that
(2.4), (2.5), (2.6), (2.7), and (3.3) are fulfilled. Let ωn+1 be the discrete chemical po-
tential obtained by the numerical scheme (4.2)-(4.3). Then for any time step sequence
{kn} with k = supn≥0 kn satisfying
k <
2ε
c2
, (4.77)
there exists a positive integer nω with r1 = t
nω − tn0+N1 > 0 and tn0+N1 − tn0 ≥ r
such that
|ωn|1 ≤ ρω, n ≥ nω, (4.78)
where
ρ2ω :=
(
c2
4ε
C1(α) +
c2 (ρˆ′0)
2
8εr1
+
C2(r)
r1
)
exp
(
2c2r1
ε
)
. (4.79)
Proof. We take the inner product of (4.2) with ωn+1 and obtain
(∂¯tu
n+1, ωn+1) + |ωn+1|21 = 0, (4.80)
which implies that
ε
2kn
[|un+1|21 − |un|21 + |un+1 − un|21]+ (∂¯tun+1, f(un+1)) + |ωn+1|21 = 0. (4.81)
Using (4.12), we further have
εkn
2
|∂¯tun+1|21 + ∂¯tE(un+1) + |ωn+1|21 ≤
ckn
2
‖∂¯tun+1‖2, (4.82)
and therefore
∂¯tE(un+1) + |ωn+1|21 ≤
c2kn
8ε
|∂¯tun+1|2−1. (4.83)
Summing (4.83) from n = n0+N1 to n0+N1+N2 with N1, N2 ∈ N and tn0+N1−tn0 ≥
r, we obtain
E(un0+N1+N2+1)− E(un0+N1) +
n0+N1+N2∑
i=n0+N1
ki|ωi+1|21
≤ c
2
8ε
n0+N1+N2∑
i=n0+N1
|ui+1 − ui|2−1. (4.84)
Using (4.33) and (4.40), we get
n0+N1+N2∑
i=n0+N1
ki|ωi+1|21 ≤
c2
4ε
C1(α)(t
n0+N1+N2+1 − tn0+N1) + c
2
8ε
(ρˆ′0)
2
+ C2(r), (4.85)
where n0 has been defined in (4.31).
When r1 = t
n0+N1+N2+1 − tn0+N1 > 0, an application of Lemma 4.8 to (4.72), in
view of (4.85), leads to (4.78). This completes the proof.
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4.6. Time uniform bound in H3α. We are now ready to give the uniform
bound in H3α.
Theorem 4.11 (Time uniform bound in H3α). Assume that |u0|2 ≤ R2, and
(2.4), (2.5), (2.6), (2.7), (3.3) are fulfilled. Let un+1 be the solution of the numerical
scheme (4.1). Then for any time step sequence {kn} with k = supn≥0 kn satisfying
(4.77), we have the uniform estimates
|un|3 ≤ ρˆ3, n ≥ n3 := max{nω, n1}, (4.86)
with ρˆ3 = γ6ρω+γ6γ7ρˆ1, where γ6 and γ7 will be defined in (4.87) and (4.89), respec-
tively.
Proof. Since, with constant γ6 > 0,
|un|3 ≤ γ6|ε∆un|1, (4.87)
we have
|un|3 ≤ γ6|ε∆un|1 ≤ γ6|ωn|1 + γ6|f(un)|1. (4.88)
In view of (see [40])
|f(u)|1 ≤ γ7|u|1, (4.89)
combining (4.34) and (4.78) leads to (4.86).
From uniform estimate (4.86), we know that the discrete semigroup Sk possesses
an absorbing set in H3α with radius ρˆ3 which attracts all bounded sets in H2α.
5. Numerical results. Using several numerical examples, we now illustrate the
long time behaviour of the numerical solution. To do this, we first need to consider
the space discretization of Cahn-Hilliard equation. Here we consider the Fourier
pseudospectral approximation.
5.1. Fourier spectral collocation methods. For simplicity of presentation
we consider a 2-D domain Ω = (0, Lx) × (0, Ly) and assume that Lx = Ly = 2π and
Lx = Mx · hx, Ly = My · hy for some mesh sizes hx = hy = h > 0 and some positive
integers Mx = My = 2M + 1. All variables are evaluated at the regular numerical
grid (xi, yj) with xi = ih, yj = jh, 0 ≤ i, j ≤ 2M + 1.
For a periodic function g over the given 2-D numerical grid, assume its discrete
Fourier expansion is given by
gi,j =
M∑
l,m=−M
gˆcl,me
i(lxi+myj), (5.1)
in which the collocation coefficients are given by the following backward transforma-
tion formula:
gˆl,m =
1
(2M + 1)2
2M∑
i,j=0
fi,je
−i(lxi+myj). (5.2)
In the following numerical experiments, we need to calculate the discrete gradient,
Laplacian, divergence, and ∇∆ which become
∇Mg =
(DMxg
DMyg
)
, ∆Mg = ∇M · ∇Mg =
(
D2Mx +D2My
)
g, (5.3)
∇M ·
(
g1
g2
)
= DMxg1 +DMyg2, ∇M∆Mg =


(
D3Mx +DMxD2My
)
g(
DMyD2Mx +D3My
)
g

 , (5.4)
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at the pointwise level. Here the Fourier spectral collocation approximation to the
first, second and third order partial derivatives are given by
(DMxg)i,j =
M∑
l,m=−M
(li)gˆcl,me
i(lxi+myj), (5.5)
(D2Mxg)i,j =
M∑
l,m=−M
(−l2)gˆcl,mei(lxi+myj) (5.6)
(D3Mxg)i,j =
M∑
l,m=−M
(−l3i)gˆcl,mei(lxi+myj). (5.7)
The differentiation operatorsDMy , D2My andD3My could be defined in the same fashion.
For any given periodic grid functions φ and ψ, the spectral approximations to the
L2 inner product and L2 norm are introduced as
‖φ‖h =
√
(φ, φ)h with (φ, ψ)h = h
2
2M∑
i,j=0
φi,jψi,j . (5.8)
5.2. Numerical experiments. We consider a uniform space grid with Mx =
My = 80 and a uniform time grid J with k = 0.1. Let f(u) = u3 − u and ε = 0.1.
Obviously, the condition (4.77) is satisfied. To support our uniform estimates which
are independent of the initial data, we consider three different initial values:
(i) Initial value I:
u0(x, y) =
{
1, if (x− π)2 + (y − π)2 < 1,
−1, others; (5.9)
(ii) Initial value II ((2.29) in [73]):
u0(x, y) = tanh
(√
x2 + y2 − 0.17√
2ε
)
; (5.10)
(iii) initial value III:
u0(x, y) = sin(4x) cos(3y). (5.11)
We perform the computation up to T = 100 and examine the time evolution of the
solution by recording its discrete Hs (s = 1, 2, 3) norms, namely, ‖∇Mu‖h, ‖∆Mu‖h,
and ‖∇M∆u‖h, respectively. The discreteH1 norm ‖∇Mω‖h of the chemical potential
ω is also computed. These time evolution plots are presented in Fig. 5.1. A clear
observation shows that, for all three initial data, all three norms of the solution u
and the discrete H1 norm ‖∇Mω‖h of the chemical potential ω are globally in time
bounded. Also, these global in time bounds are expected to be valid for even a larger
time scale. This numerical result provides strong evidence of the long time uniform
estimates given in this paper.
Fig. 5.2 shows the different initial values and the evolutions of the numerical
solutions at different t’s, using the implicit Euler scheme for time discretization. It
can be observed that the solutions in all these cases eventually tend to be steady.
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Fig. 5.1. Time evolution of the solution u and the chemical potential ω, where k = 0.1, ε = 0.1.
6. Conclusions. In this paper we focused on dissipative systems generated by
Cahn-Hilliard equation and time discretization since long time approximation seems
to be the key issue involved. We provide a long time numerical stability analysis for
the implicit Euler scheme for Cahn-Hilliard equation with polynomial nonlinearity;
uniform in time estimates for this scheme, in H−1 and Hs(s = 1, 2, 3) norms, are
derived. In addition, we show the uniform bound for the time semi-discrete chemical
potential ωn+1 in H1 norm with the aid of the variable steps-sizes uniform discrete
Gronwall lemma. As a consequence of these estimates, for every time grid, we build
a global attractor of the discrete-in-time dynamical system. The numerical results
obtained by this scheme, combined with Fourier pseudospectral spatial approximation,
have also verified such a long time stability.
REFERENCES
[1] G. Akrivis, B. Y. Li and D. F. Li, Energy-decaying extrapolated RK-SAV methods for the
Allen-Cahn and Cahn-Hilliard equations, SIAM J. Sci. Comput., 41 (2019), A3703-A3727.
[2] F. Boyer and S. Minjeaud, Numerical schemes for a three component Cahn-Hilliard model,
ESAIM: Math. Model. Numer. Anal., 45 (2011), 697-738.
[3] J. W. Cahn and J. E. Hilliard, Free energy of a non-uniform system I: interfacial free energy,
J. Chem. Phys., 28 (1958), 258–267.
22 W. S. WANG
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(a) Initial value I, t = 0.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(b) Initial value II, t = 0.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(c) Initial value III, t = 0.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(d) Initial value I, t = 10.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(e) Initial value II, t = 10.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(f) Initial value III, t = 10.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(g) Initial value I, t = 50.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(h) Initial value II, t = 50.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(i) Initial value III, t = 50.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(j) Initial value I, t = 100.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(k) Initial value II, t = 100.
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
(l) Initial value III, t = 100.
Fig. 5.2. The Cahn-Hilliard equation with different initial values: plot of the numerical solu-
tions at different t’s, where k = 0.1, ε = 0.1.
[4] M. D. Chekroun and N. E. Glatt-Holtz, Invariant measures for dissipative dynamical systems:
abstract rsults and applications, Commun. Math. Phys., 316 (2012), 723-761.
[5] F. Chen and J. Shen, Efficient energy stable schemes with spectral discretization in space for
anisotropic Cahn–Hilliard systems, Comm. Comput. Phys., 13 (2013), 1189-1208.
[6] W. Chen, M. Gunzburger, D. Sun and X. Wang, Efficient and long-time accurate second order
methods for Stokes-Darcy system, SIAM J. Numer. Anal., 51 (2013), 2563-2584.
[7] W. Chen, M. Gunzburger, D. Sun and X. Wang, An efficient and long-time accurate third-order
algorithm for the Stokes-Darcy system, Numer. Math., 134 (2016), 857-879.
[8] W. Chen, X. Wang, Y. Yan and Z. Zhang, A second order BDF numerical scheme with variable
steps for the Cahn-Hilliard equation, SIAM J. Numer. Anal., 57 (2019), 495-525.
[9] W. Cheng and X. Wang, A uniformly dissipative scheme for stationary statistical properties
of the infinite Prandtl number model, Appl. Math. Lett., 21 (2008), 1281-1285.
[10] K. Cheng and C. Wang, Long time stability of high order multistep numerical schemes for two-
Long time stability of IEM scheme for Cahn-Hilliard equation 23
dimensional incompressible Navier-Stokes equations, SIAM J. Numer. Anal., 54 (2016),
3123-3144.
[11] S. M. Choo and S. K. Chung, Conservative nonlinear difference scheme for the Cahn-Hilliard
equation, Comput. Math. Appl., 36 (1998), 31-39.
[12] S. M. Choo and Y. J. Lee, A discontinuous Galerkin method for the Cahn-Hilliard equation,
J. Appl. Math. Comput., 18 (2005), 113-126.
[13] P. Constantin, C. Foias, B. Nicolaenko and R. Temam, Integral manifolds and inertial mani-
folds for dissipative partial differential equations, Springer-Verlag, New York, 1989.
[14] A. E. Diegel, C. Wang, S. M. Wise, Stability and convergence of a second order mixed finite
element method for the Cahn-Hilliard equation, IMA J. Numer. Anal., 36 (2016), 1867-
1897.
[15] T. Dlotko, Global attractor for the Cahn-Hilliard equation in H2 and H3, J. Differential Equa-
tions, 113 (1994), 381-393.
[16] Q. Du and R. A. Nicolaides, Numerical analysis of a continuum model of phase transition,
SIAM J. Numer. Math., 28 (1991), 1310-1322.
[17] C. M. Elliott and S. M. Zheng, On the Cahn-Hilliard equation, Arch. Rational Mech. Anal.,
96 (1986), 339-357.
[18] C. M. Elliott and D. French, Numerical studies of the Cahn-Hilliard equation for phase sepa-
ration, IMA J. Appl. Math., 38 (1987), 97-128.
[19] C. M. Elliott, D. A. French and F. A. Milner, A second order splitting method for the Cahn-
Hilliard equation, Numer. Math., 54 (1989), 575-590.
[20] C. M. Elliott and D. A. French, A nonconforming finite element method for the two-dimensional
Cahn-Hilliard equation, SIAM J. Numer. Anal., 26 (1989), 884-903.
[21] C. M. Elliott and S. Larsson, Error estimates with smooth and nonsmooth data for a finite
element method for the Cahn-Hilliard equation, Math. Comput., 58 (1992), 603–630.
[22] C. M. Elliott and A. M. Stuart, The global dynamics of discrete semilinear parabolic equations,
SIAM J. Numer. Anal., 30 (1993), 1622–1663.
[23] C. M. Elliott and T. Ranner, Evolving surface finite element method for the CahnCHilliard
equation, Numer. Math., 129 (2015), 483–534
[24] B. Ewald and F. Tone, Approximation of the long-term dynamics of dynamical system gener-
ated by the two-dimensional thermohydraulics equations, Inter J. Numer. Anal. Model, 10
(2013), 509-535.
[25] D. J. Eyre, Unconditionally gradient stable time marching the Cahn-Hilliard equation, MRS
Proceedings, 529 (2011), 1-39.
[26] X. Feng and A. Prohl, Analysis of a fully discrete finite element method for the phase field
model and approximation of its sharp interface limits, Math. Comput., 73 (2004), 541-567.
[27] X. Feng and A. Prohl, Error analysis of a mixed finite element method for the Cahn-Hilliard
equation, Numer. Math., 99 (2004), 47-84.
[28] X. Feng and O. A. Karakashian, Fully discrete dynamic mesh discontinuous Galerkin methods
for the Cahn-Hillard equation of phase transition, Math. Comput., 76 (2007), 1093-1117.
[29] M. Fernandina and C. A. Dorao, The least squares spectral element method for the Cahn-
Hilliard equation, Appl. Math. Model., 35 (2011), 797-806.
[30] D. Furihata, A stable and conservative finite difference scheme for the Cahn-Hilliard equation,
Numer. Math., 87 (2001), 675–699.
[31] S. Gottlieb, F. Tone, C. Wang, X. Wang, and D. Wirosoetisno, Long time stability of a classical
efficient scheme for two dimensional Navier-Stokes equations, SIMA J. Numer. Anal., 50
(2012), 126-150.
[32] J. K. Hale, X. B. Lin and G. Raugel, Upper semicontinuity of attractors for approximations of
semigroups and partial differential equations, Math. Comput., 50 (1988), 89-123.
[33] Y. He, Y. Liu and T. Tang, On large time-stepping methods for the Cahn-Hilliard equation,
Appl. Numer. Math., 57 (2007), 616-628.
[34] L. P. He and Y. Liu, A class of stable spectral methods for the Cahn-Hilliard equation, J.
Comput. Phys., 228 (2009), 5101-5110.
[35] Z. Hu, S. Wise, C. Wang, and J. Lowengrub, Stable and efficient finite-difference nonlinear-
multigrid schemes for the phase field crystal equation, J. Comput. Phys., 228 (2009),
5323–5339.
[36] N. Ju, On the global stability of a temporal discretization scheme for the Navier-Stokes equa-
tions, IMA J. Numer. Anal., 22 (2002), 577-597.
[37] D. Kay, V. Styles and E. Su¨li, Discontinuous Galerkin finite element approximation of the
Cahn-Hilliard equation, Appl. Numer. Math., 57 (2007), 616-628.
[38] P. E. Kloeden and J. Lorenz, Sstable attracting sets in dynamical systems and in their one-step
discretization, SIAM J. Numer. Anal., 23 (1986), 986-995.
24 W. S. WANG
[39] J. Kim, K. Kang and J. Lowengrub, Conservative multigrid methods for Cahn-Hilliard fluids,
J. Comput. Phys., 193 (2004), pp. 511-543.
[40] D. Li and C. Zhong, Global attractor for the Cahn-Hilliard system with fast growing nonlin-
eariry, J. Differential Equations, 149 (1998), 191-210.
[41] J. Li, Z. Z. Sun and X. Zhao, A three level linearized compact difference scheme for the Cahn-
Hilliard equation, Sci. China A, 55 (2012), 805-836.
[42] D. Li and, Z. H. Qiao, On second order semi-implicit Fourier spectral methods for 2D Cahn-
CHilliard equation, J. Sci. Comput., 70 (2017), 301-341.
[43] X. L. Li, J. Shen and H. X. Rui, Stability and error Analysis of a second-order SAV scheme with
Block-centered finite differences for gradient flows, Math. Comp., 88 (2019) 2047-2068.
[44] A. Novick-Cohen and L. A. Segel. Nonlinear aspects of the Cahn-Hilliard equation, Physica D,
10 (1984), 277-298.
[45] A. Novick-Cohen, The Cahn-Hilliard equation, Handbook of differential equations, Evolution-
ary equations, Volume 4, Edited by C. M. Dafermose and E. Feireisl, Elsevier B. V. 2008.
[46] M. Pierre. Convergence of exponential attractors for a time semi-discrete reaction-diffusion
equation, Numer. Math., 139 (2018), 121-153.
[47] G. R. Sell and Y. You, Dynamics of evolutiionary equations, Springer-Verlag, New York, 2002.
[48] J. Shen and X. F. Yang, Numerical approximations of Allen-Cahn and Cahn-Hilliard equations,
Discrete Contin. Dyn. Syst., 28 (2010), 1669-1691.
[49] J. Shen, J. Xu and J. Yang, The scalar auxiliary variable (SAV) approach for gradient flows,
J. Comput. Phys., 352 (2018), 407-417.
[50] J. Shen and J. Xu, Convergence and error analysis for the scalar auxiliary variable (SAV)
schemes to gradient flows, SIAM J. Numer. Anal., 56 (2018), 2895-2912.
[51] J. Shen, J. Xu and J. Yang, A new class of efficient and robust energy stable schemes for
gradient flows, SIAM Review, 61 (2019), 474-506.
[52] L. Song, Y. Zhang and T. Ma, Global attractor of the Cahn-Hilliard equation in Hk spaces, J.
Math. Anal. Appl., 355 (2009), 53-62.
[53] A. M. Stuart and A. R. Humphries, Dynamical systems and numerical analysis, Cambridge
University Press, Cambridge, 1996.
[54] Z. Z. Sun, A second-order accurate linearized difference scheme for the two-dimensional Cahn-
Hilliard equation, Math. Comput., 64 (1995), 1463-1471.
[55] T. Tachim Medjo and F. Tone. Long time stability of a classical efficient scheme for an in-
compressible two-phase flow model, Asympt. Anal., 95 (2015), 101-127.
[56] R. Temam. Infinite-dimensional dynamical systems in mechanics and physics. Springer-Verlag,
New York, 1988.
[57] F. Tone and D. Wirosoetisno, On the long-time stability of the implicit Euler scheme for the
two-dimensional Navier-Stokes equations, SIAM J. Numer. Anal., 44 (2006), 29-40.
[58] F. Tone, On the long-time H2-stability of the implicit Euler scheme for the 2D magnetohydro-
dynamics equations, J. Sci. Comput., 38 (2009), 331-348.
[59] F. Tone and D. Wirosoetisno, Approximation of the stationary statistical properties of the
dynamical systems generated by the two-dimensional Rayleigh-Benard convection problem,
Anal. Appl., 9 (2011), 421-446.
[60] F. Tone, X. Wang and D. Wirosoetisno, Long-time dynamics of 2d double-diffusive convection:
analysis and/of numerics, Numer. Math., 130 (2015), 541-566.
[61] W. S. Wang and C. J. Zhang, Analytical and numerical dissipativity for nonlinear generalized
pantograph equations, DCDS-A, 29 (2012), 1245-1260.
[62] W. S. Wang, L. Chen and J. Zhou, Postprocessing mixed finite element methods for solving
Cahn-Hilliard equation: Methods and Error Analysis, J. Sci. Comput., 67 (2016), 724-746.
[63] W. S. Wang, Dissipativity of the linearly implicit Euler scheme for Navier-Stokes equation with
delay, Numer. Meth. Partial differential Equations, 50 (2017), 1297-1319.
[64] W. S. Wang, Uniform ultimate bounedness of numerical solutions to nonlinear neutral delay
differential equations, J. Comput. Appl. Math., 309 (2017), 132-144.
[65] X. Wang, Approximation of stationary statistical properties of dissipative dynamical systems:
Time discretization, Math. Comput., 79 (2010), 259-280.
[66] X. Wang, An efficient second order in time scheme for approximating long time statistical
properties of the two dimensional Navier-Stokes equations, Numer. Math., 121 (2012),
753-779.
[67] X. Wang, Numerical algorithms for stationary statistical properties of dissipative dynamical
systems, DCDS-A, 36 (2017), 4599-4618.
[68] G. N. Wells, E. Kuhl and K. Garikipati, A discontinuous Galerkin method for the Cahn-Hilliard
equation, J. Comput. Phys., 218 (2006), 860-877.
[69] L. P. Wen, Y. X. Yu and S. F. Li, Dissipativity of Runge-Kutta methods for Volterra functional
Long time stability of IEM scheme for Cahn-Hilliard equation 25
differential equations, Appl. Numer. Math., 61 (2011), 368-381.
[70] S. M. Wise, C. Wang, and J. S. Lowengrub, An energy-stable and convergent finite-difference
scheme for the phase field crystal equation, SIAM J. Numer. Analy., 47 (2009), 2269–2288.
[71] S. M. Wise, Unconditionally stable finite difference, nonlinear multigrid simulation of the
Cahn-Hilliard-Hele-Shaw system of equations, J. Sci. Comput., 44 (2010), 38-68.
[72] Y. Xia, Y. Xu and C-W. Shu, Local discontinuous Galerkin methods for the Cahn-Hilliard type
equations, J. Comput. Phys., 227 (2007), 472-491.
[73] J. C. Xu, Y. K. Li, S. N. Wu and A. Bousquet, On the stability and accuracy of partially and
fully implicit schemes for phase field modeling, Comput. Methods Appl. Mech. Engrg.,
345 (2019), 826-853.
[74] S. Zhang and M. Wang, A nonconforming finite element method for the Cahn-Hilliard equation,
J. Comput. Phys., 229 (2010), 7361-7372.
[75] S. M. Zheng, Asymptotic behavior of solution to the Cahn-Hillard equation, Appl. Anal., 23
(1986), 165-184.
[76] J. Zhou, L. Chen, Y. Q. Huang, and W. S. Wang, An efficient two-grid scheme for the Cahn-
Hilliard equation, Commun. Comput. Phy., 17(1) (2015), 127-145.
