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All our words (strings) are over a fixed alphabet. A square is a subword of the
form uu=u2, where u is a nonempty word. Two squares are distinct if they are of
different shape, not just translates of each other. A word u is primitive if u cannot
be written in the form u=v j for some j2. A square u2 with u primitive is primitive
rooted. Let M(n) denote the maximum number of distinct squares, P(n) the
maximum number of distinct primitive rooted squares in a word of length n. We
prove: no position in any word can be the beginning of the rightmost occurrence
of more than two squares, from which we deduce M(n)<2n for all n>0, and
P(n)=n&o(n) for infinitely many n.  1998 Academic Press
1. INTRODUCTION
We consider words (strings, sequences) over a fixed alphabet throughout.
A square is a pair of identical adjacent subwords, such as 1011010110=101102
over the binary alphabet. Two squares are distinct if they are of different
shape, not just translates of each other. Denote by M(n) the maximum
number of distinct squares occurring in a word of length n, the maximum
being taken over all words of length n. A word u is primitive if u cannot
be written in the form u=v j for some integer j2. Otherwise u is non-
primitive. The squares u2 in the sequel do not necessarily have the property
that u is primitive, unless explicitly stated so. For the case of squares u2
such that u is not necessarily primitive, we consider distinct squares, as the
problem of computing the number of repeated squares becomes trivial if we
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count repetitions of a square: the word 0n has n24 or (n2&1)4 repeated
squares as n is, respectively, even or odd. This is clearly the maximum
number of squares, since every even length block is a square.
It is clear that M(n)wn2x for all n, since this bound is achieved by the
word 0n. Values of M(n) for binary squares and low n have been calculated
and are shown in Table I. The rightmost column gives the number of
distinct words each of which has the corresponding maximum number of
squares.
Our first main result states that no position in a string can be the
beginning position of the rightmost occurrence of more than two squares.
To state this precisely, we introduce a little notation. Consider the word
a1 a2 } } } an . For i=1, ..., n we let si be the number of squares beginning at
position i which do not appear to the right of i. For example, in the word
001001010 we have s1=1 since 001001 is a square beginning with a1 which
does not appear later on. The square 00 also begins with a1 but this does
not affect the value of s1 since 00 appears later in the word. The other
values are s2=1, s3=0, s4=1, s5=1, s6=1, s7=0, s8=0, s9=0.
From this example one might suspect that si can only take the values 0
and 1 but this is not the case. In the word 0100101001 we have s1=2. If
one might suspect that s1=2 implies s21, then the word
001000010010000100001001000
shows that we can have s1=2 (with (00100001)2, (0010000100100)2) and
s2=2 (with (01000010)2, (0100001001000)2) and s3=1 (with (10000100)2).
In Section 2 we prove
Theorem 1. For every nonempty word of length n, si2 for all i # [1, ..., n].
Theorem 1 implies
Corollary 1. For an arbitrary alphabet, M(n)2n&8 for n5; and
M(n) is given by Table I for n # [1, ..., 5].
Corollary 2. For the binary alphabet, M(n)2n&29 for n22; and
M(n) is given by Table I for n # [1, ..., 22].
In Section 3 we prove a lower bound result, namely,
Theorem 2. For infinitely many positive integers n we have M(n)=n&o(n).
In fact, we show that Theorem 2 holds even for a binary alphabet. For
other alphabets, larger upper bounds may apply.
In a complementary paper [FrS1995], we established the minimum
number of distinct squares that can exist in a binary word. A binary word
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TABLE I
containing no square has maximum length 3; in fact, the only binary squarefree
words of length 3 are 010 and its 1-complement 101. Let g(k) denote the
length of a longest binary word containing at most k distinct squares. Thus
g(0)=3. A computer disclosed that g(1)=7, g(2)=18. The main result of
the complementary paper was to show that g(3)=, i.e., there is an
arbitrarily long binary word containing only three squares; such a word,
containing only the squares u2=02, 12 and (01)2, was constructed there.
Note that each of the three u is primitive. Previously it had been shown
that g(5)=; see [EJS1974].
A square u2 with u primitive will be called a primitive rooted square.
Denote by P(n) the maximum number of distinct primitive rooted squares
in a word of length n. The method of proof of Theorem 2 permits us to
show the following result:
Corollary 3. Similarly to Corollaries 1 and 2, for an arbitrary fixed
alphabet, P(n)2n&8 for n5; for the binary alphabet, P(n)2n&29 for
n22. Further, P(n)=n&o(n) for infinitely many n.
Fibonacci words are defined by f0 = 0, f1 = 1, fm = fm&1 fm&2
(concatenation) for all m2. Let Fm=| fm |. Then F0=1, F1=1, Fm=
Fm&1+Fm&2 (m2) are the Fibonacci numbers, since | fm |=| fm&1 fm&2 |
=| fm&1 |+| fm&2 |. Note that all squares in fm (m0) are primitive rooted
(see, e.g., [CrR1994, Section 2]). Denote by D(n) and by R(n) the exact
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number of distinct and repeated squares, respectively, in the Fibonacci
word fn . As usual, let .=(1+- 5)2 denote the golden section (so
.2=.+1), and denote by N(x) the nearest integer to the real number x.
In [FrS1997] it was shown (Theorem 1) that for n5, D(n)=2(Fn&2&1),
leading to (Corollary 1 there): D(n)=2(2&.) Fn+o(1) : (2(2&.)r0.7639),
and also D(n)=N((2.n&1- 5)&2). From the asymptotic formula for
D(n) we get, M(n)2(2&.)n for infinitely many n. Thus we see that
Fibonacci words do not contain as many distinct squares as obtained with
the special set of words used in Section 3 below.
Fibonacci words have been used for giving lower bounds on the number
of repeated primitive squares. In [Cro1981, Lemma 10], it was shown that
R(n) 16Fn log2 Fn for n5. Theorem 11 in [CrR1995] asserts that the
number of square prefixes of a word w is <log, |w|. For w= fn this implies
R(n)<Fn log, Fn=Fn log2 Fnlog2 ,1.441Fn log2 Fn . In [FrS1997] an
exact formula for R(n) is derived, which implies: R(n)= 25 (3&.) nFn+
O(Fn) : ( 25 (3&.)r0.7962). We do not know whether there is a class of
words which has a number of repeated primitive squares larger than
Fibonacci words.
2. THE UPPER BOUND
For establishing Theorem 1 we prove the following lemma.
Lemma 1. Let u2, v2, w2 be three prefixes of a word x such that w is
primitive and p>q>r, where p=|u| , q=|v|, r=|w|. Then pq+r.
Proof. If u, v, w are all primitive, the result is Lemma 10 of [CrR1995].
Examining their proof we see that actually only the primitivity of w is
used. K
Remarks. (a) If w is nonprimitive, the result does not hold in general.
Thus u=04, v=03, w=02 is a counterexample for every word with
prefix 08.
(b) In [CrR1995] the result is stated in the form p>q+r, but
only pq+r is true and proved. In fact, for 0100101001001010 we can
take u=01001010, v=01001 and w=010, all of which are primitive, yet
|u|=|v|+|w|.
The following property of the function si , introduced in Section 1, is
immediate.
115NOTE
File: DISTL2 284305 . By:CV . Date:16:03:98 . Time:08:25 LOP8M. V8.B. Page 01:01
Codes: 2856 Signs: 2036 . Length: 45 pic 0 pts, 190 mm
For each square, some occurrence of it (the rightmost) adds one to the
value of si for some i. Hence, we have ni=1 siM(n); and if x is a word
of length n which achieves the maximum of M(n) squares, then
:
n
i=1
si=M(n) (1)
for x. Incidentally, since we cannot have a square beginning with the last
letter of a word, we have sn=0 for every word of length n.
A period of a word x=a1a2 } } } an is any integer p in [1, ..., n] for which
ai=ai+ p for all i # [1, ..., n& p]. The following is the weak form of
the Periodicity Lemma of Fine and Wilf [FiW1965]. See also [Lot1983;
CrR1994].
Periodicity Lemma. Let p and q be two periods of a word x. If p+q|x|,
then gcd( p, q) is also a period of x.
Proof of Theorem 1. We prove this by contradiction. Suppose that
there exists a word x of length n and some i # [1, ..., n&1] for which si3.
Then x=ai ai+1 } } } an has three prefixes u2, v2, w2 which do not occur
elsewhere in the word, and for which, without loss of generality, p>q>r,
where p=|u|, q=|v| and r=|w|. If p2r, then w2 occurs again at position
p+1, because u occurs therea contradiction. Thus p<2r, so
p>q>r>
p
2
. (4)
By (4), p<2r<q+r. It follows from Lemma 1 that w is nonprimitive, so
there exists a primitive y such that w= yt for some integer t2. Let
r1=| y|, so r=tr1 . Then u2, v2 and y2 are prefixes of x with y primitive, so
by Lemma 1,
r1+q p. (5)
Note that r1 is also a period of w2; it is also a period of u, since p<2r
(by (4)). Also q is a period of u since q< p<2q by (4), so u is a prefix
of v2. Using (5) we can therefore apply the Periodicity Lemma to conclude
that gcd(r1 , q)=d is also a period of u. Then d | r1 and d | q. Since y is
primitive, we have d=r1 . Thus r1 | q. Now r=tr1 , so q=(t+s) r1 for some
integer s1. Therefore v2 has length 2(t+s) r1 and w2 has length 2tr1 . It
follows that w2 appears also at r1+1, which is a contradiction. K
Proof of Corollary 1. Since si2 for all i (Theorem 1) and sn=0, we
conclude that M(n)<2n. It is easy to verify that the three left columns of
Table I are valid for any fixed alphabet for n5. Thus the tail end of
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length 5 of any word of length5 contains at most 2 squares. Such a word
has thus at most 2(n&5)+2=2n&8 squares. K
Proof of Corollary 2. The same argument as in the preceding proof
applies, but Table I now shows that the tail end of length 22 of any binary
word of length22 contains at most 15 squares. Such a word has thus at
most 2(n&22)+15=2n&29 squares. K
3. THE LOWER BOUND
We construct a class of words realizing the lower bound enunciated in
Theorem II. For examining the properties of these words, we prove two
lemmas.
For i1, let q(i) be the word 0i+110i10i+11. Thus q(1)=00101001,
q(2)=00010010001, etc. For m1, let Q=Q(1, m) be the concatenation
q(1) q(2) } } } q(m).
Lemma 2. Q contains (3m2+13m)2 bits.
Proof. Clearly q(i) contains 3i+5 bits, so |Q| = mi = 1 (3i+5) =
(3m2+13m)2. K
Lemma 3. Q contains
n=3m22+w(m+1)2x+7m2&3 (6)
squares.
Proof. Denote the number of squares in Q which contain 0, 2, and 4
ones by n0 , n2 , and n4 , respectively. We calculate each of these and then
show that the word contains no other squares. The total number of squares
is then the sum of these three amounts. We have
n0=w(m+1)2x,
since there are m+1 consecutive 0s in q(m) and there is no longer block
of consecutive 0s in Q.
Now q(i) contains the i+1 squares 0i10i1, 0i&1100i&110, ..., 10i10i. That
is, we get all possible squares containing 2 1s and 2i+2 bits. Note that the
same squares, except the first and last, are also obtained in the concatena-
tion q(i&2) q(i&1). Therefore there are m additional squares containing 2
1s of length 2m+4 in q(m&1) q(m). These are
0m100m10, 0m&11000m&1100, ..., 010m010m.
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TABLE II
Thus Q contains precisely 2+3+ } } } +(m+1)+m such squares, which
implies
n2=m22+5m2.
We now count the squares containing 4 ones. In each triple,
q(i) q(i+1) q(i+2)=0i+110i10i+110 i+210i+110i+210 i+310i+210i+31,
there are 2i+3 such squares containing 4i+10 bits. The first of these
begins at the bit in position i+3 and the last at position 3i+5. They have
the form
0i10i+11020i10i+1102, 0i&110i+11030 i&110i+1103, ..., 10i+210i+110i+210i+1.
Note that each begins in the subword q(i) and that these are the only
squares containing 4 ones which begin in q(i). We have m&2 such triples,
with i ranging from 1 to m&2 so we get m&2i=1 (2i+3)=m
2&4 such
squares. We also get m+1 squares containing 4 ones which begin in
q(m&1) and are contained in
q(m&1) q(m)=0m10m&110m10m+110m10m+11.
These contain 4m+6 bits. The first begins at the bit at position m+2 and
the last at the bit at position 2m+2. The first is 0m&110m1020m&110m102
and the last is 0m10m+110m10m+11. It is clear that these are the only
squares containing 4 ones which begin in q(m&1) and that no square
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containing 4 ones can begin in q(m); so we have found all squares in Q
which contain 4 ones. Thus,
n4=m2&4+m+1=m2+m&3.
Finally we need to show there are no squares in the word containing
more than 4 ones. Each half of such a square would contain a subword
10x10 y1, but it is not hard to see that such words are unique in Q except
that q(i) q(i+1)=0i+110i10i+110i+210i+110i+21 contains twin appearances
of the word 10i+110i+21, but they share a common 1-bit (the first 1-bit
in q(i+1)). Therefore they cannot be in adjacent halves of a square. Thus
Q contains only squares with 4 or fewer ones and the number of squares
is
n=n0+n2+n4=3m22+w(m+1)2x+7m2&3,
as required. K
Proof of Theorem 2. The difference between the length (3m2+13m)2
of Q and the number n of the form (6) of squares it contains, is 3m&
w(m+1)2x+3. For every =>0, this difference is <=n for all sufficiently
large n of the form (6). K
Proof of Corollary 3. The upper bound carries over from Corollaries 1
and 2 for n5 and n22, respectively, since P(n)M(n), which follows
directly from the definition of P(n) and M(n). As to the lower bound, note
that the squares in the word Q defined at the beginning of this section are
all primitive rooted, except for the blocks of length >2 of consecutive 0s.
But there is only a linear number of those, namely, w(m+1)2x&1. Their
deletion leaves the lower bound of Theorem 2 invariant. K
Remark. It is actually clear that P(n)=M(n) for n # [1, ..., 5] for any
fixed alphabet; and Table II shows that P(n)=M(n) for n # [1, ..., 13] for
the binary case.
We end with some natural questions:
(a) Close the gap between Corollaries 1, 2 and Theorem 2. In
particular, is it true that for every fixed alphabet, M(n)<n for all n>0?
(b) Is there an upper bound for P(n), better than that implied by
Corollary 1 or Corollary 2?
(c) Is there a lower bound for either M(n) or P(n), better than that
of Theorem 2 for a fixed nonbinary alphabet?
(d) Find upper and lower bounds for the smallest number of repeated
nonprimitiveprimitive rooted squares in a word. (The case of distinct
nonprimitiveprimitive rooted squares was solved in [FrS1995].)
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