We study the interpretation of the mean surface density of stellar companions as a function of separation (or, equivalently, the two point correlation function of stars) in star-forming regions. First, we consider the form of the functions for various simple stellar distributions (binaries, global density profiles, clusters, and fractals) and the effects of survey boundaries.
INTRODUCTION
Stars generally do not form in isolation. Instead, on small scales, they frequently form as members of bound binary or higher-order multiple systems (e.g. Duquennoy & Mayor 1991; Mayor et al. 1992; Fischer & Marcy 1992; Ghez, Neugebauer, & Matthews 1993; Leinert et al. 1993 , Simon et al. 1995 , while on larger scales they are often members of associations or clusters of stars (e.g. Gomez et al. 1993; Lada, Strom, & Myers 1993; Zinnecker, McCaughrean, & Wilking 1993) . Studying the clustering properties of stars on different length scales may help to determine what processes are involved in their formation. Gomez et al. (1993) found that the pre-main-sequence c 1998 RAS stars in the Taurus-Auriga molecular cloud are not randomly distributed, but instead are in small associations of ∼ 15 stellar systems within radii of ∼ 0.5 − 1.1 pc. As one method of analysing the spatial distribution of stars, Gomez et al. determined the two-point angular correlation function and found that it could be represented by a single power-law over separations from 0.005 to 5 pc, implying that stars are clustered self-similarly. However, they also found weak evidence that two-point angular correlation function may be better represented by two different power laws with a break at ≈ 0.05 pc.
Using data from searches for binary companions to premain-sequence stars in the Taurus-Auriga molecular cloud, Larson (1995) extended the two-point angular correlation function to smaller separations than Gomez et al. (1993) and demonstrated that, indeed, there is a break at ≈ 0.04 pc. Rather than using the standard two-point angular correlation function, Larson used the closely-related mean surface density of companions (MSDC) (see Section 2). The MSDC has the advantage that no normalisation is required, whereas the two point correlation function must be normalised by the average density in the survey area which can be difficult to determine if the stars are clustered. Larson (1995) found that, for stars in the Taurus-Auriga molecular cloud, the MSDC has a power-law slope of ≈ −0.6 on large scales, but steepens below ≈ 0.04 pc with a slope of ≈ −2 on small scales. The fact that a break occurs indicates that a single scale-free process is not responsible for the formation of stars on both scales. The power-law slope of ≈ −0.6 on large scales is due to the clustering of stellar systems that Gomez et al. (1993) studied. Furthermore, Larson pointed out that a power-law slope of −0.6 means that the number of stars within an angular distance θ of an average star increases as θ 1.4 and, thus, the distribution of stars on this scale can be described as a fractal point distribution with dimension 1.4. Larson identified the power-law slope of −2 for small angular separations with the distribution of binary separations, since stellar pairs closer than 0.04 pc in Taurus-Auriga are typically mutually bound. However, the power-law slope of ≈ −2 is not due to a fractal distribution. Rather, it results from the fact that the frequency distribution of binary separations is roughly uniform in log-separation (Duquennoy & Mayor 1991) . Finally, Larson noted that the length scale of ≈ 0.04 pc is essentially equal to the typical Jeans length in the Taurus-Auriga molecular cloud. Thus, Larson associated the location of the break in the MSDC with the Jeans length, speculating that companions with separations smaller than this formed due to the fragmentation of a single collapsing molecular cloud core, while on larger scales stars are grouped self-similarly due to hierarchical structure in the progenitor molecular clouds.
Following Larson's analysis of the Taurus-Auriga starforming region (SFR), Simon (1997) considered the spatial distribution of stars in the Ophiuchus and Orion Trapezium regions. As with Taurus-Auriga, a break was found in the MSDC for each region. On small scales, both Ophiuchus and the Orion Trapezium could be fit by power laws with slopes of ≈ −2. On large scales, flatter power laws were required of −0.5±0.2 for Ophiuchus and −0.2±0.2 for the Orion Trapezium. However, the break between the two regimes was found to occur at ≈ 400 AU for the Orion Trapezium and ≈ 5000 AU for Ophiuchus, compared to ≈ 10000 AU (taking the mean of Simon's and Larson's results) for Taurus-Auriga. Simon concluded that all three SFRs had similar distributions of binary separations and similar fractal structure on large scales, but that the location of the break seemed to depend not only on the Jeans length, but also on the stellar density of the SFR.
Finally, Nakajima et al. (1998) considered the MSDC of stars in the Orion, Ophiuchus, Chamaeleon, Vela, and Lupus star-forming regions. Again, for those regions where the survey data extends to small enough separations, they find a break in the MSDC with a power-law slope of ≈ −2 on small scales and power-law slopes ranging from −0.15 to −0.82 on large scales. The location of the break was also found to vary from a minimum of ≈ 1000 AU to a maximum of ≈ 30000 AU. Nakajima et al. also considered the nearest-neighbour distributions for each of the regions and found that when the nearest-neighbour distribution could be fit well by a Poisson distribution, the MSDC had a power-law index close to zero on large-scales, while when the nearest-neighbour distribution was broader than the Poisson distribution, the MSDC had a large, negative power-law index. They interpreted this as evidence that the MSDC may indicate a star formation history in the region rather than the presence of self-similar spatial structure; if the stars have a range of ages, the older stars typically will be more dispersed than the younger stars resulting a spread in the distribution of separations of nearest neighbours and a range of stellar surface density which provides the slope of the large-scale MSDC.
Motivated by these papers, we make a careful study of the interpretation of the mean surface density of companions (MSDC) of star-forming regions. Amongst other goals, we wish to determine the relationship of the break between the binary and large-scale regimes to the Jeans length and the stellar density in star-forming regions. We also want to determine how sensitive the MSDC is to detecting substructure in a stellar distribution and, when detected, what can be said about the form of the sub-structure (e.g. whether the sub-structure is self-similar or not) and how robust the result is.
In Section 2 we consider the calculation of the MSDC function, handling of survey boundaries, and the results for simple stellar distributions (binaries, global density profiles, clusters, and fractals). In Section 3 we derive the dependencies of the break between the binary and large-scale regimes, and show that the separation at which the break occurs can only be identified with the Jeans length in special cases. We also indicate how the MSDC of SFRs is expected to evolve with time. Based on these results, we reconsider the TaurusAuriga, Ophiuchus, and Orion Trapezium star-forming regions in Section 4. Finally, we present our conclusions in Section 5.
THE MEAN SURFACE DENSITY OF COMPANIONS
In the simplest case, the mean surface density of companions can be determined as follows. For each star, calculate the angular separation θ to all other stars. Bin the separations resulting from these stellar pairs into annuli of separation θ to θ + δθ. The binning is most conveniently done using annuli with logarithmically increasing radii. The number of separations from such pairs, Np, within each size of annulus is then divided by the area of the annulus and averaged by dividing by the total number of stars N * giving the mean surface density of companions as a function of separation, Σcom(θ) = Np/(2π θ δθ N * ). We will refer to this as Method 1. The MSDC is related to the angular two-point correlation function, w(θ), by Σcom(θ) = (N * /A)(1 + w(θ)), where A is the survey area (Peebles 1980) .
Handling boundaries
For a survey region of finite size, using the above method (Method 1), to calculate Σcom(θ), results in some of the companions to stars closer than θ to a boundary being missed. This has little effect if the survey region is large in comparison to θ, since only a small fraction of the stars are affected. However, when θ becomes large, the missing companions result in an unphysical drop in Σcom(θ). Several methods for avoiding such boundary effects have been used (see Peebles 1980 , and references within). One method is to select an inner subsample of N1 stars such that none is closer than θmax from a boundary and for each of them calculate the number of companions from the full sample. Σcom(θ) is then normalised by dividing by N1 rather than N * . This method (Method 2) avoids boundary effects, but also eliminates some information and does not probe the full range of separations.
A modification of Method 2 (Method 3) is to select a different inner subsample for each size of annulus, θi to θi + δθ, such that each subsample of Ni stars are all farther than θi + δθ from a boundary. This allows the maximum information to be used for each separation, but again the full range of separations cannot be studied since as θi increases, Ni decreases.
Other methods try to correct for the presence of boundaries. In Method 4, the area of each annulus is directly computed for each star (subtracting that part which falls outside a boundary) to give a corrected surface density of companions for that star before the mean over all stars is calculated. Rather than calculate the area of each annulus explicitly (which can be difficult), a similar method (Method 5) calculates a Monte Carlo estimate of the area of each annulus that lies within the survey boundaries. This is achieved as follows: Nt points are placed at random in the survey area, A; Σcom(θ) is calculated using Method 1 for both the trial points (Σ trial ) and for the real data (Σ data ); then the corrected Σcom(θ) of the real data is given by
Methods 4 and 5 correct for boundaries if the distribution of sources on scales of order the survey size is uniform (hence their use in studying the large-scale structure of the universe). However, if there is a surface density gradient across the boundary these methods do not fully correct for boundaries, as demonstrated in Section 2.3.
Binaries
Larson (1995) found that the binary systems in TaurusAuriga are characterised by an MSDC with a power-law slope of ≈ −2, which can be easily shown to be equivalent to the distribution of binary separations being uniform in the logarithm of separation. Take N binary systems with separations, r, distributed as
where k is a constant. Then
is the number of companions with separations in the range r to r + dr. Taking a two-dimensional projection, the range r to r + dr defines an annulus of area 2πr dr. Therefore, the MSDC is
which has a power-law slope of −2. Integrating equation 3 to find k gives
where Rmax and Rmin are the maximum and minimum binary separations, respectively. Finally, if not all systems are binaries
where B freq is the binary frequency (defined as the number of binary systems over the total number of systems). Thus, Larson's (1995) result for the Taurus-Auriga premain-sequence binaries is in general agreement with the period distribution for the main-sequence G-dwarf primaries of Duquennoy & Mayor (1991) which, in the logarithm of period, is flat to first order.
Finally, we note that fitting power-law slopes to the MSDC and comparing the values of the indices is not the best way to compare the distribution of binary separations between star-forming regions since it ignores any deviations from a power-law. Instead, it is preferable to take the usual approach, namely comparing the fractional number of binaries (the number of binaries in a range of separations over the total number of systems) as a function of the logarithm of separation.
Global density profiles
The MSDC for stars distributed uniformly is independent of separation and simply equal to the mean surface density of stars over the whole survey region. If the stars are clustered (Section 2.4) or distributed in a non-uniform, self-similar (fractal) distribution, the MSDC is a function of separation (e.g. Larson 1995) . However, a particular MSDC does not correspond to a unique two-dimensional distribution of stars. In particular, an MSDC which has a power-law dependence on separation does not necessarily correspond to a self-similar or fractal distribution of stars; a simpler surface density distribution (e.g. a centrally-condensed density profile) can give the same slope over a large separation range.
In this section, we consider the MSDC of global density profiles. We also study the effects that the different ways of handling boundaries (Section 2.1) have on the MSDC when the underlying density profile is not uniform. To avoid boundary effects the distributions are continued outside the illustrated area. In each case, Σcom(r) and its dispersion are calculated from 20-100 random renderings of the distributions.
Density gradients
Consider a stellar distribution with a gradient in surface density along one direction Σ(x) ∝ x γ with x > 0. Now, consider the surface density of companions in an annulus of radius rann and width δr centred on one star in the distribution with an x-coordinate of x * . To first order, the surface density at x * + δx differs from the surface density at x * by 1 + γ δx/x * . Thus, as long as rann ≪ x * , the mean surface density around the annulus, Σann(x * ), is approximately equal to the surface density at x * , Σ(x * ), since the firstorder term cancels and only leaves second-order and higher effects: for γ = 0 or γ = 1 the equality is exact. If each star in the distribution satisfies rann ≪ x * , the MSDC should be almost independent of separation. For γ = 0 the value is simply the mean density in the survey area. However, for γ = 0 the value is greater since the surface density distribu- tion is sampled more in the high-density regions and less in the low-density regions (the sampling points are at the stellar positions) and, hence, a surface-density-weighted mean surface density is obtained.
The MSDC for distributions with γ = 0, 1, 2, and 5 in Figure 1 demonstrate the lack of dependence of the MSDC on separation for such density gradients and the higher overall values for γ = 0. The increase at large radii for γ = 2 and γ = 5 is due to the second-order and higher effects which become important when rann is of order the survey area's dimensions. Note that in these figures, and all similar ones in this paper, the errorbars are determined by randomly producing 20-100 distributions of stars that follow the prescribed surface density distribution and calculating the mean and standard deviation of the MSDC at each separation.
The MSDC functions in Figure 1 were produced using Method 1 in Section 2.1, but the stellar distributions were continued outside of the regions shown in Figure 1 to avoid Figure 3 . Diagram showing the sampling regions of small and large annuli centred on a star a distance r * (solid line) from the centre of the global density maximum of a stellar distribution with the radial surface density profile Σr ∝ r −1 . The annuli of radii rann (dashed lines) have width δr. Notice that the mean surface density around the small annulus is approximately equal to the surface density at r * (Σann(r * ) ≈ Σr(r * )), while the surface density around the large annulus is always less than that at r * and, thus, so is the mean (Σann(r * ) < Σr(r * )). In the limit that rann ≫ r * , Σann(r * ) tends towards Σr(rann).
missing neighbours at the edges. However, for a real stellar survey, there is no knowledge of the stellar distribution outside of the survey boundaries. Therefore, in Figure 2 , we give the MSDC using only the 10000 stars in the area 1 ≤ x ≤ 2 and 0 ≤ y ≤ 1, calculated using Methods 1, 2, 3, and 5. Since Methods 2 and 3 only use subsets of the data they are only calculated to separations of 1/5 of the survey area's size as this gives a good trade-off between the range of separations that are covered and the number of stars used for the calculation. Method 4 is not used here since it gives a similar result to Method 5, but is much more difficult to calculate for a simple survey area let alone for an irregular one, since the area of the part of each annulus that falls within the boundaries has to be determined. Throughout this paper, Method 5 is calculated using 10000 trial points in the survey area.
For the uniform density case (γ = 0), all methods, except Method 1, return the 'correct' MSDC (i.e. that given by extending the stellar distribution outside the boundaries of the survey region). Method 1, in which there is no attempt to correct for the effect of the boundaries, gives an MSDC which differs appreciably from the correct MSDC even on scales less than a order of magnitude smaller than the size of the survey region. In particular, if a power-law slope is fit to the MSDC even between such small separations as 1/100 to 1/10 of the survey's dimensions, a slope of −0.055 ± 0.003 is derived, rather than a slope of zero.
Due to the density gradients across the boundaries, none of the methods give the 'correct' MSDC for the whole stellar distribution when γ = 0. As for γ = 0, using Method 1 results in a rapid drop in the MSDC as the separation increases. Method 2 gives the correct MSDC, but over a smaller region than the whole survey area. With γ = 0, this results in a different normalisation because the mean surface density over the smaller area is different to that over the whole survey area. Method 3 gives the correct normalisation on small-scales, but still results in a rapid fall-off at large scales which may even exceed that of Method 1 (e.g. in the case where γ = 5). Method 5 gives the correct normalisation on small-scales and partially corrects for the fall-off at large separations.
Finally, although none of the methods correct perfectly for the survey boundaries when γ = 0, all except Method 1 give a good approximation (i.e. an error of < ∼ 0.1 dex) to the 'correct' MSDC if 0 ≤ γ < ∼ 2.
Centrally-condensed stellar distributions
Next, we consider a system of stars distributed according to the radial surface density distribution Σr(r) ∝ r −α with α ≥ 0. Consider the mean surface density of stars in an annulus of radius rann centred on one star in this distribution with distance r * from the position of peak surface density (Figure 3 ). If rann ≪ r * , the mean surface density of stars in the annulus, Σann(r * ), is approximately equal to the local surface density Σr(r * ). On the other hand, if rann ≫ r * , the mean surface density of stars in the annulus is less than Σr(r * ) and tends towards Σr(rann) (see Figure 3) . Now, consider the mean surface density of companions over all stars Σcom(rann) in a survey region that is centred on the peak surface density. The variation of the MSDC as a function of separation depends on the fraction of the stars that have rann > ∼ r * . This fraction increases as rann is increased, but it also depends on α. For example, for α = 1, the number of stars within rann of the central peak (i.e. with r * < rann) increases linearly with rann. Thus, for larger annuli, more and more stars have Σann(r * ) < Σr(r * ) but, only when rann is greater than half the radius of the survey area, Rsur, do less than 50% of the stars have Σann(r * ) ≈ Σr(r * ). When rann > Rsur/2, most of the stars tend towards Σann(r * ) < Σr(rann). Thus, the MSDC should only decrease slowly as the separation increases, due to the slowly changing number of stars with r * < rann until rann approaches Rsur at which stage there is a transition from the slowly decreasing slope to power-law slope of −α.
For α < 1, the number of stars that have r * < rann increases even more slowly with increasing rann. Also, since the radial surface density varies less overall, Σann(r * ) is closer to Σr(r * ) even when r * < rann. Thus, the MSDC depends less on separation. The extreme case is for α = 0 when, since Σr(r * ) is constant, Σann(r * ) is always equal to Σr(r * ) and so the MSDC is constant.
For α > 1, however, the number of stars with r * < rann increases quicker with increasing rann and the overall variation of the radial surface density is more extreme, thus, the MSDC, Σcom(rann), falls faster with increasing rann. In the limit that α → ∞, all the stars are in the central peak and for all stars Σann(r * ) = Σr(rann) ∝ rann −α so that the MSDC has a power-law slope of −α for all separations (Σcom(rann) ∝ rann −α ). In summary, the MSDC of a uniform distribution of stars is independent of separation, while in the limit α → ∞, the MSDC has a power-law of slope −α. For intermediate cases, the slope over most separations is less than −α with a transition towards a slope of −α when rann ≈ Rsur.
In Figure 4 , we give the MSDC for global density profiles Σr(r) ∝ r −α where α = 0, 1/2, 1, and 3/2. For separations less than 1/10 of the dimension of the survey region the MSDC have slopes of 0, −0.013 ± 0.004, −0.22 ± 0.01, and −1.01 ± 0.01, respectively. This is in agreement with the above analysis (i.e. the slopes are shallower than −α if α > 0). It is important to notice that the MSDC can have a power-law slope even without any sub-clustering or hierarchical structure (e.g. see the Jones & Walker MSDC for the Orion Trapezium Cluster in Section 4.3 and Figure 18 ). As predicted above, the slope deviates from a power-law only for separations > ∼ 1/10 the survey region size (i.e. when rann ≈ Rsur), when there is a transition towards a slope of −α. The maximum difference between the small-scale and large-scale power-law slopes occurs for α ≈ 1.
Although all centrally-condensed global density profiles show power-law slopes in the derived MSDC, for α < ∼ 1 the MSDC is rather flat, depending only weakly on separation. This is important because most young clusters are likely to be less centrally condensed than the α = 1 case (e.g , which corresponds to a threedimensional density distribution of ρ(r) ∝ r −2 , the singular isothermal sphere. Therefore, if a cluster has an overall radial surface density profile and also contains sub-clustering and/or hierarchical structure, the sub-structure will generally be detectable because it will steepen the slope of the MSDC and/or perturb it from a true power-law (e.g. Section 4.3.1). Thus, the MSDC can still be used to look for sub-clustering and/or hierarchical structure even where an overall global density distribution exists.
As in Section 2.3.1, a centrally-condensed global den- sity profile means that the boundaries of the survey regions are difficult to correct for ( Figure 5 ). Again, Method 1 results in a fall-off for large separations and Method 2 gives a different normalisation (as well as some information being lost). Method 3 over-corrects for the fall-off at large separations. Both Methods 4 and 5 assume that the surface density of companions around an annulus is constant. With a falling global density profile, these methods result in an over-estimate of the mean surface density of an annulus, since the low-density region of the annulus is missing. This results in an over-correction for the MSDC. Finally, note that in calculating the slope of the MSDC for separations > ∼ 1/10 of the survey's smallest dimension, the relative error decreases as α increases (c.f. α = 1/2 and α = 3/2). Gomez et al. (1993) found that stars in the Taurus-Auriga SFR are not distributed randomly, but instead are clustered into small groups. It is therefore of interest to consider the MSDC of clusters of stars. Examples of the MSDC derived for randomly-distributed simulated clusters are given in Figure 6. They are characterised by an MSDC equal to the global mean surface density on large scales, but have larger than average surface densities on small scales with a transition between the two regimes for separations of order the clusters' radii. On scales less than the cluster radius, the MSDC depends on the spatial distribution of stars within the clus- ters. Clusters with uniform volume density ( Figure 6 ) give a flat MSDC on small scales, while centrally-condensed clusters give an MSDC that rises as the separation is decreased ( Figure 7 ). This is analogous to the power-law slopes of the MSDCs that result from the centrally-condensed global density profiles in Section 2.3.2. However, the clusters have to be quite centrally condensed for there to be much effect. Clusters with density profiles of ρ ∝ r −2 have power-law slopes of −0.22 ± 0.01 on small scales (as determined in Section 2.3.2), but clusters with ρ ∝ r −1 still give an essentially flat MSDC. Therefore, it is difficult to determine whether or not clusters are centrally condensed unless they have density profiles of ρ ∝ r −2 or steeper (i.e. Σr(r) ∝ r −1 ). Given a distribution of stars, it important to be able to detect whether the stars are clustered. The sensitivity of the MSDC to clustering depends on the crowding of the clusters and on the fraction of stars that are not members of clusters. Figure 6 demonstrates that the more crowded clusters are, the more difficult it becomes to detect them. Well-separated clusters are detectable because the mean surface density of companions on small scales (within a cluster) is larger than the global mean surface density. If the global mean surface density approaches or is greater than the mean surface density of companions within a cluster, the confusion limit is reached; the clusters overlap and it is no longer possible to distinguish that the stars are clustered. The confusion limit can be approached either because the clusters actually overlap, or because a three-dimensional distribution of clusters is projected on to the two-dimensional plane of the sky. The rate at which the confusion limit is reached with increasing depth depends on the volume-filling factor; if the clusters are well-separated in three-dimensions, a larger depth is required before the clusters begin to overlap. The detection of binaries (effectively very simple clusters) suffers from the same effect (see Section 3.1).
Clusters
A similar effect can be obtained by including unclustered stars (Figure 8 ). Even if clusters are well-separated on the sky, stars that are not cluster members (e.g. randomly- distributed stars) decrease the difference between the mean surface density of companions on small and large scales. Unclustered stars have a low companion surface densities on small scales. Thus, the more unclustered stars there are, the lower the mean surface density of companions becomes on small scales and the closer it becomes to the global mean surface density. In Figure 8 one can easily detect when 30 − 100% of the stars are in clusters, but the detection when 10% of the stars are in clusters is only a ≈ 3σ result at separations close to the radii of the clusters with an even a less significant detection at smaller separations. Larson (1995) found that the MSDC of the stars in the Taurus-Auriga SFR could be well fit by a power-law slope of ≈ −0.6 on large scales ( > ∼ 0.04 pc). In general, the number of stars within an angular distance θ, on the sky, of an average star increases as θ (slope+2) . For a fractal point distribution with fractal dimension F dim ≤ 2, the number of stars closer than θ increases as θ F dim . Thus, Larson noted that the largescale distribution of stars in the Taurus-Auriga SFR could be described as a fractal point distribution with fractal dimension F dim = slope + 2 ≈ 1.4.
Self-similar distributions
In this section we consider the MSDC of self-similar (or fractal) stellar distributions. Figure 9 gives the MSDCs for stellar distributions with fractal dimensions of F dim = 1.4, 1.9, and 2.4. The distributions were produced using a boxcounting algorithm: a cube of side-length L is divided into N 3 div sub-cubes of side-length L/N div ; Nran of these subcubes are randomly selected; the process is repeated recursively, terminating at the desired level of recursion when each of the smallest sub-cubes has a star placed in it. The fractal dimension is given by F dim = log e (Nran)/log e (N div ). To obtain a specific number of stars, some of the stars are randomly selected and removed. To get a rectangular volume that has one dimension longer than the other two, a fractal distribution is created for a cube of the largest dimension, and the desired rectangular volume is given by a sub-volume of the cube.
For each fractal dimension, we examine the dependence of the MSDC on the effects of the depth of the stellar distributions. In Section 2.4 and Figure 6 , we found that it becomes more difficult to detect clustering as the clusters become more crowded on the sky. If clusters are distributed randomly in three dimensions, then looking through 10 times the depth, raises the MSDC on large scales by an order of magnitude and decreases the difference between the MSDC on small and large scales.
With fractal stellar distributions, the effect of the depth of the SFR depends on the fractal dimension (or volumefilling nature) of the stellar distribution. Some examples are as follows. A random (or uniform) point distribution in three dimensions has a fractal dimension F dim = 3, since the number of companions within a distance r of a typical star increases as r 3 . A uniform two-dimensional distribution has a fractal dimension F dim = 2, while a uniform linear distribution has F dim = 1, and a single point has a fractal dimension of F dim = 0. Other distributions with the same fractal dimensions as those above are possible (except for F dim = 0). For a uniform three-dimensional stellar distribution (F dim = 3), if the depth is increased by an order of magnitude, then the MSDC is also increased by an order of magnitude independent of separation (e.g. Figures 6  and 10 ). However, in general, for a three-dimensional stellar distribution with F dim < 3, the MSDC increases by less than one order of magnitude if the depth is increased by one order of magnitude, since the number of companions does not increase linearly with depth. In general, the MSDC is increased (on the largest scales) by
where D is the depth. In the limit that F dim = 0, there is only ever one object no matter what factor the depth is increased by. Note however, that the dependence of the MSDC on depth depends somewhat on the specific distribution and/or orientation. For example, in the case of a uniform linear distribution, if the depth increases parallel to the line of objects, then the MSDC will increase linearly with depth, while if the depth increases perpendicular to the line of objects, increasing the depth will have no effect on the MSDC. In general (i.e. when all possible distributions Figure 9 . The mean surface density of companions Σcom(r) for three different self-similar (fractal) stellar distributions. The three distributions have fractal dimensions a)
For each case, Σcom(r) is given for stellar distributions with depths of 1 (solid line and upper left graph), 10 (dotted line and upper right graph), and 100 (dashed line and lower left graph) times the horizontal or vertical dimension of the survey region. Examples of the stellar distributions are given above the graphs of Σcom(r), with the lower right graphs giving the distribution of stars in the z (depth) dimension. Notice that for higher F dim the stars become more uniformly distributed with depth. Also, with a low F dim , as the depth is increased the number of stars is increased, but the addition stars typically do not appear in regions already occupied by closer stars. Thus, the MSDC on small-scales is relatively independent of the depth for low fractal dimensions.
are averaged over), however, the MSDC follows equation 7 on the largest scales. The scaling of equation 7 is apparent in Figure 9 ; in general, on the largest scales, increasing the depth has a greater effect on the MSDC for distributions with greater fractal dimensions (greater volume-filling factor). However, note that increasing the depth affects the MSDC on large scales more than on small scales and this effect is more apparent for lower fractal dimensions. To use an analogy from the clusters in Section 2.4, larger structures begin overlapping before smaller structures, with the result that, for fractal dimensions F dim < 3, the MSDC is more sensitive to the depth of a SFR on large scales than on small scales. In particular, for a fractal dimension of F dim = 1.4, the MSDC on scales less than ≈ 1/25 of the survey region's dimensions varies by less than a factor of 2 even if the depth is increased by a factor of 100.
THE BREAK BETWEEN THE BINARY AND LARGE-SCALE REGIMES
Larson (1995) demonstrated that there is a break in the slope of the MSDC for the Taurus-Auriga SFR, and Simon (1997) found similar breaks in the MSDCs of the Ophiuchus and Orion Trapezium regions. Larson identified the break as being at the length scale where the MSDC goes from being dominated by binaries to being dominated by largescale structure (e.g. clustering or self-similar structure). The fact that a break occurs indicates that a single scale-free process is not responsible for the formation of both binaries and large scale clustering. Larson also noted that the break occurred at a length scale roughly equal to the typical Jeans length in the Taurus-Auriga SFR and speculated that this was evidence that, for length scales less than the Jeans length, binaries are formed via fragmentation of a single collapsing cloud core while, on larger scales, stars are distributed self-similarly. However, Simon (1997) found that the breaks between the binary and large scale regimes occur at smaller separations in star-forming regions with higher stellar densities. Furthermore, in the SFRs considered by Nakajima et al. (1998) , the location of break varied from ≈ 1000 -30000 AU.
In this section we consider the origin of the break between the binary and large-scale regimes in the MSDC. First, we investigate what determines the break in SFRs with a uniform stellar distribution. We then consider the behaviour of the transition separation in regions where the stars are clustered or distributed self-similarly. Finally, we predict how the location of the break varies as a SFR evolves with time due to expansion and/or the erasing of initial selfsimilar structure.
Uniform stellar distributions
Consider N stellar systems with a uniform spatial distribution in a volume with dimensions on the sky of X, Y , and depth Z. Those systems that are binaries have separations distributed as in equation 2. On large scales the MSDC is simply the mean surface density of stars Figure 10 . The mean surface density of companions Σcom(r) for three distributions stellar systems (shown above). In all cases, each stellar system is a binary system with separation in the range 0.1 to 10 4 AU, and the mean three-dimensional distance between the stars is the same (d 3 = 0.28 pc = 5.7×10 4 AU, dotted vertical line), but the depth of the volume varies: a) 0.28 pc (top left, and solid line), b) 2.8 pc (top middle, and dotted line), and c) 28 pc (top right, and dashed line). The break between the binary and large-scale regimes moves to smaller separations simply because the projected surface density of stars increases.
where d2 is the mean (two-dimensional) separation of stars on the sky. On small scales most companions are members of the binary systems, so that the MSDC goes as equation 6. The transition between the two occurs at the separation where the two sections of the MSDC are equal (see Figure  10 ). Equating equations 6 and 8 we find that the break occurs at the separation
The mean separation between the stars on the sky, d2, depends both on the mean volume density of stars
where d3 is the mean three-dimensional distance between stars, and on the depth Z since Σmean = ρZ.
Thus, using equations 8 to 11,
Hence, the separation at which the break between the binary and large-scale regimes occurs depends on the mean volume density of stars, the depth of the SFR (Z/d3), and, to some extent, on the parameters of the binaries themselves (the binary frequency B freq over the separation range Rmin to Rmax).
The dependencies of R b are demonstrated in Figures 10  and 11 . In Figure 10a , 50 binary stellar systems (100 stars) with separations ranging from 0.1 to 10 4 AU are placed within a volume with dimension on the sky of 2 pc by 2 pc, and depth Z = d3 = 0.28 pc (obtained by setting Z = d3 in equation 10) so that the volume is essentially two-dimensional. In Figures 10b-c , the volume density is kept constant, but the depth is increased by a factor of 10 each time (Z = 2.8 pc and Z = 28 pc respectively). This is also equivalent to keeping Z fixed, but increasing the volume density by a factor of 10 each time (except this would mean that wide binaries begin to overlap with neighbouring systems). The resulting MSDC for each of Figures 10a-c is given below the stellar distributions. As predicted by equation 12, the position of the break moves to smaller separations with increasing surface density, even though the parameters of the binaries remain unchanged. This explains the finding by Simon (1997) that the position of the break varies between star-forming regions and seems to depend on the stellar density of the region. Figure 11 shows the effects of changing the parameters of the binaries. Decreasing the binary frequency, but keeping the total number of stars the same moves the break to smaller separations. Keeping the binary frequency constant, but decreasing the range of separations moves the break to larger separations, so long as the maximum binary separation is greater than R b . These effects are minor, however, compared to changes in the large-scale surface density.
While Larson (1995) identified the break in the MSDC of the Taurus-Auriga SFR with the typical Jeans length, RJeans, in the molecular cloud, equation 12 shows that the separation at which the break occurs is not necessarily equal to the Jeans length. The basis of Larson's argument that the break identifies the Jeans length is that binaries form from the collapse and fragmentation of Jeans-critical cloud cores, while large-scale structure depends on the structure in molecular clouds. From this, one may expect that the maximum binary separation is approximately equal to the size of the cores and, thus, is less than or approximately equal to the mean distance between stars d3. However, we found above that the break occurs when a projected companion has an equal probability of being a binary or non-binary companion. From equation 12 and Figures 10 and 11 , for reasonable binary parameters and Z > ∼ d3, the separation at which the break occurs is always less than d3 by at least an order of magnitude (dotted vertical lines), regardless of the Jeans length. Also, binaries may exist with separations ≫ R b (especially if Z > d3); they are just hidden because the mean surface density of stars in the survey region is greater than the MSDC of binary companions at large separations (i.e. the confusion limit has been reached). Thus, in general, for a uniform distribution of stellar systems, the break in the MSDC function does not give the Jeans length in a star-forming region. For R b to be similar to the Jeans length, either the star-forming region must be very shallow (i.e. Z < ∼ d3) in which case R b ≈ d3 ≈ RJeans, or RJeans ≪ d3 in which case R b might approximate the Jeans length because R b ≪ d3 also. Figure 11 . The mean surface density of companions Σcom(r) for stellar systems distributed as in Figure 10b , but with different assumptions about the binaries. In the standard case (solid lines) each stellar system is a binary system with separation in the range 0.1 to 10 4 AU. In the upper graph a), we also show the effect if, rather than every system being a binary (B freq = 1.0), only 10 percent of systems are binaries (B freq = 0.1) with the total number of stars being the same (dotted line). In the lower graph b), the binary frequency is always B freq = 1.0, but the upper cut-off in the distribution of separations is varied: 10000 AU (solid line), 1000 AU (dotted line), and 100 AU (dashed line). The dotted vertical lines give the mean three-dimensional distance between stars, d 3 . The break between the binary and large-scale regimes moves to smaller separations if the binary frequency is lower, and there is an abrupt drop in the MSDC if the binary separations are truncated at separations less than value of R b predicted by equation 12.
Non-uniform stellar distributions
To obtain equation 12, we assumed the stellar systems had a uniform spatial distribution. For non-uniform stellar distributions, the separation at which the transition from the binary to the large-scale regimes occurs has the same dependence on the parameters of the binaries. However, rather than the break occurring when the MSDC of the binaries (equation 6) is equal to the mean surface density of stars (equation 8), the break occurs at the separation where equation 6 is equal to the MSDC of the distribution of stellar systems, which may have its own structure (e.g. Sections 2.3.1, 2.3.2, 2.4, 2.5 and 4.1). If the volume-filling factor of stellar systems is high in the survey volume, the transition separation still depends on the volume density of stellar systems, Figure 12 . The mean surface density of companions Σcom(r) for stellar systems distributed self-similarly with fractal dimension F dim = 1.4 (similar to Figure 9a ). Each stellar system is a binary system with separation in the range 0.1 to 10 4 AU. Four different cases are illustrated. Case a) (solid) has 500 systems (1000 stars) distributed within a region of size 10x10x10 pc (i.e. depth = 1). Cases b) and c) are identical, except that the depths are increased to 100 (dotted) and 1000 (short-dashed) pc, respectively. Case d) is identical to the first, except that only 1/10 of the systems are included to mimic incompleteness (long-dashed, lower curve). Note that with F dim = 1.4, the depth of the survey region has no effect on the location of the break between the binary and the large-scale regimes, while incomplete surveying of stellar systems results in a shift of the break to larger scales.
and on the depth of the survey volume. However, if the volume filling factor is low the depth of the stellar distribution may be less important. To illustrate this point, we consider the MSDCs both of randomly-distributed clusters of binary stellar systems, and of fractal distributions of binary stellar systems.
Consider a stellar distribution comprised of randomlydistributed clusters of binary stellar systems. The large-scale MSDC is similar to those given in Figure 6 , where distributions b) and c) are the same as a) but the depth of the volume is increased by factors of 10 and 100, respectively. Assuming that the MSDC of the binaries equals the MSDC of the systems at a separation less than the radii of the clusters then, even though the depth of the volume is increased by a factor of 10-100, the transition separation is almost unchanged because the system MSDC on scales less than the cluster radius is given by the surface density of stars in the clusters which is unchanged until clusters begin to overlap with each other. Figure 12 gives the MSDC for fractal distributions of binary stellar systems. In each case, the fractal dimension is F dim = 1.4. In cases b) and c) the depth of the region is 10 or 100 times that of case a), respectively. As expected, with such a low fractal dimension, the transition separation is almost independent of the depth (c.f. Figure 9) . A variation in the transition separation can be obtained if the number of systems that are included in the calculation of the MSDC is decreased (Figure 12d , which mimics an incomplete survey) or if the dimensions of the survey region are changed but the number of systems is unchanged (i.e. a SFR with a different volume density of stars). The difference between Figures 12a Figure 13 . The mean surface density of companions Σcom(r) for four different distributions of 500 stellar systems (three shown above). Each stellar system is a binary system with separation in the range 0.1 to 10 4 AU. In each case, the stellar systems were initially distributed self-similarly with F dim = 1.4 and the depth of the region is unity. However, these distributions were evolved by moving each system in a random direction by a) 0.01 pc (solid), b) 0.1 pc (dotted line; left), c) 1 pc (short-dashed; centre) and d) 10 pc (long-dashed; right). This mimics the effect of the distribution evolving with time due to a random system velocity dispersion of 1 km/s over 10 4 , 10 5 , 10 6 and 10 7 years, respectively. Note that the binary and very-large-scale regimes are unchanged, but at intermediate separations Σcom(r) is flat. and 12d demonstrates the importance of having a complete stellar survey. Gomez et al. (1993) interpreted the stellar systems in the Taurus-Auriga SFR as being primarily grouped in small clusters which were well-separated on the sky (see also Section 4.1). Larson (1995) interpreted the systems as being distributed with a fractal dimension F dim = 1.4. In either case, the volume-filling factor is low. Therefore, the depth of the SFR is relatively unimportant and the transition separation between the binary and large-scale regimes is determined either by the surface density of the stars within the clusters, or by the projected separation at which binary companions are as common as fractal companions. In the case of the stars being distributed in clusters, when the mean separation of stellar systems is estimated for the stars within these clusters (Section 4.1), the clusters are found to be approximately 'two-dimensional', in that the depth of the clusters is approximately equal to the mean separation between systems (Z ≈ d3). Therefore, from equation 12, the transition separation will be within an order of magnitude of d3 and hence similar to the maximum binary separation and presumably to the size of Jeans-critical cloud cores. For the fractal distribution, projection effects are unimportant due to the low fractal dimension and, therefore, the projected separation at which binary companions are as common as fractal companions is approximately equal to the three-dimensional separation at which binary and fractal companions are equally likely. Thus, as with the clusters interpretation, the transition separation again closely estimates the typical size of Jeans-critical cloud cores. This explains why Larson (1995) obtained good agreement between R b and the expected Jeans length in the Taurus-Auriga SFR. In regions such as the Orion Trapezium Cluster, however, this is not the case since the volume-filling factor is high and the SFR is deep (Section 4.3).
Evolution with time

Erasure of substructure
If the stellar distribution in a star-forming region has some structure initially, this structure will slowly be lost as the system evolves due to the stellar velocity dispersion and the evaporation of bound clusters. Structure will be lost on the smallest scales first, with larger scales being affected as the SFR ages. In the long-term, especially for SFRs that are initially unbound, the stars will evolve towards a homogeneous distribution with no structure (i.e. a flat MSDC).
Assuming that self-gravity is unimportant in maintaining initial structure (e.g. unbound associations rather than bound clusters), the effects of time can be mimicked by moving each stellar system (single, binary, or higher-order multiple system), in a random direction, by the mean system velocity dispersion multiplied by the time since the stars formed. In Figure 13 , we show how an initially fractal distribution of binary stellar systems evolves with time due to such a velocity dispersion. As predicted, fractal structure on the smallest scales is erased first and the distribution becomes homogeneous on those scales. For an initially fractal distribution, this results in a flat MSDC on scales larger than the binary regime and smaller than the undisturbed fractal regime, with the homogeneous regime extending to larger length scales with time. Eventually, over a finite area, the stars have mixed so much that any initial structure is completely lost (after 10 7 years in Figure 13 ). Note also that the break between the binary and large-scale regimes moves to larger separations with time since the smallest structures (which have the highest stellar density) are disrupted first. When all structure has been erased, the transition separation is simply given by equation 12. Finally, the systems will continue to disperse after all the initial structure has been erased, further lowering the MSDC on large-scales, and thus the transition separation will continue to grow (see also Section 3.3.2).
A similar process occurs with unbound clusters (associations) of stars; the clusters get larger in spatial extent, their stellar density decreases, and hence the break between the binary and large-scale regimes moves to larger separations.
With bound clusters, structure on the smallest scales will again be erased rapidly, and the only remaining structure will be the radial density profile of the overall cluster which, as seen in Section 2.3.2, has a very flat MSDC (a singular isothermal sphere has an MSDC with a power-law slope of ≈ −0.2, and less centrally-condensed configurations are even flatter).
Expansion of open clusters
In the above sections, considering the derivation of the position of the break between the binary and large-scale regimes, we have assumed that binaries with separations ≥ R b exist. Although this is likely in a young star-forming region, it may not always be the case. For example, consider the evolution of an open cluster. When the cluster has just formed, the mean distance between stellar systems is small and wide binaries are prone to being disrupted (e.g. Kroupa 1995a,b,c) . Later in the cluster's evolution it expands due to gas loss. This lowers the mean density of stars and hence the break between the binary and large-scale regimes in the MSDC moves to larger separations. However, since wide binaries have been destroyed, the predicted position of the break may exceed the separations of the widest binaries. The result is that the MSDC shows the characteristic slope of ≈ −2 for small separations where the binaries exist, but that at the separation beyond which binaries have been destroyed, the MSDC drops abruptly to the mean surface density of stellar systems within the survey region (e.g. Figure 11b ). Such absence of wide binaries may be visible in open clusters such as the Pleiades and Hyades. If so, this would give an indirect record of how dense the star clusters were when the stars were initially formed: knowing the widest binaries remaining and assuming a timescale for the expansion of the cluster from its initial density, the stellar density required to destroy wider binaries on a timescale less than the expansion time of the cluster can be determined (see Section 4.3.2; Binney & Tremaine 1987) .
Finally, note that for separations larger than that of the widest binary the companions to stars from which the MSDC is calculated are given by chance projections or unbound neighbours. In a survey of a small number of stars it is likely that no such companions exist which results in a gap in the MSDC rather than a drop from the binary regime to the mean surface density of stars (hence the large errorbars for separations just greater than the maximum binary separation in Figure 11b ).
APPLICATION TO STAR-FORMING REGIONS
In the previous sections, we have examined the mean surface density of companions of global density profiles, binaries, clusters, fractals and have determined the dependencies and evolution of the position of the break between the binary and large-scale regimes. We now apply these results to the Taurus-Auriga, Ophiuchus, and Orion Trapezium starforming regions. Taurus-Auriga has been studied by Larson (1995) , while Simon (1997) studied all three regions and Nakajima et al. (1998) studied Ophiuchus and the Orion A, B, and OB star-forming regions. However, in light of the above results, a reanalysis is worthwhile.
Taurus-Auriga
Both Larson (1995) and Simon (1997) determined the MSDC for the Taurus-Auriga SFR. Larson used the sample of 121 sources from Gomez et al. (1993) for the large-scale distribution of stellar systems (θ > 5 ′′ ) combined with data Figure 14 . The mean surface density of companions Σcom(r) for the Taurus-Auriga SFR. In the upper graph a), the MSDC derived by Simon (1997) (points) is overlaid on the power-law fit to the MSDC obtained by Larson (1995) . In the lower graph b), the MSDC of binary stellar systems distributed in randomlypositioned clusters (see text) is overlaid on the MSDC derived by Simon (1997) . Both the broken power-law and cluster-MSDC provide good fits to the data, indicating that the interpretation of the sloping MSDC on large scales being due to fractal structure is not the only interpretation.
from Simon (1992) , Ghez et al. (1993), and Leinert et al. (1993) for small separations (0.1 < ∼ θ < 10 ′′ ). Simon (1997) , on the other hand, used a sub-sample of just 49 systems that had been well-surveyed for companions in the separation range 0.005 to 10 ′′ resulting in a total of 80 stars (Simon et al. 1995) .
This difference in samples is important, since it is relatively meaningless to study the MSDC of an incomplete and/or non-uniformly sampled fraction of the total stellar population of a region. The Gomez et al. (1993) sample was relatively complete to systems with minimum separations ≈ 5 ′′ , and as a consequence, they stated in their paper: "... most of the optically visible objects with V < ∼ 15.5 close to the Taurus-Auriga molecular cloud have already been found. ...heavily extincted infrared sources ... appear to constitute a modest fraction of the total pre-main-sequence population. Therefore it seems worthwhile to begin to investigate the spatial distribution of young stars in Taurus."
Thus, the cumulative sample used by Larson (1995) gives a better determination of the MSDC on the large scales than the incomplete sub-sample used by Simon (1997) , while on the small scales, the two samples are fairly similar, since most of the systems used by Simon were previously known and used by Larson. Both Larson and Simon found that the large-scale regime can be well fit by a power-law slope of ≈ −0.6 (see Figure 14a ), which both took to imply a self-similar or fractal distribution. However, we have shown in Section 2 that a given MSDC slope does not correspond to a unique density distribution, and thus it is interesting to ask how robust the result of Larson and Simon is. For example, rather than requiring a self-similar structure to fit the data, could the stars simply be in randomly-distributed clusters?
In Figure 14a , we show the MSDC for Taurus-Auriga derived by Simon (points) with the split power-law fit derived by Larson (dotted line). In Figure 14b , the same MSDC data from Simon are again plotted as points, but the solid line fit is now from a model stellar distribution. We took 40 stellar systems, each composed of a binary distributed in the separation range 1 -2 × 10 4 AU according to equation 2. Note that since Simon defined two stars to be a binary if their separation was θ < 10 ′′ ≈ 1400 AU, our choice of 40 binary systems with a larger range of separations gives roughly the same numbers of stars (80) and systems (49) that are contained in Simon's sample.
The stellar systems are distributed over the same area as Simon's sample of stars, with 30% randomly distributed, and the remaining 70% in clusters of radius R clus = 2 pc, each with 8 systems (16 stars) centrally condensed with ρ ∝ r −2 . We assume a distance of 140 pc to Taurus-Auriga (Wichmann et al. 1998) . Such a distribution is consistent with that determined for the Taurus-Auriga SFR by Gomez et al. (1993) since, although they find clusters consisting of 9-18 stars (with separations greater than ≈ 5 ′′ ) with radii 0.5−1.1 pc, the radii depend on the arbitrary stellar surface density at which the cluster is defined to stop. We point out that the mean distance between systems in each cluster is ∼ 1 pc, and therefore each cluster is essentially two-dimensional (i.e. R clus ≈ Z ≈ d3; see Sections 3.1 and 3.2).
This model MSDC provides an excellent fit to the data points of Simon ( Figure 14b ) and, moreover, it is not unique, with other randomly-distributed cluster models possible. Thus, while the large-scale structure in Taurus-Auriga is consistent with a fractal structure of dimension 1.4 (Larson 1995; Simon 1997) , it is equally consistent with random clustering. To differentiate between the two would require extending the MSDC to larger scales: however, this is not possible, since the data used by Larson already covers the full star-forming region.
Another way to differentiate between the two might be to use higher-order correlation functions than the MSDC (which is equivalent to the two-point correlation function) and/or the nearest-neighbour distribution. The latter has been used by Nakajima et al. (1998) to argue that a MSDC with a power-law slope that is negatively large might indicate a spread of stellar ages rather than stars being formed with a self-similar distribution. They model the Orion B SFR by a mixture of randomly-distributed stars and clusters of different stellar surface densities (the larger of which are assumed to be older than the smaller ones) and obtain a good fit to the MSDC and a better fit to the nearestneighbour distribution than that implied by a purely fractal stellar distribution. This is similar to the above demonstration that the Taurus-Auriga MSDC can be modelled using clusters rather than fractal structure (although we use several identical clusters rather than a mixture). However, we point out that the nearest-neighbour distributions found by Nakajima et al. (1998) do not exclude the possibility that stars are formed with a self-similar distribution, since the nearest-neighbour and MSDC distributions can be fit by the combination of fractal and homogeneous (presumably older) populations as well as the cluster and homogeneous populations of Nakajima et al.
Ophiuchus
Simon (1997) studied the spatial distribution of 35 stellar systems (51 stars) in the Ophiuchus SFR. He found that on small scales ( < ∼ 5000 AU) the MSDC had a power-law slope of −1.9 ± 0.1 while on large-scales the MSDC could be described by a power-law slope of −0.5 ± 0.2 (similar to the Taurus-Auriga SFR). Nakajima et al. (1998) studied two samples of stars from the Ophiuchus SFR. The first sample consisted of 86 Hα emission line stars (Wilking, Schwartz & Blackwell 1987) , 10 of which are known binaries (Reipurth & Zinnecker 1993 ). The second sample consisted of 78 embedded stars detected in the infrared by Wilking, Lada, & Young (1989) (18 of which are in common with the first sample). They found the MSDC of the Hα sample had a power-law slope of −2.5 ± 0.3 on small scales ( < ∼ 5000 AU) and a slope of −0.36 ± 0.06 on large scales. The embedded sample had a slope of −0.28 on large scales and combining the samples gave a slope of −0.26 on large scales.
The slopes on small scales are consistent with binaries having an approximately uniform distribution of separations with the logarithm of separation. However, as described in Sections 3.2 and 4.1, when studying the large-scale distribution of stars in a SFR, it is essential to have the positions of the majority of the young stars in the survey region. Unfortunately, as demonstrated by the three different samples used by Simon (1997) and Nakajima et al. (1998) , there is no complete sample of young pre-main-sequence stars available for Ophiuchus at this time (unlike for Taurus-Auriga). Another survey is that of Strom, Kepner, & Strom (1995) who find 119 pre-main-sequence stars, in three rich aggregates of young stars in the Ophiuchus cloud along with a more distributed population. Therefore, we prefer to wait until a more comprehensive list of young pre-main-sequence stars is available.
There are several comments to be made about the current analyses, however. First, the power-law slopes on large scales found by Nakajima et al. (1998) are quite flat and may be even flatter since they do not take into account boundary effects when calculating the MSDC (see Section 4.3). Second, for the embedded stars the power-law slope is calculated over separations from ≈ 3000 − 65000 AU. A flat MSDC on these scales is not unexpected since with a velocity dispersion of 1 km s −1 , any initial structure would be erased on these scales in ≈ 3 × 10 5 years. Finally, the effects of the evolution of the MSDC with age may be apparent in the different samples used by Nakajima et al. (1998) . The Hα sample is presumably older than the embedded sample, is more dispersed, and has a lower mean surface density. This clearly results in a nearest-neighbour distribution which is non-Poisson when the two samples are combined, regardless of whether or not there is sub-structure in the stellar distributions. To determine whether or not there is structure (e.g. sub-clustering or self-similar structure) in the distribution of forming stars, it is important to consider the youngest stars and the largest possible area. The youngest stars should be selected to minimise the erasure of structure (Section 3.3.1) and to avoid washing out any structure with a more uniform, older population (e.g. Figure 8) . A large area allows the large-scale MSDC to be studied over the greatest possible range of separations. Note also that infrared surveys are preferred over optical, since they give greater completeness and minimise the problem of finding structure that is due to obscuration of stars by molecular gas rather than structure in the distribution of the stellar objects themselves.
Orion Trapezium Cluster
Finally, Simon (1997) studied the spatial distribution of the Orion Trapezium Cluster, using the sample of 319 stars listed by Prosser et al. (1994) from their optical wavelength Hubble Space Telescope study which probed for binaries down to ≈ 0.05 ′′ or ≈ 25 AU separation. As with the Taurus-Auriga and Ophiuchus SFRs, Simon (1997) found the MSDC on small-scales ( < ∼ 1 ′′ ) is consistent with binaries having an approximately uniform distribution of separations with the logarithm of separation (with a power-law slope of −2.1 ± 0.6). On large-scales (2.5 to 40 ′′ ), Simon found the Figure 16 . The stellar distributions from the surveys of the Orion Trapezium cluster by Jones & Walker (1988) , Prosser et al. (1994) and McCaughrean et al. (1996) .
MSDC could be described by a power-law slope of −0.2±0.2. Nakajima et al. (1998) studied the whole Orion A region and found a similar slope (−0.23 ± 0.02) to Simon. However, the Orion A region has a much larger spatial extent than the Orion Trapezium Cluster itself and therefore is not directly comparable to Simon's results or those presented here. Figure 15 gives the MSDC for the data of Prosser et al. over the full range of separations, calculated using Method 1 (thin, dotted line) and Method 5 (thick, dotted line). The MSDC for separations > ∼ 10 ′′ is entirely dependent on the corrections applied because of the boundaries of survey area. Fitting a power-law slope to the MSDC given by Method 1 over the same large-scale range as Simon (≈ 3 − 50 ′′ ) gives a slope of −0.17 ± 0.03 in agreement with Simon (we obtain a smaller standard error since we do not attempt to give error estimates for each MSDC value). However, using Method 5, the slope is 0.01±0.01 over both the range used by Simon and over the larger range of 1.6−100 ′′ . Thus, Simon's conclusion that the power-law slope in the large-scale regime is the same in the Trapezium Cluster as in Taurus-Auriga appears to be based entirely on boundary effects (although we note that a slope of zero is within 1σ of Simon's result due to his large error estimate). In a similar manner, since Nakajima et al. (1998) use the same method as Simon to calculate the MSDC, their large-scale power-law slopes are also likely to overestimated in magnitude.
To better analyse the Trapezium Cluster, at least on the larger scales, we must turn to other data sets for several reasons. First, the Prosser et al. (1994) data cover a relatively limited part of the central cluster, albeit omitting the highest-density region including the Trapezium stars themselves. Second, the survey was at optical wavelengths, making it possible that younger, more embedded cluster members were missed. Finally, the survey boundary is very irregular making it difficult to correct the MSDC for boundary effects and raising the possibility that, if structure is found on large scales, it may simply be due to the non-uniform sampling of the cluster. Figure 16 shows the coverage of the Prosser et al. survey and two alternate surveys. The first is that of McCaughrean et al. (1996) who imaged the central 5 ′ × 5 ′ of the cluster at 2µm. The completeness limit was K = 17 m , and the steep turnover in the luminosity function at K ∼ 12 m ensures that the sample of 744 sources is very complete, at least to systems more widely separated than the 0.7 ′′ resolution limit. The second sample is that of Jones & Walker (1988) who carried out a ground-based optical photographic survey out to roughly 15
′ from the centre of the Trapezium, (i.e. a much larger area than the other two samples). The sample contains 858 stars with ≥90% probability of being propermotion members of the Orion complex. However, overall it is a less complete sample, with shallower detection and coarser resolution limits respectively.
The MSDC of all three surveys are given in Figure 15 . The agreement between the large-scale MSDCs produced with the data of Prosser et al. (1994) and McCaughrean et al. (1996) is good because the two surveys contain a lot of overlap. The McCaughrean MSDC is higher overall primarily due to the inclusion of the high-stellar-density region centred on the Trapezium, while the Prosser MSDC reaches to smaller separations due to the superior resolution. Finally, notice that the boundary correction has less effect on the McCaughrean MSDC than on the Prosser MSDC because the former has more uniform coverage than the latter. Fitting a power-law slope to the McCaughrean MSDC over the range 1.6 − 100
′′ gives a slope of −0.11 ± 0.02 (Method 1) or −0.02 ± 0.01 correcting for boundary effects (Method 5). The MSDC of the Jones & Walker (1988) data is lower overall primarily due to the lack of completeness (and thus the lower stellar surface density), but also because the data extends out much farther where the stellar density (even correcting for completeness) is much lower and this lowers the mean surface density of companions. Unlike the Prosser and McCaughrean MSDCs (which are essentially flat outside the binary regime using Method 5), the Jones & Walker MSDC is fit by a small power-law slope of −0.17 ± 0.03 (Method 1) or −0.16 ± 0.01 (Method 5) over the range 1.6 − 400
′′ . In previous sections we have seen that a sloping MSDC can result from many different effects (e.g. boundaries, global density profiles, clusters, and fractal stellar distributions). Thus, rather than interpreting the Trapezium Cluster large-scale MSDCs simply by fitting power-laws, we choose to compare the MSDCs with those of model stellar distributions. We assume a distance of 480 pc to the Trapezium Cluster (Genzel et al. 1981) . Due to the superior datasets in the large-scale regimes, we only consider the data of McCaughrean et al. (1996) and of Jones & Walker (1988) . Also, from this point on, we use Method 5 to calculate the MSDC, although since we are modelling the MSDC, rather than deriving slopes, this choice is unimportant. Figure 17a gives the MSDC of the McCaughrean et al. data, along with the MSDC for three model stellar distributions. In the first model distribution (dotted line), 744 stars are distributed uniformly over the survey region. This results in an MSDC that is too low to fit the Trapezium Cluster data. In the second, 744 stars are distributed randomly with the volume density distribution of a singular isothermal sphere (ρ ∝ r −2 ). Assuming the depth of the cluster is much greater than the radius of the survey region this is equivalent to the radial surface density distribution Σr(r) ∝ r −1 . This time the MSDC is too high (short-dashed line), and has a slope that is inconsistent with the Trapezium Cluster data.
In Figure 17b , the radial surface density profile Σr(r) is given for McCaughrean et al. data. A good fit is obtained (long-dashed line) if the stars of the Trapezium Cluster are assumed to be distributed with a core of uniform volume density and ρ ∝ r −2 outside the core
Rcore r 2 if r > Rcore
with Rcore = 30 ′′ and assuming that the depth of the threedimensional distribution is much greater than the radius of the survey region. With 744 stars distributed within the survey area of McCaughrean et al. this gives a stellar density of ρ0 = 2.1 × 10 4 pc −3 in the central core which is in good agreement with the value of 1.7 × 10 4 pc −3 derived by Hillenbrand & Hartmann (1998) who fit a King model to the cluster, but less than the estimate of 5 × 10 4 pc −3 by who fit the cluster with a King model with a smaller core radius. The MSDC of this stellar distribution is in excellent agreement with that of the Trapezium Cluster data (Figure 17a) . Thus, the distribution of stars in the central 5 ′ ×5 ′ of the Trapezium Cluster can be well described by this approximate non-singular isothermal sphere. In particular, there is no evidence of sub-clustering or fractal structure. Note also, that stellar densities given by this model and the lack of structure in the stellar distribution make the cluster three-dimensional in the sense of Section 3.1 (i.e. Z ≫ d3). Thus, the break between the binary and the large-scale regimes in the Prosser MSDC cannot be associated with the typical Jeans length, even if the stellar distribution had not evolved since the stars formed (see Section 4.3.1).
In Figure 18a , the MSDC of Jones & Walker's Trapezium Cluster data is compared to the same three stellar distributions as the McCaughrean et al. data, except this time 858 stars are distributed over the survey area of Jones & Walker. Also, the approximation that the depth of the cluster is much greater than the radius of the survey region is no longer a good one. Therefore, we assume that the Jones & Walker survey covered most of the Trapezium Cluster and take the three-dimensional radius of the cluster to be evidence for sub-clustering or fractal structure in the Orion Trapezium Cluster.
Sub-clustering
Although we have shown that there is no evidence from the MSDC for hierarchical structure or sub-clustering of the stars in the Orion Trapezium Cluster, it is of interest to determine what limits can be placed on the presence of such structure. By generating model stellar distributions which contain stellar sub-clusters and comparing their MSDCs to that of the McCaughrean et al. (1996) survey, we can set limits on how much sub-clustering can be present. Figure 19 compares the MSDCs of four different stellar distributions containing stars in sub-clusters to the MSDC of the McCaughrean et al. survey. In each case single stars, and/or the centres of sub-clusters, are distributed randomly according to equation 13. A total of 744 stars are allocated, some fraction of which are in sub-clusters. Each sub-cluster consists of 10 stars randomly distributed within the subcluster's radius R clus . Comparing the models to the McCaughrean MSDC shows that the ease with which subclusters are detected depends on the total fraction of the stars that are in such sub-clusters and the radii of the subclusters. For example, the MSDC produced when 100% of the stars are in sub-clusters of radii 3000 AU is clearly inconsistent with the Trapezium Cluster data (dotted line). Detecting if 10% of the stars are in such sub-clusters, however, is more difficult (solid line). For sub-clusters with radii of 10 4 AU, any less than 100% of the stars being in such sub-clusters becomes difficult to detect (short-dashed line). Finally, it is impossible to detect whether or not all the stars are in sub-clusters with radii of 3 × 10 4 AU (longdashed line). Looking at the examples of each type of clustering in Figure 19 , we note that the MSDC appears to be slightly less sensitive than the human eye for detecting subclustering, since the eye finds it easy to detect clustering in the R clus = 10 4 AU case while the MSDC detection is only 2 − 3σ (see also Figure 6 ). The advantage of the MSDC over the eye, however, is that it is unbiased (the eye is good at seeing patterns where none exist) and gives a reproducible measure of the sub-structure.
The detection of sub-clustering also depends on the central condensation of the sub-clusters themselves. In Figure  20 , the models are identical to those in Figure 19 , except that the sub-clusters are centrally condensed with the 10 stars distributed randomly according to ρ ∝ r −2 . Centrallycondensed sub-clusters are easier to detect than uniformdensity sub-clusters.
In Figure 21 , we give the minimum fraction of stars that are required to be in sub-clusters for the resulting MSDC to be inconsistent with the McCaughrean MSDC. The minimum fraction is a function of the degree of centralcondensation of the sub-clusters, the number of stars in each sub-cluster (ranging from 5 to 80 stars per sub-cluster), and the radii of the sub-clusters (ranging from 1000 to 10 5 AU). For example, in Figure 21a, Figures  21a and 21b) . For uniform-density sub-clusters, strong limits ( < ∼ 30%) can be placed on the maximum fraction of stars in sub-clusters with R clus < ∼ 6000 AU. For centrally-condensed sub-clusters, strong limits ( < ∼ 30%) can be placed on the maximum fraction of stars in sub-clusters with R clus < ∼ 10000 AU. The detection also depends on the number of stars in each sub-cluster. Finally, the possibility that a large fraction of the stars are in near-uniform-density sub-clusters with large radii ( > ∼ 5 × 10 4 AU) can be ruled out because the model stellar distributions are not as centrally-condensed as the Trapezium Cluster.
Although we cannot rule out all possible sub-clustering in the Trapezium Cluster, we emphasise that the McCaughrean MSDC is consistent with there being no sub-clustering. In fact, this is not too surprising. The stars in the Trapezium Cluster have a three-dimensional velocity dispersion of ≈ 4 km s −1 (Jones & Walker 1988; Tian et al. 1996) . If the stars formed in unbound associations, or in some type of hierarchical structure, in 10 5 years this velocity dispersion results in the stars typically drifting apart by ∼ 10 5 AU. Hence, any such primordial structure would have been destroyed by the current age of the Trapezium Cluster (∼ 10 6 years) (Hillenbrand 1997) . Note that this is not the case with the clustering that is observed in the Taurus-Auriga SFR. The smaller velocity dispersion of 1 − 2 km s −1 (Hartmann et al. 1991 ) and large scale of the clustering (≈ 1 pc) means that such structure takes ∼ 10 6 years to be destroyed. On the other hand, if the Trapezium Cluster stars formed in bound sub-clusters, of 10 − 100 stars, there should still be some evidence. The maximum lifetime of such a sub-cluster is determined by its evaporation rate. For subclusters of 10−100 stars, the lifetime is ∼ 100tcross (Binney & Tremaine 1987) , where tcross is the crossing time. This gives the lifetime t of a sub-cluster of total stellar mass M clus and radius R clus to be
Therefore, if the stars of the Trapezium Cluster formed in bound sub-clusters of 10 − 100 stars within R clus ≈ 10 3 AU, they would have evaporated by the present time. However, sub-clusters with R clus > ∼ 10 4 should have survived and would be relaxed (centrally-condensed). From Figure 21 , it is possible that such bound sub-clusters exist in the Trapezium Cluster, but they cannot be detected by modelling the MSDC.
Binaries
Thus far, we have concentrated on large-scale structure in the Orion Trapezium Cluster. While the survey of Jones & Walker (1988) does not extend to small enough separations to detect binaries above the confusion limit in the Trapezium Cluster, the surveys of McCaughrean et al. (1996) and, especially, of Prosser et al. (1994) do. In Figure 22 we model the Trapezium Cluster MSDC, taking into account binaries. We distribute stellar systems according to equation 13, where each stellar system is randomly chosen to be either a single star or a binary with a separation in the range 10 to 10 4 AU. Such large maximum binary separations are possible even though the break between the binary and large-scale regimes occurs at ≈ 600 AU since, as seen in Section 3.1, the break does not necessarily give the maximum binary separation and in the Trapezium Cluster, as seen above, the break is not associated with the Jeans length. The ratio of binary systems to the total number of systems is 0.36, which corresponds to a binary frequency of 60% if binaries have separations between 0.1 and 10 4 AU that are distributed as in equation 2. For each survey (the Prosser et al. survey and the McCaughrean et al. survey) the stars are distributed over the same areas as the surveys, and we ensure that the total number of stars (not systems) is the same as in each survey.
The fact that the stellar distribution used to model the McCaughrean MSDC contains systems that would not have been resolved in the survey of McCaughrean et al. does not matter. What is important is that the same number of stars are used for the calculation of both MSDCs (to give the correct normalisation) and that the stars that are in close binaries are placed according to the same large-scale spatial distribution as the other stars (which, of course, they are). An alternative method is to allocate the same number of resolvable systems in the model distribution as is observed, and then to multiply the model MSDC by the number of observed stars and divide by the number of stars in the model to get the correct normalisation.
The model gives an excellent fit to both sets of Trapezium Cluster data (Figure 22 ) which is particularly pleasing since equation 13 was derived from fitting only the McCaughrean MSDC and radial density profiles (not the Prosser et al. data) . The overall binary frequency of 60% was chosen because this agrees with that of the field stars (Duquennoy & Mayor 1991 ) which in turn is consistent with the binary frequency that Prosser et al. derived for their data.
The only regions that are not so well fit are the region between about 0.8 and 2
′′ (400 to 1000 AU) and the two smallest separation bins of the Prosser MSDC where the Trapezium Cluster has a lower MSDC than predicted. The latter of these regions can be explained by incompleteness for binaries with close separations. The deficit between 400 and 1000 AU, however, gives very weak evidence that binaries with separations > ∼ 500 AU may have been depleted by binary-single interactions in the centre of the Trapezium Cluster (e.g. Kroupa 1995a,b,c) . A simple calculation of the timescale for such encounters (Binney & Tremaine 1987) shows that this is possible. Assuming a central stellar density of 2 × 10 4 pc −3 (Section 4.3; Hillenbrand & Hartmann 1997) and a three-dimensional stellar velocity dispersion of 4 km s −1 (Jones & Walker 1988; Tian et al. 1996) , the timescale for a star to have an encounter at 500 AU is ≈ 7 × 10 5 years which is of the same order as the age of the Trapezium Cluster (Hillenbrand 1997) .
CONCLUSIONS
We have studied the interpretation of the mean surface density of companions (MSDC) as a function of separation Σcom(θ) in star-forming regions. We have shown how the power-law slope of ≈ −2 for binaries is due their flat distribution of periods in the logarithm of separation, and have considered the MSDC of various global density profiles, subclusters and self-similar distributions. We emphasise that simply because a power-law slope can be fit to a particular MSDC, it does not mean that the stellar distribution is self-similar or fractal. We have also demonstrated the effects of survey boundaries on the calculation of Σcom(θ). Several methods of attempting to avoid boundary effects were considered, all of which provide a full correction in the case that there is no large-scale stellar density gradient across boundaries, but none of which give a perfect correction when there are such large-scale gradients. Of these, we recommend Method 5, since it allows the maximum range of separations to be studied, does not discard any information, and is simple to use for surveys with irregular boundaries. Even in the case of a uniform stellar distribution, the improper handing of boundaries results in the Σcom(θ) having a significant slope for separations greater than ≈ 1/50 of the survey area's dimensions (i.e. using Method 1). Larson (1995) associated the separation at which a break in Σcom(θ) between the binary regime and the largescale regime occurs with the Jeans length in the TaurusAuriga star-forming region (SFR). However, we show this transition separation may only be associated with the Jeans length in special cases, and that the transition separation does not necessarily give the maximum binary separation. In general, the break occurs at the separation where the mean surface density of binary companions is equal to the mean surface density of non-binary companions (the latter of which may be physically close, or simply chance projections). Thus, typically, the break occurs at smaller separations for SFRs with higher stellar surface densities (as observed by Simon (1997) and Nakajima et al. (1998) ). In turn, the surface density of non-binary companions depends on the parameters of the binaries, the volume density of stars, the volume-filling factor of the stellar distribution and, in general, the depth of the star-forming region.
The transition separation between the binary and the large-scale regimes also evolves with time. Due to a stellar velocity dispersion, initial structure is erased and the surface density of stars in an unbound region generally decreases. This effect begins at the smallest scales, extends to larger scales with time, and results in the transition separation increasing with time. Finally, the transition between the binary and the large-scale regimes may allow a truncation of binaries at large separations to be detected, especially in old clusters that were much denser when the stars were formed and have since expanded. In such cases, this provides a record of the stellar density when the stars first formed.
In summary, the transition separation may be associated with the Jeans length only if the star-forming region is young enough that initial structure has not been erased, and if the SFR is 'optically thin' in the sense that projection effects due to the depth of the SFR do not affect the transition separation. The latter is true if the volume-filling factor of the SFR is low (e.g. the SFR is composed of widely separated clusters consisting of only a few stars (∼ 10), or if the stars have a fractal distribution with dimension < ∼ 1.5). This is the case for the Taurus-Auriga SFR, which explains the good agreement between between the transition separation and the Jeans length found by Larson (1995) , but it is not the case for the Orion Trapezium Cluster.
It is important when studying the large-scale spatial distributions of star-forming regions to obtain the most complete sample of stars over the largest area possible. The lack of such data for the Ophiuchus SFR makes an attempt to study its large-scale spatial distribution of little use at this time.
For the Taurus-Auriga and Orion Trapezium SFRs, the current data makes a meaningful study of their large-scale stellar distribution possible. For the Taurus-Auriga SFR, Larson (1995) fit the large-scale MSDC with a power-law slope that implied a fractal stellar distribution. However, this is not the only possible interpretation; the data can be equally well fit by assuming the stars are formed primarily in randomly-distributed clusters of stars. For the Orion Trapezium SFR, we find that the MSDC is consistent with the stars simply being distributed according to a surface density that decreases with radius; there is no evidence for sub-structure (either fractal or sub-clusters) in the stellar distribution. We also demonstrate how upper limits can be placed on how much sub-clustering is present, and note the the sensitivity of the MSDC to detecting sub-structure appears to be slightly less than that of the human eye. The results for the Orion Trapezium SFR are consistent with the fact that if structure were present when the stars formed, it would have been erased by the current time due to the stellar velocity dispersion.
Binaries in the Taurus-Auriga and Orion Trapezium SFR are roughly consistent with an MSDC with a powerlaw slope of ≈ −2. However, we point out that comparing power-law indices derived from the slope of the MSDC in the binary regime is not the best way to compare the distribution of binary separations between stellar populations since any structure or deviation from a true power-law may easily be missed. In the centre of the Orion Trapezium SFR, we find very weak evidence that there may be a deficit of binaries with separations > ∼ 500 AU. Such a deficit may be caused by the disruption of wide binaries by single-binary star encounters.
Finally, in view of our studies of the Taurus-Auriga and Orion Trapezium SFRs, we emphasise caution when interpreting the MSDC. Rather than attempting to characterise star-forming regions simply by fitting power-laws to Σcom(θ), it is more instructive to also consider the global stellar distribution (e.g. a radial surface density profile) and to compare the MSDC to those of model stellar distributions to determine the robustness of any conclusions. Alternatively, rather than just considering the MSDC (or, equivalently, the two-point correlation function), correlation functions of higher order (three and four-point correlation functions) and/or the nearest-neighbour distribution can be used to differentiate between non-hierarchical and hierarchical structure. The use of higher-order correlation functions is common in studying the large-scale structure of the universe (Peebles 1980) . The nearest-neighbour distribution has been used by Nakajima et al. (1998) to argue that the power-law slope of an MSDC on large scales may indicate a stellar age spread rather than the presence of hierarchical structure. However, while an age spread does help explain their results, we argue that their results do not exclude the possibility that stars form in hierarchical structures. More work is required on this topic.
