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ABSTRACT
The X-ray bright, hot gas in the potential well of a galaxy cluster enables systematic
X-ray studies of samples of galaxy clusters to constrain cosmological parameters. HI-
FLUGCS consists of the 64 X-ray brightest galaxy clusters in the Universe, building
up a local sample. Here we utilize this sample to determine, for the first time, indi-
vidual hydrostatic mass estimates for all the clusters of the sample and, by making
use of the completeness of the sample, we quantify constraints on the two interest-
ing cosmological parameters, Ωm and σ8. We apply our total hydrostatic and gas
mass estimates from the X-ray analysis to a Bayesian cosmological likelihood anal-
ysis and leave several parameters free to be constrained. We find Ωm = 0.30 ± 0.01
and σ8 = 0.79 ± 0.03 (statistical uncertainties, 68% credibility level) using our default
analysis strategy combining both, a mass function analysis and the gas mass fraction
results. The main sources of biases that we correct here are (1) the influence of galaxy
groups (incompleteness in parent samples and differing behavior of the Lx − M rela-
tion), (2) the hydrostatic mass bias, (3) the extrapolation of the total mass (comparing
various methods), (4) the theoretical halo mass function and (5) other physical effects
(non-negligible neutrino mass). We find that galaxy groups introduce a strong bias,
since their number density seems to be over predicted by the halo mass function. On
the other hand, incorporating baryonic effects does not result in a significant change
in the constraints. The total (uncorrected) systematic uncertainties (∼ 20%) clearly
dominate the statistical uncertainties on cosmological parameters for our sample.
Key words: cosmological parameters – large-scale structure of Universe – cosmology:
observations – galaxies: clusters: intracluster medium – X-rays: galaxies: clusters
1 INTRODUCTION
Galaxy clusters reside at the intersections of Dark Matter
filamentary structure. These largest gravitationally bound
systems therefore bear witness to the growth of structure in
the Universe and are excellent objects for cosmological stud-
ies. With our current knowledge of cosmological parameters
it is possible to construct the cluster mass function and pre-
dict the number density of Dark Matter halos, reflected by
the observed population of galaxy clusters. The key param-
eters are the normalized matter density, ΩM, and the am-
plitude of initial density fluctuations, σ8. Even using only
nearby galaxy clusters these quantities can be constrained
from the shape of the mass function (e.g., Ikebe et al. 2002;
Reiprich & Bo¨hringer 2002).
In the past, tremendous efforts were made to break the
? E-mail: gerrit.schellenberger@cfa.harvard.edu
degeneracy between these parameters and lower their un-
certainties by using better instruments, larger samples of
clusters, and more advanced analysis methods.
However, there are alternative approaches to con-
straining cosmology which can be applied alongside or in
combination with studies of galaxy clusters. The primary
anisotropies in the cosmic microwave background (CMB)
are an independent probe of cosmological parameters, which
trace the radiation from a very early epoch of the Universe.
This makes them a complementary tool to galaxy clusters,
which trace structure formation across cosmic time. The el-
lipses of the ΩM - σ8 confidence levels are almost perpendic-
ular to each other, which means including different probes in
the analysis will strongly shrink the uncertainties. Although
the combined analysis has advantages, it is crucial to inter-
pret the cosmological results of each method separately to
estimate and minimize systematic biases.
Assumptions have to be made to obtain the galaxy clus-
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ter total mass from X-ray observations. One way is to assume
that the ICM is in hydrostatic equilibrium. Another is to use
tracers like luminosity or temperature as a proxy for the to-
tal mass. Calibrating the scaling relations of between these
observables and the total mass using, e.g., weak gravitational
lensing observations, might provide a way to be avoid biases
caused by deviations from hydrostatic equilibrium. Unfor-
tunately other (maybe unknown) biases are connected with
weak lensing studies, such as noise bias (e.g., Massey et al.
2013), mass sheet degeneracy (e.g., Schneider & Seitz 1995;
Bradacˇ et al. 2004), asymmetry of the point spread func-
tion (e.g., Hirata & Seljak 2003), false photometric redshifts
and miscentering (Ko¨hlinger et al. 2015). Selection effects
in the generation of a galaxy cluster sample (e.g., selecting
only massive or intrinsically brighter objects) can also bias
cosmological results, if they are not accounted for properly.
Moreover, all measurements depend on the calibration
accuracy of the instrument used. Any systematic uncertain-
ties arising from the instrument itself have to be known. As
shown, e.g., in Schellenberger et al. (2015), instrumental cal-
ibrations are still relatively uncertain in the X-ray regime.
Although the relative differences between two instruments,
Chandra ACIS and XMM-Newton EPIC, are known, it can-
not be determined which instrument is correct, if any. The
known uncertainties between these two X-ray instruments
can be incorporated as a range of instrumental systematics,
but the true cluster temperature could be outside the range
given by these two instruments, even though it has been
shown with small samples that Chandra-ACIS and XMM-
Newton PN mark roughly the extreme cases among 10 X-ray
detectors (Grant et al. 2013; Burrows et al. 2014). However,
as described in Schellenberger et al. (2015), the impact of
the cross calibration uncertainties between XMM-Newton
and Chandra on cosmology is not larger than the statisti-
cal uncertainties for samples like HIFLUGCS, because most
clusters have relatively low temperatures at R500. At these
outer radii the temperature has dropped significantly for
most clusters and groups compared to the peak temperature
at inner radii (e.g., De Grandi & Molendi 2002; Vikhlinin
et al. 2005; Rasmussen & Ponman 2007; Leccardi & Molendi
2008; Sun et al. 2009).
An X-ray flux limited sample like HIFLUGCS is of spe-
cial interest for cosmology: It provides high quality data of
nearby galaxy clusters, which can be studied in detail to
get precise temperature and surface brightness profiles. It
has been shown in Reiprich & Bo¨hringer (2002) that with
such a sample, Ωm and σ8 can be quantified, so one has an
independent probe for cosmological parameters in hand.
In the present study we aim to put constraints on at
least these two cosmological parameters and also to gain
knowledge about the physical processes in the X-ray bright-
est galaxy cluster sample. For the first time we will use
individual, X-ray derived hydrostatic mass estimates of a
complete sample of galaxy clusters to constrain cosmological
parameters. The HIFLUGCS sample consists of the X-ray
brightest galaxy clusters, with very high data quality avail-
able. Not only will we study the halo mass function and the
cosmological implications, but also evaluate and quantify
many sources of systematic biases.
In Schellenberger & Reiprich (2017) (Paper I), we de-
scribed in detail our data analysis strategy and presented
the total and gas mass estimates for all HIFLUGCS clus-
ters. Here we apply these data in a cosmological likelihood
analysis and discuss in detail the systematic effects entering
in such a flux limited sample of galaxy clusters. All uncer-
tainties are 68.3% percent levels, unless stated otherwise.
For the calculation of physical cluster quantities we assume
a Flat ΛCDM cosmology with H0 = 71 km s−1 Mpc−1 and
Ωm = 0.27.
2 COSMOLOGICAL ANALYSIS
We determined the important quantities, gas mass and to-
tal mass, for each HIFLUGCS galaxy cluster individually. In
this section we describe how we constrain cosmological pa-
rameters from these two quantities. The model for the total
mass is based on the halo mass function and described in
following section (2.2). The gas mass fraction analysis (Sec-
tion 2.3) is based on the idea that the gas mass to total mass
fraction should reach a cosmic mean value in galaxy clusters
at large radii.
2.1 Hydrostatic masses
In Paper I, we describe in detail the derivation of the hy-
drostatic masses for all HIFLUGCS clusters from Chandra
data. We summarize here the important steps:
• We parameterize the deprojected cluster temperature and
density profiles. For the temperature profile, we use three
different models depending on the available data quality,
whereas for the surface brightness analysis we use a double-β
model to determine the density. The covariance between the
free parameters is taken into account by an MCMC fitting
algorithm.
• Assuming hydrostatic equilibrium we can calculate a total
mass within a given radius from the MCMC chains. To reach
an overdensity of 500 (R500) we have to extrapolate for most
of the clusters. After comparing several methods, we decided
to use the NFW Freeze method as default: An NFW model
is fitted to the mass profile at a radial range that corresponds
to the last three to five temperature measurements. The
concentration parameter of the NFW model is set by the
c − M relation given in Bhattacharya et al. (2013).
• A comparison of the masses with dynamical and SZ masses
results in overall agreement.
• A small correction for the extrapolation algorithm is ap-
plied before they are used in our cosmological analysis. This
correction is discussed in Section 4.2.4.
2.2 The likelihood estimate for the halo mass
function
The halo mass function is sensitive to cosmological parame-
ters like Ωm and σ8. It represents the galaxy cluster number
density at a given mass and redshift. In order to account for
the selection criterion, luminosities for each cluster are re-
quired. More details on the input parameters (total cluster
mass, redshift and luminosity) are given in Paper I. In order
to construct a cluster mass function, the selection function
of the sample is crucial. In the case of HIFLUGCS it is based
on an X-ray flux cut. Since there exists a tight correlation
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between the cluster total mass and the luminosity, we in-
clude this scaling relation in the mass function analysis to
correct for selection effects (see Appendix A for details). A
simultaneous fit by leaving scaling relation parameters free
to vary ensures that the Lx − M relation is not affected by
biases (e.g., Malmquist or Eddington bias), but reflects the
behavior of the real cluster population given by the halo
mass function.
As shown in Appendix A the likelihood function, which
evaluates the probability of observed cluster properties
based on model parameters, is given by,
L ∝ e−〈Ndet 〉
Ndet∏
i=1
〈Ndet〉 · P˜i , (1)
as also shown in Mantz et al. (2010, 2015).
The implementation in a C code also includes the
CLASS source code (Lesgourgues 2011a) to recalculate the
transfer function for each cosmology. For the cosmological
application the Metropolis algorithm was implemented. In
the following we describe the free parameters and their pri-
ors:
• Ωm, the normalized matter density of today’s Universe. It
is set to a (flat) uniform probability distribution as prior
with 0.05 and 0.5 as the lower and upper limits.
• σ8, the amplitude of density fluctuations in the initial den-
sity field: Uniform prior with 0.3 and 1.2 as boundaries.
• (1−b), the mass bias: Can be frozen to 1 (no bias, as in case
of the “raw” analysis procedure), but in some cases variable
with a uniform or normal prior (see Section 4.3).
For the parameters of the mass(M)-luminosity(Lx , in the
0.1 − 2.4 keV band) relation,
log10
(
Lx
h−2 1044 erg s−1
)
= ALM + BLM · log10
(
M
h−1 1015 M
)
:
(2)
• ALM, the intercept of the Lx − M relation (see Eq. 2): Uni-
form prior with 0 and 2.8 as boundaries.
• BLM, the slope of the Lx − M relation (see Eq. 2): Uniform
prior with 0.8 and 2.5 as boundaries.
• σLM, the scatter of the Lx −M relation: By defaults frozen
to the scatter of the observed sample, but in some cases
variable between 0.1 and 0.5 with a uniform prior.
The following parameters were not variable during the cos-
mological analysis, because either the local halo mass func-
tion is not sensitive to them, or they are highly degen-
erate with other parameters for any galaxy cluster sam-
ple and need supplementary methods (e.g., primary CMB
anisotropies) to be determined:
• Ωk, the spatial curvature parameter. It is set to 0, which
implies a flat Universe.
• Ωr, the radiation density of today’s Universe, which is set
to 0 for all calculations except the transfer function.
• w, the equation of state parameter for the Dark Energy.
This is set to a constant value (no evolution term wa) of −1
(i.e. equivalent to a Cosmological Constant).
• Neff , the effective number of neutrino species. This is by
default set to 3.046 (Dicus et al. 1982; Mangano et al. 2002;
Lesgourgues & Pastor 2006). Usually one massive neutrino
with mν = 0.06 eV enters in the calculation of the transfer
function (Lesgourgues & Pastor 2012, 2014).
• T0, the CMB temperature. It is set to 2.725 48 K (Fixsen
2009). For the given parameters this means that the pho-
ton energy density Ωγ = 5.0 × 10−5 and the neutrino density
Ων = 3.5 × 10−5, so the total radiation density used for the
transfer function is Ωr = 8.5 × 10−5. More details are also
given in Section 4.6.2.
The values are adopted from WMAP9 data (Hinshaw et al.
2013), unless stated otherwise. For a discussion of the dif-
ferences between WMAP and Planck results, and why we
rely on the former, we refer to Section 4.1. For the Hubble
constant, H0 = 100 km s−1 Mpc−1 · h, the Baryon density Ωb,
and the spectral slope of the primordial power spectrum ns,
the WMAP9 posterior distribution was adopted as a prior1
on these parameters.
2.3 Gas mass fraction as cosmological probe
It has been shown that the cluster ICM mass (called gas
mass) can be extracted from X-ray observations. Using both
the total and gas mass, one can directly draw conclusions on
the baryon fraction in the Universe (e.g., White et al. 1993b):
Mgas + Mstars
Mtot
≈ Ωb
Ωm
, (3)
where Mstars is the total stellar mass, which provides an ad-
ditional minor contribution to the baryon budget. Observa-
tions (e.g., Ettori 2003; Ettori et al. 2003) have shown that
there exists a baryon deficit in clusters, which may be inter-
preted as undetected baryons or underestimated Ωm. How-
ever, equation 3 only holds if the gas is distributed in clusters
in the same way as in the rest of the Universe. Furthermore,
the radius at which the masses are measured should not
change the gas mass fraction fgas. In reality processes like
AGN feedback and star formation can cause the gas to be
ejected from potential wells. These effects are more domi-
nant in galaxy groups than in clusters, so there may be a
mass dependence of the potential baryon deficit.
Non-radiative simulations, including gravity, pressure
gradients and hydrodynamical shocks by Eke et al. (1998) or
Crain et al. (2007) predict that the baryon fraction within
the virial radius of galaxy clusters is equal or close to the cos-
mic mean value inferred from CMB experiments. At smaller
radii (e.g., r2500) a depletion factor can be calculated. These
correction factors have been used for cosmology, e.g., by
Allen et al. 2002, 2008. Other physical effects like AGN feed-
back, can introduce an additional bias, which has been im-
plemented in more realistic simulations, e.g., by Planelles
et al. (2013) and Battaglia et al. (2013), and used, e.g., by
Mantz et al. (2014), who find Ωm = 0.29 ± 0.04 and consis-
tency with a flat Universe.
From the CMB power spectrum one has a very pre-
cise measurement of the baryon density, Ωb = 0.022 22 h−2
(Planck Collaboration et al. 2016a). Planelles et al. (2013)
provide estimates for the gas mass fraction of galaxy clusters
1 These priors were estimated from the WMAP9 parameter pos-
terior distribution by a multivariate Gaussian.
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from simulations,
f ΛCDMgas = Yg A
ΛCDM Ωb
Ωm
(
dΛCDMA (z)
dA(z)
)1.5
, (4)
where ΛCDM refers to the reference cosmology used for
the gas and total mass calculation (flat ΛCDM model with
h = 0.71 and Ωm = 0.27). Yg is the gas depletion factor.
Planelles et al. (2013) used the WMAP7 (Komatsu et al.
2011) cosmology, which simplifies to ΩbΩm = 0.167. We use
the authors model of the gas depletion factor depending on
radius, redshift and mass,
Yg = Y0,g(1 + αz)
(
M500
5 × 1014 h−1 M
)βgas ( ∆
500
)γ
, (5)
where Y0,g is the normalization, α the redshift dependence,
βgas the mass dependence and γ the radial dependence. Pri-
ors on these parameters are adopted from their simulations
(see Tab. 1). The ratio of angular diameter distances reflects
the mass dependence on cosmology2. AΛCDM is a correction
factor to account for the fact that an overdensity rather than
a fixed radius is used to compute the masses, which changes
according to cosmology,
AΛCDM =
(
θΛCDM2500
θ2500
)η
≈
(
H(z) dA
[H(z) dA]ΛCDM
)η
. (6)
We used η = 0.71 from our measurements of the slope of the
fgas profile. Allen et al. (2008) used η = 0.214 ± 0.022, which
does not change our results since the influence of AΛCDM is
very small.
We chose to measure the gas mass fraction at overden-
sity ∆ = 2500 (in contrast to the mass function analysis,
which uses ∆ = 500), which only requires an extrapolation of
profiles for less than half of the 64 clusters. Furthermore, in
this context the total mass is measured from direct temper-
ature profile extrapolation (“kT extrapolate”), to minimize
the model influence which might enter with an NFW model.
We also include recent results on the hydrostatic bias
by Biffi et al. (2016) into our model. At an overdensity
of ∆ = 2500 (unlike at ∆ = 500) there is a significant
difference between the bias for cool core (CC) and non-
cool core clusters: We adopt the Gaussian distributed priors
(1 − b)CC = 0.999 ± 0.027 and (1 − b)NCC = 0.877 ± 0.011 and
use the classification of CC and NCC clusters by Hudson
et al. (2010). Assuming the average gas density profile fol-
lows, in the outer regions, a β-model with β = 23 , it can be
shown that the gas mass increases due to the increase of the
radius as:
Mgas ∝
∫
x2
1 + x2
dx ≈ x − pi/2, (7)
where x = rrc  1, and rc is the core radius. One can then
derive the following dependence for the bias corrected gas
mass,
MBCgas = Mgas · (1 − b)−
1
3 , (8)
and for the gas mass fraction,
f BCgas = fgas · (1 − b)
2
3 . (9)
2 The power of 1.5 is due to the dependence Mgas ∝ h−
5
2 and
Mtot ∝ h−1.
The fit was performed using an MCMC with priors on 8
variables and leaving only Ωm with a uniform prior (see Tab.
1).
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Parameter Prior Posterior
z > 0.05 All clusters
Ωm U(0.05, 0.8) 0.305 ± 0.009 0.260 ± 0.008
h N (0.70, 0.022) 0.689 ± 0.023 0.685 ± 0.022
Y0,g N (0.67, 0.01) 0.675 ± 0.010 0.676 ± 0.009
α N (0.02, 0.02) 0.046 ± 0.002 0.059 ± 0.002
βgas N (0.06, 0.01) 0.031 ± 0.007 0.343 ± 0.002
γ N (−0.12, 0.01) −0.115 ± 0.010 −0.115 ± 0.010
(1 − b)CC N (0.999, 0.027) 1.025 ± 0.016 1.160 ± 0.015
(1 − b)NCC N (0.877, 0.011) 0.869 ± 0.010 0.836 ± 0.010
Table 1. 8 free parameters (with priors) for the fgas test. N (x, y)
is a normal distributed prior with mean x and standard deviation
y, while U(v, w) is a uniform distributed prior with v and w as
the lower and upper boundary.
3 RESULTS
Our cosmological results from the halo mass function and
the gas mass fraction analysis are presented here. Since the
fgas test only constrains Ωm, we present these results first,
in order to add these results as priors to our mass function
analysis and obtain combined results.
The posterior results in Table 1 for the sample with
mass cut (comprising 28 objects), shows excellent agreement
with the priors, while Ωm is significantly higher than in the
halo mass function analysis. Without the redshift cut Ωm
is 14% lower and the mass dependence of the depletion,
βgas, is in strong tension with the prior input (from sim-
ulations by Planelles et al. 2013), but in rough agreement
with other studies (Sun et al. 2009; Zhang et al. 2011b:
βgas = 0.30 ± 0.07, also Vikhlinin et al. 2006; Arnaud et al.
2007; Sun et al. 2009: βgas = 0.21 ± 0.03 and Chiu et al.
2016: βgas = 0.22 ± 0.06), especially considering our broad
mass coverage. There exist correlations (absolute of Pearson
coefficient larger than 0.5) for Ωm and h, Ωm and γ, and Ωm
and Y0,g. The first correlation is negative (the larger Ωm, the
smaller becomes h), while the remainder are positive. We
also tested the algorithm by artificially multiplying all fgas
values by 2 or 0.5. This leads to roughly halved or doubled
Ωm values, respectively, while the change for the other pa-
rameters is very small. This test was performed both with
and without the mass cut, and indicates that the best-fit
determination of Ωm is not biased by the priors on the other
parameters. As discussed in Section 4.3.1, to exclude the
effects of biases arising from the structure of the local Uni-
verse, we use the redshift limited results (z > 0.05) as our
default. This analysis leads to Ωm = 0.305 ± 0.009.
Starting from the 64 HIFLUGCS M500 masses which
are extrapolated using an NFW model with a frozen con-
centration parameter (“NFW Freeze”, see Paper I) we aim
at constraining the two cosmological parameters, Ωm and
σ8, plus the two parameters of the Lx − M scaling relation,
slope and intercept. In the discussion section of this paper
we estimate the reliability of these masses for the cosmolog-
ical analysis. Our main result for the cosmological analysis
incorporates
• a lower redshift threshold of z > 0.05 to exclude galaxy
groups on the one hand and the influence of the nearby
Universe,
• a correction for the extrapolation of the total mass based
on the R500-test (Section 4.2.4),
• a Gaussian distributed hydrostatic bias of (1 − b) = 0.877
with a standard deviation of 0.015 as described in Biffi et al.
(2016) for ∆ = 500. Since for this overdensity the difference
between CC and NCC clusters (as well as for regular and
disturbed clusters) is not significant, we use only one bias
for all clusters (see also Section 4.3.2).
• The result for Ωm coming from the gas mass fraction anal-
ysis is added as a prior in the MCMC.
This is our default setup of the mass function analysis. Lu-
minosities are taken from Reiprich & Bo¨hringer (2002) and
accounted for the K-correction. As pointed out in Paper I, we
stay consistent with the selection function of the HIFLUGCS
cluster sample by using the same luminosities computed in
Reiprich & Bo¨hringer (2002), which were mostly computed
from ROSAT pointed observations. Moreover, other instru-
ments (Chandra/ACIS, XMM-Newton/EPIC) do not cover
the region up to the cluster outskirts. A combined ROSAT
and XMM-Newton luminosity comparison has been shown
in Zhang et al. (2011a), and the authors conclude that the
difference to ROSAT-only luminosities is smaller than the in-
trinsic scatter. Moreover, assuming all our luminosities were
offset by a constant factor (as it is found, e.g., by Zhang
et al. 2011a for a comparison of ROSAT and XMM-Newton
combined luminosities) would not affect our estimates of the
cosmological parameters, since a change in the normalization
Lx −M relation will compensate for a bias in Lx . For a more
extended discussion of the Lx −M relation we refer to Paper
I.
The scatter of the Lx − M relation is frozen to the ob-
served value, 0.24. The results for the four free parameters,
Ωm, σ8, ALM, BLM, are shown in Fig. 1 and Tab. 2. In Figure
2 we show the detailed confidence levels (68.3% and 95.4%)
in the 2D parameter space for the parameter combinations.
The strong degeneracy between Ωm and σ8, that can be
seen for the mass function (MF) results in Fig. 1 disappears
when adding prior from the fgas test. For the MF results, the
definition of σ8 forces the degeneracy, since the root mean
square (RMS) amplitude of fluctuations at a given mass,
σ(M), enters in the mass function and depends on Ωm. The
limit to a certain scale, σ8, still depends on Ωm (see also
White et al. 1993a; Vikhlinin et al. 2009b).
A correlation between the slope and normalization of
the Lx − M relation (the larger the slope, the higher the
normalization) is also detected (Pearson 0.81), and does not
disappear with a prior on Ωm. No degeneracy is found for Ωm
and the slope or normalization. The chains show a very sta-
ble behavior, implying that convergence is very rapid. Test-
ing the chains with different initial values (including values
far away from the potential best-fit) produces the same re-
sults, which indicates that we are not just mapping a local
minimum of the likelihood function.
Figure 3 shows the halo mass function with the binned
cluster masses. The black line and data points correspond
to all 64 HIFLUGCS clusters (without redshift cut), the
red line and datapoints reflect just the high redshift sam-
ple (z > 0.05) and the green line adds the prior on Ωm.
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Figure 1. Results on the cosmological parameters, Ωm and σ8. The default setup is shown in blue (circle) which incorporates the NFW
Freeze masses with the R500-test corrections, a hydrostatic bias from Biffi et al. (2016), the lower redshift cut at 0.05 and the prior on
Ωm from the fgas test (yellow). Also shown are the results without the fgas constraints (black), the default plus WMAP9 priors (green,
WMAP9 alone is shown in red).
Setup Ωm σ8 ALM BLM
MF + fgas (default) 0.303+0.009−0.009 0.790
+0.030
−0.028 0.667
+0.074
−0.073 1.337
+0.130
−0.122
MF + fgas + WMAP9 0.297+0.008−0.008 0.822
+0.016
−0.014 0.614
+0.059
−0.058 1.271
+0.121
−0.110
MF 0.217+0.073−0.054 0.894
+0.098
−0.095 0.654
+0.071
−0.071 1.225
+0.154
−0.154
fgas 0.305+0.009−0.009
WMAP9 0.279+0.027−0.025 0.821
+0.024
−0.024
Table 2. MCMC results for the free parameters from the cosmological pipeline for the different setups. Uncertainties are marginalized
68.3%.
The masses have been corrected according to the R500-test
(Section 4.2.4) and hydrostatic bias, (1 − b) = 0.877 (Section
4.3.2). Note that this illustration does not show a real fit
to the datapoints, since the likelihood analysis accounts for
each cluster redshift, simultaneously fits the Lx −M relation
and does not depend on any binning of clusters.
We tested our pipeline with the (low redshift sub-
)sample and results from Vikhlinin et al. (2009a,b). This
low redshift sample has broad overlap with the HIFLUGCS
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Figure 2. Confidence levels (68.3% and 95.4%) of the 2D parameter space of the four important quantities, Ωm, σ8, intercept and slope
of the Lx −M relation (ALM and BLM, respectively).
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Figure 3. The cluster mass function (only for illustrational pur-
pose) for the full sample (black) and just the high redshift sub-
sample (red). See text for details.
sample and was constructed using the BCS, REFLEX and
HIFLUGCS samples with the same criterion on the survey
area as in HIFLUGCS. Fluxes have been redetermined in
the (0.5 − 2) keV band using pointed ROSAT observations.
The final fluxlimit is 1.3 × 10−11 erg s−1 cm−2 in this band
and additionally a lower redshift limit of 0.025 was applied.
This results in 49 galaxy clusters in this low redshift sub-
sample. The high-redshift sample comprises 36 clusters from
the 400d survey (Burenin et al. 2007) above redshift 0.35. In
the following we only test the low redshift sample. Masses
have been obtained by using either the gas mass Mgas, tem-
perature kT , or Yx = kT × Mgas as a proxy. Scaling relations
between these quantities and the hydrostatic mass have been
calibrated using a low redshift, relaxed sample of 10 clusters
(Vikhlinin et al. 2006). While the actual results on Ωm or σ8
do not depend on the choice of the mass proxy, Yx is chosen
as default. The cluster masses MYX and luminosities of the
low redshift subsample have been taken from this reference
and tested with the cosmological analysis pipeline, account-
ing for the new selection and a new K-correction due to
the changed energy band. As seen in Fig. 4 and Fig. 3 in
Vikhlinin et al. (2009b), the results are in good agreement.
Note that only the combination of both samples is shown in
the reference figure, so perfect agreement is not expected,
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Figure 4. 68.3% and 95.4% confidence regions for ΩM and
σ8 for various analysis setups (see text for details). Note that
Vikhlinin+09 results have been reanalyzed with our pipeline.
despite the differences in the analysis strategy (e.g., we as-
sume a flat Universe).
Another option is to leave the scatter σLM free to vary
(flat priors). This introduces an additional degree of free-
dom, but does not change results. The uncertainties increase
slightly in this case, but the best-fit scatter is in perfect
agreement with the observed scatter, which was used in the
default setup.
We perform one more test by fixing the Lx −M relation
to the bias-corrected one from Pratt et al. (2009), where
luminosities were also calculated in the same energy band.
In the Ωm −σ8 plane the confidence regions follow the main
degeneracy of the default case (Fig. 1), but shifted toward
lower σ8. We also show in Fig. 4 the mass function results for
the plain NFW Freeze masses without fgas prior, redshift cut,
extrapolation correction and hydrostatic bias (raw). Since
these results are the most direct, we use these as a baseline in
the discussion in the following section. We label those results
raw from here on, to differentiate from the default results,
which already include several corrections for systematics.
A quantity combining Ωm and σ8, and easily compara-
ble to other experiments is S8 = σ8
√
Ωm/0.3, which we show
in Fig. 5 for various setups. S8 is sensitive to the location of
cosmological constraints in the Ωm − σ8 plane, taking into
account the inferred degeneracy of these quantities for mass
function analyses. We find excellent agreement of our de-
fault result with the WMAP9 (primary anisotropies), SPT
(SZ) and KiDS (lensing, especially after combining the with
other probes from galaxy-galaxy-lensing and angular clus-
tering, see van Uitert et al. 2017) results. Our raw results
without any corrections are not in agreement. The source of
this bias is evaluated in the following section.
4 DISCUSSION
In this section we discuss the systematic effects that might
enter in our cosmological analysis. We compare here the ef-
fect of every test with the “raw” results, rather than the
0.6 0.7 0.8 0.9 1.0 1.1 1.2
S8 = σ8
√
Ωm/0. 3
default
raw
kT extrapolate
default + no fgas
default + WMAP9
KiDS-450 (Hildebrandt+17)
KiDS + GAMA (van Uitert+17)
WMAP9 (Hinshaw+13)
Planck 2015 (XIII)
SPT (de Haan+2016)
Figure 5. S8 parameter for various setups and comparison to
other cosmological experiments (KiDS: Hildebrandt et al. 2017;
van Uitert et al. 2017, WMAP9: Hinshaw et al. 2013, Planck:
Planck Collaboration et al. 2016a, South Pole Telescope: de Haan
et al. 2016).
“default” corrected results. In Table 3 we summarize the cos-
mological results of the various tests and also estimate their
bias by computing the shift in S8 with respect to the “raw”
case.
4.1 Difference to WMAP9
CMB experiments which measure temperature fluctuations
at a large variety of angular scales can constrain several
cosmological parameters with great precision and provide,
independent of galaxy clusters, another reference for the
composition and evolution of the Universe. The two latest
all-sky CMB temperature fluctuation measurements come
from the WMAP satellite (9 year data; Hinshaw et al. 2013)
and the Planck Satellite (Planck Collaboration et al. 2016a)
and are compared to the HIFLUGCS cosmological results in
Fig. 6. One great advantage of combining different measure-
ments is to eliminate the degeneracy, e.g., of Ωm and σ8.
The WMAP9 and HIFLUGCS (raw) results exhibit small
overlap, while the Planck 2015 results are shifted toward
larger Ωm. In the following we focus on a comparison with
the WMAP9 results, for the following reasons: A Planck
cosmology would predict slightly too many galaxy clusters
(e.g., Pacaud et al. 2016) and there is some tension with
the Planck SZ results, which predict smaller Ωm. The latter
problem could be solved at least partially by using a weak
lensing mass calibration (Planck Collaboration et al. 2016b,
Fig. 7). Furthermore, the Planck CMB result itself is not
consistent between the low and high multipole constraints
(Addison et al. 2016).
The results of the combined MF+ fgas+WMAP9 analy-
sis, which is the default setup with the WMAP9 constraints
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Figure 6. HIFLUGCS cosmology results compared to WMAP9
(Hinshaw et al. 2013) and Planck 2015 (Planck Collaboration
et al. 2016a) results in the Ωm-σ8 plane. The contours correspond
to 68.3% and 95.4% confidence regions.
as priors on Ωm and σ8, are also shown in Tab. 2 and Fig.
1. The uncertainties of σ8 decrease by about 50%, while the
uncertainties of Ωm are already limited by the fgas prior.
4.2 Systematics of the mass determination
It is of crucial importance to take all possible effects into
account, which could systematically bias the results. In the
following we will discuss the influence of the extrapolation
methods, instrumental calibration effects and the use of a
different overdensity than the default 500ρcrit. This will lead
to an empiric correction for the extrapolation based on clus-
ters where the temperature profile is measured out to R500.
Physical effects in individual clusters, such as strong AGN
feedback, and modifications to the cosmological model, are
discussed in subsections (4.3 and 4.6).
One general concern connected with the likelihood func-
tion and the sample selection is that a few clusters are very
close to the flux limit. There is a chance that these clusters
might slip, due to the variable K-correction (we compute
the fluxes from the given luminosities), slightly below the
flux limit, which results in a very small value of the likeli-
hood. By excluding3 these clusters from the analysis it was
ensured that the cosmological results do not get biased by a
very small number of clusters at the flux limit.
A similar effect could also happen if a cluster is far
away from the best fit Lx −M relation. Usually the luminos-
ity uncertainties are very small and the probability could
essentially be 0 or very close to it. Excluding these objects
as well ensures that distant outliers are not influencing the
results too much. As with the lowest flux objects, here we
also conclude that Lx − M relation outliers are not biasing
the results.
3 In order to not change the statistics these clusters were not
really excluded, but just given much larger uncertainties on the
luminosity.
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kT extrapolate
Figure 7. 68.3% and 95.4% confidence levels for Ωm and σ8 for
the different extrapolation methods (see also Tab. 3).
4.2.1 Impact of different extrapolation methods
In Paper I, four different total mass estimates were intro-
duced, of which the “NFW Freeze” method was chosen as
default and used up to now. Although the default method
should give the most robust mass estimates for large extra-
polations, we show the cosmological results using the other
mass estimates as well. Since some of the “NFW All” or
“NFW Hudson” masses are unphysically high (> 1016 M),
the results might produce biased σ8 values, since this param-
eter is sensitive to the high mass end of the mass function.
Figure 7 shows the cosmological constraints of these four
different methods to obtain masses. The temperature profile
extrapolation method (green) seems to be almost in agree-
ment with constraints of the standard method (black) and
gives very similar results in the Ωm − σ8 plane. The uncer-
tainties are slightly larger for “kT extrapolate”, since “NFW
Freeze” has only one free parameter for the extrapolation.
The results of “NFW All” and “NFW Hudson” are in
very good agreement. Both methods use the inner parts of
the mass profile (“Hudson” excludes the central cool core
region, if present) for the extrapolation. The inner regions
might deviate from an NFW profile, having a steeper central
profile slope. This causes some cluster masses to be biased
high, since the concentration parameter of the NFW profile
becomes unrealistically small (< 1) to fit the profile. In par-
ticular, an intrinsically high mass at the high mass end will
force larger σ8, which can be seen in Fig. 7. If we “average”
the four masses for each cluster, by taking the median and
using the highest and lowest mass as the upper and lower
uncertainty range, we find that the uncertainties of Ωm and
σ8 increase by roughly 30%, which reflects the systematics
involved in the extrapolation.
4.2.2 XMM-Newton masses
In Schellenberger et al. (2015) the impact of instrumen-
tal cross calibration uncertainties on the cosmological con-
straints from the mass function has been evaluated. The
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Setup Ωm σ8 ALM BLM σLM ∆S8
default
0.303+0.009−0.009 0.790
+0.030
−0.028 0.667
+0.074
−0.073 1.337
+0.130
−0.122 0.24 +0.123
[raw + R500-test + (1 − b) =Biffi16 + z > 0.05]
default + WMAP9 0.297+0.008−0.008 0.822
+0.016
−0.014 0.614
+0.059
−0.058 1.271
+0.121
−0.110 0.24 +0.148
NFW Freeze (raw) 0.170+0.024−0.021 0.888
+0.053
−0.052 0.842
+0.062
−0.059 1.351
+0.073
−0.071 0.26 –
NFW All (raw-like) 0.216+0.024−0.023 1.085
+0.036
−0.038 0.136
+0.056
−0.054 1.204
+0.048
−0.048 0.42 +0.249
NFW Hudson (raw-like) 0.203+0.025−0.020 1.087
+0.038
−0.045 0.196
+0.055
−0.054 1.213
+0.053
−0.051 0.42 +0.223
kT extrapolate (raw-like) 0.175+0.027−0.023 1.003
+0.071
−0.068 0.479
+0.067
−0.066 1.234
+0.078
−0.076 0.30 +0.097
XMM-Newton (kT extr.) 0.167+0.022−0.019 0.853
+0.048
−0.057 0.904
+0.069
−0.061 1.316
+0.077
−0.065 0.24 −0.039
raw + z > 0.05 0.200+0.065−0.047 0.889
+0.088
−0.091 0.696
+0.071
−0.068 1.182
+0.142
−0.131 0.24 +0.056
raw + z < 0.05 0.150+0.039−0.028 0.914
+0.134
−0.121 1.244
+0.107
−0.106 1.627
+0.101
−0.100 0.22 −0.025
raw + 25% Groups 0.223+0.033−0.029 0.820
+0.057
−0.052 0.767
+0.057
−0.056 1.242
+0.072
−0.069 0.26 +0.039
raw + 50% Groups 0.198+0.028−0.026 0.854
+0.058
−0.053 0.796
+0.059
−0.056 1.291
+0.072
−0.070 0.26 +0.024
raw + 80% Groups 0.178+0.024−0.022 0.884
+0.054
−0.052 0.811
+0.058
−0.058 1.318
+0.069
−0.066 0.26 +0.012
raw + Broken Powerlaw 0.141+0.021−0.019 0.988
+0.072
−0.068 0.661
+0.133
−0.132 1.697
+0.128
−0.122
a0.995+0.112−0.106 +0.009
raw + (1 − b) = [0.7, 1] 0.174+0.026−0.021 0.938+0.066−0.061 0.725+0.082−0.079 1.336+0.071−0.068 0.26 +0.046
raw + (1 − b) = 0.8 0.177+0.025−0.021 0.950+0.058−0.055 0.694+0.054−0.052 1.338+0.070−0.068 0.26 +0.059
raw + z > 0.05 +
0.280+0.023−0.020 0.822
+0.021
−0.019 0.635
+0.089
−0.090 1.281
+0.123
−0.111 0.26 +0.124(1 − b) = [0.7, 1] + WMAP9
raw + undisturbed 0.213+0.034−0.028 0.784
+0.056
−0.052 0.981
+0.073
−0.075 1.516
+0.086
−0.086 0.26 −0.012
raw + undisturbed + (1 − b) = 0.8 0.224+0.036−0.031 0.828+0.057−0.057 0.837+0.064−0.066 1.524+0.085−0.087 0.26 +0.045
raw + undisturbed +
0.271+0.023−0.021 0.816
+0.021
−0.021 0.727
+0.119
−0.104 1.581
+0.064
−0.061 0.26 +0.106(1 − b) = [0.7, 1] + WMAP9
Planck SZ Masses 0.234+0.042−0.033 0.790
+0.051
−0.052 0.980
+0.055
−0.053 1.606
+0.107
−0.095 0.197
+0.025
−0.021 +0.028
Dynamical Masses 0.171+0.027−0.021 0.944
+0.063
−0.062 0.573
+0.068
−0.072 1.236
+0.079
−0.078 0.35 +0.050
raw + Bocquet DM 0.163+0.024−0.021 0.857
+0.041
−0.041 0.827
+0.056
−0.055 1.339
+0.069
−0.070 0.26 −0.038
raw + Bocquet Hydro 0.171+0.024−0.021 0.845
+0.038
−0.039 0.822
+0.057
−0.057 1.334
+0.066
−0.065 0.26 −0.031
raw +
∑
mν = 0.5 eV 0.187+0.024−0.020 0.850
+0.045
−0.045 0.827
+0.060
−0.058 1.343
+0.066
−0.071 0.26 +0.002
raw +
∑
mν = 1.0 eV 0.215+0.026−0.023 0.794
+0.040
−0.039 0.839
+0.059
−0.059 1.354
+0.070
−0.069 0.26 +0.003
Table 3. MCMC results for the free parameters from the cosmological pipeline for the default setup and various setups used to test
systematic effects. Uncertainties are purely statistical and marginalized at 68.3%. x% Groups refer to the normal skyfraction multiplied
by x/100 for all objects with M < 1014 M. a: The high mass slope for the broken powerlaw instead of the scatter, which is 0.26. raw-like
means that the setup is identical to the raw case, only the extrapolation method is different. The last column shows the difference in the
derived parameter S8 (see Fig. 5) with respect to the “raw” setup.
temperature scaling (Schellenberger et al. 2015, Table 2) was
used to convert Chandra derived temperature profiles into
XMM-Newton profiles, which is the input for the mass de-
termination and cosmological analysis. The main result was
a shift toward slightly smaller Ωm for the XMM-Newton
masses. While in Schellenberger et al. (2015) galaxy clus-
ters have been binned in mass and an external Lx − M re-
lation from Reiprich & Bo¨hringer (2002) was used to calcu-
late the volumes, here we re-evaluate this effect using the
derived masses for HIFLUGCS and the likelihood approach
including the simultaneous fit of the Lx −M relation. For the
scaling of the temperature profiles we again use the “ACIS-
Combined XMM” relation for the full energy band. We note
out that the Chandra calibration has changed, and now in-
cludes the new contamination model vN0008, but the effect
of this change is small (< 2%). For this test we focus on
the temperature extrapolation method used to calculate the
masses, because the purpose is to study the effects of cal-
ibration uncertainties (entering in the temperature profile)
and NFW fits could possibly introduce an additional bias.
We find Chandra and scaled XMM-Newton masses exhibit
a different behavior than what was inferred in the previous
work: In Schellenberger et al. (2015) the masses were found
to have a constant fractional difference (∼ 14%), while now
the difference between Chandra and XMM-Newton masses
is increasing with mass, which leads to lower σ8 of the
XMM-Newton masses with respect to Chandra. We confirm
the previous results that the overall shift in the Ωm − σ8
MNRAS 000, 1–24 (2017)
HICOSMO II 11
plane cannot explain the difference between cosmological
constraints of Planck primary CMB anisotropies and SZ,
and also that for the present study, the shift is smaller than
the statistical uncertainty.
4.2.3 Different overdensities
The ideal halo mass function is a universal parametriza-
tion, which applies at all redshifts and cosmologies. Unfortu-
nately, as pointed out in Tinker et al. (2008); Bocquet et al.
(2016), not only redshift correction have to be made, but
also at overdensities larger than 180ρmean, deviations from
universality should be expected. Many cosmological analy-
ses that involve galaxy clusters use 500ρcrit as an overdensity
for the mass calculation, which enables us to easily compare
our results. Furthermore, 500ρcrit seems to be a good com-
promise for keeping extrapolation to a minimum and not
moving to too small radii, where hydrostatic equilibrium
might not hold. We recalculate the masses and extrapolate
until 200ρcrit using the “kT extrapolate” and “NFW Freeze”
methods. For the temperature extrapolation no significant
change can be detected, only that the uncertainties increase.
For the “NFW Freeze” method, the uncertainties increase as
well, but there is also a clear shift toward higher (∼ 40%)
Ωm. This can be explained because the NFW model with
a frozen concentration parameter puts more constraints on
the shape of the mass profile, which can cause larger biases
the more it is extrapolated. The observed direction of the
shift toward larger Ωm may just be chance.
4.2.4 R500-test
Here we focus on the systematics of the default extrapola-
tion method, NFW Freeze. Starting from 6 clusters4 where
the temperature profile can be measured out to more than
90% of R500, we recalculate the total mass by removing all
temperature measurements beyond 20%, 40%, 60% and 80%
of the real R500. Despite the scatter among the six clusters,
we find that with smaller covered regions of R500 also the to-
tal mass is underestimated (using the NFW Freeze method).
We parameterize the fraction of the real M500, κ, as a func-
tion of the measured R500 fraction,  :
κ = 1 + e−a − e−ab , (10)
where a = 9.7 and b = 1.7. This means if only half of the tem-
perature profile is measured, the mass is underestimated by
5%, while if only 30% is measured one will also find a 30%
too low mass. The scatter (standard deviation, ∆κ) between
the results of the 6 individual clusters is used as an addi-
tional uncertainty and measured to follow the relation
∆κ = 0.31 · (1 − ) . (11)
For the default results, all our measured masses are corrected
by a factor 1/κ, while the ∆κ is added in quadrature to the
relative uncertainty of the cluster mass.
4 A85, A1644, A2029, A3667, A4059 and HydraA
4.3 Galaxy cluster physics
In this Section we will discuss various effects and processes
that could cause the observed difference in Ωm and σ8, but
we do point out that the aim is not to reproduce, e.g., the
CMB results, but to test several influences that enter in a
purely flux limited sample.
4.3.1 Galaxy groups
The first effect to be analyzed here is the sample composi-
tion: In contrast to, e.g., Vikhlinin et al. (2009b), the HI-
FLUGCS sample includes several galaxy groups. In the fol-
lowing we consider every object with M500 < 1014 h−1 M as
a galaxy group, since there is not a well defined threshold to
separate groups from clusters (Sun et al. 2009). As shown,
e.g., in Sun et al. (2009); Eckmiller et al. (2011); Bharad-
waj et al. (2014); Lovisari et al. (2015) these objects have
different scaling properties than galaxy clusters. One simple
powerlaw to describe the Lx −M relation for the full sample
might not be enough. First, we exclude the galaxy groups
by introducing a lower redshift cut. We decided to use 0.05
as the redshift threshold; this will split the sample into two
equal sized subsamples and the minimum mass of the high
redshift samples is roughly 1014 h−1 M (see Fig 8). Already
the observed Lx − M relations of these subsamples show a
clear break with the high redshift (and high mass) sample
found to be significantly flatter. Ωm and σ8 can be seen in
Fig. 9: The high redshift sample gives larger values of Ωm,
which cannot be explained by the degeneracy between the
Lx − M slope and Ωm. The Ωm − σ8 constraints are in per-
fect agreement with Vikhlinin et al. (2009b), but have larger
uncertainties.
To test in more detail the effect on the mass function of
galaxy groups in the sample we introduced a scaling factor
x for the skyfraction (by default set to 64.78%) for objects
with a mass lower than 1014 M (for h = 0.71). This should
mimic a possible increase in the incompleteness of ROSAT
catalogs on galaxy group scale. Implicitly this also tests if
missing flux for galaxy groups can be an issue for the cosmo-
logical constraints of the HIFLUGCS sample. For example
in Lovisari et al. (2015), a higher luminosity for low mass
systems was detected than what is given in the ROSAT cat-
alogs. The authors argue that ROSAT was not able to detect
the emission out to large radii for these faint objects. In or-
der not to have discontinuities we model this change in the
skyfraction by a sigmoid function, where 99% of the final
skyfraction is reached at mass of 1.7 × 1014 M. We set x to
25%, 50% and 80%. For 80% and 50% we do not detect any
significant change in the cosmological parameters, while for
25% of the original skyfraction there is a clear shift toward
higher Ωm (see Tab. 3 and Fig. 10), which seems to be in
rough agreement with WMAP9 results. However, detecting
only a quarter of the existing galaxy groups is quite unreal-
istic, given the high flux limit, where even low mass objects
are reliably detected (e.g., Bo¨hringer et al. 2001, Fig. 23).
Another approach to model the different behavior of
galaxy groups is to use a broken powerlaw for the Lx − M
relation (Tab. 3). We set the break point for the slope to
1014 M. As expected a much shallower slope is detected for
the high mass objects, which is only about 50% of the slope
for the low mass objects. The result for Ωm and σ8 is only
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Figure 8. Lx −M relations for the low (raw + z < 0.05) and high redshift (raw + z ≥ 0.05) sample.
shifted along the degeneracy toward lower Ωm. But in case
groups are missed in the sample due to selection effects or
catalog incompleteness a broken powerlaw would just model
the observed behavior and neglect these effects. The real dis-
tribution of galaxy clusters and groups in the Lx − M plane
could look different, and unknown effects push the groups
toward lower luminosities, which cause the observed steep-
ening. So a lower Ωm, mostly driven by the lower number
of groups that has to be matched, is the expected trend
for this case. The split into a high and low redshift sample
seems to be more justified than to just treat groups differ-
ently, since the low redshift objects require more extrapola-
tion due to their larger apparent extent. We conclude that
the high redshift sample which does not contain any object
M500 < 1014 h−1 M is most reliable for cosmology.
4.3.2 Hydrostatic bias
Several effects can lead to systematically biased cosmo-
logical results, such as instrumental calibrations, substruc-
ture, clumping, major merger events or non-thermal pres-
sure which is not accounted in the hydrostatic equation. In
Nagai et al. (2007) the authors estimate that Chandra mass
measurements are biased by 10% to 20% low with the re-
spect to the “true” masses found in simulations of relaxed
clusters. This can originate from subsonic turbulent gas mo-
tion (Evrard et al. 1996). With hydrodynamic simulations it
is possible to derive hydrostatic equilibrium correction fac-
tors for clusters (e.g., Nelson et al. 2014; Shi et al. 2016;
Avestruz et al. 2015), but individual clusters might deviate
from this trend because of asphericity or clumping. Also the
mass accretion rate (i.e. the dynamical state of the cluster)
plays an important role. Typically, the unrelaxed clusters
show a larger hydrostatic bias.
Observationally there have been studies finding agree-
ment with the predictions on the hydrostatic bias, e.g., by
comparing Planck SZ masses derived from XMM-Newton
scaling relations with weak-lensing masses (von der Linden
et al. 2014). Other studies find agreement of X-ray masses
(mostly from Chandra) with weak-lensing masses (Gruen
et al. 2014; Israel et al. 2015; Applegate et al. 2016; Smith
et al. 2016). Maughan et al. 2016 found that X-ray hydro-
static masses are not smaller than masses from galaxy dy-
namics. In fact the situation is more complicated since the
procedure of estimating a mass matters as well as the weak
lensing masses can be biased. Furthermore, in earlier XMM-
Newton studies (Zhang et al. 2008, 2010; Foe¨x et al. 2012)
a negligible hydrostatic bias has been found as well.
Here we model the mass bias,
(1 − b) = Mhydro
Mtrue
, (12)
where both masses are at an overdensity ∆ = 500. Further-
more, one can marginalize over a uniformly distributed bias,
(1 − b) = [0.7, 1.0]. The shift (see Fig. 11) is toward higher
Ωm and higher σ8 values. Also the uncertainties are slightly
larger.
If one uses the large confidence intervals of the high
redshift sample from the previous section together with the
WMAP9 priors, it is possible to constrain the bias since
the Ωm and σ8 values are determined almost entirely by
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Figure 9. 68.3% and 95.4% confidence levels for the full sample (black, raw in Tab. 3), the high redshift sample (raw + z ≥ 0.05, red)
and the low redshift sample (raw + z < 0.05, green).
WMAP9 (Fig. 11). The result is (1− b) = 0.83+0.11−0.12, which is
in agreement with simulations and shows overlap with weak
lensing studies comparing their masses to Planck SZ masses,
like Weighing the Giants (1−b = 0.70±0.06 ; von der Linden
et al. 2014) or CCCP (1 − b = 0.76 ± 0.05 with only statis-
tical uncertainties; Hoekstra et al. 2015). This is a different
way of predicting a hydrostatic bias than illustrated before,
where masses have been compared to reference values (weak
or strong lensing), since now cosmological constraints are
compared to a reference (CMB). Since many effects can bias
cosmological constraints, this should not be seen as a solid
determination of the bias, but as one way of interpreting the
HIFLUGCS cosmology results.
Recent results from simulations by Biffi et al. (2016)
quantify the hydrostatic bias for various types of clusters
(CC or NCC, regular and disturbed) and at several clus-
ter radii (∆ = 2500, 500, 200). The authors find that at
∆ = 500 the differences for (1 − b) between different types
of clusters are not significant, so one could adopt a gen-
eral bias of (1 − b)∆=500 = 0.877 ± 0.015. At inner radii, dif-
ferences are more significant, especially for CC clusters, in
which the authors find no significant hydrostatic bias. So
we use for our default procedure of the mass function anal-
ysis (at ∆ = 500) a Gaussian distributed hydrostatic bias,
(1 − b) = 0.877 ± 0.015, while for the gas mass fraction anal-
ysis (at ∆ = 2500) we use (1 − b) = 0.999(27) for CC clusters
and (1 − b) = 0.877 ± 0.011 for NCC clusters.
4.3.3 Relaxed clusters
Many studies require dynamically relaxed clusters (i.e.,
shape close to spherical, no substructure or major merger) to
calibrate their scaling relations. This may have an influence
on the cosmological result for the full sample.
Up to now we have used the pure flux cut which cre-
ates a sample of relaxed and unrelaxed objects. Unfortu-
nately, there is no general criterion to define relaxed clusters:
Vikhlinin et al. (2009a) classify clusters with a second emis-
sion maximum, filamentary structure or significant centroid
shifts as unrelaxed, while Hudson et al. (2010) call clus-
ters with round or elliptical isophote and the emission peak
in the center of all isophotes relaxed. Zhang et al. (2011a)
find that clusters with a large offset between the BCG po-
sition and the X-ray emission weighted center are often dis-
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Figure 10. 68.3% and 95.4% confidence levels for Ωm and σ8
assuming higher incompleteness of galaxy groups in the catalogs
(black and blue), or an broken powerlaw for the Lx −M relation
(green).
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Figure 11. 68.3% and 95.4% confidence levels for various setups
including a hydrostatic mass bias (1 − b) = MhydroMtrue . See text for
details.
turbed. A clearer distinction of clusters can be made via
the central cooling time, which splits clusters into cool core
or non cool core clusters5. Although the cool core criterion
seems to be more objective, there are several disturbed clus-
ters with short cooling times (see Hudson et al. 2010, Fig.
19). We decide to take the disturbed-undisturbed classifica-
tion from Tab. 2 in Zhang et al. (2011a), which is based on
the visual inspection of the X-ray flux images as also done
in Vikhlinin et al. (2009a). Disturbed clusters are: A0119,
A0399, A0400, A0754, A1367, A1644, A1656, A1736, A2065,
5 One can also split clusters into three classes, strong-, weak-, and
non-cool core clusters as demonstrated in Hudson et al. (2010)
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Figure 12. 68.3% and 95.4% confidence levels for various setups
to demonstrate the effect of dynamically disturbed clusters (raw
+ undisturbed in Tab. 3).
A2147, A2163, A2255, A2256, A3266, A3376, A3395, A3526,
A3558, A3667, MKW8, NGC507. Note that the study by
Zhang et al. (2011a) misses 2A0355 and RXCJ1504, but
both of them are strong cool core clusters (Hudson et al.
2010), so we assume that they are relaxed as well.
With unconstrained masses for the unrelaxed clusters
(Fig. 12) (i.e. very large errorbars mean that these clusters
have small weightings and the mass is constrained mainly
by the Lx − M relation which itself is determined by the
remaining, relaxed clusters) the constraints of Ωm are shifted
toward larger values along the degeneracy with σ8. Adding
a hydrostatic bias on this shifts the contours toward higher
Ωm and σ8 (as shown in the previous section), which will
exhibit broad overlap with WMAP9. So we put a uniform
prior on the hydrostatic bias and added WMAP9 priors on
the two variable cosmological parameters. The resulting bias
(Fig. 12) is (1 − b) = 0.66+0.10−0.12, which slightly overlaps with
the 68.3% uncertainties of the bias constraints from the high
redshift subsample combined with WMAP9.
4.4 Independent mass estimates
In Paper I, we compared our hydrostatic masses to the avail-
able Planck SZ masses as well as to the dynamical masses
from optical velocity dispersions using the caustic method
to select member galaxies. We show now briefly a compar-
ison of the cosmological parameters using these alternative
masses for (part of) the HIFLUGCS clusters.
Figure 13 shows that for the Planck SZ masses of HI-
FLUGCS, there exists an overlap for Ωm and σ8 with the
high redshift subsample of the raw analysis procedure, as
expected since 12 low redshift clusters are already excluded.
The Lx − M relation constrained from the Planck masses
(using the same luminosities) deviates strongly from the de-
fault or high redshift sample: The slope and normalization
are about 30% larger than the high redshift subsample con-
straints. A higher normalization of the Lx −M relation could
be due to a systematic bias that lowers all Planck masses.
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Following the degeneracy between slope and normalization,
the slope has to increase as well. The Chandra−XMM-
Newton cross calibration could contribute to this effect, but
it is unlikely that it is fully attributable to calibration uncer-
tainties, which would not cause such a strong deviation. In
Paper I we discuss the differences between our hydrostatic
and Planck masses in more detail.
We use the mass estimates by Zhang et al. (2017) based
on the velocity dispersion of the HIFLUGCS sample from
Zhang et al. (2011a) with some updates. The two missing
clusters (2A0355 and RXCJ1504) have very large uncertain-
ties so their mass is determined by the Lx −M relation. The
direct comparison to the (raw) hydrostatic masses in Paper
I shows that despite the scatter the dynamic and hydrostatic
masses are in good agreement, so it is no surprise the cosmo-
logical results are also matching (Fig. 14). As indicated in
Fig. 14 adding a hydrostatic bias (1 − b) = 0.8 to the default
masses gives even better agreement with the dynamic mass
cosmology. This independent mass estimator shows that the
hydrostatic masses derived here are robust: First, there is no
mass dependency between the Chandra derived hydrostatic
masses and the dynamic mass estimates, which can give a
hint that the Chandra instrumental calibration is reliable.
Second, the offset of the mass-mass comparison (see Paper
I) is consistent with zero (−0.02 ± 0.04), which also makes
the existence of a large amount of unaccounted non-thermal
pressure less likely.
4.5 Influence of cosmic variance
The number of galaxy clusters within a certain volume
emerges from the fluctuations of the large-scale matter den-
sity distribution. Especially within small volumes the sta-
tistical fluctuations related to the sample size dominate
over other sources of uncertainty. For HIFLUGCS, the most
nearby galaxy clusters populate a relatively small volume
and their number density could be highly biased in either di-
rection. At the same time, these nearby objects are also low
mass galaxy groups, and make an important contribution to
the halo mass function. To test the influence of cosmic vari-
ance on our cosmological results, we exclude the 13 objects
within 100 Mpc. If our local Universe was biased in either
direction, one should be able to see a significant shift of the
cosmological parameters. Figure 15 shows that no influence
of the 13 closest objects can be detected, so unless the Uni-
verse is inhomogeneous on larger scales than expected, we
conclude that cosmic variance has a negligible influence on
our results.
4.6 Reference model validity
In this final part of the discussion on the HIFLUGCS cos-
mology results of the mass function analysis we focus on the
mass function itself. For the construction of the Tinker et al.
(2008) halo mass function Dark Matter simulations without
baryons were used. We point out that the following tests are
used to demonstrate the impact of these components, but
not to put any constraints on them. This is not easily pos-
sible with galaxy clusters alone, especially not with a local
sample.
4.6.1 Impact of baryons
The clear difference between baryonic matter and Dark Mat-
ter is the fact that Dark Matter only interacts gravitation-
ally. Dark Matter is seen as collisionless and so does not have
pressure. Obviously the Universe consists of baryonic mat-
ter, but due to its interaction simplicity and the much higher
energy density in the Universe, simulations in the past were
often performed using Dark Matter particles and neglecting
baryons.
Up to now we only included the properties of the bary-
onic matter in the matter power spectrum (or matter trans-
fer function): The interaction of the baryons and the tightly
coupled photons in the early Universe led to oscillations
(Baryonic acoustic oscillations, e.g., Eisenstein 2005). These
are imprinted on the matter power spectrum, since baryons
change the total gravitational potential. Apart from the os-
cillations a damping can also be observed due to photons
smoothing out the small scale temperature fluctuations at
the epoch of recombination. More details are given in Eisen-
stein & Hu (1998); Eisenstein (2005). The effect of baryons
on the transfer function is fully accounted for by the CLASS
software.
For the mass function the situation is the following: By
adiabatic contraction baryons force a larger halo concentra-
tion, which leads to a uniform shift of halo masses toward
larger values (e.g., Cui et al. 2012). Furthermore, baryons
cause several physical effects that are accounted in current
hydrodynamic simulations (Cui et al. 2014; Bocquet et al.
2016), such as gas heating, radiative cooling, star formation
and feedback processes from active galactic nuclei (AGN)
and galactic winds driven by supernovae. It was found that
the impact of baryons is much larger in the inner regions
(e.g., r2500) and almost negligible at the virial radius. Cool-
ing and star formation lead to a slightly larger halo density
(i.e. increase of the mass function with respect to Dark Mat-
ter only derived mass functions), while adding AGN feed-
back on top can result in a suppression of the mass function
(Cui et al. 2014). This has also been shown with a differ-
ent type of simulations (AMR instead of SPH) by Martizzi
et al. (2014), where the authors demonstrate that the effect
of baryons on cosmological parameters is on a percent level.
Here we adopt the mass function from Bocquet et al.
(2016), which includes stellar evolution, chemical enrich-
ment, star formation and feedback processes (AGN and
SNe). The simulations are based on three different box sizes
of the Magneticum simulation with an input cosmology
Ωm = 0.272,Ωb = 0.0456, σ8 = 0.809 and h = 0.704. Boc-
quet et al. (2016) predict for z < 0.3 that the mass function
from hydrodynamic simulations (including the baryonic ef-
fects, HydroMF in the following) will be smaller than Tin-
ker et al. (2008) at all masses, while the difference seems to
be minimal around 1015 M. Naively that would mean that
the HydroMF gives larger Ωm than Tinker et al. (2008). Of
course the impact will depend on the individual sample se-
lection. For example, for an eROSITA like sample (X-ray
flux selected) the Tinker et al. (2008) mass function would
predict lower Ωm and smaller σ8. Note that the input cos-
mology for these tests in Bocquet et al. (2016) was close to
the cosmology used in the simulations.
Applying the Bocquet et al. (2016) mass function to
HIFLUGCS (raw) results in a different trend (see Fig. 16):
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Figure 13. 68.3% and 95.4% confidence levels for the analysis of the Planck SZ masses of HIFLUGCS (green), compared to the raw
analysis procedure (black) and the high redshift subsample (raw + z > 0.05, red).
We detect no change in Ωm and a lower σ8 when using the
HydroMF, which is not expected. The Dark Matter only
mass function from Bocquet et al. (2016) shows good agree-
ment with the HydroMF, which is also not expected. The
uncertainties of the HydroMF are larger, mostly because the
covariance matrix enters and puts uncertainties on the pa-
rameters, which was not done for the Dark Matter only mass
function of Tinker et al. (2008) and Bocquet et al. (2016). Di-
rectly comparing the HydroMF mass function against Tin-
ker et al. (2008) reveals that for Ωm ≈ 0.17 the situation is
the reverse of that described in Bocquet et al. (2016): Tinker
et al. (2008) gives a lower halo density than HydroMF for
high masses and shows agreement for low masses, which is
locally equivalent to a change in σ8 as observed. One reason
could be that one (or both) mass functions compared here
are not universal at ∆500c. As indicated already in Bocquet
et al. (2016) the best universality is given at an overdensity
of ∆200m. It seems that for HIFLUGCS the effects of baryons
in the mass function is negligible (if HydroMF is correct), es-
pecially if one compares the tiny difference between the Dark
Matter only (orange) and HydroMF (green) constraints of
the Bocquet et al. (2016) mass functions in Fig. 16. The dif-
ferences between different Dark Matter only simulations on
the other hand can be significant, as in the described case
there is only small overlap of the 68.3% confidence regions.
4.6.2 Neutrinos
In the standard model of particle physics neutrinos are con-
sidered as massless particles without charge, although sev-
eral studies have concluded that they have a non-zero mass
(e.g., Kamionkowski & Kosowsky 1999; Hirsch & Valle 2004;
Fogli et al. 2012; Burenin 2013). A massive neutrino will
have an effect on the large scale structure that can be seen
in the matter power spectrum (e.g., Lesgourgues & Pastor
2006, 2012, 2014): On sub-free-streaming-scales neutrinos
will smooth the density field, which makes the gravitational
potential shallower and slows down structure growth (Agar-
wal & Feldman 2011). The distribution of masses among the
neutrino species is uncertain, but the sum of the masses of
the three species,
∑
mν , is important for our analysis.
The neutrino mass enters in the calculation of the mat-
ter power spectrum and it is taken into account by CLASS
(Lesgourgues 2011a,b; Lesgourgues & Tram 2011). Massive
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Figure 14. 68.3% and 95.4% confidence levels for the analysis of the dynamic masses of HIFLUGCS (green; Zhang et al. 2017), compared
to the raw analysis procedure (black) and the raw setup plus a fixed hydrostatic bias of (1 − b) = 0.8 (red).
neutrinos are no longer in the relativistic regime, but can be
described by a Fermi-Dirac distribution. The mass can be
translated into an energy density,
Ων =
∑
mν
93.14 eV h2
, (13)
which is taken into account when calculating the total mat-
ter density. The oscillation experiments now determine three
neutrino mass states, and each mass corresponds to a su-
perposition of the three different neutrino flavors. Theory
predicts two different scenarios for the distribution of mass
states: The normal and inverse hierarchy (see also Cahn
et al. 2013), with each having different implications on the
standard model of particle physics. However, for cosmologi-
cal applications, the sum of neutrino masses is important.
The results for the REFLEX2 galaxy cluster sample
(Bo¨hringer & Chon 2015) suggest a smaller σ8 and larger
Ωm, when increasing the neutrino mass. This is in good
agreement with what is obtained for HIFLUGCS (see Fig.
17). The cases shown here (
∑
mν up to 1 eV) are unrealisti-
cally high. Current upper limits are found by Planck Col-
laboration et al. (2016a) (0.17 eV), and by Vagnozzi et al.
(2017) (0.12 eV), both at 95% confidence level, but our ex-
amples are shown here to demonstrate the mass at which
the effect would be significant.
The constraints on the Lx−M relation are unchanged for
any high neutrino mass tested here. The effect in the Ωm-σ8
plane is perpendicular to the hydrostatic bias, which makes
it possible to approach the WMAP9 results by adding a suf-
ficiently high bias and neutrino mass, which both would be
unphysical. As stated before, it is not our aim to reproduce
CMB results.
4.7 Gas mass measurements
The results of the fgas test (Section 2.3) alone can only con-
strain Ωm, but not σ8. The derived constraints on Ωm of
the z > 0.05-sample can be added as a prior on the halo
mass function analysis. As shown in Fig. 1 this additional
information eliminates the degeneracy between Ωm and σ8.
For the setup including the fgas priors one cannot detect any
significant difference of the Lx −M relation compared to the
MF-only setup. The slightly different Ωm constraints of these
two analysis procedures (halo mass function and fgas test) of
the same sample can probably be explained by the sensitiv-
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Figure 15. Influence of cosmic variance on the ΩM - σ8 deter-
mination. The red confidence intervals excludes the 13 clusters
within 100 Mpc.
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Figure 16. 68.3% and 95.4% constraints on Ωm and σ8 from the
mass functions by Bocquet et al. (2016). Green ellipses are from
hydrodynamical simulations, while the red ellipses are Dark Mat-
ter only simulations. The Tinker et al. (2008) constraints (“raw”)
are shown in black.
ities of the test: fgas is compared to hydrodynamic simula-
tions with many degrees of freedom in the fit. In particular,
the mass dependence modeled by βgas in Eq. 5 gives flexi-
bility to account for the different behavior of galaxy groups.
The values of βgas in Table 1 and Fig. 18 show that simu-
lations do not reproduce the observed properties of galaxy
groups well (high values of βgas), but since this parameter
is free, the fit is able to account for the observed lower gas
mass fractions in groups (which is also supported by other
studies). As found by Vikhlinin et al. (2006); Arnaud et al.
(2007); Sun et al. (2009) (gray), Sun et al. (2009); Zhang
et al. (2011b) (yellow), Lovisari et al. (2015) (red), Ettori
(2015) (black) or Lagana´ et al. (2013) (blue), all shown in
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Figure 17. 68.3% and 95.4% constraints on Ωm and σ8 for an
increased (summed) mass of neutrinos (raw:
∑
mν = 0.06 eV).
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Figure 18. 68.3% and 95.4% confidence levels of the fgas tests for
Ωm and βgas, the mass dependence of the gas depletion factor, for
the HIFLUGCS sample, calculated at r2500. See text for details.
Fig. 18, the mass dependence of the gas depletion factor
is typically around 0.15 to 0.25, but depends on the sample
composition. In our sample there are several low mass galaxy
groups. Especially the lowest mass system, NGC4636, seems
to introduce a large bias for βgas: If one excludes only this
group from the fgas analysis, the value of βgas is reduced by
almost 50% (Fig. 18), making it consistent with the other
studies mentioned before. Note that the colorbars in Fig. 18
should not refer to a specific value or range of Ωm, but are
just placed in the figure for comparison reasons. Since nei-
ther the simulations, nor other studies have included galaxy
groups with this low mass in their studies, the high value of
βgas could be real. But conclusions based on just one single
object are not justified.
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5 CONCLUSION
We present a cosmological analysis using a complete, X-ray
selected, purely flux limited sample of 64 local galaxy clus-
ters and calibrate the Lx − M scaling relation (Eq. 2), for
whose parameters we find ALM = 0.67 ± 0.07 and BLM =
1.34+0.13−0.12. Masses of the galaxy clusters have been calculated
individually for each cluster from the temperature and sur-
face brightness profiles. A crucial step was to perform the
extrapolation of the mass, since the Chandra FOV and, for
some clusters, the limited exposure time, does not allow us
to measure the temperature and its gradient at R500. Sev-
eral methods are applied to perform the extrapolation, either
simply by using models for the temperature profiles, which
can produce (unphysical) decreasing total mass profiles in
the outer regions, or by using an NFW model (see Paper
I, for more details). The NFW fit with a concentration pa-
rameter linked to the total mass was used as the default.
Additionally we noticed with the R500-test (using a subsam-
ple of clusters whose temperature profile reaches R500) that
cluster masses are underestimated depending on the extrap-
olation to reach R500. Although for most clusters this is a
small effect, we took this into account.
We performed several tests to measure the robustness of
these constraints: Simple tests like excluding some extreme
clusters (fluxes which are just at the flux limit, large devia-
tions from the Lx − M relation), did not show a significant
effect. We also confirmed past results indicating that the
Chandra/XMM-Newton cross calibration has no significant
effect on the cosmological parameters for the HIFLUGCS
sample. Systematic modifications of the sample selection
function, like a redshift cut, revealed an interesting trend:
The high redshift subsample shows larger uncertainties, as
expected, but is also in better agreement with CMB mea-
surements. The low redshift subsample, containing all the
groups of the full sample, exhibits a much steeper Lx − M
relation and even lower Ωm values. Since some effects, like
the influence of galaxy groups, seems to be important, this
was evaluated in more detail:
• Galaxy groups: The parent sample may have a higher in-
completeness and/or missing flux fraction at the galaxy
group scale. This could be corrected either by reanalyzing
the RASS data with a source detection algorithm adapted
to special group properties (e.g., lower surface brightness or
flatter surface brightness profiles), or by quantifying their
influence, i.e., assuming a higher incompleteness for groups
(see Section 4.3.1). The latter test revealed that for our
sample Ωm might be biased low by about 0.03 in the raw
analysis. Furthermore, the astrophysical processes in galaxy
groups might be different, which results in a steep Lx − M
relation for low mass objects and the powerlaw might not be
a good parametrization. This can only be better described
with large, complete samples of galaxy groups, where sta-
tistical uncertainties are small and selection effects can be
corrected for.
• Hydrostatic mass bias: Simulations and comparisons of the
X-ray and weak lensing masses of galaxy clusters point to
the existence of a hydrostatic mass bias. Using alternative
cluster masses (e.g., dynamical masses from velocity disper-
sion) we find very good agreement if we assume a bias of
(1 − b) = 0.8 for the X-ray masses. Dynamically disturbed
clusters, which often violate (to some extent) hydrostatic
equilibrium, can bias results, since the exclusion of this sub-
sample leads to higher values of Ωm and lower values of
σ8. But assuming that reference cosmological results (e.g.,
WMAP9) are correct, one can obtain an indirect mass cal-
ibration when leaving the hydrostatic bias free to vary. For
our default analysis we rely on the very recent simulation
results by Biffi et al. (2016).
• Extrapolation: For many of our clusters an extrapolation
is needed to constrain the total mass at R500. The only way
to avoid this is to gather many expensive observations at
large cluster radii. For our analysis, we correct our NFW
extrapolation model with a few clusters having temperature
measurements to large radii. Although for most clusters this
correction is small, we find a systematic shift of Ωm by 0.01
due to this correction.
• Theoretical mass function: Comparing two different halo
mass functions based on N-body simulations results only in
a small shift of σ8 by ∼ 0.03. Baryonic effects (e.g., feedback
processes) are expected to play a significant role for low mass
systems. Using a mass function which incorporates these ef-
fects shows no changes: Compared to a consistently derived
Dark Matter only mass function, the change is completely
insignificant.
• Other physical/cosmological effects: Several physical
and/or cosmological effects could help (e.g., here we show
explicitly the effects of neutrinos with masses  0.06 eV),
but the other effects above need to be controlled better be-
fore robust conclusions can be drawn.
In sum, the effect of galaxy groups and/or disturbed
objects (in the raw analysis) in HIFLUGCS seems to bias
results toward lower Ωm. Due to large uncertainties in the
results from subsamples, the changes are often insignificant.
The fgas test also shows that galaxy groups need to be
treated more carefully. Simulations are not able to recover
the values of fgas for low mass system, raising the suspicion
that halo mass function simulations may also not reproduce
the number density of those systems well.
The final cosmological results with purely statistical
(68%) uncertainties from the halo mass function (Tinker
et al. 2008) give Ωm = 0.22+0.07−0.05 and σ8 = 0.89 ± 0.10,
and after adding the prior from the gas mass fraction
analysis we get our default results: Ωm = 0.30 ± 0.01 and
σ8 = 0.79 ± 0.03. These include corrections and modifications
based on the tests presented in the discussion: The effects
of galaxy groups and the uncertainties of cosmic variance
in the very nearby Universe (leading to a lower redshift cut
of z > 0.05), and the corrections for the mass extrapolation
and hydrostatic mass biases.
Including these results for systematics in a
broader framework, e.g., by increasing the sample size
(eHIFLUGCS), will enable us to estimate more detailed
cosmological parameters (the Dark Energy density, ΩDE,
and its equation of state).
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APPENDIX A: LIKELIHOOD FUNCTION
In order to get rid of biases arising from binning the clusters in mass, flux, luminosity and/or redshift, one can do the transition
to make these volume bins as small as possible, as done, e.g., by Mantz et al. (2008); Vikhlinin et al. (2009a). A corresponding
likelihood function would then comprise a simple source counting within a Bayesian regression model:
L(Mˆ, Lˆ, Ndet) =
〈N〉N e−〈N 〉
N!︸          ︷︷          ︸
Poisson
· N!
Ndet! Nmis!
pNdet (1 − p)Nmis︸                                ︷︷                                ︸
Binomial
·
Ndet∏
i=1
P˜i︸ ︷︷ ︸
observational probability
. (A1)
The hat, xˆ, on parameters marks observed quantities. The first part is the Poisson likelihood for predicting 〈N〉 clusters with
the halo mass function (without selection) while having N clusters in the Universe. The second term is a Binomial likelihood
for detecting Ndet clusters using the selection function out of the N clusters and missing Nmis = N −Ndet clusters in the sample.
p is the probability for all the detected sources to be detected within the current constraints on the cosmology, scaling relation
and selection function, while (1 − p) is the probability to miss Nmis sources. The last term is the probability for observing
each individual cluster with its properties like mass and luminosity, so P˜i depends on the Mˆ, Lˆ, the parameters of the scaling
relation and the selection criteria. Following the derivations in Mantz et al. (2010), one can rewrite the parameters in the
following:
〈N〉 =
∫
dz
dV
dz
·
∫
dM Ωfrac(z,M) ·
dn
dM
, (A2)
where 〈N〉, as mentioned before, is the total number of predicted clusters and
〈Ndet〉 =
∫
dz
dV
dz
∫
dM Ωfrac(z,M) ·
dn
dM
∫
dL
∫
dLˆ · N(L, Lˆ, σLˆ) · N(L, LLM, σLM) · PI , (A3)
is the number of predicted clusters accounting for the selection function, where dVdz is the comoving volume element at redshift
z, Ωfrac(z,M) is the covered sky fraction (which is assumed to be constant for HIFLUGCS, but will be tested to depend on
redshift or mass) and dndM is the halo mass function (halo number density per mass, e.g., by Tinker et al. 2008). The fact that
the sky fraction can depend on parameters like redshift or mass is a way to include a more complicated selection function
without changing the luminosity integrals. L and Lˆ are “real” and observed luminosities, respectively. σLˆ is the uncertainty
(model) of the measured luminosities, which could in principle depend on flux or solid angle. LLM is the luminosity coming
from the L −M relation and σLM is the scatter of the mass-luminosity function that is being used, which can also be variable
during the cosmological fit. PI is the selection function and in the most simple case considered here it can be identified with
a heavyside step function (1 for clusters above the flux limit and 0 below), so here it will just depend on Lˆ and z. N(x, y, z)
denotes the normal distribution probability density function at x− y and with a standard deviation z. The probability function
p in Eq. A1 can be identified by
p =
〈Ndet〉
〈N〉 , (A4)
where Pi, det is the probability to detect a cluster with certain observed quantities (Mˆ, Lˆ, zˆ,...),
P˜i =
1
〈Ndet〉
∫
dz δ(zˆi) · dVdz
∫
dM Ωfrac(z,M) ·
dn
dM
∫
dLN(L, Lˆi, σLˆi ) · N(M, Mˆi, σMˆi ) · N(L, LLM, σLM) · PI , (A5)
where the redshift is assumed to be perfectly known (modeled by a delta function). Mˆi and σMˆi are the measured total mass
and its standard deviation, respectively. The probability for the missed sources is simply
(1 − p) = 〈Nmis〉〈N〉 . (A6)
Putting all these derivations together one simplifies Eq. A1 to,
L = 〈N〉
N
〈N〉Ndet 〈N〉Nmis︸               ︷︷               ︸
1
1
Ndet!︸︷︷︸
constant
〈Nmis〉Nmis e−〈Nmis 〉
Nmis!︸                    ︷︷                    ︸
for Nmis∈[0,∞]=1
·e−〈Ndet 〉
Ndet∏
i=1
〈Ndet〉 · P˜i . (A7)
The third term is a Poisson likelihood which is equal to unity when marginalizing over Nmis from 0 to ∞. As indicated, only
the last term depends on model parameters which gives the likelihood as in Mantz et al. (2010, 2015),
L ∝ e−〈Ndet 〉
Ndet∏
i=1
〈Ndet〉 · P˜i . (A8)
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Cluster fgas,2500 ∆ fgas,2500
2A0335 0.107 0.002
A0085 0.087 0.001
A0119 0.068 0.005
A0133 0.078 0.005
A0262 0.065 0.001
A0399 0.126 0.004
A0400 0.051 0.003
A0401 0.107 0.002
A0478 0.092 0.007
A0496 0.076 0.003
A0576 0.059 0.005
A0754 0.027 0.003
A1060 0.046 0.002
A1367 0.063 0.003
A1644 0.078 0.003
A1650 0.076 0.001
A1651 0.093 0.004
A1656 0.085 0.002
A1736 0.093 0.005
A1795 0.088 0.002
A2029 0.095 0.002
A2052 0.111 0.001
A2063 0.065 0.003
A2065 0.087 0.002
A2142 0.080 0.004
A2147 0.104 0.008
A2163 0.133 0.004
A2199 0.075 0.001
A2204 0.090 0.004
A2244 0.095 0.002
A2255 0.085 0.004
A2256 0.093 0.001
A2589 0.065 0.002
A2597 0.097 0.001
A2634 0.045 0.002
A2657 0.077 0.005
A3112 0.070 0.004
A3158 0.093 0.002
A3266 0.087 0.007
A3376 0.046 0.002
A3391 0.066 0.004
A3395 0.055 0.002
A3526 0.067 0.001
A3558 0.069 0.004
A3562 0.066 0.004
A3571 0.079 0.002
A3581 0.058 0.003
A3667 0.094 0.002
A4038 0.077 0.006
A4059 0.068 0.001
EXO0422 0.075 0.004
HydraA 0.075 0.003
IIIZw54 0.078 0.002
MKW3S 0.071 0.001
MKW4 0.044 0.001
MKW8 0.048 0.003
NGC1399 0.041 0.001
NGC1550 0.052 0.001
NGC4636 0.020 0.000
NGC5044 0.043 0.000
NGC507 0.044 0.002
RXCJ1504 0.109 0.008
S1101 0.077 0.002
ZwCl1215 0.081 0.004
Table B1. Gas mass fraction values for the clusters at R = ∆2500, as used in Section 2.3.
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APPENDIX B: GAS MASS FRACTION
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